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Abstract
In this work the Path Integral quantum Monte Carlo (PI-QMC) method has been
used to study exciton complexes in semiconductor nanostructures. This power-
ful technique allows for coulomb correlations in these complexes to be correctly
treated, and at the same time allowing for finite temperature simulations in an ar-
bitrary external potential without the need for complicated trial function or basis
set information.
Quantum dots and rings were modelled using both analytic potentials, and by
potentials derived from atomistic models of these structures, including strain and
piezoelectric effects. The effect of strain and the piezoelectric potential on quantum
rings is explored, and rings are shown to have a unique strain and piezoelectric
profile which directly impacts observables.
This unique piezoelectric potential in quantum rings is exploited by use of ver-
tical electric fields, to induce a novel lateral switching of the exciton and biexci-
ton probability distributions when the direction of the applied field is switched.
Calculations of in-plane polarizability suggest the switching would be observable
experimentally.
The diamagnetic susceptibility of quantum rings and dots are investigated, and
accurate reproduction of experimental results are shown – which require the proper
treatment of coulomb correlations.
Finally, the transition between a bound and anti-bound biexciton in a core/shell
Type-II colloidal quantum dot, with increasing shell thickness is for the first time
theoretically shown. Excellent agreement with experimental results are seen, and
these results are contrasted with previous perturbative results which miss this tran-
sition from the literature.
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Chapter 1
Introduction
1.1 Introduction
Semiconductors have become all pervasive, and are found in nearly every object
that one might buy today. For a long time many of these applications depended
on the properties of bulk semiconductor crystals, but this has been steadily chang-
ing, as the growth and use of low dimensional heterostructures has become routine.
These so named ‘nanostructures’ can be created with differing levels of charge car-
rier confinement, and in particular the nanostructures with highest confinement are
sometimes dubbed ‘artificial atoms’ due to their discrete energy levels.
The strong quantum confinement that can be induced in these structures can
lead to significantly different properties as compared to bulk semiconductors. These
structures therefore require new theoretical and computational models to further the
understanding, development and applications of the optical and electronic processes
within them. In this thesis the path integral quantum Monte Carlo method, which
includes the proper treatment of all many body quantum correlations, is used in
conjunction with accurate nanostucture models to explore the properties of these
structures.
In this introductory chapter, background will be given to the electronic proper-
ties (section 1.2), growth mechanism (section 1.3), and applications of these quantum
nanostructures (section 1.4). The most common methods of modelling the electronic
structure of these nanostructures will be discussed as a background to the later work
in this thesis (section 1.5). Finally, the layout of the remainder of this thesis will be
outlined.
1.2 Background
The important steps forward in semiconductor devices and technologies have been
down to the understanding that has been gained in how electrons behave inside
crystal structures, and most importantly the formation of bands of allowed energy,
which lead to conductors, insulators and semiconductors. Free electrons can be
described as plane waves, and as a result have an essentially continuous distribution
of energy levels, described by a parabolic dispersion relation,
Ek =
~2k2
2m
. (1.1)
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Electrons inside a periodic atomic crystalline lattice are described by the Bloch
wavefunction, which describes instead an electron in a periodic potential of form
V (r) = V (r+R),
Ψk(r) = e
ik·ruk(r). (1.2)
Here uk(r) is a periodic function of the crystal lattice i.e. uk(r) = uk(r+R) and k
is the wavevector. These wavefunctions correspond, due to Bragg reflections within
the first Brillouin zone (which describes the primitive cell of the crystal lattice in
reciprocal space), to a series of standing waves. The reflection at the edge of the first
Brillouin zone, with wavevector k = ±pi/a results in two standing waves of different
energies, which are separated by a forbidden band of energy known as a band gap.
Other gaps occur at the Bragg reflections of higher order Brillouin zones. The lower
energy of these bands is typically called the valence band, and the higher energy
band the conduction band. More details can be found in references [1, 2].
These band gaps are key to understanding if a solid is an insulator or a conductor.
In conductors, which are usually metals, the conduction band is partially filled with
the Fermi energy lying within the conduction band and there is a continuum of
states available for conduction to occur in. This allows electrons to easily move
inside the conductor giving good conductivity. Insulators on the other hand, have
a very large band gap, and a filled valence band. Therefore there are no free states
in which electrons can be transported.
A semiconductor has a filled valence band, but a smaller band gap. The band gap
is small enough that electrons at the top of the valence band can be easily excited into
the conduction band across the band gap (Fig. 1.1), as a result of thermal excitations
or photon absorption. Conduction can then occur in the conduction band due to
the excited electron, and conduction can also take place in the valence band due
to the vacancy left behind by the excitation of the electron. The vacancy which is
left behind in the valence band can be thought of as a quasi-particle called a hole
with a positive charge, and which, due to momentum conservation, has momentum
of kh = −ke such that ke + kh = 0.
The electron and hole pair that are created through for example optical exci-
tation, interact strongly due to the coulomb interaction to form an overall charge
neutral particle called an exciton (X). In a bulk semiconductor crystal this can be
thought of as analogous to a Hydrogen atom, with the differing effective masses and
dielectric constants of semiconductors which effectively scale the Bohr radius and
Rydberg energy scales, i.e.,
aX =
4pi0r~2
µe2
= a0r/µ,
EX = 13.6
µ
2r
eV.
(1.3)
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Figure 1.1: Band diagram showing electron (blue) excitation to conduction band, leaving
holes (red) in valence band. Conduction and valence band edges shown with band gaps
and band offsets indicated. Type I and Type II semiconductor configurations of quantum
confinement are shown.
with µ being the reduced mass defined as memh/(me + mh) in units of electron
mass, r is the effective dielectric constant and a0 is the Bohr radius. Further
excitations can occur to excite more electrons to the conduction band, creating
multiple excitons. When two excitons are created they also interact with one another
to create a bound particle called a biexciton (XX). Further higher order excitations
are possible, although the Pauli exclusion principle dictates that these must be to
higher energy levels.
As well as being able to optically excite electrons from the valance to the con-
duction band through the absorption of a photon, it is also possible to electrically
inject electrons (and holes) with electric fields into nanostructures. Nanostructures
can be grown between a doped semiconductor layer and an electrical contact. The
electric field can be adjusted so the energy levels of the nanostructure sit well above
the Fermi level of the doped semiconductor, in which case no tunnelling between
this and the structure occurs. Or it can be reduced such that the Fermi level lies
within the structure and electrons can tunnel in and out of the structure. Coulomb
repulsion prevents more electrons from entering the structure without an adjust-
ment of the electric field, and blocking barriers (materials which act as a potential
barrier) can be grown between the structure and the contact to reduce the effect of
tunnelling out of the structure. This allows for a controllable number of electrons (or
holes) to be placed into a structure. More relevant to the work in this thesis is when
an extra electron (or hole) is added to an exciton to create a charged exciton. That
is an exciton with an extra electron or hole, which are called negative or positive
trions (X− and X+).
The coulomb interactions in excitons, biexcitons and trions all have with them
an associated energy, known as the binding energy. This is how much lower (or
3
higher) the energy of the exciton complex is as a result of the coulomb interactions.
The Hamiltonian for a biexciton for example is a combination of kinetic energy,
confinement potential and coulomb potential Vcoul which is given by,
Vcoul =
e2
4pi0r
(
1
|re1 − re2|
+
1
|rh1 − rh2|
− 1|re1 − rh1|
− 1|re2 − rh2|
− 1|re2 − rh1|
− 1|re1 − rh2|
)
,
(1.4)
The coulomb potential for excitons and trions is an appropriate reduction of this
form. Defining Ee and Eh as the total single particle electron and hole energies,
and EX , EX− , EX+ and EXX as the total exciton, negative trion, positive trion and
biexciton total energies respectively, the binding energies of the four complexes can
then be defined as,
∆X = Ee + Eh − EX
ΓXX = 2Ee + 2Eh − EXX
ΓX− = 2Ee + Eh − EX−
ΓX+ = Ee + 2Eh − EX+ .
(1.5)
It is however more typical to refer to the binding energies of the biexciton and trions
relative to the binding of the exciton,
∆XX = 2EX − EXX
∆X− = EX + Ee − EX−
∆X+ = EX + Eh − EX+.
(1.6)
For the definition of binding used here, positive values mean binding and negative
anti-binding. In Chapter 6 an alternative definition of binding will be used more in
keeping with the literature in the area, and will be explained in that chapter.
1.2.1 Quantum nanostructures
Semiconductor materials of differing composition can have both different band gaps,
and relative positions of the conduction and valence band edges compared to the
vacuum energy level. This fact has been used to construct areas of confinement
in which to confine charge carriers, due to the offset in the band gaps of the two
materials (Fig. 1.1). A common example of this is InAs and GaAs, both direct
band semiconductors, in which InAs has a conduction band edge lower in energy
than GaAs, and a valence band edge higher in energy. As a result, when these
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two materials are placed together in a hetrostructure both charge carriers will be
confined in the InAs layer by a potential well as a result of this difference, the band
offsets. This is an important quantity (but difficult to accurately determine) as
it partially (along with the size of the hetrostructure) defines the confinement of
the charge carriers. An example of this is shown in Fig. 1.1. Differing band offsets
can result in either Type I (Fig. 1.1 a)) or Type II confinement (Fig. 1.1 b)), where
electrons and holes are confined to the same or different spatial areas respectively,
an example of which is GaSb/GaAs. Band gaps and offsets are heavily dependent
on the strain in the material; this is an on going area of research in the field, and is
discussed in more detail in Chapter 3.
In combination with the band offsets, the size and shape of the heterostructure
affects the confinement and electronic structure. A slab of InAs deposited between
two layers of GaAs can be used to confine charge carriers in a plane - in a quantum
well (Fig. 1.2 a)). Quantum wires can be constructed so that the charge carriers are
confined in two dimensions much like in a classical wire (Fig. 1.2 b)). Lastly, the
charge carriers can be confined in all three dimensions in a quantum dot (Fig. 1.2
c)). The increasing spatial confinement leads to a gradual reduction in the available
density of states. In the case of a quantum dot where there is confinement in all
three dimensions this gives rise to a discrete density of states leading to physics
which resembles that of an atomic system - with well defined energy levels and
transitions.
Figure 1.2: Examples of quantum nanostructures a) Quantum Well with confinement
in one direction, b) Quantum Wire with confinement in two dimensions and c) Quantum
Dot with three dimensional confinement.
1.3 Quantum nanostructure growth
In this section, the two methods most commonly used to create the quantum nanos-
tructures which are theoretically modelled in later chapters will be discussed. The
first of these methods is the Stranski-Krastanow growth mode by molecular beam
epitaxy (MBE) deposition. This is commonly used in the growth of III-V semicon-
ductor materials, which are the focus of Chapters 3, 4 and 5. The second method
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discussed focuses on the growth of semiconductor colloidal quantum dots, the prop-
erties of which are explored in Chapter 6.
1.3.1 Stranski-Krastanow growth mode
The structures of interest in this thesis, are all lattice mismatched - that is the lattice
constants of the constituent materials that make up a structure are different, in the
case of InAs and GaAs, which is a common composition for quantum dots, this
difference is ≈ 7% [3]. Other structures can be made from materials with no such
lattice mismatch, such as GaAs/(Al,Ga)As which is latticed matched [4]. These
structures are grown in a slightly different manner (droplet epitaxy), outside the
scope of this work. By far the most common method for quantum dot growth in the
Figure 1.3: Quantum dot growth using the Stranski-Krastanow method. Layers of InAs
are deposited on GaAs until a critical thickness is reached. To reduce the strain energy,
quantum dots spontaneously form.
case of lattice mismatched materials is the Stranski-Krastnow (SK) growth mode.
A two dimensional layer of material is grown on top of the bulk crystal lattice up to
several monolayers thick in a layer by layer procedure using molecular beam epitaxy.
In a high vacuum pure elements are heated and sublimate, condensing on a wafer
where they react to create a crystal.
After a certain critical thickness of crystal is grown, islands begin to appear in
order to minimize the strain energy elastically without the introduction of defects
in the crystal [5]. These islands are known as quantum dots, and typically range in
sizes from 10 nm to 30 nm in diameter and up to 6 nm in height [6, 7]. These size
estimates are subject to fairly large error, and can change significantly depending
on the geometry of the dot. The density of dots in a sample can be controlled,
and typically range from a density of 5× 1010 cm−2 for larger dots grown at 500 ◦C
to a density of 2.6 × 1012 cm−2 for smaller dots grown at a lower temperature of
350 ◦C [8]. An example of an Atomic Force Microscopy (AFM) image of a sample
from Ref. [9] is shown in Fig. 1.4. The growth of a related nanostructure, a quantum
ring, is discussed in detail in Chapter 3.
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Figure 1.4: Example AFM image of quantum dot sample, taken from Ref. [9]
1.3.2 Colloidal growth of quantum dots
Colloidal quantum dots differ from epitaxially grown quantum dots in that they
are grown in a ‘wet’ chemical process. They can be produced in a range of sizes
from ≈ 1 nm to ≈ 12 nm in diameter. Small nanocrystals of semiconducting ma-
terial are grown, known as core structures. They are grown by the rapid injection
of organometallic reagents into a hot coordinating solvent to produce a temporary
discrete homogeneous nucleation [10]. Samples are taken from the suspension at
discrete time intervals, allowing for a full range of core sizes to be taken from one
production sample. They also have the advantage over epitaxially grown structures
that they can be further easily processed, allowing for them to be used in a variety
of different systems. For example, a further layer of semiconducting material may
be grown on top of the core, to produce a Type II band offset arrangement in a
core/shell structure by utilizing an overcoating method [11]. As well as core/shell
type arrangements, colloidal dots can be overgrown with a colloidal nanorod, result-
ing in a dot-in-rod structure (Fig. 1.5). These colloidal dots are then often suspended
in a solution (hence colloidal) of organic ligands with an extremely large band gap
and low dielectric constant. Results of exciton and biexciton complexes in both Type
I and Type II core/shell colloidal quantum dots, as well as a colloidal quantum dot
overgrown with a colloidal quantum rod – a dot-in-rod structure will be discussed
in Chapter 6.
1.4 Applications of quantum nanostructures
Both colloidally grown and epitaxially grown quantum nanostructures have found
a wide range of applications. Here the various applications are discussed, and the
advantages between one type of dot and the other compared.
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Figure 1.5: Examples of TEM images of dot in rod colloidal structures, taken from
Ref. [12].
1.4.1 Epitaxially grown nanostructures
Quantum wells have been used extensively in commercial laser products. In partic-
ular the introduction of the strained quantum well laser, in which a quantum well
under compressive strain causes a change in the valance band structure by forcing
the light hole band to the valance band maximum. This leads to a reduction in the
threshold current and carrier density required to achieve lasing [13], as the density
of states is reduced due to the lower hole mass. The use of material alloying to
introduce the compressive strain also brought about the advantage of being able to
access otherwise inaccessible energy regimes.
Quantum wires have been been studied for use in the miniaturization of elec-
tronics, and a combination of Si and GaN nanowires have been shown to be able to
produce a series of logic gates [14]. They have also been suggested as being useful for
a less temperature sensitive laser due to the increased energy level separation stem-
ming from the stronger quantum confinement, and have been shown to be capable
of emitting at wavelengths of between λ=1.5–1.6µm [15].
With quantum dots being confined in all three dimensions, this leads to a dis-
crete density of states and transitions. This is beneficial for lasing applications: the
stronger confinement leads to greater temperature insensitivity, as well as a fur-
ther reduction in threshold currents and improved gain [16]. Quantum dot lasers
have allowed for new wavelengths of lasers to be produced, with various quantum
dot compositions covering the entire spectrum. Commercially available Wurtzite-
crystal GaN LEDs operate from green to ultra-violet [17], and (In,Ga)As zinc blende
quantum dots can emit in a range from 900 nm to 1300 nm.
Quantum dots can also be used as single photon emitters [18], useful as optical
sources for quantum cryptography and quantum information. A quantum dot sam-
ple of low density allows for the emission of a single dot can be isolated. With dots
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grown between a n- and p-type contact allow for the electrical injection of charge
carriers. The recombination between one electron and one hole will result in the
emission of a single photon. Dots can be embedded in a pillar microcavity for di-
rection of emission into an optical fibre [19], or placed under an optical aperture to
select only one dot.
1.4.2 Colloidal grown nanostructures
Colloidal quantum dots have the useful property that the confinement changes with
dot size, and that this can be easily controlled through growth, unlike in epitaxially
grown dots. Different emission energies can be tuned based simply on the size of
the dot, allowing demonstration of light emitting diodes [20].
Further because they can be coated with organic ligands, they are useful in
biological applications. The coating of organic polymers has for example led to water
soluble quantum dots, making them suitable for imaging of tissue. The colloidal
quantum dots can be excited under infra-red light to stimulate emission, revealing
the structure of blood vessels or other areas of interest, with colloidal fluorescence
imaging showing improved image detail and depth as compared to conventional
methods [21].
“Multi Exciton Generation” is also possible, in which a photon of energy larger
than the band gap is absorbed and excites a high energy exciton. As the initial high
energy exciton relaxes, it in turn excites multiple lower energy excitons and can
result in as many as 7 excitons/photon. In a quantum dot this raises the possibility
of creating solar cells which are much more efficient than those which are currently
available [22].
Much work has also been carried out on producing gain in the single exciton
regime, with the goal of avoiding Auger recombination which dominates the recom-
bination path way for multi-exciton excitations. In this case, as the first exciton
recombines, its energy, instead of being emitted as a photon, is absorbed by the
second exciton which is then excited to higher energy levels. In the single exciton
regime the lack of a second exciton to excite means Auger recombination is inac-
tive, opening the door lasing applications in these materials, with promising signs
of achieving gain. This is addressed in more detail in Chapter 7.
1.5 Electronic structure calculations
The work in this thesis focuses on the interaction of electrons and holes inside semi-
conductor nanostructures. The process used to describe the full electronic structure
problem is outlined in Fig. 1.6, along with the various methods which can be used
at each stage, with the methods used in this thesis marked with red.
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The first stage is how best to describe the physical structure of the nanostructure
of interest? Then, how to go about calculating the single particle electron and hole
states for the nanostructure, and what level of accuracy is required? Finally, how
to deal with the many body coulomb interactions of excitons? These questions have
been the subject of much study in the literature, and it is worth providing a brief
overview of the methods generally used within this field to tackle such problems.
Figure 1.6: Procedure of an electronic structure calculation. Red outlined boxes indicate
methods used in this work.
1.6 Structural properties
The first stage is, how best to describe the semiconductor material or structure
under investigation. This includes parameters about the shape, size, composition
and possibly effects of strain on the system. There are typically three possibilities,
the first, an analytical expression is used to model a structure. Typically a harmonic
oscillator, Gaussian potentials or step like potentials have been used to represent
quantum dots. In this work, an analytical expression is used for some calculations of
quantum rings and then later for colloidal quantum dots. These have the advantage
of being quick to implement, and cheap computationally to evaluate but tend to
miss some important features out such as strain and piezoelectric properties.
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To include strain effects, one can move to a continuum model, where the strain is
treated with linear continuum elastic theory. In a continuum model, the semiconduc-
tor material is modelled as one smoothly varying structure, ignoring the atomistic
detail of the semiconductor. The strain tensor for the nanostructure is found by
minimizing the elastic energy on a finite grid using a minimization routine [23].
These methods have the advantage of being significantly faster to calculate than
atomistic models, as well as often more straightforward to implement, and yet being
more sophisticated than simple analytic expressions.
Lastly atomistic models calculate the electronic structure from a basis of indi-
vidual atoms. This has the drawback of often involving a time consuming process
of finding the equilibrium position of the atoms inside the quantum nanostructure,
which can often necessitate dealing with upwards of millions of atoms. However, a
full atomistic treatment of a structure gives full access to all the under lying crystal
symmetries - and random alloy fluctuations in the structure. This results in a gen-
erally more realistic structure. This method is explored in more detail in Chapter
3, and is used to model the quantum dots and rings studied in Chapters 3, 4 and 5.
1.7 Single particle states
After a model for the structure of interest has been defined, single particle states
for the electron and hole excitations are calculated. There are a variety of different
ways to calculate these states, but the most important of these are described next
to give a thorough background.
1.7.1 Effective mass approximation
As described earlier, a free particle has a parabolic energy dispersion. Although the
band structure for the conduction band is not parabolic, near the minimum of the
band (at k = 0 for the direct band gap materials considered in this thesis) it may
be approximated as parabolic such that the electron now has the same parabolic
dispersion relation as a free particle, but with a lighter effective mass. Holes in
the valence band have a slightly more complicated structure. Here there are three
important bands; two bands are formed from the J=3/2 (where J=|l± s| and is the
total angular momentum quantum number) states of the free atoms and one, the
split-off level from the J=1/2. The bands formed from the J=3/2 states are known
as the heavy and light holes bands, and are often degenerate at k = 0. Heavy holes
correspond to the angular momentum projection quantum number of mj = ±3/2,
while light holes are formed from mj = ±1/2. Differing dispersion relations results
in a differing effective mass value for the two types of hole. The split-off band is
typically removed in energy from the other two bands by the spin-orbit interaction.
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In quantum nanostructures, the effects of strain alter the band structure so that the
light holes are no longer degenerate with the heavy hole band. The light holes will
be confined more strongly in areas of compressive strain (negative biaxial strain)
and heavy holes confined more in areas of positive biaxial strain [24,25].
The simplest approximation in the effective mass scheme is to take the lowest
energy conduction band, and highest energy valence band (normally defined as the
heavy hole band) and treat them both with an effective mass parabolic dispersion
relation. This is the two band effective mass approximation, and is used throughout
the work carried out later in this thesis, the reasoning for which will be discussed in
more detail at the end of Chapter 2.
1.7.2 k·p method
The k·p method goes beyond the simplest effective mass model. In its various
different implementations it can account for non-parabolic bands, the inclusion of
multiple conduction and valence bands and effects of band mixing and degeneracy.
In this formalism the wave function is written as a periodic function according
to Bloch’s theorem as before,
Ψ = u(r)eikr. (1.7)
Placing this periodic wave function into the time independent Schro¨dinger equation,
results in a Hamiltonian of the form,
H = H0 +H1,
H0 =
p2
2m
+ V,
H1 =
~(k · p)
m
+
~2k2
2m
,
(1.8)
with H0 the unperturbed Hamiltonian and H1 a perturbation. Perturbation theory
can then be used to calculate energies and wave functions for the perturbed Hamil-
tonian at differing k values, using wavefunctions and energies at k = 0. In general
this method is most accurate for small values of k, but has been shown to be surpris-
ingly resilient when including enough perturbation terms. For electronic structure
calculations this method is often coupled with a continuum model of a structure to
model the strain and piezoelectric properties of nanostructures. This has been used
extensively on various quantum dot structures, to investigate the effect of strain on
single particle electron and hole states [26,27].
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1.7.3 Tight binding method
The tight binding method [28] lies between ab initio techniques and the much faster
empirical methods [29]. In the tight binding method electrons are assumed to be
strongly localized to an atom, with the wave function at each atomic site being
described by a linear combination of atomic orbitals, which are generally taken to be
the outermost valence states. Matrix elements of the Hamiltonian are parametrized
in terms of the on-site energy of a lattice site, and the hopping of an electron between
states within this atom and the atom’s nearest neighbours. These coefficients are
empirically determined such that the band structure around the k = 0 point is well
reproduced. Strain and piezoelectric effects can be introduced in this method by
modification of the on-site energy terms in the Hamiltonian. The resulting matrix
can then be diagonalized to give the wavefunctions and energy levels. This method
has been applied extensively to both bulk band structure calculations as well as
calculations on the electronic structure of quantum dots [30], and coupled with the
configuration interaction method to calculate the properties of excitonic complexes
[31].
1.7.4 Pseudopotentials
Pseudopotentials are, as the name suggests, formulated around the idea that a
problem can be replaced with another problem. The hope in pseudopotentials is
that the strong coulombic potential of the nucleus and the tightly bound ‘core’
electrons (described by the atomic core states of a free atom) can be replaced with an
effective potential, a pseudopotential. The valence electrons are then treated within
this new effective potential, such that the overall effect they feel is kept the same.
The smooth function used to describe the pseudopotential for the valence electrons
can then easily be described by a superposition of just a few plane waves [32].
Pseudopotentials can have a high degree of transferability, that is a pseudopotential
calculated in an atomic calculation can then be used in the calculation of a molecule,
bulk material or nanostructure. The crystal potential is calculated, as a combination
of these atomistic pseudopotentials, and the resulting Schro¨dinger equation is then
solved for single particle states [33]. These pseudopotential calculations are used
with an atomistic model to describe the nanostructure, and effects of many body
interactions are then typically calculated from the single particle wavefunctions using
Configuration Interaction, or another method, as described later in this chapter. The
groups of Zunger and Bester have used the pseudopotential method extensively in
the study of quantum nanostructrues [34–38].
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1.8 Many body interactions
The previously described methods calculate single particle wavefunctions for the par-
ticular system under investigation. If many body interaction effects are important,
which is typically the case for exciton complexes, then these must then be treated
separately. Normally either perturbation theory, the Hartree-Fock approximation
or Configuration interaction - in order of improving accuracy (and computational
time) - is used to treat the many body interactions from the calculated single particle
states.
Slightly separate from these three methods, is Density Functional Theory (DFT),
which treats the many body problem in terms of charge densities rather than wave-
functions. Its relatively good accuracy, and low computational overhead have led to
its widespread adoption in many fields, such as organic chemistry and physics in the
study of the electronic structure of molecules, bulk band structure calculations [39]
and it has also been used to treat multiple electrons in quantum dots [40]. DFT is
therefore briefly discussed in the final part of this section.
1.8.1 Perturbation theory
The most straightforward of these methods is perturbation theory. Using calculated
single particle wavefunctions, possibly calculated from one of the previous methods
described, or indeed an analytical single particle wave function, perturbation theory
can be used to estimate the effect of the coulombic interactions in interacting electron
hole pairs. Treating the coulombic potential as an external perturbation to these
wavefunctions, the energy of an exciton complex can be estimated by,
EX = Ee + Eh − e
2
4pi0r
∫ ∫ |Ψ(re)|2|Ψ(rh)|2
|re − rh| dre drh. (1.9)
The use of the bare single particle wavefunctions in first order perturbation theory
results in a coulomb correction which includes no correlation effects, as the wave-
functions do not change, and are uncorrelated with the presence of another particle.
However this method has been applied to the calculation of excitons in both epi-
taxially and colloidally grown quantum dots, and has also been used to infer the
dimensions of quantum dot structures from experiment [41]. The limitations of per-
turbation theory when applied to these system is discussed in more detail in Chapter
6 for the case of calculations for excitons and biexcitons in colloidal quantum dots.
1.8.2 The Hartree approximation
The Hartree approximation is an approximate method to find the ground state
wavefunction (and hence properties) of the quantum many body problem. This is
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done by assuming that the many-electron wave function can be written as a product
of one-electron orbitals. Hartree called this method the ‘self-consistent field’, and
justified it by suggesting that the electrostatic potential felt by an electron in an
atom was a combination of the central potential of the nucleus and a combination
of the field from all the other electrons in the atom.
In this method, the single particle energies are constructed, along with the two
particle Coulomb integrals from the total charge density. This produces a set of N
coupled partial differential Schro¨dinger-like equations which are solved by minimiz-
ing the energy. This is done by re-calculating the effective potential then re-solving
the Schro¨dinger equation, until the input and output potentials have converged to
the same value, at which point self-consistency has been achieved.
The addition of spin in the Hartree approximation leads to the Hartree-Fock
approximation. While the Hartree approximation treats the particles as distinguish-
able particles, and does not take into account any spin statistics, the Hartree-Fock
approximation, includes spin in the wave function by using a Slater determinant of
spin orbitals to construct the Hartree many-electron wave function.
1.8.3 Configuration interaction
Configuration interaction (CI) is a technique designed to improve on the Hartree-
Fock approximation, and in its full form leads to an exact answer to the many body
problem, including full correlation effects. It starts from the fact a single particle
wavefunction can be expanded in terms of a basis of orbtials such that
Ψ(x1) =
∑
i
ciφi(x1). (1.10)
Then in general, a two body wavefunction - dependent on the position of two par-
ticles can be written as
Ψ(x1, x2) =
∑
ij
cijφi(x1)φj(x2). (1.11)
This then follows to a system of N particles, leading to Ψ(x1, x2, ..., xN). In principle,
any many body wavefunction must be anti-symmetric under particle exchange to
satisfy the Pauli exclusion principle for fermions. Thus in general, any N particle
wavefunction can be expressed as a linear combination of all the possible N particle
Slater determinants - in turn calculated from all the single particle orbitals.
In the configuration interaction, the wavefunction is expanded as a linear com-
bination of all Slater determinants. The first included is simply the Hartree-Fock
Slater determinant corresponding to the ground state; higher order excitation Slater
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determinants are also included. If all higher order terms are included this is ‘Full
Configuration Interaction’. Including all excitations into the Configuration Inter-
action leads to a slow convergence, particularly for quantum nanostructures where
the number of states needing to be included increases as higher energy states are
included, or for larger structures. In turn, this leads to an extreme demand on com-
putational resources, often making this method impractical for anything other than
a small number of particles. As a result CI calculations are often truncated at finite
excitations, leading to under–convergence in the correlation of the wavefunction and
energies.
1.8.4 Density Functional Theory
Density Functional Theory is a method for calculating the energy and other prop-
erties for a system of interacting particles in terms of the ground state electronic
density, n(r). The Hohenberg-Kohn theorems state that the external potential for a
system of interacting particles is uniquely defined by the ground state density. This
equally defines the ground state wavefunction. Thus all the properties of the system
are determined by the ground state density. Since all the properties are determined
by the ground state density, they can be defined as a functional of this density,
including the total energy. Any density which is not the ground state of the system,
will result in an energy greater than for the ground state density. The ground state
energy can be found by varying the density to minimize the energy, assuming that
the energy functional is known. Since the internal energy functional is not known
(as knowing this would require knowledge of many-body solution), this doesn’t help
— if however it can be evaluated or approximated then the minimization procedure
can be performed.
A method for calculating the internal energy functional is the Kohn-Sham method.
Here the interacting system is instead replaced by an effective potential which will
replicate the ground state density of the system of interest but without including the
interactions. Non-interacting single particle states can be used to construct a trial
density, from this initial density a potential is calculated, including any external po-
tential. This potential is then solved for the wavefunction, which in turn generates
a new density. This procedure is carried out self-consistently until the input and
output densities are the same.
The exchange and correlations terms in the energy functional are included by
use of an exchange-correlation functional. The exchange-correlation functional in the
local density approximation (LDA) ignores the nonlocal aspects of the dependence.
The actual exchange correlation functional will depend on both the local density,
but also the density at all the other points in the system.
For numerical calculations the value of the exchange correlation functional must
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be determined - this can be taken from analytic expressions depending on the density,
or an interpolation of calculated values at different densities. An accurate (and
popular, cited over 5,900 times) choice for the correlation energy is taken from
Diffusion Monte Carlo calculations performed by Ceperley and Alder [42].
1.9 Monte Carlo methods
The use of a sophisticated single particle method such as pseudopotentials, along
with a full treatment of the many body effects with Configuration Interaction, in an
atomistic description of a quantum nanostructure including strain and piezoelectric
effects, would give an extremely robust and accurate description of the system under
study. In the case of excitonic complexes in semiconductors, correlation effects,
where the the energy of a particle is dependent on the positions of the other particles,
become important. This is increasingly so as the number of particles rises, and
as the number of interactions between them also rises. In these cases where an
accurate treatment of correlation is important, the many-body methods described
can be unsuitable either because they don’t include any or all the correlation effects
(Perturbation theory, Hartree-Fock) or because they are generally under-converged
due to the large computational expenditure required (Configuration Interaction).
An alternative approach to the previously described methods are a set of algo-
rithms known as Quantum Monte Carlo (QMC). In QMC methods the many body
system is calculated using a Monte Carlo algorithm by stochastically sampling the
integrals that are required. They are capable of treating the many body problem
including correlation, limited only by the statistical uncertainty inherent from a
Monte Carlo method. They in general scale well, between order N and N3, with
particle number. Efficient algorithms exist to treat bosons exactly. Fermions are
more complicated due to the ‘sign problem’ which prevents efficient algorithms from
being developed – this problem is discussed in Chapter 2.
The Metropolis Monte Carlo method is the implementation of choice for all the
QMC algorithms discussed in the next section, originally developed by Metropolis in
his seminal 1953 paper [43], where he set out how to randomly sample a probability
distribution. An arbitrary starting sample is chosen, then a new value for the sample
is proposed from a probability distribution, which depends on the initial value of
the sample. This is the ‘mover’ probability distribution. The new sample value is
accepted depending on the ratio of probabilities between the probability distribution
of the new and old samples. The ‘mover’ distribution can be arbitrary, but must
fulfil the principle of detailed balance, that the probability of going from the old to
new sample must be the same as the probability of the reverse proposal. Doing so
ensures the equilibrium state is the probability distribution which is being sampled.
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The dependence of a move only on the previous sample, generates a Markov chain.
Properties of the system are collected at each point on the Markov chain, and
averaged over. The implementation of the Metropolis algorithm is discussed further
in Chapter 2. Three common QMC algorithms are now discussed in more detail.
1.9.1 Variational Monte Carlo
Variational quantum Monte Carlo is similar to typical analytic variational tech-
niques, except in this case, the integrals required to be computed are carried out
with Monte Carlo methods.
The expectation value of the energy is found by starting with a trial wavefunc-
tion Ψ0 which depends on the position of N electrons, R = (r1, r2, · · · rN). Using
Metropolis sampling with Ψ20 as a weighting factor, the expectation value of the
energy is given by
〈E〉 =
∫
Ψ20
HΨ0
Ψ0
dR∫
Ψ20 dR
= lim
n→∞
∑n
i=1
HΨ0
Ψ0∑n
i=1 1
(1.12)
with the integral being over all configurations, and the sum over n configurations
which are samples of equal weight selected according to probabilities taken propor-
tionally from Ψ20. The simulation is started with an electron at some random point
r, this point is then regenerated at a new location, r′. From this, the change in
probabilities is calculated i.e. Ψ(r′)2/Ψ(r)2. This move is accepted according to
the probability of this ratio, if the ratio is greater than 1 the move is accepted.
Otherwise the old point is taken as new point. After a large number of such moves,
this random walk in configuration point minimizes the energy of the wavefunction.
Importantly it is true that the expectation value 〈E〉 ≥ E, where E is the true
energy.
The advantage of variational quantum Monte Carlo is that the trial wavefunction
can be such that correlation can be included, resulting in expectation values more
accurate than Hartree-Fock calculations. The disadvantages of variational quantum
Monte Carlo, are that it requires good trial wavefunctions in order to sample effi-
ciently, it is solely a ground state, zero temperature method, and in general is not
an exact method [44].
1.9.2 Diffusion quantum Monte Carlo
Diffusion quantum Monte Carlo (DMC) is also a ground state method [45], but is
by far the most commonly used and most well developed QMC algorithm. In DMC
the similarity between the time-dependent Schro¨dinger equation,
−i~∂Ψ(x, t)
∂t
=
~2
2m
∇2Ψ(x, t)− VΨ(x, t). (1.13)
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and the diffusion equation with an added first order reaction term,
∂C(x, t)
∂t
= D∇2C(x, t)− kC(x, t), (1.14)
is exploited. Changing into an imaginary time of τ = ıt, these two equations become
formally identical,
~
∂Ψ(x, τ)
∂τ
=
~2
2m
∇2Ψ(x, τ)− VΨ(x, τ). (1.15)
where the concentration is C = Ψ(x, τ), the diffusion coefficient D = ~
2
2m
and the
first order rate constant k = V . The Schro¨dinger equation in imaginary time has a
wavefunction defined as a linear combination of eigenfunctions,
Ψ(x, τ) =
∞∑
n=0
cnψn(x) exp
(−Enτ
~
)
, (1.16)
in the limit of large τ the ground state wavefunction will be recovered, as higher
energy levels decay away faster.
Initially a set of particles, called ‘psips’ are generated. As imaginary time is
propagated forward, these psips are randomly diffused from their initial position by
an amount dependent on the diffusion constant. Each psips can either give birth to
another psips with probability Pb = −V∆τ for a negative potential or ‘die’ and be
removed from the simulation with probability Pd = V∆τ for a positive potential.
The probability compared to a random number to decide if a psip should live or
die. This process is repeated; psips are then created in areas of negative potential
and diffuse away, then die in areas of positive potential. In a potential well, psips
would be created in the minima but die around the barrier after some diffusion. At
a certain point, a (fluctuating) equilibrium is reached.
To control the population of psips the energy may be offset by some value ER
such that the resulting wavefunction is given by,
Ψ(x, τ) =
∞∑
n=0
cnψn(x) exp
(−(En − ER)τ
~
)
. (1.17)
This value is adjusted to keep the number of psips approximately constant, care has
to be taken not to adjust the value of ER too frequently and thereby introduce a
bias. Introducing this offset also keeps the wavefunction finite in the limit of long
time, if En − ER ≈ 0.
DMC has been applied to systems of excitons and biexcitons before [46]. It
has the advantage of being a well developed method, with methods to help improve
efficiency through importance sampling and much work on the treatment of fermions
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leads to accurate approximations. However, it has the disadvantages of being a
zero temperature ground state method, requiring trial data for efficient simulations,
still suffers from the ‘sign problem’ and many physical observables can be difficult
to extract from the simulation since the wavefunction is calculated, and not the
wavefunction squared [47].
1.9.3 Path integral quantum Monte Carlo
The Path Integral Quantum Monte Carlo method is a QMC algorithm similar to
DMC. Instead of propagating a wavefunction through imaginary time, this method
is based on the path integral formalism of quantum mechanics by Richard Feynman.
Density matrices are used instead of wavefunctions, and the imaginary time in DMC
is replaced with a thermal ‘time’ which dictates the length of the path integral.
This path is then propagated through real space, in turn stochastically sampling
the density matrix.
This is the method used throughout this thesis, and the next chapter is dedicated
to an in depth discussion. The code for the PI-QMC simulations used is an open
source package, pi-qmc, created by Professor John Shumway [48]. It has formed the
basis for the work presented in this thesis, due to the software being open source and
under a GPL license, this has allowed myself to contribute parts to the code base,
as well as bug fixes. The pi-qmc software was initially tested both against code
written by myself to ensure its reliability and known analytical answers, examples
of these are given in Chapter 2.
1.10 Thesis layout
The remainder of this thesis will be laid out as follows. Chapter 2 contains back-
ground theory and explanation of the PI-QMC method used throughout this thesis,
and examples which test the important aspects of the theory and code used. It also
discusses limitations the current method presents.
Chapter 3 gives introductory results on quantum rings and dots, before moving
on to introduce the theory behind the atomistic model used later. Comparisons are
made between different levels of sophistication for models of quantum nanostruc-
tures, and effects these have on calculated excitonic properties such as the binding
energies, distributions and dipoles.
Chapter 4 introduces and explains a novel excitonic switching behaviour in quan-
tum rings, which relies on their unique electronic structure; the basis of this work
was published in Applied Physics Letters [49]. This switching behaviour is then
further explored in other quantum nanostructures. The effect of this switching on
the biexciton complex is shown, and methods for experimentally observing these
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effects are suggested.
Chapter 5 investigates the diamagnetic susceptibility of quantum dots and quan-
tum rings. The role of confinement in both these structures is investigated, as well
as coulombic correlations. Comparisons are made to experimental results for both
quantum dots and quantum rings.
Chapter 6 describes work done on colloidal core/shell quantum systems, in par-
ticular focusing on biexcitons inside these structures. The transition of biexcitons
from an anti-binding (repulsive) state to binding state as the size of these structures
changes is explored. Results are presented for different Type-II colloidal core/shell
quantum dots, Type-I colloidal core/shell quantum dots as well as colloidal quantum
dots embedded in colloidal rods in a dot-in-rod system. Comparisons are made be-
tween both experimental and published theoretical calculations, and the important
role of coulombic correlation is demonstrated. Much of the work in this Chapter
has formed a paper in Physical Review B [50].
Chapter 7 concludes this thesis, summarising the main points of the work, and
setting out any areas where it could be developed in the future.
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Chapter 2
Path integral quantum Monte Carlo
2.1 Introduction
The Path Integral formulation of quantum mechanics was first developed by Richard
Feynman whilst a graduate student at Princeton. He later fully developed and pub-
lished the work in 1948 [51], which resulted in a third formulation of quantum
mechanics, along with Schro¨dinger’s wave formulation and Heisenberg’s matrix for-
mulation. Feynman applied the path integral method to solve problems in electro-
dynamics and then later for liquid Helium [52]. Later Kleinert solved the problem
of the Hydrogen atom using path integrals [53], something which had eluded even
Feynman himself. This Path Integral formulation was then used extensively by
Ceperley and others in the study of liquid Helium, except now solving this prob-
lem with the use of computational Monte Carlo techniques with the advent of more
powerful modern day computers (an in depth look into his methods and research
can be found in [54]). Path Integrals are regularly solved numerically using Monte
Carlo techniques, with this method known as Path Integral Quantum Monte Carlo
(PI-QMC), which is part of a broader range of Quantum Monte Carlo (QMC) tech-
niques as discussed in the previous chapter. It is used in a variety of different fields
such as quantum chemistry, theoretical physics and even financial market modelling.
The increasing use of PI-QMC can be understood by way of its key features.
These include the ability to use any arbitrary potential - including treating in-
teractions and correlations without approximation, finite temperature simulations
coming out as a natural result of the formulation, and unlike other QMC methods
it does not require any trial data or importance sampling. Simulations including
distinguishable particles or bosons can be calculated exactly, and for fermions it
is possible to obtain accurate results. All the above makes PI-QMC particularly
suited for the simulation of semiconductor nanostructures, where all these features
are desirable.
A thorough introduction to the theory of Path Integrals is key to being able to
understand and apply the techniques of PI-QMC. For this reason the next section
of this chapter is based around a derivation of the Path Integral method, as first
developed by Feynman, and its connection to statistical mechanics. In the following
sections, the Monte Carlo technique is introduced by means of the Metropolis Algo-
rithm, and its applications to Path Integrals. Along the way, the various advantages
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and disadvantages arising from the underlying theory will be outlined, as well as
some practical necessities. Finally in this chapter several key examples will be given
to show that PI-QMC is a robust, accurate and useful technique for the simulation
of many body systems in semiconductors.
2.1.1 Principle of least Action
For a classical particle travelling from a position xi at initial time ti, to a final
position xf at final time tf , the classical Action, S, can be defined as
S[x(t)] =
∫ tf
ti
dt L(x(t), x˙(t), t), (2.1)
where L is the Lagrangian. Where a particle of mass m, in a potential V (x, t), has
a Lagrangian of the form,
L(x(t), x˙(t), t) = 1
2
mx˙2 − V (x, t), (2.2)
When the system under investigation moves from the classical regime to the
quantum, it is found that not only the classical path is taken, but all the infinite
number of connecting paths between these two points contribute to the overall Ac-
tion. The classical path between these two ends points is, by the Principal of Least
Action, the one for which the Action is minimized.
To understand why, a useful analogy can be drawn with the Young’s slits exper-
iment. If electrons are sent through two slits in a diffraction grating both the initial
and final positions of the electron are known, but through which slit it travelled is
not, or rather which path it has taken is indeterminate. As an interference pattern
builds up on the screen, it can be deduced that there is interference between two
waves, the amplitude of this interference is the sum of the two waves from both slits,
which each correspond to a path the electron could have taken.
By increasing the number of slits in a diffraction grating, the number of possible
paths also increases. It is however clear that all these paths contribute to the final
amplitude. Equally by increasing the number of diffraction gratings it becomes yet
clearer that there becomes an infinite number of paths that can contribute to the
final amplitude, a representation of which is shown in Fig. 2.1. Next it is shown how
this can be quantified more formally. Considering again a path between the two
points xi and xf we are led to the conclusion that there is an infinite number of
possible paths linking these two points, something not possible classically. Each of
these quantum paths will contribute an amount to the total probability amplitude
that the particle goes from xi and xf .
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Figure 2.1: The Young’s slits experiment can be used as an introduction for the path
integral technique, as described the Introduction section. a) Increasing the number of slits
b) Increasing the number of gratings c)/d) apply a) and b) together
2.2 Derivation of the propagator
The idea that many quantum paths contribute to the total probability amplitude of
a particle can be formally derived. What follows in this section is a mathematical
derivation of the above description of the path integral. There are many references
that are useful when proceeding with this derivation, but the following derivation is
mainly based on [55–58].
For some time independent Hamiltonian
Hˆ =
pˆ2
2m
+ V (x), (2.3)
the Schro¨dinger equation can be written as,
Hˆ|ψ(t)〉 = i~ ∂
∂t
|ψ(t)〉. (2.4)
Then for a state at an initial time ti the Schro¨dinger equation can be solved to find
the state at any future time tf ,
|ψ(tf )〉 = e− i~ Hˆ(tf−ti)|ψ(ti)〉. (2.5)
The probability amplitude A, of a particle starting at a position xi and evolved in
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time and projected onto the position xf , can therefore be written as,
A = K(xf , tf ;xi, ti) = 〈xf |e− i~ Hˆ(T )|xi〉, (2.6)
where K(xf , tf ;xi, ti) is known as the propagator, and T = tf − ti. The evolution
from ti to tf can be further split up into two smaller time evolutions. We introduce
a new time t1 as a point in time between ti and tf such that
A = K(xf , tf ;xi, ti) = 〈xf |e− i~ Hˆ(T−t1)e− i~ Hˆ(t1)|xi〉.
Inserting a resolution of the identity as an integral over position eigenstates reveals,
A = K(xf , tf ;xi, ti) = 〈xf |e− i~ Hˆ(T−t1)
∫
dx1|x1〉〈x1|︸ ︷︷ ︸
=1
e−
i
~ Hˆt1|xi〉
=
∫
dx1 K(xf , tf ;x1, t1)K(x1, t1;xi, ti). (2.7)
What this shows is that a particle going from xi to xf must be at some location x1,
at a time t1. Hence the probability amplitude is an integration over all the possible
intermediate locations of x1 at t1. If rather than dividing up the time interval into
two halves, it is instead divided into N small divisions of time, each time slice is now
 = T/N . In this case the propagator will now be,
A = K(xf , tf ;xi, ti) = 〈xf |(e− i~ Hˆ)N |xi〉
= 〈xf | e− i~ Hˆ...e− i~ Hˆ︸ ︷︷ ︸
N times
|xi〉. (2.8)
As before, resolutions of the identity over position eigenstates can be inserted be-
tween each exponent, which leads to a similar equation as in Eq. (2.7), but now over
N time slices,
K(xf , tf ;xi, ti) =
∫
dx1...dxN−1 K(xf , tf ;xN−1, tN−1)
×K(xN−1, tN−1;xN−2, tN−2)...K(x1, t1;xi, ti). (2.9)
It can now be seen that this probability amplitude is equivalent to the picture
described in terms of Young’s slits earlier and showed in Figure 2.1. That is the
probability amplitude is made up from contributions from all possible paths between
two points. Now, let us look in more detail at the propagator. For any propagator
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we may expand the exponential in terms of a Taylor series approximation,
K(xk, tk;xj, tj) = 〈xk|(1− i~Hˆ+O(
2))|xj〉
= 〈xk|1|xj〉 − i~〈xk|Hˆ|xj〉+O(
2), (2.10)
where xk = xj + . The first term is nothing more than a δ-function,
〈xk|xj〉 = δ(xk − xj) =
∫
dpj
2pi
e
i
~pj(xk−xj). (2.11)
If an integral over momentum eigenstates is inserted into the second term it is found,
−i
~
〈xk|Hˆ|xj〉 = −i~ 〈xk|
(
p2
2m
+ V (xˆ)
)∫
dpj
2pi
|pj〉〈pj|xj〉,
=
−i
~
∫
dpj
2pi
(
p2j
2m
+ V (xk)
)
〈xk|pj〉〈pj|xj〉,
=
−i
~
∫
dpj
2pi
(
p2j
2m
+ V (xk)
)
e
i
~pj(xk−xj), (2.12)
having used 〈x|p〉 = e ipx~ . Currently Eq. (2.12) is asymmetric as the potential is
evaluated at xk. In order to restore symmetry, the potential is normally defined as
a function of the average location such that x¯ =
xk+xj
2
. If the higher order terms
from Eq. (2.10) are ignored (it will be shown later in this chapter that this is a valid
approximation), and recombining Eq. (2.11) and Eq. (2.12) we obtain,
K(xk, tk;xj, tj) =
∫
dpj
2pi
e
i
~pj(xk−xj) − i
~
∫
dpj
2pi
(
p2j
2m
+ V (x¯)
)
e
i
~pj(xk−xj),
=
∫
dpj
2pi
e
i
~pj(xk−xj)
(
1− i
~
(
p2j
2m
+ V (x¯)
))
,
=
∫
dpj
2pi
e
i
~pj(xk−xj)e
−i
~ Hˆ(pj ,x¯). (2.13)
Placing N of these single time slice propagators into Eq. (2.9),
K(xf , tf ;xi, ti) =
∫ N−1∏
j=1
dxj
∫ N−1∏
j=0
dpj
2pi
exp
(
i
~
N−1∑
j=0
(pj(
xk − xj

)− Hˆ(pj, x¯))
)
,
=
∫ N−1∏
j=1
dxj
∫ N−1∏
j=0
dpj
2pi
exp
(
i
~
N−1∑
j=0
(pjx˙− Hˆ(pj, x¯))
)
, (2.14)
For a Hamiltonian in a standard form such as H = p
2
2m
+ V (x), the Gaussian mo-
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mentum integral can be carried out such that,
K(xf , tf ;xi, ti) =
∫ N−1∏
j=1
dxje
−i
~
∑N−1
j=0 V (x¯)
∫ N−1∏
j=0
dpj
2pi
e
i
~
∑N−1
j=0 (pj x˙−
p2j
2m
),
=
( m
2pii~
)N/2 ∫ N−1∏
j=1
dxje
i
~
∑N−1
j=0
(
p2j
2m
−V (x¯)
)
. (2.15)
The term in the exponential is the Lagrangian. In the continuum limit of N → ∞
(or sufficiently large N) the sum can be taken as an integral. In Eq. (2.1) it was
stated that the integral of the Lagrangian is the Action. Thus,
K(xf , tf ;xi, ti) =
( m
2pii~
)N/2 ∫ N−1∏
j=1
dxje
i
~
∫ tf
ti
(
p2j
2m
−V (x¯)
)
dt
. (2.16)
Eq. (2.16) can then be written in a more compact form in terms of this Action
giving,
K =
( m
2pii~
)N/2 ∫
Dx(t)e i~S[x(t)], (2.17)
in which we use
∫ Dx(t) to indicate the integral over all paths.
Hence each path contributes to the overall probability amplitude, in equal
amounts, but contributing with a differing phase which is given by the classical
Action S. It can be seen that in the limit of the classical regime, the classical path
(which is the path which minimizes the classical Action) becomes most important.
This can be easily done by looking at the above compact form of the propagator. In
the classical regime the Action is much larger than ~, causing rapid phase oscilla-
tions so that most paths will cancel each other out, leaving only the classical paths
(and other paths within ~). In the quantum regime however, where the Action is
of the order ~, the phase of the paths with a non classical trajectory will oscillate
much more slowly, and hence their contributions to the overall amplitude will be-
come more important. Next it will be shown how this formalism of a propagator
through time is analogous to a thermal density matrix.
2.3 Connection of statistical mechanics to the density matrix
The propagator for the path integral description of quantum mechanics has been
derived showing that a particle moving from one location to another can take an
infinite number of paths, and unlike in the classical situation these other paths con-
tribute to the overall probability amplitude of arriving at the end location. That is
to say a quantum mechanical object takes not only classical paths, but can also take
non-classical paths to reach its destination too. Whilst that is in itself interesting,
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one of the main advantages of the path integral formalism is the close relation it has
to statistical mechanics [59], as shall now be demonstrated.
From statistical mechanics it is known that the probability that the system
(when in contact with a heat bath) is in a state with some energy Er is,
Pr =
e−βEr
Z
(2.18)
and where the partition function, Z =
∑
r e
−βEr , normalises Eq. (2.18). The inverse
temperature is also defined as β = 1
kbT
. The expectation value of some operator Oˆ
is,
〈Oˆ〉 = 〈ψ|Oˆ|ψ〉. (2.19)
The expectation value of an observable can be weighted using Eq. (2.18) which
results in
〈Oˆ〉 =
∑
r〈ψr|Oˆ|ψr〉e−βEr
Z
. (2.20)
From this the thermal density matrix can be defined (thermal because it is weighted
with the Boltzmann factor),
ρ =
∑
r
e−βEr |ψr〉〈ψr|. (2.21)
The density matrix can be used to calculate expectation values
〈Oˆ〉 =
∑
r〈ψr|Oˆ|ψr〉e−βEr
Z
=
Tr[Oρ]
Trρ
. (2.22)
If a position basis is introduced into the density matrix, it can be written as
ρ(xi, xf ; β) =
∑
r
e−βEr〈xf |ψr〉〈ψr|xi〉 = 〈xf |e−βEr |xi〉. (2.23)
Recalling the definition of the propagator, Eq. (2.6)
K(xf , tf ;xi, ti) = 〈xf |e− i~E(T )|xi〉, (2.24)
it is clear that the density matrix with-in a position basis is equivalent to the prop-
agator Eq. (2.6) with which we started. The difference being, that instead of time
we have an inverse temperature. Equating these two ‘times’, β = iT~ , it can be seen
that replacing T in the propagator with T = −iβ~, the density matrix is recovered,
i.e.,
ρ(xi, xf ; β) = K(xf ,−iβ~;xi, 0). (2.25)
Hence, the density matrix and propagator are now formally identical, and one can
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now use the propagator developed earlier, in an imaginary thermal ‘time’ to calculate
the density matrix. Using the boundary condition that the first and last time slice
are at identical locations, xi = xf , any observable which is on the diagonal of the
density matrix can be computed.
Thus finally the full expression for the density matrix, in terms of the discretized
propagator in imaginary ‘time’, with  = −iβ~/N is given by,
ρ(xi, xf ; β) =
(
mN
2pi~2β
)N/2 ∫ N−1∏
j=1
dxje
β
N
∑N−1
j=0
(
p2j
2m
−V (x¯)
)
=
(
mN
2pi~2β
)N/2 ∫ N−1∏
j=1
dxje
−∑N−1j=0
(
m∆x2jN
2β~2 +
β
N
V (x¯)
)
. (2.26)
2.4 Properties of the density matrix
Having sliced the path up into N slices, which shall be defined in terms of τ = β/N
the path can be visualized as a ring ‘polymer’, if the boundary condition of xi = xf
are imposed. Each time slice can be visualized as spring of length τ connected at
either end to a ‘bead’, with the spring representing the kinetic energy between the
beads. The overall length of the path is determined by β, and therefore the tem-
perature. As shown in 2.3 this results in high temperature density matrices having
a small ‘length’, and low temperature longer path ‘lengths’. Longer paths require a
large number of beads to keep τ constant in order to get a good statistical sampling
of the density matrix when compared to a higher temperature simulation. Thus
they can be more computationally expensive. As will now be shown, the number of
time slices determines the accuracy of the simulation. The comparison of the density
matrix to that of a classical ring polymer gives a useful ‘physical’ interpretation of
what has been described above, and will be a useful concept throughout this thesis.
As shown in Eq. (2.9), the propagator, and therefore the density matrix is a
product of smaller time step density matrices,
ρ(xi, xf ; β) =
∫
. . .
∫
dx1 . . . dxN−1 ρ(xi, x1; τ) ρ(x1, x2; τ) . . . ρ(xN−1, xf ; τ).
(2.27)
In the formalism of statistical mechanics, each intermediate density matrix of time
step τ corresponds to a temperature N times higher than the final density matrix at
temperature β. There is a particular advantage in using this convolution technique,
that is, in the limit of high temperature the density matrix can be calculated as a
classical density matrix, and these higher temperature density matrices can then be
used to construct a density matrix of any required temperature through the above
convolution.
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Figure 2.2: Example of the classical ring polymer isomorphism. At high temperatures
the path integral is represented by a classical particle. As the temperature is decreased
the path becomes longer and more quantum-like, thus requiring a higher number of dis-
cretization points to be described accurately.
A typical Hamiltonian maybe be split into the form of H = T + V , with T the
kinetic energy operator and V the potential energy operator. Then the exponential
term in the density matrix expression can be expressed using the exact operator
identity,
e−τT e−τV = e−τ(T +V)+
τ2
2
[T ,V] +O(τ 3). (2.28)
However, as τ → 0 in the limit of N → ∞ the commutator on the right hand side
of order τ 2 decreases more quickly than the other terms, and can be ignored. This
leads to what is known as the primitive approximation,
e−τ(T +V) ≈ e−τT e−τV , (2.29)
where the exact density matrix is now approximated as a product of the density
matrices for T and V alone. Trotter [60] showed that this does not lead to an error
in the limit of small time steps, showing,
e−β(T +V) = lim
N→∞
[
e−τT e−τV
]N
. (2.30)
2.4.1 Exact Actions for path integrals
In many cases the primitive approximation to the Action is used, partly due to its
ease of implementation but mostly since the exact Action of a system is unknown,
and that it therefore allows the treatment of any arbitrary potential. In a few cases
however, the exact Action for a system, and so the exact density matrix can be
formally derived. The Action of a link in a path can be defined to be,
Sm ≡ S(xm−1, xm; τ) ≡ − ln [ρ(xm−1, xm; τ)] . (2.31)
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The exact path integral expression can then be written as,
ρ(x, x′; β) =
∫
dx1 . . . dxN−1 exp
(
−
N−1∑
m=0
Sm
)
. (2.32)
In the case of free non-interacting particles the exact Action is known and given by,
ρ(x, x′; τ) =
( m
2pi~2τ
)D/2 ∫ N−1∏
j=1
dxj exp
[
− m
2τ~2
N−1∑
j=0
(xj − xj+1)2
]
, (2.33)
Where D refers to the number of dimensions. This can be evaluated to give,
ρ(x, x′; β) =
(
m
2pi~2β
)D/2
exp
[
− m
2β~2
(x− x′)2
]
. (2.34)
A derivation of this density matrix can be found in Appendix A. As we will show
later in this chapter, knowledge about the exact free particle density matrix can
lead to be a much improved statistical sampling.
A further useful example is that of non interacting particles in a simple harmonic
oscillator potential, for which the exact density matrix is also known and was shown
by Feynman [59] to be given by,
ρ(x, x′; τ) =
√
mω
2pi sinhωτ
exp
−mω[(x2 + x′2) coshωβ − 2xx′]
2 sinhωτ
. (2.35)
When testing the primitive approximation algorithm for accuracy and efficiency, this
will prove to be a useful test case, as demonstrated in section 2.10 of this chapter.
2.5 Metropolis Monte Carlo algorithm
So far a method has been formulated so that, for a given Hamiltonian we can extract
any observable which is on the diagonal of the density matrix. It has been shown
that in a small number of cases, the multidimensional integral that is required to be
carried out can indeed be performed, giving an exact answer. In general however, it
is not possible to analytically perform this integral over all possible paths, and trying
to numerically integrate these path integrals would be computationally impossible.
It is for this reason the use of the Metropolis Monte Carlo [61] technique is
introduced as a way of performing these integrals more efficiently by stochastically
sampling possible paths, and in turn, the density matrix. This stochastic sampling
of the paths is achieved through the random displacement of the beads making up
the path to efficiently sample the phase space of the path, and in doing so also
sampling quantities of interest.
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2.5.1 Detailed balance
The principle of detailed balance is one of the key points of the Metropolis algorithm,
and is a good starting place from which to explain its foundations. Detailed balance
is that the probability of a particle moving from xm → xn, must be equal to the
probability that the particle will move from xn → xm for a system in equilibrium.
This leads to the condition that when the simulation reaches equilibrium, there must
be as many moves from xm → xn, as from xn → xm. Thus the system will be kept
in its equilibrium state. This can be formalized as
Peq(xm)W (xm → xn) = Peq(xn)W (xn → xm), (2.36)
where the equilibrium probability distribution Peq is given as a Boltzmann distribu-
tion
Peq(x) = exp (−S(x)) /Z, (2.37)
with S(x) the classical Action at the respective position x and Z the normalisation.
W (xn → xm) is the probability of a move from one point to another. If W is
ergodic (that is, it is possible to move from one state to any other state in a finite
time with a finite probability) then the distribution will converge to the equilibrium
distribution in the limit of many steps. W can be further broken up into a product
of two probabilities. This is allowed as long as detailed balance is maintained,
W (xm → xn) = T (xn → xm)A(xn → xm). (2.38)
T is defined to be the transition probability, which is the probability of generating a
move from one point to another and A as the probability that this move is accepted.
From this, the acceptance of a move can be defined by
A(xn → xm) = min
[
1,
T (xm → xn)Peq(xm)
T (xn → xm)Peq(xn)
]
. (2.39)
Which satisfies detailed balance. In the original work by Metropolis the transition
probability T was taken to be symmetric such that T (xm → xn) = T (xn → xm),
which gives an acceptance probability of a suggested move as,
A(xn → xm) = min
[
1,
Peq(xm)
Peq(xn)
]
. (2.40)
This construction is a Markov chain, since the probability only depends on the
previous value. The path can be sampled then by making a series of moves which
have been suggested from the probability distribution T , with these moves then
accepted according to A. Examples of this algorithm in practice are given next.
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2.5.2 Single slice move
The most basic implementation of the Metropolis Monte Carlo algorithm is to move
only a single bead of the path at a time. For example, while xi is moved, xi−1 and xi+1
are kept fixed. A move can be defined as an adjustment to the position of a randomly
chosen bead from its current position to a new position by the addition/subtraction
of a random amount,
xtriali = xi + rnd · F . (2.41)
Where F is a value or function that limits the size of the move. This is in general
automatically calculated to give an acceptance ratio for a move in the order of 50%.
The new trial position of the bead is accepted based on the Metropolis algorithm.
Figure 2.3: Example of a single bead move. Solid red beads and black lines indicate
orginal path. Dashed blue line and black/red bead indicates new proposed path section.
If the move has lowered the energy of the path, this move is accepted. Otherwise,
the move is accepted according to the probability given in the change in the Action,
as shown in 2.40. That is to say,
xnewi =
xtriali , if
ρ(xh,x
′
i;τ)ρ(x
′
i,xj ;τ)
ρ(xh,xi;τ)ρ(xi,xj ;τ)
≥ rnd
xi, otherwise
(2.42)
Where rnd is a random number [0, 1], and xnewi indicates the newly updated value
of xi. This is the same procedure as laid out by detailed balance in Eq. (2.40). This
process is repeated, to create a random walk through the phase space of the path,
in which the propagation of a bead through the phase space is a Markov chain,
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depending only on its previous location. The simulation is run until it converges to
the thermodynamic equilibrium for the ground state, after which point, observables
of the system can be collected and averaged over. Detailed balance is achieved and
maintained by rejections of suggested moves.
2.5.3 Free particle sampling
In general, any transition probability is allowed as long as it is ergodic. However,
there is an optimal transition probability in the case of a free particle. Moving a
single bead in the polymer chain of a free particle with no external potential will
have an acceptance probability of,
A(xn → xm) = min
[
1,
T (xm → xn)
T (xn → xm)e
−∆Skin
]
, (2.43)
where ∆Skin is the change in the kinetic Action given by,
∆Skin =
m
2~2τ
[
(xn−1 − xm)2 + (xm − xn+1)2 − (xn−1 − xn)2 − (xn − xn+1)2
]
=
m
~2τ
[
(xm − x¯n)2 − (xn − x¯n)2
]
.
(2.44)
and x¯n = (xn+1 + xn−1)/2. Then the ideal value for the transition probabilities can
be seen as the one that exactly cancels with this difference,
A(xn → xm) = min
[
1,
exp
[
m
~2τ (xn − x¯n)2
]
exp
[
m
~2τ (xm − x¯n)2
] exp [ m~2τ (xm − x¯n)2]
exp
[
m
~2τ (xn − x¯n)2
] ] . (2.45)
The transition probability is then clearly a Gaussian around the mid point x¯n. For
non interacting free particles, this results in a 100% acceptance of moves generated
from this transition distribution – resulting in an enormous gain in efficiency and
speed up in the convergence of the simulation. Although later in this thesis sim-
ulations involving interacting particles and a varying non-analytic potential shall
be dealt with, the free particle sampling continues to work well. Although these
external potentials reduce the sampling efficiency from 100%, it still proves to be an
efficient means of sampling the phase space of the path, particularly when coupled
with ‘displacement’ moves as discussed later in the following section.
2.5.4 Displacement moves
In systems where convergence may be slow, due to for example, a large potential
barrier causing a move between two equal minima to have a low probability of
acceptance, there is a need for another type of move which will sample these two
equal minima more often, in order for the distribution to converge in a reasonable
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amount of computational time. This class of move is known as a displacement
move, and is widely used. A displacement move is performed by moving the entire
path by some random displacement, and since no beads are moved relative to other
beads, the kinetic energy of the path does not change, and only the potential Action
difference must be computed. In essence, this is the equivalent of a classical move of
a particle. This class of move is particularly useful when studying quantum rings,
and structures with more complicated geometries.
2.5.5 Multi-level sampling
As the number of beads increases (when studying more complicated potentials with
finer details, or lower temperature systems where the path is longer) a single slice
move will sample the phase space of the path progressively more slowly. In order
to increase the rate of convergence, a class of moves known as multi-level sampling
moves are used. These multi-level sampling moves are many times more efficient
than single slice sampling [54], as it moves many slices at once. Initially a large
and coarse (the definition of a ‘coarse’ move will follow) move is attempted, and
is accepted or rejected before other finer moves are attempted. This then avoids
the situation where a path is moved a single bead at a time into a situation where
further moves will be rejected, as such the path can find itself stuck in a potential
minimum for long periods of time.
The multi-level sampling algorithm works in the following way. The path is
separated into l + 1 levels (l + 1 such that there is a lowest level l = 0, in which
no beads are moved) where each level contains m = 2l − 1 beads to be moved. For
some level m, the corresponding number of beads is taken (as shown in Fig. 2.4 a)
for a l = 2 move) and the end points of this selection fixed, i.e., Ri and Ri+(m+1).
The beads between these two end points, Ri+1 . . . Ri+m are then the beads which
are being sampled, and moves on these beads are attempted. The most difficult
point to regenerate out of this selection will be the middle bead in the level, at bead
i + 2l−1, as it will be the furthest away from the end points - which are likely to
have a reasonable potential (since they have been previously accepted). The new
position of the bead in the highest level is accepted with the probability as before
of (Fig. 2.4 b)),
A(xn → xm) = min
[
1,
T (xm → xn)P (xm)
T (xn → xm)P (xn)
]
. (2.46)
However, now each T and P corresponds to density matrix with a large time step of
order 2lτ , where again free particle sampling can be implemented. If the attempted
move at the highest level is rejected, the sampling starts again from the beginning
at the largest coarse level.
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If accepted, the algorithm progresses to moving beads at lower levels of l, and
samples a bead for every 2l−1 beads. For example in Fig. 2.4 c) a l = 1 move
is attempted on the two remaining unmoved beads. Each of these moves is then
accepted according to,
A(xn → xm) = min
[
1,
T (xm → xn)Pl(xm)Pl−1(xn)
T (xn → xm)Pl(xn)Pl−1(xm)
]
. (2.47)
This continues recursively until all beads in the level subset are moved. Detailed
balance is maintained at each level, and thus is satisfied for the whole operation.
The overall acceptance of a move, after transversing all levels is given by the product
of the probability of the move through all levels,
P(xn → xm) =
l∏
k=1
Tk(xm)Ak(xm). (2.48)
In general a lower acceptance ratio of ≈ 20% is acceptable when using multi-level
moves. Although these moves result in a lower acceptance, they move a significantly
larger portion of the path, and have been shown to be many times more efficient
than single slice moves [54].
Figure 2.4: Example of a multi level move. A level is selected, indicated by box showing
a level l = 2 move. The coarsest move is then proposed, as shown in the middle figure. If
this is accepted, lower level finer moves are proposed, shown in right figure.
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2.6 Estimators
2.6.1 Energy estimators
One of the most common observables that will be calculated throughout this work
is the energy of the system. In path integral quantum Monte Carlo (PI-QMC)
there are two ways of calculating the energy, the first and most common is the
thermodynamic estimator, which is defined as
E = − 1
Z
dZ
dβ
. (2.49)
Taking Z to be,
Z =
(
Nm
2pi~2β
)N/2 ∫
dr1 . . . drN e
∑N−1
j=0 (S) (2.50)
where N is the number of slices, S is the Action, and then performing the differen-
tiation inside the integrals, gives
〈E〉 = 1
Z
(
Nm
2pi~2β
)N/2 ∫
dr1 . . . drN U e
∑
(S), (2.51)
where U is
U =
N
2β
−
N−1∑
j=0
Nm
2~2β2
(rj − rj+1) +
N−1∑
j=0
V (rj)
N
. (2.52)
The 1/Z ratio can be interpreted as an average over all paths. The thermodynamic
estimator may then be written as,
〈E〉 = N
2β
− Nm
2~2β2
〈
N−1∑
j=0
(rj − rj+1)
〉
+
N−1∑
j=0
〈V (rj)〉 /N, (2.53)
where the averages are over paths. The first term is the thermal contribution to the
free energy, the second the kinetic contribution and the third the potential energy
contribution
The energy can also be calculated using the Virial estimator. The energy is
then computed from our knowledge of only the potential energy, which in general
has small fluctuations on the length scale of a timeslice, and as such calculating the
energy of the system only dependant on the potential energy will reduce the overall
variance, and increase the speed of convergence. This can be done because the Virial
theorem states that,
T = −1
2
N∑
k=1
〈
dVk
drk
rk
〉
, (2.54)
where T is the kinetic energy, V is the potential, the sum is a sum over the number
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of dimensions, r is the position and the average is an average over time. This then
gives the total energy as
E = T + V = V +
1
2
N∑
k=1
〈
dVk
drk
rk
〉
. (2.55)
The virial estimator can only be used in situations with a bound potential, and
generally only out performs the thermodynamic estimator in terms of convergence
efficiency for smooth slowly varying potentials.
2.6.2 Density estimator
Another common estimator is to examine the probability density of a particle. To
achieve this, the position of each timeslice in the path is binned at each Monte
Carlo step which takes a measurement of the estimators. The binning creates a
histrogram of probability on a predefined grid, the probability is normalized to one
across the whole super cell. If the pre-defined probability density grid does not
capture the entire distribution, the sum of all elements in the probability density
grid will therefore be less than one.
2.6.3 Pair correlation function
The Pair Correlation function estimator is used to measure a particular value of
interest which is dependant on a pair of particles. That is to say for example, if
particle A is at location rA what is the probability that particle B will be a certain
distance away ? This is clearly a flexible mechanism, it is possible to then extract
angular and radial separation probabilities between particles, as well a combination
of both, telling you how likely particular inter-particle separation is as a particular
angle for example. This is most commonly implemented to produce a radial separa-
tion correlation function, describing the probability of the various combinations of
charge carriers in exciton complexes being a certain radial distance apart.
2.6.4 Errors
Although not strictly an estimator, determining the error in an estimator is par-
ticularly important in QMC as the estimators are averages over large sets of data.
Generally the error quoted in this thesis will be the standard error, defined as,
SE =
σ√
N
, (2.56)
where σ is the standard deviation of the Monte Carlo estimator data, and N is
the number of samples. The standard error then decreases as N−1/2, and indicates
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the error in the mean value. As a result better accuracy generally only requires
more samples, either by running the simulation for longer – or by exploiting parallel
computing to calculate more samples at the same time.
Other errors can occur from correlation between different steps in the Markov
chain, and can bias the standard error. To avoid this PI-QMC simulations are run,
before taking any statistical samples, until this correlation is negligible. Further
errors can occur from using an insufficient number of slices in the Trotter expansion
of the density matrix; this is controllable by performing an analysis discussed in
more detail in section 2.10.
2.6.5 Other estimators
Other estimators used in this thesis include polarizabilities, conditional probability
densities, dipoles and diamagnetic susceptibilities. These will be discussed in detail
in the results chapters of this thesis as appropriate.
2.7 Coulomb Action
A significant difficulty arises when dealing with attractive coulombic interactions,
such as those involved in the calculation of excitonic complexes to which most of this
thesis will be devoted. This problem arises from the 1/r singularity in the coulomb
potential, which does not converge even in the limit of τ → 0. A feature of this
would be two particles interacting with an attractive coulomb interaction becoming
unphysically ‘locked’ together due to the divergence at r = 0. As such the primitive
approximation cannot be used when dealing with the coulomb potential. Several
methods have been suggested to treat this problem. The simplest is to replace the
normal coulomb potential with a screened version of the interaction, which gives a
finite value at the origin by removing the divergence. However, it has been shown
not to be suitable as it is not possible to calculate the required screening coefficient
apriori, rendering it useless for ab initio calculations.
2.7.1 Analytic density matrix
A more advanced, but still straightforward method was demonstrated by Patrick
Gillies [62], previously of the semiconductor theory group at Heriot-Watt University,
similar to the approach used by Pollock [63], in which an analytical solution to the
coulomb interaction was implemented. When two attractive particles came within
a defined radius of one another, the classical coulomb potential was replaced with
an analytically derived Action.
This was done by separating the Schro¨dinger equation into centre-of-mass and
relative coordinates. The coulomb potential is only dependant on the relative coordi-
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nates. Thus the centre-of-mass can be solved as a free particle problem, the solution
to which is a plane wave. The solution to the relative part of the Schro¨dinger equa-
tion, is simply the Hydrogenic wavefunction. Using the definition of the density
matrix (Eq. (2.23)), these wavefunctions can be used to construct the coulomb den-
sity matrix in the ground state. From this, an Action can be derived from Eq. (2.31)
for use when particles are at small separations. This was calculated from ground
state Hydogenic wave functions, giving a ground state density matrix. This method
was shown to work well, but limited calculations to low temperatures, such that the
system was only in the ground state.
2.7.2 Pair approximation
A more general method for two particle interactions can be found in the pair Action
approximation. A high temperature density matrix can be written as
ρ(R,R′; τ) = exp (−U(R,R′; τ))
N∏
i=1
ρ0(ri, ri; τ), (2.57)
where ρ0 is the free particle density matrix described earlier, N is the number of par-
ticles, and U(R,R′; τ) is the potential energy Action [54]. In the pair approximation,
U is approximated as
U(R,R′; τ) ≈ exp
(
−
∑
i<j
u(rij, r
′
ij; τ)
)
(2.58)
which is a sum of pairwise interactions and accurate to τ 2. u(rij, r
′
ij; τ) is the exact
Action to the two body problem, which must be calculated. In the limit of small τ
the two particle approximation is essentially correct, as most interactions between
particles occur between two particles at a time.
To calculate the exact two body Action, the exact pair density matrix must be
calculated. The density matrix can be separated into a relative and centre-of-mass
density matrix as described previously,
ρ(R,R′; τ) = ρcm(Rcm, R′cm; τ)ρrel(Rrel, R
′
rel; τ). (2.59)
The relative density matrix can be expanded in terms of the contributions from all
partial waves [64], for a spherical central potential as,
ρrel(Rrel, R
′
rel; τ) =
1
4piRR′
∞∑
l=0
(2l + 1)ρl(R,R
′; τ)Pl(cos(θ)), (2.60)
where Pl are Legendre polynomials. The pair density matrix, defined as ρl, can be
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expanded in terms of eigenfunctions
ρl(R,R
′; τ) =
∑
n
ψ∗n(r)e
−τEnψn(r′) +
∫ ∞
0
dk ψ∗k(r)e
−τEkψk(r′). (2.61)
This is not dissimilar to the previous approach used by Patrick Gillies, but here the
expansion is in all bound states, as well as over the continuum states. In the case
of the coulomb potential these eigenfunctions are known.
Once the pair density matrix is calculated, the matrix squaring technique can
be used to construct lower temperature pair matrices [65], using the convolution
technique as described earlier, leading to
ρ(x, x′, β) =
∫ ∞
0
ρ(x, x′′, β/2)ρ(x′′, x′, β/2)dx′′. (2.62)
It has also been shown that the kinetic and potential operators can be repeatedly
applied to a grid using fast Fourier transforms for efficiency [66]. When the pair
density matrix, ρl, is calculated it must be evaluated to calculate the Action during
the Monte Carlo calculation. However summing over partial waves to calculate the
required density matrix as in Eq. 2.60 is too slow. As it happens, in the special case
of the coulomb potential, Hostler and Pratt [67] and then later Storer [64] showed
that only the l = 0 term is required for the relative coordinate pair density matrix.
This leads to,
ρrel(Rrel, R
′
rel; τ) = −
1
8pis
∂
∂s
ρl=0(z + s, z − s; τ), (2.63)
ρrel(Rrel, Rrel; τ) = − 1
8pi
∂2
∂s2
ρl=0(z + s, z − s; τ)|s=0, (2.64)
where 2.63 is the off diagonal term and 2.64 the diagonal term. The three vectors
used are
q = (|r|+ |r′|)/2, s = (|r− r′|), z = (|r| − |r′|). (2.65)
Since only the l = 0 contribution is required, and the coulomb wavefunctions are
known it is now possible to sum over all the eigenstates and calculate the pair density
matrix, and calculate ρRel without a sum over partial waves. The potential part of
the Action is often expanded in a power series in s2 to save storage [68],
u(r, r′; τ) =
∞∑
j=0
uj(q; τ)s
2j. (2.66)
It has also been shown that the diagonal elements of the potential at the origin can
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be conveniently described by a quickly converging power series expansion [63]
u(0, 0; τ) =
∞∑
j=1
(−1)jPjγj/2, (2.67)
where γ = 2mτ~2 , and with coefficients P1= 1.772453851, P2= 0.074137740, P3=
0.005834805, and P4= 0.000382686 [63], with cusp conditions near the origin in the
limit r → 0 and r′ → 0 of
u(r, r′; τ) = u(0, 0; τ)− m
~2
(r + r′), (2.68)
and far away from the divergence u(r, r′; τ) ∝ τ/r. Off diagonal corrections to the
Action can be calculated if required.
Here the coulomb Action built into the pi-qmc software is used. A combination
of the high temperature approximation to the pair density matrix, an analytical
power series expansion and then finally the repeated application of the kinetic and
potential operators by fast Fourier transform is used to calculate the required Action
[69].
2.8 Extension to many particles
2.8.1 Distinguishable particles
The extension to many distinguisable particles is a straightforward one. A two
particle density matrix is simply the product of two single particle density matrices
and so on. This essentially results in the Action having the appropriate extra kinetic
Action terms and confinement potential for the additional particles as described in
the Hamiltonian of the system. Interactions between these particles are introduced
as an additional potential in the Action, such as the coulomb potential as previously
discussed.. This is the system used throughout this thesis. When dealing with
systems with two of the same charge carrier, they are therefore assumed to have
fixed opposite spins.
2.8.2 Indistinguishable particles
Moving from distinguishable to indistinguishable particles, such as fermions and
bosons, requires that their quantum statistics be treated correctly. One of the main
advantages of PI-QMC is that it is one of the few methods that can exactly treat
bosons [70] (exact in this case means that the accuracy of a result is only limited by
the available CPU power [71]). Fermions as of yet cannot be exactly treated, this is
discussed further later. When formulating his theory of Path Integrals, Feynman [57]
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Figure 2.5: Illustrative example of a two particle permutation. Diagram from [72]
describes how Bose and Fermi statistics can be introduced with the idea of permu-
tations of paths. The density matrix in its normal form does not take into account
the statistics of particles, and includes all the solutions to the Hamiltonian eigen-
value equation. However since bosons have a symmetric wavefunction, and fermions
an anti-symmetric wavefunction under a particle exchange we would like only the
anti/symmetric eigenstates to contribute to the density matrix for fermions/bosons
respectively. To do this, Feynman introduced the concept of permutations of paths.
A path permutation can be described physically as paths crossing each other, as
they are indistinguishable, this has the effect of swapping over the ‘ends’ of the path
and essentially linking the paths together, as shown in Figure 2.5. The parity of a
permutation is defined as P , and all possible permutations, N!, for N particles are
summed over. For bosons, all permutations add ((+)P permutation operator) and
for Fermions even permutations add and odd permutations subtract according to
the factor of (−1)P .
This is equivalent to the Slater permanent for bosons and determinant for
fermions. Hence a density matrix with permutations can be written as
ρ(x0, xβ; β) =
1
N !
∑
P
(±)P
∫
Dx(t)e−S[x(t)]. (2.69)
For use in PIMC, there is a problem. The number of permutations goes up as N!,
so as the number of particles increases it soon becomes impossible to sum over all
these permutations. As such, as well as sampling different paths, we must now also
sample different permutations [54].
2.8.3 Bosons
For bosons the N! permutations could be carried out, but as the particle number
grows this becomes inefficient. Instead they are typically sampled using the Monte
Carlo algorithm, where a permutation becomes a suggested move which is randomly
attempted and sampled. PI-QMC in the study of bosons has been used extensively
in the study of liquid Helium, and has been used to study the finite temperature
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properties for as many as 1000 interacting particles by Pearson et al. [73].
2.8.4 Fermions
The problem of fermions in quantum Monte Carlo simulations is an old one, and
plagues not just PI-QMC but also DMC [74]. Feynman pointed this issue out when
first describing his Path Integral Method [57] and it is well documented by Ceperley
in several of his papers, namely [75, 76] and others. The problem arises because
fermions have alternating positive and negative contributions due to the (−1)P per-
mutation operator in Eq. (2.69). This leads to a situation where odd permutations
subtract and cancel with even permutations; due to this, the signal to noise ratio
exponentially vanishes and the efficiency of a fermion simulation calculating an ob-
servable such as the average energy goes to zero. What is worse is that Ceperley
has shown that the inverse of the efficiency scales exponentially with the number of
particles and the inverse temperature [77], meaning that the situations of interest
i.e. more fermions and a lower temperature - exactly the situations where quantum
statistics come into play scale most poorly.
Direct computation
It is however possible to directly calculate the fermion path integral, in the same
way as the boson path integral using a Slater determinant of single particle density
matrices (or a permanent in the case of bosons), and summing or sampling through
all its permutations. For small numbers of fermions you can ‘get away with it’ before
the error becomes totally catastrophic. This is however, obviously not a solution to
the fermion sign problem, as we still have an out of control error which we have not
dealt with. None the less it has been used in several examples. Weiss and Egger [78]
have simulated up to 9 fermions in a quantum dot using this method, and a pre-
vious masters student at Heriot Watt in the Semiconductor group, Stefan Dietrich,
calculated the Slater determinant fully in order to simulate up to 3 fermions. [79].
Fixed node path integral quantum Monte Carlo
For fermions it has been suggested that one can rearrange things to only get positive
contributions. In Ref. [80] Ceperley shows that the fixed node approximation from
DMC [45] can be re-derived for PI-QMC to overcome the fermion sign problem, and
allow the simulation of fermions. The zero temperature method used in DMC is
unsuitable for PI-QMC because as Ceperley points out, ground state nodes are not
necessarily the correct nodes for the higher temperatures a PI-QMC simulation may
deal with.
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This method restricts the continuous path to a nodal cell, which is a region in
which the density matrix always has the same sign. The nodes are introduced via a
trial density matrix which is known (often taken therefore to be a Slater determinant
of free particle density matrices) and it is imposed that at these nodes the density
matrix is zero, one way to achieve this is by inserting infinite potentials at the nodes.
If the exact nodes were known, this would give the exact answer.
The overall advantage is in principal one of reducing the complexity from an
exponential in CPU time to a polynomial for doing fermion PI-QMC calculations
[81]. However, in practice extra CPU time must be expended making sure the
discretized path does not cross nodes – this can involve using a large number of
slices, slowing simulations. In general also as the exact density matrix is not known,
the error can be high and as of yet there has been no published method by which
to systematically reduce and control this approximation. These factors have led to
the fixed-node method in PI-QMC not gaining widespread use.
2.9 Limitations
Before finishing this chapter with a series of examples to demonstrate a working,
flexible and powerful algorithm it is worth being honest about some of the things
PI-QMC cannot currently do.
As discussed fermions present a significant challenge with the introduction of
a minus sign. A similar problem afflicts the simulation of magnetic fields, where
rather than a minus sign, a phase factor appears in the density matrix. This makes
the interpretation of the density matrix in the Metropolis algorithm difficult; this
is discussed in more detail in Chapter 5. The other main limitation is PI-QMC’s
ability to only treat systems within the effective mass approximation, generally with
parabolic bands. Overcoming this would be a significant challenge for PI-QMC, as
it would require the introduction of extra degrees of freedom to sample internal spin
and band indices would need to be introduced. Further before it would compete
directly with methods like pseudopotentials on single particle energy accuracy, issues
such as polarization effects caused by varying dielectric constants within structures
would need to be considered –this issue is discussed in Chapter 6.
2.10 Test examples
The final section of this chapter will demonstrate that the algorithm used throughout
the remainder of this thesis is sound, and can be reliably used to produce accurate
results. The test cases will follow in a logical order. Initially a one dimensional
single particle potential will be solved with PI-QMC and compared to results from
a diagonalized matrix calculation performed in MATLAB.
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This is then extended to a simulation of an isotropic three dimensional harmonic
oscillator, to demonstrate the importance of correctly dealing with time step error
and convergence of observables.
Hydrogen and Helium atoms are simulated as robust examples where the coulom-
bic interaction is implemented. This test is then applied for a more realistic semi-
conductor model and compared to previous work carried out in the semiconductor
theory group at Heriot-Watt University. Finally a comparison will be made be-
tween perturbation theory and PI-QMC for confined, charged interacting particles
in a three dimensional simple harmonic oscillator.
2.10.1 Simple harmonic oscillator test
The simple harmonic oscillator makes for a good test, since the analytic solution to
the system is already known. Further, it is a rare case in which the exact density
matrix is known. This means that the exact density matrix may be used in the
Action, instead of the more typical primitive approximation being used. This there-
fore also allows for a test as to how quickly the primitive approximation converges
compared to using the exact Action.
One particle is placed inside a three dimensional isotropic harmonic oscillator of
30 meV confinement, at a temperature of 10 K. At such low temperatures, thermal
effects are negligible.
Firstly, the accuracy of the primitive Action is dealt with. Fig. 2.6 shows the
convergence of the energy versus an increasing number of time slices (decreasing
τ). It is clear, that as the number of beads is increased, the energy converges to
the correct 45 meV analytical answer. Using too few time slices leads to an under
convergence of the energy from the ideal 45 meV.
For the exact Action, there is no such convergence issue as the exact density
matrix is known. Thus any number of time slices will converge to the correct answer
(including a single bead), with any error in Fig. 2.6 coming only from non-ideal
sampling due to using free particle sampling rather than a perfect simple harmonic
sampling which could be constructed. The error in these results is smaller than the
marker size.
The convergence in the energy can also be examined as shown in Fig. 2.7,
which shows the running average of the energy from the thermodynamic estima-
tor (Eq. (2.53)) for various different numbers of slices. After an initial period, the
energy is shown to converge well to a fluctuating steady state.
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Figure 2.6: Convergence of system energy in PI-QMC simulation for three dimensional
isotropic simple harmonic oscillator potential with increasing number of time slices (de-
creasing τ). Simulations with the primitive Action are shown with blue circles, and the
exact Action with red circles. Exact energy indicated with black line through 45 meV.
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Figure 2.7: Convergence of running average of system energy in PI-QMC simulation for
three dimensional isotropic simple harmonic oscillator potential with differing number of
slices versus simulation run length. Ideal value of 45 meV indicated. Each unit of run
length contains within it 5000 Monte Carlo steps moving multiple beads.
2.10.2 Finite temperature testing
A key feature in PI-QMC is that it allows for finite temperature simulations to be
performed. This is tested using a singe electron in a three dimensional harmonic
oscillator, as in the previous section, for a range of temperatures. At higher tem-
peratures, higher energy states will contribute to the density matrix, for the simple
harmonic oscillator the energy as a function of temperature has been shown to
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Figure 2.8: PI-QMC simulation of a single electron in a simple harmonic oscillator, for
a range of temperatures. Solid line indicates analytic expression for the energy and open
circles PI-QMC data points, with error bars indicated.
be [62],
〈E〉 = 3
2
~ω +
3~ω
eβ~ω − 1 . (2.70)
In Fig. 2.8 PI-QMC simulations are seen to agree well with this expression for the
entire range of temperatures investigated.
2.10.3 Hydrogen & Helium
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Figure 2.9: PI-QMC simulation of a hydrogen atom, showing the radial probability
distribution and the excellent agreement to the exact analytical expression.
To effectively test the coulomb interaction a well know example is tackled,
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namely the Hydrogen atom. PI-QMC is run at a temperature of 4000K, this rela-
tivity high temperature works well in the example of Hydrogen due to the very large
separation between energy levels, and allows a convenient number of time slices to
be used.
Excellent agreement is found between the known values for Hydrogen and the
PI-QMC simulations. An energy of -13.63 eV ± 0.12 eV is calculated compared to
the exact result of -13.606 eV. The radial probability distribution of the electron is
also compared, showing excellent agreement to the analytical expression, with both
showing the maximum probability for the electron to occur at 1 a0 from the nucleus.
An important advantage of the PI-QMC method, as already described in this
chapter, is being able to treat many body effects correctly. An example of a three
body problem is the Helium atom. The experimental groundstate of He is reported
as -78.9935 eV, PI-QMC simulations give -78.7±0.34 eV. This compares favourably
with other straight forward methods such as variational minimization which gives an
energy of 77.5 eV with a simple trial wavefunction ψ(r1, r2) =
Z
pia30
exp (−Z(r1 + r2)/a0).
Good accuracy requires much more complicated trial wavefunctions with up to 1078
parameters to be able to accurately replicate experimental results [82].
2.10.4 Confined excitons
The coulombic interaction may also be tested in two further examples. The first
of these tests is a comparison of the electron-hole attractive interaction and the
electron-electron repulsive interaction against first order perturbative calculations
shown in Fig. 2.10 in a three dimensional isotropic simple harmonic oscillator, with
a hole mass of 0.25me and electron mass of 0.07me.
Perturbation theory is an approximate method, which does not account for how
the wave functions between particles are correlated to one another and, as will be
shown later in this thesis, this can be an important consideration. The lack of
correlation in first order perturbation theory is the reason for the over estimation
in the electron-electron binding energies and the under estimation in the electron-
hole binding energies, seen in Fig. 2.10. Although the effect of correlation is visible
in these two particle examples, it contributes only a small fraction of the binding
energies in two body interactions, thus the agreement between perturbation theory
and PI-QMC is fairly good. The difference in perturbation theory results between
the electron-electron and electron-hole interaction cases are due to the difference in
effective mass between the electron and hole.
A comparison can also be made to the work of a previous member of the Semi-
conductor Theory Group, Patrick Gillies, who also ran his own PI-QMC simulations
(using different code) for exciton complexes [62], with the method described previ-
ously to treat the attractive coulomb interaction, with results shown in Table 2.1 for
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Figure 2.10: Left: Binding energy vs confinement energy for electron-electron interaction.
Right: Binding energy vs confinement energy for electron-hole interaction. Both compared
against their respective perturbation results.
an exciton, positive and negative trion as well as a biexciton. The exciton complexes
were confined in an anisotropic three dimensional harmonic potential confinement,
with 35 meV confinement in the [001] and [010] directions, and a confinement two
and half times stronger in the [001] direction, to approximate the confinement levels
inside a typical quantum dot. These results are used as a comparison, and check,
against the implementation of the coulomb Action that has been used in this thesis.
We find fairly good agreement between our results and those reported by Gillies.
Table 2.1: Binding energies for excitons in a 3d harmonic quantum dot, shown against
previous group results.
Exciton Type Results (meV) Gillies (meV)
X -21.9597 -22.14
X+ -22.143 -22.88
X- -25.456 -26.57
XX -45.797 -47.58
Our reported results however are lower in energy, and the difference between the two
data sets grows as the particle number increases. This however may be indicative
of the method used, for systems with greater particle number correlation between
the particles will become increasingly important.
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2.10.5 1D cosine potential
A one dimensional periodic cosine potential was tested, with the intention of apply-
ing this potential on ring like nanostructures due to its periodicity. The potential
has the form
V = V0
(
1 + cos(
2pix
L
)
)
, (2.71)
where V0 is the normalising potential, taken to be 300 meV, giving a minimum of
0 meV and maximum of 600 meV. L is the width of one period of the potential, taken
to be 377.36 a0. This potential has no analytic solution, as a result the eigenvalues
and eigenvectors were found using a LAPACK diagonalization routine in Matlab by
discretizing the Schro¨dinger equation and solving for the resulting matrix.
Figure 2.11: Diagonalization routine results shown as black line and PI-QMC results as
blue circles. Also shown is the confining potential in red.
The results for the probability density are shown in Fig. 2.11, where excellent
agreement is found between the PI-QMC and diagonalized Hamiltonian probability
distributions. The energy of the system is also calculated by both methods, and
show good agreement. PI-QMC gives 86.475±0.07 meV, compared to 86.394 meV
for the diagonlization routine, representing a 0.0932% error.
2.10.6 Conclusions
In this chapter, the background theory has been laid for the connection between the
path integral description of quantum mechanics and statistical mechanics. It has
been shown that the Metropolis Monte Carlo algorithm can be used to numerically
sample the path integral in the framework of the thermal density matrix. Fur-
ther, this numerical sampling of the density matrix allows for complex many body
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problems to be tackled efficiently.
This algorithm has been shown to correctly reproduce analytical solutions to
known potentials, as well as agreeing with exact diagonlization routines for non-
solvable potentials. It was then shown capable of handling interactions, as demon-
strated by the simulation of the Hydrogen and Helium atoms. Finally, tests against
previous calculations have shown it to be able to accurately reproduce results com-
bining both potentials and inter particle coulomb interactions. The theory and test
simulations shown here will be the basis for the rest of the work carried out in
following chapters.
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Chapter 3
Modelling of exciton complexes in (In,Ga)As
quantum rings
3.1 Introduction
The most commonly studied class of nanostructures are InGaAs/GaAs self-assembled
quantum dots, which have found a range of applications from single photon sources
and lasing to quantum information processing [18, 83]. An additional geometry of
structure which can be grown, is that of a quantum ring. These have been grown
in a variety of semiconductor compounds such as (In,Ga)As [84], InAs/InP [85],
GaSb/GaAs [86] and SiGe/Si [87]; in this chapter the discussion will be limited
to (In,Ga)As quantum rings. These rings are donut shaped objects with a core of
GaAs giving a torus-like confinement inside the cylindrically symmetric (In,Ga)As
material which surrounds it.
In the beginning of this chapter, the growth mechanism for quantum rings will
be introduced, as well as some discussion regarding the relative uncertainty of the
physical dimensions of the structure in the literature. Then some of the possible
new applications for quantum rings will also be briefly discussed.
An analytical potential is initially used to model the transition between quantum
dot and quantum ring regime in order to give a background as to how exciton
complexes may be expected to behave in quantum rings as compared to dots. This
is followed by a more detailed atomistic potential model for both quantum dots and
rings being introduced, and the differences between these two types of structures
compared. Finally, piezoelectric properties are added to the atomistic models - and
the effect of these on the electronic structure is discussed. The effect these differing
confinement geometries have on exciton complexes is further explored.
3.2 Quantum rings
The first quantum rings were reported by Garcia et al. in 1997, in which quantum
rings with a large lateral extent were formed by the annealing of quantum dots
[84]. Since then there has been a significant volume of experimental work on these
structures [84,88–94]. The geometry of these structures has been shown to resemble
in general that of a donut, with a central core region which is mostly GaAs and a ring
of (In,Ga)As material around this core region. Previous theoretical and experimental
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work has shown that quantum rings behave differently from their quantum dot
cousins [95–98], with distinct but equally rich electronic and optical propertizes.
These unique properties stem from the GaAs barrier material at the ring’s core,
which significantly modifies the confinement potential and creates a strain profile
that is unique to rings.
Producing quantum rings appears to be something akin to following a recipe,
with the main ingredient being quantum dots. A layer of quantum dots is grown as
described previously by the MBE method. This layer of quantum dots is then capped
by another layer of GaAs, the capping layer should have a thickness of approximately
20 % (generally this is a couple of nm) [99] of the dot’s height. This results in dots
which are partially covered, which in general dictates that the quantum dots used
should be tall (on the order of 10 nm) [93]. As the capping layer is applied, and with
application of the correct annealing conditions for approximately 30-60 seconds; a
quantum ring is produced from the tall quantum dots.
These surface quantum rings have been characterized using Atomic Force Mi-
croscopy (AFM), giving a surface scan of the structure which in turn gives a in-
dication of the height and radius of the ring. When first produced these surface
quantum rings were shown to have a large outer diameter in the order of 100 nm
and a small height of between 1 and 2 nm, with the centre of the ring being located
at the position of the original quantum dot.
The important mechanism for the creation of the quantum rings occurs during
the annealing process, a diffusion of In occurs from the quantum dot outwards.
Two main explanations for this diffusion of material in an (In,Ga)As quantum dot
to quantum ring transition have been given. At the annealing temperature In atoms
are highly mobile when compared to the Ga atoms. Evidence of this can been seen in
the elongation of the quantum rings along the [11¯0] direction, the direction in which
In preferentially diffuses. This is shown in Fig. 3.1, a) shows a quantum dot partially
covered by a GaAs layer, followed by outward diffusion from the site of the original
quantum dot in Fig. 3.1 b) and c). Materials where the same group III elements
are used, such as InAs/InP, have also been shown to be able to produce quantum
rings [85] — in which case the explanation cannot be down to different diffusion rates
between the group III elements, since they are the same. The second explanation
that has been suggested is a de-wetting process, the partial capping of the InAs dots
disrupts the equilibrium of forces which caused the dots to spontaneously form, and
a new equilibrium is created in the shape of a ring.
Experimental measurements of quantum rings which are buried under addi-
tional layers of GaAs, have shown significantly different results than might have
been expected from the rings measured with AFM at the surface. Much larger
permanent vertical dipoles have been observed, indicating that the quantum ring
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Figure 3.1: Growth method of quantum rings, a) quantum dot is partially overgrown
b) annealing causes In migration from centre outwards, c) mixing of Ga and In occurs
resulting in (In,Ga)As quantum ring. Figure from Ref. [88].
height is greater than measured with AFM [95, 98]. Further the electronic radii
has been shown in general to be much smaller than the lateral extent the surface
quantum rings may suggest, suggesting a ring with a smaller radius [100]. Cross-
sectional scanning-tunnelling microscopy (X-STEM) experiments on quantum rings
here been carried out by the group of Offermans in order to determine the reason
for this difference. They showed that buried quantum rings have a smaller size and
a larger height [89], which offered an explanation for the differences seen between
the measured and theoretical values of observables in QR’s.
This was also investigated theoretically by Barker et al [98], who also showed
that in order to obtain theoretical results similar to that of the experimental data,
a ring with a smaller lateral extent was required, and a significant increase of height
in the region of ≈ 5 nm. This reproduced well the dipole moment of the quantum
ring, which has been found to be opposite in sign to that of the quantum dot.
3.3 Analytical model
Much of the work done on quantum dots has used the simple approximation of a
harmonic oscillator for the confining potential, a brief example of which was demon-
strated in Chapter 2. This in general has been shown to be a fairly good approxi-
mation for quantum dots. These models however have very little predictive power,
and good agreement can only be achieved when fitting to experimental data where
parameters have been empirically determined. A quantum ring can be described by
a ‘mexican hat’ potential of the form
V =
1
2
mω2r(r − r0)2 +
1
2
mω2zz
2, (3.1)
where r0 is the offset of the potential minima from the centre, r is the radial coordi-
nate and the second term is a harmonic oscillator confining potential in the vertical
direction. This is in general used as a simple analytical approximation to the quan-
tum ring confinement. A useful feature of this analytic expression for a quantum
ring is that in the limit where r0 tends to zero, the potential for the quantum dot is
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recovered. The allows for the transition from quantum dot to quantum ring to be
explored. PI-QMC simulations are then performed for different values of r0 from 0
in the quantum dot limit, to larger r0 values in the quantum ring limit.
The radial confinement, ~ωr=30 meV and the vertical confinement, ~ωz=75 meV
were chosen for the electrons, and ~ωr=15 meV and ~ωr=37.5 meV for the holes.
Isotropic effective masses are used in these calculations corresponding to the values
of Warburton et al. in Ref. [41] of 0.07 me for electrons and 0.25 me for holes. A
dielectric constant of 12.5 is taken throughout, and simulations were performed at
1 K, so as to be in the ground state energy level.
In Fig. 3.2 a) the total energies of the single particle electrons and holes are
shown against an increasing ring radius. At 0 nm this effectively is a quantum dot,
confined in all directions with a harmonic oscillator producing the expected energies
of 67.5 meV and 33.75 meV for the electron and hole respectively. For large radii, the
energy converges to that of an infinite quantum wire with harmonic confinement in
the vertical and radial directions, but with no confinement in the angular direction.
This leads to a lower energy of 52.5 meV and 26.25 meV for the electron and hole. In
between these two limits there is a dip in energy where the potential of the quantum
ring results in a wide near parabolic confinement resulting in a lowering of the radial
potential and hence the total energy. In Fig. 3.2 b) the same trend is visible for the
case of exciton complex, where the total energy of the exciton, biexciton, positive
and negative trions are plotted against increasing r0. A calculation of the exciton
complexes’ binding energies is also shown in Fig. 3.3 a) and b), which follows a
similar trajectory as the total energies. The reduction in the exciton binding energy
in the quantum ring arises from the reduced confinement in the angular direction.
Figure 3.2: a) Single particle energies against quantum ring radius. b) Total energies for
various exciton complexes against quantum ring radius.
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Figure 3.3: a) Total coulomb energies for different exciton complexes as a function of
ring radius. b) Example of total emission energies for various transitions.
3.4 Atomistic model
The use of analytic expressions to model quantum nanostructures is a large approx-
imation. The PI-QMC method is limited to a two band effective mass Hamiltonian
to describe the system of interest, which can limit the accuracy of the total energy
of any single particle state calculated. The advantage however, is being able to treat
any arbitrary potential, without the need for complicated trial data or basis sets.
As such, one can endeavour to increase the accuracy of the model to as far as
the effective mass approximation allows. To this end, atomistic models of nanos-
tructures can be constructed where each individual atom is considered, and the
valence and conduction band edges are then calculated as strain dependent offsets
from their bulk values. Although these atomistic models are limited to the single
valence and conduction bands in this work, the model still allows for the inclusion
of realistic shapes of nanostructures, the effects of random alloy fluctuations, piezo-
electric properties and the correct underlying crystal symmetries into the model.
These complicated spatial potentials can then be easily handled by PI-QMC.
In the next section, the background theory towards developing and including an
atomistic model of a nanostructure in the PI-QMC routine is discussed, along with
appropriate examples for quantum dots and quantum rings.
3.4.1 Atomistic strain
The Stranski–Krastanov growth method for quantum dots and quantum rings relies
on the differing lattice constants of materials to induce strain as one material is
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grown upon another, such that quantum dots form to minimize this strain energy.
It is clear then, even from the growth method that strain must be an important
factor when attempting to understand the electronic structure of quantum dots and
related structures.
The general relation between strained and unstrained axes is given by the equa-
tions, x
′
y′
z′
 =
1 + xx xy xzyx 1 + yy yz
zx zy 1 + zz

xy
z
 (3.2)
where ij are the deformation coefficients, with diagonal elements controlling the
length of an axis and off diagonal components controlling angles. The deformation
coefficients are more commonly known as the strain components, and can be written
as,
 =

xx
yy
zz
2yz
2zx
2xy

, (3.3)
where, for zinc-blende structures, 2yz = yz+zy. Two important definitions are the
biaxial strain, bi, which acts as a measure of the strain in the vertical direction (z)
compared to the strain in the in-plane directions, and the hydrostatic strain, hyd,
which gives a measure of the volume change in the unit cell. These are given as,
bi = zz − 1
2
(yy + xx) (3.4)
hyd = xx + yy + zz.
These two definitions are particularly useful because, as will be shown, the hole
confinement depends strongly on the biaxial strain, whilst both the electron and
hole confinement depend strongly on the hydrostatic strain. These strains can lead
to significantly different band edge profiles compared to those of the bulk constituent
materials.
3.4.2 Valence force field model
In order to calculate the strain and resulting deformation potential of the bulk va-
lence and conduction bands, a particular shape and composition of nanostructure
must first be defined. The nanostructure is constructed computationally such that
each individual atom is represented including those in the surrounding bulk material
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matrix. The shape and composition profile defined is then constructed from indi-
vidual atoms in a bulk zinc blende crystal structure with a defined lattice constant
(usually that of the bulk material). In this work the As atom (anion) is placed at the
(0,0,0) coordinate of a unit cell, and the Ga/In atom (cation) at the (1/4,1/4,1/4)
position in the unit cell, the vector between these two positions defining the [111]
crystal direction [38]. Both this definition and the opposite definition have been used
in the literature [34], which can lead to a source of confusion when comparing results.
A periodic supercell is defined in terms of the bulk material lattice constant, in this
case GaAs. The supercell must be large enough such that the strain is effectively
zero near the supercell’s boundary, such that periodic images of structures do not
interact with one another. The differing lattice constants between InAs and GaAs
result in an initial configuration which is highly strained, due to the larger InAs
bonds being squeezed to fit into the GaAs lattice. The initial atom configuration of
the nanostructure must then be relaxed in order to minimize the strain energy. This
is done using the Valence Force Field model and the conjugate gradient minimiza-
tion algorithm. The computional construction and relaxation of nanostructures, as
well as the calculation of the related deformation of the bulk bands is carried out
using the open-source qdot-tools software package, by Prof. John Shumway [101].
The Valence Force Field (VFF) model describes the energy of the system, de-
pendent only on the atomic positions. In the qdot-tools software used, the VFF
model is that of the Keating model which includes two terms in the description of
the total energy of the system,
E =
∑
i,j
f2 (rij) +
∑
i,j,k
h (rij, rik) , (3.5)
with the sums being over atoms and their nearest neighbours. The first term is the
stretching of a bond between two atoms and can be described as,
f2 (rij) =
3
8
αij
(
rij
2 − dij2
)2
d2ij
, (3.6)
where the parameter αij is fitted to the elastic constants, rij is the distance between
atom i and j and dij is the equilibrium distance between atoms i and j. The second
term is the interaction of bond bending, described as a three atom interaction given
by,
h (rij, rik) =
3
8
βijk (rijrik cos (θijk)− dijdik cos (φijk))2 S
dijdik
, (3.7)
where βijk is a parameter fitted to elastic constants, θijk is the three body angle
and φ = cos−1(1/3) is the equilibrium tetragonal bond angle inside the zinc blende
crystal lattice. The radial distance terms and three body angular term in these
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Figure 3.4: Example of two body separation terms rij and rik as well as the three body
bending term θijk.
Table 3.1: VFF input parameters
Configuration αij(Ha) dij(a0) βijk cos(φijk)
Ga–As 0.026311 4.62595 0.0061122 -0.33333
In–As 0.022454 4.97625 0.0039129 -0.33333
In–Ga–As - - 0.0050125 -0.35021
expressions are illustrated in Fig. 3.4, and the input parameters used for the VFF
model are given in Table 3.1. The atoms are then relaxed to their equilibrium
positions using a conjugate gradient algorithm to minimize the total energy, whose
value is a combination of both the stretching and bending terms.
3.4.3 Effective mass model
From the relaxed equilibrium nanostructure, the local stress tensor is calculated
at each atom from the force. The stress and composition of the structure is then
discretized onto a grid, normally the size of each voxel is that of a unit cell of the
underlying matrix, such that 8 atoms are at one grid point. The stress-strain relation
is given by
σij = Ckl, (3.8)
where σij is a six component stress vector σ = (σxx, σyy, σzz, σyz, σzx, σxy). The
matrix C is in principle 6×6 with 36 elastic constants, but due to the cubic symmetry
of the zinc blende crystal studied here there are only three independent values, C11,
C12 and C44. With  being the previously described six component strain vector,
the strain is then found by transposing C, giving the resulting strain vector kl.
Strain dependent band offsets are calculated for each 8-atom unit cell. The
conduction band energy is linear in terms of the strain [37], with the strain dependent
offset defined as,
Ve(i, j, k) = Ec + ac (xx + yy + zz), (3.9)
where Ve is the strain modified confining potential, Ec the unstrained bulk energy
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Table 3.2: Deformation input parameters
Material ec ev ac av b d so
GaAs -5.29 -6.92 -7.17 1.16 -1.90 -4.23 0.34
InAs -6.13 -6.67 -5.08 1.00 -1.55 -3.10 0.38
level of the conduction band edge and actr() the trace of the strain (the hydrostatic
strain) multiplied by the conduction band deformation potential, as defined in Table
3.2 [102].
The valence band offsets are more complicated. The Hamiltonian used is the
generalized form of the Hamiltonian used in the work of Wei and Zunger as in
Ref [37], allowing for anisotropic strain, and is of the form,
HSv = av (xx + yy + zz)− b

−2 0 00 1 0
0 0 1
 xx +
1 0 00 −2 0
0 0 1
 yy +
1 0 00 1 0
0 0 −2
 zz

−
√
3d

 0 −1 0−1 0 0
0 0 0
 xy +
0 0 00 0 −1
0 −1 0
 yz +
 0 0 −10 0 0
−1 0 0
 zx
 .
(3.10)
The Hamiltonian used in the qdot-tools package also includes effects of spin-orbit
coupling as well as heavy hole, light hole and spin orbit bands and the coupling
between them. The effect of the random alloying inside a structure is included
by using a linear interpolation of deformation potentials between the respective
materials. The deformation potentials used are shown in Table 3.2. The Hamiltonian
is stored in upper triangular form and then diagonalized at each grid point for k = 0,
using a LAPACK routine. Only the conduction band and heavy hole bands are
saved (which is taken to be the band of highest energy in the valence band) - as the
PI-QMC technique is limited to two band effective mass calculations at present.
These calculated three dimensional potentials can then be directly read into the
PI-QMC code and used as input potentials, as the generality of the algorithm and
use of the primitive approximation allows any arbitrary potential to be used. An
example of these potentials is shown for 50 % concentration In random alloy cone
shaped quantum dot in Fig. 3.5.
3.5 Properties of atomistic model
These atomistic models although still limited to the two band effective mass approx-
imation, are superior to the previously used analytic expressions for the potential
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Figure 3.5: Example of resulting hole a) and electron b) confinement potential for a cone
shaped quantum dot.
- or a continuum model approach to the strain within the two band effective mass
approximation. The advantages come from properly treating the underlying crystal
lattice, since the structure is built from a zinc-blende unit cell, the structure will
immediately have at most C2v symmetry, as the [110] and [11¯0] directions are not
equivalent in the underlying crystal lattice. Continuum elasticity models miss this
reduction in symmetry from the crystal lattice. If, as in real nanostructures and as
used in the majority of the work in this thesis, a random alloy of type In1−xGaxAs
is taken, then all strict symmetry would be lost.
3.5.1 Confinement properties
In an atomistic random alloy model there can be additional complicating factors
when attempting to understand the localization properties of the potentials derived
from the strained structure. The random alloying will break any symmetry, but
large alloy fluctuations can cause some localization of excitons around particular
areas with high In concentration. It is possible to re-impose the C2v symmetry on
these structures which is lost from the random alloy fluctuations. This also has the
effect of smoothing out any large fluctuations in alloy concentration, but keeping
the underlying physics intact of the C2v lattice – this procedure is equivalent to
averaging over a number of random samples. This imposing of symmetry greatly
helps with the convergence of the PI-QMC simulations in quantum ring structures,
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since as the potential landscape becomes more smooth the efficiency of the free
particle sampling increases, as well as reducing the complexity of the analysis. As a
result for the random alloy nanostructures presented in this chapter, C2v symmetry
is imposed. This symmetry defines that the structure should be symmetric under a
reflection along either the [110] and [11¯0] directions or a 180 degree rotation. This is
imposed by permuting the coordinate system to induce a reflection of the structure,
the reflections along the [110] and [11¯0] directions are then averaged over to give a
structure that has C2v symmetry.
Another important point in the simulation of atomistic nanostructures is the
shape of the structure. In this thesis, all the structures dealt with have a shape
asymmetry in the growth direction - as in real structures. This obviously intro-
duces firstly a difference in the confinement potential; since the top of a structure
is generally narrower than the bottom, the asymmetry also induces changes in the
strain profile. As can be seen from the Hamiltonian in Eq. 3.10, the hole potential
strongly depends on the strength of the biaxial strain, bi, which is generally stronger
towards the top and bottom of the structure. In combination with the increased
biaxial strain, and a typically larger area at the bottom of a nanostrucure, holes
will tend to preferentially localize towards the bottom of a nanostructure. The elec-
trons however are unaffected by the biaxial strain, so feel no such stronger potential
towards the bottom of structures, and generally delocalize across a nanostructure.
3.6 Strained quantum dot
This method for calculating the confinement potential was tested on a square based
truncated pyramidal quantum dot, based on that of Grundmann et al. [26] and Stier
et al. [27]. The dot is 12 nm in width at the base, 1.7 nm at the top and 6 nm in
height. In this example a pure InAs quantum dot is investigated to suppress the
strain fluctuations which come from random alloy effects and make comparisons
easier. This particular geometry is chosen as a test since it has been extensively
studied both in terms of the strain effects and piezoelectric effects which are shown
later in this chapter.
The resulting biaxial and hydrostatic strain are shown in Fig. 3.6 (a) for a vertical
line segment through the centre of the pyramidal quantum dot shown in Fig. 3.6
(b). The hydrostatic strain is always negative due to the compressive strain felt
inside the dot. The biaxial strain is large towards the bottom of the dot and top,
whilst tending towards zero in the centre. These results are in excellent quantitative
agreement with those of Grundmann et al.. The slight discontinues in the strain
plots arise from the relaxation of the In atoms, and the resulting strong interface
strains between the wetting layer and between the pure InAs dot and GaAs bulk,
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which are shown in Fig. 3.6 (b).
Calculations for electrons and holes inside the InAs pyramid were performed at
10 K with effective mass for the electron of 0.067me and an anisotropic hole mass
of 0.11me in plane and 0.38me in growth direction. An anisotropic effective mass
is used for the hole as strain has been shown to break the degeneracy of the hole
band. This can be approximated in the single-band effective mass model, with an
anisotropic mass [103], and where to approximate the strained InGaAs bulk GaAs
values are taken. A constant dielectric permitivity of 12.5 is used throughout the
simulation cell.
The total charge density in the [010] direction is shown in Fig. 3.7 a) for the
case of non interacting charge carriers. The interacting case shows relatively little
change due to the large electron hole overlap as can be seen in Fig. 3.7 b) The hole
can be seen confined towards the bottom of the dot, whilst the electron is delocalized
within the structure. The binding energy for the exciton is large due to the strong
confinement, with the total energy changing from 1085.38 meV to 1052.7 meV when
coulombic interactions are included. This results in a binding energy of 32.68 meV.
The dipole moment in the growth direction, in the case of both the single particle
and exciton results are found to be on the order of -0.5 e nm, in good agreement with
Ref [26].
Figure 3.6: a) Biaxial and hydrostatic strain through centre of pyramidal quantum dot
along the [001] direction. In b) the In concentration plot in x-z plane of pyramidal quantum
dot.
3.7 Strained quantum ring
There have been fewer investigations of quantum rings using atomistic models to
compare with. Here strain and single band valence and conduction band edges re-
sults for a quantum ring are presented, along with the effect of coulombic interactions
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Figure 3.7: Charge density plot of ρh + ρe, for a) single particle electron and hole and
b) exciton. Colourmap is defined as (ρh + ρe)/|max(ρe)| as in Ref. [26]
on exciton complexes.
The quantum ring model used is based on an X-STEM image from Ref. [9],
shown in Fig .3.8. This appears to indicate a tall ring, with a smaller inner and
outer radius. Both of these attributes have been suggested as possible explanations
for the large dipole moment and small electronic radius found in quantum rings,
making this a good model structure. The model structure created with qdot-tools
based on the X-STEM image of the quantum ring is shown in Fig. 3.9. It has an
inner radius of 5 nm and outer radius of 20 nm, and is approximately 6 nm tall. It
sits on a thin wetting layer of 30% In concentration, with the ring being 50% In
concentration, which is a similar concentration as has been previously suggested by
experiment [89]. As well as the previously described imposing of C2v symmetry, in
this particular case eight quantum rings of the same size, but with different random
alloy distributions were created and averaged over, to aid in convergence and ease
of analysis.
Figure 3.8: Example experimental quantum ring X-STEM image, image from Ref. [9]
For this structure, the calculated biaxial and hydrostatic strain are shown in
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Figure 3.9: Visualization of atomistic model of quantum ring, with dimensions indicated.
Figure 3.10: Strain profiles of quantum ring in the [110] and [11¯0] directions, for both
the biaxial and hydrostatic strain.
Fig. 3.10. These strains results are in good quantitative agreement to those per-
formed using continuum models, such as in the work of Barker et al. [98] and Yu-
Min et al. [104]. The biaxial strain is seen to be strongest inside the quantum ring,
particularly towards the bottom and core of the structure. This suggests the hole
will localize towards the bottom of the quantum ring. The hydrostatic strain is
however seen to be fairly constant throughout the interior of the quantum ring, re-
sulting in an electron which is not pulled towards the bottom of the ring by a large
potential, and is able to delocalize further. This is reflected in the potentials shown
in Fig. 3.11, where these features are more apparent. The shape asymmetry of the
ring will also contribute to the confinement and final probability distribution. Here
the bottom of the quantum ring is wider than the top, this will result in a preference
towards localization towards the bottom of these structures for both electrons and
holes.
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Figure 3.11: Band edge potential profiles derived from strain field of a quantum ring in
the [110] and [11¯0] directions, in the case of both the electron and hole.
The underlying crystal lattice also makes the [110] and [11¯0] directions inequiv-
alent in terms of strain, and hence also confinement potential. This causes the
electrons and holes to localize along one of these directions. From these strain and
potential profiles however, it is not obvious which of these diagonal directions has
a stronger confinement. PI-QMC simulations for the thermal ground state of sin-
gle particle electrons and holes show that the hole preferentially aligns slightly in
the [11¯0] direction, whilst the electrons are more delocalized around the entire ring
(Fig. 3.14 c) and d)). This can be confirmed by averaging over the potentials for
the electron and hole in the [110] and [11¯0] directions in the [001] direction over the
height of the ring, as shown in Fig. 3.12, which shows a slight preference in both
the valence and conduction band edges towards the [11¯0] direction. A smaller av-
erage over approximately 2 nm in the [001] direction from the bottom of the ring is
also taken, as shown in Fig. 3.13. This region is expected to involve the strongest
confinement of the holes and hence be an important indicator of its localization
characteristics. As can be seen the [11¯0] direction again has slightly stronger con-
finement – with the difference between the two being on the order of several meV,
enough to induce localization of the hole (Fig. 3.14). Further in the valence band
edge, the high biaxial strain near the core which is visible in Fig. 3.10, is seen to
lower the core barrier substantially and this will encourage hole localization towards
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Figure 3.12: Valence and conduction band edges along the [110] and [11¯0] directions,
averaged over the total height of the ring.
Figure 3.13: Valence and conduction band edges along the [110] and [11¯0] directions,
averaged over the bottom 2 nm of the ring.
the inside of the ring.
In the interacting case, the coulomb potential between the electron and hole
causes the electron to localize more strongly in the [11¯0] direction, around the heavier
hole. Binding energies for the exciton, positive and negative trion as well as the
biexciton are calculated. These results, shown in Table 3.3 compare surprisingly
well with the simple analytical potential described earlier.
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Figure 3.14: Mean probability distributions in [001] plane of, a) hole in exciton, b)
electron in exciton, c) single particle hole and d) single particle electron. The sum of each
probability distribution shown is normalized to 1.
3.8 Piezoelectric potential
The atomistic strain that is produced by these nanostructures leads to a movement
of the cations and anions from their equilibrium position within the unit cell, leading
to a finite polarization charge density from the bound charges of the material. The
polarization may be written in terms of the strain as,
Table 3.3: Binding energies for exciton complexes in strained (In,Ga)As quantum ring,
without piezoelectric potential.
Exciton Type Binding energies (meV) Error (meV)
X 15.90 ±0.2
X+ 1.96 ±0.24
X- 2.55 ±0.25
XX 2.59 ±0.3
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P =
0 0 0 e14 0 00 0 0 0 e14 0
0 0 0 0 0 e14


xx
yy
zz
2yz
2zx
2xy

. (3.11)
The first matrix contains the piezoelectric coefficients. For materials with the zinc
blende structure all the piezoelectric coefficients are zero except e14 = e25 = e36.
It was recently suggested by Bester et al. [105] that the second order polarization
effects could be as important as the first order polarization for InAs/GaAs quantum
wells and nanostructures. For InAs/GaAs, there are three non-zero second order
polarization constants B114, B124 and B156. This gives the resulting second order
polarization tensor Q as
Q = 2B114
xxyzyyxz
zzxy
+ 2B124
yz(yy + zz)xz(xx + zz)
xy(xx + yy)

+ 4B156
xzxyyzxy
yzxz
 . (3.12)
The appropriate first and second order piezoelectric coefficients were derived by
Bester et al. using density functional theory, in order to correct the apparent over
estimation of the piezoelectric values in quantum wells calculated using first order
experimentally determined constants. There has been a great deal of discussion
regarding the accuracy of both the experimental first order piezoelectric coefficients
for use with highly strained quantum dots and use of the second order coefficients,
as calculated by Bester. There is some evidence from experimental measurements
that in highly strained quantum dots the sign of the first order experimentally
determined e14 piezo coefficient for InAs could change sign, from negative to positive.
Further more recent coefficients from Beya-Wakata et al. [106] not used in this work
suggested a slight change in the B156 coefficients, but tests have shown this results in
a minimal change in the piezoelectric potential on the order of ≈5% in our model —
and so does not lead to any significant quantitative difference to the results presented
in this work. As there has been no definitive consensus as to which are the correct
coefficients to use, the second order coefficients of Bester et al. from Ref. [105] are
used in this thesis, as these have been widely adopted in the literature.
The bound charge density can then be calculated from the divergence of the
70
total polarization; to second order this is calculated as
ρ(r) = −∇ · (P + Q), (3.13)
with P and Q from Eq. (3.11) and Eq. (3.12). The piezoelectric potential can then
be calculated from the Poisson equation
0∇ · (r∇Vp) = −ρ(r), (3.14)
where 0 and r are the vacuum and relative dielectric constants.
This can then be solved for the piezoelectric potential Vp,
∆Vp(r) =
−ρ(r)
0r(r)
+
1
r(r)
∇Vp(r)∇r(r), (3.15)
where the first term on the right hand side of Eq. (3.15) is the true charge density
term, and the second term is the term corresponding to the polarization charge
arising from the interface of two different dielectric constants, in In(Ga,As) dots
this has been shown to be small [107].
As the PI-QMC method is currently limited to using a constant dielectric con-
stant, and because the polarization charges in InAs/GaAs nanostructures are small,
the second term is excluded, leaving the first term to be solved,
∆Vp(r) =
−ρ(r)
0r(r)
. (3.16)
3.8.1 Fast Poisson solver
The simplified form of the Poisson equation ignoring dielectric mismatch effects
allows the problem to be easily solved using fast Fourier transforms, in what is
know as a fast Poisson Solver method. To begin with the Fourier transforms of
Vp(r) and ρ(r) are introduced as,
Vp(r) =
1√
2pi
∫
g(k) exp(ikr) dk, (3.17)
ρ(r) =
1√
2pi
∫
σ(k) exp(ikr) dk. (3.18)
Substituting these into Eq. 3.16, is equivalent to performing a Fourier transform on
the Poisson equation which results in,
−k2g(k) = σ(k)⇒ g(k) = σ(k)
k2
. (3.19)
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The Poisson equation has then been diagonalized in k-space. The solution to this
equation is then given by the inverse Fourier transform
Vp(r) =
1√
2pi
∫
σ(k)
k2
exp(ikx) dk. (3.20)
This is implemented using discrete complex Fourier transforms, with results in peri-
odic boundary conditions. This is in general suitable as the strain is also calculated
in periodic boundary conditions. The strain profile is a 6 component vector stored
on a Nx × Ny × Nz grid. From this the charge density is calculated as above, cal-
culating the derivative using the central difference scheme, assuming zero charge
density at the boundaries (this should be a good approximation; it is important to
make the calculation supercell large enough such that the strain is zero at the edges
- otherwise the periodic images of structures can limit the relaxation). This results
in the following discretized Poisson equation,(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
φ(x, y, z) ≈ (3.21)
1
h2
[φi+1,j,k + φi−1,j,k + φi,j+1,k + φi,j−1,k + φi,j,k+1 + φi,j,k−1 − 6φi,j,k] = −ρi,j,k,
where h is the width of one discretized unit. This has a lower limit of 0.565 nm,
equal to the lattice constant of GaAs, which then provides a size for the grid on
which the strain and all resulting quantities are calculated. This discretized scheme
is solved in a similar manner as above, except now using discrete Fourier transforms
which are defined by,
φ¯m,n,l =
1
N
N−1∑
i=0
N−1∑
j=0
N−1∑
k=0
W im+nj+lkφi,j,k, (3.22)
ρ¯m,n,l =
1
N
N−1∑
i=0
N−1∑
j=0
N−1∑
k=0
W im+nj+lkρi,j,k, (3.23)
where W = exp(2ipi/N). Using these transforms with the discretized Poisson equa-
tion results in,
1
h2
[
Wm +W−m +W n +W−n +W l +W−l − 6] φ¯m,n,l = ρ¯m,n,l (3.24)
φ¯m,n,l =
h2ρ¯m,n,l
Wm +W−m +W n +W−n +W l +W−l − 6 . (3.25)
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Performing an inverse DFT,
φi,j,k =
1
N
N−1∑
m=0
N−1∑
n=0
N−1∑
l=0
W−im−nj−lkφ¯m,n,l, (3.26)
will give the resultant electrostatic potential φ at each point on the grid. As the
piezoelectric grid is generally larger than the confinement potential grid, the edges of
the confinement potential grid are replicated (the outer most elements of the matrix
are copied recursively outwards) to match the size of the piezoelectric potential
grid. The piezoelectric potential is related to the electrostatic potential through
Vp = −|e|φ. This is added to the Hamiltonian for the conduction band and the
valence band. (For the valence band Vp = |e|φ, but is instead subtracted from
the valence band, which in turn leads to the same expression as for the conduction
band).
3.8.2 Test example
The first test of this method was to ensure that the method for calculating an
electrostatic potential obeyed Gauss’s Law. The most obvious example would be
a point charge, however this test case proved to have several disadvantages. The
point charge potential drops off as 1/r - so a large unit cell is needed to capture the
tail of the potential correctly. Similarly, the potential diverges at the point charge,
and so a very fine grid is required to capture this. The case of a point charge then
requires essentially a very large very fine grid (or a more complicated non-uniform
grid) - making this a poor test due to the numerous convergence issues.
However all the nanostructure systems studied in this work are devoid of any
free charges, avoiding the above problems of individual point charges. Therefore a
good non-trivial test is an analytical example of Gauss’s law in the case of a sphere
of uniform positive charge, embedded in a sphere of uniform negative charge, such
that the total sum of the charge in the system is zero (Fig. 3.15 c)). Outside each
sphere the potential drops off as 1/r like a point charge. Within the sphere an
analytical expression for the potential is easily calculable giving,
V (R) =
Q
4pi(2B)
(
3− R
2
B2
)
, (3.27)
where Q is the total charge enclosed in a sphere, B is the radius of the sphere and
R is the current radius from the centre sphere. The sum of the potentials from both
spheres gives a resulting potential of
Vtotal(R) =
−Q
4pi(2rneg)
(
3− R
2
r2neg
)
+
Q
4pi(2rpos)
(
3− R
2
r2pos
)
, (3.28)
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for R< rneg. For rneg <R< rpos
Vtotal(R) =
−Q
4pi(rneg)
+
Q
4pi(2rpos)
(
3− R
2
r2pos
)
, (3.29)
and for R> rpos the 1/R potentials from both spheres cancel to zero. This is shown
in Fig. 3.15 a), which agrees well with the numerically calculated potential using
the FFT method. Small errors are visible at the interface of the inner and outer
spheres, as shown in Fig. 3.15 b), since the spheres are not perfectly spherical due
to discretization effects and therefore will not exactly match the theoretical values.
For this particular test a grid spacing of 0.565 nm (i.e. the lattice spacing of GaAs)
was chosen, a total of 256 grids points were used, due to limitations in available
memory and a radius of 5.9 nm for the negatively charged sphere and of 11.6 nm
for the positively charged sphere (Fig. 3.15 c)) were used, comparable to typical
nanostructure feature sizes.
Figure 3.15: a) A test for the Poisson FFT solver, for a Gauss’s law example against
the exact theory result. b) The error between theory and FFT calculation; smaller errors
occur at interfaces due to resolution effects. c) Illustration of system under study, two
spheres of charge, a smaller inner sphere of total charge -e and a larger sphere of +e, the
two spheres overlap one another and the total charge in the system is zero.
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3.9 Piezoelectric field in quantum dot
The same atomistic model of a square based pyramidal quantum dot as used previ-
ously is investigated with the addition of piezoelectric fields, and compared to the
work of Grundmann et al. [26], as shown in Fig. 3.16 a). From Fig. 3.16 b), it can be
seen that there is excellent agreement between the piezoelectric potential calculated
by Grundmann et al., both quantitatively and in the qualitative shape and position
of the piezoelectric lobes.
Figure 3.16: a) Pyramidal quantum dot from Ref. [26], showing piezoelectric lobes of
30 meV. b) Calculated piezoelectric potential for a pyramidal quantum dot, showing lobes
of 30 meV and good agreement with those shown in a).
A similar piezoelectric structure is also seen for other shaped quantum dots. In
general, the piezoelectric potential for a dot has lobes. With the piezoelectric field
of quantum dots generally confined outside the dot, this tends to leave the ground
state of quantum dots largely unaffected by the field.
The effect of second order piezoelectric effects have been studied on quantum
dots, particularly by Zunger et al. [35] and Schliwa et al. [108]. It was found that
the shape of the dot can lead to different quantitative results for the piezoelectric
potential, qualitatively a reduction of the field is generally seen inside the quantum
dot when compared to only considering linear piezoelectric term, with the second
order part of the field contributing a field that opposes the first order one.
3.10 Piezoelectric field in quantum ring
There have been few detailed studies of the piezoelectric properties of quantum rings.
Most significant is the work by Barker et al., with other work carried out much later
by Yu-Min et al.. In both of these models, a continuum method was used to describe
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the structure. Earlier in this chapter, the strain caused by the atomistic model of
a quantum ring was shown; here this is extended to include the piezoelectric field
induced by this atomistic strain.
Figure 3.17: Example of piezoelectric field in quantum ring, a top down view.
The piezoelectric potential of the quantum ring is significantly different to that
of the quantum dots discussed earlier. There are now 16 lobes, rather than 8. The
new lobes appear directly above and below the quantum ring, and intrude signifi-
cantly into the structure itself. The 8 other, larger lobes, appear similar to those
found in the quantum dot and remain localised mostly outside the structure, as
shown in Fig. 3.17. These unique properties stem from the GaAs barrier material at
the ring’s core, which significantly modifies the confinement potential and creates a
strain profile that is unique to rings. This important difference in the distribution
of the piezoelectric field, was shown to play a much more important role in rings
than in dots by Barker et al. [98]. Unlike in dots, where the majority of the piezo-
electric potential sits outside the electrically active part of the structure—leaving
the electron and hole ground states mostly unaffected—the strained central core of
GaAs material in a quantum ring induces large piezoelectric potentials within the
confining structure itself. These piezoelectric fields break the rotational symmetry
of the ring, vertically separate the electron and hole, and induce localization.
In Fig. 3.18 the first order (top row), first and second order combined (middle
row), and the resulting difference in the piezoelectric potential is shown (bottom
row). The first order piezoelectric field is seen to be strong in both diagonal direc-
tions, with large potential values in the region of ± 30 meV inside the quantum ring
structure. Yet larger fields are found outside the ring, similar to those in quantum
dots. Second order effects in quantum rings are seen to induce opposite piezoelectric
fields, similar to what was found for quantum dots. The second order contributions
are particularly strong inside the quantum ring, and as such, reduce the piezoelec-
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Figure 3.18: Calculated piezoelectric potentials of quantum ring in the [110] and [11¯0]
directions. Shown are the first order contributions, first and second order contributions
and the difference resulting from only the second order contribution.
tric potential inside the nanostructure by approximately ±20 meV. This leaves a
smaller potential inside the quantum ring. However, as will be shown this is still
large enough to induce significant changes in the properties of excitons inside the
quantum ring.
The resulting potential profile for both the single particle electron and holes in
the [110] and [11¯0] directions including the first and second order piezoelectric field,
is shown in Fig. 3.19. As before this potential has been symmetrized to match the
underlying C2v symmetry to help smooth the potential and increase the efficiency
of the simulations. There is a significant change in the potential profile with the
inclusion of piezoelectric properties. The holes are strongly localized still towards
the bottom in the [11¯0] direction with the inclusion of the piezoelectric potential
as shown in Fig. 3.20 a) for the exciton case and b) in the case of a single particle.
However due to the inverting piezoelectric potential every 90 degrees in the [110]
direction the potential for the hole is raised vertically within the quantum ring,
whilst the opposite trend is true for the electron.
As a result, holes become even more strongly confined to the [11¯0] direction,
and a reduction of approximately 4 meV in the single particle energy is seen for the
ground state energy. The single particle electron becomes more strongly localized
towards the [110] direction (Fig. 3.20 d)), resulting in the electron becoming yet
more delocalized around the ring, with a corresponding increase in energy of ap-
proximately 2 meV. The increase is seen since, the electron slightly prefers the [11¯0]
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Figure 3.19: Potential profiles of quantum ring in the [110] and [11¯0] directions, for both
the electron and hole including the second order piezoelectric potential.
direction due to the slightly stronger hydrostatic strain. Inclusion of the piezoelec-
tric field causes a reduction in the potential in this direction for the electron (i.e.
the opposite effect to the hole), and pulls along the opposite diagonal, resulting in
a small increase in energy. In the case of the exciton the strongly localized hole
pulls the electron back along the [11¯0] direction (Fig. 3.20 c)). The small changes
in energy result in exciton complexes with similar binding energies to those of the
strain only ring, with binding energies shown in Table 3.4.
As a result, the piezoelectric potential has the effect of reinforcing the local-
ization originally induced because of strain effects. Fig. 3.21 compares an exciton
with and without piezoelectric effects, in which the increased localization is clearly
visible. Due to the piezoelectric field also seperating the electron and hole verti-
cally, there is also an increase of the vertical dipole in the quantum ring, when
compared to the strained only ring. This increase is from -0.2 e nm in the strain
only case to -0.36 e nm. With the inclusion of piezoelectric effects the model agrees
well with the experimentally observed rings of Warburton in Ref [95], with the
model ring described having a negative trion binding of 3.09±0.25 meV and an exci-
ton polarizability in the growth direction of 1.46µ eV/(kV2/cm2). These and other
polarizabilties will be discussed in depth in the next chapter.
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Figure 3.20: Comparison of mean electron and hole probability distributions along [001]
direction in exciton, with and without the inclusion of the coulomb interaction, but in-
cluding piezoelectric field.
3.11 Conclusions
In this chapter an analytical model was introduced, which allowed for the transition
between quantum dot and quantum ring to be studied. Exciton complexes in rings
were found to have lower binding energies than in quantum dots. The model used
to study these quantum nanostructures was then extended with the introduction of
the Valence Force Field method, which was used to construct atomistic models of
the geometries of interest. The strain from these structures was described and it was
shown that the underlying crystal physics is preserved. Good agreement was seen
Table 3.4: Binding energies for exciton complexes in strained (In,Ga)As quantum ring,
with piezoelectric potential.
Exciton Type Binding energies (meV) Error (meV)
X 15.88 ±0.2
X+ 1.46 ±0.25
X− 3.09 ±0.25
XX 2.65 ±0.3
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Figure 3.21: Comparison of mean electron and hole probability distributions along [001]
direction in exciton, with and without the inclusion of the piezoelectric potential.
between results for a pyramidal quantum dot and previous work in the literature
giving confidence in the method. Consideration of strain in a quantum ring was
shown to be enough to induce localization of the single particle and exciton states
along one of the crystal directions. These models were further extended with the
inclusion of the piezoelectric potential to second order which was derived from the
atomistic strain field. This was again tested on a pyramidal quantum dot, and good
agreement was found. The piezoelectric field in a quantum ring was shown to be
more complicated than that in a quantum dot, and to affect the ground state charge
density, inducing localization and increasing the vertical dipole. Only small changes
were seen in the exciton binding energies. Finally it was shown that the model
quantum ring used in this chapter agreed well with several observables previously
measured for quantum rings.
In the next chapter, it will be shown how these unique features of the quantum
ring can be used to induce a new exciton phenomenon which is not present in
quantum dots.
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Chapter 4
Lateral spatial switching of excitons using vertical
electric fields
4.1 Introduction
In Chapter 3 the growth of quantum ring nanostructures was discussed and how
the shape and asymmetry of the nanostructure causes strain, which in turn affects
observables such as the total energy, binding energy, dipole and the probability
distribution of electrons and holes. Further it was shown that the piezoelectric
field inside a quantum ring profoundly changes the ground state distribution of the
electrons and holes, breaking rotational symmetry, vertically separating the electrons
and holes and inducing localisation.
Altering the growth parameters in order to change the geometry and therefore
the strain of a nanostructure has been the normal mechanism for altering the ob-
servable properties. This type of tailoring of properties is passive, as no external
mechanism is used to tune the properties into a regime which may be interesting
for a particular application, and so normally a particular quantum dot is chosen
for its particular properties based on its geometry. The active control of nanostruc-
ture properties through external fields and especially switching behaviour would be
highly desirable. Active control would give a much greater freedom as to which
quantum nanostructures lay within a tunable range, to achieve a required value for
an observable of interest. Further any switching behaviour that can be induced
would be useful, with such two-state behaviour possibly resembling a quantum dot
cellular automata (QCA) cell [109], and having applications in quantum information
and logic. Further it would suggest the possibility of all-optical data processing.
In this chapter quantum rings are investigated to determine the interplay be-
tween the piezoelectric potential, strain effects, electron-hole Coulomb interactions
and an external vertically applied electric field. From this interplay it is found that
a lateral switching of the probability distribution of excitonic complexes can be in-
duced when a vertical electric field is applied. As illustrated in Fig. 4.1(a), the
exciton distribution in the ring can rotate 90◦. This unique switching behaviour will
be explained and suggestions as to how this should be experimentally observable by
a change in the lateral polarizability will be discussed. The effect of this switching
behaviour on biexcitons, and in particular on their binding energy is explored, and
a connection towards quantum information applications discussed. Comparisons for
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this effect are made between a circular quantum ring and an elongated quantum
ring, as well as to a quantum dot.
Figure 4.1: (a) Hole density for two different localizations of excitons. (b) Illustration of
negative (blue) and positive (red) piezoelectric potential superimposed upon the structure
of our model ring. Each lobe is represented by two isosurfaces of ±38 meV and ±54 meV.
4.2 Model quantum ring
The quantum ring discussed in detail in Chapter 3, based on the cross sectional
tunnelling electron microscopy (X-STEM) image of a quantum ring observed by Lin
et al [9] is again used. The simulations for the quantum ring in this chapter were all
carried out at a temperature of 10 K, to ensure only the ground state was excited, as
experimental results have shown the first excited state to be well separated in energy
from the ground state, by up to 50 meV [9]. The effective mass for the electron was
taken as 0.067me, an anisotropic hole mass of 0.11me in plane and 0.38me in the
growth direction was used, and a dielectric constant of 12.5 was taken throughout,
as before. The analysis and presentation are simplified by creating eight atomistic
models of the same ring, with different realizations of the random alloy, and using
the average of these eight rings to help smooth the potential. From this the ideal
C2v symmetry is imposed, by the reflection and rotation method described earlier
in section 3.5.1. The piezoelectric potential is calculated to second order for this
particular ring, and this potential is then added to the Hamiltonian as an additional
term, as before in section 3.8.
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4.3 Linear response theory
As will be shown, a key metric in identifying this switching behaviour will be the
polarizability of the exciton complex. These polarizabilities are obtained from path
integral quantum Monte Carlo simulations using linear response theory. This allows
for information about how the system will respond to an external perturbation, in
this case to that of an electric field, to be collected at zero applied field, with an
accuracy up to that of perturbation theory. That is, it determines the value α in
the typical perturbation expansion of the Stark effect
E = E0 − Fd− 1
2
αF 2, (4.1)
where F is the electric field, d the permanent dipole, and E0 the zero field energy.
This can be done because the thermal fluctuations in the dipole can be related to
the polarizability through linear response. In particular, the time order temperature
correlation function can be written as
χdd(τ) =
−1
~
〈d(τ)d(0)〉, (4.2)
where d is the dipole operator, at imaginary times τ and 0, and the average is a
thermal one. Since the Hamiltonian is time independent, only the difference in times
are important. Eq. (4.2) can then be Fourier transformed into imaginary frequency.
These imaginary frequencies are given as Matsubara frequencies by ωn =
2pin
β~ .
χdd(iωn) =
∫ β
0
exp(iωnτ)χdd(τ)dτ (4.3)
In the limit as iωn tends to zero, by analytic continuation the frequencies approach
the real axis,
α(ω) = lim
iωn→ωn+i0+
−χdd(iωn). (4.4)
The value of the correlation function Eq. (4.2) is collected during the Monte Carlo
run, and Fourier transformed such that the Matsubara frequencies are also collected
during the PI-QMC simulation. The correlation function can then be used directly.
The Fourier transform of the correlation function, Eq. (4.4), is a Lorentzian along the
imaginary axis and this can then be numerically fitted with a least squares algorithm.
For a simple harmonic oscillator all dipole transitions are of the same energy, and one
Lorentzian is sufficient to fit to the data on the imaginary axis. Other systems will
be linear combinations of Lorentzians; typically a combination of two is sufficient
for an accurate fit within the error of the collected data. The intercept of the
fitted function with the real axis gives the polarizability. A test for this method of
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Figure 4.2: a) Fit of imaginary Matsubara frequencies to the real axis for Hydrogen atom.
b) Fit of imaginary Matsubara frequencies to the real axis for exciton in semiconductor
quantum ring, for the polarizability along the [001] direction.
calculating the polarizabilies is the hydrogen atom. The analytically calculated value
of the polarizability for atomic Hydrogen is 4.63× 10−6 µeV/(kV/cm)2 (4.5 a.u.).
As can be seen from the fitting and intercept in Fig. 4.2 (a), excellent agreement is
seen between the analytical and PI-QMC value of 4.64× 10−6 µeV/(kV/cm)2.
Another sensitive is provided by the vertical polarizability of a quantum ring,
shown in Fig. 4.2 (b). The fitted value of 1.46µeV/(kV/cm)2 agrees well with ex-
perimental results of the vertical polarizabilities of excitons in quantum rings.
4.3.1 Example in analytic quantum ring potential
Here the validity of linear response is examined over a range of electric fields. An
exciton is placed inside a 15 nm radius quantum ring described using the analytic
potential of Eq. (3.1) in Chapter 3. An electric field is applied laterally in the [010]
direction, and the predicted linear reponse energy value compared to the series of
data points with the applied field.
Good agreement is found for low fields below 5 kV/cm as shown in Fig. 4.3.
At higher fields the energy derived from the linear response polarizability under
estimates the drop in energy. In particular by examining Fig. 4.4, which shows the
charge distribution of the exciton for a series of different applied field values, it is
clear that linear reponse fails as the exciton is ionized across the ring. Ionization
occurs at such low field values due to the ring’s large radius, resulting in a large
effective potential separating the electron and hole. For the rest of the work in
this chapter, vertical electric fields will be applied which do not strongly ionize the
exciton due to the ring’s small height in comparison to its radius.
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Figure 4.3: Energy shift for an applied electric field in the [010] direction predicted by
polarizability calculated using linear response, and for PI-QMC simulations with explict
electric field used in a 15 nm radius quantum ring described by a mexican hat potential.
4.4 Results
4.4.1 Piezoelectric fields and lateral switching behaviour
As can be seen in Fig. 4.1 (b), the ring is sectioned into quarters by the piezoelectric
field, which has C2v symmetry. Fig. 4.1 (b) also clearly shows the top eight lobes
of the piezoelectric potential, with an equal number of lobes (with opposite sign)
directly beneath the ring, two of which can be seen at the front edge. The larger
lobes, on the outer edge of the ring, resemble the piezoelectric potential found in
a quantum dot; the majority of the field sits outside of the structure. The extra,
smaller lobes within the GaAs core, which sit directly above and below the quantum
ring and penetrate the structure, are not found in dots. These extra lobes have a
significant effect on the quantum ring’s electronic structure.
As a result of these extra internal piezoelectric fields an electric field applied
in the vertical growth direction ([001]), perpendicular to the plane of the ring, will
polarize an exciton in the growth direction, as shown by the increasing vertical dipole
with an applied field in Fig. 4.5.
For a negative electric field applied across the ring, holes will be pushed to the
bottom and electrons towards the top of the ring. The vertically polarized exciton is
attracted to the smaller piezoelectric potential lobes in the GaAs core (Fig. 4.1) that
align with the induced excitonic dipole. That is, the exciton will try to align with
the lobes of the piezoelectric potential which match the orientation of the dipole, so
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Figure 4.4: Charge distritubion plots of exciton inside a 15 nm radius quantum ring
described by a mexican hat potential for a range of electric fields applied in the [010]
direction.
as to lower the energy of the exciton. Changing the direction of the vertical electric
field changes the sign of the dipole, and will cause either the [110] or [11¯0] direction
to be lower in energy, with the other diagonal higher in energy. For a sufficiently
strong electric field, this will cause the exciton to localize along one diagonal, and
not the other, with the direction of localization changing with the applied field.
This switching of the lateral localization with a changing of the vertical electric field
direction can be seen in Fig. 4.5(a) and (c), which shows how the mean electron
probability distribution aligns along either the [110] direction for a positive vertical
electric field, or along [11¯0] for a negative field.
4.4.2 Observable effect on the lateral polarizability
This switching should be experimentally detectable by measuring the in-plane po-
larizability of the exciton and biexciton in the ring. As the vertical electric field is
applied and the exciton localizes into the nodes of the piezoelectric potential, as in
Fig. 4.5 (a) and Fig. 4.5 (c), there is a significant change in the polarizability of
the complex. For example, a positive field causes the exciton to localize in the [110]
direction, resulting in an increase in the lateral polarizability tangential to the direc-
tion of confinement—the [11¯0] direction—as shown in Fig. 4.6. Similarly a negative
field causes a larger polarizability in the [110] direction. As such, the switching of
the probability distribution can be directly examined through a switching in the
lateral polarizabilities of the exciton and biexciton complexes.
Throughout the switching of the probability density, with an applied vertical
electric field, the exciton continues to be bound and the electron and hole remain
paired together in the same lateral region of the ring. This can be seen from the
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Figure 4.5: Vertical dipole, pz, for different vertical applied electric fields, shows changing
of sign, and permanent dipole at zero field. Insets (a), (b) and (c) show mean electron
probability distribution for -120kV/cm, 0 and 120kV/cm and demonstrates switching of
the exciton around the ring by changing the sign of the vertical field
pair correlation functions of the radial electron-hole separation, in Fig. 4.7, for a
range of applied vertical fields. In general it is seen that all the correlation functions
have a similar shape with maxima around 6 nm, indicating bound excitons. With an
applied field the correlation functions deviate from the 0 kV/cm result, as a vertical
dipole is created, separating the electron and holes slightly. Stronger fields cause
an increasing vertical dipole as in Fig. 4.5. The dipole can then also be used as
a experimental observable in conjunction with the polarizability e.g. its effect on
altering the recombination lifetime [103]. Due to the piezoelectric potential inverting
its sign every 90◦, the applied fields will not only align the exciton along different
diagonals with a switch in field direction but also be accompanied by a change in
the direction of the dipole moment in the z-direction.
The larger polarizability in the [110] direction than in [11¯0] (as in Fig. 4.6) and
the negative permanent dipole that exists in the quantum ring at zero field (as in
Fig. 4.5) show that the exciton tends to align preferentially in the [11¯0] direction
at zero field, with the holes towards the bottom of the ring. As has been previously
shown [95], the heavy holes tend to stay away from areas of high compressive biaxial
strain, here located near the top of the quantum ring, but localize near the areas of
strong positive biaxial strain towards the bottom of the ring [25]. Since the electron
confinement does not depend on the biaxial strain, the electrons are more free to
spread out, explaining the permanent dipole in the quantum ring. The preferential
alignment of the exciton and thus preferred polarizability in one direction at zero
field can again be put down to the strain and piezoelectric effects, as discussed in
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Figure 4.6: (a) Lateral Polarizability of exciton and biexciton in the [110] and [11¯0] direc-
tion against applied vertical electric field. Inset shows mean hole probability distribution
for -120 kV/cm and +120kV/cm, with arrow indicating direction of strongest polarizabil-
ity. (b) PL shift vs. vertical field with a lateral field of 20 kV/cm, with average parabolic
shift removed for clarity.
Chapter 3.
As a result of this localization along the [11¯0] direction, the crossing in po-
larizability does not occur at 0 kV/cm (as it would if the exciton was completely
delocalized around the ring), but instead at a higher positive field. At this crossing
the exciton is delocalized around the ring and both polarizabilties directions are
hence equal. To make the comparison to experiment more straightforward, the pho-
toluminesence (PL) shift is shown in Fig. 4.6 (b). Here a 20 kV/cm field is applied
in the respective diagonal direction, as an example of the expected PL shift for the
varying vertically applied electric field. The average parabolic Stark shift from the
vertical electric field has been removed from the data for clarity. As a result 4.6 (b)
shows the contribution from only the −1
2
αF term, while the in-plane field is kept
constant, and the in-plane polarizability is tuned with the vertical field.
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Figure 4.7: Radial electron-hole separation pair correlation function, showing probability
of a given separation between an electron and hole in an exciton complex in a quantum
ring for various different vertically applied electric fields.
Figure 4.8: Illustration of negative (blue) and positive (red) piezoelectric potential super-
imposed upon the structure of model ellipse. Each lobe is represented by two isosurfaces
of ±38 meV and ±54 meV.
4.4.3 Comparison with elliptical quantum ring
It has been shown that most quantum rings are slightly elongated, and are in fact
elliptical, due to preferential In diffusion along the [11¯0] direction [84]. Therefore
the same analysis as above is performed for an elliptical ring which has a 20%
elongation along the [11¯0] direction. All other aspects of the structure are kept as
close as possible to the previous quantum ring, including the thickness and height.
There is a slight change in the cross sectional shape of the ellipse, which results in a
slightly more pyramidal shape. A top down view of the structure, with isosurfaces
of the piezoelectric potential, is shown in Fig. 4.8.
With the ellipse elongated along the [11¯0] direction, a positive field which aligns
the exciton complexes along [110], should see an increased polarizability in [11¯0] due
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Figure 4.9: (a)Lateral Polarizability of exciton in the [110] and [11¯0] direction against
applied vertical electric field, in an elliptical quantum ring elongated 20% in the [11¯0]
direction. Inset shows mean hole probability distribution for -120 kV/cm and +120kV/cm,
with arrow indicating direction of strongest polarizability. (b) PL shift vs. vertical field
with a lateral field of 20 kV/cm, with average parabolic shift removed for clarity.
to the elongation and a decreased contribution from the [110] direction. The decrease
in the [110] polarizability stems from the fact that the confinement potential due
to the elongation of the ring becomes more ‘wire’ like in [11¯0] , which results in a
reduced curvature and hence it becomes more difficult to polarize an exciton in the
[110] direction.
In Fig. 4.9 the polarizability shows a much steeper drop off in the [110] po-
larizability for positive fields, and a slight increase along [11¯0] — although not as
significant an increase as might be expected for a 20% increase in the elongation.
Another important difference is that the [11¯0] and [110] polarizabilties are both
lower for negative fields than was the case for the circular ring, this indicates that
the exciton is more strongly confined for negative fields than was the case for the
ring. Further, at 0 kV/cm the difference between the [110] and [11¯0] polarizabilites
is larger than for the ring, being 20.5µeV/(kV/cm)2 and 15.1µeV/(kV/cm)2 for the
ellipse and ring respectively. This also suggests that the exciton is more strongly con-
fined along [11¯0], as a result of the strain and piezoelectric effects. In fact a stronger
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Figure 4.10: Vertical dipole, pz, for different vertical applied electric fields, showing
changing of sign, and a relatively large negative dipole moment at zero field for a elliptical
quantum ring elongated 20% in the [11¯0] direction.
piezoelectric field would also contribute to both of these effects. The piezoelectric
potential in the [110] direction is slightly elongated, but would tend to localize the
exciton towards the middle of the elongated section. This would reduce the expected
increase in the [11¯0] polarizability and increase the reduction on the [110] polariz-
ability by further localizing the exciton in the [110] direction. Since the gradients
of both polarizabilties are increased, the switching point moves to lower fields and
occurs at 40µeV/(kV/cm)2 rather than 60µeV/(kV/cm)2 as was the case in the
ring. Finally, the higher strain and piezoelectric field is also the origin of the larger
dipole moments as shown in Fig. 4.10.
4.4.4 Comparison with quantum dot
Figure 4.11: Illustration of negative (blue) and positive (red) piezoelectric potential
superimposed upon the structure of model quantum dot. Each lobe is represented by an
isosurfaces of ±38 meV.
The switching as previously described for quantum rings and ellipes is now
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compared to quantum dots. Here a truncated cone shaped (In,Ga)As quantum dot
is used, with a 50% random alloy concentration. The dot is 3.4 nm in height with
a base diameter of 20 nm, and top diameter of 16 nm. This structure is shown in
Fig. 4.11, along with the isosurfaces of the total piezoelectric potential including
second order terms. The same procedure is carried out as before, with a vertical
electric field being applied across a quantum dot, with the effect of this on the lateral
polarizabilities shown in Fig. 4.12.
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Figure 4.12: (a) Lateral polarizability of exciton in the [110] and [11¯0] direction against
applied vertical electric field. (b) PL shift vs. vertical field with a lateral field of 20 kV/cm,
with average parabolic shift removed for clarity.
Since most of the piezoelectric potential sits outside the quantum dot, the effect
of this on the electronic structure is expected to be minimal, and so tuning the
piezoelectric field with an external electric field, would have a minimal effect on the
lateral polarizability of the exciton inside the quantum dot. For both the exciton
and biexciton cases, in Fig. 4.12, a much smaller polarizability is seen in both the
diagonal directions, consistent with the much smaller radius of the dot. A smaller
dipole change for applied vertical electric field is also seen in Fig. 4.13, which shows
the swapping of dipole associated with an applied vertical electric field. Importantly
however, at zero field there is a very small positive dipole. This is in the opposite
direction to the dipole of the quantum ring.
92
Figure 4.13: Vertical dipole, pz, for different vertical applied electric fields, showing
changing of sign, and a very small positive dipole moment at zero field.
The polarizability is seen to increase in the [11¯0] ([110]) direction for a vertically
applied positive (negative) electric field. In this case the increase in polarizability is
not tangential to the elongation of the wavefunction. Whilst there does appear to be
some switching of the polarizability, the magnitude of this switching is significantly
reduced when compared to the quantum ring, by up to a factor of 20. The change
in probability distribution is also extremely small.
4.5 Structure of the biexciton in rings
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Figure 4.14: a) Hole-hole, b) electron-electron and c) electron-hole pair correlation func-
tions (PCF) in a biexciton under various vertical electric fields, showing the partial disso-
ciation of the biexciton into two excitons, in cylindrical quantum ring.
For a biexciton complex, there is a subtle change from the case of the always
bound exciton. The larger confinement for holes towards the bottom of the ring will
force the two holes together for a negative vertical electric field. As the holes are
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forced closer together with a stronger field, this higher energy cost can counter the
biexciton binding energy and cause it to begin splitting into two excitons on either
side of the ring. A positive electric field where the holes are towards the top of the
ring, will tend to split the biexciton more slowly as the extra confinement caused
by the ring structure itself is now missing. This is illustrated in Fig. 4.14, which
shows the hole-hole separation at 80 kV/cm and 120 kV/cm are similar, however at
-80 kV/cm the negative field begins to split the biexciton, which can be seen as the
emergence of a second shoulder at approximately 20nm.
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Figure 4.15: Biexciton binding energy against a vertically applied electric field in cylin-
drical quantum ring. Strong electric fields are seen to remove the biexciton binding energy.
As the correlation functions develop a second peak for stronger negative fields,
indicating like charge carriers are localizing away from one another, the binding
energy of the biexciton would be expected to drop towards zero as the limit of two
spatially separate excitons is approached. This is shown in Fig. 4.15 which shows a
drop in binding as a vertical electric field is applied, and the electron and hole are
pulled apart, with like charge carriers being forced together. As discussed above,
the splitting occurs more readily for negative fields. Thus, the binding energy drops
off more quickly for a negative field.
4.5.1 Biexciton in elliptical quantum ring
The quantum ellipse demonstrated strong confinement of charge carriers, due to
a strong piezoelectric potential. This strong confinement leads to a more efficient
biexciton splitting. As can be seen in Fig. 4.16, the splitting of the biexciton is more
pronounced for the same value of electric field when compared to the ring. Further,
splitting for positive fields is also evident, with the difference in position of the second
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Figure 4.16: Hole-hole, electron-electron and electron-hole radial separation Pair Cor-
relation Function (PCF) in a biexciton under various vertical electric fields, showing the
partial dissociation of the biexciton into two excitons for a 20% elongated, in [11¯0] direc-
tion, quantum ring.
shoulder arising from the elongation of the ellipse. As a result of this more rapid
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Figure 4.17: Biexciton binding energy against a vertically applied electric field in a
elliptical quantum ring. Strong electric fields are seen to reduce the biexciton binding
energy. The stronger [11¯0] confinement for the ellipse means the biexciton splits more
readily for a negative electric field.
splitting, the biexciton binding energy drops off more quickly with an applied vertical
electric field, with zero binding occurring around 80 kV/cm (Fig. 4.17). Fig. 4.17
also suggests at strong negative fields, the biexciton would become anti-binding
(repulsive), meaning no biexcitons would spontaneously form.
This effect in the quantum ring and ellipse can be contrasted to the case of the
quantum dot. The biexciton binding energy in this case is shown in Fig. 4.18. Here
the tuning occurs only over a range of 0.4 meV, as compared to 2.5 meV for the ring
and ellipse, showing this effect is much weaker in quantum dots.
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Figure 4.18: Biexciton binding energy against a vertically applied electric field in quan-
tum dot. The effect of the electric fields is seen to have a much weaker effect in dots when
compared to quantum rings.
4.5.2 Applications to quantum information through photon entanglement
Entangled photons, in which two photons are correlated with one another, are a
promising mechanism for the development of quantum information. Typically pho-
tons are entangled through their polarization, so the measurement of one photons
polarization tells you the polarization of another photon with which it is entangled.
For entanglement to survive, the path each photon takes must be unknown, i.e. two
photons must be indistinguishable until a measurement of the polarization is taken.
In quantum dots, where the confinement potential is generally not symmetric the two
different bright exciton states characterised by the angular momentum projections
mj = ±1, which would be degenerate for a symmetric confinement potential, split
into symmetric and anti-symmetric states. The difference in energy between these
two states, ∆0, is often called the fine structure splitting [110]. The difference in en-
ergy for these two exciton recombination path ways destroys any entanglement, by
giving information about which photon took which path by an energy measurement
(Fig. 4.19 (a)). A great deal of work has been done on trying to reduce this splitting
to below the emission line width, so that it is undetectable. In that case the photons
emitted from path A in Fig. 4.19 (a), would be entangled with the photons in path B,
as these two recombination paths would now be indistinguishable. Various methods
have been attempted to reduce this splitting, using electric fields [111], magnetic
fields [112], applying external mechanical strain to squeeze quantum dots [113] as
well as quantum dot size and composition engineering [114].
Another method for creating entangled photons which has been suggested is the
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Figure 4.19: a) The four different path ways for emission from a biexciton are split due
to the fine structure splitting, ∆FSS , and the biexciton binding energy, ∆XX , resulting in
different emissions from A1, A2, B1 and B2. In b) ∆XX = 0, which even in the presence
of a finite ∆FSS means A1=B2 and B1=A2.
removal of the biexciton binding energy [115]. (-∆XX=0 in Fig. 4.19). Even in the
presence of a non zero fine structure splitting, photons of equal energy are emitted,
with A1=B2 and B1=A2. The problem with this method is that the two paths are
distinguishable by the differing time ordering of the emissions of equivalent energy,
destroying entanglement. This can be resolved however, by removing the time in-
formation from the emitted photons by adjusting the optical path lengths of the
emitted photons to achieve the required ordering [115]. The removal of biexciton
binding energy in quantum dots has been applied to an InAsP quantum dot embed-
ded in an InP nanowire, as a first step in the process [116], as well as to InGaAs
quantum dots with laterally applied electric fields [117].
The large tunability of the biexciton binding energy inside quantum ring struc-
tures suggests this could have possible applications in creating entangled photons.
We note however that the structures here have been symmetrized to C2v, meaning
the two sites where excitons localize have the same confined energy state, which is
not necessarily the case for a totally random alloy structure. In that case, additional
tuning with a lateral electric field or external strain may be required to achieve equal
emission energies from the two localization sites.
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4.6 Conclusions
In this chapter it has been shown that it is possible to gain an extra degree of
freedom through the lateral control of an exciton complex inside a quantum ring
nanostructure, by exploiting the unusual inbuilt piezoelectric field, and by applying
an external vertical electric field. It was then suggested how this extra degree
of freedom may be visible through a unique switching behaviour in the exciton
complexes probability density, and how this could be seen experimentally through
the lateral polarizability.
This was shown to be unique to rings, and for realistic elliptical rings, which
showed a similar qualitative trend - but differing quantitative trend, useful for the
non destructive analysis of a ring’s shape. Further, this property was shown to be
mainly absent from quantum dots, due to their small lateral extent and the relatively
weak perturbation due to the piezoelectric potential.
The effect of this switching mechanism on the structure of the biexciton was
investigated, and signs of biexciton splitting were found in a circular quantum ring
- with reduced biexciton binding energy. In an elliptical ring, it was found that
it is possible to tune the majority of the biexciton binding energy away - open-
ing possibilities for entangled photon generation from quantum rings for quantum
information processing.
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Chapter 5
Diamagnetic susceptibility of exciton complexes
in quantum nanostructures
5.1 Introduction
Much of the interest around quantum nanostructures involves the application of
magnetic fields and the resulting effect of these on the electronic and optical proper-
ties. This is of particular importance in quantum rings due to the interest in using
these as test beds for the Aharonov–Bohm effect.
In this chapter the limitations of the PI-QMC method which prevent the di-
rect simulation of systems with an applied magnetic field will be discussed. Further
to this discussion, calculations of the diamagnetic susceptibility using the PI-QMC
method will be shown for excitonic complexes in quantum nanostructures. This gives
an accuracy equivalent to a first order perturbative approximation of the parabolic
energy shift seen from an applied magnetic field. These results are compared to ex-
perimental results in the literature for both quantum dots and quantum rings. Some
technical aspects of the simulation of diamagnetic susceptibilities in quantum rings
will be discussed, and how this relates to the Aharonov–Bohm effect. Finally, the
effect of the lateral switching of the exciton and biexciton probability distributions
discussed in Chapter 4 on the diamagnetic susceptibility in a ring, ellipse and dot
are explored.
5.1.1 Magnetic fields in QMC
The inclusion of magnetic fields into all QMC algorithms gives rise to a problem
similar to the well known fermion sign problem, which was discussed in Chapter
2. Instead of the density matrix being constructed with contributions from positive
(bosons or distinguishable particles) and negative terms (fermions), the magnetic
field introduces a complex phase in to the probably amplitude, even in the single
particle non-interacting case. The single particle propagator containing a magnetic
field was derived by Gaveau et al. [118] and also by Schulman [119]. Starting from
the Hamiltonian for a particle in a magnetic field,
H =
1
2m
(p− eA(r))2 + V (r), (5.1)
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the propagator can be calculated in a similar way as in the introductory section, by
using a Trotter expansion of high temperature density matrices. This propagator is
then given by,
K(r, r′; ) =
( m
2pii~
)3/2
exp
[ i
~

(
m(r− r′)2
22
+
(r− r′)

· e
(
Aˆ(r) + Aˆ(r′)
2
)
− V (r′)
)]
.
(5.2)
Where  is T/P, and P is the number of slices used in the Trotter expansion.  is
again replaced with −i~τ as before to recover the thermal density matrix,
ρ(r, r′; τ) =
( m
2pi~2τ
)3/2
exp
[−m(r− r′)2
2τ~2
+
i(r− r′)
~
· e
(
Aˆ(r) + Aˆ(r′)
2
)
− τV (r′)
]
.
(5.3)
For a magnetic field perpendicular to the x-y plane the vector potential, Aˆ, can be
written in terms of the magnetic field Bˆ, such that
Bˆ = ∇× Aˆ
Aˆ = (0, B0 x, 0), (5.4)
where the Landau gauge has been taken. However unlike in Chapter 2 where the
density matrix was entirely real and hence interpretable as a probability, here the
complex phase in the density matrix remains, even after one changes to imaginary
time.
The most significant problem which arises from this is - how does one interpret
this phase in the Monte Carlo algorithm ? This is an ongoing problem with all
QMC algorithms. In general, the same approach is taken as in the fermion sign
problem. In Diffusion Monte Carlo a method known as ‘fixed phase’ has been used
to treat magnetic fields [120]. A trial wavefunction is introduced which contains
a phase factor. The product of this trial wavefunction and a DMC wavefunction
(made up from the distribution of walkers) then has a phase factor equal to the
difference between these two phases. Setting the trial wavefunction phase equal to
that of the DMC wavefunction, allows the product function to always be real and
positive. The product function can then instead be sampled. However, the use of a
trial wavefunction is an uncontrolled approximation, and there have currently been
no robust working implementations of this type of algorithm in PI-QMC.
As a result of this limitation, this work instead focuses on the diamagnetic
susceptibility. This allows for some of the details of the magnetic field response
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of a charged particle to be deduced, from simulations performed with zero applied
magnetic field. This is discussed next.
5.1.2 Diamagnetic susceptibility
Experimentally, the diamagnetic susceptibility of an exciton complex is extracted
from the parabolic energy shift seen due to the application of a weak applied mag-
netic field, which is given experimentally as
∆E = αB2 =
1
2
χB2. (5.5)
Where B is the applied magnetic field and χ is defined as the diamagnetic suscepti-
bility in the plane perpendicular to the direction of the applied magnetic field, and
is defined as
χ = β−1
∂2lnZ
∂B2
, (5.6)
where β = 1/kbT and Z(= Tre
−βH) is the partition function. Z can be expanded
as before as Z = Tr(e−βH/P )P in which case χ ' β−1 ∂2lnZP
∂B2
.
An accurate description of the diamagnetic susceptibility can therefore be calcu-
lated from the discretized one-body density matrix of a charged particle in a constant
magnetic field, given by Feynman as [57],
ρB(r, r
′, β/P ) =
(
mP
2pi~2β
)3/2(
β~ωc/2
sinh(β~ωc/2)
)
exp
(
−mP (z − z′)2/(2~2β)
)
exp
(
− Pm
2~
[
ωc
2
[
(x− x′)2 + (y − y′)2]
coth(β~ωc/2)− iωc(r′ × r′)z
])
. (5.7)
Where ωc is the cyclotron frequency and is defined as ωc = qB/m. The estimator
for the diamagnetic susceptibility can then be calculated in the same manner as the
thermal energy estimator in Chapter 2. The derivative in Eq. 5.6 is applied to one
link in the discretized density matrix, and the ratio is taken to mean an average
over the imaginary-time paths. Hence
χ =
〈
∂2U
∂B2
〉
paths
, (5.8)
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with U = ln
(∑P
i=1 ρB(ri+1, ri, β/P )
)
. The resulting estimator is given by [121,122],
χ = −
(
e~
2mc
)2 [
τ
3
+
τm
~2
〈L[2]x+y〉
3β
+
4m2
~4
〈A2z〉
β
]
, (5.9)
where the first term is the free particle contribution, the second term is essentially
L[2]x+y =
P∑
i=1
[(xi+1 − xi)2 + (yi+1 − yi)2], (5.10)
with the sum over time slices and the average over all paths. The third term is
the main contribution to the diamagnetic susceptibility from the area of the path,
〈A2z〉 is the average area squared over paths and summed over links. This is a
natural property to look at within the path integral framework, since how a system
of charged particles responds to an applied magnetic field is related to how much
flux is enclosed within the particles path.
5.2 Implementation
5.2.1 Tests
To test the implementation of the diamagnetic estimator, the diamagnetic response
for Hydrogen and Helium are calculated. This is also a further test to the accuracy
of the coulomb interaction, as described in Chapter 2.
Hydrogen and Helium
In the case of Hydrogen the diamagnetic susceptibility can be written at zero tem-
perature as [1]
χ =
µ0e
2
6m
〈r2〉, (5.11)
so that the value only depends on the expectation value of 〈r2〉, which for Hydrogen
can be calculated analytically, resulting in a value of 3a20. For finite temperatures
large enough to cause thermal excitations to excited states the paramagnetic Van
Vleck term, βµ0e
2
4m2
〈L2z〉, would have to be included [121]. Here the diamagnetic sus-
ceptibility of H is calculated at a temperature of 4000 K in PI-QMC – meaning only
the ground state will contribute to the suscepbility and the Van Vleck term can be
safely ignored for this test.
In SI units, χ has units m3, in this chapter units of µeV/T 2 are used as this is
the unit used in the experimental semiconductor field. The change of unit is simply
χ/µ0, giving the resulting SI units of J/T
2 which can then be appropriately scaled to
µeV/T 2. For Helium, the PI-QMC result can be compared to that of experimental
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Table 5.1: Hydrogen and Helium Diamagnetic Susceptibility
Ref. [1](µeV/T 2) PI-QMC (µeV/T 2)
H 2.48E-4 2.469E-4 ± 3.7E-7
He 1.98E-4 1.98E-4 ± 1.5E-6
data taken from Ref. [1]. The results of the PI-QMC calculations are shown in Table
5.1 which shows that it is able to accuratly re-produce both the analytic result for
Hydrogen and experimental data for Helium.
5.3 Quantum dot diamagnetic susceptibility
Figure 5.1: a) Diamagnetic susceptibility for Dots A and B b) Relative energy shift from
exciton binding energy for other exciton complexes
Now the diamagnetic susceptibility of quantum dots is explored. Two atomistic
model quantum dots are constructed with which to explore the two limits of con-
finement, strong and weak [123–128]. The first quantum dot model, Dot A, is 11nm
in base diameter and lens shaped with a maximum height of 1.1nm, and is pure
InAs. This model dot is based on the input parameters from the experimental work
in Ref [123]. The second, Dot B, has a base diameter of 20nm, has a truncated cone
shape with a height of 3nm, and a top diameter of 12nm, and 50% InGaAs alloy as
used in the previous chapter. These structures can be seen in Fig. 5.1.
Diamagnetic susceptibilities for exciton complexes are defined as in experimental
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work, that is the relative shift in signal before and after a recombination event,
αX = −1
2
χx (5.12)
αXX = −1
2
(χxx − χx) (5.13)
αX+ = −1
2
(χx+ − χh) (5.14)
αX− = −1
2
(χx− − χe). (5.15)
For these dots both the diamagnetic susceptibility of the neutral exciton, biexciton
and both positive and negative trions is calculated. In the larger of the two dots,
Dot B, its larger size means both the electrons and holes are strongly confined within
the dot - such that the single particle states play the dominant role. In this case,
as has been shown theoretically and experimentally all the exciton complexes have
approximately equal diamagnetic susceptibilities [129], with the PI-QMC agreeing
well as shown in Fig. 5.1 a). In the smaller dot, Dot A, the electron is more weakly
confined, due to the very small size of the dot, and is therefore able to extend
significantly outside the confines of the structure, resulting in the larger exciton
diamagnetic susceptibility value seen for the neutral exciton in Fig. 5.1 a).
In this small dot, the coulombic terms dominate, this can be seen clearly looking
at Fig. 5.1 b). Dot B gives fairly typical binding energies, where all complexes
increase in binding energy relative to the exicton binding energy. In Dot A however,
the negative trion has a much larger binding energy - again an indication that
the electron is less well confined, and the two electrons are able to maximise their
separation. The positive trion and biexciton have strong anti-binding tendencies,
indicating the holes are still well confined and very close due to the small dot size,
giving a large repulsive positive contribution to the binding energy.
In the smaller Dot A the trions and biexcitons are seen to have a reduced dia-
magnetic susceptibility when compared to the neutral exciton value. In the case of
the negative trion and biexciton the reduction comes from the additional electron.
Since the single particle electron state is much more extended than the electron in
the presence of a couloumbic potential, the difference between the initial state of the
negative trion and the final state will then be large, and will contribute a paramag-
netic term (i.e. a negative value), resulting in a lower diamagnetic susceptibility. In
the case of the positive trion, the extra area the second hole contributes is insignif-
icant, since the hole mass is an order of magnitude larger than the electron and the
much stronger confinement it experiences. As such the reduction comes from the
attraction of the electron to the second hole resulting in a stronger pull inwards for
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the electron, reducing its in-plane area.
It is worth mentioning, that the case of a very small dot with a weak confine-
ment is a special one - although observed several times experimentally [124, 128].
Calculations on these structures are particularly sensitive to things such as particle
mass, dielectric constant and confining potential, making accurate quantitative ab
initio calculations difficult. However, these results agree very well qualitatively with
published experimental results on quantum dots in Ref [128].
5.4 Quantum ring diamagnetic susceptibility
The diamagnetic susceptibility of exciton complexes in quantum rings is of partic-
ular interest. A similar anomalous result for negative trions has been reported in
quantum rings as was discussed in quantum dots [130], where the addition of an
electron dramatically reduces the susceptibility of the complex. This has similarly
been suggested to be the product of two different confinement limits. These two
limits in quantum rings correspond to the confinement inside the quantum ring i.e.
in its thickness, and to the confinement around the ring. The limit of confinement
around the ring is of interest as it presents a useful testbed for which to explore the
Aharonov–Bohm effect. This relies on the particle’s path winding entirely around
the ring, in order for a magnetic flux quantum to be passed through the quantum
ring.
The diamagnetic susceptibility of biexcitons has also been investigated both
experimentally and theoretically, indicating the biexcitons have a much large sus-
ceptibility [131,132]. The larger susceptibility has been suggested to come from the
biexciton being more delocalized around the ring, including in asymmetric structures
where the holes localize on separate sides of the quantum ring whilst the electrons
entirely delocalize, thus resulting in a large area and diamagnetic susceptibility.
5.4.1 Quantum ring convergence
Before the results of quantum ring diamagnetic susceptibility are discussed in detail
it is important to raise some of the issues when attempting to calculate the diamag-
netic susceptibility in the ring geometry. In a quantum dot a particle is strongly
confined and fluctuations in the path, and therefore area, are small and convergence
of the diamagnetic estimator is quick and the variance low.
In quantum rings the path can wildly fluctuate in size, since the path is now able
to wind entirely around the quantum ring (Fig. 5.2 (a)), as opposed to being confined
in the thickness of the ring (Fig. 5.2 (b)). These winding fluctuations result in a large
increase in area and the resulting diamagnetic susceptibility can therefore greatly
increase. This introduces a strongly fluctuating component into the estimator which
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Figure 5.2: Example paths on a quantum ring showing (a) a path which winds around
the entire circumference of the quantum ring, (b) a path which is localized within the
thickness of the quantum ring.
Figure 5.3: Top: Raw output of the diamagnetic estimator, red line shows mean value.
Bottom: Histogram of data in top panel, showing Gaussian-like distribution of suscepti-
bilities.
depends both on the geometry of the structure, and the exciton complex of study.
In particular it is found that there are three limits for any given temperature.
Firstly there are rings for which the circumference is smaller than the thermal wave-
length of the path. In these rings windings happen frequently, and so convergence
can be good. An example of such a simulation is shown in Fig. 5.3 for a single
electron in a ring of inner radius 5 nm and thickness of 10 nm at 10 K. The raw
output from the simulation is shown to resemble white noise, and the histogram
Gaussian like indicating good convergence. This means the simulation has reached
a steady equilibrium state which it is sampling (i.e. the running average would be
approximately constant).
Large rings with a circumference much larger than the typical thermal wave-
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Figure 5.4: Top: Raw output of the diamagnetic estimator, red line shows mean value.
Infrequent large spikes are seen in the estimator. Bottom: Histogram of data in top
panel, showing one Gaussian like distribution at low susceptibilities and a much smaller
distribution caused by winding effects at higher susceptibilities (around 175µeV/T 2).
length of a path see very infrequent windings. The large circumference means these
infrequent windings contribute an extremely large value to the average in the dia-
magnetic estimator, so large that they significantly alter the overall mean of the
simulation. This is shown in Fig. 5.4 for a single electron simulation in an example
ring of inner radius 15 nm and thickness of 10 nm at 10 K. Here infrequent large
spikes are seen, corresponding to infrequent windings. In effect these large spikes
ruin convergence by making the running average of the estimator vary wildly, mean-
ing the value for the diamagnetic susceptibility converges poorly.
Rings with circumference of order the thermal wavelength can also converge
poorly. Windings are sampled moderately frequently, resulting in the slow conver-
gence of the diamagnetic susceptibility estimator. This is identifiable in the his-
togram plot of Fig. 5.5, which shows the results of a simulation of a single electron
in an example quantum ring of inner radius 10 nm and outer radius 20 nm at 10 K.
The histogram is seen to have 4 peaks. The three peaks at higher values of suscep-
tibility are caused by windings, the first of these peaks at approximately 50µeV/T 2
is 1/8 of a winding, the second 2/8 and the third much smaller 3/8. The fractions
of windings come from the the use of 8 processors in parallel and the resulting aver-
aging over results from these processors. So the first peak corresponds to the path
computed on one processor winding and the other 7 not, the second 2 winding and
6 not, and so on. The effect of this is that even though windings are sampled fairly
regularly, large infrequent spikes in the estimator can still occur — making accurate
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Figure 5.5: Top: Raw output of the diamagnetic estimator, red line shows mean value.
Frequent step like spikes of similar values are seen in estimator. Bottom: Histogram of data
in top panel, showing four Gaussian-like distributions, the largest at low susceptibilities
and three smaller distributions caused by winding effects at higher susceptibilities.
determinations of diamagnetic values difficult.
In practical simulations coulombic interactions or electric fields help convergence,
anchoring the lighter electron to the heavier holes which winds much less easily or
in the case of electric fields, further breaking the symmetry of the ring reducing the
occurrence of windings. For calculation of the negative trion in particular, where an
accurate value is required for the single particle electron diamagnetic susceptibility
to compare with experiments, winding is a problem, as the electron will readily wind
around the ring due to its lighter mass and longer thermal wavelength reducing the
accuracy of these simulations.
This problem would in principle be solvable with enough computational power;
using enough independent processors would eventually sample the windings accu-
rately. Aside from this brute force approach, a more elegant path mover would have
to be developed to more efficiently sample the ring geometry, whilst still satisfying
detailed balance.
5.4.2 Effect of confinement limit on quantum ring diamagnetic suscepti-
bility
Bearing in mind some of the convergence issues raised in the previous section, it is
still possible to see broad qualitative trends in quantum ring diamagnetic suscepti-
bility data. Fig. 5.6 (a) shows the exciton diamagnetic susceptibility of two different
sets of rings, three rings which have the same inner radius of 5 nm but increasing
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Figure 5.6: (a) Exciton diamagnetic susceptibilities for various different inner ring radius
sizes as indicated, against the thickness of the ring. (b) Negative trion diamagnetic sus-
ceptibilities for various different inner ring radius sizes as indicated, against the thickness
of the ring.
thickness, and another for which the thickness is kept constant at 15 nm but the
inner radius increased from 10 to 20 nm. Rings of the same inner radius but dif-
fering thickness (here defined to mean the difference between the outer radius and
the inner radius of the ring) have susceptibilities clustered around 25µeV/T 2. The
dip in susceptibility for the 15 nm thick ring may come from an increasing confine-
ment in the thickness of the ring, before the susceptibility increases again for larger
thickness could be a combination of larger area due to the larger thickness, or large
windings slightly biasing the mean.
On the other hand, increasing the inner radius of the ring significantly decreases
the diamagnetic susceptibility between a ring of inner radius 5 nm and a ring of in-
ner radius 10 nm. The ring of inner radius 15 nm is similar to that of 10 nm radius,
suggesting the exciton has become more confined in the thickness of the ring, rather
than around the ring. Since the thermal wavelength of the single particle electron
is on the order of 90 nm at 10 K, winding can occur more readily for the rings with
smaller inner radius, which have a circumference of order 90 nm or smaller. Larger
inner radius rings have a circumference larger than the thermal wavelength. As such
large windings are much less energetically favourable (as this would involve ‘stretch-
ing’ the spring between two ‘beads’ in the polymer beyond its thermal equilibrium
length, corresponding to a large kinetic energy term — which makes this sort of
move unlikely to be accepted by the metropolis algorithm) and so contribute less to
the average of the susceptibility, whose overall value is lowered.
The effect of confinement can again be examined on the negative trion. Fig. 5.6
(b) shows that the rings of smaller inner radius are seen to shift to slightly higher
diamagnetic susceptibility values from their excitonic values, whilst the rings of
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larger inner radius have a significantly reduced value. The reduced value comes
from the fact that the final state of the trion is a single particle electron, which
is expected to have a larger area than the case of a bound trion. This has been
observed experimentally by Haft et al. [130].
In the case of the smaller rings, it is unclear as to why the susceptibility would
increase. An increase suggests either the final electron state is smaller than the
electron states in the bound complex or that the bound trion complex is larger than
the exciton complex by more than the area of a single particle electron. In order to
accurately determine if this is the case, or if in fact the small rings are simply in the
strong confinement limit where the trion susceptibility should approximately equal
the exciton susceptibility would require simulations with better convergence.
5.5 Identifying switching behaviour in diamagnetic susceptibility
The switching phenomenon described in Chapter 4 focuses on the lateral movement
of exciton complexes inside the quantum ring nanostructure. This lateral switching
tuned the confinement between the two diagonal directions using a vertically applied
electric field
As a result of this tuning process the exciton or biexciton can become more
delocalized around the ring than it is at zero applied field. The maximum delocal-
ization of the complexes around the ring will be found where the [110] and [11¯0]
polarizabilites are equal. Here the response of the diamagnetic susceptibility to a
vertically applied electric field is shown for both the quantum ring, quantum ellipse
and for comparison sake to the quantum dot described previously, for which the
lateral switching was mostly ineffectual.
5.5.1 Quantum ring
The change in diamagnetic susceptibility for the quantum ring in Fig. 5.7 shows
a steady increase from -120 kV/cm until approximately 50 kV/cm, at which point
there is a sharp decrease. Referring back to the polarizability calculations for this
ring, it is clear that at 50 kV/cm where the two polarizabilities are equal, the area is
at a maximum. Stronger positive fields than this begin to localize the exciton again
and decrease the area.
In particular it is also noticeable that the biexciton has a large susceptibility
relative to the zero field value for positive fields than in the exciton case, and a
reduced decrease relative to the exciton case. It has been previously suggested that
a biexciton would have a higher diamagnetic susceptibility than an exciton, which
is the case here. The rationale for this is that two holes would localize opposite
one another, whilst lighter electrons would delocalize around the ring, increasing
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Figure 5.7: The left of the figures shows the diamagnetic susceptibility of an exciton and
biexciton inside the quantum ring as discussed in Chapter 6, against a vertically applied
electric field. The effect of the lateral switching of the exciton is visible by a sharp change
in the gradient at 50 kV/cm. The right hand side shows the polarizability of the exciton
and biexciton in a quantum ring against field for comparison.
the area. This is not the mechanism apparent at zero applied field, since, as shown
the biexciton is strongly bound. This reasoning was interpreted from Hartree-Fock
calculations of a biexciton, which underestimate the binding. However, in the case
of applied fields previous chapters have shown biexcitons splitting, with holes and
electrons sitting opposite one another. In this regime this mechanism may explain
the larger relative biexciton diamagnetic susceptibility. It should still be expected
in the limit of large rings, and large fields (i.e. large biexciton splitting) that the
biexciton and exciton values should converge.
5.5.2 Quantum ellipse
The same trend as in the ring is visible with the ellipse. The lower values of sus-
ceptibility for the exciton can be assumed to be directly related to the stronger
piezoelectric field and hence stronger confinement felt by the particles. Biexciton
values closer to that of the exciton values than was the case in the ring may be due
to the elongation of the ellipse. As the ellipse is elongated, one can imagine a limit
of two areas of confinement spaced far apart such that charge carriers see them more
like two quantum dots. An infinitely elongated ellipse would then have a biexciton
susceptibility the same as an exciton, since there would be no electron delocazation
around the ring between two localized holes, as was the suggested reason for the
larger biexciton susceptibility.
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Figure 5.8: The left of the figure shows the diamagnetic susceptibility of an exciton and
biexciton inside the quantum ellipse as discussed in Chapter 6, against a vertically applied
electric field. The effect of the lateral switching of the exciton is visible by a sharp change
in the gradient at around 50 kV/cm. The right hand side shows the polarizability of the
exciton and biexciton in a quantum ellipse against field for comparison.
5.5.3 Quantum dot
Figure 5.9: The diamagnetic susceptibility of an exciton and biexciton inside the quantum
dot discussed in Chapter 6, against a vertically applied electric field. A stark qualitative
difference is seen in the trend of the susceptibility agianst field as compared to the ring
and ellipse.
The quantum dot shows a different trend compared to the ring and ellipse. For
both positive and negative fields the susceptibility increases, nearly symmetrically
around 0
kV/cm. This indicates that most of the increase in area comes from the reduced
112
exciton binding energy, allowing the electron and hole wavefunctions to spatially
extend more in the inplane direction. Larger values of the diamagnetic susceptibility
for positive fields would then be explained by the electron being localized towards
the base of the dot, which has a large diameter than the top of the dot.
In the quantum dot the biexciton has a smaller susceptibility than the exciton.
This is in agreement with previous experimental work [127], with the area being
reduced due to the biexciton binding energy,
5.6 Conclusions
In this chapter the problem of treating magnetic fields in PI-QMC were discussed.
As a possible mechanism for the partial study of magnetic field effects, calculation of
the diamagnetic susceptibility of charge carries was introduced in the path integral
framework through the use of an area dependent estimator. Convergence issues of
the diamagnetic estimator in quantum ring structures were discussed, where infre-
quent windings of the quantum path around the ring can cause slow convergence.
The method allowed for the diamagnetic susceptibility of excitonic complexes
in quantum nanostructures to be studied, and the effects of differing confinements
explored. It was found that in both quantum dots and rings differing strengths of
confinement lead to quantitatively different values of susceptibility for excitons and
negative trions. This indicates the importance of the correct treatment of coulomb
interactions in replicating experimental results.
Finally, the effect of the lateral spatial switching of excitons discussed earlier in
this thesis was shown to be visible in the diamagnetic susceptibilities, as a measure
of the changing area associated with this switching.
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Chapter 6
Biexciton binding and antibinding in colloidal
nanocrystals
6.1 Background
Colloidal nanocrystals are a form of semiconductor quantum dots which have similar
properties to those of the previously described epitaxially grown quantum dots in
this thesis. Colloidal quantum dots, due to their smaller size (and hence well sep-
arated energy levels) offer the ability to tune absorption and emission wavelengths
with the nanocrystal size (as opposed to tuning via composition in epitaxially grown
dots), and offer a large range of temperature insensitivity. The ability to engineer
these nanocrystals has led to them being an area of considerable focus in recent
years, for a range of applications including as optical sources and detectors and also
as a source of new fundamental physics, in particular the behaviour of excitonic
complexes. A particularly striking example of such engineering of quantum confine-
ment is found in Type-II core-shell nanocrystals [133–136] as depicted in Fig. 6.1
in which the potential minima for electrons and holes are spatially separated. By
exploiting independent control of the electron and hole wavefunctions it is possible
to tune the exciton energies, inter-particle coulomb and exchange interactions, and
transition lifetimes to a far greater degree than in Type-I band-aligned structures
— in which both the electrons and holes have their potential minima in the same
region (i.e. either core or shell). Of particular practical significance is the ability to
generate positive exciton-exciton (X-X) interaction energies (biexciton anti-binding)
as a result of such spatial manipulation of electrons and holes. In this case the pho-
ton energy required to generate a biexciton in a quantum dot already containing an
exciton is greater than the exciton recombination energy. This is an important pre-
requisite for achieving lasing in the single exciton regime since an incident photon
with energy resonant with the exciton energy may stimulate emission but cannot be
absorbed. This process is discussed in more detail in the next section of this chap-
ter. Exciton-exciton interaction energies of up to +110 meV have been reported in
CdS/ZnSe core-shell structures [135], but single exciton lasing from nanocrystals
has yet to be achieved. Recently ‘dot-in-rod’ structures in which an approximately
spherical CdSe nanocrystal is embedded inside a CdS rod have also been shown to
exhibit controllable quasi-Type II behaviour [12, 137–142], and thus are candidate
systems for single exciton lasing.
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Figure 6.1: CdTe/CdSe Type-II core/shell nano-crystal schematic and band edges, with
electron and hole probability densities within a biexciton. a) 1.95 nm core radius and
0.25 nm shell thickness, b) 1.95 nm core radius and 2.5 nm shell thickness.
In this chapter path integral quantum Monte Carlo (PI-QMC) calculations are
performed for exciton binding energies and exciton-exciton interaction energies,
which include a full treatment of the quantum correlations in these many body sys-
tems. Unlike perturbative approaches, which are commonly used to describe such
systems, these results capture the experimentally observed transition from binding
to anti-binding character in Type-II nanocrystals.
6.2 Introduction
Previous calculations of the exciton-exciton interaction energy (∆xx = Exx − 2Ex
where Ex and Exx are the exciton and biexciton total energies) in the literature
for Type- II nanocrystals have mostly relied on first order perturbation theory and
assumed spherical symmetry [135, 136, 143, 144]. These calculations have implicitly
assumed the limit of strong confinement, in which the energetic separation of the
single particle states is much greater than the inter-particle interaction energy. They
provide a first approximation to the increase in carrier repulsion upon growth of a
Type-II aligned shell layer, but consistently both overestimate the repulsive effect
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and underestimate the attractive interactions since they do not include any spatial
correlations in the carrier wavefunctions. Measurements of ∆xx have shown that
it is typically negative (binding) for core-only nanocrystals, and becomes positive
(anti-binding) only as the shell thickness is increased beyond a threshold value [136].
Perturbative models completely miss the important transition between binding and
anti-binding of the biexciton as the nanocrystal confinement passes from the Type-I
to the Type-II regime.
Korkusinski et al. employed a configuration interaction (CI) approach using
a tight binding basis set to calculate the exciton and biexciton binding energies in
wurtzite core-only CdSe nanocrystals [31], finding that biexciton anti-binding occurs
for nanocrystals smaller than about 4 nm since the crystal field provides greater
localization of the quantum confined hole than the electron. In many situations
CI calculations converge only slowly as the basis size is increased. This is because
the influence of higher lying states drops off as 1/∆E where ∆E is the energy of
the basis state relative to the system energy, and the density of states tends to
increase rapidly as the radius increases and as higher energy states are included. As
discussed by Korkusinski et al. these two trends combined make it computationally
challenging to include sufficient states to be confident of good convergence. PI-QMC
does not suffer from this convergence problem. The Diffusion QMC approach has
also been used previously to calculate the properties of simple nanocrystals [145],
the results of which illustrated the importance of correlation effects in determining
the biexciton binding, but have yet to be applied to anti-binding scenarios and
to multishell heterostructures. These Diffusion QMC results also show a similar
trend of very small anti-binding for very small Type-I (core only) nanocrystals as
Korkusinski et al. [31].
6.3 Gain
One of the main attractions of Type II colloidal quantum dots is the possibility of
achieving optical gain, which is a first step in order to eventually achieve full lasing
in these nanocrystals. The impact of this would be significant, as colloidal quantum
dots can be easily produced in required sizes and volumes and further integrated
into other systems (such as in organic systems for bio-luminescence tagging).
Optical gain is the regime in which the generation of photons produced by
stimulated emission dominates over photon absorption. In order to achieve gain in
colloidal nanocrystals, as in all lasing materials, population inversion is required —
the number of excited states must be greater than the number of unexcited states.
Describing the colloidal nanocrystal as a two level system, in which the ground state
of this system corresponds to two electrons in the valence band, a single electron
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Figure 6.2: Gain mechanism in colloidal quantum dot. With no biexciton anti-binding
(∆xx = 0) system is optically transparent. Large biexciton anti-binding (∆xx >> 0) leads
to gain in single exciton regime.
can be excited by an incident photon of energy, ~ω = Egap, to the conduction band
across the band gap, leaving a hole in its place forming an exciton. However, in
this system excitation of an electron produces no gain. The absorption of a photon
is exactly cancelled by the stimulated emission, and the system is therefore opti-
cally transparent as shown in Fig. 6.2. Gain would only occur in this situation if
there were more than one excited electron already in the conduction band, such
that stimulated emission would dominate over absorption - suggesting population
inversion requires more than one exciton per nanocrystal [135]. A severe compli-
cation with exciting such multiexcitons in a nanocrystal is that there is another
competing recombination path way, which in the case of colloidal nanocrystals is
the non-radiative Auger recombination, where the energy of a recombining exciton
is transferred to another the other exciton, which is a very fast and efficient process
in these systems. This results in decay times on the order of picoseconds, compared
to single exciton lifetimes of around 10 ns. One method of solving the problem of
Auger decay, is to engineer a way to enable optical gain from a single exciton for
which the Auger decay recombination path way is inactive.
In previous chapters of this work it has been discussed that the excitation of a
second exciton does not produce two excitons - but rather a biexciton. The biexciton
differs from the ‘ideal’ case of two excitons in that there are coulombic interactions
between all the charge carriers, resulting in a small energy shift in the form of the
biexciton binding energy. This small energy shift can be described as a change in the
photon absorption resonance energy for the electron which is left in the valance band,
after the first exciton is created. Hence an excited electron can recombine through
stimulated emission and emit a photon, without this photon then being reabsorbed,
as this photon is of insufficient energy to excite another exciton into a biexciton
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state. As a result gain is then achieved in the single exciton regime as shown
in Fig. 6.2. Klimov et al. have shown that the magnitude of the exciton-exciton
interaction required to remove all absorption losses at the emission wavelength of
the excited nanocrystal must be equal to, or greater than the transition line width of
the nanocrystal ensemble. It has been shown that the population inversion required
for optical gain varies according to the relative magnitudes of the exciton-exciton
interaction energy and the transition line width. This is given by
〈N〉 = 2/(3− exp(−∆2XX/Γ2)), (6.1)
where 〈N〉 is the average number of excitons per nanocrystal and Γ is the transition
line width of the nanocrystal ensemble. If ∆XX << Γ, then, 〈N〉 = 1. If however,
∆XX >> Γ, then, 〈N〉 = 2/3. This implies multiexcitons are not required, and that
gain can be achieved whilst still within the single exciton regime, with a minimum
of 2/3 of the nanocrystal ensemble in an excited state. As a result, modelling these
systems to understand the mechanism behind the anti-binding of biexcitons will be
beneficial in designing nanocrystals which can maximize ∆XX .
6.4 Model
The results in this chapter focus on the binding/anti-binding transition of the biex-
citon where it will be shown that an accurate treatment of the correlation energy
is crucial to obtain the correct magnitude and sign of the biexciton binding [145].
As has been discussed in Ref. 145, a simplified single-band effective mass model is
chosen to enable essentially exact determination of correlation energy in the bind-
ing transition, to the disadvantage that some of the details of multi-band atomistic
models are lost. As a result the nanostructures are modelled using a biexciton
Hamiltonian of the form,
HXX = Hkin + Vcoul + Vdot, (6.2)
where the kinetic energy arises from parabolic bands,
Hkin =
p2e1
2m∗e
+
p2e2
2m∗e
+
p2h1
2m∗h
+
p2h2
2m∗h
. (6.3)
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The interaction potential includes all pair-wise coulomb interactions, using a uniform
dielectric constant (discussed in the following section),
Vcoul =
e2
4pi0r
(
1
|re1 − re2|
+
1
|rh1 − rh2|
− 1|re1 − rh1|
− 1|re2 − rh2|
− 1|re2 − rh1|
− 1|re1 − rh2|
)
,
(6.4)
and there are separate electron and hole confining potentials, Ve and Vh, arising from
the band edges in the spherically symmetric core shell nanocrystal,
Vdot = Ve(re1) + Ve(re2) + Vh(rh1) + Vh(rh2). (6.5)
The exciton Hamiltonian is a simple reduction from this form. This Hamiltonian
treats carrier propagation in the nanocrystal systems within the single-band effective
mass approximation, and the heterointerfaces are modelled as step-like potentials in
the conduction and valence bands. This simplification of the semiconductor band
structure is the main limitation of the present model, and one would expect more
accurate predictions to be achieved using a multi-band description. This could be
expected to increase somewhat the degree of correlation due to coulomb interactions,
as it is known to reduce the energy spacing between quantum confined valence band
states as a result of mixing effects [146].
The step like potential model has a finite potential barrier for the surrounding
matrix, and a uniform dielectric constant is assumed throughout. We do not consider
dielectric polarization effects in the main results presented in this chapter. However,
checks were performed to make sure this did not introduce substantial errors, and
is discussed in detail in the next section. The algorithm is run until the required
accuracy is reached, which must be high, as the binding energy is the difference
between large total energies. Thus these total energies must have small absolute
errors (typically ±0.5 meV) so as not to result in binding energies with large relative
errors.
6.4.1 Dielectric properties
The spatially varying dielectric contant which occurs at the interface (which in the
case of alloys does not have to be a sharp interface) of two materials with differing
dielectric constants alters the strength of coulomb interactions in this region. In the
previous work shown in this thesis, the main focus has been on III-V semiconductor
nanostructures which are embedded in a matrix, for example, an InAs dot embedded
119
in a GaAs matrix. The dielectric constants of these two materials are similar, being
14.6 and 12.5 respectively in the bulk cases, with the value for the (In,Ga)As alloy
used previously in this thesis is generally taken to have a value a linear interpolation
of these two values. As a result these dielectric polarisation effects have been small,
and ignored. In principal this problem can be solved by simply solving the exact full
Poisson equation (Eq. (3.14)) with a position dependent dielectric constant, however
this is computationally infeasible to perform for every Monte Carlo step of the
simulation. Colloidal quantum dots however are not embedded in a matrix, but
instead are suspended in a solution of organic ligands, with typically a much lower
dielectric constant than the materials of either the core or shell, in the region of
r = 2. This problem has been discussed in terms of induced image charges as in
the work of Bolcatto and Proetto [147]. There is then a large polarization near the
interface with the matrix, and a further smaller polarization between the core and
shell which have a smaller dielectric mismatch. This results in a coulomb energy for
an electron hole pair taking into account of image charges of,
U(re, rh) = Vc(re, rh) + Vs(re) + Vs(rh), (6.6)
where Vs is the induced self-polarization potential of a particle interacting with its
own image charge. The term Vc = Vd + Vp, and contains both the normal ‘direct’
coulomb interaction, Vp, which PI-QMC treats exactly, as we all an interface po-
larization potential Vp which is the interaction between a particle and the induced
charge of the other particle. Since the PI-QMC calculations do not include either
the dielectric mismatch, or image charges, it is unable to include the interface polar-
isation potential due to interactions between a particle and the induced charge from
the other particle. It is possible to include part of the interaction, the self interac-
tion energy of the carriers with their own image charge. This interaction results in a
radially dependent potential for the electron and hole. This was calculated following
to the work of Bolcatto and Proetto in Ref. [147] by Edward Tyrrell in Ref. [146].
The resulting self polarization potential for a Type II CdTe/CdSe dot with a 4 nm
radius and 0.5 nm shell thickness is shown in Fig. 6.3. This can easily be added to
the PI-QMC calculations as an additional potential term to the confinement poten-
tial before running the PI-QMC algorithm, in order to include a first approximation
to dielectric mismatch effects.
The addition of this term alters the single particle energies but does not alter
significantly the biexciton binding energies. Klimov et al. have suggested the reason
for this, namely under first order perturbation theory these terms cancel.
Further tests were carried out by Edward Tyrrell at Oxford University, on the
effect that including all dielectric polarisation terms has on the exciton and biexciton
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Figure 6.3: Self polarization potential, Vs, for a Type II CdTe/CdSe with core of 4 nm
radius and shell thickness of 0.5 nm and dielectric constants of core = 7.1, shell = 6.2
and matrix = 2. Black dashed vertical lines indicated position of core/shell interface
and shell/matrix interface respectively. The self polarization potential was calculated by
Edward Tyrrell [148].
Figure 6.4: Comparison of a) exciton-exciton interaction energies with and without
dielectric mismatch effects and b) exciton binding energies using perturbation theory by
Edward Tyrrell [148]. In the case of dielectric mismatch, the external matrix is taken to
have a dielectric constant of matrix = 2.
binding energies [148]. In Fig. 6.4 the exciton binding energy is seen to be highly
sensitive to the other interparticle coulomb terms due to the dielectric mismatch, as
evident by the significant difference between the cases with and without dielectric
effects. The biexciton binding energy on the other hand appears rather insensitive -
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comparing perturative results with and without any dielectric effects, the difference
is seen to be only a maximum of 5 meV at large shell thicknesses. Since the work
in this chapter focuses on the behaviour of biexcitons, ignoring dielectric interface
effects is a reasonable approximation.
6.5 Results and discussion
Several different types of nanocrystals are now considered, initially Type-II core/shell
structures for both electron/hole and hole/electron confinement. Later some sug-
gestions about the possibility of large X-X interactions in inverted Type-I structures
are addressed. Finally we present some results for core/rod nanocrystal structures,
in which there is currently significant interest due to their excellent as-grown uni-
formity and very high quantum yields [139].
6.5.1 Type II CdTe/CdSe
Some of the first experimental results for biexciton binding and anti-binding in a
CdTe/CdSe Type-II nanocrystal system were presented by Oron et al. [136], in
which a transition from the binding to anti-binding regime in the exciton-exciton
interaction energy is clearly visible as the shell thickness is increased. In CdTe/CdSe
the potential minimum for holes lies in the core (CdTe) and for electrons lies in the
shell (CdSe). The band gaps for CdTe and CdSe are taken as 1.475 eV and 1.75 eV
with the CdTe/CdSe valance band offset taken as -0.57 eV [149, 150]. The external
potential band gap is taken as 4.832 eV with a valence band offset of 1.325 eV. The
electron and hole effective masses are taken to be isotropic and as 0.13me and
0.35me respectively [151]. All simulations for these dots were carried out at 300 K.
A dielectric constant of 6.65 is used throughout the simulation unit cell, which is
the average of the CdTe shell value of 6.2 and the CdSe core value of 7.1.
Fig. 6.5 shows the exciton-excition interaction energy, ∆xx, plotted against shell
thickness and plotted together with experimental data points taken from Oron et
al. [136] for a 3.9 nm diameter core. Excellent quantitative agreement with these
experimental results is seen, demonstrating the importance of a correct treatment of
correlation in calculating the exciton-exciton interaction energies, even in this rather
strongly confined regime. At the smallest shell thicknesses in Fig. 6.5 the modelled
shell thickness is smaller than the lattice spacing and, as in the experiments, reflects
an ensemble average over many nanocrystals.
In Fig. 6.6 ∆xx is plotted against increasing shell thickness for a variety of core
diameters. The same trend is evident for all four data sets; for small shell thicknesses
the biexciton is strongly bound, with large binding energies. Small shell thicknesses
result in a quasi Type-I structure, where the shell is not thick enough to induce
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Figure 6.5: Exciton-exciton interaction energy, ∆xx, versus CdSe shell thickness for a
CdTe core diameter of 3.9 nm. Experimental data from Oron et al. [136] are black crosses.
Blue diamonds show the PI-QMC results, and the line is a guide to the eye. The dashed
blue line shows perturbation theory results. Inset shows the radial form of the confinement
potential.
localization of the electron, thus the electron is spread across the core, close to
the hole, leading to binding of the biexciton. For thicker shells, localization of
the electron in the shell begins, and the transition to positive ∆xx is seen, due to
the increased electron-hole seperation and hence a reduced attractive Coulombic
interaction energy, whilst the large repulsive hole-hole interaction from the core
confined holes remains relatively unchanged.
It is seen that core/shell nanocrystals which have smaller cores have a smaller
binding energy and a larger anti-binding energy. This is due to the stronger con-
finement of the holes in the core, giving a larger repulsive element to the binding
energies. The smaller the core size, the larger the final anti-binding, as the separa-
tion between the holes within the core remains small despite their mutual repulsion,
whilst the larger core sizes give more room for holes to spatially separate from one
another through mutual correlation, allowing for a reduction in anti-binding. As a
result, larger cores have a smaller anti-binding.
Comparison to Perturbative Calculations
The PI-QMC results are now compared to that of first order perturbation theory to
assess the role of correlation. Quite good agreement is observed between the exciton
interaction energies, ∆x, calculated by the two methods as shown in Fig. 6.7 (for
consistency perturbative calculations shown also neglect the dielectric mismatch).
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Figure 6.6: Exciton-exciton interaction energy (∆xx) versus CdSe shell thickness for
various different CdTe core diameters, as indicated. Lines are a guide to the eye. Inset
shows the radial form of the confinement potential.
∆x is the energy change attributable to the Coulomb interaction, i.e., the negative
of the exciton binding energy. The coulomb correlation between the electron and
hole wavefunctions that are included in the PI-QMC results increases the binding
energy by 4-6 meV compared with the perturbation theory predictions. This small
change suggests that the effect of the coulombic correlation contributes only a small
amount to the exciton binding energy in the strongly confined regime.
Meanwhile in Fig. 6.5 the difference in ∆xx between the two approaches is more
evident. The perturbative approach fails to predict any transition between negative
and positive values of ∆xx, and further, over estimates the anti-binding significantly.
In particular this is because first order perturbation theory uses the frozen single
particle wavefunctions, which over under-estimates the overlap in the carriers by not
taking into account correlation effects. Further, in the limit of small shell thickness
(i.e. a core-only particle) which places the nanocrystal in the strongly confined
regime the electron and hole wavefunctions are similar. As a result, no biexciton
binding will be predicted in perturbation theory, due to cancellation of terms in
the (EXX − 2EX) calculation. The correlations included in the PI-QMC approach
lead to a reduction in ∆xx of about 17 meV in the core-only Type-I structure, which
gradually increases to about 27 meV for the fully Type-II structure with a 2.5 nm
shell. The increasing importance of the correlations with increasing shell thickness
can be attributed to the departure from the strong confinement limit as the electron
becomes less localised. Calculations performed for a 3.9 nm core with thicker shells
reveal that ∆xx saturates to about 95 meV at a shell thickness of around 18 nm, as
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can be seen in Fig. 6.8.
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Figure 6.7: Exciton interaction energies, ∆x, as a function of CdSe shell thickness for
various CdTe core diameters, as indicated. Perturbation theory result for 3.9 nm core are
shown as a dashed blue line. Lines are a guide to the eye. Inset shows the radial form of
the confinement potential.
Examining Correlation
Fig. 6.9 shows the electron and hole probability densities for a biexciton with no
Coulomb interaction, which correspond simply to bare single particle results. Fig. 6.9
also shows the probability densities that result from calculations including the
Coulomb interaction. Clearly, the interaction has a significant impact upon the
density distribution of the carriers. The electron distribution has been shifted sub-
stantially towards the core, compared with the single particle results, with the overall
percentage of the electron’s probability density in the core increasing from around
14% to 18% between the single particle and exciton densities, and increasing further
to 21% in the case of the biexciton radial probability density. In the case of the biex-
citon, a second maximum appears in the electron probability density in the core.
As a result of the two holes localised in the core the electrons feel a much stronger
coulomb attraction towards the core, with the holes staying strongly localized at all
times in the core, due to the strong quantum confinement and heavier hole mass,
and as a results the change in the hole density is less than 1%.
The role of correlations in the biexcitons can be further examined directly
through the conditional probability density function for the electrons and holes,
as shown in Fig. 6.10. Each sub-panel A1-A4 in Fig. 6.10 shows a slice of the con-
ditional probability density through the x-y plane of a 6 nm CdTe core diameter
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Figure 6.8: Saturation of the exciton-exciton interaction energy, ∆xx, as a function of
CdSe shell thickness for a CdTe core diameter of 3.9 nm. Experimental data points from
Oron et al. [136] are shown as red squares. Lines are a guide to the eye.
colloidal dot with a 2.5 nm CdSe thick shell. This geometry places it strongly in the
anti-binding regime, as seen in Fig. 6.6. The small rectangle in each panel indicates
the location of a small volume, R, which subtends a solid angle of 0.5 degrees be-
tween the two radii at either end of the rectangle. (The rectangles are drawn wider
than 0.5 degrees for illustrative purposes.) The conditional probability density in
each panel along the row 1)-4) is defined by
gij(r) =
∫
R
〈ni(r′) nj(r)〉 d3r′, (6.7)
where i denotes the particle that must fall into the region R in order for the location
of particle j to be sampled. Hence plotted in sub-panel A1 is the probability of
observing an electron at a given position if a first electron is found in the region R.
Similarly Fig. 6.10 A2 shows the pair correlation density for holes when an electron
is present inside the rectangle. Fig. 6.10 A3 and A4 are analogous plots for when
a hole is located in the region R. In Fig. 6.10 A1 it can be seen that the electrons
repel one another and sit on opposite sides of the dot; the same behaviour is seen
between the two holes in A4 with the holes sitting on opposite sides of the core. In
A2 and A3 opposite charges can be seen correlated and being attracted towards the
opposite charge located in the region R. It is clear that in addition to the radial
correlations, angular correlations also play a role in reducing the electron-electron
and hole-hole interactions to further reduce the total coulomb energy in the system.
This is in contrast to the case of the bound biexciton, for a 6 nm CdTe core di-
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Figure 6.9: Probability densities for a) electrons and c) holes with no interaction, exciton
and biexciton from PI-QMC superimposed on b) band diagram for 1.95 nm radius core and
2.5 nm shell thickness. Effect of coulomb interaction can clearly be seen on the electron
and hole densities when comparing electron/hole, exciton and biexciton plots, which are
offset from one another vertically.
ameter and 0.25 nm CdSe shell thickness shown in the second row of Fig. 6.10, again
similar electron-electron and hole-hole repulsion is seen in B1 and B4. However, the
strong quantum confinement of the electrons and holes keeps them well confined to
the core, leading to the strong electron-hole attractive interactions seen in B2 and
B3. This results in a much increased overlap between the electron and holes charge
densities and this increase in the attractive electron-hole interaction gives rise to a
bound biexciton. The correlations indicate a state in which the electron and hole
motions are strongly overlapping.
In a dot with a small 2 nm diameter CdTe core and 2.5 nm CdSe shell thickness,
a significantly increased anti-binding is found (see Fig. 6.6). In the third row of
Fig. 6.10 C2 and C4 shows the hole being strongly confined in the small core, having
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Figure 6.10: Conditional probability densities are shown for a 6 nm CdTe core diameter
and 2.5 nm CdSe shell thickness in row A, for a 6 nm CdTe core diameter and 0.25 nm
CdSe shell thickness in row B and for a 2 nm CdTe core diameter and 2.5 nm CdSe shell
thickness in row C. The radial form of the confinement potential for each is illustrated.
Shown in column 1) is gee, a conditional electron (falling within the blue rectangle) and
the resulting electron distribution, column 2) shows geh, a conditional electron and re-
sulting hole distribution, column 3) shows ghe, a conditional hole (falling within the red
rectangle) and resulting electron distribution and column 4) shows ghh, a conditional hole
and resulting hole distribution.
little room to avoid the other hole, resulting in large repulsive terms contributing to
the anti-binding. The electrons, shown in Fig. 6.10 C1 and C4 are more spread out
relative to the hole when compared to the binding example of Fig. 6.10, albeit with
a smaller overall volume. This results in a smaller attractive coulomb interaction
between the electrons and holes compared to a binding case.
6.5.2 Type II CdS/ZnSe
There have been several publications focused on another similar Type-II colloidal
core/shell nanostructure [135, 152], namely CdS/ZnSe. The band gaps and offsets
for this particular combination result in an opposite potential profile compared to
a CdTe/CdSe nano-crystal, with the hole potential minimum in the shell, and the
electron minimum in the core. A similar transition from binding to anti-binding of
the biexciton may thus be expected in this Type-II structure.
Particularly noteworthy is the extremely strong measured biexciton anti-binding
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of ∼100 meV which led to a demonstration of single exciton optical gain [135] in
these structures with a 1.6 nm core radius and 2 nm shell thickness. Perturbation
theory results appear to provide some support for these values when low values of
the dielectric constants are employed [143]. However, again in this case perturbative
calculations overestimate the anti-binding properties and miss the transition from
binding to anti-binding. To model this system a CdS core with a bulk band gap
of 2.485 eV and a ZnSe shell with a bulk band gap of 2.720 eV, and a conduction
band offset of 0.795 eV as shown in Fig. 6.11 (inset) is used [135]. This corresponds
to the values expected for a zinc-blende crystal structure as described by Kilmov et
al. [135]. Electron and hole masses of 0.2me and 0.6me respectively are used, with
all simulations performed at 300 K and with a core size of radius 1.6 nm, as in the
reported experimental results.
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Figure 6.11: Calculated exciton-exciton interaction energy, ∆XX , against shell thickness
for CdS/ZnSe Type-II colloidal nanocrystal, with the radial form of the confinement po-
tential shown in inset. Core diameter of 3.1nm, with dielectric constant of r=8 (squares
with solid line) and for a weaker dielectric constant of r=5.4 (diamonds and dashed line).
In Fig. 6.11 a similar transition is seen as in the CdSe/CdTe Type II structures.
A null exciton exciton interaction energy is found at a shell thickness of around
0.7 nm, only slightly more than one monolayer shell coverage with the dielectric
constant taken as r = 8. The anti-binding is significantly less than the ∼100 meV
measured in Ref. 135, the uncertainty in dielectric constant, masses and core/shell
sizes and shapes may account for some of this difference, but is unlikely to increase
the maximum to this level within the shell thickness range described here. Fig. 6.11
also shows the effect of a decreased dielectric constant from r = 8 to r = 5.4, which
is found to give both larger binding and anti-binding values. However, a maximum
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is found at around r = 5.4, with lower dielectric constants than this leading to
weaker anti-binding or even binding behavior, as shown in Fig. 6.11 (lower inset).
Lower dielectric constants lead to an increase in the coulomb interaction strength,
and in the limit of small dielectric constants the four attractive terms can dominate,
causing binding. In the limit of large dielectric constants, the coulomb interaction
strength tends to zero leading to a ∆XX of zero. The maximum lies somewhere in
between these two limits, here at approximately r = 5.4.
6.5.3 Inverted Type-I ZnSe/CdSe Core/Shell
It has also been suggested [134,152] that a similar transition in the biexciton binding
may be seen in an inverted Type-I structure, such as in the ZnSe/CdSe core/shell
structure, where the electron and hole both have potential minima inside the shell.
The band offset for the valence band in such a structure is small (0.14 eV), and
for small shell thickness the hole may delocalize across the entire structure. By
comparison the conduction band offset is much larger (0.86 eV), resulting in a more
well confined electron. Therefore a scenario where the hole is delocalized across
the structure, and the electron confined to the shell, leading to a quasi Type-II
structure [153] has been suggested. As the shell thickness is increased it could
therefore be expected in a simple picture to go from binding where both electron
and hole are localized in the core, to anti-binding as described in the quasi Type-II
scenario, and then back to binding, where the electron and hole are now localized
in the shell.
Simulations are again carried out at 300 K with band gaps for ZnSe and CdSe
taken as 2.74 eV and 1.75 eV. 1.95 nm and 1.5 nm radius cores are taken as in pre-
viously published work and the shell thickness varied as before. Electron and hole
masses of 0.12me and 0.44me are used. By including correlations PI-QMC calcula-
tions go beyond this simple picture as shown in Fig. 6.12. Due to these correlations
the biexciton is found to be bound for all shell thicknesses. Further, compared to the
simple discussion above, the opposite trend is in fact seen. This can be investigated
in more detail by examining the conditional density plots. As shown in Fig. 6.13
sub-panels A1-A4, for a 3.9 nm ZnSe core and a thin CdSe shell of 0.25 nm, both
the electrons and holes are confined to the core of the dot, and a bound biexciton
forms due to the strong overlap in the densities.
As the shell thickness is increased to 1.3 nm (Fig. 6.13 sub-panel B1-B4), the
electron and hole (more slowly, due to the lower valence band offset) become more
confined to the shell. In Fig. 6.13 B1 the electrons are seen to repel each other,
however, not so strongly as to localise on the opposite sides of the dot as in the
previously described Type II anti-binding cases. This same feature is evident in
the hole-hole repulsion shown in B4. At the same time B2 and B3 show excitons
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Figure 6.12: Exciton-exciton interaction energy, ∆xx, plotted against increasing shell
thickness for ZnSe/CdSe inverted Type-I colloidal nanocystal with 3.0 nm (circles with
solid line) and 3.9 nm (stars with dashed line) core diameters. The inset shows the radial
form of the confinement potential and lines are a guide for the eye. Simulations are
performed at 300 K.
forming at the interface. The bound exciton seen in B2 can be compared with the
conditional density in B4 where the correlation hole matches very closely with the
shape of B2, with the same feature visible for the electrons in B1 and B3. This case
can be understood in that there is strong coulomb localization of electrons around
the heavier, less well confined holes. Thus the presence of a hole in the close vicinity
of the electron renders the pair effectively neutral and mitigates the inter-electron
repulsion. The mechanism for the bound biexciton in this system is that of two
interacting excitons with a weak mutual attraction. The slight increase in binding
can be associated to the shell thickness increasing the volume of the dot allowing
like charges to spatially separate more reducing the repulsive coulomb terms causing
an increased overall binding.
The biexciton binding decreases again for larger shell thicknesses (Fig. 6.13 sub-
panel C1-C4). As the electron and hole become very well confined to the shell like
particles are forced closer together, increasing the repulsion felt, and reducing the
binding energy. The same exciton forming is evident in sub-panels C2) and C3).
Such complex interplay between particles is handled well in the PI-QMC cal-
culation, and as shown, can lead to results different to those produced by simple
models.
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Figure 6.13: Conditional probability densities for a 3.9 nm ZnSe core diameter and
0.25 nm CdSe shell thickness in row A. For a 3.9 nm CdTe core diameter and 1.3 nm CdSe
shell thickness in row B, and for a 3.9 nm ZnSe core diameter and 3 nm CdSe shell thickness
in row C. The radial form of the confinement potential for each is illustrated. Shown in
column 1) is gee, a conditional electron (falling within the blue rectangle) and the result-
ing electron distribution, column 2) shows geh, a conditional electron and resulting hole
distribution, column 3) shows ghe, a conditional hole (falling within the red rectangle) and
resulting electron distribution and column 4) shows ghh, a conditional hole and resulting
hole distribution.
6.5.4 Quasi Type-II CdSe/CdS Dot/Rod
Another nanocrystal structure which has been subject to substantial discussion in
the literature, is that of a the dot-in-rod structure, in which a colloidal nanocrys-
tal is embedded inside a nanorod. Sitt et al. [140] reported a similar biexciton
binding/anti-binding transition as in Type-II core/shell nanocrystals. The CdSe/CdS
dot/rod structure, however, has been suggested to have either Type-I, or quasi Type-
II confinement. The debate arises from the current uncertainty regarding the cor-
rect conduction band offsets. A 0.3 eV offset has been suggested from experimental
observations by Steiner et al. [154], resulting in a Type-I structure, whilst full elec-
tronic structure calculations using ab-initio DFT calculations performed by Luo and
Wang including the correct crystal wurzite structure and piezoelectric effects have
suggested a flat conduction band offset, or a very slight Type-II behaviour. However,
as noted by Luo and Wang, both of these results have an accuracy of 0.1–0.2 eV.
Experimental results however see a strong transition from biexciton binding to
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anti-binding, indicating at least some Type-II characteristic behaviour. The model
system is based on that used by Sitt et al. [140]. A rod of fixed length 40 nm and
5 nm width is used, and the dot size systematically varied. The CdSe core is taken
to have a band gap of 1.75 eV whilst the CdS rod has a band gap of 2.5 eV, and a
fixed dielectric constant of 8 is initially used. Conduction band offsets of 0.3 eV and
0 eV are used to investigate the effect of these on the exciton-exciton interaction
energy, ∆xx. The hole mass is taken to be that of the CdS core, 0.4me, and the
electron mass to be either 0.13me or 0.2me (corresponding to either the value in
the core or rod). All simulations were performed at 300 K.
Calculations begin with the core in the middle of the rod. The PI-QMC calcu-
lations presented in Fig. 6.14, show that in the the case of a large conduction band
offset of 0.3 eV with a heavy electron mass, 0.2me, the electron is strongly confined
to the core, resulting in an always-bound biexciton, resembling Type-I behaviour. A
lighter mass of electron, 0.13me, allows it to delocalize further outside the dot and
along the rod, showing quasi Type-II behaviour. Similar behaviour is seen for a flat
Figure 6.14: The effect of various parameters on the binding to anti-binding regime tran-
sition for CdS/CdSe rod/core nanocrystal. Red circles with error bars are experimental
data taken from Sitt et al. [140], along with a polynomial fit to the experimental data (red
dashed line). Electron masses used for each dataset are indicated. Solid lines indicate
a 0 eV conduction band offset, dashed lines indicate a conduction band offset of 0.3 eV.
All simulations are with r=8. Inset shows form of confinement potential, black solid line
indicates potential with 0 eV conduction band offset, red dashed line shows potential with
0.3 eV conduction band offset. Lines are a guide to the eye.
offset of 0 eV with the heavier electron mass. A flat offset paired with a light elec-
tron mass gives a nearly continuously anti-bound biexciton, which puts it strongly
in the Type-II regime. It is clear that the biexciton binding transition in the rod is
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particularly sensitive to the choice of the band offset and effective mass parameters,
due to the ability of the electron to strongly delocalize along its length.
In order to match closely the experimental data, a dielectric constant of the av-
erage of CdS and CdSe, of 5.785, with a 0 eV conduction band offset and a heavier
electron mass of 0.2me is used. As shown in Fig. 6.15, this gives excellent agree-
ment with experimental results. With the lower dielectric value used increasing the
gradient of the transition from anti-binding to binding. The position of the core
Figure 6.15: Exciton-exciton interaction energy, ∆xx, against core diameter, for a
nanocrystal with a CdS rod and CdSe core. Closest fit of PI-QMC simulation (black
diamonds) to experimental data from Sitt et al. [140] (red circles, dashed red line is poly-
nomial fit to experimental data points) - is with 0 eV conduction band offset and 0.2me
electron mass, with r=5.785. Inset shows example confinement potential with 0 eV con-
duction band offset and position of core in rod.
inside the rod was found to have little to no impact on the transition as can be
seen from Fig. 6.16. For most positions of the core, the confinement along the rod’s
length is minimal; even in the case of the core grown near the end of the rod this
will represent only a small perturbation to the electron confinement when compared
to a core position elsewhere in the rod.
The normal perturbative method for calculating ∆xx as discussed earlier is a par-
ticularly poor approximation for the dot/rod structures. The single particle electron
and hole densities for the core/rod structures are shown in Fig. 6.17. As expected,
we see a strongly delocalized electron and a localized hole. However, correlation
effects in these rod structures are striking. Including the Coulomb interaction in
the path integral calculation, we can see the electron density is much more strongly
confined towards the core by its attraction to the hole. This has the effect of strongly
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Figure 6.16: Exciton-exciton interaction energy, ∆xx, against core diameter, for a
nanocrystal with a CdS rod and CdSe core and varying core position in rod.
increasing the binding aspect of the biexciton transition. Perturbative methods ne-
glect this correlation-enhanced binding; hence, using only perturbative methods to
infer the conduction band offset from experimental data can be misleading.
Figure 6.17: Probability densities showing the role of correlation due to the coulombic
interaction in CdS/CdSe rod/core structure, here with a core diameter of 4 nm. The single
particle electron is highly delocalized along rod, the attractive coulomb potential then
strongly localizes the electron to the hole, as seen in the exciton and biexciton densities.
Black lines show the width of the rod (5 nm), with the central 12.8 nm of the rod shown
out of the total 40 nm length.
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6.6 Conclusions
In this chapter the exciton-exciton interaction has been shown to undergo a system-
atic transition from the strongly binding to strongly anti-binding regime in Type-II
nanocrystals. This is the first time such a transition has been shown in a theoretical
model such structures. The results illustrate the significance of coulomb correla-
tions in determining biexciton binding energies, and show excellent agreement with
experimental data for CdTe/CdSe Type-II nanocrystals over a range of quantum
dot sizes. The prospects of achieving giant exciton-exciton interactions (≈100 meV)
was discussed for Type II CdS/ZnSe nanocrystals, with our results indicting a lower
anti-binding than in recent experimental results. It has also been demonstrated
that these correlations can lead to a counter intuitive behaviour, as described for
the inverted Type-I nanocrystal, and provide insight into novel dot/rod structures in
which correlations are very strong and perturbative methods are particularly inac-
curate. These methods will be of importance in assessing the potential of particular
nanocrystal structure as single exciton lasing media, where accurate treatment of
coulomb correlations is important in order to gain accurate quantitative results.
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Chapter 7
Conclusions and future work
This thesis will be concluded in two parts, first a discussion of the main conclu-
sions which can be drawn from the work presented, secondly and finally an outlook
describing the possible avenues of future work.
7.1 Conclusions
The use of path integral quantum Monte Carlo (PI-QMC) in the simulation of
interacting electrons and holes within semiconductor nanostructures was presented,
and the importance of the correct treatment of coulomb correlation demonstrated.
The formalism of path integrals was described in Chapter 2, along with its re-
lation to the thermal density matrix and the implementation of stochastic Monte
Carlo sampling of the path integral through use of the Metropolis algorithm. Im-
provements to the efficiency of the simulations were dealt with by way of the ex-
act sampling of the free particle density matrix, and multi-level sampling of the
paths to more readily sample their phase space and improve scaling. Example cases
were given showing the ability of PI-QMC to properly simulate finite temperatures,
coulomb interactions and accurate single particle properties in a range of external
potentials. The implementation of the code used in this thesis, pi-qmc [48], was
compared against a PI-QMC code written by myself. The pi-qmc code was then
further tested against a diagonalization routine, and compared to results from other
previous PI-QMC implementations in the Heriot-Watt semiconductor theory group.
In Chapter 3 initial calculations were shown for a quantum ring described by
an analytic expression for the potential. To facilitate a more accurate description of
the system, and better comparison between experiments and other computational
methods a more sophisticated atomistic model was introduced. Strain effects were
included in these atomistic models, and the effect of strain in nanostructures on the
localization of excitons was shown. The piezoelectric potential was then included,
calculated from the atomistic strain profile using a fast Fourier transform method to
solve the Poisson equation. The effect of including both the strain and piezoelectric
potential on the confinement potentials and resulting probability distributions was
shown, with the piezoelectric potential found to strongly localize excitons in quan-
tum rings. The use of PI-QMC with atomistic models and the additional inclusion
of the piezoelectric potential, which accurately reproduced experimental results, was
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a major success of this work.
With the use of more sophisticated atomistic models the effect of the piezoelec-
tric field on the confinement properties of nanostructures was further explored. It
was found that with the application of a vertical electric field to a quantum ring,
the effect of the piezoelectric field on the confinement properties of a quantum ring
was tunable, and this was shown to control the lateral confinement and localization
of an exciton or biexciton in a quantum ring. This was then suggested to be experi-
mentally observable through lateral polarizability measurements for the exciton and
biexciton complexes. A similar effect was shown to exist in an elliptical quantum
ring, but this effect was found to be much weaker inside a quantum dot. Biexcitons
were found to have a more complicated response to the tuning of the confinement
potential, with the application of the vertical electric field seen to reduce the biex-
citon binding energy. High fields removed all the biexciton binding energy, in which
case the biexciton was shown to form two excitons localized on either sides of the
quantum ring. The removal of the biexciton binding energy has been suggested as a
possible mechanism for creating entangled photons, even in the presence of a finite
fine structure splitting.
The diamagnetic susceptibility of nanostructures was discussed in Chapter 5
in which good agreement between experimental observations and PI-QMC results
were found for quantum dots. The diamagnetic susceptibility of various exciton
complexes in very small dots – where the dot is so small the electron is delocalized
around the dot, the role of coulomb correlation was found to be important, and larger
dots where the dots quantum confinement properties dominate, were in excellent
agreement with published experimental results. The role of different confinement
was also investigated for quantum rings. Rings of smaller radius were found to
have a similar values of the diamagnetic susceptibility for both negative trions and
excitons. Larger radius rings saw a marked reduction in the trion susceptibility
compared with the exciton case. This large decrease had been previously observed
experimentally, and been ascribed to confinement effects in the quantum ring.
In Chapter 6 colloidal nanocrystal quantum dots were investigated, in particular
the behaviour of biexcitons in Type-II nanocrystals. It has been shown experimen-
tally, that biexcitons in Type-II colloidal quantum dots undergo a transition from
a bound to an anti-bound state as the shell layer, of the core-shell nanocrystal,
is increased in thickness. The work in this chapter for the first time showed this
transition theoretically using PI-QMC, for which a full treatment of the coulomb
correlation in biexcitons is included. This was then applied to two different Type-II
nanocrystals, an inverted Type-I nanocrystal and a quasi Type-II colloidal dot-in-
rod nanocrystal. All of these have been predicted to show the biexciton bound to
anti-bound transition. In the case of Type-II nanocrystals a full treatment of the
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coulomb correlation was required to accurately reproduce experimental results. For
inverted Type-I structures, the suggested transition was found to be absent due to
the strong correlation effects which kept the biexciton always bound. The quasi
Type-II colloidal dot-in-rod nanocrystal was found to agree well with experimen-
tal results, and previous perturbation theory results were shown to result in an
underestimation of the band offset between core and rod.
7.2 Future work
In this thesis the atomistic models used were limited to InAs/GaAs compositions.
Recent work on GaSb/GaAs nanostructures have shown the production of quantum
rings [155]. GaSb/GaAs is a Type-II material with holes confined in the nanostruc-
ture and electrons outside in the bulk GaAs material. GaSb/GaAs nanostructures
also have similar piezoelectric properties to InAs/GaAs nanostructures. The com-
bination of these two factors would make this an interesting candidate with which
to explore the lateral switching mechanism discussed in Chapter 4, and also the
behaviour of biexcitons and their binding and anti-binding properties .
Diamagnetic susceptibility results in Chapter 5 for quantum rings in some in-
stances suffered from poor convergence. A more efficient sampling method for the
diamagnetic estimator in Chapter 5 would allow for accurate and reliable results for
quantum rings. Coupling this with the information gathered about path windings
around the ring, it may be possible to extract information about the Aharonov-Bohm
effect.
Since PI-QMC can be used with an arbitrary potential, an obvious extension
to the work presented in Chapter 6 on colloidal nanocrystals would be the effect of
the shape of the nanocrystal on the exciton-exciton interaction energy transition.
In particular the effect of surface defects could be investigated.
One hope in writing this thesis is that it proves PI-QMC to be a useful com-
putational method from which to investigate physical properties of semiconductors,
and from which useful predictions and confirmation of experimental results could be
obtained. PI-QMC is a relatively new approach – particularly in its application to
low dimensional semiconductor heterostructures this is then both exciting and frus-
trating. On the one hand there are are still many unsolved problems with PI-QMC,
on the other hand this also means many potential applications are just out of reach.
Many of these problems are tantalizingly close to being solved, as they have been in
Diffusion Monte Carlo.
There are in particular three main problems, to any of which one could devote
a whole PhD to solving. The first is the limitation of PI-QMC to the two band
effective mass model – this is in a way the main limitation to the work presented
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here, and it limits the sort of important statements one can make about quantitative
values such as energy. Some work has been carried out by the group of Prof. John
Shumway in implementing non-parabolic bands in PI-QMC [156].
This is in a way connected to the second problem, fermions. Many, if not
most, applications depend on excited states. The lack of an efficient and accurate
algorithm to treat fermions severely limit the ability to firstly investigate excited
states, and secondly to truly explore many body problems in fermions. As discussed
in Chapter 2 both an accurate but not efficient method (the explicit calculation of
the determinant), and an efficient but not accurate method exist for fermions (fixed
node PI-QMC), but not one that is both.
The final challenge is magnetic fields, which was discussed in Chapter 5. The
complex phase that arises in the density matrix which is being sampled when at-
tempting to simulate even a single particle in a magnetic field, prevents its di-
rect simulation or interpretation. This could be tackled in a similar way as with
fermions, with a trial density matrix introduced in order to remove the phase term.
In particular similar methods have already been implemented in ground state DMC
simulations by Bolton [157] and Jones et al. [158].
As well as these three main points, there are a raft of other important as-
pects which would contribute significantly to the usefulness of PI-QMC. In quan-
tum nanocrystals as discussed in Chapter 6, a proper and efficient manner for the
treatment of the dielectric mismatch between the semiconducting material and the
surrounding material would be extremely useful.
A metric which is often used in experiments is the recombination rate, i.e. the
lifetime of excitonic complexes. Having information about the recombination rate,
along with binding energies and distributions of exciton complexes would give a
much stronger basis with which to make comparisons to experiment. Recombination
rates have been previously calculated using PI-QMC by Wimmer et al. [103]. This
method depends on sampling both the normal non-radiative states, but also the
radiative ones — which are described by electron and hole paths which have the
same initial and final end points. Unlike with non-radiative paths which are periodic,
the initial and final position of the path do not have to be the same. Sampling these
changes requires a sophisticated sampling routine which samples both radiative,
and non-radiative paths and the move between them correctly. Previous work on
this topic in the semiconductor theory group at Heriot-Watt failed to implement a
robust algorithm for this, and as of yet there have been no further implementations
reported in the literature.
As computers grow ever more powerful, by increasingly providing more cores
rather than higher clock speeds, PI-QMC is ideally placed to take advantage of this
by its natural parallel implementation. Coupled with the solution to any of the
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issues discussed above, PI-QMC could be applied to a wide range of applications in
condensed matter physics and beyond.
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Appendix A
Free particle density matrix
A free particle is described by the Hamiltonian H = p2/2m, with the resulting
eigenfunctions described as plane waves
Ψn(r) =
1√
V
e−iknr. (A.1)
Where V = L3, kn = 2pin/L and then En =
~2k2n
2m
. Using these wavefunctions to
construct the density matrix according to the definition
ρ(r, r′; β) =
∑
n
e−βEnΨ(r′)nΨ(r)∗n (A.2)
then,
ρ(r, r′; β) =
1
V
∑
n
e−β~
2k2n/2m e−ikn(r−r
′). (A.3)
Taking the sum as an integral, this is valid only if the thermal wavelength of one
step of the path is much smaller than the size of the box. In that case,
ρ(r, r′; β) =
1
(2pi)3
∫
e−β~
2k2n/2m e−ikn(r−r
′)dk. (A.4)
Performing this gaussian integral gives the free particle density matrix,
ρ(r, r′; β) =
(
m
2piβ~2
)3/2
exp
[−(r− r′)2m
2β~2
]
(A.5)
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