This paper presents a nonlinear adaptive controller for the multiple spacecraft formation flying problem. The formulation allows for gravitational field models of arbitrary order, and a broad class of linearly parameterized external disturbance force models. This paper builds upon previous results using feedback of the filtered error. Making use of Barbalat's lemma, a broad class of controllers feeding back the filtered error is obtained, which encompasses the linear feedback that is typically used in the literature. In particular, conditions are presented under which the linear feedback is asymptotically stable under actuator saturation. The resulting controller performance is demonstrated with a numerical simulation for a relative orbit under J2 perturbations.
Introduction
The coordinated flight of multiple spacecraft in formation is topic of significant current interest [1, 2, 3] . Multiple spacecraft formation flying has been identified by NASA and the U.S. Air Force as an enabling technology for future missions.
The ability to accurately control the relative positions of the spacecraft is key to the success of such missions. Several different control design approaches have been applied to the formation control problem, such as the Linear Quadratic
Regulator [4] , intelligent control [5] , decentralized control [6] , coordinated and synchronized control [7, 8, 9] and adaptive control [10, 11, 12] . For these methods to be practically useful, they must work under realistic conditions including (but not limited to) sensor errors, measurement rate, and communication delays. In particular, given the limited thrust available, a significant realistic limitation is actuator saturation. Gurfil et al. [12] addresses this issue in the context of deep space spacecraft formation flying using a Model Reference Adaptive
Controller with pseudocontrol hedging. This paper focusses on the aspect of actuator saturation for the application of the Slotine and Li adaptive controller ( [13] ) to spacecraft formation flying, which first appeared in [10] .
The Slotine and Li adaptive controller has been applied to tracking problems in various applications such as spacecraft attitude control, control of robotic systems, control of spacecraft formations, and makes use of the filtered error [10, 13, 14, 15, 16] . The filtered error may be defined as follows. Given the state vector p(t) ∈ R n , the filtered error is defined as
where Λ > 0 is some positive-definite matrix.
There are various results in the literature relating conditions on the filtered error r(t) to asymptotic convergence of the state vector p(t) → 0. The ones that seem to be used the most rely on the condition that r(t) ∈ L 2 (see for example [16, 17] ). The need to show that r(t) ∈ L 2 typically leads to linear feedback of the filtered error, (u = −Kr with K > 0) (see for example [16, 10] ). This means that the available control actuation must be unlimited. In practise, this is not the case, and the available control actuation is limited. It would be desirable to obtain control laws that are stable in the presence of actuator saturation. As mentioned in [13, 14, 15] , convergence of the filtered error r(t) → 0 by itself guarantees convergence of the state vector p(t) → 0. However, in these papers, only linear feedback of the filtered error is considered. In this paper, this fact will be used to obtain a much larger class of stabilizing controllers for the adaptive spacecraft formation flying problem, of which the linear feedback are a subset.
In particular, asymptotic stability in the presence of actuator saturation will be shown.
In [10] , the formulation is for two spacecraft flying in a two-body gravitational field. As mentioned in [10] , it is straightforward to extend this formulation to arbitrary gravitational fields. Because no significant extra effort is needed to do this, it will be done so here. Additionally, in [10] , the disturbance forces on each spacecraft are assumed to be constant. This may not be entirely realistic.
Again, because it requires no significant extra effort, this will be generalized here to allow any form of disturbance forces, provided they can be parameterized linearly with constant coefficients (for example, fourier series).
Preliminary Mathematical Results
In this paper, wherever the norm of a vector appears, it will be taken to be the 2-norm, that is x = √ x T x. Wherever the norm of a matrix appears, it will be taken to be the induced 2-norm, that is X = λ max (X T X), where λ max (·) denotes the maximum eigenvalue.
The main result on the filtered error from [13] is now stated.
Lemma 1:
Consider the filtered error in (1). Then, r(t) → 0 as t → ∞ if and only iḟ p(t) → 0 and p(t) → 0 as t → ∞.
Another useful result that will be needed is contained in the following proposition.
Proposition 1
Let the function f (x, t) : R n ×R → R m be uniformly continuous in x, uniformly in t, and uniformly continuous in t, uniformly in x. Then, given any uniformly
Proof
Let y(t) be any uniformly continuous function in t. Then, given any ǫ > 0,
. By choosing δ = min(δ yt , δ f t ), and making use of the above re-
This completes the proof.
Spacecraft Formation Flying Dynamics
In this section, the spacecraft formation flying problem is formulated. The formulation is similar to that in [10] .
As in [10] , a leader/follower type of formation will be considered. The leader may or may not be an actual spacecraft. It could simply be a reference point on the orbit that the follower is controlled relative to. As shown in Figure 1 , the same reference frame as in [10] will be used, with the y-axis pointing away from the center of the earth, the z-axis pointing in the orbit angular momentum direction, and the x-axis pointing nominally in the negative velocity direction, completing the right-handed triad.
The relative dynamics can be expressed in the orbiting frame as [10] Figure 1: Orbiting Reference Frame
and ρ = R f − R l is the relative position.
Assumption 1
It is assumed that the differential disturbance force can be parameterized linearly as
for some constant vector θ ∈ R d , and some mapping W(ρ, t) :
where
is assumed to be continuous in ρ uniformly in t and uniformly continuous in t uniformly in ρ.
Since the spacecraft masses are typically known very accurately, they are not estimated (unlike in [10] ).
Formulation of Control Law
As in [10] , it is assumed that a desired relative spacecraft trajectory
is available, and that ρ d (t) and its first two derivatives are continuous and bounded. The relative position error is defined as
The control objective is then to ensure that e(t) → 0 as t → ∞. In order to make use of the results in section 2, the filtered error is defined as
for some constant positive definite diagonal design parameter Λ > 0. Differen-
Multiplying (6) by m f and substituting (2) gives
From this it is readily seen that
Since the parameters contained in θ are unknown, the control law is chosen to have the form
whereū f is a to be determined feedback term, andθ(t) is an estimate of θ, which is obtained from the adaptation laẇ
where Γ > 0 is some constant positive definite matrix. Defining the adaptation error to beθ ∆ = θ −θ, the adaptation error dynamics becomė
and substituting the control (8) into (7) gives the filtered error dynamics
Now, all that remains is to choose the feedback part of the control,ū f .
Assumption 2
The class of feedback control laws considered in this paper is.
where g(r, t) is continuous in r uniformly in t, uniformly continuous in t uniformly in r, and for any
The result in Lemma 2 leads to a large class of asymptotically stabilizing control laws as demonstrated in the following theorem.
Theorem 1
Let Assumption 1 be satisfied. Consider the control and adaptation laws in (8) and (9) respectively. Assume that the leader control u l is bounded, and that the leader spacecraft orbital position R l evolves on the set
R for some R p,max < R min , where R p,max is the maximum radius of the planet including atmosphere (if it has one). Assume that the desired relative position
also. Assume that the initial conditions satisfy e(0)
T Γ −1θ and λ > 0 is the minimum diagonal entry in Λ. Let the feedback control law satisfy Assumption 2, such that ∀r = 0, ∃ǫ(||r||) > 0 such that inf t∈[0,∞) −r T g(r, t) ≥ ǫ. Then, the closed-loop system is stable, witḣ
Proof
Consider the Lyapunov-like function defined by
Differentiating this along the trajectories of (11) and (10) leads tȯ
From this, it can be concluded that
and that both r(t) andθ(t) are bounded, and hence the system is stable. Since r(t) is bounded, so areė(t) and e(t) [17] . Since ρ d ,ρ d are bounded, so are ρ,ρ.
Since ρ is bounded, Assumption 1 gives that W d is also bounded. From (14) it can be concluded that r(t) ≤r. Now, from the definition of the filtered error,
This leads to the inequality e(t) ≤ e(0) +r λ . Now, the orbital position of the follower spacecraft is given by R f = R l + ρ d + e. From this, it can be concluded that
This shows that neither of the spacecraft collide with the planet, or enter its atmosphere.
By Assumption 2, g(r, t) is also bounded. Therefore, from (11) it can be concluded thatṙ is bounded. Hence, r is a bounded uniformly continuous function of time. Since r is bounded, r(t) ∈ D, ∀t for some compact set D. Therefore, g(r, t) is uniformly continuous in r, uniformly in t on the set r ∈ D, and uniformly continuous in t, uniformly in r. By Proposition 1, g(r(t), t)
is itself uniformly continuous and bounded in time. Therefore, the product r T (t)g(r(t), t) is uniformly continuous in time. From (14) and (13) the integral ∞ 0 r T (t)g(r(t), t) dt exists and is finite. Therefore, by Barbalat's Lemma [20] , it can be concluded that r T (t)g(r(t), t) → 0 as t → ∞. Since ∀r = 0, ∃ǫ(||r||) > 0 such that inf t∈[0,∞) −r T g(r, t) ≥ ǫ, it must be that r → 0 as t → ∞. Finally, Lemma 1 yields the resultė → 0, e → 0 as t → ∞. This concludes the proof.
Remark 1: It can be seen that the class of stabilizing feedback controllers in Theorem 1 contains the class of controllers u = −Kr with K > 0, which are typically obtained using an r(t) ∈ L 2 argument.
Remark 2:
The initial condition requirements, and the requirement related to the set R o in Theorem 1 are technical conditions required for the result to hold.
However, they are easily satisfied for any realistic planet orbiting formation.
Having obtained the result in Theorem 1, the case when actuator limitations are present can now be treated.
Assumption 3
It is assumed that the available control is limited by
where the inequality in (15) is taken componentwise, and u max > 0.
Consider now the feedback control law
Under the saturation constraints in Assumption 3, the control law in (8) is now implemented as
where the saturation function is defined componentwise as
Before proceeding, an additional assumption is needed.
Assumption 4
The desired relative spacecraft trajectory ρ d is designed such that
Under Assumption 4, the control law in (17) becomes
whereū min (t)
with −2u max <ū min (t) ≤ −δ and 2u max >ū max (t) ≥ δ. The result for spacecraft formation control including actuator saturation limitations can now be stated.
Theorem 2
Let Assumptions 1, 3 and 4 be satisfied. Consider the control and adaptation laws in (17) and (9) 
Proof
Setting g(r, t) = sat (−Kr,ū min (t),ū max (t)), it is clear that g(r, t) is bounded.
Letting k andk be the minimum and maximum diagonal entries in K respectively, and choosing ǫ(||r||) = k||r|| 2 when ||r|| ≤ , it can readily be shown that inf t∈[0,∞) −r T g(r, t) ≥ ǫ. Since all assumptions in Theorem 1 are satisfied, other than Assumption 2, all that is needed to prove this theorem is to show that Assumption 2 holds also.
Following the proof of Theorem 1, it can be shown that r,ṙ,θ, e,ė, ρ,ρ, W are all bounded. From (6), it can be obtained thatë andρ are bounded also.
Hence, r, e,ė, ρ andρ are all uniformly continuous. Since ρ is bounded and uniformly continuous, Assumption 1a together with Proposition 1 gives that W is uniformly continuous also.
Since θ is constant, andθ is bounded (from the proof of Theorem 1),θ is bounded also. From equation (9),θ is bounded. Hence,θ is uniformly continuous also. Finally, the product Wθ is uniformly continuous since it is the product of bounded uniformly continuous functions. It can therefore be concluded that the saturation limits in (19) ,ū min (t) andū min (t) are uniformly continuous.
The continuity requirements on g(r, t) will now be established componentwise.
Each component of g(r, t) has the form h(x, t) = sat (−kx, a(t), b(t)) where a(t) < 0 and b(t) > 0 are uniformly continuous. Fixing t, it can be seen that
h(x, t) satisfies
Therefore, with t fixed, h(x, t) is Lipshitz continuous and hence uniformly continuous, independently of t. Now, fix x, and choose any ǫ > 0. By uniform continuity of a(t) and b(t), ∃δ a > 0, δ b > 0 such that
There are now several cases to consider. Consider x < 0.
Case 1 b(t 1 ) < −kx and b(t 2 ) < −kx.
In this case, |h(x, t 2 ) − h(x, t 1 )| = |b(t 2 ) − b(t 1 )| < ǫ.
In this case, |h(x,
Swapping t 1 and t 2 , this is the same as for case 2.
Case 4 b(t 1 ) ≥ −kx and b(t 2 ) ≥ −kx.
In this case, |h(x, t 2 ) − h(x, t 1 )| = 0.
The same conclusions can be reached for x > 0 by simply swapping the sign of inequality and replacing b(t) with a(t) in Cases 1 to 4 above. The case x = 0 is trivial, since h(0, t) = 0. Therefore, it can be concluded that given any ǫ > 0, ∃δ > 0 independently of x, such that
Therefore, Assumption 2 is satisfied, and from Theorem 1, the result is proved. Now, the question arises as to how to ensure that the condition in Assumption 4 is satisfied. Consider the ball B u = {u ∈ R 3 : u < u − δ, u = min i=1,2,3 {|u max,i |}. This is the largest open ball such that B u ⊂ {u ∈ R 3 :
−u max +δ < u < u max −δ}. Therefore, if it can be shown thatū f f +Wθ ∈ B u , then Assumption 4 is satisfied.
Lemma 2
Given bounds on the unknown parameters, the orbital angular velocity and its derivative θ ≤θ,
and
given a functionw(s) ≥ 0 such that
Let Γ = diag{γ i }, γ i > 0, i = 1, ..., d be diagonal, and definē
where γ is the smallest diagonal element of Γ d .
Assume that the feedback control g(r, t) satisfies r T g(r, t) ≤ 0 on the interval t ∈ [0, t * ], for some t * > 0. As shown in the proof of Theorem 1, during the interval t ∈ [0, t * ] the leader and follower spacecraft evolve on the set
It is assumed that the gravitational acceleration a g (R) is differentiable on this domain, and that a known bound A g > 0 exists such that
Under the above conditions, if the desired relative trajectory ρ d (t) is designed such thatW
for some arbitrarily small δ > 0, where u = min i=1,2,3 {u max,i |},
and ρ d (t) ≤ρ d is a known bound, then
on the interval t ∈ [0, t * ]. Note thatλ and λ are the maximum and minimum diagonal entries of Λ respectively.
Proof The Lyapunov-like function in Theorem 1 is given by
Given bounds on the initial estimation error, the Lyapunov-like function (29) can be upperbounded at its initial condition by V (0) ≤V . Making use of (14) in the proof of Theorem 1, it can be shown that
whereγ is the largest diagonal element of Γ. Following the proof of Theorem 1, (30) and the definition of the filtered error (1) leads to
Finally, the bounds (20) and (31), together with the definition of the adaptation error, lead to bounds on the estimates
From (25), it can be obtained that
Since the leader satellite control u l is essentially a free parameter, it can always be chosen so as to reduce ū f f + Wθ . Therefore, in the following analysis, its contribution is ignored (set u l ≡ 0).
Finally, making use all of the bounds (32) to (35), it can be shown that
This concludes the proof.
Corollary
If the desired relative trajectory ρ d (t) is designed to satisfy (26) for some δ > 0, then Assumption 4 is satisfied on the infinite interval t ∈ [0, ∞) with the control law (17) .
Proof
Suppose it were not the case, then by continuity of the solution, there must exist a time t * > 0 and 0 < δ 2 < δ, such that ū f f (t * ) + Wθ(t * ) = u − δ 2 , and ū f f (t) + Wθ(t) ≤ u − δ 2 on the interval t ∈ [0, t * ], such that Assumption 4 is satisfied on this interval with δ 2 . From the proof of Theorem 1, it is seen that r T g(r, t) ≤ 0 on this interval. Therefore, from Lemma 2, it must be the case that ū f f (t * ) + Wθ(t * ) ≤ u − δ < u − δ 2 on this interval, which is a contradiction. Therefore, Assumption 4 must be satisfied on the infinite interval t ∈ [0, ∞) with δ. This is desirable from the point of view of steady-state fuel consumption. There are several papers that address this last problem, [21, 22, 23] to name a few.
Numerical Example
As a numerical example to demonstrate the results in this paper, a two-spacecraft formation flying scenario is considered. The scenario is taken from [22] . Both spacecraft are under the influence of both two-body and J2 gravitational terms Three simulations were performed. The first is with the control law as described above including saturation constraints. The second is the same control law with the saturation constraints removed (this was shown in [10] to be asymptotically stable). The third is with no control.
Figures 2 to 8 show the simulation results. Figure 2 shows the follower position relative to the leader when the control law presented above is applied. Figure 6 suggests that the control input is non-zero at steady-state, as is required to overcome the disturbance force on the follower. 
