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ALMOST EVERYWHERE CONVERGENT SEQUENCES OF
WEAK∗-TO-NORM CONTINUOUS OPERATORS
JOSE´ RODRI´GUEZ
Abstract. Let X and Y be Banach spaces, and T : X∗ → Y be an operator.
We prove that if X is Asplund and Y has the approximation property, then
for each Radon probability µ on (BX∗ , w
∗) there is a sequence of w∗-to-norm
continuous operators Tn : X∗ → Y such that ‖Tn(x∗)−T (x∗)‖ → 0 for µ-a.e.
x∗ ∈ BX∗ ; if Y has the λ-bounded approximation property for some λ ≥ 1,
then the sequence can be chosen in such a way that ‖Tn‖ ≤ λ‖T‖ for all n ∈ N.
The same conclusions hold if X contains no subspace isomorphic to ℓ1, Y has
the approximation property (resp., λ-bounded approximation property) and
T has separable range. This extends to the non-separable setting a result by
Mercourakis and Stamati.
1. Introduction
The celebrated Odell-Rosenthal theorem [13] (cf., [17, Theorem 4.1]) states that
every separable Banach space X not containing subspaces isomorphic to ℓ1 is w
∗-
sequentially dense in its bidual, that is, for every x∗∗ ∈ X∗∗ there is a sequence (xn)
in X which w∗-converges to x∗∗; moreover, the sequence can be chosen in such a
way that ‖xn‖ ≤ ‖x
∗∗‖ for all n ∈ N. Note that, for an arbitrary Banach space X , a
functional x∗∗ ∈ X∗∗ is w∗-continuous if and only if it belongs toX . So, it is natural
to ask about extensions of the Odell-Rosenthal theorem for operators (i.e., linear
and continuous maps) in the following sense: if X and Y are Banach spaces, and
T : X∗ → Y is an operator, which conditions do ensure the existence of a sequence
of w∗-to-norm continuous operators Tn : X
∗ → Y such that ‖Tn(x
∗)− T (x∗)‖ → 0
for every x∗ ∈ X∗? This type of question was addressed by Mercourakis and
Stamati [11], and later by Kalenda and Spurny´ [10].
Throughout this paper X and Y are Banach spaces. We write L(X∗, Y ) to
denote the Banach space of all operators from X∗ to Y , equipped with the operator
norm. The linear subspace of all w∗-to-norm continuous operators from X∗ to Y is
denoted by Fw∗(X
∗, Y ). Every element of Fw∗(X
∗, Y ) has finite rank and, in fact,
is of the form x∗ 7→
∑n
i=1 x
∗(xi)yi for some n ∈ N, xi ∈ X and yi ∈ Y .
The following result can be found in [11, Theorem 2.19] and is the starting point
of this paper:
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Theorem 1 (Mercourakis-Stamati). Suppose that X∗ is separable and that Y is
separable and has the bounded approximation property. Let T ∈ L(X∗, Y ). Then
there is a sequence (Tn) in Fw∗(X
∗, Y ) such that
(1) ‖Tn(x
∗)− T (x∗)‖ → 0 for every x∗ ∈ X∗.
We stress that the proof of this result given in [11] contains a gap which was
corrected in [10, Remark 4.4]. There are examples showing that the conclusion of
Theorem 1 can fail if Y does not have the bounded approximation property (see
[11, Example 2.22] and [10, Example 2.3]), or if the assumption on X is weakened
to being separable without subspaces isomorphic to ℓ1 (see [11, Theorem 2.30]).
In this paper we try to extend Theorem 1 to the non-separable setting. As
we will explain below, the separability assumption on Y can be removed from
the statement of Theorem 1. On the other hand, the result does not work for
an arbitrary Asplund space X , since there are Asplund spaces which are not w∗-
sequentially dense in its bidual (e.g., c0(Γ) for any uncountable set Γ). However,
any Asplund space X satisfies a weaker property which can be extended succesfully
to the setting of operators, namely:
(*) for each x∗∗ ∈ BX∗∗ and each Radon probability µ on (BX∗ , w
∗), there is
a sequence (xn) in BX such that 〈xn, x
∗〉 → 〈x∗∗, x∗〉 for µ-a.e. x∗ ∈ BX∗ .
Actually, this property characterizes the non-containment of ℓ1, as a consequence
of Haydon’s result [9] that a Banach space X contains no subspace isomorphic to ℓ1
if and only if the identity map i : (BX∗ , w
∗) → X∗ is universally Pettis integrable
if and only if i is universally scalarly measurable (cf., [17, Theorems 6.8 and 6.9]).
Our main result reads as follows:
Theorem 2. Let T ∈ L(X∗, Y ). Suppose that Y has the approximation property
and that one of the following conditions holds:
(i) X is Asplund;
(ii) X contains no subspace isomorphic to ℓ1 and T has separable range.
Let µ be a Radon probability on (BX∗ , w
∗). Then there is a sequence (Tn) in
Fw∗(X
∗, Y ) such that
(2) ‖Tn(x
∗)− T (x∗)‖ → 0 for µ-a.e. x∗ ∈ BX∗ .
If Y has the λ-bounded approximation property for some λ ≥ 1, then the sequence
can be chosen in such a way that ‖Tn‖ ≤ λ‖T ‖ for all n ∈ N.
To see why Theorem 2 implies Theorem 1, observe that if X∗ is separable and
(x∗k) is a norm-dense sequence in BX∗ , then the formula
µ(A) :=
∑
x∗
k
∈A
2−k, A ∈ Borel(BX∗ , w
∗),
defines a Radon probability on (BX∗ , w
∗) such that conditions (1) and (2) are
equivalent for any norm-bounded sequence (Tn) in L(X
∗, Y ) and any T ∈ L(X∗, Y ).
Note that this argument does not require that Y is separable, hence the conclusion
of Theorem 1 still holds if the separability assumption on Y is dropped. Anyway,
an operator which can be approximated as in Theorem 1 has separable range.
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The proof of Theorem 2 is given in Section 2 as a consequence of a more general
result, see Theorem 14. The difference between cases (i) and (ii) of Theorem 2 lies
in Schwartz’s theorem that a Banach space X is Asplund if and only if the identity
map i : (BX∗ , w
∗)→ X∗ is universally strongly measurable (see, e.g., [3, Corollary
7.8.7(a)]). As we will show in Example 15, the conclusion of Theorem 2 can fail for
an arbitrary T ∈ L(X∗, Y ) when X contains no subspace isomorphic to ℓ1 but it is
not Asplund.
Notation and terminology. Throughout this paper all topological spaces are Haus-
dorff and all Banach spaces are real.
Given a non-empty set Γ and a topological space S, we denote by SΓ the set of
all functions from Γ to S, equipped with the product topology Tp, i.e., the topology
of pointwise convergence on Γ.
By an operator we mean a continuous linear map between Banach spaces. By a
subspace of a Banach space we mean a norm-closed linear subspace. The topological
dual of a Banach space X is denoted by X∗ and we write w∗ for its weak∗-topology.
The evaluation of a functional x∗ ∈ X∗ at x ∈ X is denoted by either 〈x, x∗〉 or
〈x∗, x〉. The norm of X is denoted by ‖ · ‖ or ‖ · ‖X . We write BX to denote the
closed unit ball of X , i.e., BX = {x ∈ X : ‖x‖ ≤ 1}. Recall that X is said to be
Asplund if every separable subspace of X has separable dual or, equivalently, X∗
has the Radon-Nikody´m property (see, e.g., [7, p. 198]).
A Banach space Y is said to have the approximation property if for each norm-
compact set C ⊆ Y and each ε > 0 there is a finite rank operator R : Y → Y such
that ‖R(y)−y‖ ≤ ε for all y ∈ C; if R can be chosen in such a way that ‖R‖ ≤ λ for
some constant λ ≥ 1 (independent of C and ε), then Y is said to have the λ-bounded
approximation property. A Banach space has the bounded approximation property
if it has the λ-bounded approximation property for some λ ≥ 1.
The set of all Radon probabilities on (BX∗ , w
∗) is denoted by P (BX∗); that is,
an element µ ∈ P (BX∗) is a probability measure defined on Borel(BX∗ , w
∗) (the
Borel σ-algebra of (BX∗ , w
∗)) which is inner regular with respect to w∗-compact
sets, in the sense that µ(A) = sup{µ(K) : K ⊆ A, K is w∗-compact} for every
A ∈ Borel(BX∗ , w
∗).
2. Results
2.1. Strongly measurable functions and operators. This subsection contains
some auxiliary measure-theoretic results.
Definition 3. Let (Ω,Σ, µ) be a probability space and f : Ω → Y be a function.
We say that f
(i) is simple if it can be written as f =
∑m
i=1 yiχAi , where m ∈ N, yi ∈ Y and
χAi is the characteristic function of Ai ∈ Σ;
(ii) is strongly µ-measurable if there is a sequence fn : Ω→ Y of simple func-
tions such that ‖fn(ω)− f(ω)‖ → 0 for µ-a.e. ω ∈ Ω;
(iii) has µ-essentially separable range if there is B ∈ Σ with µ(B) = 1 such that
f(B) is separable.
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Clearly, every strongly µ-measurable function has µ-essentially separable range.
In fact, we have the following stronger statement which belongs to the folklore.
Lemma 4. Let (Ω,Σ, µ) be a probability space and f : Ω → Y be a strongly µ-
measurable function. Then for every ε > 0 there is U ∈ Σ such that µ(U) ≥ 1 − ε
and f(U) is relatively norm-compact.
Proof. There exist B ∈ Σ with µ(B) = 1 and a sequence fn : Ω→ Y of simple func-
tions such that ‖fn(ω) − f(ω)‖ → 0 for every ω ∈ B. Let ΣB := {A ∩ B : A ∈ Σ}
be the trace σ-algebra on B. Then the restriction f |B is ΣB-Borel(Y, norm)-
measurable (see, e.g., [6, Proposition 8.1.10]). Since f(B) is separable, its norm-
closure T := f(B), equipped with the norm topology, is a Polish space. De-
fine a probability ν on Borel(T ) by the formula ν(C) := µ((f |B)
−1(C)) for all
C ∈ Borel(T ). The fact that T is Polish implies that ν is regular (see, e.g., [6,
Proposition 8.1.12]) and so we can find a norm-compact set K ⊆ T such that
ν(K) ≥ 1− ε. The set U := (f |B)
−1(K) ∈ ΣB satisfies the required properties. 
The following lemma generalizes the well known fact that strong µ-measurability
is preserved by µ-a.e. limits of sequences.
Lemma 5. Let (Ω,Σ, µ) be a probability space. For each k, n ∈ N, let fk,n : Ω→ Y
be a strongly µ-measurable function. Suppose that:
(i) for each n ∈ N there is a function fn : Ω→ Y such that
lim
k→∞
‖fk,n(ω)− fn(ω)‖ = 0 for µ-a.e. ω ∈ Ω;
(ii) there is a function f : Ω→ Y such that
lim
n→∞
‖fn(ω)− f(ω)‖ = 0 for µ-a.e. ω ∈ Ω.
Then f and each fn are strongly µ-measurable and there is a sequence (kn) in N
such that
lim
n→∞
‖fkn,n(ω)− f(ω)‖ = 0 for µ-a.e. ω ∈ Ω.
Proof. We begin by proving a particular case.
Particular case. Assume first that each fk,n is simple. Fix n ∈ N. By (i),
fn is strongly µ-measurable. Therefore, for every k ∈ N the diffference fk,n − fn
is strongly µ-measurable and so the real-valued function ‖fk,n(·) − fn(·)‖ is µ-
measurable. Egorov’s theorem applied to the sequence (‖fk,n(·)−fn(·)‖)k∈N ensures
the existence of Un ∈ Σ with µ(Ω \ Un) ≤ 2
−n such that ‖fk,n(·) − fn(·)‖ → 0
uniformly on Un as k →∞; in particular, we can choose kn ∈ N such that
(3) sup
ω∈Un
‖fkn,n(ω)− fn(ω)‖ ≤
1
n
.
Define U :=
⋃
m∈N
⋂
n≥m Un ∈ Σ, so that µ(U) = 1. Now, we use (ii) to pick
V ∈ Σ with µ(V ) = 1 such that ‖fn(ω) − f(ω)‖ → 0 for every ω ∈ V . Then
µ(U ∩ V ) = 1 and, bearing in mind (3), we deduce that
lim
n→∞
‖fkn,n(ω)− f(ω)‖ = 0 for every ω ∈ U ∩ V .
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In particular, f is strongly µ-measurable. This finishes the proof of the Particular
case. Note that, as a consequence, we also deduce the following fact.
Fact. Let gn : Ω → Y be a sequence of strongly µ-measurable functions and let
g : Ω → Y be a function. If limn→∞ ‖gn(ω) − g(ω)‖ = 0 for µ-a.e. ω ∈ Ω, then g
is strongly µ-measurable.
Now, in order to prove the lemma in full generality, it suffices to repeat the argu-
ment of the Particular case bearing in mind that each fn is strongly µ-measurable,
by (i) and the previous Fact. This finishes the proof. 
Our next lemma deals with some measurability properties of operators. Before
the proof we need to recall some facts:
(a) Given a compact topological space K, it is known that every norm con-
tinuous function f : K → Y is universally strongly measurable, i.e., it is
strongly measurable with respect to any Radon probability on K; in fact,
the same holds for a weakly continuous function, see [1, Proposition 4]. This
implies that for every T ∈ Fw∗(X
∗, Y ) the restriction T |BX∗ is strongly µ-
measurable for any µ ∈ P (BX∗).
(b) Given a probability space (Ω,Σ, µ) and a function f : Ω → Y , Pettis’
measurability theorem (see, e.g., [7, p. 42, Theorem 2]) states that f is
strongly µ-measurable if (and only if) it has µ-essentially separable range
and for every y∗ ∈ Y ∗ the composition y∗ ◦ f : Ω→ R is µ-measurable.
Lemma 6. Let T ∈ L(X∗, Y ) and µ ∈ P (BX∗). Let us consider the following
conditions:
(i) there is a sequence (Tn) in Fw∗(X
∗, Y ) such that ‖Tn(x
∗) − T (x∗)‖ → 0
for µ-a.e. x∗ ∈ BX∗ ;
(ii) T |BX∗ is strongly µ-measurable;
(iii) T |BX∗ has µ-essentially separable range.
Then (i)⇒(ii)⇒(iii). If X contains no subspace isomorphic to ℓ1, then (ii) and
(iii) are equivalent.
Proof. The implication (i)⇒(ii) follows from Lemma 5 and comment (a) above. As
we have already mentioned, (ii)⇒(iii) holds for arbitrary functions.
The fact that (iii)⇒(ii) if X contains no subspace isomorphic to ℓ1 is essentially
contained in [15, Example 2.4] and can be deduced as follows. For each y∗ ∈ Y ∗
we have y∗ ◦ T ∈ X∗∗ and so the non-containment of ℓ1 implies that y
∗ ◦ T |BX∗ is
µ-measurable, according to the result of Haydon [9] mentioned in the introduction
(cf., [17, Theorems 6.8 and 6.9] or [12, Corollary 4.19]). By Pettis’ measurability
theorem (see comment (b) above), T |BX∗ is strongly µ-measurable if (and only if)
it has µ-essentially separable range. 
2.2. The Bourgain property. This terminology refers to a kind of “controlled
oscillation” property invented by Bourgain [2] for families of real-valued functions
defined on a probability space. Riddle and Saab [14] used it to study certain aspects
of the Pettis integral theory of Banach space-valued functions (cf., [12, Chapter 4]
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and [5]). Here we will need an extension of the Bourgain property for families of
functions taking values in a metric space.
Given a probability space (Ω,Σ, µ), we write Σ+ := {A ∈ Σ : µ(A) > 0} and for
each A ∈ Σ+ we write Σ+A := {B ∈ Σ
+ : B ⊆ A}.
Definition 7. Let (Ω,Σ, µ) be a probability space, (M,d) be a metric space, and
H ⊆ MΩ be a family of functions from Ω to M . We say that H has the Bourgain
property with respect to µ if for each ε > 0 and each A ∈ Σ+ there is a finite set
B ⊆ Σ+A such that
min
B∈B
osc(h,B) ≤ ε for every h ∈ H,
where osc(h,B) := sup{d(h(ω), h(ω′)) : ω, ω′ ∈ B} is the oscillation of h on B.
We will need the following striking result of Bourgain, see [14, Theorem 11] (cf.,
[12, Proposition 4.13]). The original statement deals with real-valued functions but
the proof can be adapted straightforwardly to the case of functions with values in
a metric space (and so we omit it).
Theorem 8 (Bourgain). Let (Ω,Σ, µ) be a probability space, (M,d) be a metric
space, H ⊆ MΩ be a family having the Bourgain property with respect to µ, and
g ∈ MΩ. If g belongs to the Tp-closure of H, then there is a sequence (hn) in H
such that
d(hn(ω), g(ω))→ 0 for µ-a.e. ω ∈ Ω.
Given a compact topological space K, we denote by C(K) the Banach space
of all real-valued continuous functions on K, equipped with the supremum norm.
It is known that for a norm-bounded set H ⊆ C(K) the following statements are
equivalent:
(i) H has the Bourgain property with respect to any Radon probability on K;
(ii) H contains no sequence equivalent to the usual unit basis of ℓ1.
Indeed, a proof of (ii)⇒(i) can be found, e.g., in [12, Proposition 4.15]. On the
other hand, (i) ensures that every g ∈ RK belonging to the Tp-closure of H is µ-
measurable for any Radon probability µ on K, thanks to Theorem 8; this condition
is equivalent to (ii) (see, e.g., [17, Theorem 3.11]).
The following lemma is an application of the equivalence (i)⇔(ii) above.
Lemma 9. Suppose that X contains no subspace isomorphic to ℓ1 and that Y is
finite dimensional. Then
{T |BX∗ : T ∈ Fw∗(X
∗, Y ), ‖T ‖ ≤ 1} ⊆ Y BX∗
has the Bourgain property with respect to any µ ∈ P (BX∗).
For the proof of Lemma 9 we need an elementary observation:
Sublemma 10. Let (Ω,Σ, µ) be a probability space, (M,d) be a metric space, and
H1, . . . ,Hp ⊆ M
Ω be a finite collection of families having the Bourgain property
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with respect to µ. Then for each ε > 0 and each A ∈ Σ+ there is a finite set
B ⊆ Σ+A such that
min
B∈B
max
i=1,...,p
osc(hi, B) ≤ ε for every (h1, . . . , hp) ∈
p∏
i=1
Hi.
Proof. We proceed by induction on p. The case p = 1 is obvious. Suppose that
p > 1 and that the statement holds for p− 1 families. Fix ε > 0 and A ∈ Σ+. By
the inductive hypothesis, there is a finite set C ⊆ Σ+A such that
min
C∈C
max
i=1,...,p−1
osc(hi, C) ≤ ε for every (h1, . . . , hp−1) ∈
p−1∏
i=1
Hi.
Since Hp has the Bourgain property with respect to µ, for each C ∈ C there is a
finite set BC ⊆ Σ
+
C such that
min
B∈BC
osc(hp, B) ≤ ε for every hp ∈ Hp.
It is clear that the set B :=
⋃
C∈C BC satisfies the required property. 
Proof of Lemma 9. The case Y = {0} is obvious. Suppose that Y has dimen-
sion p ≥ 1 and let {y1, . . . , yp} be a basis of Y with biorthogonal functionals
{y∗1 , . . . , y
∗
p} ⊆ Y
∗.
Fix i ∈ {1, . . . , p}. For each T ∈ Fw∗(X
∗, Y ) the composition y∗i ◦ T ∈ X
∗∗ is
w∗-continuous, hence it belongs to X . Bearing in mind the canonical isometric em-
bedding of X into C(BX∗ , w
∗) and the fact that X contains no subspace isomorphic
to ℓ1, it follows that
Hi := {y
∗
i ◦ T |BX∗ : T ∈ Fw∗(X
∗, Y ), ‖T ‖ ≤ 1}
is a norm-bounded subset of C(BX∗ , w
∗) containing no sequence equivalent to the
usual unit basis of ℓ1. According to the comments preceding Lemma 9, Hi has the
Bourgain property with respect to any µ ∈ P (BX∗).
Set α :=
∑p
i=1 ‖yi‖. Observe that for each function h : BX∗ → Y and each
B ⊆ BX∗ we have
(4) osc(h,B) = sup
x∗
1
,x∗
2
∈B
∥∥∥
p∑
i=1
(
y∗i (h(x
∗
1))− y
∗
i (h(x
∗
2))
)
yi
∥∥∥
≤ sup
x∗
1
,x∗
2
∈B
α · max
i=1,...,p
∣∣y∗i (h(x∗1))− y∗i (h(x∗2))
∣∣ ≤ α · max
i=1,...,p
osc(y∗i ◦ h,B).
Write Σ := Borel(BX∗ , w
∗) and fix µ ∈ P (BX∗). By Sublemma 10 applied to the
families H1, . . . ,Hp, for each ε > 0 and each A ∈ Σ
+ there is a finite set B ⊆ Σ+A
such that
min
B∈B
osc(T |BX∗ , B)
(4)
≤ α · min
B∈B
max
i=1,...,p
osc(y∗i ◦ T |BX∗ , B) ≤ α · ε
for every T ∈ Fw∗(X
∗, Y ) with ‖T ‖ ≤ 1. This shows that
{T |BX∗ : T ∈ Fw∗(X
∗, Y ), ‖T ‖ ≤ 1}
has the Bourgain property with respect to µ. 
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2.3. Proof of Theorem 2. A key point in the argument will be the existence
(under certain assumptions) of a suitable isometric embedding of L(X∗, Y ) into
the bidual of a Banach space, in such a way that the restriction of the w∗-topology
to L(X∗, Y ) coincides with the so-called weak operator topology.
Definition 11. Given two Banach spaces E and F , we denote by L(E,F ) the
Banach space of all operators from E to F , equipped with the operator norm.
The strong operator topology –SOT– (resp., weak operator topology –WOT–) on
L(E,F ) is the locally convex topology for which the sets
{T ∈ L(E,F ) : ‖T (e)‖ < ε} where e ∈ E and ε > 0
(resp., {T ∈ L(E,F ) : |〈T (e), f∗〉| < ε} where e ∈ E, f∗ ∈ F ∗ and ε > 0)
are a subbasis of open neighborhoods of 0. Therefore, a net (Tα) in L(E,F ) is SOT-
convergent (resp., WOT-convergent) to T ∈ L(E,F ) if and only if Tα(e) → T (e)
in norm (resp., weakly) for every e ∈ E.
If F = Z∗ for a Banach space Z, then the weak∗ operator topology –W∗OT– on
L(E,F ) is the locally convex topology for which the sets
{T ∈ L(E,F ) : |〈T (e), z〉| < ε} where e ∈ E, z ∈ Z and ε > 0
are a subbasis of open neighborhoods of 0. Therefore, in this case a net (Tα) in
L(E,F ) is W∗OT-convergent to T ∈ L(E,F ) if and only if Tα(e) → T (e) in the
weak∗-topology for every e ∈ E.
Lemma 12. Suppose that Y is Asplund and that Y ∗ has the approximation prop-
erty. Let Z := X⊗ˆεY be the injective tensor product of X and Y . Then there is
an isometric isomorphism Φ : L(X∗, Y ∗∗)→ Z∗∗ such that
(i) Z is the norm-closure of Φ(Fw∗(X
∗, Y )) and so
Φ−1(BZ) = {T ∈ Fw∗(X∗, Y ) : ‖T ‖ ≤ 1}
norm
;
(ii) Φ is a W ∗OT -to-w∗ homeomorphism on norm-bounded sets.
Proof. Let X∗⊗ˆpiY
∗ be the projective tensor product of X∗ and Y ∗. Then there is
an isometric isomorphism η : L(X∗, Y ∗∗)→ (X∗⊗ˆpiY
∗)∗ such that
〈η(T ), x∗ ⊗ y∗〉 = 〈T (x∗), y∗〉
for every T ∈ L(X∗, Y ∗∗), x∗ ∈ X∗ and y∗ ∈ Y ∗; see, e.g., [8, Proposition 16.16]
(this does not require the additional assumptions on Y ). On the other hand, since
Y is Asplund and Y ∗ has the approximation property, there is an isometric isomor-
phism ξ : X∗⊗ˆpiY
∗ → Z∗ such that
〈ξ(x∗ ⊗ y∗), x⊗ y〉 = x∗(x)y∗(y)
for every x ∈ X , y ∈ Y , x∗ ∈ X∗ and y∗ ∈ Y ∗ (see, e.g., [8, Theorem 16.40]). Now,
it is routine to check that Φ := (ξ−1)∗ ◦ η satisfies the required properties. 
We are now ready to prove a particular case of Theorem 2 dealing with finite
rank operators.
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Lemma 13. Suppose that X contains no subspace isomorphic to ℓ1. If an operator
T ∈ L(X∗, Y ) has finite rank, then for each µ ∈ P (BX∗) there is a sequence (Tn)
in Fw∗(X
∗, Y ) such that
‖Tn(x
∗)− T (x∗)‖ → 0 for µ-a.e. x∗ ∈ BX∗
and ‖Tn‖ ≤ ‖T ‖ for every n ∈ N.
Proof. Clearly, we can assume without loss of generality that ‖T ‖ = 1 and that Y
is finite dimensional, hence W∗OT=SOT on L(X∗, Y ∗∗) = L(X∗, Y ). Let Z and Φ
be as in Lemma 12. By Goldstine’s theorem, BZ is w
∗-dense in BZ∗∗ and so
(5) Φ−1(BZ)
SOT
= BL(X∗,Y ).
On the other hand, the set Γ := {S ∈ Fw∗(X
∗, Y ) : ‖S‖ ≤ 1} satisfies
(6) Φ−1(BZ) = Γ
norm
.
Bearing in mind that BL(X∗,Y ) is SOT-closed and that the norm topology is finer
than SOT, from equalities (5) and (6) we get
Γ
SOT
= BL(X∗,Y ).
Therefore
(7) T |BX∗ ∈ {S|BX∗ : S ∈ Γ}
Tp
⊆ Y BX∗ .
On the other hand, Lemma 9 ensures that {S|BX∗ : S ∈ Γ} ⊆ Y
BX∗ has the
Bourgain property with respect to µ. From (7) and Theorem 8 it follows that there
is a sequence (Tn) in Γ such that ‖Tn(x
∗)− T (x∗)‖ → 0 for µ-a.e. x∗ ∈ BX∗ . 
Theorem 2 will be a consequence of the following result.
Theorem 14. Suppose that X contains no subspace isomorphic to ℓ1 and that Y
has the approximation property. Let T ∈ L(X∗, Y ) and µ ∈ P (BX∗). If T |BX∗ is
strongly µ-measurable, then there is a sequence (Tn) in Fw∗(X
∗, Y ) such that
‖Tn(x
∗)− T (x∗)‖ → 0 for µ-a.e. x∗ ∈ BX∗.
If Y has the λ-bounded approximation property for some λ ≥ 1, then the sequence
can be chosen in such a way that ‖Tn‖ ≤ λ‖T ‖ for all n ∈ N.
Proof. Fix n ∈ N. Since T |BX∗ is strongly µ-measurable, we can apply Lemma 4 to
find Bn ∈ Borel(BX∗ , w
∗) such that µ(Bn) ≥ 1−2
−n and T (Bn) is relatively norm-
compact. Since Y has the approximation property, there is a finite rank operator
Ln : Y → Y such that
(8) sup
x∗∈Bn
‖Ln(T (x
∗))− T (x∗)‖ ≤
1
n
.
Now, Lemma 13 applied to the finite rank operator Ln ◦ T ∈ L(X
∗, Y ) ensures the
existence of a sequence (Sk,n)k∈N in Fw∗(X
∗, Y ) such that
lim
k→∞
‖Sk,n(x
∗)− Ln(T (x
∗))‖ = 0 for µ-a.e. x∗ ∈ BX∗
and ‖Sk,n‖ ≤ ‖Ln ◦ T ‖ ≤ ‖Ln‖‖T ‖ for all k ∈ N.
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Define
B :=
⋃
n∈N
⋂
m≥n
Bm ∈ Borel(BX∗w
∗).
Then µ(B) = 1 and ‖Ln(T (x
∗))−T (x∗)‖ → 0 as n→∞ for every x∗ ∈ B (by (8)).
Finally, we can use Lemma 5 to obtain a sequence (kn) in N such that the operators
Tn := Skn,n satisfy the required property.
If in addition Y has the λ-bounded approximation property for some λ ≥ 1, then
we can assume that ‖Ln‖ ≤ λ and so ‖Tn‖ ≤ λ‖T ‖ for all n ∈ N. 
Proof of Theorem 2. By Theorem 14 it suffices to check that T |BX∗ is strongly µ-
measurable. In case (ii) this follows from Lemma 6. As to case (i), if X is Asplund,
then the identity function i : (BX∗ , w
∗)→ X∗ is strongly µ-measurable, according
to a result of Schwartz (see, e.g., [3, Corollary 7.8.7(a)] or [8, Theorem 16.28]).
Therefore, T |BX∗ = T ◦ i is strongly µ-measurable as well. 
2.4. Further results. Recall that a Banach space is said to have the metric ap-
proximation property if it has the 1-bounded approximation property.
The following example shows that the conclusion of Theorems 2 and 14 can fail
for arbitrary operators if X is not Asplund.
Example 15. Let JT be the James tree space. Then JT is separable, it does not
contain subspaces isomorphic to ℓ1 and JT
∗ is not separable. Moreover:
(i) The bidual JT ∗∗ has the metric approximation property, see [4, Corol-
lary 4.20]. Therefore, JT ∗ has the metric approximation property as well
(see, e.g., [7, p. 244, Corollary 9]).
(ii) Since JT is not Asplund, there is some µ ∈ P (BJT∗) for which the identity
map (BJT∗ , w
∗) → JT ∗ is not strongly µ-measurable (see, e.g., [3, Corol-
lary 7.8.7(a)]). Hence there is no sequence (Tn) in Fw∗(JT
∗, JT ∗) such
that ‖Tn(x
∗)− x∗‖ → 0 for µ-a.e. x∗ ∈ BJT∗ (see Lemma 6).
It is known that the dual of an Asplund space has the metric approximation prop-
erty if and only if it has the approximation property (see, e.g., [8, Theorem 16.66]).
Therefore, Theorem 2 applied to the identity operator on X∗ yields the following:
Corollary 16. Suppose that X is Asplund and that X∗ has the approximation
property. Let µ ∈ P (BX∗). Then:
(i) there is a sequence Sn ∈ Fw∗(X
∗, X∗) such that ‖Sn(x
∗) − x∗‖ → 0 for
µ-a.e. x∗ ∈ BX∗ and ‖Sn‖ ≤ 1 for all n ∈ N;
(ii) for each T ∈ L(X∗, Y ), the sequence Tn := T ◦ Sn ∈ Fw∗(X
∗, Y ) satisfies
‖Tn(x
∗)− T (x∗)‖ → 0 for µ-a.e. x∗ ∈ BX∗ and ‖Tn‖ ≤ ‖T ‖ for all n ∈ N.
By arguing as in the introduction when we showed that Theorem 2 implies
Theorem 1, we get the following corollary. This result is due to Mercourakis and
Stamati except for the norm inequalities, see [11, Proposition 2.18].
Corollary 17. Suppose that X∗ is separable and has the approximation property.
Then:
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(i) there is a sequence Sn ∈ Fw∗(X
∗, X∗) such that ‖Sn(x
∗) − x∗‖ → 0 for
every x∗ ∈ X∗ and ‖Sn‖ ≤ 1 for all n ∈ N;
(ii) for each T ∈ L(X∗, Y ), the sequence Tn := T ◦ Sn ∈ Fw∗(X
∗, Y ) satisfies
‖Tn(x
∗)− T (x∗)‖ → 0 for every x∗ ∈ X∗ and ‖Tn‖ ≤ ‖T ‖ for all n ∈ N.
We finish the paper with a result in the spirit of Theorem 1 but considering
convergence with respect to the weak topology. It applies to the example given in
[11, Theorem 2.30].
Theorem 18. Suppose that X is separable and does not contain subspaces iso-
morphic to ℓ1, and that Y
∗ is separable and has the approximation property. Let
T ∈ L(X∗, Y ). Then there is a sequence (Tn) in Fw∗(X
∗, Y ) which WOT-converges
to T such that ‖Tn‖ ≤ ‖T ‖ for all n ∈ N.
Proof. Since X contains no subspace isomorphic to ℓ1 and Y is Asplund, their injec-
tive tensor product Z := X⊗ˆεY contains no subspace isomorphic to ℓ1, according
to a result by Rosenthal (see [16, Corollary 4]). Since X and Y are separable,
so is Z. Thus, by the Odell-Rosenthal theorem [13] (cf., [17, Theorem 4.1]), BZ
is w∗-sequentially dense in BZ∗∗ . Bearing in mind Lemma 12, we conclude that
{S ∈ Fw∗(X
∗, Y ) : ‖S‖ ≤ 1} is W∗OT-sequentially dense in BL(X∗,Y ∗∗).
Therefore, for a given T ∈ L(X∗, Y ), there is a sequence (Tn) in Fw∗(X
∗, Y )
which WOT-converges to T such that ‖Tn‖ ≤ ‖T ‖ for all n ∈ N. 
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