Estudio de canal para sistemas Ultra Wide Band by Martínez García, Andrés


 
Estudio de canal para 
sistemas Ultra Wide Band 
 
Proyecto Final de Carrera 
 
Andrés Martínez García 
 
 
 
 
 
Director de proyecto: Sebastián Blanch Boris 
 
Barcelona, Julio 2010 
 
Estudio de canal para sistemas Ultra Wide Band     
 
Estudio de canal para sistemas Ultra Wide Band     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A  todas y cada una de esas personas que han hecho que esto haya sido posible 
Andrés 
 
 
 
“Como no tenemos nada más precioso que el tiempo 
 no hay mayor generosidad que perderlo sin tenerlo en cuenta” 
Estudio de canal para sistemas Ultra Wide Band     
 
Estudio de canal para sistemas Ultra Wide Band     
 
ÍNDICE 
Página   
 
LISTA DE FIGURAS       1 
 
LISTA DE TABLAS       4 
 
LISTA DE ABREVIATURAS      5 
 
CAPÍTULO 1.  INTRODUCCIÓN     7 
1.1. Definición UWB y normativas    8 
1.2. Campos de aplicación y capacidades del sistema  13 
1.3. Objetivos del proyecto     15 
 
CAPÍTULO 2.  SISTEMAS UWB     19 
2.1. Generalidades       20 
2.2. Ecuación de transmisión. Dominio frecuencial  23 
2.2.1. Propagación en espacio libre     23 
2.2.2. Propagación con una única reflexión    25 
2.3. Función de transferencia. Dominio temporal  27 
2.4. Señales UWB       28 
2.4.1. Dominio temporal      29 
2.4.1.1. Tipos de pulsos usados    31 
2.4.2. Dominio frecuencial      35 
2.5. Conceptos básicos sobre antenas UWB   36 
 
 
Estudio de canal para sistemas Ultra Wide Band     
 
CAPÍTULO 3. MODELADO DE CANAL    41 
3.1. Modelos de canal y técnicas de medida canales UWB 42 
3.1.1. Introducción       42 
3.1.2. Entornos multicamino     44 
3.1.3. Técnicas de medida en el dominio temporal   45 
3.1.4. Técnicas de medida en el dominio frecuencial  50 
3.2. Parámetros básicos      55 
3.2.1.  Respuesta impulsional/ Power Delay Profile  55 
3.2.2. Tiempos de llegada      58 
3.2.3. Path-loss       60 
3.3. Modelo de canal estocástico IEEE802.15.3ª   61 
3.3.1. Modelo Saleh-Valenzuela     61 
3.3.2. Realizaciones del modelo     66 
3.4. Medidas en el laboratorio     70 
3.4.1. Entorno de medidas      71 
3.4.2. Sistema de medida      72   
3.4.3. Cálculo de parámetros y resultados    82 
 
CAPÍTULO 4. REDES DE SENSORES UWB    97 
4.1. Introducción       98 
4.2. Algoritmos de procesado     100 
4.2.1. Dominio temporal: tiempos de llegada y elipses  100 
4.2.2. Dominio frecuencial: Campos dispersados   105 
4.3. Sensor Network 2D      108 
4.3.1. Sistema de medida      108 
4.3.2. Simulaciones       112 
4.3.3. Reconstrucción de objetos     122 
 
CAPÍTULO 5. CONCLUSIONES      127 
ANEXO A         131 
ANEXO B         137 
Estudio de canal para sistemas Ultra Wide Band    - 1 - 
 
LISTA DE FIGURAS 
 
FIGURA 1.1.   Espectros comunicaciones 
FIGURA 1.2.   Modulación con portadora y transmisión de pulsos 
FIGURA 1.3.    Definiciones frecuenciales FCC 
FIGURA 1.4.   Máscaras emisión UWB indoor 
FIGURA 1.5.   Aplicaciones UWB 
 
 
FIGURA 2.1.   Radio canal 
FIGURA 2.2.   Pulsos y espectro sistemas UWB 
FIGURA 2.3.   Compartición espectro mediante subbandas 
FIGURA 2.4.  Sistema transmisión espacio libre 
FIGURA 2.5.   Propagación con una única reflexión 
FIGURA 2.6.   Comparación pérdidas por propagación 
FIGURA 2.7.   Anchura de pulso y ancho de banda 
FIGURA 2.8.   Cruces por cero del pulso y frecuencia central 
FIGURA 2.9.  Modulaciones sistemas UWB 
FIGURA 2.10.  Pulso gaussiano 
FIGURA 2.11.  Pulso gaussiano y espectro frecuencial 
FIGURA 2.12.  Primera derivada pulso gaussiano y espectro frecuencial 
FIGURA 2.13. Segunda derivada pulso gaussiano y espectro frecuencial 
FIGURA 2.14. Multi-Carrier UWB 
FIGURA 2.15. Función transferencia antena UWB dominio frecuencial 
FIGURA 2.16. Función transferencia antena UWB dominio temporal. 
FIGURA 2.17. Pulso inyectado sistema UWB 
FIGURA 2.18. Pulso radiado sistema UWB 
FIGURA 2.19. Antenas UWB 
 
 
Estudio de canal para sistemas Ultra Wide Band    - 2 - 
 
FIGURA 3.1.  Entornos multicamino 
FIGURA 3.2.   Sistema de medida canal UWB dominio temporal 
FIGURA 3.3.   Sistema de medida canal UWB dominio temporal con trigger 
FIGURA 3.4.  Sistema de medida canal UWB dominio temporal con generador 
de disparo 
FIGURA 3.5.   Sistema de calibración temporal canal UWB 
FIGURA 3.6.   Sistema de medida canal UWB dominio frecuencial 
FIGURA 3.7.   Medida canal con analizador de redes 
FIGURA 3.8.   Parámetros S 
FIGURA 3.9.   Traza frecuencial calibración medidas reales 
FIGURA 3.10.  Respuesta temporal calibración medidas reales 
FIGURA 3.11.  Traza frecuencial medida LOS 
FIGURA 3.12.  Traza frecuencial medida NLOS 
FIGURA 3.13.  Traza temporal  medida LOS 
FIGURA 3.14.  Traza temporal  medida NLOS 
FIGURA 3.15.  PDP situaciones LOS y NLOS 
FIGURA 3.16.  Parámetros temporales 
FIGURA 3.17.  Parámetros temporales modelo SV 
FIGURA 3.18.  Average Power Decay Profile (SV-1, SV-2, SV-3, SV-4) 
FIGURA 3.19.  Respuestas impulsionales (SV-1, SV-2, SV-3, SV-4) 
FIGURA 3.20.  RMS Delay (SV-1, SV-2, SV-3, SV-4) 
FIGURA 3.21.  Plano sótano edificio D3 
FIGURA 3.22.  Laboratorio y pasillo sótano edificio D3 
FIGURA 3.23.  Sistema de medida de canal UWB 
FIGURA 3.24.  Bus GPIB y RS-232 
FIGURA 3.25.  Motor lineal 
FIGURA 3.26.  Esquema medidas en laboratorio y pasillo 
FIGURA 3.27. Configuración de las diferentes medidas en el pasillo 
FIGURA 3.28.  Antena UWB 50 céntimos 
FIGURA 3.29.  Antena UWB Meat Ball 
FIGURA 3.30.  Geometría compensación movimiento medidas laboratorio 
FIGURA 3.31.  Geometría compensación movimiento medidas pasillo 
 
 
Estudio de canal para sistemas Ultra Wide Band    - 3 - 
 
FIGURA 4.1.   Tiempos de llegada para múltiples reflexiones 
FIGURA 4.2.   Elipse para un transmisor y un receptor 
FIGURA 4.3.   Múltiples elipses para combinaciones transmisor-receptor 
FIGURA 4.4.   Celdas entorno medida 2D y 3D 
FIGURA 4.5.   Red de sensores con más de un transmisor y receptor 
FIGURA 4.6.   Sistema de medidas y sistema referencia sistema 2D 
FIGURA 4.6.   Esquema medida sistema 2D 
FIGURA 4.7.   Medida tres elementos iguales sistema 2D 
FIGURA 4.8.   Medida tres elementos diferentes sistema 2D 
FIGURA 4.9.   Ángulos medidas sistema 2D 
FIGURA 4.10.  Modelo diagrama radiación bocina Ridge 
FIGURA 4.11.  Diagrama radiación bocina Ridge extraído de medidas 2D 
FIGURA 4.12.  Posiciones de los scatterers con diferente coeficiente de reflexión 
FIGURA 4.13. Simulación método frecuencial sin efecto diagrama 
FIGURA 4.14.  Simulación método frecuencial con modelo de diagrama 
FIGURA 4.15.  Simulación método frecuencial con diagrama cámara anecóica 
FIGURA 4.16.  Simulación método temporal sin efecto diagrama 
FIGURA 4.17.  Simulación método temporal con modelo de diagrama 
FIGURA 4.18.  Simulación método temporal con diagrama cámara anecóica 
FIGURA 4.19.  Posiciones de scatterers con mismo coeficiente de reflexión 
FIGURA 4.20.  Simulación método temporal con modelo de diagrama 
FIGURA 4.21.  Localización objetos con umbral del 70% 
FIGURA 4.22.  Reconstrucción objetos mismas dimensiones situación 2D 
FIGURA 4.23.  Reconstrucción objetos diferentes dimensiones situación 2D 
 
 
 
 
Estudio de canal para sistemas Ultra Wide Band    - 4 - 
 
LISTA DE TABLAS 
 
TABLA 1.1.   Máscara frecuencial FCC 
TABLA 1.2.   Definiciones UWB FCC 
TABLA 1.3.   Máscara frecuencial europea 
 
TABLA 3.1.   Distribuciones Rayleigh y Lognormal 
TABLA 3.2.   Parámetros modelo SV 
TABLA 3.3.   Distancias antenas medidas pasillo 
TABLA 3.4.   Configuración parámetros medidas 
TABLA 3.5.   Limitaciones de las medidas 
TABLA 3.6.   Compensación movimiento medidas laboratorio 
TABLA 3.7.   Resultados medidas 
 
 
 
 
 
 
 
 
 
Estudio de canal para sistemas Ultra Wide Band    - 5 - 
 
ABREVIATURAS 
 
 
ADSL:  Asymetric Digital Subscriver Line 
BPSK:  Binary  Phase Shift Keying 
CEPT:  Conférence européenne des administrations des postes et des 
télécommunications (European Conference of Postal and 
Telecommunications administrations) 
DC:   Direct Current 
DSO:  Digital Sampling Oscilloscope 
DUT:   Device Under Test 
DVB:   Digital Terrestrial Televisión Broadcast 
EIRP:   Effective-Isotropic-Radiated-Power 
ETSI:   European Telecommunications Standards Institute 
FCC:   Federal Communications Commission 
GPIB:   General Purpose Interface Bus 
GPR:   Ground Penetrating Radar 
IEEE:   Institute of Electrical and Electronics Engineers 
I-UWB:  Impulse UWB 
LNA:   Low Noise Amplifier 
LOS:   Line of Sight 
MC-UWB:  Multi-Carrier UWB 
MIMO:  Multiple Input Multiple Output 
MPC:   Multipath Components 
NLOS:  Non-Line of Sight 
OFDM:  Orthogonal Frequency Division Multiplexing 
OOK:   On-Off Keying 
PAM:   Pulse Amplitude Modulation 
PAN:   Personal Area Network 
PDP:   Power Delay Profile 
PIRE:   Potencia Isotrópica Radiada Efectiva 
PNA:   Personal Network Analyzer 
PPM:   Pulse Position Modulation 
PSD:  Power Spectral Density 
Estudio de canal para sistemas Ultra Wide Band    - 6 - 
 
QPSK:  Quadrature Phase Shift Keying 
RDS:   RMS delay spread 
RMS:   Root Mean Square 
SISO:   Single Input Single Output 
SNR:   Signal to Noise Ratio 
SV:   Saleh-Valenzuela 
TF:   Transformada de Fourier 
UWB:   Ultra Wide Band 
VNA:   Vector Network Analyzer 
WIFI:   Wireless Fidelity 
WLAN:  Wireless local area network 
 
Estudio de canal para sistemas Ultra Wide Band    - 7 - 
 
 
 
 
 
 
 
 
 
 
CAPITULO 1 
Introducción 
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l uso de los sistemas de transmisión inalámbrica de banda ultra-ancha, 
traducción literal de UWB (Ultra Wide Band),  no es algo novedoso. Esta 
tecnología se basa en la teoría desarrollada por Hermann von Helmholtz en el siglo 
XIX; aunque sus aplicaciones actuales se remontan a algunas decenas de años (finales 
de los años 60), cuando ésta ya era utilizada, sobre todo con fines militares en EE.UU.  
 
Desde las primeras investigaciones aplicadas sobre el tema, ha pasado por varias 
denominaciones, como “carrier-free modulation”, “baseband modulation” o “impulse 
radio”, siendo el de “Ultra Wide Band” el último apelativo que se le ha asociado. 
 
Recientemente, a partir del año 2002, al ser publicadas por el FCC (Federal 
Communications Commision) [FCC 02] de EE.UU. unas nuevas reglas bajo las cuales 
los sistemas UWB podían ser usados para aplicaciones de comunicaciones de datos 
personales, estos sistemas despertaron un gran interés por parte de muchos colectivos, 
gracias sobre todo, a las altas capacidades que pueden obtenerse en la transmisión de 
datos de manera inalámbrica con dispositivos de bajo coste. Estos beneficios son 
factibles gracias al uso de un gran ancho de banda y una densidad espectral de potencia  
extremadamente baja, lo que nos permite compartir el espectro con otros sistemas, ya 
sean de banda ancha o de banda estrecha. 
 
FIGURA 1.1.  Espectros comunicaciones 
 
1.1. Definición UWB y normativas. 
 
Cuando hablamos de UWB hacemos referencia a una tecnología de transmisión 
vía radio basada en la transmisión de pulsos con unos tiempos de subida y bajada 
E
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extremadamente cortos (entre algunas decenas de picosegundos y pocos nanosegundos), 
con una energía relativamente baja. A diferencia de las primeras transmisiones 
inalámbricas en las que la comunicación se realizaba mediante una señal a una 
frecuencia concreta (portadora) donde se incorporaba una información (moduladora) y 
donde el ancho de banda era bastante reducido, la transmisión por pulsos se traduce en 
el dominio de la frecuencia en un espectro de gran ancho de banda. En la FIGURA 1.2  
podemos observar las diferencias tanto en el dominio temporal como en el frecuencial 
entre la modulación con portadora (a la izquierda) y la transmisión de pulsos (a la 
derecha), donde T es el periodo de la envolvente de la modulación con portadora y la 
anchura del pulso respectivamente. 
 
 
 
FIGURA 1.2.  Modulación con portadora y transmisión de pulsos 
 
En el año 2002, la Comisión Federal de Comunicaciones de EE.UU. propuso la 
definición de sistemas UWB como aquellos cuyo ancho de banda relativo fuera mayor a 
Estudio de canal para sistemas Ultra Wide Band    - 10 - 
 
0.25 o que presentará, como mínimo, un ancho de banda de 1.5GHz. Con las fórmulas 
propuestas por la comisión: 
 
500H LBW f f MHz= − ≥ , 
,
2
H L
C
f ff +=
 
2 0.25
2
H L H L
f
H Lc H L
f f f fBWB f ff f f+ +
− −
= = = ≥  
donde BW (Bandwidth) es el ancho de banda del sistema, Hf   es la frecuencia superior, 
10 dB por debajo del valor máximo de la densidad espectral de potencia: PSD (Power 
Spectral Density),  Lf  es la frecuencia inferior también 10 dB por debajo de éste valor 
(ver figura) y Cf  es la frecuencia central de transmisión, que se define como la media 
entre la frecuencia superior e inferior a -10 dB. 
FIGURA 1.3.  Definiciones frecuenciales FCC 
 
Gracias a este gran ancho de banda, y a las señales de baja potencia, los sistemas 
UWB presentan características tales como altas capacidades, gran número de usuarios 
simultáneos (al poder dividir todo el ancho de banda en diferentes subbandas), sistemas 
Lf HfCf
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resistentes al multicamino y a las interferencias destructivas y buena resolución 
temporal. 
 
Por otra parte, y también debido al gran ancho de banda que presentan los 
sistemas UWB, estos han de compartir el espectro frecuencial con muchos otros 
sistemas, los cuales pueden causar y/o sufrir interferencias. Por esta razón los diferentes 
organismos que regulan el espacio radioeléctrico han establecido unos límites de 
emisión para los sistemas UWB, con la intención de que sean compatibles con el resto 
de comunicaciones ya instauradas, aspecto que tendrán que considerar en gran medida 
los posibles fabricantes de dispositivos UWB. 
 
En EE.UU. el organismo encargado de la limitación de los sistemas UWB es el 
FCC, el cuál propuso una máscara espectral que fijaba los límites de emisión para los 
sistemas UWB de interior o de uso personal. Los valores establecidos podemos 
observarlos en la TABLA 1.1, donde se muestran los valores de PIRE (Potencia 
Isotrópica Radiada Efectiva) o EIRP (Effective Isotropic Radiated Power) en dBm/MHz 
para diferentes intervalos de frecuencia (en MHz): 
 
960-1610 1610-1990 1990-3100 3100-10600 >10600 
-75.3 -53.3 -51.3 -41.3 -51.3 
 
TABLA 1.1. Máscara frecuencial FCC 
 
A partir de estos datos y la definición de sistemas UWB dada por el FCC, se 
observa que las frecuencias y ancho de banda de los sistemas UWB destinados a 
comunicación de datos son los siguientes: 
 
Lf  3.1 GHz 
Hf  10.6 GHz 
Cf  6.85 GHz 
BW 7.5 GHz 
 
TABLA 1.2. Definiciones UWB FCC 
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La razón que justifica la poca potencia que se permite radiar en la banda 
comprendida entre los 0.96 GHz y los 1.61GHz se debe a la presión ejercida por 
distintos grupos de diferentes servicios, tales como la telefonía móvil, sistema de 
posicionamiento global (GPS) y aplicaciones militares. Por lo tanto, el límite de emisión 
en la banda de uso de los sistemas UWB destinados a comunicaciones (de 3.1 a 10.6 
GHz) se sitúa en -41.3 dBm. 
 
En el ámbito europeo hay 2 grupos que se encargan del estudio y regulación de 
la tecnología UWB: CEPT SE 24 (European Conference of Postal and 
Telecommunications Administrations Spectrum Engineering Committee 24) y ETSI 
TG31a (European Telecommunications Standards Institute). Las máscaras propuestas 
por estos organismos (en su borrador del informe, punto 2) podemos verlas en la 
TABLA 1.3, con los valores de PIRE en dBm y la frecuencia en GHz [ETSI 04]. 
 
F<3.1 3.1<f<10.6 f>10.6 
-51.3+87log(f/3.1) -41.3 -51.3+87log(10.6/f) 
 
TABLA 1.3. Máscara frecuencial europea 
 
FIGURA 1.4. Máscaras emisión UWB indoor 
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En la FIGURA 1.4 se muestran las máscaras espectrales impuestas por los 
organismos europeos y americanos para comunicaciones de uso personal. A pesar de 
que las limitaciones americana y europea discrepan en algunas bandas frecuenciales, en 
la banda de mayor interés (de 3.1 a 10.6 GHz) ambas coinciden, lo cual es un paso 
adelante para el futuro uso de dispositivos en ambas localizaciones geográficas. 
 
Por otra parte, diferentes países asiáticos entre los que se encuentran Japón, 
Corea, China, Singapur y Taiwán muestran especial interés en la tecnología UWB con 
una participación activa en las actividades del IEEE (Institute of Electrical and 
Electronics Engineers) en lo referente a esta tecnología. Un caso particular es Singapur, 
donde ya podemos encontrar licencias experimentales, si bien con unas máscaras más 
restrictivas que las especificaciones europeas o americanas (6dB por debajo). 
 
 
1.2. Campos de aplicación y capacidades del sistema. 
 
Los campos de aplicación de los sistemas UWB a diferencia de muchos otros 
sistemas de usos más restringidos, presenta una gran cantidad de campos donde puede 
ser utilizado. 
 
La tecnología que gira en torno a los sistemas UWB ha cambiado mucho en la 
historia reciente. En los últimos 20 años, UWB ha sido usado para aplicaciones 
orientadas al mundo militar, tales como localización y radar (gracias a la gran 
resolución temporal) y comunicaciones militares (gracias a las altas capacidades) entre 
otras. Aplicaciones no destinadas al mundo militar también son por ejemplo sistemas 
GPR  (Ground Penetrating Radar), aplicaciones de salvamento así como 
monitorización e imágenes médicas [ALLEN 04], [SIWIAK 04], [GHAVANI 04], 
[OPPERMANN 04]. 
 
A pesar de ello, las aplicaciones actuales de UWB están más encaradas al 
consumidor. Dentro de estas, nos encontramos sobretodo tres campos de gran 
importancia, en función del beneficio que se explota de los sistemas UWB, bien 
resolución temporal o bien ancho de banda. A partir de estas características, se abren 
Estudio de canal para sistemas Ultra Wide Band    - 14 - 
 
Sensor  
Netwoks 
Localización 
Multimedia 
APLICACIONES UWB 
tres vías para la comercialización de dispositivos UWB (algunas ya comentadas 
anteriormente). 
 
• Comunicaciones inalámbricas de alta velocidad (ver capítulo 2) como por 
ejemplo redes PAN (Personal Area Network) con la interconexión de 
diferentes dispositivos de uso personal (dispositivos de video, dispositivos de 
audio, impresoras,…) o redes WLAN para conexión a Internet o a otros 
ordenadores. 
 
• Sensor Networks (ver capítulo 4): donde a partir de diferentes nodos que 
extraen información pueden obtenerse datos sobre el entorno donde nos 
encontramos de cara a por ejemplo localización de objetos en una sala 
(Positioning o Location) o características físicas sobre un objeto desconocido 
(Imaging). 
 
• Sistemas de localización, donde se explota la gran resolución temporal que 
presentan los sistemas UWB, lo que permite un posicionamiento y una 
localización muy precisa. 
 
 
FIGURA 1.5. Aplicaciones UWB 
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Como ya se ha comentado, una de las principales ventajas que presentan los 
sistemas UWB destinados a la transmisión de datos (Multimedia en la FIGURA 1.5) 
son las altas capacidades que se obtienen. Una forma sencilla de justificar estas elevadas 
capacidades, es a partir de la ley de Shannon [1948], que nos da la capacidad máxima 
para canales de comunicaciones ideales con presencia de ruido blanco: 
 
( ) [ ]2log 1 /C BW SNR bits s= +  
 
2 1
4
CTX RX
n
F
PG GSNR
N kTB R
λ
pi
 
=  
 
 
 
donde C es la capacidad máxima teórica para el canal, BW es el ancho de banda del 
sistema y SNR la relación Señal-Ruido del mismo (Signal to Noise Ratio), definido 
también en la fórmula superior. 
 
Tal como podemos observar, la capacidad del sistema depende básicamente de 
la tecnología usada (ancho de banda, potencia emitida y ganancias de las antenas) y de 
las condiciones de propagación (ruido y distancia entre antenas). Por lo tanto, para 
aplicaciones de transmisión de datos en sistemas UWB (con gran ancho de banda y 
distancias relativamente cortas), las capacidades obtenidas serán muy elevadas.   
 
Los estándares fijan las capacidades de los sistemas UWB en función de la 
distancia entre transmisor y receptor entre los 100 y los 500 Mbps. Estos datos son entre 
100 y 500 veces la velocidad de las comunicaciones siguiendo el estándar Bluetooth, 
sobre 50 veces la velocidad del estándar WI-FI (802.11b) y unas 10 el 802.11ª para 
redes del tipo WLAN (Wireless Local Area Network). Así pues, se perfila como una 
muy buena alternativa a los sistemas de transmisión de datos inalámbricos actuales. 
 
1.3. Objetivos del proyecto 
 
Como hemos podido ver anteriormente en este capítulo, a pesar de que la 
tecnología UWB tiene unas décadas de antigüedad, su llegada al mercado de consumo 
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todavía no se ha producido. Son muchos los estudios que se están llevando a cabo sobre 
estos sistemas que tan buenas prestaciones parece que pueden ofrecernos. Una gran 
parte de estos estudios se basan en buscar un buen modelo de canal para entornos 
interiores y así poder trabajar en diseños más eficientes y de mejores prestaciones para 
los diferentes componentes de los sistemas UWB. 
 
Uno de los objetivos del proyecto es el estudio del canal UWB y sus 
características, así como las diferentes maneras en que los investigadores pueden 
realizar medidas de canal UWB para un posterior procesado de datos y modelado de 
canal, respaldado por unas medidas de laboratorio, las cuales serán comparadas con el 
modelo de canal UWB propuesto por el IEEE para comunicaciones de gran capacidad. 
 
Otro objetivo es la implementación de una aplicación UWB de Sensor Networks 
para localización de objetos en entornos reales, respaldada con simulaciones y 
reconstrucciones en 2D a partir de datos recogidos por un sistema de medidas en el 
laboratorio adjunto a la cámara anecóica de la Universitat Politécnica de Catalunya.  
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CANAL 
 
ara todos los sistemas de comunicaciones inalámbricas, nos encontramos 
con el radio canal, formado tanto por las antenas transmisoras y receptoras 
como por la propagación de las señales. Durante mucho tiempo, este tipo de canales han 
sido de banda estrecha, con las limitaciones en cuanto a capacidades y velocidades que 
esto conlleva. Con los permisos dados a UWB para la transmisión de datos, nos 
encontramos con un canal de gran capacidad, en el cuál, las tecnologías que se aplican 
todavía están en desarrollo. 
FIGURA 2.1. Radio canal 
 
 
En primer lugar, veremos las particularidades de los sistemas UWB respecto a 
otro tipo de sistemas de comunicación radio. Después, a partir del canal más básico de 
propagación, como es el espacio libre, iremos observando las diferencias que muestran 
los entornos donde se llevarán a cabo las comunicaciones de sistemas UWB 
(situaciones multicamino con múltiples reflexiones), tanto en el dominio frecuencial 
como en el temporal. También serán introducidas las señales usadas en estos sistemas y 
las características de las antenas usadas en transmisión y recepción, para poder 
aprovechar al máximo las características potenciales de este tipo de sistemas.  
 
 
2.1. Generalidades  
 
 
 Como ya se ha visto, los sistemas UWB presentan múltiples diferencias respecto 
a los sistemas de comunicación radio empleados hasta la actualidad, ya fueran de banda 
estrecha o de banda ancha. La principal característica de los sistemas de banda estrecha 
es que en el espectro radioeléctrico, como su propio nombre indica, ocupan un ancho de 
banda muy pequeño entorno a una frecuencia central. Debido a este hecho uno de los 
P
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factores limitantes de las aplicaciones que pueden ser usadas en este tipo de sistemas es 
el ancho de banda, y por lo tanto la capacidad para la transmisión de datos. De la misma 
manera, la resolución temporal y la velocidad de transmisión también es reducida en 
comparación con otros sistemas de mayor ancho de banda. 
 
 La idea principal de los sistemas UWB es la ocupación de un espectro 
frecuencial de varios GHz con una densidad espectral de potencia extremadamente baja 
lo cuál hace que su impacto en otros sistemas que ocupan el mismo espectro sea muy 
bajo. El funcionamiento de este tipo de sistemas, a diferencia de los sistemas de banda 
estrecha donde en el dominio temporal se modulan las señales mediante una portadora, 
se basa en la transmisión de pulsos con unos tiempos de subida y bajada 
extremadamente cortos (del orden de unas pocas décimas de nanosegundo). Estos 
pulsos tan estrechos, se traducen en el dominio frecuencial, por las propiedades de la 
Transformada de Fourier, en un espectro de gran ancho de banda, que se extiende 
prácticamente desde el rango de continua hasta varios GHz. Este hecho puede verse 
representado en la FIGURA 2.2. 
 
 
FIGURA 2.2. Pulsos y espectro sistemas UWB 
 
A diferencia de los espectros de los sistemas de banda ancha, como por ejemplo 
DSSS (Direct Sequence Spread Spectrum) o FHSS (Frequency Hopping Spread 
Spectrum), el espectro de las señales de los sistemas UWB es generado de manera 
directa a partir de la transmisión de los pulsos de corta duración, sin modulación 
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añadida de bit a partir de una secuencia externa (como por ejemplo el uso de códigos 
pseudoaleatorios). 
 
Con estos pulsos de tan corta duración, en entornos donde haya múltiples 
reflexiones de la señal transmitida (como veremos en capítulos posteriores), la señal 
directa es, en teoría, capaz de ser emitida y recibida antes de que la primera reflexión 
sea también captada por el sistema receptor. Como consecuencia, los sistemas UWB 
son apropiados para comunicaciones de alta velocidad, o aplicaciones móviles 
inalámbricas en entornos multicamino: oficinas, hogares,...  
 
Gracias a estas características que implican a los sistemas UWB, para 
aplicaciones con múltiples usuarios, pueden explotarse los dos dominios, tanto el 
frecuencial como el temporal. En el dominio frecuencial, y gracias al gran ancho de 
banda disponible, puede realizarse una compartición del espectro, mediante el uso de 
subbandas [OPPERMANN 04]. 
 
 
FIGURA 2.3. Compartición espectro mediante subbandas 
 
Por otra parte, gracias a la corta duración de los pulsos, protocolos de 
comunicaciones para múltiples usuarios como por ejemplo TDMA (Time Division 
Multiple Access) pueden ser fácilmente implementados para redes de paquetes con 
tráfico a ráfagas. 
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2.2. Ecuación de transmisión. Dominio frecuencial. 
 
2.2.1. Propagación en espacio libre. 
 
 
Para todo sistema de comunicaciones formado por un transmisor y un receptor, 
se establece un balance de potencia entre ambos. Le ecuación que rige esta transferencia 
de potencia es la llamada ecuación de transmisión. 
 
 Hay muchos modelos en la literatura que asumen antenas ideales que radian de 
manera isotrópica (tanto transmisoras como receptoras) y donde la potencia recibida es 
función de la frecuencia.   
 
 
FIGURA 2.4. Sistema transmisión espacio libre 
 
Para una situación como la de la FIGURA 2.4, en la que se establece una 
transmisión entre dos antenas separadas una distancia R, si nos encontramos en 
condiciones de propagación en el espacio libre la relación entre la potencia recibida y la 
transmitida por éstas es la que podemos ver en la ecuación de transmisión: 
 
2
4R T Tx Rx
P P D D
R
λ
pi
 
=  
 
 
 
 
donde TP es la  potencia transmitida, RP  la potencia recibida, TxD  y RxD la ganancia de las 
antenas transmisoras y receptoras respectivamente, R la distancia entre antenas y λ  la 
longitud de onda. 
R 
TxD RxD
ZL 
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El área efectiva de la antena RxA o TxA  se relaciona con la ganancia a partir de la 
siguiente relación: 
2
4
efD A
pi
λ=  
 
Como puede observarse en las expresiones anteriores, las fórmulas 
proporcionadas, son válidas cuando se trabaja a una única frecuencia, lo cual nos hace 
deducir que estas fórmulas no podrán ser usadas directamente en los canales UWB 
(como veremos en posteriores apartados) al presentar éste un gran ancho de banda. 
 
Por otra parte, es bien sabido que las antenas están diseñadas para funcionar en 
una frecuencia o un margen de frecuencias determinado, es decir, presentan un ancho de 
banda. A causa de esto, su respuesta no será la misma para todas las frecuencias y por lo 
tanto nos encontraremos con parámetros que se verán afectados con la frecuencia (ver 
apartado “Conceptos básicos sobre antenas UWB”). Además, el instrumental de medida 
así como el cableado tampoco presentarán un comportamiento plano en todo el ancho 
de banda por lo que sus efectos no podrán ser tampoco obviados. 
 
( )T TP P f→ , ( )G G f→ , ( )ef efA A f→  
 
Sería deseable que el producto )()( fGfP TT  fuera lo más plano posible en el 
ancho de banda de interés. Por lo tanto, una aproximación de primer orden es considerar 
una respuesta frecuencial plana para una antena isotrópica.  
 
A partir de este resultado, podemos observar que ya se pone de manifiesto la 
importancia que tiene el ancho de banda usado sobre la potencia recibida (teniendo en 
cuenta por otra parte, las consideraciones previas). 
 
A pesar de todo esto, los entornos donde nos encontraremos con los sistemas 
UWB nada tienen que ver con una propagación en el vacío, ya que se producirá en 
entornos interiores, donde no habrá un único camino directo entre transmisor y receptor, 
sino un multicamino muy intenso. La primera aproximación a este tipo de entornos, es 
la suposición de un rayo directo entre antena transmisora y receptora, acompañado de 
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otro producido por una única reflexión. Lo introducimos en el siguiente apartado, donde 
ya podrán observarse las diferencias entre entornos con y sin reflexiones. 
 
2.2.2. Propagación con una única reflexión 
 
Una evolución de la propagación en el espacio libre, es considerar una relación 
de potencias entre antena transmisora y receptora en un sistema de comunicaciones, en 
una situación LOS (Line Of Sight) en la que además, nos encontramos con una reflexión 
de la señal emitida, tal y como se muestra en la imagen. 
 
 
FIGURA 2.5. Propagación con una única reflexión 
 
Es fácil llegar a la expresión que nos muestra las pérdidas que se producen en 
esta circunstancia y con las consideraciones del apartado anterior (para una única 
frecuencia) [SATO 04]: 
 
12
2 210log 1 2 cos
4
lL
x
λ piγ γ φ
pi λ
−
  ∆    
= + + +     
      
 
 
donde x es la distancia entre las dos antenas, λ  la longitud de onda de la señal, 
exp( )jγ φ  el coeficiente de reflexión de la superficie en la que se produce la reflexión, 
y l∆ la diferencia entre los caminos recorridos por el rayo directo y el reflejado. Cuando 
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la distancia entre antenas es mucho mayor que las alturas de éstas ( ,T Rx h h>> ), puede 
aplicarse la siguiente relación: 
2 T Rh hl
x
∆ ≅
 
 
y también suponer una reflexión perfecta ( 1,γ φ pi= = ). 
 
En la siguiente imagen, podemos ver las diferencias que existen en las pérdidas 
por propagación entre el caso de transmisión directa en el vacío o con una única 
reflexión. Se ha calculado para las dos frecuencias extremo según las especificaciones 
del FCC (para alturas de antenas de 1 metro). 
FIGURA 2.6. Comparación pérdidas por propagación 
 
 
Como puede observarse, nos encontramos ya un cambio sustancial en el 
comportamiento de este parámetro con la presencia de una única reflexión. Es aquí 
cuando vemos la complejidad que tendrá un entorno real, donde no tendremos una única 
reflexión, sino multitud de ellas, y donde la gran parte de las aproximaciones y 
suposiciones, tanto de este modelo como del modelo de propagación en espacio libre no 
serán válidas. 
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2.3. Función de transferencia. Dominio temporal. 
 
 
Como hemos visto hasta ahora, a partir de la ecuación de transmisión y su 
derivación cuando tenemos dos rayos (uno directo y otro fruto de una reflexión), todos 
los cálculos son aplicables para una única frecuencia o un ancho de banda muy estrecho 
entorno a ésta, lo cual implica que las fórmulas mostradas sólo serán válidas para este 
margen frecuencial. Además, como también ha sido comentado, muchos de los 
parámetros que influyen en el cálculo presentan un comportamiento variable con la 
frecuencia, por lo que las suposiciones realizadas para los cálculos tampoco pueden 
considerarse siempre ciertas, ya que el resultado será función de la frecuencia. 
 
Otra forma de ver el canal de comunicaciones, es en el dominio temporal, donde 
también nos encontraremos con diferentes factores que influirán en el comportamiento 
global del sistema. Así pues, en un sistema de comunicaciones, como ya se ha hablado 
anteriormente, se establece una relación de potencias de la siguiente manera: 
 
* ( )* ( )* ( )* ( )R T T RV V h t h t h t f t=  
 
donde:    
• RV : señal captada por el receptor. 
• TV : señal emitida por el transmisor. 
• ( ), ( )T Rh t h t : funciones de transferencia de las antenas transmisora y 
receptora respectivamente. 
• ( )h t : función de transferencia o respuesta impulsional del canal. 
• ( )f t : otros efectos (cables, instrumental,...) 
 
Como ya veíamos en el dominio frecuencial, son muchos los factores que 
influyen en el resultado final de la transmisión. Finalmente, ha de ser el conjunto de 
todos ellos los que han de cumplir con las especificaciones y máscaras propuestas por 
los organismos reguladores para las comunicaciones UWB, por lo que será necesario un 
estudio por separado de cada uno de ellos. 
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Por lo tanto, a partir de las dos ecuaciones, tanto en el dominio frecuencial como 
en el dominio temporal: 
2
4R T Tx Rx
P P D D
R
λ
pi
 
=  
 
 
* ( )* ( )* ( )* ( )R T T RV V h t h t h t f t=  
 
vemos que hay tres factores principales que serán motivo de estudio para el correcto 
funcionamiento de los sistemas UWB: las señales transmitidas, las antenas usadas, y el 
comportamiento del canal. 
 
Los próximos apartados están destinados a introducir cada uno de estos factores, 
exceptuando el canal que será visto de manera más detallada en el capítulo 3. En primer 
lugar serán vistas las señales transmitidas, así como sus características temporales y 
frecuenciales para cumplir con las especificaciones y en segundo lugar las 
características que deberían presentar las antenas destinadas a sistemas UWB. 
 
 
2.4. Señales UWB 
 
 
En el mundo de las telecomunicaciones, a partir de las propiedades que presenta 
la transformada de Fourier, somos capaces de trabajar en dos dominios (el temporal y el 
frecuencial) con las señales radioeléctricas. Así pues, hay dos formas básicas de 
comunicaciones: la basada en la transmisión de pulsos de muy corta duración (dominio 
temporal) y la que explota el espectro de frecuencias, mediante el uso de múltiples 
portadoras simultáneas (dominio frecuencial). De aquí surgen dos tecnologías dentro de 
los sistemas UWB: I-UWB (Impulse UWB) basada en la transmisión de pulsos y      
MC-UWB (Multi-Carrier UWB) basada en la repartición del espectro en diferentes 
subbandas. Dentro de las técnicas de MC-UWB, la modulación de mayor importancia y 
por ello la más usada es la conocida OFDM (Orthogonal Frequency Division 
Multiplexing) ya usada en otras aplicaciones como ADSL (Asymetric Digital Subscriver 
Line) o DVB (Digital Terrestrial Televisión Broadcast). Cabe decir que se haga uso de 
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un tipo de tecnología o de la otra, siempre se han de seguir cumpliendo las 
especificaciones y máscaras impuestas por los organismos competentes. 
 
Tanto I-UWB (Impulse UWB) como MC-UWB (Multi-Carrier UWB) presentan 
una respecto a la otra beneficios y desventajas, que ya han sido debatidas ampliamente 
en la literatura y en los estándares.  A continuación se explican las señales en ambos 
casos [REED 05]. 
 
2.4.1. Dominio temporal 
 
I-UWB está basado en el envío de pulsos de muy corta duración (lo cual 
significa un gran ancho de banda) sin una portadora que los module. Así pues, la 
información se transmite mediante trenes de pulsos en banda base. De esta manera, la 
señal transmitida, con ausencia de los efectos del canal, puede representarse como: 
( ) ( ) ( )i f
i
s t A t p t iT
∞
=−∞
= −∑  
 
donde ( )iA t  es la amplitud del pulso transmitido, ( )p t el pulso recibido y fT el periodo 
de repetición de pulso. Por otra parte, como ocurre en muchas comunicaciones, este 
periodo de repetición no tiene porque ser igual a la duración del pulso, por lo que ciclo 
de trabajo (duty cicle) normalmente es menor al 100%. 
 
Por otra parte,  para cumplir con las regulaciones, el espectro de los pulsos ha de 
encontrarse dentro de las máscaras de emisión permitidas, y cumplir ambas limitaciones, 
tanto la frecuencial como la de potencia emitida, por lo que ha de ser controlada la 
frecuencia central, el ancho de banda de su espectro y la potencia de los mismos (más 
fácil de conseguir).  
 
Haciendo uso de las propiedades de la TF (Transformada de Fourier) puede 
comprobarse, que para un pulso dado, el ancho de banda de su espectro viene 
determinado por la anchura del puso transmitido (FIGURA 2.7), y que la frecuencia 
central del espectro se obtiene a partir de los cruces por cero que presenta la señal 
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(FIGURA 2.8). De esta manera modificando de manera controlada estos dos parámetros, 
pueden diseñarse pulsos de manera eficiente. 
 
 
 
 
FIGURA 2.7. Anchura de pulso y ancho de banda 
 
 
 
FIGURA 2.8. Cruces por cero del pulso y frecuencia central 
 
 
 
Por otra parte, dentro de todas las posibles modulaciones dentro del dominio 
temporal, al no obligar los organismos a ninguna de ellas en concreto, hay diferentes 
modulaciones básicas que están siendo empleadas de manera experimental y que se 
barajan para los futuros dispositivos. Las más utilizadas son:  
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a. OOK (On-Off Keying): codificamos 0 y 1 con la presencia o ausencia de 
señal.  
b. PAM (Pulse Amplitude Modulation): variamos la amplitud de la señal 
transmitida. 
c. BPSK (Binary  Phase Shift Keying): variamos la fase de la señal transmitida 
entre 0 y 180 grados. 
d. PPM (Pulse Position Modulation): variamos la posición de los pulsos en la 
secuencia transmitida. 
 
 
 
FIGURA 2.9. Modulaciones sistemas UWB 
 
2.4.1.1. Tipos de pulsos usados 
 
A pesar de que hay diferentes tipos de modulaciones que se barajan para los 
sistemas UWB, parece ser que a la hora de la elección del tipo de pulsos a usar hay más 
consenso y el pulso gaussiano es uno de los candidatos. 
 
  Debido al amplio ancho de banda, las antenas usadas en UWB han de ser 
optimizadas para un ancho espectro frecuencial, y la distorsión provocada en la forma 
del pulso por las antenas ha de ser considerada y minimizada. Por otra parte, para 
sistemas UWB, puede modelarse de manera aproximada para los próximos cálculos el 
efecto de las antenas como una derivada [SCHOLT 93] [SHENG 05]. Por lo tanto si un 
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pulso es inyectado en el puerto de entrada de una antena, a la salida de la misma, el 
pulso de salida se modela como la primera derivada del inyectado. Sea un pulso 
gaussiano donde σ  define la anchura del pulso, de la forma: 
 
En la FIGURA 2.10 tenemos una representación del pulso gaussiano, en función 
del parámetro σ , donde podemos observar la evolución del pulso en función de este 
valor. 
FIGURA 2.10. Pulso gaussiano 
 
A la salida de la antena transmisora tendremos 
 
2
(1)
23
( )( ) exp
22
x t At t
x t
t σpiσ
 ∂
= = − − ∂  
 
 
Debido a la misma propiedad derivativa de la antena receptora, el pulso a la 
salida de esta antena será: 
 
2 2 2
(2)
2 25 3
( ) 1( ) exp
22 2
x t t t
x t A
t σpiσ piσ
   ∂
= = − −   ∂    
 
 
 
A partir de la ecuación de un pulso gaussiano general, su n-ésima derivada y la 
de su Transformada de Fourier, pueden ser halladas de manera recursiva a partir de las 
siguientes expresiones: 
2
2( ) exp 22
A t
x t
σpiσ
 
= − 
 
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( )








−=
2
2
exp)2()(
2σpi
pi
ffjAfX nn  
 
La frecuencia central del espectro del pulso gaussiano, en la cual obtenemos el 
máximo valor de radiación, Cf , puede obtenerse derivando el valor absoluto de la 
expresión e igualándola a cero. Con esto obtenemos la siguiente relación: 
 
( )
0n
d X f
df =  nf M =σpi2  




−







=
2
exp)( nnAfX
n
Mn σ
 
 
 
Se define la densidad espectral de potencia normalizada PSD del pulso 
transmitido  (la cual presenta un valor de pico de 0 dB) como 
 
( )( )
)exp(
2exp)2(
)(
)(
ˆ)(~
22
2
2
nn
ff
fX
fXfS
n
n
Mn
n
t
−
−
==
σpiσpi
 
 
Si la n-ésima derivada del pulso gaussiano se considera como el pulso 
transmitido en el sistema UWB, la densidad espectral de potencia de la señal transmitida 
viene dada por: 
max( ) ( )ˆt tS f A S f= %  
 
Así pues, a partir de un pulso gaussiano, y eligiendo de manera adecuada los 
parámetros maxA (valor máximo de la PSD que el FCC permite para las aplicaciones 
UWB), n y σ  puede diseñarse un pulso que satisfaga las restricciones dadas por las 
máscaras espectrales de emisión.  
 
Por otra parte, la anchura de pulso, pT , viene definida como el intervalo en el 
cual está contenida el 99.99% de la energía del pulso. A partir de esta definición,  puede 
ser demostrado que σ7≈pT  para la primera derivada del pulso gaussiano. Podemos 
ver los tres tipos más usuales de pulsos en las siguientes imágenes: FIGURA 2.11, 
FIGURA 2.12 y FIGURA 2.13. 
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FIGURA 2.11. Pulso gaussiano y espectro frecuencial 
 
 
 
FIGURA 2.12. Primera derivada pulso gaussiano y espectro frecuencial 
 
 
 
FIGURA 2.13. Segunda derivada pulso gaussiano y espectro frecuencial 
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2.4.2. Dominio frecuencial 
 
 
En las soluciones multi-banda, el espectro disponible para las señales UWB se 
divide en un cierto número de subbandas. De esta manera en cada una de  estas señales 
que ocupan un ancho de banda determinado, pueden ser usadas las técnicas de las 
señales de banda estrecha. En las siguientes imágenes podemos observar la diferencia 
entre el uso convencional del espectro (mono-banda) o la propuesta para sistemas UWB 
(multi-banda). 
 
 
FIGURA 2.14. Multi-Carrier UWB 
 
 
La señal OFDM propuesta para sistemas MC-UWB divide el espectro disponible 
en subbandas con una anchura de 528 MHz cada una (lo cual supone en los 7.5 GHz de 
UWB un total de 14 sub-bandas). Cada canal de 528 MHz comprende 128 portadoras 
moduladas mediante QPSK (Quadrature Phase Shift Keying) con tonos OFDM. 
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2.5. Conceptos básicos sobre antenas UWB 
 
 
Como hemos podido observar en apartados anteriores, cuando hemos hablado de 
las antenas que forman parte del sistema de comunicaciones, ha sido tomada la premisa 
de un comportamiento ideal de éstas en la frecuencia o en el ancho de banda de interés. 
Por otra parte, viendo el canal desde el punto de vista temporal (ver apartado “Señales 
UWB”) las antenas, son las encargadas de la transmisión de los pulsos, que no son otra 
cosa que la información. En este aspecto, no se ha comentado nada, pero se ha supuesto 
que las antenas radiaban de manera también ideal en el dominio temporal, lo que puede 
ser entendido como que no modifican el pulso que se transmite, que no lo distorsionan. 
 
En general, los parámetros que caracterizan a las antenas son la impedancia de 
entrada, la eficiencia, la ganancia, el área efectiva, el diagrama de radiación y las 
propiedades de polarización (todos estos parámetros pueden encontrarse definidos en la 
bibliografía sobre antenas, por lo que aquí no serán ampliamente detallados).               
En aplicaciones de banda estrecha, estos parámetros pueden ser analizados para la 
frecuencia central de funcionamiento del sistema sin grandes problemas. Sin embargo, 
debido a la fuerte variación que sufren en relación a la frecuencia, es más difícil para 
sistemas de banda ancha, como es el caso de los sistemas UWB. 
 
La antena ideal para sistemas UWB es aquella capaz de recibir y transmitir en 
todo el rango de frecuencias con la misma fase relativa y ganancia. De esta manera, se 
eliminaría la dependencia de la ganancia de la antena con la frecuencia, por lo que al 
presentar un valor constante, ninguna frecuencia se encontraría discriminada y sería más 
sencillo cumplir con las máscaras de emisión impuestas. Esto significa que el 
comportamiento de la antena ha de ser estable en todo el ancho de banda, y presentar 
fase lineal para prevenir la distorsión. Sin embargo, una antena ideal no es factible, por 
lo que el sistema ha de ser tolerante con algunas imperfecciones. Además, esta 
distorsión, puede ser diferente para los diferentes ángulos de radiación.  
 
Por otra parte, para las antenas UWB, también ha de ser considerado el cambio 
que sufre el diagrama de radiación respecto a la frecuencia, ya que debido al gran ancho 
de banda de estos sistemas, el cambio puede ser sustancial, por lo que han de 
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conseguirse diagramas de radiación que presenten los mínimos cambios en todo el 
ancho de banda de interés. Una justificación para este hecho es que las máscaras de 
emisión establecen la densidad espectral de potencia para cualquier dirección. Esto 
implica que para antenas no isotrópicas, será necesaria una reducción de la potencia 
media, ya que habrá algunas direcciones que radiarán mayores potencias que otras.  
 
Otro de los puntos claves para la implementación de los sistemas UWB es el 
desarrollo de antenas con características no sólo óptimas en el dominio frecuencial sino 
también en el temporal. Como se ha visto en el apartado “Señales UWB-Dominio 
temporal”, los pulsos usados en los sistemas UWB que funcionan por impulsos, son de 
muy corta duración. Puesto que la información se transmitirá a través de estos pulsos, su 
forma ha de ser lo más limpia posible, y estar exenta de distorsiones que puedan 
alterarlo, por lo que el diseño de antenas con nula distorsión para los pulsos es un 
requerimiento básico para este tipo de sistemas. 
 
En las siguientes imágenes se muestra el efecto de una antena real sobre un 
pulso de entrada ideal. En la FIGURA 2.15 observamos la función de transferencia en la 
dirección de máxima radiación de una antena UWB: ( )H f . A continuación en la 
FIGURA 2.16 se muestra la respuesta de ésta en el dominio temporal: ( )h t . Si a la 
entrada de esta antena fuese inyectado el pulso mostrado en la FIGURA 2.17 ( ( )x t ), el 
pulso radiado sería el mostrado en la FIGURA 2.18 ( ( ) ( )* ( )y t x t h t= , donde * denota 
la operación de la convolución). Aquí podemos observar la distorsión causada por la 
antena. De esta manera vemos que el hecho de no poseer antenas ideales con funciones 
de transferencia planas en el dominio frecuencial, y por lo tanto, una Delta de Dirac en 
el dominio temporal por las propiedades de la Transformada de Fourier, ha de tenerse 
en cuenta. Además, habría que añadir al pulso radiado los efectos causados por el canal, 
por lo que el pulso recibido por el sistema receptor se parecerá poco al inyectado y al 
emitido. 
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FIGURA 2.15. Función transferencia antena UWB dominio frecuencial 
 
 
FIGURA 2.16. Función transferencia antena UWB dominio temporal. 
 
FIGURA 2.17. Pulso inyectado sistema UWB 
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FIGURA 2.18. Pulso radiado sistema UWB 
 
De esta manera, y a forma de resumen, debido al amplio ancho de banda, las 
antenas usadas en los sistemas UWB han de ser optimizadas para todo el ancho de 
banda del sistema, y la distorsión provocada en la forma del pulso ha de minimizarse 
todo lo que sea posible. También cabe destacar, que a sabiendas del tipo de entornos 
donde serán usados los sistemas UWB de comunicaciones, el tamaño de los dispositivos 
también presenta relativa importancia. Es por esta razón que el diseño de antenas de 
pequeñas dimensiones también presenta un punto crítico. Para profundizar en este 
apartado, puede hacerse uso de la bibliografía [WIESBECK 05], así como de 
[MONSALVE 06] 
 
Algunas de las antenas UWB más típicas son la antena Vivaldi (imagen 
izquierda), las bocinas de banda ancha (imagen central), las antenas logoperiódicas 
(imagen derecha), antenas espirales de 4 brazos, monocono, bow-tie,...  
 
 
 
 
 
 
 
 
FIGURA 2.19. Antenas UWB 
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CAPITULO 3 
Modelado de Canal 
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omo ha sido comentado con anterioridad, uno de los puntos claves es el 
modelado del canal UWB de manera correcta. Lo que se pretende es llegar 
a encontrar aquellos parámetros que nos ofrecen una caracterización lo más precisa 
posible del canal con el que estamos trabajando y nos permiten describir el 
comportamiento del mismo, de cara a poder realizar diseños más precisos de los 
dispositivos para este tipo de sistemas así como estimaciones sobre las capacidades 
alcanzables.  
 
Es por ello que en este apartado, en primer lugar veremos una visión global de 
los modelos de canal y los sistemas de medida para canales UWB, ya que al presentar 
estos unas características muy particulares, es necesario el uso de dispositivos especiales 
y una configuración adecuada de los mismos, para ser capaces de extraer del canal los 
datos de manera satisfactoria y obtener modelos de canal que describan de manera 
correcta el comportamiento de las señales transmitidas en entornos reales. A 
continuación serán mostrados los parámetros que esperan obtenerse o caracterizarse a 
partir de los datos recogidos en las campañas de medida que se realizan. En tercer lugar 
mostraremos el modelo de canal aceptado por el IEEE (IEEE802.15.3a) basado en las 
medidas originales de Saleh-Valenzuela. También se mostrará de manera detallada el 
sistema usado para llevar a cabo las medidas en los laboratorios de la ETSETB, así 
como los resultados de las mismas. Finalmente, estas medidas serán comparadas con el 
modelo propuesto por el IEEE, de cara a observar cuan bueno y preciso es éste. 
 
3.1. Modelos de canal y técnicas de medida canales 
UWB 
 
3.1.1. Introducción 
En todos los sistemas de comunicaciones inalámbricas, una caracterización y 
modelado preciso del radio canal es necesario para cualquier actividad de diseño y 
simulación de sistemas de comunicaciones. Para ello, han de realizarse campañas de 
medida con el objetivo de recolectar datos del canal, que nos permitan a partir de un 
C
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procesado de los datos determinar las características y el comportamiento del canal, que 
podremos ver reflejadas en su respuesta impulsional.  
A la hora de la caracterización de canales, nos encontramos básicamente con dos 
tipos de métodos: determinísticos y estadísticos. Cuando el canal se encuentra afectado 
por factores desconocidos y/o aleatorios, una predicción exacta del mismo mediante 
modelos determinísticos no será posible. Por otra parte, como ya se ha comentado 
anteriormente, UWB está pensado especialmente para entornos interiores, y el canal se 
verá afectado por el multicamino, por lo que, los modelos que puedan elaborarse de 
canal UWB serán estadísticos. Éstos, a partir de medidas en este tipo de entornos (como 
pueden ser habitaciones, oficinas, laboratorios, etc), realizadas en situaciones LOS y 
NLOS nos ofrecerán un modelo que describirá el comportamiento del canal dentro de 
un intervalo de confianza.  
Una de las ventajas de este método es que tanto el sistema como los parámetros 
del canal que afectan a la propagación de las señales UWB se tienen en cuenta, sin 
realizar ninguna presunción sobre ninguno de ellos. De todas maneras, también presenta 
desventajas, tales como el consumo de tiempo, la limitación producida por las 
características del equipamiento de medida (sensibilidad, ancho de banda, 
dispersión,…) y la atenuación producida por los cables y las conexiones. 
 También cabe comentar que para llevar a cabo las medidas de canales 
UWB últimamente se han realizado multitud de estudios, que establecen dos categorías 
principales, que explotan los dos dominios en que se basan las comunicaciones: 
medidas directas en el dominio temporal, mediante el uso de osciloscopios digitales 
(DSO: Digital Sampling Oscilloscope) y medidas indirectas en el dominio frecuencial 
mediante analizadores escalares de redes (SCA: Scalar Network Analyzer) o vectoriales  
(VNA: Vector Network Analyzer). 
Aunque la medida directa en el dominio temporal nos proporciona una visión 
más directa y realística de la realidad para los sistemas de comunicación UWB, requiere 
de equipos de mayor complejidad para su realización, tales como los generadores de 
pulsos y los DSO. Además, la sensibilidad de los osciloscopios digitales es 
generalmente menor a la que pueden presentar los analizadores de redes en el dominio 
frecuencial. 
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 Ambas técnicas son explicadas a continuación de manera más detallada, donde 
se muestran las ventajas y desventajas de cada una de ellas, así como los dispositivos y 
su configuración para llevar a cabo las medidas de manera correcta. 
 
 
3.1.2. Entornos multicamino 
 
 
Como ya se ha comentado anteriormente, las aplicaciones UWB de gran 
capacidad, tendrán lugar en entornos indoor tales como casas particulares, oficinas, 
aulas, etc. Esto producirá que la señal, en su camino entre en transmisor y el receptor se 
encuentre con multitud de objetos y superficies que creen reflexiones o réplicas de la 
señal transmitida originalmente. 
 
FIGURA 3.1. Entornos multicamino 
 
 
Por lo tanto, la señal  recibida en el transmisor y que se propaga a través del 
canal inalámbrico, consiste en un conjunto de múltiples réplicas o ecos de la señal 
transmitida originalmente producidas por diferentes reflexiones (conocido como 
multicamino o multipath). Los diferentes componentes de la señal multicamino o MPCs 
(MultiPath Components) se caracterizan por sus diferentes amplitudes y atenuaciones, 
en función de las distancias recorridas y las pérdidas ocasionadas por los diferentes 
materiales que las producen [ANDERSEN 1995]. Cuando se habla de modelar un canal, 
como veremos en apartados posteriores, nos referimos a modelar de manera correcta los 
parámetros que describen a los MPC. Por otra parte, no siempre nos encontraremos con 
escenarios LOS (Line Of Sight) donde haya una visión directa entre antena transmisora 
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y receptora, sino que muchas veces ambas antenas no la tendrán (escenarios NLOS:   
Non Line Of Sight), por lo que la primera señal que tendremos en recepción será fruto 
de alguna reflexión. 
 
  
En primera aproximación, se muestra un modelo simplificado de una canal con 
multipath, el cuál puede ser representado convenientemente a partir de la siguiente 
expresión matemática, que no es otra cosa que la respuesta impulsional discreta del 
canal: 
  
1
0
( ) ( )
L
l m
l
h t t lTα δ
−
=
= −∑  
 
donde lα es el factor de amplitud del l-ésimo rayo, función del tiempo y de la distancia 
entre antenas transmisora y receptora. El parámetro 
mT  es la mínima resolución 
temporal del pulso. L es el número máximo de componentes del multicamino que 
pueden llegar a ser detectados y ( )tδ  es la función matemática delta de Dirac. Esta 
expresión también es conocida a veces como el perfil de intensidad del multicamino o 
PDP (Power Delay Profile) si en lugar de la respuesta impulsional del canal tenemos su 
perfil de potencia. 
 
1
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= = −∑  
Como podremos ver, esta expresión es la que querremos tener totalmente 
caracterizada, para así poder realizar una estimación lo más correcta posible del 
comportamiento del canal. 
 
3.1.3. Técnicas en el dominio temporal 
 
Las técnicas en el dominio temporal son utilizadas como una manera directa 
para la caracterización de los canales de comunicación UWB. El objetivo es obtener un 
modelo de la respuesta impulsional del canal, ya que idealmente, ésta caracteriza 
totalmente un dispositivo o un sistema dentro de su ancho de banda de funcionamiento. 
[WIN 02], [CASSIOLI 02], [REED 05], [LI 03]. 
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FIGURA 3.2. Sistema de medida canal UWB dominio temporal 
Debido a las propiedades de la convolución, para un sistema lineal e invariante, 
caracterizado por una respuesta impulsional h(t), tenemos que su respuesta a una señal 
Delta de Dirac será: 
{ }( ) ( )* ( ) ( ) ( ) ( )* ( ) ( )y t h t x t x t t h t t h tδ δ= = = = =  
De todas maneras, no es posible la medida directa de la respuesta impulsional 
real (tanto de dispositivos como de sistemas) puesto que se requeriría como entrada una 
señal Delta de Dirac completamente ideal, que físicamente es imposible de lograr. En la 
práctica, para la caracterización de canales UWB en el dominio temporal se usan pulsos 
de muy corta duración. Esto es factible gracias al gran ancho de banda de los sistemas 
UWB, que permiten el uso de pulsos temporales muy estrechos. 
Por ejemplo, para el ancho de banda especificado por la FCC, de 7.5 GHz, 
obtendríamos pulsos de resolución temporal 1/7.5 GHz=133 psec. 
La técnica para llevar a cabo las medidas de sondeo de canales UWB en el 
dominio temporal requiere de un generador de pulsos, un osciloscopio de muestreo 
digital, un par de antenas transmisora y receptora y un generador de señales de disparo 
(trigger generator). En esta configuración, el generador de pulsos haría las funciones de 
la fuente de señales UWB, el cual excitaría uno de los extremos del canal con un tren 
periódico de pulsos de corta duración con una separación lo suficientemente larga como 
para que todas las reflexiones que se han producido en el entorno (el canal bajo estudio) 
sean recibidas en el otro extremo del canal durante el tiempo de separación entre dos 
pulsos consecutivos. Este generador ha de conectarse a la antena transmisora mediante 
sistema de  
medida 
CANAL 
h(t) 
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generador de 
impulsos DSO 
trigger 
CANAL 
un cable de banda ancha y bajas pérdidas, con el objetivo de minimizar la degradación 
de la señal (tanto atenuación como dispersión). 
Cuando se desean transmitir potencias mayores que las ofrecidas por el 
generador de señal, se puede usar un amplificador de potencia de banda ancha en el 
punto de alimentación de la antena transmisora. Este amplificador debería de ofrecer 
una ganancia constante y una fase lineal conocida, con el fin de minimizar la distorsión 
de la señal, como mínimo en el ancho de banda de interés. El conjunto formado por la 
antena receptora y el osciloscopio digital (DSO: digital sampling oscilloscope) 
formarían el receptor. Para poder mejorar el nivel de potencia recibida, debe usarse un 
LNA (Low Noise Amplifier) colocado en el puerto de salida de la antena receptora. Este 
amplificador, ha de presentar las mismas características que el amplificador en 
transmisión.  
FIGURA 3.3. Sistema de medida canal UWB dominio temporal con trigger 
 
Otro de los puntos claves en las medidas temporales es la sincronización entre 
las partes transmisora y receptora del sistema, básicamente entre el generador de pulsos 
y el DSO. Una primera manera de conseguirlo es usar una muestra del pulso radiado 
mediante una antena situada cerca de la antena receptora que produzca un disparo 
(trigger) en el osciloscopio y de esta manera conseguir la sincronización           
(FIGURA 3.3). Este método no requiere de un generador de disparo, pero la señal 
capturada puede ser débil y que por lo tanto no tenga la potencia suficiente para activar 
el trigger del osciloscopio, al no superar un cierto nivel mínimo. Otra desventaja que 
presenta este método es que la señal capturada puede presentar a menudo interferencias 
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generador de 
impulsos DSO 
CANAL 
generador de 
disparo 
trigger 
pre-trigger 
a causa de reflexiones provocadas por objetos cercanos, lo cual puede producir disparos 
incorrectos. 
Otro método que ofrece menos problemas es usar un generador de disparo con 
dos salidas, una de ellas para el sondeo del canal, y la otra  para obtener la 
sincronización del transmisor con el receptor (FIGURA 3.4). La secuencia de disparo en 
este caso, está formada de tal manera que un predisparo se envía al osciloscopio digital, 
mientras que otro retrasado se envía al transmisor. La diferencia temporal entre ambos 
ha de ser ajustada para compensar el retraso introducido por el cableado y por la 
propagación en el canal. 
FIGURA 3.4. Sistema de medida canal UWB dominio temporal con generador de disparo 
 
Debido al ancho de banda extremadamente ancho de los sistemas UWB, el canal 
es susceptible a interferencias y ruido de varias fuentes. Generalmente, nos encontramos 
con dos categorías de ruido: ruido de banda ancha y ruido de banda estrecha. El ruido de 
banda estrecha se debe normalmente a interferencias electromagnéticas producidas por 
sistemas cercanos. Para eliminar este tipo de ruido, la señal es en primer lugar 
transformada al dominio frecuencial mediante la transformada de Fourier, donde se 
realiza un filtrado en banda base para eliminar el espectro del ruido; acto seguido se 
vuelve a convertir al dominio temporal mediante la antitransformada de Fourier.          
El ruido de banda ancha, sin embargo, puede reducirse significativamente mediante un 
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promediado de múltiples adquisiciones (que puede realizar generalmente el mismo 
osciloscopio). 
FIGURA 3.5. Sistema de calibración temporal canal UWB 
 
Otro aspecto importante es la calibración del conjunto de dispositivos utilizados 
en la medida. El objetivo de la calibración es eliminar de los datos medidos la influencia 
del equipo de medida (ya que no presentan unas características ideales). Para realizar 
esta calibración, ha de medirse la respuesta del equipo mientras el canal se remplaza por 
un atenuador o un thru (transición sin atenuación). En el caso de utilizar un atenuador, 
éste ha de presentar un nivel de atenuación constante, así como fase lineal en el ancho 
de banda de la señal de interés. El valor de atenuación se elige para asegurar un nivel 
apropiado de señal a la entrada del osciloscopio digital (en función de la ganancia de los 
amplificadores en caso de ser usados y de la atenuación de los cables). De esta manera, 
la respuesta impulsional del canal puede obtenerse eliminando de las medidas la 
influencia que provoca todo el sistema de medida, mediante una deconvolución con la 
calibración del equipo (FIGURA 3.5). 
Las siguientes fórmulas, son un reflejo de lo explicado hasta ahora, mostrando 
las diferencias que añade el sistema de medida sobre los datos recogidos y la manera de 
eliminar su influencia: 
( ) ( )* '( )y t x t h t=  
Con canal: '( ) ( )* ( )* ( )CANAL CABLES INSTRUMENTOSh t h t h t h t=  
generador de 
impulsos DSO 
generador de 
disparo 
trigger 
pre-trigger 
atenuador/ 
thru 
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sistema de  
medida 
CANAL 
H(f) IFFT h(t) 
Sin canal: ''( ) ( )* ( )CABLES INSTRUMENTOSh t h t h t=  
Aplicando la calibración: '( )( ) ( )
''( ) CANAL
h th t h t
h t
= =  
 
3.1.4. Técnicas de medida en el dominio frecuencial 
 
Las medidas de canal UWB en el dominio frecuencial se basan en la realización 
de un barrido a lo largo del ancho de banda de interés. De esta manera puede explorarse 
un gran ancho de banda dividiendo éste en múltiples sub-bandas. Una de las principales 
ventajas que presenta este método sobre el dominio temporal es que se consigue un 
margen dinámico mucho mayor, lo que resulta en una mejor y mayor precisión de los 
datos.  
Cada una de las medidas que se realizan se encuentra representada por su 
función de transferencia en el dominio complejo: ( )H f , descrita tanto por su término 
de amplitud como de fase. [KEIGNART 02], [STREET 01], [REED 05], [CHONG 04]. 
 
 
 
 
 
 
 
FIGURA 3.6. Sistema de medida canal UWB dominio frecuencial 
Aplicando la transformada inversa de Fourier sobre la función de transferencia 
del canal obtenemos la respuesta impulsional del mismo, que nos proporcionará la 
información necesaria para la caracterización del canal UWB. 
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 Para llevar a cabo la medida de la función de transferencia se utiliza típicamente 
un analizador de redes vectorial, el cuál es capaz de proporcionarnos la relación en 
formato complejo entre la respuesta de un DUT (Device Under Test) y la excitación que 
se ha proporcionado al mismo (esta respuesta corresponde al parámetro S21), donde 
además la sincronización de todas las unidades se realiza internamente, y a diferencia de 
las medidas en el dominio temporal, no es necesaria una sincronización externa al 
sistema. 
 
 
FIGURA 3.7. Medida canal con analizador de redes 
 
FIGURA 3.8. Parámetros S 
 
21
( )( ) ( ) ( ) ( ) ( )TX CH RX
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En nuestro caso, el DUT está formado por los cables usados en la medida, las 
antenas y el canal. Un analizador de redes escalar, proporciona una manera alternativa 
para medir la amplitud de la función de transferencia, no así la fase de la misma. 
Usando el método escalar en el dominio frecuencial, únicamente obtenemos el módulo 
de la función de transferencia. Sin embargo, ambas magnitudes, tanto módulo como 
fase, son requeridas para la conversión de los datos del dominio de la frecuencia al 
dominio temporal para obtener la respuesta impulsional del sistema. Así pues, se usará 
un VNA para obtener la función de transferencia del canal mediante la realización de 
una medida compleja del parámetro S21.  
El funcionamiento de un VNA ideal, consiste en una transmisión periódica de 
sinusoides de diferente frecuencia durante un espacio de tiempo, de la forma: 
( ) 2 ( ) cos(2 )Tx t g t kFtpi=  
donde ( )Tg t  es una ventana temporal que modela el tiempo de muestreo, F es el paso 
frecuencial y k indica el punto de medida.  
Una de las limitaciones con las que nos encontramos al usar este método, es el 
tiempo de barrido que presentan los VNAs. Este tiempo viene limitado por el tiempo de 
coherencia del canal. Si el tiempo de barrido supera al tiempo de coherencia del canal, 
este puede ser susceptible de errores, por lo que han de ser usadas otras técnicas que 
requieran de menos tiempo para recoger los datos (por ejemplo las temporales).  Esto 
supone lo mismo que partir con la premisa de que el canal será estacionario como 
mínimo durante la misma duración en que tiene lugar el barrido frecuencial. Otra de las 
limitaciones de este método es el máximo retardo del canal. Así pues, el límite superior 
para la detección de retardos ( MAXτ ) se define como: 
1
MAX
N
B
τ
−
=
 
donde N es el número de puntos en frecuencia de la traza y B el ancho de banda en el 
que se realiza la medida. 
Otro de los problemas con los que hay que enfrentarse y que presenta la mayor 
limitación en esta configuración de medida, es la longitud de los cables usados. 
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Conforme se incrementa la frecuencia, las pérdidas de los cables también se 
incrementan de manera casi exponencial, causando una reducción considerable en el 
margen dinámico de la medida, así como posibles reflexiones causadas por los cables y 
las conexiones que hay que realizar. 
 
Como también se comentó en el apartado de medidas en el dominio temporal, el 
nivel de ruido inherente asociado al canal establece el nivel de potencia bajo el cual las 
señales recibidas no serían detectadas. En este caso también podemos determinar dicho 
ruido sustituyendo la antena transmisora por una carga mientras continuamos midiendo 
en recepción, con el sistema transmisor en funcionamiento. 
Al igual que en las medidas en el dominio temporal, es necesario independizar la 
medida de la instrumentación y cables usados para la realización de las medidas, que 
añaden factores de escala y retardos que no son representativos del canal que estamos 
midiendo. Por esta razón, para realizar la calibración del sistema, se necesita de una 
medida sin el canal de propagación. Esto se consigue conectando directamente entre sí 
los cables de antena transmisora y receptora mediante una transición o un atenuador 
calibrado (con las mismas características que los usados en el dominio temporal). Una 
vez realizada dicha conexión, ha de guardarse la medida, consistente en una traza 
frecuencial. Para eliminar posteriormente los efectos de la instrumentación en la medida 
basta con sustraer de la medida del canal (en dB) los valores obtenidos en la calibración 
(también expresados en dB). 
Como ya habíamos visto: 
 
Y mediante la calibración: 
( ) ( ) ( ) ( )TX CH RXH f H f H f H f=
( ) ( ) ( )
( ) ( )( )
CAL TX RX
CH
CAL
H f H f H f
H f H f
H f
=
⇓
=
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En las dos imágenes que tenemos a continuación, extraídas de medidas reales, 
podemos observar lo explicado anteriormente. En la FIGURA 3.9 se muestra una traza 
frecuencial de la medida de calibración. En la FIGURA 3.10, podemos observar los 
mismos datos pasados al dominio temporal, y por lo tanto, hacernos una idea del retardo 
añadido por los cables y el sistema de medida, que en este caso es de aproximadamente 
60 ns. 
 
FIGURA 3.9. Traza frecuencial calibración medidas reales 
FIGURA 3.10. Respuesta temporal calibración medidas reales 
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3.2. Parámetros básicos 
 
3.2.1. Respuesta impulsional / Power Delay Profile 
 
 
Uno de los parámetros básicos y tal vez el más importante de todos ellos a la 
hora de la caracterización de un canal, como ya se ha comentado en el apartado de 
“Técnicas de medida canales UWB” es la respuesta impulsional del sistema, que nos 
caracteriza de forma global el comportamiento del canal, como es bien sabido 
[GHASSEMZADEH 03b].  
 
1
0
( ) ( )
N
k k
k
h t tβ δ τ−
=
= −∑  
 
donde los parámetros βk y τk han de ser modelarse a partir de las medidas realizadas, ya 
que son respectivamente, la distribución de las amplitudes de las diferentes 
componentes del multipath y la distribución de los tiempos de llegada. 
 
A pesar de ello, los datos que serán recogidos serán discretos, por lo que el eje 
temporal estará dividido en intervalos, que vendrán determinados por la mínima 
resolución temporal del sistema de medida; bien por la mínima resolución temporal de 
los pulsos usados, o bien por la resolución frecuencial si los datos se toman en este otro 
dominio. 
 
Hay otra forma de ver estos datos, que es a partir del perfil temporal de potencia 
o PDP, que nos muestra la potencia recibida en función del tiempo para comunicaciones 
inalámbricas. Se define de la siguiente manera: 
 
1
2 2
0
( ) ( ) ( )
N
k k
l
P t h t tβ δ τ−
=
= = −∑  
 
 
En la mayoría de sistemas de banda estrecha, la resolución temporal es pequeña, 
lo cual implica que no pueden diferenciarse entre componentes del multipath que llegan 
separados por tiempos menores a la resolución del canal 1/B, donde B es el ancho de 
banda. Así pues, la interferencia de múltiples componentes puede ser constructiva o 
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destructiva, ocasionando situaciones de desvanecimiento. En los sistemas UWB, la 
resolución temporal ( 1/ 1/ 7.5 133t BW GHz ps∆ = = ≈ ) es mucho mayor que en los 
sistemas de banda estrecha. Esto hace posible la detección de muchos más componentes 
del multipath, y que la probabilidad de interferencia entre dos o más componentes sea 
menor que en los sistemas de banda estrecha, ya que pueden ser diferenciados de 
manera más precisa que en el resto de sistemas. 
 
En las siguiente figuras podemos observar en primer lugar dos trazas 
frecuenciales de datos reales, la primera de ellas para una situación LOS entre 
transmisor y receptor (FIGURA 3.11), y la segunda para una situación NLOS (FIGURA 
3.12). A continuación se muestran estos datos convertidos al dominio temporal, una vez 
ha sido eliminado el efecto de los cables y el instrumental de medida (ver capítulo 
“Técnicas de medida canales UWB”) y finalmente las dos PDPs, obtenidas mediante el 
promediado de diferentes realizaciones. 
 
Como puede observarse existen diferencias sustanciales entre ambas situaciones 
que serán comentadas con posterioridad. 
 FIGURA 3.11. Traza frecuencial medida LOS 
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FIGURA 3.12. Traza frecuencial medida NLOS 
 
 
 
 
FIGURA 3.13. Traza temporal  medida LOS 
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FIGURA 3.14. Traza temporal  medida NLOS 
 
FIGURA 3.15. PDP situaciones LOS y NLOS 
 
3.2.2. Tiempos de llegada. 
 
 
Otro parámetro de gran importancia dentro del estudio de un perfil de potencia 
para un sistema de transmisión de datos el la constante del tiempo de caída o de pérdida 
de señal. Este parámetro es una medida de la caída exponencial de la PDP en relación al 
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retardo temporal. La importancia de este parámetro recae en que nos proporcionará el 
límite de la máxima velocidad de transmisión de pulsos sin solapamiento entre ellos 
además de indicarnos en el dominio temporal la distribución de llegada de los diferentes 
rayos producidos por el escenario multicamino. 
 
 Dentro de los parámetros relacionados con los tiempos de llegada uno de gran 
importancia es el Root Mean Square (RMS) delay spread o “raíz cuadrada media” de la 
distorsión del tiempo de llegada. El RDS (RMS delay spread) es una medida de la 
cantidad de señal dispersada por el canal, y se define como la raíz cuadrada del segundo 
momento central de la PDP [CHONG 04]. 
 
2 2( )RMS m mτ τ τ= −  
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donde , , ( )k k ka Pτ τ  son los coeficientes de ganancia, el retraso y el valor de la PDP del 
k-ésimo rayo que forma parte del multicamino respectivamente.  
 
El parámetro
mτ  o la media del retardo, describe el tiempo medio de la 
transmisión del transmisor al receptor. El delay spread  total, indica el máximo retardo 
con el que nos encontramos a causa del multicamino, como podemos ver en la siguiente 
imagen [GAHAVANI 04]. 
 
 
 
 
FIGURA 3.16. Parámetros temporales 
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3.2.3. Path-loss 
 
 
El modelado de canal incluye la modelización de la atenuación de la señal con la 
distancia. Esta atenuación se conoce generalmente como path-loss (“pérdidas por 
camino”). Este parámetro es una característica fundamental de la propagación de 
señales electromagnéticas y se incluye en los diseños de sistemas, para predecir de 
manera aproximada la potencia recibida. 
 
Tradicionalmente, para enlaces en el espacio libre, como se ha visto 
anteriormente, las pérdidas por propagación para enlaces a una única frecuencia se 
estudian a través de la fórmula de Friis, que predice que la potencia de la señal será 
inversamente proporcional al cuadrado de la distancia entre transmisor y receptor. A 
causa del gran ancho de banda de los sistemas UWB, junto con las presunciones que se 
hacían para el cálculo de propagación en el espacio libre (ganancias constantes, etc), el 
canal en nuestro caso presenta unas pérdidas que varían a lo largo de la banda que ocupa 
la señal, puesto que nos encontramos con multitud de efectos tales como: refracción, 
reflexión, difracción, absorción,… por lo que este parámetro, también ha de ser 
derivado de medidas experimentales. 
 
A pesar de esto, si algo es cierto, es que las pérdidas se incrementan 
exponencialmente con la distancia. En media, las pérdidas por propagación para una 
separación d entre transmisor y receptor: 
 
PR Ad
γ−
=  
[ ] [ ] 0 10
0
( ) ( ) 10 logdB dB
dPL d PL d
d
γ  = +  
 
 
 
donde 0d es la distancia de referencia y γ  es el exponente de pérdidas, que dependerá en 
gran medida del entorno, por lo que su valor variará en función del escenario (estructura, 
materiales, configuración LOS/NLOS,…). Algunos estudios incluso añaden a dicha 
expresión una variable aleatoria de distribución gaussiana para modelar los efectos de 
pequeña escala dentro de las pérdidas por propagación. 
[ ] [ ] 0 10
0
( ) ( ) 10 logdB dB
dPL d PL d
d σ
γ  = + + Χ 
 
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En la bibliografía pueden encontrarse valores para este exponente (γ ) en función 
de diferentes tipos de edificios, extraídos a partir de campañas de medida realizadas en 
estos diferentes tipos de entorno. 
 
 
3.3. Modelo de canal estocástico IEEE802.15.3ª 
 
3.3.1. Modelo Saleh Valenzuela 
 
 
Durante los años 2002 y 2003, el IEEE 802.15.3 Working Group for Wireless 
Personal Area Networks, y especialmente el subcomité de modelos de canal decidió 
usar como una referencia de canal para sistemas UWB el modelo Saleh-Valenzuela 
(SV) [SALEH 87] modificado por Jeff Foerster el año 2003. [MOLISCH 03], 
[FOERSTER 03] 
 
El modelo está basado en las medidas empíricas originalmente llevadas a cabo 
en entornos indoor el año 1987. El modelo SV fue propuesto para modelar entornos 
multicamino o indoor  para canales de banda ancha, entorno a una frecuencia de        
100 MHz. En dicho canal se observó un fenómeno de clustering. Dicho fenómeno 
consiste en que las múltiples reflexiones que llegan al dispositivo receptor del sistema 
no lo hacen de manera independiente, sino de manera agrupada. Se propuso el uso de un 
proceso estadísticamente aleatorio basado en una estadística de Poisson para modelar 
las diferencias entre los tiempos de llegada de los diferentes componentes del 
multicamino presentes en el canal, por lo que las diferencias entre estos tiempos, por 
definición, se encontrarían exponencialmente distribuidas. 
 
 
Este modelo requiere de cuatro parámetros principales para poder describir un 
entorno, que pueden ser modificados en función de las características que presente el 
mismo:  
• tasa de llegada para el cluster (cluster arrival rate): Λ 
• tasa de llegada para el rayo dentro del cluster (ray arrival rate): λ 
• factor de decaimiento de cluster (cluster decay factor): Γ 
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• factor de decaimiento de rayo (ray decay factor): γ 
 
FIGURA 3.17. Parámetros temporales modelo SV 
 
 
El modelo propuesto finalmente por el IEEE 802.15 se derivó del modelo SV, 
con la salvedad de que se cambió la distribución original de la amplitud o potencia del 
multipath, que consistía en una distribución Rayleigh, por una distribución log-normal, 
debido a que las medidas en los canales UWB indicaban que las amplitudes no seguían 
esta distribución. Las diferencias entre ambas distribuciones podemos observarlas en la 
siguiente tabla. 
 
Distribución y parámetros Probability Density Function (PDF) 
Rayleigh (σ) 2
2
2
2)( σσ
r
R e
r
rp
−
=
 
Lognormal (µ,σ) 2
2
2
))(ln(
22
1)( σ
µ
piσ
−
−
=
r
R e
r
rp
 
  
 
TABLA  3.1. Distribuciones Rayleigh y Lognormal 
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A partir del modelo SV y las medidas realizadas por diferentes investigadores, se 
propuso la siguiente representación analítica, presentada originalmente por Foerster, 
quien introdujo la caracterización del modelo con mayor detalle. De acuerdo con el 
modelo propuesto, la respuesta impulsional discreta de un canal con múltiples caminos 
y/o reflexiones (entorno multipath) puede ser representada mediante la siguiente 
ecuación: 
 
1 1
, .
0 0
( ) ( )
C LC
kl
L K
ji i i
i i k l l k l
l k
h t X e t Tϑα δ τ
− −
= =
= − −∑ ∑
 
 
donde: 
 
• 
i
lk ,α  representa los coeficientes de ganancia para las diferentes componentes que 
forman el multipath,  
• 
i
lT  son los retardos de cada cluster, 
•  
i
lk ,τ  proporciona los retardos para la k-ésima componente del multipath  relativa 
al l-ésimo tiempo de llegada de cluster ( ilT ). 
• { }klϑ es la fase de la respuesta impulsional, que se modela estadísticamente como 
una variable aleatoria independiente y uniformemente distribuida en el intervalo 
[0, 2 )pi . 
• iX  representa el efecto de desvanecimiento de señal, caracterizado por una 
distribución log-normal, donde i se refiere a la i-ésima realización. 
 
 
El modelo modificado de Saleh-Valenzuela que se propone se respalda en las 
siguientes definiciones:  
 
lT   = tiempo de llegada del primer rayo del l-ésimo cluster; 
lk ,τ   = retardo del k-ésimo rayo del l-ésimo cluster, relativo a la llegada del 
primer rayo lT ; 
Λ  = tasa de llegada de cluster  
λ  = tasa de llegada de cada rayo para cada cluster. 
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La definición asume que l,0τ = 0, lo que es lo mismo que decir que el modelo 
toma como inicio temporal la llegada del primer rayo asociado al primer cluster. La 
distribución del tiempo de llegada para cada cluster puede ser representada: 
 
[ ] 0,)(exp)( 11 >−Λ−Λ= −− lTTTTp llll  
 
Y el tiempo de llegada para los paths: 
 
[ ] 0,)(exp)( ),1(,),1(, >−−= −− kp lklklklk ττλλττ  
 
Los coeficientes del canal están definidos como  
 
lkllklk p ,,, βξα = , y 
),()(10log20 2221,, σσµβξ +∝ lklkl N ,o 20/)(, 21,10 nnlkl lk ++= µβξ  
 
Donde  ),0( 211 σNn ∝ y ),0( 222 σNn ∝ son independientes y corresponden al 
desvanecimiento de cada cluster y rayo respectivamente, y 
 
[ ] γτβξ //02, ,lkl eeE Tlkl −Γ−Ω=  
 
En estas expresiones, 0Ω  es la energía media del primer path del primer cluster 
y lkp ,  una variable aleatoria que puede tomar los estados {-1,+1} con la misma 
probabilidad, para así tener en cuenta un posible cambio de polarización debido a las 
reflexiones del canal. El valor de lk ,µ  es proporcionado por: 
 
20
)10ln()(
)10ln(
/10/10)ln(10 2221,0
,
σσγτµ −−−Γ−Ω= lkllk
T
 
 
Las variables de las ecuaciones anteriores representan el fading asociado al         
l-ésimo cluster ( lξ ) y el fading asociado con el k-ésimo path del l-ésimo cluster ( lk ,β ).  
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Dado al hecho de que el decaimiento log-normal de la energía total del entorno 
multipath se encuentra representada por el término iX , la energía total contenida en 
términos de }{
,
i
lkα  se normaliza a la unidad para cada realización. El término de 
decaimiento se encuentra caracterizado por: 
 
),0()(10log20 2xi NX σ∝  
 
Así pues, los parámetros de entrada del modelo descrito a partir de los cuales 
serán calculadas las diferentes realizaciones de la respuesta impulsional del canal UWB 
son los siguientes: 
 
• Ratio de llegada de clusters Λ  
• Ratio de llegada de rayo λ 
• Factor de decaimiento de cluster Γ 
• Factor de decaimiento de rayo  γ 
• Desviación estándar de desvanecimiento para cluster (log-normal) σ1 
• Desviación estándar de desvanecimiento para rayo (log-normal) σ2 
• Desviación estándar de desvanecimiento para todas las realizaciones del 
multicamino (log-normal) σx 
 
El modelo como resultado, nos ofrecerá los siguientes parámetros característicos 
del canal, a partir de los cuales podrán ser deducidos otros que también pueden mostrar 
un interés relevante: 
 
• valor medio y RMS del los retardos (excess delay) 
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 donde , , ( )k k ka Pτ τ  son los coeficientes, los retardos y la PDP 
del k-ésimo path. 
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• número de componentes del multipath (definidas como el número de 
llegadas del multicamino que están hasta 10dB por debajo respecto a la 
llegada con mayor potencia) 
 
• perfil temporal de potencia: PDP 
 
 
A partir de los datos de las campañas de medida en las que está basado este 
modelo, se sugieren cuatro posibles implementaciones del canal, en función de la 
distancia media entre transmisor y receptor, así como el tipo de visión que hay entre 
ellos: LOS o NLOS. Estas versiones son: 
 
SV-1: LOS, para 0-4 metros 
SV-2: NLOS para 0-4 metros 
SV-3: NLOS para 4-10 metros 
SV-4: NLOS para 4-10-m metros1 
  
A partir de los resultados obtenidos por el modelo propuesto, también pueden 
extraerse los siguientes parámetros, con el objetivo de tener conocimiento sobre la 
distribución de la potencia en función del tiempo. Estos dos parámetros son:  
 
• NP10dB (Number of paths) Cantidad de caminos hasta 10 dB por debajo de la 
potencia del primer rayo. 
 
• NP (85%): Cantidad de rayos que capturan el 85% de la energía total. 
 
3.3.2. Realizaciones del modelo 
 
 
Una vez tenemos definido el modelo de canal para sistemas UWB, o lo que es lo 
mismo, su respuesta impulsional, nos encontramos una manera de caracterizar dicho 
canal, y por lo tanto simular su comportamiento a partir de una señal de entrada 
concreta. 
                                                 
1
 Este modelo representa un canal NLOS con multicamino muy denso. 
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En la siguiente tabla2, se muestran los valores de los parámetros de entrada del 
canal (variables del modelo) para los cuatro escenarios propuestos, así como los 
parámetros de salida, fruto del procesado de los datos (es decir, la PDP) que nos 
proporciona el modelo de canal UWB descrito anteriormente. 
 
 SV-1 SV-2 SV-3 SV-4 
Parámetros del modelo 
Λ (1/nsec) 0.0233 0.4 0.0667 0.0667 
λ (1/nsec) 2.5 0.5 2.1 2.1 
Γ 7.1 5.5 14.00 24.00 
γ 4.3 6.7 7.9 12 
σ1 (dB) 3.39413 3.3941 3.3941 3.3941 
σ2 (dB) 3.3941 3.3941 3.3941 3.3941 
σX (dB) 3 3 3 3 
Características del modelo 
Mean excess delay (nsec) τm 5.0 9.9 15.9 30.1 
RMS delay (nsec) τrms 5 8 15 25 
NP10dB 12.5 15.3 24.9 41.2 
NP (85%) 20.8 33.9 64.7 123.3 
 
TABLA  3.2. Parámetros modelo SV 
 
Como puede observarse de los valores propuestos, las diferencias se encuentran 
en el ratio de llegada y en los factores de decaimiento, tanto de rayo como de cluster. 
De esta manera, según va incrementándose la distancia entre antenas, y cambiamos de 
una situación LOS a una situación NLOS, los factores de decaimiento se incrementan, 
lo que nos indica que el desvanecimiento o pérdida de potencia de los rayos que van 
llegando al receptor sucede cada vez, de una manera menos pronunciada. Este hecho es 
fácil de entender, ya que a mayor distancia, mayor será la cantidad de reflexiones que 
pueden producirse, y por lo tanto, éstas seguirán llegando al receptor durante un mayor 
lapso de tiempo que si nos encontráramos en una situación LOS de corta distancia. Este 
efecto, también puede observarse en los resultados fruto del procesado de los datos que 
proporciona el modelo. Si nos fijamos en los resultados, observamos lo que cabría 
esperar, en relación con el tipo de escenario, de SV-1 a SV-4: 
                                                 
2
 Dichos resultados, están calculados para un ancho de banda de 6GHz, lo cual implica muestras 
temporales de 167ps. 
3
 4.8/ 2  
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• Los parámetros que hacen referencia a los retardos que sufre la señal, así 
como sus múltiples réplicas se incrementan con la distancia entre antenas 
transmisora y receptora. 
• El número de rayos que contienen la mayor parte de la energía del canal 
también se incrementa, lo que muestra la dispersión del canal en relación 
tanto a la distancia, como a la visión entre las antenas. 
 
 
Estos datos pueden observarse de manera gráfica en las siguientes imágenes, que 
muestran los resultados más significativos del modelo para los cuatro tipo de escenarios 
definidos, con 100 realizaciones del modelo para cada uno de los escenarios. 
 
 
 
 
FIGURA 3.18. Average Power Decay Profile (SV-1, SV-2, SV-3, SV-4) 
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FIGURA 3.19. Respuestas impulsionales (SV-1, SV-2, SV-3, SV-4) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURA 3.20. RMS Delay (SV-1, SV-2, SV-3, SV-4) 
 
 
Estudio de canal para sistemas Ultra Wide Band    - 70 - 
 
3.4. Medidas en el laboratorio 
 
 
Una vez visto el funcionamiento de los sistemas UWB (tanto en el dominio 
temporal como en el frecuencial), las señales propuestas para implementar los sistemas 
y las características que deberían presentar las antenas  para que todo funcione de 
manera correcta, el siguiente paso que nos queda es la caracterización del mismo. 
 
Como es bien sabido y ya se ha comentado en apartados anteriores, la 
caracterización de un canal se basa en conocer y modelar de la manera más precisa su 
función de transferencia o lo que es lo mismo, su respuesta impulsional, o en su defecto 
la PDP, que no deja de ser un perfil temporal de la distribución de llegada de señal en el 
sistema receptor del sistema. 
 
También ha sido explicado que los entornos donde nos encontraremos con 
sistemas UWB para transmisión de datos serán multicamino, por lo que presentarán 
multitud de reflexiones causadas por los elementos que componen el entorno: paredes, 
suelo, techo, armarios, objetos metálicos, etc. Así pues, debido a estas múltiples 
reflexiones la respuesta del canal variará para cada posición de las antenas transmisora y 
receptora, ya que ésta depende de la combinación de las múltiples reflexiones 
producidas por el entorno. Por lo tanto, lo que queremos obtener es una estadística del 
canal, que conseguiremos tomando muestras de la señal recibida variando las posiciones 
de las antenas transmisoras y receptoras. Además de esta variabilidad de la señal en el 
espacio temporal debido al multicamino, también habrá una dependencia con la 
frecuencia como hemos visto en apartados anteriores. Independientemente de que 
llegaran a diseñarse unas antenas con comportamiento ideal (tanto temporal como 
frecuencialmente hablando) el diseño interior de los edificios y los materiales usados 
tienen una fuerte influencia en la propagación de las señales UWB, no sólo por la 
dependencia frecuencial sino por los efectos que causan sobre la señal: mayor o menor 
absorción, ángulo de reflexión, cambios de fase…  
 
Por otra parte la arquitectura del entorno también es algo determinante en la 
propagación de las señales. Por ejemplo, pasillos y habitaciones estrechas son como 
guías de onda que guían la energía en la dirección de visibilidad entre las antenas. Este 
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comportamiento no se observa en habitaciones o estancias más espaciosas, donde la 
energía recibida se debe sobre todo a la señal directa entre antenas transmisora y 
receptora.  Para situaciones NLOS la situación es más compleja, ya que se producen 
muchas más reflexiones de la señal, incluso refracciones y difracciones. Así pues y 
como ya se ha justificado en el dominio temporal, será necesario un estudio estadístico 
de los datos, mediante promediado de los datos recogidos. 
 
3.4.1. Entorno de medidas 
 
Las medidas realizadas en este proyecto final de carrera se han llevado a cabo en 
el sótano del edificio D3 del Campus Nord de la UPC, pertenecientes al departamento 
del TSC, tanto en los laboratorios interiores, pertenecientes a la cámara anecóica de la 
ETSETB, como en los pasillos. 
 
En el plano adjunto, se indican los lugares donde se han llevado a cabo las 
medidas, tanto LOS como NLOS, que son mostrados también en las imágenes 
siguientes, de cara a que pueda observarse el tipo de elementos y materiales que han 
influido en las medidas. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURA 3.21. Plano sótano edificio D3 
laboratorio 
interior 
pasillo  
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En estas fotografías podemos observar los dos entornos. Los laboratorios 
interiores en la parte izquierda y el pasillo en la parte derecha. 
 
 
FIGURA 3.22. Laboratorio y pasillo sótano edificio D3 
 
Como se ve a partir de las imágenes, los escenarios están compuestos por 
materiales comunes tales como maderas, elementos metálicos, radiadores, etc. por lo 
que no son entornos con características muy diferentes a las que puede presentar una 
oficina o una habitación particular. Como también veremos en las medidas, se observará 
como el laboratorio interior, tanto por su estructura como por el tipo de elementos que 
lo componen, presenta un multicamino mucho más denso que en el caso del pasillo, que 
se incrementa en las situaciones donde no existe visibilidad directa entre antena 
transmisora y receptora. 
 
Por otra parte, se tomará la premisa de que el canal presentará condiciones 
estáticas, o al menos, que el ancho de banda de coherencia será suficientemente grande 
como para asegurar que el canal permanece estático en el lapso de tiempo durante el 
cual se está realizando la medida del canal. 
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3.4.2. Sistema de medida. 
 
En nuestro caso, las medidas han sido realizadas en el dominio frecuencial. En 
primer lugar por presentar este tipo de medidas menor complejidad respecto a las 
realizadas en el dominio temporal como ha sido explicado en el capítulo anterior, y en 
segundo lugar por la disponibilidad de los instrumentos necesarios para llevarlo a cabo. 
 
El sistema de medida se compone de los siguientes elementos, dispuestos según 
el diagrama que tenemos a continuación. 
  
 
FIGURA 3.23. Sistema de medida de canal UWB 
sistema 
antena 
transmisora 
sistema 
antena 
receptora 
 
canal de 
propagación 
GPIB RS-232 
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El sistema se encuentra controlado por un ordenador personal, con MATLAB ® 
instalado y buses de datos GPIB (General Purpose Interface Bus,  IEEE 488 Bus) y RS-
232 (FIGURA 3.24). 
FIGURA 3.24. Bus GPIB y RS-232 
 
 Ambos buses serán configurados y controlados mediante software diseñado con 
tal propósito que correrá sobre MATLAB versión 6.1. Mediante el bus GPIB será 
inicializado y controlado el VNA, con el que se recolectarán los datos, correspondientes 
en diferentes trazas frecuenciales.  Mediante dos cables coaxiales de bajas pérdidas, las 
antenas transmisoras y receptoras serán conectadas con el VNA. 
 
Los parámetros que formarán parte de la configuración del VNA son los 
siguientes: 
• Parámetro S que desea medirse, que en nuestro caso como ha sido razonado 
en el apartado de “Medida de canales UWB” será el parámetro S21.  
• Número de puntos del barrido en frecuencia. 
• Frecuencia inicial. 
• Frecuencia final. 
• Potencia de señal del analizador. 
• Ancho de banda de filtrado IF, mediante el cual reduciremos el efecto del 
ruido aleatorio en las medias. Cuanto más estrecho sea este filtrado, mayor 
será el tiempo de cada barrido frecuencial. 
 
En función de cómo sean escogidos estos parámetros, se establecerán unos 
límites para las medidas, tales como los que podemos ver a continuación: 
 
Resolución frecuencial = (Frecuencia final – Frecuencia inicial)/(Número de puntos-1) 
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Máximo retraso detectable = 1/(Resolución frecuencial) 
Rango de distancias detectable = (Máximo retraso detectable)*3·108 
Resolución temporal = 1/(Frecuencia final-Frecuencia inicial) 
 
Para la medida del parámetro S21, han sido usados dos VNA diferentes, sin que 
ello influya sobre los datos recolectados, controlados mediante bus de datos GPIB por 
parte de la unidad de control, que actuaba como master dentro del protocolo GPIB, 
mientras que el VNA hacía las funciones de slave. 
o PNA (Personal Network Analyzer) E8362B de Agilent en las medidas 
dentro del laboratorio 
o VNA 8720C de Hewlett-Packard para las medidas en el pasillo. 
 
Mediante el bus RS-232 del ordenador serán inicializados y dirigidos dos 
controladores (SLO-SYN 230-PIX de “THE SUPERIOR ELECTRIC COMPANY”), 
también mediante software sobre MATLAB. Estos controlarán el movimiento de los 
motores, sobre los cuales estarán colocadas las antenas transmisora y receptora 
respectivamente.  
 
En las medidas llevadas a cabo en el 
interior del laboratorio (tanto LOS como 
NLOS), los controladores dirigirán dos 
motores paso a paso con los que 
obtendremos un movimiento lineal 
(FIGURA 3.25). Mediante la combinación 
de diferentes posiciones conocidas en todo 
momento, tanto de la antena transmisora 
como receptora, obtendremos múltiples 
realizaciones de la respuesta impulsional del 
canal. La colocación de los motores lineales 
se muestra en la imagen siguiente (para la 
situación LOS será la misma pero en otra posición en la cual las antenas tendrán visión 
directa en todo momento). Así pues si es N el número de posiciones de la antena 
transmisora y M las de la antena receptora, en esta situación tendremos un total de NxM 
medidas del canal, con las que podremos trabajar. En el caso de las medidas que han 
FIGURA 3.25. Motor lineal 
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sido realizadas en el pasillo ambas antenas han sido colocadas a la misma altura (1,5 
metros). Sin embargo, mientras la antena transmisora permanece estática, la antena 
receptora es movida mediante un rotor (también controlado por los controladores de 
motor citados anteriormente) describiendo un movimiento circular de radio 50 cm. De 
esta manera, si es N el número de posiciones de la antena transmisora tendremos N 
medidas complejas de la respuesta impulsional del canal. Además, se ha repetido el 
mismo proceso para diferentes distancias entre la antena transmisora y el centro de 
rotación del movimiento de la antena receptora (FIGURA 3.26). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURA 3.26. Esquema medidas en laboratorio y pasillo 
 
Como en el caso del VNA, los parámetros que controlan el movimiento de los 
motores son los siguientes para el caso de las medidas en el laboratorio: 
• número de movimientos de la antena transmisora 
• número de movimientos de la antena receptora 
antena 
transmisora 
antena 
transmisora 
……… 
……… 
antena receptora 
antena transmisora 
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• distancia recorrida por la antena transmisora 
• distancia recorrida por la antena receptora 
 
Para el caso de las medidas en el pasillo, simplemente hace falta el número de 
posiciones de la antena receptora, ya que la transmisora permanece fija y la receptora 
describe una circunferencia completa. 
 
Por otra parte, dentro del pasillo se han realizado medidas a diferentes distancias 
de cara a ser analizadas las diferencias entre éstas, tanto entre la antena transmisora y la 
receptora como de la antena transmisora a la pared que tiene más cercana y que 
producirá el eco más pronunciado.  
 
 
 
 
 
 
 
 
FIGURA 3.27. Configuración de las diferentes medidas en el pasillo 
 
Las diferentes situaciones se muestran en la siguiente tabla: 
 
 R1 R2 
a 
1 4.8 
1.68 
2 6.4 
b 
1 3.2 
3.28 
2 4.8 
c 
1 4.8 
2.48 
2 6.4 
d 2.8 0.48 
 
TABLA 3.3. Distancias antenas medidas pasillo 
A partir de los datos de la tabla anterior, vemos que tendremos medidas del canal 
de comunicaciones que abarcan distancias comprendidas entre los 2.8 y los 6.4 metros. 
R1 R2 
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Aunque en principio no es un margen de distancias excesivamente amplio, podremos 
realizar un estudio estadístico (aparte de los parámetros también calculados en las 
medidas del laboratorio) de las pérdidas por propagación o path-loss. 
 
De esta manera, tanto en las medidas realizadas en el laboratorio como las 
realizadas en el pasillo, tendremos múltiples medidas del canal en condiciones estáticas, 
(que podremos considerar como una matriz de datos), lo que nos servirá, como se ha 
explicado con anterioridad, para realizar a partir de un promediado de los datos una 
estadística de la PDP del canal. La medida del parámetro S21, como es obvio, se 
realizará con los motores parados, ya que así el canal permanecerá estático, puesto que 
no habrá movimiento de ninguno de los elementos que lo componen (y los motores y 
antenas en el caso de la medida son algunos de ellos).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
El proceso de medida puede verse reflejado en el diagrama de bloques anterior, 
donde las dimensiones de la matriz de datos A(N,M,Nf) que obtenemos finalmente son 
Guardar datos 
Inicializar VNA y controlador de 
motores 
Movimiento motores 
(esperar mientras están en movimiento) 
Medida de parámetro S21 
(esperar durante el tiempo de barrido) 
 
Procesado de datos 
Matriz de datos 
A(N,M,Nf) 
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el número de posiciones de la antena receptora, el número de posiciones de la antena 
transmisora y el número de puntos en frecuencia de la traza frecuencial medida en el 
analizador. 
 
Por otra parte, también hace falta como ya ha sido justificado, una calibración 
del sistema de medida, para posteriormente eliminar de los datos los efectos de 
instrumentación y cables. Para ello se unen mediante una transición los extremos de los 
cables de RF a los que van conectados las antenas y se recoge una traza frecuencial. 
Posteriormente esta traza será usada con el fin ya indicado. 
 
Los valores de los parámetros que configuran las medidas han sido los 
siguientes: 
 
 
 Laboratorio Pasillo 
Frecuencia inicial 2 GHz 2 GHz 
Frecuencia final 12 GHz 12 GHz 
Puntos en frecuencia 3201 1601 
Posiciones transmisión 10 1 
Posiciones recepción 100 64 
Separación posiciones 
transmisión 
150 mm - 
Separación posiciones 
recepción 
10 mm 4.91 cm4 
Ancho de banda IF 1 KHz 1 KHz 
 
TABLA 3.4. Configuración parámetros medidas 
 
Remarcar que la diferencia en el número de puntos se debe a que en las medidas 
llevadas a cabo en el pasillo fue usado el VNA HP8720C, más lento que el Agilent 
E8362B, por lo que para no excederse en el tiempo de la campaña de medida fue 
reducido este valor. 
                                                 
4
 
2 5.62º · ·0.5 4.913264 32
r R cmpi pipiϑ ϑ∆ = = ≈ → ∆ = ∆ = =
 
Estudio de canal para sistemas Ultra Wide Band    - 80 - 
 
 
Con estos valores, la medida del canal presentará las siguientes limitaciones (las 
definiciones de los cuales ha sido comentada con anterioridad): 
 
 Laboratorio Pasillo 
Resolución frecuencial 3.125 MHz 6.25 MHz 
Máximo retraso 
detectable 
320 nseg 160 nseg 
Rango de distancias 
detectable 
96 m 48 m 
Resolución temporal 100 pseg 100 pseg 
 
TABLA 3.5. Limitaciones de las medidas 
 
Teniendo en cuenta las dimensiones de los espacios donde se han llevado a cabo 
las medidas (5.70x4.80x3.06 metros el laboratorio y el pasillo de aproximadamente 
unos 15 metros de longitud y 1.50 de anchura) vemos que los retardos asociados a los 
ecos detectables que pueden producirse siempre serán menores que los valores máximos 
que limitan la medida. Si fuese necesario la realización de medidas en entornos de 
mayores dimensiones la solución para la realización de las medidas sería tanto el 
aumento de la potencia de la señal emitida (para que los ecos tuviesen la suficiente 
potencia como para ser detectados) como el número de puntos de la medida 
(manteniendo el ancho de banda), para de esta manera, poder aumentar el retardo 
máximo detectable y por lo tanto también el rango de distancias. 
 
La última parte dentro del sistema de medida, y si cabe una de las más 
importantes son las antenas usadas para transmitir y recibir las señales. En nuestro caso 
han sido empleadas tres tipos de antenas UWB, un estudio detallado de las cuáles puede 
verse en el Proyecto Final de Carrera, de Beatriz Monsalve Carcelén “Diseño y 
caracterización de antenas UWB”. De todas maneras, en el anexo de este trabajo se 
encuentran los diagramas de radiación de estas antenas. 
 
Las antenas usadas para las medidas en el laboratorio, han sido monedas de 50 y 
20 céntimos de euro colocadas sobre un plano de masa y con una conexión SMA, las 
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cuáles presentan unas condiciones más que aceptables para la transmisión y recepción 
de señales UWB.  
 
 
 
  
 
 
 
 
 
 
 
FIGURA 3.28. Antena UWB 50 céntimos 
 
 
La antena empleada en las medidas realizadas en el pasillo, ha sido íntegramente 
diseñada por Beatriz Monsalve, y denominada comúnmente “Meat Ball”. Como las 
antenas anteriores, también ha sido usada sobre un plano de masa rectangular y con una 
conexión del tipo SMA. 
 
 
 
 
 
 
 
 
 
 
FIGURA 3.29. Antena UWB Meat Ball 
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3.4.3. Cálculo de parámetros y resultados 
 
 
Como ya se ha comentado, el resultado de las medidas serán matrices de datos 
correspondientes a las trazas frecuenciales en formato complejo (módulo y fase) del 
parámetro S21. A partir de estos datos, organizados en función de las posiciones de las 
antenas transmisoras y receptoras se realizará todo el procesado en Matlab, para obtener 
los parámetros que describirán al canal explicados en apartados anteriores. 
 
En este apartado, se mostrarán las fórmulas que los describen, así como los 
procedimientos usados para llegar a su cálculo y el resultado de los mismos en los dos 
entornos descritos.  
 
Una vez disponemos de las matrices de datos (consistentes en las trazas 
frecuenciales del parámetro S21 para todas las combinaciones de antenas transmisora y 
receptora) el proceso que se sigue para el cálculo del PDP y la extracción de los datos es 
mostrado por el siguiente diagrama de bloques: 
 
 
  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Eliminar efectos de hardware mediante 
la calibración 
 
Compensación en frecuencia de 
distancias 
IFFT 
frecuenciatiempo 
 
Calculo PDP locales y promediado 
Matriz de datos 
A(N,M,Nf) 
Otros parámetros 
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Eliminar efectos de hardware mediante la calibración 
 
 
 Para realizar esta tarea, como ya se ha comentado en el capítulo 2, simplemente 
se debe realizar una división entre las trazas correspondientes al parámetro S21 de la 
medida del canal y de la calibración de los cables y el instrumental de medida. 
 
( ) ( ) ( ) ( )TX CH RXH f H f H f H f=  
( ) ( ) ( )CAL TX RXH f H f H f=  
( )( ) ( )CH CAL
H fH f
H f=  
 
Compensación en frecuencia de distancias 
 
 
Como ya sabemos, de cara a obtener una estadística del canal, se realizará un 
promediado entre todas las medidas realizadas mediante la combinación de las 
diferentes posiciones para la antena transmisora y receptora. Estas diferentes posiciones, 
implican que en cada una de las realizaciones la distancia entre antena transmisora y 
receptora será diferente. Es por esta razón que para poder realizar el promediado y 
caracterizar el canal, en primer lugar todas las realizaciones deberán ser alineadas 
respecto a un origen, de cara a compensar el desfase relativo provocado por el 
movimiento de las antenas tanto emisoras como receptoras. 
 
Conocidas las posiciones de las antenas, es fácil obtener estos desfases y 
añadirlos a las medidas con el propósito ya indicado. Para ello haremos uso de las 
propiedades de la Transformada de Fourier.  
02
0( ) ( ) j f tx t t X f e pi−− ↔  
 
 Por lo tanto, para cada situación habrá que fijar una posición de referencia y a 
partir de ella calcular los desfases temporales para el resto de posiciones. Este cálculo 
no dejará de ser otra matriz de 3 dimensiones, ya que este cálculo será realizado para 
cada par de posiciones de antena transmisora-receptora y para cada una de las 
frecuencias que componen la traza de datos. 
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 Así pues, para una distancia de referencia R y una distancia entre antenas 0R , 
tendremos que: 
0'( ) ( )h t h t t= − donde 00
R R
t
c
−
=
 
02
'( ) ( ) j f tH f H f e pi−=  
 
Para las medidas en el pasillo, las diferencias temporales entre las diferentes 
posiciones de las antenas han sido calculadas a partir del siguiente esquema (donde se 
indican las posiciones iniciales de las antenas), ya que en todo momento las posiciones 
de las antenas son conocidas de manera precisa. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURA 3.30. Geometría compensación movimiento medidas laboratorio 
 
 
 A partir de los valores de a y b que se muestran a continuación y la distancia 
recorrida por cada movimiento de ambas antenas, por simple trigonometría es fácil 
calcular los valores de la matriz de compensación. 
 
 a b 
LOS 2.4 2.5 
NLOS 4.9 2.73 
 
TABLA 3.6. Compensación movimiento medidas laboratorio 
 
 
 Para las medidas realizadas en el pasillo el método es el mismo, aunque ahora su 
cálculo es ligeramente más complejo, basado en la siguiente geometría. 
……… 
……… 
Antena receptora 
Antena transmisora 
b 
a 
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y∆
x∆
ϑ
dist
r
R
posición 
inicial 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURA 3.31. Geometría compensación movimiento medidas pasillo 
 
El valor que nos interesa calcular es R (puesto que dist, r y ϑ  son valores 
conocidos en todo momento gracias al método de medida), el cual puede ser calculado a 
partir de los datos anteriores, y∆ y x∆ . No es complicado llegar al siguiente resultado: 
 
( )ϑ·sinry −=∆ , ( )( )ϑcos1 −−=∆ rx  
 
 
Si para la posición inicial 22 distrR +=  y para una posición concreta 
( ) ( )22' ydistxrR ∆++∆+= , podemos calcular el desfase temporal entre ambas 
situaciones a partir de: 
c
RR
t
'
−
=∆  
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IFFT frecuenciatiempo 
 
 
 Mediante el uso de la transformada inversa de Fourier, una vez aplicadas las 
correcciones de la calibración y del desfase producido por las diferentes posiciones 
transformamos los datos del dominio frecuencial al dominio temporal.  
 
 
Cálculo PDP locales y promediado 
 
 
El término más importante, como ya se ha justificado ampliamente en apartados 
anteriores, es el PDP o perfil temporal de potencia por lo que ahora simplemente se 
indicará la fórmula y el método empleado para su cálculo. 
 
 Si es conocida la respuesta impulsional del canal, ésta viene dada por la 
siguiente expresión: 
 
1
0
( ) ( )
N
k k
k
h t tβ δ τ−
=
= −∑  
 
donde N es el punto de puntos de la traza de datos en el dominio temporal, kβ y kτ los 
valores complejos y retardo, respectivamente, asociados a cada uno de estos puntos. De 
esta manera, para una posición concreta de antena transmisora y receptora, su PDP será 
(normalizando la expresión): 
 
1
0
( ) ( )
N
k k
k
P t A tδ τ
−
=
= −∑  
donde 
2
1
2
0
k
k N
k
k
A
β
β−
=
=
∑
 y 
1
0
1
N
k
k
A
−
=
=∑  
 
 Finalmente una vez tenemos calculados los PDP para cada una de las trazas 
frecuenciales obtenidas inicialmente mediante el VNA puede realizarse un promediado 
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de las mismas, y así obtener una única respuesta global para todo el canal de 
comunicaciones, a partir de la cual pueden calcularse el resto de parámetros que 
explicamos a continuación. 
 
 
Otros parámetros 
 
 
 Una vez calculado el promedio de las PDPs podemos pasar al siguiente paso, 
que es la extracción de datos. Unos de los más importantes como también se ha 
comentado anteriormente son los que hacen referencia al tiempo, tales como la        
“raíz cuadrada media” (root mean square) de la distorsión del tiempo de llegada o 
rmsτ  
y el tiempo medio de llegada o τ . 
 
A pesar de haber visto unas expresiones anteriores, las que mostramos ahora son 
las que más se adecuan al cálculo real de los resultados, ya que se realizan a partir de los 
datos de la PDP. De esta manera, suponiendo una representación como la mostrada 
anteriormente donde  
 
1
0
( ) ( )
N
k k
k
P t A tδ τ
−
=
= −∑  
Tenemos que 
 
1
0
N
k k
k
Aτ τ
−
=
= ∑  y 
1
0
( )
N
rms k k
k
Aτ τ τ
−
=
= −∑  
 
   
Otros valores que serán calculados, y que también nos vienen dados por la 
implementación del modelo para canales UWB del IEEE basado en el modelo SV, son 
el porcentaje de señal que contiene el 85% de la energía del canal y el porcentaje de 
señal que se encuentra como mucho 10dB por debajo de la potencia del eco principal 
producido por el entorno multicamino. El cálculo de estos dos valores también se 
realizará sobre el promediado final de todas las PDPs locales, y carecen de una fórmula 
para su cálculo puesto que se autodefinen. 
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 El parámetro que queda por ser explicado es el de las pérdidas causadas por la 
distancia recorrida o path-loss. Como ya se ha comentado, este parámetro únicamente 
tiene sentido en función de la distancia por lo que sólo será calculado para las medidas 
realizadas en el pasillo en situación LOS.  El objetivo es llegar a dar una expresión del 
tipo [GHASSEMZADEH 03 a]: 
[ ] [ ] 0 10
0
( ) ( ) 10 logdB dB
dPL d PL d
d
γ  = +  
 
 
donde el parámetro principal que caracterizará al canal será γ , ya que el path-loss se 
relaciona con este en formato lineal de la forma PL d γ∝ . 
 
 Su cálculo a partir de los datos se realizará mediante la implementación directa 
de las siguientes expresiones. [GHASSEMZADEH 03a] 
 
1
2
10
0
1( ) 10log ( )
N
i i
k
PL d H k
N
−
=
  
= −   
  
∑  
( )1
10
10
0
1( ) 10log 10
iPL dNpos
k
PL d
Npos
−
=
   
=   
   
∑  
 
donde PLi es un cálculo referido al i-ésimo par de antenas transmisora-receptora, N es el 
número de puntos de la traza frecuencial, H la traza de datos en el dominio frecuencial y 
Npos el número de trazas en frecuencia que se tienen. Para nuestros cálculos N=1601 y 
Npos=64. 
 
 
Resultados del procesado 
 
 
 Una vez se han mostrado los métodos de cálculo para los diferentes parámetros, 
los datos obtenidos de las medidas han sido procesados. Sobre estos se han aplicado los 
métodos de cálculo explicados anteriormente, y han sido obtenidos unos resultados. En 
primer lugar extraeremos los parámetros que se han comentado para las diferentes 
situaciones en las cuales se han realizado medidas y observaremos las semejanzas que 
existen entre el modelo y los datos reales, corroborando de esta manera dos cosas; la 
primera de ellas es la adecuación del modelo a la realidad, y la segunda el correcto 
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funcionamiento de las técnicas de media explicadas en capítulos anteriores. También se 
mostrará a partir de las PDP como afecta el entorno de medida a la llegada de las 
componentes del multicamino. Este último hecho será observado en las medidas 
realizadas en el pasillo, donde se observará claramente, la diferencia entre los dos 
caminos de mayor potencia: el directo y el producido por la pared más cercana a la 
antena transmisora. 
 
En  la siguiente tabla podemos observar los  resultados obtenidos, así como los 
valores obtenidos para las dos primeras simulaciones del modelo de canal               
Saleh-Valenzuela (LOS para 0-4 metros y NLOS para 0-4 respectivamente), ya que son 
estas dos situaciones con las que nos encontraremos en nuestras medidas. 
 
 τ (ns) rmsτ (ns) NP10dB NP (85%) 
SV-1 5.0 5.0 12.5 20.8 
SV-2 9.9 8.0 15.3 33.9 
LOS 12.2 13.0 2.1 23.5 
NLOS 12.9 15.0 11.2 26.2 
A1 4.8 m 5.6 8.0 5.6 34.4 
A2 6.4 m 6.7 9.0 7.6 37.7 
B1 3.2 m 5.2 6.0 4.1 31.8 
B2 4.8 m 7.2 10 4.2 34.6 
C1 4.8 m 6.2 8.0 5.3 36.0 
C2 6.4 m 9.0 11.0 4.7 39.8 
D 2.8 m 3.6 7.0 3.9 31.5 
 
TABLA 3.7. Resultados medidas 
 
Si realizamos un análisis individual de cada uno de los parámetros que podemos 
observar en la TABLA 3.7 vemos que: 
- 
τ
 y rmsτ : a pesar de que las simulaciones del modelo de canal UWB (SV-1 y 
SV-2, LOS y NLOS para distancias entre antenas de 0 a 4 metros) mostraban 
diferencias en la distribución de los tiempos de llegada, las diferencias con las 
que nos hemos encontrado a raíz de las medidas y el posterior procesado de las 
mismas no son tan elevadas.  Cabe decir que en los escenarios donde se han 
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llevado a cabo las medidas nos encontramos con un gran número de elementos 
metálicos que no hacen más que incrementar el número de  reflexiones y rayos y 
por lo tanto retardar una gran parte de la potencia emitida, lo que conlleva un 
incremento de los parámetros en cuestión. De todas maneras esto ya es 
coherente con los diferentes modelos propuestos por SV, donde expresamente se 
ha diseñado uno para entornos con multipath muy denso, como ha sido el caso 
de las medidas. Esto también puede comprobarse a partir de los valores 
obtenidos con las medidas realizadas en el pasillo, donde la cantidad de 
elementos metálicos y por lo tanto la cantidad de reflexiones es mucho menor. 
Es por ello que los valores de los tiempos a los que nos referimos son bastante 
más bajos. 
- NP10dB y NP (85%): en lo que hace referencia a la distribución temporal de la 
potencia recibida, también se observa que en aquellas situaciones LOS los rayos 
principales están bastante más concentrados que en la situación sin visibilidad 
entre antenas. 
- Por otro lado, si nos fijamos detenidamente en los resultados gráficos a partir del 
perfil de potencia (ver FIGURA 3.18) observamos que los canales medidos, 
tanto el caso LOS como el NLOS, se asemejan a la última realización del 
modelo SV. Este modelo de la simulación, como se comentó en su descripción, 
intenta emular un escenario NLOS con multipath muy denso. En cierta medida, 
y como también ha sido comentado, el escenario en el que se ha llevado a cabo 
la campaña de medidas en situaciones LOS y NLOs de este proyecto es un 
escenario con un múltiples reflexiones debido a la proximidad de cantidad de 
elementos metálicos que provocan un alto número de ecos de la señal principal 
(independientemente de que exista o no visibilidad directa entre las antenas 
transmisoras y receptoras). Es por ello que con esta semajanza, vuelve a ponerse 
de manifiesto un exceso de "idealidad" en los modelos SV-1, SV-3 y SV-3 de 
las simulaciones, encontrandonos en realidad con escenarios donde el multipath 
es mucho más denso y elevado que no en el modelo experimental. 
 
Sin embargo, como ya se ha comentado en capítulos anteriores, las realizaciones del 
modelo SV están basados en la asignación de unos valores a unos parámetros concretos 
que son los que determinan el comportamiento del modelo. Es por ello, que a partir de 
las medidas reales y una configuración adecuada de estos parámetros se podría llegar a 
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realizar simulaciones  que reprodujeran de una manera más precisa el comportamiento 
de los entornos donde se han realizado las medidas reportadas en este documento y por 
lo tanto una completa caracterización del canal UWB. 
 
A continuación se muestran las PDP de cada una de estas situaciones, con las 
siguientes consideraciones: 
- Las medidas resultantes de la simulación del modelo de canal SV y las medidas 
realizadas en el interior del laboratorio en situaciones LOS y NLOS han sido 
representadas en el eje temporal para así poder constatar las diferencias entre los 
tiempos de llegada (a pesar de que entre espacio y y tiempo la relación viene 
dada por la c, la velocidad de la luz). 
- Las medidas resultantes de las medidas realizadas en el pasillo han sido 
representadas respecto a la distancia, para así poder constatar las diferencias 
entre las diferentes separaciones explicadas anteriormente. 
 
 
 
SV1 SV2 
  
LOS NLOS 
  
A1 A2 
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B1 B2 
  
C1 C2 
  
D 
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A raíz de estas primeras graficas ya se pueden constatar diferentes aspectos: 
- Los modelos SV propuestos, son optimistas respecto al desvanecimiento y 
duración de los diferentes ecos que provienen del entorno donde se produce la 
transmisión. Esto puede verse en que los resultados de las medidas tienen un 
decaimiento menos pronunciado que los modelos. 
- Los modelos SV no ponen de manifiesto la diferencia entre las situaciones LOS 
y NLOS en cuanto que son resultados normalizados. Si nos fijamos en las 
diferencias de potencia de las PDP de las situaciones LOS y NLOS medidas en 
el laboratorio se observa una diferencia aproximada de 10dB para la llegada del 
primer eco. También se observa que esta diferencia es constante, lo cual es 
consistente con el hecho de que las medidas están realizadas en el mismo 
entorno, y por lo tanto, el comportamiento del mismo (en cuanto a nivel de 
reflexiones) es invariante. 
- En la situación LOS existe la presencia de un segundo eco principal, pero la 
ausencia del mismo en la situación NLOS, donde todas las diferentes llegadas y 
reflexiones quedan enmascaradas. 
- Otro hecho que se constata a raíz de las medidas realizadas es el tiempo de 
llegada del primer eco a la antena transmisora. Mientras que en el caso LOS se 
produce de manera aproximada a los 12 nanosegundos (equivalente a una 
distancia aproximada de 3.5 metros) en la situación NLOS no se da hasta 
pasados aproximadamente 22 nanosegundos. Esto también constata, como había 
sido comentado en capítulos anteriores, que la situación relativa de las antenas, 
así como el comportamiento a nivel de reflexiones del canal es de suma 
importancia y serán factores que determinaran la respuesta impulsional del 
sistema completo.  
 
 
En la siguiente tabla se muestran los valores (en términos de distancia) de las 
llegadas del camino principal (LOS) y del camino secundario (primera reflexión) para 
las diferentes medidas realizadas en el pasillo (donde las medidas reales han sido 
calculadas teniendo en cuenta la distancia entre antenas para la primera llegada y la 
reflexión en la pared más cercana para la segunda): 
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Situación 
Primera llegada Segunda llegada 
Medido Real Medido Real 
A1 4.8 m 4.5 4.8 8.4 8.2 
A2 6.4 m 6.0 6.4 9.3 9.8 
B1 3.2 m 4.6 4.8 11.5 11.4 
B2 4.8 m 3.1 3.2 9.0 9.8 
C1 4.8 m 4.5 4.8 9.7 9.8 
C2 6.4 m 5.9 6.4 11.0 11.4 
D 2.8 m 2.8 2.8 --- 3.8 
 
Como podemos observar, los datos más importantes y significativos que se pueden 
deducir de los valores mostrados son los que en un principio ya se esperaban. Es decir: 
- A medida que se incrementa la distancia entre las antenas transmisoras y 
receptora, se produce un incremento del tiempo de llegada, tanto del primer rayo 
como de los siguientes. 
- La segunda llegada es la del rayo reflejado con mayor intensidad (el que ha 
sufrido menos reflexiones) por lo que el supuesto de que sería el producido por 
la pared más cercana se  constata. 
 
Todos los resultados vistos hasta ahora, tanto la comparativa con los modelos SV 
como los cálculos de los diferentes parámetros, respaldan la metodología usada para la 
campaña de medidas así como la caracterización del canal UWB, que si bien se ha visto, 
dista ligeramente de los resultados obtenidos de las simulaciones 
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CAPITULO 4 
Redes de Sensores UWB 
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4.1. Introducción 
 
 
Una vez tenemos una visión global de los sistemas UWB así como de las 
características más importantes que presenta el canal, en este capítulo se verá una de las 
posibles aplicaciones del mismo. La aplicación que veremos son las redes de sensores 
con tecnología UWB.  
 
Si analizamos las tres palabras que componen el nombre de la aplicación “Redes 
de Sensores UWB”, veremos la definición de la misma. Gracias a UWB, como ya se ha 
comentado, tenemos un gran ancho de banda, con las consecuentes características que 
esto representa, ya vistas anteriormente. Mediante los sensores somos capaces de 
extraer información sobre el entorno en el que nos encontramos, como por ejemplo 
luminosidad, presión, temperatura, composición química, etc. Mediante una red de 
sensores, somos capaces de extraer esta información a partir de diferentes nodos. Así 
pues, mediante estas redes de sensores, a partir de diferentes nodos que extraen 
información pueden obtenerse datos sobre el entorno donde nos encontramos. 
 
En nuestro caso, los sensores serán antenas UWB, y gracias a las señales 
electromagnéticas emitidas y recibidas por las mismas seremos capaces de extraer 
información del entorno donde nos encontramos. Esta información podría centrarse 
básicamente en dos aspectos: 
- localización espacial de objetos (Positioning o Location)  
- determinación de características físicas sobre un objeto desconocido (Imaging). 
 
El objetivo de este capítulo es dar a conocer dos métodos para determinar la 
distribución e identificar las fuentes de scattering más potentes (es decir, los objetos que 
causan una reflexión con mayor potencia) dentro de entornos multicamino mediante una 
red de sensores UWB, entendiendo como scattering un proceso físico a través del cual, 
en la propagación del frente de onda de un campo electromagnético, se produce una 
desviación en su trayectoria, causado por un elemento que se encuentra en su medio de 
propagación. 
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 Para esto, en primer lugar serán explicados los dos posibles métodos que 
pueden ser aplicados con tal fin. Uno de los métodos se desarrolla en el dominio 
temporal, basado en los tiempos de llegada de los pulsos reflejados por los objetos y el 
otro en el dominio frecuencial, donde se explota la dispersión que provocan los objetos 
o scatterers sobre los campos radiados por las antenas, que podemos considerar como 
ondas planas. 
 
Comenzando con el caso más sencillo que podemos encontrarnos, es decir una 
situación SISO (Single Input Single Output), la respuesta impulsional para un canal 
según [MOLISCH 05] puede ser descrita a partir de la siguiente ecuación: 
 
( )
1
( , , , ) ( , , , , , )
N t
l Tx Rx l
l
h t h t r rτ τ
=
Ω Ψ = Ω Ψ∑  
 
donde lτ  representa la diferencia temporal entre la transmisión directa entre transmisor 
y receptor y la reflexión producida por el scatterer; ,Tx Rxr r , las posiciones de transmisor 
y receptor; Ω  y Ψ  las direcciones de salida y llegada de la señal y ( )N t  el número de 
caminos significantes para un momento concreto. ( , , , , , )l Tx Rx lh t r r τ Ω Ψ  es la 
contribución del l-ésimo camino, que puede ser modelado como: 
 
( , , , ) ( ) ( ) ( )ljl l l l l lh t a e ϕτ δ τ τ δ δΩ Ψ = − Ω − Ω Ψ − Ψ  
 
siendo la  y lϕ la magnitud y fase del coeficiente de reflexión del scatterer. Para un caso 
más complejo con mayor número de antenas, tanto en transmisión como en recepción, 
debería ser usada una notación matricial, como sucede en los casos MIMO (Multiple 
Input Multiple Output). 
 
Para comprobar el funcionamiento de ambos métodos, estos serán aplicados en 
primer lugar a partir de simulaciones, donde el entorno será ideal y no nos 
encontraremos con las reflexiones producidas por entornos reales y en segundo lugar 
sobre datos reales, obtenidos mediante medidas de canal en el que intervendrán los 
objetos que se desea sean localizados. Por otra parte, tanto simulación como 
reconstrucción de datos a partir de medidas reales se realizará en 2D (en la cámara 
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anecóica mediana de los laboratorios del edificio D3 del Campus Nord de la UPC). En 
este entorno el número de reflexiones con las que nos encontraremos serán menores que 
las presentes en un entorno real, por lo que las medidas estarán menos influenciadas por 
las reflexiones del entorno, que serán prácticamente nulas.  
 
 
4.2. Algoritmos de procesado 
4.2.1. Dominio temporal: Tiempos de llegada y elipses 
 
Este método se basa en la comparación de los tiempos de llegada entre la señal 
directa que se establece entre transmisor y receptor y la señal que llega al sistema 
receptor después de haber sido reflejada por un objeto. 
 
Para explicarlo, comenzaremos mostrando en primer lugar el caso más sencillo, 
en el que tendremos un único transmisor y un único receptor, lo que sería la red de 
sensores más sencilla con la que podemos encontrarnos. Basándonos en el método 
propuesto en [CHANG 04] y a partir de las premisas que mostramos a continuación será 
explicado el algoritmo. Para ello partimos de (ver FIGURA 4.1): 
- Un único transmisor y un único receptor 
- Scatterers puntuales 
- Sincronización entre transmisor y receptor 
- Solamente tenemos los ecos producidos por los scatterers, no hay reflexiones 
producidas por el resto del entorno. 
 
 
FIGURA 4.1. Tiempos de llegada para múltiples reflexiones 
 
 
Estudio de canal para sistemas Ultra Wide Band    - 101 - 
 
 
FIGURA 4.2. Elipse para un transmisor y un receptor 
 
En el caso de tener un único transmisor y un único receptor, se produce una 
ambigüedad en la localización del objeto. Ya que hay un conjunto de puntos en el 
espacio que cumplen la diferencia de tiempo entre el camino reflejado y el camino 
directo entre antena transmisora y receptora. Este conjunto da lugar a una elipse de 
posibles soluciones en una situación 2D (FIGURA 4.2), donde la antena transmisora y 
receptora son los focos de la misma. Este hecho podemos verlo representado en la 
siguiente imagen para un caso 2D, donde TX es la antena transmisora, RX la antena 
receptora y TG el blanco puntual o Target. 
 
2 2d TG TX TG RX a b= − + − = +
 
 
Por lo tanto, si se quiere eliminar esta ambigüedad la solución es añadir más 
sensores, ya sean transmisores o receptores. De esta manera para cada par de antenas 
transmisoras receptoras tendremos una elipse determinada por las diferencias entre la 
distancia entre las antenas y la calculada a partir del tiempo de llegada de la reflexión 
causada por el objeto.  En aquellos puntos donde tenemos fuertes fuentes de reflexión, 
las diferentes elipses se cruzarán, por lo que esos puntos de cruce determinarán la 
localización de los objetos. Como ejemplo, podemos observar la FIGURA 4.3, también 
para una situación 2D, donde con dos transmisores y dos receptores, obtenemos un total 
Estudio de canal para sistemas Ultra Wide Band    - 102 - 
 
de 4 elipses. Éstas se cruzan en diferentes puntos, pero hay uno donde se cruzan las 
cuatro. De esta forma se elimina la ambigüedad del método y el objeto es localizado. 
 
FIGURA 4.3. Múltiples elipses para combinaciones transmisor-receptor 
 
 
De esta manera, el método que hay que aplicar es en primer lugar obtener datos 
del entorno, tal y como se realizaba en las medidas de canal capítulo anterior, mediante 
un VNA, obteniendo así el parámetro S21.  Con el objetivo de eliminar los efectos del 
entorno y del instrumental de medida y considerar únicamente las reflexiones 
producidas por los objetos, en primer lugar se realizará una medida sin estos dentro de 
la sala donde posteriormente serán colocados los scatterers en unas posiciones 
conocidas (de esta manera podrá compararse su posición con la determinada por el 
procesado de los datos) y repetida la medida bajo las mismas condiciones. En el 
procesado de los datos, la medida del entorno con objetos será sustraída a ésta última, 
quedando de esta manera únicamente las reflexiones causadas por los scatterers. 
 
Así pues como entrada del algoritmo tendremos una matriz de datos de 3 
dimensiones ( , , )T RH N N f  donde TN  es el número de antenas transmisoras, RN  el 
número de antenas receptoras, de las cuales conocemos su posición dentro del entorno 
Estudio de canal para sistemas Ultra Wide Band    - 103 - 
 
de medida para un sistema de coordenadas concreto, y f  el número de puntos en 
frecuencia de las trazas de datos tomadas por el analizador de redes vectorial y que 
incluye los efectos de la antena y por lo tanto también la influencia de su respuesta en 
función de la frecuencia. Una vez tenemos estos datos, se transforman al dominio 
temporal a partir de la transformada inversa de Fourier. En el dominio temporal, se 
detectan las posiciones de los picos de la respuesta impulsional correspondientes a las 
reflexiones de mayor potencia y a partir de estos picos se obtienen las distancias a las 
que se encuentran los posibles objetos, que serán llamadas d1. 
 
El siguiente paso consiste en discretizar el entorno de medida mediante un 
mallado de un tamaño concreto, dividiendo de esta manera el plano (caso 2D) o el 
volumen (caso 3D) en celdas. Cada una de estas, puesto que se encontrará referenciada 
en un sistema de coordenadas, tendrá unas coordenadas, que serán ( , )i ix y  en el caso 
2D y ( , , )i i ix y z  en el caso 3D, y que harán referencia al centro de la celda, como 
podemos observar en la FIGURA 4.4. 
 
 
 
 
 
 
 
 
FIGURA 4.4. Celdas entorno medida 2D y 3D 
 
Además para cada una de estas celdas será calculada la distancia (d2), para un 
rayo que recorriera el camino antena transmisora-celda-antena receptora, ya que así con 
posterioridad, está podrá ser comparada con las distancias obtenidas a partir de las 
reflexiones de los scatterers. 
 
Como partimos de la base de que conocemos la posición de las antenas en todo 
momento, para cada par de antenas transmisora/receptora podemos obtener estas 
distancias con un simple cálculo: 
 
x∆ x∆
y∆ y∆
z∆
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• 2D  
o antena transmisora ( , )i ia b  
o antena receptora ( , )i iu v  
o objeto (X,Y) (posición del objeto en principio desconocida) 
o ( ) ( ) ( ) ( )2 2 2 21( , ) i i i id x y a X b Y u X v Y= − + − + − + −  
o ( ) ( ) ( ) ( )2 2 2 22( , )i i i i i i i i i id x y a x b y u x v x= − + − + − + −  
 
A las distancias que 
determinan la elipse sobre la cual 
puede encontrarse la fuente de 
dispersión, al no ser en la realidad 
fuentes puntuales (situación ideal), 
puede añadirse según [CHANG 04] 
un término de ruido gaussiano, de 
tal manera que a la determinación 
de la distancia d1 habría añadir 
 	  , de media cero y 
desviación estándar 2σ .  
 
Una vez tenemos calculadas 
ambas distancias, se construye una 
matriz vacía ( , )i iM x y  o 
( , , )i i iM x y z , donde cada celda de 
la matriz corresponde con una de 
las celdas de la discretización del 
plano (2D). 
 
A continuación, para cada 
par de antenas transmisora y 
receptora y cada celda se evalúa la 
diferencia entre d2 y d1, y si esta 
diferencia en valor absoluto, es menor a un valor umbral, será añadido un 1 al valor de 
( , , )T RH N N f  
FFT-1 
Detección picosd1 
 
Cálculo d2 
distancia (TX-celda-RX) 
 
Dividir espacio 
 en celdas 
if |d2-d1|<acc 
(3 )M D  
 
+ 
( , , ) 1M x y z =
( , , ) 0M x y z
−
=
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esta celda. En caso contrario no se modificará. Este parámetro determinará la máxima 
diferencia que estamos dispuestos a asumir entre la distancia calculada a partir de las 
medidas y las distancias ideales que deberían de presentar los objetos.  
 
Finalmente los valores que presentarán las celdas de la matriz M serán el número 
total de elipsoides que intersecan en ese punto del espacio. Las celdas con mayor valor 
representan las posiciones más probables para la localización de los scatterers. 
Únicamente estas celdas han de tenerse en cuenta y para ello ha de establecerse otro 
valor umbral o threshold que determine por encima de que valor se considerará la 
presencia de un objeto. 
 
Hemos de caer en la cuenta de que en función del tamaño de los objetos y del 
tamaño asignado a cada celda puede que un objeto ocupase más de una, e incluso el 
desconocimiento sobre los mecanismos de scattering de los diferentes objetos     
[KÄHNY 92]. Por otra parte el tamaño asignado a las celdas que discretizan el entorno 
debería de ser siempre mayor que la precisión con la que es comparada la diferencia 
entre las distancias d2 y d1. 
 
4.2.2. Dominio frecuencial: Campos dispersados 
 
Otro método que también puede ser aplicado se basa en la dispersión que sufren 
los campos radiados por las antenas cuando se encuentran en su camino de propagación 
con un scatterer. Para ello hemos de aceptar la premisa de que los campos radiados se 
propagan como una onda plana, por lo que todo el frente de onda se propaga a la misma 
velocidad. 
 
 
 
FIGURA 4.5. Red de sensores con más de un transmisor y receptor 
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Para describir el método, nos basaremos en una situación 2D que es fácilmente 
aplicable a una situación tridimensional, añadiendo a todas las ecuaciones que veremos 
a continuación un término correspondiente a la dimensión añadida. Para dar a conocer el 
algoritmo, imaginemos una situación como la mostrada en la FIGURA 4.5, donde 
tenemos un sistema formado por N transmisores y M receptores (en el ejemplo 
mostrado N=M=2, aunque no tiene porque ser así). 
 
Como en el caso anterior es necesario discretizar el plano donde van a poder 
encontrarse los objetos mediante un mallado de celdas, de la misma manera que el 
método explicado anteriormente. De esta manera, cada antena vendrá determinada por 
su par de coordenadas que la referencian en este sistema: ( , )n nx y  para las antenas 
transmisoras y ( , )m mx y  para las receptoras, ya que consideramos su posición conocida a 
priori. 
 
De esta manera, si consideramos que nos encontramos con un blanco situado en 
una posición 0 0( , )x y  dentro de este sistema de referencia, las distancias a un transmisor 
y un receptor dados son rN y  rM respectivamente. 
 
( ) ( )2 20 0N n nr x x y y= − + −  
( ) ( )2 20 0M m mr x x y y= − + −  
 
 Por lo tanto, si pretendemos detectar un blanco concreto, visto bajo una 
combinación de antenas transmisora-receptora, el campo que tendremos para esa 
combinación y para una frecuencia concreta, será el campo que tenemos en ese punto 
concreto, modificado en fase y amplitud por el término de propagación añadido por el 
recorrido entre antena transmisora y scatterer y scatterer y antena receptora. 
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donde k es el número de onda para una frecuencia concreta, 0 0( , )A x y el valor del campo 
en una de las celdas del mallado en el que se ha dividido la zona de inspección y en 
V(n,m) los campos dispersados por los objetos que se encuentran en la zona de 
inspección, una vez se han eliminado los efectos del canal de propagación y del material 
usado para la medida en esta combinación concreta de antenas transmisora y receptora. 
Como en el caso anterior, la primera medida que se realiza es la de la sala sin los 
objetos que serán añadidos con posterioridad. Como antes, esta medida se realiza con el 
objetivo de posteriormente poder eliminar de los datos el efecto causado por los cables, 
los efectos de las antenas utilizadas y las reflexiones del entorno. 
 
Sin embargo, la magnitud que obtendremos con las medidas será precisamente 
V(n,m), ya que el valor medido será una  traza frecuencial del parámetro S21, como se 
ha justificado en capítulos anteriores, y la que queremos obtener 0 0( , )A x y . Así pues 
para un punto concreto de la rejilla donde pueden estar situados los objetos que causan 
las reflexiones y para una frecuencia en concreto, el campo en ese punto vendrá 
determinado por la siguiente expresión: 
 
0 0( , , ) ( , ) i n i mjk r jk ri n m
n m
A x y f V n m r r e e= ∑∑  
Así pues, hay que tener en cuenta para cada posición de la rejilla de medida 0 0( , )x y  las 
contribuciones de todos los pares de medidas entre antena transmisora y receptora (n,m) 
y finalmente sumar las contribuciones de todas las frecuencias en las que se han 
realizado las medidas. 
0 0( , ) ( , ) i n i mjk r jk rn m
i n m
A x y V n m r r e e= ∑∑∑  
 
 De esta manera como resultado de este método que podemos ver en forma de 
esquema en la próxima imagen, obtendremos una matriz de datos donde para cada celda, 
después de haberla considerado para cada combinación de antenas y para cada 
frecuencia, que se ha realizado tendremos asignado un valor que indicará la potencia de 
los campos dispersados en ese punto concreto. Aquellos puntos donde estuviesen los 
objetos, presentarían un valor más elevado por lo que es a partir de estos datos que 
podremos localizar dentro de la rejilla que hemos creado los objetos que producen las 
reflexiones. Por otra parte, hay que considerar que los blancos reales con los que nos 
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encontraremos, no serán blancos puntuales, sino que presentarán un volumen. Es por 
esta razón que pueden ocupar más de una de las celdas en las que se será dividida la 
región de estudio. Por otra parte, no todos los objetos han de presentar el mismo 
coeficiente de reflexión, por lo a la hora de determinar la importancia de cada uno de 
ellos, este factor también nos influirá, puesto que aquellos objetos con un coeficiente de 
reflexión más elevado producirán reflexiones (en el caso de hablar del dominio 
temporal) o campos (haciendo referencia al segundo de los métodos) de mayor potencia. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.3. Sensor Network 2D 
 
4.3.1. Sistema de medida 
 
Como se ha comentado con anterioridad, las medidas realizadas considerando 
únicamente un entorno 2D serán realizadas en el interior de la cámara anecóica mediana 
situada en  los laboratorios de la ETSETB en el edificio D3 del Campus Nord de la UPC, 
de medidas 2.68x4.2 y unos 2 metros de altura. De esta manera nos encontraremos en 
( , , )T RH N N f  
Cálculo campos en celda 
0 0( , , )iA x y f  
Cálculo distancias  
rN / rM 
 
0 0( , )A x y  
Dividir espacio 
 en celdas 
i
∑
0 0( , )x y∀
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un entorno con un número de reflexiones muy inferior (idealmente tendrían que ser 
nulas) a las que podemos encontrarnos en un entorno real, como puede ser una oficina o 
un laboratorio. 
 
Para ello, serán empleados los dos motores lineales que ya fueron usados para la 
medida de canal que podemos encontrar en el capítulo 3. A partir de estos, tendremos 
dos arrays lineales sintéticos, a partir del movimiento de los motores de manera 
controlada, donde el canal será medido mediante bocinas Ridge, los diagramas de 
radiación de las cuáles pueden verse en el anexo de este documento. Estos arrays, en 
nuestro caso se encuentran situados de forma paralela, con una separación de 1.4 metros 
(distancia entre las bocas de las antenas) y situados a la misma altura. El proceso de 
medida, lo encontramos descrito en el apartado “3.1.4. Técnicas de medida en el 
dominio frecuencial” y “3.4.2. Sistema de medida”, donde el VNA utilizado será el 
modelo 8720C de Hewlett-Packard. La medida presentará un total de 33 posiciones para 
cada una de las antenas (transmisora y receptora), con un desplazamiento entre 
posiciones de 3cm. Para cada posición de la antena transmisora se tomaran datos en 
cada una de las posiciones de la receptora. De esta manera, tendremos un total de 
33x33=1089 trazas en dominio frecuencial entre 2 y 10GHz, con 201 puntos de 
resolución. 
 
Como ha sido comentado, en primer lugar se realiza una medida completa sin 
objetos en el interior de la cámara, solamente los motores y las antenas, puesto que el 
sistema de medida y control se encuentra en todo momento fuera de la cámara anecóica. 
El objetivo de esta medida, como ya ha sido comentado es posteriormente poder 
eliminar de las medidas el efecto de los cables, las antenas utilizadas y posibles 
reflexiones de la cámara que pudieran ocasionarse de manera no controlada, como por 
ejemplo ecos producidos por reflexiones en los motores o en otros elementos no 
aislados de manera correcta. El sistema de medida, podemos observarlo en la      
FIGURA 4.6, donde también se muestra la elección de los ejes para el sistema de 
coordenadas. En este caso el punto (0,0) corresponde al centro geométrico el recorrido 
de las antenas (eje X) y la separación entre las mismas (eje Y). 
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FIGURA 4.6. Sistema de medidas y sistema referencia sistema 2D 
El siguiente esquema nos muestra el sistema de medida, así como el espacio 
sobre el cual podrán encontrarse los scatterers que son añadidos después de la 
realización de las medidas con la cámara vacía. 
 
 
FIGURA 4.6. Esquema medida sistema 2D 
 
Para las medidas que se realizarán N=M=33, 0.03x∆ = m (por lo que el 
recorrido total de la antena será de 99 cm), LX=LY=0.3 m y el tamaño de la celda  de     
1 cm por lado, tanto en X como en Y.  
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Cabe destacar que en función de los valores que presenten los valores que 
determinan el número de celdas, las iteraciones que habrá que realizar para los cálculos 
aumentarán de forma exponencial, por lo que tampoco es viable elegir un valor 
extremadamente reducido que cause una carga computacional demasiado elevada. 
 
Por otra parte, y como premisa para el método explicado, las posiciones de las 
antenas son conocidas en todo momento, y vienen dadas por las siguientes ecuaciones: 
 
Antena transmisora: 1 1
2 2n
N N
x x n x x n
− − 
= − ∆ + ∆ = ∆ − + 
 
, 
2
Lyn −=  
Antena receptora: 





+
−
−∆=∆+∆−−= nMxxmxMxm 2
1
2
1
, 
2m
Ly =  
 
 Una vez llegados a este punto mostramos los objetos con los que realizaremos la 
comprobación de los métodos. Estos pueden ser vistos en las dos siguiente imágenes. 
En uno de los casos, consisten en tres bolas metálicas del mismo tamaño, por lo que su 
coeficiente de reflexión será el mismo en los tres casos. En el segundo de los casos se 
intentarán localizar tres cilindros metálicos de distinto grosor, por lo que esta diferencia 
debería de ser captada por los métodos de medida. 
 
 
FIGURA 4.7. Medida tres elementos iguales sistema 2D 
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FIGURA 4.8. Medida tres elementos diferentes sistema 2D 
 
4.3.2. Simulaciones 
 
A partir de lo ya visto, antes de proceder a la realización de las medidas y aplicar 
el método sobre los datos reales se han realizado simulaciones con el objetivo de 
comprobar la eficacia de los métodos y el coste computacional de los mismos a muy 
groso modo. Para ello se aplicarán los métodos explicados con anterioridad sobre una 
simulación del plano de medida. 
 
Para ello se realiza un proceso parecido al explicado para las medidas, donde por 
una parte se tienen las posiciones de las antenas totalmente determinadas, por otra el 
mallado de la zona donde se situarán los objetos que causarán la dispersión o reflexión 
de los campos. Estos dos aspectos se simularán con las mismas distancias que las 
medidas reales, conservando las distancias entre antenas así como las diferentes 
posiciones que toman en el sistema de referencia asignado con tal propósito. En nuestro 
caso, el tamaño de las celdas será de 1 cm. Finalmente también tendremos una situación 
aleatoria de objetos puntuales dentro de esta zona, los cuales serán localizados mediante 
los dos métodos explicados. 
 
En este caso, el fenómeno del multicamino producido por la sala no se considera, 
ya que únicamente serán calculados los efectos producidos por los scatterers. Además 
para dotar  de cierta superficie a estos blancos y que no supongan un único punto dentro 
de la rejilla de medida, se asignarán scatterers a más de un punto de la misma,             
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de manera que estos no estén presentes en tan sólo una de las celdas del plano. A estos 
objetos, también les será asignado un valor, comprendido entre 0 y 1 y de esta manera 
poder dotarlos de diferentes coeficientes de reflexión, reflejando más aquellos con un 
valor de este parámetro cercano a 1. 
 
Por otra parte, en las medidas como ya se ha comentado, estarán incluidos los 
efectos derivados de las antenas usadas, por lo que estos efectos también serán incluidos 
en las simulaciones. Estos efectos serán incluidos en las simulaciones de dos maneras 
distintas. La primera de ellas a partir de una estimación del diagrama de radiación de la 
bocina Ridge. Para cada posición de las antenas transmisoras y receptoras y un punto 
concreto del plano, sabremos el ángulo que se forma entre la antena transmisora y el 
punto y el punto y la antena transmisora, como podemos ver en la figura inferior. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURA 4.9. Ángulos medidas sistema 2D 
 
Una buena aproximación para el diagrama de radiación de las antenas Ridge, en 
función del ángulo y la frecuencia es la siguiente: 
 
( )1 cos( )
2
N
E
θθ + =  
 
; [ ]2 ( 2)·0.6N f GHz= + −  ; 2 12GHz f GHz≤ ≤  
 
Podemos ver una representación del valor de este parámetro en función del 
ángulo y de la frecuencia en la FIGURA 4.10:  
Nθ
Mθ
NR
MR
Estudio de canal para sistemas Ultra Wide Band    - 114 - 
 
 
FIGURA 4.10. Modelo diagrama radiación bocina Ridge 
 
La segunda manera de incluir el efecto de las antenas dentro de la simulación es 
a partir de los diagramas reales de dichas antenas. Para conseguir esto hay dos opciones, 
bien obtener los diagramas de radiación completos mediante una medida del diagrama 
de radiación de las antenas en una cámara anecóica para tal propósito o bien aprovechar 
a priori los resultados obtenidos en las medidas realizadas en la cámara anecóica cuando 
se realizan las medidas sin objetos. Esto es así puesto que en todo momento, conocemos 
la distancia entre ambas antenas, y en ausencia de objetos y gracias a las propiedades de 
la cámara anecóica (si se supone ideal) sólo tendremos el rayo directo entre antena 
transmisora y antena receptora. De esta manera, a partir de todas las posiciones dentro 
de la cámara anecóica donde las antenas presentan el mismo ángulo de visión, y 
realizando un promediado entre todas estas y atenuación producida por la propagación, 
ya que nos interesa el módulo del mismo, somos capaces de obtener de manera bastante 
fiable los valores del diagrama de radiación (normalizados) para los ángulos que 
tendremos dentro de la cámara.  En la siguiente imagen podemos observar el diagrama 
obtenido para un conjunto de ángulos determinados. 
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FIGURA 4.11. Diagrama radiación bocina Ridge extraído de medidas 2D 
 
 
Una vez tenemos en cuenta todos estos factores (posición de las antenas, 
mallado de la superficie, posición de los blancos, sección de los blancos y diagramas de 
las antenas), se crea la matriz de datos que será la entrada de los algoritmos explicados. 
Como ya se ha explicado antes, esta matriz es de la forma ( , , )T RH N N f  donde TN  y 
RN   son el número de posiciones de antenas transmisoras y receptoras respectivamente 
(33 en nuestro caso) y f  el número de puntos en frecuencia de las trazas. Para calcular 
el valor de cada una de las celdas de esta matriz, es necesario sumar las contribuciones 
de cada uno de los blancos en cada una de las frecuencias de interés, para una 
combinación concreta de antenas transmisora y receptora (N,M), como podemos ver en 
la siguiente expresión, que es la que se implementa en la simulación. 
 
( ) ( ) 1( , , ) i SN i SMjk R jk RSN SM
S i SN SM
H N M f D D e e
R R
θ θ − −= ∑∑  
 
donde ( )SND θ  y ( )SMD θ  son los valores del diagrama de las antenas para una posición 
concreta entre antenas y scatterer, y SNR  y SMR  las distancias de las antenas 
transmisoras y receptoras al scatterer. 
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 Una vez hemos mostrado el método de simulación,  pasamos a mostrar algunos 
de los resultados más significativos.  
 
 Para las simulaciones, los parámetros usados han sido: 
 
- Número posiciones antena transmisora y receptora: 33 
- Frecuencia: de 2 a 12 GHz con 201 muestras 
- Desplazamiento antena transmisora y receptora: 0.03 m 
- Distancia entre antenas 1.4 m 
- Plano simulación: 0.6 x 0.6 m  
- Celdas rejilla: 0.01 x 0.01 m 
- Número scatterers: 3 
- Tamaño scatterers: 0.02 x 0.02 m 
 
En las siguientes imágenes mostramos el resultado de aplicar los dos métodos, 
temporal y frecuencial, sobre los objetos simulados en primer lugar sin aplicar el efecto 
causado por el diagrama de radiación de las antenas, en segundo lugar aplicando el 
modelo de diagrama y finalmente aplicando el diagrama obtenido a partir de las 
medidas en la cámara anecóica. 
 
FIGURA 4.12. Posiciones de los scatterers con diferente coeficiente de reflexión 
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FIGURA 4.13. Simulación método frecuencial sin efecto diagrama 
 
 
 
FIGURA 4.14. Simulación método frecuencial con modelo de diagrama 
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FIGURA 4.15. Simulación método frecuencial con diagrama cámara anecóica 
 
 
 
 
FIGURA 4.16. Simulación método temporal sin efecto diagrama 
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FIGURA 4.17. Simulación método temporal con modelo de diagrama 
 
 
 
 
 
FIGURA 4.18. Simulación método temporal con diagrama cámara anecóica 
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Como podemos observar, los objetos son localizados con precisión. De la misma 
manera podemos observar que ambos métodos ofrecen los mismos resultados. A pesar 
de ello, se produce una deformación de los mismos, que se ve incrementada desde la 
situación donde no aplicamos el efecto de las antenas hasta cuando aplicamos el 
diagrama real de las mismas. Si quisiésemos tener una imagen más clara de la 
localización de los objetos, bastaría con realizar como ha sido explicado en los métodos 
de localización una criba final estableciendo un valor mínimo de potencia recibida o 
umbral, por debajo del cual sería desestimada la señal.  
 
Para comprobar este hecho, se ha realizado otra simulación con tres objetos que 
presentan el mismo valor para su coeficiente de reflexión. En las siguientes imágenes se 
muestra la disposición original de los objetos, elegida de manera aleatoria, el resultado 
aplicando el método temporal con compensación de diagrama modelado y la posterior 
reconstrucción de los objetos. También mostramos como quedaría la reconstrucción del 
objeto si se aplicara una límite superior del 70% respecto al punto de máxima energía. 
 
 
FIGURA 4.19. Posiciones de scatterers con mismo coeficiente de reflexión 
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FIGURA 4.20. Simulación método temporal con modelo de diagrama 
 
FIGURA 4.21. Localización objetos con umbral del 70% 
 
De todas maneras, la carga computacional que comporta el método frecuencial 
es mayor que la que presenta el método temporal. Esto ha sido comprobado a la hora de 
realizar las simulaciones y el procesado de los datos. Obviamente, podría optimizarse el 
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código para ambos métodos, más no es el objetivo del estudio la optimización del 
código.  
 
4.3.3. Reconstrucción de objetos 
 
A partir de lo comentado anteriormente, una vez mostrados ambos métodos y 
comprobado su correcto funcionamiento, procederemos a aplicarlos sobre medidas 
reales, realizadas en la cámara anecóica mediana del Campus Nord de la UPC.            
Sin embargo, y debido a los tiempos de computación que suponen cada uno de ellos, los 
cálculos que mostraremos a continuación serán los obtenidos a partir del método en el 
dominio temporal. 
 
En esta situación 2D las posiciones de los objetos no han sido determinadas de 
manera precisa, ya que el objetivo no es mostrar la precisión de las medidas. El objetivo 
de las medidas 2D es mostrar que el método de cálculo aplica de manera correcta en un 
entorno casi ideal con un número bajo de reflexiones (idealmente estas deberían de ser 
nulas al realizar las medidas en la cámara anecóica), para así después poder aplicarlo en 
un entorno de mayor complejidad, con múltiples reflexiones. 
 
Por otra  parte, en este caso, el efecto de las antenas, a diferencia de las 
simulaciones, se encuentra incluido dentro de las medidas.  Es por ello que este efecto 
será eliminado de las medidas, de  la misma manera que fue añadido a las simulaciones, 
pero en este caso será substraído de las mismas. De esta manera  procesaremos los datos 
sin los efectos derivados del diagrama de radiación de la antena. El efecto más visible 
de este hecho es que aquellos objetos vistos por la antena  desde un ángulo donde el 
diagrama de radiación presenta un valor menor que el máximo, serían discriminados. Al 
compensar este hecho, cualquier  objeto, independientemente del ángulo de visión desde 
la antena será visto. Haciendo referencia otra vez al capítulo 2, volvemos a ver la 
importancia que presenta el hecho de tener antenas con diagramas de radiación 
isotrópicos. 
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De esta manera, si aplicamos los métodos explicados sobre las medidas reales 
mostradas anteriormente, en un primer caso sobre tres objetos de las mismas 
dimensiones y en segundo lugar sobre tres objetos de dimensiones diferentes y también 
diferentes coeficientes de reflexión los resultados son los que podemos ver en las dos 
figuras que tenemos a continuación. 
 
FIGURA 4.22. Reconstrucción objetos mismas dimensiones situación 2D 
 
FIGURA 4.23. Reconstrucción objetos diferentes dimensiones situación 2D 
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Los parámetros de la reconstrucción de objetos son los mismos que en la 
simulación de los mismos. 
 
A partir de estas imágenes y de manera directa, estableciendo un umbral como 
en las simulaciones, es sencilla la localización en el plano de medida de los objetos que 
causan las reflexiones, así como de una idea de su tamaño y de su coeficiente de 
reflexión en comparación con el resto de elementos, este último caso puede verse de 
manera clara en la FIGURA 4.23 donde la medida se realizó sobre tres varillas 
metálicas de distinto grosor.  
 
Por otra parte, a pesar de que los objetos presentan formas simétricas (esferas o 
cilindros) se observa una deformación  en el eje de coordenadas referenciado como Y. 
Este hecho es debido a la disposición concreta de los “sensores” en esta configuración 
de medida, ya que como puede observare, la deformación se produce en el sentido de la 
propagación de los campos electromagnéticos radiados por las antenas. Es de suponer 
que si la disposición de los sensores no tuviese una distribución como la de la medida y 
como la de las simulaciones esta deformación de los objetos no se produciría. 
 
 Se ha visto a lo largo de este capítulo  diferentes métodos aplicables para la 
localización de objetos en entornos UWB, implementando en primer lugar todo el 
código necesario para la simulación de los entornos y la reconstrucción de objetos tanto 
en el dominio frecuencial como en el temporal, valorando incluso el coste 
computacional de cada uno de ellos. También se ha comprobado mediante procesado de 
medidas efectuadas en entornos cercanos a lo ideal (cámara anecóica, que no presenta 
las reflexiones propias de un entorno multipath) que la reconstrucción de objetos, 
incluso con diferentes coeficientes de reflexión es posible.  
 
A partir de las comparativas entre los resultados, tanto de las simulaciones como 
de la reconstrucción de los objetos, mediante los dos diferentes métodos propuestos, 
explicados e implementados se valida el funcionamiento de estos así como su 
funcionalidad. Además también  se validan las simulaciones, al ofrecer resultados muy 
parecidos (con las diferencias entre los scatters reales y simulados explicados) con 
aquellos procedentes de las medidas reales. 
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Por otra parte se ha puesto de manifiesto la influencia en la caracterización del 
canal, y por lo tanto, en la reconstrucción de los objetos la importancia de la isotropía de 
las antenas usadas, con el objetivo de la no-discriminación angular de objetos, más si 
cabe aquellos que presentan coeficientes de reflexión menores. También sería 
importante comentar que para las simulaciones de los objetos, debería de realizarse un 
esfuerzo mayor en la simulación de su coeficiente de reflexión y localización, puesto 
que como ha sido explicado anteriormente, este coeficiente se ha supuesto uniforme 
para todo el plano de ocupación del objeto. Así mismo también se ve viable y 
recomendable el establecer valores umbral para discernir entre diferentes objetos, no tan 
sólo para la detección de todos ellos sino para un filtrado de estos en función de sus 
coeficientes de reflexión. 
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CAPITULO 5 
Conclusiones 
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 lo largo de este proyecto, se han estudiado en primer lugar las 
características más importantes de todas las partes constituyentes de un 
sistema de comunicaciones Ultra Wide Band. Desde la importancia de los pulsos usados, 
pasando por las antenas que hacen la función de transmisores y receptores de la señal, 
incluyendo el comportamiento del canal para las frecuencias y características dadas, 
intentando dar a entender que la viabilidad de un sistema UWB recae en que la 
funcionalidad de todas y cada una de sus partes sea correcta. En caso contrario no 
podrán ser explotadas todas las capacidades y beneficios del gran ancho de banda que 
nos ofrecen los sistemas UWB. 
 
En primer lugar se han explicado y expuesto las peculiaridades de los diferentes 
métodos y configuraciones de ensayos disponibles para un correcto estudio del canal de 
un sistema UWB, tanto los métodos que hacen uso del dominio temporal, como 
aquellos que lo hacen del frecuencial. 
 
Una vez seleccionado el método más adecuado de medida, así como la 
configuración (y también la elaboración del software necesario para el correcto 
funcionamiento) de los diferentes elementos que forman parte del sistema de medida, se 
procedió a la realización de la campaña de medidas en diferentes tipos de escenarios, 
con el objetivo de estudiar el canal en más de una variante.  
 
Con esto se ha puesto de manifiesto no tan sólo la viabilidad del sistema de 
medida formado por un analizador de redes vectorial en el dominio frecuencial sino 
también de la metodología y procesado sobre las medidas realizadas. 
 
Una vez procesadas las diferentes medidas realizadas en los diferentes tipos de 
escenarios se consiguió modelar el canal, a través de su respuesta impulsional o su perfil 
de potencia, así como diferentes parámetros que también pueden obtenerse de las 
simulaciones del modelo propuesto por el IEEE802.15.3, viendo que existen diferencias 
sustanciales en las respuestas impulsionales entre las medidas realizadas y sus 
simulaciones equivalentes. La mayor diferencia entre modelo y las medidas reales 
obtenidas recae en que los modelos que no suponen un multipath excesivamente denso, 
serán difíciles de encontrar en entornos reales, puesto que distan de lo ideal y presentan 
alta cantidad de elementos que son fuentes de ecos y reflexiones que no son deseadas.  
A
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Mientras que en el modelado de canal las simulaciones se han respaldado en el 
modelo ofrecido por el IEEE, en la parte final del proyecto se ha desarrollado por 
completo la aplicación para la simulación de un entorno 2D con una red de sensores 
donde es posible el posicionamiento de diferentes elementos (incluso con diferentes 
áreas y coeficientes de reflexión) con el objetivo de validar dos diferentes métodos 
conceptuales (en el dominio temporal a partir de los tiempos de llegada y en el 
frecuencial a partir de los campos radiados) para localización de objetos haciendo uso 
de las características del canal de los sistemas UWB. Se ha comprobado no tan sólo la 
viabilidad de ambos métodos, sino el coste computacional de ambos y también la 
validez de ambos para la localización de los objetos (fuentes de reflexión). Finalmente, 
una vez comprobada esta validez, se ha llevado a cabo una campaña de medidas con 
objetos reales, donde se han aplicado ambos métodos al procesado, obteniendo, como 
en las simulaciones, no tan solo la localización de los objetos, sino también los mismos 
resultados, lo que da viabilidad tanto al sistema de medida como a los algoritmos 
utilizados. 
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ANEXO A 
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Diagramas de radiación de antenas 
 
Meat Ball 
 
Considerando el siguiente sistema de coordenadas, se muestran los cortes del 
diagrama de radiación para diferentes frecuencias de interés. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Diagrama de radiación según φ , para ϑ =90. 
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4 GHz 5 GHz 
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Diagrama de radiación según ϑ , para φ=90. 
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Bocina Ridge 
 
Los valores que se muestran para los diagramas de radiación de esta bocina se 
encuentran normalizados y representados en dBs en función del ángulo en grados. 
 
Entendemos como plano E el que forman la dirección de máxima radiación y el 
campo eléctrico en dicha dirección, y de manera análoga el plano H el formado por la 
dirección de máxima radiación y el campo magnético en dicha dirección.  
 
Plano E 
 
  
 
 
Plano H 
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ABSTRACT 
We consider an UWB scatterer imaging technique for determining the most significant positions of 
scatterers and reflection coefficients, in order to characterize the channel in terms of impulse response. 
We use two focused orthogonally aligned arrays, where transmitter and receivers have known positions.  
 
INTRODUCTION 
The full characterization of a wideband multi-antenna channel requires stating both, temporal and 
directional properties of the channel. This leads to a double-directional response of the channel that can 
be seen as the superposition of the contributions from the more significant multipath components.  
 
Starting from the simplest SISO case, the impulse response of the channel [1] is given in Eq. 1: 
 
( )
( )
1
( , , , ) , , , , ,
N t
l Tx Rx l
l
h t h tτ τ
=
Ω Ψ = Ω Ψ∑ r r      (1) 
 
where the variable τl represents the delay between the direct path and the scattered path; rTx and rRx, the 
transmitter and receiver positions; Ω and Ψ the directions of departure and arrival; and N(t) the number of 
significant multipaths for a specific time. The hl(t,τl,Ω,Ψ) is the contribution of the l-th multipath, and can 
be modeled as Eq. 2: 
 
( ) ( ) ( )( , , , ) ljl l l l l lh t a e ϕτ δ τ τ δ δΩ Ψ = − Ω − Ω Ψ − Ψ  (2) 
 
being al and ϕl the magnitude and phase of the reflection coefficient ρl of the scatterer. For the 
multiantenna case, this impulse response would be expressed in a matrix form. The proposed compact 
representation is based on obtaining the spatial scatter distribution by using an imaging technique to 
locate and identify the most significant sources of scattering. The imaging of the scatterer distribution 
(position and reflection coefficient) allows describing the channel characteristics in a compact way in 
terms of Eq. 2. The reconstruction algorithm forms every image point by means of the synthesis of two 
focused arrays [2] (transmitting Tx and receiving Rx arrays). 
 
In this communication, the validity of the simple model of Eqs. 1-2 is first presented from a set of 
measurements. Next, a scatterer detection algorithm is developed and used to model a channel with a 
known number of scatterers at unknown positions and with unknown reflectivity. Previously, the 
measurement set-up and the processing algorithm are summarized. 
 
MEASUREMENT SETTING 
For the development of a scatterer detection algorithm, a measurement setting using scatterers of known 
form, size and position have been used. The measurements were performed in one of the laboratory 
rooms at UPC AntennaLab facilities. 
 
Arrays 
An horizontal and a vertical focused antenna arrays have been arranged as shown on Fig. 1. Each array 
has been synthesized by shifting the position of an antenna along a 1 meter long rail. In a general case Nr 
and Nt positions could be considered. 
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Figure 1. Illustration of the measurement set-up. 
 
For the particular measurements shown in this communication Nr=Nt=3. The orthogonal rails have been 
placed at a distance of 3.85 m. For every selected transmitting element, the receiving array is scanned at 3 
positions. Consequently, 3 frequency responses of the channel are obtained corresponding to the first 
transmitting antenna. Then the procedure is repeated for the next 2 positions of the ‘virtual’ transmitting 
array. An UWB ridge horn and an UWB monopole have been used as receiving and transmitting antennas, 
respectively. 
 
Scatterers and Room 
Two aluminium balls of 17cm diameter have been used as scattering objects. They have been placed at 
known positions within the area of interest between the arrays, as shown in Fig.2. It worths to be 
mentioned that, as Fig. 2 shows, measurements will be carried out in a particularly severe multiplath 
environment: the measurement room (5.70x4.80x3.06 m3) is an irregular room with an rectangular area 
full of randomly located metallic objects with quite different sizes and shapes. 
 
 
Figure 2. Room with measurement set-up and scatterers to be determined. 
 
Frequency Range and Calibration Procedure 
A network analyzer and a test set have been used to feed the transmitting antennas (UWB ridge horn) and 
to receive the signals from the receiving antennas (UWB monopole). A frequency sweep from 2 GHz to 
10 GHz with 801 samples have been used (IF Bandwidth 30 Hz, power level: 0 dBm). 
 
In order to obviate the effect of room and cables (used to connect antennas to the test set) and consider 
only the effect of scatterers, a measurement without scatterers have been carried out first. Then, two 
scatterers have been placed in known positions and measurements under the same conditions than 
previously have been performed. Final data, containing only the effects of scatterers, have been obtained 
as a difference of these two measurements. This final data are used to determine the position and 
reflectivity of the scattering objects, once they are determined by the imaging algorithm. 
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PROCESSING ALGORITHM 
In this section we draw the main parts of the processing algorithm used to determine the position of 
scatterers. The basic idea is similar to the 2D algorithm presented in [3]. On behalf of understanding, we 
describe the operation of this algorithm for the case of a single scattering object (assumed infinitesimal). 
 
The algorithm is based on measurements of distances  between antennas and scattering particles. These 
distances are computed from the time of arrival of scattered pulses. Once a distance d1 (corresponding to 
the path from the Tx antenna to the Rx antenna across the scatterer) is known, the possible positions of 
the scatterer can be determined. In the case of a single Tx-Rx antenna pair (whose coordinates in a 3D 
system are known), the scatterer can be localized anywhere on the surface of a revolution ellipsoid, 
defined by the distance d1. The Tx and Rx antennas at the focii of the ellipsoid. In a multiantenna 
scenario, one ellipsoid is obtained for each trio Tx antenna, scatterer, Rx antenna. The scatterer position 
can be obtained with less uncertainty using the measured distances from another pair of antennas (i.e., 
through the intersection of several ellipsoids). This means that for more precision, more antennas are 
required. Fig. 3 shows a graphical 2D example of this well-known technique for the case of four antennas 
(two transmitting and two receiving) with one scatterer. In this case the lines of possible position of the 
scatterers are ellipses. 
 
 
Figure 3. Example of possible positions where a scatterer can be located. These possible positions are 
ellipses. They are determined using the time delays between the direct and the scattered rays travelling 
from the transmitting to the receiving antenna across a scatterer. The example shows the ellipses for two 
transmitting and two receiving antennas and a single scatterer. Direct and scattered time delays (td and tr ) 
for one trace (TX1-RX2) are shown. Shaded areas represent intersections between the ellipses. 
 
Imaging algorithm 
The input of the imaging algorithm is a 3D matrix H(Nt, Nr, f), containing measured transfer functions for 
the multiantenna case (Nt transmitters and Nr receivers). These functions include the antenna dependence 
with frequency. After the transformation to time domain, the distances d1 are determined. These distances 
correspond to peak positions of the impulse response obtained by applying Fourier techniques. For the 
sake of simplicity a Dirac impulse is considered as an input pulse to the transmitting antenna. 
 
Next step is gridding the space into elementary cells (xi,yi,zi), and for each cell to compute the entire 
distance d2 from the Tx antenna to the cell and from the cell to the Rx antenna. Finally, an empty 3D 
matrix M(x,y,z) is built. Each cell M(xi,yi,zi) of the matrix corresponds to one cell of the previously 
gridded space. For each space-cell of the matrix the distances d1 and d2 are compared, and each time 
their difference is smaller than a certain accuracy, acc, then a value of one is added to the present value 
contained in this cell. Otherwise, the value of the cell is not changed (a value of zero is added). 
Proceeding this way the total accumulated value in each cell will represent the number of ellipsoids that 
are intersecting in this particular point of space. Fig. 4 shows an schematic of the algorithm. 
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Figure 4. Scatterer position detection algorithm. 
 
The cells having the highest value represent the most probable position of scatterers. Finally, only these 
cells of the matrix M are taken into consideration, in order to represent the estimated scatterer positions. 
An estimate of each scatterer position coordinates is computed by a weighted average of the coordinates 
of the most probable scatterer positions found by the imaging algorithm. 
 
Model assessment 
The channel characteristics (including the antennas) can be described in terms of position and reflection 
coefficients of the most significant sources of scattering obtained from the imaging algorithm. The 
modeled impulse response h’l(t), in the case of a single antenna pair, can be expressed as a convolution 
given in Eq. 3: 
 
1 0
' ( ) ( ) 1 ( )
N
i
l l i
i
h t h t tρ δ τ
ρ
=
 
= ∗ + − 
 
∑  (3) 
 
where hl(t) represents the measured impulse response of an arbitrary environment (including the 
transmitting and receiving antennas). The reflection coefficients ρi and ρ0 correspond to the peaks of 
measured impulse response. Respectively, the direct transmission path and the identified (by the imaging 
algorithm) i-th scatterer. The delay τi is the difference between a time of arrival of the direct ray td and 
scattered ray tr, as previously illustrated in Fig. 3. In the multiantenna case, this equation would take a 3D 
matrix form. 
 
The validation of this simple channel model given by Eq. 3 is assessed through measurements. First, the 
measured impulse response of the empty room hl(t) is acquired together with the impulse response of the 
room with two scatterers h’l(t). From both measurements the position and intensity of scatterers could be 
detected. Fig. 5 shows the time domain deconvolution between the impulse response with scatterers h’l(t) 
and the impulse response without scatterers hl(t) for one Tx-Rx antenna pair. 
 
The abscissa axis in Fig. 5 represents the spatial delay of different paths with respect to the direct ray (r = 
0 in the figure). 
 
From Fig.5, we get the positions of two peaks corresponding to two scattered rays (the ones with highest 
magnitude). Then, the reflection coefficients (magnitude and phase) corresponding to these two scatterers 
(ρi) and to the direct ray (ρ0) are determined. These reflection coefficients are used in Eq. 3 to compute 
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the channel model. In Fig. 6, the modelled impulse response of the channel (red diamonds) is compared 
with the measured impulse responses of the empty room (black circles) and the room with scatterers (blue 
triangles). 
 
Figure 5. Time domain deconvolution between the room with scatterers and the room without scatterers 
(blue continuous line). Time domain deconvolution of the room without scatterers with itself (red 
dashed-dotted line).Trace: TX #2 – RX #1. 
 
We can see that the model matches quite well to the measured curve. Particularly in the zones 
corresponding to the known positions of the scatterers (around 4.4 m and 4.6 m), the difference between 
the empty room and room with scatterers is obvious. In these two zones, the channel model follows the 
measured impulse response relatively well. In the abscissa axis of Fig. 6 the path travelled by the signal 
inside the ridge horn, has not been substracted from the measurements. For this reason the maximum peak 
is found at 4.06 m instead of 3.88 m corresponding to the distance between Tx #2 and Rx #1. 
 
 
Figure 6. Room model with scatterers in time domain (red diamonds) computed from the reflectivity of 
the scatterers alone and the ’empty’ room channel model (black circles). Comparison with 
measurements of room plus scatterers (blue triangles). Shaded areas show the position of the two 
scatterers. The maximum near 4 m corresponds to direct ray between TX #2 and RX #1. 
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Scatterer positioning 
Once the mechanism of channel modelling has been verified, we can apply the imaging algorithm to 
determine the scatterer positions and the corresponding reflection coefficients (typical case). The 
algorithm described in section 3.1 is used and the result is shown in Fig. 7. 
 
 
Figure 7. Position determination of scatterers using the algorithm of  section 3.1. Transmitters, 
receivers, and known positions of scatterers are shown (red circles, blue squares, and black rhombs, 
respectively) together with a cloud of possible solutions (magenta dots) and the estimated positions of 
scatterers (green pentagrams). 
 
After measured data processing, two zones of potential scatterer locations can be determined. In Fig. 7, 
these locations are indicated by a cloud of magenta points close to actual scatterers SCT1 and SCT2. The 
number of points allocating these zones depends on several parameters (number of maxima detected per 
trace, space gridding size, accuracy of the difference between measurements and geometric distance 
computation, threshold for scatterer decision,…) used in the algorithm. The estimated scatterers positions 
are computed inside these zones taking into consideration the coordinates of each potential position of the 
target and an associated weighting coefficient defined in the location algorithm. The positions selected by 
this criterion are indicated by two pentagrams in Fig.7. Accuracies in the positioning of scatterer 1 and 
scatterer 2 using this technique are 0.12 m and 0.21 m, respectively. This accuracy is, in this case, of the 
order of the size of the scatterers. The accuracy in the position determination could, theoretically, be 
reduced by increasing the frequency sweep, and by reducing the space gridding size (at the expense of 
computation load). However, the different scattering mechanisms of objects (specular reflection and 
creeping waves) [4] and the frequency variation of the radiation patterns of antennas severely affect the 
time delays computed. Consequently, these improvement in accuracy is uncertain. 
 
Channel modeling by imaging technique 
Once the targets have been detected and their position estimated, their reflectivity with respect to the 
direct ray can be obtained (for each pair of antennas) from the measured data. Using these reflectivities 
and the measured time delays computed from the known positions of the antennas (Tx and Rx), across the 
estimated scatterers locations, the channel model can be easily computed from Eq. 3 with the help of the 
measured frequency response of the empty room. Fig. 8 shows the channel model in time domain for the 
room with two scatterers. The resemblance with the measured time domain response of the room plus 
scatterers is better than in Fig. 6. Nevertheless, this result is highly dependent on the accuracy of the 
scatterers positioning technique. Their reflectivity could be erroneously computed at a point far from the 
actual object. 
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Figure 8. Time domain room model (red diamonds) obtained from the reflectivity of scatterers found by 
the UWB technique. Shaded areas show the actual position of the two scatterers. Trace TX #2 and RX 
#1. 
 
CONCLUSION 
A channel modelling technique has been proposed in this communication. From the measured frequency 
response of a channel its performance, including the presence of scattering objects, could be inferred with 
a pretty good degree of agreement. The proposed model also takes into consideration the frequency 
behavior of transmitting and receiving antennas as a part of the channel. 
 
This conclusion has been assessed comparing the proposed model with measurements. A processing 
algorithm using imaging techniques for scatterer position and reflectivity determination has been utilized. 
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