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Resumen
El web es el repositorio más grande disponible de do-
cumentos, y nos obliga (para Recuperación y otros 
usos diversos) a utilizar crawlers que naveguen de 
forma autónoma y selecciones documentos y los  pro-
cesen de acuerdo a los objetivos perseguidos. Sin 
embargo, incluso de forma intuitiva, podemos ver que 
existen abundantes réplicas de una cantidad impor-
tante de documentos. La detección de esos duplica-
dos es importante porque permite aligerar las bases 
de datos documentales y mejorar la eficiencia de los 
motores de búsqueda, aunque también mejorar la 
precisión de loas análisis cibermétricos y los estudios 
de minería web, etc.. Las técnicas estándar de 
hashing aplicadas habitualmente sólo detectan dupli-
cados exactos, a nivel de bits.
Sin embargo, muchos de los duplicados que encon-
tramos en el mundo real no son exactamente iguales. 
Por ejemplo, podemos encontrar páginas con el mis-
mo contenido pero con diferentes cabeceras o etique-
tas META, o visualizadas con diferentes plantillas. Un 
caso frecuente es el del mismo documento, pero en 
formatos distintos; en estos casos nos encontramos 
con documentos completamente diferentes a nivel de 
bits. La solución obvia es comparar las conversiones 
a texto plano de todos esos formatos, pero esas con-
versiones nunca son idénticas, debido al diferente tra-
tamiento que hacen los conversores de los diversos 
elementos de formato.
En este trabajo presentamos la posibilidad de utilizar 
lo que se conoce como fuzzy-hashing. La idea es pro-
ducir huellas digitales de dos documentos. De esta 
forma, una comparación entre dos huellas digitales 
debería darnos una estimación de la cercanía o dis-
tancia entre los dos documentos. Basado en el con-
cepto de rolling-hash, el fuzzy hashing se utiliza con 
éxito en tareas de seguridad informática como identi-
ficación de malware, spam, detección de virus, etc.. 
Hemos añadido capacidades de fuzzy-hashing a un 
crawler y hemos llevado a cabo diversas pruebas que 
nos han permitido estimar umbrales útiles de similitud 
o parecido entre documentos, así como obtener datos 
interesantes sobre  la cantidad y distribución de docu-
mentos duplicados en servidores web.
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Abstract
The web is the largest repository of documents 
available and, for retrieval for various pur-
poses, we must use crawlers to navigate 
autonomously, to select documents and pro-
cessing them according to the objectives pur-
sued. However, we can see, even intuitively, 
that are obtained more or less abundant replic-
ations of a significant number of documents. 
The detection of these duplicates is important 
because it allows to lighten databases and im-
prove the efficiency of information retrieval en-
gines, but also improve the precision of cyber-
metric analysis, web mining studies, etc.
Hash standard techniques used to detect 
these duplicates only detect exact duplicates, 
at the bit level.
However, many of the duplicates found in the 
real world are not exactly alike. For example, 
we can find web pages with the same content, 
but with different headers or meta tags, or 
viewed with style sheets different. A frequent 
case is that of the same document but in dif-
ferent formats; in these cases we will have 
completely different documents at binary level. 
The obvious solution is to compare plain text 
conversions of all these formats, but these 
conversions are never identical, because of 
the different treatments of the converters on 
various formatting elements (treatment of tex-
tual characters, diacritics, spacing, paragraphs 
...). 
In this work we introduce the possibility of us-
ing what is known as fuzzy-hashing. The idea 
is to produce fingerprints of files (or docu-
ments, etc..). This way, a comparison between 
two fingerprints could give us an estimate of 
the closeness or distance between two files, 
documents, etc. Based on the concept of 
"rolling hash", the fuzzy hashing has been 
used successfully in computer security tasks, 
such as identifying malware, spam, virus scan-
ning, etc. 
We have added capabilities of fuzzy hashing 
to a slight crawler and have made several 
tests in a heterogeneous network domain, 
consisting of multiple servers with different 
software, static and dynamic pages, etc.. 
These tests allowed us to measure similarity 
thresholds and to obtain useful data about the 
quantity and distribution of duplicate docu-
ments on web servers.
Keywords: web server, web document, du-
plicate document, fuzzy hashing
. 1 Introducción
El web es el depósito de documentos de 
mayor tamaño disponible. Incluso de una 
manera intuitiva es fácil encontrar abun-
dante información replicada en cualquier 
navegación que se efectúe. Ya a finales 
de los años 90, Bharat y Broder (Bharat 
1999) citaban estudios en los que se 
muestra que más del 30 % de las páginas 
web exploradas por los crawlers eran du-
plicados. Aunque en su estudio identifica-
ron sólo el 9.4 % de las páginas duplica-
das, no es menos cierto que estos auto-
res se centraron solamente en la duplica-
ción por copia explícita o mirroring. En 
cualquier caso, se trata de cantidades im-
portantes que hacían pensar ya entonces 
en la existencia de  un alto nivel de repli-
cación de contenidos web, por diversas 
razones.
La duplicación de documentos entorpece 
el trabajo de los crawlers y ralentiza la in-
dización de documentos, además de ser 
una dificultad añadida para los usuarios 
que necesitan revisar los documentos re-
cuperados tras una búsqueda. Chowdury 
y otros (Chowdury, 2000) han apuntado, 
además, que el problema de la duplica-
ción de documentos incide no sólo en la 
velocidad de la recuperación, sino tam-
bién en los cálculos de los pesos de los 
términos, que se basan, entre otras co-
sas, en sus frecuencias de aparición.
En muchos casos, sin embargo, no se 
trata de duplicados exactos, sino de casi 
duplicados: documentos que tienen prác-
ticamente el mismo contenido, aunque di-
fieren al algunos detalles. Yerra y Ng (Ye-
rra, 2005) citan algunos casos, a modo de 
ejemplo: documentos en diferentes ver-
siones, documentos pequeños ensambla-
dos en un documento grande, y lo contra-
rio: documentos grandes divididos en par-
tes más pequeñas; diferentes visualiza-
ciones del mismo contenido ... A todo ello 
se pueden añadir algunas causas más: 
cabeceras específicas introducidas por 
servidores o aplicaciones web a docu-
mentos idénticos, contadores de visitas, 
documentos que incorporan la fecha ac-
tual, su propio URL, trayectorias relativas, 
etc.
Debido a ello, es importante contar con 
técnicas y herramientas útiles que permi-
tan detectar documentos duplicados y 
casi duplicados; esta necesidad se plan-
tea en diversos contextos, y también en el 
que a nosotros nos interesa: el de la re-
cuperación de la información en el web.
Este trabajo pretende mostrar algunos re-
sultados preliminares en la aplicación en 
este tipo de tareas de técnicas conocidas 
como fuzzy-hash. Este trabajo está orga-
nizado como sigue: en la sección 2 se 
hace un breve repaso a las técnicas más 
usuales para medir el parecido o similitud 
entre documentos, y su aplicación en la 
detección de documentos casi duplica-
dos. En la sección 3 se describe el fuzzy-
hash o Context Triggered Piece Hashing. 
En la sección 4 se exponen las pruebas 
experimentales llevadas a cabo y se co-
mentan sus resultados. Finalmente, se 
ofrecen unas conclusiones y líneas de 
trabajo futuro.
. 2 Medidas de similitud entre 
documentos
Hay diversos sistemas que permiten esti-
mar el parecido o similitud entre dos do-
cumentos. Varios de ellos derivan del cál-
culo de similitud entre vectores, aplicable 
cuando los documentos son representa-
dos mediante vectores: coseno, Dice, 
Jaccard  y otros (Tan, 2006). Pero no son 
utilizables en este caso; fueron diseñados 
para estimar similitud semántica; el propio 
modelo vectorial en que se apoya su uso 
parte de la independencia entre los térmi-
nos, sin tomar en cuenta la posición de 
unos respecto a otros. Y, en todo caso, 
su aplicación tiene unos requerimientos 
de procesamiento inasumibles en este 
contexto Chowdury, 2004).
Otros sistemas derivan de lo que se co-
noce como distancia de edición, es decir, 
el número de operaciones necesarias 
para transformar una secuencia de carac-
teres en otra (Navarro, 2001). Esto inclu-
ye medidas de similitud entre secuencias 
de caracteres como la de Hamming 
(Hamming, 1950), Lenvensthein (Le-
venshtein, 1966; Soukoreff, 2001) o Da-
merau (Damerau, 1964), entre otras va-
rias. Su principal problema es que están 
concebidas para secuencias de caracte-
res cortas; uno de sus usos más frecuen-
tes, por ejemplo, es la corrección de erro-
res ortotipográficos, sugiriendo palabras 
cercanas. Aplicadas con cadenas muy 
largas, como pueden ser los documentos 
completos, resultan inaplicables, pues ne-
cesitan demasiado tiempo.
La solución más empleada a la hora de 
detectar documentos duplicados es el 
hashing, esto es, la obtención de una 
huella digital que, gracias a los algoritmos 
utilizados, es de pequeño tamaño, pero 
asegura con bastante fiabilidad que no se 
producen dos huellas iguales para docu-
mentos que son distintos. El hashing tie-
nen diversas aplicaciones, desde facilitar 
búsquedas rápidas en estructuras que uti-
lizan como clave o referencia el hash de 
los datos almacenados, hasta su uso crip-
tográfico, por ejemplo, en aplicaciones de 
firma digital o como garantía de no altera-
ción de un documento. Algunos de los al-
goritmos más conocidos son MD5 o SHA; 
MD5 es utilizado con frecuencia en las 
descargas de software libre para compro-
bación de la integridad de los ficheros ori-
ginales y es fácil encontrar utilidades en 
los sistemas operativos y en los lengua-
jes de programación que permiten obte-
ner huellas mediante estos algoritmos.
Sin embargo, el hashing convencional, 
que funciona muy bien para los objetivos 
para los que fue ideado, tiene inconve-
nientes en la detección de documentos 
duplicados. En efecto, la menor diferencia 
entre dos documentos, incluso a nivel de 
bits, produce huellas completamente dife-
rentes, sin  que esta diferencia sea pro-
porcional a la diferencia real entre tales 
documentos. Así, un algoritmo como MD5 
certifica de forma eficiente y muy segura 
que dos documentos son idénticos; pero 
no es válido para detectar documentos 
que, pudiendo considerarse iguales en la 
práctica, contengan la más mínima dife-
rencia.
. 3 Fuzzy-hashing
Fuzzy-hash o Context Triggered Piece 
Hashing (CTPH) se basa en el trabajo de 
A. Tridgell (Tridgell, 2001), que, después 
de utilizar técnicas de hash en el desarro-
llo de rsync (una conocida aplicación 
GNU para la transferencia incremental de 
ficheros, (http://rsync.samba.org/) aplicó 
fuzzy hash en otra aplicación (a la que 
llamó spamsum) dedicada a detectar 
mensajes basura en el correo electrónico.
El fuzzy hash se apoya en lo que se co-
noce como rolling hash. Supongamos una 
ventana de n caracteres de tamaño que 
se va desplazando a lo largo de un docu-
mento, cada vez un carácter; para cada 
posición se calcula una huella convencio-
nal que se recalcula de manera muy rápi-
da para la siguiente posición de la venta-
na, hasta llegar al final del documento. 
Rolling hash se aplica en en la búsqueda 
de subcadenas, entre otras cosas. El 
fuzzy hash aplica un rolling hash que 
avanza a lo largo de un documento hasta 
llegar a determinados puntos, conocidos 
como trigger points. Cuando alcanza un 
trigger point, el rolling hash calculado 
hasta entonces es almacenado y se reini-
cia, hasta el siguiente trigger point, y así 
sucesivamente hasta el final del docu-
mento. Tanto el tamaño n de la ventana 
del rolling hash como los trigger points se 
obtienen por diversos procedimientos en 
función del tamaño del documento.
Al final del proceso se tienen una serie de 
hashes correspondientes a otros tantos 
segmentos del documento original; es po-
sible obtener una signatura corta de cada 
huella y concatenarlas en una secuencia 
de caracteres. Si modificamos el docu-
mento original, alguno o algunos de los 
segmentos (los correspondientes a la mo-
dificación) producirán rolling hashes dife-
rentes, pero no el resto. Así la secuencia 
final de caracteres obtenida diferirá en los 
correspondientes a los segmentos afecta-
dos por la modificación, pero no en el res-
to. De esta manera, la cantidad de carac-
teres diferentes en el fuzzy hash final es 
proporcional a la envergadura de las mo-
dificaciones introducidas en el documento 
(Kornblum, 2010).
El fuzzy hashing es muy utilizado en tare-
as relacionadas con la seguridad informá-
tica (análisis forense, detección de virus 
polimórficos, detección de malware, etc.) 
(Kornblum, 2006).
. 4 Pruebas efectuadas
Hemos efectuado diversas pruebas ten-
dentes a evaluar la utilidad del fuzzy 
hashing en la detección de documentos 
duplicados en el web. El contexto de tales 
pruebas es la Recuperación de Informa-
ción en el web; en este contexto, un craw-
ler recorre la red recopilando e indizando 
documentos. Básicamente, el crawler ex-
plora una página web, la indiza y también 
extrae los links que ésta contiene, que 
son almacenados. Una vez indizada una 
página, el crawler obtiene una nueva di-
rección a explorar de entre las almacena-
das. Naturalmente, el crawler se cuida de 
no explorar la misma dirección, es decir, 
no almacena direcciones que ya han sido 
visitadas, o que ya están almacenadas 
previamente. Naturalmente también, es 
posible limitar los recorridos del crawler a 
URLs que pertenezcan a determinados 
dominios o que reúnan determinadas ca-
racterísticas, como es posible también cir-
cunscribir la indización a documentos en 
determinados formatos, etc. (Figuerola, 
2006).
En las pruebas hemos utilizado nuestro 
propio crawler, diseñado para formar par-
te de nuestro motor de búsqueda VII (Fi-
guerola, 2010). Le hemos añadido la ca-
pacidad de detectar duplicados exactos, 
mediante un algoritmo MD5, y también la 
de detectar documentos muy similares 
mediante fuzzy hash, utilizando el módulo 
ssdeep para el lenguaje de programación 
python (Milemko, 2010), un a adaptación 
para este lenguaje basado en la librería 
ssdeep de Kornblum (Kornblum, 2010).
En todos los casos, tanto el hash MD5 
como el fuzzy hash se obtienen no de la 
página o documento original, sino de su 
conversión a texto plano. De esta manera 
obviamos diferencias derivadas simple-
mente del formato. De otro lado, como se 
ha dicho antes, el crawler sólo recorre 
URLs diferentes, es decir, nos referimos a 
documentos duplicados o casi duplicados 
con direcciones de red diferentes.
Al tratarse de pruebas preliminares he-
mos efectuado exploraciones en el inte-
rior de determinados servidores web o de 
determinados subdominios. Los duplica-
dos encontrados, en consecuencia, están 
siempre en el mismo servidor o, en todo 
caso, dentro del mismo subdominio.
Tras diversas pruebas, establecimos un 
umbral de similitud en 0.9 para el fuzzy 
hash, de manera que los documentos con 
un resultado superior a este umbral se 
han considerado duplicados. Algunos re-
sultados están representados en los gráfi-
cos adjuntos.
Lo primero que hay que constatar es la 
abundancia de documentos duplicados, 
en todos los casos. Buena parte de ellos 
son duplicados exactos (su conversión a 
texto plano), detectados con MD5. Pero, 
de forma variable, según los casos, hay 
una cantidad importante de documentos 
no detectados como duplicados por MD5, 
pero que gracias al fuzzy hashing pueden 
considerarse como duplicados a efectos 
prácticos.
En muchos casos, la cantidad de duplica-
dos es incluso superior a la de documen-
tos únicos. En algunos gráficos se obser-
va claramente cómo, según avanza el re-
corrido del crawler a través de un servi-
dor, el número de páginas o documentos 
únicos no duplicados crece hasta alcan-
zar un techo, que no se sobrepasa o se 
sobrepasa con escasa pendiente. El nú-
mero de duplicados y el de casi duplica-
dos también crece según se avanza en el 
recorrido por el web, pero no se detiene y 
supera, antes o después, a los documen-
tos únicos.
En otras palabras, el crawler obtiene to-
dos los documentos únicos, pero no se 
detiene, pues sigue obteniendo URLs 
que, siendo nuevos y diferentes de los ya 
explorados, conducen a páginas o docu-
mentos que son duplicados de otros ya 
visitados.
Esto significa que, con bastante aproxi-
mación, podría suspenderse el recorrido 
del crawler bastante antes de haber ex-
plorado la totalidad de direcciones recopi-
ladas, en la confianza de que, a partir de 
determinado punto, pocas o ninguna pá-
gina con contenido nuevo va a ser recorri-
da.
De otro lado, se han efectuado pruebas 
también con un subdominio completo; 
este subdominio es heterogéneo, en el 
sentido de que está integrado por varios 
servidores (unos 200) de diverso tamaño, 
unos con páginas estáticas y otros diná-
micos, gestionados por una gran variedad 
de Gestores de Contenidos y/o aplicacio-
nes web ad-hoc. El tamaño, en número 
total de páginas de ese subdominio es di-
fícil de precisar; Google arroja un resulta-
do de 1,500,000 páginas, aunque es sabi-
do que las cifras que proporcionan los 
buscadores deben observarse con mu-
chas reservas (Bar-Ilan, 2005). Lo que 
más llama la atención es que, después 
de explorar las primeras 73,000 páginas 
prácticamente no se encuentran ya docu-
mentos únicos; y que, de éstos, sólo se 
obtienen algo más de 46,000. La cantidad 
de documentos duplicados exactos (de-
tectados mediante MD5) es notable, pero 
se estabiliza también a partir de un deter-
minado punto. Lo que hace aumentar a 
partir de ese punto la cantidad de duplica-
dos son los documentos casi duplicados, 
detectados a través de fuzzy hash.
En este punto pueden plantearse varios 
interrogantes. En primer lugar, las causas 
de la abundante duplicación de documen-
tos; teniendo en cuenta que el crawler 
sólo sigue URLs únicos, parte de tales 
duplicaciones pudiera venir de redireccio-
nes y alias en los nombres de los servido-
res. Pero, a la espera de confirmar esta 
hipótesis con datos rigurosos, parece que 
esta causa sólo podría explicar una parte 
de las duplicaciones exactas. Otra parte 
puede tener origen en la forma en que 
Gestores de Contenidos y aplicaciones 
web generan enlaces hacia sus compo-
nentes, que podrían tomar formas dife-
rentes en lo que se refiere al URL, pero 
que apuntan al mismo sitio. En este senti-
do, es interesante preguntarse por dife-
rentes comportamientos en función de los 
programas concretos utilizados en cada 
sitio web; podemos suponer que, tal vez, 
unos Gestores de Contenido Web gene-
ran más duplicados que otros. Es proba-
ble, también, que determinados usos del 
web generen un número mayor de repli-
caciones, ya sean exactas o ya sean ge-
nerando versiones del mismo documento; 
esto pudiera producirse con sitios web 
con orientación social (web 2.0); y es pro-
bable también que esta clase de sitios 
tengan mayor vinculación con determina-
dos Gestores de Contenido, orientados, 
precisamente, a la Web 2.0
¿La manera de recorrer el web por parte 
del crawler influye en el hecho de encon-
trar más o menos duplicados? ¿Podemos 
descubrir caminos que nos hagan explo-
rar antes los documentos únicos que con-
tiene un sitio o un dominio web?
De otro lado, si, como parece, hay un ni-
vel importante de documentos duplicados 
en el web, este hecho debiera afectar a 
los resultados de los buscadores web. De 
hecho, muchos de ellos aplican diversos 
métodos para detectar y eliminar duplica-
dos y casi duplicados de los resultados 
de las búsquedas, con más o menos éxi-
to.
Éste es el caso de Google, que tiene in-
cluso una patente sobre un sistema para 
detectar duplicados (Pugh, 2003), y que 
aplica tras una búsqueda, antes de pre-
sentar al usuario la lista de documentos 
encontrados.
Yahoo también dispone de un sistema de 
detección de duplicados, como cabe des-
prender de las posibilidades que su API 
ofrece a los programadores, aunque no 
está, hasta donde nosotros sabemos, de-
bidamente documentado.
Por lo que se refiere a Google, hemos 
efectuado algunas pruebas consistentes 
en efectuar 50 consultas o búsquedas es-
tándar; se trata, en concreto, de las con-
sultas propuestas en la tarea de recupe-
ración web del TREC 2009 (Clarke, 
2009). Para cada una de esas consultas 
hemos examinado los primeros 750 docu-
mentos recuperados, aplicando las técni-
cas antes descritas de fuzzy-hash para 
detectar duplicados y casi duplicados.
Es importante tener en cuenta que estas 
técnicas las hemos aplicado en adición a 
las propias que Google aplica por su 
cuenta. Los resultados quedan reflejados 
en el gráfico adjunto, que muestra un ni-
vel notable de documentos duplicados, 
aún después de haber eliminado Google 
los que él mismo ha sido capaz de detec-
tar. 
. 5 Conclusiones
Hemos mostrado una técnica, conocida 
como fuzzy-hashing que permite detectar 
documentos duplicados y casi duplicados. 
Esta técnica ha sido aplicada implemen-
tándola en un crawler que navega autó-
nomamente por el web recorriendo (y, 
eventualmente, indizando) documentos.
El fuzzy-hashing es una huella criptográfi-
ca real, similar a otros sistemas de 
hashing: se calcula de una forma muy rá-
pida y el riesgo de colisiones (dos docu-
mentos diferentes que producen la misma 
huella) es muy bajo. Sin embargo, la dife-
rencia entre los fuzzy hash de dos docu-
mentos es proporcional a la diferencia en-
tre dichos documentos. Esta característi-
cas nos permite detectar documentos 
casi duplicados fácilmente.
Los resultados de las pruebas efectuadas 
sugieren que el web contiene una canti-
dad significativa de documentos duplica-
dos o casi duplicados. Sugieren también 
que, para un determinado nivel de pági-
nas exploradas por un crawler en un sitio 
web, se alcanza un punto en el que ya no 
se encuentran páginas nuevas que no ha-
yan sido exploradas previamente.
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