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Abstract. In 1939, G. Szego¨ first introduced a family of generalised Hermite polynomials (GHPs) as a
generalisation of usual Hermite polynomials, which are orthogonal with respect to the weight function
|x|2µe´x2 , µ ą ´ 1
2
on the whole line. Since then, there have been a few works on the study of their
properties, but no any on their applications to numerical solutions of partial differential equations
(PDEs). The main purposes of this paper are twofold. The first is to construct the generalised Hermite
polynomials and generalised Hermite functions (GHFs) in arbitrary d dimensions, which are orthogonal
with respect to |x|2µe´|x|2 and |x|2µ in Rd, respectively. We then define a family of adjoint generalised
Hermite functions (A-GHFs) upon GHFs, which has two appealing properties: (i) the Fourier transform
maps A-GHF to the corresponding GHF; and (ii) A-GHFs are orthogonal with respect to the inner
product ru, vsHspRdq “ pp´∆q
s
2 u, p´∆q s2 vqRd associated with the integral fractional Laplacian. The
second purpose is to explore their applications in spectral approximations of PDEs. As a remarkable
consequence of the fractional Sobolev-type orthogonality, the spectral-Galerkin method using A-GHFs as
basis functions leads to an identity stiffness matrix for the integral fractional Laplacian operator p´∆qs,
which is known to be notoriously difficult and expensive to discretise. Indeed, the A-GHFs provide an
optimal basis for Hermite approximation of p´∆qs in Rd. As a by-product, the A-GHFs with integer
parameter s can significantly improve the existing Hermite spectral-Galerkin algorithms for PDEs with
usual Laplacian. We also conduct rigorous error analysis of approximation by GHFs and of the optimal
spectral method for fractional PDEs in Rd. The second application is to solve the eigenvalue problem of
the Schro¨dinger operator involving a general fractional power potential. Following the same spirit, we
further introduce a Mu¨ntz-type GHFs that are orthogonal with respect to an inner product associated
with the underlying Schro¨dinger operator. Using the new basis, the Hermite spectral-Galerkin algorithm
can fully diagonalise certain Schro¨dinger operators, and leads to sparse mass and stiffness matrices with
finite bandwidth. Moreover, the Mu¨ntz-type GHF expansion can fit the singularity of the eigenfunctions.
It is confident that this work can significantly enrich both the theory and applications of spectral methods
for unbounded domains.
1. Introduction
In the seminal monograph [49, P. 371] (1939), Szego¨ first introduced a generalisation of the Hermite
polynomials (denoted by H
pµq
n pxq, µ ą ´1{2, x P R :“ p´8,8q and dubbed as generalised Hermite
polynomials (GHPs)), through an explicit second-order differential equation in an exercise problem. The
GHPs defined therein are orthogonal with respect to the weight function |x|2µe´x2 . Chihara perhaps was
among the first who systematically studied the properties of the GHPs, and the associated generalised
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Hermite functions (GHFs): pHpµqn pxq :“ e´x2{2Hpµqn pxq (orthogonal with respect to the weight function
|x|2µ), in his PhD thesis [12, entitled as “Generalised Hermite Polynomials”] (1955). Later, some standard
properties were collected in his book [13] (2011). Whereas the usual Hermite polynomials/functions are
well-studied and developed in spectral approximations (see, e.g., [24, 33, 7, 52, 26, 11, 10] and the
reference therein), the works on this generalised family are limited to the study of the properties or
further generalisations (see, e.g., [42, 40, 41, 6, 35] and a few references therein). Indeed, to the best
of our knowledge, the generalised Hermite spectral methods in both theory and applications are still
under-explored, and worthy of deep investigation.
It is known that the usual Hermite functions t pHp0qn u are eigenfunctions of the Fourier transform (see,
e.g., [19]). This appealing property turned out crucial for algorithm developments in many scenarios. For
example, He, Li and Shen [27] considered the numerical solutions of unbounded rough surface scattering
problems, where the reduction of the unbounded domain via the global Dirichlet-to-Neumann operator
involving the Fourier transform of the unknown field, and the use of Hermite functions could decouple
the problems. More recently, the Hermite spectral-Galerkin and collocation methods proposed in [34, 51]
for the integral fractional Laplacian in unbounded domains essentially relied on the Fourier transform
invariant properties of usual Hermite functions. However, this merit does not carries over to the GHFs
with µ ­“ 0. It is quite common that the orthogonal polynomials are transformed into other special
functions by the Fourier transforms. Indeed, the explicit formula for the Fourier transform of |x|2ν pHpµqn pxq
with µ, ν ą ´ 12 are given in [35, (2.34)] in terms of the Kummer hypergeometric functions 1F1p¨q.
Chihara’s thesis [12, P. 53] obtained the formula for the Fourier transform of e´x2Hpµqn pxq (i.e., the
over-scaled GHF: e´x2{2 pHpµqn pxq):ż
R
e´x
2
Hpµqn pxq e´i2ξx dx
“ ?pi2n
´
´
”n
2
ı
´ µ` 1
¯
rn2 s
p´iξq 1´p´1q
n
2 e´ξ
2
1F1
´
´
”n
2
ı
,´
”n
2
ı
´ µ` 1, ξ2
¯
.
(1.1)
In particular, if µ “ 0, it reduces to the formula for the usual over-scaled Hermite function (cf. [37,
18.18.23]): ż
R
e´x
2
Hp0qn pxq e´iξxdx “
?
pip´iξqne´ ξ24 , (1.2)
which played an important role in [51] for computing the spectral collocation differentiation matrices of
the fractional Laplacian.
The main objectives of this paper are twofold. The first is to introduce a family of adjoint generalised
Hermite functions (A-GHFs), denoted by qHpµqn pxq, through a judicious linear combination of the Hermite
functions
 pHp0qj pxq(nj“0, which satisfy the following two notable properties (see Theorem 3.1):
(i) The Fourier transform maps the A-GHF to the GHF:
F r qHpµqn spξq “ p´iqn pHpµqn pξq, µ ą ´12 . (1.3)
In other words, the Fourier transforms of the A-GHFs are orthogonal with respect to the weight
function |ξ|2µ in R.
(ii) The A-GHFs are orthogonal with respect to the inner product that induces the so-called Gagliardo
semi-norm of HspRq, that is,
r qHpsqn , qHpsqm sHspRq “ `p´∆q s2 qHpsqn , p´∆q s2 qHpsqm ˘R “ 0, if m ­“ n, (1.4)
where the integral fractional Laplacian is defined as in (2.3). As an important application, the
spectral-Galerkin method using the A-GHFs as basis functions, leads to an identity matrix for
the integral fractional operator. It is known that the fractional operator is much more expensive
and difficult to deal with, due to the nonlocal nature and the involved singular kernel (see [20]
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for a very recent review). As such, the use of the new basis, the Hermite spectral algorithm is
optimal. More importantly, all these are valid for multiple dimensions.
The second purpose of this paper is to introduce the GHPs/GHFs and their adjoint cousins in arbitrary
dimension, which preserve the attractive properties (i)-(ii), and to explore their applications as well. More
precisely, based upon the relation between the GHPs and generalised Laguerre polynomials (expressed in
terms of confluent hypergeometric functions, see [12]), the d-dimensional GHPs/GHFs are constructed
through a “warped” tensorial product of the generalised Laguerre polynomials (in radial direction) with
the spherical harmonics (in angular direction) (cf. [15]). We term this non-standard tensorial structure
as a “warped” tensor for the reason that the parameters of the generalised Laguerre polynomials depend
on the degree parameter of the spherical harmonics. This situation is reminiscent to the orthogonal
polynomials on triangles/hexahedra (cf. [17, 30]) constructed from Jacobi polynomials through the Duffy
transformation [18]. By construction, the d-dimensional GHPs and GHFs are orthogonal with respect to
|x|2µe´|x|2 and |x|2µ with µ ą ´ 12 , respectively. Correspondingly, we define the adjoint GHFs satisfying
the properties (1.3)-(1.4) in d-dimensions. We shall demonstrate through two examples of applications:
(a) fractional PDE with integral fractional Laplacian, and (b) eigenvalue problem involving Schro¨dinger
operator with a general fractional power potential, that the A-GHFs and their interesting variants are
natural and optimal basis functions for the Hermite spectral methods for such problems. Moreover, we
also conduct rigorous error analysis of spectral approximation by GHFs and of the proposed methods for
fractional Laplacian. Several points are worthy of highlighting.
1. The family of A-GHFs with integer µ is of independent interest. For example, the Hermite
spectral-Galerkin methods using the A-GHFs with µ “ 1 as basis function can lead to identity
stiffness matrix for the usual Laplacian, which is not possible for the usual Hermite spectral
algorithms studied in literature. This is very similar to development of the optimal spectral
algorithms using generalised Jacobi polynomials for boundary value problems in bounded domains
(cf. [25]).
2. The three-dimensional GHPs with a special parameter µ “ 0 and an appropriate scaling re-
duce to the Burnett polynomials [8] (1936), which are mutually orthogonal with respect to the
Maxwellian Mpxq “ p2piq´3{2e´|x|2{2, and are useful in solving kinetic equations (see, e.g., [9]
and the references therein).
3. Following the same spirit of diagonalising the fractional Laplacian operator, we further gener-
alise this notion and introduce a Mu¨ntz-type GHFs tailored to the Schro¨dinger operator with a
general fractional power potential. The new GHF-spectral-Galerkin approximation can not only
diagonalise this operator (which is not feasible for other Hermite functions), but also fit the sin-
gularity of the eigenfunctions leading to spectrally accurate algorithms. More specifically, with
properly chosen parameters, our Mu¨ntz-type GHFs recover the hydrogen-like wave functions, i.e.,
eigenfunctions of the Schro¨dinger operator with a Coulomb potential.
The rest of the paper is organised as follows. In Section 2, we make necessary preparations by in-
troducing some notation, spaces of functions and the spherical harmonics. In Section 3, we study the
one-dimensional GHPs/GHFs, and estimate the weighted L2-errors of the related orthogonal projections.
We introduce in Section 4 the multi-dimensional GHPs/GHFs and their adjoint counterparts, and present
some remarkable properties indispensable for developing optimal Hermite spectral algorithms. In Section
5, we develop and analyse optimal Hermite spectral-Galerkin methods for PDEs with integral fractional
Laplacian in Rd. In Section 6, we introduce a more general family of Mu¨ntz-type GHFs and apply it
to the eigenvalue problem of the Schro¨dinger operator with a general fractional power potential. We
conclude the paper in the final section.
2. Preliminaries
In this section, we make necessary preparations for the forthcoming exposition and discussions. We
first introduce some notation, and spaces of functions related to the integral fractional Laplacian. We then
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recall some relevant properties of the spherical harmonics in d dimensions, which will be an indispensable
building block for the multi-dimensional GHPs and GHFs.
2.1. Notation and spaces of functions. Let N be the set of positive integers and N0 :“ t0u Y N. For
α P R and ´α R N0, the rising factorial in the Pochhammer symbol is defined as
pαq0 :“ 1, pαqk “ αpα` 1qpα` 2q ¨ ¨ ¨ pα` k ´ 1q “ Γpα` kq
Γpαq , k ě 1. (2.1)
Let Rd be the d-dimensional Euclidean space. For any x,y P Rd, we define the inner product and norm of
Rd as xx,yy :“ řdi“1 xiyi, and |x| :“axx,xy, respectively. Denote the unit vector along x by xˆ “ x{|x|.
Consider functions in the Schwartz class S pRdq. For any u P S pRdq, its Fourier transform and inverse
Fourier transform are given by
uˆpξq :“ F ruspξq “ 1p2piq d2
ż
Rd
upxq e´ixξ,xy dx, F´1rpuspxq “ 1p2piq d2
ż
Rd
pupξq eixξ,xy dξ.
For s ą 0, the fractional Laplacian of u P S pRdq can be naturally defined as a pseudodifferential operator
characterised by the Fourier transform:
p´∆qsupxq “ F´1“|ξ|2sF ruspξq‰pxq. (2.2)
The fractional Laplacian can be equivalently defined by means of the following point-wise formula (cf.
[16, Prop. 3.3]): for any u P S pRdq and s P p0, 1q,
p´∆qsupxq “ Cd,s p.v.
ż
Rd
upxq ´ upyq
|x´ y|d`2s dy, x P R
d, (2.3)
where “p.v.” stands for the principle value and the normalization constant
Cd,s :“
´ ż
Rd
1´ cos ξ1
|ξ|d`2s dξ
¯´1 “ 22ssΓps` d{2q
pid{2Γp1´ sq .
For real s ě 0, we define the fractional Sobolev space (cf. [16, P. 530]):
HspRdq “
!
u P L2pRdq : ‖u‖2HspRdq “
ż
Rd
p1` |ξ|2sqˇˇF ruspξqˇˇ2dξ ă `8), (2.4)
and an analogous definition for the case s ă 0 is to set
HspRdq “
!
u P S 1pRdq : ‖u‖2HspRdq “
ż
Rd
p1` |ξ|2qs ˇˇF ruspξqˇˇ2dξ ă `8),
although in this case the space HspRdq is not a subset of L2pRdq.
According to [16, Prop. 3.4], we know that for s P p0, 1q, the space HspRdq can also be characterised
by the fractional Laplacian defined in (2.3), equipped with the norm
‖u‖HspRdq “
`}u}2L2pRdq ` |u|2HspRdq˘ 12 ,
where |u|HspRdq is the so-called Gagliardo semi-norm of u, given by
|u|HspRdq “
´ ż
Rd
ż
Rd
|upxq ´ upyq|2
|x´ y|d`2s dx dy
¯ 1
2
. (2.5)
Indeed, by [16, Prop. 3.6], we have that for s P p0, 1q,
|u|2HspRdq “ 2C´1d,s}p´∆qs{2u}2L2pRdq. (2.6)
We have the following important space interpolation property (cf. [2, Ch. 1]), which will be used for
the error analysis later on.
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Lemma 2.1. For real r0, r1 ě 0, let r “ p1 ´ θqr0 ` θr1 with θ P r0, 1s. Then for any u P Hr0pRdq X
Hr1pRdq, we have
}u}HrpRdq ď }u}1´θHr0 pRdq }u}θHr1 pRdq. (2.7)
In particular, for s P r0, 1s, we have
}u}HspRdq ď }u}1´sL2pRdq }u}sH1pRdq. (2.8)
2.2. Spherical harmonics. We next introduce the d-dimensional spherical harmonics, upon which the
d-dimensional generalised Hermite polynomials/functions are built. Here, we follow the same definitions
and settings as in the book [14]. Let Pdn be the space of all real homogeneous polynomials of degree n in
d variables:
Pdn “ span
 
xk “ xk11 xk22 . . . xkdd : k1 ` k2 ` ¨ ¨ ¨ ` kd “ n
(
. (2.9)
That is, a homogeneous polynomial P pxq of degree n is a linear combination of monomials of degree n.
As an important subspace of Pdn, the space of all real harmonic polynomials of degree n is defined as
Hdn :“
 
P P Pdn : ∆P pxq “ 0
(
. (2.10)
It is known that
dimpPdnq “
ˆ
n` d´ 1
n
˙
, adn :“ dimpHdnq “
ˆ
n` d´ 1
n
˙
´
ˆ
n` d´ 3
n´ 2
˙
, (2.11)
where it is understood that for n “ 0, 1, the value of the second binomial coefficient is zero (cf. [14,
(1.1.5)]). In other words, for d “ 1, the harmonic polynomials are spanned by t1, xu.
We introduce the d-dimensional spherical coordinates:
x1 “ r cos θ1; x2 “ r sin θ1 cos θ2; ¨ ¨ ¨ ¨ ¨ ¨ ; xd´1 “ r sin θ1 ¨ ¨ ¨ sin θd´2 cos θd´1;
xd “ r sin θ1 ¨ ¨ ¨ sin θd´2 sin θd´1, r “ |x|, θ1, ¨ ¨ ¨ , θd´2 P r0, pis, θd´1 P r0, 2pis, (2.12)
and the spherical volume element is
dx “ rd´1 sind´2 pθ1q sind´3 pθ2q ¨ ¨ ¨ sin pθd´2qdr dθ1 dθ2 ¨ ¨ ¨ dθd´1 :“ rd´1dr dσpxˆq. (2.13)
In spherical coordinates, the Laplace operator takes the form
∆ “ B2r ` d´ 1r Br `
1
r2
∆Sd´1 , (2.14)
where ∆Sd´1 is the Laplace-Beltrami operator on the unit sphere Sd´1 :“ tx P Rd : r “ |x| “ 1u.
The d-dimensional spherical harmonics are the restrictions of harmonic polynomials in Hdn to Sd´1.
For clarity, we denote by Hdn
ˇˇ
Sd´1 the space of all spherical harmonics of degree n. It is important to take
note of the correspondence between a harmonic polynomial and the related spherical harmonic function
(cf. [14, Ch. 1]): for any Y pxq P Hdn,
Y pxq “ |x|nY px{|x|q “ rnY pxˆq, xˆ P Sd´1, (2.15)
and then Y pxˆq P Hdn
ˇˇ
Sd´1 . It is also noteworthy that Y pxq is a homogeneous polynomial in Rd, while
Y pxˆq is a non-polynomial function on the unit sphere.
Define the inner product on Sd´1 as
xf, gy Sd´1 :“
ż
Sd´1
fpxˆqgpxˆqdσpxˆq,
under which the spherical harmonics of different degree are orthogonal to each other (cf. [14, Thm.
1.1.2]), i.e., Hdn|Sd´1 K Hdm|Sd´1 for m ­“ n. For n P N0, let tY n` : 1 ď ` ď adnu be the (real) spherical
harmonic basis of Hdn|Sd´1 , which are normalised so that
xY n` , Y mι y Sd´1 “ δnmδ`ι, 1 ď ` ď adn, 1 ď ι ď adm, m ě 0, n ě 0. (2.16)
The basis functions Y n` pxˆq are also called Laplace spherical harmonic functions of degree n and order `,
as they are eigenfunctions
∆Sd´1Y
n
` pxˆq “ ´npn` d´ 2qY n` pxˆq. (2.17)
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Remark 2.1. The representations of the spherical harmonic basis functions in terms of the Gegenbauer
polynomials in the spherical coordinates are given in [14, Thm. 1.5.1]. Below, we list them for d “ 1, 2, 3.
(i) For d “ 1, we note from (2.11) that a10 “ a11 “ 1 and a1n “ 0 for n ě 2, so there exist only two
orthonormal harmonic polynomials: Y 01 pxq “ 1?2 and Y 11 pxq “ x?2 .
(ii) For d “ 2, the dimensionality of the space H2n is a2n “ 2´ δn0 and the orthogonal basis of H2n can
be given by the real and imaginary parts of px1`ix2qn. In polar coordinates x “ pr cos θ, r sin θqt P
R2, they simply take the form
Y 01 pxq “ 1?
2pi
, Y n1 pxq “ r
n
?
pi
cosnθ, Y n2 pxq “ r
n
?
pi
sinnθ, n ě 1. (2.18)
(iii) For d “ 3, the dimensionality of H3n is a3n “ 2n ` 1. The orthonormal basis in the spherical
coordinates x “ pr sin θ cosφ, r sin θ sinφ, r cos θqt takes the form
Y n1 pxq “ 1?
8pi
P p0,0qn pcos θq; Y n2lpxq “ r
n
2l`1
?
pi
psin θqlP pl,lqn´l pcos θq cosplφq,
Y n2l`1pxq “ r
n
2l`1
?
pi
psin θqlP pl,lqn´l pcos θq sinplφq, 1 ď l ď n,
(2.19)
where tP pl,lqk pxqu are the Gegenbauer polynomials.
3. Generalised Hermite polynomials & functions in one dimension
In this section, we first recall some relevant properties of the one-dimensional GHPs and GHFs. We
then construct the adjoint GHFs, and show that it is an optimal basis for spectral approximation of
fractional and usual Laplacian. We also provide error estimates for approximation by the GHP/GHF
expansions. Although some properties are reducible from the d-dimensional results in the next section,
we feel compelled to consider the one-dimensional case separately for its independence interest in e.g.,
methods based on multi-dimensional tensorial GHPs/GHFs, and for the clarity of presentation and paving
the way for the discussions of the much more involved multi-dimensional case.
3.1. Generalised Hermite polynomials/functions. The generalised Hermite polynomials were first
introduced by Szego¨ in [49, P. 380] in an exercise problem.
Problem 25 Szego¨ in [49]: Assume µ ą ´ 12 and let Hpµqn pxq denote the orthogonal polynomials corre-
sponding to the weight function |x|2µ e´x2 in R “ p´8,8q. Then the following differential equations are
satisfied:
xy2 ` 2pµ´ x2qy1 ` p2nx´ θnx´1qy “ 0, θn “
#
0, n even ,
2µ, n odd ;
y “ Hpµqn pxq, (3.1)
and
z2 `
!
2n` 2µ` 1´ x2 ` p´1q
nµ´ µ2
x2
)
z “ 0; z “ e´x2{2xµHpµqn pxq. (3.2)
Remark 3.1. Since the coefficient of (3.2) is an even function of x, both zpxq and zp´xq satisfy the
same equation. Acoordingly, z “ e´ x22 xµHpµqn pxq in (3.2) should be understood as z “ e´ x
2
2 |x|µHpµqn pxq.
Throughout the paper, we adopt the normalisation (the leading coefficient of H
pµq
n pxq is 2n), and
review some relevant properties in Chihara [12, 13]. We have the orthogonality:ż
R
Hpµqm pxqHpµqn pxq|x|2µ e´x
2
dx “ γpµqn δmn, (3.3)
where δmn is the Kronecker symbol and
γpµqn “ 22n
”n
2
ı
! Γ
´”n` 1
2
ı
` µ` 1
2
¯
, (3.4)
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with rxs being the greatest integer function. When µ “ 0, the GHPs reduce to the usual Hermite
polynomials: Hnpxq :“ Hp0qn pxq. Correspondingly, the orthogonality (3.3)-(3.4) becomesż
R
HnpxqHmpxq e´x2dx “ γn δnm, γn “ ?pi2nn!. (3.5)
The GHPs can be expressed in terms of generalised Laguerre polynomials:
Hpµqn pxq “
$&%p´1q
n
2 2n
´n
2
¯
!L
pµ´1{2q
n{2 px2q, n even,
p´1qn´12 2n
´n´ 1
2
¯
! xL
pµ`1{2q
pn´1q{2px2q, n odd,
(3.6)
where for α ą ´1, the generalised Laguerre polynomials are orthogonalż 8
0
L
pαq
k pzqLpαqj pzq zα e´z dz “
Γpk ` α` 1q
k!
δkj , k, j P N0. (3.7)
The GHPs satisfy the three-term recurrence relation:
H
pµq
n`1pxq “ 2xHpµqn pxq ´ 2pn` θnqHpµqn´1pxq, n ě 1; Hpµq0 pxq “ 1, Hpµq1 pxq “ 2x, (3.8)
where θn is defined in (3.1).
The GHPs with different parameters can be transformed from one to the other (cf. [12, P. 46]).
Proposition 3.1. (see [12, (12.6)]). For µ, ν ą ´ 12 , there holds
Hpµqn pxq “
nÿ
j“0
j`n even
µ
νC
n
j H
pνq
j pxq, (3.9)
where the connection coefficients for even j ` n are given by
µ
νC
n
j “
p´4qn´j2 Γprn2 s ` 1qΓpn´j2 ` µ´ νq
Γpµ´ νqΓpr j2 s ` 1qΓpn´j2 ` 1q
. (3.10)
Remark 3.2. As Γp0q “ 8, we have µµCkj “ δkj for µ “ ν.
For µ ą ´ 12 , we define the GHF of degree n with parameter µ bypHpµqn pxq :“b1{γpµqn e´ x22 Hpµqn pxq, n ě 0, x P R, (3.11)
where γ
pµq
n be the same as (3.4). It is evident that by (3.3), we have the orthogonality:ż
R
pHpµql pxq pHpµqn pxq |x|2µ dx “ δln. (3.12)
In particular, for µ “ 0, we denote pHnpxq “ pHp0qn pxq the usual Hermite functions such thatż
R
pHlpxq pHnpxqdx “ δln. (3.13)
The GHFs can be computed efficiently in a stable manner by using the following three-term recurrence
relation derived from (3.8) and (3.11):pHpµqn`1pxq “ apµqn x pHpµqn pxq ´ cpµqn pHpµqn´1pxq, n ě 1,pHpµq0 pxq “a1{Γpµ` 1{2q e´ x22 , pHpµq1 pxq “a1{Γpµ` 3{2q x e´ x22 , (3.14)
where
apµqn “
c
2
n` 1` 2µ´ θn , c
pµq
n “ n` θnapn` θn{p2µqqpn` 2µ` 1´ θn{p2µqq .
As a direct consequence of Proposition 3.1 and (3.11), we have the following transformation between
GHFs with different parameters, which plays a very important role in our algorithm development.
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Proposition 3.2. For any µ, ν ą ´ 12 , there holds
pHpµqn pxq “ nÿ
j“0
j`n even
µ
ν
pCnj pHpνqj pxq, (3.15)
where for even j ` n, the connection coefficients are given by
µ
ν
pCnj “ p´1q
n´j
2
b
Γprn2 s ` 1qΓpr j`12 s ` ν ` 12 q Γ
`
n´j
2 ` µ´ ν
˘
Γpµ´ νq
b
Γprn`12 s ` µ` 12 qΓpr j2 s ` 1q Γ
`
n´j
2 ` 1
˘ . (3.16)
3.2. Adjoint generalised Hermite functions. In what follows, we introduce a new family of orthog-
onal functions by an appropriate linear combination of Hermite functions, and show that this system
enjoys the appealing properties highlighted in (1.3) -(1.4).
Definition 3.1. (Adjoint GHFs). For µ ą ´ 12 , we define the adjoint generalised Hermite function
(A-GHF) of degree n and with parameter µ as
qHpµqn pxq “ nÿ
j“0
j`n even
p´1qn´j2 µ0 pCnj pHjpxq, x P R, (3.17)
where the connection coefficients tµ0 pCnj u are given by (3.16) with ν “ 0.
Note that for µ “ 0, we have qHp0qn pxq “ pHjpxq (as 00 pCnj “ δjn), that is, the adjoint of the usual Hermite
function is itself. Moreover, we observe from (3.15) that the GHF can be expressed as
pHpµqn pxq “ nÿ
j“0
j`n even
µ
0
pCnj pHjpxq, x P R, (3.18)
so the adjoint pair
 pHpµqn , qHpµqn ( is intimately related, where in (3.17)-(3.18), the connection coefficients
only have some sign difference. More importantly, we have the following interwoven connections through
Fourier transforms.
Theorem 3.1. For µ ą ´ 12 , the pair of GHFs satisfies
F r qHpµqn spξq “ p´iqn pHpµqn pξq, F´1r pHpµqn spxq “ in qHpµqn pxq, (3.19)
and for s ą 0,
F rp´∆qs qHpµqn spξq “ p´iqn|ξ|2s pHpµqn pξq. (3.20)
Moreover, the adjoint GHFs are orthonormal in the sense that`p´∆q s2 qHpsqn , p´∆q s2 qHpsqm ˘R “ δmn. (3.21)
Proof. Since the usual Hermite functions are eigenfunctions of the Fourier integral operator (see, e.g.,
[19]):
F r pHjspξq “ 1?
2pi
ż
R
pHjpxqe´iξxdx “ p´iqj pHjpξq, (3.22)
we obtain from (3.17) and (3.18) readily that
F r qHpµqn spξq “ nÿ
j“0
j`n even
p´1qn´j2 µ0 pCnj F r pHnspξq “ nÿ
j“0
j`n even
p´1qn´j2 p´iqj µ0 pCnj pHjpxq
“ p´iqn
nÿ
j“0
j`n even
µ
0
pCnj pHjpxq “ p´iqn pHpµqn pxq. (3.23)
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Here, we used the factor p´iqj “ p´iqnp´iqj´n “ p´iqnp´iq2 j´n2 “ p´iqnp´1q j´n2 for even j ` n. It is
evident that the second identity in (3.19) follows from the first identity. The relation (3.20) is a direct
consequence of (3.19) and the definition of Fractional Laplacian.
Finally, using the Parseval’s identity and (3.20), we obtain from the orthogonality (3.12) that`p´∆q s2 qHpsqn , p´∆q s2 qHpsqm ˘R “ `F rp´∆q s2 qHpsqn s,F rp´∆q s2 qHpsqm s˘R
“ p´iqn´m`|ξ|2s pHpsqn , pHpsqm ˘R “ p´iqn´mδmn “ δmn.
This ends the proof. 
As a direct application, the remarkable orthogonality (3.21) of adjoint GHFs can lead to optimal
Hermite spectral-Galerkin algorithm for the integral fractional Laplacian. More importantly, the con-
struction is also available for multiple dimensional case, which shall elaborate on in Section 4, and whose
application in designing optimal spectral algorithms will be discussed in Section 5. It is also noteworthy
that the orthogonality (3.21) with integer s is even of interest, since this can at least improve the existing
Hermite spectral algorithms (see, e.g., [24, 33, 7, 52, 26]). To fix the idea, we consider a simple model
problem
´ u2pxq ` upxq “ fpxq, x P R; upxq Ñ 0, as |x| Ñ 8. (3.24)
Let PN be the set of all real polynomials of degree at mostN on R. As usual, the Hermite spectral-Galerkin
approximation to (3.24) is to find uN P VN :“
 
φ “ e´ x22 ψ : ψ P PN
(
such thatż
R
u1N pxqv1N pxqdx`
ż
R
uN pxqvN pxqdx “
ż
R
fpxqvN pxqdx, @ vN P VN . (3.25)
Note that VN “ span
 qHp1qn pxq : 0 ď n ď N(. Thanks to the orthogonality (3.21) with s “ 1, the
stiffness matrix is identity. This situation is reminiscent to the optimal spectral-Galerkin algorithms
using generalised Jacobi polynomials on a finite interval (cf. [25, 43]), where the key to efficiency is to
render the matrix of the leading operator diagonal by using appropriate designed basis functions.
3.3. Error estimates for approximation by GHP/GHF expansions. In what follows, we derive
some approximation results on the weighted L2-type orthogonal projections.
Denote χpµqpxq “ |x|2µe´x2 . Consider the L2
χpµq-orthogonal projection Π
pµq
N : L
2
χpµqpRq Ñ PN , defined
by `
u´ΠpµqN u, v
˘
χpµq “ 0, @v P PN , (3.26)
or equivalently, we can write
Π
pµq
N upxq “
Nÿ
n“0
u˜nH
pµq
n pxq “
rN2 sÿ
k“0
u˜2kH
pµq
2k pxq `
rN2 sÿ
k“0
u˜2k`1H
pµq
2k`1pxq, (3.27)
with
u˜n “ 1
γ
pµq
n
ż
R
upxqHpµqn pxqχpµqpxqdx.
Denote ωpµqpxq “ |x|2µ. Then, for any u P L2
ωpµqpRq, we have ue
x2
2 P L2
χpµqpRq, and definepΠpµqN u :“ e´ x22 ΠpµqN pu e x22 q P VN , (3.28)
which turns out to be the L2
ωpµq -orthogonal projection, as
pu´ pΠpµqN u, vqωpµq “ `ue x22 ´ΠpµqN pue x22 q, ve x22 ˘χpµq “ 0, @v P VN . (3.29)
Following the analysis framework in [43] for orthogonal polynomial approximations (including Le-
gendre, Chebyshev, Jacobi, Laguerre and usual Hermite polynomials), we need to explore the orthog-
onality of the derivatives of the polynomials, which actually induces the weighted spaces and leads to
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optimal estimates. To this end, we recall the the derivative relation of GHPs (cf. [12, P. 42]):
BxHpµqn pxq “ 2nHpµqn´1pxq ` 2pn´ 1qθn x´1Hpµqn´2pxq, n ě 1, (3.30)
where θ2k “ 0 and θ2k`1 “ 2µ as in (3.1). Observe that the derivative relation becomes “simple” only
when µ “ 0 and n “ 2k ` 1. That is, for µ “ 0, we have
BxHnpxq “ 2nHn´1pxq, n ě 1, (3.31)
and for µ ą ´ 12 ,
BxHpµq2k pxq “ 4kHpµq2k´1pxq, k ě 1. (3.32)
It is seen from (3.31) and (3.13) that tBlxHnu are also orthogonal in L2χpRq with χpxq “ e´x2 . This
attractive property plays an essential role in Hermite approximation (cf. [43, Ch. 7]). However, it is not
available for the GHPs with µ ­“ 0.
Next, we introduce a modified derivative operator and show that the orthogonality in this setting. For
this purpose, we decompose a function on R into even and odd parts as
upxq “ upxq ` up´xq
2
` upxq ´ up´xq
2
“ uepxq ` uopxq, x P R. (3.33)
Assuming that it is differentiable, we then define the new derivative operator:
Dxu “ Bxue ` Bx
´uo
2x
¯
. (3.34)
Note that if u is an odd (resp. even) function, then Dxu “ Bxpu{p2xqq (resp. Dxu “ Bxuq. It is clear that
by (3.34), Dxu is an odd function. The modified higher order derivative of general u simply takes the
form
D2xu “ DxtDxuu “ Bx
!Dxu
2x
)
, D3xu “ Bx
! 1
2x
Bx
!Dxu
2x
))
, (3.35)
and likewise, we can define Dlxu for l ě 4.
Lemma 3.1. For µ ą ´ 12 , the GHPs satisfy
Dmx H
pµq
2k pxq “ dpmqk Hpµ`m´1q2k´2m`1pxq, Dmx Hpµq2k`1pxq “ dpmqk Hpµ`mq2k´2m`1pxq, (3.36)
for k ě m, where
d
pmq
k “
4mk!
pk ´mq! . (3.37)
Proof. Recall the recurrence relation (cf. [42, P. 609]):
2xH
pµ`1q
2k pxq “ Hpµq2k`1pxq, k ě 0; (3.38)
which, together with (3.32), implies
DxH
pµq
2k`1pxq “ Bx
! 1
2x
H
pµq
2k`1pxq
)
“ BxHpµ`1q2k pxq “ 4kHpµ`1q2k´1 pxq. (3.39)
Thus, by (3.35) and (3.39),
D2xH
pµq
2k`1pxq “ 4kDxHpµ`1q2k´1 pxq “ 42kpk ´ 1qHpµ`2q2k´3 pxq. (3.40)
Using this relation repeatedly yields the second identity in (3.36).
We now turn to the derivation of the first identity. For m “ 1, it coincides with (3.32), so by (3.39),
D2xH
pµq
2k pxq “ 4kDxHpµq2k´1pxq “ 4kBx
! 1
2x
H
pµq
2k´1pxq
)
“ 42kpk ´ 1qHpµ`1q2k´3 pxq. (3.41)
We can derive the first identity in (3.36) by taking the modified derivative repeatedly. 
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To characterise the space of functions, we introduce for any m ě 1,
Bmµ pRq :“
!
u : u P L2χpµqpRq, Dlxue P L2χpµ`l´1qpRq, Dlxuo P L2χpµ`lqpRq, 1 ď l ď m
)
,
equipped with the norm and semi-norm
}u}Bmµ pRq “
´
}u}2χpµq `
mÿ
l“1
p}Dlxue}2χpµ`l´1q ` }Dlxuo}2χpµ`lqq
¯ 1
2
,
|u|Bmµ pRq “
´
}Dmx ue}2χpµ`m´1q ` }Dmx uo}2χpµ`mq
¯ 1
2
, m ě 1.
For m “ 0, we define B0µpRq “ L2χpµqpRq.
Theorem 3.2. For any u P Bmµ pRq with µ ą ´ 12 , µ ­“ 0 and integer 0 ď m ď rN`12 s, we have that››ΠpµqN u´ u››χpµq ď |u|Bmµ pRqb`rN`12 s ´m` 1˘m . (3.42)
On the other hand, if ue
x2
2 P Bmµ pRq, with µ ą ´ 12 , µ ­“ 0 and with integer 0 ď m ď rN`12 s, then››pΠpµqN u´ u››ωpµq ď |ue
x2
2 |Bmµ pRqb`rN`12 s ´m` 1˘m . (3.43)
Proof. We only need to prove the case m ě 1, as m “ 0 is obvious. For simplicity, we first assume that
N is odd. It is clear that by (3.27) and (3.33),
}ΠpµqN u´ u}2χpµq “ }ΠpµqN ue ´ ue}2χpµq ` }ΠpµqN uo ´ uo}2χpµq . (3.44)
We now deal with the first term. By Lemma 3.1 and (3.3), we have the orthogonalityż
R
Dmx H
pµq
2k pxqDmx Hpµq2l pxqχpµ`m´1qpxqdx “ hpµq2k,m δk,l, (3.45)
where for k ě m,
h
pµq
2k,m “ pdpmqk q2γpµ`m´1q2k´2m`1 “
24k`2 Γpk ` µ` 12 qpk!q2
pk ´mq! . (3.46)
Thus, by the Parseval’s identity, we have
}Dmx ue}2χpµ`m´1q “
8ÿ
k“m
h
pµq
2k,m|u˜2k|2.
In view of (3.45), we obtain from (3.4) and (3.46) that for m ě 1,››ΠpµqN ue ´ ue››2χpµq “ 8ÿ
k“N`12
γ
pµq
2k |u˜2k|2 ď max
kěN`12
! γpµq2k
h
pµq
2k,m
) 8ÿ
k“N`12
h
pµq
2k,m|u˜2k|2
ď γ
pµq
N`1
h
pµq
N`1,m
››Dmx ue››2χpµ`m´1q ď pN`12 ´mq!22pN`12 q!
››Dmx ue››2χpµ`m´1q .
(3.47)
Similarly, by Lemma 3.1 and (3.3), we have the orthogonalityż
R
Dmx H
pµq
2k`1pxqDmx Hpµq2l`1pxqχpµ`mqpxqdx “ hpµq2k`1,m δk,l, (3.48)
where for k ě m,
h
pµq
2k`1,m “ pdpmqk q2γpµ`mq2k´2m`1 “
24k`2 Γpk ` µ` 32 qpk!q2
pk ´mq! .
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Then, following the same lines as above, we can show››ΠpµqN uo ´ uo››2χpµq ď γpµqN`2
h
pµq
N`2,m
}Dmx uo}2χpµ`mq ď
pN`12 ´mq!
pN`12 q!
}Dmx uo}2χpµ`mq . (3.49)
Thus, a combination of (3.44), (3.47) and (3.49) leads to the estimate (3.42) with odd N. For even N,
we can obtain the same estimate but with N{2 in place of pN ` 1q{2 in the upper bound.
Now, we turn to the proof of (3.43). If ue
x2
2 P Bmµ pRq, we find from (3.28) that››u´ pΠpµqN u››ωpµq “ ››ue x22 ´ΠpµqN pue x22 q››χpµq . (3.50)
Then the estimate (3.43) is a direct consequence of (3.42). 
4. Generalized Hermite polynomials/functions in multiple dimensions
In this section, we introduce the multi-dimensional GHPs, GHFs and their adjoint counterparts, and
show that the construction renders the important properties valid in one dimension still hold.
4.1. Generalized Hermite polynomials and functions in Rd. For notational convenience, we in-
troduce the index sets related to the spherical harmonics on Sd´1 as in Subsection 2.2:
Υd8 “
 p`, nq : 1 ď ` ď adn, 0 ď n ă 8, `, n P N0(,
ΥdN “
 p`, nq : 1 ď ` ď adn, 0 ď n ď N, `, n P N0(. (4.1)
Definition 4.1. For µ ą ´ 12 , k P N0 and p`, nq P Υd8, we define the d-dimensional generalised Hermite
polynomials as
Hµ,nk,` pxq :“ Hµ,nk,` px; dq “ Lpn`
d´2
2 `µq
k p|x|2qY n` pxq
“ rnLpn` d´22 `µqk pr2qY n` pxˆq, x “ r xˆ,
(4.2)
and correspondingly, the d-dimensional generalised Hermite functions are defined as
pHµ,nk,` pxq “b1{γµ,dk,n e´ |x|22 Hµ,nk,` pxq, γµ,dk,n :“ Γpk ` n` d2 ` µq2k! . (4.3)
The GHPs and GHFs are constructed in such a way so that they are orthogonal with respect to the
weight functions as a direct extension of one-dimensional case.
Theorem 4.1. For µ ą ´ 12 , k, j P N0 and p`, nq, pι,mq P Υd8, the GHPs are mutually orthogonal with
respect to the weight function |x|2µe´|x|2 , namely,ż
Rd
Hµ,nk,` pxqHµ,mj,ι pxq |x|2µ e´|x|
2
dx “ γµ,dk,n δmnδkjδ`ι, (4.4)
and the GHFs are orthonormalż
Rd
pHµ,nk,` pxq pHµ,mj,ι pxq |x|2µ dx “ δmnδkjδ`ι. (4.5)
Proof. The orthogonality (4.5) is a direct consequence of (4.3) and (4.4), so we only need to show (4.4).
Using the spherical polar coordinates transformation, (3.7), (2.16) and (4.2), we obtainż
Rd
Hµ,nk,` pxqHµ,mj,ι pxq |x|2µ e´|x|
2
dx
“
ż 8
0
L
pn` d´22 `µq
k pr2qLpm`
d´2
2 `µq
j pr2q r2µ`2n`d´1e´r
2
dr
ż
Sd´1
Y n` pxˆqY mι pxˆqdσpxˆq
“ δmnδ`ι
ż 8
0
L
pn` d´22 `µq
k pr2qLpm`
d´2
2 `µq
j pr2q r2µ`2n`d´1e´r
2
dr
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“ 1
2
δmnδ`ι
ż 8
0
L
pn` d´22 `µq
k pρqLpn`
d´2
2 `µq
j pρq ρn`
d´2
2 `µe´ρ dρ
“ Γpk ` n`
d
2 ` µq
2Γpk ` 1q δmnδkjδ`ι “ γ
µ,d
k,n δmnδkjδ`ι,
which yields (4.4). This ends the proof. 
Remark 4.1. For d “ 1, 2, 3, the GHFs take the forms as follows, which can be verified readily from
(3.6), (4.2) and Remark 2.1.
‚ For d “ 1, we have
Hµ,0k,1 pxq “
1?
2
L
pµ´ 12 q
k px2q “
p´1qk
22k` 12 k!
H
pµq
2k pxq,
Hµ,1k,1 pxq “
x?
2
L
pµ` 12 q
k px2q “
p´1qk
22k` 32 k!
H
pµq
2k`1pxq,
(4.6)
where tHpµqn u are the one-dimensional GHFs as defined in Subsection 3.1.
‚ For d “ 2, we have
Hµ,0k,1 pxq “
1?
2pi
L
pµq
k pr2q; Hµ,nk,1 pxq “
rn?
pi
L
pn`µq
k pr2q cospnθq,
Hµ,nk,2 pxq “
rn?
pi
L
pn`µq
k pr2q sinpnθq, n ě 1, k ě 0.
(4.7)
‚ For d “ 3, the spherical harmonic basis functions in Definition 4.1 are formed by the product of
rnL
pn` 12`µq
k pr2q and the spherical harmonics in (2.19).
Remark 4.2. It is interesting to take note of the connection between GHPs and the Burnett polynomials
(which was first constructed by Burnett [8] and used as basis functions in solving kinetic equations (see,
e.g., [9])). Recall that for d “ 3, the Burnett polynomials are defined by
Bnk,`pxq “ cnk rnLpn`
1
2 q
k
´r2
2
¯
Y n` pxˆq, k P N0, p`, nq P Υ38, (4.8)
where cnk is the normalisation constant so that they are orthogonal in the senseż
R3
Bnk,`pxqBmj,ιpxq e´
|x|2
2 dx “ δkjδmnδ`ι. (4.9)
In other words, the Burnett polynomials are mutually orthogonal with respect to the Maxwellian Mpxq “
1
p2piq3{2 e
´ |x|22 . Observe from (4.2) and (4.4) (with d “ 3 and µ “ 0) that
H0,nk,` pxq “ c˜nk Bnk,`p
?
2xq, (4.10)
so the Burnett polynomials can be viewed as the scaled GHPs with µ “ 0.
Now, we present some other properties of the d-dimensional GHPs and GHFs.
Proposition 4.3. For µ ą ´ 12 and fixed p`, nq P Υd8, we have the following recurrence relations in k :
pk ` 1qHµ,nk`1,`pxq “
`
2k ` n` d
2
` µ´ |x|2˘Hµ,nk,` pxq ´ `k ` n` d2 ´ 1` µ˘Hµ,nk´1,`pxq, (4.11)
and for the GHFs,
ak pHµ,nk`1,`pxq “ pbk ´ |x|2q pHµ,nk,` pxq ´ ck pHµ,nk´1,`pxq, (4.12)
where
ak “
apk ` 1qpk ` n` d{2` µq, bk “ 2k ` n` d{2` µ, ck “akpk ´ 1` n` d{2` µq.
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Proof. Recall the three-term recurrence relation of the Laguerre polynomials (cf. [49]):
pk ` 1qLpαqk`1pzq “ p2k ` α` 1´ zqLpαqk pzq ´ pk ` αqLpαqk´1pzq. (4.13)
Then the relation (4.11) is a direct consequence of (4.2) and (4.13).
From (4.3), we have
Hµ,nk,` pxq “
b
γµ,dk,n e
|x|2
2 pHµ,nk,` pxq, (4.14)
so substituting it into (4.11) and working out the constants, we obtain (4.12). 
Like Proposition 3.2, we have the following connection between GHFs with different parameters.
Proposition 4.4. For µ, ν ą ´ 12 and p`, nq P Υd8, there holds
pHµ,nk,` pxq “ kÿ
j“0
µ
νCkj pHν,nj,` pxq, x P Rd, k P N0, (4.15)
where the connection coefficients are given by
µ
νCkj “ Γpk ´ j ` µ´ νqΓpµ´ νq pk ´ jq!
d
k! Γpj ` n` d2 ` νq
Γpk ` n` d2 ` µq j!
. (4.16)
Proof. Recall the property of the generalized Laguerre polynomials (cf. [4, (7.4)]):
L
pµ`β`1q
k pzq “
kÿ
j“0
Γpk ´ j ` β ` 1q
Γpβ ` 1qpk ´ jq!L
pµq
j pzq, (4.17)
which, together with (2.1) and Definition 4.1, leads to the desired result. 
4.2. Adjoint generalized Hermite functions in Rd. In what follows, we first define the adjoint
generalised Hermite functions and then show that they can preserve the properties (1.3)-(1.4) but in
multiple dimensions.
Definition 4.2. For µ ą ´ 12 , p`, nq P Υd8 and k P N0, the d-dimensional adjoint GHFs are defined by
qHµ,nk,` pxq “ kÿ
j“0
p´1qk´j µ0Ckj pH0,nj,` pxq, x P Rd, (4.18)
where the coefficients tµ0Ckj u are given by (4.16).
As with Theorem 3.1, the d-dimensional GHFs and its adjoint enjoy the following important properties.
Theorem 4.2. For µ ą ´ 12 , p`, nq P Υd8 and k P N0, we have
F r qHµ,nk,` spξq “ p´iqn`2k pHµ,nk,` pξq, F´1r pHµ,nk,` spξq “ in`2k qHµ,nk,` pξq, (4.19)
and for s ą 0,
F rp´∆qs qHµ,nk,` spξq “ p´iqn`2k|ξ|2s pHµ,nk,` pξq. (4.20)
Moreover, the adjoint GHFs are orthonormal in the sense that`p´∆q s2 qHs,nk,` , p´∆q s2 qHs,mj,ι ˘Rd “ δjkδmnδ`ι. (4.21)
Proof. We first show that for µ “ 0, the GHFs  pH0,nk,` pxq( are the eigenfunctions of the Fourier transform,
namely,
F r pH0,nk,` spξq “ p´iqn`2k pH0,nk,` pξq. (4.22)
According to [3, Lemma 9.10.2], we have that for any xˆ, ξˆ P Sd´1 and w ą 0,ż
Sd´1
Y n` pxˆq e´iω xξˆ,xˆydσpxˆq “ p´iq
np2piq d2
ω
d´2
2
Jn` d´22 pωqY
n
` pξˆq, (4.23)
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where Jνpzq is the Bessel functions of the first kind of order ν as in [1]. Then using Definition 4.1 with
µ “ 0, and (4.23) with ω “ ρr and ρ “ |ξ|, leads to
F r pH0,nk,` spξq “ 1p2piq d2
ż
Rd
pH0,nk,` pxqe´ixξ,xydx
“ 1b
γ0,dk,n
1
p2piq d2
ż 8
0
rnL
pn` d´22 q
k pr2qe´
r2
2
"ż
Sd´1
Y n` pxˆqe´iρrxξˆ,xˆydσpxˆq
*
rd´1 dr
“ 1b
γ0,dk,n
p´iqn
ρ
d´2
2
"ż 8
0
rn`
d
2L
pn` d´22 q
k pr2q e´
r2
2 Jn` d´22 pρrqdr
*
Y n` pξˆq, ρ ą 0.
(4.24)
Recall the integral identity of the generalised Laguerre polynomials (cf. [23, P. 820]): for α ą ´1 and
k P N0, ż 8
0
rα`1Lpαqk pr2q e´
r2
2 Jαpρrqdr “ p´1qkραLpαqk pρ2q e´
ρ2
2 , ρ ą 0. (4.25)
Thus, taking α “ n ` d´22 in (4.25), we can evaluate the integral in (4.24) and derive from (4.3) with
µ “ 0 that
F r pH0,nk,` spξq “ p´1qkb
γ0,dk,n
p´iqn
ρ
d´2
2
ρn`
d´2
2 L
pn` d´22 q
k pρ2qe´
ρ2
2 Y n` pξˆq “ p´iqn`2k pH0,nk,` pξq.
This yields (4.22).
From Definition 4.2 and the property (4.22), we obtain
F r qHµ,nk,` spξq “ kÿ
j“0
p´1qk´j µ0Ckj F r pH0,nj,` spξq “ kÿ
j“0
p´1qk´j p´iqn`2j µ0Ckj pH0,nj,` pξq
“ p´iqn`2k
kÿ
j“0
µ
0C
k
j
pH0,nj,` pξq “ p´iqn`2k pHµ,nk,` pξq,
(4.26)
where in the last step, we used (4.15). This gives the first identity of (4.19), which yields the second
identity immediately.
The property (4.20) is a direct consequence of (4.19) and the definition of fractional Laplacian by
Fourier transform.
Finally, using the Parseval’s identity and (4.20), we derive from the orthogonality (4.5) that`p´∆q s2 qHs,nk,` , p´∆q s2 qHs,mj,ι ˘Rd “ `F rp´∆q s2 qHs,nk,` s,F rp´∆q s2 qHs,mj,ι s˘Rd
“ p´iqn´m`2k´2jp|ξ|2s pHs,nk,` , pHs,mj,ι qRd “ δmnδkjδ`ι.
This yields (4.21) and ends the proof. 
Remark 4.3. It is worthwhile to point out that the A-GHFs with s “ 1
qH1,nk,` pxq “
d
k!
Γpk ` n` d2 ` 1q
kÿ
j“0
d
Γpj ` n` d2 q
j!
pH0,nj,` pxq,
are Sobolev orthogonal with respect to usual Laplacian operator, i.e.,
p∇ qH1,nk,` ,∇ qH1,mj,ι qRd “ δjkδmnδ`ι.
However, this attractive property does not hold for the usual Hermite spectral methods based on tensorial
Hermite functions
śd
j“1 pHnj pxjq. Thus, it is advantageous to choose such a basis for usual Laplacian
and bi-harmonic Laplacian (using the A-GHFs with s “ 2) in Rd.
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Remark 4.4. We also point out that the eigen-functions of the finite Fourier transform are the ball
prolate spheroidal wave functions defined in [53], which provide a useful tool for approximating bandlimited
functions.
5. Applications: GHF-spectral-Galerkin methods for fractional Laplacian
As an immediate consequence of the attractive property (4.21), the use of A-GHFs as basis functions
can lead to identity stiffness matrix for the integral fractional Laplacian. We elaborate details and conduct
the error analysis in this section.
5.1. GHF-spectral-Galerkin scheme. As an illustrative example, we consider#p´∆qsupxq ` γupxq “ fpxq in Rd,
upxq “ 0 as |x| Ñ 8,
(5.1)
where s P p0, 1q, γ ą 0, f P H´spRdq, and the fractional Laplacian operator is defined in (2.2)-(2.3).
A weak formulation of (5.1) is to find u P HspRdq such that
Aspu, vq “
`p´∆q s2u, p´∆q s2 v˘Rd ` γpu, vqRd “ pf, vqRd , @v P HspRdq. (5.2)
By the definitions (2.2) and (2.4), we immediately obtain the continuity and coercivity of the bilinear
form Asp¨, ¨q, that is, for any u, v P HspRdq,
|Aspu, vq| À }u}HspRdq}v}HspRdq, |Aspu, uq| Á }u}2HspRdq. (5.3)
Here, the notation A À B means there exists a positive constant c, independent of any function and
discretization parameters, such that A ď cB. Then according to the Lax-Milgram lemma (cf. [5]), the
problem (5.2) admits a unique solution satisfying }u}HspRdq À }f}H´spRdq.
We choose the finite dimensional approximation space spanned by the d-dimensional GHFs in Defini-
tion 4.1 or equivalently by the A-GHFs in Definition 4.2. However, in view of (4.21), it is advantageous
to use the latter as the basis functions, so we define
VdN :“ span
 qHs,nk,` pxq : 0 ď n ď N, 1 ď ` ď adn, 0 ď 2k ď N ´ n, k, `, n P N0(. (5.4)
Then, the spectral-Galerkin approximation to (5.2) is to find uN P VdN such that
AspuN , vN q “ pf, vN qRd , @vN P VdN . (5.5)
As with the continuous problem (5.2), it admits a unique solution in VdN .
We now derive the corresponding linear system. We first write
uN pxq “
Nÿ
n“0
adnÿ
`“1
rN´n2 sÿ
k“0
u˜nk,`
qHs,nk,` pxq, (5.6)
and arrange the unknown coefficients in the order
u “ `u˜01, u˜02, ¨ ¨ ¨ , u˜0ad0 , u˜11, u˜12, ¨ ¨ ¨ , u˜1ad1 , ¨ ¨ ¨ , u˜N1 , u˜N2 , ¨ ¨ ¨ , u˜NadN ˘t,
u˜n` “
`
u˜n0,`, u˜
n
1,`, ¨ ¨ ¨ , u˜nrN´n2 s,`
˘t
,
(5.7)
and likewise for f , but with the components f˜nk,` “ pf, qHs,nk,` qRd .
The orthogonality (4.21) implies that the stiffness matrix is an identity matrix. Moreover, in view of
the orthogonality of the spherical harmonic basis (cf. (2.16)), the corresponding mass matrices are block
diagonal.
M “ diag M01 ,M02 , ¨ ¨ ¨ ,M0ad0 ,M11 ,M12 , ¨ ¨ ¨ ,M1ad1 , ¨ ¨ ¨ ,MN1 ,MN2 , ¨ ¨ ¨ ,MNadN(, (5.8)
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where the entries of each diagonal block pMn` qkj can be computed by
pMn` qkj “
` qHs,nk,` , qHs,nj,` ˘Rd “ kÿ
p“0
p´1qk´p s0Ckp
jÿ
q“0
p´1qj´q s0Cjq
` pH0,np,` , pH0,nq,` ˘Rd
“ p´1qk`j
mintj,kuÿ
p“0
s
0Ckp s0Cjp .
(5.9)
Thus the linear system of (5.5) can be written as
pI ` γMqu “ f . (5.10)
With the new basis at our proposal, the above method has remarkable advantages over the existing
Hermite approaches (cf. [34, 51]). Although the usual one-dimensional Hermite functions are eigenfunc-
tions of Fourier transform, we observe from the definition (2.2) that the factor |ξ|2s is non-separable,
so the use of tensorial Hermite functions leads to a dense stiffness matrix whose entries are difficult to
evaluate due to the involved singularity.
5.2. Error analysis. Applying the first Strang lemma [47] for the standard Galerkin framework (i.e.,
(5.2) and (5.5)), we obtain immediately that
}u´ uN }HspRdq À inf
vNPVdN
}u´ vN }HspRdq . (5.11)
To obtain optimal error estimates, we have to resort to some intermediate approximation results related to
certain orthogonal projection. To this end, we consider the L2-orthogonal projection pidN : L
2pRdq Ñ VdN
such that
ppidNu´ u, vqRd “ 0, @v P VdN . (5.12)
From Definition 4.2 and with a change of basis functions, we find readily that
VdN :“ span
 pH0,nk,` pxq : 0 ď n ď N, 1 ď ` ď adn, 0 ď 2k ď N ´ n, k, `, n P N0(. (5.13)
Thus, we can equivalently write
pidNupxq “
Nÿ
n“0
adnÿ
`“1
rN´n2 sÿ
k“0
punk,` pH0,nk,` pxq. (5.14)
We first make necessary preparations, and present the following important property.
Lemma 5.1. For k P N0, p`, nq P Υd8, the GHFs with µ “ 0 satisfy`´∆` |x|2˘ pH0,nk,` pxq “ p4k ` 2n` dq pH0,nk,` pxq. (5.15)
Proof. Recall the Lemma 2.1 in [32] with α “ n` d{2´ 1 and β “ α` 1´ d{2,”
B2r ` d´ 1r Br ´
npn` d´ 2q
r2
´ r2 ` 4k ` 2n` d
ı“
rnL
pn`d{2´1q
k pr2q e´
r2
2
‰ “ 0. (5.16)
Thanks to Y pxq “ rnY pxˆq, (2.14), (2.17), (4.2), (4.3) and (5.16), we conclude that
´∆ pH0,nk,` pxq “ ´b1{γ0,dk,n”B2r ` d´ 1r Br ´ npn` d´ 2qr2 ı “rn Lpn`d{2´1qk pr2q e´ r22 ‰Y pxˆq
“
b
1{γ0,dk,n
“´ r2 ` 4k ` 2n` d‰ “rnLpn`d{2´1qk pr2q e´ r22 ‰Y pxˆq
“ p´r2 ` 4k ` 2n` dq pH0,nk,` pxq,
(5.17)
which gives the desired result (5.15). 
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Based on (5.15), we introduce the function space BrpRdq equipped with the norm
}u}2BrpRdq “
$’&’%
}p´∆` |x|2qmu}2L2pRdq, r “ 2m,
1
2
´
}px`∇qp´∆` |x|2qmu}2L2pRdq ` }px´∇qp´∆` |x|2qmu}2L2pRdq
¯
, r “ 2m` 1,
(5.18)
where integer r ě 0.
The main approximation result is stated below.
Theorem 5.1. Let s P p0, 1q. For any u P BrpRdq with integer r ě 1, we have
}pidNu´ u}HspRdq ď p2N ` d` 2qps´rq{2}u}BrpRdq. (5.19)
Proof. (i). We first estimate the L2-error. For r “ 2m` 1, a direct calculation gives
}u}2BrpRdq “
1
2
´
}px`∇qp´∆` |x|2qmu}2L2pRdq ` }px´∇qp´∆` |x|2qmu}2L2pRdq
¯
“ `p´∆` |x|2qm`1u, p´∆` |x|2qmu˘Rd . (5.20)
Thanks to the orthogonality (4.5), (5.15)-(5.18) and (5.20), we have that for any r ě 0,
}u}2BrpRdq “
8ÿ
n“0
adnÿ
`“1
8ÿ
k“0
hn,rk,d|uˆnk,`|2, hn,rk,d “ p4k ` 2n` dqr. (5.21)
Then, we derive from (5.14) and (5.21) that
}pidNu´ u}2L2pRdq “
8ÿ
n“0
adnÿ
`“1
8ÿ
k“rN`1´n2 s
hn,0k,d |uˆnk,`|2
ď max
2k`něN`1
#
hn,0k,d
hn,rk,d
+ 8ÿ
n“0
adnÿ
`“1
8ÿ
k“rN`1´n2 s
hn,rk,d|uˆnk,`|2
ď p2N ` 2` dq´r}u}2BrpRdq.
(5.22)
If r “ 2m, we find from (5.18) that (5.20) simply becomes
}u}2BrpRdq “
`p´∆` |x|2qmu, p´∆` |x|2qmu˘Rd , (5.23)
so we can follow the same lines as above to derive the L2-estimate.
(ii). We next estimate the H1-error. Using the triangle inequality and (5.20), we obtain that
}∇ppidNu´ uq}2L2pRdq ď
1
2
´
}px`∇qppidNu´ uq}2L2pRdq ` }px´∇qppidNu´ uq}2L2pRdq
¯
“ `p´∆` |x|2qppidNu´ uq, ppidNu´ uq˘Rd ď 8ÿ
n“0
adnÿ
`“1
8ÿ
k“rN`1´n2 s
hn,1k,d |uˆnk,`|2
ď max
2k`něN`1
#
hn,1k,d
hn,rk,d
+ 8ÿ
n“0
adnÿ
`“1
8ÿ
k“rN`1´n2 s
hn,rk,d|uˆnk,`|2
ď p2N ` 2` dq1´r}u}2BrpRdq.
(5.24)
Finally, the desired results can be obtained by the space interpolation inequality (2.8) and the L2- and
H1-bounds derived above. 
Taking vN “ pidNu in (5.11) and using Theorem 5.1, we immediately obtain the following error estimate.
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Theorem 5.2. Let u and uN be the solutions to (5.2) and (5.5), respectively. If u P BrpRdq with integer
r ě 1, then we have
}u´ uN }HspRdq À p2N ` d` 2qps´rq{2}u}BrpRdq, s P p0, 1q. (5.25)
5.3. Numerical results. We conclude this section with some numerical results. For the convenience of
implementation, we fix the degree of the numerical solution in both radial and angular direction in (5.6),
so the numerical solution takes the form
uN,Kpxq “
Nÿ
n“0
adnÿ
`“1
Kÿ
k“0
uˆnk,`
qHµ,nk,` pxq, d ě 2, (5.26)
and
uN pxq “
Nÿ
n“0
u˜n qHpµqn pxq, d “ 1. (5.27)
Example 1. (Problem (5.1) with exact solution). We first consider (5.1) with the following exact
solutions:
uepxq “ e´|x|2 , uapxq “ p1` |x|2q´r, r ą 0, x P Rd. (5.28)
According to [45, Proposition 4.2 & 4.3], the source terms fepxq and fapxq are respectively given by
fepxq “ γe´|x|2 ` 2
2sΓps` d{2q
Γpd{2q 1F1
´
s` d
2
;
d
2
;´|x|2
¯
,
fapxq “ γp1` |x|2q´r ` 2
2sΓps` rqΓps` d{2q
ΓprqΓpd{2q 2F1
´
s` r, s` d
2
;
d
2
;´|x|2
¯
.
For d “ 1, we plot the maximum errors, in semi-log scale and log-log scale, in Figure 5.1 (a)-(b)
for ue and ua, respectively. Here we take s “ 0.3, 0.5, 0.7 and various N . For d “ 2, 3, we take
s “ 0.3, 0.5, 0.7 and the degree in angular direction is fixed N ” 10 (see (5.26)). In Figure 5.1 (c)-(f),
we plot the maximum errors, in semi-log scale and log-log scale, for ue and ua with d “ 2, 3 against
various K, respectively. As expected, we observe the exponential and algebraical convergence for ue and
ua respectively.
Example 2. (Problem (5.1) with a source term). We next consider (5.1) with the following source
functions:
fepxq “ sinp|x|qe´|x|2 , fapxq “ cosp|x|qp1` |x|2q´r, r ą 0, x P Rd. (5.29)
The exact solutions are unknown, and we use the numerical solution with K “ 80, N “ 20 as the
reference solution. In Figure 5.2 (a)-(b), we plot in log-log scale the maximum errors of (5.1) against
various N with s “ 0.3, 0.5, 0.7 for d “ 1. For d “ 2, 3, we plot the maximum errors, in log-log scale, for
(5.1) against various K in Figure 5.2 (c)-(f), which we take s “ 0.3, 0.5, 0.7 and fix N ” 10. As shown
in [45], the solution of (5.1) decays algebraically, even for exponentially decaying source terms. Indeed,
we observe an algebraic order of convergence.
6. Applications: eigenvalue problems involving Schro¨dinger operators
In this section, we consider the Hermite spectral approximation to the eigenvalue problem with the
Schro¨dinger operator: $&%
“´ 12∆` V pxq‰upxq “ λupxq in Rd,
upxq “ 0 as |x| Ñ 8,
(6.1)
where the potential function V pxq “ Z|x|2α with α,Z being given constants. It is known that (i) if
α ą ´1, all eigenvalues of (6.1) are distinct; (ii) if α “ ´1 or Z “ 0, the spectrum of the Schro¨dinger
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Figure 5.1. The maximum errors of the GHF-spectral-Galerkin scheme with γ “ 1 for Ex-
ample 1 with exact solutions in (5.28). Here s “ 0.3, 0.5, 0.7.
operator ´ 12∆` Z|x|2 is a continuous one (cf. [19]); and (iii) the usual Hermite functions t pHnpxqu are the
eigenfunctions of Schro¨dinger operator ´ 12∆` x
2
2 in one dimension (see, e.g., [7]).
The variational form of (6.1) is to find λ P R and u P H1pRdqzt0u such that
Bpu, vq :“ 1
2
p∇u,∇vqRd ` Zp|x|2αu, vqRd “ λpu, vqRd , @ v P H1pRdq. (6.2)
In general, the fractional power potential |x|2α induces strong singularities at the origin and results in
different decaying behaviours of the eigenfunctions at infinity. The naive use of the Hermite spectral
method based on the GHFs defined in (4.3) may fail to capture the singularity, so can only offer a
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Figure 5.2. The maximum errors of the GHF-spectral-Galerkin scheme with γ “ 1 for Ex-
ample 2 with given source functions in (5.29). Here s “ 0.3, 0.5, 0.7 and r “ 2..
very limited order of convergence, after all they are polynomials in radial direction. In order to fit the
singularities and obtain an exponential order of convergence, we introduce the Mu¨ntz-type GHFs and
develop efficient spectral method for (6.2). As we shall see below, the new GHFs are not algebraic
polynomials (in radial direction) in most cases, but Mu¨ntz polynomials. The interested readers are
referred to [36, 48, 44, 29] for more details of the Mu¨ntz polynomials and their applications in spectral
methods in one dimension.
6.1. Mu¨ntz-type generalised Hermite functions. To solve (6.2) accurately and efficiently, we intro-
duce the following Mu¨ntz-type GHFs that are orthogonal in the sense of (6.5) below.
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Definition 6.1. For θ ą 0, p`, nq P Υd8 and k P N0, the Mu¨ntz-type GHFs are defined bypHθ,nk,` pxq “ cθ,dk,n Lpβnqk p|x|2θqe´ |x|2θ2 Y n` pxq, x P Rd, (6.3)
where
cθ,dk,n “
d
2 k!
Γpk ` βn ` 1q , βn “ β
θ,d
n “ n` d{2´ 1θ .
It is seen from (4.3) and (6.3) that if θ “ 1, it reduces the GHFs pH0,nk,` pxq, i.e., pH1,nk,` pxq “ pH0,nk,` pxq.
The so-defined Mu¨ntz-type GHFs enjoy the following remarkable properties, which are key to the success
of the spectral algorithm for (6.2).
Theorem 6.1. For θ ą maxp1´ d{2, 0q, p`, nq, pι,mq P Υd8 and k, j P N0, we have“´∆` θ2|x|4θ´2‰ pHθ,nk,` pxq “ 2θ2pβn ` 2k ` 1q |x|2θ´2 pHθ,nk,` pxq, (6.4)
and the orthogonality`∇ pHθ,nk,` ,∇ pHθ,mj,ι ˘Rd ` θ2`|x|4θ´2 pHθ,nk,` , pHθ,mj,ι ˘Rd2 θ `βn ` 2k ` 1˘δjkδmnδ`ι. (6.5)
Proof. We can derive from (2.14), (2.17), (5.15), (6.3) and the change of variable ρ “ rθ that“´∆` θ2r4θ´2‰ pHθ,nk,` pxq
“ cθ,dk,n
´
´ 1
rd´1
Brrd´1Br ` 1
r2
∆Sd´1 ` θ2r4θ´2
¯
rrn Lpβnqk pr2θqe´
r2θ
2 Y n` pxˆqs
“ cθ,dk,n
´
´ 1
rd´1
Brrd´1Br ` npn` d´ 2q
r2
` θ2r4θ´2
¯
rrn Lpβnqk pr2θqe´
r2θ
2 Y n` pxˆqs
“ θ2ρ2´ 2θ
´
´ 1
ρ
d`2θ´2
θ ´1
Bρρ d`2θ´2θ ´1Bρ `
n
θ pnθ ` d`2θ´2θ ´ 2q
ρ2
` ρ2
¯
rρnθ Lpβnqk pρ2qe´
ρ2
2 Y n` pxˆqs
“ θ2ρ2´ 2θ
´
4k ` 2n
θ
` d` 2θ ´ 2
θ
¯
rρnθ Lpβnqk pρ2qe´
ρ2
2 Y n` pxˆqs
“ 2θ2`βn ` 2k ` 1˘r2θ´2rrn Lpβnqk pr2θqe´ r2θ2 Y n` pxˆqs
“ 2θ2`βn ` 2k ` 1˘|x|2θ´2 pHθ,nk,` pxq,
where we used the identity derived from [32, Lemma 2.1] with α “ n`d{2´1θ and β “ α` 1´d{2θ :”
B2ρ `
d`2θ´2
θ ´ 1
ρ
Bρ ´
n
θ pnθ ` d`2θ´2θ ´ 2q
ρ2
´ ρ2 ` 4k ` 2n
θ
` d` 2θ ´ 2
θ
ı“
ρ
n
θ L
pβnq
k pρ2q e´
ρ2
2
‰ “ 0.
Next, we prove the orthogonality (6.5). By virtue of (6.4), we have from (6.3) and the change of variable
ρ “ r2θ that`∇ pHθ,nk,` ,∇ pHθ,mj,ι ˘Rd ` θ2`|x|4θ´2 pHθ,nk,` , pHθ,mj,ι ˘Rd
“ 2θ2pβn ` 2k ` 1qpcθ,dk,nq2δmnδ`ι
ż 8
0
r2θ`2n`d´3Lpβnqk pr2θqLpβnqj pr2θqe´r
2θ
dr
“ θpβn ` 2k ` 1qpcθ,dk,nq2δmnδ`ι
ż 8
0
ρβnL
pβnq
k pρqLpβnqj pρqe´ρdρ
“ 2 θpβn ` 2k ` 1q δmnδjkδ`ι.
This completes the proof. 
As a special case of (6.4) (i.e., θ “ 12 ), we can find the explicit representation of the eigen-pairs of the
Schro¨dinger operator with Coulomb potential: ´ 12∆´ |Z||x| in d dimension, where Z is a nonzero constant.
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Corollary 6.1. For any k P N0, p`, nq P Υd8 and Z ‰ 0, we have
”
´ 1
2
∆´ |Z||x|
ı pH 12 ,nk,` ´ 4|Z|x2n` 2k ` d´ 1¯ “ ´ 2Z2p2n` 2k ` d´ 1q2 pH 12 ,nk,` ´ 4|Z|x2n` 2k ` d´ 1¯. (6.6)
Proof. Taking θ “ 12 in (6.4) and rearranging the terms, leads to”
´∆´ βn ` 2k ` 1
2|x|
ı pH 12 ,nk,` pxq “ ´14 pH 12 ,nk,` pxq.
With a rescaling: xÑ 4|Z|xβn`2k`1 “ 4|Z|x2n`2k`d´1 (in r direction), we can obtain (6.6) immediately. 
The identity in Corollary 6.1 implies that the spectra of the Schro¨dinger operator with Coulomb
potential are given by
 
λi, u
n
i,`
(
:“
"
´ 2Z
2
p2i` d´ 3q2 , pH 12 ,ni´n´1,`´ 4|Z|x2i` d´ 3¯
*
, p`, nq P Υdi´1, i P N, (6.7)
and the multiplicity of each λi is
mdi :“ ad0 ` ad1 ` ¨ ¨ ¨ ` adi´1 “ pi´ 1qd´1 ` piqd´1pd´ 1q! , d ě 2,
where we recall that adi (defined in (2.11)) is the cardinality of Υ
d
i zΥdi´1 (defined in (4.1)).
Remark 6.1. The spectrum of the Schro¨dinger operator with Coulomb potential is of much interest in
quantum mechanics and mathematical physics. For example, one can find the spectrum expressions in
e.g., [39, P. 132] and [22, Thm. 10.10] for d “ 3 with a different derivation, and the recent work [38] for
the asymptotic study of the eigenfunctions.
Although the orthogonality (6.5) does not imply the orthogonality of each individual term, the stiffness
and (weighted) mass matrices are sparse with finite bandwidth.
Theorem 6.2. For θ ą maxp1´ d{2, 0q, p`, nq, pι,mq P Υd8 and k, j P N0, we have
`∇ pHθ,nk,` ,∇ pHθ,mj,ι ˘Rd “ δmnδ`ι ˆ
$’’’’’&’’’’’%
θ
`
βn ` 2k ` 1
˘
, j “ k,
θ
b
pk ` 1q`βn ` k ` 1˘, j “ k ` 1,
θ
b
pj ` 1q`βn ` j ` 1˘, k “ j ` 1,
0, otherwise,
(6.8)
and for n` d{2` α ą 0,
`|x|2α pHθ,nk,` , pHθ,mj,ι ˘Rd “ 12θ cθ,dk,n cθ,dj,n δmn δ`ι
ˆ
minpk,jqÿ
p“0
Γpk ´ p` 1´ 1`αθ qΓpj ´ p` 1´ 1`αθ qΓpp` βn ` 1`αθ q
Γ2p1´ 1`αθ q pk ´ pq! pj ´ pq! p!
.
(6.9)
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Proof. In view of the definition (6.3), we derive from (2.16), (3.7), (4.17) and the change of variable
ρ “ r2θ, we derive`|x|2α pHθ,nk,` , pHθ,mj,ι ˘Rd “ cθ,dk,ncθ,dj,nδmnδ`ι ż 8
0
r2n`d´1`2αLpβnqk pr2θqLpβnqj pr2θq e´r
2θ
dr
“ 1
2θ
cθ,dk,nc
θ,d
j,nδmnδ`ι
ż 8
0
ρ
n`d{2´1
θ `α`1´θθ Lpβnqk pρqLpβnqj pρq e´ρdρ
“ 1
2θ
cθ,dk,nc
θ,d
j,nδmnδ`ι
kÿ
p“0
jÿ
q“0
Γpk ´ p` θ´1´αθ q
Γp θ´1´αθ qpk ´ pq!
Γpj ´ q ` θ´1´αθ q
Γp θ´1´αθ qpj ´ qq!
ˆ
ż 8
0
ρ
n`d{2`α´θ
θ L
pn`d{2`α´θθ q
p pρqLp
n`d{2`α´θ
θ q
q pρq e´ρdρ
“ c
θ,d
k,n c
θ,d
j,n
2θ
δmn δ`ι
minpk,jqÿ
p“0
Γpk ´ p` θ´1´αθ qΓpj ´ p` θ´1´αθ qΓpp` n`d{2`αθ q
Γ2p θ´1´αθ q pk ´ pq! pj ´ pq! p!
,
(6.10)
which gives (6.9). In particular, if α “ 2θ ´ 1, we derive from (6.10) that`|x|4θ´2 pHθ,nk,` , pHθ,mj,ι ˘Rd “ 12θ cθ,dk,ncθ,dj,nδmnδ`ι
ż 8
0
ρβn`1Lpβnqk pρqLpβnqj pρq e´ρdρ
“ 1
θ
δmnδ`ι ˆ
$’’’’’&’’’’’%
`
βn ` 2k ` 1
˘
, j “ k,
´
b
pk ` 1q`βn ` k ` 1˘, j “ k ` 1,
´
b
pj ` 1q`βn ` j ` 1˘, k “ j ` 1.
0, otherwise,
(6.11)
Then (6.8) is a direct consequence of (6.5) and (6.11). Note that (6.11) can be also obtained from (6.10)
with the understanding Γpzq “ 0 if z is negative integer. 
6.2. Numerical schemes and results.
6.2.1. Schro¨dinger eigenvalue problem with a Coulomb potential. In what follows, we implement the
Hermite spectral method for the three-dimensional Schro¨dinger eigenvalue problem (6.1) with a Coulomb
potential V pxq “ Z|x| with Z ă 0 for the hydrogen atom [46], that is,
´1
2
∆upxq ` Z|x|upxq “ λupxq, x P R
3. (6.12)
Numerical solution of (6.12) poses at least two challenges (i) nonpositive definiteness of the variational
form and (ii) the singularity of the Coulomb potential. To overcome these, we shall propose an efficient
and accurate spectral method by using the Mu¨ntz-type GHFs with a suitable parameter θ “ 12 , in light
of the Coulomb potential.
Define the approximation space
WN,K “ span
 pH 12 ,nk,` pκxq : 0 ď n ď N, 1 ď ` ď 2n` 1, 0 ď k ď K, k, `, n P N0(,
where a scaling factor κ ą 0 is used to enhance the performance of the spectral approximation as in usual
Hermite spectral methods in one dimension (see, e.g., [50, 43]). The spectral approximation scheme for
(6.2) is to find λN,K P R and uN,K PWN,Kzt0u such that
BpuN,K , vN,Kq “ λN,KpuN,K , vN,KqR3 , @ vN,K PWN,K . (6.13)
In real implementation, we write
uN,Kpxq “
Nÿ
n“0
2n`1ÿ
`“1
Kÿ
k“0
uˆnk,`
pH 12 ,nk,` pκxq,
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and denote
uˆn` “
`
uˆn0,`, uˆ
n
1,`, . . . , uˆ
n
K,`
˘t
, u “ `uˆ01, uˆ11, uˆ12, uˆ13, ¨ ¨ ¨ , uˆN1 , uˆN2 , ¨ ¨ ¨ , uˆN2N`1˘t. (6.14)
With this ordering, we denote the stiffness and the mass matrices by S and M , respectively, with the
entries given by
Bp pH 12 ,nk,` pκ¨q, pH 12 ,mj,ι pκ¨qq “ 12κ“p∇ pH 12 ,nk,` ,∇ pH 12 ,mj,ι qR3 ` 14 p pH 12 ,nk,` , pH 12 ,mj,ι qR3‰
` Z
κ2
p|x|´1 pH 12 ,nk,` , pH 12 ,mj,ι qR3 ´ 18κ p pH 12 ,nk,` , pH 12 ,mj,ι qR3 ,` pH 12 ,nk,` pκ¨q, pH 12 ,mj,ι pκ¨q˘R3 “ 1κ3 ` pH 12 ,nk,` , pH 12 ,mj,ι ˘R3 .
Owing to (6.5) and (6.11) with θ “ 12 , both the stiffness matrix S and the mass matrix M are tridiagonal.
Consequently, the scheme (6.13) has an equivalent form in the following algebraic eigen-system:
Su “ λNMu, (6.15)
Interestingly, the matrix S ` κ28 M is diagonal, so we can rewrite (6.15) as´
S ` κ
2
8
M
¯
u “
´
λN ` κ
2
8
¯
Mu,
which leads to more efficient implementation.
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(a) N “ 16 and κ “ 4.
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(b) N “ 16 and κ “ 7{4.
Figure 6.1. The errors of the smallest 4 eigenvalues without counting multiplicities versus K
for solving (6.12) with Z “ ´1.
In Figure 6.1, we plot the errors between the first 30 (counted by multiplicity) smallest numerical
eigenvalues and exact eigenvalues in (6.7) versus K for fixed N “ 16 and two different scaling factors
(so that the error of the truncation in angular directions is negligible). Observe that the errors decay
exponentially in terms of the cut-off number in the radial direction, along which the eigenfunctions are
singular. We also see that the scaling parameter also effects the convergence rate.
6.2.2. Schro¨dinger eigenvalue problem with a fractional power potential. Note that for any given rational
number qp ą ´2 with p P N and q P Z, we can always rewrite it as
q
p
“ 2ν ´ 2µ
µ` 1 with µ “ 2p´ 1 P N, ν “ 2p` q ´ 1 P N0.
In the sequel, we consider the following Schro¨dinger equation with a fractional power potential as follows
´1
2
∆upxq ` Z|x| 2ν´2µµ`1 upxq “ λupxq, x P Rd, (6.16)
26 C. SHENG, S. MA, H. LI, L. WANG & L. JIA
where µ, ν P N0. Hereafter, we choose the Mu¨ntz-type GHF approximation with θ “ 1µ`1 , to account for
bother the accuracy and efficiency. Accordingly, we define the approximation space
Wd,
1
µ`1
N,K “ span
 pH 1µ`1 ,nk,` pκxq : 0 ď n ď N, 1 ď ` ď adn, 0 ď k ď K, k, `, n P N0(; d ě 2,
and for d “ 1, we can always assume µ is odd and then define the approximation space as
W1,
1
µ`1
N,K “ span
 pH 1µ`1 ,nk,1 pκxq : µ` 12 δn,0 ď k ď K, n “ 0, 1(,
where pH 1µ`1 ,nk,1 are understood as the Mu¨ntz-type GHFs defined through generalized Laguerre polynomials
L
pβ0q
k with the negative integer β0 “ ´µ`12 (cf. [31]). This turns out important to deal with the strong
singularities at the origin to ensure up0q “ 0 on one dimension.
The generalized Hermite spectral method for (6.2) is to find λN,K P R and uN,K P Wd,
1
µ`1
N,K zt0u such
that
BpuN,K , vN,Kq “ λN,KpuN,K , vN,KqRd , @ vN,K PWd,
1
µ`1
N,K . (6.17)
In the implementation, we write
uN,Kpxq “
Nÿ
n“0
adnÿ
`“1
Kÿ
k“0
uˆnk,`
pHθ,nk,` pκxq,
and denote
uˆn` “
`
uˆn0,`, uˆ
n
1,`, . . . , uˆ
n
K,`
˘t
, u “ `uˆ01, uˆ02, ¨ ¨ ¨ , uˆ0ad0 , uˆ11, uˆ12, ¨ ¨ ¨ , uˆ1ad1 , ¨ ¨ ¨ , uˆN1 , uˆN2 , ¨ ¨ ¨ , uˆNadN ˘t, (6.18)
The corresponding algebraic eigen-system of (6.17) is
Su “ λNMu. (6.19)
In view of orthogonality (6.8) and (6.9), we find that for any q P N0,`|x| 2q´2µµ`1 pH 1µ`1 ,nk,` pκ¨q, pH 1µ`1 ,mj,ι pκ¨q˘Rd “ κ´d` pH 1µ`1 ,nk,` , pH 1µ`1 ,mj,ι ˘Rd
“ µ` 1
2
κ´d c
1
µ`1 ,d
k,n c
1
µ`1 ,d
j,n δmn δ`ι
minpk,jqÿ
p“maxpj´q,k´q,0q
Γpk ´ p´ qqΓpj ´ p´ qqqΓpp` βn ` q ` 1q
Γp´qq2 pk ´ pq! pj ´ pq! p! .
Furthermore, one has
Bp pH 1µ`1 ,nk,` pκ¨q, pH 1µ`1 ,mj,ι pκ¨qq “ 12 κ2´dp∇ pH 1µ`1 ,nk,` ,∇ pH 1µ`1 ,mj,ι qRd
` Z κ´ 2ν´2µµ`1 ´dp|x| 2ν´2µµ`1 pH 1µ`1 ,nk,` , pH 1µ`1 ,mj,ι qRd .
These indicate that the stiffness matrix S is a banded matrix with a bandwidth maxpν, 1q, and the mass
matrix M is also banded with a bandwidth µ.
In the following tests, we fix N “ 10, choose different scaling factor κ and test for different Z, µ, ν
and dimensions. Numerical errors between the smallest eigenvalues without counting multiplicities and
the reference eigenvalues (obtained by the scheme with large N and K) are depicted in Figure 6.2.
Exponential orders of convergence are clearly observed in all cases, which demonstrate the effectiveness
and outstanding performance of our Hermite spectral method.
7. Concluding remarks and acknowledgement
In this paper, we have introduced the following three families of GHFs in arbitrary d dimension, which
are orthogonal in different sense as we tabulate below.
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(a) d “ 4, Z “ 1, µ “ 3, ν “ 5 and κ “ 500.
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(b) d “ 3, Z “ 1, µ “ 1, ν “ 2 and κ “ 2.
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(c) d “ 2, Z “ 3, µ “ 1, ν “ 4 and κ “ 10.
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(d) d “ 1, Z “ ´3, µ “ 3, ν “ 2 and κ “ 70.
Figure 6.2. The errors of the smallest 5 eigenvalues without counting multiplicities versus K
for solving (6.16) with N “ 10.
Type Basis function Orthogonality
GHFs pHµ,nk,` pxq or pHpµqn pxq p|x|2µ¨, ¨qRd
A-GHFs qHs,nk,` pxq or qHpsqn pxq `p´∆q s2 ¨, p´∆q s2 ¨ ˘Rd
Mu¨ntz-type GHFs pHθ,mj,ι pxq `∇ ¨ ,∇ ¨ ˘Rd ` θ2`|x|4θ´2¨, ¨˘Rd
As direct applications, such bassi functions have proven to be natural and optimal for Hermite approx-
imation to, e.g., the integral fractional Laplacian and Schro¨dinger operators. Indeed, as we have always
shown in the text, the related Hermite spectral methods have sparse and well-structured linear systems,
and enjoy very high accuracy as the basis functions can be chosen to be tailored to the singularity of the
kernel functions or solutions. Although we have only discussed two applications of this development, the
ideas and tools. can definitely be applied to many other problems of similar nature. We believe this work
will be impactful in both theory and applications of spectral methods in unbounded domains.
Acknowledgement: The first author would like to thank Beijing Computational Science Research
Center for hosting his visit devoted to this collaborative work. He is also grateful to Professor Jie Shen
at Purdue University for initiating this subject during his PhD study.
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