Quality of Service (QoS) analysis and prediction for Web service compositions is an important and challenging issue in distributed computing. In existing work, QoS for service compositions is either calculated based on constant QoS values or simulated based on probabilistic QoS distributions of component services. Simulation method is time consuming and can not be used in real-time applications for dynamic Web service compositions. In this paper, we propose a calculation method to estimate the QoS of a service composition, in which the probability distributions of the QoS of component services can be in any shape. Experimental results show that the proposed QoS calculation approach significantly improves the efficiency in probabilistic QoS estimation.
Introduction
Web services technology creates the opportunity for building composite services by combining existing elementary or complex services (i.e. the component services) from different enterprises and in turn offering them as high-level services or processes (i.e. the composite services) [13] . QoS analysis becomes increasingly challenging and important when complex and mission critical applications are built upon services with different QoS. Thus solid model and method support for QoS predication in service composition becomes crucial in further analysis of complexity and reliability in developing service oriented distributed applications.
The QoS of a Web service is specified in service level agreement (SLA) between the service provider and service consumers. Most QoS in SLA are expressed as constant values [14] . Recently, probabilistic QoS has gained attentions because of the dynamic and unpredictable nature of Internet and its benefits have been recognized as being accurate and flexible [5, 8, 11] . With QoS modeled as probability distributions, service clients can have a better understanding of the performance of a service, and they can thereby have a relatively precise perception of the QoS of a composite service. A service provider also benefits from probabilistic QoS in SLA, because setting QoS as constant values in SLA does not reflect the dynamic characteristics of certain QoS metrics and may lead to pessimistic contracts [11] .
When the QoS of its component services are modeled as probability distributions, exiting work adopts simulation approach to compute the QoS distribution for a composite service [11] . Simulation method is time consuming. It works fine if used in design time when the architecture and component Web services of a service composition are determined. However, the service environment can be dynamic. Service-based processes should dynamically change to adapt to this environment. Composition engines, such as e-flow [4] and SELF-SERV [2] , are designed for the purpose of run time composition. In these composition engines, QoS of the composite service needs to be estimated in real-time. Simulation method for QoS estimation will become a bottle-neck in real-time scenarios.
In order to overcome the problems mentioned above, we propose a method to estimate QoS for composite services. The basic idea is: (1) a QoS metric (e.g. execution time) of a component service is modeled as a probability distribution;
(2) A composite service is modeled as a service graph and is composed of four basic patterns as Sequential, Parallel, Conditional, and Loop. QoS aggregation operations are defined and formulae are developed to compute QoS probability distributions for these patterns; (3) QoS calculation for a composite service becomes a matter of iteratively applying the QoS aggregation operations for these composite patterns. In comparison with the existing work, the contributions of this paper can be summarized as follows:
-In the proposed method, QoS for a composite service is calculated, not simulated. Experiments show that the proposed method is not only accurate but also much more efficient than simulation approach. -The proposed method provides a more general and systematic approach compared with existing methods. As a result, the problems dealt with in the existing methods for QoS aggregation become the special cases in the proposed method. In this work, we do not have any assumptions on the forms of the QoS distributions, i.e., they can be any shaped probability distributions.
In the rest of the paper we will use the term component QoS and composite QoS to refer to QoS of component service and QoS of composite service respectively. We will also use QoS and QoS metric interchangeably.
The remainder of the paper is organized as follows: Section 2 discusses the work related to QoS estimation. In Section 3, the method of modeling and processing the structure for a composite service is introduced. In Section 4, QoS calculation method for Web service compositions is provided. Experiments are carried out in Section 5. Section 6 concludes the paper.
Related Work
We will first review QoS modeling method for Web services. Then, QoS monitoring methods for Web services will be summarized. Through these QoS monitoring methods, history QoS, i.e. QoS sample data, of a Web service can be obtained. The QoS sample data is a source of generating probability distributions for Web services. Finally, current QoS estimation methods for service compositions will be discussed.
QoS Models: Existing research in service QoS representation can be categorized as: single values representation, multiple values representation, and standard statistical distributions. In most work, each QoS metric is represented as a constant value [7, 14] . As the QoS of a Web service changes with time and environment settings, single value-modeled QoS does not reflect this variation. Standard statistical distributions are adopted to model QoS to solve the problem [3, 11] . [3] mentions that a QoS metric can be specified as a distribution function, such as Exponential, Normal, Weibull, and Uniform. [11] argues that the contracts between Web service provider and client can be expressed as QoS probability distributions. T location-scale distribution is adopted to fit the original monitored QoS data of Web services. However, the reality is that an actual QoS probability distribution can come in any shape, which may not be able to fit into any well known statistical distributions. A more precise and general QoS modeling method has been proposed in our previous work [16] , which is basically a free shaped probability distribution.
QoS Monitoring: The QoS of a Web service can be obtained through QoS monitoring. There are three strategies for QoS monitoring depending on where the measurement takes place: (1) Client-side monitoring: the measurement of QoS is run on the client side [9, 12] . QoS metric that depends on user experience, such as response time, can be measured on the client side. (2) Server-side monitoring: the measurement of QoS is run on the server side [1] . This technique requires access to the actual Web service implementation, which is not always possible in practice. (3)Third party based monitoring: the measurement of QoS is run on a third party [18] . Third parties will periodically probes the service from different geographic locations under various network conditions and generate the QoS.
Composite QoS Aggregation: For single values represented QoS, aggregation method [3, 7] is proposed to calculate the composite QoS. A composition can be regarded as being composed of different composition patterns. Formulae to calculate QoS for these patterns are given. But these formulae can only be applied to single values. For multiple values represented QoS [6] , the calculation method is pretty much the same as it is for single values, except that the probability of each QoS value of the composite service are taken into account. For standard distribution represented QoS [3, 11] , simulation approaches are applied to estimate the composite QoS. A simulation needs to be run for thousands of times before a QoS sample for the composite service can be obtained. Simulation method is time consuming. An efficient method is necessary for estimating the QoS probability distributions of composite services, which is the focus of this paper.
Preliminaries
A composite service can be built up based on four basic composition patterns: Sequential Pattern, Parallel Pattern, Conditional Pattern, and Loop Pattern. By recursively replacing patterns with single nodes having the same QoS as the composition patterns, a composite service will finally be represented by one node and the QoS of this node is the QoS of the composite service. Based on the QoS estimation method described above, it can be seen that three techniques are needed to compute the QoS for a Web service composition: (1) A modeling method for composite services and composition patterns; (2) A QoS calculation method for the four basic composition patterns; (3) An algorithm to explore the model of a composite service, identify composition patterns, calculate the QoS for the patterns, replace the patterns with the nodes with equivalent QoS, and finally get the QoS for the composite service.
The solutions for (1) and (3) have been given in our previous work [17] and [15] respectively. We will briefly summarize the solutions for (1) and (3) in this section, then we will focus on (2), i.e., the QoS calculation method for composition patterns, in the next section.
Modeling Composite Services and Composition Patterns
A composite service is modeled as a Service Graph (see Figure 2 for an example of a Service Graph), in which each vertex represents a component service and each arc denotes a transition from one component service to another under a certain probability. Composition patterns (see Table 1 and Figure 1 for descriptions of the patterns) can be defined based on the definition of the Service Graph. The formal notations of a Service Graph and composition patterns are given in [17] . Pattern Description Sequential In a Sequential Pattern (see Figure 1 (a)), a Web service is invoked immediately after the completion of a preceding Web service.
Parallel
Synchronized merge:
In a Parallel Pattern with synchronized merge (see Figure  1 (b) in which '||syn−join' represents synchronized merge), Web services are executed concurrently. The subsequent Web service will be invoked when all the Web services in the parallel pattern have finished running. Single merge: In a Parallel Pattern with single merge (see Figure 1 (b) in which '||sng−join' represents single merge), Web services are executed concurrently. The subsequent Web service will be invoked when one of the Web services in the parallel pattern has finished running. Conditional In a Conditional Pattern (see Figure 1 (c)), the Web services are run exclusively.
Loop
In a Loop Pattern (see Figure 1 (d)), the Web services are run repeatedly. A Loop Pattern has more than one entry or exit point.
Model Processing Algorithm for Composite QoS Computation
In this paper, we will adopt the algorithm designed in our previous work [15] to calculate the QoS for a composite service. The input of the algorithm is the Service Graph of a composite service, as well as the QoS of the component services. The output of the algorithm is the QoS for the composite service. Different from [15] in which the QoS are single values, the QoS in this paper are probability distributions. Therefore, the QoS calculation methods for composition patterns in the algorithm should be changed accordingly, which will be discussed in detail in the following section.
Probabilistic QoS Aggregation
QoS aggregation formulae are developed in this section to calculate the QoS for composition patterns.
Approach Overview and Underlying Assumptions
A QoS metric of each service (either a component service or a composite service) is seen as a random variable and the following assumptions have been made:
(1) The QoS 1 of different component services are mutually independent, i.e. the QoS of any two component services are independent. If the QoS of two services are independent, the QoS of one service does not affect the QoS of the other service.
(2) QoS control is out of the scope of this paper. We only consider the case that the developer of a composite service makes use of the component services but has no control of the QoS of the component services. The QoS probability distributions of a component service are statistically estimated and have already taken into account different QoS influencing factors such as workload.
(3) The transition probabilities from one service to another in a composite service can either be provided according to the experience of the service developer at design time or be statistically estimated based on the execution history of the service. Detailed method of obtaining the transition probabilities in a composite service can be found in [3] .
(4) QoS are represented as histograms with the same start point and width of intervals. There is more accurate method of getting the QoS probability distribution based on a QoS sample, which is out of the scope of this paper and can be found in [16] .
QoS Probability Distribution Calculation for Composition Patterns
Classification of QoS Metrics The QoS metrics are classified into five categories according to their characteristics in different composition patterns, which are: additive, multiplicative, concave (i.e. minimum), convex (i.e. maximum), and weighted additive. For example, the QoS metric execution time reflects an additive behavior in a Sequential Pattern and convex behavior in a Parallel Pattern with synchronized merge. In this paper, the discussion of QoS analysis is based on these categories instead of individual QoS metrics, which makes the QoS analysis approach more general and fits more QoS metrics. Examples of additive, multiplicative, concave, and convex QoS metrics are cost, reliability, execution time of a Parallel Pattern with single merge, and execution time of a Parallel Pattern with synchronized merge respectively.
It is worth mentioning that multiplicative QoS metrics such as availability, reliability, and accessibility, are represented as a statistical percentage value (e.g. 90%) rather than a distribution. Therefore, only four types of QoS metrics: additive, concave, convex, and weighted additive will be discussed for the computation of composite QoS distribution in the rest of the paper.
QoS Calculation Operations
If the component QoS is represented by single value, to calculate the composite QoS, operations are sum, minimum, maximum, and weighted sum for additive, concave, convex, and weighted additive QoS metrics respectively. However, the computation of the QoS distribution for a composition pattern based on probability-distribution represented component QoS is far more complex than based on single-value represented component QoS. We thus define four operations on probability distributions, which are: QoSSum, QoSMin, QoSMax, and QoSWeightedSum, to distinguish the arithmetic operations on single values. These operations and their relationships with composition patterns and QoS metrics are summarized in Table 2 . Formulae are developed for these operations. We introduce the following naming conventions:
q is a variable representing a QoS metric; f (q) denotes the density function of the probability distribution (PDF); -F (q) denotes the cumulative distribution function (CDF); F (q) and f (q) have the following cumulative relationship:
It should be noted that although the discussion is based on distributions, the developed formulae are also applied to single values. This is because single values can also be represented as distributions with the help of Dirac delta function 2 . For example, if the cost of a Web service is M , then f (q) = δ(q − M ). If the cost of a Web service is N 1 with a probability of p 1 and N 2 with a probability of p 2 (p 1 + p 2 = 1), then the distribution of this Web service can be expressed
QoSSum Computing the PDF of the QoSSum of two component QoS distributions is a problem of deducing the PDF of the sum of independent variables, which is the convolution of each of their density functions [10] ,
where f (q) is the PDF of the QoS of a composition pattern, f 1 (q) and f 2 (q) are the PDFs of the component services. Let us take a simple example of the execution time of a Sequential Pattern with two component services. The PDFs of the execution time of the two component services are f 1 (t) and f 2 (t) respectively. The probability for the execution time of the first service being τ (τ ∈ (0, t)) and the second service being t−τ (t ∈ (0, +∞)) is f 1 (τ )f 2 (t−τ ). Therefore, the probability for the Sequential Pattern being finished at time t is the integral of
The result is the same as what we get from Formula (1) .
QoSMin The probability distribution of the QoSMin of n component QoS distributions is the distribution of the minimum of n independent variables which can be calculated as:
where F (q) is the CDF of the QoS of a composition pattern; n is the number of component services within this pattern; and F i (q) is the CDF of the QoS of component service i.
Then the PDF can be obtained by differentiating both sides of Equation (2) with respect to q:
where f (q) is the PDF of a composition pattern; n is the number of component services; f i (q) is the PDF of component service i; and F j (q) is the CDF of component service j.
Let us take a QoS metric, response time as an example. Assume that X and Y are two Web services in a Parallel Pattern with single merge. The probabilities for them to be finished within time t are F X (t) and F Y (t) respectively. The probability for neither of them being able to finish within time t is (1−F X (t))(1− F Y (t)), therefore, the probability for either of them being able to finish within time t is 1−(1−F X (t))(1−F Y (t)). The fact that at least one of the Web services can be finished within t means that t is the shorter execution time of the two Web services.
QoSMax The distribution of the QoSMax of n component QoS distributions is the distribution of the maximum of n independent variables which can be calculated as:
The PDF can be obtained by differentiating both sides of Equation (4) with respect to q:
where f (q) is the PDF of a composition pattern; n is the number of component services within this pattern; f i (q) is the PDF of component service i; and F j (q) is the CDF of component service j.
Let us take execution time as an example. Assume that X and Y are two concurrently running Web services in a Parallel Pattern with synchronized merge. The probability for X and Y to be finished within time t is F X (t) and F Y (t) respectively. Therefore, the probability for both of them to be finished within time t is F X (t)F Y (t). The fact that both Web services can be finished within t means that t is the longer execution time of the two Web services.
QoSWeightedSum The QoS distribution for the QoSWeightedSum of component QoS distributions can be calculated as
where f (q) is the PDF of a composition pattern; n is the number of component services within this pattern; f i (q) is the PDF of component service i; and p i is the execution probability for component service i.
Here we can take execution time as an example. Assume X and Y are two Web services within a Conditional Pattern with the execution probabilities being p 1 and p 2 respectively. The probabilities for X and Y to be finished at time t are f X (t) and f Y (t) respectively. Therefore, the probability for the path of X to be finished at time t is p 1 f X (t) and for the path of Y to be finished at time t is p 2 f Y (t). Therefore, the probability for the Conditional Pattern to be finished at time t is f (t) = p 1 f X (t) + p 2 f Y (t).
QoS Probability Distribution Calculation for Composition Patterns
So far, we have discussed the operations and formulae involved in computing composite QoS distributions. Next, we will explain how component QoS distributions are aggregated for different composition patterns. Here, QoS metrics cost and time (execution time or response time) will be discussed as examples.
For a composition pattern with two component services, assume the probability distribution of the composite QoS is c(q) for cost, t(q) for time, and the probability distributions of component QoS are c 1 (q) and c 2 (q) for cost, t 1 (q) and t 2 (q) for time. According to Table 2 , there are:
in a Sequential Pattern:
in a Parallel Pattern with single merge:
The QoS computation for Loop Patterns is more complicated than other patterns. Next, we will discuss it in detail.
In [17] , we have given detailed discussion on the structure analysis method to compute the QoS for an arbitrary Loop Pattern whose component QoS are fixed constant values. To sum up the method in [17] , statistically, a Loop Pattern can be seen as a Conditional Pattern with a Sequential Pattern in each path. With the formula for calculating the execution probability of each path of the Conditional Pattern given in [17] (see Formula 7) and the formulae of computing the QoS of a Sequential Pattern and Conditional Pattern given in this paper, the distribution of the QoS of a Loop Pattern can be computed.
where p k is the transition probability from vertex v k to v k+1 and p k = 1 when k = 0, l is the number of times that the Loop is executed, n is the number of vertices in the Loop, and i is the index of the vertex where the Loop is jumped out of. To compute the QoS distribution for a Loop Pattern, we can set a threshold value, T H, for p path li . When p path li < T H, the probability for the loop still being run is quite small. Therefore, the execution path with a probability smaller than T H can be ignored. It means that l = L times of looping is enough if L satisfies (
The transition probability for each outgoing arc of a Loop Pattern (i.e. p ij in Figure 1(d) where i = 1, . . . , n and j = 1, . . . , m i ) has to be changed accordingly. Detailed formula on calculating the probabilities of the outgoing arcs can be found in our previous work [17] . Then, the Loop Pattern can be replaced by one vertex.
Experiment
In this section, experiments have been done to compare the performance of the proposed QoS calculation method (referred to as calculation method) with simulation method. In a simulation method, the execution of a composite service is simulated by exploring the Service Graph of the composite service. One single value for per QoS metric of the composite service is obtained for each run of a simulation by aggregating the QoS of each vertex that has been visited during the exploration of the Service Graph. After running the simulation for a number of times, a QoS sample (containing all the simulated QoS) for the composite service can be obtained. This QoS sample can be used to generate the QoS probability distribution for a composite service.
Validation
First, we shall test the accuracy of the calculation method and the simulation method mentioned earlier.
A composite service and its component services (see Figure 2 ) are deployed. Experiments have been done to monitor the QoS of the deployed composite service. The monitored QoS are referred to as experimental result. By comparing the composite QoS obtained by the simulation method and the calculation method (referred to as simulation result and calculation result respectively) with experimental result, the accuracy of the simulation method and the calculation method can be verified. We only consider the QoS metric execution time in the experiments. The seven component Web services in Figure 2 are developed and deployed on Apache Tomcat 5.5 server. Their execution time distributions follow the distributions in Figure 3 3 . The BPEL process executing the composite service in Figure 2 is developed and deployed on an Active BPEL engine. The detailed information on service deployment is as follows:
1.Place Order
(1) The simulation of the QoS probability distribution for a component Web service: An array containing 10000 values whose distribution conforms to the probability distribution of the Web service is generated and stored in a file. For each execution, the Web service will randomly read one value from the file and suspend for the indicated amount of time before it sends out a response.
(2) The simulation of the transition probabilities within a composite service: A random number generator conforming to a uniform distribution is used. At component service 1 Place Order, a random number is generated and compared with 0.8. If it is smaller than 0.8, the output of service 1 is "Credit Card"; otherwise, the output is "Cash". At service 3 Check Credit, if the generated number is smaller than 0.7, the output is "Approved"; otherwise, it is "Disapproved".
(3) Experimental result: The developed composite service is invoked for 10, 000 times. For each invocation, an execution time is recorded. A histogram, shown in Figure 4 , is generated based on the recorded data sample.
(4) Simulation result: Simulation result is in the form of a sample. To distinguish the simulation result from the histogram of experimental result, the simulated QoS are shown as dot-dashed curves in Figure 4(a) , i.e. we plot the probability densities at different execution time in Figure 4 (a) instead of histogram bars.
(5) Calculation result: The calculation result is shown as dashed curves in Figure 4 (b) by plotting the probability densities at different execution time. It can be seen from Figure 4 that both the simulation result and the calculation result fit the experimental result very well. The accuracy of both methods has been verified.
Efficiency
Next, the efficiency of using calculation method and simulation method will be compared.
We perform tests on Mac OS X 10.6.6 with 1.86 GHz Intel Core 2 Duo processor and 2 GB memory. Both the proposed QoS calculation and simulation methods are implemented using C/C++ language. We test the time spent on QoS estimation by calculation and simulation methods for Sequential Patterns, Parallel Patterns, Conditional Patterns, and Loop Patterns respectively. The results are plotted by Matlab and shown in Figures 5, 6, 7 , and 8 respectively. The x-axis represents the number of component services in a composite service and the y-axis represents the time (in µs) spent on estimating the QoS distribution for a composite service. As the time spent on calculation method is significantly shorter than simulation method, we present the computation time of different methods in logarithmic scale. In each of Figures 5, 6 , 7, and 8, there are four dashed lines and two solid lines. The four dashed lines represent the time spent on simulation method when the simulation is run for 5000, 10000, 15000, and 20000 times respectively. The two solid lines represent the time spent on calculation method when the probability distribution of each component QoS has 512 and 1024 bins respectively. One thing is to be noted: the time spent by simulation method changes irregularly for any Loop Patterns. This is because in the experiment, the transition probabilities in the Loop Pattern, the number of component services that can jump out of the Loop Pattern, the component services that jump out of the Loop Pattern, and the jumping out probabilities all change randomly when the number of component services changes.
Based on the performance comparison between calculation and simulation methods, it can be seen that the proposed QoS calculation method is far more efficient and outperforms simulation method in terms of computing QoS for all the basic composition patterns.
Conclusion
In this paper, we propose a systematic approach to calculate the QoS probability distribution for composite services. Experimental results show that the proposed QoS calculation method is far more efficient than existing method and can be used in real-time scenarios.
The proposed method is based on the assumption that the QoS of component services are independent of each other, which is not always the case in reality. Research will be done to relax this assumption to make the proposed QoS aggregation method more robust to fit into any environment. 
