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Abstract—Very recently new genetic operators, called geo-
metric semantic operators, have been defined for genetic pro-
gramming. Contrarily to standard genetic operators, which are
uniquely based on the syntax of the individuals, these new
operators are based on their semantics, meaning with it the set of
input-output pairs on training data. Furthermore, these operators
present the interesting property of inducing a unimodal fitness
landscape for every problem that consists in finding a match
between given input and output data (for instance regression
and classification). Nevertheless, the current definition of these
operators has a serious limitation: they impose an exponential
growth in the size of the individuals in the population, so their
use is impossible in practice. This paper is intended to overcome
this limitation, presenting a new genetic programming system
that implements geometric semantic operators in an extremely
efficient way. To demonstrate the power of the proposed system,
we use it to solve a complex real-life application in the field of
pharmacokinetic: the prediction of the human oral bioavailability
of potential new drugs. Besides the excellent performances on
training data, which were expected because the fitness landscape
is unimodal, we also report an excellent generalization ability of
the proposed system, at least for the studied application. In fact,
it outperforms standard genetic programming and a wide set of
other well-known machine learning methods.
Index Terms—Genetic Programming, Semantic, Geometic Op-
erators, Pharmacokinetic.
I. INTRODUCTION
Genetic Programming (GP) [1], [2] is the youngest
paradigm inside the computational intelligence research area
called Evolutionary Computation (EC) and consists in the au-
tomated learning of computer programs by means of a process
mimicking Darwinian evolution. A GP algorithm works by
maintaining and evolving a set (often called population) of
so called individuals, each of which representing a program
that is a potential solution to a problem. A fitness function
(sometimes also called cost or quality function), defined over
the space of all individuals, quantifies the ability of each one
of them in solving the problem. After a (typically) random
initialisation of the population, the evolutionary process, aimed
at progressively improving the fitness of the individuals in
the population, takes place by iterating two phases: selection
(where the most promising solutions are probabilistically cho-
sen for mating), and the application of the genetic operators
(used to explore the space of solutions), which typically consist
in crossover (that exchanges parts of two parent solutions in
order to generate new offspring) and mutation (that randomly
modifies parts of some solutions).
In the last few years, GP has been extensively used both
in Industry and Academia and it has produced a wide set of
results that have been defined human-competitive [3]. These
results cover a wide variety of applicative domains, including
quantum computing circuits, analog electrical circuits, design
of antennas, mechanical systems, photonic systems, optical
lens systems and sorting networks.
While these results have demonstrated the suitability of GP
in tackling real-life problems, research has recently focused
on developing new variants of GP in order to further improve
its performances. In particular, efforts have been dedicated to
an aspect that was only marginally considered up to some
years ago: the definition of methods based on the semantics
of the solutions [4], [5], [6], [7], [8], [9], [10], [11], [12], [13].
Though there is no universally accepted definition of semantics
in GP, this term often refers to the behavior of a program,
once it is executed on a set of data. For this reason, in many
references, the term semantics is intended as the set of input-
output pairs on the training data, and this is the terminology
that we will adopt in this paper as well.
In this research track, very recently, new genetic operators,
called geometric semantic genetic operators, have been pro-
posed in [14]. These operators have the interesting property
of inducing a unimodal fitness landscape on any problem
consisting in finding the match between a set of input data
and a set of known output ones. Classification and regression
(which are typical applications of Evolutionary Computing in
general [15], [16] and GP in particular [17], [18]) are examples
of this kind of problem. According to the theory of fitness
landscapes [19] (which are briefly introduced later in this
paper), this should allow GP to easily solve all these problem.
Nevertheless, as stated in [14], these operators also have
a serious limitation: they construct offspring that are bigger
than their parents, and this makes the size of the individuals
in the population grow exponentially with generations. In this
way, after few generations, the population is composed by
individuals that are so big that their fitness evaluation is un-
manageable. This limitation makes these operators impossible
to use in practice.
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2The solution suggested in [14] as a future work is to
integrate in the GP algorithm a ”simplification” phase, aimed
at transforming each individual in the population into an
equivalent (i.e. with the same semantics), but smaller program.
However, also this solution has some problems: according to
the language used to code individuals, simplification can be
very difficult, and it is often a very time consuming task.
For this reason, in this paper we propose a completely
different solution to this problem, by presenting a new GP
system incorporating an implementation of geometric semantic
genetic operators that not only makes them usable in practice,
but even very efficient, without requiring any simplification
of the individuals during the GP run. In this way, we are for
the first time able to exploit the great potentialities of these
operators, consisting in the fact that they induce unimodal
fitness landscapes.
In order to experimentally validate our new GP system, we
have applied it to a complex real-life problem in the field of
pharmacokinetic: the prediction of human oral bioavailability
of new potential drugs. The results we have obtained have
been compared not only to the ones returned by standard GP,
but also to the ones of several other state of the art Machine
Learning methods reported in [20].
The paper is organized as follows: Section II presents the
state of the art concerning the use of semantics attempting
to improve GP. Section III introduces the concept of fitness
landscape, that will be useful successively to explain the
potentialities of geometric semantic operators. Section IV
describes the geometric semantic operators, shows that the
fitness landscapes induced by them are unimodal and outlines
their limitations. Section V presents our new GP system
that overcomes the current limitations of geometric seman-
tic operators, making them usable (and efficient) for real-
life applications. Section VI presents the test problem used,
the experimental settings and the obtained results. Finally,
Section VII concludes the paper and suggests some hints for
future research.
II. STATE OF THE ART ON THE USE OF SEMANTICS IN GP
The genetic operators in GP systems are usually designed
with the only constraint of ensuring syntactic closure, i.e.
producing syntactically valid offspring from any syntactically
valid parent(s). As stated in [4], using such purely syntactical
genetic operators, GP evolutionary search is conducted on the
syntactical space of programs, with the only semantic guidance
offered by the fitness function employed by selection.
As stated before, GP has been used to successfully solve real
life problems; however the usage of purely syntactical genetic
operators it is not able to describe the entire dynamic of the
evolutionary process. Thus incorporating semantic awareness
in the GP process could improve performance, extending its
applicability to problems that are difficult with purely syntactic
approaches. Under this perspective, several recent works have
proposed the definition of semantic based methods.
These methods appeared in combination with crossover.
McPhee et al. [5] used truth tables to analyze behavioral
changes in crossover for boolean problems. They considered
the semantics of two components in each tree: semantics
of subtrees and semantics of context (the remainder of an
individual after removing a subtree). They experimentally
measured the variation of these semantic components through-
out the GP evolutionary process. They payed special attention
to fixed-semantic subtrees: subtrees such that the semantics
of the entire tree does not change when they are replaced
by another subtree. They showed that there may be many
such fixed semantic subtrees when the tree size increases
during evolution; thus it becomes very difficult to change the
semantics of trees with crossover and mutation once the trees
have become large.
While it is possible to represent behavior using truth tables,
a more efficient technique is that of using reduced ordered
binary decision diagrams (ROBDDs) [6] to create reduced
canonical representations to measure behavioral difference.
In [7] semantic is used to define an algorithm called
Semantically Driven Crossover (SDC). The SDC algorithm has
been developed based on analysis of the behavioral changes
caused by crossover. The key feature of this method is the
use of a canonical representation of members of the popu-
lation (reduced ordered binary decision diagrams-ROBDDs)
to check for semantic equivalence without having to access
the fitness function. Two trees are semantically equivalent if
and only if they reduce to the same ROBDD. This is used to
determine which participating individuals are copied into the
next generation. If the offspring are semantically equivalent to
their parents, the children are discarded and the crossover is
repeated. This process is iterated until semantically different
children are found. The authors argue that this results in
increased semantic diversity in the evolving population, and
a consequent improvement in the GP performance.
In [21] a new mechanism for studying the impact of subtree
crossover in terms of semantic building blocks is proposed.
This approach allows to completely and compactly describe
the semantic action of crossover, and provides insight into
what does (or does not) make crossover effective. Results make
it clear that a very high proportion of crossover events (typi-
cally over 75% in the presented experiments) are guaranteed to
perform no immediately useful search in the semantic space.
In [22] the authors investigate the role of syntactic locality
and semantic locality of crossover in GP. The results show
that improving syntactic locality reduces code growth, and
that leads to a slight improvement of the ability to generalize.
By comparison, improving semantic locality significantly en-
hances GP performance, reduces code growth and substantially
improves the ability of GP to generalize.
In [23] the authors proposed Semantics Aware Crossover
(SAC), a crossover operator promoting semantic diversity,
based on checking semantic equivalence of subtrees. It showed
limited improvement on some test problems; it was sub-
sequently extended to Semantic Similarity based Crossover
(SSC) [8], which turned out to perform better than both
standard crossover and SAC [8]. In particular, authors aim
to incorporate semantics into the design of new crossover
operators, so as to maintain greater semantic diversity and
provide higher locality than standard crossover. The idea of
SSC was then extended to mutation leading to a counter-
3part semantic mutation: Semantic Similarity based Mutation
(SSM) [24]. The experimental results in [24] confirm the
superior performance of SSM compared to standard mutation.
In [10] semantics is used to test the effects of behavioral
control at the point of the mutation operator. Using semantic
analysis, authors present a technique known as semantically
driven mutation (SDM), which can explicitly detect and apply
behavioural changes caused by the syntactic modifications
in programs caused by mutation. The SDM algorithm does
not allow mutated programs to be produced when they are
behaviorally equivalent to the original program. The aim of
this is to avoid getting stuck in areas of the search space that
have already been investigated. As in [7], the key feature of
the semantically driven operator is the ability to canonically
represent programs in such a way that it is possible to compare
them, looking for equivalent behaviors.
In [25] the authors proposed a class of crossover operators
for genetic programming aimed at making offspring programs
semantically intermediate (medial) with respect to parent pro-
grams by modifying short fragments of code (subprograms).
The approach is applicable to problems that define fitness
as a distance between program output and a desired target.
Based on that metric, the authors defined two measures of
semantic “mediality”, which they employed to design two
crossover operators: one aimed at making the semantic of
offspring geometric with respect to the semantic of parents,
and the other aimed at making them equidistant to parents’
semantics. When compared experimentally with four other
crossover operators, both operators lead to success ratio at least
as good as for the non-semantic crossovers, and the operator
based on equidistance outperformed all others on some test
cases.
Krawiec and coworkers in [9] have used a notion of se-
mantic distance to propose a crossover operator for GP that
is approximately a geometric crossover [26] in the semantic
space. In the class of problems considered in [9], the fitness
function is usually defined as a metric that measures the
divergence between target and output values. As reported
in [9], metric-based fitness functions are unimodal by defi-
nition because such fitness is a distance in the semantic space.
Any linear combination of a pair of semantics is guaranteed
to be not worse than the worse of them. Authors pointed out
that there is no obvious way of exploiting this property due
to the complexity of the genotype-phenotype mapping in GP.
Thus, the prospects of designing a crossover operator that
works in the genotype space and behaves geometrically in the
corresponding semantic space are even more gloomy. Hence,
rather than guaranteeing the geometric behavior, their operator
tries to approximate it by analysing the offspring after it has
been bred. This limit is overcome by the geometric semantic
operators proposed in [14] and described in section IV. The
work in [14] introduces a general method to derive exact
semantic geometric crossovers and mutations for different
problem domains that search directly the semantic space.
However, as already discussed previously in this paper, these
operators by construction produce offspring that have approxi-
mately the double of the size of their parents (expressed as the
total number of tree nodes). As a consequence, the size of the
individuals in the population grows exponentially (as proven
in [14]) and this makes these operators unusable in practice.
III. FITNESS LANDSCAPES
The concept of fitness landscape was first proposed in [27]
to study the evolutionary process in Biology. The notion of
a fitness landscape underlying the dynamics of evolutionary
adaptation optimization has proved to be one of the most
powerful concepts in evolutionary theory, and it has been
widely used to model the problem difficulty in evolutionary
algorithms (EAs) [28], [29]. As reported in [30], implicit in the
idea of fitness landscape is a collection of genotypes arranged
in an abstract metric space, with each genotype next to those
other genotypes which can be reached by a single application
of a given genetic operator, as well as the fitness value.
As described, for instance, in [31], a fitness landscape can
be seen as a three-dimensional map, which may contain peaks
and valleys and the problem solver as a short-sighted explorer
searching for the highest peak (for maximization problems).
They can be formally modeled and are helpful to understand
the ability of a searcher like GP to solve a problem. For
example, a smooth and regular landscape with a single hill
top (i.e. unimodal) is typical of an easy problem, while the
opposite is true for a very rugged (i.e. multimodal) landscape,
with many hills which are not as high as the best one. In the
latter case, it is more difficult to find solutions (the highest
peaks), since the algorithms can be trapped in any local peak.
Even though not without faults, the general knowledge
associated to fitness landscapes is the more rugged landscape,
the more difficult the problem. It has been known since Eigen’s
work [32] that the dynamics of optimization on a landscape
depends crucially on detailed structure of the landscape itself.
Extensive computer simulations [33], [34], have made it very
clear that a complete understanding of the dynamics is im-
possible without a thorough investigation of the underlying
landscape [35].
In practice, however, the visualization of the whole search
space of a problem is difficult, if not even impossible given
its generally huge size and the multi-dimensionality of the
neighborhoods imposed by canonic genetic operators. There-
fore, a number of methods that attempt to describe the relevant
features of fitness landscapes by means of numeric indicators
have been proposed [36], [37], [38]. For a complete review
on fitness landscapes in EC (and GP in particular) the reader
is referred to [29]. The most used indicator that relates
problem difficulty with the underlying fitness landscape is
fitness distance correlation (FDC), studied for GP in [39].
FDC quantifies the difficulty of a problem by expressing the
correlation between the fitness of a sample of individuals
and their distance to one globally optimal solution. As we
explain in the next section, geometric semantic operators
induce unimodal fitness landscapes, characterized by an ideal
value of the FDC (i.e. FDC equal to 1), which typically
indicates that the problem is easy to solve. This makes these
operators extremely appealing and promising and encouraged
us to develop an efficient implementation.
4IV. GEOMETRIC SEMANTIC OPERATORS
While the semantically aware methods cited in Section II of-
ten produced superior performances with respect to traditional
methods, they are indirect: search operators act on the syntax
of the parents to produce offspring, which are successively
accepted only if some semantic criterium is satisfied. As
reported in [14], this has at least two drawbacks: (i) these
implementations are very wasteful as heavily based on trial-
and-error; (ii) they do not provide insights on how syntactic
and semantic searches relate to each other.
To overcome these drawbacks, in [14], using a formal
geometric view on search operators and representations, the
authors introduced a novel form of GP that directly searches
the space of the underlying semantics of the programs. This
perspective provides new insights on the relation between
program syntax and semantics, search operators and fitness
landscapes, and allows principled formal design of semantic
search operators for different classes of problems.
To explain the idea, let us first consider Genetic Algorithms
(GAs), which are similar to GP with the major difference that
the solutions are fixed length strings of characters and not
computer programs. Let us consider a GA problem in which
the target solution is known and the fitness of each individual
corresponds to its distance to the target (our reasoning holds
for any distance measure used). This problem is easy. In
fact, for instance, if we use point mutation, any possible
individual different from the global optimum has at least
one neighbor (individual resulting from its mutation) that is
closer than itself to the target, and thus fitter. So, there are no
local optima: the fitness landscape is unimodal. This is also
confirmed by the FDC that is clearly equal to 1, because fitness
and distance to the goal are identical. Similar considerations
hold for many types of crossover, including various kinds of
geometric crossover [26].
Now, let us consider the typical GP problem of finding
a function that maps sets of input data into known target
ones. As already discussed, regression and classification are
particular cases. The fitness of an individual for this problem is
typically a distance between its calculated values and the target
ones (error measure). Now, let us assume that we can find a
transformation on the syntax of the individuals, whose effect
is a random perturbation of one of their calculated values. In
other words, let us assume that we are able to transform an
individual G into an individual H whose output is like the
output of G, except for one value, that is randomly perturbed.
Under this hypothesis, we are able to map the considered
GP problem into the GA problem discussed above. So, this
transformation would induce a unimodal fitness landscape with
FDC equal to 1 and every problem like the considered one
(e.g. regressions and classifications) should be easily solvable
by GP. The same also holds for transformations on pairs of
solutions that correspond to GAs semantic crossovers.
Under this perspective, the objective of [14] was to find
operators on the syntactic (or genotypic) space that map well-
known operators on the semantic space. Here we report the
definition of geometric semantic operators given in [14] for
real functions domains, since these are the operators we will
use in the experimental phase. For applications that consider
other kinds of data, the reader is referred to [14].
Definition (Geometric Semantic Crossover). Given two par-
ent functions T1, T2 : Rn → R, the geometric semantic
crossover returns the real function:
TXO = (T1 · TR) + ((1− TR) · T2)
where TR is a random real function whose output values range
in the interval [0, 1].
Reference [14] formally proves that this operator corre-
sponds to geometric crossover on the semantic space, and
thus induces a unimodal fitness landscape. To constrain TR
in producing values in [0, 1] we use the sigmoid function:
TR =
1
1+e−Trand where Trand is a random tree with no
constraints on the output values.
Definition (Geometric Semantic Mutation). Given a parent
function T : Rn → R, the geometric semantic mutation with
mutation step ms returns the real function:
TM = T +ms · (TR1 − TR2)
where TR1 and TR2 are random real functions.
Reference [14] formally proves that this operator corre-
sponds to a box mutation on the semantic space, and induces
a unimodal fitness landscape.
We point out that at every step of one of these operators,
offspring contain the complete structure of the parents and
one or more random trees as subtrees, plus some arithmetic
operators: the size of each offspring is thus clearly much larger
than the one of their parents. The exponential growth of the
individuals in the population (demonstrated in [14]) makes
these operators unusable in practice: after a few generations
the population becomes unmanageable and the fitness eval-
uation process becomes unbearably slow. The solution that
is suggested in [14] as a future work consists in performing
an automatic simplification step after every generation in
which the programs are substituted by (hopefully smaller)
semantically equivalent ones. However, this additional step
adds to the computational cost of GP and is only a partial
solution to the progressive program size growth. Last but
not least, according to the particular language used to code
individuals, automatic simplification can be a very hard task.
Due to all these limitations, it is important to make an effort
in implementing a framework that will allow an efficient use of
the geometric semantic operators. The objective of this paper
is to present a GP implementation that overcomes this limita-
tion, without performing any simplification step and without
imposing any particular representation for the individuals (for
example the traditional representation of GP individuals as
trees can be used). This implementation is presented in the next
section. For simplicity, from now on, GP using only geometric
semantic crossover and mutation to explore the search space
will be indicated as GS-GP (Geometric Semantic GP).
V. THE PROPOSED GP IMPLEMENTATION
The implementation we propose can be described by the
following steps:
5• We create an initial population of (typically random)
programs, exactly as in standard GP (let P be the name
of this population from now on).
• Given that geometric semantic crossover and mutation
need the generation of random trees to be used, we create
beforehand all the random trees that will be needed during
the whole evolution (this pool of random trees will be
called Pmut from now on).
• During the first generation, at the moment of evaluating
the fitness of the individuals, we create two tables that
we call Tvp and Tvm. Tvp (respectively Tvm) contains, for
each individual in P (respectively in Pmut), the value
resulting from the evaluation on all fitness cases (in
other words, it contains the semantics of that individual).
Hence, having a training set with k training instances
and P (respectively Pmut) containing n (respectively m)
individuals, results in a table Tvp (respectively Tvm) with
k rows and n (respectively m) columns.
• For every generation p > 1, a new empty table T ′vp
is created and, whenever a new individual T must be
generated by crossover between selected parents T1 and
T2, the following actions are performed:
– T is represented by a triple T =
〈α(T1), α(T2), α(R)〉, which is stored in an
apposite structure (this structure is called M from
now on), where R is one of the random trees in
Pmut and, for any tree τ , α(τ) is a reference (or
memory pointer) to τ .
– The first line that is still empty in T ′vp is successively
filled with the values of the semantics of T , which
can be easily obtained by calculating (T1 · R) +
((1 − R) · T2) for each fitness case, according to
the definition of geometric semantic crossover.
• Analogously, whenever at generation p a new individual
T has to be obtained by applying mutation to an individ-
ual T1, the following actions are performed:
– T is represented by a triple T =
〈α(T1), α(R1), α(R2)〉 (this triple is also stored in
M), where R1 and R2 are two among the random
trees in Pmut.
– The first line that is still empty in T ′vp is this time
filled with the values of the semantics of T which can
be easily obtained by calculating T1+ms·(R1−R2)
for each fitness case, according to the definition of
geometric semantic mutation.
• When generation p is completed, table T ′vp is copied into
Tvp and erased.
• The process is iterated for the prefixed number of gener-
ations.
In synthesis, this algorithm is based on the idea that, when
semantic operators are used, an individual can be fully de-
scribed by its semantics (which makes the syntactic component
much less important than in standard GP), a concept discussed
in depth in [14]. In order to implement this idea, at every
generation we update table Tvp by using the values contained
in it and the ones in Tvm, without explicitly building the
syntactic structures of the individuals, but incorporating all
the information to do it in a second time.
We point out that:
1) This process of updating table Tvp can be performed
efficiently and no evaluation of the whole tree is needed
anymore. As a consequence, in this implementation the
fitness calculation is rather efficient. Indeed the fitness
evaluation process requires, for each individual and
except for the first generation, a constant time, which
is independent from the size of the individual itself.
On the other hand, at the initial generation, the fitness
evaluation requires a time that is dependent on the size
of the individuals, as it is usual in GP.
2) Conceptually, population P evolves during a GP run,
while Pmut does not change until the end of each run.
This is implemented by continuously updating table Tvp,
while Tvm stays unchanged during a run.
3) The structure M (that contains, for each individual, the
triplet of references to the ancestors) increases in size
during a GP run. However, given that this structure
contains only pointers, we can manage it for several
thousands of generations in a very efficient way.
4) The fact that all the random trees used by crossover and
mutation are generated in one step before the beginning
of the evolutionary process (instead of generating them
at the moment they are needed) does not change the
expected behaviour of the algorithm (there is no reason
to imagine that a random tree should have different
properties if generated in two different instants). Never-
theless, they still can be generated and stored in Tvm at
the moment they are needed, instead of doing it all at
once in the beginning, with no significant modification
in the behavior of the algorithm.
5) Generating all the random trees that will be needed in
one step before starting the evolutionary process and
storing them in Pmut is a procedure that can efficiently
be managed from a computational viewpoint.
6) Tables Tvp and Tvm contain the values of the evalu-
ation of the individuals on the fitness cases (i.e. the
semantics of the individuals), not their fitness values.
This information (and not the fitness) is the one that is
needed to reconstruct the semantics of the individuals
in the subsequent generations and iterate the process.
It is nevertheless easy to calculate the fitness using the
semantics and knowing the corresponding target values.
The final part of the algorithm has to be performed after
the end of the last generation, in order to reconstruct the
individuals. For doing that, we need to “unwind” our compact
representation and make the syntax of the individuals explicit.
In this way, we will still have the large trees that characterize
the standard implementation of geometric semantic operators.
However, all the evolutionary process can be performed ef-
ficiently and, if we are interested only in the best individual
found by GP (which is the typical situation, where the best
individual is interpreted as the model explaining data), we
can perform the simplification of the expression on only one
tree, instead of every tree in the population at each generation
as proposed in [14]. Furthermore, the simplification is not
6performed during the evolution, but it can be done offline in
a second step.
Excluding the time needed to simplify the best individual,
the proposed implementation allowed us to evolve populations
for thousands of generations with a speed up to at least 20
times higher than standard GP.
In the continuation of this section, we show a simple
example that should clarify the functioning of the proposed
algorithm.
A. Example
Let us consider the simple initial population P shown in
Table I and the simple pool of random trees Pmut shown
in Table II (usually Pmut contains a number of individuals
much larger than P ; in this example we consider both P and
Pmut containing five individuals for simplicity). Besides the
Id Individual
T1 x1 + x2 · x3
T2 x3 − x2 · x4
T3 x3 + x4 − 2 · x1
T4 x3 · x1
T5 x1 − x3
Table I
THE SIMPLE INITIAL POPULATION P USED IN THE EXAMPLE OF
SECTION V-A THE LEFTMOST COLUMN REPORTS THE IDS OF THE
INDIVIDUALS. THESE IDS WILL BE USED IN THE TEXT FOR SIMPLICITY.
Id Individual
R1 x1 + x2 − 2 · x4
R2 x2 − x1
R3 x1 + x4 − 3 · x3
R4 x2 − x3 − x4
R5 2 · x1
Table II
THE INDIVIDUALS IN THE RANDOM POOL Pmut USED IN THE EXAMPLE
OF SECTION V-A. THE LEFTMOST COLUMN REPORTS THE IDS OF THE
INDIVIDUALS. THESE IDS WILL BE USED IN THE TEXT FOR SIMPLICITY.
representation of the individuals in infix notation, these tables
also contain an Id for each individual (T1, T2, T3, T4 and T5
for the individuals in P and R1, R2, R3, R4 and R5 for the
individuals in Pmut). For simplicity, these Ids will be used
from now on to address the different individuals, and individ-
uals that will be created in the subsequent generations will be
indicated using letter T follwed by progressive numbers (for
example, the five individuals in the population at the second
generation will be called T6, T7, T8, T9 and T10).
We now describe all the operations involved in the creation
of the new population at the next generation, which we indicate
as population P ′ from now on. Let us assume that the (non-
deterministic) selection process imposes that T6 is generated
by crossover between T4 and T5. Analogously, let us assume
that T7 is generated by crossover between T1 and T4, T8 is
generated by crossover between T1 and T5, T9 is generated by
crossover between T3 and T4 and T10 is generated by crossover
between T3 and T5. Furthermore, let us assume that to perform
these five crossovers, individuals R2, R1, R4, R5 and R3 of
Pmut have to be used, respectively.
In our implementation, the individuals in P ′ are simply
represented by the set of entries reported in Table III, and
stored in structure M. In synthesis this table contains, for
Id Operator Entry
T6 crossover 〈T4, T5, R2〉
T7 crossover 〈T1, T4, R1〉
T8 crossover 〈T1, T5, R4〉
T9 crossover 〈T3, T4, R5〉
T10 crossover 〈T3, T5, R3〉
Table III
HOW THE INDIVIDUALS IN THE SUBSEQUENT GENERATIONS ARE STORED
IN MEMORY FOR THE EXAMPLE OF SECTION V-A (THIS STRUCTURE IS
CALLEDM IN THE TEXT). THE LEFTMOST COLUMN REPORTS THE IDS OF
THE INDIVIDUALS. THESE IDS WILL BE USED IN THE TEXT FOR
SIMPLICITY. THE CENTRAL COLUMN REPORTS THE OPERATION THAT HAS
BEEN USED TO GENERATE THE INDIVIDUAL (IT CAN BE EITHER
”CROSSOVER” OR ”MUTATION”. IN THIS EXAMPLE, WE USE ONLY
CROSSOVER FOR SIMPLICITY). THE RIGHTMOST COLUMN CONTAINS
REFERENCES TO THE ANCESTORS USED TO GENERATE THE INDIVIDUAL.
each new individual, a reference to the ancestors that have
been used to generated it and the name of the operator used
to generate it (either ”crossover” or ”mutation”).
The only structures that we have to keep in memory during
the GP run, besides the ones depicted in Tables I, II and III,
are the two tables Tvp and Tvm that contain, at each generation,
the values of the evaluation of the individuals in the current
population and in Pmut for each fitness case. The size of the
structureM reported in Table III grows during the GP run (in
this example, five new entries are added to this table at each
new generation, corresponding to the five new individuals in
the population); however, it is very compact, because it only
contains references, and thus we can manage it for several
thousands of generations.
Let us assume that now we want to reconstruct the genotype
of one of the individuals in P ′ (this typically happens only
once, at the end of the run, for the best individual in the
population). For instance, let us assume that the want to
reconstruct T8. Tables I, II and III provide us with all the
information we need to be able to do that. In particular, from
Table III we learn that T8 is obtained by crossover between
T1 and T5, using random tree R4. Thus, from the definition of
geometric semantic crossover, we know that it will have the
following structure: (T1 ·R4) + ((1−R4) · T5). Table I, that
contains the syntactic structure of T1 and T5, and Table II,
that contains the syntactic structure of R4, finally provide us
with all the information we need to completely reconstruct the
syntactic structure of T8, which is:
((x1+x2 ·x3)·(x2−x3−x4))+((1−(x2−x3−x4))·(x1−x3))
For simplicity, we have omitted mutation in this example and
we have generated all the individuals in the new population
using only crossover. Mutation works in a similar way, with
the only differences that the central column in Table III
contains the label ”mutation” (and this information is useful
because it tells us that, this time, we have to use the definition
of geometric semantic mutation in order to reconstruct the
individual) and the triplet associated to the newly generated
individual this time contains one reference to an individual in
P and two references to two individuals in Pmut.
7VI. EMPIRICAL STUDY
A. The Application
The implementation provided so far makes the geometric
semantic operators efficiently usable also on complex real-life
applications. For this reason, for the first time, we are now
able to validate those operators on one of those applications.
We choose a real life problem in the field of pharmacokinetic.
As stated in [20], the availability of reliable pharmacoki-
netics prediction tools would permit to reduce the risk of
late stage research failures in drug discovery and will enable
to decrease the number of experiments and cavies used in
pharmacological research, by optimizing the screening assays.
Furthermore, predictive pharmacokinetic models would be
of critical relevance for preventing Adverse Drug Reactions
(ADRs), like those involved in the Lipobay-Baycol (cerivas-
tatin) toxicity [40]. The potential of predictive modeling in
terms of ADRs prediction is an hot research topic in medicine.
Human oral bioavailability (indicated with %F from now on) is
the parameter that measures the percentage of the initial orally
submitted drug dose that effectively reaches the systemic blood
circulation after the passage from the liver. This parameter is
particularly relevant, because the oral assumption is usually
the preferred way for supplying drugs to patients and because
it is a representative measure of the quantity of active principle
that can actuate its therapeutic effect. Being able to reliably
predict the %F value for a potential new drug is outstandingly
important, given that the majority of failures in compounds
development from the early nineties to nowadays are due to
a wrong prediction of this pharmacokinetic parameter during
the drug discovery process [41], [42].
We have obtained a set of molecular structures and the
corresponding %F values using the same data as in [43],
using a public database of Food and Drug Administra-
tion (FDA) approved drugs and drug-like compounds [44].
The data has been gathered in a matrix composed by 359
rows and 242 columns. Each row (instance) is a vector
of molecular descriptor values identifying a candidate new
drug; each column (feature) represents a molecular descrip-
tor, except the last one, that contains the known values
of %F. This dataset can be downloaded from the web page:
http://personal.disco.unimib.it/vanneschi/bioavailability.txt.
In our experiments, training and test sets have been obtained
by randomly splitting the dataset: at each GP run, 70% of the
molecules have been randomly selected with uniform proba-
bility and inserted into the training set, while the remaining
30% form the test set.
B. Experimental Settings
We tested the proposed implementation of GP with geomet-
ric semantic operators (GS-GP from now on) against a stan-
dard GP system (STD-GP). A total of 30 runs were performed
with each technique considering different randomly generated
partitions of the dataset into training and test set at each
run. All the runs used populations of 100 individuals and the
evolution stopped after 2000 generations. Trees initialization
was performed with the Ramped Half-and-Half method [1]
with a maximum initial depth equal to 6. The function set
contained the four binary arithmetic operators +, −, ∗, and /
protected as in [1]. Fitness was calculated as the root mean
squared error between outputs and targets (thus the lower the
fitness, the better the individual). The terminal set contained
241 variables, each one corresponding to a different feature in
the dataset. To create new individuals, STD-GP used standard
(subtree swapping) crossover [1] and (subtree) mutation [1]
with probabilities equal to 0.9 and 0.1 respectively. For GS-
GP, crossover rate is 0.9, while mutation rate is 0.5. The
motivation for this different mutation rate for the two GP
systems is that a preliminary experimental study has been
performed (independently for the two systems) for finding
the parameter setting able to return the best results. Only the
parameter settings that returned the best results for the two
systems are presented here. Survival from one generation to
the other was always guaranteed to the best individual of the
population (elitism). No maximum tree depth limit has been
imposed during the evolution.
In the next section, experimental results are reported using
curves of the root mean square error on the training and test
set. In particular, at each generation the best individual in the
population (i.e. the one that has the smaller training error) has
been chosen and the value of its error on the training and test
has been stored. The reported curves finally contain the median
of all these values collected at each generation. The median
was preferred over the mean in the reported plots because of
its higher robustness to outliers. The root mean square error on
the training and test set, calculated as described above, will be
in some cases informally indicated as training and test fitness,
or training and test error, in the next section for simplicity.
C. Experimental Results
Figure 1 reports training and test error for STD-GP and
GS-GP and clearly shows that GS-GP outperforms STD-GP
on both training and test sets. In particular, GS-GP has a
suitable behaviour: the curve of the error on the test set
is quite ”regular” and steadily decreasing during the whole
evolutionary process. This behaviour on the test set gives us
a hint of the fact that, contrarily to STD-GP, GS-GP does not
overfit training data for the considered application.
Figure 2 reports a statistical study of the test fitness of
the best individual, both for GS-GP and STD-GP, for each
of the 30 performed runs. Denoting by IQR the interquartile
range, the ends of the whiskers represent the lowest datum
still within 1.5· IQR of the lower quartile, and the highest
datum still within 1.5· IQR of the upper quartile. As it
is possible to see, GS-GP produces solutions with a lower
standard deviation with respect to the ones produced by STD-
GP. To analyze the statistical significance of these results, a set
of tests has been performed on the median errors. As a first
step, the Kolmogorov-Smirnov test has shown that the data
are not normally distributed and hence a rank-based statistic
has been used. Successively, the Wilcoxon rank-sum test for
pairwise data comparison has been used under the alternative
hypothesis that the samples do not have equal medians. The
p-values obtained are 6.0 · 10−11 when test fitness of STD-
GP is compared to test fitness of GS-GP and 7.1 · 10−9 when
8training fitness of STD-GP is compared to training fitness of
GS-GP. Therefore, when using a significance level α = 0.05,
we can clearly state that GS-GP produces fitness values that
are significantly lower (i.e., better) than the STD-GP both on
training and test data.
Besides comparing GS-GP with standard GP, we are also
interested in comparing GS-GP with other well known state of
the art Machine Learning methods, just to have an idea of the
competitiveness of the results returned by GS-GP. Previous
studies have appeared so far comparing several Machine
Learning techniques for the prediction of the bioavailability
of potentially new drugs. For instance, in [20] the following
methods have been tested: linear regression, least square
regression, multilayer perceptron, support vector machines
regression with first degree polynomial and support vector
machines regression with second degree polynomial kernel.
In [20] all these methods are used with and without an
explicit feature selection, performed on the original data as
a preprocessing phase. In [20] the feature selection methods
used are principal component based feature selection and
correlation based feature selection. Here, we take up exactly
the same perspective, by using all these methods with and
without these feature selection strategies on our dataset. As
in [20] we used the implementations provided by the Weka
public domain software [45] and, for each one of the used
Machine Learning methods and feature selection strategies, we
have used the default parameter setting of Weka. The results
are reported in Table IV, where we can observe that the best
performance was obtained by linear regression with correlation
based feature selection, that returned a root mean square error
on the test set approximately equal to 27.52. Given that GS-GP,
in the last performed generation, has returned a median test
fitness equal to 30.44, and given that the best test fitness over
the performed 30 runs was equal to 26.97, we state that GS-
GP is able to find better, or at least comparable, results than
the best one of the state of the art Machine Learning methods.
We also point out that these results have been obtained by GS-
GP without any explicit feature selection (given that GP is in
general able to perform an automatic feature selection during
the learning phase [46], [20]), while the best results of the state
of the art methods have been obtained by explicitly selecting
features by the correlation based technique. The explicit use
of a preprocessing phase to select features has also been used
so far in Evolutionary Computation in general [47], and in GP
in particular [48], with excellent results. This should further
improve GS-GP performances, and new experiments including
explicit feature selection are part of our current research.
VII. CONCLUSIONS AND FUTURE WORKS
New genetic operators, called geometric semantic operators,
have been defined so far for genetic programming. They have
the extremely interesting property of inducing a unimodal
fitness landscape for any problem consisting in matching input
data into known output ones (regression and classifications are
instances of this general problem). This, at least at a theoretical
level, should make all the problems of this kind easily solvable
by genetic programming. Nevertheless, as demonstrated in the
literature, these new operators, in their current definition, have
a strong limitation, that makes them unusable in practice: they
produce offspring that are larger than their parents, and this
comports an exponential growth in the size of the individuals
in the population.
The goal of this paper is to overcome this limitation by
proposing a new genetic programming system, in which geo-
metric semantic operators are implemented in a very efficient
way. The proposed implementation basically keeps in memory
only the initial (randomly generated) population of programs,
plus a set of randomly generated programs that will be used
by the operators during the evolution. Furthermore, the imple-
mentation stores and maintains updated some tables containing
pointers to those programs. The size of these tables grows
linearly with generations, and thus managing those tables is
quite feasible.
Thanks to this compact and efficient implementation, it
is possible, for the first time, to employ the framework to
solve complex problems, characterized by a large number of
features. In particular, in this paper an important real life
problem in the field of pharmacokinetic has been considered.
The presented experimental results demonstrate that the new
system outperforms standard genetic programming and returns
results that are better, or at least comparable to the best state of
the art machine learning method for this application. Besides
the fact that the new genetic programming system has excellent
results on training data (which was expected, given that the
fitness landscape is unimodal), we are positively surprised by
its excellent generalization ability on the studied application,
testified by the good results we have obtained on test data.
This encourages us to pursue the study of geometric se-
mantic operators on real-life applications. Furthermore, we
also plan to orient our future activity towards more theoretical
studies of geometric semantic operators, looking for formal
models able to explain the generalization ability of the new
genetic programming framework.
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