An abelian arrangement is a finite set of codimension one abelian subvarieties (possibly translated) in a complex abelian variety. In this paper, we study the cohomology of the complement of an abelian arrangement, denoted by M (A). For unimodular abelian arrangements, we provide a combinatorial presentation for a differential graded algebra whose cohomology is isomorphic to the rational cohomology of M (A). Moreover, this DGA has a bi-grading that allows us to compute the mixed Hodge numbers.
Introduction
The goal of this paper is to study the cohomology of the complement of an abelian arrangement. Here, an abelian arrangement is a finite set of codimension one abelian subvarieties (possibly translated) in a complex abelian variety X. A special case of this is the configuration space of n points on an elliptic curve E. This is the complement of an elliptic version of the braid arrangement in E n , where for 1 ≤ i < j ≤ n, we have an abelian subvariety Y ij given by the equation e i = e j . A more general special case is given by any n × ℓ integer matrix, defining ℓ subvarieties in E n . Here, each column of the matrix represents an algebraic map α : E n → E, and we consider the subvariety Y = ker α for each such α.
Totaro [11] and Kriz [5] independently determined the cohomology of configuration spaces of smooth complex projective varieties. In particular, their work determines the cohomology in our special case of a configuration space on an elliptic curve. In this paper, we generalize Totaro's method to compute the rational cohomology of the complement of any abelian arrangement A in a complex abelian variety X. We denote this complement by M (A), and arrive at our results by studying the Leray spectral sequence of the inclusion f : M (A) ֒→ X. Specifically, we use Hodge theory to show degeneration of this spectral sequence at the E 3 term.
A component of the arrangement A is a connected component of an intersection Y S := Y ∈S Y for some subset S ⊆ A. Note that the intersections themselves need not be connected. We say that the arrangement is unimodular if the intersection Y S is connected for all subsets S ⊆ A. The rank of a component is defined as its complex codimension in X. For a subset S ⊆ A with nonempty intersection Y S , consider a connected component F of Y S . If rk(F ) = |S|, we say that S is independent. Otherwise, rk(F ) < |S| and we say that S is dependent. Also let M (A) = X \ ∪ Y ∈A Y be the complement of the union of the divisors in A.
Example 2.2. We describe the motivation behind the terminology using our special case of an elliptic arrangement, where we have X = E n and an n × ℓ integer matrix. As described in the introduction, each column corresponds to a map α i : E n → E. Taking Y i = ker α i for i = 1, . . . , ℓ defines an abelian arrangement in X.
In this case, an intersection Y S is the kernel of an n × |S| submatrix, taking the corresponding columns α i for Y i ∈ S. The codimension of Y S is the rank of the corresponding matrix. In this way, the dependencies of the hyperplanes in A correspond to the dependencies of the corresponding α i 's in Z n .
Further suppose that A is a unimodular arrangement and that the rank of the n × ℓ matrix is equal to n. Then all n × n submatrices will have determinant ±1 or 0. Otherwise, an intersection of subvarieties (that is, the kernel of the corresponding submatrix) would be disconnected. This agrees with the usual notion of a unimodular matrix.
Let F be a component of the arrangement A. For any point p ∈ F , define an arrangement A (p)
F is a central hyperplane arrangement in T p X ∼ = C n , and we denote its complement by M (A (p)
F . This arrangement may be referred to as the localization of A at F , with respect to the point p ∈ F . Remark 2.3. We say that a point p ∈ F is a generic point of F if p is not contained in any smaller component of A. By our assumption that the divisors intersect like hyperplanes, for a generic point p ∈ F , there is a neighborhood
Remark 2.4. Also by our assumption that the divisors intersect like hyperplanes, the intersection lattice of the arrangement A F ) for some (any) p ∈ F . If A is an abelian arrangement, then even more can be said. Not only does the cohomology not depend on the choice of p ∈ F , but for any two points p and q of F , we have a canonical homeomorphism (via translation)
Rational Cohomology
Let A = {Y 1 , . . . , Y ℓ } be a set of smooth connected divisors that intersect like hyperplanes in a smooth complex variety X, and denote the complement of their union in X by M (A). The inclusion f : M (A) ֒→ X gives a Leray spectral sequence of the form
Recall that R q f * Q is the sheafification of the presheaf on X taking an open set U to H q (U ∩ M (A); Q). To make use of this spectral sequence, we need to examine the sheaves R q f * Q.
For any x ∈ X, we can take the unique smallest component F x of A containing x. Note that x is a generic point of F x , and so for a small neighborhood U around x, we have
Fx ). This means that the stalk of our sheaf R q f * Q at x is given by
Note that the rank-q components (flats) of A
(x)
Fx correspond exactly to the rank-q components of A that contain F x . For such an F , we can consider the usual localization of A 
Since x was a generic point of F x , the rank-q components containing F x are exactly the rank-q components containing x. Thus, the stalk at x ∈ X can be decomposed as
Now, it is clear that the sheaf R q f * Q is supported on the union of the rank-q components of A. We will define a sheaf ǫ F , for each component F , that is supported on F . Then we will show that R q f * Q is isomorphic to the direct sum of these constant sheaves ǫ F , taken over all rank-q components. This will help us prove the following lemma:
. . , Y ℓ } be a set of smooth connected divisors that intersect like hyperplanes in a smooth complex variety X. Then
Proof. Let F be a component of rank q, and consider the divisors in A that contain F . These form an arrangement in X, which we denote by A| F . Also denote its complement in
Moreover, the sheaf ǫ F is constant on F . This is because, as we have previously discussed, H * (M (A (x) F ); Q), and hence the stalks of ǫ F , can be canonically identified for any two points in F .
Let
It is also an isomorphism on stalks, hence a sheaf isomorphism ǫ ∼ = R q f * Q.
Returning to the E 2 term of our Leray spectral sequence for the inclusion f : M (A) ֒→ X, we now have that
If we further take X to be a projective variety, then the E 2 term of the spectral sequence is all that is needed to calculate the cohomology of M (A). Proof. To show that higher differentials are trivial, we consider the weight filtration on
Note that since F is a smooth complex projective variety, H p (F ; Q) is pure of weight p. Since M (A F ) is the complement of a rational hyperplane arrangement, H q (M (A F ); Q) is pure of weight 2q (by [10] ). This implies that H p (X; R q f * Q) is pure of weight p + 2q. Now, the differentials must be strictly compatible with the weight filtration. Since the (p, q) position on the E j term will also have weight p+2q, the differential d j will map something of weight p + 2q to something of weight (p + j) + 2(q − j + 1) = p + 2q − j + 2. Being strictly compatible with weights implies that the only nontrivial differential must be when j = 2.
Moreover, if we consider only the cohomological grading (by p + q) on the E 2 term, we have the following theorem. Theorem 3.3. Let A = {Y 1 , . . . , Y n } be a set of smooth connected divisors that intersect like hyperplanes in a smooth complex projective variety X. The rational cohomology of M (A) is isomorphic as a graded algebra to the cohomology of E 2 (A) with respect to its differential.
Proof. By Lemma 3.2, the Leray spectral sequence degenerates at the E 3 term. This implies that the associated graded of H * (M (A); Q) with respect to the Leray filtration is isomorphic to the cohomology of E 2 (A).
The groups E p,q
∞ that contribute to the k-th rational cohomology (when p + q = k) each have distinct weight (as described in the proof of Lemma 3.2), and so the Leray filtration is exactly the weight filtration. By the work of Deligne [3, p. 81], the associated graded of H * (M (A); Q) with respect to its weight filtration is isomorphic to H * (M (A); Q) as an algebra.
Remark 3.4. The E 2 term of the spectral sequence forms a differential bi-graded algebra, denoted by E 2 (A). The main result of this section was that
where the right hand side is the associated graded with respect to the weight filtration. In particular, if we consider the bi-grading (and not just the cohomological grading) of E 2 (A), we can compute the mixed Hodge numbers of M (A).
Remark 3.5. The same method could be used to study the cohomology of an affine hyperplane arrangement in C n or of a toric arrangement in (C × ) n . In these cases, Lemma 3.1 applies, but Lemma 3.2 and Theorem 3.3 do not.
1. Let A = {H 1 , . . . , H ℓ } be an affine arrangement of hyperplanes in a complex affine space X of dimension n, and denote M (A) = X ∪ i H i . For the Leray Spectral Sequence of the inclusion f : M (A) ֒→ X, the E 2 -term decomposes into E 0,q 2 = ⊕ rk(F )=q H q (M (A F ); Q) and E p,q 2 = 0 for p = 0. This forces the differentials to all be trivial, and we see that E 2 (A) is the Orlik-Solomon algebra H * (M (A); Q).
2. Let A = {T 1 , . . . , T ℓ } be an arrangement of codimension-one subtori in a complex torus X = (C × ) n , and denote the complement by M (A) = X ∪ i T i . The E 2 -term of the Leray Spectral Sequence for the inclusion f : M (A) ֒→ T decomposes into components, so that
Here, F is a complex torus and so E p,q 2 is pure of weight 2(p+q). Since the differentials d j respect the weights, d j must be trivial for all j. Remark 3.6. Another interesting result for an abelian arrangement A in X comes from considering the deletion and restriction arrangements, with respect to some fixed Y 0 ∈ A. Here, we mean the analogous notion to the theory of hyperplane arrangements, where the deletion of Y 0 is the arrangement A ′ = A \ {Y 0 } in X and the restriction to Y 0 is the arrangement of nonempty {Y ∩ Y 0 : Y ∈ A ′ } in Y 0 . In the theory of hyperplane arrangements, the long exact sequence of the pair (M (A ′ ), M (A)) relates the cohomologies of M (A), M (A ′ ), and M (A ′′ ). Moreover, this long exact sequence splits into short exact sequences relating these cohomologies. In the abelian arrangement case, we can get the same kind of long exact sequence. However, it does not split into short exact sequences. To study the (nontrivial) boundary map, we can derive this long exact sequence in another way, by taking the long exact sequence induced by a short exact sequence of complexes
The boundary map is then seen to be
where π : M (A ′′ ) ֒→ M (A ′ ) is the closed immersion.
Remark 3.7. Dupont [4] independently found the same differential graded algebra as described here. He considers the cohomology of the complement of a union Y = Y 1 ∪ · · · ∪ Y ℓ of smooth hypersurfaces which intersect like hyperplanes in a smooth complex projective variety X, and for simplicity he assumes that the arrangement is unimodular. Dupont's method uses the Gysin spectral sequence, which degenerates at the E 2 term and has a differential graded algebra M * (X, Y ) as the E 1 term. Setting A = {Y 1 , . . . , Y ℓ }, the differential graded algebras E 2 (A) and M * (X, Y ) are isomorphic. Moreover, Dupont constructs a wonderful compactification of these arrangements, so that the space X \ Y can be realized as the complement of a normal crossings divisor Y in a smooth projective variety X. Dupont also shows functoriality of M * so that M * (X, Y ) is quasi-isomorphic to M * ( X, Y ). By the work of Morgan [8] , the differential graded algebra M * ( X, Y ) is a model for the space X \ Y = X \ Y , in the sense of rational homotopy theory. Since our differential graded algebra E 2 (A) is isomorphic to M * (X, Y ) and hence quasi-isomorphic to M * ( X, Y ), E 2 (A) is a model for the space M (A) = X \ Y .
Unimodular Abelian Arrangements
To explicitly describe the Q-algebra structure of the E 2 term of the spectral sequence, we assume further that A is a unimodular abelian arrangement. Recall that we allow the Y i ∈ A to be a translation of an abelian subvariety of X; denote this subvariety byȲ i . For each Y i ∈ A, let E i = X/Ȳ i so that Y i is the kernel of the projection α i : X → E i . The E 2 term is a bi-graded algebra with a differential, which we denote by E 2 (A). The (p, q)-th graded term is isomorphic to
by Lemma 3.1. The multiplication of E 2 (A) can be described as follows: Let x ⊗ x ′ be in
which by unimodularity is a component of A), p = p 1 + p 2 , and q = q 1 + q 2 . Also let, for j = 1, 2, γ j : F ֒→ F j and η j : M (A F ) ֒→ M (A F j ) be the natural inclusions. Then
In particular, consider the case that
Since Y i is (a possible translation of) the kernel of some map α i : X → E i , the kernel of γ * i contains the image of α * i in positive degree. This means that for p > 0, and any element x ∈ H p (X; Q) that is in the image of
We further observe that the row q = 0 inherits an algebra structure from H * (X; Q), and the column p = 0 inherits an algebra structure from the Orlik-Solomon algebra. In particular, if ∩ Y ∈A Y = ∅, then the column p = 0 inherits an algebra structure from H * (M (A 0 ); Q) where A 0 is the localization at the intersection of all hyperplanes in A. These algebras are generated in degree one; moreover, they will generate the entire E 2 (A) algebra. This is because the map γ * : H * (X; Q) → H * (F ; Q), where F is a component and γ : F ֒→ X is the natural inclusion, is surjective.
Since the algebra is generated by E
This has a canonical generator, since the Orlik-Solomon algebra H * (M (A Y i ) ; Q) has a canonical generator in degree one. The differential here is determined by the differential of the Leray spectral sequence for the inclusions X \ Y i ֒→ X, which takes the generator to [Y i ] ∈ H 2 (X; Q). Now we will describe an algebra A(A), determined by the arrangement A, and prove in Theorem 4.1 that this algebra is isomorphic to E 2 (A). Let B(A) = H * (X; Q)[g 1 , . . . , g ℓ ], a graded-commutative, bigraded algebra over Q, where H i (X; Q) has degree (i, 0) and each g j has degree (0, 1). Let I(A) be the ideal in B(A) generated by the following relations:
Let A(A) = B(A)/I(A). Since I(A) is homogeneous with respect to the grading on B(A), A(A) is a bi-graded algebra over Q. Moreover, there is a differential on A(A) defined by dg i = [Y i ] ∈ H 2 (X; Q) and dx = 0 for x ∈ H * (X; Q). Before we prove this theorem, we'll show an example in which this presentation can be used to compute the cohomology of M (A). Moreover, if we consider the bi-grading on A(A) ∼ = E 2 (A), then we can compute the dimension of gr j H i (M (A); Q), the associated graded with respect to the weight filtration. By Remark 3.4, the (p, q)-th graded piece of H * (A(A)) will be isomorphic to gr p+2q H p+q (M (A); Q). We encode the information about dimension in a two-variable polynomial H(t, u), where the coefficient of t i u j is the dimension of gr j H i (M (A); Q). Example 4.2. Let X = E 2 for an elliptic curve E, and let α i : E 2 → E be projection onto the i-th coordinate. Consider the arrangement A = {Y 1 , Y 2 , Y 3 } in E 2 with Y 1 = ker α 1 , Y 2 = ker α 2 , and Y 3 = ker(α 1 − α 2 ). Pick generators x and y for H * (E; Q). Then H * (E 2 ; Q) is generated by x i = α * i (x) and y i = α * i (y) for i = 1, 2. This then implies that the algebra B(A) is the exterior algebra with generators {x 1 , y 1 , x 2 , y 2 , g 1 , g 2 , g 3 }.
The relations in I(A) can be written as
(1) no relations of the type g S (since all intersections are nonempty)
Computing cohomology, the polynomial described above becomes
Setting u = 1, we obtain the Poincaré polynomial P (t) = 1 + 4t + 5t 2 .
Proof of Theorem 4.1. First, we show that there is a surjective homomorphism ϕ, by defining a map θ : B(A) → E 2 (A) which induces ϕ as follows:
and for x ∈ H i (X; Q), let
We have already observed that E 2 (A) is generated by E 1,0 2 and E 0,1 2 . Even more explicitly, the algebra is generated by 1 ⊗ e i and x ⊗ 1, where e i is the canonical generator of H 1 (M (A Y i ); Q) and x ∈ H 1 (X; Q). Since θ maps to these generators, it must be surjective. By our observations above, it is easy to see that θ(g S ) = 0 whenever Y S = ∅. For relation (2) , suppose S is a dependent subset of A. Then
which is zero since ∂e S = 0 in the Orlik-Solomon algebra H * (M (A Y S ); Q). Also, by our observations above, θ(α * i (x)g i ) is equal to zero. Therefore, θ(I(A)) = 0 and hence θ induces the desired surjection ϕ : A(A) → E 2 (A).
We can decompose B(A) with respect to the components of the arrangement, B(A) = ⊕ F B F , where B F is the Q-vector space spanned by xg S for all standard tuples S of hyperplanes in A whose intersection is exactly F , and all x ∈ H * (X; Q). The ideal I(A) is homogeneous with respect to this grading. Thus, A(A) can be decomposed by A(A) = ⊕ F A F , where
The E 2 term of the Leray spectral sequence can also be graded by the components. Here, we have E 2 (A) = ⊕ F E 2 (F ), where for each component
It suffices to show that, as Q-vector spaces, A F ∼ = E 2 (F ). We do this by examining A F . We have B F ∼ = ⊕ S H * (X; Q) · g S , where the direct sum is taken over all standard tuples S of hyperplanes in A with Y S = F . If we consider just the ideal I 1 generated by relations (1) and (2), then
where the sum is taken over all non-broken circuits S with Y S = F . This is because relations (1) and (2) just the Orlik-Solomon relation on the g i 's associated to F . Next, we claim that relation (3) implies that for all Y i ⊇ F , all S ⊆ A with Y S = F , and all x ∈ H 1 (E i ; Q), we have α * i (x)g S ∈ I. This implies that relation (3) depends only on the component F , and not on the choice of subset S. This claim is clearly true when Y i ∈ S. If Y i / ∈ S, then take a maximal independent subset of S, denoted by T . Then C := T ∪ {Y i } is a dependent set, and Y C = Y T = F . We may assume, for ease of notation, that our hyperplanes are ordered so that g S = g (S−T ) g T and g C = g i g T . Then we have g T − g i ∂g T = ∂g C ∈ I, since C is dependent. This implies that
Let J F be the ideal in H * (X; Q) generated by α * i (x) for all Y i ⊇ F and x ∈ H 1 (E i ; Q). Now, since H * (F ; Q) ∼ = H * (X; Q)/J F , we must have that
where the sum is taken over all non-broken circuits S with Y S = F . This is then isomorphic to H * (F ; Q) ⊗ H q (M (A F ); Q) ∼ = E 2 (F ), since the nonbroken circuits form a basis for H q (M (A F ); Q).
Remark 4.3.
If A is not unimodular, we can still define the bi-graded differential algebra A(A) and the homomorphism ϕ : A(A) → E 2 (A), but it will no longer be surjective. The problem is that if an intersection Y S of subvarieties has multiple components, the image of ϕ will include the element 1 ∈ H 0 (Y S ; Q), but it will not include the corresponding classes for the individual components.
