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Abstract
Consider the plane motion of a plasma subject to a magnetic field orthogonal to the plane. The equation on the density
obtained in the gyrokinetic limit (as |B| tends to infinity), the so-called drift equation, lets appear a defect measure µ
corresponding to a possible lack of energy at large velocities [F. Golse, L. Saint-Raymond, The guiding center approximation
for the Vlasov–Poisson System, J. Math. Pures Appl. 78 (1999) 791–817]. In the present paper, it is proved that µ is symmetric
and so is not involved in the drift equation. Moreover, for sufficiently smooth initial data, µ is actually equal to zero.  2002
Published by Éditions scientifiques et médicales Elsevier SAS.
Résumé
Considérons le mouvement plan d’un plasma soumis à un champ magnétique orthogonal au plan. L’équation sur la densité,
obtenue dans la limite gyrocinétique (quand |B| tend vers l’infini), appelée équation de dérive, fait apparaître une mesure de
défaut µ, correspondant à une perte d’énergie possible aux grandes vitesses [F. Golse, L. Saint-Raymond, The guiding center
approximation for the Vlasov–Poisson System, J. Math. Pures Appl. 78 (1999) 791–817]. Nous montrons ici que cette mesure µ
est nécessairement symétrique et que par conséquent elle n’intervient pas dans l’équation de dérive. De plus, pour des données
initiales suffisamment régulières, nous établissons que µ= 0.  2002 Published by Éditions scientifiques et médicales Elsevier
SAS.
1. Introduction
1.1. The gyrokinetic approximation
The motion of a charged particle in a strong magnetic field B can be decomposed in a fast gyromotion and a slower motion
due to the other forces. Indeed, writing the equations for the position x and the velocity v,
x˙ = v, mv˙ = F + v ∧ qB
c
,
and projecting v on the B direction and on the plane orthogonal to B lead to
x‖(t)= x‖(0)+ tv‖(0)+ t
2
2
F ·B
m|B| , x⊥(t)= x⊥(0)+ ct
F ∧B
q|B|2 +O
(
mc
q|B|
)
+O
(
c|F |
q|B|
)
(where the subscript ‖ denotes the projection on the B direction while the ⊥ subscript designates that on the plane orthogonal
to B). Hence, one expects that, as the intensity of the magnetic field tends to infinity, particles should be advected
• with acceleration (F ·B)/(m|B|) in the direction of B;
• with the macroscopic velocity (cF ∧B)/(q|B|2) (henceforth called the drift velocity) on the plane orthogonal to B .
0021-7824/02/$ – see front matter  2002 Published by Éditions scientifiques et médicales Elsevier SAS.
PII: S0021-7824(01)0 12 45 -4
380 L. Saint-Raymond / J. Math. Pures Appl. 81 (2002) 379–399
In other words, particles move on helices with axis the direction of the magnetic field and radius the so-called Larmor radius.
The motion of the axis is slow if measured in units of time defined by the reciprocal Larmor frequency q|B|/(mc). The guiding-
center approximation consists in averaging the motion over the gyroperiod to isolate the macroscopic behaviour [11].
The gyrokinetic approximation generalizes the guiding-center approximation in the case of a system of particles governed
by a kinetic equation: if the interactions between the particles are sufficiently weak, we expect actually that each particle can
be replaced by its guiding-center. Here we consider a plasma consisting of light particles of mass m with individual electric
charge q and of heavy particles of mass m∗ m with individual electric charge −q . For simplicity, we assume that the heavy
particles distribution is a uniform Maxwellian. We call E the self-consistent electric field and f ≡ f (t, x, v) the number density
of light particles. As usual, x is the position variable, v the velocity variable, t the time, and saying that f is the number density
means that in an infinitesimal volume dx dv of the phase space centered at (x, v), one can find, at time t , approximately
f (t, x, v)dx dv particles. We assume in this paper that some external magnetic field B is applied to this gas of particles, and
that the characteristic speed of the particles is small compared to the speed of light c, so that the Maxwell equations for the
electro-magnetic field reduce to the electrostatic approximation, i.e., E is governed by the Poisson equation [5]. Then, the
Vlasov equation reads
∂tf + v · ∇xf + q
m
(
E + v
c
∧B
)
· ∇vf = 0,
while the Poisson equation is
E =−∇xV, −ε0xV = q
∫
RD
f dv − q
∫ ∫
TD×RD
f dx dv, f (0, x, v) = f 0(x, v),
ε0 denoting as usual the dielectric permittivity of the vacuum. For simplicity, we assume periodicity in the space variable:
(x, v) ∈ TD ×RD . Here we set TD =RD/ZD , equipped with the measure dx identified with the restriction to [0,1 [D of the
Lebesgue measure of RD .
Introduce the various time scales (see [13]):
• Tc =mc/q|B|, the reciprocal cyclotron frequency;
• Tp =mu/q[E], the reciprocal plasma frequency, where [E] is the order of magnitude of the electric field, u being given
by ε0[E]2 =m[ρ]u2 where [ρ] is the average macroscopic density;
• To , the macroscopic (observation) time scale.
The gyrokinetic approximation has already been studied in many regimes [10,15]. A first situation corresponds to the scaling
To ∼ Tp, Tc
Tp
= ε 1.
The cyclotron frequency is supposed to be very large compared to the plasma frequency. Then we expect that the self-consistent
electric field does not vary on the scales of the Larmor gyration. Therefore the guiding centers are accelerated along the magnetic
lines by the parallel component of the electrical field (E ·B)B/|B|2 (see [7]) and they are submitted to the electrical drift, i.e.,
they move perpendicularly to the magnetic lines with the velocity E⊥/|B|. The formal analysis in [15] shows that the orthogonal
motion is much slower than the parallel one.
In order to observe the drift velocity, one should consider exclusively the motion on the plane orthogonal to the magnetic
field, on a slower time scale than Tp . Choose the scaling
Tp
To
= ε, Tc
Tp
= ε 1,
the electric drift is then macroscopic. This scaling has been studied in [3] for almost monokinetic data (initial data asymptotically
close to a Dirac mass), and in [9] for more general data but with a restriction due to the possible loss of energy at large velocities.
The results stated in the present paper complete those of [9] by describing many properties of the defect measure induced by
the lack of kinetic energy, and which appeared in the drift equation.
1.2. Rigorous derivation of the drift equation
For a sake of completeness, we recall the main results obtained in [9]. The drift equation is derived under very weak
assumptions on the initial data: only physical estimates, i.e., finite mass and energy are supposed. Indeed, in various physical
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situations, the constraint that the fε should be uniformly bounded in Lp (p > 1) is not relevant (for example, it might be
interesting to use the guiding center approximation in cases where the distribution fε is of the form
fε(t, x, v)= ρε(t, x)δ
(
v− uε(t, x)
)
,
for some macroscopic density ρε(t, x) and bulk velocity uε(t, x)). While the following result does not allow to directly deal
with measure solutions of the Vlasov equation, it however treats the case of initial data converging to the previous form – or
more complicated variants of it – as ε→ 0.
Theorem (GSR-1). Let (f 0ε )ε>0 be a family of nonnegative functions of L∞ ∩L1(T2 ×R2) such that
lim
ε→0+
ε
∥∥f 0ε ∥∥L∞x,v = 0 and supε
[∥∥f 0ε (1+ |v|2)∥∥L1x,v + ∥∥E0ε∥∥2L2x
]
<+∞. (1.1)
Let (fε)ε>0 be a family of weak solutions of the Vlasov–Poisson system [1]
ε∂tfε + v · ∇xfε +Eε · ∇vfε + 1
ε
v⊥ · ∇vfε = 0, Eε =−∇xVε,
−xVε = ρε −
∫
ρε dx, ρε =
∫
R2
fε dv, fε(0, x, v) = f 0ε (x, v), (1.2)
where v⊥ denotes the vector of components (v2,−v1). Then, there exists a subsequence of (fε)ε>0 (still denoted by (fε)),
F ∈L∞(R+;M+(T2 ×R+)) and a defect measure ν ∈ L∞(R+;M+(T2 × S1)) such that, as ε→ 0,
fε → F
(
t, x, |v|) in L∞(R+,M+(T2 ×R2)) weak-∗,
∀φ ∈C0(S1), ∫
R2
[
fε(t, x, v)− F
(
t, x, |v|)]φ( v|v|
)
|v|2 dv→
∫
S1
φ(θ)dν(θ) in D′(R+ ×T2).
Moreover, the limiting density ρ(t, x)= ∫R2 F(t, x, |v|)dv satisfies1
∂tρ +∇x ·
(
ρE⊥
)= (∂21 − ∂22 )
∫
S1
θ1θ2 dν(θ)+ ∂1∂2
∫
S1
(
θ22 − θ21
)
dν(θ),
E =−∇xV, −xV = ρ −
∫
ρ dx, ρ(0, x)=
∫
R2
f 0 dv,
where the notation ∇x · (ρE⊥) designates the distribution ∂1∂2(E22 −E21)+ (∂21 − ∂22 )E1E2.
Without the right-hand side involving the defect measure, the equation on the limiting macroscopic density would be the
vorticity formulation of the 2D incompressible Euler equation. The appearance of a defect measure was therefore a definitely
unpleasant feature of the result.
In order to understand this phenomenon, it was attempted to characterize the possible loss of energy. First, sequences of
stationary solutions of (1.2) with nonzero defect measures were constructed.
Proposition (GSR-2). Let (f 0ε )ε>0 be any family of nonnegative functions in C∞c (T2 ×R2) such that as ε→ 0,∫ ∫
T2×R2
|v|2f 0ε dx dv→ 1,
∥∥f 0ε ∥∥L∞x,v =O(ε3).
Let (fε)ε>0 be the family of solutions of (1.2). There does not exist a subsequence of (fε)ε>0 for which the defect measure ν
associated to (fε |v|2)ε>0 vanishes.
1 ∂1 = ∂/∂x1 and ∂2 = ∂/∂x2.
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In the other hand, as rotation invariant defect measures do not affect the drift equation governing the limiting macroscopic
density ρ, a criteria ensuring that the defect measure is rotation invariant was established. Unfortunately, this condition which
is not far from being satisfied for general initial data, could not be directly verified.
Theorem (GSR-3). Let f 0 ∈L∞ ∩L1(T2 ×R2) satisfy (1.1); let (fε)ε>0 be a family of weak solutions of (1.2).
(a) Assume that there exists α > 2 such that∫ ∫
|v|αf 0 dx dv <+∞.
The defect measure ν is invariant under all transformations of the form (t, x, θ) → (t, x,Rθ) where R runs through the
group of orthogonal transformations of R2 if and only if, as ε→ 0,
ε∇x ·
∫
v|v|2fε dv→ 0 inD′
(
R∗+ ×T2
)
.
(In particular, ν is rotation invariant if
T∫
0
∫ ∫
|v|3fε dt dx dv = o
(
1
ε
)
for all T > 0.)
(b) Assume that∫ ∫
|v|3f 0 dx dv <+∞.
Then, for all T > 0,
T∫
0
∫ ∫
|v|3fε dt dx dv =O
(√| log ε|
ε
)
.
These estimates indicated moreover that the possible loss of energy and effective appearance of a defect measure in the
right-hand side of the drift equation depends on the behavior of the particles that have velocities of order 1/ε.
1.3. Control of large velocities
The aim of the present paper is to give methods providing some control on large velocities. Most of the following results
were announced in [16]. The first method does not provide any control, but it allows to get rid of the problem by truncating large
velocities. Under weak assumptions on the initial data, the right-hand side of the drift equation is always zero. As a consequence,
it shows that the defect measure is necessarily symmetric.
Theorem 1.1. Let (f 0ε )ε>0 be a family of nonnegative functions of L∞∩L1(T2×R2) satisfying (1.1), and (fε)ε>0 a family of
weak solutions of (1.2). Then there exists a subsequence of (ρε)ε>0 (still denoted by (ρε)), and ρ ∈ L∞(R+;M+(T2)) such
that
ρε → ρ in L∞
(
R+;M+
(
T2
))
weak- ∗ as ε→ 0,
and ρ satisfies exactly the vorticity formulation of the 2D incompressible Euler equation:
∂tρ +∇x ·
(
ρE⊥
)= 0, E =∇−1(ρ − ∫ ρ dx).
The second method consists in deriving a kinetic equation for the limiting density. This equation conserves global energy,
and consequently no defect measure can appear. Nevertheless this derivation is only formal: regularity and stability results are
needed to justify rigorously the various steps of the proof.
Theorem 1.2. Let f 0 be a nonnegative function such that
f 0
(
1+ |v|m) ∈Ws,∞(T2 ×R2), (1.3)
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with m> 6 and s  3. Denote by (fε)ε>0 the family of strong solutions of (1.2). Then, for all p ∈ [1,+∞[ ,
fε − g0
(
t, x,R
(
− t
ε2
)
v
)
→ 0 strongly in L∞loc
(
R+,Lp
(
T2 ×R2)) as ε→ 0,
where R(τ) denotes the rotation of angle −τ , and g0 ∈L∞(R+;L1 ∩L∞(T2 ×R2)) is the solution of
∂tg0 +E⊥0 · ∇xg0 −
1
2
ρ0v
⊥ · ∇vg0 + 12m
⊥
0 · ∇vg0 = 0, ρ0 =
∫
g0 dv,
m0 =
∫
g0v dv, E0 =∇−1
(
ρ0 −
∫
ρ0 dx
)
, g0(0, x, v)= f 0(x, v).
In particular, the limiting macroscopic density satisfies the vorticity formulation of the 2D incompressible Euler equation, and
the kinetic energy and the electric energy are conserved.
Note that this method describes precisely time oscillations, and thus provides strong convergence. Moreover, in a more
general form, it allows to compute the corrections to the drift equation due to the finite Larmor radius [8,17].
2. The truncation method
2.1. Definition of the truncated density
The principle of this method is to approximate, for each ε > 0, the microscopic density fε by a function f¯ε satisfying the
following conditions:
• f¯ε(t, x, v)= 0 for large velocities |v|, in order to ensure that the defect measure associated with (f¯ε |v|2)ε>0 is zero.
• f¯ε is asymptotically close to fε : in particular, the corresponding macroscopic density ρ¯ε satisfies
‖ρε − ρ¯ε‖L∞(R+,L1(T2))→ 0 as ε→ 0.
Indeed we introduce a truncation function χ ∈ C∞(R+, [0,1]) such that χ|[0,1] = 1, χ|[2,+∞[ = 0 and |χ ′|  2. And we
define
f¯ε(t, x, v)= fε(t, x, v)χ
(
εα
|v|2
2
)
, (2.1)
where α is a nonnegative parameter to be chosen later.
The uniform bound on the kinetic energy
∫∫
fε |v|2 dv dx allows then to prove that the second required condition is fulfilled.
Lemma 2.1. Let (f 0ε )ε>0 be a family of nonnegative functions of L∞ ∩L1(T2 ×R2) satisfying (1.1), and (fε)ε>0 a family of
weak solutions of (1.2). Define the family (f¯ε)ε>0 by (2.1). Then the macroscopic densities ρε =
∫
fε dv and ρ¯ε =
∫
f¯ε dv are
asymptotically close, i.e.,
‖ρε − ρ¯ε‖L∞(R+,L1(T2))→ 0 as ε→ 0. (2.2)
Proof. Let first recall that the global conservation of energy, coupled with assumption (1.1), implies
∀ε > 0,
∫ ∫
fε |v|2 dx dv  C,
where C is a fixed nonnegative constant. By definition,
ρε − ρ¯ε =
∫
fε(1− χ)
(
εα
|v|2
2
)
dv.
We then have:
|ρε − ρ¯ε|
∫
fε1|v|√2ε−α/2 dv 
1
2
εα
∫
fε |v|2 dv.
As α is supposed nonnegative, Lemma 2.1 is established by integrating the previous inequality with respect to space
variables. ✷
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2.2. Equations on the truncated density
The next step is to derive the equation governing the macroscopic density corresponding to the truncated microscopic
density f¯ε .
Lemma 2.2. Let (f 0ε )ε>0 be a family of nonnegative functions of L∞ ∩L1(T2 ×R2) satisfying (1.1), and (fε)ε>0 a family of
weak solutions of (1.2). Define the family (f¯ε)ε by (2.1). Then the macroscopic density ρ¯ε =
∫
f¯ε dv satisfies
∂t ρ¯ε +∇x ·
(E⊥ε ρ¯ε)
= ε∂t∇x ·
∫
f¯εv
⊥ dv −∇x ·
[(
Eε − Eε
)⊥
ρ¯ε
]− εα∇x[Eε · ∫ fεv⊥ ⊗ vχ ′(εα |v|22
)
dv
]
+ εα−1Eε ·
∫
fεvχ
′
(
εα
|v|2
2
)
dv
+ 1
4
(
∂22 − ∂21
)(
ε2∂t
∫
f¯ε
(
v22 − v21
)
dv + ε∇x ·
∫
f¯εv
(
v22 − v21
)
dv + 2εEε ·
∫
f¯ε
(
v1
−v2
)
dv
)
+ ∂1∂2
(
ε2∂t
∫
f¯εv1v2 dv + ε∇x ·
∫
f¯εvv1v2 dv + εEε ·
∫
f¯ε
(−v2
−v1
)
dv
)
− εα+1
(
1
4
(
∂22 − ∂21
)[
Eε ·
∫
fεvχ
′
(
εα
|v|2
2
)(
v22 − v21
)
dv
]
+ ∂1∂2
[
Eε ·
∫
fεvχ
′
(
εα
|v|2
2
)
v1v2 dv
])
. (2.3)
Proof. Multiplying the kinetic equation in (1.2) by χ(εα |v|2/2) leads to
ε∂t f¯ε + v · ∇x f¯ε + Eε · ∇vf¯ε + 1
ε
v⊥ · ∇vf¯ε =
(Eε −Eε) · ∇vf¯ε + εαEε · vχ ′(εα |v|22
)
fε, (2.4)
where Eε =∇x−1x (ρ¯ε −
∫
ρ¯ε dx) is the electric field associated with the truncated density. Integrating (2.4) with respect to v
provides the local conservation of mass
ε∂t ρ¯ε +∇x ·
∫
f¯εv dv = εαEε ·
∫
fεvχ
′
(
εα
|v|2
2
)
dv. (2.5)
Multiplying (2.4) by v⊥ and integrating again with respect to v lead to the local conservation of momentum
ε∂t
∫
f¯εv
⊥ dv +∇x ·
∫
f¯εv
⊥ ⊗ v dv − ρ¯εE⊥ε +
1
ε
∫
f¯εv dv
=−(Eε −Eε)⊥ρ¯ε + εαEε · ∫ fεv⊥ ⊗ vχ ′(εα |v|22
)
dv. (2.6)
Substituting (2.6) in (2.5) gives the drift equation
∂t ρ¯ε +∇x ·
(E⊥ε ρ¯ε) = ε∂t∇x ·
∫
f¯εv
⊥ dv +∇x ⊗∇x :
∫
f¯εv
⊥ ⊗ v dv −∇x ·
[(
Eε − Eε
)⊥
ρ¯ε
]
− εα∇x
[
Eε ·
∫
fεv
⊥ ⊗ vχ ′
(
εα
|v|2
2
)
dv
]
+ εα−1Eε ·
∫
fεvχ
′
(
εα
|v|2
2
)
dv, (2.7)
where
∇x ⊗∇x :
∫
f¯εv
⊥ ⊗ v dv = (∂21 − ∂22 )
∫
R2
v1v2f¯ε dv + ∂1∂2
∫
R2
(
v22 − v21
)
f¯ε dv. (2.8)
In order to obtain the identity (2.3), it remains to express both integrals ∫R2(v22 − v21)f¯ε dv and ∫R2 v1v2f¯ε dv as small terms,
using the rotation invariance of the limiting density. For fixed ε > 0, f¯ε has compact support in v; thus, moments of higher
order are well-defined. Multiplying (2.4) by ε(v22 − v21) (respectively by εv1v2) and integrating with respect to v lead then to
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ε2∂t
∫
f¯ε
(
v22 − v21
)
dv + ε∇x ·
∫
f¯εv
(
v22 − v21
)
dv + 2εEε ·
∫
f¯ε
(
v1
−v2
)
dv + 4
∫
f¯εv1v2 dv
= εα+1Eε ·
∫
fεvχ
′
(
εα
|v|2
2
)(
v22 − v21
)
dv, (2.9)
ε2∂t
∫
f¯εv1v2 dv + ε∇x ·
∫
f¯εvv1v2 dv + εEε ·
∫
f¯ε
(−v2
−v1
)
dv +
∫
f¯ε
(
v21 − v22
)
dv
= εα+1Eε ·
∫
fεvχ
′
(
εα
|v|2
2
)
v1v2 dv. (2.10)
Substituting (2.9) and (2.10) in (2.7) gives the expected identity. ✷
In order to derive the drift equation for the limiting macroscopic density, we have to take limits in both members of (2.3).
The convergence of the left-hand side is established in the same way as in [9]: the main steps of the proof are just recalled in
Section 2.5. Convergence results for the right-hand side are stated in Section 2.4. They are based on interpolation inequalities
and a priori estimates which are given in the next paragraph.
2.3. Interpolation inequalities
A first remark is that 0 f¯ε  fε . The global conservation of mass and energy, and the maximum principle imply then:
Lemma 2.3. Let (f 0ε )ε>0 be a family of nonnegative functions of L∞ ∩L1(T2 ×R2) satisfying (1.1), and (fε)ε>0 a family of
weak solutions of (1.2). Define the family (f¯ε)ε>0 by (2.1). Then, for all ε > 0,
sup
t0
∫ ∫
f¯ε
(
1+ |v|2)dv dx  sup
t0
∫ ∫
fε
(
1+ |v|2)dv dx  C, ∥∥f¯ε∥∥L∞t,x,v  ‖fε‖L∞t,x,v  r(ε)ε  Cε , (2.11)
where C is a nonnegative constant and r(ε)→ 0 as ε→ 0.
To get a priori estimates on the moments of fε and f¯ε , we shall need moreover the following elementary interpolation result,
which we record in the form of a lemma.
Lemma 2.4. Let f ≡ f (x, v) be an a.e. nonnegative measurable function on T2 ×R2. Then, for all 0 k m,∥∥∥∥
∫
f |v|k dv
∥∥∥∥
L
(m+2)/(k+2)
x
 C‖f ‖(m−k)/(m+2)L∞
(∫ ∫
f |v|m dv dx
)(2+k)/(2+m)
, (2.12)
for some C > 0 depending only on k.
Proof. One has, for a.e. x ∈ T2:∫
f |v|k dv =
∫
|v|R
f |v|k dv +
∫
|v|>R
f |v|k dv  ‖f ‖L∞ 2π
k+ 2R
k+2 + 1
Rm−k
∫
f |v|m dv.
Choose Rm+2 = ∫ f |v|m dv/‖f ‖L∞ ; the previous inequality gives∫
f |v|k dv 
(
1+ 2π
k+ 2
)
‖f ‖(m−k)/(m+2)L∞
(∫
f |v|m dv
)(2+k)/(m+2)
;
raising each side to the (m+ 2)/(k+ 2)th power and integrating in x gives the announced result with C = 1+ 2π/(k+ 2). ✷
2.4. Convergence of the right-hand side in the drift equation
Lemma 2.5. Let (f 0ε )ε>0 be a family of nonnegative functions of L∞ ∩L1(T2 ×R2) satisfying (1.1), and (fε)ε>0 a family of
weak solutions of (1.2). Define the family (f¯ε)ε>0 by (2.1) where α ∈ ]3/2,2[. Denote by ρ¯ε and Eε the macroscopic density
and the electrical field associated with f¯ε . Then, as ε→ 0,
∂t ρ¯ε +∇x ·
(E⊥ε ρ¯ε)→ 0 in D′(R+ ×T2).
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Proof. We have to establish that the right-hand side of (2.3) converges to 0 in the sense of distributions. Indeed, we decompose
it into four terms:
aε = ε∂t∇x ·
∫
f¯εv
⊥ dv + ε
2
4
(
∂22 − ∂21
)
∂t
∫
f¯ε
(
v22 − v21
)
dv + ε2∂1∂2∂t
∫
f¯εv1v2 dv,
bε = ε4
(
∂22 − ∂21
)∇x · ∫ f¯εv(v22 − v21)dv + ε∂1∂2∇x ·
∫
f¯εvv1v2 dv,
cε = ε2
(
∂22 − ∂21
)[
Eε ·
∫
fε
((
v1
−v2
)
χ
(
εα
|v|2
2
)
+ ε
α
2
v
(
v21 − v22
)
χ ′
(
εα
|v|2
2
))
dv
]
− ε∂1∂2
[
Eε ·
∫
fε
((
v2
v1
)
χ
(
εα
|v|2
2
)
+ εαvv1v2χ ′
(
εα
|v|2
2
))
dv
]
− εα/2∇x
[
Eε ·
∫
fεε
α/2v⊥ ⊗ vχ ′
(
εα
|v|2
2
)
dv
]
+ εα−1Eε ·
∫
fεvχ
′
(
εα
|v|2
2
)
dv,
dε = −∇x ·
[(
Eε − Eε
)⊥
ρ¯ε
]
.
(a) The energy bound (2.11) implies clearly that aε → 0 as ε→ 0.
(b) The bound on the support in v of f¯ε provides the following inequality:
ε
∫
f¯ε |v|3 dv  ε
∫
fε
(
χ
(
εα
|v|2
2
)
2ε−α/2
|v|
)
|v|3 dv  2ε1−α/2
∫
fε |v|2 dv.
The condition α < 2 ensures then that bε → 0 as ε→ 0.
(c) Because of the bound on the support of χ , and as α − 1 =min(α − 1, α/2,1), it is enough to study the convergence of
the following quantity:
εα−1|Eε |
∫
fε|v|1|v|2ε−α/2 dv. (2.13)
Combining (2.11) and (2.12) leads to
‖ρε‖L∞t (L2x)  C‖fε‖
1/2
L∞t,x,v
sup
t0
(∫ ∫
fε|v|2 dv dx
)1/2
 Cε−1/2. (2.14)
By (2.14) and Sobolev embedding,
∀p ∈ [2,+∞[, ε1/2Eε is uniformly bounded in L∞
(
R+,Lp
(
T2
))
. (2.15)
If the exponent p = ∞ could be taken in (2.15), the L∞t (L1x)-bound on
∫
fε|v|dv would allow to conclude that the
sequence defined by (2.13) converge to 0 as soon as α > 3/2. As p has to be finite, we have to gain some integrability on∫
fε|v|1|v|2ε−α/2 dv. Let η be a small nonnegative constant such that η < α − 3/2. Apply inequality (2.12) with k = 1 and
m= (1+ 2η)/(1− η).∥∥∥∥
∫
fε|v|dv
∥∥∥∥
L∞t (L
1/(1−η)
x )
 C‖fε‖ηL∞ sup
t0
(∫ ∫
fε |v|(1+2η)/(1−η) dv dx
)1−η
.
Without loss of generality, we can assume that η is small enough to satisfy (1+ 2η)/(1− η) < 2. Thus,∥∥∥∥
∫
fε|v|dv
∥∥∥∥
L∞t (L
1/(1−η)
x )
 Cε−η.
Then apply (2.15) with p = 1/η: we get∥∥∥∥εα−1|Eε |
∫
fε|v|1|v|2ε−α/2 dv
∥∥∥∥
L∞t (L1x)
 εα−3/2
∥∥ε1/2Eε∥∥
L∞t (L
1/η
x )
∥∥∥∥
∫
fε |v|dv
∥∥∥∥
L∞t L
1/(1−η)
x
 Cεα−3/2−η
and consequently cε → 0 as ε→ 0.
(d) We have seen in the proof of Lemma 2.1 that
|ρε − ρ¯ε|
∫
fε1|v|√2ε−α/2 dv 
1√
2
εα/2
∫
fε |v|dv.
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Therefore, inequality (2.12) provides∥∥∥∥
∫
fε|v|dv
∥∥∥∥
L∞t (L
4/3
x )
 C‖fε‖1/4L∞ sup
t0
(∫ ∫
fε |v|2 dv dx
)3/4
 Cε−1/4.
Then
‖ρε − ρ¯ε‖
L∞t (L
4/3
x )
 Cεα/2−1/4
and by Sobolev embedding∥∥Eε − Eε∥∥L∞t (L4x)  Cεα/2−1/4. (2.16)
Combining this estimate with (2.14) leads to the expected convergence dε → 0 as ε→ 0. ✷
2.5. Convergence of the left-hand side in the drift equation
The uniform bound (2.11) on the total mass ∫∫ f¯ε dv dx implies that there exists ρ ∈ L∞(R+,M+(T2)) such that, up to
extraction of a subsequence, the following convergence holds
ρ¯ε ⇀ ρ in L∞
(
R+,M+
(
T2
))
weak- ∗ .
Thus, the only difficulty to obtain the limiting drift equation is to get the convergence of the non-linear term
∇x ·
(E⊥ε ρ¯ε)→∇x · (E⊥ρ) in D′(R+ ×T2).
We will establish:
Proposition 2.6. Let (f 0ε )ε>0 be a family of nonnegative functions of L∞∩L1(T2×R2) satisfying (1.1), and (fε)ε>0 a family
of weak solutions of (1.2). Define the family (f¯ε)ε>0 by (2.1) where α ∈ ]3/2,2[. Denote by ρ¯ε and Eε the macroscopic
density and the electrical field associated with f¯ε . Then there exist a subsequence of (ρ¯ε)ε>0 (still denoted by (ρ¯ε)), and
ρ ∈ L∞(R+,M+(T2)), E =∇x−1x (ρ −
∫
ρ dx) such that, as ε→ 0,
ρ¯ε → ρ in L∞
(
R+,M+
(
T2
))
weak-∗, ∂t ρ¯ε +∇x ·
(E⊥ε ρ¯ε)→ ∂t ρ +∇x · (E⊥ρ) in D′(R+ ×T2).
The method used here is the same as in [9]. For the sake of completness, we recall here briefly the sketch of the proof. The
first step is to control the oscillations of the macroscopic density in terms of the time variable only.
Lemma 2.7. Let (f 0ε )ε>0 be a family of functions in L∞ ∩L1(T2 ×R2) satisfying (1.1), and let (fε)ε>0 be a family of weak
solutions of (1.2). Define the family (f¯ε)ε>0 by (2.1). Denote by ρ¯ε the macroscopic density corresponding to f¯ε . Then, the
family (ρ¯ε)ε>0 is bounded in C1/2(R+;W−2,1(T2)).
Proof. Define
πε = ρ¯ε − ε∇x ·
∫
v⊥f¯ε dv; (2.17)
by (2.7),
∂tπε = −∇x ·
(E⊥ε ρ¯ε)+∇x ⊗∇x :
∫
f¯εv
⊥ ⊗ v dv −∇x ·
[(
Eε − Eε
)⊥
ρ¯ε
]
− εα/2∇x
[
Eε ·
∫
fεε
α/2v⊥ ⊗ vχ ′
(
εα
|v|2
2
)
dv
]
+ εα−1Eε ·
∫
fεvχ
′
(
εα
|v|2
2
)
dv. (2.18)
Combining the estimates of cε and dε in the proof of Lemma 2.5 with the arguments given in [9] shows that (∂tπε)ε>0 is
bounded in L∞(R+;W−2,1(T2)). By formula (2.6) and the arguments in [9], for all ε ∈ ]0,1[ and t ′  t  0:
ε
∥∥∥∥
∫
v⊥f¯ε(t ′x, v)dv −
∫
v⊥f¯ε(t, x, v)dv
∥∥∥∥
W−1,1(T2)
 C
√
t ′ − t , (2.19)
which, coupled to the bound on ∂tπε and the decomposition (2.17), establishes our claim. ✷
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The next step is to obtain compactness with respect to space variables: the key argument is a result due to Delort [6], which
is also the key argument in the proof of global existence of weak solutions to the 2D incompressible Euler equation in the case
of vortex sheets.
Theorem (Del). Let T > 0 and (ωε)0<ε<1 be a family of functions in L∞([−T,T ],C∞(T2)) with
∫
T2 ωε(t, x)dx = 0 which
can be decomposed as ωε = ω′ε + ω′′ε such that:
(a) the family (ωε) is equicontinuous in [−T,T ] with values in D′(T2);
(b) the family (ω′ε) is bounded in L∞([−T,T ],L1 ∩H−1(T2)) and, for each 0 < ε < 1, ω′ε  0;
(c) the family (ω′′ε ) is bounded in L∞([−T,T ],L1 ∩Lp(T2)) for some p > 1;
(d) setting vε =∇⊥x −1x ωε , the family (vε) converges to v as ε→ 0+ in D′(]−T,T [ ×T2).
Then v ∈ L∞([−T,T ];L2(T2)),
v21ε − v22ε → v21 − v22 and v1εv2ε → v1v2 in D′(]−T,T [ × T2).
Equipped with these peliminary results, we can achieve the proof of Proposition 2.6.
Proof of Proposition 2.6. We first extend ρ¯ε and Eε respectively by
∫
f¯ 0ε dv and E0ε for t  0. We then regularize the families
(Eε) and (ρ¯ε) in the x-variable:
∀ε ∈ ]0,1[, ∃δ(ε) > 0, ∥∥eδ(ε)x Eε − Eε∥∥L∞([−T ,T ];L2(T2))  ε.
The family (vε) defined by vε = eδ(ε)x Eε converges, up to extraction of a subsequence, to E⊥ inD′(]−T,T [×T2) as ε→ 0
and satisfies the assumptions of Delort’s theorem. Then,
v21ε − v22ε →E22 −E21 and v1εv2ε →−E1E2 inD′
(]−T,T [ ×T2),
which, coupled with the identity ∇x · (ρ¯εE⊥ε )= ∂1∂2(E2ε2 − E2ε1)+ (∂21 − ∂22 )Eε1 Eε2 , implies
∇x ·
(
ρ¯εE⊥ε
)→∇x · (ρE⊥),
in D′(]−T,T [ ×T2) as ε→ 0. This completes the proof of Proposition 2.6. ✷
Combining Lemmas 2.1, 2.5 and Proposition 2.6 shows that, up to extraction of a sequence, (ρε)ε>0 converges to a solution
of the vorticity formulation of the 2D incompressible Euler equations. Theorem 1.1 is then established.
3. The kinetic method
3.1. The change of variables
The formal study of the motion of a charged particle in an electromagnetic field shows that, in the scaling considered here,
each particle is expected to have a gyromotion of frequency 1/ε2 and a slow drift motion with velocity εE⊥ε : its velocity should
then be given approximatively by
v ∼ εE⊥ε +R
(
t
ε2
)
v0,
where R(θ) denotes the rotation of angle −θ in the plane. Consequently the microscopic density fε is expected to have
oscillations of frequency 1/ε2, which will not be involved in the limiting equation, but have to be taken into account in the
limiting procedure. A standard method to remove these fast temporal oscillations consists in conjugating the equation by the
group of rotation.
In order to give sense to the quantities we will so define, we will always consider strong solutions of the Vlasov–Poisson
system (1.2), whose existence and regularity have been established by Degond in [4].
Theorem (Deg). Let γ > 1 be a fixed constant, and f 0 be a nonnegative function of L1 ∩ L∞(T2 × R2) such that
(1+ |v|2)γ f 0 ∈W1,∞(T2 ×R2). Then, for each ε > 0 , the Vlasov–Poisson system (1.2) admits a unique global nonnegative
solution which satisfies(
1+ |v|2)γ fε ∈L∞loc(R+,W1,∞(T2 ×R2)), Eε ∈ L∞loc(R+,W1,∞(T2)).
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Moreover, if(
1+ |v|2)γ f 0 ∈Wm,∞(T2 ×R2) (m > 1),
then (
1+ |v|2)γ fε ∈L∞loc(R+,Wm,∞(T2 ×R2)), Eε ∈ L∞loc(R+,Wm,∞(T2)).
First we center the velocities around the drift velocity εE⊥ε which is expected to be also the mean velocity, and we define
the centered density f cε by
f cε (t, x, v)= fε
(
t, x, v + εE⊥ε
)
. (3.1)
Then, as the velocity of each particle is expected to oscillate around the mean velocity at frequency 1/ε2, we conjugate by the
group R and define
gε(t, x, v)= f cε
(
t, x,R
(
t
ε2
)
v
)
. (3.2)
Lemma 3.1. Let f 0 be a nonnegative function of L1 ∩L∞(T2 ×R2) satisfying (1.3) with m> 6 and s  3, and (fε)ε>0 the
family of classical solutions of (1.2). For all ε > 0, define gε by (3.1)–(3.2). Then,
∂tgε +E⊥ε · ∇xgε +
1
ε
R
(
t
ε2
)
v · ∇xgε +
[
−
(
R
(
t
ε2
)
v · ∇x
)
E⊥ε +Aε
]
·R
(
t
ε2
)
∇vgε = 0,
ρε(t, x)=
∫
gε(t, x, v)dv, jε(t, x)=
∫
gε(t, x, v)R
(
t
ε2
)
v dv,
Eε =∇x(x)−1
(
ρε −
∫
ρε dx
)
, Aε =∇⊥x (x)−1∇x ·
(
jε + ερεE⊥ε
)− ε(E⊥ε · ∇x)E⊥ε ,
gε(0, x, v)= f 0
(
x, v + ε(E0)⊥). (3.3)
Proof. Writing the kinetic equation (1.2) for fε(t, x,u)= f cε (t, x,u− εE⊥ε ) provides(
ε
[
∂t − ε∂tE⊥ε · ∇v
]
f cε +
[
u · ∇x − ε(u · ∇x)E⊥ε · ∇v
]
f cε +
[
Eε + u
⊥
ε
]
· ∇vf cε
)(
t, x,u− εE⊥ε
)= 0.
By translation, we obtain
ε∂tf
c
ε − ε2∂tE⊥ε · ∇vf cε +
(
v + εE⊥ε
) · ∇xf cε − ε[(v + εE⊥ε ) · ∇x]E⊥ε · ∇vf cε + v⊥ε · ∇vf cε = 0,
which can be recast in the form
∂tf
c
ε +
1
ε2
v⊥ · ∇vf cε +E⊥ε · ∇xf cε +
1
ε
v · ∇xf cε +Aε · ∇vf cε − (v · ∇x)E⊥ε · ∇vf cε = 0 with (3.4)
Eε =∇x(x)−1
(
ρε −
∫
ρε dx
)
and Aε =−ε∂tE⊥ε − ε
(
E⊥ε · ∇x
)
E⊥ε ., (3.5)
From the local conservation of mass coupled with the Poisson equation, we deduce that
Aε = ∇⊥x (x)−1∇x ·
∫
fεv dv − ε
(
E⊥ε · ∇x
)
E⊥ε =∇⊥x (x)−1∇x ·
∫
f cε
(
v + εE⊥ε
)
dv − ε(E⊥ε · ∇x)E⊥ε
= ∇⊥x (x)−1∇x ·
(∫
f cε v dv + ερεE⊥ε
)
− ε(E⊥ε · ∇x)E⊥ε ,
because (3.1) defines an isometry. Define jε =
∫
f cε v dv. Then,
Aε =∇⊥x (x)−1∇x ·
(
jε + ερεE⊥ε
)− ε(E⊥ε · ∇x)E⊥ε . (3.6)
The second step consists in conjugating (3.4) by the group R in order to establish the equation governing the density gε
defined by (3.2).
∂tgε +E⊥ε · ∇xgε +
1
ε
R
(
t
ε2
)
v · ∇xgε +
[
−
(
R
(
t
ε2
)
v · ∇x
)
E⊥ε +Aε
]
·R
(
t
ε2
)
∇vgε = 0. (3.7)
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As (3.2) defines also an isometry,
ρε(t, x)=
∫
gε(t, x, v)dv, jε(t, x)=
∫
gε(t, x, v)R
(
t
ε2
)
v dv, (3.8)
which concludes the proof. ✷
3.2. Formal expansion
In order to establish a convergence result, we start with a formal analysis of the system (3.3). Using standard
homogeneization methods, we introduce a new variable τ ∈ T, the so-called fast time variable and search gε in the form
gε(t, x, v)=Gε
(
t,
t
ε2
, x, v
)
. (3.9)
It is easy to check that, if Gε satisfies
∂tGε + 1
ε2
∂τGε + E⊥ε · ∇xGε +
1
ε
R(τ)v · ∇xGε +
[−(R(τ)v · ∇x)E⊥ε +Aε] ·R(τ)∇vGε = 0,
Rε(t, τ, x)=
∫
Gε(t, τ, x, v)dv, Jε(t, τ, x)=
∫
Gε(t, τ, x, v)R(τ)v dv,
Eε =∇x(x)−1
(
Rε −
∫
Rε dx
)
, Aε =∇⊥x (x)−1∇x ·
(
Jε + εRεE⊥ε
)− ε(E⊥ε · ∇x)E⊥ε ,
Gε(0,0, x, v) = f 0
(
x, v + εE0⊥), (3.10)
then Gε(t, t/ε2, x, v) satisfies (3.3), and thus identity (3.9) holds.
The aim of this paragraph is then to obtain a systematic expansion of Hilbert type of the function Gε :
Gε(t, τ, x, v)=
∑
k∈N
εkgk(t, τ, x, v), (3.11)
where ∀k ∈N, gk is periodic with respect to τ and does not depend on ε. The existence of such an expansion would guarantee
that Gε and its derivatives with respect to x and v are uniformly bounded, at least if the functions gk are sufficiently smooth.
Of course, if this expansion exists, it is necessarily unique: in particular, it provides the convenient initial data for Gε .
Gε(0,0, x, v) =
∑
k∈N
εkgk(0,0, x, v) =
∑
k∈N
εk
k!D
k
x,v
(
f 0
)
(x, v)
(
E0⊥
)⊗k
.
Lemma 3.2. Let f 0 be a nonnegative function of L1 ∩L∞(T2 ×R2) satisfying (1.3) with m> 6 and s  3. Assume that there
exists a sequence (gk)k∈N such that the family (Gε)ε defined by (3.11) satisfies (3.10) for all ε > 0. Then, g0 satisfies
∂τ g0 = 0,
∂t g0 +E⊥0 · ∇xg0 −
1
2
ρ0v
⊥ · ∇vg0 + 12m
⊥
0 · ∇vg0 = 0,
ρ0 =
∫
g0 dv, m0 =
∫
g0v dv, E0 =∇−1
(
ρ0 −
∫
ρ0 dx
)
, g0(0, x, v)= f 0(x, v). (3.12)
Moreover, the following relations hold:
g1 = g1 − sin(τ)v · ∇xg0 + cos(τ)v⊥ · ∇xg0,
g2 = g2 − sin(τ)v · ∇xg1 + cos(τ)v⊥ · ∇xg1 + cos(2τ)4
[(
v⊥ · ∇x
)2
g0 − (v · ∇x)2g0
]− sin(2τ)
2
(v · ∇x)
(
v⊥ · ∇x
)
g0
+ sin(2τ)
4
(
(v · ∇x)E⊥0 · ∇vg0 −
(
v⊥ · ∇x
)
E⊥0 · ∇⊥v g0
)− cos(2τ)
4
((
v⊥ · ∇x
)
E⊥0 · ∇vg0 + (v · ∇x)E⊥0 · ∇⊥v g0
)
+ sin(2τ)
4
((
∇⊥x (x)−1∇x ·
∫
g0v
⊥ dv
)
· ∇⊥v g0 −
(
∇⊥x (x)−1∇x ·
∫
g0v dv
)
· ∇vg0
)
+ cos(2τ)
4
((
∇⊥x (x)−1∇x ·
∫
g0v
⊥ dv
)
· ∇vg0 +
(
∇⊥x (x)−1∇x ·
∫
g0v dv
)
· ∇⊥v g0
)
,
∂τ g1 = 0, ∂τ g2 = 0. (3.13)
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Proof. As already said in the introduction of this paragraph, this result comes from formal computations. Substitute (3.11) in
the kinetic equation (3.10):
εk∂tgk + εk−2∂τ gk + εk+jE⊥j · ∇xgk + εk−1R(τ)v · ∇xgk + εk+j
[−(R(τ)v · ∇x)E⊥j +Aj ] ·R(τ)∇vgk
= 0, (3.14)
where Aε =∑k∈N εkAk and Eε =∑k∈N εkEk , and where we have omitted the summation over the repeated subscripts.
Identify the coefficients of εk in (3.14) for k −2. At leading order in ε, we get
∂τ g0 = 0. (3.15)
For k =−1, it comes
∂τ g1 +R(τ)v · ∇xg0 = 0
from which we deduce that
g1 = g1 − sin(τ)v · ∇xg0 + cos(τ)v⊥ · ∇xg0, (3.16)
for some g1 independent of τ . For k = 0, we obtain
∂tg0 + ∂τ g2 +E⊥0 · ∇xg0 +R(τ)v · ∇xg1 +
[−(R(τ)v · ∇x)E⊥0 +A0] ·R(τ)∇vg0 = 0,
which can be recast in the form
∂tg0 + ∂τ g2 +E⊥0 · ∇xg0 +
(
v cos τ + v⊥ sin τ) · ∇x(g1 − sin(τ)v · ∇xg0 + cos(τ)v⊥ · ∇xg0)
+ [−(v cos τ + v⊥ sin τ) · ∇xE⊥0 +A0] · (cos τ∇v + sin τ∇⊥v )g0 = 0. (3.17)
Using the definitions of Eε and Aε in (3.10) leads to
E0 =∇x(x)−1
(
ρ0 −
∫
ρ0 dx
)
, A0 =∇⊥x (x)−1∇x · j0,
ρ0 =
∫
g0 dv, j0 =
∫
g0
(
v cos τ + v⊥ sin τ)dv. (3.18)
Averaging (3.17) with respect to τ leads to
∂tg0 +E⊥0 · ∇xg0 −
1
2
(v · ∇x)E⊥0 · ∇vg0 −
1
2
(
v⊥ · ∇x
)
E⊥0 · ∇⊥v g0 +
1
2
(
∇⊥x (x)−1∇x ·
∫
g0v dv
)
· ∇vg0
+ 1
2
(
∇⊥x (x)−1∇x ·
∫
g0v
⊥ dv
)
· ∇⊥v g0 = 0,
from which we deduce that
∂tg0 +E⊥0 · ∇xg0 −
1
2
(∇x ·E0)v⊥ · ∇vg0 + 12
(∫
g0v
⊥ dv
)
· ∇vg0 = 0. (3.19)
Then, by (3.17)–(3.19),
∂τ g2 = −
(
v cos τ + v⊥ sin τ) · ∇x g¯1 + sin(2τ)2 ((v · ∇x)2g0 − (v⊥ · ∇x)2g0)− cos(2τ)(v · ∇x)(v⊥ · ∇x)g0
+ cos(2τ)
2
(v · ∇x)E⊥0 · ∇vg0 −
cos(2τ)
2
(
v⊥ · ∇x
)
E⊥0 · ∇⊥v g0
+ sin(2τ)
2
(
v⊥ · ∇x
)
E⊥0 · ∇vg0 +
sin(2τ)
2
(v · ∇x)E⊥0 · ∇⊥v g0
− cos(2τ)
2
(
∇⊥x (x)−1∇x ·
∫
g0v dv
)
· ∇vg0 + cos(2τ)2
(
∇⊥x (x)−1∇x ·
∫
g0v
⊥ dv
)
· ∇⊥v g0
− sin(2τ)
2
(
∇⊥x (x)−1∇x ·
∫
g0v
⊥ dv
)
· ∇vg0 − sin(2τ)2
(
∇⊥x (x)−1∇x ·
∫
g0v dv
)
· ∇⊥v g0.
Integrating with respect to τ leads to the expected formula. ✷
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3.3. Existence and regularity results for the limiting system
There is no hope to justify mathematically the previous expansion. Nevertheless, it seems to indicate that asymptotically the
density Gε does not depend any more on τ and behaves like the solution g0 of (3.12). Let then start with a precise description
of the structure of the limiting system (3.12).
Lemma 3.3. Let T > 0 be any fixed constant, and f 0 be a nonnegative function of L1 ∩ L∞(T2 × R2) satisfying (1.3) with
m> 3 and s  1. Then, the limiting system (3.12) admits a unique solution which satisfies
g0  0,
(
1+ |v|m)g0 ∈Ws,∞([0, T ] × T2 ×R2), E0 ∈Ws,∞([0, T ] ×T2).
Moreover, the kinetic energy
∫∫
g0|v|2 dv dx and the electric energy
∫ |E0|2 dx are conserved.
Proof. The global existence of strong solutions for the limiting system (3.12) comes from its particular structure, where the
equations on the moments ρ0 =
∫
g0 dv and m0 =
∫
g0v dv can be decoupled. Indeed, integrating the kinetic equation in (3.12)
with respect to the velocities leads to the vorticity formulation of the 2D incompressible Euler equations
∂tρ0 +E⊥0 · ∇xρ0 = 0, E0 =∇x(x)−1
(
ρ0 −
∫
ρ0 dx
)
, (3.20)
while integrating the kinetic equation against v gives
∂tm0 +E⊥0 · ∇xm0 +
1
2
ρ0m
⊥
0 −
1
2
m⊥0 ρ0 = ∂tm0 +E⊥0 · ∇xm0 = 0. (3.21)
Thus we will construct a smooth solution of (3.12) using classical results on the 2D incompressible Euler equations (see [14])
and on linear partial differential equations. The assumption (1.3) implies that the initial data satisfies
∥∥ρ0∥∥
Ws,∞(T2) +
∥∥m0∥∥
Ws,∞(T2) 
∥∥∥∥
∫
f 0(1+ |v|)dv
∥∥∥∥
Ws,∞(T2)
 C
∥∥f 0(1+ |v|m)∥∥
Ws,∞(T2×R2)  C. (3.22)
Denote by ρ0 the strong solution of (3.20) with initial data ρ0. By (3.22), for all T > 0, there exists a nonnegative constant
C(T ) such that
‖ρ0‖Ws,∞([0,T ]×T2)  C(T ), ‖E0‖Ws,∞([0,T ]×T2)  C(T ). (3.23)
Then (3.21) is a linear partial differential equation with coefficients in Ws,∞([0, T ] ×T2). Define m0 as the solution of (3.21)
with initial data m0. By (3.22)–(3.23),
‖m0‖Ws,∞([0,T ]×T2) C(T ). (3.24)
Then the kinetic equation
∂tg0 +E⊥0 · ∇xg0 −
1
2
ρ0v
⊥ · ∇vg0 + 12m
⊥
0 · ∇vg0 = 0
is a linear partial differential equation whose coefficients, considered as functions of (t, x, v), are in Ws,∞([0, T ] ×T2 ×R2).
Thus there exists a global strong solution g0 for any smooth initial data f 0 satisfying (1.3), and the positivity and the regularity
are preserved:
g0  0,
∥∥(1+ |v|m)g0‖Ws,∞([0,T ]×T2×R2))  C(T ). (3.25)
The function g0 so defined satisfies clearly (3.12). Moreover, it is easy to check that∥∥E0(t, ·)∥∥2L2(T2) = ∥∥E0∥∥2L2(T2),
∫ ∫
g0(t, x, v)
(
1+ |v|2)dv dx = ∫ ∫ f 0(x, v)(1+ |v|2)dv dx,
‖g0‖L∞(R+×T2×R2) =
∥∥f 0∥∥
L∞(T2×R2). (3.26)
It remains to check the uniqueness of such a solution g0. Denote by g0 a classical solution of (3.12) on [0, T ] satisfying
(3.25), and by g any other weak solution corresponding to the same initial data g0. By (3.26),∫ ∫
g(t, x, v)
(
1+ |v|2)dv dx = ∫ ∫ f 0(x, v)(1+ |v|2)dv dx, ‖g‖L∞(R+×T2×R2) = ∥∥f 0∥∥L∞(T2×R2).
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As (3.20) and (3.21) satisfy a strong-weak stability principle, we have necessarily
ρ =
∫
g dv = ρ0, m=
∫
gv dv =m0.
Moreover, the function δ = g − g0 satisfies the following equation:
∂t δ +E⊥ · ∇xδ − 12ρv
⊥ · ∇vδ+ 12m
⊥ · ∇vδ = (E0 −E)⊥ · ∇xg0 − 12 (ρ0 − ρ)v
⊥ · ∇vg0 + 12 (m0 −m)
⊥ · ∇vg0 = 0
from which we deduce that δ ≡ 0. ✷
3.4. Construction of an approximated solution
We want now to prove that the family (gε)ε>0 defined by (3.1)–(3.2) converges in some sense to g0, where g0 is the
unique solution of (3.12). As we have a control on the regularity of g0, the idea is to apply a comparison principle of the type
“strong-weak stability”. The difficulty is that
∂tg0 +E⊥0 · ∇xg0 +
1
ε
R
(
t
ε2
)
v · ∇xg0 +
[
−
(
R
(
t
ε2
)
v · ∇x
)
E⊥0 +A0
]
·R
(
t
ε2
)
∇vg0
does not converge to 0 in some sufficiently strong sense. Then, using a standard method in singular perturbation problems, we
introduce a small quantity εyε such that g0,ε = g0 + εyε satisfies
∂tg0,ε +E⊥0 · ∇xg0,ε +
1
ε
R
(
t
ε2
)
v · ∇xg0,ε +
[
−
(
R
(
t
ε2
)
v · ∇x
)
E⊥0 +A0
]
·R
(
t
ε2
)
∇vg0,ε = o(1).
Of course, g0 + εyε has the same asymptotic behaviour as g0.
Lemma 3.2 seems to indicate that the convenient quantity has to be of the form yε = (g1+ εg2)(t, t/ε2, x, v). Nevertheless,
as we do not search to obtain a good approximation of gε at order 2 with respect to ε, only the oscillatory component of g1 and
g2 will be taken into account.
Lemma 3.4. Let f 0 be a nonnegative function of L1 ∩L∞(T2 ×R2) satisfying (1.3) with m> 6 and s  3. Denote by g0 the
classical solution of (3.12). Define the family (g0,ε)ε>0 by
g0,ε(t, x, v)= g0(t, x, v)+ εg1
(
t,
t
ε2
, x, v
)
+ ε2g2
(
t,
t
ε2
, x, v
)
, (3.27)
where g1, g2 are given in terms of g0 by (3.13) with g1 = g2 = 0. Define
rε = ∂tg0,ε +E⊥0 · ∇xg0,ε +
1
ε
R
(
t
ε2
)
v · ∇xg0,ε +
[
−
(
R
(
t
ε2
)
v · ∇x
)
E⊥0 +A0
]
·R
(
t
ε2
)
∇vg0,ε, (3.28)
with
E0 =∇x(x)−1
(
ρ0 −
∫
ρ0 dx
)
, A0 =∇⊥x (x)−1∇x ·R
(
t
ε2
)
m0.
Then, for all T > 0, there exists a nonnegative constant C(T ) such that
∥∥(1+ |v|m−2)g0,ε∥∥L∞([0,T ],Ws−2,∞(T2×R2))  C(T ), (3.29)∥∥rε(1+ |v|m−3)∥∥L∞([0,T ],Ws−3,∞(T2×R2)) C(T )ε. (3.30)
Proof. Let T > 0. Combining (3.13) and estimates (3.23)–(3.25) shows that
∥∥(1+ |v|m−1)g1∥∥Ws−1,∞([0,T ]×T×T2×R2)  ∥∥(1+ |v|m)g0∥∥Ws,∞t,x,v  C(T ),∥∥(1+ |v|m−2)g2∥∥Ws−2,∞([0,T ]×T×T2×R2) C(1+‖E0‖Ws,∞t,x + ‖m0‖Ws,∞t,x )∥∥(1+ |v|m)g0∥∥Ws,∞t,x,v  C(T ). (3.31)
In particular, (3.25) and (3.31) imply (3.29). Then, in order to establish (3.30), we compute rε in terms of g0, g1 and g2:
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rε = 1
ε
R
(
t
ε2
)
v · ∇xg0 + 1
ε
∂τ g1
+ ∂t g0 +E⊥0 · ∇xg0 +R
(
t
ε2
)
v · ∇xg1 +
[
−R
(
t
ε2
)
v · ∇x E⊥0 +A0
]
·R
(
t
ε2
)
∇vg0 + ∂τ g2
+ ε∂t g1 + εE⊥0 · ∇xg1 + εR
(
t
ε2
)
v · ∇xg2 + ε
[
−
(
R
(
t
ε2
)
v · ∇x
)
E⊥0 +A0
]
·R
(
t
ε2
)
∇vg1
+ ε2∂t g2 + ε2E⊥0 · ∇xg2 + ε2
[
−
(
R
(
t
ε2
)
v · ∇x
)
E⊥0 +A0
]
·R
(
t
ε2
)
∇vg2
= ε∂t g1 + εE⊥0 · ∇xg1 + εR
(
t
ε2
)
v · ∇xg2 + ε
[
−
(
R
(
t
ε2
)
v · ∇x
)
E⊥0 +A0
]
·R
(
t
ε2
)
∇vg1
+ ε2∂t g2 + ε2E⊥0 · ∇xg2 + ε2
[
−
(
R
(
t
ε2
)
v · ∇x
)
E⊥0 +A0
]
·R
(
t
ε2
)
∇vg2.
Combining (3.29) and (3.31) with the a priori estimates on A0 and E0 coming from (3.23) and (3.24) gives the expected
bound (3.30). ✷
3.5. Stability results
In order to prove that g0,ε and gε are asymptotically close to one another, it remains to establish a comparison principle
for the Vlasov–Poisson system written in the form (3.3). Unfortunately, as the operator (x)−1 does not map L∞(T2) to
W2,∞(T2), we are not able to obtain directly a stability result: we have to truncate high frequencies. The same method as in
the proof of Lemma 3.1 allows to establish the following:
Lemma 3.5. Let f 0 be a nonnegative function of L1 ∩L∞(T2 ×R2) satisfying (1.3) with m> 6 and s  3, and (fε)ε>0 the
family of classical solutions of (1.2). For all ε > 0, define g′ε by
g′ε(t, x, v)= fε
(
t, x,R
(
t
ε2
)
v + ε(E<ε )⊥
)
, (3.32)
where E<ε and E>ε are defined by
E<ε =∇<x (x)−1
(
ρε −
∫
ρε dx
)
with ∇<x =∇x
(
1− ε2x
)−1
, E>ε =Eε −E<ε .
Then
∂tg
′
ε +
(
E<ε
)⊥ · ∇xg′ε + 1εR
(
t
ε2
)
v · ∇xg′ε +
[
−R
(
t
ε2
)
v · ∇x
(
E<ε
)⊥ +A′ε
]
·R
(
t
ε2
)
∇vg′ε = 0,
ρε(t, x)=
∫
g′ε(t, x, v)dv, j ′ε(t, x)=
∫
g′ε(t, x, v)R
(
t
ε2
)
v dv, Eε =∇x(x)−1
(
ρε −
∫
ρε dx
)
,
A′ε =
1
ε
E>ε +
(∇<x )⊥(x)−1∇x · (j ′ε + ερε(E<ε )⊥)− ε((E<ε )⊥ · ∇x)(E<ε )⊥,
g′ε(0, x, v)= f 0
(
x, v + ε(E0<)⊥). (3.33)
Proposition 3.6. Let f 0 be a nonnegative function of L1 ∩ L∞(T2 ×R2) satisfying (1.3) with m> 6 and s  3, (fε)ε>0 the
family of classical solutions of (1.2), and define the family (g′ε)ε>0 by (3.32). Let g0 be the classical solution of (3.12) and
define the family (g0,ε)ε>0 by (3.27) and (3.13). Then, for all T > 0 and all p ∈ [1,+∞[,∥∥g′ε − g0,ε∥∥L∞([0,T ],Lp(T2×R2))→ 0 as ε→ 0. (3.34)
Proof. By (3.33),
∂tg
′
ε +
(
E<ε
)⊥ · ∇xg′ε + 1εR
(
t
ε2
)
v · ∇xg′ε +
[
−R
(
t
ε2
)
v · ∇x
(
E<ε
)⊥ +A′ε
]
·R
(
t
ε2
)
∇vg′ε = 0,
while by (3.28),
∂tg0,ε +E⊥0 · ∇xg0,ε +
1
ε
R
(
t
ε2
)
v · ∇xg0,ε +
[
−
(
R
(
t
ε2
)
v · ∇x
)
E⊥0 +A0
]
·R
(
t
ε2
)
∇vg0,ε = rε.
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Define δε = g′ε − g0,ε . The previous equations imply
∂t δε + 1
ε
R
(
t
ε2
)
v · ∇xδε +
(
E<ε
)⊥ · ∇xδε + (E<ε −E0)⊥ · ∇xg0,ε
+
[
−
(
R
(
t
ε2
)
v · ∇x
)(
E<ε
)⊥ +A′ε
]
·R
(
t
ε2
)
∇vδε
+
[
−
(
R
(
t
ε2
)
v · ∇x
)(
E<ε −E0
)⊥ + (A′ε −A0)
]
·R
(
t
ε2
)
∇vg0,ε =−rε, (3.35)
from which we will deduce that for a convenient choice of p, k and η,
Nε = ε−2η
∥∥δε(1+ |v|k)∥∥Lp(T2×R2)
converges to 0 in L∞([0, T ]) for all T > 0.
Step 1: Computing the time derivative of Nε . Multiplying (3.35) by (1+ |v|k) gives
∂t
[(
1+ |v|k)δε]+ 1
ε
R
(
t
ε2
)
v · ∇x
[(
1+ |v|k)δε]+ (E<ε )⊥ · ∇x[(1+ |v|k)δε]
+
[
−
(
R
(
t
ε2
)
v · ∇x
)(
E<ε
)⊥ +A′ε
]
·R
(
t
ε2
)
∇v
[(
1+ |v|k)δε]+ (1+ |v|k)(E<ε −E0)⊥ · ∇xg0,ε
+ (1+ |v|k)[−(R( t
ε2
)
v · ∇x
)(
E<ε −E0
)⊥ + (A′ε −A0)
]
·R
(
t
ε2
)
∇vg0,ε
=−(1+ |v|k)rε + k[−(R( t
ε2
)
v · ∇x
)(
E<ε
)⊥ +A′ε
]
·R
(
t
ε2
)
v|v|k−2δε. (3.36)
Then, multiplying (3.36) by p[(1+ |v|k)δε]p−1 and integrating with respect to x and v lead to
d
dt
∥∥(1+ |v|k)δε∥∥Lpx,v  C∥∥(1+ |v|k+1)Dx,vg0,ε∥∥L∞x Lpv (∥∥E<ε −E0∥∥W 1,px + ∥∥A′ε −A0∥∥Lpx )
+ ∥∥(1+ |v|k)rε∥∥Lpx,v +C∥∥(1+ |v|k)δε∥∥Lpx,v (∥∥E<ε ∥∥W 1,∞x + ∥∥A′ε∥∥L∞x ), (3.37)
because the transport operator is conservative.
Step 2: Estimating E<ε and A′ε in terms of Nε . We have
ρε − ρ0 =
∫ (
g′ε − g0,ε
)
dv +
∫
(g0,ε − g0)dv and
j ′ε(t, x)− j0(t, x)=
∫ (
g′ε − g0,ε
)R( t
ε2
)
v dv +
∫
(g0,ε − g0)R
(
t
ε2
)
v dv.
Then, if k > 3− 2p−1, the function v → (1+ |v|)/(1+ |v|k) belongs to Lp′(R2) and
‖ρε − ρ0‖Lpx +
∥∥j ′ε − j0∥∥Lpx C∥∥(g′ε − g0,ε)(1+ |v|k)∥∥Lpx,v +C∥∥(g0,ε − g0)(1+ |v|)∥∥LpxL1v .
Then, by (3.25) and (3.31),
‖ρε − ρ0‖Lpx +
∥∥j ′ε − j0∥∥Lpx CNεε2η +C(T )ε. (3.38)
For all p ∈ ]2,+∞[ and all α ∈ [0,2], (x)−1 maps continuously Lp in W2,p , while εα(1− ε2)−1 maps continuously Lp
in Wα,p . Then, by Sobolev embeddings, for all η ∈ ]2/p,1],
E<ε −E0 =∇x(x)−1
(
1− ε2x
)−1
(ρε − ρ0)+ ε2∇x
(
1− ε2x
)−1(
ρ0 −
∫
ρ0 dx
)
satisfies∥∥E<ε −E0∥∥W 1,px C‖ρε − ρ0‖Lpx +Cε‖ρ0‖W 1,px CNεε2η +C(T )ε,
εη
∥∥E<ε −E0∥∥W 1,∞x Cεη∥∥E<ε −E0∥∥W 1+η,px  C‖ρε − ρ0‖Lpx +Cε‖ρ0‖W 1,px  CNεε2η +C(T )ε. (3.39)
In the same way,
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A′ε −A0 = −ε∇x
(
1− ε2x
)−1
(ρε − ρ0)+∇⊥x
(
1− ε2x
)−1
(x)
−1∇x ·
(
j ′ε − j0
)
− ε∇x
(
1− ε2x
)−1(
ρ0 −
∫
ρ0 dx
)
+ ε2∇⊥x
(
1− ε2x
)−1∇x · j0 + (∇<x )⊥(x)−1∇x · (ερε(E<ε )⊥)
− ε((E<ε )⊥ · ∇x)(E<ε )⊥
satisfies∥∥A′ε −A0∥∥Lpx  C‖ρε − ρ0‖Lpx +C∥∥j ′ε − j0∥∥Lpx +Cε‖ρ0‖W 1,px +Cε‖j0‖W 1,px +Cε∥∥E<ε ∥∥L∞x ∥∥E<ε ∥∥W 1,px
 CNεε2η +CN2ε ε4η+1 +C(T )ε (3.40)
and
εη
∥∥A′ε −A0∥∥L∞x  Cεη∥∥A′ε −A0∥∥Wη,px
 C‖ρε − ρ0‖Lpx +C
∥∥j ′ε − j0∥∥Lpx +Cε‖ρ0‖W 1,px +Cε‖j0‖W 1,px +Cε∥∥E<ε ∥∥L∞x ∥∥E<ε ∥∥W 1,px
 CNεε2η +CN2ε ε4η+1 +C(T )ε. (3.41)
Step 3: Applying Gronwall’s lemma. Combining (3.37) with estimates (3.39)–(3.41) shows that
d
dt
Nε  C
∥∥(1+ |v|k+1)Dx,vg0,ε∥∥L∞x Lpv (C(T )ε1−2η +Nε + ε2η+1N2ε )+ ε−2η∥∥(1+ |v|k)rε∥∥Lpx,v
+CNε
(
C(T )+ εηNε + ε3η+1N2ε
)
,
provided that k > 3 − 2p−1 and η ∈ ]2p−1,1]. If we have, moreover, m > 3 + k + 2p−1, the function v → (1+ |v|k)/(1 +
|v|m−3) belongs to Lp(R2) and
d
dt
Nε  C
∥∥(1+ |v|m−2)g0,ε∥∥W 1,∞x,v (C(T )ε1−2η +Nε +N2ε ε2η+1)+ ε−2η∥∥(1+ |v|m−3)rε∥∥L∞x,v
+CNε
(
C(T )+ εηNε + ε3η+1N2ε
)
.
Thus, choosing p ∈ [12,+∞[, η= 3p−1 and k = 1/2m− 2p−1 ensures that
d
dt
Nε C(T )
(
ε1/2 +Nε + ε2ηN3ε
)
, Nε(0) Cε1/2, (3.42)
because
δε(0, x, v)= g0
(
0, x, v + ε(E0<)⊥)− g0(0, x, v)− εg1(0,0, x, v)− ε2g2(0,0, x, v).
Applying Gronwall’s lemma in (3.42) shows that Nε → 0 in L∞([0, T ]). ✷
Theorem 1.2 follows immediately from Proposition 3.6.
Proof of Theorem 1.2. Denote by g0 the classical solution of (3.12) and define f0,ε by
f0,ε(t, x, v)= g0
(
t, x,R
(
− t
ε2
)
v
)
. (3.43)
By (3.32) and (3.43),
fε(t, x, v)− f0,ε(t, x, v) = g′ε
(
t, x,R
(
− t
ε2
)(
v − ε(E<ε )⊥)
)
− g0
(
t, x,R
(
− t
ε2
)
v
)
= (g′ε − g0)
(
t, x,R
(
− t
ε2
)(
v − ε(E<ε )⊥)
)
+ g0
(
t, x,R
(
− t
ε2
)(
v − ε(E<ε )⊥)
)
− g0
(
t, x,R
(
− t
ε2
)
v
)
. (3.44)
By Proposition 3.6 the first term in the right side of (3.44) converges to 0 in L∞([0, T ],Lp(T2 ×R2)), for all T > 0 and all
p <+∞. By Lemma 3.3 and the uniform L∞ estimate on E<ε (which is a direct consequence of Proposition 3.6), the second
term in the right side of (3.44) converges to 0 in L∞([0, T ],Lp(T2 ×R2)). ✷
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4. Extensions and open problems
The purpose of this paper is to characterize the defect measure and/or the limiting density associated to a family depending
of one parameter in some asymptotic regime. A first question which seems to be natural in view of the previous statements is
to extend the convergence results stated in Theorem 1.2, i.e., to obtain a description of the limiting density in the gyrokinetic
approximation, for more general initial data.
4.1. Strong convergence
A natural class of initial data to be considered is
D = {f 0 ∈ L1 ∩L∞(T2 ×R2): ∃γ > 1: (1+ |v|2)γ f 0 ∈W1,∞(T2 ×R2)}
for which Degond proves the existence and the uniqueness of a strong solution to the Vlasov–Poisson system (1.2). By
interpolation, we can actually extend the convergence results stated in Theorem 1.2 to almost all such initial data. More precisely,
we require that the initial data belongs to
D˜ = {f 0 ∈ L1 ∩L∞(T2 ×R2): ∃γ > 2: (1+ |v|2)γ f 0 ∈W1,∞(T2 ×R2)}.
Theorem 4.1. Let f 0 be a nonnegative function satisfying (1.3) with m> 4 and s = 1. Denote by (fε)ε>0 the family of strong
solutions of (1.2). Then, for all p ∈ [1,+∞[,
fε − g0
(
t, x,R
(
− t
ε2
)
v
)
→ 0 strongly in L∞loc
(
R+,Lp
(
T2 ×R2)) as ε→ 0,
where R(τ) denotes the rotation of angle −τ , and g0 ∈L∞(R+,L1 ∩L∞(T2 ×R2)) is the solution of (3.12).
Proof. A standard interpolation result shows that for all ε > 0, there exists f 0,ε such that∥∥f 0,ε(1+ |v|m)∥∥
W
1,∞
x,v
 C
∥∥f 0(1+ |v|m)∥∥
W
1,∞
x,v
,∥∥(f 0 − f 0,ε)(1+ |v|m−1)∥∥
L∞x,v
 Cε1/8
∥∥f 0(1+ |v|m)∥∥
W
1,∞
x,v
,
∥∥f 0,ε(1+ |v|)m+2∥∥
W
3,∞
x,v
 C
ε1/2
∥∥f 0(1+ |v|m)∥∥
W
1,∞
x,v
. (4.1)
(Such a function f 0,ε is obtained by truncating large velocities (|v| ε−1/8) as well as high frequencies in x, v (|ξ | ε−1/8).)
Step 1: Approximating the initial data f 0 by its regularization f 0,ε . For all ε > 0, denote by gε0 the solution of (3.12) with
initial data f 0,ε. We first establish that, up to a rotation, fε behaves asymptotically as gε0. By Lemma 3.3, for all T > 0, there
exists a nonnegative constant C(T ) such that ∀t ∈ [0, T ]
∥∥gε0(1+ |v|m)∥∥W 1,∞x,v + ‖E0,ε‖W 1,∞x  C(T ), ∥∥gε0(1+ |v|)m+1∥∥W 2,∞x,v  C(T )ε1/4 ,∥∥gε0(1+ |v|)m+2∥∥W 3,∞x,v  C(T )ε1/2 . (4.2)
Then, define gε1 and g
ε
2 in terms of g
ε
0 by (3.13) with gε1 = gε2 = 0, and g0,ε by
g0,ε(t, x, v)= gε0(t, x, v)+ εgε1
(
t,
t
ε2
, x, v
)
+ ε2gε2
(
t,
t
ε2
, x, v
)
.
Define also
rε = ∂tg0,ε +E⊥0,ε · ∇xg0,ε +
1
ε
R
(
t
ε2
)
v · ∇xg0,ε +
[
−R
(
t
ε2
)
v · ∇xE⊥0,ε +A0,ε
]
·R
(
t
ε2
)
∇vg0,ε.
The same arguments as in Lemma 3.4 show that, for all T > 0, there exists a nonnegative constant C(T ) such that, ∀t ∈ [0, T ],∥∥(1+ |v|m)g0,ε∥∥W 1,∞x,v  ∥∥(1+ |v|m)gε0∥∥W 1,∞x,v + ε∥∥(1+ |v|m)gε1∥∥W 1,∞x,v + ε2∥∥(1+ |v|m)gε2∥∥W 1,∞x,v C(T ), (4.3)∥∥rε(1+ |v|m−1)∥∥L∞x,v  Cε(∥∥Eε0∥∥W 1,∞x,v + ‖A0‖L∞x,v + 1)(∥∥gε1(1+ |v|m)∥∥W 1,∞x,v + ∥∥gε2(1+ |v|m)∥∥W 1,∞x,v )
 C(T )ε1/2. (4.4)
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Define finally g′ε by (3.32) and
δε(t, x, v)=
(
g′ε − g0,ε
)
(t, x, v
)
and Nε = ε−2η
∥∥δε(1+ |v|k)∥∥Lpx,v .
Repeating the same operations as in the proof of Proposition 3.6 leads to
d
dt
Nε  C
∥∥(1+ |v|m)g0,ε∥∥W 1,∞x,v (C(T )ε1−2η +Nε +N2ε ε2η+1)+ ε−2η∥∥(1+ |v|m−1)rε∥∥L∞x,v
+CNε
(
C(T )+ εηNε + ε3η+1N2ε
)
, (4.5)
provided that k > 3− 2p−1, η ∈ ]2p−1,1] and m> 1+ k+ 2p−1. Moreover,
δε(0, x, v) = f 0
(
x, v + ε(E0<)⊥)− f 0,ε(x, v)− εgε1(0,0, x, v)− ε2gε2(0,0, x, v)
= f 0(x, v + ε(E0<)⊥)− f 0(x, v)+ f 0(x, v)− f 0,ε(x, v)− εgε1(0,0, x, v)− ε2gε2(0,0, x, v),
which, coupled with (4.1), implies
Nε(0) Cε−2η+1/8. (4.6)
Choosing η = 3p−1 and k = 12 (m+ 1)− 2p−1 and p sufficiently large in (4.5)–(4.6) and applying Gronwall’s lemma show
that Nε → 0 in L∞([0, T ]). A decomposition similar to (3.44) gives then
fε(t, x, v)− gε0
(
t, x,R
(
− t
ε2
)
v
)
→ 0
in L∞([0, T ],Lp(T2 ×R2)) for all p <+∞ and all T > 0.
Step 2: Stability estimates for the limiting system (3.12). In order to prove Theorem 4.1, it remains to see that gε0 converges
to g0 where g0 is the solution of (3.12) with initial data f 0. By Lemma 3.3,∥∥g0(1+ |v|m)∥∥W 1,∞x,v C(T ). (4.7)
Then, we have
∂t
(
gε0 − g0
)+E⊥0,ε · ∇x(gε0 − g0)− ρ0,ε2 v⊥ · ∇v(gε0 − g0)+
m⊥0,ε
2
· ∇v
(
gε0 − g0
)
=−(E0,ε −E0)⊥ · ∇xg0 +
ρ0,ε − ρ0
2
v⊥ · ∇vg0 −
(m0,ε −m0)⊥
2
· ∇vg0,
from which we deduce that
d
dt
∥∥(gε0 − g0)(1+ |v|4)∥∥L∞x,v  C∥∥(gε0 − g0)(1+ |v|4)∥∥L∞x,v∥∥g0(1+ |v|4)∥∥W 1,∞x,v
 C(T )
∥∥(gε0 − g0)(1+ |v|4)∥∥L∞x,v . (4.8)
By (4.1),∥∥(f 0,ε − f 0)(1+ |v|4)∥∥
L∞x,v
 Cε1/8. (4.9)
Applying Gronwall’s lemma shows that (gε0 − g0)(1+ |v|4)→ 0 in L∞([0, T ] × T2 × R2). In particular, gε0 − g0 converges
to zero in L∞([0, T ],Lp(T2 ×R2)) for all p <+∞ and all T > 0. ✷
4.2. Weak convergence
The method given in Section 3 and generalized in the previous paragraph fails necessarily if we deal with less regular initial
data because we cannot define weak solutions for the limiting system (3.12). For the moment, the program of characterizing the
defect measure defined in Theorem (GSR-1) remains incomplete since
• we are not able to determine the limiting values of the family (fε) where, for all ε > 0, fε is a solution of the Vlasov–
Poisson system (1.2) with initial data f 0 ∈ E :
E =
{
f 0 ∈ L1 ∩L∞(T2 ×R2): ∫ ∫ f 0|v|2 dv dx + ∫ ∣∣E0∣∣2 dx <+∞},
which is the framework considered in Section 2.
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• we are not even able to predict the asymptotic behaviour of (fε)ε>0 where, for all ε > 0, fε is a solution of the Vlasov–
Poisson system (1.2) with initial data f 0ε ∈ E if f 0ε → f 0 with f 0 ∈ D˜.
An argument of weak stability with respect to initial data would allow to answer the second question, and actually also
partially to the first one. Indeed, if we define the multi-valued functional F by
∀f 0 ∈ E , F(f 0)= {g ∈L∞ (T2 ×R2): ∃(εn) with εn→ 0, ∃(f 0εn) ∈ EN with f 0εn → f 0,
∃(fεn) solutions of (1.2) with respective initial data
(
f 0εn
)
,
fεn(t, x, v)− g
(
t, x,R
(
− t
ε2n
)
v
)
⇀ 0 in w∗-L∞t,x,v
}
.
F is clearly an upper-semicontinuous functional. Then, if for all f 0 ∈ D˜, F(f 0) was reduced to the unique solution of (3.12)
with initial data f 0, as D˜ is dense in E , a topological argument (see [18] and references therein) would imply that
E0 = {f 0 ∈ E |F(f 0) is single-valued}
is a Gδ dense subset of E . And, for f 0 ∈ E0, it is easy to check that the defect measure defined in Theorem (GSR-1) is
necessarily zero.
Thus, concerning the gyrokinetic approximation, a crucial question which remains open is the stability of the asymptotic
density with respect to initial data.
4.3. Other asymptotics
Another question which could be interesting is the extension of such results to various asymptotics, in particular to the
quasineutral approximation where two defect measures appear: the first one linked to the possible loss of energy at large
velocities, and the second one linked to the possible loss of electrical energy [12].
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