The minimum disc cover can be used to construct a dominating set on the fly for energy-efficient communications in mobile ad hoc networks, but the approach used to compute the minimum disc cover proposed in previous studies is computationally relatively expensive. In this paper, we show that the disc cover problem is in fact a special case of the general α-hull problem. In spite of being a special case, the disc cover problem is not easier than the general α-hull problem. In addition to applying the existing α-hull algorithm to solve the disc cover problem, we present a simple, yet optimal divide-and-conquer algorithm that constructs the minimum disc cover for arbitrary cases, including those degenerate cases where the α-hull approach would fail.
Introduction
Finding a minimum cover is an interesting combinatorial problem. Many well known problems (e.g., Vertex Cover, Dominating Set, Set Cover, and Covering by Cliques [5] ) can all be viewed as such problems. In this paper, we discuss a specific minimum cover problem, which was first introduced in [12] . Let = {D 0 , D 1 , D 2 , . . . , D n } be a set of discs of radius R with all their origins (centers) located inside D 0 . Given , the minimum disc cover problem seeks to identify a minimum subset of , say , such that the union of the discs in is equal to the union of the discs in . Without loss of generality, we may assume R = 1.
The disc cover problem has applications in inter-vehicle communications [9] , location-based mobile ad hoc networks [6-8, 11, 13] , and multicast medium access control [10] . For instance, assume that all mobile stations transmit data with the same transmission radius. It happens frequently that a mobile station s needs to broadcast a message to the entire ad hoc network. If the set of s's immediate neighbors is denoted as N(s), then instead of asking every station in N(s) to rebroadcast s's message, it is more efficient to ask only the stations in a smaller set N (s) ⊂ N(s) to do it if N (s) ∪ {s} cover the same area as N(s) ∪ {s} do. This simple broadcast protocol has been shown in [11] to significantly reduce the number of retransmissions and therefore effectively alleviate the broadcast storm problem defined in [13] .
In contrast to the other minimum cover combinatorial problems mentioned earlier, the disc cover problem can be solved in polynomial time. In [12] , an algorithm similar to the Graham-scan algorithm for convex hull [2] is proposed that constructs a minimum disc cover in O(n 4/3 ) time, where n is the number of discs. As most existing applications of the minimum disc cover problem are for mobile ad hoc networks, where the computing power and battery life of each node are relatively limited, more efficient algorithms are always desirable unless the existing ones are already optimal.
In this paper, we propose two new methods for the minimum disc cover problem. The first one reduces the covering problem to the α-hull problem [4] , which can then be solved using an existing algorithm. However, this method assumes that no more than three disc origins fall on the circumference of a disc. Our second method solves the minimum disc cover problem directly using a simple divide-and-conquer strategy. Although both methods have the same time complexity, O(n log n), the second method enjoys two strengths: (1) it is conceptually simple; and (2) it requires no aforementioned assumption (as entailed by the first method). As the final contribution of this paper, we will prove that any algorithm that solves the minimum disc cover problem needs (n log n) time in the worst case, thereby establishing the optimality of both of our algorithms.
The Minimum Disc Cover and α-Hull Problems
Minimum Disc Cover was originally formulated as a problem in mobile ad hoc networks, where each node (i.e., mobile station) is assumed to have the same transmission range. If the transmission range is normalized to 1, the coverage area of a node i can be modelled as unit disc D i centered at node i's location. We will denote node 
The minimum disc cover problem is formally defined as follows.
Definition 1 Minimum Disc Cover Problem
Instance: A set of unit discs,
⊆ such that is minimum and
(Note that no two discs share the same origin. Also, D 0 may be included in .) We will relate the minimum disc cover problem to another problem, called α-hull. For any negative number α and any set of points S on a two-dimensional plane, the α-hull for S is defined as the intersection of all closed complements of discs (with radius −1/α) that contain all the points in S [4] . (Note that it is the discs' complements, not the discs themselves, that contain the points in S.)
Since we are only interested in unit discs, we will assume α = −1 unless otherwise indicated. With such an assumption, the shape of an α-hull resembles an inward curved convex hull, where each edge of the α-hull is an arc of a unit circle. A convenient way to visualize the shape of an α-hull is to envision the points in S as nails fixed on the plane and a steel wheel of radius 1 is rolled around the nails to obtain the outer contour of S. The contour is the α-hull for S. Figure 1 illustrates a set of points' α-hull as well as its convex hull.
The following theorem shows a simple connection between the minimum disc cover and α-hull problems. 
. . , O n } be the set of disc origins for a given disc set such that ∀i dist(O 0 , O i ) < 1. Let α = −1. As mentioned earlier, imagining the nodes in S as nails, the shape of the α-hull is exactly the outer contour obtained by rolling a steel unit disc around the nails. Let H be the α-hull for S, and let P = {p 1 , . . . , p m } ⊆ S be the set of all vertices of H in the same order they were rolled over by the rolling steel unit disc in the counterclockwise direction. We will show that = {D(p 1 ), . . . , D(p m )} forms a minimum disc cover for . Let
Assume O 0 / ∈ P (the case where O 0 ∈ P is trivial). For each consecutive pair p i and p i+1 in P (note that p m and p 1 are regarded consecutive), the rolling steel unit disc passing through p i and p i+1 does not enclose O 0 in it. (O 0 would have been included in P if it were inside the rolling unit disc; see 
Since the same argument applies to all consecutive pairs in P , it follows that
It suffices to consider the case where
. The line segment ax must intersect some arc of H , say pq, at some point t (see Fig. 3 ). Let the origin of the rolling steel unit disc passing through p and q be O. Because O 0 is in S, the angle ∠pO 0 q cannot be more than 120 • , as shown in Fig. 2 . The point x, which appears on the concave side of pq and is not covered by D(p) ∪ D(q), must be at least 1 unit (radius of discs) away from pq. (In Fig. 3 , point x is on the north
is a disc cover for . Now, we establish the optimality of by showing that any disc cover for must contain as a subset. Let C be the set of origins of any disc cover for , and let p be any point in P . We need to show p ∈ C.
If the steel unit disc rolls around a point p ∈ P without touching another one, all other points in S have to be at least 2 units away from p. The only possibility of this scenario is when p = O 0 and S = {O 0 }. Now suppose there are at least two points in S. Then, a point p ∈ P must be an endpoint of some arc pq on the α-hull's boundary. pq is part of the circumference of the rolling steel unit disc. Let us denote the origin of the rolling steel unit disc passing through p and q as c. The disc D(c) must contain no point in S inside it. Note that points in S could appear on the arc pq, for example the point r in Fig. 4 . Since S contains only a finite number of points, it is easy to see from Fig. 4 that there is always an area close to c (i.e., the part of the shaded region close to c in Fig. 4 ) that is only covered by disc D(p) but not by any other disc in . Therefore, p must be in C. Theorem 1 establishes the connection between the minimum disc cover and α-hull problems. In [4] , there is an optimal algorithm that constructs the α-hull of a set of n points in O(n log n) time. Using this algorithm, one can solve the minimum disc cover problem in O(n log n) time, which is an improvement over the O(n 4/3 ) algorithm in [12] . This approach, however, has a weakness-the α-hull algorithm in [4] needs to compute the Delaunay Triangulations and will fail if there are more than three disc origins falling on the circumference of a circle.
In the next section we will present a conceptually simpler divide-and-conquer algorithm that works for all cases, including degenerate ones.
The Divide-and-Conquer Algorithm

Theoretical Basis
We state the following simple, yet useful fact as a lemma for ease of reference. Fig. 6 , the area of U is bounded by a series of arcs, say ( A 1 A 2 , A 2 A 3 , . . . , A k−1 A k , A k A k+1 ), where A 1 = A k+1 . If the region bounded by P Q, P O, and QO is denoting by Sector( P Q, P O, QO) the area U can be 
We show in the following lemma that the unit discs that contribute arcs A i A i+1 (1 ≤ i ≤ k) form a minimum disc cover of . 
Lemma 2 Let
. , D(O t k )}.
In fact, a unit disc in may contribute zero, one, or two arcs to the boundary of U . The possibility of contributing more than one arc is the main reason why the minimum disc cover problem is nontrivial. This will be further discussed in Sect. 3.5.
Abstract of Algorithm
By Lemma 2, to find the minimum disc cover for , it suffices to find the arcs that make up the boundary of U . This can be done in a divide-and-conquer fashion as follows. 
It is important to note that D(O 0 ) is always present in U D (i, j ) and 1 ≤ i ≤ j ≤ n. This is a typical divide-and-conquer algorithm. In order to find the boundary of U D (i, j ), we find the boundary of U D (i, m) and that of U D (m + 1, j), and then merge the two boundaries to obtain that of U D (i, j ).
Here, each boundary is represented as a list of arcs, and the hard part of the algorithm is how to merge two arc lists. We will discuss these issues in the next two subsections.
Representation of Arc Lists
An arc can be characterized by three parameters, (O t , α, β), where O t is the origin of the disc that contributes the arc, and α and β are the degrees of two angles, as depicted in Fig. 5 . It is not hard to see that
and β can be similarly computed.
Notice that the angles are computed using O 0 as the apex, rather than the origin of the disc contributing the arc. In Fig. 5 we sort each list based on the value of the first angle (i.e., α i ) in ascending order, so that β s i = α s i+1 , 0 ≤ i ≤ max, with the understanding that i + 1 is computed modulo max. Thus, the boundary of a super disc can be represented simply as (O s 0 , α s 0 , O s 1 , α s 1 , . . . , O s max , α s max ) , where 0 • = α s 0 < · · · < α s max < 360 • .
Merging Two Arc Lists
Now, given two sorted arc lists
representing the boundaries of super discs U D (i, m) and U D (m + 1, j), respectively, we want to merge them so that the resulting list represents the boundary of
The first step is to split the arcs in each list into smaller arcs, if necessary, so that the two refined arc lists share the same sequence of angles (i.e., α's). For instance, as illustrated in Fig. 7 , BC is split into BF and F C, and DE is split into DG and GE. With such splits, arc lists { AB, BC} and { DE, EC} become { AB, BF , F C} and { DG, GE, EC}, respectively, which share the same sequence of angles with O 0 at the apex. As another example, if
they will be refined to
Now, let us consider the general case. After splitting, the given lists will contain the same number of arcs:
for some k. To merge the two lists, we simply merge each individual pair of corresponding arcs, Arc(O s i , α i , α i+1 ) and Arc(O t i , α i , α i+1 ) as follows. (See Fig. 8 for illustration.) Fig. 8, right) . In this case, we drop the three inner sub-arcs and keep the three external ones. Thus, merging arcs AB and CD will result in arcs AE, EF and FB.
Time Complexity of the Proposed Algorithm
We will show that the above proposed divide-and-conquer algorithm has time complexity O(n log n). Our analysis will hinge on the following lemma. Fig. 9 for illustration.) Now, if we place a third unit disc so that it "breaks" arc AB into two pieces, the origin of that disc must be more than 1 unit away from each of A and B and less than 1 unit away from some part of AB (illustrated as the shaded area in Fig. 9 ). With the third unit disc being added, D(O 1 ) now contributes AP and QB (rather than AB) to the boundary. (In other words, arc AB contributed by D(O 1 ) is now broken into AP and QB.) It is not hard to see that arcs AP and QB must be at least 120 • apart with respect to O 1 . In general, each time an arc is cut into two pieces by another unit disc, the resulting smaller pieces (that still contribute to the boundary) must be at least 120 • apart with respect to the origin of the contributing Fig. 9 The possible area for the origin of a third disc that breaks AB into two arcs AP and QB disc. Now, if a disc is able to contribute three arcs to the boundary of O i ∈S D(O i ), the three arcs must be pairwisely separated by at least 120 • . Adding up the degrees of the angles for the gaps and the degrees of the angles for the arcs themselves, the total would exceed 360 • , which is not possible. Therefore, a unit disc can only contribute at most two arcs to the boundary of
Lemma 3 A unit disc D(O i ) can contribute at most two arcs to the boundary of
Now we are ready to show that our algorithm has time complexity O(n log n).
Theorem 2 Algorithm Boundary has time complexity O(n log n), where n is the number of unit discs in .
Proof The running time,
where n = j − i + 1. Since each disc can only contribute at most two arcs (by Lemma 3), ArcList 1 and ArcList 2 each contain at most O(n) "unsplit" arcs. After splitting, each list still contains at most O(n) arcs. Since merging two arcs with the same angle span (as described at the end of Sect. 3.4) takes O(1) time, merging the two (refined) arc lists takes O(n) time. So, the time complexity of ArcMerge is O(n). Solving the above recurrence then yields T (n) = O(n log n).
Optimality of the Time Complexity
In an earlier section we established the connection between the minimum disc cover and α-hull problems; and it has been shown in [4] that any algorithm that constructs the α-hull for an arbitrary set of points S needs at least (n log n) time in the worst case, where n = |S|. However, since our minimum disc cover problem confines the input unit disc origins to be inside the unit disc D(O 0 ), it is, therefore, questionable whether the minimum disc cover problem still has the same time complexity lower bound as the α-hull problem. In the following theorem, we answer this question in the affirmative by reducing the element uniqueness problem (which is known to be (n log n) in time complexity [3] ) in linear time to our disc cover problem.
Definition 2 Element Uniqueness Problem
Instance: A multiset of non-negative integers S = {a 1 , a 2 , . . . , a n }. Question: Are there elements a i and a j in S, with i = j , such that a i = a j ?
Theorem 3
The minimum disc cover problem has a time complexity of (n log n).
Proof It suffices to reduce the element uniqueness problem to the minimum disc cover problem in O(n) time. Given a multiset of non-negative integers S = {a 1 , a 2 , . . . , a n }, we first scan to find the largest element in S, say a max . Let θ = π a max +1 , and r be a positive constant less than 1. We then map each element a i in S to p i = (r cos(a i · θ), r sin(a i · θ)), which is a point on the circumference of a disc of radius r centered at origin O. (Figure 10 , p 1 , p 2 , . . . , p n } must contribute to the minimum disc cover for . Thus, S has no duplicates if and only if 's minimum disc cover has cardinality n + 1.
Conclusion and Future Work
We showed the minimum disc cover problem to be a special case of the α-hull problem. Then we showed that being a special case does not make it simpler than the general α-hull problem in terms of time complexity-both problems need at least (n log n) time. We proposed two optimal algorithms for constructing minimum disc covers. The first applies an existing algorithm for the α-hull. However, this approach needs to construct Delaunay Triangulations and would fail should more than three disc origins fall on the circumference of a circle. Our second method is a divide-andconquer algorithm, which is conceptually simpler and works well even for degenerate cases.
Although the proposed algorithms are optimal in terms of time complexity, there may still be room for improvement when the algorithm is used in applications such as message broadcast or media access control in mobile ad hoc networks. One possibility is for each node to keep track of its neighbors' movements and "predict" when the members of its minimum disc cover are likely to change, and only then re-compute the new minimum cover. This will reduce the number of times a node computes its minimum disc cover, thereby reducing the power consumed by such computations. This is known as the Kinetic Collision Detection model [1] . This model will be explored in our future work.
