Slope for small number of workers measures the rate of reading and decompressing the event per worker.
network connections of workers (in the test, the PoD fairshare was set to 5% and workers were concentrated on two nodes). The results underline the importance of a good network setup for efficient data serving to multiple processes. Even distributions for files across data servers and for processes across workers nodes allow to better exploit the available resources.
• http://root.cern.ch/drupal/content/proof 
References

Startup Latency Readout Performance
As expected, for light loads there is no resource competition, while for heavy loads one of the users is not even able to allocate all the requested nodes in the monitoring time window (20 minutes). However, even in the worst case, the user can start working with 10 workers after 7 minutes. 
