Inspired by protein folding, we introduce funnels into the complex cost function landscapes of two processes, the tuning of networks, and the jamming of ideal spheres. In both processes, geometrical frustration plays a role -tuning pressure differences between pairs of target nodes far from the source in a flow network impedes tuning of nearby pairs more than the reverse process, while unjamming the system in one region can make it more difficult to unjam elsewhere. By modifying the cost functions to control the order in which functions are tuned or regions unjam, we smooth out local minima while leaving global minima unaffected, significantly increasing the success rate of reaching global minima.
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FIG. 1. A)
Tuning function into flow networks. Blue nodes in the center represent a "source" pair of nodes, where a pressure difference is externally specified; randomly-placed pairs of red nodes denote the "target" edges, where we specify desired pressure drops. Edges may be removed or reinserted to change pressure drops across target edges. If all target pressure drops reach their desired values, the system reaches the global minimum of a cost function and is tuned successfully. B) Jamming of ideal spheres. Overlaps are minimized between bidisperse spheres with a diameter ratio of 1.4 that are initially placed randomly. If all overlaps are eliminated, the system reaches the global minimum of the total energy and is unjammed.
A wide range of physical systems are characterized by rough energy landscapes (e.g. see [1, 2] ). A typical rough or complex energy landscape process is glass formation, where a system gets stuck in a small part of configurational phase space and fails to reach its global energy minimum as the temperature is decreased. In such complex landscape systems, the number of local minima scales exponentially with system size [3] . A contrasting example is protein folding [4] , where a specific protein evolves from an initial (denatured) configuration to the functional (native) state. Levinthal first noted [5] that, a priori, an extensive entropy of local minima (non-desired configurations) would make it impossible for the protein to find its native state in a random search. However, nature has provided these systems with a free energy landscape that is partially smoothed out and is tilted as a funnel towards the native state [4, 6] . This example motivates us to consider how local minima in a complex
Networks with one source edge and one target edge, with corresponding nodes labeled in blue and red, respectively. The color of each edge reflects the change in the pressure drop along the target edge if the given edge is removed. The target edge is close to the source in (A) and far from it in (B). See supplementary materials for an analytical approach to these cases [16] . landscape can be reduced or eliminated without distorting global minima.
In general, it is not obvious how the topography of the global energy landscape is modified by changes in the local interactions or system size [7, 8] . In this work we address this question for two unrelated systems in which geometrical frustration leads to rough landscapes. In both cases we modify local interactions in order to introduce artificial "funnels" into the landscapes. This reduces frustration, smooths out local minima, but leaves global minima unaltered. As a result, it is not necessary to map results at global minima back to the unweighted landscape, in contrast to previous approaches for smoothing energy landscapes [9] [10] [11] . We show that our approach significantly increases the probability of reaching global minima, especially for larger systems, for two different examples: flow networks, which we tune to perform multifunctional tasks [12] , and soft particle packings, which we unjam [13, 14] (see Fig. 1 ).
Flow networks are composed of a set of nodes, each with a scalar pressure, and links (edges) between them that carry currents. The current flowing through each edge is given by the product of the conductance and the arXiv:1901.00674v2 [cond-mat.soft] 5 Feb 2019 pressure difference between the two nodes connected by the edge. Here we assume that all edges have the same conductance. We refer the reader to the supplementary materials (SM) [16] for details of the ensemble of networks studied and the calculation of the pressure field. For a given initial network (e.g. the one in Fig. 1(a) ), we drive flow through the network via a source edge, with a unit pressure drop between the two source nodes connecting the source edge. The initial network is tuned, by either removing or reinserting edges, to have pressure drops {∆P 0 i } such that the fractional pressure drop change (∆P i − ∆P 0 i )/∆P 0 i is at least of magnitude η across a set of randomly chosen target edges {i}. To carry out the tuning process in order to achieve this task, we define a cost function to measure how far the system is from a configuration that performs the task [12] :
where
− η is the deviation of the desired fractional change in the target pressure drop from the target value η for edge i. Here, N T is the number of target edges that we aim to tune for a system of N nodes. The Heaviside function (Θ) in F ensures that F = 0 if we have achieved at least a fractional change of pressure drop of η for each target edge. Since F ≥ 0, F = 0 corresponds to the global minimum of the cost function. This cost function has a complex landscape [15] .
The system is tuned using the greedy algorithm, either removing or reinserting edges from the initial network, and always choosing the edge that reduces the value of F the most. If we reach F = 0 the process is successful, and we say that the system can be tuned. If there are no bond deletions or reinsertions that would reduce the cost function and the value of F is greater than 0, then the system is stuck in a local minimum and cannot be tuned successfully.
In Ref. [12] it was shown that tuning of a complex flow or mechanical network exhibits a SAT/UNSAT transition as the number of targets increases. It was also shown that the density of targets (N T /N ) that can be tuned successfully tends to zero in the thermodynamic limit, N → ∞. These results are reproduced in Fig. 3 , where the center of the black probability curves in the inset scales as N C T ∝ N 0.7 . The fact that a smaller and smaller fraction of edges can be tuned as the system size increases is rather perplexing. It cannot be explained by local geometrically frustrated motifs (such as having to tune three edges of a triangle), as the probability of having such configurations for randomly chosen targets decreases with decreasing target density. Therefore, this observation raises the question of what is the source of frustration that increases with system size that prevents us from tuning the system in the thermodynamic limit. Fig. 2 suggests an answer to this question. In this configuration there is only one target edge (with target nodes labeled in red), and we color each edge by the magnitude of the pressure drop change at the target edge if the colored edge is removed. Here, the edges are colored on a blue to yellow scale so that yellow edges lead to the largest changes in the pressure drop at the target edge. Fig. 2 (A) shows that if the target edge is close to the source edge, only a few edges change the target edge pressure drop significantly (only a few edges are yellow). By contrast, Fig. 2 (B) shows that if the target edge is far from the source edge, many different edges affect the target edge pressure drop significantly. These results show that the breaking of translational symmetry for target positions by the source is very important. In particular, the results imply (1) that if a target distant from the source is tuned first, the subsequent tuning of a nearby target could significantly affect the distant target, causing failure in the tuning process. (2) If a nearby target is tuned first, there are still many edges available for tuning a distant target without affecting the former one, suggesting it is likely that the distant target could also be tuned successfully. These qualitative observations suggest that we should build the solution from the source outwards, tuning each target in order of its distance from the source.
To accomplish this, we introduce a funnel into the landscape. We modify the cost function from Eq. (1) tô
where R i is the distance of the i target to the source and β is an exponent that we can vary. For β 1, the funnel is very steep so that the cost of incorrectly-tuned nearby targets is much higher than the cost of incorrectly-tuned faraway targets. Note that the global minimum of F is still zero if all the targets are tuned as desired.
Results for different funneling exponents β in equation (2) are shown in Fig. 3 . We define P SAT as the fraction of networks that can be tuned; this is the success rate of reaching the global minimum F = 0. We plot P SAT as a function of the number of target edges chosen, N T . Fig. 3 (A) shows that we can collapse the curves for all β, fractional changes in target pressure drop η and system sizes N studied, by introducing N c T , the number of targets that can be tuned when P SAT = 0.5, and the width w of the P SAT curve corresponding to the spread in N T between P SAT = 0.25 and P SAT = 0.75. The inset to Fig. 3(A) shows that the P SAT curves shift to the right (more target edges can be tuned) as the funnel steepens (as β increases). As in Ref. [12] , we find powerlaw scalings such that N c T ∼ N γc and w ∼ N γw with γ c ≈ γ w ≈ 0.7 for β = 0. However, we find that as we increase the funnel steepness β, γ c and γ w increase, saturating to unity (Fig. 3, insets to (B) and (C) ). This indicates T and (C) the transition width w for η = 0.1 and β = 0, 2, 7 (black, blue and red points, respectively). Insets: Exponents γc and γw for the power-law fits of (B) and (C) plotted vs. β; error bars represent three times the standard deviation. (D)F vs. minimization step asF is minimized for N = 512 nodes, NT = 200 targets, η = 0.1 and β = 7 (red); we simultaneously calculate F (β = 0) and show it for comparison (black). For analogous results for η = 1, see the SM [16] .
that for sufficiently steep funnels, we have successfully eliminated enough local minima so that N c T /N → const as N → ∞. In other words, by introducing a funnel we have converted a complex landscape into a simpler one, much as in the case of protein folding. The scaling N c T ∼ N is consistent with tuning being limited only by local frustration that increases with target density but is independent of system size. Finally, in Fig. 3 (D) we plot the value of F (Eq. 1) andF (Eq. 2) during the process of minimizingF for one network. WhileF decreases monotonically to zero, F exhibits many energy barriers and stays approximately flat until it falls to zero precipitously, dropping more than 15 orders of magnitude in the last few steps. This behavior suggests that the energy landscape associated with F is hilly with tuned solutions hidden by very steep cliffs. For videos of the tuning process for three different configurations, see [16] .
The jamming of ideal spheres has been a useful framework for studying disordered solids [13, 14, 17] . The energy landscape is complex [18, 19] . We conduct numerical simulations on packings of N spheres for d = 2, 3 spatial dimensions at fixed volume L d with periodic boundary conditions. We consider 50 : 50 mixtures of disks or spheres with a diameter ratio of 1.4 to avoid crystallization, see Fig. 1 . Starting from the infinite temperature limit with completely random positions for all the particles, the standard procedure is to minimize the total energy of the system:
where r i is the position of the center of particle i and R i is its radius. The Heaviside function, Θ imposes an energy cost only for overlapping particles. If F > 0 at the end of the minimization process, then the system is jammed and has not reached its global minimum, while if F = 0 (within a numerical tolerance) the system reaches its global minimum, an unjammed state. We take α = 2, corresponding to harmonic repulsions between overlapping particles and use the FIRE algorithm [20] . We now introduce a funnel into the jamming energy landscape by defininĝ
where r CM = ( r i + r j )/2 and r j is the periodical image of r j closest to r i . The case β = 0 corresponds to the original jamming landscape, and β > 0 introduces a funnel that makes the interactions stronger at the center of the box and weaker at the corners; the steepness of the funnel increases with β. As the energyF is minimized, we expect particles to rearrange from the center outwards in order to eliminate overlaps, in contrast to the usual case of β = 0, where rearrangements occur everywhere in the system at the same time. Fig. 4 shows results for d = 3 case; for d = 2 see the SM [16] . Fig. 4 (A) shows that the probability of jamming, P J vs. packing fraction φ shifts to the right as β is increased from β = 0 (black) to β = 10 (red) for each system size studied. As previously shown for the case without funnels [21, 22] the curves for P J vs. φ can be collapsed by introducing the position φ c and the width w of the jamming transition for each N . Fig. 4 (B) shows (φ c − φ ∞ c ) vs. N ; here, we assume that the position of the jamming transition in the thermodynamic limit, φ ∞ c , is unaffected by β. (Alternatively, we could assume that φ ∞ c depends on β; that analysis is shown in the SM [16] .) The scaling steepens with β and the prefactor of the scaling of the transition width decreases. This indicates that the landscape is smoother with the funnel. Fig. 4 (D) shows this explicitly; as for tuned networks, we plotF, the quantity that we actually minimize, during the minimization process for a given configuration, and simultaneously show F. As before,F decreases monotonically while F exhibits energy barriers. Note that the difference between F andF is not as pronounced as for tuning networks; this suggests that it might be possible to devise a more effective funnel energy function than Eq. 4. It is also likely that introducing a funnel is less effective for unjamming than for tuning because locally preferred structures can be incompatible with the global tiling of space.
Our results show that by introducing a funnel into the jamming energy landscape, we have modified the ratio of volumes occupied by basins of local minima compared to the ones corresponding to global minima and its dependence on system size, affecting the finite size scaling for the basic properties of jamming. While the shifts in the critical packing fraction are not large compared to those achieved by Monte Carlo swap methods [23] , note that we are using infinitely fast quenches. We expect that introducing a funnel into the landscape and then using Monte Carlo swap methods to equilibrate the system slowly could lead to significant changes in the critical packing fraction, allowing the system to approach the ideal glass more closely. It would be interesting to quantify the structure of the funneled landscape [1] , possibly by measuring the distribution of basin volumes of local minima [18, 19] .
In this Letter we have introduced funnels into the landscapes of two completely different systems. In both systems, the proliferation of local minima with increasing system size arises at least in part because of geometrical frustration. In both cases, the funnel simplifies the landscape. In the case of tunable flow networks, the funnel allows the system to achieve the maximal tuning of a constant fraction of tuned edges in the system, independent of system size. In the case of unjamming, the effect on the landscape is less dramatic but still significantly increases the jamming threshold packing fraction.
In both cases, the original cost function contains equivalent contributions from local penalties. We break this invariance by introducing a funnel in configurational space that picks out a region in actual physical space to minimize first. In general, one would expect that the most effective way in which to weight contributions to the landscape depends on the system. Ideally, one first identifies a source of geometrical frustration. For that, it is useful to observe the trajectory in phase space that the system follows during minimization leading to a local minimum. Then one modifies the potential to change this trajectory to avoid the frustration, reducing the number of local minima.
Local minima in complex landscapes limit many processes, including self-assembly [24, 25] , machine learning [26] [27] [28] , the solution of constraint-satisfaction problems [29] or signal reconstruction [30] . The introduction of funnels into these landscapes may lead to more efficient ways to reach the global minima. As a comparison, when a "seed" analogous to a nucleation droplet is used to promote a specific structure in self-assembly [25] , one is manually placing the system close to or inside the basin of one of the global minima in configurational space. In this way, one avoids becoming entrapped in local minima that make it difficult to find the desired configuration. With this picture in mind, we can view the approach that we have taken as a process of landscape-driven nucleation, in which local minima are annihilated. For a complex landscape, this can be far more effective than choosing an initial configuration in the basin of the global minimum.
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