ABSTRACT: New challenges have arisen with the development of large marker panels for livestock species. Models easily become overparameterized when all available markers are included. Solutions have led to the development of shrinkage or regularization techniques. The objective of this study was the application and comparison of Bayesian LASSO (B-L), thick-tailed (Student-t), and semiparametric multiple shrinkage methods. The B-L and Student-t methods were also each analyzed within a single shrinkage and a multiple shrinkage framework. Simulated and real data were used to evaluate each method's performance. Real data consisted of SNP genotypes of 4,069 Holstein sires. Traits included in analysis of real data were milk, fat, protein yield, and somatic cell score. The performance of each model was compared based on correlations between true and predicted genomic predicted transmitting abilities. Model performance was also compared with the performance of routinely used methods such as Bayes-A and GBLUP through cross-validation techniques. When using simulated data regardless of shrinkage framework, shrinkage models outperformed genomic BLUP (GBLUP). The average advantage of shrinkage models ranged from 1% to approximately 8% depending on the prior specifi cation. When analyzing real data, shrinkage models slightly outperformed GBLUP for most traits. Shrinkage models were better able to model traits for which 1 or more SNP of large effect have been identifi ed. Overall, results suggested a relatively small advantage in multiple shrinkage models. Multiple shrinkage methods could represent a useful alternative to current methods of prediction; however, their performance in a variety of scenarios needs to be investigated further.
performance was also compared with the performance of routinely used methods such as Bayes-A and GBLUP through cross-validation techniques. When using simulated data regardless of shrinkage framework, shrinkage models outperformed genomic BLUP (GBLUP). The average advantage of shrinkage models ranged from 1% to approximately 8% depending on the prior specifi cation. When analyzing real data, shrinkage models slightly outperformed GBLUP for most traits. Shrinkage models were better able to model traits for which 1 or more SNP of large effect have been identifi ed. Overall, results suggested a relatively small advantage in multiple shrinkage models. Multiple shrinkage methods could represent a useful alternative to current methods of prediction; however, their performance in a variety of scenarios needs to be investigated further.
INTRODUCTION
Several new challenges in the analysis of genomic data have emerged with the availability of large panels of markers in livestock species. In QTL mapping studies, when all available markers are included in the analysis, models become overparameterized. The same problem arises in the context of genome-assisted selection where precise estimates of each marker effect become problematic with oversaturated models. Model-selection approaches such as the ones proposed by Xu (2003) can represent a solution. A different approach as outlined by Meuwissen et al. (2011) is the use of shrinkage or regularization. Shrinkage can improve estimation of genomic EBV (GEBV) by reducing mean square error, especially in highly dimensional models, with a tradeoff of introducing some bias given that it forces some of the estimated regression coeffi cients to 0. Several shrinkage procedures can be used. In the Bayesian LASSO (B-L) estimation, a double exponential prior is used (Park and Casella, 2008) . Alternatively, Student-t (S-T) distributed priors can be used (ter Braak et al., 2005) . One of the limitations of these approaches resides in the utilization of priors with single mean and scale parameters. However, it is desirable to develop hierarchical priors to allow shrinkage of coeffi cients toward multiple prior means with unknown scale (Gianola et al., 2006) . Greenland (1994) proposed methods allowing multiple shrinkage to a predefi ned set of groups with different means. Nonetheless, when no prior information on the number of groups is available, the method becomes questionable. Recently, MacLehose and Dunson (2010) proposed a multiple shrinkage semiparametric method that allows shrinkage to multiple locations. In their method, MacLehose and Dunson (2010) use a Dirichlet process prior on mean and scale parameters that induce clustering around a small set of non-null means with different degree of shrinkage. Their modeling has a Bayesian hierarchical interpretation that is imple-mented through retrospective Markov Chain Monte Carlo (MCMC) methods (Papaspiliopoulos et al., 2007) . In this approach, the number of shrinkage "clusters" is allowed to grow or shrink so that no prior assumption on the cluster numbers is made.
The objective of this study was the application and comparison of B-L, thick-tailed (Student's t), and semiparametric multiple shrinkage methods. The different strategies were evaluated in both simulated and real data obtained from a genetic program in a dairy cattle breed.
Comparison on the accuracy of GEBV predictions were evaluated among these methods and between these methods and methods currently used [Bayes-A (B-A) and genomic BLUP (GBLUP)] through cross-validation techniques.
MATERIAL AND METHODS

Data Used
Simulated Data. Simulated data were investigated under 5 different scenarios varying in the number of QTL to simulate situations ranging from a large number of QTL with small effects to a small number of QTL with large effect. In all, 9,000, 4,500, 2,000, 500, and 150 QTL scenarios were created. For each scenario, 10 replicates of populations segregating for different numbers of QTL were performed. All simulations were performed with the QMSim software (Sargolzaei and Schenkel, 2009 ). Historical linkage was obtained from a base population of 4,000 individuals (2,000 males and 2,000 females) generated at time 0. Sex ratio was assumed 1:1. Twenty-fi ve hundred generations of random mating were then simulated at decreasing population size to create ancestral linkage disequilibrium (LD), partially based on what was shown by Villa-Angulo et al. (2009) . At generation 2,500, 700 males and 1,500 females remained in the population. At generation 2,501, 100 males and 1,500 females were chosen to represent the population under selection and 20 generations of assortative mating were created for each selected population. Assortative mating was based on the estimated breeding value of each individual that was generated by the software at a constant accuracy of 0.75 for males and 0.65 for females. For each generation, 10% of females and 40% of males were culled to mimic a likely livestock scenario. The simulated genome consisted of 29 chromosomes of 100 cM each. High-density genotyping was simulated with 43,500 biallelic markers. Markers were randomly distributed and assigned equal frequency in the ancestral population. Mutation rate was simulated at 2.5e-3 for markers and 2.5e-6 for QTL, slightly different from that proposed by Solberg et al. (2008) . The greater mutation rate for markers was used to ensure a large number of SNP still segregating in the generations investigated. Mean crossover of 1.2 per chromosome was assumed. A single trait with heritability (h 2 ) of 0.15 and phenotypic variance of 100 units was simulated. Heritability of QTL represented in all cases the 100% of the total heritability. Additive effects of QTL were simulated from a gamma distribution with shape parameter of 0.4 (Vitezica et al., 2011) . To explore the ability of multiple shrinkage (MS) models to group features to the correct mixture component an alternative approach was taken. Markers were in this case simulated from a fi xed number of normal distributions with different means. Namely, 10, 8, 6, 4, and 3 normal distributions were used, and the number of total QTL was similar to that of the previous scenario. Multiple shrinkage models were then evaluated in their ability to identify to converge to the correct number of mixture (bins) in each of the scenarios evaluated. Parameters for the QTL simulation are reported in Table 1 .
At generation 17 of selection, genotypes and breeding values for 1,500 individuals regardless of sex were used as training population. Estimates of SNP effects obtained from this sample were then used in predicting genomic breeding values in the subsequent 3 generations (18, 19, and 20) . Note that although the trait simulated had a nominal h 2 of 0.15, the use of estimated breeding values as pseudo-phenotypes in the training population effectively placed the h 2 to ~70%.
Cattle Data. High-density SNP genotypes of 4069 Holstein sires, and their predicted transmitting abilities (PTA), were obtained from the Bovine Functional Genomics Laboratory and Animal Improvement Programs Laboratory, at the USDA-ARS Beltsville Agricultural Research Center (Beltsville, MD). Genotypes at each SNP locus were coded arbitrarily as -1 (AA), 0 (Aa), 1 (aa), or 5 (missing). Quality checking of the data revealed unreliable or uninformative genotypes. Markers were discarded on the basis of call rate (<0.90) and minor allele frequency (<0.05). Missing genotypes were imputed with the use of BIMBAM (Scheet and Stephens, 2006) . This led to a total of 34,432 SNP available for the subsequent analyses. A 5-fold cross-validation scheme was used in which data were divided into training and prediction datasets. Each training set consisted of 2,848 individuals (~70% of the available data), and each prediction set consisted of the remaining 1,221 individuals. Data analyzed included deregressed PTA obtained under standard infi nitesimal model assumptions through BLUP methodology. Deregression was obtained as outlined by Garrick et al. (2009) . Traits included in the analysis were milk yield (MY), fat yield (FY), protein yield (PY), and somatic cell score (SCS). For all traits, deregressed PTA were standardized to obtain a distribution centered at 0 and with unity variance. Further details on this data can be found in .
Models Evaluated
Shrinkage Models. In this study, genomic predictions were obtained using regression Bayesian models with 3 B-A model. In addition, for B-L and S-T, 2 general model frameworks were used: single shrinkage (SS) and MS.
Prior structure for SS models followed that outlined exponential prior was assigned to SNP variances (de los 2 priors were used 2002). Whereas in B-A, scale and degrees of freedom for this distribution are assumed known, in S-T these 2 parameters were treated as unknown and assigned priors (see Appendix B). In MS models, shrinkage to multiple nonnull values was allowed. This was obtained by expandmixture prior with separate prior location and scale (and -duce dimensionality of the models, a Dirichlet process prior was used, allowing grouping of markers into a smaller algorithm for the MS models were similar to that proposed by MacLehose and Dunson (2010) , and a description of the different schemes is reported in Appendixes A and B.
The general model used in the analysis had the following form:
where y represents the pseudo-phenotype, represents a general constant; for the SNP, and e ij is the random residual for each observation. Gibbs sampling algorithms for all methods were implemented in R (R Development Core Team, 2009). For each analysis, a single chain of 150,000 iterations was run with a burn-in period of 20,000 iterations. Samples were stored every 30 iterations. Convergence of each chain was assessed both by visual inspection of the trace and by the use of estimates of effective sample size for variances obtained through the coda package in R. Inferences on the parameters were made on the average of the posterior samples after burn-in. Although prior distribution of the single shrinkage models outlined above induces shrinkage toward 0, MacLehose and Dunson (2010) proposed an expansion of the B-L model allowing a mixture prior with independent scale
where p represents the number of markers and DE is a double exponential distribution with location and scale j j . A similar scheme can be used with a different prior
where s j and, v j represent scale parameter and degrees of freedom for the distribution. In these approaches, p shrinkage groups can be declustering of the parameters into a m < p number of groups, it is possible to utilize a Dirichlet Prior (DP) so that prior structure for the multiple shrinkage modDunson, 2010) as follows: 
where j |0) represents a degenerate distribution with all be shrunk toward 0 as in single shrinkage methods, and j . The prior of the number of cluster is determined by the a 0 = b 0 , a 1 = b 1 c, and d were in this analysis set at 30, 6.5, 1, 0 and 4 respectively as suggested in MacLehose and Dunson (2010) .
For shrinkage methods, genomic predictions are obtained starting from SNP solutions obtained from each of the models; GEBV are then calculated as the summation of the effect of each marker as outlined by Meuwissen et al. (2001) according to the following formula:
where p is the number of features in the analysis and ˆi g is the solution obtained for a particular marker.
GBLUP. One of the most common models currently -mal model concept by replacing the expected relationship matrix obtained through pedigree data with the realized genomic relationship matrix (G). In this case, solutions are not obtained for each individual feature, but instead, a direct estimate of the individual genetic additive value is obtained.
In our analysis the general model used had the following form:
In this case, the Xb vector reduces to the intercept term, Z is an incidence matrix relating observations to individuals, u is a vector of normally distributed breeding values, and e is a vector of independent normally distributed random residuals. The variance of u is G 2 a , with G representing the genomic relationship matrix. The genomic relationship matrix was obtained as outlined by VanRaden (2008) as
with g 1 and g 0 representing intercept and regres-ZZ' = g 0 11' g 1 A, with A representing the numerator relationship matrix among sires. A Gibbs sampling algorithm for the estimation of variance components and random effects was implemented in R (R Development Core Team, 2009). Details of the algorithm are given in Appendix C.
Evaluation Criteria
The comparison of the different models tested was performed on the basis of the correlations between true and predicted genomic PTA. Additionally, the means square error (MSE) for each method was obtained. Bias was obtained as follows:
where s is the number of individuals in the testing set (Gonzalez-Recio et al., 2010) .
The PTA from the general model were regressed on predictions obtained with the different methods asˆi y as follows: 
RESULTS AND DISCUSSION
In our analysis, the average time per iteration for the cattle data set was 0.02 s for GBLUP, 4.1 s for B-A, 7.1 s for S-T, and 7.1 s for B-L, in the SS framework. Iteration time in the MS framework depended on the number of clus-45 s per iteration. On average, MS models took about 650 (± 350) iterations to converge to a stable number of clusters.
Clustering Behavior of the MS Models
Simulated Data. The clustering performances of the MS models in the simulated data are reported in Figure 1 . On the left panel, the estimated number of clusters (along with the SE) is plotted against the true number of clusters simulated for both realizations of the MS framework. As the number of QTL and clusters increased from 150 (3 clusters) to 9,000 (10 clusters), the clustering behavior of the models became more erratic. Whereas the average of the number of clusters across replicates was in line with the true simulated scenario (11.2, 9.2, 6.1, 4.6 and 3.6 for MS S-T; and 11.4, 7.4, 5.3, 4.2 and 2.8 for MS B-L, with true clusters number of 10, 8, 6, 4 and 3, respectively), variability across replicates the number of markers with non-null effects increased, with SE ranging from approximately 1 cluster when the number of QTL is small to 4.2 and 3.3 clusters for S-T and B-L models when 9,000 QTL and 10 true clusters were simulated. The variability was larger when marker effects were drawn from a gamma distribution rather than from a fi xed number of clusters (right panel). Again in this case, when the number of markers was small, the models correctly identifi ed the marker clusters, whereas as the number of QTL increased, performances of both S-T and B-L models in clustering decreased, with SE around the point estimates for 9,000 QTL of 11.5 and 12.3 for the S-T and B-L specifi cations respectively.
In general, SNP with larger effects were identifi ed correctly and the behavior in clusters with smaller effects was unstable. In replicates where the clusters comprised a large number or markers, the estimated shrinkage parameters (λ, S, and υ) led to a milder shrinkage with respect to replicates with a smaller number of predictors per cluster (data not shown). Differences in prior specifi cations of the models (B-L vs. S-T) did not result in signifi cant changes in the clustering behavior. Results from simulated data suggest that MS models correctly identify the number of clusters, regardless of the prior specifi cation used only when a relatively small number of QTL regulates the trait. The ability of MS models to correctly identify the shrinkage mean for each cluster and the number of features belonging to each cluster is relatively poor especially for markers with small effects (data not shown).
Cattle Data
The clustering results for real data in multiple shrinkage models over 5 replicates are reported in Table 2 . For this scenario, the exact number of clusters is not available. Nonetheless, the concordance among different replicates can be used to gauge the ability of MS models to appropriately cluster features. The average number of clusters across replicates is reported in Table 2 along with minimum and maximum number of clusters. It appears from the results that both MS B-L and MS S-T models present a large variability in the number of clusters obtained per replicate, similarly to what was found in simulated data. For example, the number of identifi ed clusters for milk yield ranged from a minimum of 4 to a maximum of 21, and a minimum of 5 to a maximum of 19 for S-T and B-L models, respectively. It should be noted that the variability in the number of clusters identifi ed is reduced for those traits for which QTL with large effect were estimated, such as fat yield (minimum 3, maximum 12, and minimum 3, maximum 9 for S-T and B-L, respectively). A closer look at this behavior reveals that most of the variation observed in the number of clusters is concentrated around clusters shrinking features to small values of μ close to but not exactly 0 (data not shown). In our analysis, the α hyper-parameter determines the clustering behavior of the models. In the results reported, α is fi xed at a value of 1. To further explore clustering behavior of the models, we evaluated different values of α ranging from 0.1 to 2.5 in both the simulated and the cattle data sets. Whereas increasing the α value resulted in a proportional increase of the model complexity in simulated data, results for the cattle data set were contradictory, with a slight decrease of the cluster number for smaller values of α and similar results to those presented for values of α larger than 1. In all instances, model replicates failed to converge to a stable number of clusters. A partial explanation for this behavior could be the effect of population sampling in the cross-validation procedure, which will be further discussed in the next section.
Models Performance in Genomic Selection
Simulated Data. Pearson correlations among true breeding values and GEBV obtained from SNP estimates in the training population in 3 subsequent prediction generations are reported in Figure 2 for all models over 10 replicates of the QTL simulations from the scenarios in which markers were simulated from a gamma distribution. Scenarios with fi xed number of clusters produced overall similar results. A consideration on the notation used: Although we do recognize that that GBLUP model performs data shrinkage, for the sake of clarity, we refer to shrinkage models collectively only to those for which the shrinkage was modeled explicitly (B-A, S-T, B-L, and their MS counterparts).
In most prediction generations of the simulated scenarios, shrinkage models, whether within a SS or MS framework, outperformed GBLUP, by an amount dependent on the simulation structure. The average advantage ranged from approximately 1% for S-T in the fi rst generation of prediction to ~6% for the simulated SS B-L for generations 1 to 3 in the scenario with 150 QTL simulated. An exception to these results was represented by the B-A models that were outperformed by GBLUP in simulations with a large number of QTL with smaller effects (9,000 4,000, and 2,000 QTL). In general, the advantage of the more complex models over GBLUP faded as the complexity of the trait simulated increased. When 9,000 QTL were simulated, the maximum difference in accuracy in GEN1 was obtained between MS B-L and B-A, with a difference of approximately 4% in favor of the fi rst one. Single versus multiple shrinkage showed no differences in accuracy (virtually 0% for both MS versions of S-T and B-L versus their SS counterparts). Also, the prior shape did not infl uence the accuracy of the estimates. The GBLUP performed in all cases only ~2% worse than the other models with the exception of B-A, where it showed an advantage of 2%. The model ranking remained virtually the same for GEN2 and GEN3, with a slightly sharper decline in accuracy for GBLUP (from 61%, SE 0.004 to 57.3% SE 0.001), whereas the most stable models resulted from MS B-L, with a decrease of approximately 2% from GEN1 to GEN3 (0.632 SE 0.01 to 0.611 SE 0.007). When the number of markers simulated decreased to 4,000 and 2,000, shrinkage methods became more competitive with respect to the GBLUP model. The model MS B-L resulted in the best model across generations, although its advantage over the other models was not signifi cant and faded over time. The shape of the priors played a role in this case, and LASSO models were consistently better than S-T models both within SS and MS frameworks (e.g., 2.2 and 1.8% advantage in GEN1 for LASSO compared with S-T in SS and MS frameworks respectively, for 4,000 QTL; and 2.3, 1.4, 0.8 and 1.9, 1.1, 0.4% in SS and MS frameworks for 2000 QTL). With an ulterior decrease in QTL number, the advantage of shrinkage models became more marked. In the 600 QTL scenario, double exponential models were consistently better than all other models, with an advantage of ~3% over S-T both in SS and MS, of 5% over B-A, and of 8% over GBLUP in GEN1 and similar trends in GEN2 and GEN3. In addition, performances of the B-A model became better than GBLUP (2.8, 3.4, 0.8% advantage for B-A in GEN1 to 3), which ranked consistently last across generations. Again, MS-B-L model remained the most stable over time, although accuracies obtained were not signifi cantly better than its SS counterpart. Finally, with the lowest number of marker simulated S-T models outperformed LASSO models both within SS and MS frameworks. The B-A obtained high correlations (69%) in GEN1, but accuracies decreased more sharply than for other methods, with the exception of GBLUP. In this case, MS S-T was better compared with its SS counterpart.
In general, among shrinkage models, the priors structures seemed to play a role in the accuracy of GEBV predictions. The only model with fi xed shrinkage parameters (B-A) performed worse than models where these parameters were obtained from the data. The use of different priors specifi cations did not signifi cantly affect the performance of the models, although double exponential models performed better when an intermediate number of QTL simulated (600, 2,000), and S-T models resulted better when a small number of QTL was present in the populations (150).
Results obtained within the MS framework for the most part overlapped those obtained with SS models. In all scenarios, trends obtained in GEN2 and GEN3 were similar to those obtained in GEN1, although differences between accuracies obtained through GBLUP and shrinkage methods decreased. It should be noted that in all cases, SE for the MS models were larger than the ones obtained from their SS counterparts, on average approximately double, possibly as a refl ection of the inconsistent clustering behavior of the models previously outlined. Finally, as expected, the decay of LD decreased accuracy over time for all models.
Cattle Data. Pearson correlations between PTA records and genomic predictions for the 4 traits investigated are reported in Table 3 . For most of the traits, shrinkage models performed as well or slightly better than the GBLUP model. In all cases, average correlations were comparable but reduced when compared with those obtained by VanRaden et al. (2009) . As previously shown (Cole et al., 2009 ), traits for which 1 or more SNP of large effects have been identifi ed (e.g., fat yield) were better modeled by shrinkage models regardless of prior specifi cation. Within the SS framework, as for simulated data, models with scale parameters estimated from the data outperformed B-A. Moreover, for most of the traits, performances of GBLUP and B-A were nearly identical. Different prior specifi cations within the SS framework produced similar results, although predictions obtained from double exponential priors were slightly more stable than those obtained from inverted χ 2 , with differences in SE between SS S-T and B-L models of 0.001 averaged across traits. The average accuracy of MS models was slightly greater with respect to the SS models (~2% averaged across traits and prior specifi cations). Nonetheless, SE obtained across replicates were larger for MS compared with SS models for all traits, possibly refl ecting the inability of MS models to converge to the same number of clusters over replicates.
It should be noted that SE of accuracies obtained in our analysis were relatively large for all the models considered. It has been shown how genomic selection traces familiar linkage as well as LD (Habier et al., 2010) . Contrary to what was reported by other authors , the cattle set in our analysis was not split chronologically but randomly. This may have affected the effective representation of familiar linkage in the repeated training sets, thus contributing to the increased variability over replicates. Furthermore, this may partially explain the convergence to different number of clusters over replicates of the training set. Habier et al. (2010) outlined how randomly partitioning the data can overestimate accuracies of GEBV as it results in high genetic relationship among training and prediction sets. In our analysis, random partition was used to allow a more thorough cross-validation compared with the old-to-young scheme conventionally used. Because the purpose of the analysis was not to quantify predictive ability of each method in itself but only in relation to the others, bias introduced by the random split should not have affected the overall results. Finally, for traits such as MY and SCS where no QTL with large effects are present, performances of MS shrinkage models were essentially in line with predictions obtained through GBLUP.
Bias MSE of predictions, along with intercept and slope of the regression of GEBV on predicted PTA, is reported in Table 4 . For most traits, MS showed the smallest MSE (1.08, 1.04; 1.09, 1.07; 1.08, 1.09; 1.10, 1.09; 1.15, 1.07 for S-T and B-L models, respectively, for MY, FY, PY, and SCS), with B-A ranking last with the largest MSE (1.98, 2.14, 1.87, 2.29, for MY, FY, PY, and SCS, respectively). The choice of different priors yielded similar results in both SS and MS approaches. All methods present similar results, and results are comparable with those obtained through GBLUP. Similarly, MS methods obtained on average reduced values of bias, although not signifi cantly different from those obtained by SS methods. Differences in bias in this case do not account for the normalization of the data. In all cases, shrinkage methods, whether within the SS or MS scenario, showed a tendency to overestimate the true PTA, whereas at least in this study, GBLUP underestimated progeny means. Similar regression coeffi cients were found by Aguilar et al. (2010) and Gonzalez-Recio et al. (2010) for different traits in similar datasets. In our study, different methods were compared for their ability to perform in genomic selection predictions. Alternative Bayesian models with different prior speciGenerally, both in simulated and real data, the choice of priors did not appear to play a major role in the predictive ability of the models. Nonetheless, models for which the amount of shrinkage is determined a priori (B-A) performed the worst in our analysis. A method that allows shrinkage to multiple locations and with different degrees of shrinkage was tested in this study. On the basis of the results, it was concluded that there is a relatively small advantage of these methods over their single shrinkage counterpart both in terms of accuracy and of bias. This advantage is nonetheless offset by larger, more cumbersome models. Multiple shrinkage methods represent an alternative to current methods of prediction, given that some of the models currently applied can be easily converted to their multiple shrinkage counterpart. However, their performances should be investigated further with particular regards to their clustering properties.
Conclusions
APPENDIX A
Single shrinkage analyses were performed with three different approaches, considering additive genetic effects only. The general structure of the models in matrix form was as follows:
where y is the vector of phenotypic effects, μ is the overall mean, is the vector of additive effects for each marker, X is a matrix of genotypes expressed as number of copies of an arbitrary allele (0,1,2) for each SNP, and e is a vector of residuals assumed N e 2 ). All models 2 t ) prior were assigned to μ 2 e , respectively. The remaining prior structure was: 0.12 ±0.01 1 GBLUP = genomic BLUP; B-A = Bayes-A; S-T = Student-t; B-L = Bayesian LASSO; MS = multiple shrinkage.
APPENDIX B
Multiple shrinkage analyses were performed with 2 different approaches, considering additive genetic effects only. The general structure of the models was identical to Sampling algorithm utilized for the single shrinkage analysis was used to obtain samples from the joint posterior distribution. Steps of the algorithm are outlined below for the MS B-L. Differences with S-T steps are similar to those outlined in Appendix A and are not described here.
1. Assign SNP to k groups with means μ = (μ* k1 ...,μ* kp ) and λ = (λ* k1 ...,λ* kp ) 2. Sample β j from N(β j | μ l ,σ 2 gj ), with l representing the bin in which the predictor falls in the current round 3. Sample σ 2 e from Inv -χ 2 (σ 2 e | y, μ, β) 4. Sample σ 2 gj from InvGauss (σ 2 gj | β j , λ l ) 5. Sample μ = (μ* k1 ...,μ* kp ) and λ = (λ* k1 ...,λ* kp ) ·mean for the first bin is f(μ* 1 | λ 1 ,β) =δ(μ 1 |0) ·λ for the first bin is sampled from configuration is proposed, allowing the number of bins to either increase or decrease. The new configuration is then accepted or rejected through a metropolis step.
-Calling K the current bins configuration generates a new configuration:
