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PREFACE 
This dissertation is c<;>ncer:qed with the development of 
a nup,erical simulator for the three-dimensional flow of two 
immiscible, compressible :fluid phases in porous media, in-
cluding the effects of gravity, capillarity, heterogeneity, 
and hysteresis in relative permeability and capillarity. 
The primary objective of the research project was the devel-
opment of an evaluation-prediction tool for gas recovery 
from gas fields under active water drive, cyclic gas move-
ment in aquifer gas storage and, in particular, to determine 
the quantity of residual gas remaining in an aquifer-
reservoir complex at abandonment. The secondary objective 
was the investigation of the qualitative and quantitative 
effects of rigorol.ls representation of hysteretic relative 
permeability and capillarity, on the numerically computed 
saturation and pressure distributions. 
A set of two, second-order, non-linear, parabolic 
partial differential equations governing two-phase, hyster-
etic flow were derived. An analogous system of difference 
equations were developed for numerical solution by an alter-
nating direction implicit iterative method. Semiempirical 
r.elationships spanning the domain of relative permeability 
and capillarity data were derived from laboratory data and 
statistical-capillaric models of the porous media. 
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Parametric ~ensitivity studies of the effects of relative 
permeability and capillarity on the numerical calculation of 
fluid saturation-pressure distributions were made by simula-
tion of hypothetical systems representing typical prototype 
reservoirs. 
I would like to take this opportunity to express my 
appreciation ~or .the assistance and guidance given me by the 
following members of my committee: Professor A.G. Comer, 
Thesis Adviser, who was always available for counsel, en-
couragement, and professional ~ooperation; Dr. J. A. 
Wiebelt, Committee Chairman; Doctors A. M. Rowe, R. J. 
Schoeppel, and G. T. Stevens, Committee Members, for their 
interest and assistance. 
I wish to thank the Northern Natural Gas Company of 
Omaha, Nebraska, for full sponsorship of this research 
project. I appreciate the interest and the assistance of 
Messrs. F. D. Stockman, E. v. Martinson, L. N. Reed, and 
A. B<rtca and his staff, of Northern. 
My appreciation also goes to Mr. R. D. Grimm, 
Consultant; to Dr. J. R. Dempsey and Dr. K. H. Coats of the 
University of Texas; and to Mr. J. H. Henderson of Inter-
national Computing Applications, Inc., for their personal 
interest and suggestions. 
In addition, I offer my thanks to Mrs. Sherry Kreger, 
Mrs. Melba Greene, Miss Sandy Alm, Mrs. Mari.an Cole and Mrs. 
Patricia VanOutry for their typing excellence and advice on 
the various drafts of this thesis, and to Miss Velda Davis 
iv 
for the final typing of this manuscript, and to Mr. M. B. 
Lehman for his superior drafting. 
Finally, I would like to express my deep appreciation 
to my wife, Lynne, my son, Pars,, and my parents, whose 
1 
understanding, encouragement, and sacrifice were invaluable 
in the preparation of this dissertation. 
V 
TABLE OF CONTENTS 
Chapter 
I. INTRODUCTION 
II. LITERATURE SURVEY 
III. STATEMENT OF THE PROBLEM 
IV. GENERATION OF HYSTERETIC CAPILLARY 




CURVES . . • . . . . . . . . . . 
Hysteretic PC Model ...•.. 
Hysteretic RP Model ...• 
Semi-~mpirical Relations for 
Hysteretic RP and PC •••. 
DESCRIPTION OF THE NUMERICAL MODEL. 
Partial lntegration of Equations 
of Two-Phase Flow ..••••• 
APPLICATION OF THE NUMERICAL SIMULATOR: 
SENSITIVITY STUDIES OF RP AND PC IN 
RESERVOIR MODELING ........•... 
SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS . . . 
BIBLIOGRAPHY • • • • • • • ~ • e • • • • • • • • • • e 
APPENDIX A - EQUATlONS OF INTERMEDIATE DRAINAGE -
APPENDlX B -
IMBIBITION RP AND PC . . . ... 
FLOW EQUATIONS GOVERNING THE THREE-
DIMENSIONAL, TWO-PHASE, COMPRESSIBLE, 
IMMISCIBLE, HYSTERETIC FLOW IN 
POROUS MEDIA ........• 
APPENDIX C - HYSTRACK ALGORITHM .. 
APPENDlX D - PARTIAL INTEGRATION OF EQUATIONS OF 
TWO-PHASE FLOW--VERTICAL EQUILIBRIUM 


















APPENDIX E - PARAMETRIC SENSITIVITY STUDIES 
OF RP AND PC IN RESERVOIR 
MODELING •••.•.... 












LIST OF TABLES 
s.aturation ( Sw) Maps for tile Example 
Simulation Run A1 ••••••••• 
Pressure Profiles for E~ample Simulation 
Run A 1 ( p s i ) • • • • • • . • 
Saturation (Sw) Map for Run B1 at the 
Simulation Time Level of 763 Days. 
Saturation (Sw) frofiles for Runs B5 and 
· B6 at the Simulation Time Level of 763 
Days • • • • .• • , • • . . .• • 
Saturation (Sw) Profiles for Runs C1, C2, 
CJ at Simulation Time of 313 Days and 
Run D1 at 82.3 Dr,1ys • • • . • . • • • • 
Saturation-Pressure Data From Runs F1...;F5 













Typical Relationships Between Capillary 
Pressure and Saturations of Wetting 
.and Non-Wetting Phases . 
Cyclic Capillary Pressure, Core A1-S1 
Cyclic Capillary Pressure, Core H1-FJ 
4. Growth in Capillary Pressure Envelope 
5. Relative Permeability Curves for, (a) 
Consolidated Sands (b) Unconsolidated 
Glass Spheres (Reproduced From Naar-
Henderson (64) Original Article) 
6. Relative Permeability, Core Ai-Si 
7. Relative Permeability, Core H1~fJ 
• 1 
8. Bounding Drainage Relative Permeability 
Curves Generated by Eqvations (6) and (7) 
9. Various Paths for Bounding Imbibition 
Capillarity Curves Generated by 
Equation (1J) 
10. Two-Dimensional Grid Network Used in 
Simulation Run Groups A, B, C, D •. 
11. Injection-Production Schedule for Each Well 
in Simulation Run Ai. 
12. Flow Chart for Hystrack Algorithm 
1J. Loci of Non-Wetting Phase Relative Permeability 
Calculated by Hystrack Algorithm. . • 
14. Linear and Curvilinear Capillary Pressure 



















15. Water Saturation Versus Simulation Time 
Pl6ts for Runs Bi, B2, and BJ [Blocks 
( 5, 1) and ( 5 ,5)] 
16. Water Saturation Versus Simulation Time 
Plots for Runs Bi, B2, and BJ [Blocks 
(6,1) and (6,5)] •••• 
17. Water Saturation Versus Simulation Time 
P 1 o t s for Run B 4 [ B 1 o ck s ( 5 , 1 ) ,, ( 5 , 5 ) , 
(6,1), and (6,5)] ••• 
18. Dynamic Block Pressure Versus Simulation 
Time Plots for Runs Bi and B4 ••. 
19. Water Cut Per Well in Simulµtion Runs Ci, 
C2, and CJ. • • • . •.•••• 







Runs Ci and Di. . • • . . • 152 
21. Sensitivity of Equilibrium Capillary Pressure 
tq Depth of Partial Integration in Dip~ 
Normal Direction, Hz • • • 155 
22. Sensitivity of Equilibrium Relative 
Permeability to Depth of ];>artial Integra-
tion in Dip-Normal Direction, Hz 157 
23. Two-Dimensional Grid Network Used in 
Simulation Run E1 • • • 161 
24. One-Dimensional Radial Grid Network Used in 
Simulation Run FJ •• 
25. Saturation Distribution About the Injection 
Well at Various Levels of Run FJ Simulation 





During the last decade there has been an increased 
realization of the need for refined, quantitative answers 
concerning the behavior of hydrocarbon reservoirs and their 
management. The exploitation of these reservoirs continues 
to be accelerated to meet the ever growing demand for energy 
resources. As the exploitation of the known reservoirs in-
tensifies and the discovery of the significant new reser-
voirs becomes more difficult, the technologists and their 
management become more interested in the response of the 
known reservoir~ to advanced recovery techniques, whereas 
I 
I 
the in~tial concern has been the delineation and exploration 
of these reservoirs. Due to intense competition~ both in 
exploration and exploitation, and gradual exhaustion of 
hydrocarbons through productioni the principal problem con-
fronting the reservoir technologists today is one of proper 
reservoir management to achieve optimum recovery. Before 
these energy resources can be managed, they must be quanti-
tatively appraised so that the proposed exploitation tech-
niques can be evaluated. 
Emphasis is now placed on the quantitative description 
of the geologic, and dynamic fluid properties affecting the 
1 
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hydrocarbon energy source yielding capacity of wells and 
reservoirs. Research is being directed toward developing 
and improving analytical and numerical methods of simulating 
the response of wells and reservoirs to various exploitation 
techniques. 
The primary objective of the research which is the 
basis of this dissertation h&s been the development of a 
numerical simulator for the three-dimensional flow of two 
immiscible, compressible fluid phases in porous media, in-
eluding the effects of gravity, capillarity, and hysteresis 
in relative permeability and capillarity. The seco~d objec-
tive was the investigation of the qualitative and quantita-
tive effects of rigorous representation of hysteresis in 
capillarity and relative permeability on the model to deter-
mine whether and when such rigor is worthwhile. 
One of the most important problems in the design of gas 
storage fields is that of determining or estimating the in-
dividual and cumulative deliverabilities and injectabilities 
of wells as a function of time, gas-in-place, and injection-
withdrawal patterns. In order to do this, reservoir pres-
sure and saturation distribution must be determined or 
predicted as~ function of time, which requires the use of a 
suitable simulator. The prediction of fluid movement by a 
simulator is also important in estimating the most advanta-
geous positio~s of new wells, exploitation rates to which 
I 
they can be subjected, and the position of the gas-water 
transition zone during periods of high and low reservoir 
3 
pressure and gas-in-place to avoid gas movement beyond the 
"spill point", and watering (or coning) of wellse It must 
be pointed out that gas reservoirs naturally developed in 
aquifers over a period of geologic time offer just as much 
challenge to technologic and economic ingenuity of man as 
the gas storage reservoirs 1 except that the initial drainage 
process has been accomplished by nature and there is usually 
no cycling of gas. This dissertation will be concerned with 
the simulation of reservoirs containing two immiscible 1 
compressible fluids with particular emphasis on technologi-
cally more general, cyclic storage reservoirs. 
Such a simulator is also applicable to oil-water sys-
tems in the vicinity and above the bubble-point 1 and to gas-
oil systems subject to sufficiently small pressure 
gradients. 
Analytical and pseudo-analytical methods have hereto-
fore been applied to relatively uniform reservoir-aquifer 
systems with simple geometry only. More complex systems 
defy the capabilities of these techniques, or 1 in some 
cases, the computational effort becomes astronomical. 
These techniques are well documented in the Society of 
Petroleum Engineers (SPE) literature. Earlier referenced 
work of the author provides the most recent mathematical 
description and field applications (1 1 2 1 3). 
Numerical simulators have emerged in response to the 
need for detailed studies, and the failure of convenient 
classical methods, such as the separation of variables 
techniques or Green's functions, in solving the differential 
analogs of the multi-dimensional, multi-phase flow systems. 
Today, generalized simulators are available to most reser-
voir technologists and development work continues with ever 
increasing tempo: However, the realism and the versatility 
of analytica 1 or numerical simulators depend largely upon 
the availability of abundant and accurate data. Frequently, 
basic data are not sufficient to warrant a rigorous descrip-
tion of a complex system by numerical analogs, and in such 
cases simpler, faster and cheaper analytical methods may be 
just as useful. 
The advantage of a numerical simulator is, at least, 
twofold. Firstly, it provides answers where analytical 
techniques fail. Secondly, it provides a complete pressure 
and saturation information at each point in time and space 
which is beyond the capabilities of present analytical 
simulators. 
Various methods (4 - 7) of simulating the flow of one 
to three fluids within porous media and in one to two 
spatial dimensions have been reported. To the author's 
knowledge, the only numerical simulator for two-phase, 
immiscible, compressible, three-dimensional flow in porous 
media, is the one reported by Coates et al. (8). However, 
this simulator does not incorporate the effects of capil-
larity and relative permeability hysteresis._ Recent in-
vestigations show that relative permeabilities and capillary 
pressures are functions of phase saturations (10-14). Tests 
performed by Comer (15) demonstrated that relative permea-
bility and capillary pressure depend upon the number of 
drainage-imbibition cycles the porous media are subjected 
to, and therefore time (saturation history) also becomes a 
factor. The importance of hysteresis in dynamic and static 
capillary equilibri~m in porous materials was stressed in 
recent excellent papers by Melrose (16), and by Morrow and 
Harris (17). 
A number of gas-water reservoir simulation studies 
have been performed in this research to test the accuracy 
and validity of the simulator, as well as its sensitivity 
to the methods of representing relative permeability and 
5 
capillary pressure data. Specific initial drainage, initial 
imbibition, and cyclic gas injection-withdrawal simulations 




In 1856, French hydrologist Henry Darcy (18) demon-
strated the existence of a parameter characterizing the 
fluid conductivity of porous materials. The equation which 
defined "permeability" as fluid conductivity in porous media 
in terms of measurable quantities bec·ame known as Darcy's 
Law. The unit of permeability was named Darcy in honor of 
its originator. Later, Hubbard generalized the Darcy Law 
and showed how it could be derived from Navier-Stokes equa-
tions ( 19). In gener~l form, Darcy's Law is written as: 
V = ( 1) 
where, ~/Bis the permeability and it is generally repre-
sented by the letter k. I 3 is a unit vector taken positive 
upward. Symbol list for the text is given in Appendix F. 
U~til early 1930's integrals of this law were applied 
to hydrocarbon reservoirs assuming single phase flow. 
Experimental ~ork in the early 1930 1 s showed that the perme-
ability to each phase was reduced when more than one fluid 
phase was present in porous materials (20, 21). In a cele-
brated publicatio~ Muskat and Meres (22) postulated the con-
cept of relative rermeability. The corresponding form of 
6 
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Darcy's Law can be written as: 
( 2 ) 
where f denotes a particular fluid phase. 
Early drainage experiments showed that the relative 
permeabilities depend only on the saturation of fluid 
phases within the samples of porous media tested (23, 24). 
The product (kkr ) became known as the effective permeabil-
f 
ity to phase f. A multitude of papers have been published 
since the introduction of this concept (13, 14, 24, 25 7 
26). Much work has beeµ done in this area by Comer et al. 
(10-15). 
L~ter, it was realized that distinct relative perme-
abilities versus phase saturation curves were obtained dur-
ing drainage-imbibition tests, indicating the importance of 
the direction of phase saturation changes (10, 11 7 12, 13, 
14, 24, 25). Comer's (15) recent work showed that hystere-
sis itself is influenced by the number of drainage-
imbibition cycles imposed on porous media. 
The concept of capillary pressure in multi~phase fluid 
flow in porous media was introduced by Leverett (27). The 
capillary pressure is the difference in pressure across a 
fluid-fluid interface, and it is caused by the interfacial 
tension. Although the capillary pressure can be calculated 
from LaPlace's well~known equation, 
( 3) 
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or from other expressions involving interfacial tension and 
contact angle (measure of wettability), such equations are 
not used in macroscopic treatment of porous media. Most of 
the elements in these equations are very hard to measure, if 
not presently impossible; furthermore, the very complex and 
tortuous nature of porous media in microscopic view, and 
variations in wettability from point-to-point and with time 
makes such equatiop_s impractical. As in the case of rela-
tive permeab~lity, capillary pressure has successfully been 
correlated with phase saturation tn the laboratory. Hyster-
esis phenomenon has been observed in capillary pressure 
versus saturation plots, including the effects of cycling 
( 15) • Three excellent papers by Pickell et al. (28) Morrow 
and Harris (17), and Melrose (16) on the capillary pressure 
hysteresis are referenced. 
Buck],ey and Leverett (29) derived the "fractional flow 
equations" for the flow of inuniscible fluid phases in one-
dimensional media, in 1942. Since their introduction, these 
equations, together with the concepts of relative permeabil-
ity and capillary pressure, have been used in one form or 
another in numerous analytical and numerical simulators. 
Until the advent of digital computers which enhanced 
the power and the practicality of numerical methods, simu-
lators were limited to solutions of basic differential equa-
tions governing fluid flow in porous media for linear and 
radial systems. 
It appears that the first simulation work employing 
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numerical methods and computing machines was done by 
Terwillinger et al~ (JO) in 1951. These investigators ap-
plied fractional flow equations, including capillarity and 
gravity effects to the description of one-dimensional, gas-
water system gravity drainage experiments conducted in the 
laboratory, and obtained good agreement between experimental 
and computed performance data. 
Numerical methods of solving partial differential equa-
tions are not new. However, within the last decade and a 
half tremendous strides have been made. Southwell (31) 
describes the relaxation methods used before mid 40 1 s. In 
1947 Crank and Nicholson developed a practical method of 
numerically integrating partial differential equations of 
heat conduction typ~ (32). Researchers like Frankel (33, 
34) and DeFort (34) investigated the stability conditions 
and convergence rates of numerical treatment of partial dif-
ferential equations (PDE). 
From the early 1950's until the present, three research-
ers made greatly significant contributions to the numerical 
solution of parabolic and elliptic PDE. 
Starting in 1952, Douglas, Peaceman and Rachford (36-
42) developed various implicit and. explicit methods of 
solving PDE governing heat conduction, and fluid flow in 
one to three spatial dimensions. These investigators, as 
well as others, established rigorous stability and conver-
gence criteria for various finite difference methods of 
solving PDE. Coates (50, 51, 52, 53) has been the leading 
reservoir technologist in applyiug and extending the works 
of Douglas, Peaceman and Rachford to multi-phase multi-
dimensional fluid flow in porous media. 
10 
In 1954 West et al. (43) studied horizontal and linear 
systems produced under gas drive, neglecting capillary 
phenomena. Th.ey used implicit finite difference grid sys-
tems. Others investigated (44, 45) one dimensional flow, 
including capillarity and gravity effects, and structural 
inclination. Sbeld9n et al. (46) transformed one-
dimensional two-phase flow equations to Lagrangian coordi-
nates, where saturation and time are independent variables 1 
and applied the method of characteristics in obtaining nu-
merical solutions. 
In 1953 Peaceman and Rachford (36, 39) proposed the 
first alternating-direction implicit (ADI) technique of 
solving parabolic (or unsteady-state) problems, and itera-
tive ADI procedure 0£ solving elliptic (or steady-state) 
problems. This technique' reduced the machine computation 
time and provided a lift for expanding research on numerical 
simulation methods. However, the generalization of this 
method to three spat~al dimensions was not stable for large 
ratio of time increment to the square of space increment. 
Douglas and Rachford (40) proposed a second ADI method, 
which, in three dimensions is a perturbation of the backward 
difference equation (first order correct in time). Douglas 
later proposed a third ADI method (47) for three space 
variables that is a modification of the Crank-Nicholson 
11 
equation; consequently, it is second order correct in time. 
In this author's opinion, the most important single 
paper in numerical simulation is one by Douglas, Peaceman, 
and Rachford (42), in which classical finite difference 
treatment of two-phase, immiscible, incompressible fluid 
flow in porous media, in two dimensions was made by using 
iterative ADI ~ethod. 
In 1965 Quan, Dranchuk, and Allada introduced an 
"Alternating Direction E;xplicit" (48, 49) -- abbreviated 
·ADE -- process for two dimensional two-phase systems. The 
following year Coates et al. (50) reported important find-
ings in the comparison of ADI and ADE applied to various 
reservoir problems. They found ADI superior in accuracy 
but slightly slower than ADE, in contrast with earlier 
claims that ADI was much slower than ADE (49). 
The most recent report on simulating two phase, 
immiscible fluid system behavior in porous media is a 
SPE paper by Coates et al. (8) where a three-dimensional 
model for two~phase, immis~ible, compressible flow, in-
cluding capillarity and gravity effects are treated neg-
lecting hysteresis in relative permeab:ili ty and capillary 
pressure. Coates also presented recent papers on the simu-
lation of three-phase flow (52, 53). Excellent papers by 
Irby and Lamoreaux (54), Schwaube and Brand (55), Garrett 
(56), and Briggs and Dixon (57) are available in SPE liter-
ature on the progress an4 evaluation of multiphase flow 
simulators. 
CHAPTER III 
STATEMENT OF THE PROBLEM 
Th~s research project was initiated to develop a per-
formance evaluation-prediction tool for cyclic gas movement 
in aquifer storage and, in particular, estimation of resid-
ual gas remaining in an aquifer-reservoir complex at 
abandonment. The movement of natural gas in contact with 
underground water is a special case of multi-phase immisci-
ble displacement in porous media. Hence, the central prob-
lem of this dissertation is the extension of the theory~of 
immiscible displacement to include multi-cycle drainage-
imbibition processes involvi~g two compressible fluids, and 
to develop a mat];lematical simulator of the flow system. 
The theory of immiscible fluid displacement in porous 
media is based on the fundamental concepts of relative 
permeability, capillarity, Darcy's Law, equation of state, 
and material balc;lnce. Multi-cycle drainage-imbibition 
processes differ from the non-cyclic displacement in that 
dynamic hysteresis exhibited by relative phase permeability 
and capillarity must be considered. 
In order to save space, the following abbreviations 
were used in the rest of this dissertation: 
PC= capillary pressure 
12 
NWF (and nor g) :::i non-,-wetting fluid 
WF (and w) :::! wetting fluid 
SNWf = saturation of the non-wetting 
fluid 
= saturation of' the wetting fluid 




RPN = relative permeability to non-wetting 
phase 
RPW = relative permeability to wetting 
phase 
In studies of' immiscible displacement, it is common 
practice to assume that WF saturation is everywhere de-
creasing qr increa~in$· This'permits the classification of' 
the displaceme;o.t process as drainage (desaturation) or 
imbibition, everywhere in the rock-fluid system bei;ng 
considered. Until the e~per;imental verification of' the 
existence of hysteresis in PC or RP versus phase saturation 
relationships, correlations based on drainage conditions 
alone were used in reservoir and well performance equations. 
Today, it is realized that the two types of' displacement 
mechanisms are each associated with separate RP and PC 
characteristics, and drainage or imbibition data is used 
depending on the classification of' the process studied. It 
is common p~actice to use imQibition data for secondary, 
tertiary, etc., drainage-imbibition processes, 
The normal procedure is tq obtain PC~satQration and 
RP-saturation data by te~ting core samples presumably 
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representing the reservoir rock, or from correlations pub-
lished in the literature for rock-flui~ systems of similar 
characteristics (9, 11, 14, 24-28). These tests expose the 
core samples to extremes of phase saturations. A typical 
drainage PC or RP test. is conducted until WF saturation is 
reduced to an ap~arent minimmn (residual) level. Similarly, 
imbibition testing is started from this WF residual satura-
tion and continued until an apparent minimum (resiidual) NWF 
saturation is reached. This type of testing establishes 
initial drainage-imbibition curves wh;i.ch form hysteresis 
loops in PC and lW (9, 11, 24, 27). However, in cyclical 
mode of operating two-phase systems, substantial, if not 
all, regions of the reservoir rock are not subjected to one 
or more phase saturation extrema, and all regions.do not 
always experience either drainage or imbibition simultane-
ously. Hence, RP and PC versus WF saturation correlations 
based upon initial drai~age-imbibition test data are inade-
quate for the simulation of cyclic flow. This is especially 
significant in gas storage reservoir-aquifer systems and i~ 
studying the behavior of wells subject to water coning. 
Cyclic test methods and equipment need new development 
in order to obtain dynamic hysteresis data on porous solid 
samples. In fact, regular drainage and imbibit~on test 
methods and equ:i.pqient are by no means perfect. However, it 
seems quite appropriate; at first, to investigate the sensi-
tivity of a numerical si1pulator to model hyste:retic PC anq. 
RP data. Parametric simulation studies of hypothetical 
15 
systems representing typical reservoirs can provide valuable 
information as to the detail required. With this in mind, 
it was decided to conceptualize dynamic hysteresis models 
for PC ~nd RP behavior based on available data and intui-
t~on, and to develop a mathematical simulator incorporating 
these systems. If rigorous representation of dynamic hys-
teresis in RP ~nd PC is found to affect significantly the 
accuracy of nuµierically computed pressure and satur~tion 
distributions, extensive laboratory research will be needed 
to support, modify, or replace the models conceptualized and 
used in this dissertation. 
The convention of this dissertation concerning hyster-
etic RP and PC models is presented in Chapter IV. The 
development, and the application of the hysteretic flow 
simulator are covered in Chapters V and VI, respectively. 
CHAPTER IV 
GENERATION OF HYSTERETIC CAPILLARY PRESSURE 
AND RELATIVE PERMEABILITY CURVES 
In this dissertation generalized semi-empirical rela-
tions, based on the theoretical treatment of the fundamental 
factors controlling the quantitative features of PC and RP, 
were used to generate cyclic drainage-imbibition data. 
Since the parametric analysis of the simulator sensitivity 
to the hysteresis in RP and PC was the secondary object of 
this work, the only requirement in using generalized rela-
tions is that they must gene'rate curves spanning the usual 
ranges of the typical experimental RP and PC data for 
porous solids. Furthermore, generalized expressions allow 
the employment of rock-fluid properties appearing in them as 
parameters for sensitivity analysis. 
Hysteretic PC Model 
The th€ory of inuniscible fluid displacement in porous 
media defines the capillary pressure as: 
The pressure di-fference that occurs between the 
mobile interconnected masses of the two fluids 
in question, which is associated with the satura-
tion at which occurs, even though the relation 
is not altogether permanent.58 
This definition leads to a model of capillary behavior 
16 
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consisting of lines drawn through points representing empir-
ical PC-saturation data from core samples. Various methods 
of measuring PC and the bulk phase saturations are described 
in the literature (9, 13, 16, 17). These experimental 
points are determined at apparent equilibria reached after 
the cessation of hydrodynamic flow; that is, after the bulk 
WF flow into or out of the porous solid sample has stopped. 
This model capillary behavior is based on the following 
assumptions: (1) net mass transfer across a phase boundary 
is negligible and (2) pellicular moisture does not provide a 
path for bulk liquid transfer. 
Morrow and Harr~s (17) used a modified suction poten-
tial technique to study the cyclic relationships between PC 
and the moisture content for a porous mass. They proposed a 
model of hysteretic capi).lary behavior in which the above 
two conditions are assumed. Figure 1 shows the general form 
of the prinGipal relationships between PC and bulk SWF' ob-
tained by Morrow-Harris. Three principal curves can be 
named: (1) primary drainage D0 , representing the initial 
desaturation from the condition of complete initial satura-
tion by the WF; (2) pendular imbibition I 0 , delineating 
imbibition from the residual SWF; and (3) secondary drainage 
D, portraying desaturation from the residual SNWF. In this 
dissertation, the curves D0 and I 0 will be called Bounding 
Drainage and Bounding Imbibition Curves for capillarity. 
Using consolidated cerainic tiles and unconsolidated 
ground glass initially saturated by boiling in water, 
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Morro~ and Harris reproduced saturation cycles of type I 0 D. 
After resaturation by boiling, the curve D0 and subsequent 
cycles could also be reproduced. Scanning curves were ob-
tained by these investigators when a drainage or imbibition 
process was reversed before it reached the corresponding 
residual saturation, as illustrated in Figure 1. 
Multi,-cycle capillarity tests, patterned after the 
Morrow-Harris method, involving reservoir rock and fluids 
have not been reported in the literature. Comerts (11, 15) 
unpublished cyclic PC data on consolidated and unconsoli-
dated reservoir rock samples is shown in Figures 2 and 3. 
Sample properties are also given. Core samples were taken 
from two sandstone formations of Cambrian Period, used as 
gas storage reservoirs. Three hysteresis cycles, bounded 
by phase saturation extrema, are clearly discerned on 
Figures 2 and 3. Within the accuracy of the experiments, 
Comer's data support the findings of Morrow-Harris concern-
ing the loci D0 - I 0 - D of the empirical PC data. Hence~ 
reservoir rock-fluid systems exposed to saturation extrema 
can be expected to behave as shown in Figure 1. 
Figure 1 also defines the hysteretic capillarity model 
used in this dissertation. The loci of the bounding drain-
age and imbibition curves are called "capillary pressure or 
capillarity envelope." Intermediate scanning capillarity 
data are represented by scanning drainage or scanning imbi-
bition curves. OnJy one type of intermediate hysteresis 

























D0 - 10 :;: Capillary Pressure Envelop 
D0 :::: Bounding Drainage Capillarity Curve 
I O = Bounding Imbibition Capillarity Curve 
ABCEA = Intermediate Scanning Loop 
AB = Scanning Drainage Capillarity Curve 
CE = Scanning Imbibition Capillarity Curve 
Figure 1. Typical Relationships Between 
Capillary Pressure and 
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of the bounding drainage and imbibition curves. A secondary 
drainage process can start at any point A on the bounding 
imbibitio.n curve Iq; it is not restricted to the point where 
The extreme situation is one that produces a 
scanning loop that never "touches" the bounding curves. 
The model capillary behavior depicted in Figures 1 
through 3 implies complete desaturation of the wetting 
phase during the initial drainage process. However, a pri-
mary drain~ge process can be stopped at any stage before 
bulk WF is completely isolated, and imbibition started with 
As a matter of fact, it is possible to go 
through several drainage-imbibition cycles before residual 
SWF is reached. Hence, the static capillarity envelope 
defined in Figure 1 for a given sample is not unique. In 
reality, there are virtually an infinite number of families 
of hysteresis loops, each confined within an envelope char-
acterized by the branching point of the bounding imbibition 
curve from the drainage curve D0 • In order to account for 
this behavior a "growing" or dynamic hysteresis envelope 
concept, illustrated in Figure 4, was used in this disserta-
tion. According to this concept, the initial hysteresis 
loop ABC forms the capillarity envelope if the SWF for all 
subsequent cycles remains higher than the saturatio~ at-
tained at the end of the initial drainage. Otherwise, the 
envelope grows in steps as shown in Figure 4. 
The concept of the dynamic capillarity envelope in-

















AB = FIRST DRAINAGE 
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CDE = SECOND DRAINAGE 
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Figure 4. Growth in Capillary Pressure Envelope 
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shifting locus for the bounding imbibition data (BC to EF to 
HI), and a relationship between the maximum and residual 
SWF. One cannot compute from first principles the quantity 
of NWF which will be ],eft behind an advancing WF front :i,.n a 
given porous solid. However, several papers have been :pub-
lished relatin,g, by experimental results, the in:i,.tial SNWF 
saturation to trapped SNWF (28, 59-6J). The model capillary 
behavior of this dissertation relates the residual SNWF tq 
historical maximum SNWF. 
Hysteretic RP Model 
Naar, Wygal, anc;l Henderson (64) reported extensive 
experimental work in 1962, which showed that consolidated 
rocks and u.nconsolidated porous media exhibit different 
imbibition flow behavior. figure 5, reproduced from their 
original article, exemplifies their findings. They noted 
similarities in the static capilla~y equilibrium curves for 
consolidated sands and unconsolidated glass spheres, which 
support the findings of the authors (see Figures 2 and J). 
RP testing of the same samples with oil and air, produced 
the usual hysteresis in RPN (air) and RPW (oil) for consoli-
dated samples, shown in Figure 5a; however, the unexpected 
contrary behavior, shown in Figure 5b, held for the uncon-
solidated samples. These investigators also noted that: 
A significant difference was also observed when 
drainage and imbibition processes were repeated: 
(1) when after imbibitio~ a WF is drained and 
then imbibed in a consolidated rock, the RP be-
havior retraces the imbibition, curves only, (2) 
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Figure 5. Relative Permeability Curves for (a) Consolidated Sands 
(b) Unconsolidated Glass Spheres (Reproduced From 
Naar-Henderson (64) Original Article) 
1.0 
unconsolidated sand, the flow behavior retraces in 
succession imbibition and drainage RP curves. 
These statements are in conflict with authors' cyclic 
RP test data on samples Ai-Si and Hi-F3, presented in 
Figures 6 and 7. Capillarity data for these samples were 
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shown in Figures 2 and 3. Sample Ai-Si is an unconsolidated 
sandstone whose RPN behavior supports the second statement 
made by Naar et al., and whose RPW behavior rejects it. 
Similarly, the RPN and RPW behaviors of the sample Hi-FJ 
contradict fully the first statement of Naar, et al. As a 
matter of fact, according to data presented in Figures 6 and 
7, the RP behavior of consolidated and unconsolidated sands 
are similar. Extensive unreported cyclic test data on other 
samples from consolidated formations, used by the author and 
his co-workers as storage reservoirs, exhibited the same be-
havior as in Figure 7. 
A discussion of the contrasts between the data results 
of Comer and Naar, et al., is beyond the scope of this dis-
sertation for it would require rather lengthy descriptions 
of experimental environment and techniques underlying the 
data. Their findings were briefly covered above in order to 
emphasize two key points: (1) if one treats core data like 
those shown in Figures 5, 6, and 7, as model data, one is 
beset with the absence of agreement on the shapes of the 
hysteresis loops, absence of intermediate scanning data, and 
different hydrostatic versus hydrodynamic residual satura-
tions, and (2) extensive laboratory research is needed to 
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specific experimental techniques. For example, RP test pro-
cedures reported in the literature use the same inlet to the 
core sample during drainage and imbibition testing. After 
drainage testing is completed, the core samples should be 
rotated or the inlet-outlet positions switched in order to 
better simulate prototype flow conditions. 
Various models of porous rock have been proposed to 
develop theoretical expressions for RP. These range from 
parallel-capillary models to randomly interconnected 
capillary models; i.e., Kozeny-Carman (65), Rose (66, 67), 
Marshall (68), Wyllie-Gardner (69), Naar-Henderson (70), 
Bolt (71) models. It was found that, with certain modifica-
tions, the expressions proposed by Wyllie-Gardner (69) for 
generating the primary drainage RP, and expressions pro-
posed by Naar-Henderson (70) for pendular imbibition RP 
could be generalized to map the usual domain of this data. 
The concepts of a dynamic hysteresis envelope consisting of 
bounding drainage and bounding imbibition curves, and inter-
mediate scanning curves~ were extended to the realm of RP. 
It was assumed that imbibition RPN would be smaller than 
drainage RPN for a given saturation of the bulk WF. The 
converse was assU111ed for R.PW. 
Semi-Empirical Relations for Hysteretic 
RP and PC 
Considering a set [S*] of saturation states consisting 
of laboratory measured properties of the rock-two phase 
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fluid system, such as saturation extrema (critical and ex-
treme residual saturations), and any saturation milestone in 
the saturation history which can be used in semi-empirical 
equations describing the loci of hysteretic RP and PC: 
Sn = current SNWF 
Son = critical SNWF 
srn = residual SNWF 
srw = residual SWF 
Sm n = 1 - Sr w = Upper limit of SNWF 
Shan = SNWF reached when a given drainage process is 
terminated and imbibition started 
Shn = maximum Shsn consid~ring the saturation,history 
of the system, shn < smn 
Si 6 n = SNWF reached when a given i.mbibition process is 
terminated and drainage started,> Srn 
sln = minimum Sien,> srn 9, considering the saturation 
history ( 4) 
and defining transformed saturations, 
S1 Sm n - Sil S2 Sm ll - Sil S3 ~-Su 
Sm n 
-
Sm n - Sc n 
- sh n - Sr n 
S4 sll n - Sil Ss Sil - SJ s ll Ss Sb s n - Sil -
sh n - Sr n 
-
sh n - Sis n sh s n - Sr n 
(5) 
and letting~ 
UNDR = Bounding Drainage RPN 
UWDR = Bounding Drainage RPW 
PCDR = Bounding Drainage PC 
Ji 
UNIM = Bounding Imbibition RPN 
UWIM = Bounding Imbibition RPW 
PCIM = Bounding Imbibition PC 
semi-empirical relations were developed for RP and PC as 
follows. 
Bounding Drainage Equations 
( 6 ) 
( 7) 
PC - PCDR = f ( SW or Sn ) ( 8 ) 
where, 
An = drainage interference exponent for NWF 
Aw = drainage interference exponent- for WF 
Fn = drainage interference coefficient for NWF 
Fw = drainage interference coefficient for WF. 
Given set [S*], A, and F control the shapes of UNDR and 
UWDR. Mutual interference in .simultaneous flow of NWF and 
WF is responsible for the fact that, at any saturation 
Sn > O, RP 1 s of the two phases do not add up to unity, 
hence, the coinage of the labels "interference exponent" 
and "interference coefficient." Fn and Fw were used as 
multipliers to shift the RP curves about the pivotal satura-
tions Sen and Srw, respectively. Figures Ba and 8b show 
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various values of A• As An and Aw increase, RP valuei, at a 
given saturation Sn decline. Hence, higher values of A rep-
resent high order interference. Actual UNDR values froJQ 
core samples A1_;S1 and H1-F,3 are plotted as dotted lines on 
Figures 8a and 8b for comparison. The :relationship betwee;n 
PCDR and S (Equation 8) was represented in the numerical 
simulator in tabular form. 
Equations (6) and (7) were obtained by modifying ~nd 
generalizing Wyllie-Gardner (69) statistical-ca:pilla;rie 
expressions for RP 
RPW 
. s - s = ( s * )4 • s * = w r w 
w ' w 1 ..;. Sr w 
RPN (iO) 
These equations are based on over-simplifying assumptions, 
such as linearity of th.e relationship between 1/P~ 2 and Sw *, 
and the condition of RPN = 1 for Sw = Sr w. The author I s; 
experience has always been that RPN(Srw> < 1. 
Bounding Imbibition Equations 
The first imbibition process may start at any Sw, 
larger than or eq1,1al to Srw• Therefore, the first imbibi-
tion RP and PC c1,1rves constitute the bounding imbibition 
curves (UNIM, UWIM, PCIM), as long as subsequent drainage 
processes are terminated at or before the maximu,m S;NWF 
reached at the end of. the initial drainage. Otherwise, the 
loci UNIM, UWIM, and PCIM will shift as Sh n value associated 
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with each drainage process ;increases. The follow:i,ng rela-
tionships were developed for the dynamic UNIM, UWIM, and 
PCIM. 
UNIM - UNDR . S3 Wn = F n ( 1 - Sa )1°'n ( S3 ) Wn (11) 
UWIM - Ew [ UWDR + ( 1 - UNDR) ( s7 
) Ww } 
. II. . w ' 
= Ew . [ F w S1 w ( 1 - S4 ) w +i s4 Ww} (12) 
PCIM - PCDR . ( S3 ) Wo (13) 
where 
Ew = imbibition interference coefficient for WF 
Wn = imb:lbition interference exponent for NWF 
Ww = imbibttion interference exponent for WF 
We == imbibition exponent for PC 
when sh n = Sm n , Equations 11, t2? and 13 give the loci of 
the limit~ng UNIM, UWIM, and PGIM. Figure 9 shows how PCIM 
values vary as a function of w0 for various values of Shg. 
Equations developed for the intermediate drainage and 
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Figure 9. Various Paths for Bounding Imbibition 




DESCRIPTION OF THE :N'UMERICAL MODEL 
The flow of two immiscible, compressible fluids 
through porous medi~, governed by interacting viscous-
capillary-gravitational forces, can be represented by the 
following simultaneous set of second-order, non-linear, 
partial differential equations: 
V • [ ( kr p 1 /µ.B) n ( K • qi n )] + ( <ls ) n = 
(14a) 
( 14b) 
These equations are derived by combining Darcy's Law for 
each phase f = ( n, w) 
(15) 




where the flow potential ~f is defined by, 
dp - D. 
Psf (P) 
(17) 




The formation volume factor B replaces the specific weight 
terms, Ps, from the continuity equations: 
B Pa ( rleservoir conditions) 
~ Pa (standard conditions) (19) 
The differential model stated in Equations (14a & b) 
was expressed in implicit finite difference form, 
(20) 
=[G2 H2J. Q= [Qn] 
G1 Hi ' ~ 
and solved simultaneously by the three-dimensional Douglas-
Rachford alternating-direction-implicit (ADI) iterative 
procedure (40). The difference notation and G1, G2, Hi, and 
H2 are defined in Appendix B. The potential~ on the left-
hand side of Equation (20) is understood to apply at the new 
time tm+i. Transmissibilities were defined by: 
38 
(21) 
The application of Douglas-Rachford ADI technique to the 
solution of the partial differential equations (14a.& b) is 
described in Appendix B; hence, it will not be detailed in 
this chapter. Further description of the numerical simula-
tor will be limited to computational techniques used to 
incorporate RP and PC hysteresis into the iterative ADI 
procedure. ADI techniques have. been initially developed for 
heat conduction and single phase mass flow studies, where 
the conductivity or transmissibility is not dependent on 
saturation. In multi-phase flow simulation with implicit 
difference models, it is customary to evaluate the trans-
missibilities at the old time tm and use them for the new 
time tm+i solution of the phase potentials. The dependency 
of the transmissibilities on phase saturations and poten-
tials preclude the use of very large time steps. 
Table look-up and interpolation techniques were used to 
update potential dependent properties for each potential 
iterate. The updating of the saturation derivative (S') 
for use in succeeding iterations at a given time step, and 
the updating of saturation dependent properties (RPN, RPW, 
PC) required a special algorithm since these properties are 
functions of the set of saturation states [S*]. An algo-
rithm, named HYSTRACK, was developed as an integral part of 
the numerical simulator to: 1) keep track of the saturation 
history of any specified region of the simulated system and 
2) select the appropriate RP and PC equations for updating 
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these variab:Les for use in the next time step. HYSTRACK and 
a simplified version called SEMHYSTRACK are described in 
Appendix C. 
Boundary conditions for the numerical simulator con-
sisted of: 1) explicit specification of the sink (source) 
terms Qn and Qw, or computation from specified values of 
terminal flow pressures and dynamic block pressures, 2) 
sealed external boundaries characterized by the vanishing 
transmissibil;i.ties normal to the boundary, and J) open 
external boundaries treated in this work by the well-known 
method of Carter~Tracy (72). 
The following closure criteria were applied: 1) incre-
mental material balance for each phase less than a specified 
tolerance, 2) maximum saturation change in a grid block less 
than a specified tolerance. In addition. to the clos1Jre 
criteria, cumulative phase material balances were used to 
check the 11 correctne~s" of the solution, as it marched 
through the simulation time domain. 
Partial Integration of Equations 
of Two-Phase Flow 
Various schemes have been proposed to reduce the three-
dimensional problems to lower dimensions. The savings in 
memory storage and computer program run time are the princi~ 
pal motivating forces in using two-dimensional simulators to 
study three-dimensional flow problems. However, two-
dimensional simulatdrs' with pseudo-three-dimensional 
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features must be used with great caution. The degree of 
vertical continuity of rock properties and the thickness of 
the reservoir rock are the controlling variables in deciding 
for or against the dimensional simplification. 
For thin reservoirs the dip-normal component of the 
viscous force is nearly zero; hence, the dip-normal distri-
bution of the fluid phases in a block depends upon the 
degree of vertical segregation. Two limiting cases may 
occur. If the rate of phase redistribution toward a 
capillary~gravity equilibrium conf~guration within a dip-
normal column of fluid is high as compared to the rate of 
areal advance of saturation fronts, vertical equilibrium 
obtains. The opposite extreme is characterized by the 
absence of any dip-normal saturation gradient. 
FQr thick resefvoirs with good vertical continuity of 
rock properties, vertical equilibrium, or near equilibrium, 
may still obtain, if the flow rates are low and if the 
reservoir thickness is small relative to its areal dimen-
sions. Otherwise, dip-normal viscous force gradients ca1;1!lot 
be neglected. 
When the capillarity of rock-fluid system is large, the 
NWF to WF transition zones are significant; hence, satura-
tion and relative permeability distributions become uniform 
in the dip-normal direction as the reservoir thickness 
decreases. For low capillary pressures, usually exhibited 
by gas-water systems in high permeability rock, the transi-
tion zones approach sharp interfaces. In the limiting 
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case, the pressures near the caprock of the reservoir are 
related by the difference in fluid ~ensities, and the verti-
cal distances between the interface and the caprock. 
Since the three-dimensional simulator described in 
this dissertation .is easily reducible to lower dimensions, 
the interest in pseudo-three dimensional features is well 
justified. The limiting vertical equilibrium (VE) concept 
first investigated by Coates (8) is briefly described in 
Appendix D. This concept permits the calculation of limit-
ing pseudo-capillarity and relative permeability curves. In 
this dissertation, these pseudo-saturation functions played 
a very important role in reducing tpe s~ope of sensitivity 
studies. ~ recent paper by J. Martin (73) presents a rigor-
ous method of partial integration of multi-phase flow equa-
tions, together with a theoretical foundation of VE 
condition. 
CHAPTER VI 
APPLICATION OF THE NUMERICAL SIMULATOR: 
SENSITIVITY STUDIES OF RP AND PC 
IN RESERVOIR MODELING 
In order to demonstrate the application c;:>f the hystere-
tic flow simulator, a two-dimensional grid network represen-
tation of a partially gas saturated aquifer, at initial 
capillary-gravity equilibrium was used. A constant reser-
voir thickness of 10 feet was assumed so that laboratory 
capillarity and relative permeability data could be employed 
without adjustment. Gas was injected for 120 days at an 
explicit rate of 1000 MSCF/D/well. Subsequent production 
lasted 690 days with the simultaneous flow of gas and water 
totaling 1000 MSCF of equivalent gas volume per day per 
well. After 810 days, production was stopped and injection 
was resumed at previous rates. Table I shows the satura-
i 
tions of the gas invaded blocks at three lavels of the 
simulation time; 120, 810, and 1,110 days. Tabl& II shows 
the corresponding dynamic pressures computed for the injec-
tion and edge blocks. Figure 10 illustrates the grid sys-
tern. Figure 11 depicts the injection-production schedule 
for each well of .the example simulation Run Ai. 




















SATURATION (Sw) MAPS FOR THE 
EXAMPLE SIMULATION RUN Ai 
L::3 4 5 
T = 120 Days 
1.000 1.000 1.000 
1.000 1.000 1.000 
1.000 1.000 0.971 
1.000 0.957 0.380 
0.971 0.380 0.200* 
0.961 0.288 0.200 
T = 810 Days 
1.000 1.000 1.000 
1.000 1.000 1.000 
1.000 1.000 0.944 
1.000 0.902 o.666 
0.945 o.666 0.511* 
0.930 0.613 0.328 
T = 1110 Days 
1.000 1.000 1.000 
1.000 1.000 1.000 
1.000 1.000 0.931 
1.000 0.893 o.644 
0.931 o.644 o.466* 
p.963 0.628 0.323 
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Figure 11. Injection-Production Schedule for Each Well 
in Simulation Run Ai 
trapped in the gas invaded blocks, with RPN=O, excepting 
those identified by 1=5, 6, 7 and J=5, 6, 7. In the blocks 
containing the active wells, gas saturation was near the 
I 
residual level: Sg = 0.511 with RPN reduced to 0.015, as 
compared to srg. = o.4. 
In reservoir studies questions arise on the methods of 
reconciling laboratory measured relative permeability and 
capillary pressure data with prototype reservoir and model 
conditions. The purpose of this chapter and Appendix Eis 
to show, by numerical simulation of hypothetical reservoirs, 
how RP and PC data affect the computation of pressure and 
saturation distributions, and to shed light into possible 
methods of reconciling laboratory data and reservoir 
conditions. 
Excepting a few special applications, the numerical 
simulators are constructed in a Cartesian coordinate system. 
The finer is the grid network encompassing a given reservoir 
region, the closer is the representation of the fundamental 
flow equations by the difference system. Ideally, grid 
blocks should be smaller near active wells than farther 
away. However, the usual range of r~servoir dimensions and 
the number of active wells are such that the establishment 
of a fine grid network requires a very large number of grid 
points, even in two-dimensional studies, thus increasing 
computer memory storage requirements and processing time. 
Hence, the modelers are forced to use grid networks with 
large size blocks in order to proceed with an economically 
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feasible simulation study. 
Two key points must be realized before embarking on a 
sensitivity analysis. First, the number of variables in 
reservoir simulation and their ranges of possible values are 
such that the application of the classical sensitivity anal-
ysis methods involving most, if not all, the variables is 
prohibitive, and beyond the scope of this research. Hence, 
base permeability, porosity, fluid properties, number and 
location of wells, injection-production schedules, and most 
importantly, the grid block size and structural position 
were standardized to typical values throughout this work. 
Thus, the sensitivity of the saturation and pressure distri-
butions to RP and PC data, considered in this paper is rela-
tive to the specified values of the "frozen" variables. 
Secondly, in numerical simulation studies 9 a transformation 
from the rectangular coordinates into a radial system is 
made to describe the flow toward (or away from) the well-
bore, within a given well block, in accordance with the in-
ternal boundary conditions specified for that block. Since 
it is customary to assume steady-state or quasi steady-state 
flow conditions within a well block, after the numerical 
solution of the difference equations representing the flow 
system, at a given time, RP 1 s directly relate the flow rates 
and the corresponding pressure difference between the dynam-
ic block pressure and the well-bore pressure; that is, an 
n-fold error in a RP value causes an n-fold error in the 
terminal flow rate or the difference between the dynamic and 
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well-bore pressures 1 whichever happens to be the dependent 
variable. Therefore, the accurate representation of RP in 
well blocks is first order important. On the contrary, PC 
does not normally enter flow calculations within a well 
block. Consequently, the sensitivity studies were limited 
to simulation runs concerned with the influence of RP and PC 
data on block-to-block material transfer. 
Two types of studies were made: The first type in-
valved gas injection into virgin or partially gas saturated 
aquifers; and the second type considered gas (and water) 
withdrawal from aquifer-reservoir systems in initial 
capillary-gravity equilibrium. 
Simulation studies were made with 1) curvilinear RP 
data characterized by An =: 2 and Aw ::: 4, 2) linear RP data 
where An ::: Aw = 1, and ) ) vertical equilibrium RP data, for a 
given critical gas saturation (8). It was decided that RP 
data could always be assumed to be straight lines between 
the saturation extrema, in the absence of laboratory data, 
or in cases where simulator conditions (i.e. large grid 
blocks) did not permit direct use of laboratory data and 
criteria for reconciling laboratory data to simulator condi-
' 
tions were not available. Consequently, if simulator calcu-
lations were not appreciably affected when An was changed 
from 2 to 1, and Aw from 4 to 1, by convention of this 
dissertation, it was concluded t4at the simulation case in-
valved was insensitive to laboratory RP data. Three types 
of PC versus S relationship were used: 1) curvilinear PC 1 
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2) linear PC, and J) vertical equilibrium PC. 
The simulation runs for the sensitivity studies were 
made on three. different two-dimensional grid systems, using 
a constant thickness of 10 feet, uniform permeability of 
500 md, and uniform porosity of 20 percent. The reservoir 
thickness of 10 feet was selected because laboratory RP and 
PC data need practically no adjustment even if vertical 
equilibrium conditions prevailed, as shown later in the 
Appendix E. Two-dimensional areal (one layer) grid systems 
were used to reduce computation cost. Furthermore, the be-
havior of a three-dimensional system, with approximately 10 
feet thick layers, should be the composite of individual 
layer performances. It will be shown that, as the thickness 
of a reservoir or thicknesses of the layers of a reservoir 
increase, PC and RP data tend towards straight lines between 
the adjusted saturation extrema (S 0 n, Smn, Srn). Hence, the 
sensitivity of the pressure and the saturation distributions 
to variations in laboratory RP and PC data curvature van-
ishes as the reservoir thickness increases. 
It is beyond the scope of this dissertation to present 
all the simulation runs made during the sensitivity studies; 
typical hypothetical case studies are covered in the Appen-
dix E to support the conclusions summarized in the next 
c:p.apter. 
CHAPTER VIII 
SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
The primary objective of this work was the development 
of a numerical simulator for the three-dimensional flow of 
two immiscible, compressible fluid phases in porous media, 
including the effects of gravity, and hysteretic .relative 
permeability and capillarity. In order to reach this objec-
tive, the set of non-linear partial differential equations 
governing this flow process was solved by numerical tech-
niques, and a corresponding computer program was written to 
instruct a scientific computer to perform saturation and 
phase potential (or pressure) calculations, relative to a 
set of specified initial and boundary conditions. The 
successful application of the numerical simulator to spe-
cific cases of hypothetical reservoir modeling is covered 
in Appendix E. Since the development of the simulator for 
hysteretic flow in porous media was the primary objective~ 
detailed accounts of the development process are presented 
in the body and appendices of this dissertation. 
The secondary objective of this work was the investiga-
tion of the sensitivity of the simulator performance to 
rigorous representation of hysteresis in capillarity and 
relative permeability. Since the hysteresis phenomena in 
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this data are not any more significant than the member 
curves defining the hysteresis loops, it was decided to 
simply investigate the sensitivity of the simu;t.ator to 
drainage or imbibition relative permeability and capillarity 
data, by simulating semi-hypothetical drainage and imbibi-
tion processes. : Numerous conclusions and recommendations 
were made on the basis of simulation run evaluations in 
Appendix E. The following is a summary of these conclu-
sions and recommendations: 
1. Computational techniques for rigorous repre-
sentation of the dynamic hysteresis in rela-
tive permeability and capillarity in the 
numerical simulation of two-phase, immiscible 
flow through porous media were introduced. 
The application of the .hysteretic flow simu-
lator to three-dimensional problems requires 
very long computer processing times, even for 
coarse grid systems. For example, the hys-
teretic mod~l simulated the performance of a 
cyclic, 11 x 11 X 3, ~-well system for 100 
simulation days, while consuming as much 
computer (B.,.5500) time as it took the semi-
hysteretic model to simulate an equivalent 
11 x 11 x 1 grid system for 1,600 days. This 
being the case, the consideration of the hys-
teresis in (Srn) and the corresponding shift 
in the quasi-linear RP and PC curves appear 
to be the extent of rigor needed in simu-
lating cyclic systems within reasonable 
computip.g tirnes. 
2. As the individual block size increases, the 
employment of intermediate scanning RP-PC 
curves become rather academic, since a 
large-block grid system coupled with ad-
justed or unadjusted laporatory RP-PC data 
from core samples cannot simulate the proto-
type behavior with accuracy warranting the 
use of scanning data. 
J. In simulating the process of initial gas 
injection into a~ aquifer, the simulation 
results are highly sensitive to the critical 
gas saturation, S0 n, drainage interference 
exponents An and Aw 9 and drainage interference 
coefficients Fn and Fw, in that order. As the 
gas saturation grows, the drainage interference 
coefficients, Fn and Fw, gain importance. The 
critical gas saturation for the gas input block 
and neighboring blocks are. higher than the 
values obtained from core samples; they should, 
preferably, .. be calculated by a fine grid 
radial model simulating the saturation distri-
bution abqut a typical input well, within an 
area covered by input block and adjoining blocks 
of the coarse-grid simulator. 
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4. In simulating the process of initial gas 
injection into or production from an aquifer 
where the conditions permit the assumption 
of dip-normal equilibrium, rock PC and RP data 
must be adjusted to reflect that equilibrium. 
For such systems thicker than 10 feet°' the 
simulator sharply loses its sensitivity to 
all the parameters governing laboratory PC 
and RP data, excepting the residual phase 
saturations. 
5. In simulating the process of gas production 
from a thin reservoir subject to water 
influx, the simulation results are highly 
sensitive to initial saturation distribution, 
residual gas saturation, the imbiQition 
interference coefficient Ew, and the satura-
tion weighting factors used to average RP•s 
for two adjacent blocks exhibiting high 
saturation contrast. Simulator sensitivity 
to interference expon~nts An and Aw is appre~ 
ciably smaller in this case. 
6, For systems starting with primary (or first) 
drainage, critical gas saturation, and hys-
teresis in historical high and residual gas 
saturations are of first order importance. 
The recommended method is to establish the 
relationship between the histori~al high and 
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residual saturations by testing core samples 
in the laboratory. If this is not possible, 
the petroleum technology literature should be 
consulted for such data on similar rock-fluid 
systems. It is highly advisable to first use 
detailed grid models of reservoir regions in-
fluenced by typical wells in order to estab-
lish model critical gas saturations of regions 
covered by the over-all simulator, instead of 
using critical saturations measured in the 
laboratory. For cyclic gas-water systems of 
low capillarity, a single curve (adjusted VE 
or rock curve) representing the primary-drain-
age PC is sufficient, provided that block-to-
block transfer of gas is cut off by zero 
relative permeability at the residual gas 
saturation. For' high capillarity systems, the 
dynamic capillarity hysteresis envelope, with-
out scanning curves, is sufficient. 
7. The requirement for rigor in describing the 
RP on active well pressures and flow rates 
I 
diminishes with distance from the wells, much 
the same way as the influence of base permea-
bility on well performance decreases away 
from the active wells. For some cyclic system 
simulation ~tudies, it may be sufficient to 
track the saturation history of well blocks and 
consider hysteresis only in these blocks. 
8. If the reservoir size requires the use of 
large dimension blocks and/or if the geome-
try and properties of the reservoir are not 
known well enough to set-up accurate 
external-internal boundary conditions, 
accuracy in RP and PC data is certainly not 
worth the price. 
9. It appears that, unless the limitations on 
today's scientific computing machines are 
drastically overcome in the near future, 
additional applied research efforts should 
be directed into the development of methods 
for r~conciling laboratory data with model 
conditions to properly simulate prototype 
reservoir behavior, rather than obtaining 
more accurate laboratory data, excepting 
saturation extrema. In other words, numerical 
simulators of the type used in this study, 
which simulate the behavior of actual systems 
of large dimensions, cannot, in most cases, 
use the labor~tory data directly without 
adjustment. The development of more adequate 
methods for resolvi~g laboratory-model-
prototype reservoir data differences is 
highly dependent upon the reconciliation of 
the prototype behavior and the model 
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predictions. This calls for extensive simu-
lation applications to reservoirs with better 
known geometry and properties~ 
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APPENDIX A 
E-QUATIONS OF INTEBMEDIATE DRAINAGE 
IMBIBITION RP AND PC 
Expressions for"Intermediate Drainage Curves 
With Branching Points on 
Imbibition Curves 
RPW - UWIM - ( UWIM 
= F w S1 "-w [ ( Zw S5 ) Vw [ 1 - Ew + Ew S4 Ww ] 
+ E~ ( 1 - S4 Ww ) } + Ew S4 Ww [ 1, - ( z~ Ss ) Vw] 
Zn ,zw = linkage coefficients for NWF and WF 
Vn ,Vw = intermediate drainage interference 
exponents for NWF and WF. 
(A-1) 
(A-2) 
When Zn = Zw = 1, intermediate drainage scanning curves 
extend from Slsn to Shn· Since Shn is the historical maxi-
mum SNWF, for this case, scanning curves merge into the 
bounding drainage curves at Sn = Sh n • Whenever Sh n < Sn < 
Smn, scanning curves do not exist. As Z's increase, 
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scanning drainage curves merge into bounding drainage 
curves at progressively smaller values of:Sn. 
1/S6 , the intermediate scanning curves become vertical seg-
ments interconnecting the bounding imbibition and drainage 
curves. The form of Equation (A-1) is also suitable to 
express PC for this case; that is, 




Expressions for Intermediate Drainage Curves 
With Branching Points on Imbibition 
Scanning Curves 
RPN - A + (UNDR - A) ( Zn S!3 ) Wn 
RPW = B - (B - UWDR) ( Zw S5 ) Ww 
PC - C + ( PCDR - C ) ( Z0 S5 ) Ww 
A = UNDR..,.. (UNDR - UNIM) ( Zn S6 ) T n 
B = UWDR - (UWIM - UWDR) ( Zw S6 ) T w 
C = PCDR - (PCDR - PC IM) ( Z0 S6 ) T 0 
T = intermediate imbib:iJtion interference exponent. 









curves for the imbibition process preceding the current 
drainage process. Obviously, a drainage curve, which 
branches from a point on the preceding imbibition scanning 
curve, lies between that imbibition curve and the bounding 
drainage curve. Using the relationships given earlier for 
UNDR, ••• , PCIM, Equations (A-4 to A-6) can be expanded. 
However, ,the forms given above are more efficient for numer-
ical computation. 
Expressions for Intermediate Imbibition Curves 
With Branching Points on 
Bounding Drainage Curves 
RPN = F n ( 1 - S
2 
) An [ 1 - ( Zn S6 ) T n ( 1 - S3 Wn ) ] 
= Equation (A-7) 
' A T ' w 
RPW = F w S1 w [ 1 - ( Zw S6 ) w [ 1 - Ew ( 1 - S4 w ) ] } 
= Equation (A-8) 
PC= Equation (A-9). 
Expressions for Intermediate Imbibition Curves 
With Branching Points on 
Drainage Scanning Curves 
(A-10) 
RPW - E + ( UWIM - E) ( Zw S6 ) Ww 






where D, E, and F are given by Equations (A-1, A-2, and A-3), 
respectively. 
APPENDIX B 
FLOW EQUATIONS GOVERNING THE THREE-DIMENSIONAL, 
TWO-PHASE, COMPRESSIBLE, IMMISCIBLE, 
HYSTERETIC FLOW IN POROUS MEDIA 
Differential System 
Consider an infinitesimal element. of volume in a field 
of fluid flow through a porous medium. Let the element be 
of volume V; porosity~; and saturated with at least two 
homogeneous, compressible, and immiscible fluids. 
Let S be the closed surface bounding the region V of 
the porous medium. Suppose x, y, z to be the orthogonal 
Cartesian axes. Define n to be the normal to the surface 
(positive outward); and a, ~, C to be the angles the normal 
makes with the positive x, y, z, axes respectively. 
In the absence of sources or sinks within V, material 
balance requires that: 
MASS RATE INTO V - MASS RATE OUT OF V = 
MASS RATE ACCUMULATION INV. 
Let ur be a vector in the field of fluid flow repre-
senting the superficial velocity of fluid f, continuous in 






n :;:: ms a.i + ms~ j + ~ Ck. (B-2) 
Material balance for phase f can now be formulated as 
follows: 
• n dS =ff! (B-J) 
"Divergence Theorem" or "Green's Theorem in Space" 
states that, 
=ff! V (B-4) 
V 
where Vis the vector operator (Del, Nabla) defined by: 
" 1.0 .o+ko v - ox + J oy oy· (B-5) 
From expressions (B-3) and (B-4) it fqllows that: 
-ff! V (B-6) 
V 
Assume the porosity~ of V will not change in time. 
Then, 
(B-7) 
For this integral to be zero, the integrand must be 
zero at all points inside the boundary of the volume V. 
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Therefore, the negative divergence of the flow vector uf is 
the rate of rccumulation of the corresponding fluid: 
-- V • (B-8) 
Equation (B-8) is the continuity (or material balance) 
equation for the fluid fin the volume V. 
Assume Darcy's Law, which relates the superficial 
velocities to pressure (or potential) gradients, is valid 
for each fluid; then, 
+ pf gVh) (B-9) 
k1 0 0 
where, 
is the diagonal base permeability matrix obtained from the 
general permeability matrix (expressed in tensor form) by 
orienting the coordinate axes (x, y, z) orthogonal to the 
principal axes of the porous body of Volume V. 
Define "ReFil Flow Potential" by: 





The real flow potential combines the pressure and grav-
ity gradients into a single variable and also considers the 
variations of pressure dependent gas-law deyiation factor. 
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The definitions of the real flow potential and the super-
ficial velocity lead to the following relationships: 
(B-11) 
Thus, 
ut = -K kr /µt pf iy'qi f (B-12) 
ut 
X 
kx 0 0 o~/ox 
- uf = -' (kr P /µ) f 0 ky 0 aq; /oy y (B-13) 
ufx f 0 0 kz aq; /oz f 
I 
where kx, ky, and kz are the base permeabilities along the 
three principal ;,:txes of the porous medium. 
Def.ine 11 Formation Voll.ime Factor" for fluid f by: 
.f2.t. (at reservoir conditions) 8
t - Pe ( at standard conditions) (B-14) 
Specific weights appearing in the material balance 
equations (B-3, B-4, B-5, B-6, B-7, B-8) can now be replaced 
by 1/Bf to express the material balance at ~tandard condi-
tions. Combination of the continuity equation (B-8) and 
Darcy's Law (B-12) yield for fluid f: 
(B-15) 
One should continue the mathematical formulation of the 
problem to include two homogeneous, compressible, and immis-
cible fluids in the porous body such as gas and water. 
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Material balance also dictates that gas and water share the 
available pore space in V; that is: 
(B-16) 
where Sis the phase saturation (fraction of pore volume 
occupied by one of the two fluids). 
Define capillary pressure, p 0 , by: 
Pg - Pw • (B-17) 
The displacement:of one fluid by another in the pores 
of a porous medium is either aided or opposed by the surface 
forces of the capillary pressure, which is the difference in 
pressure across the fluid-fluid interface caused by the 
interfacial tension. Two-phase capillary pressure and rela-
tive permeabilities have been successfully correlated with 
phase saturation. The empirical correlation functions used 
in this work to calculate the capillary pressure, and the 
phase relative permeabilities are of the form: 
Pc = Pc ( S * 'C *) 
(B-18) 
/ 
kr - k (S* C* K) r ' '-
where, 
(B-19) 
C* = Set of empirical coefficients and exponents 
K = Diagonal base permeability matrix. 
Specific empirical expressions for the explicit calcu-
lation of PC, R~N, and RPW are discussed in detail in the 
body of this te-xt. -Si-nee there are only two fluids satu-
rating V, define: 
(B-20) 
From the definition of the real flow potential, it follows 
th.at, 
Pg = Pg·~' and Pw = Pw ~w (B-21) 
op, o~s opw o~w 
~ = P, ~ 
and 




and Pw are mean-value specific weights over the 
infinitesimal element of time. 
Capillary pressure can now be related to phase paten-
tials by: 
(B-23) 
Write Equation (B-15) for water and gas: 
(B-24) 
ii . {' (he.) 
µB g 
cp ..£_ ( ( 1 - S) /B~ ') • ot .. (B-25) 
Consider the right side of Equation (B-24). The oper-
ation implies, 
o(S/B) 




s' = derivative of s with respect to Po 
C 1), 
Bw = derivative of ~ with respect to Pw • 
Similarly, E;?xpand the right side of Equation 
o ( 1-S/B8 ) [ 1_ 0 ( 1_5 ) o ( 1/B8 )] 
cp o = cp -B-- o + ( 1-s) o . 











Equations (B-24) and (B-25) can now be written in the 




These equatipns form a simultaneous set of second-order 
non~linear partial differential equations in the dependent 
variables tw and tg. 
The real flow potential t is a scalar and differenti-
able f~nction of x, y, z. 'i/1 implies the operation; 
l. ooxt + ot ot j - + k -::,.z·· oy o (B-J1) 
The divergence of a vector function F = F(x, y, z) 
implies the operation, 
'v • F = i oF • - + ox (B-J2) 
where, • denotes dot product. 
Remembering that the dot product of two vectors prodµces a 




o (T a~) - oz 
oz (B-JJ) 
where T = (~J) K. 
It~ be noted that in the Equations (B-JOa and 
B-JOb) all quantities represent average values over infini-
tesimal element of volume V, across an increment of time 
&x = dx (except cp and Kare assumed independent of' time). 
For some of these variables, such as permeability, this is 
pure abstraction since they cease to have physical meanings 
for infinitesimal samples. However, to seek agreement be-
tween the integrals of these equations and the experimental 
observations; one does not compare the differential law to 
experiment for verification. 
Initial and Boundary Conditions 
The initial and boundary conditions are those state-
ments which define the limits of connected regions, time, 
and the position and magnitude of imposed flows or poten-
tials (pressures). 
The problem considered in this text is an "initial 
value problem" since the differential system (B-JO) has to 
be solved in the time region t > 0 with given initial values 
of the potential (or pressure) functions and possibly their 
derivatives. It is also required that the phase potentials 
(iw, is) satisfy not only the differential equations 
throughout some domain of their independent variables 
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(x, y, z, t), but also some conditions on the boundaries of 
that domain. Such a set of requirements constitute a 
"'boundary-value problem". If the potential(s) is specified 
on the boundary, one has a Dirichlet-type problem. A 
Neuman-type problem is one in which th~ spatial derivative 
normal to the boundary is specified. Since statements will 
be made about both the initial and the boundary conditions, 
our problem is an "initial and boundary value problem". 
Let Lx, Ly, Lz be the spatial dimensions of the con-
nected region. If at t = O, the two-pha~e syst~m is in 
static equilibrium with no external forces imposed, a state-
ment of the initial conditions is simply: 
qi (x,y,z,O) = qi 0 (x,y,z) (B-34) 
for each fluid, qi 0 ·' and qi 0 differ by the static capillary g w 
pressure expressed in potential units. 
If at t = 0, the two-phase system is not in static 
equilibrium, then the derivatives of qi as well as qi are 
required. 
Every porous body is finite in volume; that is, an 
extremity exists in all directions where the pE;lrmeability 
either vanishes (closed physical boundary) or becomes 
nearly infinite. If the permeability vanishes at the 
extremity of the permeable medium, which implie~ the absence 
of transverse flow, the component of the flow vector u in 
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the direction perpendicular to the confining boundary must 
be zero. Since the flow vector ii and the potential gradient 
at the boundary are related through Darcy's Law, a statement 
of the no-flqw conditions at the confining boundary bis: 
Cl p 
ob ::; 0 
or (B~J5) 
v'Pb ,t = 0 for completely confining boundary. 
If the permeability is infinite at the boundary b, which 
implies constant terminal potential, then: 
h ,t = P0 (a constant). (B-36) 
Sometimes one or more of the actual dimensions of a 
porous medium is so large that the potential transients 
created by imposed external forces never reach them within 
the time span specified to study the transient behavior. In 
this case, the condition at the external (infinite) boundary 
is: 
PCX), t = Po (initial static condition). (B-37) 
At the interior boundaries, the conditions are usually 
more complex. Interior boundaries are the producing wells 
(sinks), the injection wells (sources), and the combination 
wells for cyclic systems. 
Let ~(x, y, z) define the surface of the wellbore. In 
an injection well containing only one fluid, f 1 , the 
Bo 
potential of the injected fluid is continuous on* and 
depends only one time; its value is that necessary to yield 
the specific injection rate or it is to be treated as a con-
stant terminal potential. Since the flow of the other 
fluid, fa, is zero on$, the component of the fa gradient 
normal to W is zero. = 0 (B-38). 
l to W 
At producing wells the conditions are the same as in 
the injection wells (excepting the change in the direction 
of flow) so long as one fluid enters the wellbore. When 
two-phase flow occurs, one of the two fluids in the wellbore 
can be assumed to be the carrying fluid and its potential on 
$ or its production rate specified. The concept of fluid 
distribution according to either static or dynamic capillary 
equilibrium deteriorates on$ or nearby, because at the 
wellbore (and nearby) the velocities are very high; that is, 
the flow regime is turbulent, and PC can be taken as zero. 
Difference System 
Equations (B-JQa and B-JOh) cannot be solved for nor-
mally encountered initial and boundary conditions in reser-
voirs by analytical means. A numerical solution can be 
obtained by replacing the spatial and time derivatives by 
finite difference approximations, specifying appropriate 
initial and boundary conditions, and defining the magnitude 
and the number of time steps for which the solution is to be 
obtained. 
81 
Divide the continuum of space and time into discreet 
(equal or unequal as the case may be) intervals and consider 
the dependent variables at the finite set of lattice points 
x 1 , y 3 , z 1 , tn with the intervals chosen small enough to 
limit the truncation error. In transforming a differential 
system to a difference system, it is hoped that the result-
ing approximations to the time and space derivatives will 
yield systems of algel;:>raic equations, which relate the known 
values of dependent variables at a time tn to unknown values 
of the dependent variables at a time tn+i, thus permitting 
forward progress in time. 
Previous work by numerous investigators (38, 39, 40, 
41, 42) has shown that at least some of the second-order 
distance derivatives must be approximated in terms of un-
known values at 1time t 11 +1 • Consequently, one could use 3-D 
' . 
Douglas-Rachford Alternating-Direction-Implicit-Iterative 
(ADIP) procedure to develop the difference system. This 
selection of a qifferencing scheme is motivated by the 
desirabiLity of unconditional stability, better accuracy, 
and simpler algebraic equations to solve. The reader who is 
not familiar with ADIP, is referred to several excellent 
technical papers published in the literature (36-42, 50, 
51). 
0~ 
B Consider the replacement of ot by a forward difference 
scheme. What is needed is, 
o ( S/B) 
ot (B-39) 
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where n and n+1 indicate the time levels at which the values 
of dependent variables are known and unknown, respectively. 
Since, 
o(S/B) 1 oS so ( 1LB) 
at 
::; 
B ot + ot 
(B-40) 
it follows that: 
Sn+ l Sn 1. 1 
B. Bn ( Sn+ 1 - Sn ) Bn+1 Bn n+1 1 
l\ T = Bn+ 1 liT 
+ Sn l\t 
( B-41) 
The first undifferenced multiplier is taken at time 
level n+1, and the second at n; otherwise the requirements 
of the left side of Equation (B-41) are not met. To see 
this, expand the right side of Equation (B-41) with any 
other combination of indexed undifferenced multipliers. 
Compare Equation (B-41) to the right side of the 
Equation (B-30); it is easily observed that: 
s - Sn 
s '[ pg 
o 9\ ~] n+1 = aT - Pw lit at (B-42) 
c-1- - _L )!lit 
Bn+ l Bn 
= (~)' - "oip p ot ( B-43) 
which, in forward difference form becomes: 
( Sn+ 1 - Sn ) / C Pc n + l - Pc n) = S ' ( B-44) 
where, Sis a chord of p 0 versus S curve. 
Si111ilarly, 
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cB:+ 1 - B:), 
cB:j' 
(,~n+l - ~Sn) 
b.t = Pg b. t (B-45) 
CB~~ 1 - ~)w 
(,wn+l - ~. ) 
(i1)' 
Wn 
= Pw b.t &t w 
(B-46) 
Use of Equations (B-42 - B-46) in Equations (B-JOa and 
B-JOb) g:lves: 
For gas 








s'[Ps(~Sn'fl - ~gn) - Pw(~l\'n+l - ~wn)] . . 
I 
(B-47b) 
By factoring difference approximations to time deriva-
tives, one obtains: 
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(B-48a) 
and Equation (38) becomes: 
(B-48b) 
Multiply both sides of Equations (B-48a and B-48b) by 
the product of space intervals 8x, 6y, 6z and denote: 
Define: 





G2 = 6t 
[ s' Ps B 1 J 
Wn+1 
H2 = :: [ ( 1-S) p (l)' - S, Ps (B· 1 ) J • 




( B-5 3) 
Use of Equations (B-49 - B-53) in Equations (B-48a and 
B-48b) yield: 
o ( Sw Bw ) 






cpl::,.x/J:,.y/J:,.z ot ~ 026.ti.Pw + H26.ti.Ps (B-54b) 
where !::,.t is forward time difference operator. The differ-
ence approximation of the right side of Equations (B-30a 
and B-30b) is now complete. 
The left sides of the Equations (B-30a and B-30b) are 
of the form, 
(B-55) 
The application of central difference approximations 
replaces each term of Equation (B-55) with terms of the 
type, 
· 'l',c i - 1/ 2 i,p 1 :_: l 
!::,.x.2 .. (B-56) 
All the coefficients T and potentials i.P in Equation 
(B-56) are understood to apply at lattice points (j,l). 
Since in a difference system the space coordinates are 
defined only at points (x1 , YJ , z 1 ), the mass of a 
"difference element'' is assumed to be concentrated at the 
lattice p6ints and mass transfer is permitted between ad-
joining lattice points along chords, provided that a non-
zero chord and potential gradient exists between any two 
points. 
The coefficient of Vi.P in Equations (B-JOa and B-30b) 
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include the diagonal absolute permeability matrix; and phase 
specific weight, formation volume factor, viscosity, and 
relative permeability. Rernembering that the.right sides of 
Equations (B-48a and B-48b) and therefore (B-JOa and B-JOb) 
were multiplied by 8x8y8z, define phase transmissibility T 
such that: 
Tx (A) 8~y6z A t:.yt:.z. Ty (A) 8~Z = t:,xa = = ~; 8X ' ·Y 
Tz ( A) &x8y A = ck ~P) (B-57) = 8z µ gas or water 
In three dimensional space coordinates there are a 
total of six chords emanating from a lattice point to the 
adjoining lattice points (for each phase). Representing gas 
by G and water by W the chords (or transmissibiiities) lead-
ing to the point ( x 1 , YJ , z 1 ) are: 
TYG1 ,J-1'/a,1' TYG1 ,J+l/a,1 
(B-58) 
for gas phase, and a corresponding set far water phase. The 
fraction~ comes from the type of central difference 
approximation used in replacing the first space derivative; 
that is, 
u - u oU"' 1+1/a 1+1/a 
ox = l::,.x (B-59) 
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The difference analog of the differential system (B-JOa 




6TG 6i ~ TXG - . (i - i ) 
g 1 + 1/ 2 , j , 1 g 1 :;; l j , l S 1 , j , l - , 
TXG1 ::::. 1/ 2 , j ' l Ci I i ' j , l - qi g 1 ;:;: i ·, j ' l ) 
+ • • • - • • • + TZG1 , 3 1 + 1/ 2 (i ..:.. i . ) , s1,J,1+1 -s1,J,1 
- TZG1 J 1 - 1/-,, (i ' ' · ~ g 1, ', J; ', l - ~ 1 · j · 1-1) . ' . , (B-61) 
(B-62) 
~ r:::: (pw qw )6x6y6z, typically STB/D. (B-63) 




and~, rates of gas and water input (or input) 
are added as source (sink) terms to equations (B-60a and 
B-60b). If they are specified explicitly, they become 
interior boundary conditions; however, if potentials are 
specified on the interior boundary, both Q
8 
and~ become 
implicit and must be computed. 
The difference system can be represented in compact 
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If the determinant of matrix Bis zero, the d~fference 
system is an analog of the prototype incompressible system, 
which implies that the system of Equations (B-60) is 
elliptic. To show this, let: 
1 






= - DT 
H2 PV = DT 
- G2 
which means G1 = -G2, Hi= -H2, and B = 0 (incompressible, 
or elliptic system). 
Such a system can be directly solved by a number of 
methods such as Gaussian elimination, iterative ADI (easier 
to solve and faster), SOR (successive over-relaxation). 
If the determinant of the m~trix Bis non-zero, the 
system of Equations (B-60) is parabolic; that is, the fluids 
are considered compressible. A parabolic system can be 
solved by non-iterative ADI or SOR. However, iterative ADI 
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allows the use of larger time steps. Furthermore, non-
iterative ADI techniques have been developed for heat trans-
fer and single phase mass flow studies, where the conduc-
tivity or transmissibility coefficients are not dependent on 
saturation. The dependency of the transmissibilities on the 
phase saturations preclude the use of large time steps in 
multiphase flow simulation, since these saturation changes 
per time step must be kept small~ 
Solution of the Difference System 
by Iterative ADI 
Let I\ and k denote the iteration parameter and the 
iteration index respectively. Rewrite the system of 
Equations (B-64) in compact iterative ADI form: 
k,l'I :::: n+1 
where X:TG is the normalizing factor givern by:. 
+ TZG1 .l l - 1/ :a • 
' ' 
( B-65a&b) 
Iteration proceeds in three steps: 1) The X-sweep or 
implicit in the X direction, 2) The Y-sweep or implicit in 
the Y direction, J) The Z-sweep or implicit in the Z 
90 
direction. This can be shown by expanding the system of 
Equations (B-65): 
Hk I:TW( cJ? * - cJ? k ) - G1 cJ? n - HH n - Q w w w g w (B-66) 
(B-67) 
(B-68) 
A corresponding system can be written for the gas phase 
with (w, W, G1, and H1) replaced by (g, G, G2, and H2). 
cpk, cJ?*, cp**, cpk+l are successive approximations to the new 
time step values of cpn+l. The solution of cpw* from the 
Equation (B-66), cpw** from the Equation (B-67), cJ?wk+l from 
the Equation (B-68); and the solutions of cpg *, cpg'**, cJ?/+ 1 
from the equations corresponding to the Equations ( B-66 -
B-68) constitute (1) iteration. K iterations constitute 
(1) cycle; (j) cycle involves the solution of the Equations 
(B-66 - B-68) using parameters Hk 1 , Hk 2 , ••• , HK. Cycles 
are repeated until convergence is obtained within specified 
tolerances. 
Consider the following increments which are differences 
in potentials with respect to the previous iteration: 
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PX - Ww * - ipw k 
PY - ipw**-Ww k (B-69a) 
PZ - ip w k+l - ipw k 
cp * = RX:+ ip k g g 
RY - ip **- ip k g g cp * * - RY + cp . k g - g (B-69b) 
RZ = cp . k + 1 - cp k 
g g 
Th·e use of these newly defined increments gives: 
6.x TXW ti,. ip w * = 6.x TXW 6.x PX + 6xTXW 8x fw k (B-70) 
6.y TYW 6.y ip w ** - 6.y TYW 6.y PY + AyTYW 6.y ip w le (B-71) 





Substituting Equations (B-70 - B-75) into Equation (B-66) 
yields: 
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= G1 (qiwk - il>'n) + H10 le - ~ n) - 8TW8~ k -0 w g w w ""W 
:;:: - B1X: = X direction residual. (B-76) 
S~bstitution of the Equations (B-70 - B-75) intq (B-67) 
gives: 
(B-77) 
Now, solve Equation (B-76) for 8x TXW 8xPX and substi-




/ - 8yTYW&yil>wk..,. t;zTZW&zqi~k = - t;TWt;qiwlc, 
Equation (B-77) becomes, 
_ n I:TW PY= G1(il>wk - qi n) + Ht(il> .k -il> n) ~"k w g g 
and rearranging, 
8 y TYW 8 y PY - G 1 PY - H 1 RY - ~ I: TW PY = 
- ( G1 +. HKI:TW) PX - Hi RX= - B1Y;:; Y direction residual. (B-78) 
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Similarly, substitute Equations (B-70 - B-75) into 
Equation (B-68). AxTXWAx~X and AyTYWAyPY now appear in the 
Equation (B-68) after this substitution. So;t.ve Equations 
(B-76) and (a:-78) for these terms, respectively, and substi-
tute into Equation (B-6a): 
6zTZWAzPZ..,. G1 PZ - H1 RZ - H1ctTW PZ = 
- ( G1 + I\ tTW) ~y - H1 RY = - B1Z = Z direction, residual. 
(B-79) 
Equations for the gas phase correspon,d;i.ng to the resid-
ual equations for the water phase can be developed by first 
writing the ADI form for the gas phase, using the increments 
defined by Equations (B-69b), and perforll\ing the same se-
quence of operations described above for the water phase. 
In fact, one only needs to cha;nge phase indicators (w, W) to 
(g, G) and variables (µ1, Ht, PX, PY, PZ) to (G2, H2, RX, 
RY, RZ), in the sequence of Equations (B-70 - B-79) in order 
to develop the following residual equations for the gas 
phase: 
Ax TXGAx RX - G2PX - H2RX - I\ ~TG RX 
. . 
:;:: G 0 ( ~ k _ ~ n ) + H2 ( ~ k _ ~ n ) _ A TG A ~ k ..., Q 
"' W W I W u g · I = - B2X 
(B-80) 
/J:,.y TYGAyRY - G2PY - H2RY - ~ rTGRY 
= - G2PX - (f[2 + I\ I:TG)RX = - B:2Y (B-81) 
8z TZG6z RZ - G2PZ - H2R,Z - ~ ~TG RY 
;:: - G2 py_, (H2 + ~ ~T~) RY ::;: - B2Z. (B-82) 
x ..... sWEEP 
Let: G1A:a G1 + ~ ~TW ( B-83) 
fl2A = H2 + Hk ~TG. (B-84) 
11. The fraction :2 appearing in some of the transmissibil-
ities in Eq~ation (53) can be removed by defining base per-
meabilities as: 
kx. = :x: 1 - direction permeability between blocks 
i and i - 1 
kYj "" y ...;, direction per~eabili-t;y between blocks 
j and j - t 
kz l = z - direction permeability between blocks 
1 and 1 - 1. 




where each TXW, TXG, and PX, RX, B1X, B2X carry subscripts 
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Solut~pn of Sweep Equations 
Let: 
P = PX; R = RX; S = G.11\; b = -B1X; a. = Ht. (B-91) 
Consider a Dirichlet-type problem in x direQtion, with 
the values of pressure specified on the boun.dary: 
Pc o n) = .A. i Pc N + J, n) = B ' . . ' 
where n is the time ~nde~, and linear sweep system is 
divided, into N+t equal increments, and x = I:8x1 • Writing 
the equation (B-85) with T, P, and Rat i=1, 2, ••• , N-
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one obtains: 
This system may be written in compact matrix form as 
follows: 
TP + a.R = C - .... (B-92) 
where, 
R = C = 
~ is the diagonal matrix; 
a. :;:: 
and Tis the tri-diagonal matrix: 
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-(1'1 +Ta +~1) T~ 0 0 0 
Ta - (T2 +Ts +~s) Ts 0 0 
0 Ts .... (T3 +T4 +~4) T4 0 
. ~ " 
. . . 
0 0 0 Tn -(Tn +Tn+l +~n) 
By letting P, R, ~, b, and~ represent variables corre-
spotiding to those indicated by the set of transformations 
(B-91) for any other sweep directio;n equations (B-86 -
B-90), one can observe that they c~n be written in the form 
of the Equation (B-92). For the gas phase equations, the 
positions of the vectors P and Rare interchanged. Thus, 
each sweep requires the simultaneous solution of the follow-
ing bi-tri-diagonal system: 
Tw p + ~w R = <\ (B-9Ja) 
.'.:L R + q,g p = c\ (B-9Jb) 
where wand g are the usual phase subscripts. 
Solution of the Equations (B-93a and B-93b) 
I 
Equation (B~93) may be solved by extending an algorithm 
developed by Richtmeyer (74) to solve the system 
T P = c (B-94) 
by Gaussian elimination. Ass~e a property *1 , which is a 
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relationship between P1 _ 1 and P1 • Similarly, assume a 
property l;1 which is a relationship between R1 "' 1 and R1 • 
Now, show that if iv 1 and l; 1 are "true", then by the system 
of Equations (J), iv~~i and l;1 + 1 are also "true". If it can 
now be shown that 1V;,3 and l;a are "true", then by induction 
iv 3 -> 1Vn+l and ~ -> l;n+l are all true. 
The relations assumed are: 
(B-96) 
Substitute PX1 _ 1 and RX1 ~ 1 from these equations into 
Equations (B-e5) and (B-86): 
(B-97) 
(B-98) 







Simultaneously solving for PX1 and RX1 , 
~l 
PX1 +. 1 + d1 C1 b1 
aa_ RX1+1 + da Ca ba 
p~~ = M RX1 -
a1 PXt+l + d1 
aa RX1+1 + da 
M 
( B-10J) 
wbere, M = 
Performing the indicated operations yield~: 
ca1 Mca) ' caa Mca) 
d1 Ca - da C1 
PX1 PX1+1 - RX;l + 1 + M 
(B-104) 
caa Mb1) cal ba) 
b1 da - ba d1 
RX1 = RX1+1 .,... .. M .. PX1+ l + M 
(B-105) 
The set of equations (B~104) and (B-105) are of identi-
cal form to the set 9f equations (B ..... 95) and (B-96). It was, 
thus, shown that if the relationships (B-95) and (B-96) are 
"true" at i, they are also "true" at i+1. The coefficients 
can be obtained recursively as follows: 
C 11 + 1 = -.-M--- M D21 + 1 = --M--
d1 ca - da cl 




The starting values of the recursion cqefficients at 
i = 2 are obta;i.ned from Equations (B-85) and (B-86) written 
at i i:: 1 (boundary). The set of equations (B-106) and 
(];3-107) permit the calqulation of t}?.e recursion coefficients 
for i = 2, 3, ••• , N+1. The upper boundary condition::; give: 
PXN+ 1 = BW (B-108) 
RXN.i. l, = BG. (B-109) 
Thus, from Equations (B-95) and (B-96), one obtains: 
(B-110) 
(B-11,1) 
and, (PXN-i, RXN-l), (PXN-z, RXN-2), ••• , (PX1, RX1) are 
bacl<-calculated, in order, from ~quations (B-95) and (B-96). 
What is meant by a "residual" and how it is used is 
perhaps clearer to the reader at this juncture. For in-
stance, B1X and B2X are residuals of X-Sweep equations 
(B-76) and (B-80), at any iteration level k; they are indi-
cative of the amount of error in the current approximations 
to the correct solution. The observation of the recursion 
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coefficients, (B-106), show that they are directly used in 
the k+1 level iteration for the determination of the new PX 
and RX values. Y.....;Sweep and Z-:Sweep residuals have analogous 
functions at the same iteration levels (k to k+1). 
Iteration Logic 
Now it remains to develop some schemes for ascertaining 
when the numerical solution at any time level is sufficient.:... 
ly close to the "correct" solution of·the analogous differ-
ential system; that is, when to stop iterating .for the time 
level tn+i solution. Furthermore, iteration parameters and 
methods of updating pressure and saturation dependent prop-
erties are needed. 
Closure Criteria 
If the numerical solution at a given time step were 
perfect, the incremental material balance should be zero. 
In other words, the sum of all changes in the system over a 
time step should be equal to material added to or removed 
from the system. Due to truncation error introduced by 
finite difference approximation, and round-off error, 
incremental material balance cannot be perfect. For 
closure criteria,.any combination of the following can be 
used. 









where qi11.+:i. implies k+1 iteration level approximation to 
In+~. Definition of incremental material balance error as a 
' percent ( or fraction) of ~ Q
1 
for gas phase and E Q,, !or 
water phase yields: 
For water: 





~{Gt c~:::1 -qi~-n)+Ht.cqi:::1 -qi~"n)} - ~ Q,, 
!: .Q,, . ~ E w • 
(B-115) 
Typical values for Ew and E
1 
can be taken in the neighbor-
hood of 0.001. All values are understood to apply at the 
spatial position i, j, l, ·and the summation is taken over 
the fµll ranges of i,j~l. 
10~ 
b) Maximum saturation change in!!;, grid block, less 
~ !!. specified _tolerance_: 
js:~~ ,1,n+1 -s: ,3 ,1,n+1f< Esat/' ·ci.e~: o.001). 
(B-116) 
c-) The sum of each of the absolute residuals over -.- -- -- ---- - -- . -
th . d t 1 th r? . • f . ct' t 1 __ e .. ~ .. sys emo ess · an_!!;,tspec1 1e· . 0 er~nce: 
k+l 
,n+i I r: B1X1 '3 '1 < EB1X' (i.e.: 0.05) (B-117) 
k+l 
, n + l t (i.e.: 0.05). r: B2Xi , 3 ' 1 < EB2X' (B-118) 
In this dissertation,,. expressions (B-114), (B-115), and 
(B-116) were used as closure criteria. 
In addition to the iteration closure criteria, cumula-
tive material balance for each phase was used to check the 
"correctness" of the solution, as it marches through the 
time domain, .. .and to indicate the cumulative truncation and 
round-off error. This was necessary because a finite (1-J) 
number of cycles with a finite (4-10) number of iterations 
k+1 
were employed in an attempt to force ~~+l values to the 
desired ~n+i. If the full range of specified cycles were 
exhausted, while the applicable c:Losure criteria were not 
met, the simulation run was either stopped or the last 
phase potential iterates were used as potentials at tbe new 
t:ime level tn + 1 "'.with the hope that at tn + 2 , the closure 
criteria would be satisfied. Thus, the cumulative material 
balances were checke~ at the end of each time step to make 
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sure that the solution did not diverge as time progressed. 
d) Cumulative material balance error~ than~ 
specified tolerance: 






where NX~ NY, and NZ are upper bounds on i,j,l and PV = 
(&x&y&z) ~ • GIP and WIP denote gas-in-place and water-in-
place, respectively. 
By convention of this dissertation, injection volumes 
are considered positive and withdrawals negative. The dif-
ferences between the gross cumulative injections and with~ 
drawals, of the two fluids, or th~ net volumes are given by: 
CUM~ = CUMG· n-1 (B-121) 
(B-122) 
where the summation is taken over the spatial positions 
i,j,l containing sinks (or wells). The cumulative material 
balance requires that: 




< E C UMG ' ( i . e • : 0.1) ( B'"-125) 
< EcUMW' (i.e.: 0.1) (B-126) 
were used to decide to continue with the simulation ru~ or 
to terminate it. 
Updating of Potential (Pressure) 
Dependent Properties 
After each iteration at a time step, phase potentials 
change; therefore, potential dependent properties must be 
updated. To satisfy the updating needs, tables of corre-
sponding phase potentials, phase pressures, and phase forma-
tion volume factors weye generated for each simulation case. 
Table look-up and interpolation techniques were used to up-
date potential dependent properties for each potential 
iterate; that is, for each block i,j,l. 
1 
(I? v.s. P;B 
k+l k+l 
f"" "" } _.....;T=A=B=L""""E..;..;.S_>_ r p p p ....!._ 1, } 
l'±'w,'±'g l 1'1' g' 0 'B '-B-, 






S 'k + 2 
k+l 
+ (1-W)S' (B-129) 
where S'k+a is the value of s' used over the next iteration. 
k+l 
W dampens S'k+a, since P
0 
employed in calculating S'k+a 
n+1 
is derived from phase potential iterates of the previous 
iteration. W was applied as a function of the iteration 
number: 
k 
W - -k--; O < W < 1. 
max 
(B-130) 
In two phase flow exhibiting significant hysteresis in 
capillarity, the calculation represented by expression (44) 
became a painstaking problem; because, for this type of 
flow, capillary pressure is .!!:2.i a single valued function of 
k+l 
phase saturation. The calculation of Sn+l corresponding to 
k+l 
P0 ite~ate requires n+l 
a special algorithm to determine 
( 
k+l 
whether P~ ~n+l - P0 n) implies tendency to imbibe or to 
drain along a bounding PC curve or an intermediate scanning 
PC curve. Similarly, an algorithm is needed to ascertain 
what is implied by the value of (Sn+i- Sn) for a given 
block. Algorithms named HYSTRACK and SEMHYSTRACK were 
developed to keep track of the saturation history of speci-
fied blocks, and select the appropriate subset from the set 
of equations given in Chapter IV for RP and PC. These 
algorithms are described in Appendix C. 
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Updating of Saturation Dependent Properties 
When the applicable closure criteri~ is met for a given 
iteration over the time step from tn to tn+i, one obtains: 
k+l 
91 
wn+l = ~w n+1 
= Sn + s;+ l p. on+ l 
(B-1,31) 
(B-132) 
Using Sn and Sn+l, saturation dependent variables, RP 
and PC, can pe updated for use over the time interval tn+i 
to tn+a· For non-hysteretic flow or when the conditions 
permit the replacement of hysteresis envelopes with single 
representative curves, both phase RP'1s and PC's become 
single valued functions of phase saturation. In this case, 
the updating work is straightforward. For hysteretic flow, 
the algorithms described in Appendix C were used to update 
saturation dependent properties. 
Effect of Heterogeneity on Relative 
Permeability-Capillarity 
All hydrocarbon reservoirs are more or less heterogene-
ous. Absolute permeability of the typical reservoir rock 
varies from point-to-point. Hence, RP also varies from 
point-to-point. In multi-phase flow parallel to bedding 
planes, total resistance to flow is dominated by component 
strata of high effective RP, whereas the converse is true 
in flow perpendicular to bedding planes. 
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Semi-empirical relations for RP presented in Chapter IV 
contain constant residual WF saturation (Srw = 1 - Smg ). In 
simulating heterogeneous reservoirs, Sms can either be 
treated as a subscripted variable and stored in computer 
memory for each grid block (or layer as the case may be), or 
as a function of base permeability if there is laboratory 
data to support the functional relation. T~e higher the WF 
residual saturation, the lower the relative permeability to 
NWF appears to be, at this residual saturation. This obser-
vation can be quantified in RP expressions by transforming 
interference coefficient Fg from a simple multiplier to a 
function of residual WF saturation; i.e. 
(B-133) 
If enough samples of heterogeneous reservoir rock with 
different RP characteristics are available~ Equation (B-137) 
can be written as a polynomial fit to the laboratory data. 
Such a correlation can also be used in accounting f9r dif-
ferences in sample capillarity data. 
In this dissertation, Leverett's (27) capillarity 
retention relation was used to calculate the bounding drain-
age PC values for layers or grid blocks whose Klinkenberg 
permeability and porosity differed from those of the base 
block. Leverett developed the semi-empirical relation: 
213.875. (psi) 
dynes/cm C 




which he acc,~pted because it was supported by dimensional 
analysis and experimental data. J(Sw) is a dimensionless 
function of the physical properties of rock-fluid system. 
1 
The factor (k/Cf)) 2 is also encountered in Poiseuille and 
Darcy models of flow in porous media, and represents the 
11 aveFage pore radius", thus imparting theoretical justifica-
tion in Equation (B-134). 
Once the capillary retention trend characterizing a 
given type of rock is obtained, PC can be related to J(Sw) 
which, in turn, is related to Sw values. All that need be 
known are estimated values for kabs, Cf), and cr. In this 
dissertation, Equations (8) and (13) represented the PC of 
the base layer (or region) of the prototype reservoir. For 
any other layer or region, exhibiting different properties, 
a capillarity multiplier, M0 , was used. Since, 
it follows that: 
p 
Obase (CT caS' 8)base 
1,. 
(k/t'f)) b2 ase 
(B-1J5) 
(B-136) 
= M0 P0 base; ~ = capillarity multi.plier. 
Boundary Conditions for the 
Numerical Simulator 
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The initial and boundary conditions are statements 
which define the limits of the connected regions, the time, 
and the position and magnitude of the imposed flows. A 
detailed discussion of the initial and boundary conditions 
for the differential system was given earlier in this appen-
dix. In this section the initial and boundary conditions 
actually used in the numerical simulator are described. 
External Boundary Conditions 
Since every porous body is finite in volume, an extrem-
ity exists in all directions where the permeability either 
vanishes (closed boundary) or becomes nearly infinite 
(constant terminal potential condition). In simulating two-
phase sy~tems, it is not necessary to extend the grid net-
work to cover all the boundaries of the prototype system, 
provided that their effects are properly accounted for. 
When the external faces of any number of grid blocks 
coincide with a closed prototype boundary, the transmissi-
bilities TG and TW of these blocks normal to the boundary 
are set equal to zero. Otherwise, steady-state or unsteady-
state WF influx-efflux methods should be applied. The 
simplest method of treating an open bo~ndary, used in this 
work was the "aquifer strength method", whereby the WF move-
ment across the external faces of the edge grid blocks, over 
a time interval, was calculated from: 
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n+l 
qw b = qo Bw P w ( il? w (B-137) 
where: 
qwb = WF movement into (or out of) the edge block 
i,j,l (typically in STB/D). 
q0 = Aquifer strength beyond the external face 
of block i,j,l (Res. Barrels/D). 
b = Subscript designating the boundary. 
For simulation cases requiring more accurate represen-
tation of the effects of WF movement, outside the area 
covered by the grid, on the potential and saturation distri-
butions within the grid, Carter-Tracy (72) Unsteady-State 
Method was utilized. This method circUIJlvents the need for 
superposition calculations normally required under unsteady-
state and varying rate conditions by a clever approximation 
of Hurst-Van Everdingen solutions (75, 76). Carter~Tracy 
approximate water influx equation (72) is: 
where: 
n 
= 0.00633 kW tD 
cp µw ct rb a ' dimensionless time. 
B-138) 
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PD(tD) = Van Everdingen-Hurst dimensionless pressure 
n 
drop. 
rb = Radius of an imaginary circle encompassing 
th~ prototype reservoir area represented by 
the grid sy~tem, feet. 
F = Correction for limited portion of reservoir 
perimeter open to water influx-efflux, 
fraction. 
Ct = Total compressibility for the aquifer, psi- 1 , 
W1 = Cumulative water influx attn. n 
EquatiQn (B-138) was transformed into~ function of 
real gas potential on the open boundary a~ follows. Let: 
(B-139) 
Since Equation (B-138) has the dimensions of reservoir 
volume of water movement over a cumulative time period, the 
term in the brackets becomes: 
{ } = D D 
(B-141) 
Transposing We to the left side of Equation (B-138) and 
C n-1) 
dividing both sides by tn~tcn-l) yields the mean influx 




b = represents the boundary block 
D 




Interior boundaries are the producing wells (sinks), 
the injection wells (sources), and the combination wells for 
cyclic systems. Since the difference system used in this 
work is not a "purely implicit" system, there is a choice 
between implicit or explicit internal boundary conditions. 
Furthermore, at least two distinct types of boundary condi-
tions can be set up at each well over a time interval: 
constant terminal rate and constant terminal pressure. 
The equations used in this simulator to describe two-
phase flow toward (production) or away from (injection) a 
well's bore-hole, within a single block, will be described 
first. Various manipulations of these equations yield 
boundary conditions at each well of interest. 
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Flow Within a Grid Block 
When reservoirs are represented by regular or irregular 
grid networks, the dimensions of grid blocks are many times 
greater than the well-bore diameters, and the .calculated 
pressure and saturation for lattice point i,j,l are average 
properties of the block represented by that point. If a 
well is shut-in, the well pressure and the block pressure 
I 
are comparable. However, if the well is active, the well 
p~essure differes markedly from the average block pressure, 
also known as dynamic pressure. 
If the grid system is set up so that there is at most 
one well per block, Darcy flow may be assumed within the 
well blocks. Pressures in a square or almost square finite 
system can be assumed to behave similar to those in a finite 
radial system (77). 
$ince AOI solution of the difference system gives the 
block average pressure and saturation over any time inter-
val, each block with an active well is treated as a finite 
system for flow within the block. 
As before, consider the NWF to be gas and the WF to be 
water. Darcy's Law for radial gas flow in standard condi-
tions is: 
= ( A) 2 TT r h k p T 6 
µ z TR Pa 
~ 
dr 
where subscripts sand R refer to standard and reservoir 
conditions, respectively, and A is the proper unit 
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coµversion constant. 
De:f:ining the "real gas potential" as 
dp (B-146) 
and substituting Equation (B-146) into Equation (B-145) 
yields: 
Hence, 
( A) 2 Tr r h k I? T6 
µ TRpB 




where rb is the wellbore radius. 
Letting, 
qs µ TR Ps 




substituting Equation (B~149) into Equation (B-148) and 
integrating both sides gives: 
~. Pin C:) C: !h - ~ (r). 
V ,b , 
(B-150) 
Consider a$ which is the integrated average potential 
bounded by the volume characterized some external radius, 
t - rr r 2 e (B-151) 
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Solving Equation (B-150) for ~(r) and substituting into 
Equation (B-151), one obtains: 




qi b = Potential at the well-bore. 
h = Block thickness in feet. 
k = Block base permeability. 
Ts = Standard temperature (i.e. 520° R). 
Pa = Standard pressure (i.e. 14.73 psia). 
The selection of ~e, in the definition of$ by the 
Equation (B-151), depends upon the detail in the reservoir 
definition. If few, large dimension blocks are used, it is 
normally assumed that qie = $, and re is computed from: 
( B.:..15 3) 
For detailed computations with numerous blocks, re may 
still be obtained from the relationship (B-15J) provided 
that$ in Equation (B-152) is replaced by qi 8 calculated from 
the pressures of blocks adjoi~ing the well blocks. A simple 
; 
method to calculate qi, is: 
117 
4 
~ ( h k/µ ) ( t j - ~ ) 
j=1 (B-154) 
where ~'s are the block average potentials and Fis a 
weighing factor. As F approaches zero, ~e approaches$. 
Equation (B-152) is a single phase flow equation. For 




= (kr/µ) 1 = gas phase mobility 
(B-155) 
I\\, = ( kr /µ. )w = water phase mobility 
and expressing re~ervoir flow rates in reservoir barrels per 
day gives: 
0.00708 
A, ($ - ~b ) M,: Bg P1 
q~ = MSCF/D g r, (B-156) 




($-~b) ~ Bw h Pw 









= gas formation volume factor, MCSF/RB. 




= specific weight of gas at reservoir conditions 
(TR and$), psi/foot. 
A ·;· 
Pw = ~pecific weight of water at reservoir conditions. 
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Constant Terminal Rate Condition (Explicit) 
I 
In this case, flow rates are explicitly specified for 
injection wells, and used directly as q
1
' and qw in the dif-
ference system (B-65a ~ b) and in X-direction residuals 
(Equations B-76- and B-80). The corresponding wellbore in-
jection potentials ~b , ~b · are calculated from Equations 
W I 
(B-156) and (B-157). For production wells, gas (or water as 
the case may be) flow rate is specified. If the other phase 
is also mobi.le within the block, it can be simply calculated 
from (B-156) and (B-157) ~ince the specified rate of the 
first phase yields cl - ~b ). 
In 2 ..... D cross-sectional and J-D simulation studies, a 
well may be active in more than one block; hence, the total 
gas or water rate must be allocated to each participating 
block. 
A simple method of allocation consists of multiplying 
the total injection rate into a well by phase mobility frac-
tion; that is, 
.-
L 
= <ls M1/.Z:: . M1 
L=1 
(B-158) 
where M is M
1 
· or ~ , and L is the total number of blocks 
J 
supplied by the well. 











, and Bw are understood to apply at spatial 
position i,j,l. 
Constant Terminal Pressure Condition 
In this case, ib is specified'. and the flow rates are 
calculated from Equati~ns (B-156) and (B-157). This scheme 
is explicit: the known value of$ attn ~s used to compute 
the flow rates over the time interval tn to tn+i. It is 
quite extraordinary to inject both gas and water into a 
well; hence, the phase being injected must be specified in 
additioµ to S. For multi-block wells, allocation schemes 
present no special problem. Since$ is known for each 
block and ib specified, Equations (B-156) and (B-157) 
directly yield the block flow rates. 
Constant Terminal Rate Condition (Implicit) 
Implicit techniques approxi~ate the wellbore conditions 
more realistically. To express the sink-source terms in the 
difference system (B-65a and B-65b) implicitly, let: 
where, 




qw == qs · == Cw ( i w 
w n+l 






In this case of a gas well, ~gb is assumed and itera-
tions performed until the flow rate calculated from the 
Equation (B-161) closes on the desired rate. On each 
iteration ~b is corrected by the relationship, 
k 




. is the desired rate for .this boundary condition. 
b 
Equation (B-16J) also applies to a water well when subscript 
g is replaced by subscript w. If the well is producing, the 
flow rate of water moving simultaneously with gas into the 
well-bore is calculated from the relationship (B-160). 
For multi-block wells, the method remains essentially 
the same, with all subscripted terms involved in summations 
over the number of completion blocks for allocation pur~ 
poses. In other words, ~b is first assumed and subsequently 
iterated on, until the sum of the flow rates, of indi-
victual blocks (1) closes on the total desired rate. 
Equation (B-160) is used to calculate the water flow rate in 
each block drained by the well, after closure on total gas 
rate for the well. 
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Constant Terminal Pre·ssure Condition (Implicit) 
In this case ip. ·., (or ip as the case may be) is speci-
b I b 'w 
fied as the known internal boundary condition in any given 
block excited by an active well, and the relationships 
(B-161 and B-162) are directly used in the difference sys-
tern. to replace explicit qg and qw. 
The Role of Relative Permeability in Establishing 
Internal -Boundary Conditions 
The computation of the well-bore flow pressure corre-
sponding to an explicit terminal flow rate condition, or the 
calculation of terminal flow rate(s) for a given well-bore 
pressure involves relative permeability terms in phase 
mobilities Ms , Mw • After closure of a time level tn, the 
simulator computes block average saturation; hence, in simu-
lation runs with fairly large grid blocks, significant 
saturation gradients may exist within a block. Furthermore, 
a well may be only partially completed in a given block, 
across a portion of the block whose saturation differs from 
the block average saturation. In these cases, relative 
permeability versus phase saturation correlations based upon 
laboratory data must be transformed to the prototype 
reservoir or simulator conditions. Various schemes have 
been proposed for such transformations. Those used in this 
dissertation will be discussed briefly in Appendix D. 
Once the fluids saturating the prototype reservoir are 
specified, phase mobilities are controlled by phase relative 
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permeabilities. Assuming steady-state or semi-steady-state 
flow within a block, the maximum mobility to the injected 
fluid is equal to or less than the mobility of the displaced 
fluid. This presents a difficult problem in simulating gas 
injection into a virgin aquifer. 
are presented in Appendix E. 
Possible solution methods 
APPENDIX C 
HYSTRACK ALGORITHM 
When the applicable closure criteria is met for a given 
iteration over a time step from tm to tm+i, the simulator 
yields S(i, j, 1). Using Sm and Sm+l values for each block, 
saturation dependent variables can be easily updated for 
non-hysteretic flow. However, for hysteretic flow the sat-
uration history and the current locations of RP and PC 
points on RP - S and PC - S maps generated by the semi-
empirical equations must be considered. 
state indicators~: 
IM= mobility indicator 
Defining a set of 
1: only non-wetting phase mobile 
2: both phases mobil 
J: only wetting phase mobile 
ID= displacement process indicator over two 
consecutive time steps; tm-i to tm (before), 
tm to tm+l (now) 
1: drainage before; drainage now 
2: imbibition before; imbibition now 
J: imbibition before; drainage now 
4: drainage before; imbib.i tion now 
IND= drainage RPN selector 
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IWD = drainage RPW selector 
INI = imbibition RPN selector 
IWI = imbibition RPW selector 
such that, 
IND, IWD = 
1: RP values on bounding drainage curves 
2: RP values on intermediate drainage 
scanning curves branching off the 
bounding imbibition curves 
J: RP values on intermediate drainage curves 
branching off scanning imbibition curves 
INI, IWI :::: 
1: RP values on bounding imbibition curves 
2: RP values on intermediate imbibition 
scanning curves branching off bounding 
drainage curves 
J: RP values on intermediate imbibition 
scanning curves branching off scanning 
drainage curves; 
the algorithm, nam.ed Hystrack (Fig1.1re 12) was developed 
to: 1) update the saturation history, and 2) select the set 
of appropriate equations yielding time level tm values of . +l 
RP and PC for use at time level tm • 
+2 
All indicators are 
understood to carry subscripts (i, j, 1). 
Since the economy of core storage is important in 
digital computers, a universal indicator (IU) was used to 
replace the state indicators in the computer program: 
Enter: Ml, ID, JND, 
IWD, INI, IWI, Bhn' 
5han' 8n• 8.tn' 8.t,n' 
9 rn' 8cn' Pc 
p • p 
C C 
9 '!9 9 max n mn 
Ml• I 
JIPN • Fn 
APW• 0 
Pc• (8) 
RPN • 0 
RPW • (7) 
6hn • 5h1n • 8n 
INI • I 
p C • (8) 
RPN • UNDR ~ (6) 
8hsn • 6n 
INI • I 
lnlUal Seturallon Distr1but1on 
Captllary-Gravtty Cqul~lb. 
Ml• 2 
RPN • UNDA • (6) 
RPW • UNDA • (1) 
5hsn • 6hn • 5n 
s, in• s, n • 0 
srn • o.s shn 
D • IND • JWD • 1 
ID: (I, 2, 3, 4) 
I l 
IND I (I, 2, 3) 
RPN • (A-1) 
RPN; UNDR 
p • p 
c cmin 
Ml• 3 
RPN • 0 
APW • r w 
RPN•UNIM• (II) 
9.tsn· 8in· 6 n 
IND• 2 
pc• (13) 
IWD • 2 
IWI • I 
Figure 12. Flow Chart for Hystrack Algorithm 
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) 
IU = (IM)105 + (ID)104 + (IND)103 
+ ( INI) 102 + ( IWD) 10 + ( IWI) 
IM = '±' ( IU X 10- 5 ) 
ID ··- '±' ( IU X 10- 4 ) - 10'±' ( IU X 10- 5 ) 
IND = '±' (IU X 10- 3 ) - 10'±' ( IU X 10- 4 ) 
INI -. '±' ( IU X 10- 2 ) - 10'±' ( IU X 10- 3 ) 
IWD = '±' ( IU X 10- 1 ) - 10'±' ( IU X 10- 2 ) 
IWI = IU - 10'±' ( IU X 10- 1 ) 
where '±' represents the type transfer function 
Extended Algol computer programming language. 
shows the loci of RPN calculated by HYSTRACK. 
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(B-1) 
ENTIER of the 
Figure 13 
Conditions prevailing in the prototype reservoir, or 
lack of appropriate data, or simulation policy, or any com-
bination thereof, may permit the use of hysteresis envelopes 
only, without scanning loops. A simplified version of 
HYSTRACK algorithm, SEMHYSTRACK was used for updating the 
reduced set [S*] and generating RP and PC loci on the basis 
of dynamic hysteresis envelopes without scanning loops, 
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Figure 1J. Loci of Non-Wetting Phase Relative Permeability 
Calculated by Hystrack Algorithm 
APPENDIX D. 
PARTIAL INTEGRATION OF EQUATIONS OF TWO-PHASE 
FLOW--VERTICAL EQUILIBIUM (VE) 
The limiting vertical equilibrium (VE) concept, first 
investigated by Coates (8), permits the calculation of lim-
iting pseudo-capillarity and relative permeability curves. 
j 
In this dissertation, these pseudo-saturation functions 
played a very important role in reducing the scope of sensi-
tivity studies. A recent paper by J. Martin (73) presents a 
rigorous method of partial integration of multi-phase flow 
equations, together with a theoretical foundation of VE 
condition. 
When VE condition obtains in a reservoir flow system, 
where, 
P* 
0 X 'y 
oii!s oii!w 
a:- = oz = 0 
z 
cos¢ 1 6p dz 
0 
= value of c;:apillary pressure at any areal 
point (x,y) on a reference surface. 






= dip angle. 
The z coordinate is oriented in the dip-normal direc-
tion and measures the distance below the reference surface. 
For sake of convenience, consider the reference plane to 
pass through the midpoints of all dip-normal line segments 
crossing the reservoir rock~ Given any dip-normal satura-
tion gradient Sw (z) within a grid block and laboratory rel-
ative permeability curves, volumetrically averaged (or 
pseudo) saturation and effective relative permeabilities, 
for flow parallel to the X-Z plane at any areal point on the 
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where porosity cp and b~se permeability on the x-y plane vary 
with z in stratified reservoirs. The saturation Sw and the 
relative permeabilities are indirect functions of z. When 
VE condition occurs, Equation (D-2) yields: 
dz = -dP0 /1::.p ros ijr. 
Replacing the v~riable of integration dz by dP0 , 
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pseudo-relative permeability and capillary pressure func-
tions are defined as: 
. b h/2 




dP0/f kxr (z)dz 
-h/2 
(D-7) 
t h/2 = c kx y ( z) kr dP O I J kx Y ( z) dz a w · -h/2 (D-8) 
where 
h Li.Po a = P* - &(:) cwt = P* -0 2 0 2 (D-9) 
h t,Po 
b = P* + Li.p cw 1V = P* + 0 2 Ci 2 (D-10) 
C = 1/Lp cw 1V. (o:..11) 
The above equations represent tr 
g 
P: (~w) curves which reflect the dip-normal stratification 
and saturation distribution, under VE configuration. 
When the prototype reservoir is homogeneous with con-
stant dip-angle and thickness, and saturated with two 
immiscible fluids of negligible compressibility, the pseudo-
relationships (D-6 through D-8) are applicable over the 
entire reservoir. Otherwise, with areal variation of 
stratification, dip angle, anistropy in x-y plane, thick-
ness, and specific weight differences, separate 
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pseudo-curves are required for each areal grid point repre-
senting a grid block. 
The treatment of partial penetration of a well into a 
given block is fairly straightforward if vertical equilibri-
um can be assumed. In this case, the position of the center 
of the completion interval of the well relative to 
block height (or thickness) his specified, and the relative 
permeability curves representing the total block adjusted to 
represent the completion interval only. Otherwise, the best 
approach appears to be the study of typical (or even indi-
vidual wells) with detailed (s~all block dimensions) numeri-
cal simulators to determine saturation-rate relationships 
for well blocks such that gas or water will not move, and to 
adjust the RP curves accordingly. 
APPENDIX E 
PARAMETRIC SENSITIVITY STUDIES OF RP AND PC 
IN RESERVOIR MODELING 
The following data was used, except, as indicated, 
throughout the sensitivity studies: 
An :;:: 1 - 2; Aw = 1 - 4; 
Wn = Ww = We = 2 j Sm n = 0. 8 
sen = 0.1 or 0.05 or 0.01 
6x = 6y = 1000 ft.; Az = 10 £t. 
Pr = 780-830 psi range at equilibrium 
Pn = 50 MSCF/bbl; Pw = 62.4 lbf ft. 3 • 
Case of Gas Injection Into a Thin, Virgin Aquifer 
Simulation Runs B1, B2 2 B3 2 B4 
In this case, the 11X 11X 1 grid system shown in 
Figure 10 was employed. The internal boundary conditions 
132 
133 
(or excitation functions) consisted of the explicit constant 
terminal injection rate of 1000 MSCF/D/ well in blocks 
(5,5), (7,5), (5,7), (7,7). The aquifer was assumed to be 
continuous to infinity, beyond the area spanned by the grid 
network; hence, Carter-Tracy type water influx-efflux condi-
tions were used as external boundary conditions. In all 
four of the runs, the curvilinear capillarity data shown in 
Figure 14 was applied. 
Simulation Run B1 was made with An = 2, Aw = 4, and S0 n = 
0.1. Saturation distribution for simulation time level of 
763 days is shown in Table III. After 763 days of injec-
tion, block (5,5) water saturation was 0.6780. At this 
saturation, the mobility ratio (krn µw/krwµn) is 65 to 1 in 
favor of the gas phase. This explains the rather high water 
saturation remaining in the input block. With S
0 
n = 0 .1, gas 
cannot move out of one block and enter another 1 until the 
water saturation of the block with higher gas potential is 
less than 0.90. At a water phase saturation of 0.85, the 
mobility ratio is 0.975; hence, at that saturation gas can 
move as easily as water from block-to-block. High water 
saturations observed in gas invaded blocks of the grid sys-
tem, at t = 763 days, are caused by the high mobility of gas 
at low gas saturations. In this 10 feet thick system con-
tinuously supplied by four wells, the viscous forces domi-
nate the capillary-gravity forces, and coupled with the high 
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Figure 14. Linear and Curvilinear Capillary 
Pressure Curves Used in 








SATURATION (Sw) MAP FOR RUN Bi AT THE 
SIMULATION TIME LEVEL OF 763 DAYS 
0.99 0.92 1.00 
0.99 o.88 0.81 0.97 
0.99 o.86 0.80 0.78 0.90 
oLB8 0.80 0.77 0.73 0.85 
0.81 0.78 0.73 0.67* 0.80 
0.97 0.90 0.85 0.80 0.95 
*Input well location 
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Since the gas phase has high mobility even at low gas 
saturations, Sen becomes a very important parameter in thin 




, the higher is the 
RPN - hence mobility - to gas at a given saturation. To 
show the impact of Sen, simulation runs B2 with S
0
n = 0.05 
and B3 with S0 n = 0. 01 were made. Figures 15 and 16 di splay 
water saturation versus simulation time relationships of the 
key blocks corresponding to three values of S0 n = 0. 1, 0. 05, 
and 0.01. In well blocks, higher Sn values are obtained 
with higher values of S0 n, throughout the simulation runs, 
as expected from mobility considerations. The converse is 
true for edge blocks; that is, the lower the S0 n, the higher 
is the gas saturation. This is entirely as expected. The 
more mobile is the gas, the farther it will move from the 
input blocks, at a given time and for a given injection 
volume. The volumes of ~as injected for Runs B1, B2, and BJ 
were kept the same for comparison. 
Runs B1, B2, BJ demonstrate that Sc n is the most impor-
tant parameter in simulating gas injection into a virgin 
aquifer. S0 n is also first order important in hysteretic,i 
cyclic flow. For a given volume of gas injected, the higher 
is the S0 n, the smaller is the size of the gas bubble. 
Hence, some blocks containing gas would not have undergone 
gas invasion, had Sen been higher than the value used in the 
simulation study, and no gas would have been trapped in such 
blocks upon imbibition. The reader is reminded that, in 
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Figure 15. Water Saturation V~rsus Simulation Time 
Plots for Runs B1, B2, and BJ [Blocks 
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Figure 16. Water Saturation Versus Simulation Time 
Plots for Runs B1, B2, and BJ [Blocks 
( 6 , 1 ) and ( 6 , 5 ) ] 
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of the historical peak gas saturation of that block. The 
impact of Sen decreases, however, as the viscosity contrast 
between the two fluids decreases. 
The difference in the saturations of the adjacent 
blocks (5,1) and (6,1), caused by well interference (see 
Figure 10), is amplified by the rather coarse grid system 
applied. For example, at t = 763 days and for S0 n = 0.01, 
Sw in blocks (5,1) an.ct (6,1) were 0.835 and0.995, respec-
' 
tively. Furthermore, the Sw contrast (0.895 and 1.00) in-
creased as S0 n increased. If a more detailed grid network 
were used, these differences would have been considerably 
smoothened. The simulation technologist should expect 
higher saturation "errors" in frontal development as the 
value of S0 n and block size increase. 
Run B4 was made with An = Aw = 1 and S0 n = 0. 1. When the 
two interference exponents are equal to unity, RP curves 
become straight lines. Water phase saturation versus simu-
lation time relationships of various key blocks are shown in 
Figure 17. Run B1 data is also presented as dotted lines 
for compariso~. The impact of A on the saturation distribu-
tion is similar to that of S0 n; that is, as A decreases~ RP 
values increases, both gas and water become more mobile in 
two-phase saturated blocks; hence, the gas "bubble" spans a 
larger region of the reservoir, for a given injection 
volume. 
Dynamic pressure versus simulation time relationships 
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Figure 17. Water Saturation Vers~s Simulation Time 
Plots for Run B'-± [Blocks (5,1), (5,5), 
(6,1), and (6,5)] 
1'-±0 
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from the simulation Runs Bi and B4, are presented in Figure 
18. Well block pressure increases with the interference 
exponent,:\; because, the higher values of:\ produce lower 
phase mobilities within the two-phase flow zone. The con-
verse is true for the boundary blocks, as indicated by 
Figure 18. Higher input block dynamic pressures, at a 
given saturation and simulation time, simply mean that more 
gas was stored in the input blocks due to compression; 
hence, water efflux rate into the aquifer and the grid 
boundary pressure are lower. As the gas front approaches 
the grid boundary, the. pressure differences in boundary 
blocks, due to:\, decrease. Interference coeffic~ents~ Fw 
and Fn, are direct multipliers of RP relations. The lower 
are Fw and Fn, the lower are the phase mobilities in direct 
proportions, within the two-phase zone. 
To summarize 1, the saturat;i_on and pressure distribution 
calculations for the case of initial gas injection into a 
thin virgin aquifer are sensitive to the critical gas satu-
ration, the phase interference exponent, and the phase in-
terference coefficient, in that order, as they govern the 
mobility of the two fluids. However, the differences in 
these distributions, due to:\ and Sen, may well be within 
the computational accuracy desired. This is usually the 
case when the g·eometry of the prototype reservoir is not 
well-known. For example, dynamic pressure variation due to 
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For gas-water systems, PC is generally very low, except 
near srw. Therefore, it is the slope of the capillary 
pressure curve, not the capillary pressure level, that in-
fluences the computations, for Sw > Sr w . The change in the 
saturation distribution with simulation time, for an initial 
drainage process, is such that the drainage PC curve, 
Figure 14(a), can be replaced with a straight line, Figure 
14(b). The effe~ts of the size of the grid area and the 
size of the grid blocks on saturation-pressure distributions 
were also investigated. 
Appendix. 
The findings are reported in this 
Case of Gas Injection Into a Partially Gas 
Saturated, Thin Aquifer at Initial 
Capillary-Gravity Equilibrium 
Simulation Runs B5 and B6 
Simulation Runs B5 and B6 were made to investigate the 
effects of the interference exponent', A, governing phase 
mobility, on saturation and pressure distributions, when an 
equilibrium gas bubble was excited by gas injection and 
forced to grow in a thin aquifer. Original gas-water con-
tact was placed at 174 feet above the center of the refer-
ence block (1,1,t). Grid system and boundary conditions 
used for Runs B1 through B4 were agaip applied. Run B5 was 
made with linear bounding RP curves (°A = 1). Run B6 employ-
ed curvilinear RP,with A.
8
=2 and "-w =4. 
Saturation profiles at the beginning and at the end of 
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the Runs B5 and B6 are p~esented in Table IV. The response 
to A was the same as the response in Runs BA through B4; 
however, the saturation differences produced by A were very 
small near the gas injection points where gas saturation was 
relatively high. The largest Sw variation in response to A 
was observed in edge block (5,1); 0.8864 fo~ Run B5 and 
0.9695 for Run 6. The pressure variation in response to A 
I 
in well block (5,5) was approximately 2.7%, which is within 
the desired accuracy for most applications. 
The distributions computed by the simulator for the 
case of constant rate gas injection into a thin aquifer~ 
with or without initial gas in place, showed that the 1 maxi-
mum variation due to relative permeability, were about 8% of 
pore volume for saturation and J,.5% for pressure, relative 
to the simulation conditions for Runs B5 and B6. For thin 
reservoir systems with higher pressure levels, these per-
centages would be smaller. Conversely, for systems with 
lower base permeability the errors due to RP data would be 
higher. 
Case of Constant Terminal Rate Production From 
a Thin Reservoir-Aquifer System, 
Initially at Capillary-Gravity Equilibrium 
Simulation Runs Ci, C2, CJ, D1 
In this case, the grid system (see F~gure 10) and 
rock-fluid properties used in Simulation Run group B were 
again applied. Original gas-water contact was placed at 
TABLE IV 
SATURATION (Sw) PROFILES FOR RUNS B5 AND B6 
AT THE SIMULATION TIME LEVEL OF 763 DAYS 
' ' 
J(I=5) Sw (Initial) SW ( B5) SW ( B6) 
1 1.000 o.886 0.969 
2 1.000 0.856 0.832 
3 1.000 0.838 0.787 
4 1.000 0.722 0.723 
5 0.338 0.321 0.337 
6 0.236 0.237 0.235 
An = Aw = 1 for Run B5 An = 2, Aw = 4 for B6; 
and S0 n = 0. 1. 
11±6 
160 feet above the center of the reference block (1,1,1). 
The internal boundary conditions consisted of the explicit 
constant terminal gas withdrawal rate of 1000 MSCF/D/Well 
from blocks (5,5), (7,:5), (5,7), (7,7). Water cut was cal-
culated from the relation: 
STB/D/Well 
where Q,,_ = 1000 MSCF /D. 
Runs Ci, C2, and CJ were made with the following values 
of parameters controlling the shapes of RP and PC curves: 
Run 
.~ ~ & ~ Y. Drainage po 
C1,D1 1 1 2 2 1 curvilinear 
C2 2 1± 2 2 1 curvilinear 
CJ 2 1± 2 2 1 linear 
Imbibition relative permeability to both phases, hence phase 
mobility, is higher for lower values of A, with w held 
constant. 
Saturation profiles for these runs are given in Table 
V. A comparison of Run Ci and C2 saturation distributions, 
at simulation time level of 313 days, revealed insignificant 
saturation differences. However, pressure comparison 
revealed significant sensitivity to A in blocks with high or 
full water saturation,, even though saturation differences 
between runs Ci and C2 were negligible. This is entirely as 
expected, since water relative permeability, hence mobility, 
is very sensitive to Aw. With Aw = 1, water phase is consid-
erably more mobile, compared to Aw = 1± level. Higher 
mobility to water produces lower pressure gradients. 
Pressures in blocks (5,5) and (5,6) compared very closely, 
because in these blocks water saturation were near the 
residual level where RPW is insensitive to Aw. 
Lower values of Aw should produce higher water cuts 
for a given gas production rate. This is shown to be true 
in Figure 19, which is a plot of water cut versus simula-
tion time. In Run C1 the production wells were found to be 
incapable of sustaining the explicit gas flow rate of 1000 
MSCF/D/Well at and beyond 373 days, whereas this incapa-
bility occurred at the time level of 433 days for Run C2. 
An examination of saturation distributions, at these 
failure times for each run, shows that the gas saturation 
of the blocks adjoining well blocks were at residual (or 
trapped) level; he~ce, 1 water phase gushed into well blocks 
and increased the water cut of producing wells (Figure 19). 
An interesting paradox was observed in the saturation 
distributions of t = 373 days and t = 403 days for Runs C1 
and C2, respectively. How could a well placed in a block, 
such as block (5,5), with a saturation of only 22-28% 
water, produce such tremendous quantities of water? The 
answer was very simple. The simulator base transmissi-
bility was taken to be a "chord" petween the centers of two 
adjoining blocks• and it was time independent. However 0 
effective transmissibilities were saturation, hence, time 
dependent. When two adjoi~ing blocks have a very large 
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Figure 19. Water Cut Per Well in Simulation Runs Ci, 
c2, and CJ 
confronted with a dilemma; which saturation should be used 
in applying an RP to the base permeability cord joining the 
two blocks? In these simulation runs the saturation of the 
block with higher potential was used. In this example, the 
key block would be (5,4), where RPW is nearly unity. Now, 
the reason why block (5,5) water saturation was still about 
0.28 while large quantities of water entered this block, was 
that the producing well removed the water almost as fast as 
it came into the block. 
This pa~adox can be circumvented by using the satura-
tion of the producing well block to compute the well's water 
output, and the saturations of the two blocks weighed 
equally for block-to-block transfer of the two fluids. 
However, for any two adjoining block pairs without wells, 
the use of the saturation of the higher potential blocks was 
found to be quite satisfactory. Another reason for exces-
sive water production from wells, in Runs Ci and C2, was 
that the imbibi tion RPW curve used in these runs, with Ew = 1 
was not realistic. The usual range for Ew is 0.1 to 0.5. 
Since Ew is a direct multiplier of imbibition RPW, block-to-
block water transfer rate would have been smaller with 
These runs served well to demonstrate that internal 
boundary conditio~s and those parameters governing the 
shape of imbibition RPW become very important as the gas 
bubble "collapses" toward the producing wells. Therefore, 
th~ neglect of the hysteresis in RP and Srn could cause sig-
nificant errors in phase mobility and entrapment, at the 
later stages of gas withdrawal from an aquifer-reservoir 
complex. 
150 
Run CJ was made with linear drainage capillarity data. 
(Figure 14b) In contrast to the group B injection simula-
tion studies~ PC data did influence the pressure and satura-
tion distributions throughout the simulation run by affect;-
ing the initial gas-in-place and saturation distribution. 
With the initial gas-water contact and initial reservoir 
pressure held constant, the initial distribution is quite 
sensitive to PC data if the capillary-gravity equilibrium 
prevails. In Runs Ci and C2, the calculated gas in place 
volume was 1.926 BSCF, whereas Run CJ initial gas volume 
was 2.157 BSCF. Water cut of one of the producing wells, 1 
for Run CJ, is also shown in Figure 19. It is much lower 
than its counterparts for Runs Ci and C2. The explanation 
for the r~duced water cut is fairly simple. The difference 
in initial gas in place volumes mentioned earlier is 231 
MMSCF, which is better than one-half of the 403 MMSCF of 
produced gas. 
Simulation Run Di 
Run Di, which is similar to Run Ci in every aspect, 
excepting the production schedule, was made to investigate 
how a we11rs capability to produce deteriorated as the gas 
bubble collapsed toward the producing wells. Explicit 
terminal flow ra'te per well was specified to be 1000 MSCF /D 
of two-phase misture. Simultaneous gas and water flow 
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rates computed bl)f the simulator for Run D1 are plotted in 
Figure 20 and compared to Run C1 performance. The initial 
distributions for Run D1 were the same as those of Run Ci. 
Phase saturation profiles for Run D1 are shown in Table V. 
The most interesting observation on this run was that 
the gas flow rate per well declined from 1000 MSCF/D to 38 
.MSCF/D, over 823 days, as the gas bubble collapsed about the 
producing wells. The term collapsing gas bubble implies 
vanishing mobility to gas as gas saturation nears the 
residual (or trapped) level about the producing wells. Once 
again, the paradox described earlier was present in blocks 
(5,4) and (5,5); however, it was not as obvious as it was in 
Run Ci. The main contribution of Run D1 was the demonstra-
tion of the fact that clever and realistic specification of 
the internal boundary conditions, hence the RP 1 s of the 
blo:cks containing wells, are of first order importance in 
production simulation studies and accurate description of 
trapped gas volumes. 
Case of Gas Injection-Withdrawal Operations in 
Multi-Layered or Thick 
Aquifer-Reservoir Systems 
The sensitivity of saturation and pres~ure distribu-
tions in simulating multi-layered aquifer-reservoir systems, 
to RP and PC data, is dependent upon the sensitivity of the 
individual layers, with strata of high effective permeabil-
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An = Aw = 1 for Runs Ci and Di; An = 2 7 Aw = 4 for Runs C2 and 
CJ; linear PC curve for Run CJ; all runs with Wn = Ww = 2, 
y = 1, S0 n = 0.2, Srn = 0..5, Sh n; * denotes initial saturation. 
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layers are thin and/or the dip-normal base permeability is 
very low, dip-normal saturation gradients become negligible. 
In this case, the simulator performance is sensitive to RP 
and PC data to the extent presented in the previous sections 
of this chapter. 
In the case of the single or multi-layered systems 
with appreciable thickness~ dip-normal base permeability is 
of primary importance. Consider laboratory PC versus water 
saturation data shown in Figure ~1 and the RP data presented 
in Figure 22. These figures describe PC, RPN, and RPW 
hysteresis envelopes. Equilibrium PC and RP curves for 
various depths of partial integration in dip-normal direc-
tion were computed by an auxiliary integration program. 
These are also shown in Figures 21 and 22. The comparison 
of rock (dotted lines) and dip-normal equilibrium curves 
(solid lines) reveals that, if dip-normal equilibrium (or 
near equilibrium) prevails, the sensitivity of model per-
formance to PC and RP data declines as the formation thick-
ness increases, excepting the residual saturations. In 
other words, as the thickness increases, one has: 
W *-,1S *->O w , o n 
where* denotes simulator conditions. As a matter of fact, 
equilibrium drainage PC and. RP curves can be represented by 
straight lines encompassing the residual and full satura-
tions of the wetting phase for thicknesses iarger than 10 
feet. Similarly, straight lines spanning WF and NWF 
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residual saturations can describe the equilibrium imbibition 
curves. The primary requirement is that dip-normal equilib-
rium (or near equilibrium) obtains. 
If prototype reservoir conditions require the use of 
the three-dimensional simulator, the VE concept becomes 
I , 
valuable in reducing the grid spacing in dip-normal direc-
tion. For example, in studying layered, thick systems, one 
or more lay.ers may be th;icker than 10 feet, wi, th flow condi-
tions favoring dip-normal equilibrium. The saturation and 
pres1:>ure distributions would be in error if rock curves are 
used without adjustment. Simulation technologist would then 
face two alternatives; one is to set up sub-layers of 10 
feet or less in thickness and use rock curves, the other is 
to adjust rock curves for dip-normal equilibrium. This 
adjustment, however, must be made with caution; because, the 
flow conditions permitting the parti
1
al integration in the 
dip-normal direction require that the layer (or reservoir as 
the case may be) thickness be small relative to maximum 
distance across the reservoir. The main contribution of 
Run D1 was the demonstration of the fact that clever and 
realistic specification of the internal boundary conditions, 
hence the RP's of the blocks containing wells, are of first 
order importance in production simulation studies and accu-
r~te description of trapped gas volumes. 
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Effect of Grid Size on Saturation and 
Pressure Distributions 
Simulation Run Et 
The simulation Run E1, similar to Run Bi in every 
aspect except the size of the grid area was made to investi-
gate the effects of additional grid blocks between well 
blocks and grid system boundary on saturation and pressure 
di.stribu-ti:ons. Five addi tion&l blocks, 1000 X 1000 X 10 feet 
in size, were placed beyond each boundary block of the first 
original grid system, while keeping the dip angle the same, 
2° 18·'\ This expansion amounted to moving the grid boundary 
5000 feet i¥to the infinite aquifer in X and Y directions, 
and 287 feet in Z direction' (see Figure 23). 
The increase in the effective "radius" of the grid sys-
tem from 5500 to 10,500 feet and the lowering of the struc-
tural position of this boundary another 287 feet below the 
top of the structure produced block dynamic pressure varia-
tions of the same order of magnitude as those attributable 
to RP variations due to A and S0 n; however, the saturation 
distribution was.only slightly affecteq as shown below: 
Cross section I= 5 
Sw P(psi) 
J Bi E1 Bi E1 
1 0.925 0.899 1279 1220 
2 0.813 0.808 1300 1241 
3 0.789 0.780 1318 1261 
4 0.735 0.736 1344 1277 
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Simulation Run Fi, F2, FJ, F4, F5 
These runs were made to investigate the influence of 
the grid block size on the saturation-pressure distribution 
sensitivity to RP-PC data. Radial grid-1 well option was 
used to model initial gas injection into the thin virgin 
aquifer described earlier for Runs Bi and E1. The grid sys-
tem for Run F1 was the :finest, consisting of 117 rings (50 
rings with 20 feet in incremental radius covering a 500-fte 
radius about the well). Runs F2, F4, and F5 employed a 
total of 44 blqcks (with twenty JO ft. incremental radi1,1s 
rings covering a radial area of 500 ft. in radius). Run FJ 
(see Figure 24) used only 24 blocks (spa!llling the comparison 
area, 500 ft., with only 11 blocks). Table VI illustrates 
saturation-pressure responses of the various runs to the 
injection of gas at a rate of 500 MSCF/D~ Figure 25 shows 
the saturation distribution about the injectio,n well at 
various levels of Run FJ simulation time. 
Runs Fi-FJ dembnstrated that grid block size can affect 
the saturation distribution considerably without disturbing 
the pressure distribution (opposite of Run E1 findings). 
Runs F4 and F5 supported the results of the group Bruns by 
displaying the sensitivity of the phase saturation distribu-
tion to Sen and to the curvature of the RP-S, PC-S. 
In studies of initial gas injection into a thin aquifer 
with large rectangular-block grid systems, it is highly 
advisable to first use detailed grid (preferably radial) 
0 
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RADIAL DISTANCE FROM THE CENTER OF WELL BLOCK, FT. 
Figure 24. One-Dimensional Radial Grid Network Used in 




SATURATION-PRESSURE DATA FROM RUNS F1-F5 AT 
SIMULATION TIME LEVEL OF 50 DAYS 
Fi F2 F3 F4 
Dist. from Inj. Well 
to Gas Front, Ft. 445 455 510 545 
SW (Front) 0.867 0.895 0.984 0.930 
SW (Avg. behind the 
Fro;nt) 0.755 0.775 0.856 o.84o 
SW (Injectton Block) o.420 o.420 o.427 o.432 
Inj. Block pressure, 
psi. 956 954 956 950 
with 
An = 2, Aw ::::, 4, Sc n = 0.1 for Runs F1-F3 
" " 8 c n :::;: 0.001 for Run F4 





























100 :·· 1000 
RADIAL DISTANCE FROM THE CENTER OF WELL BLOCK (OR GRID) FEET 
-•- 2.2 DAYS .._.._. 39 DAYS 
-··-- 5.4 DAYS ----- 234 DAYS -- 9 DAYS 650 DAYS -x- 27 DAYS 
Saturation Distribution About the Injection Well at 
Various Levels of Run FJ Simulation Time 
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models for typical wells in order to establish model criti-
cal saturations of regions covered by the well blocks and 
adjoining blocks. 
A 








SYMBOL LIST.FOR THE TEXT 
Area 1 ft 2 • 
Transmissibility~ L3 /L-T. 
Characteristic constant of pore geometry, 
1/L2 • 
Formation volume factor~ RBBL/STB or 
RBBL/MSCF .. 
dB/dP. 
Combined compressibility of formation and 
water, psi- 1 • 
Distribution function for the radii of a 
bundle of capillary tubes. 
Imbibition interference coefficient, 
dimensionless. 
Drainage interference coefficient, 
dimensionless. 
Acceleration of gravity, ft/sq-second. 
Gravitational conversion constant, 
32.2 lbm-ft/lbr-sq-second. 
Gas in place~ MSCF at standard conditions. 
Iteration parameter for the kth iteration. 
Reservoir thickness, 1ft. 
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ID Displacement process indicator, dimensionless. 
IU Universal indicator, dimensionless. 
IM Mobility indicator, dimensionless. 
IND Drainage RPN selector, dimensionless. 
IWD Drainage RPW selector, dimensionless. 
INI Imbibitidn RPN selector, dimensionless. 
IWI Imbibition RPW selector, dimensionless. 
J(S) Leverett 1 s capillary pressure function,\ 
dimensionless. 
K Base permeability matrix. 
k Absolute (base) permeability, millidarcies. 
k Iteration counter. 
Relative permeability, dimensionless. 
Pseudo-relative permeability, dimensionless. 
Spatial dimensions of the connected region, 
ft. 
M Mobility,, (kr /u, cp- 1 ) 
Capillary pressure multiplier~ dimensionless. 
Number of grid blocks in x, y, and z 
directions. 
NWF, nwf Identifier for non-wetting phase. 
n Time step counter. 
P, p Pressure, psi. 
Pc, Pc Capillar! pressure, psi. 
' 
P* 
C X , Z 
Pseudo-capillary pressure at any areal point 
(x, y) on the reference plane of the 
reservoir, psi. 
Van-Everdingen-Hurst dimensionless pressure 
drop. 
Po 
I dP0 /dto. 
PV Block pore volume, (~ 6x 6y 6z/5.614, bbl.) 
i 
PX, PY, PZ Potential increments, ft. 
Pg Gas phase pressure, psi. 
Ps Standard pressure, i.e., 14.73 psia. 
Pw Water phase pressure, psi. 
Q Terminal rate matrix. 
q, qa Injection-production rate STB/day or 
MSCF/day. 
R Represents a region of the reservoir. 
RP Relative permeability, dimensionless. 
RPN Relative permeability to non-wetting phase, 
dimensionless. 
RPW Relative perme~bility to wetting phase, 
dimensionless. 
RX, RY, RZ Potential increments, ft. 
Radius of grid boundary (internal to 
aquifer, external to grid) or radius of 
boundary internal to grid system (sink-
source radius), ft. 
External radius for steady-state flow within 
a grid block, ft. 
Mean radius of curvature of a two-phase 
interface, L. 
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Principal radii of curvature of a two-phase 
interface, L. 
Wetting phase saturation, dimensionless. 
Average wetting phase saturation through 
reservoir thickness. 
S' dS/dPC. 
Critical non-wetting phase saturation. 
Non-wetting phase saturation reached when a 
drainage process is terminated and imbibition 
started. 
Historical maximum Shag. 
Upper limit of non-wetting phase saturation. 
Non-wetting phase saturation reached when an 
imbibition process is terminated and drainage 
started. 
s1 s, Historical minimum Sias. 
Residual phase saturation. 
T Transmissibility matrix. 
Reservoir temperature, o-R. 
Standard temperature, 0 R. 
0.00633 6y 6z [kc~) J 
5. 614 6x x µB. w 
. 1 + 1/ z, j , 1 
transmissibility of wetting phase in 
x-direction, bbl/ft-day. 
t Time, days. 
UNDR Bounding drainage relative permeability to 







D.X, D.y, D,Z 








P or Pe 
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Bounding imbibition relative permeability to 
non-wetting phase. 
Bounding drainage relative permeability to 
wetting phase. 
Bounding imbibition relative permeability to 
wett:Lng phase. 
Darcy velocity, volume/1:,q. ft-day. 
Cumulative Carter-Tracy type water influx, 
bbl. 
Identifier for wetting phase. 
Wate~ in place, bbl. 
Grid block dimensions, ft. 
Phase linkage coefficients for relative 
permeability, dimensionless. 
Difference operator. 
The difference between true and numerical 
solutions, potential units. 
Tolerance, dimensionless. 
'-;;; n+1. 
Reservoir dip angle. 
Drainage interference exponent for relative 
permeability, dimensionless. 
Viscosity, centipoise. 
Intermediate drainage interference exponent 
for relative permeability, dimensionless. 
3.1416, 







Average specific weight over a time interval, 
psi/ft. 
Interfacial tension, dynes/cm. 
Intermediate imbibition interference 
exponent for relative permeability, 
dimensionless. 
Porosity, fraction. 
Transformed porosity, cp ( 1 - Srw), fraction. 
Flow potential, ft. 
Imbibition interference exponent, 
dimensionless. 
Denotes a vector. 
Denotes a matrix. 
Special symbols for the formulation of the differential and 
difference equations and numerical solution are defined in 
the text. 
SUBSCRIPTS 
f Phase f. 
r, g Non-wetting phase (ga~). 
w Wetting phase (water). 
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