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Resumo
Aplicac¸o˜es tempo real modernas sa˜o dinaˆmicas, e na˜o podem basear-se
em cargas de trabalho no pior caso para oferecer garantias de execuc¸a˜o.
Enta˜o sa˜o necessa´rios algoritmos de escalonamento capazes de tratar si-
tuac¸o˜es onde na˜o existem recursos suficientes para todo o sistema. Nesse
contexto a teoria do escalonamento baseado em valor torna-se u´til para adi-
cionar generalidade e flexibilidade a tais sistemas. Esta dissertac¸a˜o apre-
senta um estudo comparativo entre o comportamento de diferentes escalo-
nadores tempo real em situac¸o˜es de sobrecarga, considerando o papel desem-
penhado pelo paraˆmetro valor. Os algoritmos analisados sa˜o EDF, HVF,
HDF e DMB (Dynamic Misses Based). Este u´ltimo e´ introduzido aqui para
alterar dinamicamente o valor das tarefas refletindo suas importaˆncias de
acordo com o nu´mero de deadlines perdidos. O principal objetivo da ana´lise
e´ definir o algoritmo de escalonamento mais adequado para ser usado em
conjunto com a estrate´gia de escalonamento TAFT (Time-Aware Fault-
Tolerant), levando-se em conta sua capacidade de utilizar o paraˆmetro valor
para controlar o comportamento das tarefas. Os resultados obtidos mostram
que algoritmos de escalonamento que usam o valor apresentam um melhor
desempenho geral, com a penalidade da diminuic¸a˜o da funcionalidade. O
algoritmo DMB aliado ao TAFT alcanc¸ou os resultados mais promissores
devido a` sua capacidade de controlar a degradac¸a˜o das tarefas durante a
execuc¸a˜o da aplicac¸a˜o.
Abstract
Modern real-time applications are very dynamic, and cannot cope with
worst case execution workload (e.g. to avoid overload situations). There-
fore, scheduling algorithms that are able to deal with situations where there
are no sufficient resources for the whole system are required. Within this
context, the value-based scheduling appears as an interesting approach to
add generality and flexibility to such systems. This dissertation presents
a comparative study among different real-time schedulers analyzing their
behavior during overload conditions, considering the impact with the use
of the value parameter. The evaluated algorithms are EDF, HVF, HDF,
and DMB (Dynamic Misses Based). The later was introduced here to dy-
namically change tasks value reflecting their importance according to the
number of deadline misses. The main goal of the performed evaluation is
to define the most suitable scheduling algorithm to be used in conjunction
with the TAFT (Time-Aware Fault-Tolerant) scheduler, taking into consi-
deration their capacity to use the value parameter to control tasks behavior.
Obtained results show that the scheduling algorithms that use the value pre-
sent better overall performance, with the penalty of some functionality loss.
However, in conjunction with TAFT the DMB algorithm reached the most
promising results because of its ability to control tasks degradation in a gra-
cefully way along execution.
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Cap´ıtulo 1
Introduc¸a˜o
Sistemas computacionais tempo real enfrentam requisitos que sa˜o inerentemente
dinaˆmicos, e uma estrate´gia para assegurar a execuc¸a˜o da aplicac¸a˜o deve ser utilizada.
A garantia de cumprimento dos deadlines em sistemas tempo real cr´ıticos e´ comumente
obtida atrave´s da ana´lise das tarefas com base no tempo de execuc¸a˜o de pior caso
(Worst Case Execution Time - WCET). Essa pra´tica, embora confia´vel, e´ bastante
pessimista, uma vez que o tempo me´dio de execuc¸a˜o de uma tarefa e´ geralmente menor
do que o tempo no pior caso, e recursos previamente alocados permanecem enta˜o
ociosos.
Apesar desse pessimismo, o WCET e´ necessa´rio e utilizado em testes de aceitac¸a˜o,
e e´ a garantia indispensa´vel para a grande maioria dos algoritmos de escalonamento
tempo real. De fato essa garantia e´ um pouco extrema, e leva a situac¸o˜es da chamada
“sobrecarga artificial”, onde teoricamente o sistema deveria estar com seus recursos
em plena utilizac¸a˜o mas, na pra´tica, apresenta uma utilizac¸a˜o bem abaixo do espe-
rado. Nesses casos novas tarefas na˜o podem ser adicionadas, embora existam recursos
dispon´ıveis, pois a garantia de execuc¸a˜o seria violada.
A figura 1.1 representa um exemplo do pessimismo gerado com o uso do WCET. O
gra´fico mostra o tempo necessa´rio para execuc¸a˜o da tarefa de processamento dos dados
de um determinado sensor em um dispositivo mo´vel. E´ poss´ıvel ver que apenas 5% das
tarefas executaram acima de 60ms, sendo que este valor esta´ bem abaixo do WCET
medido, que e´ de aproximadamente 140ms.
Sem fazer uso da garantia gerada pelo emprego do WCET, um sistema tempo
real torna-se suscet´ıvel a situac¸o˜es de sobrecarga, onde os recursos dispon´ıveis sa˜o
insuficientes e precisam ser alocados atrave´s de um processo de escolha. Sob essas
condic¸o˜es, algoritmos de escalonamento tradicionais geralmente exibem um pe´ssimo
desempenho, mostrando-se incapazes de realizar uma diferenciac¸a˜o entre as tarefas
que devem ser descartadas e aquelas que devem ser executadas.
Da mesma forma, sistemas tempo real modernos na˜o possuem recursos em
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Figura 1.1: Exemplo da variac¸a˜o do tempo de execuc¸a˜o na leitura de um sensor [1]
abundaˆncia a ponto de recair no uso de cargas de trabalho baseadas em WCET para
que sua execuc¸a˜o seja garantida. Va´rias alternativas foram desenvolvidas no intuito
de aumentar a utilizac¸a˜o efetiva de um sistema tempo real cr´ıtico e dinaˆmico. Nesse
trabalho nos concentraremos na pol´ıtica de escalonamento Time-Aware Fault-Tolerant
(TAFT), que substitui o uso de WCET nas tarefas pelo tempo esperado de execuc¸a˜o
(Expected Case Execution Time - ECET). Por esse motivo sobrecargas transientes sa˜o
esperadas com mais frequ¨eˆncia, e um mecanismo de tratamento de excec¸a˜o e´ oferecido
para estas situac¸o˜es.
Embora desempenhe um papel chave no objetivo de aumentar a utilizac¸a˜o efetiva, o
escalonador TAFT tambe´m sofre de um problema comumente verificado em algoritmos
tradicionais trabalhando em sobrecargas: incapacidade de distinc¸a˜o entre importaˆncia
e urgeˆncia das tarefas, e o consequ¨ente fraco desempenho nesses casos. E´ justamente
esse problema que o paraˆmetro valor tenta sanar.
1.1 Motivac¸a˜o
O significado da “importaˆncia” de uma tarefa vem sendo amplamente discutido
durante os u´ltimos anos. Jensen em [2] introduz o paraˆmetro valor com o objetivo de
permitir ao escalonador o controle da execuc¸a˜o das tarefas especificamente em situac¸o˜es
de sobrecarga. A proposta atrela Value Functions a tarefas, e essas func¸o˜es definem
o quanto de utilidade o te´rmino da tarefa representa ao sistema. O escalonamento e´
realizado atrave´s de me´todos que consideram o paraˆmetro valor, de modo que ao final
da execuc¸a˜o a ma´xima utilidade total poss´ıvel seja adquirida.
Trabalhos realizados nessa a´rea, como o de McElhone [3], demonstraram que o
uso do paraˆmetro valor consiste em uma maneira simples de adicionar generalidade
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e flexibilidade ao sistema utilizado. No entanto o uso de Value Functions exige um
grande poder de processamento durante a fase de escalonamento, como atestam Tokuda
em [4] e Wendorf em [5], o que acarreta a inviabilidade da adoc¸a˜o dessa te´cnica por
qualquer tipo de sistema tempo real - ja´ que em alguns casos pode ser necessa´rio o uso
de um hardware espec´ıfico para esse encargo. Ale´m disso, a teoria do escalonamento
baseado em valor e´ altamente dependente da escolha propriamente dita desse valor,
como afirma Burns em [6], haja vista que os benef´ıcios inerentes dessa te´cnica sa˜o
anulados por escolhas erradas ou inadequadas desses valores.
Dentre as motivac¸o˜es deste trabalho, salienta-se a necessidade existente em
aplicac¸o˜es altamente dinaˆmicas, como os sistemas mo´veis cooperativos, de diferenciar a
importaˆncia de uma tarefa da sua urgeˆncia. Como exemplos de sistemas que podem se
beneficiar desta questa˜o destacam-se as aplicac¸o˜es mo´veis cooperativas, apresentadas
por Schemmer em [1] - particularmente o futebol de roboˆs. Em especial, a careˆncia
por mecanismos deste tipo e´ enfatizada por Becker em [7]. Por esta raza˜o, este tra-
balho visa a integrac¸a˜o do paraˆmetro valor junto a` pol´ıtica de escalonamento TAFT,
conforme detalhado na pro´xima sec¸a˜o.
1.2 Objetivos
O objetivo principal desta dissertac¸a˜o e´ a avaliac¸a˜o e posterior incorporac¸a˜o do
comportamento do paraˆmetro valor na pol´ıtica de escalonamento TAFT, ale´m do de-
senvolvimento de um me´todo para controle do comportamento de tarefas em situac¸o˜es
de sobrecarga. De modo mais espec´ıfico, pretende-se dar continuidade a trabalhos an-
teriores nesta a´rea, que conteˆm soluc¸o˜es insatisfato´rias para definir a importaˆncia de
uma tarefa e, portanto, sugerem a adoc¸a˜o de um novo mecanismo que desempenhe essa
func¸a˜o.
Atrave´s da simulac¸a˜o de sistemas tempo real objetiva-se recriar experimentos
pre´vios, adicionando melhorias e novas te´cnicas em busca de seu aperfeic¸oamento.
Ale´m disso, e´ pretendida tambe´m a criac¸a˜o de um novo me´todo de designac¸a˜o de pri-
oridades em situac¸o˜es de sobrecarga, de maneira que o comportamento do sistema a
longo termo seja equilibrado, com tarefas apresentando taxas de perdas de deadlines
balanceadas, e, preferencialmente, controla´veis.
1.3 Organizac¸a˜o do Trabalho
O restante do trabalho e´ organizado da seguinte forma. O cap´ıtulo 2 apresenta um
resumo histo´rico da criac¸a˜o e uso do paraˆmetro valor e do conceito de escalonamento
TAFT, e ao final mostra o estado da arte atual das duas a´reas; a descric¸a˜o do problema
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encontrado e a especificac¸a˜o dos conceitos e me´todos utilizados durante a comparac¸a˜o
dos algoritmos existentes com o novo modelo proposto sa˜o feitas no cap´ıtulo 3; o
cap´ıtulo 4 descreve em detalhes o ambiente de simulac¸a˜o utilizado durante a fase de
experimentac¸a˜o, assim como a definic¸a˜o das varia´veis de configurac¸a˜o do ambiente;
resultados da simulac¸a˜o sa˜o postos lado a lado e comparados no 5, segundo as me´tricas
e crite´rios definidos, com a finalidade de decidir qual a melhor estrate´gia a ser utilizada;
por fim, o cap´ıtulo 6 sintetiza as concluso˜es atingidas e propo˜e trabalhos futuros a serem
realizados nessa a´rea.
Cap´ıtulo 2
Trabalhos Relacionados
Neste cap´ıtulo e´ efetuada a revisa˜o bibliogra´fica necessa´ria para a realizac¸a˜o do
trabalho proposto. Primeiramente apresenta-se um resumo da teoria geral sobre es-
calonamento tempo real, onde procura-se citar as principais refereˆncias bibliogra´ficas
relacionadas. O restante do cap´ıtulo e´ dividido em duas sec¸o˜es principais: a primeira
delas discute a criac¸a˜o e evoluc¸a˜o do paraˆmetro valor em sistemas de escalonamento
tempo real; posteriormente o conceito de escalonamento Time-Aware Fault-Tolerant
(TAFT) e´ apresentado e descrito em detalhes. Por fim, apresenta-se um resumo com
as principais contribuic¸o˜es levantados ao longo do cap´ıtulo e que fazem parte do escopo
desta dissertac¸a˜o.
2.1 Escalonamento Tempo Real
A a´rea de Escalonamento Tempo Real possui uma bibliografia variada e so´lida.
Liu e Wayland em [8] dissertam sobre a otimalidade de escalonadores de prioridade
fixa em ambiente tempo real cr´ıtico1, e demonstram suas propriedades e limitac¸o˜es
matema´ticas.
Chetto e Chetto em [9] apresentam um estudo profundo dos algoritmos de escalo-
namento do tipo Earliest Deadline, tanto Earliest Deadline First (EDF) como Earliest
Deadline as Late as possible (EDL), incluindo provas matema´ticas de suas propriedades
e teoremas.
Pin˜edo em seu livro [10] escreve sobre teoria e aplicac¸o˜es de algoritmos de escalona-
mento, incluindo definic¸o˜es de modelos determin´ısticos e estoca´sticos, teoria da com-
plexidade e classificac¸a˜o de cada modelo, heur´ısticas, problemas cla´ssicos e me´todos
de construc¸a˜o e implementac¸a˜o. Embora seja uma refereˆncia bastante geral, o mesmo
tambe´m abrange a a´rea de escalonamento tempo real.
O livro “Real-Time Systems” [11] de Liu engloba grande parte da literatura cla´ssica
1Hard real-time.
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e e´ uma refereˆncia na a´rea. Apresenta um conteu´do bastante amplo, que vai desde de-
finic¸o˜es de termos ba´sicos e diferentes me´todos de escalonamento ate´ o uso de recursos
compartilhados, sistemas multiprocessados, comunicac¸a˜o tempo real e sistemas opera-
cionais tempo real.
Em [12] Farines et al. discorrem especificamente sobre sistemas tempo real, suas
caracter´ısticas e funcionalidades. Sha et al. em [13] fazem uma retrospectiva bastante
resumida sobre aspectos importantes e pontos chave da teoria do escalonamento em
sistemas tempo real e aplicac¸o˜es.
A fundamentac¸a˜o teo´rica deste trabalho, referente a essas a´reas, e´ baseada nas
literaturas acima citadas, e elas podem ser consultadas para maiores detalhes.
2.2 O Paraˆmetro Valor
Esta sec¸a˜o apresenta um resumo de trabalhos sobre escalonamento tempo real rela-
cionados ao paraˆmetro valor, organizados cronologicamente. A sec¸a˜o comec¸a com sua
formulac¸a˜o original, passa por diversos estudos e as respectivas concluso˜es alcanc¸adas
e termina com a exibic¸a˜o do estado da arte atual dessa a´rea.
As primeiras menc¸o˜es sobre escalonamento baseado em valor foram feitas por
Gouda et al. em um trabalho realizado para o governo e na˜o publicado [14]. A aplicac¸a˜o
consistia de um radar de defesa antimı´ssil com um poder de processamento muito alto,
pore´m com eficieˆncia bastante aque´m do esperado. O objetivo final, que consistia basi-
camente em aumentar essa eficieˆncia, foi alcanc¸ado com sucesso. Entretanto a soluc¸a˜o
na˜o foi implementada e o trabalho nunca chegou a se tornar pu´blico.
2.2.1 Definic¸a˜o Original de Valor
A primeira publicac¸a˜o sobre o tema foi feita por Jensen em [2], e define o conceito
de valor em escalonamento tempo real. Segundo ele o te´rmino de um processo, ou
um conjunto de processos, em um sistema tempo real representa um ganho, tendo,
portanto, um valor, que pode ser expresso em func¸a˜o do tempo. O valor pode ser usado
tambe´m como uma ferramenta para medir a eficieˆncia dos escalonadores utilizados em
sistemas tempo real sendo este o primeiro passo para o desenvolvimento de novas
pol´ıticas que escalonem processos de modo a maximizar explicitamente esse valor (ou
ganho) coletivo do sistema.
Jensen lanc¸a a tese de que o valor, o qual e´ varia´vel em func¸a˜o do tempo, apresentado
ao te´rmino de um processo e´ a principal diferenc¸a entre sistemas de tempo real e outros
sistemas computacionais. O argumento e´ que, embora o tempo seja importante em todo
tipo de sistema, nos sistemas tempo real e´ visto como uma parte crucial da correc¸a˜o
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lo´gica2 da aplicac¸a˜o.
E´ ressaltado tambe´m o fato de que escalonadores comuns na˜o conseguem apresentar
um comportamento adequado durante situac¸o˜es de sobrecarga, sem controle definido
de quais processos devem ter os deadlines postergados, acarretando falhas dif´ıceis de
serem previstas e prejudicando a confiabilidade e a manutenabilidade3 do sistema.
A fim de se avaliar o resultado do escalonamento e´ atribu´ıdo a cada processo um
paraˆmetro denominado valor. Esse paraˆmetro e´ expresso em func¸a˜o do tempo, ou seja:
e´ definido o valor do te´rmino do processo para o sistema, a qualquer hora. Enta˜o o
sistema e´ “recompensado” com o montante determinado por essa func¸a˜o ao final de
cada execuc¸a˜o do processo. Esse tipo de func¸a˜o e´ chamado de Time/Utility Function
(TUF)4. Um conjunto de processos e´ definido e a soma dos valores obtidos serve como
me´trica de desempenho dos algoritmos sob diversas condic¸o˜es de carga. A figura 2.1
exibe alguns exemplos de TUFs.
(a) Step TUF (b) TUF linear decrescente (c) TUFs utilizadas em uma
aplicac¸a˜o real
Figura 2.1: Exemplos de Time/Utility Functions
E´ importante observar que uma TUF decompo˜e importaˆncia e urgeˆncia de uma
tarefa. Enquanto a urgeˆncia e´ representada pelo deadline, medido no eixo x, a im-
portaˆncia e´ denotada pelo valor da tarefa, atrave´s do eixo y.
Durante o processo de comparac¸a˜o de desempenho, ale´m de utilizar alguns algorit-
mos ja´ presentes na literatura como o Earliest Deadline First (EDF) [8] e o tradicional
First In, First Out (FIFO), Jensen introduz novos algoritmos motivados pelo uso do
paraˆmetro valor no processo de escalonamento. Um dos algoritmos introduzidos e´ o
High Density First (HDF)5, que escalona tarefas por ordem da densidade V/C, onde
V representa o valor e C o tempo de processamento das tarefas.
Ao final do estudo Jensen chega a algumas concluso˜es intuitivas, declarando que em
situac¸o˜es com pouca carga na CPU (underload) e´ inu´til tentar superar o algoritmo EDF
em desempenho, visto que ele e´ o´timo. Os testes tambe´m atestaram que os algoritmos
2Correctness.
3Maintainability.
4Na realidade esse trabalho referencia esse tipo de func¸a˜o pelo nome original de Value Functions.
Mais tarde essas func¸o˜es chegaram a ser citadas como Benefit Functions, a fim de evitar confuso˜es.
Contudo, firmaram-se na literatura e sa˜o atualmente conhecidas como Time/Utility Functions.
5Introduzido neste trabalho com o nome de Value Density Schedule.
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criados superam aqueles existentes ate´ enta˜o em situac¸o˜es de sobrecarga, avaliando
assim a me´trica pre´-estabelecida.
2.2.2 Uso do Valor para Tomadas de Deciso˜es
Em sua tese de doutorado [15] Locke se concentra no problema de decisa˜o envolvido
na escolha de uma lista de processos que devem ser executados em um sistema tempo
real, e se propo˜e a desenvolver uma nova metodologia para tratar esta questa˜o.
Como argumento inicial sa˜o citados va´rios procedimentos, normalmente seguidos em
um processo de escolhas, e, em seguida, as diferenc¸as encontradas durante esse mesmo
processo efetuado em um sistema tempo real. Podemos usar como exemplo dessas
diferenc¸as o fato de que normalmente a coleta de todas as informac¸o˜es necessa´rias a
uma decisa˜o o´tima e´ necessa´ria, pore´m em sistemas tempo real geralmente na˜o ha´
tempo ha´bil para que isso acontec¸a.
A motivac¸a˜o do trabalho e´ o fato de que frequ¨entemente em sistemas computacionais
as informac¸o˜es presentes sa˜o incompletas ou imprecisas, os recursos dispon´ıveis sa˜o
insuficientes, o algoritmo para soluc¸a˜o do problema e´ intrata´vel e, mesmo assim, uma
decisa˜o deve ser tomada. E´ por isso que deve ser feito o melhor esforc¸o (Best Effort)
para a tomada de deciso˜es.
De acordo com Locke, entende-se por Best Effort Decision Making como sendo a
tomada de deciso˜es em um ambiente no qual a melhor decisa˜o poss´ıvel deva ser feita,
sem levar em considerac¸a˜o a qualidade ou suficieˆncia dos dados de entrada. Locke
utiliza o conceito introduzido por Jensen de separac¸a˜o entre sistemas tempo real e
outro tipo de sistemas pelo valor dos processos, e procura incluir o paraˆmetro valor na
ana´lise dos resultados.
Ale´m da criac¸a˜o de heur´ısticas necessa´rias para o escalonamento, outros objetivos
da tese sa˜o: (1) fazer essas heur´ısticas aplica´veis a sistemas multiprocessados com
memo´ria compartilhada; (2) construir um simulador flex´ıvel que permita a avaliac¸a˜o
completa do algoritmo produzido; (3) comparar com outros escalonadores em sistemas
ja´ existentes, com as melhores deciso˜es tomadas por humanos em situac¸o˜es cr´ıticas e
com um limite ma´ximo de valor obtido por um conjunto particular de tarefas e (4)
determinar como um escalonador desse tipo pode ser usado em sistemas reais.
Uma das premissas mais importantes definidas durante o processo de desenvol-
vimento do algoritmo e´ que ele na˜o ira´, necessariamente, dividir o processador com
os processos que esta˜o sendo escalonados. Isso significa que o esforc¸o computacional
na˜o e´ levado em conta durante a construc¸a˜o do algoritmo, e a sobrecarga (overhead)
apresentada por ele e´ ignorada pelos resultados obtidos ao longo da fase de simulac¸a˜o.
Os principais resultados obtidos por Locke foram: (1) a criac¸a˜o de um algoritmo
bastante geral, que se propo˜e a escalonar tarefas tendo como paraˆmetro principal as
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TUFs e (2) a ana´lise das implicac¸o˜es que um escalonador desse tipo traz a`s definic¸o˜es
e implementac¸o˜es usadas atualmente em um sistema com um conjunto de pol´ıticas de
escalonamento definidas pelo usua´rio.
Ao estender o uso de conceitos do escalonamento baseado em valor para a´reas
pra´ticas esta tese transformou-se em uma refereˆncia so´lida na a´rea e e´ bastante citada
por outras bibliografias, principalmente quando ha´ uso de me´todos do tipo melhor
esforc¸o.
2.2.3 Extensa˜o do Uso de Valor
A tese de doutorado de Clark [16] propo˜e as seguintes contribuic¸o˜es para a a´rea de
tempo real: um me´todo formal para ana´lise de algoritmos de escalonamento; o Depen-
dent Activity Scheduling Algorithm (DASA), que integra compartilhamento de recursos
com me´todos tradicionais de escalonamento, espec´ıfico para sistemas de controle super-
viso´rio; e um simulador, onde os testes que atestaram o desempenho do DASA foram
realizados.
Os principais objetivos que o algoritmo DASA se propo˜e a alcanc¸ar sa˜o:
⇁ minimizar esforc¸o – aplicar o mı´nimo de esforc¸o para efetuar o escalonamento,
possivelmente utilizando aborc¸o˜es para apressar o processo;
⇁ maximizar retorno (ou benef´ıcio) – examinar tarefas em ordem decrescente de
densidade de valor potencial6, dessa forma sempre obtendo o maior retorno (como
definido pela aplicac¸a˜o) pelo investimento (de tempo computacional);
⇁ maximizar as chances de um deadline ser cumprido;
Ao final do trabalho e´ argumentado que a maioria desses objetivos foi, de uma
forma ou outra, satisfeita.
Ao contra´rio de Locke, Clark leva em considerac¸a˜o o overhead presente no algoritmo.
Embora a ana´lise tenha sido feita atrave´s do pro´prio simulador constru´ıdo, e´ admitido
que esse overhead possa tornar o algoritmo invia´vel para um nicho espec´ıfico de sistemas
tempo real.
E´ conclu´ıdo que utilizando-se de restric¸o˜es temporais, importaˆncia descrita atrave´s
de func¸o˜es e dependeˆncias entre tarefas, sistemas de controle superviso´rio podem ser
eficientemente escalonados. O algoritmo DASA, concebido neste trabalho, obteve bons
resultados para os objetivos trac¸ados, embora na˜o seja adequado para qualquer tipo de
sistema tempo real. Ao final e´ salientado que o uso de valor torna fact´ıvel a distinc¸a˜o
entre importaˆncia e urgeˆncia de uma atividade.
6Value Density e´ uma medida de quanto valor por unidade de tempo e´ adquirido com a execuc¸a˜o
de um job. O termo Potential Value Density estende essa definic¸a˜o e inclui no ca´lculo na˜o somente a
tarefa que esta´ sendo considerada, mas tambe´m a execuc¸a˜o das tarefas das quais ela depende.
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2.2.4 Valor versus Deadline
Em [17] Buttazzo et al. apresentam um estudo comparativo entre algoritmos de
escalonamento com diferentes prioridades e diferentes modos de garantia, a fim de au-
mentar o desempenho durante situac¸o˜es de sobrecarga. Seguindo as definic¸o˜es apresen-
tadas por Jensen em [2], as tarefas sa˜o caracterizadas na˜o apenas segundo seu deadline,
mas tambe´m por um paraˆmetro valor. A ana´lise dos algoritmos ocorre segundo o valor
acumulado obtido, ou seja, a soma dos valores de todas tarefas completadas antes do
deadline.
E´ revisto que em condic¸o˜es de sobrecarga na˜o ha´ algoritmo on-line o´timo que con-
siga maximizar o valor agregado da execuc¸a˜o de um conjunto de tarefas, e, portanto,
deciso˜es de escalonamento devem ser feitas. Como exemplo e´ utilizado o EDF, sus-
cet´ıvel ao efeito domino´, o que acarreta uma ra´pida perda de desempenho durante esse
tipo de situac¸a˜o.
Em seus experimentos Buttazzo utiliza valores constantes de cada tarefa, atrave´s
da modelagem de step functions, evitando dessa forma o custo computacional adicional
necessa´rio ao se usar valores dinaˆmicos durante a execuc¸a˜o.
Os objetivos das simulac¸o˜es conduzidas sa˜o os seguintes:
⇁ descobrir qual me´todo de atribuic¸a˜o de prioridades atinge o melhor desempenho
em condic¸o˜es de sobrecarga;
⇁ entender como e quanto as premissas pessimistas do teste de garantia7 influem
na performance do algoritmo (e quanto um mecanismo de recuperac¸a˜o pode com-
pensar essa degradac¸a˜o).
Um grupo bastante heterogeˆneo de algoritmos e´ usado durante os testes, incluindo
o tradicional EDF e outros treˆs algoritmos que consideram o paraˆmetro valor durante
o processo de definic¸a˜o das prioridades: HVF (Highest Value First), onde tarefas com
valor maior recebem prioridade mais alta, HDF (Highest Density First), onde tare-
fas com densidade maior recebem prioridade mais alta, e MIX (Mixed Rule), onde a
prioridade e´ dada como um misto do HDF e EDF, com peso 50% para cada um.
Operando sem nenhuma forma de garantia de execuc¸a˜o esses quatro algoritmos sa˜o
referidos como plain algorithms. A falta de cuidado com a carga do sistema os deixa sus-
cet´ıvel aos efeitos negativos trazidos pela sobrecarga. Para controlar essas situac¸o˜es de
um modo previs´ıvel sa˜o inclu´ıdas duas classes: uma de guaranteed algorithms (GEDF,
GHVF, GHDF, GMIX), caracterizados por um teste de aceitac¸a˜o, e outra de robust
algorithms (REDF, RHVF, RHDF, RMIX), caracterizados por um teste de aceitac¸a˜o
mais sofisticado e por um mecanismo de recuperac¸a˜o de tarefas.
A classe guaranteed executa um teste de aceitac¸a˜o na ativac¸a˜o das tarefas, podendo
7Guarantee test.
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assim detectar a sobrecarga do sistema e rejeitar a nova tarefa. Esse teste evita a
sobrecarga, mantendo o sistema sempre abaixo de 100% de utilizac¸a˜o. No entanto ele
na˜o considera a importaˆncia da nova tarefa, que e´ exclu´ıda mesmo possuindo o maior
valor. Outro problema e´ que, caso uma tarefa termine a execuc¸a˜o antes do tempo
previsto, o tempo restante na˜o pode ser usado por tarefas ja´ rejeitadas.
Para resolver esses problemas os integrantes da classe robust sa˜o capazes de rejeitar
tarefas com base no seu valor, incluindo tambe´m um mecanismo de recuperac¸a˜o de
tarefas. Sempre que uma situac¸a˜o de sobrecarga e´ detectada, a tarefa de menor valor
e´ removida do sistema e inserida em uma fila de tarefas rejeitadas. Para executar
a recuperac¸a˜o, as tarefas pertencentes a` essa fila, ordenadas conforme os respectivos
valores, sa˜o readmitidas no sistema.
Nos testes realizados dois tipos de comparac¸o˜es foram feitas: primeiramente os
quatro algoritmos de designac¸a˜o de prioridades foram comparados entre si em treˆs
fases, cada fase utilizando uma classe (plain, guaranteed, robust) diferente. Em um
segundo momento o mesmo escalonador foi comparado entre as treˆs classes definidas.
Da primeira bateria de testes algumas observac¸o˜es importantes sa˜o extra´ıdas, dentre
as quais se destacam:
⇁ sem esquema de garantia algum, o algoritmo baseado em prioridades mais efi-
ciente em condic¸o˜es de sobrecarga e´ o baseado na densidade (HDF). Ele exibe
uma degradac¸a˜o de desempenho suave e na˜o e´ muito sens´ıvel aos paraˆmetros das
tarefas;
⇁ quando utiliza-se a classe guaranteed para rejeitar novas tarefas e evitar sobre-
cargas, o me´todo de designac¸a˜o de prioridades mais efetivo e´ o EDF. Problema:
demasiadamente pessimista, rejeitando tarefas independentemente do valor que
possuam;
⇁ considerando-se a classe robust, nenhum algoritmo e´ capaz de ter um desempenho
muito melhor que outro em qualquer tipo de carga. No entanto o REDF e´
o algoritmo mais eficaz na maioria das situac¸o˜es pra´ticas, enquanto o RHDF
consegue um valor cumulativo maior quando a sobrecarga e´ realmente alta (acima
dos 150%).
Na comparac¸a˜o entre algoritmos semelhantes utilizando diferentes esquemas de ga-
rantia o paraˆmetro escolhido para ser variado foi o tempo efetivo gasto na execuc¸a˜o
das tarefas. Os resultados apontaram que o teste de aceitac¸a˜o da classe guaranteed
piora o desempenho de todos algoritmos que consideram valor em sua disciplina de
ordenac¸a˜o. Por outro lado, a classe robust de algoritmos se saiu muito bem em ambos
os casos (cargas maiores e menores a 100%), provando que a estrate´gia de recuperac¸a˜o
de tarefas e´ efetiva para aumentar o valor do sistema em situac¸o˜es pra´ticas.
Perante os resultados e observac¸o˜es coletados, conclui-se que a versa˜o dos algoritmos
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robust e´ a mais flex´ıvel, por causa do procedimento de recuperac¸a˜o de tarefas. Escalonar
por deadline e rejeitar por valor (como e´ feito pelo REDF) provou ser a estrate´gia mais
efetiva para uma ampla gama de condic¸o˜es de sobrecarga, embora na˜o seja a melhor
soluc¸a˜o para todos os casos. Quando ha´ carga menor do que 100%, o EDF e´ o´timo, e
para grandes sobrecargas o RHDF saiu-se um pouco melhor.
Levando-se em conta todas as observac¸o˜es realizadas, Buttazzo sugere que o valor
acumulado pode ser incrementado se o sistema mudar a estrate´gia de escalonamento
dinamicamente, baseando-se na carga atual.
2.2.5 Flexibilidade Atrave´s do Valor
McElhone em sua tese de doutorado [3] realiza um extenso estudo sobre a criac¸a˜o
de um framework capaz de incorporar flexibilidade ao escalonamento de um sistema
computacional. Para tanto, va´rios objetivos secunda´rios sa˜o definidos, e os mais im-
portantes sa˜o a (1) criac¸a˜o e implementac¸a˜o de um algoritmo de escalonamento, (2)
o desenvolvimento de me´todos que permitam o acre´scimo de servic¸os adicionais ao
processador, sem a necessidade de inclusa˜o de hardware e (3) a demonstrac¸a˜o de que
o me´todo pode ser implementado em uma linguagem padra˜o e, portanto, usado na
pra´tica sem maiores dificuldades.
Uma das premissas utilizadas para obtenc¸a˜o do objetivo nu´mero (1) e´ de que o
escalonador deve utilizar o mesmo processador das tarefas e, logo, deve obter a maior
relac¸a˜o custo computacional versus benef´ıcio poss´ıvel. Uma boa alternativa apontada
para solucionar esse problema e´ o uso de TUFs junto com o crite´rio de utilidade acu-
mulada. Pore´m e´ notado que a soluc¸a˜o Best Effort apresentada por Locke [15] apenas
sugere o uso de um segundo processador, sem avaliar o overhead trazido se isto na˜o for
efetuado. Testes realizados com esse objetivo por Tokuda [4] e Wendorf [5] demonstram
um overhead muito alto, que impede o uso do algoritmo no mesmo processador em que
as tarefas sa˜o executadas. Outra cr´ıtica levantada e´ que o escalonamento utilizando
Best Effort apenas aumenta a probabilidade de que as tarefas cumpram os requisitos
temporais, e isso e´ insuficiente quando tarefas tempo real cr´ıticas8, que exigem garantia,
esta˜o presentes no sistema.
Fica clara a necessidade de se reduzir a complexidade do algoritmo Best Effort,
e e´ debatido se realmente uma func¸a˜o e´ necessa´ria para a representac¸a˜o do valor de
uma tarefa. McElhone sugere o uso de uma varia´vel valor atrelada a` cada tarefa, o
que seria algo semelhante a uma step function. Por fim um novo modelo e´ criado,
com diferentes “tipos” de tarefas: obrigato´rias, alta utilidade, me´dia utilidade, baixa
utilidade e background, cada um com suas caracter´ısticas pro´prias. Tarefas do tipo
obrigato´rias e background na˜o possuem utilidade; tarefas dos demais tipos possuem
8Hard real-time tasks.
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uma prioridade base, que pode ser aumentada para diferenciar tarefas do mesmo tipo,
e com a possibilidade da tarefa mudar de “tipo” (entre os treˆs u´ltimos) dinamicamente
ao decorrer da execuc¸a˜o.
As sec¸o˜es seguintes da tese visam a modelagem e testes de um modo de aceitac¸a˜o
on-line, adaptac¸a˜o para uso em sistemas multiprocessados, pol´ıtica de admissa˜o de
tarefas e implementac¸a˜o do modelo.
E´ conclu´ıdo que o modelo computacional proposto satisfez muitas das demandas
exigidas e pode ser implementado, com uma boa relac¸a˜o custo computacional versus be-
nef´ıcio. Utilizando-se de algoritmos melhor esforc¸o, aliados ao paraˆmetro valor (pore´m
descartando-se o uso de func¸o˜es para representa´-los), a implementac¸a˜o do modelo em
um sistema uniprocessado com uma linguagem padra˜o, como Ada 95, e´ dada como
via´vel.
2.2.6 Escolha do Valor
Burns et al. se propo˜em em [6] a dar uma visa˜o geral do sentido e significado do
valor em sistemas tempo real, focando o quesito da escolha do valor que, segundo os
autores, e´ um tema praticamente ignorado e subestimado em trabalhos anteriores.
A justificativa para o uso do valor comec¸a pelo argumento de que nem todos servic¸os
podem ser suportados por um sistema tempo real, passa pelo fato de que os sistemas
atuais possuem pouca flexibilidade, principalmente na parte da implementac¸a˜o, e ter-
mina com a asserc¸a˜o da necessidade de escalonamento dinaˆmico, baseada nos seguintes
motivos:
⇁ escalonamentos esta´ticos utilizam recursos de forma ineficiente; como ha´ recursos
suficientes para a carga ma´xima do sistema (tempo de execuc¸a˜o no pior caso,
tarefas em fase, intervalos entre chegadas no pior caso para tarefas espora´dicas
etc.) na pra´tica a utilizac¸a˜o me´dia e´ baixa;
⇁ escalonamentos esta´ticos reagem de forma inflex´ıvel a falhas e sobrecargas; em-
bora lidem bem com problemas definidos em seus modelos iniciais, qualquer es-
tado na˜o esperado gera imprevisibilidade e nenhum tipo de garantia.
Neste trabalho e´ diferenciada utilidade, definida como um benef´ıcio que o sistema
recebe ao completar o servic¸o, de valor, que seria algo aproximado da utilidade, pore´m
usado para influenciar o escalonador tempo real. E´ feita uma separac¸a˜o de prefereˆncias
entre servic¸os, ou grupos de servic¸os, e sa˜o enumerados os casos em que uma decisa˜o
em tempo de execuc¸a˜o (on-line) compensa uma decisa˜o em tempo de projeto (off-line):
⇁ a decisa˜o e´ muito mais efetiva se forem considerados dados e/ou condic¸o˜es atuais;
⇁ a decisa˜o conduz a um uso pessimista de recursos se realizada precocemente.
Para facilitar a tomada de deciso˜es em tempo de execuc¸a˜o, a relac¸a˜o de prefereˆncias
2. Trabalhos Relacionados 14
pode ser armazenada e, enta˜o, apenas consultada. Todavia essa estrate´gia e´ va´lida
apenas se o overhead envolvido em sua implantac¸a˜o na˜o for maior ou mais significa-
tivo do que os benef´ıcios trazidos por ela. Essa questa˜o e´ considerada importante,
argumentando-se que trabalhos anteriores ignoram o overhead em seus testes e, com
isso, apresentam resultados equivocados. Va´rios me´todos podem ser utilizados para
contornar esse problema, e no atual trabalho e´ utilizado o paraˆmetro valor atrelado a
servic¸os e subservic¸os para desempenhar essa func¸a˜o.
A descric¸a˜o do chamado Escalonamento Baseado em Valor9 e´ simples: trata-se de
um problema de decisa˜o envolvendo a escolha de uma colec¸a˜o de servic¸os a serem
executados que tragam o “melhor” resultado (em um determinado momento, ha´ va´rios
servic¸os prontos para serem executados e recursos insuficientes para atendeˆ-los).
As sec¸o˜es seguintes sa˜o usadas na formulac¸a˜o e provas matema´ticas do problema e
em testes para resoluc¸a˜o do mesmo. E´ criado um framework que considera servic¸os em
diferentes estados, e usa esses estados no processo de escolha de quais sera˜o executados,
assim como “modos” de execuc¸a˜o de um mesmo servic¸o. Fatos que devem ser destaca-
dos sa˜o o uso de valores constantes, a relac¸a˜o ordinal entre os grupos de alternativas
de execuc¸o˜es e a relac¸a˜o cardinal entre as alternativas dentro de um mesmo grupo.
Ha´ uma sec¸a˜o especial acerca do processo de escolha, sob o argumento de que sem
valores significativos a teoria de escalonamento baseado em valor perde completamente
o sentido. Sa˜o listados enta˜o os dois problemas ba´sicos encontrados no processo de
escolha de valor :
Representation Problem: saber se existe uma func¸a˜o que represente as prefereˆncias
na escolha das alternativas;
Construction Problem: saber como construir tal func¸a˜o na pra´tica.
Outro fato importante e´ que na˜o e´ necessa´rio ter uma func¸a˜o exata; prefereˆncias
sa˜o o ponto chave do processo, e a func¸a˜o e´ apenas um me´todo u´til de representar
essas prefereˆncias. Apo´s a apresentac¸a˜o de um exemplo pra´tico, e´ reiterada a tentativa
deste trabalho em transformar toda uma se´rie de estudos teo´ricos em algo pra´tico e
utiliza´vel. Comenta-se que ha´ espac¸o para muitas pesquisas futuras, especificamente
na a´rea de escolha do valor.
2.2.7 Exemplos do Uso de Valor
Davis et al. em [18] apresentam o uso de valor em um sistema para controle
autoˆnomo de ve´ıculos. Neste sistema, qualquer falha, seja ela de software, hardware
ou sensor, pode ser catastro´fica e, portanto, precisa ser previs´ıvel e trata´vel. Ale´m
9Value-Based Scheduling.
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disso, o sistema deve ser capaz de apresentar uma degradac¸a˜o suave no desempenho
em situac¸o˜es de sobrecarga. Os objetivos potencialmente conflitantes trac¸ados para
esse estudo sa˜o: (1) garantir inicialmente os servic¸os cr´ıticos relacionados a` seguranc¸a
e funcionalidade para que resultados minimamente aceita´veis sejam apresentados sem-
pre e (2) maximizar a utilidade do sistema, determinada pela frequ¨eˆncia, correc¸a˜o
temporal10, precisa˜o e seguranc¸a dos resultados.
Todas as rotinas pertinentes a um sistema de controle autoˆnomo de ve´ıculos sa˜o
descritas e classificadas em dois grandes grupos: obrigato´rio e opcional. Tarefas re-
lacionadas a` seguranc¸a e funcionalidade mı´nima do sistema sa˜o inseridas no grupo
obrigato´rio, e sa˜o consideradas mais priorita´rias do que as tarefas presentes no grupo
opcional. Esse modo e´ o sugerido por Davis para atender ao objetivo (1), pois o tra-
tamento desses dois grupos e´ distinto: enquanto as tarefas do grupo obrigato´rio sa˜o
executadas sempre, sem excec¸o˜es, as do grupo opcional passam por um processo de
admissa˜o e mais tarde sa˜o escalonadas atrave´s do me´todo Slack Stealing [19].
O segundo objetivo do trabalho se resume a encontrar uma maneira de executar o
ma´ximo de tarefas opcionais, ou seja, maximizar a utilidade do sistema. Nesse processo
sa˜o utilizadas as Time/Utility Functions e o resultado final e´ avaliado pela utilidade
acumulada, ou Utility Accrued (UA). Um novo me´todo de aceitac¸a˜o e´ desenvolvido,
intitulado Adaptive Value Density Threshold (AVDT), baseado no me´todo Best Effort
proposto por Locke em [15]. A grande diferenc¸a presente no algoritmo AVDT e´ a
existeˆncia de um filtro que pre´-seleciona tarefas utilizando um limite mı´nimo para corte,
esperando dessa forma superar a principal falha do me´todo base: o alto overhead do
algoritmo.
Davis atesta que o nu´mero de tarefas executadas do grupo opcional influi muito na
utilidade final obtida pelo sistema como um todo. Os testes empregando valor e a nova
pol´ıtica de admissa˜o mostraram-se uma alternativa via´vel para esse tipo de sistema.
A ide´ia de um limiar mı´nimo para a aceitac¸a˜o de tarefas pode ser estendida para o
escalonamento em uma versa˜o futura.
Em [20] Bondavalli trata da melhor forma de uso de recursos por sistemas tempo
real orientados a objetos, e introduz o conceito de valor como paraˆmetros desses obje-
tos. Sua proposta e´ a criac¸a˜o de um componente chamado planner, que implementa a
pol´ıtica de admissa˜o/rejeic¸a˜o baseado no valor dos objetos e almeja maximizar o uso
dos recursos, isto e´, maximizar a utilidade agregada obtida. E´ conclu´ıdo que o uso do
componente criado consegue introduzir flexibilidade ao sistema a um custo computa-
cional muito baixo.
Wu em [21] apresenta um novo algoritmo de escalonamento para sistemas embu-
tidos movidos a bateria. Dentre os objetivos fundamentais esta˜o a maximizac¸a˜o da
10Timeliness.
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utilidade do sistema e da eficieˆncia da utilizac¸a˜o da energia. A soluc¸a˜o introduzida es-
calona tarefas em um tempo polinomial e apresenta caracter´ısticas importantes, como
otimalidade em caso de underload e comportamento temporal assegurado estatistica-
mente. Como pode-se prever, o modelo TUF/UA e´ empregado para a obtenc¸a˜o da
maior utilidade poss´ıvel do sistema com o menor consumo de energia.
2.2.8 Estado da Arte
Desde o ano de 2003 Jensen vem trabalhando com TUF/UA em conjunto com a
Universidade de Virginia Tech. Apo´s va´rios trabalhos e artigos publicados especifi-
camente nesta a´rea e´ feito um resumo dos avanc¸os obtidos, apresentados em [22] por
Ravindran et al.
Neste trabalho e´ alegado que a base da pra´tica em sistemas tempo real - o artefato
prioridade - e o estado da arte atual na teoria de sistemas tempo real - otimalidade
baseada em deadlines - sa˜o completamente inadequados para especificar objetivos,
argumentar sobre comportamento temporal e gerenciar recursos que podem satisfazer
de forma fiel requisitos em sistemas dinaˆmicos.
E´ defendido que as TUFs e o crite´rio de otimalidade UA representam um me´todo
mais gene´rico, flex´ıvel e adaptativo, e que os u´ltimos avanc¸os nessa a´rea trazem sig-
nificativas melhorias a problemas conhecidos. Um apanhado geral nessas melhorias e´
feito.
A maior parte das restric¸o˜es temporais de aplicac¸o˜es sa˜o expressas e tratadas
atrave´s do paraˆmetro prioridade. Pore´m prioridades possuem significantes desvan-
tagens, abaixo descritas:
⇁ geralmente na˜o e´ trata´vel mapear restric¸o˜es temporais para prioridades, e essa
pra´tica resulta em perda de informac¸o˜es;
⇁ prioridades na˜o conseguem expressar urgeˆncia, pois seria necessa´rio conhecimento
global de todas prioridades - o que e´ geralmente dif´ıcil de se conseguir durante o
desenvolvimento de sistemas;
⇁ a urgeˆncia de uma tarefa e´ tipicamente ortogonal a` importaˆncia relativa da tarefa,
pore´m uma prioridade na˜o consegue expressar ambos.
A teoria tradicional de tempo real visa superar essas desvantagens provendo modelos
de aplicac¸o˜es com a abstrac¸a˜o direta de restric¸o˜es temporais, e usando essa abstrac¸a˜o
para o gerenciamento de recursos. No entanto, essa teoria e´ fundamentalmente limitada
a` restric¸a˜o de tempo deadline. Escalonamentos baseados em deadlines possuem as
seguintes desvantagens:
⇁ um deadline e´ ou (i) um valor bina´rio no sentido de ser ou na˜o cumprido ou (ii)
uma expressa˜o linear pela penalidade ao atraso. Portanto deadlines tambe´m na˜o
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conseguem distinguir entre urgeˆncia e importaˆncia;
⇁ escalonamentos cla´ssicos baseados em deadlines sofrem do indesejado efeito do-
mino´ durante situac¸o˜es de sobrecarga (vide EDF);
⇁ deadlines na˜o conseguem expressar restric¸o˜es temporais que na˜o sa˜o bina´rias nem
lineares, no sentido de que a utilidade da tarefa varia conforme o instante em que
for finalizada.
E´ necessa´rio notar que o paradigma TUF/UA supera essas desvantagens. Algo-
ritmos baseados em UA conseguem cumprir todos deadlines em situac¸o˜es normais, e
quando ocorrem sobrecargas favorecem atividades mais importantes em detrimento das
mais urgentes.
Apesar da generalidade e superioridade do escalonamento baseado em TUFs e UA,
esses me´todos tambe´m possuem defeitos que aparentemente os impedem de serem
adotados em larga escala. Os mais significativos sa˜o:
⇁ falta de garantia geral na correc¸a˜o temporal dos sistemas TUF/UA - exceto
no caso especial de otimalidade de TUFs com step functions em condic¸o˜es de
underload ;
⇁ falta de ferramentas de suporte para criar TUFs e realizar ana´lises de UA;
⇁ falta de algoritmos UA que considerem qualidade de servic¸o de sistemas embu-
tidos (nesse tipo de sistema ha´ outros paraˆmetros cruciais, como consumo de
energia e gerenciamento de memo´ria);
⇁ algoritmos UA adicionam um overhead maior do que algoritmos baseados em
prioridades/deadlines.
Durante o restante do trabalho e´ mostrado resumo geral dos avanc¸os pra´ticos ob-
tidos nos u´ltimos anos em diferentes a´reas onde TUFs esta˜o sendo usadas, como, por
exemplo, escalonamento eficiente de energia, escalonamento com compartilhamento de
recursos e escalonamento eficiente de memo´ria.
Conclui-se que o paradigma TUF/UA e´ importante em sistemas dinaˆmicos tempo
real, e que o estado da arte avanc¸ou de forma significativa recentemente. Novas vari-
edades desenvolvidas superam desvantagens dos me´todos originais e expandem a a´rea
de cobertura do escalonamento TUF/UA. Por fim, acredita-se que sistemas tempo real
emergentes possam se beneficiar substancialmente do paradigma TUF/UA, o que per-
mitira´ alavancar a adaptabilidade e flexibilidade do paradigma, sem deixar de usufruir
das vantagens da teoria tradicional (otimalidade na correc¸a˜o temporal sob underload,
garantia estat´ıstica da correc¸a˜o temporal).
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2.3 Pol´ıtica de escalonamento TAFT
Esta sec¸a˜o apresenta um resumo dos trabalhos envolvendo a pol´ıtica de escalo-
namento Time-Aware Fault-Tolerant (TAFT). Inicialmente e´ mostrado o modelo de
TaskPairs no qual o TAFT e´ baseado; logo apo´s o conceito inicial e primeiros resulta-
dos pra´ticos sa˜o exibidos; a seguir a nova te´cnica de escalonamento sugerida e´ descrita;
por fim, e´ visto seu uso nas diferentes a´reas, ale´m de extenso˜es implementadas.
2.3.1 Escalonamento Segundo o Modelo de TaskPairs
O escalonamento baseado em par de tarefas (TaskPairs) e´ apresentado em [23]
por Streich, com a intenc¸a˜o de unir os conceitos de garantia (de uma atividade) e de
tratamento de excec¸a˜o (devido a um timeout). A proposta usa um escalonador on-
line e envolve a construc¸a˜o de uma tarefa como um bloco try-except, dividindo-a em
um par organizado segundo uma parte principal (MainTask) e uma parte de excec¸a˜o
(ExceptTask).
O problema t´ıpico de sistemas tempo real - a obtenc¸a˜o de um comportamento
temporal determinista - pode ser resolvido atrave´s de uma ana´lise off-line completa da
aplicac¸a˜o e de todo ambiente envolvido. Para aplicac¸o˜es tempo real cr´ıticas, onde todas
as tarefas devem ser executadas e todas as restric¸o˜es temporais devem ser cumpridas,
na˜o ha´ muitas alternativas, e o WCET e´ usado para garantir essa correc¸a˜o temporal.
A subutilizac¸a˜o dos recursos e uma estruturac¸a˜o esta´tica do sistema inteiro sa˜o apenas
alguns dos problemas relacionados ao uso de WCETs, visto que essa metodologia pode
se mostrar falha em casos onde:
⇁ a carga do sistema pode variar dinamicamente;
⇁ os tempos de execuc¸a˜o no pior caso na˜o podem ser calculados ou medidos;
⇁ mudanc¸as no ambiente sa˜o inerentes da aplicac¸a˜o e, portanto, esperadas.
Tal conjunto de problemas levou a` criac¸a˜o de sistemas tempo real dinaˆmicos como,
por exemplo, o kernel Spring [24] e mais tarde o escalonador Robust Earliest Deadline
(RED) [25]. Sistemas desse tipo teˆm em comum a caracter´ıstica de escalonar tarefas
de maneira on-line, cuja principal vantagem e´ que o estado atual do sistema pode ser
considerado perante uma decisa˜o.
Contudo, se nenhuma restric¸a˜o para criac¸a˜o de tarefas for imposta e todas novas
tarefas forem inclu´ıdas automaticamente na fila de execuc¸a˜o, violac¸o˜es de deadlines
podem ocorrer, e torna-se necessa´ria uma pol´ıtica para trata´-las.
A predic¸a˜o on-line mais severa que pode ser feita baseia-se no conceito de garantia
de uma tarefa, ou seja, aceita´-la apenas se a mesma puder ser completada; em caso
contra´rio a tarefa na˜o chega a entrar na fila do escalonamento. Esse me´todo e´ adequado
a va´rias aplicac¸o˜es, especialmente aquelas onde erros temporais levam a estados que
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na˜o podem ser tratados ou recuperados, pore´m mostra-se bastante limitado e exige
o conhecimento pre´vio de todos WCETs. A pol´ıtica apresentada permite que tarefas
“tentem” executar, mesmo na˜o garantidas, e, caso ocorra uma falha, o sistema fique
em estado operacional (sem inconsisteˆncias).
Um me´todo tradicional de realizar o tratamento perante uma perda de deadline
recai sobre a construc¸a˜o try-except, ilustrada pelo trecho de co´digo 2.2.
try within deadline {
...
}
except
abort
end
Figura 2.2: Modelo de bloco try-except [23]
O problema e´ que, sem restric¸o˜es temporais no co´digo, no momento em que a falha
ocorre a reac¸a˜o tera´ que ser executada mesmo na˜o havendo tempo para isso (o deadline
ja´ foi perdido).
O modelo de escalonamento baseado em TaskPairs, TaskPair-Scheduling Model
(TPS), evita que esse problema ocorra, tratando a excec¸a˜o como uma tarefa separada
com tempo de execuc¸a˜o pro´prio. O TPS pode ser visto como uma junc¸a˜o do me´todo
de garantia de execuc¸a˜o de tarefas com as estrate´gias de tratamento de excec¸o˜es en-
contradas em va´rias linguagens.
A ide´ia e´ escalonar a MainTask se e somente se o escalonador garantir que seu
te´rmino, ou o te´rmino da ExceptTask, ocorrera´ antes do deadline u´nico definido pelo
TaskPair. A diferenc¸a desse me´todo de garantia para outros me´todos, como o encon-
trado no Spring kernel, por exemplo, e´ a divisa˜o da expressa˜o try-except em unidades
escalona´veis separadas. E, em contraste com outros mecanismos de tratamento de er-
ros que sa˜o executados apo´s a violac¸a˜o do deadline, o TPS executa o co´digo de excec¸a˜o
de forma preventiva. Com construc¸a˜o similar a do bloco try-except, um TaskPair e´
executado segundo o co´digo da figura 2.3.
O me´todo de escalonamento dos TaskPairs utilizado e´ o seguinte: MainTasks se-
guem a estrate´gia Round-Robin, todas com prioridade baixa; ExceptTask sa˜o escalona-
das com prioridade alta, de um modo que sejam executadas o mais tardar poss´ıvel11. A
execuc¸a˜o das ExceptTasks ocorre em instantes de tempo pre´-definidos (time triggered)
e e´ atoˆmica, ou seja, na˜o permite preempc¸o˜es. Assim que um TaskPair e´ finalizado
seus recursos reservados e na˜o utilizados sa˜o liberados para outros TaskPairs.
11Neste trabalho na˜o e´ definido um me´todo formal de escalonamento para ExceptTasks.
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if (guarantee (TP, deadline)) {
try {
<MainTask>
except
<ExceptTask>
end
}
else // no guarantee
Figura 2.3: Modelo de execuc¸a˜o de um TaskPair [23]
MainTasks tambe´m podem estar sujeitas a um teste de garantia e, no caso de serem
aceitas, as ExceptTasks correspondentes tornam-se desnecessa´rias. No entanto garantia
de TaskPairs leva vantagem em cima da garantia de MainTasks em dois casos:
⇁ o WCET da MainTask e´ muito superior ao seu tempo me´dio de execuc¸a˜o;
⇁ o WCET da MainTask e´ muito superior ao WCET da ExceptTask.
Ale´m disso, a principal vantagem da garantia de TaskPairs e´ que eles podem ser
escalonados mesmo que a MainTask tenha um WCET desconhecido, ou seja, apre-
sente um comportamento anoˆmalo e na˜o monitora´vel. E´ enta˜o introduzido o chamado
“tempo de execuc¸a˜o otimista” (Optimistic Case Execution Time - OCET), que nada
mais e´ do que uma medida ru´stica do tempo me´dio de execuc¸a˜o de uma tarefa. Essa
medida deve ser longa o suficiente para a tarefa tenha chances razoa´veis de execuc¸a˜o,
pore´m mais curta do que o WCET (que pode ser conhecido ou na˜o).
Figura 2.4: Exemplo de escalonamento de TaskPairs [26]
O escalonador utiliza enta˜o o OCET para o teste de garantia de execuc¸a˜o do Task-
Pair, que se abrevia a` verificac¸a˜o da existeˆncia de tempo dispon´ıvel suficiente para a
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execuc¸a˜o da MainTask, segundo seu OCET, e da ExceptTask, segundo seu WCET. Ou
seja: se ha´ uma chance razoa´vel, deve-se tentar executar a tarefa. A figura 2.4 ilustra
um escalonamento envolvendo dois TaskPairs, onde as abreviaturas DL e ST significam
respectivamente deadline e tempo de in´ıcio (start time).
Nett e Streich em [26] apresentam as experieˆncias e conceitos de escalonamento
utilizados na implementac¸a˜o de um software de controle de um roboˆ constru´ıdo para
inspec¸o˜es de tubos. Os principais requisitos da aplicac¸a˜o sa˜o comportamento dinaˆmico
durante a execuc¸a˜o e alta disponibilidade em situac¸o˜es de falha (ou controle anti-
falhas), e na˜o deixam du´vidas de que o escalonamento utilizado deve ser realizado em
tempo de execuc¸a˜o.
Algumas propostas existentes de escalonamento sa˜o discutidas, pore´m todas tra-
balham com o tempo de execuc¸a˜o no pior caso, cujos problemas ja´ foram citados:
WCETs sa˜o dif´ıceis de serem previstos, e pode existir uma variac¸a˜o muito grande en-
tre o WCET e o tempo me´dio de execuc¸a˜o. Dessa forma, trabalhar com WCETs requer
uma abordagem de prevenc¸a˜o de falhas, com me´todos de isolamento (para prevenir o
efeito domino´) e tratamento de erros temporais12 (timing faults) que possam ocorrer.
O me´todo sugerido para a toleraˆncia de erros temporais e´ o uso de TaskPairs. O fato
de umaMainTask ser considerada cr´ıtica ou na˜o e´ controlado pelo tempo reservado para
sua execuc¸a˜o. Na˜o reservar tempo algum indica uma estrate´gia puramente de melhor
esforc¸o para a execuc¸a˜o da tarefa, enquanto que a reserva de um tempo equivalente ao
WCET inutiliza o uso da ExceptTask correspondente. Poss´ıveis soluc¸o˜es intermedia´rias
apresentadas sugerem estrate´gias de reserva de tempos mı´nimo, me´dio, esperado ou
otimista para a execuc¸a˜o da MainTask.
A adaptac¸a˜o para o software de controle transformou as operac¸o˜es em tarefas, e con-
sequ¨entemente em TaskPairs. Nett e Streich afirmam que nesse software a abordagem
se mostrou uma excelente base para a construc¸a˜o de sistemas tempo real altamente
flex´ıveis. Trabalhos futuros preveˆem a continuac¸a˜o do uso do modelo de TaskPairs
para a implementac¸a˜o das tarefas.
2.3.2 Conceito TAFT de Escalonamento
Nett et al. alegam em [27] que o conceito tradicional de sistemas tempo real, ge-
ralmente ilustrados como dispositivos embutidos isolados, esta´ ultrapassado. Sistemas
tempo real esta˜o ficando maiores, mais complexos, sendo executados de forma fisica-
mente distribu´ıda e tera˜o que ser capazes de funcionar em ambientes incertos.
A proposta e´ integrar sistemas tempo real com sistemas tradicionais em um u´nico
sistema heterogeˆneo como uma soluc¸a˜o de middleware. O conceito de orientac¸a˜o a
12Um erro temporal ocorre quando o tempo de execuc¸a˜o de uma tarefa difere do que foi especificado
previamente.
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objeto, implantado no ambiente middleware com sucesso, na˜o pode ser simplesmente
adaptado para sistemas tempo real: operac¸o˜es ba´sicas dessa teoria, como uma simples
troca de objetos que implementam a mesma interface, pode tornar o escalonamento
na˜o fact´ıvel devido a`s mudanc¸as dos requisitos do sistema.
A propriedade de invocar objetos na˜o tempo real atrave´s de um domı´nio tempo real
e ainda assim manter um grau de previsibilidade na aplicac¸a˜o tempo real e´ intitulada
time-awareness. Essa propriedade pode ser vista como a soluc¸a˜o geral da questa˜o
encontrada: “Como adicionar previsibilidade em um sistema imprevis´ıvel?”.
Para resolver esse problema o sistema deve ser capaz de lidar com certo n´ıvel de
incerteza dos componentes e ser flex´ıvel o suficiente para adaptar-se a`s pequenas mu-
danc¸as em seu ambiente, na˜o previstas durante a fase de projeto.
O primeiro empecilho encontrado durante o escalonamento e´ tentar manter con-
sisteˆncia e previsibilidade em um sistema tempo real onde tarefas sa˜o aceitas pelos
seus tempos esperados de execuc¸a˜o, ou seja: tarefas cujos WCETs sa˜o desconhecidos
ou, em uma situac¸a˜o mais pessimista, podem mudar durante a execuc¸a˜o do sistema.
Abordagens tradicionais sa˜o classificadas como insuficientes, pois recaem no uso do
WCET e exigem conhecimento pre´vio de va´rios paraˆmetros temporais. A definic¸a˜o
desses outros paraˆmetros temporais (como tempo de chegada, por exemplo) consiste
no segundo empecilho encontrado. E´ reivindicado que um monitoramento do sistema
de forma ampla e cont´ınua pode sanar essa dificuldade. Esse monitoramento seria rea-
lizado no n´ıvel de middleware, deixando-o independente de aplicac¸a˜o e adequado para
permitir a` uma maior gama de programas o comportamento time-aware.
A soluc¸a˜o apresentada reside no uso de uma estrate´gia que engloba dois compo-
nentes principais: um sistema de monitoramento durante a execuc¸a˜o e um escalonador
on-line tolerante a falhas. E´ introduzido enta˜o o sistema de escalonamento Time-Aware
Fault-Tolerant (TAFT), formado pelo escalonador FT tolerante a falhas13, que impo˜e
previsibilidade ao sistema, e pelos componentes de monitoramento, responsa´veis pelo
conhecimento sobre o comportamento da aplicac¸a˜o e que servem como base para a
adaptabilidade.
Monitoramento
O monitoramento tem como obrigac¸a˜o coletar todo tipo de paraˆmetros temporais.
Os dados sa˜o filtrados, analisados e explorados para derivar o tempo esperado de
execuc¸a˜o (ECET), que serve como entrada no algoritmo de escalonamento. De grosso
modo, o ECET representa uma medida de tempo que a tarefa necessita na maioria dos
casos para ser finalizada. Formalmente falando e sendo t uma instaˆncia da tarefa T , o
ECET pode ser definido da seguinte maneira:
13Fault-Tolerant.
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ECETt,α = tempo de CPU necessa´rio pela instaˆncia t para haver uma probabilidade
α de a tarefa ser completada dentro desse tempo.
Ao contra´rio do WCET, que e´ esta´tico, o ECET pode variar dependendo do co´digo,
do estado do sistema e dos paraˆmetros da tarefa. Isso significa que o ECET de uma
tarefa pode mudar entre uma execuc¸a˜o e outra, e o escalonador precisa estar preparado
para essa mudanc¸a. No entanto e´ apresentada uma propriedade de “localidade” bas-
tante alta, e apenas mudanc¸as marginais sa˜o observadas entre execuc¸o˜es conseguintes.
Escalonador FT
O uso de ECETs permite que apenas um percentual das execuc¸o˜es ocorra dentro do
tempo delimitado; e´ responsabilidade do escalonador FT dar conta das execuc¸o˜es res-
tantes e garantir que o sistema permanec¸a em um estado consistente. Esse tratamento
de paraˆmetros temporais incertos, ou possivelmente erroˆneos (devido a` sua natureza),
e´ realizado atrave´s da troca do funcionamento o´timo pela correc¸a˜o temporal.
O mecanismo de toleraˆncia utilizado para negociar falhas temporais, de forma que
deadlines nunca sejam perdidos, e´ a construc¸a˜o de tarefas segundo o modelo de Task-
Pairs. Cada TaskPair (TP) e´ constitu´ıdo por umaMainPart (MP) e uma ExceptPart14
(EP). A funcionalidade encontrada em uma EP deve ser mı´nima, apenas assegurando
que:
⇁ a aplicac¸a˜o controlada fique em um estado seguro;
⇁ o sistema de controle esteja em um estado consistente.
O deadline da EP e´ ideˆntico ao do TP, e seu te´rmino e´ garantido pelo escalonador
que reserva explicitamente os recursos exigidos (ou seja, o WCET). Ja´ o tempo limite
de execuc¸a˜o (ou deadline interno) de uma MP e´ calculado como o deadline do TP
menos o WCET da EP. O teste de aceitac¸a˜o de um TP ocorre de maneira simples:
um resultado positivo e´ retornado se o ECET da MP e o WCET da EP podem ser
escalonados antes do deadline do TP. E´ preciso lembrar que isso depende muito do
ECET da MP, que e´ monitorado e estimado pelo pro´prio sistema. O WCET da EP
deve sempre ser conhecido, pore´m essa na˜o e´ uma restric¸a˜o muito severa, pois assume-
se ser um tempo no pior caso relativamente curto se comparado ao tempo me´dio de
execuc¸a˜o da MP. Considerando-se:
Ci = ECET(MPi) tempo de execuc¸a˜o estimado da MP da tarefa i;
Ei = WCET(EPi) pior caso de execuc¸a˜o da EP da tarefa i.
podemos representar essa premissa por Ci  Ei.
14Sa˜o os termos equivalentes para MainTask e ExceptTask.
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Tem-se ainda que na maioria dos casos ECETs sa˜o consideravelmente menores
que WCETs, gerando normalmente uma soma dos tempos Ci e Ei muito menor que
o tempo que seria obtido caso uma estimativa de pior caso fosse determinada para
a MP. Resumidamente: Ci + Ei  WCET(MPi). Desta forma, mesmo estimativas
bastante pessimistas de Ei na˜o implicam em utilizac¸a˜o de recursos compara´veis com a
MP. Como consequ¨eˆncia direta, chega-se a escalonamentos fact´ıveis em casos onde um
escalonamento tradicional baseado em WCETs na˜o encontraria soluc¸a˜o.
O comportamento do escalonador e´ descrito de modo a evitar a violac¸a˜o de deadlines
de TaskPairs em situac¸o˜es normais. E´ enta˜o estudada uma estrate´gia para situac¸o˜es de
sobrecarga, onde na˜o existe como cumprir todos os requisitos do sistema. A proposta
e´ escalonar tarefas por “importaˆncia”, de modo que o cancelamento de execuc¸o˜es seria
feito pela ordem inversa de importaˆncia das tarefas. No modelo TAFT a importaˆncia
pode ser representada pelo paraˆmetro α, presente na definic¸a˜o de ECETt,α da pa´gina
22. A premissa e´ que quanto mais pro´ximo de 1 for α, mais pro´ximo do WCET estara´
o ECET, mais recursos sera˜o reservados para a tarefa e maiores sera˜o as chances dela
ser executada.
O restante do trabalho trata de detalhes utilizados na implementac¸a˜o da pol´ıtica
TAFT, e as concluso˜es finais salientam que a principal diferenc¸a para outros me´todos
de toleraˆncia de falhas e´ a abordagem de tratamento de excec¸o˜es, alocada pelo TAFT
como uma tarefa normal deixada sob controle do escalonador tempo real. Outro avanc¸o
importante e´ a possibilidade de escalonamento de tarefas cujos tempos de execuc¸a˜o
na˜o sa˜o exatos (ou baseados no pior caso). Pelo simples fato de ECETs serem mais
pro´ximos da realidade, um nu´mero mais elevado de tarefas e´ aceito e um rendimento
maior aparece, resultado da melhor utilizac¸a˜o de recursos.
2.3.3 Determinac¸a˜o dos Tempos de Execuc¸a˜o das MainParts
Em sua tese de doutorado [28] Gergeleit define um componente de monitorac¸a˜o
utilizado para coletar os tempos de execuc¸a˜o dos TPs e gerar estimativas a respeito do
ECET das MPs. Cada MP e´ associada a um paraˆmetro Cj,α, que descreve o tempo de
CPU que deve ser atribu´ıdo a` MP do TP τj de modo a obter uma probabilidade α que
τj finalize sem executar sua EP.
15
O valor Cj,α pode ser derivado de uma func¸a˜o de distribuic¸a˜o de probabilidade
16
(PDF), ilustrada na figura 2.5.
Os s´ımbolos em forma de × do gra´fico denotam os valores da PDF, e a a´rea sombre-
ada sob os pontos representa as somas das probabilidades ate´ aquele tempo de execuc¸a˜o
(i.e. a distribuic¸a˜o de probabilidade). Esta soma excede a probabilidade α para o C
15O paraˆmetro α de Cj,α e´ semanticamente equivalente a` definic¸a˜o homoˆnima em ECETt,α (p. 22).
16Probability Distribution Function
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Figura 2.5: Curva da PDF para estimac¸a˜o do paraˆmetro C e soma das probabilidades
em determinado instante [29]
requisitado no eixo do tempo de execuc¸a˜o (a a´rea sombreada escura). Para ser mais
preciso, α e´ o quantil (ou separatriz) da PDF. A proposta de Gergeleit tambe´m defende
que ao assinalarem-se diferentes valores de α para diferentes tarefas e´ poss´ıvel expressar
uma noc¸a˜o de importaˆncia para cada tarefa.
Segundo a estrate´gia de escalonamento prevista, o Cj,α de uma tarefa deve ser
associado com a sua importaˆncia, de forma que quanto maior for o valor α maior e´ a
importaˆncia relativa da tarefa.
2.3.4 Mecanismo de Escalonamento do TAFT
Em sua tese de doutorado [29] Becker apresenta formalmente um mecanismo de
escalonamento para a pol´ıtica TAFT.
Uma aplicac¸a˜o TAFT pode ser definida como sendo um conjunto
∏
, constitu´ıdo
por τi tarefas independentes entre si e projetadas como TPs. Cada TPi e´ uma tupla,
composta por uma MainPart MPi e uma ExceptionPart
17 EPi, com deadline Di e
com tempo de ativac¸a˜o Ti. Este u´ltimo pode ser interpretado como per´ıodo nos TPs
perio´dicos, ou como intervalo mı´nimo de chegada para TPs espora´dicos. Em suma,
descreve-se uma aplicac¸a˜o TAFT composta por n TPs como:
∏
= {τi = (Ti, Di, Ci, Ei), i = 1 ate´ n}
Uma EP devera´ ser executada se e somente se a MP correspondente na˜o terminar
ate´ o instante de tempo mais tardio em que a EP deve ser disparada para que seu
te´rmino na˜o viole o limite Di. Consequ¨entemente, a execuc¸a˜o de uma EP implica em
abortar a MP respectiva. A figura 2.6 exibe os paraˆmetros de um TP.
Claramente pode-se perceber duas estrate´gias distintas para o escalonamento das
MPs e EPs, o que leva a um escalonamento dito hiera´rquico: criar um escalonamento
para as EPs implica em determinar o seu instante de ativac¸a˜o mais tardio (denotado por
17Embora a nomenclatura esteja diferente, referem-se respectivamente a`s MainTask e ExceptTask
de Streich [23] e Nett e Streich [26], e a`s MainPart e ExceptPart de Nett et al. [27].
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Figura 2.6: Estrutura de um TaskPair segundo o TAFT [29]
L), sendo que o instante L e´ usado como deadline para a respectiva MP. Em relac¸a˜o ao
escalonamento das MPs, devem ser utilizadas estrate´gias que maximizem a utilizac¸a˜o
do processador e que mantenham um alto n´ıvel de execuc¸o˜es bem-sucedidas. Assim,
podem ser usados algoritmos de escalonamento com estrate´gia de melhor esforc¸o, a fim
de otimizar o uso do sistema (pore´m sem oferecer garantias de execuc¸a˜o), ou enta˜o
algoritmos de escalonamento tempo real dinaˆmicos, que manteˆm uma alta utilizac¸a˜o
do processador com a vantagem de contar com garantias de execuc¸a˜o.
Mecanismo de Escalonamento Proposto
E´ proposta uma estrate´gia de escalonamento de dois n´ıveis, com primeiro n´ıvel
escalonando EPs e o segundo MPs. De acordo com esta proposta, a sa´ıda produzida
pelo primeiro n´ıvel sempre tera´ uma maior prioridade do que a sa´ıda produzida pelo
segundo n´ıvel, pois no pior caso, quando nenhuma MP conseguir terminar antes do
deadline, todas EPs precisam ser executadas. Na˜o sa˜o feitas restric¸o˜es relativas ao
instante de ativac¸a˜o de MPs. Por outro lado, as EPs possuem uma restric¸a˜o severa
em relac¸a˜o ao seu instante de ativac¸a˜o Li que, conforme ja´ mencionado, deve ocorrer
o mais tarde poss´ıvel, para maximizar o tempo dispon´ıvel para as MPs, pore´m cedo
o suficiente para garantir sua finalizac¸a˜o antes do deadline Di. A formalizac¸a˜o da
estrate´gia proposta e´ feita na definic¸a˜o 2.3.1:
Definic¸a˜o 2.3.1 O escalonador proposto e´ um escalonador de dois n´ıveis, que funciona
para um conjunto tarefas perio´dicas
∏
= {τi = (Ti, Di, Ci, Ei), i = 1 ate´ n} projetadas
como TPs, sendo que o deadline Di e´ igual ao per´ıodo Ti, o tempo de execuc¸a˜o Ci da
MP e´ caracterizado como ECET e o tempo de execuc¸a˜o Ei da EP e´ caracterizado como
WCET.
O segundo n´ıvel, encarregado de escalonar as MPs, usa o algoritmo EDF, devido
a` sua otimalidade. Adicionalmente assegura-se um maior nu´mero poss´ıvel de MPs
executadas, pois o EDF maximiza a utilizac¸a˜o da CPU devido a` caracter´ıstica de
escalonar as tarefas o mais cedo poss´ıvel.
Considerou-se neste trabalho o uso do algoritmo Latest Release Time (LRT) [11], ou
Earliest Deadline as Late as possible (EDL) [9], para escalonar as EPs, representando o
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primeiro n´ıvel de escalonamento. Este algoritmo pode ser interpretado como um EDF
reverso, tratando tempo de ativac¸a˜o como deadline e vice-versa. O LRT e´ provado ser
o´timo (vide [9]) dentro das mesmas condic¸o˜es que o EDF e´ o´timo: e´ poss´ıvel escalonar
um conjunto de EPs perio´dicas independentes entre si, preemptivas e com deadline
igual ao per´ıodo, sempre que o fator de utilizac¸a˜o do conjunto for menor ou igual a 1.
Portanto, o escalonamento das EPs e´ “pessimista” no sentido de que assume a condic¸a˜o
de pior caso, em que todas as EPs precisam ser executadas ale´m das MPs. Este crite´rio
e´ fundamental para a elaborac¸a˜o do teste de aceitac¸a˜o.
Aplicac¸a˜o Pra´tica do TAFT
A fim de validar o mecanismo de escalonamento desenvolvido incorporou-se a pro-
posta de escalonamento TAFT ao sistema operacional tempo real RTLinux [30]. A
escolha do RTLinux como plataforma alvo se deu pelo fato do mesmo possuir um me-
canismo de despacho bem estruturado e estritamente baseado em prioridades e tambe´m
devido ao seu co´digo fonte aberto, o que permite a realizac¸a˜o de modificac¸o˜es direto
no co´digo do escalonador.
O detalhamento dos testes e a aplicac¸a˜o escolhida sa˜o descritos em [7], onde Becker
et al. dissertam sobre os desafios encontrados no processo de cooperac¸a˜o entre va´rios
dispositivos robo´ticos. O exemplo dado e´ de futebol de roboˆs, no qual os va´rios “jo-
gadores” devem atuar de forma coordenada apresentando o comportamento de um
time com um objetivo u´nico. As dificuldades aumentam a` medida que o ambiente
encontrado e´ desconhecido, imprevis´ıvel e dinaˆmico, e os dispositivos mo´veis possuem
restric¸o˜es de espac¸o e energia.
Encargos como a movimentac¸a˜o dos roboˆs e o reconhecimento de objetos devem
utilizar dados compartilhados, e a interac¸a˜o com o ambiente f´ısico resulta na necessi-
dade de tarefas tempo real cr´ıticas e um escalonador altamente eficiente dos escassos
recursos (principalmente CPU e largura da banda de comunicac¸a˜o).
E´ observado que a pol´ıtica TAFT, atrave´s da divisa˜o de tarefas em MP e EP, propi-
cia a ocorreˆncia de falhas por omissa˜o (na impossibilidade da execuc¸a˜o de uma MP) ao
inve´s de falhas temporais18 (sem abortar tarefas) ou falhas de valor arbitra´rio19 (abor-
tando a tarefa e sem limpeza dos dados). Tais falhas por omissa˜o podem ser toleradas
atrave´s de va´rias redundaˆncias funcionais, geralmente espec´ıficas da aplicac¸a˜o.
Uma alternativa descrita para explorac¸a˜o de redundaˆncias e´ baseada na estru-
turac¸a˜o da MP como um algoritmo any-time [31], onde resultados precoces sa˜o pro-
duzidos rapidamente e melhorados o ma´ximo poss´ıvel durante o tempo de execuc¸a˜o
definido. Essa estrate´gia e´ utilizada na aplicac¸a˜o de fusa˜o de sensores, e cabe enta˜o
18Timing failures.
19Arbitrary value failures.
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a` EP, quando executada, o dever de retornar o resultado produzido ate´ o momento
da interrupc¸a˜o da MP. Desse modo e´ explorada a redundaˆncia funcional para tolerar
falhas causadas pela estimativa errada de tempos de execuc¸a˜o.
O proto´tipo implementado no RTLinux tem o comportamento do algoritmo, es-
pecialmente em condic¸o˜es de sobrecarga, analisado sob uma variac¸a˜o do Benchmark
Hartstone [32]. As concluso˜es atestam a eficieˆncia do TAFT, capaz de sustentar a CPU
com ı´ndices elevados de utilizac¸a˜o sem perder os deadlines dos TPs. Em situac¸o˜es de
sobrecarga o ambiente se mostra bastante esta´vel, conseguindo manter um bom ı´ndice
de tarefas finalizadas sem perdas de funcionalidade, ale´m de se mostrar imune aos
problemas causados pelo efeito domino´.
Outra conclusa˜o importante esta´ no fato do paraˆmetro α-quantil na˜o ter satisfeito
seu propo´sito de representar a importaˆncia do TP, conforme pra´tica sugerida em Nett
et al. [27] e Gergeleit [28]. Consequ¨entemente, o autor faz uma ressalva quanto a seu
uso, a constar:
[...] atrave´s dos experimentos foi poss´ıvel constatar que o paraˆmetro
α-quantil, utilizado para expressar o grau de precisa˜o relacionado com o
tempo de execuc¸a˜o, na˜o se apresenta como uma boa alternativa para ex-
pressar a importaˆncia das tarefas. Testes adicionais realizados mostram
que algoritmos “baseados em valores”, como o HDF, apresentam-se como
uma boa maneira de solucionar esta careˆncia.
2.3.5 Extenso˜es do Conceito TAFT
Schemmer em sua tese de doutorado [1] desenvolve um middleware para sistemas
embutidos mo´veis cooperativos atuando em um ambiente comum com um meio wi-
reless de comunicac¸a˜o. Um cap´ıtulo especial e´ destinado ao escalonamento local dos
recursos do processador, onde analisa-se o problema encontrado quando o tempo de
execuc¸a˜o e´ dependente do ambiente, uma caracter´ıstica presente em tarefas que exer-
cem o tratamento de informac¸o˜es adquiridas externamente (atrave´s de um sensor, por
exemplo).
A soluc¸a˜o encontrada para o escalonamento deste tipo de tarefa e´ o emprego do
conceito TAFT. Atrave´s de seu uso, correc¸a˜o temporal, tratamento de erros e isola-
mento de falhas se tornam caracter´ısticas garantidas pelo escalonador. No entanto a
estrate´gia TAFT de escalonamento na˜o se adapta 100% ao modelo de tarefas proposto
para o domı´nio da aplicac¸a˜o, e algumas extenso˜es precisam ser desenvolvidas:
⇁ para escalonar demandas de processador provenientes dos protocolos de comu-
nicac¸a˜o do middleware o modelo deve aceitar, ale´m das tarefas perio´dicas, tarefas
aperio´dicas;
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⇁ para permitir que o resultado produzido por um TaskPair seja usado como dado
de entrada em outro, o modelo deve permitir restric¸o˜es de precedeˆncia entre os
TaskPairs.
Schemmer tambe´m acrescentou ao novo modelo de escalonamento, ale´m das duas
extenso˜es citadas, a possibilidade de explorar redundaˆncias inerentes da aplicac¸a˜o des-
crita, como redundaˆncias funcionais (MP na˜o precisa ser executada ate´ o fim para
fornecer resultados suficientes), espaciais (a mesma parte de um ambiente e´ observada
por va´rios sistemas mo´veis, logo um pode suprir informac¸o˜es faltantes de outro) e tem-
porais (que diz respeito ao nu´mero de tarefas que devem retornar resultados, pois nem
sempre a resposta de todas e´ necessa´ria).
Por fim, e´ conclu´ıdo que, embora o conceito original do TAFT na˜o seja adequado
para a aplicac¸a˜o alvo, o modelo estendido adapta-se muito bem aos objetivos trac¸ados.
Experimentos realizados mostram que usado em conjunto com me´todos para explorar
as redundaˆncias da aplicac¸a˜o o proto´tipo garante uma execuc¸a˜o segura, mesmo sem
limites conhecidos de WCET das tarefas.
2.4 Resumo
Este cap´ıtulo apresentou duas teorias completamente distintas que visam um obje-
tivo geral bastante similar: superar as deficieˆncias do modelo de escalonamento tradi-
cional de sistemas tempo real, fundamentado em cima do deadline.
De um lado temos a teoria do escalonamento baseado em valor, um paraˆmetro or-
togonal criado para representar a importaˆncia de uma tarefa. Para que esse paraˆmetro
efetivamente exiba um avanc¸o, e´ necessa´rio que o escalonador utilizado seja apropriado
para essa tarefa. De um modo superficial, na teoria consta que cada tarefa possui
uma func¸a˜o representando a utilidade gerada com o te´rmino dessa tarefa para o sis-
tema, e a meta proposta para o algoritmo utilizado e´ maximizar a soma das utilidades
acumuladas.
Apesar das qualidades exaltadas, essa te´cnica tambe´m possui suas deficieˆncias.
Estudos expuseram o proibitivo overhead trazido com a adic¸a˜o de func¸o˜es ao algoritmo
de escalonamento, requerendo muitas vezes poder computacional dedicado para essa
tarefa. Ale´m disso, e´ discutida a dificuldade encontrada na determinac¸a˜o de func¸o˜es
ou valores adequados, uma vez que o processo de escolha constitui uma base essencial
da teoria.
Transpondo cr´ıticas e deficieˆncias, o paraˆmetro valor tem sido usado com frequ¨eˆncia
desde a sua criac¸a˜o nas mais diversas a´reas de sistemas tempo real. Tomado como uma
das formas mais simples de adicionar um comportamento flex´ıvel a um sistema, a sua
eficieˆncia e superioridade podem ser atestadas atrave´s de va´rios trabalhos nesta a´rea
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[6, 16, 21, 22].
A outra teoria abordada foi a pol´ıtica de escalonamento TAFT. Criada especifi-
camente para permitir a construc¸a˜o de sistemas confia´veis que na˜o dependessem dos
piores casos para tempos de execuc¸a˜o das tarefas, a premissa ba´sica e´ a utilizac¸a˜o de
TaskPairs, compostos por uma MainPart e uma ExceptionPart.
Essa divisa˜o ocorre de forma transparente para o escalonador, e delimita as respon-
sabilidades de cada uma das partes envolvidas. A MP deve ser sempre executada, e a
EP so´ entra em cena quando isso na˜o for poss´ıvel.
Restringindo a perda de deadlines dos TPs, a pol´ıtica TAFT permite que escalona-
mentos sejam criados com tarefas cujos WCETs sa˜o desconhecidos, e que escalonamen-
tos eficientes sejam criados com tarefas cujos WCETs apresentam oscilac¸o˜es grandes e
precisam ser substitu´ıdos por ECETs, sem perdas para o sistema. Comuns no TAFT,
situac¸o˜es de sobrecarga transiente sa˜o prontamente resolvidas por um eficaz tratador
de ExceptionParts, que garante a funcionalidade do sistema.
A utilizac¸a˜o de um paraˆmetro representando importaˆncia de uma tarefa e´ discutida
na pol´ıtica TAFT por Nett et al. [27] e Gergeleit [28], pore´m a estrate´gia mostrou-se
incapaz de apresentar resultados promissores nesta a´rea, e sua ineficieˆncia e´ atestada
por Becker [29] e Becker et al. [7]. Como correc¸a˜o para essa falha e´ sugerido a junc¸a˜o das
duas teorias apresentadas, ou seja, o uso da pol´ıtica TAFT aliada ao o escalonamento
baseado em valor. Essa proposta e´ levada a diante e avaliada ao longo deste trabalho.
Cap´ıtulo 3
Definic¸a˜o do Problema
Este cap´ıtulo apresenta o escopo do presente trabalho definindo os principais pro-
blemas abordados, a constar: (1) representac¸a˜o da importaˆncia de uma tarefa e (2)
escalonamento dinaˆmico baseado neste paraˆmetro. O cena´rio sob o qual este problema
e´ tratado conta com sistemas tempo real com elevada utilizac¸a˜o de CPU e geralmente
expostos a situac¸o˜es de sobrecarga.
De uma maneira ampla os objetivos almejados esta˜o ligados a duas das mais eviden-
tes falhas do escalonamento baseado em deadlines : a incapacidade de distinc¸a˜o entre
urgeˆncia e importaˆncia das tarefas e a subutilizac¸a˜o do processador, causada pelo pes-
simismo trazido com o uso do WCET nos testes de aceitac¸a˜o. Ale´m de transpor essas
deficieˆncias, ainda e´ esperado que o sistema possibilite algum tipo de “controle” sobre
a execuc¸a˜o das tarefas, uma vez que o cena´rio proposto na˜o permite a execuc¸a˜o de
todas elas.
3.1 Descric¸a˜o Informal
A necessidade do discernimento da importaˆncia entre tarefas fica evidente em si-
tuac¸o˜es de sobrecarga, onde as deciso˜es de alocac¸a˜o de recursos sa˜o cruciais, ja´ que em
outros casos todas as restric¸o˜es temporais podem ser cumpridas. Nessas situac¸o˜es um
escalonador tradicional, como o EDF, pretere a tarefa mais importante (a que trara´
mais benef´ıcios para o sistema) em prol da mais priorita´ria (neste caso, a mais urgente,
cujo deadline encontra-se mais pro´ximo), diminuindo a serventia ou ate´ inutilizando o
sistema em certos casos.
A teoria do escalonamento baseado em valor visa suprir essa deficieˆncia. Apo´s
va´rios estudos na a´rea, conforme apresentado no cap´ıtulo anterior, concluiu-se que o
uso do valor representa uma das maneiras mais simples de aumentar a flexibilidade
de uma aplicac¸a˜o tempo real. Embora esta teoria apresente problemas enfrentados na
pra´tica, como o overhead introduzido pelo algoritmo de escalonamento (que muitas
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vezes precisa ser executado em um processador auxiliar para tornar-se via´vel), um
balanc¸o geral demonstra que o uso do valor expo˜e uma se´rie de benef´ıcios, e sua adoc¸a˜o
e´ uma tendeˆncia em sistemas tempo real atuais.
Outro problema bem conhecido na a´rea de tempo real que afeta sistemas tradici-
onais, independentemente do uso do paraˆmetro valor, e´ a subutilizac¸a˜o dos recursos.
Causada em geral por me´todos de garantia baseados em pior caso, a subutilizac¸a˜o e´
uma desvantagem derivada implicitamente do formalismo necessa´rio para garantir o
funcionamento de um sistema. A pol´ıtica TAFT de escalonamento visa aumentar a
utilizac¸a˜o efetiva em sistemas fugindo de sobrecargas artificiais, atrave´s do emprego
de tempos esperados de execuc¸a˜o. O abandono da modelagem baseada no pior caso
e´ compensada pela implementac¸a˜o de um mecanismo eficiente de toleraˆncia a falhas.
Simplificadamente, essas caracter´ısticas sa˜o ostentadas atrave´s da troca de funcionali-
dade pela garantia da execuc¸a˜o.
Por sua vez, um sistema seguindo o me´todo de escalonamento TAFT tende a apre-
sentar va´rias situac¸o˜es de sobrecargas (fato caracter´ıstico da pol´ıtica utilizada) e, em-
bora provido de um mecanismo de toleraˆncia a falhas, conserva a mesma incapacidade
de discriminac¸a˜o entre urgeˆncia e importaˆncia de tarefas, demonstrada pelos demais
me´todos de escalonamento.
A proposta inicial de adic¸a˜o de importaˆncia a um TaskPair, sob a pol´ıtica TAFT,
e´ feita por Nett et al. em [27] e Gergeleit em [28], onde sugere-se o emprego do
paraˆmetro α. Esse paraˆmetro (descrito na sec¸a˜o 2.3.2) indica a probabilidade de um
ECET representar com sucesso o tempo de execuc¸a˜o real de uma tarefa, e atrave´s
dele seria medida a prioridade do TP. O paraˆmetro α foi de fato empregado para essa
finalidade em trabalhos posteriores, onde e´ tambe´m referenciado como α-quantil, e os
resultados mostraram-no inadequado para a designac¸a˜o, conforme Becker em [29] e
Becker et al. em [7]. O problema diagnosticado remete ao fato de que o paraˆmetro
α-quantil e´ utilizado durante o teste de aceitac¸a˜o para o escalonamento, mas na˜o e´
considerado na equac¸a˜o de designac¸a˜o de prioridades dos TPs.
Portanto a importaˆncia da tarefa e´ vis´ıvel (ou considerada) somente quando ela
adentra o sistema, e na˜o quando o escalonamento e´ feito em tempo de execuc¸a˜o. Isso
propicia uma execuc¸a˜o imprevis´ıvel, possuam as tarefas um valor α alto ou na˜o, e deixa
o sistema insta´vel durante sobrecargas (justamente o contra´rio do que a definic¸a˜o de
importaˆncia de uma tarefa deve fazer).
A substituic¸a˜o do paraˆmetro α para representar a importaˆncia das tarefas e´ dis-
cutida nos mesmos trabalhos que aferem sua ineficieˆncia. Como soluc¸a˜o e´ indicada
a utilizac¸a˜o do paraˆmetro valor em conjunto com um escalonador de segundo n´ıvel
apropriado. Essa proposta e´ aqui estudada, implementada e posteriormente testada, a
fim de ponderar sobre sua validade.
Em suma, este trabalho pode ser visto como um modo de unir a teoria do escalo-
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namento atrave´s de valor com a pol´ıtica de escalonamento TAFT, resultando em um
sistema dotado dos benef´ıcios apresentados por ambas as partes.
3.2 Crite´rios de Avaliac¸a˜o dos Algoritmos
Para comparar a eficieˆncia dos diferentes algoritmos de escalonamento foi utilizado
o crite´rio de utilidade acumulada (UA). Segundo sua definic¸a˜o formal, quando tarefas
possuem o paraˆmetro valor e o processo de escalonamento e´ realizado atrave´s de TUFs,
o crite´rio de otimalidade e´ definido pela utilidade total acumulada do sistema ao fim
da execuc¸a˜o.
Como apresentado ao longo da sec¸a˜o 2.2, o funcionamento do crite´rio UA e´ simples:
ao te´rmino de cada execuc¸a˜o de uma tarefa τi a utilidade total do sistema e´ incremen-
tada pela utilidade dessa tarefa, que pode ser constante ou gerada pela TUF (tomando
como paraˆmetro de entrada o tempo ao te´rmino da tarefa).
Para facilitar a comparac¸a˜o de diferentes conjuntos de dados, o crite´rio de UA para
cada algoritmo analisado e´ avaliado segundo a taxa de utilidade acumulada, ou Utility
Accrued Ratio, calculada conforme equac¸a˜o 3.1:
UAR =
utilidade acumulada
utilidade total do conjunto de tarefas
(3.1)
Um valor de UAR de 1.0 significa que a utilidade total acumulada foi igual a ma´xima
utilidade poss´ıvel e, portanto, que todas as tarefas do sistema foram executadas dentro
de suas restric¸o˜es temporais. Esse resultado ocorre somente quando o sistema encontra-
se com uma utilizac¸a˜o menor ou igual a utilizac¸a˜o ma´xima de 100%; quando situac¸o˜es
de sobrecarga entram em cena a UAR comec¸a a cair e os melhores algoritmos sa˜o
aqueles que obteˆm valores mais pro´ximos de 1.0.
Ainda que a utilidade acumulada seja o crite´rio o´timo para a ana´lise de algoritmos
quando o paraˆmetro valor encontra-se presente na simulac¸a˜o, esta na˜o e´ a u´nica me´trica
adotada durante a ana´lise dos resultados. Isso se deve ao fato da UA, ao final do per´ıodo
simulado, resumir-se apenas a um nu´mero, incapaz de transparecer o que realmente
aconteceu durante a simulac¸a˜o.
Para tanto, o desempenho individual de cada tarefa executada e´ monitorado durante
as simulac¸o˜es realizadas, principalmente no que diz respeito a`s perdas (ou cumprimen-
tos) de deadlines. Atrave´s desse monitoramento e´ poss´ıvel gerar gra´ficos individuais
(por tarefa), propiciando uma ana´lise mais profunda dos dados e facilitando a compre-
ensa˜o de cada evento.
Essa ana´lise individual do comportamento de cada tarefa torna-se trabalhosa con-
forme o tamanho do conjunto de tarefas, e e´ uma pra´tica na˜o usada em trabalhos
similares, que preferem me´tricas universais para o desempenho do sistema. Contudo
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trata-se de um passo essencial para o completo entendimento dos resultados gerados,
e de maneiras para modifica´-los da forma desejada.
Ambas as me´tricas utilizadas sa˜o representadas atrave´s de gra´ficos ao longo do
cap´ıtulo 5, referenciando os resultados encontrados.
3.3 Algoritmos de Escalonamento Avaliados
Esta sec¸a˜o apresenta os algoritmos de escalonamento utilizados durante a ana´lise
efetuada, juntamente com uma breve descric¸a˜o de cada um. A escolha foi baseada em
caracter´ısticas pro´prias de cada escalonador e influenciada por trabalhos anteriores,
para permitir a replicac¸a˜o de resultados. Sa˜o eles:
EDF - Earliest Deadline First - Algoritmo cla´ssico e tradicional do escalonamento
dinaˆmico, apresenta um desempenho o´timo durante situac¸o˜es de underload (uti-
lizac¸a˜o inferior a 100%) e, por esse motivo, e´ utilizado como refereˆncia em pratica-
mente todos os trabalhos nesta a´rea. Definido em [8], o EDF atribui prioridades
de acordo com o deadline absoluto das tarefas, sendo a tarefa de menor deadline
absoluto a receber a prioridade mais alta. Ale´m disso, seu uso em situac¸o˜es de
sobrecarga serve para avaliac¸a˜o do “efeito domino´”1, que chega a restringir ou
ate´ mesmo incapacitar sua utilizac¸a˜o;
HVF - High Value First - Este algoritmo leva em conta somente o paraˆmetro va-
lor para relacionar as prioridades entre as tarefas. Naturalmente, a tarefa com
o maior valor recebe a maior prioridade. Embora se trate de um algoritmo
dinaˆmico, por seguir as TUFs, pode apresentar um comportamento esta´tico
quando os valores sa˜o imuta´veis (o que ocorre no uso de step functions, por
exemplo);
HDF - High Density First - Algoritmo utilizado por Buttazzo et al. em [17], representa
uma mistura dos dois algoritmos vistos anteriormente. A selec¸a˜o de prioridades
ocorre atrave´s da densidade Vi/ci, onde Vi significa o valor e ci o tempo restante
no pior caso para a execuc¸a˜o da tarefa Ti ser completada. A maior prioridade e´
dada a` tarefa com maior densidade.
Com excec¸a˜o do EDF, que na˜o leva em conta o paraˆmetro valor, os outros dois al-
goritmos utilizam essa varia´vel em seu processo de atribuic¸a˜o de prioridades. Como um
dos crite´rios adotados para avaliac¸a˜o dos algoritmos e´ o UA, que considera a utilidade
total do sistema, e´ esperado que os dois u´ltimos algoritmos se sobressaiam durante
1Ocorre quando uma tarefa na˜o cumpre o respectivo deadline e continua executando, “roubando”
poder de processamento destinado a outras tarefas, que tendem dessa forma a tambe´m perder os seus
deadlines. O processo enta˜o se repete, aumentando a carga do sistema gradativamente.
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sobrecargas, onde nem todos os processos podem ser atendidos e deciso˜es sobre qual
tarefa deve ser executada sa˜o tomadas.
No entanto, adianta-se que os algoritmos citados na˜o atenderam a`s demandas es-
pecificadas, pois ignoram deadlines perdidos pelas tarefas, tornando-se inadequados
aos propo´sitos desejados. Desta forma, um novo me´todo de asserc¸a˜o de prioridades foi
enta˜o concebido e e´ introduzido na pro´xima sec¸a˜o.
3.3.1 Algoritmo Dynamic Misses Based
O algoritmo Dynamic Misses Based (DMB) e´ definido com o intuito de controlar o
comportamento geral das tarefas em situac¸o˜es de sobrecarga, apresentando uma perda
de desempenho gradativa e previs´ıvel. Durante o processo de escolha de prioridades,
o DMB leva em conta o valor da tarefa e a taxa de deadlines perdidos ate´ o instante
atual. A equac¸a˜o 3.2 demonstra como sa˜o calculadas as prioridades das tarefas:
Pi = Vi × (k1 + k2.MDi) (3.2)
onde Pi representa a prioridade, Vi o valor e MDi a taxa de deadlines perdidos
2 da
tarefa τi. Os paraˆmetros k1 e k2 sa˜o as constantes da equac¸a˜o. Nesta descric¸a˜o um
valor Pi alto representa uma prioridade alta, e vice-versa.
O termo MDi da equac¸a˜o pode ter duas interpretac¸o˜es diferentes, por ser usado ora
com tarefas normais, ora com TaskPairs. A interpretac¸a˜o tradicional e´ exatamente a
sua definic¸a˜o literal, na qual ele representa a taxa de deadlines perdidos. Essa taxa
pode ser calculada segundo a equac¸a˜o 3.3:
MDi =
releases(τi)− (executions(τi)−misses(τi))
releases(τi)
(3.3)
onde:
⇁ releases(τi): nu´mero de liberac¸o˜es da tarefa τi;
⇁ executions(τi): nu´mero de vezes que a tarefa τi foi executada;
⇁ misses(τi): nu´mero de execuc¸o˜es da tarefa τi completadas apo´s o deadline.
Resumidamente, subtrai-se o nu´mero de execuc¸o˜es com sucesso do nu´mero de vezes
que a tarefa foi liberada e divide-se o resultado por esse nu´mero de liberac¸o˜es, obtendo-
se o percentual de erros apresentados. Em um caso sem perdas, o nu´mero de execuc¸o˜es
corretas sera´ igual ao nu´mero total de execuc¸o˜es, resultando em um MDi = 0. Essa
fo´rmula se torna necessa´ria pois tarefas normais podem apresentar liberac¸o˜es que foram
ou na˜o executas, e execuc¸o˜es que cumpriram ou na˜o o deadline.
Quando aplicada a TaskPairs, no entanto, a definic¸a˜o lanc¸ada na˜o faz mais sentido,
2Missed Deadlines.
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ja´ que na˜o existem mais deadlines perdidos. Neste caso a transposic¸a˜o do objetivo do
paraˆmetro e´ feita, e a equac¸a˜o 3.4 passa enta˜o a referenciar a taxa de ExceptionParts
executadas:
MDi =
executions(EPi)
releases(TPi)
(3.4)
onde:
⇁ executions(EPi): nu´mero de execuc¸o˜es da ExceptionPart ;
⇁ releases(TPi): o nu´mero de liberac¸o˜es do TaskPairi.
Com a obrigac¸a˜o de um TaskPair de executar a MP ou a EP antes do respectivo
deadline, o ca´lculo para a definic¸a˜o do desempenho de um TP torna-se muito mais
trivial do que o visto anteriormente para uma tarefa normal. Nesse caso basta dividir
o nu´mero de EPs executadas pelo nu´mero de TPs liberados.
Em situac¸o˜es onde na˜o ha´ violac¸a˜o aos requisitos temporais definidos, o algoritmo
DMB se comporta exatamente como o HVF. Pore´m esses sa˜o geralmente os casos de
carga baixa do sistema, cena´rio onde o EDF e´ o´timo e o uso de qualquer outro tipo de
escalonador na˜o faz sentido (considerando-se a busca pelos cumprimentos das restric¸o˜es
temporais).
Para exemplificar o comportamento do algoritmo e´ preciso verificar quais as
varia´veis que a equac¸a˜o de ca´lculo de prioridades 3.2 apresenta, assim como quais
as consequ¨eˆncias de suas variac¸o˜es. Sa˜o elas:
Vi: indica o valor da tarefa τi. Um aumento ou diminuic¸a˜o nesse paraˆmetro causa
igual efeito na prioridade da tarefa. Modificac¸o˜es podem ser feitas de maneira
cont´ınua ou discreta (dependendo, por exemplo, do formato da TUF);
MDi: indica a taxa de perdas, calculada conforme as equac¸o˜es 3.3 e 3.4. Um aumento
do valor desse paraˆmetro, representando perdas de deadlines atrave´s da impossi-
bilidade de execuc¸a˜o antes do limite de tempo estabelecido, cria um aumento de
prioridade. Esse termo da equac¸a˜o so´ apresenta uma variac¸a˜o negativa caso um
aumento pre´vio tenha sido noticiado, uma vez que o valor inicial apresentado e´
zero, e ela e´ incapaz de exibir valores negativos.
Para ilustrar o funcionamento do algoritmo, vejamos o caso de sistemas que empre-
gam valores esta´ticos ou step functions. Com a primeira varia´vel da equac¸a˜o imuta´vel
as diferenc¸as comec¸am a aparecer quando a carga do sistema ultrapassa seu limite, ta-
refas comec¸am a perder deadlines e, consequ¨entemente, a segunda varia´vel da equac¸a˜o
sofre modificac¸o˜es. Prioridades das primeiras tarefas a perder deadlines aumentam,
e tarefas que possu´ıam a maior prioridade em um determinado momento podem na˜o
estar mais nesta posic¸a˜o apo´s alguns eventos (e comec¸ar a perder deadlines tambe´m).
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Essa inversa˜o que ocorre com tarefas trocando de lugar na lista de prioridades per-
siste indefinidamente ate´ a sobrecarga acabar, ou ate´ que o limite de 100% de perdas
seja atingido por algumas tarefas. Esse limite de 100% representa o ma´ximo que o
paraˆmetro MDi pode assumir, significando que nesse ponto as tarefas esta˜o sendo to-
talmente descartadas e que a fronteira superior de prioridade dada pela equac¸a˜o 3.2
com a primeira varia´vel fixa foi alcanc¸ada. A partir desse momento so´ uma diminuic¸a˜o
de carga pode causar futuras modificac¸o˜es.
Nos casos onde a varia´vel Vi na˜o e´ fixa, ou seja, TUFs sem restric¸o˜es sa˜o usadas
para representar o valor, a mudanc¸a de prioridades e as inverso˜es das tarefas continuam
a ocorrer, pore´m dessa vez dependendo dos dois paraˆmetros trabalhando em conjunto.
As constantes apresentadas na equac¸a˜o 3.2 tambe´m permitem aumentar o grau de
controle no comportamento do algoritmo. A primeira delas, k1, geralmente assume
um valor igual a 1 e serve para que, enquanto nenhuma tarefa apresentar perdas, o
resultado da equac¸a˜o de prioridades seja igual ao pro´prio valor Vi da tarefa. Seu uso
com um valor igual a 0 fara´ com que o algoritmo so´ execute normalmente assim que
todas tarefas apresentarem uma perdaMDi maior que zero. Ja´ a segunda constante, k2,
tem o papel de definir o quanto a mudanc¸a na taxa de perdas das tarefas influenciara´
no aumento da prioridade das mesmas.
Com as constantes k1 e k2 assumindo valores iniciais iguais a 1, a equac¸a˜o 3.2 se
transforma na equac¸a˜o 3.5, cujo comportamento e´ bem simples: enquanto tarefas na˜o
apresentarem perdas, o escalonamento ocorre normalmente segundo seu pro´prio valor
Vi; variac¸o˜es na taxa de perdas MDi possibilitara˜o que uma determinada tarefa atinja,
no ma´ximo, duas vezes a prioridade conseguida sem nenhuma perda.
Pi = Vi × (1 +MDi) (3.5)
Esse modelo apresentado na equac¸a˜o 3.5 foi o utilizado para as simulac¸o˜es efetuadas
na fase de testes.
Alguns detalhes adicionais a respeito do algoritmo DMB devem ser observados. O
primeiro e´ que o comportamento descrito so´ ocorre quando valores apropriados sa˜o es-
colhidos entre as tarefas; essa questa˜o e´ de suma importaˆncia, pois valores inadequados
podem anular o efeito do termo (k1 + k2.MDi) da equac¸a˜o e resultar em um procedi-
mento ideˆntico ao de outros algoritmos tradicionais, i.e. na˜o representando avanc¸o
algum.
O outro detalhe e´ relacionado a`s perdas de deadline, que podem ser controladas
atrave´s do paraˆmetro valor, mas na˜o de forma absoluta nem individual, apenas em
relac¸a˜o a`s outras tarefas do sistema. Portanto na˜o e´ poss´ıvel definir o nu´mero de vezes
que uma tarefa espec´ıfica vai perder seu deadline, somente a porcentagem de perdas
que essa tarefa apresentara´ em relac¸a˜o a`s demais tarefas.
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3.4 Variac¸a˜o da Carga do Sistema
E´ evidente que sob qualquer condic¸a˜o de underload comparac¸o˜es de desempenho
entre algoritmos de escalonamento na˜o fazem muito sentido, independente do qua˜o
abaixo do limite de 100% for essa utilizac¸a˜o. Pore´m a partir desse limite a situac¸a˜o
muda, e o contra´rio na˜o pode ser dito, uma vez que diferentes valores de sobrecarga sa˜o
capazes de modificar resultados, havendo diferenc¸as entre uma “pequena” sobrecarga e
uma “grande” sobrecarga. A fim de distinguir essas designac¸o˜es e´ preciso definir como
calcular e medir a carga, ou sobrecarga, do sistema.
A carga em um sistema computacional com um conjunto definido de tarefas e´
geralmente calculada a priori pela utilizac¸a˜o nominal3. A equac¸a˜o 3.6 mostra como
efetuar o ca´lculo da utilizac¸a˜o nominal NLsystem de um sistema composto por n tarefas:
NLsystem =
n∑
i=1
NLi (3.6)
onde NLi representa a utilizac¸a˜o nominal de cada tarefa τi. Esta utilizac¸a˜o nominal
individual e´ calculada atrave´s da equac¸a˜o 3.7, mostrada a seguir:
NLi =
WCETi
Pi
(3.7)
sendo Pi o per´ıodo da tarefa.
A utilizac¸a˜o nominal, seja ela de uma tarefa ou de todo o sistema, pode ser cal-
culada a qualquer instante, por se basear no WCET de cada tarefa. Essa utilizac¸a˜o e´
impreterivelmente teo´rica, pois e´ improva´vel que um sistema real deva executar todas
as tarefas em seu pior caso. Entra em cena enta˜o o conceito de utilizac¸a˜o efetiva4,
que e´ calculada utilizando-se os valores reais de tempos de execuc¸a˜o das tarefas de um
sistema. Por esse motivo, a utilizac¸a˜o efetiva so´ pode ser calculada apo´s as execuc¸o˜es
terem ocorrido, e, ao contra´rio da utilizac¸a˜o nominal, que e´ constante para um mesmo
sistema, pode variar ao longo da execuc¸a˜o, conforme mudanc¸a dos tempos de execuc¸a˜o
monitorados.
A utilizac¸a˜o efetiva e´ calculada usando-se as mesmas fo´rmulas da utilizac¸a˜o nominal,
apenas modificando o paraˆmetro WCETi da equac¸a˜o 3.7 pelo tempo real me´dio de
execuc¸a˜o da tarefa τi.
Os conceitos de utilizac¸a˜o nominal e utilizac¸a˜o efetiva esta˜o fortemente ligados a`
pol´ıtica de escalonamento TAFT, ja´ que um de seus propo´sitos e´ na˜o utilizar valores
de WCETs para as tarefas. Como mostrado nos resultados apresentados no cap´ıtulo
5, nem sempre uma utilizac¸a˜o nominal superior a 100% representa uma utilizac¸a˜o
3Nominal utilization ou nominal load.
4Effective utilization ou effective load.
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efetiva superior a 100%. Essa e´ uma das causa da subutilizac¸a˜o de recursos quando
o escalonamento e´ realizado atrave´s de me´todos que utilizam o WCET: a pol´ıtica de
admissa˜o de tarefas recusa novas tarefas assim que uma sobrecarga nominal e´ detectada
(ela pode ou na˜o representar uma sobrecarga efetiva).
3.5 Metodologia Utilizada
Apo´s estudo, descric¸a˜o e formalizac¸a˜o do problema enfrentado e´ exibida aqui a
forma como sera´ conduzida sua resoluc¸a˜o.
O primeiro passo constitui na criac¸a˜o de um ambiente de simulac¸a˜o que permite a
reproduc¸a˜o dos testes anteriores e realizac¸a˜o de novas experieˆncias. Durante a fase de
recriac¸a˜o dos trabalhos o ambiente deve ser o mais fiel poss´ıvel ao utilizado previamente.
A descric¸a˜o em detalhes dos paraˆmetros utilizados nesse ambiente e´ realizada ao longo
do pro´ximo cap´ıtulo.
Apo´s a concepc¸a˜o do simulador propriamente dito e´ necessa´rio realizar a trans-
posic¸a˜o da teoria de escalonamento baseado em valor e da pol´ıtica de escalonamento
TAFT, de modo que elas possam ser representadas no ambiente utilizado. Esse passo
e´ realizado conforme trabalhos anteriores respectivos a`s duas a´reas. Os algoritmos que
sera˜o utilizados, descritos na sec¸a˜o 3.3, ale´m do novo algoritmo proposto, o DMB, sa˜o
enta˜o implementados no ambiente de simulac¸a˜o.
Para a ana´lise em situac¸o˜es de sobrecarga e´ variada da carga do sistema, nominal
e efetiva, conforme discutido na sec¸a˜o anterior.
Na fase de testes os me´todos utilizados sa˜o postos a prova atrave´s de uma ava-
liac¸a˜o objetiva, segundo o crite´rio de utilidade acumulada, para que sua eficieˆncia seja
atestada e comprovada. Ale´m disso o comportamento individual de cada tarefa e´ ins-
pecionado para verificar se o domı´nio desejado da taxa de perdas atrave´s da atribuic¸a˜o
do valor se concretiza. Todas essas me´tricas foram expostas na sec¸a˜o 3.2.
Cap´ıtulo 4
Projeto de Experimentos para
Simulac¸a˜o
A simulac¸a˜o e´ uma ferramenta bastante utilizada na avaliac¸a˜o de escalonadores em
geral, pois permite que resultados sejam obtidos com menor esforc¸o e em muito menos
tempo do que em uma implementac¸a˜o real. Embora os pro´prios resultados na˜o possam
ser considerados firmes o suficiente para sustentarem sozinhos a teoria que forma sua
base, sa˜o usados como ponto inicial para uma futura implementac¸a˜o, poupando esforc¸os
desnecessa´rios em diversos testes preliminares dispendiosos de serem constru´ıdos.
Com a finalidade de observar se o progno´stico desenhado ao longo deste trabalho re-
almente se concretiza, foram criados modelos de simulac¸a˜o dos algoritmos tradicionais
(EDF, HVF, HDF) e do novo algoritmo proposto (DMB). A simulac¸a˜o dos mesmos foi
realizada com o aux´ılio do software OMNeT++ [33]. O conjunto de tarefas a ser esca-
lonado, bem como suas caracter´ısticas, foram extra´ıdos do benchmark Hartstone. Tais
questo˜es, assim como os demais detalhes considerados durante as simulac¸o˜es realizadas,
sa˜o descritos nos subcap´ıtulos seguintes.
4.1 Benchmark para Sistemas Tempo Real
O relato´rio te´cnico Hartstone: Synthetic Benchmark Requirements for Hard Real-
Time Applications (Hartstone: Requisitos para Benchmark Sinte´tico de Aplicac¸o˜es
Tempo Real Cr´ıticas) e´ apresentado em [32] por Weiderman e tem como objetivo
definir uma se´rie de exigeˆncias para testes de eficieˆncia no escalonamento de tarefas
tempo real cr´ıticas.
E´ defendido o fato de que a implementac¸a˜o de tais benchmarks e´ u´til para avaliar o
comportamento de algoritmos de escalonamento, protocolos, linguagens, compiladores
e sistemas operacionais e apontar qual componente representa um empecilho para o
cont´ınuo aumento do desempenho do sistema. Esse processo e´ realizado com a repetic¸a˜o
4. Projeto de Experimentos para Simulac¸a˜o 41
dos mesmos benchmarks em ambientes totalmente ideˆnticos, exceto pelo componente
cuja avaliac¸a˜o e´ desejada.
O relato´rio descreve cinco definic¸o˜es de testes que podem ser utilizados em sistemas
tempo real. E´ salientado que o uso do termo “tarefa” designa uma atividade, sendo
um modo conveniente de referir-se a uma thread ou a um processo. Segue uma visa˜o
geral das categorias de testes propostos, em ordem de dificuldade:
Se´rie PH: Testa o sistema com tarefas perio´dicas com frequ¨eˆncias harmoˆnicas. E´
entendido por “frequ¨eˆncias harmoˆnicas” que as tarefas devem ter um per´ıodo
regular, e a frequ¨eˆncia de cada uma deve ser um mu´ltiplo inteiro de todas as
outras tarefas com frequ¨eˆncias menores. A importaˆncia deste teste reside no fato
de que frequ¨eˆncias harmoˆnicas sa˜o encontradas facilmente em aplicac¸o˜es tempo
real e sa˜o as mais fa´ceis de serem tratadas pelos algoritmos escalonadores;
Se´rie PN: Essa se´rie representa aplicac¸o˜es similares a`s da se´rie PH, pore´m com as
frequ¨eˆncias das tarefas compat´ıveis com requisitos da aplicac¸a˜o (frequ¨eˆncias na-
turais de fenoˆmenos f´ısicos, por exemplo) ao inve´s de requerimentos da imple-
mentac¸a˜o (frequ¨eˆncias exigidas pelo hardware ou detalhes da pro´pria imple-
mentac¸a˜o ou linguagem);
Se´rie AH: Relata um teste com uma se´rie PH em segundo plano e outro conjunto
de tarefas dirigidas a interrupc¸a˜o (aperio´dicas) em primeiro plano. Representa
sistemas que respondem a eventos externos. O objetivo e´ minimizar o tempo de
resposta das tarefas aperio´dicas ao mesmo tempo em os deadlines das tarefas
perio´dicas na˜o deixam de ser cumpridos;
Se´rie SH: Representa um teste de uma se´rie PH que necessita sincronizac¸a˜o, intro-
duzindo as possibilidades de bloqueio e inversa˜o de prioridades. E´ u´til tambe´m
para investigar a eficieˆncia de va´rios mecanismos de sincronizac¸a˜o;
Se´rie SA: Conjunto de tarefas que combina as caracter´ısticas das u´ltimas duas des-
cric¸o˜es. E´ o teste mais complicado e que demanda mais esforc¸o do sistema,
complexo a ponto de poder servir como proto´tipo de va´rios sistemas tempo real.
A Se´rie PH, primeira apresentada e mais simples de todas, e´ descrita em detalhes
durante o relato´rio. E´ composta por tarefas puramente perio´dicas e harmoˆnicas, e pode
representar, por exemplo, um programa monitor de va´rios sensores funcionando a taxas
de atualizac¸a˜o diferentes que apresenta os resultados sem a intervenc¸a˜o do usua´rio (ou
necessidade de interrupc¸a˜o).
Inicialmente essa se´rie e´ composta por cinco tarefas, cada uma com frequ¨eˆncias
mu´ltiplas das tarefas anteriores, e e´ descrita na tabela 4.1.
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Frequ¨eˆncia Tempo de Execuc¸a˜o
Tarefa 1 1 Hz 16 ms
Tarefa 2 2 Hz 8 ms
Tarefa 3 4 Hz 4 ms
Tarefa 4 8 Hz 2 ms
Tarefa 5 16 Hz 1 ms
Tabela 4.1: Conjunto inicial de tarefas da Se´rie PH
Como requisito do benchmark temos que todas tarefas devem estar em fase, ou
seja, devem iniciar ao mesmo tempo - o que representa o pior caso poss´ıvel. Cabe ao
escalonador decidir qual deve ser executada primeiro, sendo que o deadline de cada
tarefa e´ igual ao seu per´ıodo. E´ recomendado pelo relato´rio baterias de treˆs execuc¸o˜es,
cada uma com um tempo de durac¸a˜o que represente algo em torno de 30 segundos de
execuc¸a˜o.
O conjunto inicial de tarefas possui uma utilizac¸a˜o nominal de 80%, e, portanto,
na˜o apresenta grandes dificuldades para escalonadores por prioridades dinaˆmicos. A
fim de obter uma evoluc¸a˜o nos testes, quatro experimentos distintos sa˜o apresentados
com o propo´sito de aumentar gradativamente essa utilizac¸a˜o nominal e possibilitar a
observac¸a˜o dos resultados com o sistema sob cargas crescentes. Sa˜o eles:
Experimento 1: A frequ¨eˆncia da tarefa 5 e´ aumentada em 8Hz a cada execuc¸a˜o.
Esse teste permite observar a capacidade do sistema de lidar com granularidades
muito finas e de alternar rapidamente entre processos.
Experimento 2: A partir dos valores iniciais, as frequ¨eˆncias de todas tarefas sa˜o
aumentadas em 10%, depois em 20% e assim por diante. Testa a capacidade do
sistema de lidar com um aumento de carga gradativo pore´m balanceado.
Experimento 3: A partir dos valores iniciais, o tempo de execuc¸a˜o de todas tarefas
e´ aumentado em 1ms, depois em 2ms e assim por diante. Aumenta a carga do
sistema sem modificar a frequ¨eˆncia das tarefas.
Experimento 4: Partindo-se do cena´rio inicial, novas tarefas com frequ¨eˆncia de 4Hz
e tempo de execuc¸a˜o de 2ms sa˜o adicionadas. Esse experimento visa testar a
capacidade do sistema de lidar com um grande nu´mero de tarefas.
O restante do relato´rio te´cnico discute quatro poss´ıveis implementac¸o˜es da Se´rie
PH na linguagem ADA, o que foge ao escopo deste trabalho.
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4.2 Ferramenta de Simulac¸a˜o
O software escolhido para auxiliar a simulac¸a˜o realizada foi o OMNeT++1, por
ser fundamentalmente um ambiente de simulac¸a˜o de eventos discretos. Baseado em
componentes, modular e com co´digo aberto, o OMNeT++ fornece a base necessa´ria
para a criac¸a˜o e simulac¸a˜o de diversos tipos de sistemas. Criado especificamente para
a simulac¸a˜o de redes de comunicac¸a˜o, e´ tambe´m usado com sucesso em outras a´reas,
como arquitetura de hardware e processamento paralelo, pelo fato de possuir uma
arquitetura gene´rica e flex´ıvel.
O OMNeT++ proveˆ arquitetura de componentes para a criac¸a˜o de modelos; os
componentes (mo´dulos) sa˜o definidos por uma linguagem de alto-n´ıvel pro´pria, cha-
mada linguagem NED, e programados em C++. A execuc¸a˜o do modelo criado ocorre
em cima de um nu´cleo de simulac¸a˜o, que pode ser facilmente acoplado gerando-se uma
aplicac¸a˜o - bina´rios que executam por padra˜o em uma interface gra´fica, para melhor
visualizac¸a˜o dos resultados. A figura 4.1 mostra o software OMNeT++ durante uma
das simulac¸o˜es realizadas.
Figura 4.1: Interface gra´fica do software OMNeT++
A definic¸a˜o de um simulador no OMNeT++ e´ baseada em componentes. Um com-
ponente pode, opcionalmente, possuir paraˆmetros, capazes de representar qualquer
elemento da simulac¸a˜o como, por exemplo, o tempo de retardo presente na rede simu-
lada. Os paraˆmetros podem ter seus valores determinados em sua pro´pria definic¸a˜o
1OMNeT++ Discrete Event Simulation System versa˜o 3.2.
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ou atrave´s do arquivo de configurac¸a˜o da simulac¸a˜o, o omnetpp.ini. Esse arquivo de
configurac¸a˜o e´ de grande valia, pois permite que diferentes dados de entrada sejam uti-
lizados pelo mesmo arquivo executa´vel, sem que seja necessa´ria uma nova compilac¸a˜o
(o que ocorreria, por exemplo, se a definic¸a˜o dos paraˆmetros fosse realizada durante a
descric¸a˜o dos mo´dulos).
O arquivo de configurac¸a˜o de um simulador e´ dividido em opc¸o˜es gerais, como tempo
total da simulac¸a˜o e nome do arquivo que ira´ registrar as estat´ısticas, e paraˆmetros
da simulac¸a˜o, definidos de acordo com os objetivos trac¸ados para aquela simulac¸a˜o
espec´ıfica. Ha´ o conceito de simulation runs, que permitem a definic¸a˜o de diferentes
valores para os mesmos paraˆmetros de um mo´dulo, cada qual a ser utilizado em sua
determinada run.
Ale´m de tudo isso, o OMNeT++ e´ uma ferramenta acadeˆmica usada em projetos
de diversas universidades e foi assunto de va´rios artigos cient´ıficos internacionais.
4.2.1 Modelagem
O primeiro passo para descrever um novo ambiente de simulac¸a˜o atrave´s do software
OMNeT++ e´ a definic¸a˜o de uma topologia de rede, o que faz sentido, por se tratar
de um software com esse objetivo. Essa descric¸a˜o e´ feita na linguagem NED, com
basicamente a relac¸a˜o dos nodos e das ligac¸o˜es entre esses nodos, e e´ usada para a
representac¸a˜o gra´fica (de trocas de mensagens, por exemplo) durante a simulac¸a˜o.
Como este trabalho na˜o tem por finalidade a representac¸a˜o de uma rede, na˜o ha´ uma
definic¸a˜o de topologia, apenas a descric¸a˜o de um mo´dulo (o que pode ser visto, para
fins de compatibilidade ou comparac¸a˜o, como uma rede de apenas um nodo). Esse
mo´dulo e´ representado pela classe escalonadora, a u´nica que efetuara´ a comunicac¸a˜o
com o nu´cleo OMNeT++.
Ale´m da inclusa˜o no arquivo de topologia, o escalonador precisa ainda implementar
em C++ uma classe dispon´ıvel pela API do OMNeT++ para tornar-se um mo´dulo.
A maneira mais simples de cumprir essa exigeˆncia e´ estender a classe designada para
mo´dulos simples, chamada cSimpleModule. Atrave´s de uma macro e´ feito o anu´ncio
da classe como um mo´dulo OMNeT++ e o acoplamento com o nodo de mesmo nome
(definido no arquivo de topologia). O esqueleto de uma classe mo´dulo e´ automati-
camente gerado pelo OMNeT++, restando apenas a implementac¸a˜o poss´ıvel de treˆs
me´todos importantes da classe cSimpleModule:
void initialize(): me´todo chamado apenas uma vez, durante a inicializac¸a˜o do
simulador, pode ser visto e usado como construtor da classe;
void finish(): me´todo chamado apenas ao te´rmino da simulac¸a˜o, e´ usado como um
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tipo de destrutor, adequado para, entre outras tarefas, salvar as estat´ısticas co-
letadas ao longo da execuc¸a˜o;
void handleMessage(cMessage *msg): executado sempre que uma mensagem for re-
cebida, e´ o me´todo principal da classe a ser implementada e conte´m a lo´gica
interna do mo´dulo com todas funcionalidades necessa´rias.
O me´todo handleMessage trabalha em conjunto com me´todos de envio de men-
sagem. Como o simulador constru´ıdo na˜o tem por objetivo envio e recebimento de
mensagens para outros nodos (ou mo´dulos), elas sa˜o utilizadas como maneira de con-
trolar a passagem do tempo. Isso e´ realizado atrave´s do envio de mensagens de um
mo´dulo para si mesmo, executado pelo me´todo scheduleAt (simtime t t, cMessage
*msg), tambe´m implementado em cSimpleModule, onde o paraˆmetro simtime t t de-
fine quanto tempo a mensagem levara´ para ser recebida. O uso agregado desses dois
me´todos permite um ambiente de execuc¸a˜o orientado a eventos (mensagens) onde os
tempos sa˜o rigidamente definidos.
E´ importante salientar que a API definida pelo OMNeT++ e´ muito ampla e flex´ıvel,
e que foi dada apenas uma breve descric¸a˜o dos meios utilizados na criac¸a˜o do simulador,
na˜o sendo objetivo em nenhum momento a exposic¸a˜o completa do software. Pelo fato
de possuir co´digo aberto o OMNeT++ transforma-se em uma ferramenta de simulac¸a˜o
com inu´meras possibilidades e alternativas de uso.
A classe escalonadora e´ a u´nica representada como mo´dulo no OMNeT++. Todas
as demais classes sa˜o escritas em C++ puro, o que da´ flexibilidade ao simulador.
A figura 4.2 mostra o diagrama de classes simplificado, representando apenas duas
classes pertencentes ao OMNeT++ e as principais classes criadas no contexto desta
dissertac¸a˜o.
Figura 4.2: Diagrama de classes simplificado do simulador constru´ıdo
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Nessa figura e´ poss´ıvel distinguir dois tipos de escalonadores: um normal e outro
usado para seguir a pol´ıtica TAFT de escalonamento. Classes cujos nomes sa˜o precedi-
dos pela letra ‘c’ pertencem ao OMNeT++; nomes precedidos pela letra ‘o’ significam
mo´dulos; classes sem precedeˆncia na nomenclatura representam arquivos normais C++.
Segue uma breve descric¸a˜o da func¸a˜o das principais classes envolvidas na simulac¸a˜o e
presentes no diagrama de classes:
cSimpleModule: Classe base para todos mo´dulos simples. Embora recheada de me´to-
dos, na˜o efetua nenhuma operac¸a˜o, sendo preciso que uma subclasse a implemente
para torna´-la funcional;
cMessage: Classe de mensagens cujos objetos podem representar eventos, mensagens
propriamente ditas, pacotes ou outra entidade na simulac¸a˜o. A capacidade que
os objetos teˆm de serem agendados e entregues no pro´prio mo´dulo em uma data
futura e´ utilizada para o controle da passagem do tempo;
oScheduler: Subclasse de cSimpleModule, representa o escalonador utilizado para a
simulac¸a˜o dos algoritmos tradicionais de escalonamento;
oTAFTscheduler: Subclasse de cSimpleModule, representa o escalonador utilizado
para a simulac¸a˜o dos algoritmos analisados neste trabalho, seguindo a pol´ıtica de
escalonamento TAFT;
Task: Interface para as classes que representam as tarefas do sistema. Conte´m as
funcionalidades ba´sicas necessa´rias para a simulac¸a˜o e e´ provida de estruturas de
dados que armazenam estat´ısticas acerca da execuc¸a˜o de uma tarefa;
PeriodicTask: Implementac¸a˜o de Task, representa tarefas perio´dicas normais, utili-
zadas nas simulac¸o˜es em conjunto com a classe oScheduler;
TaskPair: Implementac¸a˜o de Task, representa um TaskPair, utilizado nas simulac¸o˜es
em conjunto com a classe oTAFTscheduler.
Deve ser ressaltado que, embora na˜o exista a implementac¸a˜o expl´ıcita das classes
de tarefas MainPart e ExceptionPart, o escalonador oTAFTscheduler enxerga objetos
da classe TaskPair exatamente dessa forma, escalonando-os em dois n´ıveis como se
fossem duas tarefas distintas.
De modo a ilustrar a simplicidade e flexibilidade do simulador criado, pode-se em-
pregar o exemplo de tarefas aperio´dicas e espora´dicas, na˜o utilizadas nas simulac¸o˜es
realizadas. Para que esses dois tipos de tarefa estejam presentes em trabalhos futuros
basta que uma classe normal C++ as implemente, seguindo a interface Task.
Essa flexibilidade se estende para a implementac¸a˜o de novos me´todos de escalo-
namento. A utilizac¸a˜o de uma nova estrate´gia necessita somente a redefinic¸a˜o do
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algoritmo de escolha de prioridades, o qual e´ realizado pelo me´todo getPriority(int
policy) da interface Task. Com isso e´ poss´ıvel emprega´-lo tanto como escalonador
tradicional quanto como escalonador do segundo n´ıvel (encarregado pelas MainParts)
da pol´ıtica TAFT.
Por fim, e´ necessa´rio lembrar que outros arquivos C++ sa˜o gerados automatica-
mente pelo OMNeT++ para a compilac¸a˜o do arquivo bina´rio da aplicac¸a˜o. Dentre
esses arquivos temos co´digo correspondente a` topologia de rede e a` tipos espec´ıficos de
mensagens, se estas houverem sido especificadas. A listagem completa dos arquivos,
assim como a implementac¸a˜o de todas as classes, pode ser encontrada no co´digo fonte
do simulador.
4.2.2 Coleta de Estat´ısticas
Outra caracter´ıstica que representa uma grande vantagem da simulac¸a˜o em relac¸a˜o
a` construc¸a˜o de um ambiente de execuc¸a˜o real diz respeito a` coleta de estat´ısticas.
Em um sistema real essa coleta deve ser feita de modo concorrente com a pro´pria
execuc¸a˜o do sistema, depende de dados indispon´ıveis ou a`s vezes dif´ıceis de serem
obtidos, consome poder computacional e memo´ria. Por outro lado, em uma simulac¸a˜o
esse processo e´ totalmente controlado e na˜o conta com as desvantagens citadas.
Durante a criac¸a˜o e modelagem do simulador essa caracter´ıstica foi bastante explo-
rada. Os componentes principais, como processador, escalonador e tarefas sa˜o comple-
tamente monitorados e, ao fim da execuc¸a˜o, teˆm seus dados armazenados para futura
ana´lise, de onde sa˜o retirados os resultados obtidos. Ale´m disso, para cada simulac¸a˜o
e´ criado um arquivo .log, contendo os passos que foram executados e destacando, caso
ocorram, a presenc¸a de erros na simulac¸a˜o.
4.2.3 Nu´meros Aleato´rios
Para a gerac¸a˜o de nu´meros aleato´rios foram utilizadas func¸o˜es providas pelo pro´prio
OMNeT++. Por serem usados em simulac¸o˜es, esses nu´meros na˜o sa˜o aleato´rios “re-
ais”, mas sim produzidos atrave´s de algoritmos determin´ısticos. Essa caracter´ıstica e´
essencial para a reproduc¸a˜o dos resultados obtidos, tanto em situac¸o˜es ideˆnticas como
em situac¸o˜es onde ha´ uma ana´lise isolada de determinado componente do sistema.
Nesse caso valores aleato´rios diferentes a cada execuc¸a˜o podem camuflar ou ate´ mesmo
sobrepor resultados originados pelo componente avaliado.
O OMNeT++ utiliza o conceito de “Geradores de Nu´meros Aleato´rios” (Random
Number Generator - RNG) para destacar a natureza determin´ısticas dos algoritmos.
Um RNG utiliza uma semente inicial, responsa´vel por gerar um nu´mero aleato´rio e
a pro´xima semente. O processo, enta˜o, se repete. Dessa forma, iniciando-se com a
mesma semente a mesma sequ¨eˆncia de nu´meros e´ gerada.
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Embora o software permita a inserc¸a˜o de um RNG definido pelo usua´rio, atrave´s
da interface cRNG, foi optado pela escolha de um algoritmo ja´ existente, o Mersenne
Twister. Esse algoritmo foi criado por Matsumoto e Nishimura [34], apresenta um
per´ıodo de 219937 − 1 e e´ bastante ra´pido.
Durante os testes realizados, cada tarefa simulada foi ligada a um RNG e uma
semente pro´prios. Isso significa que, independente do algoritmo utilizado, uma dada
tarefa τi apresentara´ sempre a mesma sequ¨eˆncia de nu´meros aleato´rios. Exemplificando:
se em uma bateria de testes (i) a tarefa τi apresentar 150 execuc¸o˜es, e em outra bateria
posterior (ii) apenas 120, os 120 primeiros valores de nu´meros aleato´rios observados
sera˜o exatamente iguais em ambas as baterias (i) e (ii), independente de qualquer
fator ligado a` qualquer outra tarefa. Todo esse cuidado e´ imprescind´ıvel para evitar
que valores aleato´rios distintos sejam capazes de, por exemplo, deturpar resultados e
atribuir ao escalonador utilizado as diferenc¸as encontradas.
4.2.4 Func¸o˜es de Distribuic¸a˜o de Probabilidades
Levando-se em conta que a estrate´gia TAFT foi criada para tratar variac¸o˜es no
tempo de execuc¸a˜o das tarefas por trabalhar ECETs e´ incoerente realizar os testes
atrave´s do tempo de pior caso presente no modelo inicial. Becker em [29] sugere que
durante a simulac¸a˜o os tempos de execuc¸a˜o variem entre 50% a 100% do WCET de
cada tarefa (variac¸a˜o considerada conservadora). Ale´m disso, atrave´s de observac¸o˜es e´
notado que o comportamento dos tempos de execuc¸a˜o das tarefas pode ser aproximado
por duas Func¸o˜es de Distribuic¸a˜o de Probabilidade (Probability Distribution Function
- PDF): beta(2, 3) e uniforme.
Figura 4.3: Distribuic¸a˜o de valores segundo a PDF uniforme
O uso da PDF uniforme se da´ por tratar-se de uma func¸a˜o amplamente utilizada
em experimentos de simulac¸a˜o. E´ caracterizada por distribuir regularmente os valores
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dentro da faixa determinada, com uma me´dia de 0,5 em relac¸a˜o aos valores mı´nimo e
ma´ximo. A figura 4.3 mostra um histograma gerado automaticamente pelo software
OMNeT++, e atualizado constantemente conforme a execuc¸a˜o da simulac¸a˜o. Este
histograma representa a distribuic¸a˜o dos tempos de execuc¸a˜o de determinada tarefa
durante um evento da simulac¸a˜o, apo´s 500 amostras coletadas.
Ja´ a PDF beta, utilizada com paraˆmetros a = 2 e b = 3, apresenta um comporta-
mento aparentemente mais pro´ximo do obtido na pra´tica. Seus valores encontram-se
distribu´ıdos mais juntos da me´dia, que no caso e´ de 0,47, e teˆm menor probabilidade
de estarem pro´ximos dos valores mı´nimo ou ma´ximo definidos. A figura 4.4 ilustra o
histograma dos tempos de execuc¸a˜o de uma tarefa apo´s 500 observac¸o˜es, e pode ser
visto que utilizando-se a func¸a˜o beta(2, 3) os tempos dificilmente estara˜o perto do pior
caso.
Figura 4.4: Distribuic¸a˜o de valores segundo a PDF beta(2, 3)
4.2.5 Conjunto de Tarefas
Sa˜o dois os principais motivos que levaram ao uso das definic¸o˜es lanc¸adas pelo
benchmark Hartstone no escopo desta dissertac¸a˜o: o primeiro se baseia no relato´rio em
si, adaptado para sistemas tempo real e com testes definidos e detalhados; o segundo
motivo e´ relativo aos trabalhos anteriores sobre a pol´ıtica de escalonamento TAFT,
pois simulac¸o˜es baseadas neste benchmark foram realizadas por Becker em [29] e por
Becker et al. em [7]. Com isto e´ garantido um alto grau de transpareˆncia para a
simulac¸a˜o, ale´m da possibilidade de replicac¸a˜o e continuac¸a˜o dos resultados pre´vios.
Para manter a coereˆncia com os testes anteriores, empregaram-se as mesmas escolhas
de se´ries de tarefas e me´todos de aumento de utilizac¸a˜o efetiva.
Como os objetivos deste trabalho na˜o abrangem tarefas aperio´dicas nem visam a
utilizac¸a˜o de sincronismo entre tarefas, foi mantida a utilizac¸a˜o das se´ries PH e PN.
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Os dois modelos esta˜o descritos na tabela 4.2.
PH Series PN Series
Frequ¨eˆncia WCET Frequ¨eˆncia WCET
Task 0 1 Hz 160.00 ms 2 Hz 80.00 ms
Task 1 2 Hz 80.00 ms 3 Hz 53.28 ms
Task 2 4 Hz 40.00 ms 5 Hz 32.00 ms
Task 3 8 Hz 20.00 ms 7 Hz 22.85 ms
Task 4 16 Hz 10.00 ms 11 Hz 14.54 ms
Tabela 4.2: Se´ries PH e PN: frequ¨eˆncia e tempo de execuc¸a˜o no pior caso de cada
tarefa
As se´ries possuem a mesma utilizac¸a˜o nominal em sua configurac¸a˜o inicial, e a
diferenc¸a ba´sica consiste nas tarefas com per´ıodos harmoˆnicos, presentes na se´rie PH
e ausentes na PN. A mudanc¸a de conduta gerada por essa diferenc¸a pode ser vista na
figura 4.5, onde o mesmo cena´rio de simulac¸a˜o e´ executado alterando-se apenas a se´rie
de tarefas utilizada.
(a) Se´rie PN (b) Se´rie PH
Figura 4.5: Diferentes comportamentos das duas se´ries de tarefas utilizadas
A explicac¸a˜o para os resultados distintos das figuras 4.5(a) e 4.5(b) recai exatamente
na mudanc¸a do paraˆmetro per´ıodo de cada tarefa. De um modo geral, pore´m, pode-se
ver um comportamento bastante similar por parte das duas se´ries.
Como os modelos de tarefas da tabela 4.2 sa˜o utilizados normalmente durante
simulac¸o˜es com algoritmos tradicionais, adaptac¸o˜es foram necessa´rias para que eles
fossem usados nas simulac¸o˜es que envolvem a pol´ıtica TAFT de escalonamento. Nesses
casos as tarefas descritas transformaram-se em TaskPairs, com a MainPart possuindo
o tempo de execuc¸a˜o no pior caso correspondente ao modelo, e a ExceptionPart apre-
sentando um WCET relativo a 5% da WCET da MP. Deve-se ressaltar que esse tempo
de execuc¸a˜o aparentemente curto atribu´ıdo a`s EPs vem justamente ao encontro das de-
finic¸o˜es da pol´ıtica TAFT, que afirma que uma EP deve possuir funcionalidade mı´nima
e servir apenas para deixar a aplicac¸a˜o em um estado seguro.
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Embora todos os testes realizados tenham sido feitos com as duas se´ries especifi-
cadas, o modelo PN foi escolhido como a principal se´rie, pelo fato de apresentar um
comportamento mais pro´ximo de tarefas reais, e e´ a se´rie utilizada para representar os
resultados deste trabalho.
4.2.6 Carga do Sistema
Em se tratando dos procedimentos para o aumento da utilizac¸a˜o efetiva sugeridos,
e´ definido que a ana´lise da troca de contexto e admissa˜o de novas tarefas na˜o veˆm
ao encontro dos objetivos prima´rios da simulac¸a˜o (embora possam representar testes
significativos para o futuro). Assim sendo, os experimentos 2 e 3 apresentados na
sec¸a˜o 4.1 sa˜o os u´nicos pass´ıveis de utilizac¸a˜o. Os experimentos sugerem o crescimento
gradual da carga atrave´s do aumento das frequ¨eˆncias das tarefas (experimento 2) e
aumento do tempo de execuc¸a˜o das tarefas (experimento 3). Esse u´ltimo procedimento
foi o escolhido. No entanto os tempos de execuc¸a˜o de todas tarefas foram escalonados
de forma percentual, e na˜o absoluta, conforme sugerido pelo benchmark. Assim, a cada
aumento de carga a utilizac¸a˜o nominal do sistema tambe´m e´ aumentada pelo mesmo
percentual.
A base para a carga do sistema e´ definida pelo conjunto inicial de tarefas descrito
pelo benchmark Hartstone e apresentado na tabela 4.2, totalizando uma utilizac¸a˜o
nominal de 80%. Essa utilizac¸a˜o nominal inicial e´ expandida em ate´ 230%, atrave´s do
aumento do tempo de execuc¸a˜o no pior caso de cada tarefa por esse percentual. Um
aumento de 230% em cima dos dados iniciais gera uma utilizac¸a˜o nominal teo´rica do
sistema de 184%, limite superior utilizado.
No entanto esse limite nominal so´ e´ alcanc¸ado caso sejam considerados os piores
casos dos tempos de execuc¸o˜es das tarefas, pra´tica na˜o adotada durante as simulac¸o˜es.
Para exemplificar o limite efetivo alcanc¸ado podemos usar o caso da PDF uniforme,
que gera valores com uma me´dia de 0,5 entre os limites superiores e inferiores. Com a
variac¸a˜o dos tempos das tarefas entre 50% e 100% doWCET, o uso da func¸a˜o uniforme
representa uma me´dia de 75% para os WCETs gerados nas simulac¸o˜es. Desse modo
o valor ma´ximo de utilizac¸a˜o nominal, 184%, se transforma em uma utilizac¸a˜o efetiva
teo´rica correspondente a` 75% disso, ou seja, 138%.
Embora o ca´lculo inicial de definic¸a˜o dos paraˆmetros de entrada seja feito atrave´s
da utilizac¸a˜o nominal das tarefas, os resultados sa˜o analisados segundo a utilizac¸a˜o
efetiva encontrada. Em geral e´ registrada uma diferenc¸a de ate´ 30% entre esses dois
valores, e esse e´ um dos motivos da subutilizac¸a˜o de sistemas tradicionais tempo real.
Essa diferenc¸a pode ser confirmada no gra´fico da figura 4.6, que ilustra de um modo
geral as utilizac¸o˜es efetivas das simulac¸o˜es, discernindo-as segundo a PDF empregada.
E´ importante notar que a utilizac¸a˜o efetiva me´dia do sistema so´ ultrapassa a linha
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Figura 4.6: Diferenc¸as entre utilizac¸o˜es nominal e efetiva
dos 100% quando a utilizac¸a˜o nominal ja´ esta´ acima de 130% (no caso da utilizac¸a˜o
da func¸a˜o beta(2, 3), que apresenta uma me´dia um pouco menor, o valor nominal ja´
se encontra acima dos 140%). Pode-se notar aqui que a estimativa de limite efetivo
para a PDF uniforme, que foi de 138%, e´ bastante pro´xima do valor encontrado na
simulac¸a˜o.
4.3 Considerac¸o˜es Finais
Utilizou-se OMNeT++ como ferramenta de simulac¸a˜o principalmente por ser este
um software voltado para a simulac¸a˜o de eventos discretos e por ser bastante flex´ıvel.
Desse modo o controle da passagem do tempo ficou ao cargo do nu´cleo de simulac¸a˜o, en-
quanto todas as funcionalidades e os algoritmos necessa´rios foram implementados como
classes C++ comuns. A coleta de estat´ısticas tambe´m ficou por conta do OMNeT++,
que possui estruturas de dados especiais para isso, como vetores e histogramas. Es-
ses dados podem ser visualizados graficamente durante a execuc¸a˜o e tambe´m gravados
para um tratamento futuro, atrave´s das pro´prias ferramentas que o OMNeT++ proveˆ
ou de qualquer software adequado para esse encargo.
Ale´m dos pro´prios algoritmos de escalonamento, mais treˆs caracter´ısticas impor-
tantes do OMNeT++ sofreram variac¸o˜es:
Modelo de Tarefas: conforme apresentado, os modelos de tarefas utilizados podem
ser constitu´ıdos por tarefas harmoˆnicas (se´rie PH) ou na˜o-harmoˆnicas (se´rie PN);
Func¸a˜o de Distribuic¸a˜o de Probabilidades: responsa´vel pela definic¸a˜o dos tem-
pos de execuc¸a˜o reais de cada tarefas, as func¸o˜es utilizadas foram beta(2, 3) e
uniforme;
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Carga do Sistema: a fim de simular condic¸o˜es de sobrecarga, a carga do sistema e´
constantemente alterada ao longo dos testes.
Os diferentes algoritmos descritos no cap´ıtulo anterior sa˜o avaliados individual-
mente, escalonando tarefas em um u´nico n´ıvel, e como escalonadores de segundo n´ıvel
da pol´ıtica TAFT. Foram feitos testes utilizando diversos modelos de escalonamento
atrave´s da variac¸a˜o dos dados de entrada conforme o benchmark Hartstone. Cada uma
das simulac¸o˜es executa diversos simulation runs com valores diferentes para o WCET
de cada tarefa (simulando a carga total do sistema), a fim de analisar as perdas cau-
sadas pela crescente utilizac¸a˜o. Todos experimentos duraram um per´ıodo equivalente
a 30 segundos simulados.
Os paraˆmetros gerais da execuc¸a˜o sa˜o definidos no arquivo de configurac¸a˜o e sa˜o
fixos: tempo ma´ximo de execuc¸a˜o, sementes dos RNGs, nomes dos arquivos com dados
estat´ısticos, etc. Os paraˆmetros varia´veis da configurac¸a˜o tambe´m foram definidos
em arquivos de configurac¸a˜o, pore´m cada run possui o seu arquivo pro´prio. Essa
caracter´ıstica do OMNeT++ proporcionou a criac¸a˜o de um u´nico bina´rio (simulador
em si), e a realizac¸a˜o dos testes consistiu em alimentar esse simulador com diferentes
arquivos de configurac¸a˜o (dados de entrada).
Os dados estat´ısticos sa˜o coletados individualmente em cada execuc¸a˜o (run), e
sa˜o gravados em arquivos como texto. Apo´s a simulac¸a˜o a ana´lise e´ realizada pelas
ferramentas de tratamento de vetores, chamada plove, e de tratamento de histogramas,
chamada scalars. Ambas as ferramentas acompanham o software OMNeT++ e foram
criadas para essas finalidades. As demais ana´lises estat´ısticas que se fazem necessa´rias
sa˜o realizadas atrave´s de planilhas e gra´ficos constru´ıdos especificamente para isso.
Cap´ıtulo 5
Resultados Obtidos
As simulac¸o˜es realizadas esta˜o divididas em duas partes. A primeira apresenta
a comparac¸a˜o dos algoritmos descritos na sec¸a˜o 3.3 com o acre´scimo do algoritmo
desenvolvido, o DMB. Essa comparac¸a˜o e´ realizada de forma semelhante aos testes
de trabalhos anteriores, que inclu´ıam o TAFT (Becker em [29]) ou somente os demais
algoritmos de escalonamento descritos (Buttazzo et al. em [17]). Durante essa fase de
simulac¸o˜es os valores das tarefas sa˜o mantidos constantes.
A segunda parte e´ baseada na avaliac¸a˜o do DMB em situac¸o˜es de sobrecarga transi-
ente em conjunto com o TAFT. O objetivo desta simulac¸a˜o e´ avaliar se uma estrate´gia
de mudanc¸a dos valores das tarefas, efetuada ao longo da execuc¸a˜o, repercute nos re-
sultados esperados para esse paraˆmetro e se permite tambe´m algum tipo de domı´nio
sobre a taxa de execuc¸a˜o de EPs para cada TP.
5.1 Avaliac¸a˜o dos Algoritmos com Valores Cons-
tantes
Nesta sec¸a˜o sa˜o apresentados os resultados obtidos da ana´lise dos algoritmos sele-
cionados, de uma forma bastante similar a` encontrada em trabalhos pre´vios. Com um
conjunto de tarefas e uma PDF escolhidos o sistema e´ simulado sob diferentes condic¸o˜es
de carga, comec¸ando abaixo da marca de 100% e aumentando gradativamente, a fim
de observar o desempenho de cada algoritmo nessas circunstaˆncias.
A distinc¸a˜o feita e´ que cada algoritmo e´ primeiramente analisado trabalhando de
forma individual e mais tarde como escalonador do segundo n´ıvel da pol´ıtica TAFT
(encarregado do escalonamento das MainParts). Os valores atribu´ıdos a cada tarefa
(ou TaskPair) na˜o sofrem modificac¸o˜es ao longo dos experimentos, e podem ser vistos
na tabela 5.1.
Os resultados sa˜o exibidos conforme discussa˜o feita na sec¸a˜o 3.2: seguindo a ava-
liac¸a˜o tradicional e objetiva realizada pela comparac¸a˜o de desempenho entre os algo-
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Tarefas Valor
Task 0 TP 0 V0
Task 1 TP 1 1.500× V0
Task 2 TP 2 0.850× V0
Task 3 TP 3 0.750× V0
Task 4 TP 4 1.062× V0
Tabela 5.1: Tarefas utilizadas nos experimentos e respectivos paraˆmetros valor
ritmos de escalonamento atrave´s de sua taxa de utilidade acumulada (UAR), como
demonstrado na equac¸a˜o 3.1. Apo´s isso sa˜o apresentados os desempenhos individuais
de cada algoritmo, com gra´ficos contendo o comportamento peculiar de cada tarefa
segundo sua taxa de deadlines perdidos. Essa taxa foi definida na sec¸a˜o 3.3.1, com a
equac¸a˜o 3.3 referindo-se a tarefas normais e a equac¸a˜o 3.4 a TaskPairs.
5.1.1 Algoritmos Tradicionais
Embora uma ana´lise similar tenha sido feita por Buttazzo et al. em [17], exceto
pelo algoritmo DMB, a realizac¸a˜o de novos experimentos ocorre devido a treˆs razo˜es
principais:
⇁ simulac¸a˜o de um conjunto de tarefas mais pro´ximo de uma aplicac¸a˜o real, com
paraˆmetros espec´ıficos para sistemas tempo real ao inve´s de valores aleato´rios;
⇁ mudanc¸a de foco para a utilizac¸a˜o efetiva ao inve´s da utilizac¸a˜o nominal;
⇁ ana´lise do desempenho individual das tarefas ao longo da simulac¸a˜o, ale´m do
desempenho geral.
Figura 5.1: Desempenho geral dos escalonadores atrave´s da UAR
O gra´fico da figura 5.1 mostra a taxa de utilidade acumulada dos quatro escalona-
dores durante os experimentos. Como esperado, o algoritmo EDF consiste na soluc¸a˜o
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mais eficiente antes da barreira de 100% de utilizac¸a˜o, mas tem um queda bruta no de-
sempenho apo´s esse momento. O conhecido “efeito domino´” causa um impacto muito
grande e transforma o EDF em uma soluc¸a˜o impratica´vel durante sobrecargas.
A utilizac¸a˜o efetiva, conforme observado, aumenta ao longo do tempo em que a
simulac¸a˜o esta´ sendo executada (ao contra´rio da utilizac¸a˜o nominal, que e´ constante),
pois os tempos de execuc¸a˜o apresentam mudanc¸as para cada instaˆncia de tarefa esca-
lonada. Essa e´ a raza˜o pela qual e´ poss´ıvel perceber o algoritmo EDF perdendo alguns
deadlines, mesmo com uma utilizac¸a˜o efetiva abaixo da linha dos 100%. Em algum
ponto da simulac¸a˜o a utilizac¸a˜o efetiva esteve acima da me´dia calculada - e acima dos
100%.
A figura 5.2 mostra o desempenho individual das tarefas sob o escalonador EDF.
Observando o gra´fico e´ poss´ıvel concluir que o procedimento de escalonamento e´ reali-
zado na base do “tudo ou nada”, ou seja: quase na˜o ha´ perdas de deadline no per´ıodo
anterior a` utilizac¸a˜o efetiva de 100%, e quase na˜o ha´ cumprimento de deadlines apo´s
esse ponto. E´ importante notar que as tarefas sa˜o prejudicadas uniformemente com o
advento da sobrecarga e do consequ¨ente efeito domino´.
Figura 5.2: Comportamento individual das tarefas: EDF
De volta a` figura 5.1, percebe-se que o DMB e´ outro algoritmo que sofre com
o impacto da sobrecarga, embora um pouco mais brandamente do que o EDF. Seu
desempenho apo´s a barreira de utilizac¸a˜o de 100% e´ melhor pois e´ a utilidade acu-
mulada que esta´ sendo avaliada, e o algoritmo DMB utiliza o valor em sua equac¸a˜o
de designac¸a˜o de prioridades (paraˆmetro ignorado pelo EDF). A figura 5.3 mostra o
desempenho individual das tarefas sob o DMB. O fato positivo e´ o reconhecimento da
degradac¸a˜o uniforme apresentada por todas tarefas, como proposto na especificac¸a˜o do
algoritmo. Outra caracter´ıstica evidente e´ a relac¸a˜o entre a taxa de degradac¸a˜o das
tarefas e seu valor.
Os outros dois algoritmos analisados, HVF e HDF, na˜o demonstram uma queda de
desempenho considera´vel durante a execuc¸a˜o da figura 5.1, aparentando imunidade a`
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Figura 5.3: Comportamento individual das tarefas: DMB
sobrecarga e dando a impressa˜o superficial de um melhor desempenho. A explicac¸a˜o
para esse fato e´ simples: enquanto os algoritmos EDF e DMB tentam executar todas
tarefas, mesmo quando isso na˜o e´ poss´ıvel, HVF e HDF comec¸am a descartar tarefas
com as menores prioridades (segundo suas me´tricas) conforme ocorre o aumento da
utilizac¸a˜o do sistema, criando dessa forma espac¸o para a execuc¸a˜o das tarefas rema-
nescentes.
Observando a figura 5.4, que mostra o comportamento das tarefas sob a tutela do
escalonador HDF, fica claro que a tarefa Task 0 e´ a u´nica a perder deadlines, ate´ o
instante em que ela e´ totalmente descartada. Posteriormente a tarefa Task 1 inicia
um processo parecido, com perdas de deadlines que aumentam muito rapidamente
ate´ ser tambe´m completamente descartada. Ao longo da simulac¸a˜o as treˆs tarefas
remanescentes, que apresentam certamente as treˆs maiores densidades, sofrem muito
pouco com o aumento da carga do sistema.
Figura 5.4: Comportamento individual das tarefas: HDF
O gra´fico da figura 5.5 exibe o comportamento desenvolvido pelo algoritmo HVF.
De uma forma geral ele pode ser comparado ao comportamento do escalonador HDF,
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exceto pelo fato das tarefas sacrificadas diferirem de um gra´fico para outro. Neste caso
temos Task 3 e Task 2, obviamente providas dos menores valores dentre as tarefas do
conjunto, como as primeiras no processo de descarte de tarefas.
Figura 5.5: Comportamento individual das tarefas: HVF
O comportamento distinto apresentado pelos quatro algoritmos pode ser esclarecido
com uma ana´lise mais profunda de seus modos de funcionamento. Algoritmos como
o EDF e o DMB atuam como os escalonadores de prioridade dinaˆmica que sa˜o. En-
quanto isso o HVF, embora tambe´m dinaˆmico, age como um escalonador de prioridade
fixa. O responsa´vel por esse comportamento sa˜o os valores constantes utilizados du-
rante a simulac¸a˜o, preservando as mesmas prioridades entre as tarefas do in´ıcio ao fim,
o que pode ser visto como uma situac¸a˜o onde todas tarefas possuem value functions
iguais a uma constante. O algoritmo HDF, devido ao seu funcionamento, e´ um algo-
ritmo dinaˆmico em n´ıvel de job1, por considerar o tempo de execuc¸a˜o restante em sua
equac¸a˜o de escalonamento (vide sec¸a˜o 3.3), mas, com valores constantes, mudanc¸as de
prioridade ocorrem raramente. Com tudo isso as tarefas com as menores densidades (e
consequ¨entemente menores prioridades) sa˜o as que sofrem as maiores perdas durante
toda a simulac¸a˜o.
5.1.2 Escalonador TAFT
Nesta subsec¸a˜o o mesmo tipo de ana´lise previamente explicada e´ repetido, com a
diferenc¸a de que aqui os algoritmos sa˜o usados em conjunto com o escalonador TAFT.
Com a auseˆncia de deadlines perdidos na pol´ıtica TAFT, os gra´ficos individuais de
cada escalonador apresentam o percentual de ExceptionParts executadas, uma vez que
no melhor caso todas MainParts sa˜o executadas e esse percentual e´ de 0%. Caso o
oposto ocorra (nenhuma execuc¸a˜o de MainPart a tempo) todas ExceptionParts sera˜o
executadas, gerando um valor de 100% no gra´fico.
1Job-level dynamic-priority.
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Devido a` essa mudanc¸a de paraˆmetros durante o acompanhamento individual, na˜o
e´ poss´ıvel fazer nenhuma relac¸a˜o direta e absoluta entre os valores dos gra´ficos repre-
sentando os resultados das diferentes simulac¸o˜es mostradas nas sec¸o˜es 5.1.1 e 5.1.2.
Todavia e´ poss´ıvel analisar os comportamentos individuais das tarefas em cada escalo-
nador, como segue.
A figura 5.6 mostra o desempenho dos quatro algoritmos em conjunto com o esca-
lonador TAFT. E´ importante observar que, para uma melhor visualizac¸a˜o do gra´fico,
o eixo y inicia com um valor de 50%, ao inve´s do valor de 0% usado anteriormente.
Figura 5.6: Desempenho geral sob a pol´ıtica TAFT atrave´s da UAR
Sob a pol´ıtica de escalonamento TAFT um cena´rio muito diferente e´ obtido, com
uma maior taxa de utilidade acumulada geral em todos algoritmos e sem quedas bruscas
de desempenho. A raza˜o para que esses resultados aparec¸am esta´ na concepc¸a˜o de
escalonamento do TAFT, transformando tarefas normais em TaskPairs. Como visto
na sec¸a˜o 2.3, antes do deadline de um TaskPair uma de suas partes (MainPart ou
ExceptionPart) deve ser executada. Logo, na˜o existem deadlines “perdidos” como
acontece em escalonadores tradicionais, mas sim execuc¸o˜es de ExceptionParts, o que
e´ algo totalmente diferente e na˜o pode ser comparado diretamente com a perda de
um deadline. Sem desrespeitos a`s restric¸o˜es temporais sobrecargas transientes na˜o sa˜o
carregadas adiante na execuc¸a˜o, e futuras tarefas na˜o sa˜o prejudicadas.
E´ poss´ıvel novamente notar os excelentes resultados obtidos pelo EDF no in´ıcio da
simulac¸a˜o, que so´ sa˜o superados em torno da marca de 110% de utilizac¸a˜o efetiva -
desta vez, pore´m, sem a queda brusca de desempenho. Ale´m disso podemos ver que o
HDF apresenta o melhor resultado geral em condic¸o˜es de sobrecarga, enquanto o DMB
e o HVF demonstram uma degradac¸a˜o de desempenho similar ao longo do tempo.
Os resultados individuais para cada tarefa quando se utiliza o TAFT com o esca-
lonador proposto por Becker em [29], o EDF, podem ser vistos na figura 5.7. O com-
portamento exibido assemelha-se ao observado nos algoritmos HDF e HVF da sec¸a˜o
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Figura 5.7: Comportamento individual das tarefas: EDF em conjunto com o TAFT
anterior, onde tarefas comec¸am a ser descartadas assim que a sobrecarga e´ detectada.
No entanto desta vez e´ poss´ıvel observar mu´ltiplos TaskPairs apresentando execuc¸o˜es
de MainParts e ExceptionParts ao mesmo tempo (perdas balanceadas), como pode
ser visto na parte final da simulac¸a˜o. Isso ocorre em contraste com o gra´fico anterior,
onde tarefas de prioridades menores apresentavam cada vez uma taxa de perdas maior,
com aumento gradativo e isolado, ate´ serem descartadas, para so´ enta˜o outra tarefa
comec¸ar a apresentar uma taxa de perdas crescente (perdas desbalanceadas).
Fica claro que sem o efeito domino´ - me´rito da pol´ıtica TAFT - o EDF se tornou,
sena˜o o melhor algoritmo, uma escolha plaus´ıvel para situac¸o˜es de sobrecarga.
Figura 5.8: Comportamento individual das tarefas: HDF em conjunto com o TAFT
Os resultados individuais do escalonador HDF sa˜o apresentados na figura 5.8. Seu
desempenho conserva-se semelhante ao observado na ana´lise anterior, onde ambas as
tarefas com as menores densidades executam ExceptionParts durante a simulac¸a˜o, em
porcentagens diferentes, enquanto as outras treˆs mostram praticamente nenhuma perda
durante os experimentos. A u´nica diferenc¸a verificada e´ semelhante ao observado no
caso do EDF: va´rios intervalos apresentam mu´ltiplos TaskPairs executando MainParts
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e ExceptionParts simultaneamente.
Figura 5.9: Comportamento individual das tarefas: HVF em conjunto com o TAFT
O gra´fico correspondente ao escalonador HVF, presente na figura 5.9, mostra-se
bastante semelhante ao gerado sem a pol´ıtica TAFT (vide figura 5.5). Com um com-
portamento geral preservado, as mesmas tarefas que antes possu´ıam altas taxas de
perdas de deadlines agora apresentam altas taxas de execuc¸o˜es de EPs.
Figura 5.10: Comportamento individual das tarefas: DMB em conjunto com o TAFT
De fato, o algoritmo DMB aliado a` pol´ıtica TAFT alcanc¸ou os resultados mais
promissores em se tratando do objetivo trac¸ado de balanceamento de perdas durante
sobrecargas. Os resultados ilustrados pela figura 5.10 mostram os TaskPairs com um
aumento linear da porcentagem de execuc¸a˜o de ExceptionParts. Para uma melhor
ana´lise do gra´fico a escala do eixo y e´ limitada pelo valor ma´ximo de 50%, ao inve´s do
valor pre´vio de 100% usado em gra´ficos similares.
Analisando-se dois TaskPairs distintos sob o escalonamento proporcionado pelo
DMB em conjunto com o escalonador TAFT e´ poss´ıvel estabelecer que a relac¸a˜o entre
o nu´mero percentual de execuc¸o˜es de ExceptionParts e´ inversamente proporcional a`
relac¸a˜o entre os valores dos TaskPairs. Essa caracter´ıstica e´ encontrada entre quaisquer
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dupla de TaskPairs, o que significa exatamente que o nu´mero total de execuc¸o˜es de
ExceptionParts na˜o pode ser controlado, mas o percentual de execuc¸o˜es de EPs de um
TaskPair em relac¸a˜o a` outro pode.
5.1.3 Resumo
Apo´s todas ana´lises gerais e individuais, e´ observado que, durante situac¸o˜es de
sobrecarga, algoritmos tradicionais se comportam de uma das seguintes formas:
a) atrave´s de uma sequ¨eˆncia definida, uma tarefa de cada vez e´ escolhida para ser
descartada em um taxa gradual, de modo que as tarefas restantes na˜o sofram
as consequ¨eˆncias da sobrecarga - provavelmente mante´m o sistema reativo2, mas
sem algumas funcionalidades;
b) tenta “ignorar” a sobrecarga e continua a executar todas tarefas normalmente -
provavelmente perdendo va´rios deadlines e tornando o sistema menos reativo ou
ate´ mesmo na˜o-funcional.
A adic¸a˜o do paraˆmetro valor tem um papel importante em ambos os casos des-
critos. Na situac¸a˜o a), como mostram os resultados dos algoritmos HVF e HDF, a
ordem em que as tarefas sa˜o descartadas (ou param de responder ao sistema) pode ser
determinada pela escolha do valor. Na situac¸a˜o b), como mostram os resultados do
DMB, o uso adequado do valor determina a relac¸a˜o entre as perdas apresentadas pelas
tarefas.
Com a adic¸a˜o da pol´ıtica TAFT existe tambe´m a vantagem relacionada a` auseˆncia
da propagac¸a˜o de uma sobrecarga transiente: soluc¸o˜es como o algoritmo DMB podem
satisfatoriamente manter o sistema em um estado um pouco menos reativo durante
um per´ıodo de tempo e imediatamente recuperar-se para o estado normal apo´s isso.
Esse comportamento satisfaz o objetivo de ter um sistema permanentemente sob alta
utilizac¸a˜o e que na˜o apresente se´rios riscos ou danos apo´s uma sobrecarga tempora´ria.
Outros algoritmos relacionados ao paraˆmetro valor, como o HDF, podem ser usados
igualmente, com a desvantagem de perder as tarefas de menor prioridade, mas com o
benef´ıcio de obtenc¸a˜o do melhor resultado geral. O algoritmo HDF e´ prop´ıcio para
situac¸o˜es onde tarefas possuam uma ordem hiera´rquica e algumas delas na˜o devem
executar EPs, salvas situac¸o˜es extremas onde na˜o e´ poss´ıvel evitar que isso ocorra.
2Responsive.
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5.2 Avaliac¸a˜o do DMB-TAFT com Valores
Dinaˆmicos
A continuac¸a˜o do trabalho realizado aponta para a considerac¸a˜o do uso de valores
dinaˆmicos durante a execuc¸a˜o, junto com a estrate´gia que apresentou, para as me´tricas
avaliadas, os resultados mais satisfato´rios: o algoritmo DMB aliado a` pol´ıtica TAFT.
O propo´sito fundamental dessa experieˆncia e´ tentar aferir a capacidade do sistema de
controlar prioridades de tarefas e servic¸os de maneira on-line.
Ate´ o presente momento as simulac¸o˜es contaram somente com valores pre´-definidos
antes mesmo do in´ıcio da execuc¸a˜o, que na˜o sa˜o modificados em nenhum instante.
Uma vez que esses valores utilizados podem ser representados por step functions, a
primeira alternativa para a inclusa˜o de variac¸o˜es seria o uso de qualquer outro tipo
de func¸a˜o, seguindo o modelo de TUFs. Func¸o˜es diversificadas adicionam valores que
oscilam em n´ıvel de job, representando a utilidade agregada ao te´rmino da execuc¸a˜o
em determinado instante de tempo.
Embora atinja o objetivo de adic¸a˜o de valores dinaˆmicos a` simulac¸a˜o, o uso de
TUFs irrestritas e´ descartado aqui por dois motivos principais. O primeiro remete a`
complexidade computacional introduzida por esse tipo de func¸a˜o durante o processo
de escalonamento, deficieˆncia citada por Davis et al. em [18] e McElhone em [3] - este
u´ltimo trabalho sugere como alternativa exatamente o uso de step functions, uma das
razo˜es pela qual a primeira simulac¸a˜o foi realizada dessa maneira.
O segundo motivo e´ que o comportamento em busca da maximizac¸a˜o da utilidade,
sob a o´ptica das TUFs, na˜o e´ exatamente o comportamento esperado com a adic¸a˜o
de valores dinaˆmicos. Por ocorrer em n´ıvel de job, a otimizac¸a˜o das tarefas sob TUFs
e´ realizada de forma similar em dois superper´ıodos distintos, tendendo a exibir uma
constaˆncia com o decorrer do tempo. As prioridades oscilam igualmente em duas
liberac¸o˜es distintas, e a organizac¸a˜o das tarefas e´ feita visando um maior ganho no
instante seguinte.
A reac¸a˜o desejada com a incorporac¸a˜o de valores dinaˆmicos assemelha-se um pouco
ao conceito de “modos” ou “alternativas” de execuc¸a˜o de uma tarefa, utilizados por
Burns em [6], onde sa˜o descritas tarefas cujas funcionalidades podem ser realizadas
com um grau determinado de qualidade, conforme a alternativa escolhida. Cada uma
delas possui uma utilidade relacionada ao te´rmino de sua execuc¸a˜o, e a maximizac¸a˜o
da utilidade ocorre quando as melhores alternativas de cada tarefa sa˜o escolhidas e
finalizadas.
Este trabalho foca o conceito de “modo de execuc¸a˜o” de uma maneira diferente,
com o conceito referindo-se ao modo de execuc¸a˜o do sistema ao inve´s do modo de
execuc¸a˜o de uma tarefa espec´ıfica. Um exemplo que pode ser dado e´ de um sistema em
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sobrecarga que necessita executar um servic¸o cr´ıtico, mas, em certo ponto da execuc¸a˜o,
este servic¸o e´ modificado. Tarefas responsa´veis pelo servic¸o desatualizado devem perder
valor para na˜o serem mais executadas e tarefas responsa´veis pelo novo servic¸o devem
ganhar valor a fim de se tornarem essenciais para o sistema. Embora o sistema e
as tarefas continuem os mesmos, a funcionalidade cr´ıtica, ou principal do sistema, foi
alterada.
Os resultados obtidos sa˜o gerados com base no seguinte cena´rio: um conjunto de-
terminado de tarefas esta´ passando por uma sobrecarga transiente, com utilizac¸o˜es
efetivas sempre maiores do que 100%. Esse conjunto e´ escalonado segundo a pol´ıtica
TAFT, utilizando o algoritmo DMB como escalonador de segundo n´ıvel. A PDF utili-
zada e´ a beta(2, 3), o conjunto de tarefas e´ representado pela se´rie PN e a simulac¸a˜o e´
observada durante 20 intervalos de tempo.
TaskPair Valor Inicial Valor Final
TP 0 V0 V0
TP 1 1.50× V0 1.50× V0
TP 2 0.85× V0 3.00× V0
TP 3 0.75× V0 3.50× V0
TP 4 1.25× V0 1.25× V0
Tabela 5.2: Variac¸a˜o ocorrida nos paraˆmetros valor ao longo dos experimentos
Os valores das tarefas, assim como a modificac¸a˜o que eles sofrem ao longo do tempo,
podem ser observados atrave´s da tabela 5.2, que mostra os valores com que as tarefas
comec¸am a execuc¸a˜o e os valores apresentados ao fim da execuc¸a˜o. Inicialmente o
paraˆmetro valor de todas as tarefas e´ fixo durante todo o experimento para ilustrar o
que ocorre com o sistema caso nenhuma atitude seja tomada.
Figura 5.11: Utilizac¸a˜o efetiva e percentual de execuc¸o˜es de ExceptionParts
Dois gra´ficos sa˜o fundidos na figura 5.11: o eixo y a` direita mostra a oscilac¸a˜o da
utilizac¸a˜o efetiva durante o per´ıodo simulado, representado pelas barras verticais; o
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eixo y a` esquerda mede o percentual de execuc¸a˜o de ExceptionParts, representadas
pelas linhas. A sobreposic¸a˜o dessas duas estat´ısticas permite a confirmac¸a˜o visual de
uma afirmac¸a˜o feita na sec¸a˜o 3.3.1: o nu´mero absoluto de EPs executadas na˜o pode
ser determinado previamente, pois depende da utilizac¸a˜o do sistema. Fica claro que o
desempenho das tarefas oscila exatamente conforme a oscilac¸a˜o da utilizac¸a˜o efetiva,
pore´m a relac¸a˜o da taxa de execuc¸o˜es de EPs entre as tarefas e´ constante ao longo do
gra´fico.
E´ preciso lembrar que esse cena´rio inicial na˜o apresenta mudanc¸a alguma nos valores
das tarefas. O objetivo durante a execuc¸a˜o e´ exatamente essa alterac¸a˜o, atrave´s de
algum princ´ıpio definido, de forma a diminuir o percentual de execuc¸a˜o de EPs de dois
TaskPairs determinados: TP 2 e TP 3. Logo, os dois TaskPairs que apresentam os
piores desempenhos no in´ıcio da simulac¸a˜o devem ser os que apresentam os melhores
ao final dela.
5.2.1 Modos Definidos de Execuc¸a˜o
A descric¸a˜o de modos de execuc¸a˜o consiste na forma mais simples de resoluc¸a˜o do
problema. E´ considerado que o sistema possui uma quantidade limitada de modos,
cada qual provido de valores fixos para cada uma das tarefas. Para simplificar o funci-
onamento, esta simulac¸a˜o conta apenas com dois modos distintos. Os valores iniciais
do sistema, exibidos na tabela 5.2, representam o primeiro modo, cujos resultados sa˜o
mostrados ate´ a metade do gra´fico presente na figura 5.12 e sa˜o os mesmos vistos previ-
amente na figura 5.11. Nesta primeira metade, as tarefas TP 2 e TP 3 possuem valores
menores do que as demais tarefas, e com isso prioridades inferiores e um maior ı´ndice
percentual de execuc¸a˜o de EPs.
Figura 5.12: Simulac¸a˜o segundo dois modos definidos de execuc¸a˜o
Exatamente na metade da simulac¸a˜o e´ enta˜o acionado o segundo modo de execuc¸a˜o,
correspondente aos valores finais da tabela 5.2, onde as tarefas mais priorita´rias sa˜o
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exatamente TP 2 e TP 3. Nesse modo os valores dessas duas tarefas sa˜o os maiores
dentre o conjunto todo, com TP 3 sendo o TaskPair mais importante do sistema. Os treˆs
TaskPairs restantes manteˆm seus valores originais. Essa mudanc¸a atoˆmica de valores
das tarefas causou um distu´rbio abrupto da taxa de execuc¸a˜o das EPs, claramente
vis´ıvel no gra´fico.
E´ importante notar que, conforme ja´ explicado, a variac¸a˜o absoluta no desempenho
de cada tarefa e´ dependente da utilizac¸a˜o efetiva do sistema naquele determinado mo-
mento. Como a utilizac¸a˜o efetiva da simulac¸a˜o realizada oscila a todo instante (pore´m
sempre acima dos 100%), ha´ tambe´m uma oscilac¸a˜o no desempenho de cada tarefa. No
entanto, todas tarefas oscilam de forma sincronizada umas em relac¸a˜o a`s outra, exceto
ao longo do trecho espec´ıfico onde ocorre a mudanc¸a de seus valores.
Com esse exemplo simples e´ poss´ıvel mais uma vez atestar a capacidade do algoritmo
DMB de controlar o comportamento individual de tarefas em condic¸o˜es de sobrecarga,
realizando ajustes no paraˆmetro valor.
5.2.2 Mecanismo de Predic¸a˜o
Os resultados da sec¸a˜o anterior sa˜o considerados esperados e condizentes com o
objetivo proposto. Pore´m e´ vis´ıvel o choque que o sistema sofre com a mudanc¸a entre
modos definidos de forma pre´via, o que causa uma alterac¸a˜o brusca na funcionalidade
de todo sistema. Ale´m disso, modos pre´-estabelecidos limitam o comportamento do
sistema apenas a`s definic¸o˜es criadas. A fim de promover um comportamento mais
suave e adaptativo para o sistema entra em cena o conceito do componente “monitor”,
utilizado para predizer a taxa de perdas de cada tarefa.
O monitor e´ encarregado de garantir que os modos de execuc¸a˜o desejados sejam
respeitados. Pore´m, em vez da especificac¸a˜o propriamente dita dos valores, ele pode
lidar com restric¸o˜es ligadas a`s tarefas. Por exemplo: determinado modo de execuc¸a˜o
pode conter a restric¸a˜o de que tarefas τ1 e τ2 na˜o devem ultrapassar 20% de perdas
de deadlines no modo γ, ao inve´s de conter nu´meros representando os valores dessas
tarefas para esse modo. Por meio dessas restric¸o˜es e baseando-se em observac¸o˜es e
dados passados, o monitor efetua o ajuste necessa´rio dos valores correntes.
Ale´m de na˜o deixar o sistema preso a` modos definidos de execuc¸a˜o, o mecanismo
de predic¸a˜o traz a vantagem de que o ajuste das prioridades, e consequ¨entemente a
mudanc¸a do comportamento do sistema, pode ocorrer de uma forma gradual. A figura
5.13 mostra esse mecanismo sendo utilizado na mesma situac¸a˜o anteriormente resolvida
atrave´s da abordagem de modos de execuc¸a˜o.
Observando-se os resultados presentes nos primeiros e nos u´ltimos instantes de
tempo do gra´fico fica claro que os valores iniciais e finais das tarefas sa˜o os mesmos
da simulac¸a˜o anterior. Isso significa que houve a mesma variac¸a˜o de desempenho (ou
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Figura 5.13: Simulac¸a˜o atrave´s do uso de um componente monitor
variac¸a˜o de comportamento) nos dois casos. No entanto, aqui o mecanismo de predic¸a˜o
suavizou a mudanc¸a abrupta observada anteriormente. Observando-se mais a fundo,
e´ poss´ıvel notar a ac¸a˜o do monitor ter efeito no conjunto de tarefas do intervalo de
tempo 8 ate´ o intervalo de tempo 17.
5.2.3 Definic¸a˜o de uma Tarefa Cr´ıtica
Apo´s o estudo de duas te´cnicas diferentes de alterac¸a˜o dinaˆmica do paraˆmetro valor
das tarefas durante a simulac¸a˜o, nesta sec¸a˜o e´ demonstrado que o algoritmo DMB
pode ser usado para obter-se um comportamento semelhante ao de outros algoritmos.
A situac¸a˜o apresentada e´ a mesma das duas simulac¸o˜es anteriores, pore´m dessa vez o
TaskPair TP 2 e´ definido como uma atividade cr´ıtica que, enquanto poss´ıvel, na˜o deve
perder deadlines (nesse caso, apresentar execuc¸o˜es de EPs).
Figura 5.14: Simulac¸a˜o considerando-se uma tarefa cr´ıtica
O gra´fico da figura 5.14 mostra o resultado da simulac¸a˜o efetuada, bastante seme-
lhante aos resultados obtidos com o uso de modos definidos de execuc¸a˜o (vide figura
5. Resultados Obtidos 68
5.12). Todavia, o TaskPair TP 2, agora considerado cr´ıtico, assume um valor de gran-
deza maior do que os valores das demais tarefas - nessa simulac¸a˜o o valor nominal
assumido e´ 100. Consequ¨entemente esse TaskPair na˜o recai na execuc¸a˜o de EPs,
enquanto o restante do conjunto mante´m o comportamento ordenado observado por
gra´ficos anteriores.
Essa definic¸a˜o de tarefas “cr´ıticas” pode ser ampliada para grupos de tarefas: de-
terminados grupos sa˜o criados atrave´s da atribuic¸a˜o de valores de diferentes grandezas
para diferentes grupos. Dessa forma tarefas do grupo mais priorita´rio na˜o apresentara˜o
perdas, a menos que as tarefas dos outros grupos ja´ estejam sendo totalmente descar-
tadas. Mesmo assim, ao comec¸ar a apresentar perdas, as tarefas de um mesmo grupo
continuara˜o seguindo o comportamento ordenado definido pelo paraˆmetro valor.
5.2.4 S´ıntese do Uso de Valores Dinaˆmicos
Embora os resultados obtidos previamente com o uso de valores constantes possam
ser considerados promissores, e´ atrave´s da unia˜o com o escalonador TAFT e da mu-
danc¸a dinaˆmica de valores que o algoritmo DMB mostra realmente seu potencial, sob
a me´trica pre´-estabelecida de controle da degradac¸a˜o do sistema.
Utilizando-se dos dois me´todos de modificac¸o˜es de valores propostos, o algoritmo
DMB conseguiu com que o sistema atravessasse uma situac¸a˜o de sobrecarga de forma
totalmente controlada e previs´ıvel, possibilitada pelo domı´nio do paraˆmetro valor de
cada tarefa.
E´ va´lido lembrar que durante o uso de valores fixos foi ressaltada a importaˆncia
do processo de escolha do valor, e essa importaˆncia cresce ainda mais com a sua mo-
dificac¸a˜o ao longo da execuc¸a˜o. Valores desproporcionais podem transformar tarefas
importantes em cr´ıticas e tarefas normais em descarta´veis, diminuindo a serventia ou
ate´ mesmo prejudicando o comportamento esperado do sistema. Essa ressalva pode ser
amenizada quando o uso de um componente monitor entra em cena, onde a atribuic¸a˜o
subjetiva dos valores pode ser substitu´ıda pela imposic¸a˜o de restric¸o˜es relativas.
Contudo, e´ preciso ressaltar a questa˜o do custo computacional: se por um lado
o uso de TUFs foi evitado anteriormente no intuito de na˜o agregar um custo muito
alto ao processo de escalonamento, esse custo pode estar presente na utilizac¸a˜o de um
componente monitor, devido a` suas atribuic¸o˜es. O monitor deve literalmente definir o
valor das tarefas em tempo de execuc¸a˜o, baseando-se em resultados anteriores e nos
requisitos impostos.
Uma alternativa apontada para o uso de um monitor e´ a definic¸a˜o pre´via de modos
de execuc¸a˜o. Dessa forma o algoritmo de escalonamento torna-se novamente trivial,
evitando o suposto overhead trazido com o monitoramento de resultados e definic¸a˜o
on-line dos valores. Todavia, o uso de modos de execuc¸a˜o tambe´m apresenta defeitos,
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como a quantidade de comportamentos obtidos, que e´ limitada pelo nu´mero de modos
do sistema (que devem sempre ser definidos previamente).
Baseando-se nos resultados apresentados nessa sec¸a˜o pode-se dizer que o objetivo
de controle de tarefas em sistemas tempo real durante situac¸o˜es de sobrecarga foi
atingido. Faz-se a ressalva, pore´m, do procedimento que sera´ adotado para que esses
resultados sejam observados, haja vista que cada um dos me´todos apresentados aqui
possui suas caracter´ısticas positivas e negativas, e a situac¸a˜o onde eles sera˜o utilizados
deve influenciar muito na sua escolha.
Cap´ıtulo 6
Concluso˜es e Trabalhos Futuros
Ao longo do trabalho foram buscadas alternativas para superar as principais de-
ficieˆncias do escalonamento baseado em deadlines : subutilizac¸a˜o do sistema e inca-
pacidade de discernimento entre urgeˆncia e importaˆncia das tarefas em situac¸o˜es de
sobrecarga. Ale´m disso, buscou-se uma maneira de controlar o comportamento das
tarefas (e consequ¨entemente do sistema) durante esse tipo de situac¸a˜o.
O primeiro problema foi tratado atrave´s do uso da estrate´gia de escalonamento
TAFT, que procura fugir de sobrecargas artificiais atrave´s do uso de tempos de execuc¸a˜o
esperados (ECET). Ja´ o segundo problema foi abordado atrave´s do uso do paraˆmetro
valor e de toda sua teoria, que conta com algoritmos escalonadores e me´tricas de
desempenho pro´prios.
A ide´ia proposta por este trabalho visou unir as duas soluc¸o˜es citadas de forma
a desfrutar dos benef´ıcios trazidos por ambas. Apesar do relativo sucesso obtido por
essa unia˜o, o almejado controle da execuc¸a˜o das tarefas durante situac¸o˜es de sobrecarga
na˜o foi pass´ıvel de ser feito utilizando-se dos algoritmos de escalonamento tradicionais.
Assim, uma nova estrate´gia de escalonamento foi enta˜o desenvolvida com o uso do al-
goritmo DMB, proposto neste trabalho, que escalona tarefas baseando-se no paraˆmetro
valor e na taxa de deadlines perdidos (ou EPs executadas, quando TaskPairs sa˜o usa-
dos).
Os resultados obtidos mostraram o DMB como uma soluc¸a˜o bastante promissora
no que se refere ao controle de falhas temporais, uma vez que seu desempenho avali-
ado objetivamente pelo crite´rio de utilidade acumulada na˜o esteja pro´ximo do melhor
poss´ıvel. Atrave´s do uso de valores pre´-definidos e fixos um comportamento altamente
previs´ıvel da taxa de perdas foi apresentado entre as tarefas do sistema, demonstrando
um alto grau de controle da execuc¸a˜o.
Para avaliar a influeˆncia do uso de valores fixos nos resultados mostrados, uma
nova ana´lise foi realizada, dessa vez com mudanc¸as durante o per´ıodo simulado. Duas
diferentes metodologias foram propostas: o uso de modos de execuc¸a˜o e o uso de um
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componente monitor. Enquanto a primeira estrate´gia permite definic¸o˜es pre´vias dos
valores das tarefas e mudanc¸as atoˆmicas a qualquer instante, a segunda faz uso de
restric¸o˜es ligadas aos resultados para modificar o comportamento do sistema de forma
gradual.
Procurando sempre garantir que o overhead apresentado pelo processo de escalo-
namento na˜o tivesse um papel importante na medida dos resultados, optou-se por na˜o
empregar TUFs durante as simulac¸o˜es, embora elas fac¸am parte da teoria do escalona-
mento atrave´s do valor. O overhead inerente dessa estrate´gia, atestado por trabalhos
anteriores, na˜o e´ condizente com a pol´ıtica de escalonamento TAFT. Da mesma forma
sa˜o feitas restric¸o˜es ao uso do componente monitor, que e´ capaz tambe´m de adicionar
esse overhead a` aplicac¸a˜o, dependendo da forma como for utilizado. O emprego de um
processador auxiliar, responsa´vel apenas pelo me´todo de escalonamento, como sugerido
por Locke em [15], muda totalmente o cena´rio e torna as ressalvas feitas desnecessa´rias.
Com o panorama de valores dinaˆmicos em cena, o DMB mostrou-se capaz de mo-
dificar o comportamento geral do sistema da forma desejada, atrave´s da mudanc¸a
individual do valor. Uma pol´ıtica adequada de atribuic¸a˜o de valores torna poss´ıvel
o domı´nio da aplicac¸a˜o de forma bastante ampla, propiciando transformac¸o˜es na im-
portaˆncia de tarefas (por exemplo, cr´ıticas em descarta´veis e vice-versa) e ate´ definic¸a˜o
de grupos de servic¸os atrave´s desse paraˆmetro.
No entanto, e´ importante lembrar duas premissas ba´sicas para a obtenc¸a˜o dos resul-
tados esperados. A primeira diz respeito a` escolha correta dos valores, que desempenha
um papel fundamental durante a execuc¸a˜o, pelo fato do algoritmo DMB ser altamente
sens´ıvel a modificac¸o˜es desse paraˆmetro. Valores inadequados tornam o comporta-
mento do DMB ideˆntico a algoritmos tradicionais, anulando os benef´ıcios trazidos pelo
seu uso.
A segunda premissa tem a ver com o uso conjunto do DMB com o escalonador
TAFT, pelo fato do u´ltimo ser responsa´vel por evitar as perdas de deadlines. Embora
funcione satisfatoriamente bem da maneira tradicional, o algoritmo DMB sofre muito
com a sobrecarga adicional trazida pelo efeito domino´, e na˜o e´ robusto o suficiente para
reverter essa situac¸a˜o. Sob essas condic¸o˜es, transforma-se em uma soluc¸a˜o inadequada
a longo termo. Valores impro´prios ou o uso do DMB da forma tradicional tornam o
algoritmo uma soluc¸a˜o que na˜o apresenta ganho em relac¸a˜o a outras propostas.
Para a utilizac¸a˜o em sistemas reais, a tendeˆncia na˜o e´ achar ou criar um nicho
pro´prio para a adic¸a˜o do algoritmo DMB sugerido, apenas implanta´-lo em sistemas
que se beneficiem da estrate´gia de escalonamento TAFT. Sua func¸a˜o seria substituir
o paraˆmetro α-quantil na representac¸a˜o da importaˆncia da tarefa (ou seja, apenas
durante o processo de escalonamento, sem modificac¸o˜es no uso desse paraˆmetro no
monitoramento ou previsa˜o do ECET). O paraˆmetro valor na˜o tem muito sentido se
aplicado em condic¸o˜es de underload, enta˜o o seu uso em aplicac¸o˜es que ja´ desfrutam da
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pol´ıtica TAFT de escalonamento (onde situac¸o˜es de sobrecarga, por menos frequ¨entes
que sejam, sa˜o esperadas) seria bastante coerente.
Como sugesta˜o para trabalhos futuros e´ apontada a implementac¸a˜o da estrate´gia
proposta em um sistema real, tanto para comprovac¸a˜o dos resultados presentes na
simulac¸a˜o como para observac¸a˜o dos fatores pra´ticos, como jitter, tempo de troca de
contexto e custo e complexidade computacionais do algoritmo.
Outro trabalho futuro a ser considerado e´ o uso do TAFT em um ambiente cujas
tarefas apresentem func¸o˜es de custo varia´vel (Variable Cost Functions - VCF). A mo-
tivac¸a˜o e´ que a teoria matema´tica apresentada em trabalhos considerando esse tipo de
func¸a˜o utiliza na˜o somente o WCET, mas tambe´m o pior caso da func¸a˜o de custo da
tarefa tambe´m. Dessa forma o pior caso de execuc¸a˜o da tarefa e´ visto sob o pior caso
em que ele pode ser executado, e garantias sa˜o baseadas nessa abordagem. Trata-se
de um cena´rio um tanto quanto pessimista, que tende a apresentar uma grande subu-
tilizac¸a˜o do sistema, bastante apropriado para a implantac¸a˜o da estrate´gia TAFT em
conjunto com o DMB. Sistemas que na˜o necessitem 100% de garantia, ou seja, possam
passar por sobrecargas transientes, podem se beneficiar muito das mudanc¸as.
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