When used as part of a hybrid controller, nite-memory strategies synthesized from linear-time temporal logic (LTL) speci cations rely on an accurate dynamics model in order to ensure correctness of trajectories. In the presence of uncertainty about the underlying model, there may exist unexpected trajectories that manifest as unexpected transitions under control of the strategy. While some disturbances can be captured by augmenting the dynamics model, such approaches may be conservative in that bisimulations may fail to exist for which strategies can be synthesized. In this paper, we consider games of the GR(1) fragment of LTL, and we characterize the tolerance of hybrid controllers to perturbations that appear as unexpected jumps (transitions) to states in the discrete strategy part of the controller. As a rst step, we show robustness to certain unexpected transitions that occur in a nite manner, i.e., despite a certain number of unexpected jumps, the sequence of states obtained will still meet a stricter speci cation and hence the original speci cation. Additionally, we propose algorithms to improve robustness by increasing tolerance to additional disturbances. A robot gridworld example is presented to demonstrate the application of the developed ideas and also to perform empirical analysis.
INTRODUCTION
e ability of strategies synthesized from formal speci cations to be tolerant to unexpected events such as disturbances or failures is important, especially for safety-critical applications. Reactive strategies synthesized to meet temporal logic objectives are not error resilient by default. Even with non-critical disturbances that Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permi ed. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. were not accurately modeled during synthesis, no guarantees can be provided about satisfaction of the temporal-formula used for synthesis. In some cases it may not be possible to synthesize a strategy if these perturbations are fully modelled through the dynamics.
In this paper, we make progress towards enhancing the tolerance of strategies synthesized to satisfy speci cations in the generalized reactivity(1) (GR(1)) fragment of linear-temporal logic (LTL) [11, 12] . GR (1) formulae are considered because they are quite expressive in terms of temporal properties captured, yet symbolic synthesis algorithms are possible with relatively low computational complexity [3, 7, 10] . e rst result we show is that by re ning a strategy synthesized to satisfy a GR(1) formula, a strategy that is winning against a stricter formula can be generated and is robust to certain unexpected events.
en, exploiting this tolerance, we propose multiple algorithms that combine separately synthesized strategies to form a single robust winning strategy. It is o en desired that the system can recover from these unexpected events and this be done without resynthesizing the entire strategy again. In this regard, we propose an approach which lets us recover from these unexpected events without a complete resynthesis.
Understanding the response of systems to perturbations has been extensively studied in control theory and more recently, for reactive controllers and their synthesis. In [9, 13] , the robustness considered is in terms of bounded input-output deviation. is relates directly to the prevalent notion in control for robustness [16] , where controllers are designed to ensure bounded disturbances lead to bounded deviations from nominal-behavior for the system. In the current work, the tolerance to disturbances is in the form of satisfaction of a formula representing the desired system behavior. In [2] , the e ect of disturbances on system behavior is quanti ed and the focus on synthesizing robust systems that degrade gracefully -smallest number of system failures possible but not primarily directed at GR(1) speci cations. Some existing work on notions of robustness in terms of satisfaction or violation of a formula can be found in [1, 14] .
In [4] , they use a similar underlying idea to the one in the current work to re-synthesize a strategy against a new GR(1) formula that is more robust. In scenarios where unforeseen perturbations occur when the controller is implemented on the hybrid system, the results presented in our paper allow for continued execution with guarantees in terms of formula satisfaction. In [15] , motivated by a similar idea, they propose an approach which uses the saved results from an intermediate step during synthesis to construct sequences of control actions that can tolerate violations of environmental safety assumptions. However, the work presented here di ers in that the perturbations tolerated are more general. Additional guarantees are provided, for instance, where there is a failure on the system end. is has other potential implications as discussed in Section 6. Additionally, an approach to recover from both system failures and environmental assumption violations when possible is proposed that does not involve enumeration of an entire GR(1) strategy as in [15] .
In summary, the main contributions of this work are the following: 1) to characterize the inherent tolerance of GR(1) strategies to unexpected events; 2) to propose approaches to re ne enumerated GR(1) strategies to augment their tolerance to unexpected perturbations and prove that they satisfy a stricter temporal formula; 3) to quantify empirically the cost of augmenting the tolerance using the proposed schemes.
PRELIMINARIES
Let Σ be a nite set. e power set of Σ (i.e., the set of all subsets of Σ) is denoted by P (Σ). e set of all nite strings formed from concatenating elements of Σ is denoted by Σ * , which is known as the Kleene closure [6] . e set of all countably in nite strings of Σ is Σ ω . In this paper, a subscript notation is used, e.g., σ 0 σ 1 σ 2 · · · σ n ∈ Σ * , but observe that in nite strings can also be regarded as functions of the natural numbers N into Σ.
Let AP env be a set of input atomic propositions, and AP sys be a set of output atomic propositions such that AP env ∩ AP sys = ∅. A state s is an assignment of True and False to the atomic propositions in AP env ∪ AP sys . We use subset notation to indicate states and thus, for brevity, introduce Σ = P (AP env ∪ AP sys ).
A nondeterministic nite-memory strategy is a pair ( f ,m 0 ) together with a nite set M, where m 0 ∈ M and
is a function. Intuitively the set M represents the memory of the strategy. At each move, a new output is given depending on the input and the current memory value. As part of the move, a memory value is selected. Since we are only concerned with nite-memory strategies in this paper, we refer to them as strategies. e set of input-output sequences that may occur under f is de ned as
where every m ∈ M ω has the same rst element, m 0 . Elements of Plays( f ) are referred to as plays. e set of pre xes that may be extended into a play is
We describe speci cations for these strategies in linear-time temporal logic (LTL) [12] . LTL formulae over propositions (AP env ∪ AP sys ) are evaluated over positions i in σ ∈ Σ ω , where σ = σ 0 σ 1 · · · . In addition to the Boolean operators, the standard LTL operators 2 (always), 3 (eventually) and (next) are used here for the speci cation.
A nite-memory strategy ( f ,m 0 ) is said to be • input-enabled if and only if for every σ env ∈ P (AP env ) ω , there exists σ ∈ Plays( f ) such that σ env
• a realization of an LTL formula φ if and only if ( f ,m 0 ) is input-enabled and Plays( f ) ⊆ L(φ), where L(φ) is the language of φ . is is to say, for every σ ∈ Plays( f ), σ |= φ.
Deterministic strategies imply a function from state sequences to memory sequences.
It follows from the remark that a sequence of inputs determines precisely one output sequence for a deterministic strategy.
A GR(1) formula is an LTL formula of the form
where Θ env is a state formula (i.e., without temporal operators) that is a function of AP env , Θ sys is a state formula that is a function of AP sys , and all ψ env j , ψ sys k subformulae are functions of AP env ∪ AP sys and also without temporal operators.
e subformula ρ env is a function of AP env ∪ AP sys ∪ AP env , where
Except for operators appearing as subformulae from AP env , there are no other temporal operators in ρ env . Finally, ρ sys is de ned similarly to ρ env but as a function of AP env ∪ AP sys ∪ AP env ∪ AP sys .
To facilitate working with (4), and in particular the subformulae ρ env and ρ sys , we extend the semantics of the operator |= for nite strings. For a nite string γ , by γ −1 we refer to the last element of γ . In other words, γ −1 = γ |γ |−1 . Let σ ∈ Σ * . To further simplify notation, the superscripts sys and env for s ∈ Σ indicate projections on to AP sys and AP env respectively. at is, given s, s sys := s∩AP sys and s env := s ∩ AP env . De ne
where ρ is any Boolean formula that is a function of AP env ∪ AP sys ∪ AP env ∪ AP sys . Because at most one operator binds to each atomic proposition, it follows that only σ 0 ,σ 1 determine whether the formula is satis ed. Let φ be a GR(1) formula, i.e., be of the form (4), and let ( f ,m 0 ) be a nite-memory strategy.
A state s ∈ Σ is said to be φ-reachable under ( f ,m 0 ) if and only if there exists σ ∈ Plays( f ) such that for some k ≥ 0,
e set of all states that are φ-reachable under ( f ,m 0 ) is denoted by
e nite-memory strategy ( f ,m 0 ) is said to be a strict realization of (or to strictly realize) the GR(1) formula φ if it is a realization of φ and for all σ ∈ Plays( f )
Intuitively, strict realizability ensures that blocking of an environment liveness condition when the other assumptions are met only occurs when the system is following transition rules. Here, 2 − is the 'historically' LTL operator whose semantics are as de ned in [10] .
PROBLEM FORMULATION 3.1 LTL on state-memory pairs
A basic idea behind the methods presented in later sections is to begin with a given nite-memory strategy and construct another one that is more robust. e construction involves re-using "pieces" of the given strategy, such as memory-values and transitions. As such, the memory values occurring during each play become important for reasoning about correctness and resilience to perturbations. us motivated, the semantics of |= for LTL as invoked in Section 2 is extended to handle memory values of strategies. Let ( f ,m 0 ) be a strategy that strictly realizes φ, and has set M of memory values. Following the notation used in the previous section, let Σ = P (AP env ∪ AP sys ) be the set of game states. De ne a set of state-memory pairs,Σ = Σ × M.
An elementσ ∈Σ ω is thus a sequence of state and memory pairs, i.e., there is σ ∈ Σ ω and m ∈ M ω such that for
Given an LTL formula ϕ that is in terms of AP env ∪ AP sys and a variable that takes values in M, the operator |= can thus be interpreted onσ .
Memory sequences associated with plays
Because properties will be expressed in terms of sequences of states and memory values that occur during plays, a means for obtaining memory values that can occur in the strategy during a given play is needed. For this purpose, de ne the function Mem (2) and (3)), hence Mem f is well-de ned.
Problem of recovery from perturbations
ough there are many distinct notions of robustness for control systems, a common theme is tolerance to deviation from nominal plant behavior. Note that the "plant" includes actuators and sensors on the robot itself. us in the context of reactive synthesis, deviance can also arise on the side of the controlled system, not only the adversarial environment.
We begin by introducing a few de nitions rst. De ne the set
contains the set of φ-reachable states along with the corresponding memory locations. Given that we have the set of φ-reachable states, we need to extract all paths to these φ-reachable states that have only φ-reachable states to get all possible combinations of memory, φ-reachable states to which the system can be perturbed to. Given a φ-reachable state s, we nd a pre x (σs) that ends with this state and this pre x has only φ-reachable states (Condition: ∀k < |σ |.σ k ∈ I φ ( f ,m 0 )). Once this pre x has been found, we generate the memory sequence in accordance with ( f ,m 0 ) to get the corresponding memory at this state in the strategy (Condition:
Using the de nitions above, a function is constructed that indicates feasible transitions (in a sense to be made precise) that are not in the given strategy f . is function is crucial for studying perturbations and applications of a given strategy that are extrinsic to its original semantics. To this end, de ne the set of all state-memory pairs that can be reached by some play of f , i.e.,
Using this de nition of reachable state-memory pairs, we introduce the notion of a perturbation for a strategy ( f ,m 0 ) that realizes φ.
A perturbation for a controller implementing the nite-memory strategy ( f ,m 0 ) occurs when the system transitions from a state-memory pair (s,w ) ∈ I ( f ) to a state s in Σ such that ss |= ρ env or for all w ∈ M (w ,s ∩ AP sys ) f (w,s ∩ AP env ).
e condition ss |= ¬ρ env corresponds to the environment violating an assumption on its behavior. And ∀w ∈ M : (w ,s ∩ AP sys ) f (w,s ∩ AP env ) corresponds to a disturbance during the application of an output action. is work proposes approaches that enable recovery from certain such perturbations.
De ne the function ExtTs on I ( f ) as follows. For (s,w ) ∈ I ( f ),
e function ExtTs maps a state-memory pair (s,m) in a strategy to all state-memory pairs (s ,m ) that occur in I M φ ( f ,m 0 ) that are not immediate successors according to ( f ,m 0 ), or violate the assumption on environmental safety (Condition: (w ,s ∩ AP sys ) f (w,s ∩AP env )∨ss |= ¬ρ env ). An additional constraint is imposed where it is required that the transition between the state-memory pair (s,m) and any state-memory pair ((s ,m ) ∈ ExtTs(s,m)) to which it is mapped to does not violate ρ sys i.e ss |= ρ sys .
Re nement of a strategy
Given φ and ( f ,m 0 ) we construct a nondeterministic strategy (f ,m 0 ) withf : P (AP env ) ω × M → P (Σ ω ). Because the strategy is nondeterministic, for a given sequence of inputs, there is a set of statememory sequences generated.
Observe that the successor memory-state pair (m ,s ) in Plays(f ) depends on the current memory-state pair (m,s) and the next input s input = s ∩ AP env . By augmenting the memory-values with elements from Σ, new memory-values can be created thatf can use as memory inputs. Given a memory-state pair and an input in P (AP env ),f can map to an output in P (AP sys ) and a memoryvalue in the augmented memory domain. is way Plays(f ) can be used to construct a strategyf (in the conventional sense) that maps from a memory value and an input to a memory value and an output.
Notice that here m is the memory sequence corresponding to σ in accordance withf .
To simplify notation, for (s,m) ∈Σ introduce the indicator formula
where M is a nite universal set of memory values. e indicator formula 1 (s,m) evaluates to True at (x, ) ∈ Σ × M if and only if x = s and = m. De ne 1 jump as
Let σ ∈ Plays(f ) and m ∈ M ω such that it satis es the conditions in (14) , and letσ ∈Σ ω such that ∀k ≥ 0.
is proposition arises as a special case of Proposition 5 where n = 0 in the setup before Proposition 5. Proposition 5 proposes an approach to combine multiple strategies to provide tolerance to perturbations, when there is just one strategy the current proposition results.
Figure 1: Gridworld setup
Intuitively, the practical signi cance of Proposition 4 is that, if there is a disturbance that causes an unexpected transition to some state that is φ-reachable in other plays and if there are only nitely many such disturbances, then execution of the nite-state machine can continue a er an appropriate change of its internal state (memory value) and still result in a correct input-output sequence. If ρ env is violated during a particular transition between a state s and its successor s , i.e, ss |= ρ env , and s is φ-reachable, then a sequence of input-outputs that satis es the system part of φ is still possible if there are nitely many such disturbances. It also allows for such disturbances during application of the output action to a hybrid system -where (m ,s ∩ AP sys ) f (m,s ∩ AP env ). Here m is the current memory value and s ∩ AP env the input and s ∩ AP sys the ground truth system state a er the application of the output action.
However, this result not does imply that all disturbances in which the system fails to transition to the desired state or the transition rule ρ env is violated can be handled. Only perturbations to φ-reachable states that do not violate ρ sys are tolerated.
e added 32¬1 jump segment on the assumption side in (15) ensures that the perturbations do not occur in nitely o en.
AUGMENTING ROBUSTNESS
To illustrate the methods proposed in this section to augment robustness, we begin with a small deterministic example. Consider planar robotic motion planning on a 4 × 4 grid. In the example instance shown in Figure 1 , the robot begins in the cell marked 'I' and has to visit the cells marked 'G' in nitely o en while avoiding the shaded walls. e robot can transition to any of its non-diagonally adjacent cells.
For a given gridworld, two strategies satisfying the safety and progress requirements but di ering in their initial poses are synthesized. While the robot was executing Strategy 1 (in Figure 2) , a perturbation causes the robot to transition from the cell Y = (Y r ,Y c ) = (0, 1) with memory m = 11 to (0, 2) where Y r refers to the row position of the robot and Y c refers to the column position.
is transition is not desired according to Strategy 1 but is still safe for the system, i.e, ρ sys is still satis ed by the move of the robot from (0, 1) to (0, 2). However, the strategy fails to predict what the sequence of actions from there should be such that φ can be satis ed. Proposition 5 guarantees that continued execution along strategy 2 from the state (0, 2) with memory m = 3 would satisfy φ for the robot. Here, Strategy 2 (in Figure 3a) was synthesized to satisfy a speci cation similar to the one used to synthesize Strategy 1. Now consider a scenario where it is not desirable to resynthesize or enumerate a new strategy. We wish to nd a sequence of actions to a φ-reachable state visited by Strategy 1 such that continued execution along Strategy 1 satis es φ. Proposition 6 guarantees the correctness of the algorithm to nd such a sequence of actions. For this example, Strategy 3 (in Figure 3b ) depicts one such path that was synthesized starting from (3, 2) reconnecting to a φ-reachable state. e reader must note that the absence of an adversary in this example makes the recovery process trivial, but solving a reachability game for general GR(1) formulae so as to reconnect to a φ-reachable state in the original strategy is more involved.
Combining Multiple Strategies
In this section, the intuition from Section 3.4 is used and a more general proposition is presented and proved. e results in this section allow for the concatenation of multiple strategies synthesized with formulae di ering in the initial condition.
Let φ 0 be a GR(1) formula, and let ( 0 ,m 0 ) : M 0 × P (AP env ) → P M 0 × P (AP sys ) be a strategy that realizes φ 0 . Let η 1 ,η 2 , . . . ,η n be the additional states in Σ to which the system is likely to be perturbed to. e strategy must visit these states for the system to be able to recover a er being perturbed to these states. For i ∈ {1, 2, . . . ,n} where n < ∞, de ne Θ env 
To simplify notation, without loss of generality, let i :
De ne1 jump as
1 (s ,m ) .
Robust
Strategy from combining strategies. Construct a nondeterministic strategy (¯ ,m 0 0 ).
Consider σ ∈ Plays(¯ ) and m ∈ (M ) ω that satisfy the conditions in (17). Letσ ∈Σ ω such that ∀k ≥ 0.σ k = (σ k ,m k+1 ). Here, m is Algorithm 1 Multi-strategy combination (Section 4.1)
Input:
• Finite-memory strategies ( i ,m i 0 ) ∀i ∈ {0, 1, 2, . . . ,n}, • Sequence of inputs σ env ∈ AP ω env , • A system to which the sequence σ sys ∈ (P (AP env )) ω can be applied to and its state s ∈ Σ a er the control action has been applied 
Choose (memoryNew,σ 
A proof is provided in the appendix. Algorithm 1 gives a formal description of the implementation of a controller on a 'plant' that exploits the nondeterminism in the strategy¯ to tolerate certain perturbations. Algorithm 2 measures the state of the system a er the application of the output action. If ρ sys is violated because of a disturbance, execution is terminated.
When there is a system-actuation failure i.e (w ,s ∩ AP env ) j (w,s ∩ AP sys ) , it is checked if the resulting state s corresponds to a transition that is permissible in accordance with¯ . If so, the memory is reset to an appropriate memory such that (s ,w ) ∈ I M φ i and execution is continued. At a state s, if the next input (s ) env ∈ P (AP env ) is such that s (s ) env |= ¬ρ env then we choose (s ) sys as indicated by ExtTs. In this case we continue execution from a state indicated by ExtTs as continuing execution along the original strategy would give no guarantees. By choosing to deviate in accordance with Proposition 5, we are able to provide guarantees about system behavior. To summarize, for a set of strategies { i : i ≤ n}, we proposed an algorithm that can tolerate an augmented set of perturbations nitely many times by allowing for hops between the di erent strategies.
Informal descriptions of several parts of Algorithm 1:
• Line 4-6: Check for successful actuation and satisfaction of assumptions on environment, and continue along original strategy.
• Line 7-14: Check for actuation failures and satisfaction of environmental assumption violation, and continue along altered path.
• Line 15-21: Check for environmental assumption violation, and continue execution along altered path.
Building patches to handle perturbations
is section proposes an approach to add 'patches' to a strategy that enable recovery from perturbations by nding a safe sequence of states back to the original strategy. As opposed to the previous section where complete strategies were synthesized, here only a recovery patch is synthesized. Let (h 0 ,m 0 0 ) : M 0 × P (AP env ) → P (AP sys )(M 0 × P (AP sys )) be a nite-memory strategy that strictly realizes a GR (1) 
) be a nite-memory strategy that strictly realizes(de ned as for the GR(1) speci cation) φ i r each . De neM as before and let M i ∩M j = ∅ for any i, j ≤ n with i j. Note that φ i r each can be converted to a GR(1) formula by introducing an auxillary variable as in [3] .
is de nition is similar to that of I M φ except for the additional constraint where we require that all states in the pre x are such that they are not from I φ (h 0 ,m 0 0 ). is is to allow pertubation to states in sequences before T r each was satis ed. is is because if a sequence of states in Plays(h i )
) then it satis es 3T r each . Since we are synthesizing a patch back to the original strategy, jumping to a state in I M −r each ensures that if the environment satis es the assumptions on safety and liveness, we will reach a state where T r each holds.
Next, de ne ExtTs r each for (s,w ) ∈ I (h i ) for some i ≤ n as ExtTs r each (s,w ) := {(s ,w ) | s ∈ Σ,w ∈ M i , i ∈ {0, 1, . . . ,n}.
is again is similar to the earlier de nition of ExtTs except that we distinguish between the case where i = 0 and i > 0. De nē 1 jump as: 
that unless pertubed according to ExtTs r each , on reaching a state in state in I φ (h 0 ), execution is continued in accordance with the strategy h 0 . Consider σ ∈ Plays(h) and m ∈ (M ) ω that satisfy the conditions in (19). Letσ ∈Σ ω such that ∀k ≥ 0.
Here, m is the memory-sequence corresponding to σ generated in accordance withh. P 6. For all suchσ , the following holds:
A proof is provided in the appendix. Algorithm 3 formally describes the implementation of a controller based onh. e controller makes use of the nondeterminism to recover from perturbations to the patches. Execution is begun along the strategy h 0 till a perturbation sets in. e controller attempts to recover using a patch (when perturbed onto a patch) if feasible and execution is continued along the patch to a state in I φ (h 0 ). Following this, execution along the original strategy is continued. Also, note the algorithm allows for jumps to φ-reachable states in the strategy itself (as doesh). e strategy also allows for perturbations from one patch to another during execution of the patch itself. In the presence of an adversary, the φ-reachable states encodes the adversary's state as well as the system state.
Informally, the recovery trajectory takes the system to A when the adversary reaches B where (A,B) is a φ-reachable state. Additional informal descriptions of speci c parts of Algorithm 3:
• Line 5-7: Check for successful actuation, satisfaction of environmental assumption, and for whether original strategy is being executed before continuing execution along original strategy.
Algorithm 3 Execute controller for a patched strategy
Input:
• GR(1) formula φ • Finite-memory strategy (h 0 ,m 0 0 ) realizing φ and a set of strategies (h l ,m l 0 ) for l ∈ {1, 2, . . . ,n} realizing φ i r each
• Sequence of inputs σ env ∈ P (AP env ) ω • System whose state s ∈ Σ is measured a er a control action ( ∈ P (AP sys )) has been applied i+=1, memory=memoryNew 33: end while
• Line 8-9: Check if executing a patch and update accordingly.
• Line 10-13: Check if φ-reachable state from original strategy has been reached during execution along the patch, and switch back to original strategy if condition holds.
• Line 15-22: Check for actuation failures and satisfaction of environmental assumptions, and continue along a patch with an altered memory value.
• Line 23-30: Check for environmental assumption violation, and continue execution along a patch with an altered memory value.
EXAMPLE IMPLEMENTATION AND ANALYSIS
Examples are implemented for the analysis of the techniques described in Section 4 for the task of planar robot motion planning in environments similar to that shown in Figure 1 . e robot is required to visit a set of locations in nitely o en. A moving obstacle whose motion constraints are similar to those of the robot but di ering in the starting position and progress states is added to the setup.
Complexity for re nement
An empirical analysis of the computational costs involved in each of the approaches to augment robustness is presented here. e computations were performed on a 2.40GHz adcore machine with 16 GB of RAM. e synthesis was performed with gr1c [8] , used in the Temporal Logic Planning (TuLiP) toolbox [5] . e experiment described below is repeated 50 times and the average synthesis times are presented (See Table 1 ).
Random 5×5 gridworlds are generated with a wall density of 0.2. e moving obstacle and robot have two di erent progresslocations which they visit in nitely o en and di erent initial positions. For each of the approaches perturbation points are chosen as below:
• Multiple Strategy Approach: A single perturbation point is chosen that is not in the set of φ-reachable states visited by the initial strategy. A strategy is synthesized with this perturbed state as the initial condition and the states visited by the new strategy are stored. A new perturbation point is chosen that was not visited by the earlier strategies. And the procedure is repeated.
• Patching: e points are chosen as in the previous approach and patches are generated iteratively. However, at each iteraton only those states from the new strategy are stored that occurred before the trajectories reached the stored set of φ-reachable states. e coverage i.e the number of unique states -robot, moving obstacle position combinations -visited by each strategy is also presented. It loosely characterizes the robustness for the concatenated strategies, as this count represents the number of φ-reachable states to which the system can be perturbed to. Patching is implemented iteratively, with the visited states augmented in each patch.
With iterative patching, the time for synthesis tends to decrease progressively with each patch for a given gridworld because the number of unique visited states tends to go up.
DISCUSSION AND CONCLUSION
is paper characterizes the inherent robustness of nite-memory strategies synthesized to satisfy GR(1) formulae and also proposes approaches to re ne them to increase their tolerance to perturbations. We show that these re ned strategies satisfy a stricter formula than the one used for synthesis. is tolerance is useful when the model is not exact for either the system behavior or the environment behavior. However, not all perturbations as de ned in Section 3 can be tolerated. e system cannot recover from perturbations where ρ sys is violated and perturbations to states that are not winning using the approaches described here.
Another application of the results presented here is in the presence of noise in measurements. Reacting to environmental events in physical systems involves measurements about the environment, and in the presence of noise, false inferences could be made under which the guarantees provided in terms of formula satisfaction would no longer hold. False inferences about an environmental event could alternatively be viewed as the system failing to apply the correct control action. ough ρ env was satis ed, the false inference could result in the system applying an incorrect control action. Let γ ∈ P (AP env ) be the inferred environmental event and the ground truth environmental event be µ ∈ P (AP env ) . e system control action s ∈ P (AP sys ) was decided based on f (m k ,γ ) where m k is the current memory state. is can be viewed as a perturbation with (m k+1 ,s) f (m k , µ) for any m k +1 ∈ M. If s ∪ µ ∈ Σ is a state for which any of the above described approaches apply, the system can recover to satisfy the guarantees on system behavior.
Future Work. We plan to extend the framework built here to the case of in nitely many jumps. We also intend to develop a metric that would quantify the robustness added to a strategy through a given concatenation and prescribe approaches for re nement of strategies to make them more robust with optimal synthesis time/memory costs. Also, we plan to implement the approaches in Sections 4.1 and 4.2 using enumeration from a stored BDD computed during the original synthesis as opposed to resynthesis. |= ρ env ∀d < |τ 0 | − 1. Consider τ r ξ r α r ∈ Plays(h q r ). If q r > 0, h q r strictly realizes φ q r r each and ξ r 0 is φ q r r each -reachable. If q r = 0, h 0 strictly-realizes φ and ξ r 0 is φ-reachable. erefore, if ξ r α r |= 2ρ env we have τ r ξ r α r |= 2ρ env . By strict realizability, we have τ r ξ r α r |= 2ρ sys .
To conclude, we showedσ |= Θ env 0 ∧ 2(ρ env ∨1 jump ) →σ |= Θ -reachability of ξ r 0 , we have τ r ξ r α r |= Θ env q r . And, above we reasoned τ r ξ r α r |= 2ρ env for this case. erefore, it must be the case that τ r ξ r α r |= 3T r each . Observe that if s ∈ I φ (h 0 ,m 0 0 ) then ∃w ∈ M 0 .(s,w ) ∈ I M φ (h 0 ,w 0 0 ). τ r ξ r α r |= 3T r each leads to a contradiction as by the de nition of Plays(h), we should switch strategies when we reach a state s that satis es T r each . erefore, q r = 0 whenσ |= Θ env 0 ∧ 2(ρ env ∨ 1 jump ) ∧ j=1 23ψ env j . By strict realizability and φ-reachability, we reasoned that τ r ξ r α r |= Θ env 0 ∧ 2ρ env →σ |= Θ sys 0 ∧ 2ρ sys . Additionally τ r ξ r γ r |= j=1 23ψ env j , by which we have τ r ξ r α r |= Θ sys 0 ∧ 2ρ sys ∧ j=1 23ψ sys j (since q r = 0 and from the de nition of (h 0 ,m 0 0 ) realizing φ). erefore, we haveσ |= Θ sys 0 ∧2ρ sys ∧ j=1 23ψ sys j , hence proving the proposition.
