The advancements in the field of analysis and optical recognition of document images have accelerated recently due to the many emerging applications which are not only challenging but also computationally more demanding, such as mail and document sorting, automatic classification of documents, handwriting and script recognition, etc. In this paper, our contribution focuses on preprocessing of these applications: smoothing and filtering of degraded document images using a new adaptive mean shift algorithm based on the integral image. The great difficulty of parameter setting of this approach requires solving of complex optimisation problems using metaheuristic algorithms. Our goal is to demonstrate the contribution of the particle swarm optimisation (PSO) method to improve the quality and the parameter setting of the developed preprocessing approach. We tested and compared two types of objective functions (supervised and unsupervised) and demonstrate the effectiveness of the optimisation in an unsupervised context.
Introduction
The automatic reading systems of documents are widely used to store, sort and search any important information from paper-based documents. The objective of document image analysis is to extract and recognise the textual information (using optical character recognition system: OCR) and graphics components in the document. A typical OCR system consists of the following steps:
• Step 1: image pre-processing (page restoration, quality improvement, noise reduction, contrast enhancement, deskewing of the document, page magnification).
•
Step 2: foreground/background separation (binarisation) using global or local methods.
Step 3: component separation and segmentation, using a pyramidal analysis (extraction of the physical and logical layout of the document, text block detection, printed or handwritten recognition).
Step 4: Optical recognition of text.
As described in Gaceb et al. (2008) , in general, there is no existence an ideal and generic segmentation because of the difficulty of parameter selection on document images of very diverse quality. There are always several possible segmentations. We can show that the problem of segmentation is usually a poorly formulated problem. A good segmentation mechanism will be able to provide a good recognition on a wide variety of documents. Therefore, it should be able to simplify the image without degrading the content, avoiding precipitated and irreversible choices. We note that the future of image pre-processing and segmentation is in the downstream control by the application using evolutionary approaches. It is in this context that the particle swarm optimisation (PSO) algorithm was introduced to facilitate, accelerate and optimise the choice of preprocessing settings applied to images of documents. The evolution of a global optimum search is guided by the quality of binarisation. Image foreground and background separation is also an essential step in a variety of image analysis, OCR and computer vision tasks (Gaceb et al., 2008) . Particle swarm optimisation is an optimisation algorithm proposed in 1995 by Dr. James Kennedy, a social psychologist, and Dr. Russell Eberhart, an electrical engineer (Kennedy and Eberhart, 1995) . PSO, as an optimisation tool, provides a population-based search procedure in which individuals called particles change their position with time. In a PSO system, particles fly in a multidimensional search space. During flight, each particle adjusts its position according to its own experience, and the experience of its neighbouring particles, making use of the best position encountered by itself and its neighbours (Gorai and Ghosh, 2009) .
In our study, we have chosen PSO for the following reasons; it comprises a very simple concept, and paradigms can be implemented in a few lines of computer code. It requires only primitive mathematical operators and is computationally inexpensive in terms of both memory requirements and speed.
The rest of this paper is organised as follows. In the second section, we present related works in the same domain addressed in this paper. A description of PSO algorithm is presented in the third section. In the fourth section, we present the theoretical principle of the mean shift (MS) method. The fifth section describes our contributions in terms of pre-processing of document images. This last section is organised in two parts; the first one describes an adaptive mechanism of mean shift (AMS) method for smoothing and filtering. In the second part, we explain the role of PSO algorithm in the image filtering and smoothing using an improved MS method. In the sixth section, we present and discuss some experimental results obtained from applying our propositions on a set of images of the degraded documents from DIBCO11 image dataset (contest of ICDAR conference). Finally, concluding remarks are given in Section 7.
Related work
The problem of pre-processing and restoration of the degraded document images is a well-known domain. It has been studied from several points of view. Zhixin and Govindaraju (2004) have proposed a technique for historical document image enhancement using background brightness normalisation. Their technique detects the background with a 'best fit' linear function normalised by respecting the approximation. A series of multi-level classifiers for document images is introduced in . The authors of this paper proposed a novel PDE-based method for the restoration of the degradations in single-sided document images. In , the same authors proposed a new method to remove the interference patterns from double-sided in low-quality document image. In the selective and adaptive framework, there is another approach based on partial diffusion equation (PDE) proposed by Perona and Malik (1990) . In these approaches, the value of a pixel moves through iterations depending on the gradient vector variations, the variance of the averages is also due to the gradient vector, all of that gives these approaches better accuracy (compared to EPSF approaches Nikolaou and Papamarkos, 2009 ) at ambiguous areas and therefore better preservation of edges. The PDE analysis is available in two versions: isotropic and anisotropic. Tschumperlé and Deriche (2002) proposed a unifying framework based on a local interpretation of the regularisation processes. The resulting equations are specialised into new regularisation PDEs and corresponding numerical schemes that respect the local geometry of vector-valued images. The proposed method is applied on a wide variety of image processing problems, including colour image restoration, inpainting, magnification and flow visualisation. The same author published improvements and other applications of this method in Tschumperlé and Deriche (2005) , Tschumperlé (2010) . Drira, LeBourgeois and Emptoz (2012) evaluate partial diffusion equation (PDE) as a solution to textual degraded document images pre-processing or restoration. Their study proves the effectiveness of the proposed method compared to another anisotropic diffusion approaches. The same authors introduce a comparative study between two denoising frameworks: local and non-local smoothing filters. They used synthetic and real degraded document images to illustrate the behaviour of the studied frameworks. The problem with these approaches (based on PDE analysis) is in their computing time consumption and the parameter settings.
Likforman-Sulema, Darbonb and Smith (2011) enhanced the contrast of historical printed document images by combining total variation regularisation and non-local means in order to improve OCR recognition. It flattens background grey-levels and applied the filter based on non-local means to clean the image. Parker, Frieder and Frieder (2013) proposed an automatic enhancement and binarisation of the historical degraded document images. Their approach is based on the principles that first one is 'writing' pixels should be darker than the 'non-writing' pixels nearby and the second one is 'writing' should generate a detectable edge. Their method is applicable on two types of images (printed and handwritten) also on both types.
A PSO and bilateral filter for the enhancement of historical degraded document are proposed in Quraishi et al. (2013) . They have used two ways for image enhancement: in the first one, the PSO and the bilateral filter is applied to provide a near optimum solution, and in the second one, the non-linear enhancement with bilateral filter has been used. Deborah and Arymurthy (2010) proposed a genetic algorithm for old document image enhancement and restoration. Their main contribution is the development of their fitness function to select new population as well as to have a best new enhanced image. Jonesherine and Gnanara (2015) used a MS algorithm for old document images. They proposed a local-global MS based colour image segmentation approach. Their procedure is based on two steps carried out by updating and propagating cluster parameters using the mode seeking property of the global MS procedure. The first step consists of shifting each pixel in the image according to its R-Nearest Neighbour Colours. The second step process shifts only the previously extracted local modes according to the entire pixels of the image. Cao and Govindaraju (2009) proposed a statistical approach to pre-processing of lowquality handwritten documents using Markov Random Fields where the hidden-layer prior probability is learned from a training set of high-quality binarised images and the observation probability density is learned from the grey-level histogram of the input image. Su, Lu and Tan (2012) proposed a novel technique of degraded document images thresholding using an adaptive contrast image. The main idea of their contribution is to combine the local contrast image and the local gradient image that is tolerant to text and background variation caused by different types of document degradations. In their proposed technique, an adaptive contrast map is firstly constructed from an input degraded document image. The contrast map is then binarised and combined with Canny's edge map to identify the text stroke edge pixels. The document text is further segmented by a local threshold that is estimated bay analysis of the intensities of detected text stroke edge pixels in a local window.
The field of meta-heuristic optimisation has known a very promising evolution in the last decade. Meta-heuristics have been used in various domains such as image processing. Nesmachnow (2014) has presented an overview of meta-heuristics as high-level soft computing strategies for solving optimisation problems; in his paper, a general view of the field is presented, and a review of the main algorithms within the class of metaheuristics is reviewed, by introducing the main concepts behind their formulations and their application to solve real-world problems from several domains. An interesting area of research involves understanding how far this technique can be extended to other problem domains such as parameter optimisation. Authors of those papers (Blum et al., 2011; Blum and Roli, 2003; Bäck and Schwefel, 1993; Michalewicz and Schoenauer, 1996; Eiben, Hinterding and Michalewicz, 1999; Dorigo and Blum, 2005; Maniezzo and Carbonaro, 2002) are concentrated on the use of meta-heuristics and evolutionary algorithms for solving optimisation problems of the automatic adjustment of the parameters.
Particle swarm optimisation is one of the recent meta-heuristics family that used to find optimal solutions to numerical and qualitative problems. In the last decade, this algorithm has been successfully applied to multidimensional optimisation problems, artificial neural network training and multi-objective optimisation problems. Currently, it is used for image processing. Many of variants are proposed by researchers in order to improve the behaviour of the basic version. proposed a new PSO variant, named as enhanced leader PSO for mitigating premature convergence problem. Aneesh, Masand and Manikantan (2012) proposed a new method of binary PSO called accelerated binary particle swarm optimisation. Their algorithm is used for feature selection in face recognition application. Wachowiak et al. (2004) and the authors of this paper proposed a new hybrid PSO for single-slice 3D-to-3D biomedical image registration. Their results demonstrate that the proposed variant of PSO is useful in image registration, and emphasise the need for hybrid approaches for the complex registration problems. Maitra and Chatterjee (2008) introduce an optimal multi-level thresholding algorithm employing an improved variant of PSO. The proposed hybrid PSO employs cloning of fitter particles, at the expense of worst particles, in an attempt to further enhance the capability of the optimisation strategy. An overview of PSO approaches in image segmentation is introduced in Kaur and Singh (2012) . They have reviewed how PSO can be combined with various other methodologies such as neural networks, rough sets, clustering, thresholding, genetic algorithm, wavelets and fuzzy systems. Helen et al. (2011) proposed a two-dimensional Otsu method based on the PSO algorithm for automatic segmentation of pulmonary parenchyma. With the help of PSO, the proposed method can extract pulmonary parenchyma from multi-sliced CT images. Another problem is exposed about how to solve the problem of variables discrete which is more challenging than the problem with pure continuous variables. in its article analyses all strategies adopted in PSO for tackling discrete problems and discusses thoroughly about pros and cons of each strategy.
Our paper investigates the application of this kind of efficient optimisation using the PSO algorithm in the field of pre-processing of degraded document images. This work represents the original contribution of PSO in this domain. In the next section, we present the theoretical bases of the PSO method. We then present our methods of pre-processing optimised by PSO.
Particle swarm optimisation
Particle swarm optimisation algorithm is a population-based search algorithm based on the simulation of the social behaviour of birds within a flock. In PSO, each single solution is a 'particle'. All of the particles have fitness values, which are evaluated by the objective function to be optimised, and have velocities, which direct the flying of the particles. The particles fly through the problem space by following the personal and global best particles. In our work, the objective function is quantitative estimation of the pre-processing quality that corresponds to a setting set (or a particle position in the space of parameter choice).
The swarm is initialised with a group of random particles and it then searches for optima by updating through iterations. At each iteration, each particle is updated by following two best values. The first one is the best solution of each particle achieved so far. This value is known as pbest solution. Another one is the best solution tracked by any particle among all generations of the swarm. This best value is known as gbest solution. These two best values are responsible to orient the particles to new better position. The velocity t i V of particle i at moment t depends on the velocity
X , the best position t i pbest found up to now by the article, and the best position t gbest found up to now by the swarm. After finding the two best values, a particle updates its velocity and position using the following equations (Gorai and Ghosh, 2009 ):
Where c1 is the inertia weight of the particle (the good values of this constant are usually slightly less than 1, if c1 > 1, a particle can power itself and the algorithm will not converge to a solution.). When c1 is close to 1, we get a better exploration of the search space but we lose in speed of convergence. c2 and c3 are constants that say how much the particle is directed towards good positions. They represent a cognitive or self-confidence and a social or swarm confidence component, respectively, in that, they affect how much the particle's personal best and the global best (respectively) influence its movement. c2 is the attraction weight towards the best position the particle has seen, and c3 is the attraction weight towards the best position any particle has seen. c2 and c3 are selected randomly at the moment by:
Where rand(0, 1) denotes a random real number uniformly distributed in [0, 1] . cmax is a gravitational coefficient, the gravitation pulls particles to gbest or pbest to improve searching efficiency. However, the algorithm will diverge if cmax is too large. It is important to note that the high performance of the optimisation can be obtained when the inertia and the gravitation work together. Therefore, good convergence, c1 and cmax values should not be selected independently. Practically (in our application), we noticed that the following combination of PSO algorithm gives better results: c1 = 1/(2 × log(2)) = 0.72, cmax = c1 + 2 × log(2) −1 = 1.11 and swarm size s = 80 (Section 6). Then, the position 1 t i X + of particle i at the time (t + 1) can be defined using the following formula:
During the evolution of the swarm, it may happen that a particle j exits the initially defined search space [X min , X max ] D . So this mechanism stipulates that if a coordinated X j , calculated using the equations of motion, comes out of the interval [X min , X max ], is assigned to this point the value of the nearest boundary point. Practically, this leads to replace Eq. (3.3) by Eq. (3.4). 
Moreover, this mechanism is often completed by a change of velocity or by replacing the component which poses a problem with its opposite, often weighted by a coefficient less than 1, or simply by annulling it.
The general steps of PSO algorithm can be summarised and presented in the pseudo-code of Algorithm 1. In this algorithm, we consider the case of a maximisation problem.
Algorithm 1: PSO pseudo-code
Generate initial population with P number of D dimensional particles Initialization for each Particle i = 1 to P do Initialize parameters (randomly within their range) and corresponding random velocities. endfor while (not termination condition ) do for
Update the velocity using eq. (3.1) Update the position using eq. (3.3 or 3.4) endfor endwhile 4 Image pre-processing using MS Mean shift is a powerful iterative algorithm and generic unsupervised clustering procedure, based on maxima of densities function, which does not require prior knowledge of the number of clusters, and does not limit the shape of the clusters. It is introduced by Fukunaga and Hostetler (1975) and has been extended to be applicable in other fields such as computer vision (Comaniciu and Meer, 2002) , pixel clustering for image segmentation, edge detection and image smoothing and filtering, etc. The method shifts iteratively a fixed size Parzen window to the nearest stationary point along the gradient directions of density in the colour space. In the segmentation or the smoothing process, each image pixel is changed by the mode of its neighbours' values computed on the initial image. It is a good adaptive pre-processing method with minimal disadvantages; the only limitation is the difficult optimal choice of its parameters.
in the colour space), the multivariate kernel density estimate obtained with kernel G(x) and window radius r is:
For radially symmetric kernels, the profile of the kernel G(x) satisfying:
Where c k,d > 0 is a normalisation constant which assures that G(x) integrates to 1,
monotonically decreasing function and is referred to as the profile of the Kernel. The modes of the density function are located at the zeros of the gradient function ∇f(x) = 0.
For n data points x i = 1 ... n , the gradient of the density estimator is:
Where the function g(x) = −G'(x) for profile. The first term is proportional to the density estimate at x computed with kernel 
Where x is the centre of the kernel (window), and r is a bandwidth (radius) parameter. Therefore, the MS is the difference between the weighted mean, using kernel G as the weights and x as the centre of the kernel (window). Regions of low density values are of no interest for the feature space analysis, and in such regions, the MS steps are large. On the other hand, near local maxima, the steps are small, and the analysis is more refined. The MS vector always points in the direction of the direction of the maximal density. The is assured to converge to a point with minimal gradient of density function (zone of maximal density of similar points). The MS clustering algorithm is a practical application of the mode finding procedure: Starting on the data points, run mean shift procedure to find the unchanging points of the density function.
Prune these points by retaining only the local maxima. The set of all positions that converge to the same mode defines the attraction zone of that mode. The points, which are in the same attraction zone, are classified in the same cluster. The Figure 1 shows the example of MS clustering on two-dimensional data. The algorithm, proposed in Comaniciu and Meer (2002) , introduces a combined feature space joining the spatial coordinates and the colour space. It uses five dimensions, two dimensions in the Cartesian space (x, y) and three dimensions in the colour space (L, u, v) , the RGB colour space or a texture feature space can be used and replace the Luv space. In its new form, the MS achieves a low computational cost but the resulted segmented images are generally over-segmented which requires a post-processing step to merge small regions. Interested with document images, this variant seems inefficient as it breaks the handwritten strokes and over-segments the background. This method uses three non-generic parameters on document images (radius in the Cartesian space and radius in the colour space). The following figure shows how the variation of radius in the colour space offers a pre-processing result of different qualities. This figure shows that a large radius value in the colour space (Figure 2b and c) generates a blurred result with intense smoothing, while a small radius value cannot efficiently filter the noise present in the image (Figure 2f ). Figure 2d shows the better compromise between these two cases, offering an efficient noise filtering without degrading the quality of the characters. This highlights the difficulty to find a generic value radius that offers the best compromise on all types of image degradation. The problem of any filtering method is that it is able to degrade some parts of fine writing, remove scraps of small size characters and may introduce a blurring effect, which increases the complexity of the decomposition of image.
We highlighted the various criteria on which our conception of a new pre-processing approach should take into account the following elements:
• Reduce noise
• preserve the contrast and contours
• reserve the visibility of lines and characters
• Remove false colours, the block effect due to JPEG compression.
• Local intelligent analysis allows:
• Avoid filtering image zones that are already in good quality to preserve the original quality and save time calculation.
• filtering level must depend on local estimation of degradation level.
Pre-processing using the dual PSO-MS: image filtering and smoothing (first level of segmentation)
In order to ensure an optimal and generic parameterisation, also to accelerate the classical method of MS, we introduce two improvements: the first one is the AMS and the second one is the result optimisation using PSO.
Adaptive mechanism of mean shift
Application of the MS method to each pixel is guided by a local estimator of quality based on the integral images. We apply the method only to noisy or degraded zones in the image. Our mechanism examines the homogeneity criterion by analysing the neighbours of each pixel. The variance is estimated in a window of radius rl (in Cartesian space) centred at the pixel (x, y) to indicate the uniformity of the distribution of the grey levels (or colour) in its neighbourhood. In order to boost computation, variance formula is divided into two parts. The sums In and In2 can be calculated recursively: Using integral image makes computation independent from the sliding window's radius. Thus, the quality estimation in 14 × 14 window has the same cost as working with a 3 × 3 window. Moreover, the computation of the integral image itself can be optimised by multithread implementation. Our AMS method uses four parameters, the radius of the analysis window in Cartesian space (P 1 ), the radius of the neighbours in the colour space (P 2 ), a number of iterations (P 3 ) and the uniformity predicate to evaluate the quality of each pixel (P 4 ).
Figure 3
Examples of pre-processing of degraded document images using our approach, original image (left), pre-processed image, P1 = 10, P2 = 5, P3 = 100 and P4 = 10 (right)
Optimisation of AMS parameters
Particle swarm optimisation is one of the most commonly used optimisation techniques. However, PSO parameters significantly affect its computational behaviour. Rezaee Jordehi and Jasni (2013) explains the various existent strategies for setting PSO parameters, provides some hints for its parameter setting and presents some proposals for future research on this area. In this paper, we use PSO to converge rapidly to an optimal set of parameters { } * * * * * 1 2 3 4
, , , SP P P P P = .
The following figure summarises the different steps of our pre-processing approach. Each parameter P i varies in an interval limited by two values (minimal and maximal) I(i) = [P i_min, P i_max ] with a fixed pitch t i . The following block diagram summarises the steps of our approach (AMS + PSO). 
Objective functions
As all optimisation problems, we need an efficient objective function to evaluate the quality of obtained solutions at the position of each particle of the swarm in 4D space. This function, which must be maximised, leads to the evaluation of the pre-processing quality using our proposed method. The position of a particle corresponds to the 4 parameters used by our pre-processing method (radius of the local analysis in the luminance space, the size of the analysis window in the Cartesian space, maximum number of local iterations and maximum number of shift). For this, we developed and compared two types of objective function in two different contexts: the supervised and unsupervised evaluation.
Objective function based on supervised criteria
The first objective function used by PSO algorithm is based on the evaluation metric called F-measure. This measure compares the quality of the pre-processed and binarised image with that of ground truth of the DIBCO dataset. When the value of F-measure is close to 1, it indicates that the pre-processing based on our method leads to a best binary image identical to the image of the ground truth (and the best character quality leads to accurate recognition).
Objective function based on unsupervised evaluation criteria
In the second step, we have developed an autonomous fitness function (without a reference image) to estimate the quality of the pre-processing of an unsupervised way. Based on the principle that better image filtering should lead to a better detection of its contours, we have developed an objective function, which is inspired from the evaluation metric of edge quality, proposed in Kithcen and Rosenfeld (1981) . The existing metric is based on the local coherence of edge detection evaluated using two criteria: the local continuity and the thinness. The contours are generated by an edge detector followed by a gradient threshold (in our case, we use the detector of Canny (1986) and hysteresis thresholding). At each point of the contour, the gradient direction is assumed to be known. The evaluation of the global contour map is based on the computing of local score average at all contour points. So the local score is obtained (by analysing a 3 × 3 neighbourhood) by a linear combination of a score of local continuity (C) and a score of local thinness (T), expressed by the following equation:
(1 ) with
The criterion of local continuity C requires that each contour pixel P c should have two adjacent pixels of contours (p 1 , p 2 ) in the perpendicular direction of gradient (or in the same direction of the contours). The criterion of local thinness T requires that there is no contour points at the outside of these two points (p 1 , p 2 ) in a 3 × 3-neighbourhood window.
The two scores take values in the interval [0, 1] . A value of 1 signifies that the corresponding criterion is perfectly satisfied (see the following figure).
• if α = 0, then F = T (evaluation of the local thinness)
• if α = 1, then F = C (evaluation of the local continuity)
• if [0, 1] Good edge detection should meet the three following criteria:
• A good location that controls the precise location of the contours
• A good detection (good continuity) that reveals an important response even to the low variation of the gradient (this criterion controls the sub-detection)
A unique response (thin contours).
We observed that the first criterion is not considered in the above objective function (the quality of edge location is not evaluated), this function evaluates the quality of the good detection using only the criterion of continuity. In order to make up for this limitation, we introduce the following improvements:
max is the maximum intensity in a 3 × 3 neighbourhood of pixel P in the image Im. The new formula that we have improved is written as follows:
• α = 0 evaluation is based on the good location metric (R)
• α = 1 evaluation is based on the good detection metric (continuity C)
evaluation is based on the two metrics C and R (according to our tests, a best evaluation is reached for α = 0.5).
The following scheme summarises our approach based on the unsupervised evaluation of the pre-processing quality for a given parameter set. 
The first evaluation (supervised objective function)
The DIBCO 2011 (ICDAR) testing dataset (Pratikakis, Gatos and Ntirogiannis, 2011) consists of eight machine-printed and eight handwritten images for which the associated ground truth used to guide the objective function (based on F-measure metric). The documents of this dataset originate from the collections of the following libraries: The Goettingen State and University Library (UGOE), The Bavarian State Library, the British Library and the Library of Congress. The selection of the images in the dataset was made so that it should contain representative degradations.
The following tables show the results of F-measure comparing the ground truth image with the binary image of original image (without pre-processing) and of the preprocessed image using our approach (PSO+AMS). Different parameters of the PSO algorithm are tested (c1, cmax and swarm size 's').
The following histogram shows that the PSO algorithm offers improved preprocessing parameterisation using the AMS approach.
Figure 7
Improved separation between foreground and background images after using our pre-processing method (PSO + AMS) with the best PSO parameters. The best quality of binarisation step improves significantly the text recognition using OCR (the parameters of the PSO method: maximum number of evaluations = 300. Swarm size = 20. c1 = 0.72. cmax = 1.11) (see online version for colours)
The results in Tables 1-3 show a significant improvement of the image quality provided by the combination of our pre-processing method with the PSO algorithm. This last research in reduced times the best set of pre-processing parameters and allows an interesting optimisation of the pre-processing of degraded document images. The variations of the optimal F-measures show that the algorithm converges to the same global maximum approximately during the variations of PSO parameters (c1, cmax and swarm size). The increase in number of particles (from 20 to 80) decreases the number of required algorithm iterations (from 300 to 100). On the other hand, the success rate of the algorithm was also increased. Increased number of particles leads to a better exploitation of the search space of the pre-processing parameters. More particles require more function evaluations; however, the optimisation cost is usually dominated by the evaluations of the objective function. It is important to choose, in this case, the PSO parameters that provide the best compromise between the number of particles and the number of evaluation. The best results are given by the PSO parameters triplet (c1 = 0.72, cmax = 1.11 and s = 80) with an average F-measure = 85.27% but the best compromise is given by the parameters (c1 = 0.72, cmax = 1.11 and s = 20) with an average F-measure = 85.01%.
Table 1
Tests on document images with printed text: results of F-measure comparing the ground truth image with the binary image of original image (without pre-processing) and of the pre-processed image using our approach (PSO+AMS) Table 2 Tests on document images with handwritten text: results of F-measure comparing the ground truth image with the binary map of original image (without pre-processing) and of the pre-processed image using our approach (PSO+AMS) 
The second evaluation (unsupervised objective function)
Here, we present the results of our pre-processing method using the unsupervised objective function described in Section 5.3.2 (Eq. 5.8).
Table 4
Results of F-measure (Eq. 5.8) of original image (without pre-processing) and of the pre-processed image using our approach (PSO+AMS) and the F-measure of the original image and the better pre-processing image to test the efficiency of the unsupervised objective function The Table 4 results shows that the unsupervised objective function (average F-measure = 84.11%) converges to similar results as those obtained by the supervised objective function (average F-measure = 85.01%). This confirms the effectiveness of our method of pre-processing in unsupervised operation and provides a generic filter that can treat a large variety of documents and degradations.
Comparison with existing pre-processing methods
The Table 5 and Figures 8 and 9 (using a supervised or unsupervised objective function) compared to two pre-processing methods widely used in the literature (Perona and Malik, 1990; Tschumperlé, 2010) based on the principle of the diffusion. These results show the power of PSO method to optimise the parameters of our AMS approach that adapt to the level of degradation and preserve the quality of writing on the document. The optimised parameters offer high performance of our approach on different types of degradations. 
Example of pre-processed images using our approach (PSO+ASM) and impact of the optimised parameters
To assess the dispersion between the results of the optimisation of compared approaches, we used the Kruskal-Wallis test (Gibbons and Chakraborti, 2011) . It is a non-parametric version of classical one-way ANOVA, and an extension of the Wilcoxon rank sum test to more than two groups. It compares the medians of the F-measures of each pre-processing approach to estimate the difference (dispersion) among its distributions.
The following table is the Kruskal-Wallis ANOVA table representing two kinds of variability: variability between compared approaches and variability within approaches. This table has six columns, respectively: the source of the variability, the sum of squares (SS), the degrees of freedom (df), the mean squares (MS, ratio SS/df) related to each source, the chi-squared measure (ratio of the MS's), the p value, which is derived from the df of chi square. As chi square increases, the p value decreases. The following figure displays box plots of each approach. Large differences in the centre lines of the box plots correspond to large values of H and correspondingly small p values. In the previous box plots, we can notice that our approaches (2: based on supervised optimisation and 3: based on unsupervised optimisation) offer very similar performance with a similar level of dispersion. This confirms the possibility to pre-process any image using an unsupervised optimisation. The very low level of dispersion around the median value indicates that our approach provided a stable performance and robustness optimisation on the entire DIBCO database images, with a wide variety of degradations, including loss of contrast, blurring, noise and geometrical distortion. With our approach, we obtain better stability and robustness to degradations compared to the approaches 1, 4 and 5 that have more important internal dispersion. The significant gap between the median line of the approaches 2 and 3 and that of the approaches 1, 4 and 5 demonstrates a significant improvement in performance by our approach: p value (approaches 1 and 3) = 0.04 < 0.06, p value (approaches 1 and 2) = 0.02 < 0.06, p value (approaches 2 and 5) = 0.04 < 0.06 and p value (1,2,4 approaches) = 0.06. The returned values of p indicate that Kruskal-Wallis test rejects the null hypothesis that all approaches have a same distribution of F-measures (performance) at a 6% significance level. All this performance reflects the impact of the optimised parameters by our method, to increase the genericity and robustness of the pre-processing on a wide variety of images of documents and degradations. The significant increase in F-measures by our approach led (certainly) to a significant improvement of ratio of automatic reading and interpretation of these documents, using OCR systems. This auto-setting of the parameters using an unsupervised approach represents a significant interest in the field of automatic recognition of the documents. It avoids a tedious manual setting, currently employed, cause of the most reported reading failures.
The following figure shows some results obtained by our method; we can see that our pre-processing method, using optimised parameters, provides better reduction of degradation and preserves the shape of the characters (readability of text). 
Conclusion
In this paper, we have presented our new pre-processing approach suited to the document images. Our approach is based on the coupling of a MS adaptive mechanism for reducing degradation and on the PSO meta-heuristic approach for optimising the parameters of the AMS approach with a lower cost of complexity. The convergence of the optimisation process is based on an objective function that measures the quality of the characters (or text readability) after pre-processing to help achieve a maximum OCR rate. In this context, we used two types of objective functions: supervised and unsupervised. The first one comes from the DIBCO contest of ICDAR conference, which is based on the supervised F-measure metric (ratio between the recall and precision). The second one is a new approach that we have developed and adapted to provide a generic optimisation because it relies on an unsupervised evaluation that is independent of a ground truth images. The obtained results show the power of the automatic optimisation of the preprocessing settings and the effectiveness of our approach operating in an unsupervised mode to reduce the degradation of the document images and increase the readability of text contained in these documents. This contribution represents a new solution to avoid the tedious task of manual setting of pre-processing parameters, commonly used by existing OCR systems.
