Abstract-We re-examine a fixed-point algorithm proposed recently by Hyvärinen for independent component analysis, wherein local convergence is proved subject to an ideal signal model using a square invertible mixing matrix. Here, we derive step-size bounds which ensure monotonic convergence to a local extremum for any initial condition. Our analysis does not assume an ideal signal model but appeals rather to properties of the contrast function itself, and so applies even with noisy data and/or more sources than sensors. The results help alleviate the guesswork that often surrounds step-size selection when the observed signal does not fit an idealized model. Index Terms-Fixed-point algorithms, independent component analysis (ICA), monotonic convergence, non-Gaussian signals.
I. INTRODUCTION

M
ANY techniques of blind signal restoration seek to maximize the non-Gaussianity of a filtered signal [1] . In this light, consider an objective function of the form [2] in which is a random vector in containing a mixture of independent sources, is an adjustable weight vector, is a normalized Gaussian random variable, is a user-chosen nonlinearity, and can have either of two meanings.
• Statistical expectation, in which denotes the joint probability density function of the random variables comprising
• Empirical mean, in which a sequence of observation vectors is available
The aim is to maximize subject to . Fixed-point algorithms were proposed in [2] to accomplish this task. In the special case where the data vector is obtained from independent non-Gaussian sources by way of a square invertible mixing matrix, local convergence to a solution which restores one of the source signals is proved in [2] , with global convergence shown for the kurtosis algorithm obtained using . The assumption of a square, invertible mixing matrix is restrictive, since it tacitly assumes that a linear combiner applied to can perfectly extract one of the source signals in the mixture. (The vector need only align itself with the appropriate row of the inverse of the mixing matrix.) In practice, perfect separation is rarely attainable using a linear combiner, especially in a mixture having more sources than sensors. Consider, for example, a rather simple mixture model of the form where the vector contains the independent sources to be separated, is the mixing matrix, and is the background noise, assumed independent of the sources contained in . This can be rewritten in the form which is still a mixture of independent sources. Even if the matrix is square and invertible, clearly, the augmented mixing matrix has more inputs than outputs, and no orientation of the combiner vector can be expected to isolate one of the source signals contained in . More sophisticated models, involving convolutive mixtures and correlated background noise, may be found in [3] . Two key questions which arise in such cases are 1) whether the extrema of a given contrast function still yield an "approximate" separation and 2) whether an iterative algorithm may still be expected to converge to an extremum.
The former question has been studied in detail for kurtosis criteria [3] - [7] (which include the constant modulus criterion [8] ) in a blind equalization context. As a general observation, extrema of kurtosis criteria yield solutions near a minimum meansquare error filter; performance bounds are developed in [3] , [6] , and [7] . Blind criteria, however, generally exhibit multiple extrema, and the quality of signal reconstruction can vary from one extremum to the next in the "more sources than sensors" case (also called the "undermodeled" case), necessitating due consideration of initialization strategies [9] , [10] .
The intent of this paper is to address the latter question, i.e., convergence to an extremum of a contrast function. Instead of appealing to assumptions concerning the source mixture, our approach appeals to properties of the contrast function itself, in order to derive step size bounds which ensure monotonic convergence to an extremum. As such, the monotonic convergence results apply for general mixture models, not merely those allowing perfect signal restoration. This is also relevant for projection pursuit in data analysis [1] which aims to maximize the non-Gaussianity of the combiner output, without reference to a mixture model. Our approach generalizes that used in [11] for the super-exponential algorithm [12] .
Extrema of for which (respectively, ) will be labeled super-Gaussian (respectively, sub-Gaussian) with respect to . 1 We show in Section III that if is a convex function, meaning that for all and and for all then an earlier version of the fixed-point algorithm will converge, for any initial condition on , to a local maximum of the restriction of to the unit sphere . Of the candidate choices for outlined in [2] , viz.
where , , , and are convex, but is not. Other choices for may, of course, be envisaged.
In Section IV, we show how the monotonic convergence for a convex contrast function can be extended to general nonconvex contrast functions and establish a step-size bound for the superGaussian case.
Step-size bounds for the sub-Gaussian case are likewise developed in Section V, with concluding remarks in Section VI.
II. PRELIMINARIES
We suppose for ease of exposition that has been prewhitened (or sphered) so that , i.e., when denotes statistical expectation, or when denotes the empirical mean. In either case, the constraint that reduces to (all norms are the Euclidean norm). Maximizing may, according to the source to be restored, result in at a maximum (super-Gaussian case), or (sub-Gaussian case). We treat the super-Gaussian case first, for which maximizing subject to the constraint reduces to maximizing subject to the same constraint.
As in [2] , we let denote the derivative of with respect to . With a free vector in , let denote the gradient vector of over 1 As a reviewer noted, super-or sub-Gaussianity is usually defined with respect to kurtosis, corresponding here to G(u) = 1=4u . Other definitions, however, may also be found in the literature, notably [13, p. 390]. Since other nonlinearities for G(u) may also be considered for ICA, it seems natural to adopt our generalized definition here.
We may then consider the gradient ascent algorithm from [2] ( 1) where is the step size and . We seek a range for the step size which ensures monotonic convergence in the sense that whenever . We consider in the next section the special case where the function is convex. The results are initially simpler to present for this case and are subsequently extended to general contrast functions in Section IV.
III. CONVEX CONTRASTS
We begin with the following basic result.
Lemma 1:
If is a convex function of , then is a convex function of over . Indeed, if is taken as the statistical expectation operator, then by a direct calculation, we have, for any two choices of and in , and for any in which the inequality follows from convexity of combined with the non-negativity of . The proof when is the empirical mean operator is similar and left to the reader.
We should remark that the restriction of to the unit sphere will not be a convex function, for the simple reason that the unit sphere is not a convex set.
In what follows, we may relax the convexity of over to convexity of over any convex subset which contains the unit sphere . Two candidate choices for are the unit ball (which is the convex hull of the unit sphere) and the entire space itself. The gradient inequality for convex functions [14, Sec. 23] asserts that, for all and in the domain of convexity (2) Consider now a particular step-size choice . The gradient ascent algorithm (1) simplifies to (3) We then have the following theorem.
Theorem 1: Suppose is convex. If in (3), then . Therefore, if the restriction of to the unit sphere is bounded, the sequence of iterates from (3) must approach a maximum of this restriction as , save for an exceptional set of initial conditions on . (The exceptional set will include all saddle points and crest lines leading to such saddle points; this set has measure zero.)
Proof: Since the gradient inequality applies to any two vectors in , it applies in particular to successive iterates and , giving
It suffices to show that the right-hand side is positive. Now, for any unit-norm vector , the Cauchy-Schwarz inequality gives where the upper bound is attained iff . The choice , therefore, attains the upper bound, and so, whenever , we must have
The right-hand side of (4) is, thus, positive, giving as desired.
IV. GENERAL CONTRASTS
The convexity constraint on is strong and not applicable to all choices of the contrast function. Nonetheless, we show that the results of the previous section can be extended to handle nonconvex contrast functions as well.
To this end, consider a modified cost function where is a free parameter for now, and need no longer be assumed convex. Along the unit sphere , we have , and hence, maximizing along the unit sphere is the same as maximizing there. With denoting any convex subset of which contains the unit sphere , we recall [14] that is convex over if and only if its Hessian matrix is non-negative definite over . By a simple calculation, we see that the Hessians of and are related as Therefore, if denotes the most negative eigenvalue of the Hessian of over , i.e., then will be convex over if and only if (5) and the extreme choice forces the Hessian of to become singular for at least one choice of in .
Remark 1: The precise value of will vary with the choice of . The choice of which maximizes [thereby minimizing the lower bound (5)] is the smallest convex set which contains the unit sphere, i.e., the unit ball:
. In the interest of clarity, we will assume this choice for in what follows. Now, a gradient ascent procedure adapted to may be developed analogously to that for , giving (6) where now
Observe that these substitutions in the first line of (6) give which is just the first line of (1). This shows that (6) is but a rewriting of (1), as anticipated since on the unit sphere . Consider now the strategic step-size choice By Theorem 1, we shall have whenever , provided is chosen to render convex. As is convex for all in the range (5), we have in effect shown that monotonic convergence applies for all in the range if otherwise.
In fact, a more generous upper bound for the step size may be obtained as follows. . Let take any value which renders convex over . Then, from the gradient inequality, we have (7) in which this final form will be positive, provided (8) We distinguish the following two cases.
• Squaring both sides of (8) (9) We show that the fraction multiplying on the right-hand side is positive. For the denominator, the Cauchy-Schwarz inequality gives in which equality would imply that and were colinear, i.e., . This would correspond to a stationary point, which is excluded by hypothesis. The denominator is, therefore, positive, and . For the numerator, we observe that and are orthogonal, so that for all where the strict inequality holds because . Thus, if , the right-hand side of (9) is nonpositive, and the inequality is satisfied for all . Since the above reasoning applies for any which renders convex, it applies to the limiting case to give the theorem statement.
Remark 2: The condition will hold whenever . To see this, note first that Since for any symmetric matrix [15] , the extremal eigenvalue can be characterized as
We observe that the choices and both satisfy the property .
As concerns the sign of , we can observe from the Cauchy-Schwarz inequality that with equality if and only if and are colinear, corresponding to a stationary point of (1) . If , the condition will certainly hold at a stationary point and, by continuity, will prevail near any stationary point.
Remark 3: The right-hand side of (7) gives a lower bound on . The choice of which maximizes this lower bound is readily found as for which
One may check that the right-hand side increases as decreases, which favors choosing the minimum value . This would give an "optimal" step-size choice as
The value , however, may not be available in a simple closed form. If we accept Hyvärinen's approximation [2] then we would naturally accept as well, giving the step-size choice This same step-size choice was obtained independently in [2] as an approximate Newton method.
We should note that the step-size value which maximizes the lower bound from the right-hand side of (7) is not necessarily the value which maximizes itself; this latter optimization problem is highly nonlinear in .
Example 1: Here, we consider a noisy mixture of the form where is binary, and are four-level sequences drawn from , and is zero mean, white Gaussian noise with variance 0.1. By collecting observations, we build the data matrix . . .
on which a QR decomposition [15] is performed to obtain having orthonormal columns and in upper triangular form. We then take for the sphered data matrix . . . since this ensures that 
Consider first
, for which when , while when is Gaussian. The binary source is, thus, super-Gaussian with respect to , so we should maximize . The various terms of the iterative algorithm appear as Fig. 1 shows the evolution of the cost function versus the iteration number , using an initial value which lies in the basin of attraction of the maximum which "best" deconvolves the binary source. The figure illustrates three choices of the step size: from [2] or Remark 3, from Section III (since is convex), and the upper bound from Theorem 2 (using , as determined numerically). In all three cases, the convergence is monotonic, consistent with the analysis, giving at convergence. For comparison purposes, the Wiener solution, which minimizes , is given by . Fig. 2 shows the output sequence obtained after convergence, which has restored acceptably well the desired binary source.
If we consider instead , then when and when is Gaussian, giving again a super-Gaussian case. The relevant quantities now become Fig. 3 shows the evolution of versus the iteration for two step size choices, using the same initial value as before. For this case, when is the unit ball, indicating that is convex over for this example, even though is not convex. From Section III, therefore, the step size choice will still give monotonic convergence, as illustrated in the figure. The upper bound for from Theorem 2 gave results identical to the choice for this example. At convergence, , which is hardly distinguishable from that obtained using the previous contrast function.
V. SUB-GAUSSIAN CASE
When the desired source is sub-Gaussian, one should minimize instead of maximizing it. This corresponds, logically, to changing the sign in front of in (1) , which may be accomplished using the gradient ascent algorithm from (6), repeated here as
We may observe that the substitutions (11) convert (6) to the gradient descent procedure (10) . Now, the Hessians for and are related as from which it follows that will be convex over if and only if
. For any such , we know from the previous section that will result if and otherwise.
Using the substitutions (11) and choosing the extreme value then gives the theorem statement.
Remark 4:
The condition will hold if , which is satisfied, e.g., when
. The verification parallels that of Remark 2 above and is omitted.
Example 2: Considering finally , we have when while when is Gaussian. The desired source is now sub-Gaussian with respect to , indicating that should be minimized. The relevant quantities of the iterative algorithm now appear as Fig. 4 illustrates the evolution of versus the iteration number for three step size choices, using the same as for the previous example, and where was determined numerically. The monotonic convergence is again confirmed, and at convergence, , which is close to those of the previous two contrasts.
Remark 5: Since , we have which, when denotes statistical expectation, yields the negative of the fourth-order cumulant of the output ; its empirical mean counterpart may be taken (for large enough ) as an empirical estimate of this value. The step-size choice thus varies inversely with the fourth-order cumulant, which agrees with the optimal value obtained in [11] for the kurtosis version of the super-exponential algorithm.
VI. CONCLUDING REMARKS
We have derived step size bounds which ensure monotonic convergence of the fixed-point algorithms developed in [2] . Our results do not assume a particular mixing structure and, therefore, help alleviate the guesswork that would otherwise accompany the problem of choosing the step size in practical cases in which little is known about the "true" mixture being analyzed. The results also show the unexpected role that convexity can play in ensuring monotonic convergence.
Whether the maximized contrast still proves relevant to signal restoration once ideal signal restoration conditions no longer hold (as is inevitably the case in practice) is a separate question. To this end, we can note that By constraint we have and, if the coefficients weighing the moments of order higher than four diminish sufficiently rapidly, then the maximizing either function will be close to that minimizing the fourth moment . Results available for kurtosis criteria [3] - [7] may, therefore, be considered a suitable starting point for characterizing the convergent points associated to the above contrasts, whose key interest is a lessened sensitivity to outliers in the data compared to the kurtosis criterion.
