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Abstract
Physics is studying a system based on the information available about it. There are
two approaches to physics, deterministic and the nondeterministic. The deterministic ap-
proaches assume complete availability of information. Since full information about the sys-
tem is never available, nondeterministic approaches such as statistical physics and quantum
physics are of high importance. This article is concerned with informational foundations
of Physics and a description of time in terms of information.
This article addresses the problem of time and a cluster of problems around measure-
ment in quantum mechanics. It gives an interpretation for time in terms of information.
Time will emerge from the non-commutativity of quantum theory.
1 | Information and Quantum Physics
Bayes theorem says that additional information about a system will alter the probabilities of
possible outcomes. Probability depends on the information available about the system. Hence
probability gives one way to describe information.
Shannon’s entropy measures the uncertainty associated with a random variable X. It can be
viewed as a measure of uncertainty of a random variable before measurement or as the amount
of information gained after measurement. If we know that certain values of a random variable
are more probable then we learn little information about the random variable. So the amount
of information gained increases as the corresponding probabilities decrease. Hence the entropy
of a random variable is equal to the information content. The entropy S(X) of the random
variable X (chosen discrete for simplicity) depends only on probabilities of possible outcomes
p(x1), . . . , p(xn),
S(X) = S(p(x1), . . . , p(xn))
Let s[p(xi)] be the information we gain on measuring the random variable X to be i. If a
second random variable Y be independent of the first random variable X then we have that,
p(xi, yj) = p(xi)p(yj). Heuristically learning about Y adds to the information. Hence we have
that,
s[p(xi, yj)] = s[p(xi)p(yj)]
= s[p(xi)] + s[p(yj)]
We can say that the information gain is of the form,
s[p(xi)] = −k log p(xi)
The negative sign is to make the quantity j positive. The constant k is unimportant and
can be included in the base of the logarithm. The total information associated with the event
X denoted by S(X) is given by,
S(X) =
∑
i
p(xi)s[(p(xi))] = −k
∑
i
p(xi) log p(xi)
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Physics is about studying a given system based on the information that can be obtained
from it. Hence the description of the system consists of two parts. The first being a state of
the system which contains the information known about the system. Second, the observables
which allow an observer to obtain information about the system. The process of obtaining
information is called a measurement.
To support the linearity of the theory the state space is considered to be a vector space.
The observables should be modeled such that it includes both discrete case and continuous
case. The observables are described in terms of linear operators on the vector space. The
possible values of the observable are the eigenvalues of the operator. This allows the observable
to take both discrete and continuous values. Since measurement outcomes are assumed to be
real, the eigenvalues of the operators corresponding to observables should be real. Since opera-
tors containing only real eigenvalues are self adjoint operators, the operators corresponding to
observables are taken to be hermitian. Since the description of information involves probabili-
ties, if the state carries information about the system then each state must have a probability
distribution associated with it.
A physical system is characterized by a collection of preparation procedures, whose appli-
cation prepares the system in a state. Different preparation procedures may produce a system
in same state. Such states should be considered equivalent. A state of a system is given by an
equivalence class of preparation procedure. Accounting to the fact that preparation procedures
can be combined to produce mixed state, the set of states is taken to be a convex set. Mea-
surement of an observable A is done by registering some outcome Ai from the set of outcomes
{Ai}i∈I . The state ρ fixes the probability distribution for the outcomes. Hence to every state
ρ and outcome Ai there must be a probability µ(ρ,Ai) associated with the pair.
(ρ,Ai) −→ µ(Ai|ρ)
Suppose a particular observable is to be measured then different measurement procedures yield
the same probability for any state. Hence these measurement procedures are equivalent to each
other. The observable can therefore be thought of as an equivalence class of measurements.
This means that each outcome Ai of the observable A corresponds to a functional EAi called
effect of Ai that acts on the state of the system to yield the corresponding probability.
EAi : ρ 7→ EAi(ρ) = µ(Ai|ρ)
The observable may be defined as the map that assigns to each of its outcomes Ai its associated
effect. The observable is defined as,
EA : Ai 7→ EAi
Since each state fixes the probability distribution we have,
µρ : Ai 7→ µρ(Ai) = µ(Ai|ρ)
The above given map µρ is determined by the observable EA. The properties of the probability
distribution µρ are also contained in EA. Hence an observable is an effect valued measure
that gives to each possible outcome Ai its effect EAi . Since mixture of states correspond to
convex combination of probabilities any state functional EAi preserves the convex structure.
The effects are taken to be linear functionals on the space of states.
The vector space of states of a system should carry some more structure that allows us to
define probability measures. Giving an inner product 〈·|·〉 on the vector space provides us with
enough structure. Hence the state space to be studied is a Hilbert space. Gleason’s theorem
reduces the problem of probabilities tremendously.
Theorem 1.1. (Gleason) The only possible measures on Hilbert spaces are measures µ
of the form
µ(A) = Tr(ρEA)
where ρ is a positive semidefinite self adjoint operator of unit trace and EA is a projection
operator for projection onto the subspace A.
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If the state corresponds to a probability distribution then the observables are the corre-
sponding random variables. In quantum mechanics the states are represented by self adjoint
positive trace operators. By Gleason’s theorem the probability functionals ρ 7→ µρ(Ai) will be
of the form,
ρ 7→ µρ(Ai) = Tr(ρEAi)
Since probabilities are positive quantities the effects are given by positive operators with sum
adding to 1. The corresponding observables which are effect valued measures will by positive
operator valued measures (POVM). A quantum mechanical experiment is represented by a pair
(ρ,EA) where ρ is the state and EA is a POVM corresponding to the observable A. If (Ω,F)
is a measure space then a POVM is a map E : F → L(H) that maps each element A of F a
positive operator E(A). A theorem of Naimark says that any positive operator valued measure
can be realized as a projection valued measure on some bigger space. This ensures the existence
of a measurement for every observable. For an observable the eigenvalues represent events. The
projection valued measure associated to each self adjoint operator associates to such event a
projection operator to each such event.
Quantum mechanics consists of observables and states. The observables form an algebra say
A. There exists a ∗ operation on the algebra ∗ : A 7→ A∗ such that A∗∗ = A. This operation
corresponds to the adjoint operation on operators. The algebra inherits a norm from the base
Hilbert space such that ‖A∗A‖ = ‖A‖2 has some extra structure. An algebra with the above
properties that is also complete under the topology given by the metric is called a C∗ algebra.
The concept of state on A can be abstracted from what we know of density matrices. The
states on the C∗-algebra A are positive linear functionals ω with unit norm.
ω(A∗A) ≥ 0 ω(1) = 1
A system can be studied from its algebra of observables and a state on the algebra this approach
is the algebraic quantum physics. The standard Hilbert space quantum mechanics can be
recovered from the algebraic approach via the GNS construction which will be described below.
Since every element can be written as a sum of self adjoint elements it can be showed that
ω(A∗) = ω(A). This allows us to define a positive semidefinite sesquilinear form on the algebra
of observables.
〈A|B〉 = ω(A∗B)
Since this is a positive semidefinite sesquilinear form the Cauchy-Schwartz inequality, |〈A|B〉|2 ≤
〈A|A〉〈B|B〉 will be satisfied. Let J ⊂ A be the set of elements such that, ω(A∗A) = 〈A|A〉 = 0,
using the Cauchy-Schwartz inequality it can be shown that this is a left ideal of A. This ideal is
called the Gelfand ideal of the state ω. This ideal helps us remove the elements of the algebra
which give the 〈A|B〉 zero. The quotient space A/J as a vector space is an inner product space
under the well defined inner product,
〈[A]|[B]〉 = 〈A|B〉
where [A] = A+J . This inner product space is completed by taking all the Cauchy sequences
and this gives us a Hilbert space Hω. On this Hilbert space the action of the algebra A of
observables can be defined as,
piω(X)|[A]〉 = |[XA]〉
This gives a representation of the algebra A on the Hilbert space Hω as 〈[A]|piω(X∗)[B]〉 =
〈[A]|[X∗B]〉 = ω(A∗X∗B) = 〈[XA]|[B]〉 = 〈piω(X)[A]|[B]〉 =⇒ pi(X∗) = pi(X)∗. On this
Hilbert space piω(A)|[1]〉 is dense hence Ωω = |[1]〉 forms a cyclic vector for the representation.
ω(A) = 〈Ωω|piω(A)|Ωω〉 = Tr (ρωpiω(A))
Where ρω = |Ωω〉〈Ωω|. Call the vector Ωω Gelfand vector. To every state ω on an algebra of
observables A there exists a triple (Hω, piω,Ωω) which gives a representation. Hence the Hilbert
space approach and the algebraic approach are equivalent and in this article we use whichever
is easier to work with in different situations. More generally we may consider the states,
ωρ(A) = Tr (ρpiω(A))
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with ρ a positive trace class operator L(Hω). The set of all such states is called the folium of the
representation piω. Since quantum mechanics tells expectations of observables the convergences
needed are in the weak sense that is {Xn} → X if
〈ψ|Xnφ〉 → 〈ψ|Xφ〉
The topology with the above notion of convergence is called the weak topology. Hence we are
interested in the algebra of observables that are closed under weak topology. A von Neumann
algebra is a C∗-algebra closed under weak topology. The algebra of observables considered will
be von Neumann algebras.
The algebra of observables represent the ways in which information can be obtained. Each
observer is represented by an algebra of observables. Let two observers A1 and A2 differ by
an element g of the symmetry group of the theory. Then the observables of the corresponding
observers are related to each other as A1 = U(g)A2U†(g) where U is the unitary representation
of the symmetry group on the GNS Hilbert space.
Quantum mechanics is a probabilistic theory that contains absurdities(?) such as non-
commutativity. It should hence be noticed that information in the quantum mechanical sense
will be structurally different from information in Shannon’s sense. Let J be the functional that
associates to each state a real number that represents the information content. The information
contained by a state should have equal weight for each observable. Hence if α is a ∗-algebra
automorphism of the C∗-algebra A and ω is a state on A then,
J(ω ◦ α) = J(ω)
If ω is a state on a matrix algebra then the above equation tells that J(ω) depends only on the
eigenvalue list of the corresponding density matrix ρω. Which means that the function is the
trace of some function of the density matrix. Hence for some function η,
J(ω) = −Tr (η(ρω))
The inner product on the Hilbert space is used to get the probability structure for the theory.
Since information is related to probabilities it is reasonable to expect that information depends
continuously on states. That is to say the map ω 7→ J(ω) is continuous. Suppose a state ω
contains information about only a subspace of the system then for the corresponding projection
p to the subspace ω(p) = 1 for such a state it should be expected that the information about
the whole space is equal to the information about the subspace i.e, J(ω) = J(ω |pA p).
Two states ω1 and ω2 are said to be disjoint if the eigenvectors corresponding to their
respective density matrices are orthogonal. Which means that the subsystems they represent
are independent of each others. The information contained by a convex combination of such
pairwise disjoint states should be equal to the sum of the information contained individually.
If ω1, . . . , ωn are pairwise disjoint states and (λ1, . . . , λn) is a probability distribution then,
J(λ1ω1 + · · ·+ λnωn) =
n∑
i=1
λiJ(ωi) + S(λ1, . . . , λn)
It can be seen in [5] that any functional J satisfying the above properties will be identical to
the von Neumann entropy given by the formula,
J(ω) = −Tr (ρω log ρω)
The quantum relative entropy is defined by,
J(ω‖ϕ) = Tr (ρω(log ρω − log ρϕ))
Klein’s inequality states that the quantum relative entropy is non negative J(ω‖ϕ) ≥ 0 and
zero if and only if ω = ϕ.
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2 | Quantum Measurement and Time
The philosophy of this article is to consider information as the fundamental object. This section
is an attempt to give an informational description of time.
States of a system change due to two phenomenas in quantum mechanics. The first being the
unitary time evolution. Second, the collapse that occurs during a measurement. This collapse
indicates the information gained during the process of measurement. The rule describing this
collapse is given by the von Neumann-Lüder postulate.
Let A be a discrete observable with events given by the set {Ai} and the corresponding
projection operator {EAi}. If the state of the system before measurement is ρ and the mea-
surement gives the value Ai then the von Neumann-Lüder postulate (strong rule) says that the
state after the measurement will be given by the density matrix
ρi =
EAiρEAi
Tr[EAiρEAi ]
The denominator just ensures the density matrix ρi is normalized. Each state change during a
measurement encodes the information gained during the measurement.
If a measurement for the observable A is known to have occurred then one of the events
corresponding to the observable will take place. Hence in a measurement without any selection
or result the state of the system undergoes the transformation given by the weak rule:
ρ 7→
∑
i
EAiρEAi =
∑
i
Tr[ρEAi ]ρi
If the Ak is the measurement outcome then this state collapses to ρk. Quantum measurement
is the reason for most philosophical problems in quantum mechanics. This paper addresses the
strong measurement rule or the collapse rule.
A quantum measurement in the strong sense induces a change of the von Neumann entropy.
The entropy change in a quantum measurement will be,
δJ = J(ρi)− J(ρ)
From Klein’s inequality we get 0 ≤ J(ρ‖ρ′) = −J(ρ) − Tr{ρ log ρ′}. Using the completeness
relation and the fact that ρi =
∑
iEAiρEAi commutes with the projections EAi we get,
Tr(ρ log ρi) = Tr
[∑
i
EAiρ(log ρi)EAi
]
= Tr
[∑
i
EAiρEAi(log ρi)
]
= Tr[ρi log ρi]
= −J(ρi)
By substituting this we get
δJ ≥ 0
Perception of time is an elementary experience. If t represent this notion of time we seek to
describe its flow using information. Heuristically time changes for an observer if the observer
notices some change in the system. If the observer notices no change at all then it’s equivalent
to no change in time. Suppose an observable is observed then this change is noticed from the
change of information as described before.
Postulate. (Time) Observation of a system changes time for the observer.
Here I give some heuristic argument on how time and measurement are related. If a system
is measured for an observable A then at some time before the measurement the value of the
observable is unknown, and after some time the value of observable is known. Hence to each
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measurement one can associate a time interval, call it measurement time. Every quantum
measurement changing the state of the system will correspond to some time change based on
the change in the information and conversely to each change in time there is some change in
the state due to measurement or otherwise.
Suppose A and B are two observables then to the set of events associated to each of the
observables, logical operations consisting of union and intersection can be associated. If Ai and
Bj are two events of the observables A and B respectively then Ai ∪Bj represents the event of
occurrence of Ai or Bj . Union is commutative Ai ∪Bj = Bj ∪Ai, associative Ai ∪ (Bj ∪Ck) =
(Ai ∪ Bj) ∪ Ck and idempotent Ai ∪ Ai = Ai. Ai ∩ Bj represents the event of occurrence of
both Ai and Bj . Intersection is associative Ai ∩ (Bj ∩Ck) = (Ai ∩Bj)∩Ck but not in general
commutative. If for each set of events Ai and Bj the intersections commute, Ai ∩Bj = Bj ∩Ai
then the observables A and B are said to be compatible or the operators corresponding to the
observables commute.
Two observables A and B can be measured consecutively even if they do not commute.
Suppose the observable B is measured on the system in the state ρ with outcome Bj then the
state after the measurement will be given by,
ρBj =
EBjρEBj
Tr[EBjρEBj ]
Suppose the observable A is measured after the above measurement then the probability that
the observable A takes the value Ai will be given by p(Ai|Bj) = Tr[ρBjEAi ] called the Lüder
transition probability. If the measurement gives the value Ai then the state of the system will
be,
ρAiBj =
EAiEBjρEAiEBj
Tr[EAiEBjρEAiEBj ]
If the two observables A and B are compatible then ρAiBj = ρBjAi . Suppose A and B are
compatible then the measurement sequence A → B → A is equivalent to the measurement
sequence A→ A→ B. Hence in the first sequence of measurements the value of the observable
A obtained in the last measurement will be the same as the value in the first measurement.
Let AA be the subalgebra of the observable algebra A consisting of elements that commute
with A. The whole subalgebra AA can be measured without any loss in information about
the observable A. Suppose the algebra of observables is commutative then all the observables
can be measured without disturbing other observables, getting complete information about the
system. Suppose B is an observable that is not contained in the subalgebra AA then after
measurement of B nothing can be said about the observables in the subalgebra AA. Complete
information cannot be obtained for a system with non-commutating observables.
Hence the system can always be measured to get new information. Non-commutativity
forces the system to always have some unknown information about it and the observer can keep
obtaining new information from it. This gives a reason why time would flow. Time evolution
in the standard sense also does not change the von Neumann entropy if ρ 7→ UρU† = ρ′ then
Tr (ρ log ρ) = Tr (ρ′ log ρ′). So the total amount of information in the final state is the same as
that in the original state but they just have different information. This constrain on total von
Neumann entropy gives some constraints on time and hence structure for its flow.
The evolution of a system is determined by the symmetries of the theory. Symmetries are
the transformation of the observables that do not give any new information about the system.
To study a quantum theory with the symmetries known, one considers the Hilbert space to be
the space of square integrable (with respect to the Haar measure) functions on the group. The
properties of the group are captured by the Hilbert space and hence by the operators acting on
the Hilbert space. If we are given only the algebra of observables the structure of the algebra
determines the symmetries of the theory.
Though a non-commutative algebra of observables contains a notion of time, it’s crude in
the sense that the algebra also hides(?) in it the symmetries of the theory. The emergence of
relativistic symmetries from the structure of algebra of observables has been studied in the field
of algebraic quantum field theory.
6
3 | Conclusion
The operational foundations of quantum theory are in terms of states and observables. In-
terpreting the theory should be in terms of something deeper than the theory itself. Hence
interpreting quantum mechanics in terms of classical physics is as bad as interpreting classical
physics using world turtle. Since information is a deep concept interpreting quantum physics
in terms of information is justified.
The informational description of physics and the non-commutativity of the algebra of ob-
servables guarantees a crude notion of time. Given a theory, observers will have constraints
on obtaining information. The algebra of observables has more structure that also represents
the symmetries of the theory. To get an explicit formula for time flow all of these should be
considered.
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