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Abstract
This is an experimental computational account of projection algorithms for the linear best approximation
problem. We focus on the sequential and simultaneous versions of Dykstra’s algorithm and the Halpern–
Lions–Wittmann–Bauschke algorithm for the best approximation problem from a point to the intersection of
closed convex sets in the Euclidean space. These algorithms employ different iterative approaches to reach
the same goal but no mathematical connection has yet been found between their algorithmic schemes. We
compare these algorithms on linear best approximation test problems that we generate so that the solution
will be known a priori and enable us to assess the relative computational merits of these algorithms. For
the simultaneous versions we present a new component-averaging variant that substantially accelerates their
initial behavior for sparse systems.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The convex feasibility problem (CFP) is to find a point (any point) in the nonempty intersection
C := ∩mi=1Ci /= ∅ of a family of closed convex subsets Ci ⊆ Rn, 1  i  m, of the n-dimensional
Euclidean space, see, e.g., Censor and Zenios [19, Chapter 5]. It is a fundamental problem in
many areas of mathematics and the physical sciences, see, e.g., Combettes [21,24] and references
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therein. It has been used to model significant real-world problems in image reconstruction from
projections, see, e.g., Herman [39], in radiation therapy treatment planning, see, e.g., Censor et al.
[14] and Censor [13], and in crystallography, see Marks et al. [48], to name but a few, and has been
used under additional names such as set theoretic estimation or the feasible set approach. The
convex sets {Ci}mi=1 represent mathematical constraints obtained from the modeling of the real-
world problem. A common approach to such problems is to use projection algorithms, see, e.g.,
Bauschke and Borwein [4], which employ orthogonal projections (i.e., nearest point mappings)
onto the individual sets Ci . The orthogonal projection P(z) of a point z ∈ Rn onto a closed
convex set  ⊆ Rn is a point of  defined by
P(z) := argmin{‖z − x‖2|x ∈ }, (1)
where ‖ · ‖2 is the Euclidean norm in Rn. Frequently a relaxation parameter is introduced so that
P,λ(z) := (1 − λ)z + λP(z) (2)
is the relaxed projection of z onto  with relaxation λ.
The best approximation problem (BAP) is to find the projection of a given point y ∈ Rn
onto the nonempty intersection C := ∩mi=1Ci /= ∅ of a family of closed convex subsets Ci ⊆ Rn,
1  i  m, see, e.g., Deutsch’s book [27]. While in the convex feasibility problem any point
in the intersection is an acceptable solution to the real-world problem, the best approximation
formulation is usually appropriate if some point y ∈ Rn has been obtained from modeling and
computational efforts that initially did not take into account the constraints represented by the
sets {Ci}mi=1 and now one wishes to incorporate them by seeking a point in the intersection of the
convex sets which is closest to the point y.
For both problem classes, projection algorithms employ projections onto the individual convex
sets in order to reach the required point in the intersection. They employ projections onto the
individual sets in various ways. They may use different kinds of projections and, sometimes, even
use different projections within the same algorithm. They serve to solve a variety of problems
which are either of the feasibility or the optimization types. They have different algorithmic
structures, of which some are particularly suitable for parallel computing, and they demonstrate
nice convergence properties and/or good initial behavior patterns. Iterative projection algorithms
for the BAP, such as the algorithms of Dykstra, see, e.g., [9] and references therein, of Hauga-
zeau, see, e.g., [5], of Halpern–Lions–Wittmann–Bauschke, see, e.g., [1] and others, are more
complicated than algorithms for the CFP because they must have, in their iterative steps, some
built-in “memory” mechanism to remember the original point whose projection is sought after.
Is is clear that the, by now classical, alternating projections method, proposed by von Neumann
[57] (see Halperin [35], Bauschke and Borwein [2], and also Kopecká and Reich [46] for a recent
geometric approach), although very useful for the CFP and for the case when all the sets Ci
are subspaces (see, for instance, Deutsch [27] and Bruck and Reich [11]), is not appropriate, in
general, for the BAP. This can be easily seen from the example where C1 = {x ∈ R2|x2  0},
C2 = {x ∈ R2|x1 + x2  0} and y = (2, 1). Obviously, PC2PC1(y) /= PC1∩C2(y).
In this paper we focus on the sequential and simultaneous versions of Dykstra’s algorithm
and the Halpern–Lions–Wittmann–Bauschke (HLWB) algorithm for the BAP. These algorithms
employ different iterative approaches to the BAP, and, to the best of our knowledge, no mathe-
matical connection has yet been found between their algorithmic schemes. We briefly review the
algorithms and give references to earlier theoretical work, in some of which we were involved,
and then we present some computational results that compare the initial experimental behavior
of the algorithms. Our results, as limited in scope as they are, show that the HLWB algorithms
seem to be advantageous over Dykstra’s algorithms. If future work with more comprehensive
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computations further substantiates this it might raise the question as to why have the latter been
preferred over the HLWB algorithm on various occasions. These occasions include, but are not
limited to, constrained least squares matrix problems (see, e.g., [7,32,40,50,51]).
In addition to the four algorithms we propose a new component-averaging (CAV) variation for
the simultaneous algorithms. This CAV idea has been previously shown to significantly accelerate
simultaneous projection algorithms for systems of sparse linear equations in real-world problems
of image reconstruction from projections (see [16,17]) and has been extensively studied theoreti-
cally (see [15,45]). Here we try the CAV idea out on the simultaneous Dykstra and the simultaneous
HLWB algorithms experimentally and discover that it works. Mathematical validation and higher
dimensional computational work of the combination of the CAV idea with the simultaneous
Dykstra and the simultaneous HLWB algorithms will be reported in future work. To evaluate the
performance of the algorithms in our experiments we need test (best approximation) problems
whose solutions will be known to us beforehand. Since we work with the linear BAP we do so,
for linear constraints sets, by solving a linear programming problem over the constraints and then
moving away from the constraints intersection along the normal of the linear objective function.
The simultaneous algorithms are inherently parallel schemes in that their mathematical for-
mulations are parallel. We used this term in Butnariu et al. [12, p. vii] to contrast such algorithms
with others which are sequential in their mathematical formulation but can, sometimes, be imple-
mented in a parallel fashion based on appropriate model decomposition (i.e., depending on the
structure of the underlying problem). Being inherently parallel, these algorithms enable flexibility
in the actual manner of implementation on a parallel machine. The paper is laid out as follows:
Dykstra algorithms and the HLWB algorithms are presented in Sections 2 and 3, respectively. The
application of the CAV idea to the simultaneous Dykstra and the simultaneous HLWB algorithms
is described in Section 4. The test-problems generation process is described in Section 5 and
representative numerical results and conclusions are brought in Section 6. Our experiments are
of a preliminary nature and many aspects still need to be studied experimentally with regard to
these algorithms.
2. Sequential and simultaneous Dykstra algorithms
The sequential Dykstra algorithm is an iterative procedure which (asymptotically) finds the
nearest point projection (also called the orthogonal projection) of a given point onto the intersection
of a given finite family of closed convex sets. It iterates by passing sequentially over the individual
sets and projecting onto each one a deflected version of the previous iterate. The algorithm was
first proposed and analyzed by Dykstra [30] and rediscovered by Han [37]. Published work on
Dykstra’s algorithm includes: Boyle and Dykstra [8], Gaffke and Mathar [33], Iusem and De
Pierro [44], Crombez [26], Combettes [22], Bauschke and Borwein [3], Deutsch and Hundal
[28], Hundal and Deutsch [42], Han and Lou [38], Escalante and Raydan [32] and Birgin and
Raydan [7]. See also Robertson et al. [55], and Dykstra [31]. Censor and Reich [18] proposed
a synthesis of Dykstra’s algorithm with Bregman distances and obtained a new algorithm that
solves the BAP with Bregman projections. However, they established convergence of the resulting
Dykstra algorithm with Bregman projections only when the constraints sets are half-spaces.
Shortly thereafter Bauschke and Lewis [6] provided the first proof for general closed convex
constraints sets and discovered the close relationship between the Dykstra algorithm with Bregman
projections and the very general and powerful algorithmic framework of Tseng [56], namely the
dual-block-coordinate-ascent (DBCA) methods. A completely different point of departure which
leads exactly to the same Dykstra algorithm with Bregman projections was studied by Bregman
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et al. [9]. Combettes [25] proposed a surrogate constraint splitting algorithm that he compared
with Dykstra’s algorithm. In the sequel we denote by Pi the orthogonal projection PCi onto Ci .
Algorithm 1 (The sequential Dykstra algorithm)
1. Initialization: Let x0 = y be the given point whose projection PC(y) onto C := ∩mi=1Ci /= ∅
is sought after by the BAP. Initialize the auxiliary vectors u0,i := 0, for all i = 1, 2, . . . , m.
2. Iterative step: Choose a control index i(k) ∈ {1, 2, . . . , m} from an almost cyclic control
sequence (see below). Given the current iterate xk and the current auxiliary vectors {uk,i}mi=1.
2.1. Calculate the deflected vector:
zk+1 = xk + uk,i(k). (3)
2.2. Project the deflected vector to obtain the next iterate:
xk+1 = Pi(k)(zk+1). (4)
2.3. Update the auxiliary vectors:
uk+1,i =
{
zk+1 − xk+1, if i = i(k),
uk,i , if i /= i(k). (5)
3. Control sequence: The indices {i(k)}∞k=0 form an almost cyclic sequence, i.e., there exists
an integer ρ  m such that, for all r  0, {1, 2, . . . , m} ⊆ {ir+1, . . . , ir+ρ}.
Almost cyclic is sometimes called quasi-periodic and a commonly used almost cyclic control
is the cyclic control for which i(k) = k mod m + 1, for all k  0. The simultaneous Dykstra’s
algorithm, presented next, was developed and studied by Iusem and De Pierro [44]. The actions
that it takes (simultaneously) with respect to each set are similar to those performed by the
sequential algorithm and after such simultaneous deflections and projections it takes a convex
combination of the intermediate points as the next iterate.
Algorithm 2 (The simultaneous Dykstra algorithm)
1. Initialization: Let x0 = y be the given point whose projection PC(y) onto C := ∩mi=1Ci /= ∅
is sought after by the BAP. Initialize the auxiliary vectors u0,i := 0, for all i = 1, 2, . . . , m, and
let {wi}mi=1 be real positive numbers (called weights) such that
∑m
i=1 wi = 1.
2. Iterative step: Given the current iterate xk and the current auxiliary vectors {uk,i}mi=1.
2.1. Calculate the deflected vectors, for i = 1, 2, . . . , m,
zk+1,i = xk + uk,i . (6)
2.2. Project the deflected vectors to obtain the intermediate vectors, for i = 1, 2, . . . , m,
xk+1,i = Pi(zk+1,i ). (7)
2.3. Calculate the next iterate xk+1 as the convex combination of the intermediate vectors
xk+1 =
m∑
i=1
wix
k+1,i . (8)
2.4. Update the auxiliary vectors, for i = 1, 2, . . . , m,
uk+1,i = zk+1,i − xk+1,i . (9)
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In the linear case, where the sets Ci are half-spaces as in (17), the sequential and simultaneous
algorithms of Dykstra are identical with the sequential and simultaneous Hildreth’s algorithms,
see Hildreth [41] and Lent and Censor [47] and Iusem and De Pierro [43], respectively.
3. Sequential and simultaneous Halpern–Lions–Wittmann–Bauschke algorithms
The sequential Halpern–Lions–Wittmann–Bauschke (HLWB) algorithm can be found in Bau-
schke [1]. Its origins go back to Wittmann [58] and earlier to Halpern [36] and Browder [10]. A
concise historical review of the literature on this algorithm appears in Deutsch and Yamada [29]
and related studies of this algorithm appear in works of Reich [52–54]. The simultaneous HLWB
algorithm is due to Combettes [23]. Further extensions appear in Deutsch and Yamada [29]. We
need the following definition.
Definition 3. A sequence {σk}∞k=0 of real numbers 0  σk < 1 will be called a steering sequence
if it satisfies the following conditions:
lim
k→∞ σk = 0, (10)
∞∑
k=0
σk = +∞, (11)
∞∑
k=0
|σk − σk+m| < +∞. (12)
A discussion of these conditions can be found in [1]. The sequential and simultaneous HLWB
algorithms employ the parameters of a steering sequence to “force” (steer) the iterates towards
the solution of the BAP.
Algorithm 4 (The sequential Halpern–Lions–Wittmann–Bauschke algorithm)
1. Initialization: Let x0 ∈ Rn be an arbitrary starting point (equal to or different from the given
point y whose projection PC(y) onto C := ∩mi=1Ci /= ∅ is sought after by the BAP). Let {σk}∞k=0
be a user-chosen steering sequence.
2. Iterative step: Choose the next control index i(k) ∈ {1, 2, . . . , m} (see below) and take the
steering parameter σk from the chosen steering sequence. Given the current iterate xk , calculate
the next iterate by
xk+1 = σky + (1 − σk)Pi(k)(xk). (13)
3. Control sequence: The indices {i(k)}∞k=0 form a cyclic sequence, i.e., i(k) = k mod m + 1.
In every iterative step, this algorithm takes as the next iterate a point on the line segment
connecting the given point y with the projection of the current iterate onto one of the constraint
sets. The property (10) gradually reduces the weight of the given pointy in the convex combination,
as iterations proceed. The simultaneous version of the algorithm is presented next. The actions that
it takes (simultaneously) with respect to each set are similar to those performed by the sequential
algorithm and after such simultaneous projections are performed it takes a convex combination
of the intermediate points as the next iterate.
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Algorithm 5 (The simultaneous Halpern–Lions–Wittmann–Bauschke algorithm)
1. Initialization: Let x0 = y be the given point y whose projection PC(y) onto C := ∩mi=1Ci /=∅ is sought after by the BAP. Let {σk}∞k=0 be a user-chosen steering sequence and let {wi}mi=1 be
real positive numbers (weights) such that∑mi=1 wi = 1.
2. Iterative step: Take the steering parameter σk from the chosen steering sequence. Given the
current iterate xk , calculate the next iterate:
xk+1 = σky + (1 − σk)
m∑
i=1
wiPi(x
k). (14)
4. Simultaneous algorithms with component averaging
In both Algorithms 2 and 5 appear summations that carry out convex combinations of projec-
tions, namely, in Eqs. (8) and (14), respectively. These have the general form
m∑
i=1
wiPi(v), (15)
where v is in each case a different point (or different points, as in (14)). If equal weights are
chosen wi = 1/m, for all i = 1, 2, . . . , m, and if the sets Ci are as in (17) then these summations,
written component-wise, reduce to the form
(1/m)
m∑
i=1
bi − 〈ai, v〉
‖ai‖2 a
i
j . (16)
Now, if the matrix A (whose ith row consists of the transposed vector ai) is sparse then
only few components aij in the sum (16) will be different from zero yet the sum is still divided
through by m which might be very large and this will slow down the progress of the algorithm
in which this convex combination taking step appears. The component-averaging (CAV) idea
proposed and experimented with in [16] and further developed in [17,15,45], circumvents this
disturbing phenomenon by replacing in (16) the 1/m factor by 1/sj where sj is the number
of nonzero elements in the j th column of the matrix A. This results in the sum being divided
by the actual (and much smaller) number of nonzero summands appearing in it. Related to the
CAV idea are the recent papers by Gordon and Gordon [34] and by Censor et al. [20]. In con-
trast with all the above which are related to the CFP, we use this idea here in conjunction with
Algorithms 2 and 5 for the BAP. We use it only heuristically and report on the success of this
combination. A mathematical investigation of this matter is now under way and will be published
elsewhere.
5. Test-problems generation
In order to compare the practical initial behavior of Algorithms 1, 2, 4 and 5 we constructed test
problems whose solutions will be known to us. Once we have a problem with a known solution
we monitor the algorithms’ progress by recording the distances of the iterates to the solution. For
the combination of the CAV idea with Algorithms 2 and 5 we generate test problems in the same
fashion only with randomly generated sparse matrices whose degree of sparsity is chosen by the
user. All sets in all experiments were half-spaces, i.e.,
Ci := {x ∈ Rn|〈ai, x〉  bi}, for i = 1, 2, . . . , m, (17)
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Table 1
n = 24, m = 36
Algorithm/stopping iteration 20 50 100 200 400 800 1000
Sequential HLWB 5 23 19 25 31 30 33
Simultaneous HLWB 0 0 0 0 0 0 0
Sequential Dykstra 35 17 21 15 9 10 7
Simultaneous Dykstra 0 0 0 0 0 0 0
This information is presented graphically in Diagram 1 below.
n=24, m=36
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Diagram 1. The simultaneous algorithms did not win even a single run for this problem dimensions.
whose data ai and bi were created randomly. To guarantee the feasibility condition ∩mi=1Ci /= ∅
we proceeded as follows. Upon deciding on the values of n and m we randomly generated the
vectors ai ∈ Rn and the real numbers bi , for i = 1, 2, . . . , m. The set Ci was defined, for each i,
as that half-space which includes the origin in its interior, deleting the pair (ai, bi) if it happened
to have the origin on the bounding hyperplane and replacing it by another randomly generated
pair. In this way we knew in advance that we have generated a feasible set of half-spaces. The
next step was to use the randomly generated feasible family of half-spaces to create a BAP whose
solution would be known to us. To do so we generated randomly one more pair (a, b) to define the
linear function f (x) := 〈a, x〉 − b and then applied an off-the-shelf linear optimization solver to
the problem
min{f (x)|x ∈ C}, (18)
where C is the nonempty intersection of the randomly generated half-spaces. Having found a
solution, say z, of (18), we choose a real number θ such that the point y := z + θa will satisfy
f (z) < f (y), so that the point y will be outside C and so that its projection will be PC(y) = z.
This is possible since y − z is parallel to the normal of the supporting hyperplane to C at z. In
this way we obtained a randomly generated feasible family of half-spaces and a point y whose
projection onto the set intersection C is known to us to be z. We plot for all experiments the
distance of iterates from the known true solution z of the generated test problem as a function of
iteration index.
There were two difficulties that we encountered while using the above procedure to generate
test problems and we briefly describe how we circumvented them. On some test problems we
observed that the plots of all four algorithms do not converge to zero but to another fixed positive
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Fig. 1. The gap in performance between sequential and simultaneous algorithms, demonstrated here, has been noticed to
grow as the dimensionality of the problem increases.
value, which could change from one problem to another but was identical for all algorithms run on
this problem. This indicated that the algorithms converge to another point in C which is at a fixed
distance from the true solution z. This could occur if one picks a too large value of θ that results
in a point y for which the line segment connecting z with y contains points of C, thus, putting y
on the “wrong” side of the set C. To overcome this we just repeated the test problem generation
phase for the same data {ai, bi}mi=1 but with −θ , the negative of the same θ used before. This
made the point y lie on the “right” side of C and the algorithms to converge to z.
The other difficulty was with the application of the linprog routine of MATLAB when we
solved problem (18). Sometimes, quite seldom but particularly when the dimensions n and m
where either low or close to each other, linprog failed. Without spending too much efforts on
studying this phenomenon we simply preferred to use dimensions n and m that are far enough apart
which reduced the occurrences of this phenomenon. Alternatively, we sometimes circumvented
this by replacing f in (18) by −f and re-running linprog. Since these difficulties are related only
to the test problems generation phase we are satisfied by just being able to technically circumvent
them.
6. Numerical results
The computations were carried out within MATLAB6.5 [49]. We generated hundreds of test
problems of various dimensionalities n and m and report here on the main practical conclusions
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Fig. 2. With n = 100 and m = 200 these are typical plots for a matrix 70–80% of whose elements are nonzero (i.e., low
sparsity).
that are based on our experimental observations. Admittedly, more experimental work is needed
in order to make more accurate statements about the behavior of the algorithms studied here.
6.1. Experimental details
We describe some cumulative results which are representative of our many runs and experi-
ments. For each stopping iteration number, 20, 50, 100, 200, 400, 800 and 1000, we constructed
40 randomly generated BAPs, as described above, for a total of 280 BAPs. Table 1 summarize the
results for dimensions (n,m) = (24, 36). The numbers inside the table state for each algorithm
how many times (out of the 40 BAPs created for each column) it won the race by reaching the
smallest distance to the solution at the particular stopping iteration number.
Fig. 1 depicts the “Distance to (the true) Solution” versus “Iteration Number” behavior of the
algorithms that we study for dimensions (n,m) = (24, 36). The plots are for a single randomly
generated BAP but are representative of the kind of behavior that we generally observed.
In our experiments we used for the simultaneous algorithms equal weights wi = 1/m for all i.
We employed no relaxation parameters in conjunction with the projections although it is known
that other projection methods (such as for the CFP) are sensitive to very small or larger relaxation
parameters. We counted an iteration to be one pass through all data to put the sequential and
the simultaneous algorithm on equal footing in this respect. We used the most common steering
sequence for the HLWB algorithms, namely, σk = 1k+1 for all k  0.
120 Y. Censor / Linear Algebra and its Applications 416 (2006) 111–123
0 10 20 30 40 50 60 70 80 90 100
0
1
2
3
4
5
6
x 104
Iteration Number
D
is
ta
nc
e 
to
 S
ol
ut
io
n
(1) 
(4) 
(6) 
(3) 
(5) 
(2) 
(1) Sequential HLWB      
(2) Simultaneous HLWB   
(3) CAV-HLWB             
(4) Sequential Dykstra   
(5) Simultaneous Dykstra 
(6) CAV-Dykstra          
Fig. 3. With n = 100 and m = 200 these are typical plots for a matrix 30–40% of whose elelents are nonzero (i.e., medium
sparsity).
6.2. Experimental conclusions
No single winner amongst the four algorithms that we worked with can be crowned. The
algorithms performed differently on problems of different dimensionalities but several trends
were clearly recognizable in our experiments. All statements are made, of course, about the initial
behavior of the algorithms.
1. Generally, the simultaneous algorithms are slower then the sequential ones, their distance-to-
solution versus iteration-index plots lag considerably behind the sequential versions of these
algorithms. This is true for one-processor computations, as we did here. The inherent parallel-
ism of the simultaneous algorithms can be exploited to speed up their clock-time achievements,
but we did not study this here. This observation is in concert with what has been reported with
regard to other iterative algorithms of sequential and simultaneous nature (see, e.g., [16,17]).
2. The sequential Dykstra algorithm exhibits an oscillatory behavior in most runs, this can be
seen in Figs. 2–4.
3. In spite of the previous point, the initial drop of distance-to-solution is strongest in the sequential
Dykstra algorithm, although in the longer run the sequential HLWB algorithm wins over the
sequential Dykstra algorithm. This preferential behavior of the sequential Dykstra algorithm
must be weighed against its increased memory demands though.
4. Figs. 2–4 demonstrate the effect of the CAV idea on the simultaneous algorithms. As the
sparsity of the matrix A grows the computational acceleration becomes more pronounced, as
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Fig. 4. With n = 100 and m = 200 these are typical plots for a matrix 5–10% of whose elements are nonzero (i.e., high
sparsity).
can be seen by observing how plots (3) and (6) distance themselves from plots (2) and (5) and
get nearer to plots (1) and (4). All plots represent single processor work.
5. Our experiments are of a preliminary nature and leave room for a great deal of future exper-
imental work. The problem sizes (n,m) are still very small and must be extended by orders
of magnitude before conclusions can be drawn that will be useful for application fields such
as those mentioned in Section 1. We plan to do so in the near future. Further work need also
to be done to assess the effects of weights {wi}mi=1 on the algorithmic behavior and one must
also introduce into the projection steps of the algorithm relaxation parameters and experiment
with them. Not less important are the effects of different steering sequences on the HLWB
algorithms and they need to be experimented with as well. Extension to convex sets which are
not necessarily linear would also be very interesting.
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