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Resumen El flujo de agua a trave´s del suelo esta modelado matema´ticamente por
la ecuacio´n de Richards. Esta ecuacio´n doblemente no lineal degenerada, es difı´cil
de resolver, ma´s aun la no linealidad y la degeneracio´n hacen que el disen˜o de es-
quemas nume´ricos para este problema sea una tarea desafiante. Segu´n la literatura
los me´todos implı´citos son los que dan mejores resultados ya que los esquemas
obtenidos permiten simular el problema degenerado sin embargo estos producen
problemas no lineales que deben ser resueltos mediante me´todos de linealizacio´n
En esta investigacio´n se desarrolla un nuevo esquema nume´rico de linealizacio´n de
la ecuacio´n de Richards. Se usa un esquema de Euler totalmente implı´cito para dis-
cretizar el tiempo y elementos finitos para discretizar el espacio, sin embargo, estos
esquemas deberı´an funcionar para cualesquier discretizacio´n espacial escogida. Se
consiguio´ un esquema mas robusto y ma´s ra´pido (en lo que a nu´mero de iteraciones
y tiempo total de ma´quina empleado se refiere) que los ya existentes.
Palabras claves: Esquema de linealizacio´n nume´rica, Ecuacio´n de Richards, Ele-
mentos Finitos, Esquema de Euler.
Abstract The flow of water through the soil is modeled mathematically by the
Richards equation. This doubly degenerate nonlinear equation is difficult to solve,
even more nonlinearity and degeneration make the design of numerical schemes for
this problem a challenging task. According to the literature, the implicit methods are
the ones that give the best results since the schemes obtained allow to simulate the
degenerate problem, however these produce nonlinear problems that must be solved
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A new robust and efficient iterative scheme for a 
degeneratednon-linear parabolic problem
Un nuevo esquema iterativo robusto yeficiente
paraun problema parabólico no lineal
degenerado
, Iva´n C. Naula
by means of linearization methods
In this investigation a new numerical scheme of linearization of the Richards equa-
tion is developed. A totally implicit Euler scheme is used to discretize time and finite
elements to discretize space, however, these schemes should work for any spatial
discretization chosen. A more robust and faster scheme was achieved (in terms of
number of iterations and total machine time used) than those already existing.
Keywords: Numerical linearization scheme, Richards equation, finite elements, Eu-
ler’s scheme.
1 Introduccio´n
1.1 Ecuacio´n de Richards
La ecuacio´n de Richards es una ecuacio´n diferencial parcial que es utilizada con
mayor frecuencia para modelar el flujo de agua a trave´s del suelo, es por esto que
el medio poroso al que haremos referencia en este documento sera´ el suelo y el
fluido sera´ el agua, sin embargo es importante sen˜alar que existen muchas otras
aplicaciones que involucran otros medios porosos y otros fluidos distintos del suelo
y el agua.
Se considerara un medio poroso iso´tropo, indeformable y homoge´neo con porosidad
constante, el fluido es incompresible sin histe´resis y no tiene reacciones quı´micas
con el medio poroso.
Sea Ω ⊂Rd con d ∈ {1,2,3} un dominio abierto acotado conexo que representa
el medio poroso, y (0 T ) un intervalo finito de tiempo donde T es una constante
positiva fija. Definimos el contenido de humedad como la funcio´n θ : Ω × (0 T )→
[θr , θs], donde θr y θs son dos constantes fijas y θ(−→x , t) es el contenido de hume-
dad en un punto del espacio −→x ∈ Ω y un tiempo t determinado. En este contexto
podemos escribir la ecuacio´n diferencial siguiente:
∂θ
∂ t
+div(−→q ) = S sobre Ω × (0 T ) (1)
donde −→q , [LT−1] es el flujo que esta´ definido como el caudal por unidad de a´rea
del medio poroso y S : Ω × (0 T )→ R es una funcio´n que representa las posibles
fuentes o sumideros. Para mayores detalles sobre la ecuacio´n de continuidad nos
podemos referir a (W. & Delleur, 2006).
El punto ma´s importante para el modelo matema´tico de flujo en medios porosos
es la ley de Darcy formulada en 1856 por el ingeniero Frances Henry Darcy (para
mayores detalles ver (W. & Delleur, 2006)), esta ley fue originalmente introduci-
da para flujo en medios porosos saturados, y posteriormente extendida para medios
porosos no saturados por (Buckingham, 1907), e´sta describe las caracterı´sticas del
movimiento de un fluido a trave´s de un medio poroso continuo, homoge´neo e isoto-
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po, cuando el flujo es saturado y no saturado. Matema´ticamente esta ley se escribe
como: −→q =−K(θ)∇H
Donde∇H es un campo vectorial adimensional conocido como gradiente hidra´ulico
y representa la pe´rdida o cambio de potencial hidra´ulico por unidad de longitud
medida en el sentido del flujo. H, [L] es el potencial hidra´ulico, que esta´ dado por
H =Ψ + z donde Ψ , [L] es la cabeza de presio´n que la mediremos en unidades de
longitud y z, [L] es la coordenada vertical, que consideraremos positiva hacia arriba.
K(θ), [LT−1] es conocida como la conductividad hidra´ulica del medio poroso y
representa la mayor o menor facilidad con la que el medio poroso deja pasar el
fluido. Puesto θ es tambie´n funcio´n deΨ (relacio´n que se encuentra dada por curva
de retencio´n de humedad) la conductividad hidra´ulica K es tambie´n funcio´n de Ψ ,
es decir K(θ(Ψ)) que frecuentemente notaremos simplemente como K(Ψ). Por lo
tanto la ley de Darcy-Buckingham se puede escribir de la manera siguiente:
−→q =−K(Ψ)∇(Ψ + z) sobre Ω × (0 T ) (2)
Es importante anotar que el fluido considerado en la ley de Darcy-Buckingham y
a trave´s de este documento es incompresible y no viscoso es decir tı´picamente sera´
un lı´quido y frecuentemente al referirnos al fluido este sera´ el agua.
El resultado de reemplazar la ley de Darcy-Buckinghan (ecuacio´n (2)) en la ecua-
cio´n de continuidad (ecuacio´n (1)) es la famosa ecuacio´n de Richards. Esta fue
propuesta por Richards en 1931 y describe el movimiento de un fluido a trave´s de
un medio poroso (para mayor informacio´n ver (Richards, 1931))
∂θ(Ψ)
∂ t
−div(K(Ψ)∇(Ψ + z)) = S sobre Ω × (0 T ) (3)
En la zona saturada, es decir donde los poros se llenan completamente de agua, las
funciones θ y K son constantes yΨ ≥ 0, mientras que si el flujo es no saturado θ y K
son funciones no lineales deΨ y adema´sΨ < 0, lo que significa que la ecuacio´n de
Richards es una ecuacio´n diferencial no lineal. La ecuacio´n es degenerada, puesto
que esta´ degenera, cuando K(θ(Ψ))→ 0, que es el caso de difusio´n lenta o cuando
θ es constante que es el caso de difusio´n ra´pida, la regio´n de degeneracio´n depen-
de de la saturacio´n del medio, por lo que estas regiones no son conocidas apriori
y pueden variar en el tiempo y en el espacio, en este trabajo nos concentraremos
especialmente en el caso de difusio´n ra´pida en cuyo caso, la ecuacio´n de Richards
es degenerada elı´ptica-parabo´lica, es tı´pico de este caso la baja regularidad de las
soluciones.
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1.2 Definicio´n del Problema
Sea Ω ⊂ Rd , d ∈ {1,2,3} un abierto conexo acotado con frontera ∂Ω Lipschitz
continua, definimos QT =Ω × (0 , T ) para una constante fija T > 0. Consideramos
la siguiente ecuacio´n diferencial parcial no lineal degenerada elı´ptica-parabo´lica:
∂θ(Ψ)
∂ t −div [K(Ψ)∇(Ψ + z)] = S sobre QT
Ψ(x,0) =Ψ0(x) para todo x ∈Ω
+ Condiciones de borde
(4)
Las condiciones de frontera determinan la interaccio´n del feno´meno con el medio
que lo rodea, esta interaccio´n solo puede darse a trave´s de su frontera. Las principa-
les condiciones de frontera son las de Dirichlet y las de Neumann dadas respectiva-
mente por:
Ψ(x, t) =ΨD(x, t), ∀(x, t) ∈ ∂Ω × (0,T )
−K(Ψ(x, t))∇[Ψ(x, t)+ z] ·−→n =ΨD(x, t), ∀(x, t) ∈ ∂Ω × (0,T ),
La existencia, unicidad y regularidad de la solucio´n de la ecuacio´n (4) puede se con-
sultada en (Marinoschi, 2010) y (Alt & Luckhaus, 1983) para diversas condiciones
de borde
2 Estado del Arte
2.1 Discretizacio´n en el tiempo
La mayor parte de la bibliogra´fica consultada coincide en que la primera opcio´n
para la discretizacio´n temporal es un esquema de Euler hacia atra´s, esto se debe a
dos razones: la necesidad de una discretizacio´n estable que permita pasos de tiempo
largos y la baja regularidad de la solucio´n que no soporta cualquier esquema de alto
orden. En cuanto a la discretizacio´n espacial existen muchas ma´s opciones posibles.
Uno de los ana´lisis ma´s importantes que se hace para determinar la bondad de los
esquemas nume´ricos desarrollados para la ecuacio´n de Richards es el balance de
masa. Au´n cuando las dos formas de la ecuacio´n de Richards, basada en Ψ (ver
(Celia & Bouloutas, 1990)) y la forma mixta (ecuacion (3)) son equivalentes, sus
aproxomaciones nume´ricas cuando se usa un esquema de Euler pueden conducir a
diferentes resultados como lo demuestran (Celia & Bouloutas, 1990) y (Lehmann &
Ackerer, 1998), ma´s au´n estos autores demuestran que la discretizacio´n con un es-
quema de Euler hacia atra´s, de la formulacio´n basada enΨ , arroja resultados pobres
caracterizados por un gran error en el balance de masa y estimaciones erro´neas de
la profundidad de infiltracio´n, en contraste con la discretizacio´n de la forma mixta
que produce un correcto balance de masa au´n cuando debemos sen˜alar que un co-
rrecto balance de masa es una condicio´n necesaria pero no suficiente para obtener
una solucio´n correcta segu´n lo demuestra Lehmann F. (1998).
Por lo anotado anteriormente en la mayorı´a de la bibliografı´a revisada, los autores
prefieren usar una discretizacio´n temporal de Euler hacia atra´s conjuntamente con
la forma mixta de la ecuacio´n Richards, ya que produce una discretizacio´n con una
correcta propiedad de conservacio´n de masa, adema´s que proporciona soluciones
continuas a trave´s de condiciones heteroge´neas y lo que es ma´s importante, incluso
en transmisiones de re´gimen de no saturado a saturado.
2.2 Me´todos de linealizacio´n para la ecuacio´n de Richards
Un trabajo muy completo es el de (List & Radu, 2016), donde se resumen y se com-
paran los me´todos de linealizacio´n que se conocen hasta el momento. Los me´todos
de linealizacio´n estudiados por estos autores son el me´todo de Newton, me´todo de
Picard modificado, L-esquema. Es conocido que el me´todo de Newton es cuadra´ti-
camente convergente pero tiene el inconveniente de ser solo locamente convergente,
es decir no esta garantizada la convergencia del me´todo para cualesquier solucio´n
inicial con la que se arranque, adema´s necesita del ca´lculo de las derivadas de θ y K.
Por otro lado el me´todo de Picard modificado y el L-esquema son solo linealmente
convergentes pero en cambio son ma´s robustos.
2.2.1 Esquema de linealizacio´n de Newton
Fue uno de los primeros me´todos de linealizacio´n usado para resolver la ecuacio´n de
Richards y ha sido estudiado por varios autores, ver por ejemplo (Lehmann & Ac-
kerer, 1998; Bergamaschi & Putti, 1999; Eymard, Gutnic, & Hilhorst, 1999; List &
Radu, 2016; Lipnikova, Moultona, & Svyatskiy, en prensa), este tiene la ventaja de
ser cuadra´ticamente convergente, sin embargo tiene algunas desventajas. El me´todo
es solo locamente convergente aunque el uso de la solucio´n en el tiempo anterior
como solucio´n inicial en el me´todo mejora considerablemente su robustez, aun ası´
el metodo podrı´a fallar, un ejemplo de ello se puede ver en (List & Radu, 2016).
Involucra el ca´lculo de las derivadas de θ y K y adema´s su convergencia depende
del taman˜o de la malla espacial.
La convergencia del me´todo de Newton es estudiada por (Radu, Pop, & Knabner,
2006), segu´n este trabajo es necesario una etapa de regularizacio´n para garantizar
la convergencia, la correspondiente condicio´n de convergencia de acuerdo a este
articulo es como se sigue:
ht ≤Cε3hd (5)
donde ε denota el para´metro de regularizacio´n, h el taman˜o de la malla, d la dimen-
sio´n espacial y C una constante que no depende de los para´metros de discretizacio´n.
En la referencia antes mencionada la demostracio´n esta´ hecha para una discretiza-
cion de elementos finitos mixtos pero segu´n lo afirma (List & Radu, 2016) la demos-
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tracio´n para elementos finitos de Galerkin es similar, no se encontro´ demostracio´n
alguna para una discretizacio´n espacial de volu´menes finitos. En todo caso lo que
se debe tomar muy en cuenta es que la convergencia del me´todo de linealizacio´n de
Newton depende de la discretizacio´n espacial, ma´s au´n de acuerdo con la ecuacio´n
(5) y las pruebas nume´ricas realizadas por nosotros se verifica que al hacer la malla
espacial ma´s fina inevitablemente se llega a una divergencia del me´todo.
Es claro entonces que en el caso de la ecuacio´n de Richards el me´todo de Newton
no suele converger fa´cilmente, esto ha derivado en el desarrollo de varias estrategias
para optimizar las propiedades de convergencia como por ejemplo los ası´ llamados
continuacio´n-Newton que pueden ser consultados en (Younis, Tchelepi, Dagmar,
& Aziz, 2010). Las soluciones basadas en regiones de confianza ver (Wang & H.,
2013). Tambie´n se han desarrollado recientemente te´cnicas de precondicionamiento
no lineal con el fin de mejorar el rendimiento del me´todo ver por ejemplo (Dolean,
Gander, Kheriji, Kwok, & R., 2016; Cai & Keyes, 2002). Un enfoque alternativo
consiste en resolver usando un esquema ma´s robusto aun cuando este tenga solo
convergencia lineal.
2.2.2 Esquema de linealizacio´n de Picard modificado
Este esquema fue propuesto por (Celia & Bouloutas, 1990), y posteriormente ha si-
do usado por varios autores por ejemplo ver (Lehmann & Ackerer, 1998; Caviedes,
P., & Murillo, 2013; Kuraz, Mayer, & Pech, 2015; List & Radu, 2016; Lipnikova et
al., en prensa). Es claro que este me´todo coincide con el me´todo de Newton en el
caso de conductividad hidra´ulica constante o cuando se usa la ecuacio´n de Richards
despue´s de haber aplicado la transformada de Kirchhoff. El me´todo de Picard es
solo linealmente convergente pero es ma´s robusto que el me´todo de Newton esto
fue demostrado por (Lehmann & Ackerer, 1998), la idea del me´todo es discretizar
la no linealidad que involucra a θ cuadra´ticamente mientras que la no linealidad
de K es aproximada linealmente por lo tanto el me´todo solo es linealmente conver-
gente, el me´todo au´n involucra el ca´lculo de derivadas, Es importante sen˜alar que
la convergencia de este me´todo tambie´n podrı´a fallar como se demuestra en uno de
los ejemplos propuestos por (List & Radu, 2016). El esquema Picard modificado se
construye de la siguiente forma:
Comenzamos usando un esquema de linealizacio´n de Picard esta´ndar en la ecuacio´n
(13) para lo cual usamos el superı´ndice n, es ası´ que se tiene el esquema siguiente:
θ n+1k+1 −htdiv(Knk+1∇(Ψ n+1k+1 + z)) = θk +htSk+1 (6)
La clave del me´todo es expandir θ en una serie de Taylor truncada en una vecindad
deΨ nk+1 y evaluar la expansio´n enΨ
n+1
k+1 , es decir:
θ n+1k+1 ≈ θ nk+1+
dθ nk+1
dΨ
(Ψ n+1k+1 −Ψ nk+1)
θ n+1k+1 ≈ θ nk+1+Cnk+1(Ψ n+1k+1 −Ψ nk+1) (7)
reemplazando (7) en (6) se tiene finalmente el esquema de Picard modificado, el
cual de aquı´ en adelante lo llamaremos simplemente esquema de Picard
Cnk+1(Ψ
n+1
k+1 −Ψ nk+1)−htdiv(Knk+1∇(Ψ n+1k+1 + z)) = θk−θ nk+1+htSk+1 (8)
que es lo mismo que:
Cnk+1Ψ
n+1
k+1 −htdiv(Knk+1∇(Ψ n+1k+1 + z)) = θk−θ nk+1+htSk+1+Cnk+1Ψ nk+1 (9)
El esquema (9) nos dice que para cada paso de tiempo fijo tk se debe resolver un
cierto nu´mero de veces la ecuacio´n diferencial lineal homoge´nea (9), en donde se
suponen conocidosΨk,Ψ nk+1, y por tanto tambie´n se conocen θk, θ
n
k+1, C
n
k+1 y K
n
k+1.
La convergencia del me´todo de Picard modificado es estudiada por (Radu et al.,
2006), este autor demuestra que la condicio´n de convergencia del esquema es similar
a la del me´todo de Newton (nos remitiremos a la desigualdad (5)), au´n ası´, desde
el punto de vista teo´rico, existe un aumento cuantitativo de la robustes del me´todo
comparado con el me´todo de Newton, es decir si el me´todo de Picard falla tambie´n
el de Newton pero si el me´todo de Newton falla no nesariamente falla el me´todo de
Picard modificado, un ejempo de esto se puede ver en (List & Radu, 2016) donde
el me´todo de Newton no converge sin embargo el me´todo de Picard modificado
sı´ converge, pero al aumentar el nu´mero de elementos de la malla el me´todo de
Picard modificado diverge, esto se debe a que la convergencia sigue dependiendo
de la malla espacial. Es importante resaltar que au´n cuando existe un aumento de la
robustez el me´todo de Picard modificado sigue teniendo el mismo problema que el
me´todo de Newton
2.2.3 L-esquema
El L-esquema fue propuesto por (Slodicka, 2002) para el me´todo de elementos fi-
nitos de Galerkin y luego por (Radu, Pop, & Knabner, 2004) para elementos fini-
tos mixtos, posteriormente fue eatudiado por (List & Radu, 2016) tambie´n para el
me´todo de elementos finitos. No se han encontrado reportes de este esquema de li-
nealizacio´n con el me´todo de volu´menes finitos, igualmente la convergencia ha sido
demostrada y analizada solo para el esquema de elementos finitos.
Este es el u´nico esquema que aprovecha la monotonicidad de θ y se caracteriza por
ser un esquema robusto aunque solo linealmente convergente, no involucra ningu´n
ca´lculo de derivadas y adema´s la convergencia no depende del taman˜o de la malla
como si ocurre en los dos esquemas anteriores, ma´s au´n los sistemas lineales de
ecuaciones algebra´icas que se obtiene con el L-esquema esta´n mucho mejor condi-
cionados que los sistemas obtenidos usando los me´todos de Newton y Picard mo-
dificado, debido a esto existen ejemplos donde el L-esquema puede ser ma´s ra´pido
en tiempo de ma´quina que el me´todo Newton au´n cuando solo tiene convergencia
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lineal, ver por ejemplo (List & Radu, 2016).
A continuacio´n describiremos el L-esquema propuesto por (List & Radu, 2016),
para elementos finitos de Galerkin lineales. Nosotros restringiremos el ana´lisis a
condiciones de borde de Dirichlet homoge´neas solo por simplicidad, au´n cuando la
extensio´n a condiciones ma´s generales suelen ser simples. La formulacio´n variacio-
nal o de´bil del problema (13) queda dada como se sigue:{
hallarΨk+1 ∈ H10 (Ω) tal que
〈θk+1,ϕ〉+ht 〈Kk+1∇(Ψk+1+ z),∇ϕ〉= 〈θk+1+htSk+1,ϕ〉 ∀ϕ ∈ H10 (Ω)
(10)
donde 〈·, ·〉 es el producto interno en L2(Ω), sea Th ={Ti/i = 1,2...M} una descom-
posicio´n tipo elementos finitos del dominio Ω y sea Vh = span{v1,v2,v3, , ...,vh} un
subespacio de dimensio´n finita de H10 (Ω) tal que vi|Tj es un polinomio de grado 1
para cualesquier i = 1,2...h y Tj ∈ T. Para mayores detalles del me´todo de elemen-
tos finitos y su implementacio´n nos referimos al libro de (Knabner & Angermann,
2003), la formulacio´n completamente discreta en el tiempo y en el espacio queda
como se sigue:{
hallarΨk+1 ∈Vh tal que:
〈θk+1,v〉+ht 〈Kk+1∇(Ψk+1+ z),∇v〉= 〈θk +htSk+1,v〉 ∀v ∈Vh (11)
Notemos que por simplicidad no se ha cambiado la notacio´n de Ψk+1 ∈ H10 (Ω)
solucio´n del problema continuo (10) y Ψk+1 ∈ Vh solucio´n del problema discreto
(11). A continuacio´n presentamos la linealizacio´n del problema (11) mediante el
L-esquema para lo cual usamos el superı´ndice n:

DadoΨk yΨ nk+1 HallarΨ
n+1
k+1 tal que:
L
〈
Ψ n+1k+1 −Ψ nk+1,v
〉
+ht
〈
Knk+1∇(Ψ
n+1
k+1 + z),∇v
〉
=
〈
θk−θ nk+1+htSk+1,v
〉
para cada v ∈Vh
(12)
El elemento clave en el me´todo de linealizacio´n L-esquema es la adicio´n del
te´rmino de estabilizacio´n L
〈
Ψ n+1k+1 −Ψ nk+1,v
〉
.La convergencia del L-esquema es
global es decir es independiente de la solucio´n inicial aunque es claro que sera´ be-
neficioso si se empieza las iteraciones con la solucio´n obtenida en el paso anterior
de tiempo.
2.3 Discretizacio´n Espacial
Las aproximaciones tı´picas que se aplican al dominio espacial son los esquemas de
diferencias finitas, elementos finitos, elementos finitos mixtos y volu´menes finitos.
2.3.1 Elementos Finitos
Existen numerosos trabajos que involucran una discretizacio´n de Euler hacia atra´s
en el tiempo y los elementos finitos de Galerkin en el espacio ver por ejemplo (Celia
& Bouloutas, 1990), (Lehmann & Ackerer, 1998), (Slodicka, 2002), (Radu et al.,
2004), (Berninger, Kornhuber, & Sander, 2011), List et al.(2016) (List & Radu,
2016). Segu´n lo demuestra Celia et al. (1990) (Celia & Bouloutas, 1990) un esque-
ma de Euler en el tiempo, conjuntamente con los elementos finitos de Galerkin en el
espacio aplicados a la ecuacio´n de Richards podrı´a producir soluciones oscilatorias,
au´n cuando el esquema tiene la propiedad de conservacio´n de masa, el mal desem-
pen˜o de la solucio´n de elementos finitos se debe a la perdida de monoticidad que
resulta de la incapacidad del esquema de satisfacer el principio del ma´ximo. Adema´s
el nu´mero de iteraciones aumenta drama´ticamente con la condicio´n inicial es decir,
el nu´mero de iteraciones aumenta a medida que la condicio´n inicial se vuelve seca.
2.3.2 Elementos Finitos Mixtos
Existen varios trabajos que usan elementos finitos mixtos para resolver la ecuacio´n
de Richards ver por ejemplo (Bergamaschi & Putti, 1999), (Pop & Radu, 2004),
(Radu et al., 2004), (Radu, Pop, & Knabner, 2008).
Segun (Pop & Radu, 2004) la discretizacio´n en el tiempo se logra mediante un
esquema de Euler hacia atra´s, mientras que para el espacio se lo hace mediante ele-
mentos finitos mixtos empleando ma´s precisamente los elementos Raviart-Thomas
(Raviart & Thomas, 1977) y el espacio de funciones constantes a trozos. El esquema
nume´rico obtenido es implı´cito, lo que significa que en cada paso de tiempo se debe
resolver un problema no lineal para lo que se usa un proceso de linealizacio´n
2.3.3 Volu´menes Finitos
El me´todo de volu´menes finitos es u´til para la simulacio´n nume´rica de leyes de con-
servacio´n y este es justamente el caso de la ecuacio´n de Richards. Existen varias
referencias sobre esquemas nume´ricos de volu´menes finitos para la ecuacio´n de Ri-
chards ver por ejemplo (Eymard et al., 1999), (Zambra, Dumbser, Toro, & Moraga,
2012), (Misiats & Lipnikov, 2013), (Caviedes et al., 2013), (Lai & Ogden, 2015),
(Brenner, Hilhorst, & Vu-Do, 2016), (Brenner & Cance`s, 2017).
Para la discretizacio´n en el tiempo se usa generalmente el me´todo de Euler hacia
atra´s mientras que para el espacio existen varios esquemas de volu´menes finitos, al-
gunos de estos explı´citos como los usados en (Misiats & Lipnikov, 2013), (Caviedes
et al., 2013), (Zambra et al., 2012), y otros implı´citos como los usados en (Caviedes
et al., 2013) en estos casos obtenemos un problema discreto no lineal donde se em-
plea un esquema de linealizacio´n.
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3 Resultados de la Investigacio´n
El esquema propuesto esta basado en un me´todo de Euler hacia atra´s en el tiempo,
su implementacion esta dada a trave´s de una malla equiespaciada, para este efecto
consideramos el intervalo de simulacio´n (0,T ), y M un nu´mero entero positivo y
definimos ht = T/M el paso de malla y tk = kht los nodos de la malla de acuerdo a
la figura 1 siguiente:
Figura 1 Malla para la discretizacio´n en el tiempo. Fuente: Creacio´n propia
Con la finalidad de simplificar un poco la escritura, en todo lo que sigue usamos
la siguiente notacio´n: θ(Ψ(z, tk)) = θk. Por lo tanto, la discretizacio´n de la ecuacio´n
de Richards en su forma mixta, usando un esquema de Euler hacia atra´s, queda
como se sigue:
θk+1−θk
ht
−div(Kk+1∇(Ψk+1+ z)) = Sk+1
que es equivalente a:
θk+1−htdiv(Kk+1∇(Ψk+1+ z)) = θk +htSk+1 (13)
Esto significa que a cada paso de tiempo tk+1 debemos resolver la ecuacio´n no li-
neal estacionaria (13), note que en esta ecuacio´n se supone conocido el contenido
de humedad en el tiempo tk es decir θk. Para resolver el problema no lineal (13) es
necesario usar un me´todo de linealizacio´n.
El nuevo esquema propuesto para linealizar la ecuacio´n de Richards es global-
mente convergente y su convergencia no depende de la malla ni tampoco del es-
quema de discretizacio´n seleccionado para el espacio, los experimentos nume´ricos
realizados indican una significativa mejora en el tiempo de ma´quina y nu´mero de
iteraciones.
Este me´todo de linealizacio´n esta basado en el L-esquema y en adelante lo lla-
maremos L-esquema generalizado. En la ecuacio´n (13) aplicamos un me´todo de
linealizacio´n de Picard estandard y obtenemos (6), en donde remplazamos θ n+1k+1 por
la siguiente aproximacio´n θ n+1k+1 ≈ θ nk+1+L(Ψ nk+1)(Ψ n+1k+1 −Ψ n+1k+1 ), donde la funcio´n
L : R→ R sera´ considerada como constante por tramos, obteniendo el esquema
siguiente:
θ nk+1+L(Ψ
n
k+1)(Ψ
n+1
k+1 −Ψ nk+1)−htdiv(Knk+1∇(Ψ n+1k+1 + z)) = θk +htSk+1 (14)
Para determinar L definimos la particio´n finita deR siguiente: {Ii⊂R/i= 0,1, ...,H}
con las propiedades habituales de toda particio´n es decir Ii∩ I j = /0 ∀i 6= j y
R=
H⋃
i=0
Ii
Puesto que θ es Lipschitz continua, θ |Ii , para i ∈ {0,1,2, ...,H} son tambie´n Lips-
chitz continuas con constante de Lipschitz Li ≤ Lθ i = 1,2, ...,H. Definimos enton-
ces L de la manera siguiente:
L(z) =

L0 si z ∈ I0
L1 si z ∈ I1
L2 si z ∈ I2
·
·
·
LH si z ∈ IH
(15)
En la pra´ctica una posible implementacio´n del me´todo puede ser la que describi-
remos a continuacio´n:
Suponemos adicionalmente que θ : R→ R cumple con las siguientes hipo´tesis:
(i) θ(z) = θs para todo z > 0,
(ii) lı´m
z→ −∞θ(z) = θr,
(iii) θ es estrictamente creciente en (−∞,0),
(iv) θ ∈C(−∞,0)
(v) Existe un u´nico x¯ ∈ (−∞,0) tal que la funcio´n θ ′ es mono´tona creciente entre
(−∞, x¯) y es mono´tona decreciente entre (x¯,0).
Es importante sen˜alar que las ecuaciones de Van-Genuchten cumplen perfectamente
con estas hipo´tesis. Para la implementacio´n del L-esquema generalizado nosotros
pretendemos determinar la particio´n de R de manera que se cumplan las siguientes
condiciones:
(i) Ii ⊂ R son intervalos para todo i = 1,2, ...,H
(ii) Para todo Ii, I j intervalos distintos se tiene que:∫
Ii
C(z) dz =
∫
I j
C(z) dz
Observe que θ ′(z) = 0 para todo z > 0, puesto que θ(z) = θs para todo z > 0, lo
que significa que:
AT =
+∞∫
−∞
C(z) dz =
0∫
−∞
C(z) dz = θ(0)−θs
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Consideramos p∈N fijo que por lo general tomara´ valores pequen˜os, para los ejem-
plos se ha tomado p = 2,3,4,6,8. Dividimos AT en p a´reas de igual de magnitud
A = AT/p.
Por las hipo´tesis hechas sobre la funcio´n θ , y ma´s concretamente el punto iii), es
inmediato ver que θ es invertible en (−∞,0), por lo que es posible definir la funcio´n
inversa como θ−1 : (θr,θs)→ (−∞,0), luego dado xi ∈ (−∞,0) es posible hallar
xi+1 ∈ (−∞,0) de manera que el a´rea bajo la curva C y comprendida entre xi y xi+1
sea exactamente A:
xi+1∫
xi
C(z) dz = A⇒ xi+1 = θ−1 [θ(xi)+A] (16)
Usando (16) resulta fa´cil implementar un algoritmo para encontrar la particio´n.
En lo que que sigue a este me´todo lo llamaremos LGp esquema donde p esta re-
lacionado con el numero de intervalos Ik que se tiene, a continuacio´n presenta´ramos
dos ejemplos bidimensionales los cuales pretenden de alguna manera mostrar las
bondades del nuevo esquema. Los algoritmos fueron implementados en FreeFem++
y para la discretizacio´n espacial hemos escogido el me´todo de elementos finitos con
distintos taman˜os de malla, se compara el nu´mero de iteraciones del me´todo de li-
nealizacio´n y el tiempo de maquina empleado
3.1 Experimentos Nume´ricos
Las siguientes simulaciones fueron realizadas en una computadora portatil HP Pa-
vilion dm4 con sistema operativo Windows 10 pro.
EJEMPLO 1: El ejemplo presentado fue propuesto por (List & Radu, 2016),Este
es un ejemplo de inyeccio´n/extraccio´n en la zona vadosa, el domino Ω = (0,1)×
(0,1), esta dividido en una zona vadosa notada por Ωv = (0,1)× (−3/4,0)y una
zona saturada notada por Ωs = (0,1)× (−1,−3/4) de tal manera que Ω =Ωv∪Ωs
El problema tiene condiciones de borde mixtas una condicio´n de Dirichlet en ΓD =
(0,1)×{0} y una condicio´n de Neumann sobre ΓN = ∂Ω −ΓD.
ψ =−3 sobre ΓD
[−K(ψ)∇(ψ+ z)]•n = 0 sobre ΓN
Las funciones de contenido de humedad y conductividad hidra´ulica esta´n dadas
por el modelo de Van Genuchten con los siguientes para´metros θr = 0,026, θs =
0,42, α = 0,95, n = 2,9, m = 1− 1/n y Ks = 0,12 puesto que n > 2 se deduce
inmediatamente que son tanto K como θ son Lipschitz continuas la condicio´n inicial
es discontinua en la transicio´n de zona saturada a zona vadosa y esta´ dada por:
ψ(x,z,0) = ψ0(x.z) =
{ −3 si (x,z) ∈Ωv
−z−3/4 si (x,z) ∈Ωs
El problema tiene un te´rmino fuente el cual toma valores positivos y negativos dado
por:
f (x,z, t) =
{−0,006cos(3/4Πz)sen(2Πx) si (x,z) ∈Ωv
0 si (x,z) ∈Ωs
La condicio´n de parada para los me´todos de linealizacio´n esta´ dada por:
‖ψn+1k+1 −ψnk+1‖L2(Ω) ≤ 0,001
En cuanto al L-esquema se tomo´ L = 0,25, mientras que para el LGp esquema se
tomo p = 4 Examinamos la solucio´n para el primer paso de tiempo con ht = 1, y
para distintos taman˜os de malla h, en este primer ejemplo se calculo´ el nu´mero de
iteraciones de cada me´todo de linealizacio´n (ver tabla 1)
Cuadro 1 Ejemplo 1 Nu´mero de iteraciones de los me´todos de linealizacio´n. Fuente: Creacio´n
propia
h Newton Picard L LG4
0,3041 19 7 20 10
0,16027 — 8 22 11
0,0552 — 11 24 11
0,0428 — 13 25 12
0,033 — 17 26 13
0,0271 — 22 27 13
0,0234 — — 27 13
0,0206 — — 27 13
0,0191 — — 27 13
En la tabla 1 podemos apreciar que para un taman˜o de malla menor o igual a
0.16027 el me´todo de Newton diverge mientras que el me´todo de Picard no es con-
vergente para taman˜os de malla menores o iguales a 0.0271, asi mismo podemos
ver que el L-esquema y el LG4 esquema convergen para todos los taman˜os de malla
empleados, asi mismo podemos apreciar que el LG4 hace muchas menos iteraciones
que el L-esquema lo que se traduce en un menor tiempo de computo.
EJEMPLO 2: Con el fin de comparar los me´todos de linelizacion usaremos un
ejemplo en el que se describe la recarga de un depo´sito de agua subterra´nea a partir
de una zona de drenaje.
El dominio Ω = (0,2)× (−3,0) representa una seccio´n vertical del subsuelo en
la parte derecha del dominio el nivel frea´tico se fija por una condicio´n de Dirichlet
ΓD1 = {2}× (−3,−2), el drenaje se modela con una condicio´n de Dirichlet en el
lı´mite superior ΓD = (0,1)×{0}, el resto de la frontera ΓN = ∂Ω − (ΓD1 ∪ΓD2) es
puesta sin condiciones de flujo, mas precisamente:
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ψ(x,z, t) =
{
−2+2,2 t
0,0625
si t ≤ 0,0625
0,2 si t > 0,0625
sobre ΓD1
ψ(x,z, t) =−2− z sobre ΓD2
[−K(ψ)∇(ψ+ z)]•n = 0 sobre ΓN
Se establece la siguiente condicio´n inicial:
ψ(x,z,0) =−2− z para todo (x,z) ∈Ω
Las funciones de contenido de humedad y conductividad hidra´ulica esta´n dadas por
el modelo de Van Genuchten con los siguientes para´metros θr = 0,131, θs = 0,396,
α = 0,423, n = 2,06, m = 1− 1/n y Ks = 0,0496, puesto que n > 2 se deduce
inmediatamente que son tanto K como θ son Lipschitz continuas.
La condicio´n de parada para los me´todos de linealizacio´n esta´ dada por:
‖ψn+1k+1 −ψnk+1‖L2(Ω) ≤ 0,00000001
En cuanto al L-esquema se tomo´ L = 0,0451, mientras que para el LGp esquema
se tomo p = 2,3,4,6,8 Examinamos la solucio´n para un tiempo total de simulacio´n
T = 3/16 con un paso de tiempo ht = 1/48, es decir calculamos para 9 niveles de
tiempo ademas usamos distintos taman˜os de malla h, en este segundo ejemplo se
calculo´ el nu´mero de iteraciones y el el tiempo de co´mputo de cada me´todo de li-
nealizacio´n.
Cuadro 2 Ejemplo 2 Nu´mero de iteraciones. Fuente: Creacio´n propia
h Picard L LG2 LG3 LG4 LG6 LG8
0,304138 89 557 282 142 157 159 154
0,15 103 803 286 168 188 190 184
0,106425 104 833 286 174 191 193 188
0,09 108 846 286 179 195 197 190
0,06407 108 852 286 181 197 198 192
0,05763 108 854 286 181 197 199 192
En la tabla 2 se puede apreciar que para todos los valores de p el LGp esquema
es muy superior al L-esquema en lo que a nu´mero de iteraciones se refiere pues
hace muchas menos iteraciones, el mejor resultado se obtiene con p=3 donde el L-
esquema hace tres veces ma´s iteraciones que el LG3 esquema.
El me´todo de Picard tiene resultados un poco mejores que el LGp esquema pero
recuerde que el me´todo de Picard no es globalmente convergente ma´s aun su con-
vergencia depende del taman˜o de la malla como se muestra en el ejemplo 1.
Figura 2 Solucio´n ejemplo 2 usando el esquemas de linealizacio´n LG3 con un taman˜o de malla
h=0.06425. Fuente: Creacio´n propia
Cuadro 3 Ejemplo 2 Tiempo de co´mputo. Fuente: Creacio´n propia
h Picard L LG2 LG3 LG4 LG6 LG8
0,304138 14,5 54,3 41,9 21 23,2 23,6 23,3
0,15 55,2 305,3 172,9 99,8 111,8 113,2 110,3
0,106425 123,8 668,5 373,8 226,4 249 262,7 246,7
0,09 277,6 1244,2 659,2 408,5 458 452,9 439,2
0,06407 367,9 2035,6 1084,6 678 736 746,8 730,5
0,05763 513,7 2854,4 1535,2 954,4 1058 1049,5 1018,3
De manera similar en la tabla 3 se puede ver que para todos los valores de p el
LGp esquema es muy superior al L-esquema en lo que a tiempo de computo se refie-
re, obteniendo el mejor resultado para p=3 donde el L-esquema se demora casi tres
veces ma´s tiempo que el LG3 esquema Ası´ mismo podemos apreciar que el me´todo
de Picard tiene resultados un poco mejores que el LGp esquema pero recuerde que
el me´todo de Picard no es globalmente convergente ma´s aun su convergencia de-
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pende del taman˜o de la malla. La figura 2 ilustra la solucio´n de ejemplo 2 obtenida
usando el nuevo esquema de linealizacio´n.
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