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Abstract We study the existence of periodic solutions of
a first order nonlinear impulsive differential system with
piecewise constant arguments.
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Introduction
In the past two decades, the theory of impulsive differential
equations has been developed very rapidly. Such equations
consist of differential equations with impulse effects and
emerge in modelling of real-world problems observed in
engineering, physics and biology, etc. The books [1–3] are
good sources for the study of impulsive differential equa-
tions and their applications. In addition to these, there exist
many papers that investigate the behaviour of solutions of
impulsive differential equations [4–8].
Since the early 1980s, differential equations with
piecewise constant arguments have attracted great deal of
attention of researchers in science. Differential systems
with piecewise constant arguments appear in diverse areas
such as engineering, physics and mathematics. The work
[9] covers a systematical study on mathematical models
with piecewise constant arguments. Differential equations
with piecewise constant arguments are closely related to
difference and differential equations. Therefore, they are
stated as hybrid dynamical systems [10]. The qualitative
works on oscillation, periodicity and convergence of
solutions of differential equations with piecewise constant
arguments have been done by works [11–19]. Also, Wie-
ner’s book [20] is a distinguished source with respect to
this area.
But, there are only a few papers [21–23] for impulsive
differential equations with piecewise constant arguments.
Moreover, in [24], Seifert has taken into consideration
the scalar equation
x
0 ðtÞ ¼ kxðtÞ  gðx½tÞ
which shows a continuous dynamical system and proved
that this equation has a periodic solution with period 2.
So, we have been motivated consider the impulsive
differential system with piecewise constant arguments
x
0
1ðtÞ ¼ kx1ðtÞ  gðx2½t  1Þ;
x
0
2ðtÞ ¼ kx2ðtÞ  gðx1½t  1Þ; t 6¼ k 2 Zþ ¼ f1; 2; :::g; t > 0;
(
ð1Þ
x1ðtÞ ¼ dx1ðtÞ; x2ðtÞ ¼ dx2ðtÞ; t ¼ k 2 Zþ; ð2Þ
where k[ 0 is a real constant, d 2 Rnf0; 1g; g : R! R is
a continuously differentiable function, x1ðkÞ ¼ lim
t!k
x1ðtÞ;
x1ðkÞ ¼ x1ðkþÞ ¼ lim
t!kþ
x1ðtÞ; x2ðkÞ ¼ lim
t!k
x2ðtÞ and
x2ðkÞ ¼ x2ðkþÞ ¼ lim
t!kþ
x2ðtÞ; i. e., x1ðtÞ and x2ðtÞ are right
continuous at t ¼ k and [.] denotes the greatest integer
function.
It is noted that (1)–(2) is a discontinuous dynamical
system which may be regarded as a competition model of
two species competing for the same resources.
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Our aim is to study the existence of solutions of (1)–(2)
and search periodic solutions with period 2 using Carv-
alho’s method which is given below.
Theorem 1 (Carvalho’s method, [25]) If p is a positive
integer and xðkÞ is a periodic sequence of period p, then the
following hold true:
(i) If p [ 1 is odd and m ¼ p1
2
; then






Þ þ bj sinð2jkp
p
Þ; ð3Þ
for all k > 1:
(ii) If p is even and p ¼ 2m; then









for all k > 1:
For example, if p ¼ 2; then
xðkÞ ¼ a0 þ a1 cos pk: ð5Þ
A solution of (1)–(2) is defined as below.
Definition 2 A function ðx1ðtÞ; x2ðtÞÞ defined on 0;1½ Þ is
said to be a solution of (1)–(2) if it satisfies the following
conditions:
1. The components x1; x2 : 0;1½ Þ ! R are continuous
for t 2 0;1½ Þ with the possible exception of the points
t½  2 0;1ð Þ,
2. ðx1ðtÞ; x2ðtÞÞ is right continuous and has left-hand
limits at the points t½  2 0;1ð Þ;
3. ðx01ðtÞ; x
0
2ðtÞÞ exists for every t 2 0;1½ Þ with the
possible exception of the points t½  2 0;1½ Þ where
one-sided derivates exist,
4. ðx1ðtÞ; x2ðtÞÞ satisfies system (1) on each interval
k\t\k þ 1; k 2 N ¼ f0; 1; 2; :::g;
5. x1ðtÞ and x2ðtÞ satisfy, respectively, (2) at t ¼ 1; 2; . . .
Main results
We prove the following results:
Theorem 3 Any solution ðx1ðtÞ; x2ðtÞÞ of (1)–(2) on the
interval 0;1½ Þ has the following form:
x1ðtÞ ¼ x1ð½tÞ exp kðt  ½tÞ  gðx2ð½t  1ÞÞ exp kðt  ½tÞ  1k ; t 6¼ k 2 N;




and for t ¼ k; k 2 N; ðx1ðkÞ; x2ðkÞÞ satisfies the difference
system












where a ¼ exp k and b ¼ ðexp k 1Þ=k:
Proof system (1), in the interval k\t\k þ 1; can be
reduced to the ordinary differential equations system
x
0
1ðtÞ  kx1ðtÞ ¼ gðx2ðk  1ÞÞ;
x
0
2ðtÞ  kx2ðtÞ ¼ gðx1ðk  1ÞÞ:
(
ð8Þ
Solving system (8), we get
x1ðtÞ ¼ x1ðkÞ exp kðt  kÞ  gðx2ðk  1ÞÞ exp kðt  kÞ  1k ;
x2ðtÞ ¼ x2ðkÞ exp kðt  kÞ  gðx1ðk  1ÞÞ exp kðt  kÞ  1k ; k\t\k þ 1:
8><
>:
Replacing k by ½t; we obtain (6).
Before applying the impulse condition at t ¼ k, we also
find the solution of system (1) in the interval k  1\t\k as
x1ðtÞ ¼ x1ðk  1Þ exp kðt  k þ 1Þ  gðx2ðk  2ÞÞ exp kðt  k þ 1Þ  1k ;
x2ðtÞ ¼ x2ðk  1Þ exp kðt  k þ 1Þ  gðx1ðk  2ÞÞ exp kðt  k þ 1Þ  1k :
8>><
>>:
Now, if we apply the impuls condition (2) with the
assumption of right continuousness at t ¼ k; we find the
difference system (7). Hence, the proof is complete.
It is noted that under the following conditions the
impulsive differential system (1)–(2) has a unique solution:
x1ð1Þ ¼ g1; x2ð1Þ ¼ l1; x1ð0Þ ¼ g0; x2ð0Þ ¼ l0;
where g1; l1; g0 and l0 are real constants. Also, we note
that under the same conditions the difference system (7)
has a unique solution.
Theorem 4 Let ðx1ðtÞ; x2ðtÞÞ be a solution of (1)–(2). If
ðx1ðkÞ; x2ðkÞÞ satisfies system (7) such that ðx1ðk þ
pÞ; x2ðk þ pÞÞ ¼ ðx1ðkÞ; x2ðkÞÞ for all k 2 N; then we have
ðx1ðt þ pÞ; x2ðt þ pÞÞ ¼ ðx1ðtÞ; x2ðtÞÞ for all t 2 0;1½ Þ;
where p is the least positive integer.
Proof From (6), in the interval k\t\k þ 1; we have
x1ðt þ pÞ ¼ x1ðk þ pÞ exp kðt  kÞ
 gðx2ðk þ p  1ÞÞ exp kðt  kÞ  1k
¼ x1ðkÞ exp kðt  kÞ  gðx2ðk  1ÞÞ exp kðt  kÞ  1k
¼ x1ðtÞ;
x2ðt þ pÞ ¼ x2ðk þ pÞ exp kðt  kÞ
 gðx1ðk þ p  1ÞÞ exp kðt  kÞ  1k
¼ x2ðkÞ exp kðt  kÞ  gðx1ðk  1ÞÞ exp kðt  kÞ  1k
¼ x2ðtÞ:
Hence, the proof is complete.
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Theorem 5 Assume that k [ 0 is a sufficiently small real
constant. If g is an odd function and there is a number
a [ 0 such that
gðaÞ ¼ aðd þ 1Þ ð9Þ
and
g
0 ðaÞ 6¼ d  1; 1  d; d  1; d þ 1; ð10Þ
then there exists a solution ðx1ðtÞ; x2ðtÞÞ with least period 2
of (1)–(2).
Proof A solution ðx1ðtÞ; x2ðtÞÞ of (1)–(2) is given by (6).
According to Theorem 4, it comes out
x1ðt þ 2Þ ¼ x1ðtÞ and x2ðt þ 2Þ ¼ x2ðtÞ for all t 2 0;1½ Þ ð11Þ
provided that
x1ðk þ 2Þ ¼ x1ðkÞ and x2ðk þ 2Þ ¼ x2ðkÞ for all k 2 N;
ð12Þ
where ðx1ðkÞ; x2ðkÞÞ is a solution of (7). So, we should only
prove that (12) is true. Due to Theorem 1, we can choose a
solution of (7) as
x1ðkÞ ¼ a0ðaÞ þ a1ðaÞ cos pk and x2ðkÞ ¼ ea0ðaÞ
þ ea1ðaÞ cos pk; ð13Þ
where a ¼ ek; ai and eai ; i ¼ 0; 1 are real-valued functions.
Substituting (13) into (7), we obtain
a0ð1  a
d
Þ  a1ð1 þ a
d
Þ cos pk þ b
d
gð ea0  ea1 cos pkÞ ¼ 0;
ea0ð1  a
d
Þ  ea1ð1 þ a
d
Þ cos pk þ b
d
gða0  a1 cos pkÞ ¼ 0:
ð14Þ
If system (14) is satisfied for k ¼ 0 and k ¼ 1; then it holds








gð ea0  ea1Þ ¼ 0;
ea0ð1  a
d




gða0  a1Þ ¼ 0;
a0ð1  a
d




gð ea0 þ ea1Þ ¼ 0;
ea0ð1  a
d




gða0 þ a1Þ ¼ 0:
ð15Þ
For k ¼ 0; it is a ¼ 1 and also bð1Þ ¼ 1: Hence, (15)
reduces to the system
a0ð1  1
d




gð ea0  ea1Þ ¼ 0;
ea0ð1  1
d




gða0  a1Þ ¼ 0;
a0ð1  1
d




gð ea0 þ ea1Þ ¼ 0;
ea0ð1  1
d




gða0 þ a1Þ ¼ 0:
ð16Þ
Since g is odd and satisfies (9), system (16) has a solution
as a0 ¼ ea0 ¼ 0; a1 ¼ ea1 ¼ a. Therefore, system (7) has a
periodic solution with period 2 as
x1ðkÞ ¼ a cos pk and x2ðkÞ ¼ a cos pk: ð17Þ
This means that (1)–(2) has a solution of least period 2 for
k ¼ 0:
Now, let k be sufficiently small.
Again, we should establish a solution ðx1ðkÞ; x2ðkÞÞ of
system (7) as in the form of (13). To fulfill this, we use the
Implicit Function Theorem to show that there exists a




Þ  a1ðaÞð1 þ a
d
Þ cos pk þ bðaÞ
d
gð ea0ðaÞ
 ea1ðaÞ cos pkÞ ¼ 0;
ea0ðaÞð1  a
d
Þ  ea1ðaÞð1 þ a
d
Þ cos pk þ bðaÞ
d
gða0ðaÞ
 a1ðaÞ cos pkÞ ¼ 0: ð18Þ
Again, if this system holds for k ¼ 0 and k ¼ 1, then it will
be satisfied for all k 2 N: Substituting k ¼ 0 and k ¼ 1 into
(18), respectively, we obtain the system
a0ðaÞð1  a
d




gð ea0ðaÞ  ea1ðaÞÞ ¼ 0;
ea0ðaÞð1  a
d




gða0ðaÞ  a1ðaÞÞ ¼ 0;
a0ðaÞð1  a
d




gð ea0ðaÞ þ ea1ðaÞÞ ¼ 0;
ea0ðaÞð1  a
d




gða0ðaÞ þ a1ðaÞÞ ¼ 0:
ð19Þ
Since g is odd, the Jacobian determinant of system (19) at
a ¼ 1 is
J ¼ 1
d4
d  1  d  1 g0ðaÞ  g0ðaÞ
g0ðaÞ  g0ðaÞ d  1  d  1
d  1 d þ 1 g0ðaÞ g0ðaÞ





ð4d4 þ 8d2g02ðaÞ þ 8d2  4g04ðaÞ þ 8g02ðaÞ  4Þ
¼ 4
d4
ðd  g0ðaÞ  1Þðd  g0ðaÞ þ 1Þðd þ g0ðaÞ  1Þ
 ðd þ g0ðaÞ þ 1Þ:
From (10), we obtain that J 6¼ 0 at a ¼ 1:
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So, for sufficiently small k[ 0; there is a d[ 0 such
that there exist functions a0ðaÞ; ea0ðaÞ; a1ðaÞ; ea1ðaÞ that are
continuous on 1; 1 þ d½ Þ and form a solution of system (19)
such that a0ð1Þ ¼ ea0ð1Þ ¼ 0; a1ð1Þ ¼ ea1ð1Þ ¼ a:
Hence, the proof is complete.
Remark 6 If d ¼ 1; then the impulsive differential system




1ðtÞ ¼ kx1ðtÞ  gðx2½t  1Þ;
x
0
2ðtÞ ¼ kx2ðtÞ  gðx1½t  1Þ; 0 t\1:
In this case, Theorem 3, 4 and 5 are still valid for d ¼ 1:
Open Access This article is distributed under the terms of the
Creative Commons Attribution License which permits any use, dis-
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