Abstract. The demand for more pixels is beginning to be met as manufacturers increase the native resolution of projector chips. Tiling several projectors still offers a solution to augment the pixel capacity of a display. However, problems of color and illumination uniformity across projectors need to be addressed as well as the computer software required to drive such devices. We present the results obtained on a desktop-size tiled projector array of three D-ILA projectors sharing a common illumination source. A short throw lens (0.8:1) on each projector yields a 21-in. diagonal for each image tile; the composite image on a 3ϫ1 array is 3840ϫ1024 pixels with a resolution of about 80 dpi. The system preserves desktop resolution, is compact, and can fit in a normal room or laboratory. The projectors are mounted on precision six-axis positioners, which allow pixel level alignment. A fiber optic beamsplitting system and a single set of red, green, and blue dichroic filters are the key to color and illumination uniformity. The D-ILA chips inside each projector can be adjusted separately to set or change characteristics such as contrast, brightness, or gamma curves. The projectors were then matched carefully: photometric variations were corrected, leading to a seamless image. Photometric measurements were performed to characterize the display and are reported here. This system is driven by a small PC cluster fitted with graphics cards and running Linux. It can be scaled to accommodate an array of 2ϫ3 or 3ϫ3 projectors, thus increasing the number of pixels of the final image. Finally, we present current uses of the display in fields such as astrophysics and archaeology (remote sensing).
Introduction
Tiling projectors together has emerged as a reliable method for upscaling computer displays. Several projects such as the PowerWalls and ''visionarium'' use this concept to create a larger, higher-capacity display area. The original PowerWall designed at the University of Minnesota is a video wall six by eight feet in size, consisting of four image panels rear-projected onto a screen. 1 The ''visionarium'' concept is similar to the PowerWall, augmented by the use of a curved screen to allow immersion of the user. Such displays, however, are usually hosted in a large room, are driven by powerful graphic supercomputers, and may cost up to one million U.S. dollars. For these reasons, these displays have limited availability in the U.S. Department of Energy and NASA laboratories, and some national supercomputer centers and a few universities. [2] [3] [4] With the acceleration in performance of inexpensive graphics cards for PCs, researchers at Princeton, 4, 5 Stanford, 6, 7 Argonne National Laboratory, 8 and University of North Carolina [9] [10] [11] have developed lower cost systems based on consumer commodity projectors and PC systems. Most of these systems still project an image onto a large, wall-sized screen.
The advantage of such systems is the low cost of the components. One of their drawbacks is that the quality of the projectors is variable, resulting in differences in luminance and color between the projected image tiles. The resulting image appears as a mosaic of several distinct image tiles, as shown in Fig. 1 , which can distract the users. We describe and characterize a new solution 12 to the problem of illumination and color nonuniformity in tiled displays. We built the first display at the San Diego Supercomputer Center, University of California, and the second one at the University of Sydney. The measurements presented were performed on the Sydney display.
Methodology
Our motivation was to build a desktop display that was scalable and exhibited uniform illumination and color. A 3ϫ3 display was the objective and the proof of concept was a 1ϫ3 display. In collaboration with JVC, three D-ILA G1000 projectors 13 ͑native resolution of 1350ϫ1024 pixels͒ were used for this purpose. These projectors were re-built to include unified illumination with an optical fiber distribution system. Further details of the system are described next.
Image Tiles
To stay with the desktop metaphor, the image projected by each projector was chosen to be a 21-in. diagonal image. This was achieved by using a short throw lens ͑0.8:1͒. The image size could be reduced further, down to 15 in. without distortion, thus increasing the pixel density from 75 ppi at 21 in., to 105 ppi at 15 in. We constructed two systems: a 3ϫ1 projector array yields an image of 3840ϫ1024, and a 3ϫ3 projector array an image of 3840ϫ3072 pixels. The throw distance between the projector lens and the screen is 0.99 m. With such a short throw lens, the rays are not parallel when they arrive on the screen, thereby causing more pronounced sensitivity to the viewing angle.
Uniform Illumination
It is difficult to maintain uniform illumination across several projectors. The use of top-of-the range projectors can alleviate the problem, but it is high maintenance, requiring repeated readjustments, and does not solve the problem completely. Commodity projectors' specifications are variable: different manufacturing tolerances of components, different light sources, and different filters and prisms contribute to variations in uniformity. Software solutions to the problem of color uniformity have been proposed and implemented by several groups 14 -16 by using color mapping: each projector is matched against a standard, deviceindependent space. Recently a technique using a digital camera was proposed to record the luminance per pixel per channel of tiled projectors and to correct the final image with alpha blending and a look-up table. 17 It is worth noting that these techniques still require photometric measurements to be performed to characterize each projector. If one or several of the projector components vary dramatically, photometric measurements must be taken again.
Our solution to ensure a uniform illumination was to use a common source of illumination and a common set of RGB dichroic filters, and to bring the light to the multiple D-ILA chips via optical fibers. To achieve this, three G1000 JVC projectors were taken apart and rebuilt: the lamp, power supply, and fans were removed and the light path was redesigned to bring red, green, and blue lights to the D-ILA chips. A 2000-W Xe arc lamp was used to provide the illumination. Three dichroic filters provide the common red, green, and blue components. From then on, three bundles of optic fibers carry the three wavelengths to the D-ILA chips. The red, green, and blue beams are then focused and reflected down to the D-ILA chips, as shown in Fig. 2 . The 2-kW lamp was chosen for expedience, being readily available in the JVC product line. It was sized to drive the University of California, San Diego ͑UCSD͒ 3ϫ3 display 12 and also was used for the 3ϫ1 Sydney display. Clearly it is overspecified for the latter system. We estimate that the lamp could satisfactorily drive a 20-projector tiled display system. Beyond that, a large lamp would be needed but would be limited by heat dissipation problems. Alternative illumination systems would need to be employed.
Alignment of the Image Tiles
A seamless image can be achieved by precise mechanical alignment of each image horizontally ͑and vertically if another row of projectors is present͒. Each modified projector is seated on a mechanical six-axis positioner, 18 as shown in Figs. 3͑a͒ and 3͑b͒. The image tiles are aligned at subpixel ͑ϳ0.1 mm͒ level by controlling translation, roll, and yaw. Finer alignment can be performed by moving the D-ILA assembly inside the projector horizontally or vertically using the D-ILA proprietary control software. This software also allows the user to directly control the brightness, contrast, and sharpness of a picture, to adjust in the projector circuitry the gamma curve of each D-ILA chip as well as the shading. 
Edge Blending Between Two Image Tiles
Edge blending is important to give a sense of continuity in illumination and chromaticity. This can be accomplished in either software or in the hardware. 20 The edges of the two images overlap and are blended in the software or in the hardware, so that the final image appears seamless at the transition. The hardware approach to edge blending is complicated and expensive: the signal is converted from digital to analog and blended electronically. The software approach is computationally intensive. The number of edges to blend increases from three for a 3ϫ1 display to seven for a 2ϫ3 display. Both approaches work well with CRT projectors but not so well with LCD projectors: light leaks from the edges, as can be seen in Fig. 4 . A simple solution is to block the stray light with a physical mask at the image edges. The mask is positioned carefully close to the screen so that the edge of the mask is sharp and the transition appears seamless.
Illumination and Color Balancing
A single 2000-W Xe arc lamp illuminates all projector cores, as discussed in Sec. 2.2. A Photo Research PR-650 spectroradiometer 21 was used to characterize the three projectors. The spectroradiometer was positioned 30 cm in front of the glass screen and focused on the center of each projected image tile. All measurements were taken in a darkened room to eliminate stray light. Each D-ILA chip was tuned separately to obtain the best characteristics for each projector. The projector with the lowest measured illumination was used as a reference, and the two other projectors were matched to that projector. The white levels of the three projectors were matched with a D65 illuminant (xϭ0.313, yϭ0.329). 22 The D65 was tracked from black to white by adjusting the projectors' gamma curves.
Projection Screen
Both the UCSD and Sydney systems were designed to operate in rear-projection mode with a wall-mounted screen. For the present study we used a Jenmar black glass projection screen, 23 because of its high ambient light rejection properties and clarity. The screen was of the diffuse type with unity gain. With the short throw lenses and the diffuse screen, the system is more sensitive to the viewing angle, due to the cos 4 law in geometrical optics: above 30°from normal view, the tiles become distinct. The sensitivity of our display to the viewing angle is illustrated in Fig. 5 . However, this is not a problem for a person sitting in a fixed position directly in front of the display, consistent with the designed usage metaphor.
Computer System
The three-projector display is driven by a PC cluster ͑3 dual Pentium, 1 GHz͒ running Linux. A Matrox video card 24 writes to four 1280ϫ1024 displays, three for the display and one as a control window. This works well for static images. However, displaying time-dependent, 3-D geometries is more problematic. We are currently looking at the use of WireGL and Chromium APIs 6, 7 in conjunction with N-vidia cards. 25 An alternative is to use an SGI Onyx2 to drive the display when looking at complex geometries.
Results

Uniformity
Our new design reduced the problems of uniform illumination and color matching across the three projectors. Photometry measurements performed on the three projectors are presented in Figs. 6͑a͒ to 6͑e͒. These measurements were taken at the center of each image tile. The spectrum for the middle projector is different from the spectra obtained for the left and right projectors. We have not found the cause of this yet, but suspect manufacturing variability. However, to the eye, that projector appeared to match the other projectors. The color coordinates for white shift with time, but this was noticeable. The use of a short throw lens to create the 21-in. diagonal image tile increased the sensitivity to off-axis viewing at the image edges' transition. If the shading ͑vertical graduation͒ on a projector is not well adjusted, then the difference in uniformity of color across the projected image is noticeable. The luminance curves for the three projectors for different shades of gray are presented in Fig. 7 . The desktop display is particularly suited to images in the landscape format. The projection of computer-generated pictures and photographs was effective. An example of image uniformity and scale of the display is shown in Sec. 4.
Light Path Measurements
To characterize the display and evaluate the intensity attenuation from source to screen, we fitted a flexible optical fiber to the spectroradiometer and used this sensing fiber to take measurements along the light path where access was possible. Attenuation contributions of the fiber at specific wavelengths are the same for all measurements. The experimental error due to manually holding the flexible fiber was evaluated by taking several measurements and comparing the variation between spectra: it is about 4%. A white field was displayed at all times on each projector during the experiments. When measuring along one specific light path, the light along the two others paths was physically blocked before reaching the prism. The difference between a spectrum acquired with and without the fiber is about 30%. The measurements were only possible in four positions: position 1 is taken after the BlackScreen ͑30 cm from the screen͒; position 2 is taken before the screen ͑30 cm from the projector lens͒; position 3 is taken after the condenser lenses for each red, green, and blue beam; and position 4 is taken after one lens is positioned in front of each fiber guiding the red, green, and blue beams. Photometric measurements were also taken after each dichroic filter in the lamp housing, adjacent to where the optic fiber bundle is positioned, and also 50 cm in front of the arc lamp. Figure  8 presents the spectra obtained for the middle projector. Similar results were achieved for the left and right projectors.
The spectra measured at positions 3 and 4 show a 20, 24, and 22% attenuation in radiance, respectively, along the red, green, and blue light paths. This discrepancy could be due to the fact that the measurements along the green light path were harder to reach, as they are in the middle of the assembly ͑see Fig. 2͒ . The spectra between positions 1 and 2 taken, respectively, before and after the screen, show a decrease down to 0.13% for the red light, 0.16% for the green, and 0.3% for the blue light, indicating significant attenuation by the screen and inverse square fall-off. The radiance at position 2 is higher than at position 3 consistently for the red, green, and blue paths on the three projectors. This could be possibly due to stray light, indicating the care required in the experimental protocol or to a different geometry of the light beam: parallel rays versus covergent rays.
The blue light spectrum exhibits three extra small peaks at 540, 575, and 610 nm. After transiting the assembly, the wavelengths above 520 nm are attenuated. The 540-and 610-nm peaks disappear; however, the 575-nm peak is still there, although reduced.
The sensing flexible fiber was placed near the dichroic filters at the position where the bundle of fibers normally sits. However, the light intensity was too high for the spectroradiometer. The sensing fiber was moved away from the light source ͑by about 50 cm͒ to take the measurements shown in Fig. 9 . These results can only be regarded as qualitative. Neutral density filters will be needed to measure the incident light intensity reaching the bundle of fibers. However, the same amount of light falls onto each bundle of fibers. It is then split into three separate, yet identical, beams carried by the tail fibers to the projector cores. Scalability from a 3ϫ1 array to a 3ϫ3 array was demonstrated at UCSD in 2001, where we started this project in 2000. The San Diego display is visibly less bright. No photometric measurements were performed, and that display uses an acrylic screen. However, the luminance levels are good enough to allow a person to work with the display. The raw spectral characteristic of the lamp is also presented in Fig. 10 . 
Uniformity Across a Tile
Each tile was divided into five strips, horizontally and vertically, and measurements were taken within each of the 25 grid elements of the tile. Table 1 records the luminance measured in these 25 zones for the middle projector. Generally, the luminance varies by 10 to 20%, consistent with the expected fall-off from center field. However, the shading nonuniformity down the D-ILA chip leads to a 30% extreme in the lower right-hand corner, indicating that further care and tuning are required at the level of the D-ILA chips.
Applications
The performance and utility of the new computer display is illustrated by two applications in scientific visualization, taken from our laboratories. The two examples are presented next. 
Astrophysics
Astrophysical imaging and modeling uses and generates large-scale, visually rich images, which are suited to panoramic format displays, as in the new digital Hayden planetarium in New York. 26 The projection dome is an 8.5 mega-pixel digital, hemispherical screen. We participated in a large, multiinstitution team that generated a terascale rendering of a 3-D model of the Orion nebula, 27 ,28 resulting in a 2-min digital movie 29 showing a fly-through of the nebula. This work formed part of a larger project to develop scalable visualization methods with broad applicability across the sciences. 30 A four mega-pixel snapshot of the Orion model is shown in Fig. 11 and provides an example of image uniformity and scale of the display.
Archaeology
Geographical imaging naturally benefits from large format displays. We present here some recent airborne synthetic aperture radar ͑AIRSAR͒ data of the Angkor area. This follows earlier space shuttle mapping in 1994. The city of Angkor lies to the north of Siam Reap in Cambodia and houses one of the world's largest religious monuments 31, 32 with spectacular stone temples. The city was the capital of the Khmer empire between 800 and 1400 AD. It was sacked and subsequently abandoned in the mid-15th century and lost until a French explorer, Henri Mouhot, rediscovered it in 1860. The restoration plans started at the beginning of the 20th century were interrupted by the civil war from 1970 to 1975 and during the Khmer regime. The area lying north of Angkor is heavily mined, and examination of the site is dangerous. Thus traditional archeological investigations are limited and there is a real opportunity to exploit modern ICT methods. AIRSAR 33 was designed and built by the Jet Propulsion Laboratory. It uses three wavelengths: L band ͑23 cm͒, C band ͑6 cm͒, and X band ͑3 cm͒ carried in a modified NASA DC-8 aircraft. The longer wavelengths can penetrate through the overlying dense forest canopy and, in extremely dry areas, through thin sand cover. This sort of imaging reveals ancient canals, roads, and stonework. Judicious combination, filtering, and manipulation of the radar images can sharpen features and reveal historical settlements and agricultural fields, which previously were unknown from ground surveys. False-color radar images of Angkor are shown in Fig. 12 .
Conclusions
The new display design presented here exhibits significant improvements over previous systems in displayed image quality, uniformity, compactness, and price, and thus allows improved scalability, pointing the way to higher capacity displays in the future. It is expected to be useful for analysis and display of high-resolution data. Further work is being done to tune the projector D-ILA chips, to investigate screen properties and to extend WireGL and chromium on the Linux cluster and to integrate it with software applications. Future research will investigate the usability of such displays and a comparison will be made with larger displays. Scalability of the system to 12 Mpixels has been demonstrated by JVC at UCSD. Fig. 11 Orion nebula imagery on the prototype 3ϫ1 display, showing image uniformity. 
