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SUMMARY
The manipulation of quantum spin states in a spinor Bose-Einstein condensate is critical
for nearly all types of studies in these systems. State control methods are used to initialize
the state of the system, apply Hamiltonian terms to modify the dynamics, and to mea-
sure properties of the quantum states. This thesis details the implementation of circularly
polarized microwaves to selectively drive hyperfine transitions in the context of a spin-1
Bose-Einstein condensate of rubidium. This provides a new powerful tool for addressing
specific transitions in the presence of frequency-degenerate transitions, allowing for new
possibilities in state control. With this tool, we demonstrate a factor of 1/45.3 reduction in
the coupling strength between polarization selected and blocked transitions by the applica-
tion of a circularly polarized microwave field. This newly-developed tool is used to explore
a couple of important applications.
First, this polarized field is used to couple only three levels, out of all eight levels in the
F = 1, 2 hyperfine structure of ground-state rubidium-87, to drive an otherwise degenerate
Λ system with a 99.5% fidelity in state transfer from one base state of the Λ to the other.
This Λ transition has applications such as in implementing a non-adiabatic holonomic gate
within the spin-1 states and could be extended to give full SU(2) control over two of the
spin-1 states.
Second, the circularly polarized field is applied to selectively drive hyperfine transitions
in low bias fields, where the Zeeman splitting between the spin-1 states is small and com-
parable to the spectral linewidth of the driving field. In such low fields, microwave tran-
sitions without polarization selection scramble the state, as there are couplings between
multiple levels within the hyperfine structure. This thesis demonstrates the selection of
transitions using polarization control of the microwave field to solve this problem. These
measurements imply the utility of circular polarization selected transitions for more rapid
manipulations than otherwise possible.
CHAPTER 1
INTRODUCTION AND BACKGROUND
In this thesis, we develop methods to selectively drive circularly polarized transitions in
rubidium-87 Bose-Einstein condensates. This provides a new method to allow for better
state control of spinor condensates, which has potential applications in new measurement
techniques. This chapter will begin by introducing spinor condensate research and quantum
state control, to provide context. Then the contributions of this thesis will be described.
Welcome to Spinor Physics
The 2001 Nobel prize in physics was awarded to three scientists—Eric Cornell, Wolfgang
Ketterle and Carl Wieman for achieving Bose-Einstein condensation in dilute atomic va-
pors, a new state of matter with remarkable properties. The first Bose-Einstein condensate
(BEC) was acheived in 1995 [1, 2], made possible through the development of laser cooling
and trapping methods for atoms, work that earned Steven Chu, Claude Cohen-Tannoudji
and William Phillips the 1997 Nobel prize in physics [3, 4, 5]. Bose-Einstein condensate
is a quantum state of matter in which identical bosonic particles condense into the low-
est quantum energy state at extremely low temperatures. The BEC quickly became a new
testing ground for quantum physics. Early experiments demonstrated the matter wave prop-
erties of BECs such as coherence and interference in the condensate, much like light waves
[6, 7]. Taking the analogy with light waves further, several groups quickly demonstrated
atom lasers by leaking a coherent matter wave out of the BEC [8, 9, 10]. For these earliest
results, the BEC was magnetically trapped in a single spin state, preventing spin dynam-
ics between the magnetic sublevels of the BEC atoms. Before too long, multi-component
BECs were demonstrated with populations in multiple hyperfine states [11, 12]. Then in
1997, the Ketterle group transfered the BEC from the magnetic trap to an optical trap, al-
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lowing for the confinement of multiple hyperfine states of the atoms [13]. This was the
start of the studies in spinor BECs, which feature dynamics associated with a spin degree
of freedom. Not too long after this first spinor BEC, our group demonstrated the formation
of a spinor BEC directly in an optical trap [14]. These early spinor BECs were used to
study the formation of domains of the spin components, their miscibility, and spin textures
[15, 16]. Soon, these spinor condensates became a workhorse for studying many quantum
mechanical phenomena [17, 18].
In our lab, following the all-optical formation of the spinor BEC, studies were con-
ducted on spin mixing driven by the quantum fluctuations at low fields [19], which led
shortly thereafter to studies of coherent spin mixing [20, 21]. This showed coherent oscil-
lations within populations of the spin components in the 87Rb spinor BEC which were well
described by a mean field theory. Following this work, sub-poissonian number squeez-
ing was measured [22]. This number squeezing is a result of the spin-mixing collisions
in the spin-1 BEC which produces exactly correlated numbers of atoms in opposite spin
states via atomic four-wave mixing. Not long after, our group made measurements of spin-
nematic squeezing [23]. This squeezing in the spin and nematic variables of the system
was demonstrated following a rapid quench of the magnetic field. Measurements of this
squeezing required state control methods to rotate the squeezed quadrature into the mea-
surement basis and to perform a tomography to measure the squeezing. The result of this
spin-nematic squeezing was a factor of −8.3 dB reduction in the variance compared to
the standard quantum limit (SQL), where the SQL is the limit in variance for uncorrelated
particles.
Elsewhere in the field, there have been a great number of further studies in squeezed
states [24], with a current maximum squeezing of−20.1±0.3 dB in an atomic system [25].
Squeezed states in atoms have been put to use for metrologic improvement in clocks [26]
and magnetometers [27, 28]. Additionally, there has been a push to make use of quantum
correlations outside of squeezed states to improve measurements, as these states represent
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only a small subclass of entangled states accessible in cold atom experiments. In another
result from our lab, non-gaussian fluctuations in the spin-1 BEC were measured following a
magnetic field quench [29]. Several other non-gaussian states have been prepared including
Dicke states [30, 31, 32, 33], Twin-Fock states [34], and NOON states [35].
Entanglement is a necessary ingredient in quantum computing, quantum simulation
and quantum metrology. In ion and photonic systems, there has been entanglement demon-
strated between as many as 20 ions [36] and 20 photons [37], but entanglement must be
considered differently in the many body systems of neutral atoms where entanglement has
been measured between thousands of atoms [38, 39]. Despite the high levels of entangle-
ment accessible to these many body atomic systems, there is no clear cut way to measure
the entanglement. This problem is additionally complicated in the case of a spinor BEC,
where the particles are indistinguishable bosons and collective measurements are made on
the state. In this case, a common method is to define a squeezing parameter, which quan-
tifies the enhancement in the variance of an observable for the squeezed state compared to
that of a classical state. From this squeezing parameter, a minimum level of entanglement
can be inferred [40, 41, 42, 43, 44]. In a similar vein, the Fisher information provides a
measure of the limit of precision in estimation of a phase for a given state, thereby quan-
tifing the meterologic precision of this state. And like the squeezing parameter, the Fisher
information gives a bound on the entanglement of the state [45]. These types of parameters
are valuable for squeezed states, where an effect of the entanglement is a quadrature with
decreased noise. However, these measures do not provide a tight bound on the entangle-
ment.
Beyond these inferred measures of entanglement, there are more direct quantifications
of entanglement if the correlations between different modes (e.g. different spatial modes)
can be measured [46]. Recently, several such measurements were made in ultracold atom
systems [47, 48, 39]. In these studies, the Einstein-Podolsky-Rosen (EPR) paradox ([49,
50]) was violated through strong correlations between the separate modes.
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Current experiments such as these are limited by the small number of observable quan-
tities accessible to measurement. In many cases, one of the primary difficulties in these
such experiments is designing a suitable measurement scheme to capture properties of the
quantum state. However, if normally inaccessible observables in these systems could be
mapped into a conveniently measurable basis, these limitations could be overcome. This
inaccessible observable mapped to a measurable quantity can provide a positive operator
valued measure (POVM) for the expectation value of the desired observable [51]. Such a
solution would be possible through quantum state control. This state control is the ability
to effect a designed transformation on the state of the system, without introducing excess
noise and while preserving coherence in the system [52]. In the spin-1 BEC specifically,
this control would provide many valuable capabilities. For example, multiple POVMs of
a single BEC could be made by mapping quantities to the unpopulated (F = 2) hyperfine
level for measurement. This creates the possibility of measuring the full state vector for
each BEC preparation [53]. This measurement capability would allow properties of the
state to be measured directly without the need for complicated state tomography schemes
[54]. Such quantum state control could additionally open the door for new ways to use en-
tanglement as a resource. One such example in the spin-1 BEC is a unitary transformation
which maps the spin-nematic squeezed state to a metrologically-valuable Larmor-squeezed
state, with a squeezing enhanced magnetic field sensitivity. Clearly, quantum state control
would provide maximal flexibility in manipulation and measurement in these quantum sys-
tems.
1.1 Quantum State Control
Quantum state control of atomic hyperfine states has been an important and actively inves-
tigated field that dates back all the way to the pioneering work by Rabi [55]. Such control
at the simplest level is at the heart of atomic clocks and magnetic resonance. More com-
plicated systems involving multiple levels have also been investigated, stimulated in large
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part by quantum information.
The simplest case of quantum state control is realized in a two-level, or spin-1/2 system,
where an external oscillating field can directly couple two states. This is the two-level Rabi
problem, a standard quantum mechanics textbook problem (e.g. [56]), where an oscillating
external field interacts with the spin of the system and drives population oscillations, or
“Rabi flopping” between the two states at a characteristic Rabi frequency (or Rabi rate).
The coupling field phase, amplitude, and detuning from the two-level energy spacing pro-
vide enough control to realize arbitrary SU(2) transformations on the state. However, this
simple two-level problem often cannot be realized in experiments. In many cases, the split-
ting between the two levels is at an unfavorable frequency for application of the coupling
fields; or, as is the case in the 87Rb spin-1 BEC, there may exist degenerate transitions
preventing a simple, closed, two-level coupling. In other cases, control based on other
transitions can provide advantages. For instance, optical transitions are commonly chosen
when specific sites need to be spatially addressed in an experiment (e.g. in a linear chain
of ions or in a lattice), since the driving field can be provided by a laser focused onto a
specific site.
In such scenarios, a common approach is to take advantage of a third mediating level.
Then a transformation is performed on the two desired levels (let’s call these the “compu-
tational basis” states, |1〉 and |2〉) by coupling both of these levels to this third mediating
state (let’s call it |e〉) with two oscillating fields. Here, an arbitrary SU(2) transformation
can be performed on the two-level subspace {|1〉, |2〉} if there is sufficient control over the
two coupling fields, i.e., their amplitudes, relative phases, and frequencies [57]. But there
is an added complication in for this three-level approach—spontaneous emission from the
mediating state introduces a new decoherence mechanism [58].
One solution to this problem is the detuned stimulated Raman transition, whereby the
two oscillating field frequencies are detuned from the transitions to the mediating state by
the same amount, satisfting a two-photon resonance [59, 60, 61]. With sufficient detuning
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from these single-photon transitions, this stimulated Raman transition produces popula-
tion oscillations between the computational basis states with low excitation to the excited
state, minimizing the effect of decoherence due to spontaneous decay from this level. A
schematic of the energy levels and couplings for this type of transition can be seen in
Figure 1.1. This stimulated Raman transition drives oscillations at a (two-photon) Rabi
frequency of Ω2γ ∝ Ω1Ω2δ . Here Ω1 and Ω2 are the single-photon Rabi frequencies and δ
is the shared detuning from the resonant frequency as indicated in Figure 1.1. Since this
two-photon Rabi frequency is inversely proportional to the detuning, large field amplitudes
(large Ω1 and Ω2) are needed for fast stimulated Raman transitions at large detunings.
Figure 1.1: The stimulated Raman transition showing the Λ-type level structure. The
single-photon coupling strengths for this transition are Ω1 and Ω2, with a resulting two-
photon Rabi rate indicated as Ω2γ . This shows the case of two-photon resonance, where
both coupling fields are detuned from the excited state transition by the same amount δ.
These stimulated Raman transitions have become a staple tool in quantum information and
are widely used to implement single-qubit gates for manipulations of trapped ion systems
[62, 63], atoms in optical lattices [64], and quantum dots [65].
Another solution to the problem of decoherence from spontaneous decay was intro-
duced in 1990: stimulated rapid adiabatic passage (STIRAP) [66]. STIRAP is based on
trapping the state of the system in a dark state of the field-interaction Hamiltonian, an
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eigenstate of the Hamiltonian which is not excited by the coupling fields. By slowly tuning
the coupling field parameters, the Hamiltonian is adiabatically varied, allowing the dark
state to adiabatically follow. This way, the dark state can be swept adiabatically from the
initial state (e.g. |1〉) to the final state (e.g. |2〉) as the state of the system follows without
being excited to the mediating state (|e〉), thus preventing spontaneous emission. For STI-
RAP, the coupling fields are turned on in what might be a counter-intuitive order, where for
an initial state |1〉, the field coupling the levels |2〉 ↔ |e〉 is turned on first, followed by the
field coupling the levels |1〉 ↔ |e〉. This is illustrated in Figure 1.2. The primary limitation
for the STIRAP process is the necessity of knowing the initial state, in order to start with
the correct dark state.
Figure 1.2: The STIRAP transition. (left) The Λ-type level structure. The single-photon
coupling strengths for this transition are Ω1 and Ω2. This shows the two-photon resonance
case, where both coupling fields are detuned from the excited state transition by the same
amount δ. (right) An illustrative schematic of time-dependent coupling strengths for a
STIRAP transition from the initial state |1〉 to the final state |2〉, portraying the counter-
intuitive ordering for the pulses.
These Λ-type transitions form the basis for a non-adiabatic holonomic gate ([67, 68]),
which are necessary building blocks for the realization of non-adiabatic holonomic quan-
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tum computing—quantum computing based on noise resilient geometric phases [69, 70].
Such non-adiabatic gates have been realized experimentally in superconducting transmon
systems [71] and in nitrogen-vacancy centers in diamond [72, 73]. Beyond two-level con-
trol, these methods have been extended to systems with a three-state computational basis
(the “tripod” configuration) [74, 75] and considered in a multi-state computational basis
[57].
Additionally, other methods of multi-state control have been applied in atomic systems.
An important body of work on this subject comes from the groups of Poul Jessen and
Ivan Deutsch, showing an implementation of arbitrary control within the 16-dimensional
Hilbert space spanned by the F = 3 and F = 4 hyperfine levels (each having (2F + 1)
sublevels) in ground state 133Cs. Here, state control is accomplished with the application of
several fields: a static bias magnetic field, two phase-modulated radio-frequency (rf) fields
orthogonal to the bias field, and a phase-modulated microwave field. Complex software-
generated modulation functions are calculated for each of these fields to design unitary
transformations for the hyperfine levels. This work can be seen in, for instance, refs. [76,
77]. Recently in an application of quantum state control, arbitrary state readout was studied
by mapping the F = 1 hyperfine levels in a 87Rb BEC (again with (2F +1) sublevels) onto
the larger Hilbert space of all the F = 1 and F = 2 hyperfine levels [54]. This readout
allowed for the measurement of spin-nematic squeezing without performing state tomog-
raphy by directly measuring expectation values related to the spin and nematic observables
Sx and Qyz for the same prepared BEC, where Sx and Qyz are collective spin-1 operators
[78]. Each measured pair of these observables (Sx, Qyz) provides a measure of the state
distribution projected into the SxQyz-plane, with several such measurements reliably rep-
resenting the state distribution. It is worth highlighting that these measurements are based
on microwave manipulations between hyperfine levels. Conventionally with fewer accessi-
ble observables, the spin-nematic squeezing is measured by rotating a quadrature from the
SxQyz-plane into the measurement basis and collecting statistics based on measurements
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in the spin operator Sz for similarly prepared squeezed states to determine the expecta-
tion value of 〈S2z 〉 [23]. This measurement for several tomography angles corresponding to
angles of the measured quadrature in the SxQyz-plane; then the state distribution can be re-
constructed via a computed backprojection. Although in this case the squeezed quadrature
of interest can be successfully measured with standard state manipulations, the potential
utility of the arbitrary measurement can be seen—this particular arbitrary measurement is
just one example of the power of additional state control in a quantum system.
1.2 State Control in Chapman Labs
Thus far, there are few manipulations available to control the quantum state in our spin-
1 BEC. In the recent non-abelian geometric phase study, headed by my predecessor Dr.
Bharath H. M., the application of some limited loops in the spin-1 system were studied. For
these loops, we were able to perform sufficient rotations with carefully designed sequences
of microwave and radio-frequency pulses [79]. Following this, we began a study on the
geometry of the spin-1 state based on measurements of spin-fluctuation tensor [53]. During
this study, it became quite clear that noise intrinsic to the state manipulations overwhelmed
the measurements. This study was ended because of this excess noise, determined to be
due to detuned couplings to undesired states. A more selective or sophisticated control
scheme would allow for such measurements to be made. This is direct motivation for
a circularly polarized microwave field which selectively drives desired transitions while
blocking undesired transitions.
Thesis Contributions
The work in this thesis includes studies in the 87Rb spin-1 BEC exploring topics of state
control. The central experimental result is the demonstration of polarization selective mi-
crowave transitions using a circular polarized microwave source that we developed appro-
priate to this and similar cold atom experiments. This provides a new powerful tool for
9
addressing specific transitions in the presence of frequency-degenerate transitions, allow-
ing for new possibilities in state control. A factor of ≈ 1/50 reduction is demonstrated in
the coupling strength between polarization selected and blocked transitions by the applica-
tion of this circularly polarized microwave field.
The circularly polarized microwave is applied in a selective three-level Λ transition,
which would otherwise suffer from degeneracies without the selection rule afforded to the
circularly polarized microwaves. Using the circularly polarized microwave field, this Λ
transition is demonstrated with a 99.5% fidelity in state transfer from one base state of the
Λ to the other, comparable to two-level transition fidelities measured in our system.
In addition to the Λ transition, the circularly polarized field is applied to selectively
drive hyperfine transitions in low magnetic fields, where the Zeeman splitting between the
spin-1 states is small and comparable to the spectral linewidth of the driving field. In
such low fields, microwave transitions without polarization selection scramble the state as
there are couplings between multiple levels within the hyperfine structure. It is shown that
the selection of transitions using polarization control of the microwave field solves this
problem. These measurements imply the utility of circular polarization selected transitions
for more rapid manipulations than otherwise possible, since the nearby transitions within
the microwave linewidth can be blocked.
This thesis will conclude with short descriptions of a couple additional projects based
on state control in the spin-1 BEC. A four-level “tripod” control scheme is presented as a
means to achieve arbitrary SU(3) control and measurement of the spin-1 state. An attempt
to implement an all-microwave based tripod transition will be described.
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CHAPTER 2
TECHNICAL AND APPARATUS DETAILS
The experiments in this thesis were performed in the newest version of the BEC apparatus.
Our lab has had the Bose-Einstein condensate project running (through multiple versions)
since the all-optical BEC formation in 2002. Since this time, the chamber and supporting
systems have evolved as multiple generations of graduate students have worked on this
project. This evolution of the apparatus can be seen through the experimental details in the
group theses [80, 81, 78, 82, 83, 53]. The current version includes a newly built vacuum
chamber for the BEC, as well as several other modifications and improvements to the sup-
porting systems. The experiments described in this thesis and our group’s recent work on
non-abelian geometric phases in the spin-1 BEC [79] mark the first results obtained within
the current version of the BEC apparatus.
This chapter will begin by detailing the BEC apparatus, highlighting the changes made
in the new version of the apparatus and describe the systems relevant to the understanding
the workings of the experiments presented in this thesis. The second part of the chapter will
detail the developments in microwave hardware which are a central to the body of work in
this thesis. The discussion will include a description of testing methods for antennas, as
well as descriptions of several microwave antenna designs.
2.1 The BEC Aparatus
2.1.1 Vacuum Chamber
The spinor BEC experiments are performed on 87Rb within an ultra-high vacuum (UHV)
chamber. The main section of this UHV chamber system, the “science chamber,” is a
6.0” Kimball physics spherical octagon (Figure 2.1). A magneto-optical trap (MOT) is
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formed at the center of this chamber [84]. This MOT provides cold atoms which are loaded
directly into an optical dipole trap at the focus of a 10.6 µm wavelength CO2 laser. The
BEC is formed directly by evaporative cooling in this optical trap by decreasing the trapping
potential (by lowering the CO2 laser power) and the trap waist to keep densities high enough
for rethermalization [80, 81]. The trap is formed with a maximum of 60-100 W of laser
power, which necessitates the use of specific viewports for high-power 10.6 µm light. The
chamber is therefore fitted with two opposing zinc-selenide viewports with anti-reflection
coatings for 10.6 µm light, which allow the CO2 laser light to pass through the chamber.
These windows are on the perimeter of the octagon. There are AR-coated pyrex glass
viewports on five of the other ports around the perimeter of the octagon used for the MOT
light and imaging. The last of the perimeter octagon ports is connected to the pumping
section of the UHV chamber. Additionally, there are large AR-coated pyrex viewports on
6” flanges on the top and bottom of the science chamber. It is through these large viewports
that the microwave field will be transmitted (to be discussed below). The pumping section
consists of a 40 L/s Varian Starcell ion pump and a titanium sublimation pumping section,
used to maintain UHV (≈ 10−11 torr) in the chamber. Additionally, there is a Varian all-
metal bellows valve for connecting this chamber to our “pumping station,” a setup we use
to pump the chamber down to high (or ultra-high) vacuum after assembly and during the
bakeout process. This bakeout procedure is described in the appendix.
The octagon science chamber can be seen in Figure 2.1, both as a CAD model, and a
photo of the inside of the chamber in its current state. Within the chamber, there are three
lens mount assemblies machined from Macor ceramic to hold each of three lenses one focal
length from the geometric center of the chamber. The lenses are fixed in place within the
mounts with non-magnetic titanium hardware. These assemblies are held in place with
groove grabbers specific to the Kimball physics chamber. The design of these lens mount
assemblies is new to this version of the BEC experiment. The two opposing lenses, which
are also on axis with the zinc-selenide viewports (this is the CO2 laser axis), hold the
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focusing lenses for the dipole trap and collimate the light before exiting the chamber. These
lenses define the location of the trap within the chamber. The third lens assembly is at a
right angle to the other two. This assembly holds a high numerical aperture aspheric lens—
the “imaging lens”. This is the imaging lens, with its high numeric aperture of NA = 0.51
(f = 26 mm, Thorlabs AL3026-B lens) allows for the collection of a large fraction (up to
6.5%) of the full (4π) solid angle of light emitted in fluorescence of the atoms. The lens
mounts can be seen inside the science chamber in Figure 2.1. Models of the lens mount
assemblies themselves are shown in Figure 2.2.
The imaging lens assembly has two threaded holes on one of the top surfaces used
to secure the ends of SAES-brand rubidium dispensers. These dispensers are the source
of rubidium for the experiments. Running a current through these dispensers activates
the release of rubidium via ohmic heating. Each dispenser is connected on one end to
the chamber (grounded) and on the other end to an electric feed-through which supplies
current. This allowed us to wire connections separately to both dispensers with a single
two-connection electronic feed-through on the vacuum chamber. One of these dispensers
is turned on during the MOT loading time (typically a 15 s period for each cycle of BEC
formation) and then off during the evaporative cooling and BEC formation portion of the
cycle to improve the vacuum lifetime during BEC experiments. The second dispenser
is redundant, and in place for the eventual depletion of the first dispenser. Additionally,
three blue light LEDs are used for light-induced atom desorption (LIAD) [85], positioned
pointing towards the chamber center through the large top and bottom viewports. These
blue lights are similarly switched on only for the MOT loading period. As the rubidium
dispenser is depleted, the LIAD lights become more significant to the atom loading. The
effectiveness increases as more rubidium is deposited within the chamber.
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Figure 2.2: Several views of the CAD models for the lens mounts. (a) The CO2 laser
input lens assembly. The lens is a 27.94 mm diameter, 38.1 mm effective focal length zinc-
selenide aspheric lens from II-VI Infrared, Inc., anti-reflection coated for 10.6 µm. (b) The
imaging lens assembly. The lens is a Thorlabs AL3026-B. (c) The CO2 laser output lens
assembly. The lens is a Thorlabs LE7981-F, a zinc-selenide meniscus lens.
Figure 2.1: The science chamber—the Kimball physics spherical octagon chamber within
which the BEC experiments are performed. (a) A photo of the inside of the chamber with
all components in place. (b) A CAD model of the science chamber, pumping section not
shown. (c) A cut-away view of the CAD model showing the internal lens mounts and
hardware.
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Figure 2.3: A view of the BEC apparatus vacuum chamber. The spherical octagon is in the
foreground of the image with the pumping section connected off the back. This is a version
Bharath H. M. and I built before building the current version of the apparatus. This shows
the similar pumping setup and arrangement to science chamber compared to the current
version. In quite a surprise turn of events, the Rb dispenser in this chamber was depleted,
leading to low atom numbers in the experiment and consequently the newest version of the
chamber.
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Figure 2.4: Schematic representation of the chamber. The x and z axes are denoted, the y
axis is out from the page. One bias coil of each pair is indicated.
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Table 2.1: Typical powers in each MOT beam. These are labeled by fiber designations as
can be seen in Figure 2.5.
Fiber # Cycling Power Repump Power
MOT 1 35 mW 9 mW
MOT 2 35 mW 3 mW
MOT 3 35 mW 3 mW
Laser Systems
These experiments require sophisticated laser setups for cooling the atoms, imaging for
measurement, and various other uses. The main cooling laser provides light for the MOT
and for imaging the atoms. For the MOT, this “cycling” laser is slightly red detuned
(6 MHz) from the F = 2 → F ′ = 3 cycling transition of the D2 line. The laser setup
allows for an adjustable detuning of up to −200 MHz from the F = 2 → F ′ = 3 cycling
transition, with large detuning used during the temporal dark MOT step. The laser detuning
is set to resonance (0 MHz detuning) for fluorescence imaging. A repump laser, resonant
with the F = 1 → F ′ = 2 transition, is also required to pump atoms that decay into the
F = 1 state back into the cycling transition for the MOT. This repump laser is also used to
pump atoms out of the F = 1 state for state measurement.
Compared to the previous version of the laser setup, repump light is now combined with
all the MOT beams before this light is coupled into optical fibers for delivery to the experi-
mental chamber. The laser systems up to this fiber coupling section have remained largely
the same from the previous version of the experiment, except for periodic maintenance and
repair [78, 82]. This new fiber coupling section of the laser setup is shown schematically in
Figure 2.5. Each of the three optical fibers from this setup is used to illuminate one axis of
the MOT. A new feature is a shutter in the MOT 1 beam path is used to block the vertical
MOT beam. This shutter is used to reduce scatter when imaging the atoms with a camera
on the vertical axis. Typical MOT beam powers are given in table 2.1.
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Figure 2.5: The modification to the optical fiber setup for the MOT lasers. Each fiber
illuminates one axis for the MOT; these fibers are labeled as “MOT 1,” “MOT 2,” and
“MOT 3.” The MOT 1 fiber is used for the vertical MOT beam. The MOT 2 and MOT 3
fibers are the two horizontal axes.
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An additional laser system has been added to the BEC apparatus with a wavelength
near the D1 line of 87Rb, approximately 795 nm. This laser is locked to the crossover peak
between F = 2 → F ′ = 1, 2, giving a lock point that is −408.3 MHz detuned from the
F = 2 → F ′ = 2 transition. For a larger detuning, the lock point can also be set to the
F = 2 → F ′ = 2 transition. A double-pass acousto-optic modulator (AOM) setup with
adjustable frequency shifts this light closer to resonance. A typical configuration would
be shifting the light by 2 × 229 MHz with the AOM, giving light at +50 MHz detuning
from the F = 2 → F ′ = 2 transition. There are two optical fiber couplers in this setup.
One uses the undiffracted order from the AOM to monitor the wavelength of the laser on
a wavemeter, which is used to monitor the laser but is not necessary for typical operation.
The second optical fiber carries light to the chamber, replacing the absorptive probe when
used. Switching the rf signal to the AOM allows this light to be turned on or off. This laser
system is build for applying a light shifts to lift degeneracies in the hyperfine transitions. A
detailed discussion of this light shift will be presented in Chapter 5.
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Figure 2.6: The beam path for the D1 light shift laser setup
2.1.2 Magnetic Field Coils and Control
These spinor BEC experiments require precise control of the magnetic field at the trap
location. The apparatus includes multiple sets of coils to accomplish this. All together,
there are three gradient coils in nearly anti-Helmholtz configurations and three pairs of
trim coils in nearly Helmholtz configuration. The gradient coils are
• a pair of gradient coils for the MOT formation, aligned on the vertical axis of the
chamber
• a pair of gradient coils for the Stern-Gerlach separation and for purification to the
mF = 0 state during condensation, aligned along the CO2 laser trap axis
• a small pair of gradient coils for applying a bias gradient to cancel any ambient field
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gradient along the long trap axis, also aligned along the CO2 laser axis
The chamber has three sets of trim coils along orthogonal axes. These coils are used to
cancel the ambient magnetic field to as low as ≈1 mG and apply a controlled bias field
during the experimental cycle while the BEC is held in the trap. These coils are additionally
used in the spinor BEC experiments to set the quantum phase for the ground state (polar
vs ferromagnetic phase). For the experiments described in this thesis, the alignment of the
magnetic field is critical for the polarization based selection of transitions to work—this
point will be described in detail below. The direction of the bias field is set by applying
components of the bias field on each of the trim axes.
2.1.3 BEC Experiment Sequence
The formation of the BEC occurs in a several step sequence, totaling about 20 s for each
BEC formation. The experiment starts with MOT loading for 15 s. Then for 310 ms follow-
ing the MOT period, an empirically determined temporal dark-MOT compression sequence
transfers the atoms to the CO2 laser optical dipole trap in the F = 1 state. This involves
several steps, including decreasing the magnetic field gradient, decreasing the repump laser
power, and increasing the detuning of the cycling laser light. This sequence is detailed in
the appendix.1 At this point, the evaporation begins. A motorized translation stage moves
the lens in a telescope in the CO2 laser beam path, tightening the trap waist, increasing
density for efficient rethermalization. At the same time, the power in the CO2 laser trap
is decreased from maximum power (≈ 60 W) to a final power of about 60 mW, lower-
ing the trap potential.2 The evaporation continues for 4.3 s (typically). During this time,
the Stern-Gerlach gradient coils are turned on to an intermediate field strength, applying
1The atom loading has been made somewhat more robust by adding repump light to all of the MOT beam
fibers, compared to the previous setup which had a separate fiber to combine the repump light with only
the vertical MOT beam. Additionally, a unity gain buffer circuit (see appendix) was added to reduce the
AOM driver to reduce power fluctuations due to ground loops at low control voltages. These changes have
eliminated the need for a daily optimizing scan of the repump power during the temporal dark MOT.
2This CO2 laser power ramp is determined by piece-wise decreasing the CO2 laser power in several small
ramps, each to half the final CO2 laser power of the previous ramp, and finding the time for each small ramp
which maximizes the measured phase space density.
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an additional potential to the mF = ±1 atoms. These atoms are preferentially lost in the
evaporation, purifying the population into the mF = 0 state. A large bias field (≈ 1 G)
is applied during the purification so the spinor BEC is initialized into the high-field po-
lar ground state. Once this evaporation ramp including purification and state initialization
is complete, experiments are performed on the spin-1 BEC. Following these experiments,
measurements are made to count the number of atoms in each mF state.
2.1.4 Measurement via Imaging of the BEC
The typical measurement in our spinor BEC experiment is made by performing a Stern-
Gerlach separation of the spin states, followed by either fluorescent or absorptive imaging.
For this measurement, the atoms are released from the trap by switching off the CO2 laser
power at the chamber by switching off an AOM earlier in the CO2 laser beam path. At
the same time, the IGBT circuit (described in appendix) quickly switches on current to the
Stern-Gerlach coils, to about 450 A in 1 ms. As the atoms fall in the Stern-Gerlach gradient,
the cold atom cloud is pulled apart into clouds containing populations of different mF . The
gradient is calculated to be ≈ 12 gauss/cm, with this value calculated from a measured
Stern-Gerlach separation of 550 µm with the gradient field on for 17 ms. Note that the two
ground state hyperfine levels (F = 1, 2) have opposite signs of g-factor, gF . Therefore, in
the Stern-Gerlach separation, atoms in the |F = 1,mF = ±1〉 and |F = 2,mF = ∓1〉
states are measured in the same location. The atoms are allowed to fall for 19 ms before
imaging the separate clouds. At time-of-flight (TOF) longer than 19 ms, light is lost due to
vignetting within the imaging system. Figure 2.7 shows multiple fluorescence images as a
time-of-flight sequence of the atom cloud falling in gravity. In this figure, separation of the
clouds due to the Stern-Gerlach gradient is apparent. We choose a long TOF (19 ms) for the
state measurement to allow for longer Stern-Gerlach separation for a significant separation
between the clouds. After this TOF, the populations in the separate clouds are measured by
taking an image of the clouds on an Andor iKon CCD camera, and measurements of the
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populations are made by binning and counting regions of interest (ROIs) containing each
cloud separately.
The measurement image can be either absorptive or fluorescent. Absorptive imaging
used to examine spatial features of the BEC, since there is less distortion of the clouds due
to radiation pressure in absorptive imaging compared to fluorescence imaging. This is use-
ful to view spatial features such as spin domains and the spatial distribution during TOF (to
verify Bose-Einstein condensation). However, fluorescence imaging has been better opti-
mized in the current setup and performs with lower measurement noise. Additionally, after
solving the rf calibration issues (described below), the imaging setup was no longer ideal
for absorptive imaging. Therefore, fluorescence imaging was used for the measurements
presented in this thesis. In fluorescence imaging, the lasers used for the MOT (shifted to
be on resonance) are pulsed on for an exposure time (e.g. 200 µs). The atoms undergo res-
onant fluorescence and the emitted light is collected with the imaging lens and re-imaged
onto the CCD camera sensor.
A background ROI is also counted using a region of the camera sensor containing no
atoms. The background ROI counts are used to calculate a mean number of background
counts per pixel. This value times the number of pixels in each ROI is used for background
correction. The background-corrected counts for each bin is converted to a number of
atoms using a geometric calculation for the expected efficiency of light collection from the
atoms (see appendix for calculation).
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Figure 2.7: Several fluorescence images stitched together vertically to show the time-of-
flight expansion within the Stern-Gerlach field. The images were taken at incremental times
following the release of the atoms from the trap and are shown in false-color to enhance the
visibility of contrast. The text above each frame states how long the Stern-Gerlach coils
have been switched on (left, “ms SG Duration”) and how long before the probe time each
frame was taken (right, “ms before probe”). In each frame, the mF = −1, mF = 0, and
mF = +1 components of F = 1 are on the left, center, and right of the image, respectively.
The center of adjacent populations are separated by ≈ 550 µm at 19 ms.
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Labeling Convention for the Measured States
There is an ambiguity to address for the Stern-Gerlach separation into mF components.
With this measurement method there is an option to measure only atoms in the F = 2
states or to measure simultaneously the populations in both F = 1 and F = 2. With
the repump light on during imaging, atoms in both F = 1 and F = 2 are measured, and
without this repump light, only the atoms in F = 2 are measured. As will be seen in
more detail below, these F = 1, 2 states have g-factors of opposite-sign but very similar
amplitude. As a result, the directions of Stern-Gerlach separation of mF states is reversed
between the F = 1 and F = 2 levels and populations of opposite sign of mF coincide.
Therefore, this thesis adopts the following labeling convention. For the three population
ROIs from the measurements, the ROI containing the population from the |1,−1〉 state and
also potentially the |2,+1〉 state is labeled “A,” i.e. the number of atoms counted is “NA”
and the fractional population calculated for this ROI is “ρA.” Similarly the |1,+1〉 and
|2,−1〉 ROI is labeled by “B.” All of the mF = 0 atoms are in the center ROI, labeled
by “0.” The populations in F = 1 can be determined from the subtraction of populations
from the two cases; however, the result typically noisy, as it is susceptible to atom number
fluctuations in the experiment.
RF Calibration Issues
The number of atoms measured in the spinor BEC project is calibrated through an rf cal-
ibration procedure [86, 78]. With the typical “4f” imaging setup (see Figure 2.8), excess
noise was measured in the rf calibration. After a great deal of troubleshooting, this rf
calibration issue was resolved by moving the re-imaging lens as close as possible to the
imaging lens viewport of the vacuum chamber. Following this realignment, the atom cloud
images appeared sharper and the rf calibration measured results consistent with the geo-
metric calculation for counts-per-atom (geometric calculation described in appendix). It is
likely that the imaging lens is misaligned slightly too close to the atomic cloud within the
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chamber. In this case, the light is divergent after the imaging lens and can be lost due to
vignetting, or imaged diffusely on the camera sensor. Note, the imaging lens is mounted
inside the chamber and therefore in a fixed position, as are the CO2 laser trap optics which
define the location of the trap relative to the imaging lens. Additionally, a significant coma
aberration is expected for off-axis imaging with the aspheric lens.
Figure 2.8: (a) A schematic of the 4f imaging setup. Two lenses are used to image light
from the atoms onto the camera sensor. The first lens, the “imaging lens” is inside the
chamber, one focal length (f1 = 26 mm) away from the atomic cloud (red dot). This lens
images the atoms at +∞. The second “re-imaging lens” with focal length f2 = 100 mm
images the atoms onto the camera sensor. The total length of the optical path (on the
principal axis) is the sum of two times each focal length (2f1 + 2f2), a total of four focal
lengths. (b) A schematic of the modified imaging setup. Compared to (a), the separation
between the two lenses is reduced (d1).
2.2 Microwave Antenna Design and Setup
For the experimental investigations that will be presented in the following chapters of this
thesis, a primary goal was the successful implementation of the circularly polarized mi-
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crowave field, to provide the selectivity desired in hyperfine transitions, with extensions
and applications of this. Of central importance to this study is a source of highly circular
polarized microwaves (low axial ratio—defined below). For the cold atom experiments,
this requirement is met by a careful choice of antenna to transmit the microwave field into
the vacuum chamber. We therefore evaluated multiple antennas and developed some an-
tenna testing methodologies.
This section will begin with a description of some of these antenna testing methods.
Then there will be descriptions of some antenna types which were considered and evaluated
using the described testing methods. This is by no means an exhaustive overview of antenna
types, only a small sampling of some relevant or interesting designs, of both linear and
circular polarization. Following the overview of antennas, the microwave device setups
used in the experiment will be described.
2.2.1 Antenna Testing
This section will describe the testing methods used to evaluate antennas. Testing the indi-
vidual antennas was a large part of the antenna build process. And although the cold atom
apparatus provides an exceptional measure of the properties of the microwave field, it was
desirable to test antennas using standard rf equipment first. This is simply because these
benchtop measurements were easier to make and significantly quicker to perform.
One of the most important figures of merit for the studies herein is the axial ratio for
each antenna. The axial ratio is a measure of the ratio of field amplitudes for orthogonal
components of the electric field, and is a measure of the ellipticity of the polarization. An
axial ratio of 1 corresponds to perfect circular polarization, whereas linear polarization has
an infinite axial ratio. This axial ratio is often stated as a decibel value—in decibel, 0 dB
corresponds to perfect circular polarization. The axial ratio is given by the ratio of the
semi-major and semi-minor axes of the polarization ellipse for the microwave field. If the
field amplitude is measured for each of these axes, as in the linear analyzer test below, the
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axial ratio, r, is calculated in terms of the minimum and maximum microwave electric field





In decibel units, the axial ratio is given by






However, the typical field measurements are in power. Additionally, these powers are often
measured in decibel units (e.g. in dBm). For a ratio of powers in decibels (dB),N , between
the semi-major and semi-minor axes of the polarization ellipse, the ratio of field powers
(Pmax, Pmin) is given by
Pmax/Pmin = 10
N/20 (2.3)
The ratio of field amplitudes is given by the square root of Eqn. 2.3, since the field am-
plitudes are proportional to the square root of the power. The axial ratio can thereby be
determined for the ratio of powers in decibels, N , for the semi-major and semi-minor axes




In decibel units, this axial ratio is given by













One of the of the main antenna testing methods used was a measurement of the power
received by a linearly polarized antenna versus the orientation angle of the antenna polar-
ization. For this measurement, two antennas were set opposing each other. One antenna,
the transmitter, was driven at 6.834 GHz by a signal generator (at a maximum power of
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+15 dBm). A second analyzer antenna, the receiver, measured the power. This second an-
tenna was mounted on a rotation stage, such that the angle of the linear polarization for this
antenna could be rotated. The test was set up by aligning the antennas approximately the
distance the antenna would be mounted from the atomic trap (10-20 cm) and the alignment
was adjusted to maximize the received power. Then the test was performed by measuring
the received power as a function of the angle of the receiver antenna, where the receiving
antenna acted as a linear analyzer. The minimum and maximum received powers were
measured. The transmitter was the device-under-testing and could be either a linearly or
circularly polarized antenna. The linear analyzer test setup is shown in Figure 2.9. These
tests were initially performed on the optical table, but later moved to a wood table to prevent
field reflections from the metal table surface.
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Figure 2.9: Setup used for crossed linear polarization testing, i.e. the “linear analyzer test.”
The antenna on the bottom of the image (the circular waveguide antenna constructed from
copper tube) is the receiver antenna, mounted on an angular rotation mount. The antenna at
the top is a log-periodic antenna (green, triangular) and would be the transmitting antenna
in this case. Cable connections to antennas not shown.
The receiver was a linearly polarized cylindrical waveguide antenna, with the received
power measured using a spectrum analyzer (HP 8593E). In order to boost the signal level
measured by the receiver, we used a couple small signal amplifiers (Minicircuits ZJL-7Z).
The power received was measured as the relative angle of rotation between the antennas
was varied (at fixed elevation and azimuth angles).
• For a linearly polarized antenna on the transmitting side, the rotation between the an-
tennas simply measured a curve analogous to Malus’s law for crossed polarizers. The
difference, measured in decibel (dB), between the maximum and minimum powers
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gives a measure of the purity of linear polarization.
• For a circularly polarized antenna, the rotation of the linear analyzer should yield a
flat power level for all rotation angles. There is in practice some fluctuation due to
the inhomogeniety of the spatial mode of each antenna, as well as any ellipticity to
the polarization. The ratio between the minimum and maximum powers measured
can be used to calculate the axial ratio.
Helical Antennas as Receivers
An additional testing method involved using both a right- and left-handed helical antenna
to compare the difference in power received between the two. Using this method, the max-
imum discrimination measured was approximately 15 dB between circular polarizations
of different handedness. Linearly polarization was measured as the same power received
in each handedness. This measurement is limited by the quality of the helical antennas
used as analyzers. This provided a quick, but not very precise test for antennas. A simple
improvement would be to use improved, low axial-ratio antennas.
2.2.2 Antenna Designs and Hardware
This section details some of the antenna designs considered for different purposes. One of
the ideas for the circularly polarized microwave experiment was a hybrid antenna design,
using two crossed, linearly polarized antennas with phase and amplitude adjustable signals.
Therefore, a handful of linearly polarized antennas were tested. In the end, a single-element
circularly polarized antenna was chosen for the experiment, allowing for a less-complicated
microwave setup (only one microwave signal needed for this antenna).
Half-Wave Dipole Antenna
The half-wave dipole antenna is a very simple antenna design for a linearly polarized field
and is seen to be used in many cold atom experiments. However, this antenna tested to have
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a 9 dB power difference between crossed polarizations, which is quite modest polarization
purity. One of these antennas is seen in Figure 2.10(a).
Cylindrical Waveguide Antenna
One of the standard linearly polarized antennas we use is a cylindrical waveguide antenna
originally designed and built in our lab by Chris Hamley. This antenna consists of a copper
tube with a copper cap on one end. A SMA connector with a straight antenna feed (just
under a quarter wavelength) is installed a quarter wavelength from the grounded end of this
antenna. This style of antenna was measured to have a 30 dB difference in received power
between aligned and crossed polarizations, the largest crossed-polarization rejection out of
the antennas tested. These antennas are thereby measured to be highly linearly polarized,
and were therefore used as the receiver for the other antennas in the linear analyzer tests.
Additionally, this antenna type was tested in the experiment to measure a high-contrast
Malus’s law dataset (see Figure 4.2).
Dual Cylindrical Waveguide Antenna
The dual cylindrical waveguide antenna is a design prototype for a hybrid antenna for
circular polarization. This antenna uses two linearly polarized input feeds in the cylindrical
waveguide orthogonal to each other and driven by 90◦ phase offset signals. Compared
to the standard cylindrical waveguide antenna, the waveguide here has no endcap. The
two input feeds are offset from each other along the length of the cylinder, as this was
determined to perform better, potentially by reducing interference between the two feeds.
The combination of the two fields can produce circularly polarized radiation. The tradeoff
is the complication in the microwave setup, as this antenna needs two independent inputs.
This antenna was measured to have 2-3 dB fluctuation in the linear analyzer test. One of
these antennas is seen in Figure 2.10(b).
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Figure 2.10: Photographs of several antenna types. (a) A BNC mounted half-wave dipole
antenna for 6.834 GHz. (b) A dual cylindrical waveguide antenna (c) A WA5VJB log-
periodic antenna (d) An Archimedean spiral antenna
Log-Periodic Antenna
The log-periodic (LP) antenna design is a preferred antenna design for high bandwidth
applications. LP antennas are typically linearly polarized. We tested a couple WA5VJB
log-periodic antennas (from Kent Electronics) to have mediocre polarization quality, with
a 10 dB power difference between the aligned and crossed polarizations in the test setup,
measured at 6.834 GHz and 10 cm antenna separation. The linear polarization tested better
at 3.4 GHz, with a 22 dB crossed power difference. This could be related to the Fraunhofer
distance (dF = 2D2/λ where D is the antenna size and λ is the wavelength) defining the
length scale of the near field (vs far field) for the radiation [87]. The Fraunhofer distance
was shorter for the lower frequency test. One of these antennas is seen in Figure 2.10(c).
Circularly Polarized Log-Periodic Antenna
A hybrid design uses crossed log-periodic antenna elements to produce circular polariza-
tion. The two elements are driven by 90◦ phase shifted signals. This is a straightforward
antenna design for a broadband circularly polarized antenna, taking advantage of the large
bandwidth of a log-periodic antenna design [88, 89].
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Archimedean Spiral Antenna
The Archimedean spiral antenna is another format capable of producing circularly polar-
ized fields [90]. However, we found this antenna type did not perform well in practice. The
Archimedean spiral is a wide bandwidth antenna, similar to the log-periodic antenna; how-
ever, the spiral antenna can produce wideband circularly polarized radiation. This antenna
format can achieve axial ratios of < 1 dB [91]. We build one Archimedean spiral antenna
(seen in Figure 2.10(d)), winding the spiral to a geometry calculated with Matlab Antenna
Designer. However, this antenna was tested and performed poorly, with > 8 dB power
deviation with the rotation of the linear analyzer antenna. This indicates a large ellipticity
to the polarization for this antenna. It is likely that this antenna performance suffered due
to the build quality of this antenna, and not the antenna format itself.
Helical Antenna
The helical antenna, a common format for a circularly polarized microwave antenna, was
chosen for the experiments below due to its simplicity. In contrast to a hybrid approached
(e.g. the dual circular waveguide antenna), this antenna produces a circularly polarized
field from a single signal generator source. Additionally, a helical antenna can produce a
highly directional radiation pattern, useful in experiment where metal surfaces are present
off axis.
A helical antenna was wrapped for 6.834 GHz, corresponding to the hyperfine split-
ting in rubidium-87. The helical antenna design was informed by ref. [92]. The Antenna
Designer add-on to Matlab (R2019a) was used to calculate parameters to use in building
the helical antenna, and to recalculate antenna properties for the specific design parameters
chosen (wire thickness, ground plane radius). A helical antenna has an axial ratio (on the






where n is the number of turns for the helix. The properties of many-turn helical antennas
have also been studied studied by King and Wong in [93]. Following Eqn. 2.6, we tested
helical antennas with 3 turns, 5 turns and more, as a low axial ratio is desired for the exper-
iment performed in this thesis. Using the linear-analyzer test, the 3 turn helical antennas
performed the best with 2-3 dB power fluctuation with the rotation of the receiving antenna.
It is likely, as well, that some of this fluctuation is a result of spatial inhomogeneity in the
radiation patterns of the antennas used in testing. Additionally, the 3 turn helical antennas
were measured to have a higher gain at 6.834 GHz. The performance of the 3 turn helix is
likely explained by better mechanical stability and symmetry along the length of the helix.
In the end, the 3 turn helical antenna worked quite well for this application.
This type of antenna was studied in detail by John Kraus and collaborators [92]. Kraus
is credited with the discovery of the axial mode of operation for helical antennas, as is used
herein. This is a well characterized antenna format, commonly used satellite communica-
tions which benefit from features of this antenna such as a narrow directivity of radiation
and a potential for high purity of circular polarization; properties which are also desirable
for the cold atom experiment. As a common antenna format (around since 1946), there is
a great deal of literature on properties of helical antennas, including research on different
modifications to the helical antenna design, such as compact, low-profile helical antennas
for use in devices or space-constrained applications [94, 95, 96], or tapered helical antennas
to modify the off-axis polarization pattern [97].
Manufacturing a Helical Antenna
Due to the simplicity of the helical antenna, these antennas were constructed by hand, as
described in this section. Using the calculated geometry for the antenna, a ground plane
was cut out of two-sided copper circuit board. Additionally, a paper form was printed,
cut, and folded into shape to hold the helix geometry fixed. The paper form was printed
as three pieces (see Figure 2.13). Two of the pieces have a dots with at increments of
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a quarter pitch of the helix and are folded to 90◦ lengthwise. Dots in the paper layouts
indicate the location of holes, which are punched out and aligned using push pins. The
helix of wire is pre-formed using incrementally smaller mandrels until the radius and pitch
are approximately of the correct geometry. At this point, the helix is fed through the paper
form. Then, this helix is soldered to a SMA connection through the ground plane, and the
paper support is glued into place. One such assembled antenna is shown in Figure 2.14.
This is an end-fed antenna and it operates in the axial mode of the helix. The main lobe for
the axial mode operation can be seen in the 3D radiation pattern in Figure 2.12.
Table 2.2: Helical antenna design parameters for 6.834 GHz antenna operating in axial
mode. This antenna produces circularly polarized radiation.
Antenna Parameters:
Vertical spacing 1.3 cm
Radius 0.93 cm
Wire thickness 18 AWG
Ground plane radius 2.5 cm
Number of turns 3
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Figure 2.11: The Matlab Antenna Designer model of the helical antenna.
37
Figure 2.12: The Matlab generated 3D radiation profile. The color scale shows the gain in
dB.
Figure 2.13: An example of the paper layout used to form the helical antenna. The blue
rectangles are cut out and the two “1/4” rectangles are folded along the vertical lines. The
holes are spaced vertically to match the pitch of helix at 1/4 turn (90◦). The dots are
punched out as guide holes for the helix of wire. The three layouts are used together to
hold the geometry of the helix.
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Figure 2.14: An assembled helical antenna (3 views). The paper form from Figure 2.13
can be seen supporting the helical coil.
Additional Antenna Designs
It is worth noting that there is a whole field of microwave antenna design. For the experi-
ment here, the a helical antenna was a good choice due to its simplicity and directivity of
radiation. Additionally, since the experiment needed an antenna at 6.8 GHz, and there were
not readily accessible circularly polarized antennas available at this frequency, the decision
was made to manufacture the antenna. This was feasible for the helical antenna. Given
different constraints, there are many other antenna formats which could be considered for
producing the circularly polarized field. For example, Prof. Greg Durgin suggested a patch-
slot antenna for a circularly polarized field source. It is likely that this antenna format will
be tested in future projects in the lab.
Microwave Setup
The microwave signal was produced with a HP E4422B signal generator. Since this sig-
nal generator has a maximum output frequency lower than 6.8 GHz, a frequency doubler
(Marki D-0204) was used. In the experiment, the output is switched on and off with an
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rf switch (Minicircuits ZASWA-2-50DR) controlled by an SRS pulse generator (model
DG535). This switch is on the low frequency side (before the doubler) to provide higher
switching isolation. The output of this circuit is amplified to approximately 4 W (max-
imum) of power using an Alga Microwave model ALPA 647240-50-01 amplifier. The
amplifier output directly feeds one of the microwave antennas. With this setup, Rabi rates
were measured at a maximum of approximately 14 kHz (= 1/71 µs) for a σ±, ∆± transition
using the helical antenna.
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CHAPTER 3
USING CIRCULARLY POLARIZED MICROWAVES TO SELECTIVELY DRIVE
HYPERFINE TRANSITIONS
3.1 Abstract
We have demonstrated a method to use the circularly polarized radiation from a helical mi-
crowave antenna to differentially select one of two nearly degenerate transitions between
the hyperfine (F = 1, 2) ground state (52S1/2) levels in 87Rb. The angular momentum
conservation from the absorption of the circularly polarized microwave allows one transi-
tion to be preferentially selected. This is useful in control schemes where the presence of
frequency-degenerate transitions interferes with control operations between specific levels.
The circularly polarized microwave field is applied to drive a three-level Λ transition with
high fidelity. Additionally, the selectivity of transitions provided by this polarized field is
demonstrated at low magnetic fields where transitions become highly degenerate.
3.2 Introduction
3.2.1 Motivation and Background
Quantum control of spin states is essential for quantum information processing, quantum
metrology, and studies of quantum many-body physics. There are many experimental
systems available for studies of quantum mechanics, including trapped ions, cold neutral
atoms, nuclear magnetic resonance experiments, superconducting (SQUID) circuits, and
nitrogen-vacancy centers in diamond. In all these systems, control of the quantum state
is necessary to initialize the system in a given quantum state, modify the dynamics of the
system, or read out quantities describing the state of the system. Manipulations of the quan-
tum state in these systems are accomplished with the application of external fields. Many
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of these operations are performed quite simply with a single oscillating field, as more flex-
ible methods of control are not as readily available. Nevertheless, sophisticated quantum
control is at the heart of quantum information and quantum computing, where high fidelity
manipulations of qubits is required to preserve the quantum state information within the
computation [98], and many control methods for two-level (qubit) manipulations are well
studied, just not applied in other contexts.
These control methods are of interest in ultracold neutral atom systems, which are used
to study a diverse plethora of quantum many-body effects, from quantum phase transitions
to many-body entanglement and squeezing. This is the type of system used for the exper-
iments involving state control in this thesis. These neutral atoms feature a weak coupling
to the environment and can be cooled to extremely low temperatures using conventional
laser cooling and evaporative methods, realizing a very pure quantum system. These atoms
feature long coherence times and often have hyperfine “clock” transitions which are first-
order insensitive to magnetic fields. Because of this, neutral atoms have been used advan-
tageously to implement atomic clocks which provide some of the most precise physical
measurements in any system to date [99]. Alkali atoms (e.g. rubidium) are the most widely
employed group of cold neutral atoms. Alkalis feature one valence electron and provide a
level structure for states which can be manipulated easily with electric and magnetic fields.
Due to the convenient spacing of the electronic transitions in these atoms, the necessary
laser wavelengths are often readily available for laser cooling the atoms to prepare a cold
sample for study. These alkalis were the first atoms used to realize Bose-Einstein con-
densation and have become one of the prominent systems for modern studies of quantum
phenomena.
Our apparatus uses one of these alkali atoms: rubidium-87. These 87Rb atoms are
cooled to form a Bose-Einstein condensate of 40k-80k atoms within an optical dipole trap
which, compared to a magnetic trap, allows for a spin degree of freedom. The spin states
here are the ground-state hyperfine energy levels, a result of the coupling of angular mo-
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menta between the electron and the nucleus. This hyperfine level structure is illustrated
in Figure 3.1. At low magnetic field, the ground-state hyperfine structure is split into two
levels of total angular momentum F = 1, 2, with each of these levels split into 2F + 1 sub-
levels. By applying oscillating magnetic fields with the appropriate frequency and polar-
ization, transitions occur between these levels. The transitions between the F = 1, 2 levels
represent microwave-frequency transitions, whereas transitions between the mF states of
a particular F level are radio-frequency (rf) transitions. This hyperfine structure features
a clock transition, |1, 0〉 → |2, 0〉, which is first-order insensitive to magnetic field fluctu-
ations and has been used as the basis for precise atomic clocks. These microwave and rf
transitions, as well as optical-frequency transitions, can be used to preform quantum state
control operations within the ground state hyperfine structure.
A Bose-Einstein condensate of 87Rb in the F = 1 level provides a three-level spin-1
system, and features a quantum phase transition as a result of the spin-collisional interaction
between atoms in the condensate. This interaction can be used to generate interesting
quantum states such as spin-nematic squeeed states or Dicke states. In this system, methods
to control the state of the BEC atoms are essential. Quantum state control applied within
this spin-1 system can provide new avenues for studies of the entanglement generated in
these states and allow for improved methods for quantum-enhanced metrology. Further,
control within the hyperfine levels can be used to open this system to studies outside of the
spin-1 system. One such application is the pseudo spin-1/2 system made by coupling the
|1,+1〉 ↔ |2,−1〉 states using a combination of microwave and rf fields, which has been
used for two-level studies including spin-1/2 squeezing [100]. This shows how state control
can be used to modify the dynamics of the quantum system. Other control applications
include more sophisticated methods of state measurement. As an example, squeezing in
the spin-1 87Rb BEC, or spin-nematic squeezing results in a quantum enhancement via
squeezing of an observable which is not readily accessible without additional control of the
state [23]. However, arbitrary control of the spin-1 state allows new possibilities such as
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direct measurement of the squeezed quadrature of the spin-nematic squeezed state, which
conventionally requires many measurements to perform a state tomography. Additionally,
quantum state control provides the ability to apply an entangled quantum state as a resource
to enhance measurements in novel ways. An example of this is a use of quantum state
control of the spin-1 state in the 87Rb BEC, where a spin-nematic squeezed state can be
transformed into other metrologically valuable states. One such transformed state features
a maximal spin vector length and a squeezed Larmor phase noise; two features which could
be used to improve magnetometry based on this state.
There are multiple limitations which must be overcome in these neutral atom systems in
order to realize effective state control. The fidelity of the manipulations must be kept high,
with the noise introduced from the manipulations kept to a minimum. Rapid manipulations
are desirable in order to perform manipulations quickly compared to the dynamics in the
BEC. Additionally, rapid manipulations are less susceptible to decoherence such as Larmor
decoherence, a result of the inherent sensitivity of the transitions within the hyperfine struc-
ture to the external magnetic field. However, degeneracies between transitions represent a
significant limitation in realizing rapid, high-fidelity manipulations for control within the
hyperfine states in ground state 87Rb, and this problem is worsened by increasing the speed
of manipulations. These degenerate transitions can be seen in Figure 3.1, Within the spin-1
(F = 1) states, the degeneracies prevent simple controlled coupling between adjacent pairs
of mF levels with a single rf oscillating field. Instead, transitions are driven from mF = 0
to equal populations mF = ±1. Other coherent transitions will involve a state outside of
the F = 1 level. Therefore in order to control the specific states in this F = 1 spin-1 sys-
tem, it is necessary to apply multiple oscillatory fields. Within the ground-state hyperfine
levels, microwave frequency fields couple F = 1↔ F = 2. But once again, degeneracies
exist between several of these microwave transitions; specifically, the transitions involving
the mF = ±1 states.
In this thesis, a avenue for control operations in the presence of these degeneracies
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based on microwave transitions between hyperfine levels is explored. By identifying se-
lection rules for the hyperfine microwave-frequency transitions, it will be shown that a
circularly polarized microwave field applied in the appropriate orientation will discrimi-
nate between two otherwise frequency-degenerate transitions, selecting a transition of a
matching polarization, while blocking a transition of the orthogonal polarization. This al-
lows for a reduction of unwanted level couplings from the applied field. As a result, new
high-fidelity control methods are made available using this circularly polarized microwave
field. One such method is demonstrated via a two-photon coupling between two mF states
in the spin-1 levels. This Λ transition would otherwise suffer from degenerate couplings
without the polarization selection. With transition selection from the circular microwave
field polarization, a high fidelity coupling between two exclusive F = 1,mF states is made
possible, allowing population transfer between two adjacent F = 1,mF states. Indeed,
this polarized field provides an avenue for mitigating the complications of degenerate tran-
sitions, as well as undesired off-resonant driving resulting from the high field amplitudes
used for rapid manipulations. This is explored through a study of the transition selectivity
provided by the microwave field polarization at low external magnetic fields, where addi-
tional degeneracies appear due to the Fourier linewidth of the finite-duration microwave
pulse and the small Zeeman splittings (the amplitude of the Zeeman splitting is ∆, see
Figure 3.1 and surrounding discussion). This thesis describes the first work of this kind
applied to a cold atom system, as circular polarization control has largely been unexplored
within this cold atom context.
The use of microwave fields to drive hyperfine transitions in these systems is common-
place; however, circular polarization control has largely been unexplored within the cold
atom context. However, the polarization selection of microwave-frequency transitions can
be seen in some closely related fields. Let’s explore some of these uses. One example
is the use of a circularly polarized microwave field as a means to determine the sign of
magnetic moments of molecules [101]. These measurements typically use a waveguide to
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transmit circularly polarized microwaves. This tool has been available for more than half a
century, as can be seen by a 1952 paper: ref. [102], which describes a microwave waveg-
uide setup for the application of linearly or circularly polarized microwaves to measure the
Zeeman effect in an absorption cell. A couple of experiments from within the same year
implemented this waveguide type of setup, using the handedness of circular polarization
to determine the sign of the g-factor of molecules [103, 104]. More recently, experiments
have used a microstrip circuit to apply circularly polarized microwaves to address spins
of nitrogen-vacancy centers in a diamond [105]. This microstrip is tunable via the two
90◦ phase shifted inputs, giving control over the ellipticity of the polarization. Another
resent result showed manipulations of the spin of a nitrogen-vacancy center in diamond
using circularly polarized microwave fields generated from two crossed wires positioned
above the nitrogen-vacancy center [106]. Similarly, a combination of a coplanar waveguide
microresonator and a dielectric resonator were implemented to generate a tunable circular
polarization of a microwave field to control the spin of a Bismuth donor electron in silicon
[107]. These show some of the variety in methods available for the generation of circularly
polarized microwave fields for spin control.
As can be seen from these examples, there are multiple methods available to generate
circularly polarized microwave fields. Indeed, outside of the context of spin transitions,
circularly polarized microwaves are used widely in the communications field, and as a
consequence, there are numerous well-studied antenna types designed to produce a radi-
ated microwave field with circular polarization. An everyday example is seen with the
global positioning system (GPS), which broadcasts a microwave-frequency signal with a
right-handed circular polarization. For satellite communications, such as this GPS signal,
a common antenna format is the axial-mode helical antenna. This antenna format, the
helical antenna was used to produce the circularly polarized microwave field used in the
experiments below.
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3.2.2 Overview of Study
The aim of this study is to highlight the use of a simple helical antenna design to selectively
drive hyperfine transitions while overcoming near degeneracies in a multi-level problem.
The choice of the helical antenna allowed for a low-cost, but high performance solution
built carefully by hand. The antenna designs were informed by simulations in Matlab
Antenna Designer. An overview on the construction of the antenna design can be found in
Chapter 2. A well-performing antenna was chosen and tested in the experiment using the
magnetically sensitive hyperfine transitions of the 87Rb atoms.
Use of this antenna for polarization-selective transitions necessitates control over the
bias field direction relative to the direction of microwave propagation. This is a result of
the decomposition of the microwave polarization into the coordinate basis set by the bias
field seen by the atoms. The details of calibration and alignment of this bias field will be
discussed. It will be seen that the structure of the hyperfine transitions provides a useful
tool in this alignment procedure. Namely, a transition of orthogonal polarization is used
as a metric in the alignment procedure. The cold atoms provide a highly precise measure
of the microwave magnetic field. The atoms can be used to measure the full polarization
ellipse of the microwave through measurements of Rabi oscillations in the hyperfine levels
[108, 109]. However, for the experiments presented here, a measurement of the extremal
points (of minimum and maximum Rabi rates) was sufficient.
With all these preliminary requirements satisfied—the antenna build, characterized, in-
stalled, and with the fields characterized and aligned—the hyperfine transitions in 87Rb
are studied. Known bias fields are applied in the correct fashion and the Rabi rates of the
hyperfine transitions are measured. These measurements of Rabi frequencies can then be
used to determine the strength of driving field for transitions corresponding to different
polarization states. Thereby, the antenna is further characterized through measurements of
these transition rates. In the special case of the circularly polarized antenna, it will be seen
that hyperfine transitions can be either selected or blocked.
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Centrally important to this study, the transition Rabi rates provide a measure of the
discrimination provided by the circularly polarized field. It will be seen that a high level
of discrimination (> 45×) is achieved using the methods described herein. Although this
study is within the hyperfine level structure (F = 1, 2) in rubidium-87, the requisite features
exist in the hyperfine structure of many other atomic species as well; for example, sodium
and cesium [110, 111], two other common elements used in cold atom experiments). The
implementation of circularly polarized microwaves to selectively drive hyperfine transi-
tions, in the presence of frequency-degenerate transitions, represents the first success in
this study. With this newly-developed tool, it becomes possible to explore a couple of
important applications.
First, this polarized field is used to couple only three levels (out of all eight levels in
the F = 1, 2 hyperfine structure) to drive an otherwise degenerate “Λ” system. This is
the structure of a Raman transition as discussed in Chapter 1, and has applications to more
complicated all-microwave control schemes, such as non-adiabatic holonomic gates [67] or
as the basis of a tripod transformation. The tripod transformation is discussed later in this
thesis, where different methods were attempted to implement this four-level tripod control.
Second, the circularly polarized field is shown to selectively drive hyperfine transitions
in low bias fields, where the Zeeman splitting of the magnetic sublevels is small and within
the spectral linewidth of the driving microwave field. In such low fields, the states are
scrambled without the polarization selection, as there are couplings between multiple levels
in the hyperfine structure. This chapter will discuss the theory behind these ideas and the
experiment itself (subject of the next chapter).
3.2.3 Preliminaries
It is useful to start with a discussion of the hyperfine structure of rubidium-87. The ground
state (5 2S1/2) level structure can be seen in Figure 3.1. There are two hyperfine levels as
a result of the coupling between the electron angular momentum and the nuclear angular
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momentum, where F is the total angular momentum F = J + I. Here I is the nuclear
angular momentum and J = L + S is the total electron angular momentum, where L is
the orbital angular momentum and S is the electronic spin angular momentum. For the
electronic ground state, J = 1/2 (L = 0 and S = 1/2) and the nuclear spin I = 3/2.
This gives two values for F , namely F = |J − I|, (J + I) = 1, 2. These hyperfine levels
are further split into magnetic sublevels, with 2F + 1 sublevels for each value of F ; the
quantum number for these sublevels is mF , the quantum number for the projection of the
angular momentum. For F = 1, mF has the possible values of mF = −1, 0,+1. Similary,
for F = 2, mF can take the values mF = −2,−1, 0,+1,+2. The levels can be coupled via
the application of an oscillating magnetic field at a frequency near the the splitting between
the levels. These transitions between levels satisfy ∆F = 0,±1 and ∆mF = 0,±1. The
∆F = 0 transitions represent transitions in the radio frequency (rf) (typically 104−105 Hz),
whereas the ∆F = ±1 transitions are of microwave frequencies (near 6.8 GHz).
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Figure 3.1: The ground state 52S1/2 hyperfine energy levels in rubidium-87. The approx-
imate energy spacings are labeled in terms of ∆ ≈ 700 Hz/mG, giving the shift due to
the linear Zeeman effect of the transitions compared to the clock transition. The spac-
ing between each of the mF levels for F = 1 and F = 2 are ∆1 = 702.4 Hz/mG and
∆2 = 699.6 Hz/mG, respectively.
Hyperfine Hamiltonian
The hyperfine Hamiltonian resulting from the coupling between the total electron angular
momentum and the nuclear angular momentum has the form at zero field [112]
Hhfs = AhfsI · J = AhfsI · S (3.1)
where the second equality is true for the ground state since L = 0, and Ahfs = ~ ·
3.41734130545215(5) GHz is the hyperfine structure constant [113]. The hyperfine Hamil-
tonianHhfs has eigenenergies of 12Ahfs(F (F +1)−I(I+1)−S(S+1)), which for F = 1
and F = 2 which correspond to −5
4
Ahfs and 34Ahfs, respectively. Therefore there is a total
splitting of 2Ahfs = ~ · 6.8346826109043(1) GHz for the ground state hyperfine levels.
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Zeeman Hamiltonian – Static Magnetic Field
In an external magnetic field, the hyperfine levels F = 1, 2 are each split into 2F + 1
magnetic sublevels are separated in energy by the Zeeman effect. At zero field, these 2F+1
levels are degenerate but in non-zero fields this degeneracy is lifted. The Hamiltonian for
the atom in a static magnetic field has the form
HB = µBB · (gSS + gII) (3.2)
with gS , and gI being the g-factors for the electron spin (gS = 2.0023193043737(80) [114])
and the nucleus (gI = −0.0009951414(10) [115]) describing the magnetic dipole moments,
and µB is the Bohr magneton. If the magnetic field is taken to be in the z direction, Eqn. 3.2
can be written as
HB = µBBz (gSmS + gImI) (3.3)
Here, mS and mI are the projection quantum numbers for the electron spin and nuclear
angular momentum, respectively, and Bz is the z component of the magnetic field. In low
fields, such that the Zeeman shift is small compared to the hyperfine splitting, F is a good
quantum number. In this low field, linear-Zeeman regime, the zeeman splitting to first order
is written in the linear form [116]
HB = µBgFmFBz (3.4)
where
gF = gS
F (F + 1)− I(I + 1) + S(S + 1)
2F (F + 1)
+ gI
F (F + 1) + I(I + 1)− S(S + 1)
2F (F + 1)
(3.5)
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From Eqn. 3.4, the linear Zeeman splitting between the mF sublevels (see Figure 3.1) is
∆ = µBgFBzmF ≈ 700 Hz/mG for the applied (static) bias field in the z direction.1 At
higher fields, the Zeeman shift of the ground state levels is no longer linear in the magnetic
field strength and is given instead by the Breit-Rabi formula [112].
Zeeman Hamiltonian – Oscillating Magnetic Field
Similarly to the static field, an oscillating microwave field interacts via the Hamiltonian
H ′B = µBgsB
′ · S, (3.6)
where B′ is the applied oscillating magnetic field, B′ = B′0cos(ωBt). Compared to
Eqn. 3.2, the nuclear term µBgIB′ · I has been neglected since this interaction is orders
of magnitude smaller. Given that this oscillating field can be in any direction, we use the
Pauli matrices to write Si = (~/2)σi for each axis i = (x, y, z) to compute the dot prod-
uct of S with the magnetic field vector B′, having components with amplitudes B′i. The
Hamiltonian Eqn. 3.6 is written as a linear combination of these components
H ′B,i = µBgsB
′
i (~/2)σi cos(ωBt) (3.7)
Matrix elements
In describing the hyperfine structure via the Hamiltonian Eqn. 3.1, states are written in the
coupled representation or |F,mF 〉 basis. However, the Zeeman Hamiltonian is not diagonal
in this basis. Therefore, it is necessary to transform to the uncoupled basis |mI ,mS〉 ≡ |I =
3/2,mI〉⊗|S = 1/2,mS〉. To understand the action of this Hamiltonian (Eqn. 3.6) on states
in the coupled representation |F,mF 〉, the basis vectors in the coupled representation are
decomposed into this uncoupled representation. This allows for the calculation of transition
matrix elements µBgsB′i (~/2) cos(ωBt)〈F,mF |Inuc⊗σi|F ′,m′F 〉, where Pauli operators σi
1This applied field sets the quantization axis (z).
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act on the spin of each state in the uncoupled basis |S,mS〉, and Inuc is the identity operator
for the nuclear spin state |I,mI〉. For notation, let Σi = Inuc ⊗ σi. This transformation
from coupled to uncoupled basis states is made through the formalism of Clebsch-Gordan
coefficients. Each state |F,mF 〉 is expressed as a sum of
∑
mI ,mS
CI,S,FmI ,mS ,mF |mI ,mS〉,
where CI,S,FmI ,mS ,mF = 〈mI ,mS|F,mF 〉 is the Clebsch-Gordan coefficient.
2 The transition
matrix elements are calculated as






〈F,mF |mI ,mS〉〈mI ,mS|Σi|m′I ,m′S〉〈m′I ,m′S|F ′,m′F 〉
(3.8)
where 〈mI ,mS|Σi|m′I ,m′S〉 = δmI ,m′I 〈mS|σi|m
′
S〉, and δmI ,m′I is the Kronecker delta. We
define an ordered basis for the coupled representation vectors, |F,mF 〉. This ordering is














2Throughout this thesis, states in the |F,mF 〉 ≡ |ISFmF 〉 basis will be represented concisely with just
the corresponding values of F and mF , as in |F = 1,mF = ±1〉 = |1,±1〉
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(3.10)
The matrix Eqn. 3.10 gives the transition matrix elements for couplings due to the z com-
ponent of the microwave magnetic field. The elements of this matrix are calculated via
Eqn. 3.8, and the rows and columns ordered similarly to Eqn. 3.9. The transition matrices
for all the microwave field components (x, y, and z) can be found in the appendices of this
thesis.
Each of these matrices gives transition matrix elements for linearly polarized microwave
fields along each corresponding axis, where the z-axis is the quantization axis defined by
the direction of the bias magnetic field. To look at circularly polarized microwaves, a field
circulating in the xy-plane is constructed through the sum of x and y fields. Following
Eqn. 3.7, the Hamiltonian for a circularly polarized field will have the form
H ′B,i = µBgs(~/2)B′ (cos(ωBt)σx ± sin(ωBt)σy) (3.11)
Here, the handedness of circular polarization is determined by the sign difference between
the x and y terms. Using the transition matrices for the x and y fields as described above,
an interaction picture Hamiltonian (described below) is formed for each handedness of
circular polarization from Eqn. 3.11. Taking the RWA and eliminating the high frequency
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terms leaves different non-zero matrix elements between the two circular polarizations.
The amplitudes of the remaining matrix elements for each of the circular polarizations are
given in matrix form below with the same ordering as was used above such that rows and
columns are ordered similarly to Eqn. 3.9. The transition strengths for the σ+ transitions
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Figure 3.2: The ground state hyperfine structure. The matrix elements from matrix
Eqn. 3.12 are shown with the corresponding σ+ transitions, illustrating the selected tran-
sitions corresponding to the non-zero matrix elements for microwave transitions for a σ+
polarized microwave field.
Selection rules
From these transition matrix elements (Eqns. 3.10, 3.12, and 3.13), some selection rules are
apparent. For a purely σ+ or σ− polarized driving field, (see the circular polarization tran-
sition matrices), the non-zero transition elements feature ∆mF = +1 or −1 respectively.
For the π polarized field, the matrix elements are 〈F,mF |Σz|F ′,m′F 〉. From the matrix el-
ements, it is clear that the π polarization couples levels through ∆mF = 0 transitions. Note
that these selection rules describe the selectivity of the transitions based upon the polariza-
tion of the microwave field. The selection rules can similarly be understood from conser-
vation of angular momentum between the hyperfine states and microwave photons. These
selection rules based on polarization are an essential point for the work that follows—from
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the Hamiltonian Eqn. 3.7, there are sets of transitions elements that couple exclusively to
either right- or left-handed circular polarized microwave field. One can therefore use a
circularly polarized microwave magnetic field to selectively drive transitions. This is desir-
able in cases where degeneracies exist with respect to transition frequencies, as is the case
in the 87Rb hyperfine structure!
Interaction Picture
The interaction picture is useful to solve such time-dependent problems as this oscillating




The Hamiltonian H ′B is from Eqn. 3.6. For H0 we will use Hhfs + HB, with the low-field
linear form of HB = µBgFmFBz (Eqn. 3.4). H0 is written in matrix form: H0/~ =
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8
0 0 0 0
0 0 0 0 −∆− 5ω0
8
0 0 0
0 0 0 0 0 −5ω0
8
0 0
0 0 0 0 0 0 ∆− 5ω0
8
0
0 0 0 0 0 0 0 2∆− 5ω0
8

Where ω0 = 2Ahfs ≈ 6.834 GHz and ∆ = µBgFBzmF ≈ 700 Hz/mG is the linear
Zeeman splitting for the applied (static) bias field in the z direction.
From this interaction picture Hamiltonian, the rotating wave approximation is typically
made, where we eliminate the high frequency exponential terms of frequencies≈ ω0 +ωB,
as these average in time to 0, with the assumption that δ = ωB − ω0  ω0 + ωB. Here, δ
is the detuning of the applied oscillating field (at ωB) from the natural transition frequency
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(ω0). Once the RWA is applied, many of the matrix elements of the HB,I matrix are set
to 0, except for those corresponding to transitions with separations near the driving field
frequency, simplifying the problem.
As an example, the Hamiltonian matrices related to the clock transition (|1, 0〉 → |2, 0〉)
are shown below. These matrices are given assuming the RWA and assuming that the
driving microwave field is near resonance with the clock transition but far detuned from
other transitions. In this case, only the matrix elements corresponding to the the states
in the clock transition are retained as all other elements are set to 0 using the RWA. This
transition is due to the interaction with the Bz component of the microwave field, and the










The interaction picture Hamiltonian, Eqn. 3.17, is obtained from Eqn. 3.14 using the Hamil-
tonian matrices H0 (Eqn. 3.15) and H ′B (Eqn. 3.16). The cosine function for the oscillating
field from Eqn. 3.16 is expanded into exponential terms, and the high frequency expo-
nential terms are eliminated with the RWA resulting in the simplified interaction picture









The full 8× 8 transition matrices can be used to simulate the evolution of a state consisting
of a combination of all 8 hyperfine levels interacting with microwave fields. To do so, the
interaction picture Hamiltonian is written as below (Eqn. 3.18) with each component (x,
y, and z) of the microwave magnetic field (Bx(t), By(t), and Bz(t)) added in. Each com-
ponent can be the sum of multiple oscillating terms to simulate the application of multiple
microwave fields. For example, Bz(t) = B1cos(ω1t) + B2cos(ω2t) would represent two








(Bx(t)〈F,mF |Σx|F ′,m′F 〉
+By(t)〈F,mF |Σy|F ′,m′F 〉
+Bz(t)〈F,mF |Σz|F ′,m′F 〉) e−iH0t/~
(3.18)
The evolution of the state is then calculated through the Schrödinger equation where Ψ is





3.2.4 Bias Field Direction vs Transition Strength
An important aspect in the use of circularly polarized microwaves is related to the decom-
position if the circular polarization into two linearly polarized components. Through this
decomposition, a circularly polarized microwave field can be expressed as a combination
of projections of the microwave field into other polarization unit vectors in a different co-
ordinate system. The coordinate system with the z-axis set by the bias field, which we also
use as the quantization axis for the atoms, is of particular interest here. If the bias field is
not aligned with the microwave k-vector, that is, normal to the plane of a circulating mag-
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netic field in the circularly-polarized case, projections into the other components as seen
by the atoms are able to drive the undesired transitions. It is therefore useful to understand
the polarization basis, and work through some of calculations for the expected Rabi rates
for various field orientations compared to the plane of circulating magnetic field for the
microwave.

















Additionally, we need the linear combinations of these basis vectors which will define the












The magnetic field of the microwave is expressed as components along each of these unit
vectors. From our procedure of nulling the clock transition, described below, the circular
polarized microwave field should have a zero-valued projection in ez aligned with the bias
field once the field is aligned to selectively drive σ± transitions. With the helical antenna,
assuming perfect circular polarization of one handedness, the polarization is simply one of
the states e±. As an example, let’s choose e+.
As we rotate the bias field, without loss of generality we can say we rotate about ex,
the projection of ex remains the same. However, the projection of ey shrinks and ez grows.
At a 90◦ rotation of the bias compared to the microwave k-vector, the projection on ey is
zero. Instead this amplitude is now projected into ez.
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Figure 3.3: An illustration showing the plane of circulating microwave magnetic field (Gray
plane with red field vector) and the coordinate system as seen by the atoms rotated about
the x-axis by the angle θ. The z-axis represents the bias field direction and the quantization
axis for the atoms.
The polarization state as seen by the atoms is f(θ) = −1√
2
(ex + icos(θ)ey + sin(θ)ez) where
θ is the angle of the bias field relative to the normal vector to the plane containing the
circulating microwave field.







Using these combinations, we can write the polarization vector as






















With this expression for the polarization vector, we take the dot-product with each of the
basis vectors, to obtain the amplitude for each polarization component:












Each of these components gives the relative strength of coupling to each of the transition
polarizations (σz, σ+, σ−) as the angle between the k-vector of the e+ microwave field and
the bias field is varied. These relative strengths are shown graphically in Figure 3.4.
Figure 3.4: The angular dependence of the σ± and π transitions compared to the field
direction. The curves show the amplitude of the e+ microwave field projected into the
atomic basis as the field is rotated about the x-axis.
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Concluding preliminaries
From the above discussion, it is clear that the polarization of the driving field will dictate the
strengths of couplings to different states according to the corresponding transition matrix
elements. We were able to look at the projection of a circularly polarized field into a
coordinate system (i.e. one defined by the bias field direction) that rotated about the plane
of circulation of the microwave magnetic field. This shows the necessity of alignment of
the oscillating field normal to the bias field axis for the atoms in order to selectively couple
levels through the polarization selection.
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CHAPTER 4
CIRCULARLY POLARIZED MICROWAVES – EXPERIMENTAL
MEASUREMENTS
This chapter will describe the experiments performed using circularly polarized microwave
fields applied to the cold cloud of 87Rb to select hyperfine transitions. This chapter will de-
tail the preliminary experimental procedures related to calibrating and aligning the applied
magnetic field which are essential steps in order use the circularly polarized microwave
field in the ways described. Following these prerequisites, experiments using this polarized
field will be described. Selective two-level Rabi transitions are measured and indeed show
the selection and blocking of hyperfine transitions of differing σ±. Following the success
of this selection, three-level Λ transitions are demonstrated, connecting two F = 1,mF
levels via one of the F = 2 states. Additionally, the selection of hyperfine transitions is
investigated in low magnetic fields, where the transitions become multiply degenerate, yet
can be resolved via the microwave polarization selection.
4.1 Experimental Procedure
The starting point, with a working cold atom apparatus already implemented, was the in-
stallation of the new microwave antenna to transmit circularly polarized microwave fields
into the chamber. A helical antenna was mounted above the vacuum chamber and its axis
was directed towards the trap location (in the xy-plane of the chamber). There was a clear
line of sight from the antenna through large borosilicate glass viewports on the top and
bottom of vacuum chamber, passing through the trap location, and bench top tests showed
no measurable attenuation through a similar pryex viewport. The bias field had to be ori-
entated relative to the direction of the magnetic field applied by this antenna. Therefore,
the magnetic field had to be calibrated (“zeroed”) and orientated to point in the correct
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direction for the given antenna alignment. These two procedures—field calibration and
orientation—are detailed in the next sections.
4.1.1 Zeroing the Field
The BEC apparatus features three orthogonal pairs of bias coils used to both cancel the
ambient magnetic field around the experiment and to apply desired bias fields. The am-
plitude of the field at the location of the atoms is determined by measuring the resonance
frequency of a magnetically sensitive transition, e.g. |1, 0〉 → |2, 1〉. In this case, the offset
in the measured frequency compared to the frequency of the hyperfine splitting (i.e. the
clock frequency) gives a value for the level spacing ∆, which at low fields is well approxi-
mated with a simple linear dependence (∆ = Bz · 700 Hz/mG). We apply several bias field
amplitudes along the direction of each axis and measure the resulting resonance frequency
seen by the atoms, each resonance frequency giving a value for the amplitude |Bmeas| as


























where ∆meas is the measured resonance frequency, and Bmeas is the corresponding mag-
netic field amplitude, Bi (i = x, y, z) is the offset field in each axis to be canceled out, dBidVi
is the response in magnetic field to the control voltage Vi (i = x, y, z) for each bias coil cur-
rent supply. The fit parameters determine the correct bias field to cancel the ambient field
along each direction and also provide a calibration for the applied bias field compared to
the control voltage (dB/dV ) for each axis. This calibration allows for an accuracy of ≈ 1◦
for the bias field direction at an applied bias of 200 mG, and gives a zero-field (±1 mG)
starting point.
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Figure 4.1: Measurement of the magnetic field squared as the trim field was scanned
along the trim-y axis. The least squares fit (curve shown in red) gives the magnetic field
parameters listed in the table.
4.1.2 Atoms as a Microwave Field Measure
The first verification of the microwave system involved a measurement of the quality of
polarization transmitted into the chamber, at the location of the cold atom cloud. The atoms
can be used to make a measurement analogous to Malus’s law as a function of the angle
between the microwave magnetic field direction (linear polarization in this case) compared
to the bias field. These measurements are based on the ability to control the bias field
direction to within 1◦ of arbitrary rotation for a bias field of 200 mG provided by the field
calibration (above). A microwave transition is measured to determine a Rabi frequency by
applying the resonant microwave field for incremental durations and measuring the state
population transferred as a function of this time. The measured Rabi frequency of the π
polarization clock transition is a function of the amplitude of the dot product between the
bias field unit vector and the microwave field B vector, giving a ∝ |sin(θ)| dependence.
A measurement of this Malus’s law angular dependence can be seen in Figure 4.2. This
data was taken with a circular waveguide antenna (linearly polarized) positioned down the
66
imaging axis (x-axis) of the chamber. The field orientation (|B| = 200 mG) was scanned
until the bias vector directions corresponding to the minimum and maximum Rabi rates
were determined to within 0.5◦. Scanning the bias field in the plane containing these vectors
traces out the highest contrast Malus’s law curve. The cross product of these extremal
vector field directions gives a vector v̂ about which to rotate the field
B̂min × B̂max = v̂
where B̂min and B̂max are the unit vectors describing the directions of bias field for the
minimum and maximum Rabi rates, respectively. Using this vector (normalized by v̂′ =
v̂/|v̂|), Rodrigues’ rotation formula is applied to give a rotated bias field direction about
this vector, v̂′, in the plane of highest contrast. Starting at B̂min, the bias field is applied at
an angle rotated about v̂′, and the Rabi rate is measured at each orientation. The reported
data agrees very well with the expected form Ωmax|sin(θ)|, where Ωmax is the maximum
measured Rabi rate; see Figure 4.2.
The limitation of this measurement is related to the minimum Rabi rate measured. If
the projection of π polarization is sufficiently small, the clock Rabi rate will be sufficiently
slow that the measured data cannot be fit to determine a Rabi rate, and thereby it is difficult
to determine the minimum Rabi rate. In this case, the contrast could be improved by
applying higher microwave powers such that the maximum Rabi rate Ωmax would increase,
but the minimum Rabi rate which could be determined would remain the same. The axial
ratio of the microwave field can be determined from the measurement of the minimum and
maximum Rabi rates since the Rabi rate is proportional the the microwave field projection
along Bz.
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Figure 4.2: Malus’s law data measured using a linearly polarized, circular waveguide
antenna, measured at angles between the field orientations of the minimum (0◦) and max-
imum (±90◦) Rabi rates. The inset on left indicates the angle θ between the microwave
magnetic field direction (Bµw) and the bias field direction (Bz). The inset on right shows
an expanded view around the minimum frequency. The smallest frequency which could be
determined was 30± 20 Hz. The maximum frequency measured was 4220± 30 Hz.
4.1.3 Nulling the Field – Clock Transition
In order to use the circularly polarized field to select transitions, the microwave field and
bias field need to be correctly aligned. It is necessary that theBz projection of the circularly
polarized microwaves be minimized along the bias field direction, otherwise the circularly
polarized field will have a projection which can drive the transition of opposite handedness.
We have developed a procedure to accomplish this by taking advantage of the orthogonal
transition, the π-polarized clock transition, which acts through the microwave field projec-
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Figure 4.3: Data showing the dependence of the clock transition frequency vs the bias field
offset angle. The 0◦ angle is set to be the minimum frequency. This data was taken with a
200 mG bias field. The black curve shows the best fit to the theory. The red curves show
offsets of ±1◦ for comparison. The minimum reported Rabi rate was 90± 20 Hz.
tion onto the quantization axis (the bias field axis). When the bias field is oriented such that
the atoms see the magnetic field circulating in the plane normal to this bias field direction,
the π-polarized clock transition will not be excited. This can be seen from the discussion







where θ is the angle between the plane containing the circulating microwave magnetic field
and the bias field direction.
With the bias fields calibrated, a bias (e.g. 200 mG) is applied and the Rabi frequency
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of the clock transition (|1, 0〉 → |2, 0〉) is measured. This measurement is a function of field
direction and is simply repeated as the bias field direction is rotated until a minimum Rabi
frequency is measured, with nearly no excitation to the |2, 0〉 state (1-2% of population
after 3 ms of applied driving field). When the bias field is within a degree or so from the
minimum, the Rabi frequency cannot easily be determined. At this point, the number of
atoms excited to the |2, 0〉 state within the first several time steps of a Rabi cycle (up to
about 1 ms) is used to compare nearby bias directions. The direction with the smallest
excitation is selected. This procedure gives the correct alignment of the bias field for the
circularly polarized microwave studies. Note, this procedure is referred to as “field nulling”
throughout the text.
A measurement of this field nulling is shown in Figure 4.3. This figure again shows a
Malus’ law curve similar to that in Figure 4.2. Here, Figure 4.3 shows a scan in only one
angluar coordinate, whereas the field nulling procedure should scan the full 4π angle of two
angluar coordinates (or half as each half contains one nulled-clock orientation). Indeed,
the data taken in this figure required a prior measurement of the bias field orientations for
the minimum and maximum Rabi rates, in order to determine the vector to rotate about
to trace out the curve through the orientations of extremal Rabi rates (similarly as was
done previously to measure Figure 4.2). In this measurement, the microwave field was
produced by the circularly polarized helical antenna, compared to the linearly polarized
circular waveguide antenna used in Figure 4.2. This has a similar form since the π transition
is driven by a linear projection of the circularly polarized field. In this way, the π transition
of the atoms acts like a linear analyzer.
After performing this procedure with the circularly polarized antenna, the bias field is
set up for the circular polarization selective transitions. This means the bias field is ori-
ented to be parallel with the k-vector of the microwave radiation, and with the bias field
and antenna in this orientation, zero projection of the microwave field along the bias field
means the clock transition will not be driven. The σ± transitions will be driven purely by
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the corresponding circular components of the driving field. Comparing this statement with
Figure 3.4, the minimum π transition rate occurs at the maximum of one of the σ± transi-
tions. This is indeed the field alignment needed for the application of selective circularly
polarized transition couplings! Any misalignment from this nulled-clock direction means
the e± fields will have a projection which drives the incorrect σ transition, as well as the π
transition (see Figure 3.4 at intermediate angles, e.g. 20◦).
It is interesting to note that an angular deviation was measured between the axis of the
helical antenna and the direction of the nulled bias field, despite a high purity of circular po-
larization (quantified below). The helical antenna was aligned pointing towards that atoms
with the antenna helix axis in the xy-plane (see Figure 2.4 for axis labeling convention in
the experiment). Following this nulling procedure, the bias field was aligned with approxi-
mately a 50◦ deviation towards the z-axis. This unexpected field direction was potentially
due to reflection or diffraction of the microwave radiation from nearby metal surfaces in the
chamber. Nevertheless, the resulting field remained highly circularly polarized. Had this
not been the case, that is, if the reflected or diffracted radiation had ruined the polarization,
a couple options could be considered to mitigate this effect. Software such as COMSOL
could be used to calculate the microwave field for the known antenna and chamber geome-
tries. To narrow the microwave radiation pattern, a helical antenna with a greater number
of turns would provide higher directivity of the microwave field. Otherwise, microwave
absorbing materials (e.g. carbon-laden foam) could be used to absorb radiation that would
otherwise be incident on nearby metal surfaces. In the case explored here, these measures
were unnecessary.
4.2 Polarization Selection of σ-Transitions
Using the tools discussed up to now, a circularly polarized field is applied to the atoms.
With the correct alignment of the bias field direction, this will selectively drive hyperfine
transitions, while blocking the nearly degenerate transitions, of opposite σ± polarization.
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Therefore, the starting point for this experiment is the nulled-clock field alignment dis-
cussed above. At this point, the coupling strengths of magnetically sensitive transitions of
different ∆mF are measured as Rabi rates. These Rabi rates are measured for both the σ+
and the σ− transitions. These rates are seen below in Figures 4.4 and 4.5. This process was
then repeated with the direction of the bias field flipped. The rates for this case are seen
below in Figures 4.6 and 4.7. The measured Rabi rates provide a measure of the coupling
strength for each transition, where all of the transitions in these figures feature transition
matrix elements of the same amplitude.
4.2.1 Larmor Decoherence – Fitting Slow Rabi Rates for Blocked Transitions
It is important to note that these σ± transitions show significant decoherence after approx-
imately 1 ms. This decoherence is a result of the inherent sensitivity of these transitions
to the magnetic field. This Larmor decoherence is a limitation in determining the field
ratio for sufficiently high degree of circular polarization (for sufficiently low axial ratios).
This decoherence comes from variations in the accumulated Larmor phase, either from
temporal fluctuations in bias field, or due to spatial inhomogeneity in the magnetic field
or microwave field across the atoms. The polarization-blocked transitions show slow Rabi
rates, which are measured for 1 ms or longer. The Rabi rates of the blocked transitions
(e.g. Figures 4.5, 4.7) show the effect of this decoherence after 500 µs. In order to quantify
the coupling strength of the blocked transitions, it was desirable to still determine a Rabi
frequency, but using only measurements taken within the first 500 µs, before excess noise
was acculumated from this Larmor decoherence. The Rabi rates for these slow transitions
were therefore determined by fitting data within the first 500 µs and constraining the fit pa-
rameters to the expected values— a fixed amplitude of 1 and offset of 0 in fractional state
population.
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Figure 4.4: Fast, polarization selected σ+, ∆+ transition: |1, 0〉 → |2,+1〉. (Top) The
transition is highlighted in green. (Bottom) The measured Rabi cycle. The point markers
show measured values (error bars show one standard deviation). The curve shows the least-
squares fit. The best fit Rabi frequency in ρ0 was 13717± 19 Hz
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Figure 4.5: Slow, polarization blocked σ−, ∆− transition: |1, 0〉 → |2,−1〉. (Top) The
transition is highlighted in dashed red. (Bottom) The point markers show measured values
(error bars show one standard deviation). The curve shows the least-squares fit for the
interval from 0 µs to 500 µs. The best fit Rabi frequency in ρ0 was 303± 4 Hz
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Figure 4.6: Fast, polarization selected σ−, ∆− transition: |1, 0〉 → |2,−1〉. (Top) The
transition is highlighted in green. (Bottom) The point markers show measured values (error
bars show one standard deviation). The best fit Rabi frequency in ρ0 was 13717± 38 Hz
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Figure 4.7: Slow, polarization blocked σ+, ∆+ transition: |1, 0〉 → |2,+1〉. (Top) The
transition is highlighted in dashed red. (Bottom) The point markers show measured values
(error bars show one standard deviation). The curve shows the least-squares fit for the
interval from 0 µs to 500 µs. The curve shows the least-squares fit. The best fit Rabi
frequency in ρ0 was 339± 6 Hz
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Table 4.1: A tabulation of the Rabi frequencies measurements seen in Figures 4.4—4.7.
Frequencies for selective Rabi transitions:
Polarization Selected σ+ transition 13717± 19 Hz
Polarization Blocked σ− transition 303± 4 Hz
Polarization Selected σ− transition 13717± 38 Hz
Polarization Blocked σ+ transition 339± 6 Hz
The measure of merit is the ratio of the microwave field amplitudes in each handedness
of circular polarization determined through comparison of the Rabi rates for σ+ and σ−
transitions, each scaled by the appropriate transition matrix element. We will call this ratio
the selectivity provided by the microwave polarization. For the σ± transitions starting in the
|1, 0〉 state, as in Figures 4.4–4.7, the amplitudes of the matrix elements for the σ+ and the
σ− transitions are equal. In this case, the selectivity is simply the ratio of the Rabi rates. In
the general case, the Rabi rate for the transition between the between the |i〉 → |f〉 states
is
Ωi,f = (1/2~)µBgSBpMIF,{i,f} (4.1)
where MIF,{i,f} is the transition matrix element corresponding to this transition, and Bp
is the microwave field component of the associated polarization (p = σ+, σ−, π). Using
measured values of Ωi,f to determine Bp via Eqn. 4.1 for transitions of both σ±, the ratio
of Bσ+ and Bσ− can be determined, i.e. the selectivity provided by the polarization of
the microwave field is determined. With the antenna setup used in this work, we were
able to demonstrate a selectivity of (45.3± 0.6)−1, calculated from the Rabi rates listed in
Table 4.1 for polarization selected σ+ and polarization blocked σ− transitions. Similarly,
a selectivity of (40.5 ± 0.7)−1 is calculated for polarization blocked σ+ and polarization
selected σ− transitions. The slight difference in the slow Rabi rates could be a result of
a difference in bias field stability at the opposite field orientations. Given this measured
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selectivity, it is useful to estimate the populations transferred with a microwave π-pulse, i.e.
the time require to transfer the maximum population via the polarization selected transition
(e.g. |1, 0〉 to |2, 1〉 for the σ+ selected transition). Let tπ be the π-pulse length for this
selected transition. The maximum expected population transfer for the blocked transition
can be inferred for the selectivity of (45.3 ± 0.6)−1, with the field on resonance with the
blocked transition, as this gives the strength of the transition. At this time, the excited
state population from the blocked transition is |ce(tπ)|2 = 0.00120(3) for the maximum
selectivity measured here.
Additionally, the ratio of these field amplitudes provides a measure of the axial ratio of





The axial ratio is commonly stated in decibels, which is calculated by
r[dB] = 20 Log10
∣∣∣∣Bσ+ +Bσ−Bσ+ −Bσ−
∣∣∣∣ (4.3)
The measured selectivity of (45.3 ± 0.6)−1 gives an axial ratio of the circularly polarized
microwave field to be 1.045, or equivalently 0.38 dB. This axial ratio represents the primary
limitation in selecting one transition compared to another degenerate in frequency using
circularly polarized microwaves.
4.2.2 Angular Dependence of Bias Field
The angular dependence of the σ± and π transition coupling strengths for a circularly polar-
ized microwave field was derived in Chapter 3, and the result is repeated here in Figure 4.8.
To characterize this dependence in the experiment with the circularly polarized microwave
field, the bias field direction was intentionally varied through a range of angles, and the
Rabi rates of both the σ+ and σ− transitions were measured. These Rabi rate measure-
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ments vs the angles of deviation in bias field are displayed in Figure 4.9, to be compared
Figure 4.8. This data and the theory are seen to agree remarkably well. However, the σ+
transition saturates at low Rabi frequencies near 0◦. This is a combination of limitations
from the least-squares fits to the slow Rabi cycle data and residual coupling via the oppo-
site field handedness from the ellipticity of the polarization. The ratio of the Rabi rates at
0◦ has a value of 1/43 and is consistent with the measured selectivity for the microwave
polarization, implying the saturation is primairly due to the latter.
There are several insights to be gained from these figures. Firstly, inspecting the sen-
sitivity around 0◦ in Figure 4.8: there is a first order (linear) dependence on the angle for
the π transition, but the σ± transitions are only second-order (quadratically) sensitive to the
angle. The form of these two sensitivities to field angle make the clock transition (the π
transition) an excellent tool for the field nulling procedure, since near the null-point of the
clock transition, the clock transition Rabi frequency is approaching zero linearly with the
angle. Similarly, once the angle is near the null-point, the σ± transitions are more robust
to the field deviations, as their small-angle response is quadratic. Secondly, as can be seen
in Figure 4.8, the selected σ± transition flips each π rotation, or each 180◦ flip of the bias
field. This must be true since this represents a reversal of the direction of magnetic field
circulation relative to the bias field direction at the atoms. This field reversal was used to
study both the cases where σ+ and σ− transitions are selected.
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Figure 4.8: (duplicate) The angular dependence of the σ± and π transitions compared to
the field direction. The curves show the amplitude of the e+ microwave field projected into
the atomic basis as the field is rotated about the x-axis.
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Figure 4.9: The angular dependence of the σ± transition on the field direction (c.f Fig-
ure 4.8). The markers show the measured Rabi rates with error bars of one standard devi-
ation (error bars smaller than the point markers). At 0◦, ratio of Rabi rates is 1/43. The
curves show the theory with the amplitude set by the maximum measured Rabi frequency
and 0◦ set by the bias field alignment from the field-nulling procedure.
4.3 All-Microwave Λ Transitions
This section describes an application of the circularly polarized field for a three-level Λ
transition. This Λ transition is driven in the presence of a degenerate transition with a
different sign of σ±, where the circular polarization of the microwave blocks the unwanted
transition, allowing for a successful transition. The Λ transition is a two-photon process
which can be used to couple two base states via a third excited state. In the 87Rb ground
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state hyperfine levels, this allows transitions between two adjacent |1,mF 〉 states, where
the degeneracy in the mF level spacings (∆) prevents closed two-level couplings within
F = 1 via a one-photon transition. The Λ configuration is highlighted within the 87Rb
hyperfine levels in Figure 4.10.
Figure 4.10: Energy level diagram highlighting (in green) the couplings for a ∆mF = +1
(top) and a ∆mF = −1 (bottom) Λ transition. The frequency degenerate (unwanted)
transition is highlighted in thick, dashed red.
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4.3.1 Λ Transition – Simulations
Simulations were computed to demonstrate the state evolution due to Λ transformation.
These simulations are numerical integrations of the time evolution under the interaction pic-
ture Hamiltonian, Eqn. 3.14, with the Λ fields. Simulations were run and are presented be-
low for cases with selective microwave transitions (circularly polarized) and non-selective
transitions (linear polarization or mis-aligned circular polarization cases) with a couple
cases for the undesired coupling strength. The small coupling is introduced by scaling the
field amplitude for the corresponding (unwanted) polarization state. 1
1These simulations show the populations as we measure them in the experiment. That is, the top figure
is analogous to a measurement with the repump light on where the F = 1 and F = 2 levels are measured
together. The bottom figure shows only the population in F = 2. This measurement is described in Chapter
2.
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Figure 4.11: A simulation of the populations when the Λ transition is driven without the
polarization selectivity. (a) shows the measure of all the populations, the F = 1 and the
F = 2 states, as fractions of the total number of atoms. (b) shows only the number of atoms
in the F = 2 states.
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Figure 4.12: A simulation of the polarization-selective Λ transition. (a) shows the measure
of all the populations, the F = 1 and the F = 2 states, as fractions of the total number of
atoms. (b) shows only the number of atoms in the F = 2 states.
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Figure 4.13: A simulation of the polarization-selective Λ transition, in the case of an ellip-
tical polarization showing a small coupling to |2, 1〉, an undesired level for the Λ transition.
The undesired coupling is set for a selectivity of 1/7. (a) shows the measure of all the
populations, the F = 1 and the F = 2 states, as fractions of the total number of atoms. (b)
shows only the number of atoms in the F = 2 states.
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For the case without the polarization selection, Figure 4.11, there is undesirable excita-
tion to a state outside of the Λ manifold, which is due to the degeneracy in frequency of this
transition—the population in |2,+1〉 represents the undesired population transfer (see Fig-
ure 4.10, red dashed transition). At approximately 80 µs (see Figure 4.11), the population
is in a superposition of four states (|1, 0〉, |2, 0〉, |1,+1〉, and |2,+1〉). In this case, the sim-
ulated microwave parameters were set to match the experimental data for a non-selective
Λ transition (discussed below, Figure 4.16). In contrast, the polarization selective case,
Figure 4.12, demonstrates a successful total population transfer to the |1,+1〉 state through
the mediating state |2, 0〉. Then, a short while later, the population returns to the initial state
|2, 0〉. This shows a successful Λ transition with coherent two-photon Rabi flopping. For
the intermediate case, the microwave has a small component driving the σ+ transition along
with the selected σ− transition of the Λ transition, here with a selectivity of 1/7. This simu-
lation is seen in Figure 4.13. It is observed that the population in the undesired state slowly
increases as a result of the undesired driving. In the experiment, this situation can occur if
the microwave is elliptically polarized, or if the direction of propagation of the microwave
is misaligned with the bias field. Nevertheless, from these simulations it is clear to see the
difference between a successful Λ transformation and one that fails due to degeneracies.
The metric for success is the transfer of the population back-and-forth between the states
|1, 0〉 and |1,±1〉. The percentage of population transferred will be the reported fidelity in
the experimental results which follow.
4.4 Λ Transition – Experiment
To implement the Λ transition in the experiment, an additional antenna is used to drive the
second leg of the Λ transition. Starting in the |1, 0〉 state, a π polarized field is needed for
one of the legs of the Λ (see Figure 4.10), and this is the transition that is nulled in the
alignment of the circularly polarized antenna. This second antenna (linearly polarized) is
introduced at an angle to the bias field direction to drive the π polarized clock transition;
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the exact alignment of the polarization is not critical in this case. A log-periodic antenna
was used since the quality of the linear polarization is not a concern in this case and this
antenna has a convenient small form factor. Each antenna (the circularly polarized, helical
antenna and the linearly polarized log-periodic antenna) is controlled with an independent
microwave circuit and amplifier. The Λ transition is driven by simultaneously applying
fields from both antennas, each at the correct frequency for each to drive one leg of the
Λ. The synchronization is achieved by simultaneously triggering on (and later off) the
TTL-controlled rf switch in each microwave circuit.
Rabi Rates for Λ Transition
In order to fully transfer the population from the |1, 0〉 state to the |1,−1〉 state, the Rabi
rates of both legs of the Λ transition need to match (the same is true for the |1, 0〉 and
|1,+1〉 states). Consequently, the Rabi rates of both sides of the Λ transition need to be
determined, and adjusted accordingly. Determining the clock transition Rabi rate is a stan-
dard practice—it is measured by turning off the repump light and measuring the number of
atoms in the F = 2 state as a function of time. The Rabi rate of the σ± leg of the Λ is mea-
sured in two ways, via a direct or an indirect measurement. For the direct measurement,
a resonant π-pulse of the clock transition is applied which transfers the population to the
|2, 0〉 state. Immediately following this π-pulse, the σ+ (∆−) field is applied in incremental
pulse lengths and the Rabi cycle between |2, 0〉 → |1,−1〉 is measured. The indirect mea-
surement is performed via the measurement of the σ+ transition from the |1, 0〉 → |2,+1〉
state (∆+). The Rabi rate for this transition is measured as usual for a two-level microwave
transition as both populations can be measured separately via Stern-Gerlach separation
with the relative population measured as a function of pulse length. Then by comparison
of the microwave matrix elements for these two σ+ transitions, it is seen that the σ+ (∆−)






3 times the value
measured for the σ+ (∆+) transition. The Rabi rate for the σ+ (∆−) transition is this factor
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times the Rabi rate for the σ+ (∆+) transition. Measurements of the relevant Rabi rates
are shown in Figure 4.14. Using these measurements, the Rabi rates for the two Λ legs are
compared while iteratively adjusting the microwave power of either antenna circuit until
the rates match.
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Figure 4.14: The Rabi rates related to the Λ transition. (a) The level structure, indicating
which transition corresponds to which Rabi rate below. (i) One of the two Λ legs– the clock
Rabi rate. This is a π transition. The measured Rabi frequency was 7923± 13 Hz (ii) One
of the two Λ legs—the σ+, ∆− transition. The measured Rabi frequency was 7824±24 Hz.
(iii) This transition would be degenerate to the Λ transitions. This transition is only weakly
driven as seen by the very slow Rabi rate. This is a consequence of the circular polarization
of the microwave field, allowing a successful Λ transition. The measured Rabi frequency
was 316±13 Hz. (iv) Another selected σ+ transition (∆+). This transition can be measured
to determine the Rabi rate for (ii), using a ratio of the transition matrix elements. The
measured Rabi frequency was 13736± 38 Hz.
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Driving the Λ Transition
To transfer the population from the |1, 0〉 state to the |1,−1〉 state, we apply the two mi-
crowave fields for the Λ transition, both the π polarized clock microwave (δ = 0) and the
σ+ polarized (δ = ∆−) transition. Since the Λ transition requires the selectivity of the σ+
polarized microwave, the field nulling procedure for the helical antenna is again the starting
point followed by the Rabi rate balancing. Then, the Λ transition with matching Rabi rates
is measured as a single-photon Rabi rate would be, only with two microwave fields instead
of one. A measurement of such a Λ transition can be seen in Figure 4.15. The data mea-
sured agrees quite well with the theory, Figure 4.12. With the σ polarization selectivity, the
three-level Λ system is well resolved and the |1,−1〉 state is successfully populated. The
population oscillates between the |1, 0〉 and |1,−1〉 states, with only a small percentage of
leakage to the |2,−1〉 state. This leakage is due to the ellipticity of the microwave radiation.
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Figure 4.15: A Λ transition using the circular polarized microwave field to select only the
desired level couplings. (a) shows the measure of all the populations, the F = 1 and the
F = 2 states, as fractions of the total number of atoms. (b) shows only the number of atoms
in the F = 2 states.
This successful Λ transition is to be contrasted with the case where the ∆ transitions are
not selected via the polarization of the microwave, see Figure 4.16. In this non-selective
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case, state is unsuccessfully transferred to the |1,−1〉 state. This measurement was made
by rotating the bias field to prevent the polarization selection. The non-selective result is
also seen to agree well with the theory prediction, Figure 4.11. Clearly, the selectivity pro-
vided by the methods described herein are effective in realizing in such an all-microwave
Λ transition.
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Figure 4.16: An attempted Λ transition without the selectivity of the circularly polarized
microwave field. (a) shows the measure of all the populations, the F = 1 and the F = 2
states, as fractions of the total number of atoms. (b) shows only the number of atoms in the
F = 2 states.
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Benchmarking the Λ Transition
As seen above, the all-microwave Λ transition was qualitatively successful using the cir-
cular polarization selection; this section quantifies the fidelity of this transition. For a
quantative comparison, a two-level σ+, ∆+ transition (|1, 0〉 → |2,+1〉) was measured
with fine time steps around the π-pulse and 2π-pulse times. This data can be seen in Fig-
ure 4.17. The result was a maximum measured population transfer of 99.5% at the π-pulse
time (≈ 102 µs), and 99.1% at the 2π-pulse time (≈ 205 µs).
Figure 4.17: A two-level ∆+ transition measured to show the fidelity and level of noise in
such a measurement; to compare with the optimized Λ transition (Figure 4.18). (a) shows
the full Rabi cycle (b) shows a finer scan around the π-pulse time of maximum transfer to
the |2,+1〉 state. There was a transfer of 99.5% of the population to this state. (c) shows the
2π-pulse time when population returned to the |1, 0〉 state, where 99.1% of the population
returns to this state.
Following this, a the Λ transition was measured with fine time steps around the time
of maximum population transfer to the |1,−1〉 state and also the time of its return to the
|1, 0〉 state. With the Λ transition functional, the parameters of the driving fields were
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finely scanned around the expected values for the Λ transition; tuning the frequency of
the ∆− transition and the Rabi rate, via the microwave power, for each leg of the Λ. The
optimized Λ transition is shown in Figure 4.18. As seen in this figure, the Λ fidelity reaches
99.5% population transfer to the |1,−1〉 state (at ≈ 88 µs). This is equivalent to the limit
measured in the two-level Rabi transition, implying this population transfer is not limited
by the quality of the circular polarization. The resulting error is quite small, 0.5%. Further,
there was < 0.1% population measured in the blocked σ− transition at this time. By these
measures, the Λ transition was highly successful. The population return to the |1, 0〉 state
(98.8%) is slightly worse than that of the two-level transition. This is a result of slow
population transfer via the blocked σ transition. This leakage is due to the slight ellipticity
of the microwave field (measured as a selectivity of (45.3 ± 0.6)−1), resulting in 0.7%
population transferred to the |2,−1〉 state (at ≈ 167 µs).
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Figure 4.18: An optimized Λ transition using the circularly polarized field. This transition
is a measure of the fidelity of the all-microwave Λ transformation. Here, the angle of the
bias field, and the powers and frequencies of the microwave fields were scanned around
the expected values. The result was a Λ transition with 99.5% fidelity. (a) shows the full
Λ transition Rabi cycle. (b) shows a finer scan around the time of maximum transfer to the
|1,−1〉 state. There was a transfer of 99.5% of the population to this state. (c) shows the
population revival in the |2, 0〉 state, where 98.8% of the population returns to this state.
4.4.1 Holonomic, Non-Adiabatic Gate
A Λ transition of this type is the basis of a holonomic, non-adiabatic gate [67, 68], of
interest in holonomic quantum computing [69]. Holonomic refers to the accumulation of
a geometric phase from the transformation, rather than a dynamical phase. This transition
is non-adiabatic since there is excitation to the excited state. Adiabatic gates have been
demonstrated using optical transitions [75], where the state must be made to evolve in a
dark state of the driving fields. A non-adiabatic gate has not been demonstrated in the
hyperfine levels up to this point. The non-adiabatic nature of this microwave-based Λ
transition can be used as an advantage for measurement of non-standard expectation values,
since the population in the upper hyperfine state (F = 2) can be measured.
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4.5 Low Field Microwave Transitions
4.5.1 Low Field Simulations
The circularly polarized microwave can be used to successfully drive individual σ tran-
sitions at low fields. Simulations w these low fields show the comparison between the
circular-polarization selective transition Figure 4.19(a), and the non-selective transition
Figure 4.19(b). These simulations are for the parameters measured in the experiment (Rabi
rates and number of atoms), to be compared with measured data below. It is clear that the
polarization selective case successfully drives a single hyperfine transition (here |1, 0〉 →
|2,−1〉), whereas the non-selective case couples the |1, 0〉 state to three F = 2,mF =
−1, 0,+1 states. The difference in the hyperfine couplings between the polarization-selective
case and non-selective case demonstrates the utility of the circularly polarized microwaves
at low fields. Additionally, these simulations show that the circularly polarized microwaves
could be used to selectively drive individual transitions more rapidly than otherwise possi-
ble, such that the Fourier linewidth of the microwave is as large as the level spacings—the
simulations shown here are exactly this case for a 15 mG bias field. Typically at such low
fields, a very slow Rabi rate (low microwave power) is used in order to narrow the mi-
crowave linewidth and resolve the transitions, whereas this is not necessary in the circular
polarization selective case.
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Figure 4.19: This is a simulation showcasing the selection of a single transition via po-
larization selectivity, with level spacings defined by the Zeeman splitting at 15 mG. These
are simulated microwave spectra using parameters to match the experiment. (a) shows the
polarization-selective case. (b) shows the non-selective case.
4.5.2 Low Field Selectivity
In the experiment, the circularly polarized microwave field was applied to select two-level
σ transitions at low magnetic fields, where the hyperfine transitions can begin to overlap. In
this low field case, an application of a single oscillating field can drive multiple transitions
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due to the small spacing (∆) between the levels. As has already been seen, the polarization
can be used to select a desired transition, and block others. To show another application of
this, the bias field in the experiment was set to 15 mG, corresponding to a Zeeman split-
ting of ∆ = 10.5 kHz, and the hyperfine transitions were measured. A measurement of
the microwave spectrum Figure 4.20 shows the selective and non-selective cases in sub-
figures (a) and (b), respectively. This measured data can be compared with the simulated
result, Figure 4.19, showing clear similarity. At this low field, the two-level microwave
transitions without selectivity are foiled by the presence of the other nearby transitions
(Figure 4.21(b)). With the tool developed in this thesis, the two-level transition is cleanly
driven (Figure 4.21(a)).
100
Figure 4.20: Microwave spectra taken at a low 15 mG bias field. (a) A microwave spectrum
is measured with polarization selection. The microwave drives only the |1, 0〉 → |2,+1〉
transition. (b) A spectrum is measured without the polarization selection. Several states are
populated.
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Figure 4.21: Microwave Rabi taken at a low 15 mG bias field showing the difference
between the polarization selected and non-selected transitions. (a) Rabi rate in polarization
selective case. (b) Rabi rate in non-selective case.
Faster Transitions
This selection of polarization alleviates the issues of broad microwave linewidths associated
with faster, higher-power microwave pulses, by reducing off-resonant driving. For the two-











Ω2 + δ2, and Ω and δ are the Rabi rate and detuning. Equation 4.4 defines
the microwave linewidth, where the amplitude has a full-width at half maximum of δ = 2Ω.
If other transitions would have a significant non-zero value of |ce(t)|2 given their detuning
from the microwave frequency, these transitions can also couple via the microwave field.
This again is solved for the σ transitions by the polarization selection rules. As we have
seen, the Rabi rate Ω is proportional to the amplitude of the microwave magnetic field,
whereas the microwave power is proportional to the square of the microwave field (B2µw)
and thereby the square of the Rabi rate (Ω2). Again taking advantage of the circular po-
larization selection rules, high power, fast microwave transitions can be driven with large
microwave linewidth avoiding the coupling of blocked transitions. This is a pathway to
faster all-microwave state manipulation.
4.6 Concluding Remarks
Using a circularly polarized helical antenna, we were able to achieve a considerable dis-
crimination between the transitions of different polarization within the hyperfine levels
in our experiment. Experiments (performed at 200 mG) showed a selectivity of (45.3 ±
0.6)−1— which is a 45.3× difference in transition coupling strength (Rabi rate) between
polarization selected and blocked transitions. Using this tool, a three-level Λ transition was
measured with a maximum transfer fidelity of 99.5% for a π-pulse. This transition type has
applications to state control schemes, and the tools demonstrated herein would allow for all-
microwave implementations of these control schemes, such as a non-adiabatic holonomic
gate. Additionally, another extension of this Λ transition would be the implementation an
all-microwave tripod transition (the subject of next chapter). Further, the polarization se-
lection was shown to allow rapid hyperfine transitions at low fields where the frequencies
of many transitions are within the linewidth of the driving microwave field. This shows the
utility of the polarization selection for increasing transition speeds, for more rapid state ma-
nipulations. Altogether, this work has demonstrated the successful application and utility of
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This chapter explores an extension from the Λ transition designed to allow arbitrary control
of the ground state F = 1 hyperfine levels of rubidium-87. The so-called tripod transition
will, similar to the Λ transition, apply a control operation on the F = 1 levels by coupling
each magnetic sublevel (mF state) to a single mediating state in the F = 2 level. Whereas
the Λ transition performs an SU(2) transformation on two base states, the tripod transition
produces an SU(3) transformation upon three base states. Two such tripod pulses capable
of producing any arbitrary SU(3) operator.
Figure 5.1: The tripod transition, called so because of the shape of the three level couplings.
The quantities Ω1, Ω2, and Ω3 are the single-photon Rabi rates. A detuning in frequency, δ,
is shared by all the driving fields.
This chapter will discuss our attempts at implementing this tripod transition in our
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experiment. A brief motivation of the tripod transition following theory from ref. [53]
will be presented, followed by results of calculations and simulations. Then, details will
be discussed for the experimental attempts at implementing such a tripod transition in our
experiment. Finally, the use of circularly polarized microwaves is proposed as a future
avenue for realizing such a tripod scheme. This four-level system is directly applicable to
large number of projects working with spinor condensates in the F = 1 hyperfine manifold,
including spinor BEC projects working with 23Na and 87Rb.
Recently, a related tripod scheme has been implemented in cold strontium atoms [75].
In this work, polarized optical fields were used to couple three base states to an optically
excited state and generate arbitrary transformations on the base states via an adiabatic trans-
formation. The microwave-based scheme presented here will produce non-adiabatic trans-
formations of the state. This distinction, and the associated advantages, will be discussed
within the chapter.
5.1 Tripod Transition– Theory
The theory for this non-adiabatic tripod transition was presented by Dr. Bharath H.M.
in ref. [53]. A short summary of the theory will be presented in this section in order to
facilitate in the discussions which follow. The four levels of the tripod transition consist of
three lower levels coupled to one excited level which mediates the transitions. This level
structure is illustrated in Figure 5.2, with labels indicating which levels in the ground-state
hyperfine structure of 87Rb are involved. Each of the F = 1 levels is coupled to the excited
state |2, 0〉 via a microwave-frequency oscillating magnetic field. The Hamiltonian for this
microwave interaction is Eqn. 3.14. We will take the detuning, δ, of each transition in the
tripod to be equal, as this is sufficient for generating arbitrary transformations.
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Figure 5.2: The tripod transition, three-level coupling to a mediating state. The Rabi rate
of each coupling is denoted as Ωi for i = 1, 2, 3. The detuning of each driving field is δ.
Following ref. [53], we will write this Hamiltonian in the interaction picture and take














Ω∗1 0 0 0
1
2
Ω∗2 0 0 0
1
2
Ω∗3 0 0 0

(5.1)
Where Ωi (for i = 1, 2, 3) is the complex-valued coupling strength. This Hamiltonian has
the eigenenergies and eigenvectors shown in table 5.1. Here, a collective coupling strength
is defined as |Ω|2 = |Ω1|2 + |Ω2|2 + |Ω3|2.
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|e〉+ Ω∗1|1〉+ Ω∗2|2〉+ Ω∗3|3〉
The important features of this eigenstructure are the states with zero-valued eigenval-









(Ω2|1〉 − Ω1|2〉) (5.3)
Orthogonal to these two dark states, there is a bright state, |B〉, orthogonal to both dark
states such that
〈D1|B〉 = 〈D2|B〉 = 0
Solving for |B〉, the bright state is found to be
|B〉 = 1
Ω
(Ω∗1|1〉+ Ω∗2|2〉+ Ω∗3|3〉) (5.4)
Note that this bright state is not an eigenstate of the Hamiltonian. Unlike the dark states,
this bright state does evolve under the Hamiltonian 5.1, through excitation to the excited
state |e〉. There are special revival times, tn, in the evolution under the Hamiltonian Eqn. 5.1
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when the excited state population goes to zero, and the population returns fully to the lower












This defines the evolution for the tripod transition. A state initialized in the bright state
will simply acquire a phase at the revival times tn. A general state will evolve with the
projection into the bright state acquiring this phase, while the remainder of the state is
dark and acquires no phase. Additionally, it can be seen from Eqn. 5.6 that although the
bright state is not an eigenstate of the Hailtonian Eqn. 5.1, it is an eigenstate of a dressed
Hamiltonian, with a term of the form |B〉〈B|. This provides a new dressed state picture
for the state evolution under the tripod. Manipulations performed with the tripod transition
can be chosen through control of the amplitude and phase of each coupling strength (Ω1,
Ω2, Ω3) and the detuning (δ) of the driving microwave fields. The bright state for the
Hamiltonian corresponding to these parameters can then be easily determined, and each
bright state determines a corresponding evolution for the tripod transition. It is interesting
to note that setting one of the couplings to zero reduces the tripod to the Λ transition, and
setting two couplings to zero gives the two-level Rabi problem.
5.2 Special Case: Λ Transition
For the Λ transition, we can set one of the coupling strengths of the tripod to zero (e.g.
Ω3 = 0). In this case, there is a useful parameterization of the remaining two coupling
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This parameterization for θ and φ gives a simple unit vector that defines the axis of rotation
resulting from the Λ transition. The state on the Bloch sphere rotates around n̂, given by
n̂ = (sin (θ) cos (φ) , sin (θ) sin (φ) , cos (θ)) (5.8)
5.3 Example Bright State
As an example, one transformation which we would like to be able to perform is the equiv-
alent of the rf transition (π/2-pulse) between the F = 1 levels. This transition (in the rf
case) has equal coupling strength from mF = 0 to each of the mF = −1 and mF = +1
states. With the tripod transition, a bright state corresponding to the Hamiltonian which
would drive the equivalent of an rf transition in the F = 1 levels is:
|Brf〉 = (Ω)|1, 1〉+ (
√
2 Ω)|1, 0〉+ (Ω)|1,−1〉) (5.9)
Here, the coupling strengths are (Ω1, Ω2, Ω3)=(Ω,
√
2Ω, Ω) and the detuning is δ = 0. A
simulated result of the tripod transition applied by a Hamiltonian with this bright state is
shown in Figure 5.3. At the time tn, here 209 µs, the population is equivalent to that of the
rf-transition π/2 pulse, where there is complete transfer of population from the mF = 0
state to the mF = −1 and mF = +1 states.
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Figure 5.3: The tripod evolution of the initial state |1, 0〉 under the Hamiltonian 5.1 with
the bright state |Brf〉, Eqn. 5.9. The legend on the right indicates the states corresponding
the different plotted lines. Here, Ω = 15 kHz and the detuning was zero (δ = 0 Hz). For
this bright state and detunings, the revival time tn = n · 209 µs. Note: the |1, 1〉 and |1,−1〉
states coincide exactly.
5.4 Adiabatic vs Non-Adiabatic Evolution
The tripod and Λ transitions are example of fan-linkage type transformations, with multiple
lower energy levels coupled to one excited energy level [57]. There are two distinct classes
of evolution in transitions such as the tripod transition, adiabatic or non-adiabatic. A system
initialized in the dark state will remain in this dark state under evolution of the Hamiltonian.
Conversely, the bright state will evolve under this Hamiltonian. This section will briefly
compare the two classes for the tripod transition.
Adiabatic
In the adiabatic case, the Hamiltonian is time-dependent and within the adiabatic approxi-
mation. The system is prepared in a dark state of the Hamiltonian. Then the Hamiltonian
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is slowly tuned, such that the state adiabatically follows the changing dark state. This is
discussed in, for instance, ref. [118]. Notice that in the case of the adiabatic evolution, the
excited level (|e〉) with initially zero population will remain unpopulated. That is, there
will be no excitation to this excited state since adiabaticity is satisfied. An example of this
is the STIRAP transition.
A benefit of this adiabatic evolution is the robustness to spontaneous decay from the
excited state, since there is no excitation to the excited state. This is a concern for a trans-
formation based on optical transitions with short lifetimes [75]. However, this spontaneous
decay is not of concern for transformations based on microwave transitions between hyper-
fine levels, which offer long lifetimes. One downside of the adiabatic transformation is the
complication of varying the Hamiltonian adiabatically in time, which places a limit the rate
of manipulation.
Non-Adiabatic
In the non-adiabatic case, the transformation is effected through excitation to the excited
level (|e〉), where this excited state acts as a mediating state. In this case the Hamiltonian
is time-independent other than the overall amplitude envelope (turning the fields on and
off). A system initially prepared within the lower energy level subspace {|0〉,|1〉,|2〉} and
is coupled to the excited state and within the state space {|0〉,|1〉,|2〉,|e〉}. In the case
that the two-photon resonances are satisfied (i.e. equal detuning for all driving fields),
there are special times when the excited state population goes to zero (〈e|e〉 → 0). At
these population revival times the state returns to the lower energy level subspace leaving
the excited state unpopulated. At this point, the tripod fields are shut off, and an SU(3)
transformation has been performed on the {|0〉,|1〉,|2〉} subspace. This non-adiabatic class
of transformations can be faster than the adiabatic transformations, since there is not a
limitation set by the rate of Hamiltonian change. Additionally, these transformations can
be simpler in implementation, since the driving fields do not need to be modulated, only
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gated on with control of the initial phases and the time-independent relative amplitudes.
The tripod transition we studied fell within this non-adiabatic class of transformations.
The intended use of this tripod is twofold:
• The tripod transformation allows for arbitrary control of the spin-1 sate via non-
adiabatic transformations. With the application of two tripod transformations, any
arbitrary SU(3) operation could be performed on the spin-1 state [53].
• The all-microwave based tripod would allow for measurements of arbitrary expecta-
tion values. At half the revival time t1, i.e. t1/2, the bright state is mapped to the
|2, 0〉 state, with amplitude determined by the detuning. At this point, the popula-
tion in the upper F = 2 hyperfine level can be measured, giving the projection of
atoms that were initially in the bright state. This can be repeated multiple times on
the population left in the F = 1 state to measure several expectation values on the
same prepared population of atoms. Note that such a scheme cannot be realized in
the adiabatic transformations, such in an optical tripod transition, since the excited
electronic states are not populated.
5.5 Attempts at a Tripod Implementation
The main complication in the implementation of the tripod in the 87Rb ground state is
the presence of unwanted, degenerate transitions. The tripod couplings within the level
structure are illustrated in Figure 5.4. In order to lift the degeneracies, we implemented an
off resonant optical field to selectively shift the energies of different ground state levels.
Then, a “multi-tone” microwave setup was designed to provide all the needed microwave
fields for the three couplings of the tripod transition. This section will discuss both the light
shift and the multi-tone setup.
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Figure 5.4: The tripod in the eight-level hyperfine structure. The tripod transformation
couplings are highlighted in green. The undesired degenerate coupling is highlighted in
dashed red.
5.5.1 Light Shift
A scheme identified to lift this degeneracy was a light shift, or the AC stark shift from a laser
detuned from the D1 transition (this transition wavelength is ≈ 794.979 nm). A related use
of a light shift in combination with microwave transitions can be seen in, for instance,
ref. [119], where light shift was used to shift lattice sites into resonance with an applied
microwave field. For the tripod transition, the intent was to use the light shift to detune the
energy levels which are not participating in the tripod, specifically the |F = 2,mF = ±1〉
states. In this way, the scattering rate from these levels was not directly important, as these
levels should not be populated by the tripod transition. The key idea behind the light shift
for the tripod transition is to take advantage of the dipole transition matrix elements for the
π-polarized D1 transition from F = 2 to F ′ = 2. This transition features a zero-valued
matrix element for the mF = 0 → m′F = 0 transition, and non-zero elements for the
mF = ±1 → mF = ±1 transitions. With a carefully set laser polarization relative to the
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bias field direction, the undesired transitions can be light-shifted out of degeneracy with
the tripod transitions. The energy levels with this light shift are illustrated in Figure 5.5.
Figure 5.5: The light shift used to detune the undesirable ∆ transitions and lift the degen-
eracy around the tripod transitions. Here, ∆LS represents the light-shifted energy level.
The green arrows show the tripod couplings. The solid red arrows show the degenerate ∆
transitions. The red dashed arrows illustrate the applied light shift from the D1 laser light.
5.5.2 Calculation for Light Shift and Scattering Rate
Light Shift
Aside from the F = 2 → F ′ = 2 transitions, the transitions from F = 2 → F ′ = 1 also
play a role in the light shift and scattering from the F = 2 level. In order to calculate the
amplitude of the light shift accurately, a calculation was performed including contributions
from all the nearby transitions. Following ref. [120], the amplitude of the shift for a two-










where ∆D1 = ω − ω0 is the detuning of the driving D1 laser electric field (of frequency ω)





is the lifetime of the excited state. The extension of this to multiple levels is simply a
summation over individual two-level transitions in the case where cross-correlations (such
as multi-photon processes) are negligible. This two-level summation is justified here as the
light shift will be small in amplitude compared to the level separations, and each transition










where Γ is again the decay rate, cij are the reduced matrix coefficients, such that µij =
cij||µ||, and j is the index of each excited state |ej〉 coupled to the ground state |gi〉. The





Each coupling has a distinct line strength and detuning, described by each transition coef-
ficient cij and detuning ∆ij .
In the table below, the transition coefficients cij are given for π transitions expressed as
multiples of ||µ|| for the D1 (52S1/2 → 52P1/2) transition [112]. Notice that the mF = 0
transition matrix element for F = 2 → F ′ = 2 is zero-valued. This is the key to the
application of the differential light shift, which will shift the mF 6= 0 transitions, but not
this mF = 0 transition.
Scattering Rate
However, the light shift is only half of the story here. The light which sets up the light shift
also can scatter from the shifted transitions. It is therefore also necessary to calculate scat-
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Table 5.2: Transition matrix elements for the π polarization F = 2→ F ′ D1 transitions in
87Rb. For these transitions, the initial and final mF are equal (m′F = mF ).
(m′F = mF ) mF = −2 mF = −1 mF = 0 mF = 1 mF = 2

























tering rates for each channel that participates in the light shift. This calculation similarly
follows that of ref. [120], but is extended to all the scattering channels. For the two-level









Similarly, a sum is taken over all the matrix elements to account for all the scattering












Numerical Results for Light Shift and Scatter
Using Eqns. 5.11 and 5.13, the light shift and photon scattering rate were calculated for
each of the hyperfine sublevels. The objective of using this light shift is to detune the
undesired transitions outside of the microwave linewidth for the individual transitions for
the tripod. For this purpose, there are two quantities of main interest: the differential
light shift and the scattering rate. The differential light shift is the difference in the light
shift between the levels for the tripod transitions (green transitions in Figure 5.4) and the
unwanted, degenerate transitions (red dashed transitions in Figure 5.4). Since the light shift
is small and similar for the F = 1 levels, the differential light shift is approximately the
shift of the |2, 0〉 state compared to the |2,±1〉 states. The important scattering rates are
for the levels involved in the tripod transition. The |2, 0〉 level shows the most significant
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scattering rate out of these tripod levels, due to the detuned coupling of F = 2→ F ′ = 1.
Results from this calculation are tabulated below for detunings of 200 MHz, 50 MHz, and
25 MHz, and each with a different intensity, such that the differential light shift was similar.
From these results, it is clear that π-polarized light with a similar differential light shift but
at lower detuning has correspondingly lower scattering rates from the |2, 0〉 state.
Table 5.3: Light shift at 200 MHz detuning
mF state: mF = −2 mF = −1 mF = 0 mF = 1 mF = 2
Light Shift (Hz) F = 2 74303 29539 14617 29539 74303
Light Shift (Hz) F = 1 -2318 -2240. -2318
Scattering Rate (Hz) F = 2 28112 2368.92 1088 2369 28112
Scattering Rate (Hz) F = 1 16 26 16
Intensity (mW/cm2) 2.568
Table 5.4: Light shift at 50 MHz detuning
mF state: mF = −2 mF = −1 mF = 0 mF = 1 mF = 2
Light Shift (Hz) F = 2 63606 18654 3670. 18654 63606
Light Shift (Hz) F = 1 -485 -469 -485
Scattering Rate (Hz) F = 2 96257 6196 320 6196 96257
Scattering Rate (Hz) F = 1 3 5 3
Intensity (mW/cm2) 0.550
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Table 5.5: Light shift at 25 Hz detuning
mF state: mF = −2 mF = −1 mF = 0 mF = 1 mF = 2
Light Shift (Hz) F = 2 61805. 16828. 1836 16828 61805.
Light Shift (Hz) F = 1 -235 -227 -235
Scattering Rate (Hz) F = 2 187065. 11784 165 11784 187065.
Scattering Rate (Hz) F = 1 2 3 2
Intensity (mW/cm2) 0.212
Implementation of Light Shift
We implemented a D1 laser setup with an adjustable detuning from the |F = 2,mF =
0〉 → |F ′ = 2,m′F = 0〉 transition (see Figure 2.6). The polarization was set carefully
with a Glan-Thompson prism, which should have exceptional linear polarization extinction
ratio. This polarizer was mounted in a rotation mount between a chamber viewport and
the output of an optical fiber with the D1 light. The orientation of the laser polarization
requires precise alignment, since this method relies on driving purely the π transition. The
orientation could be set both with the rotation of this polarizer and also with the direction
of the bias field. For alignment of the polarization, the laser intensity was increased and
the detuning was decreased, such that the transition was strongly driven. For a perfect π-
polarization alignment, the |F = 2,mf = 0〉 state will be unaffected by this light (except
for a small contribution from the F = 2→ F ′ = 1 coupling). However, any deviation from
this alignment meant there was a projection of σ± polarization to drive the transition–then
atoms would be excited by this laser and lost from the trap.
In order to align the polarization, the BEC was initialized in the |1, 0〉 state. Then, a
microwave π-pulse resonant with the clock transition was applied to populate the |2, 0〉
state and the D1 light shift laser was pulsed on. This laser was seen to excite atoms in
the trap, measured as atom loss. The parameters of the D1 laser (intensity, detuning, and
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pulse duration) were varied such that many atoms still remained in the trap. The angle
of either the polarizer or the bias field could then be varied to try to reduce the atom loss.
Reduced atom loss corresponded to a smaller projection of laser electric field into undesired
σ polarizations. This process was iterated until the smallest depletion of atoms from the
trap was measured.
Light Shift Results
Using this setup, differential light shifts of the tripod transitions relative to the undesired
transitions were measured through microwave spectra. Three different types microwave
spectra could be compared for each applied light shift. Two of the spectra were simply
taken as usual by scanning the microwave frequency and measuring the resonance fre-
quency of the clock transition |1, 0〉 → |2, 0〉 and one of the delta transitions |1, 0〉 →
|2,±1〉. The shift of each of these transition frequencies is the sum of the light shifts of
the two levels involved. The delta transition measured this way should see a larger light
shift than the clock by the differential light shift. The third type of spectrum is a measure-
ment of the transition |1,±1〉 → |2, 0〉. This spectrum was measured by first applying a
rf π/2-pulse to transfer the atoms to equal populations in the |1,±1〉 states. With these
states populated, a microwave spectrum is taken to measure the |1,±1〉 → |2, 0〉 transi-
tions. These transitions should show a light shift amplitude similar to the clock transition,
as the light shift is primarily due to the shift of the |2, 0〉 level for both transitions. An
example of these different spectra can be seen in Figure 5.6.
The most successful measurements of the light shift were made using a large detuning
(δ = 200 kHz) for the D1 laser. This was problematic, however, since the larger detuning
required a greater intensity to induce a similar light shift. And although there the special
zero-valued matrix element blocks the |F = 2,mF = 0〉 → |F ′ = 2,m′F = 0〉 transition,
the matrix element for the |F = 2,mF = 0〉 → |F ′ = 1,m′F = 0〉 transition is non-
zero. This meant the clock transition |F = 1,mF = 0〉 → |F ′ = 2,mF = 0〉 also
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saw a significant light shift, even in the case of pure π-polarization (see table 5.3). A
differential light shift of about 12 kHz was measured, where the undesired transitions were
shifted by about 24 kHz but the tripod transitions were also shifted by about 12 kHz. Note
that the ratio of these light shifts is in agreement with table 5.3, for which the amplitude
is slightly larger as the calculation was made for a slightly higher intensity than used in
the experiment. With this 12 kHz differential light shift at 200 MHz detuning from the
F = 2 → F ′ = 2 transition, there was difficulty in driving the transitions needed for the
tripod coherently. The microwave transitions with the light shift applied were measured
to have lower maximal amplitudes, indicating decoherence, either scattering from the σ-
polarizations or instabilities in the light-shift laser. Measurements of spectra with the light
shift applied at 200 MHz detuning can be seen in Figure 5.6.
From the numerical calculations, the polarization-selection based differential light shift
should perform better with lower detunings from the |F = 2,mF = 0〉 → |F ′ = 2,m′F =
0〉 transition, assuming the light is π-polarized, since there is proportionally lower scatter.
At these lower detunings, the zero-valued matrix element makes a significant difference.
However, in experiment, several lower detunings were tried between 20 MHz and 200 MHz.
For the lower detunings, the transitions showed such significant prohibitive levels of deco-
herence such that the spectra could not be reliably measured, let alone used to accurately
measure a resonance to determine the amplitude of light shift. With the excess of deco-
herence, and moderately small differential light shift (e.g. 12 kHz), this light shift was not
sufficient to lift the degeneracies for an implementation of the tripod transition without the
unwanted transitions.
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Figure 5.6: Microwave spectra showing the effect of the 200 MHz detuned light shift.
Energy level diagrams (on left) indicate the transition with the corresponding spectrum
measured (on right). The red vertical arrows indicate the presence of the light shift. (a)
The |1, 0〉 → |2,+1〉 resonance with no light shift applied is measured at 70.6 kHz. (b)
The |1,+1〉 → |2, 0〉 resonance is measured at 83.8 kHz with an initial rf π/2-pulse and
the light shift applied. (c) The |1, 0〉 → |2,+1〉 resonance is measured at 94.4 kHz with the
light shift applied. (d) The |1, 0〉 → |2, 0〉 resonance is measured at 11.1 kHz with the light
shift applied. The differential light shift is approximately between the values (94.4 kHz
−70.6 kHz)−11.1 kHz = 12.7 kHz, and 94.4 kHz−83.8 kHz = 10.6 kHz, calculated from
the measured light shifts presented here
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5.5.3 Multi-Tone Microwave Setup
The tripod transition requires three microwave fields, each with a separate frequency, am-
plitude, and relative phase. An arbitrary waveform generator (AWG) is capable of out-
putting the sum of three such waveforms, however, an AWG at microwave frequencies is
cost-prohibitive. An alternative approach was attempted using a lower frequency AWG to
generate the sum of three signals with the correct amplitudes, phases, and frequency differ-
ences, at a much lower carrier frequency (e.g. around 10 MHz). These this multiple-tone
(“multi-tone”) signal could then be mixed, via an upconverting mixer, with a microwave
signal offset from the clock transition by the carrier frequency of the AWG (e.g. 6.834 GHz
−10 MHz). The output of the upconverting mixer will have all the tones needed for the
tripod transition, as well as additional sidebands greatly detuned by twice the AWG carrier
frequency. Altogether, this setup is quite simple. The parameters needed for the tripod tran-
sition can be set by the AWG. The signal, mixed up to the correct microwave frequency, is
amplified and applied with a single microwave antenna. A schematic of the setup is shown
in Figure 5.7.
123
Figure 5.7: Schematic setup for multi-tone microwave signal generation. The multi-tone
signal is produced by the AWG (Sigilent SDG 2042X). The microwave signal is produced
by an SRS SG384 signal generator, with the output switched and frequency doubled before
the mixer. The upconverting mixer (Minicircuits ZMX-8GLX) receives the rf multi-tone
signal on the IF input and the microwave-frequency input on the LO input. The output (RF)
is amplified by the Alga Microwave amplifier (model ALPA 647240-50-01).
Using this setup, the multi-tone microwave was applied to the atoms with the tones for the
Λ transition between the levels |1, 1〉, |1, 0〉, and |2, 1〉, as indicated in Figure 5.8. The level
couplings are that of a Λ transition together with an undesired degenerate coupling. The
result of this measurement can be seen in Figure 5.9. This figure shows a two-frequency
multi-tone signal applied and measured as a Rabi cycle. This measurement shows that the
multi-tone setup does indeed generate the desired tones. The individual Rabi rates for the
two-level transitions of this Λ transition (green highlighted transitions in Figure 5.8) were
measured separately. These Rabi rates were used to simulate the application of this multi-
tone field with the degenerate coupling. The result of this simulation is seen in Figure 5.10.
This simulation is successful in capturing some of the features measured for the multi-tone
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Rabi. After further evaluations of this multi-tone system, it was determined that there was
non-linearity in the multi-tone upconversion mixing. Measurements with a microwave-
frequency spectrum analyzer indicated the multi-tone signal was distorted. Additionally
for the multiple tones, each with an opposite sideband, limit the amount of power in each
tone, as the amplifier has a limit for input power. Despite some success with this multi-
tone setup, this non-linearity makes the particular hardware used in this setup inadequate
for application of the tripod transition. The quantitative disagreement between the mea-
surement with the two-tone microwave (Figure 5.9) and the simulated results (Figure 5.10)
are likely due to the difference in the measured single transition Rabi rates (used for the
simulation) and the reduced amplitude of these Rabi rates as a result to the non-linearity in
the multi-tone microwave circuitry.
Figure 5.8: The level structure indicating which transitions were driven in the multi-tone Λ
shown in Figure 5.9.
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Figure 5.9: A two-tone Rabi cycle. Two microwave tones are applied through the multi-
tone setup. (a) Shows the measurement with the the atoms in both F = 1 and F = 2.
(b) Shows the measurement with only the populations in F = 2. (c) Shows the calculated
atoms in F = 1, computed as the difference between the populations in (a) and (b).
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Figure 5.10: A simulation of the two-tone Rabi cycle, using Rabi rates as measured in the
experiment. The populations show qualitative similarities with Figure 5.9. The Λ transition,
highlighted green in Figure 5.9, suffers from the degeneracy of another transition, shown
highlighted dashed red in Figure 5.9.
5.6 Concluding Remarks
It is clear following the success of the circularly polarized microwave study that a similar
method could be used for the implementation of a tripod transformation. The tripod transi-
tion includes one transition of each of the π, σ+, and σ− polarizations. This tripod transition
therefore requires a second handedness of co-aligned circular-polarized microwave field.
This represents an engineering challenge, but also a clear path towards the implementation
of an all-microwave tripod transition. Here the selectivity of the microwave polarizations
would block the undesired transitions, selecting only the couplings needed for the tripod
transition. Since such a scheme needs both separately-controllable circular polarizations
of opposite handedness, a tripod implementation would require additional development,
along with more a somewhat more sophisticated microwave antenna setup.
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Although the tripod transition was not successful in the end, this chapter presents a cou-
ple of interesting ideas on possible implementations of such a tripod transformation. The
main difficulty in implementing this tripod scheme in ground-state 87Rb is the presence of
nearly-degenerate transitions at low field. This was precisely why the circular-polarization




This thesis presents the body of work required and performed for the implementation of a
microwave-frequency oscillating magnetic field with a circular polarization which can be
used in the context of cold neutral atoms to select or block transitions of σ± polarization.
This study is motivated by potential applications in quantum state control. The results mea-
sured herein provide strong evidence for the effectiveness of the transition selectivity. At
this point, I would like to make the strong point that this polarized microwave field pro-
vided an additional control parameter to our experiment with minimal added complexity.
Several applications of this polarized field were studied, and ideas motivating additional
studies were suggested, as well.
6.1 Circularly Polarized Microwave Manipulations
The results shown herein included experimental measurements confirming polarization se-
lection of transitions by a factor of (45.3 ± 0.6)−1. This selectivity was more than suffi-
cient to implement a high fidelity Λ-type three level transformation within the rubidium-87
hyperfine levels—resulting in a measured fidelity not limited by the methods developed
herein, but instead by the measurement and the apparatus. This conclusion is drawn from
a comparison with a measurement of a two-level microwave transition in the same system.
Additionally, evidence was provided for useful low-field hyperfine transitions or, in a re-
lated way, faster hyperfine manipulations. These results are supported by simulated models
of the measurements, which confirm the conclusions made based on the experimental mea-
surements. One clear extension of this all-microwave manipulation study would be the use
of circularly polarized microwaves in the implementation of a tripod transition, a topic also
presented in this thesis. This falls within the category of viable Future Work. Additionally,
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the field orientation of the microwave antenna was a surprise in this experiment. The ori-
entation of the k-vector measured by the atoms was offset by 50◦ from the expectation, a
detail that is additionally unexpected since measurements made with this antenna indicated
very high circular polarization quality. This problem should be studied or solved if these
methods are to be extended to the tripod transition, which requires a second, co-aligned
microwave field.
6.2 The Tripod
A discussion of the tripod transition for arbitrary control of the spin-1 state provided theo-
retical and experimental insight into this scheme. The results from the tripod attempt were
presented for posterity, and could provide inspiration (...or caution...) for similar problems
elsewhere. A careful selection of window to preserve the polarization of the optical field
for the light shift could be beneficial, perhaps allowing for a successful implementation of
the differential light shift with a smaller detuning. Additionally, the multi-tone microwave
setup had some shortcomings as well which are likely tractable problems if deemed worth
pursuing. The tone generation method for the tripod could alternatively implemented using
separate amplifiers and perhaps combining the tones using a power combiner if a single
antenna is desired. An improved implementation scheme of the tripod can be envisioned
with the use of dual-handedness of circular polarization microwave fields.
6.3 The End.
It is my hope that this study provides the information and impetus necessary for the groups
working in similar systems to implement such microwave tools. This might help in the





THE MAGNETIC DIPOLE TRANSITION MATRICES
This appendix contains all the magnetic dipole transition matrices 〈F,mF |Σi|F ′,m′F 〉, as
described in Chapter 3 of the thesis.
〈F,mF |Σz|F ′,m′F 〉 =
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TEMPORAL DARK MOT SEQUENCE
A temporal dark MOT sequence is used to load atoms from the MOT into the CO2 laser
trap. This involves several steps including decreasing the MOT magnetic field gradient,
decreasing the repump laser power, and increasing the detuning of the cycling laser from
the F = 2 → F ′ = 3 cycling transition. This sequence has been empirically determined
based on the temperature and number of atoms loaded into the dipole trap. The currently
used sequence is shown in a time line in Figure B.1. The times are given as they are in the
operation of our experimental sequence. The MOT is on for 15 s prior to the zero-time of
this time line, and the dipole trap is loaded at 310 ms.




CIRCUITS USED IN APPARATUS
C.1 IGBT Circuit
The experiment uses IGBTs to rapidly switch ON and OFF the current for the Stern-
Gerlach gradient coils. In order to safely operate the IGBTs with an inductive load (like
the gradient coils), it is necessary to deal with the inductive kickback. We chose to use a
circuit with a varistor to dissipate the flyback current, as well as a large flyback diode. For
this flyback diode, we actually used the freewheeling diode from a previous IGBT module
what was damaged due to misuse and improper handling of the inductive load. The circuit
for this IGBT setup is shown schematically in figure C.1.
Figure C.1: IGBT circuit, including Stern-Gerlach gradient coils as the inductive load.
A current probe was used to measure the switching time for this IGBT circuit. The mea-
surement of this switching time is shown in Figure C.2. This figure shows a measurement
of 400 A of current switched off in about 1 ms.
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Figure C.2: An oscilloscope trace of a measurement of the current in the Stern-Gerlach
coils switched off with the IGBT circuit. The current, measured with a current probe, is the
blue trace (CH2) with 1 mV corresponding to 1 mA.
The IGBT circuit includes a shunt for the negative flyback on shut off. The resistor
(along with the coil inductance) sets the decay time scale. For a LR series circuit, V e−RLt.
This diode-resistor shunt decreases the shut off time by about a factor of 4, compared to
switching without this shunt.
Note that due to the finite lifetime of varistors and their very low cost, we replace the
varistor periodically about once a month.
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C.2 60Hz Line Trigger
The experiment is triggered off the 60 Hz AC line cycle. The result is a more stable ex-
periment with less fluctuation in the magnetic field at the experiment time. This is accom-
plished by triggering one of the cards in a RTSI configuration to synchronize the NI-DAQ
cards that control the apparatus. The trigger signal is generated by a simple circuit which
generates a 5 V square wave from the 60 Hz signal. The circuit is as shown in figure
Figure C.3: 60Hz line trigger circuit.
The approximate waveform as it would be measured at several points in the circuit is
shown in below in Figure C.4.
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Figure C.4: The approximate waveform at several points in the 60Hz line trigger circuit.
The letters correspond to probe locations lettered similarly in Figure C.3.
C.3 Unity Gain Buffer Circuit
This simple circuit was designed to increase the input impedance of the analog control input
for a couple of devices in the lab (e.g. acousto-optical modulator (AOM) drivers). This is
a step that was taken to mitigate ground loops between devices in the lab. The connections
are quite simple. The input BNC signal pin is connected to VIN,+ and the input BNC shield
is connected to VIN,−. The the circuit is powered with a bipolar DC supply. The ground
of the supply voltage is tied to the output ground (“Device GND”). The output, which is
138
connected to the device (e.g. AOM driver input), is connected to the “Device Signal” and
“Device GND” pins. The device ground is also tied to the Device GND connection.
Figure C.5: Connections for the unity-gain buffer circuit.
C.4 Slave Laser Current Modulation Circuit
The main cycling-transition laser for the experiments uses an injection-locked slave laser
which is varied in frequency using seed light that is frequency shifted with an acousto-
optical modulator (AOM). This circuit is a small proportional amplifier which varies the
slave laser current in proportion to the frequency shift. The frequency shift is set by the
voltage on a voltage-controlled oscillator (VCO) which is the frequency source for the
AOM. This circuit uses this VCO control voltage as its input and the output is connected
to the current modulation input for the slave laser. The circuit is shown in Figure C.6. The
gain is adjustable by swapping the resistor R3.
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Below are the calculations performed to estimate the conversion to number of atoms in a
























Γ is the transition linewidth for the D2 transition in 87Rb
Ω is the solid angle subtended by the imaging lens
NA is alternatively the numerical aperture of the imaging lens
η is the quantum efficiency of the CCD sensor
gain is the gain multiplier for the camera. Additionally other attenuations, such as for
a line-filter or ND filter are multiplied here. Note: Our experiments use Andor cameras.
There have been a few separate occasions when the value for the gain multiplier obtained
from the Andor camera manual was misinterpreted is the inverse quantity.
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Figure D.1: A schematic of a fluorescence imaging setup used for an example calculation
of the expected number of reported camera counts per atom. The atoms are represented
schematically as the red dot on the left side. The lenses are shown schematically in yellow
(black outline). Here, an example setup with a 50 mm (1” diameter) re-imaging lens and
a 780 nm line filter in place. The current version of the apparatus typically uses a 100 mm




A rather specific bakeout procedure was necessary for the BEC chamber used for the work
in this thesis. This necessity arose from the conflict between needing ultra-high vacuum
(UHV) for long lifetimes (longer than the evaporation timescale in the trap) and the lim-
itations of the zinc-selenide viewports required for the CO2 laser. Obtaining ultra-high
vacuum at the level of E-11 torr required a bakeout of the vacuum components while the
vacuum system is being pumped down. For the pumping, we used an in-house built pump-
ing station consisting of a turbo pump, backed by a roughing pump, with an ion gauge
and residual gas analyzer (RGA). A flexible metal bellows is used to connect this pumping
station to the vacuum chamber for pumping. The vacuum chamber itself has an ion pump
which is not used during this procedure. The magnets required for the ion pump operation
preclude this, as their Curie temperature is too low.
For the “baking,” the chamber must be heated to a fairly uniform temperature to avoid
leaks resulting from thermal stresses. We like to use an oven (built in-house) with a circu-
lating convection fan. We also sometimes use fiberglass heat tape and foil when not using
the oven (e.g. if the chamber is installed in place on the optical table). Higher tempera-
ture bakes help significantly in obtaining UHV. Bakeout temperatures of 300◦ C to 400◦ C
are used when the vacuum components allow. However, in the case of the zinc-selenide
components, the maximum bakeout allowable was less than 200◦ C.
The best procedure found to reach UHV using these zinc-selenide viewports was a
two-step bakeout. In the first step, the chamber was assembled without the zinc-selenide
components. The zinc-selenide ports on the chamber were instead sealed with pyrex view-
ports or solid flanges, to be removed later. The chamber was baked at high temperature for
as long as permissible (1-2 weeks). The levels of residual gas could be monitored during
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this time via the RGA on the pump station to chose a suitable end condition. Following
this bakeout, the chamber was vented with dry nitrogen and clean zinc-selenide compo-
nents were installed, minimizing the exposure time of the chamber to atmosphere. Step
two was a low temperature bakeout with the zinc-selenide components. This was a bakeout
at about 150 degrees Celsius, again for 1 to 2 weeks with the residual gasses monitored.
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