Fate of dynamical phases of a BCS superconductor beyond the
  dissipationless regimen by Collado, H. P. Ojeda et al.
Fate of dynamical phases of a BCS superconductor beyond the dissipationless regimen
H. P. Ojeda Collado,1, 2, 3 Gonzalo Usaj,1, 2, 3 Jose´ Lorenzana,4 and C. A. Balseiro1, 2, 3
1Centro Ato´mico Bariloche, Comisio´n Nacional de Energı´a Ato´mica, 8400 Bariloche, Argentina
2Instituto Balseiro, Universidad Nacional de Cuyo, 8400 Bariloche, Argentina
3Consejo Nacional de Investigaciones Cientı´ficas y Te´cnicas (CONICET), Argentina
4ISC-CNR and Department of Physics, Sapienza University of Rome, Piazzale Aldo Moro 2, I-00185, Rome, Italy
(Dated: January 28, 2019)
The BCS model of an isolated superconductor initially prepared in a nonequilibrium state, predicts the ex-
istence of interesting dynamical phenomena in the time-dependent order parameter as decaying oscillations,
persistent oscillations and overdamped dynamics. To make contact with real systems remains an open challenge
as one needs to introduce dissipation due to the environment in a self-consistent computation. Here, we reach
this goal with the use of the Keldysh formalism to treat the effect of a thermal bath. We show that, contrary to the
dissipationless case, all dynamical phases reach the equilibrium order parameter in a characteristic time that de-
pends on the coupling with the bath. Remarkably, as time evolves, the overdamped phase shows a fast crossover
where the superconducting order parameter recovers to reach a state with a well-developed long range order
that tends towards equilibrium with the damped Higgs mode oscillations. Our results provide a benchmark for
the description of the dynamics of real out-of-equilibrium superconductors relevant for quantum technological
applications.
I. INTRODUCTION
The recent advances in experimental pump-probe tech-
niques offer new opportunities to study out-of-equilibrium
states of matter with collective modes or phases that are not
accessible with more conventional tools [1–3]. A notable ex-
ample include the observation of oscillations of the conden-
sate in superconductors with a frequency determined by the
superconducting gap [4–6]. However, the study of out of equi-
librium interacting systems presents a demanding challenge.
From the theoretical point of view, the problem requires the
precise implementation of the Baym-Kadanoff-Keldysh non-
equilibrium quantum field theory [7, 8], a strategy that al-
though well formulated it is sometimes difficult to realize in
practice. Nevertheless, some particular cases have been stud-
ied with a good degree of control [9, 10]. Diagrammatic ex-
pansions and dynamical mean-field theories for out of equi-
librium fermions on a lattice are examples of the cutting-edge
developments [11, 12].
The cases of superconductivity on fermionic condensates of
cold atoms are exceptional and have been studied by several
groups during the last years [13–17]. The integrability of the
reduced BCS Hamiltonian in the dissipationless regime allows
for a precise formulation of the time-dependent out of equilib-
rium dynamics when the microscopic parameters change with
time [18, 19]. It has been shown that after a sudden change
of the pairing interaction λ the system evolves towards three
distinct stationary dynamical phases [14, 19]. After a small
change of λ, either an increase or a decrease, the order pa-
rameter shows oscillations of frequency 2∆∞ and a power
law decay (t−1/2) reaching a long time asymptotic value ∆∞.
The decay of the oscillations is due to the dephasing of the
excitations and this regime is known as the dephasing phase
(phase I). The asymptotic value ∆∞ is always smaller than
the corresponding thermodynamical equilibrium value due to
the proliferation of out of equilibrium pair excitations. If the
coupling is reduced by a large amount, the dynamics becomes
overdamped and the asymptotic value of the long-range order
parameter becomes zero (phase II). On the other hand, if the
coupling increases above a critical value, the order parame-
ter shows persistent oscillations as quasiparticles evolve syn-
chronously driven by the self-consistent pairing field (phase
III).
The case of a periodically driven or pumped superconduc-
tor is also very interesting. The order parameter shows a syn-
chronization phenomena of Rabi oscillations of quasiparticles
states which can be exploit to access all the aforementioned
dynamical phases [20].
Notwithstanding these interesting theoretical findings, the
convergence of theory and experiment in this field is quite
problematic. One the one hand, the integrability of the BCS
model implies that an out of equilibrium system can not reach
thermal equilibrium, no matter how long the system is allowed
to evolve. One the other hand, real systems do of course relax
and if the relaxation is too fast, 2∆∞-like oscillations will not
be visible. Fortunately, pump-probe experiments performed
in cuprates [6] and in Nb1−xTixN [4, 5] show that 2∆∞-like
oscillations are visible. Therefore, relaxation times are long
enough to have access to a regime where energy-conserving
out of equilibrium dynamics dominates the system response.
It remains the theoretical challenge to describe the interest-
ing crossover from the out of equilibrium regime to a thermal
state. An obvious choice is to consider a thermal bath which
can exchange energy with the superconductor. The theoreti-
cal formulation of such nonequilibrium many-body problem
with dissipation poses a demanding issue. Indeed, to consider
explicitly all the degrees of freedom of a very large bath is
numerically unaffordable. For a finite thermal bath spurious
oscillations appear and the non-thermalization problem is not
solved.
In order to formulate the problem in a feasible and com-
putationally accessible way, different approximation schemes
have been proposed in the context of pumped s-wave super-
conductors in which the order parameter varies with time. Re-
cent studies, of the time-resolved angle-resolved photoemis-
sion spectroscopy (tr-ARPES) [23] and the optical conductiv-
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2ity [25], have adopted similar approaches. Namely, the in-
clusion of inelastic scattering processes that releases the extra
energy via a self-energy in the lesser Green function leading to
properly recovery of thermalization at long times. However,
none of these works computed the self-consistent dynamics
of the order parameter. In these cases, that simulate the effect
of light-field pump pulses, the order parameter was taken as a
known function of time that drives the system out of equilib-
rium breaking the time invariance and strongly modifying the
system response.
In this work we present a self-consistent calculation of an
out of equilibrium s-wave superconductor including relax-
ation due to the coupling of the system to an external bath.
We illustrate the method by considering a BCS superconduc-
tor and the simplest non-equilibrium protocol of a quantum
quench of the interaction parameter. We show that at short
or moderate times after the quench, traces of the Barankov-
Levitov dynamical phase diagram (see Ref. [14]) are clearly
observed while at long times new equilibrium states are re-
covered.
II. THE BCS HAMILTONIAN AND THE PROBLEM
FORMULATION
We consider a single-band s-wave superconductor de-
scribed by the Hamiltonian
HBCS = ∑
k,σ
ξkc
†
kσckσ − λ(t) ∑
k,k′ c
†
k↑c†−k↓c−k′↓ck′↑ (1)
where ckσ (c†kσ) destroys (creates) an electron with momen-
tum k, energy εk and spin σ. Here ξk = εk − µ measures the
energy from the Fermi level µ. The pairing interaction λ(t)
is allowed to be time-dependent. We will focus on the effect
of a reservoir on the dynamical phases that are obtained after
a quench of λ but the same formalism can be used to study
periodic drives [20].
Due to the infinite range of interactions, assumed in the se-
cond term of Eq. (1), the mean-field approximation is exact in
the thermodynamic limit. Hence, we consider the BCS mean-
field Hamiltonian which can be written in the Nambu basis
as
HMF =∑
k
ψ†kHk(t)ψk (2)
with ψk = (ck↑, c†−k↓)T and
Hk(t) = ( ξk −∆(t)−∆(t)∗ −ξk ) . (3)
The instantaneous superconducting order parameter is
∆(t) = λ(t)∑
k
⟨c†k↑(t)c†−k↓(t)⟩ (4)
and ⟨. . .⟩ denotes the expectation value on the initial state.
The time-dependent perturbation, via a quench in the cou-
pling constant λ(t), injects energy into the system that will
never dissipate if we only consider an isolated superconduc-
tor. To describe dissipation effects the self-consistent solution
of the gap equation is written in terms of the Keldysh two-
time contour Green’s functions which explicitly incorporates
the coupling with the environment.
A. The out of equilibrium Green’s functions
The calculation is formulated in terms of the Keldysh two-
time contour Green’s functions which in the Nambu spinor
basis are 2 × 2 matrices with matrix elements given by:
GRk (t, t′)αβ = −iθ (t − t′) ⟨{ψkα(t), ψ†kβ (t′)}⟩ ,
GAk (t, t′)αβ = iθ (t′ − t) ⟨{ψkα(t), ψ†kβ (t′)}⟩ ,
G<k (t, t′)αβ = i ⟨ψ†kα (t′)ψkβ(t)⟩ , (5)
where R, A and < correspond to the retarded, advanced
and lesser Green’s functions, respectively. Notice that
GAk (t, t′) = GRk (t′, t)†, so only one of GA/Rk needs to be
computed. With these definitions the self-consistent Eq. (4)
for the time-dependent order parameter becomes,
∆(t) = −iλ(t)∑
k
G<k (t, t)12 . (6)
For a given time dependence of the order parameter ∆(t)
(not necessarily self-consistent) and in the absence of cou-
pling with the reservoir, the retarded and advanced Green
functions are computed by solving the following differential
equations (in matrix notation in the Nambu spinor basis and
setting h̵ = 1),
G
R(0)
k (t, t) = −iI,
i∂tG
R(0)
k (t, t′) = Hk(t)GR(0)k (t, t′) , t > t′, (7)
i∂t′GR(0)k (t, t′) = −GR(0)k (t, t′)Hk (t′) , t > t′.
In order to include the dissipation effects we use the
Keldysh equations with self-energies encoding the coupling
to a reservoir. Following Refs. [23] and [25], we use a mech-
anism for dissipation that associates to each pair of states
k ↑,−k ↓ its own reservoir. The effect of the bath on the re-
tarded Green function is dictated by Dyson equation [22, 24],
GRk (t, t′) =GR(0)k (t, t′) (8)+ ∫ dt1 ∫ dt2GR(0)k (t, t1)ΣRk (t1, t2)GRk (t2, t′).
In the limit of a wide-band reservoir with identical coupling
for each k (see Appendix A), the retarded self-energy be-
comes k-independent and assuming time translational invari-
ance in the bath, the solution of the Dyson equation in the time
domain results
GRk (t, t′) =GR(0)k (t, t′)e−γ(t−t′)/2 . (9)
The parameter γ describes the effects of inelastic scattering
producing a finite lifetime τ = 1/γ and a level broadening.
3We emphasize that these equations are valid for an arbi-
trary time-dependence ∆(t). To make the computation self-
consistent one needs to use ∆(t) from Eq. (6). The lesser
Green’s function is given by [22–24]
G<k(t, t′) = ∫ dt1 ∫ dt2GRk (t, t1)Σ<k(t1, t2)GAk (t2, t′) ,
(10)
where the lesser self-energy Σ<k (t1, t2) can be written as a
diagonal matrix Σ<k (t1, t2) = IΣ< (t1, t2) with
Σ< (t1, t2) = iγ ∫ dω
2pi
f (ω) e−iω(t1−t2)
= − 1
2pi
γ
t1 − t2 + i0+ . (11)
Here f(ω) is the Fermi function evaluated at the bath tem-
perature and the last equality stands for the zero temperature
limit (see Appendix A for details).
B. The equilibrium state
For a time-independent BCS Hamiltonian [Eq. (1) with a
time-independent pairing interaction λ] the present formalism
allows to study the effect of inelastic scattering at equilibrium.
Since this is a source of pair breaking, the coupling to the bath
has some important consequences that are known but usually
obtained with different methods and which we recover here
with Keldysh Green functions.
In equilibrium the time invariance is preserved and the re-
tarded Green function with dissipation is given by Eq. (9)
where GR(0)k (t, t′) ≡ GR(0)k (t − t′) only depends on t − t′.
Thus, in the frequency domain the poles are shifted away from
the real axis with an imaginary component −iγ describing the
levels broadening.
In the zero temperature limit, the self-consistency (c.f.
Eq. (6)) for the superconducting order parameter becomes
1 = 1
pi
∑
k
λ
Ek
arctan(2Ek
γ
) , (12)
whereEk = √ξ2k +∆2 is the undressed excitation energy (see
Appendix B for details). As can be deduced from Eq. (12),
the inelastic scattering reduces the equilibrium value of the
superconducting order parameter and the critical tempera-
ture Tc is given by the well-known expression ln(Tc/T 0c ) =
ψ(1/2 + γ/Tc) − ψ(1/2) where T 0c is the critical temperature
for γ = 0 and ψ(x) is the Digamma function [28].
Finally, it is worth mentioning that the level broadening
introduced here, leads to the widely used phenomenological
density of states ρ(ω) for tunneling experiments that incorpo-
rates a Dynes parameter γ,
ρ(ω) = ρ0 Re⎡⎢⎢⎢⎣ ω + iγ√(ω + iγ)2 −∆2
⎤⎥⎥⎥⎦ , (13)
where ρ0 is the normal phase density of states [29, 30].
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FIG. 1. (Color online) Time dependence of superconducting order
parameter for ∆0/∆f = 0.4 (a-c) and ∆0/∆f = 4 (d-f). Upper,
middle and bottom panel correspond with γ = 0.2∆f , γ = 0.1∆f
and γ = 0.05∆f respectively. In the inset of panel (a) and (d) we
show ∆(t) in the dissipationless regime (γ = 0) for ∆0/∆f = 0.4
and ∆0/∆f = 4 respectively (see Ref.[14]).
C. Out of equilibrium dynamics
The equal time lesser Green function at zero temperature
has to be computed using Eqs. (9) and (10) leading to
G<k(t) = −γe−γt2pi ∫ t−∞ dt1 ∫ t−∞ dt2GR(0)k (t, t1)GA(0)k (t2, t)× eγ(t1+t2)/2
t1 − t2 + i0+ , (14)
where we have shortened the notation using a single time vari-
able as the argument of G<k. For the sake of computational
efficiency it is better not to use the integral form Eq. (14) but
calculate the time derivative of G<k,
∂tG
<
k(t) = −γG<k(t) + Ik(t) − i [Hk(t),G<k(t)] , (15)
where
Ik(t) = iγ
2pi
∫ t−∞ dt′ ⎛⎝GR(0)k (t, t′)t − t′ − i0+ + GR(0)k (t, t′)†t − t′ + i0+ ⎞⎠ e− γ(t−t′)2 .
(16)
In equilibrium, the second term on the right hand side of
Eq. (15) exactly cancels the first one and as G<k commutes
with the Hamiltonian, the stationary state is recovered. The
effect of the bath is to introduce memory in the system, so in
order to solve for the Green function, instead of a differential
equation local in time (as Eqs. (7) are) one needs to solve an
integrodifferential equation which depends on the past evolu-
tion through Eq. (16).
4III. RESULTS
We now present results corresponding to a quench of the
coupling parameter: λ(t) = θ(−t)λ0 + θ(t)λf . Eq. (15) is
integrated using a fourth order Runge-Kutta method with a
small time steps in order to ensure the convergence of super-
conducting order parameter ∆(t). The lesser Green function
at equilibrium for t < 0 is the initial condition for Eq. (15) (see
Appendix B). To move forward in time t we first integrate the
third Eq. (7) in t′ from t to t − 10/γ. This is used to construct
the memory kernel Eqs. (16) at time t needed to propagate for-
ward in time the lesser Green function whith Eq. (15). In each
time step the new value of ∆(t) is calculated and reinserted
in the Hamiltonian of Eq. (3). As we are interested in the low
temperature regime, in order to optimize the computing time
we used the zero temperature expression given in Eqs. (11)
and (14) and calculate the equilibrium value of ∆(t → ∞)
using Eq. (6).
In the following we parameterize the quantum quench not
by the change of interaction constant but the ratio ∆0/∆f ,
where ∆0 and ∆f are the equilibrium superconducting order
parameters—satisfying the Eq. (12)—for λ0 and λf , respec-
tively. Note that a constant value of ∆0/∆f for different γ
values, implies different changes in λ.
Fig. 1 shows the superconducting response for moderate
values of the quench parameter ∆0/∆f , corresponding to
the dephasing phase, and different values of γ. Panels (a),
(b) and (c) correspond to an increase of the coupling con-
stant (∆0/∆f = 0.4 ) with γ decreasing from top to bot-
tom. In the absence of dissipation the order parameter is
known [13, 14, 27] to oscillate with the Higgs-mode fre-
quency 2∆∞ and stabilize at long times at a value ∆∞ < ∆f .
This is shown in the inset of panel (a). The effect of the bath
is (i) to damp the oscillations and (ii) to introduce a slow drift
so that ∆∞ is replaced by the T = 0 equilibrium value ∆f .
In panels (d), (e) and (f) the results for a decrease of the
coupling constant are shown. The order parameter decreases
rapidly at short times and “bounces back” leading to the Higgs
oscillations. Also in this case the asymptotic value in the ab-
sence of dissipation is ∆∞ < ∆f as shown in the inset of panel
(d). Again, the effect of the bath is to damp the oscillations
and to introduce a drift toward ∆f with a time scale that be-
comes slower as γ is decreased. .
The behavior for large quenches are shown in Fig. 2. In
panels (a), (b) and (c) the order parameter increases driving
the system to the synchronic regime (phase III) when γ = 0
as shown in the inset of panel (a). To make the simulations
affordable the characteristic time 1/γ was chosen of the same
order of the simulation window (t∆f < 30) or smaller. For
these parameters, thermalization takes place at times such that
the synchronic (observed at long times in the disipationless
case) and the dephasing phases can hardly be distinguished.
Panels (d), (e) and (f) of Fig. 2 show the results for a large
decrease of the coupling constant corresponding to the over-
damped situation for the isolated system (phase II). After the
quench, the order parameter decreases to an exponentially
small value and remains small during a time interval which
is controlled by the parameter γ. During this time interval
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FIG. 2. (Color online) Time dependence of superconducting order
parameter for ∆0/∆f = 0.05 (a-c) and ∆0/∆f = 8 (d-f). Upper,
middle and bottom panel correspond with γ = 0.2∆f , γ = 0.1∆f
and γ = 0.05∆f respectively. In the inset of panel (a) and (d) we
show ∆(t) in the dissipationless regime (γ = 0) for ∆0/∆f = 0.05
and ∆0/∆f = 8 respectively (see Ref.[14]).
the system thermalizes transferring energy to the bath without
any noticeable effect. Remarkably, at some point the number
of excitations becomes small enough and a fast increase of the
superconducting order parameter is observed. From there on,
the oscillatory evolution of ∆(t) towards its asymptotic value
∆f takes place in which the amplitude of oscillations decay at
a rate e−γt.
To get more insight on this behavior we studied the total
energy ET = ⟨HMF ⟩ and the kinetic energy EK as a func-
tion of time. In terms of the lesser Green function EK(t) =∑k,σ ξknkσ(t) = −i∑k ξk [G<k(t)11 −G<k(t)22] where nkσ
is the expectation value of the number operator. On the other
hand, the interaction energy in the mean-field approximation
is given byEi(t) = −∆(t)2/λ(t) andET (t) = EK(t)+Ei(t).
Fig. 3 compare the evolution of kinetic and total energy with
∆(t) for the parameters of Fig. 2(d). Notice that at very short
times after the quench (t∆f < 0.5) the kinetic energy is larger
than the total energy indicating a residual interaction energy
Ei(t). In this first short transient EK(t) and ∆(t) decrease
exponentially and ∆(t) goes to zero on the scale of the fig-
ure while the interaction energy (not shown) approaches zero
from below. At t∆f ∼ 1 the net effect of the quench is an
excess of total energy constituted primarily of kinetic energy.
This is because Cooper pairs are still rather localized but with
random phases so they do not contribute to superconductivity.
As time evolves the excess kinetic energy is dissipated to the
bath decreasing as e−γt. In this regime the system behaves
as a collection of free electrons with an out-of-equilibrium
(non-thermal) distribution. Around t∆f ∼ 10 coherent super-
conductivity sets in again and EK increases as a result of the
condensation of Cooper pairs and the total energy decreases
displaying a shallow shoulder. The system becomes rapidly a
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FIG. 3. (Color online) Kinetic energy (dash-dotted line, green on
line), superconducting gap (dashed line, red online) and total energy
(solid line) as a function of time for ∆0/∆f = 8 and γ = 0.2∆f as
in Fig. 2 d). The dotted line is the function 7e−γt − 110.5 highlight-
ing the exponential behavior of ET ∼ EK in an intermediate region
where ∆(t) ∼ 0.
fully gaped superconductor again which is energetically more
favorable. For longer times the total energy evolves towards
its final equilibrium value. The whole process resembles very
much heating by the quench followed by cooling by the bath,
however, one should keep in mind that only when the super-
conductor attains equilibrium with the bath a temperature can
be defined (zero in our case).
IV. CONCLUSIONS
In summary, we have revisited the problem of supercon-
ducting quenches incorporating the effect of the environment
through a thermal bath at T = 0. In all cases the quench
implies an excess energy in the system respect to the final
ground state. In the absence of dissipation this energy remains
“stored” in the system and the order parameter reaches a sta-
tionary value smaller than the equilibrium value or show per-
sistent oscillations. Clearly the effect of the bath is to absorb
the excess energy driving the system to an equilibrium state.
Our results were obtained using a k-independent relaxation
time, an approximation that could be justified considering that
all processes leading to the out of equilibrium dynamics take
place within a small energy window around the Fermi energy.
Nevertheless an extension to include a k-dependent relaxation
is straightforward: both, the equilibrium value ∆f and out of
equilibrium dynamics are obtained replacing γ by γk in all
expressions.
For t ≫ τ = 1/γ the superconducting order parameter
reaches its thermal equilibrium irrespective of the strength of
the quench ∆(t → ∞) = ∆f , as expected. As mentioned
above, in dissipationless weak coupling BCS systems, a small
quench excites the Higgs mode that, due to the dephasing, de-
cays with a power law t−1/2 [4]. In contrast, in the strong
coupling limit, the exponent increases to reach the value 3/2
[26]. It has also been shown that for isolated systems in the
strong coupling limit with non-local pairing interaction, the
synchronic phase is much more stable and the Higgs mode
becomes undamped both for an increase and a decrease of the
coupling parameter [27]. However, all these asymptotic prop-
erties manifest at long times. Therefore, even for small values
of γ the exponential decay may dominate, making very chal-
lenging to conclude on the dephasing time exponent or the
undamped character of the Higgs mode in condensed matter
systems. Fermionic cold atoms, with a high degree of coher-
ence and tunable interactions, may offer new opportunities for
the experimental study of the physics described above.
The heart of quantum information processing is to exploit
non-linear effects that appear when coupled superconductors
elements are excited by external drives far from equilibrium
states [31]. Of paramount importance is to gauge the role of
the environment on these manipulations. Our computations
set a framework for studying such dynamics which will play
a key role on the future design of quantum technological de-
vices.
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Appendix A: Lesser self-energy to include dissipation
In our computations to each pair of states k ↑,−k ↓ we
associate a heat bath described by a time-independent free-
particle Hamiltonian Hb = ∑`,σ E`d†`σd`σ , where d†`σ creates
an electron in state ∣`⟩ of the reservoir with energyE` and spin
σ. Thus, the time translational invariance in the bath allows
us to deal with self-energies in the frequency space. In the
Nambu basis Hb takes the form of Eq. (3) with ∆(t) = 0 and
the retarded self-energy ΣRk can be written as
ΣRk (ω) = ∑` ∣Vk`∣2 gR` (ω) (A1)
= ∑` ∣Vk`∣2 ( (ω −E` + i0+)−1 0
0 (ω +E` + i0+)−1 )
where Vk` is the coupling between superconducting quasipar-
ticles and reservoir and gR` (ω) is the retarded Green’s func-
tion corresponding with Hb. For simplicity, in the follow-
ing, we drop the k label from all quantities by assuming a
k−independent coupling Vk` ≡ V`.
6Therefore the nonzero matrix elements of retarded self-
energy read,
ΣR (ω)11 = ∑` ∣Vl∣2ω −E` + i0+ = Λ (ω) − i2γ (ω) (A2)
and ΣR (ω)22 = −ΣR (−ω)∗11. In the following, we use the
wideband approximation to neglect Λ (ω) and assume that the
level broadening γ is an energy-independent parameter of our
model, which defines the time scale for dissipation. As a con-
sequence,
ΣR (ω) = −iIγ/2, (A3)
and the solution of the Dyson equation for retarded Green
function is given by Eq. (9). In another hand, the lesser self-
energy is
Σ< (ω) = ∑` ∣V`∣2 g<` (ω) = iγf (ω)I , (A4)
where g<` (ω) = if(ω)A`(ω) is the lesser Green’s function
associated to Hb, A`(ω) is the spectral function and f (ω) =
θ (−ω) is the Fermi function at zero temperature. The self-
energy in time domain can then be written as
Σ< (t1 − t2) = iγI ∫ dω
2pi
θ (−ω) e−iω(t1−t2) = −γ/2pi
t1 − t2 + i0+ I.
(A5)
Appendix B: Lesser Green function and gap equation at
equilibrium
In this section we present derivation of equilibrium lesser
Green function from the proposed self-energy Eq. (A5) by
using Eq. (14). A similar procedure was carried out in the
appendix of Ref [23] where approximate expressions for the
trivial γ → 0 limit were used while here we evaluate the inte-
gral exactly for all γ values. The equilibrium expressions of
retarded and advanced Green functions are given by
GRk (t, t′) = −iθ (t − t′)⎛⎝ u2ke−iEk(t−t
′) + v2keiEk(t−t′) −ukvk (e−iEk(t−t′) − eiEk(t−t′))−ukvk (e−iEk(t−t′) − eiEk(t−t′)) u2keiEk(t−t′) + v2ke−iEk(t−t′) ⎞⎠ e−γ(t−t′)/2 (B1)
and GAk (t, t′) =GRk (t′, t)† where
Ek = √ξ2k +∆20, u2k = 12 (1 + ξkEk ) , v2k = 12 (1 − ξkEk )
(B2)
and ∆0 is the order parameter before quantum quench which
is set to be real without loss of generality. After introduce
these expressions in Eq. (14) the components of G<k(t) are
given by:
G<k(t)11 = −γe−γt2pi ∫ t−∞ dt1 ∫ t−∞ dt2 eγ(t1+t2)/2t1 − t2 + i0+× (u2keiEk(t1−t2) + v2ke−iEk(t1−t2)) , (B3)
G<k(t)12 = iγukvke−γt2pi ∫ t−∞ dt1 ∫ t−∞ dt2 eγ(t1+t2)/2t1 − t2 + i0+× sin(Ek (t1 − t2)) , (B4)
G<k(t)21 = G<k(t)12 and G<k(t)22 = G<k(t)11 after the in-
terchange u2k ↔ v2k. By introducing the change of variables
T = (t1 + t2)/2 and τ = t1 − t2, the Green functions read
G<k(t)11 = −γe−γt2pi ∫ t−∞ dTeγT × (B5)
∫ 2(t−T )−2(t−T ) dτ [cos(Ekτ)τ + i0+ + i(u2k − v2k) sin(Ekτ)τ + i0+ ]
and
G<k(t)12 = iγukvke−γtpi ∫ t−∞ dTeγT ∫ 2(t−T )−2(t−T ) dτ sin(Ekτ)τ + i0+ .
(B6)
Thus, since
∫ 2(t−T )−2(t−T ) dτ sin(Ekτ)τ + i0+ = 2Si (2Ek(t − T )) (B7)
where Si represents the sine integral, and
∫ 2(t−T )−2(t−T ) dτ cos(Ekτ)τ + i0+ = −ipi, (B8)
we can write
G<k(t)11 = i2 − iγξke−γtpiEk ∫ t−∞ dTeγTSi (2Ek(t − T )) (B9)
and
G<k(t)12 = iγ∆0e−γtpiEk ∫ t−∞ dTeγTSi (2Ek(t − T )) . (B10)
Finally, after compute these integrals we obtain the equilib-
rium lesser Green function
G<k(t) = i2I − ipiEk arctan(2Ekγ )( ξk −∆0−∆0 −ξk ) (B11)
which has been used as the initial condition for the differential
Eq. (15) at t = 0. Therefore, the superconducting gap ∆0 =−iλ0∑kGk<(t)12 is obtained via the gap equation (12) with
λ = λ0.
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