H-measures and variants applied to parabolic equations  by Antonić, Nenad & Lazar, Martin
J. Math. Anal. Appl. 343 (2008) 207–225
www.elsevier.com/locate/jmaa
H-measures and variants applied to parabolic equations ✩
Nenad Antonic´, Martin Lazar ∗
Department of Mathematics, University of Zagreb, Bijenicˇka cesta 30, Zagreb, Croatia
Received 12 September 2006
Available online 16 January 2008
Submitted by G. Bluman
Abstract
Since their introduction H-measures have been mostly used in problems related to propagation effects for hyperbolic equations
and systems. In this study we give an attempt to apply the H-measure theory to other types of equations. Through a number of
examples we present how do the differences between parabolic and hyperbolic equations reflect in the properties of H-measures
corresponding to the solutions. Secondly, we apply the H-measures to the Schrödinger equation, where we succeed in proving a
propagation property. However, our conclusion is that a variant of H-measures should be sought which would be better suited to
parabolic problems. We propose such a variant, show some fundamental properties and illustrate its applicability by some examples.
In particular, we show that the variant provides new information in a number of situations where the original H-measures did not.
Finally, we describe how the new variant can be used in small amplitude homogenisation of parabolic equations.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
An H-measure is a Radon measure on the cospherical bundle over a domain Ω in consideration (in general, the
base space of the fibre bundle is a manifold Ω , while the fibre is the unit sphere Sd−1). One successful application of
H-measures is in extending the compactness by compensation theory from constant coefficient differential relations
to variable coefficients [16].
In Section 2, we recall known results on H-measures for symmetric systems and wave equations. Next, our aim is
to investigate the applicability of a similar approach to other (nonhyperbolic) types of equations. In Section 3 we apply
the localisation and the propagation property to the heat equation rewritten as a symmetric system. The influence of
initial oscillations to the macroscopic energy dissipation term is considered, as well as the relation between the forcing
term and the solution. The results obtained are illustrated with two examples. Section 4 is devoted to the Schrödinger
equation, which shares some properties with the wave equation, allowing us to obtain a transport equation for the
corresponding H-measure.
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variable, which better reflects the difference between time and space variables in parabolic equations, and provide
some examples showing its advantage over the original H-measures when applied to parabolic equations. Finally, we
give an application of the new variant in homogenisation of parabolic equations. Additional applications can be found
in [3,4].
2. A review of H-measures
For a single parametrisation (suppose Ω ⊆ Rd is an open domain), a H-measure is a Radon measure on the product
Ω × Sd−1. In order to apply the Fourier transform F , functions defined on whole of Rd should be considered and
this can be achieved by extending the functions by zero outside the domain. Such an extension preserves the weak
convergence in L2. After such adjustment, the following theorem can be stated (see [11,16]; for precisely defined
notation see below):
Theorem 1 (Existence of H-measures). If (un) is a sequence in L2(Rd ;Cr ), such that un L
2
⇀ 0 (weakly), then there
exists a subsequence (un′) and a complex r × r matrix Radon measure μ on Rd × Sd−1 such that for all ϕ1, ϕ2 ∈
C0(Rd) and ψ ∈ C(Sd−1):
lim
n′
∫
Rd
F(ϕ1un′)⊗F(ϕ2un′)ψ
(
ξ
|ξ |
)
dξ = 〈μ, (ϕ1ϕ2)ψ 〉= ∫
Rd×Sd−1
ϕ1(x)ϕ2(x)ψ(ξ ) dμ(x, ξ). (1)
The above Radon measure μ is hermitian and is called H-measure. We shall often abuse the notation and terminol-
ogy, assuming that we have already passed to a subsequence determining an H-measure. As an immediate consequence
we have that any H-measure associated to a strongly convergent sequence is necessarily zero. For general introduction
to H-measures see [9,11,16].
Notation. Throughout this paper ⊗ stands for the vector tensor product, defined by (a⊗b)v = (v ·b)a (in components
(a ⊗ b)ij = aibj ), while  stands for a tensor product of functions in different variables. By · we denote a (complex)
scalar product for vectors in Cd and matrices (linear operators on Cd , identified with elements of Md×d ), in the latter
case defined as A · B = tr(AB∗). On the other hand, 〈·,·〉 denotes a sesquilinear dual product, which we take to be
antilinear in the first variable, and linear in the second. When vector or matrix functions appear as both arguments in
a dual product, we interpret it as 〈u, v〉 = ∫ v · u and 〈A,B〉 = ∫ B · A = ∫ tr(BA∗).
Variables in R × Rd are denoted by y = (y0, y1, . . . , yd) or (t,x) = (t, x1, . . . , xd), whichever is more convenient,
and ∂k = ∂∂yk . Similarly for the dual variable η = (η0, η1, . . . , ηd) or (τ, ξ) = (τ, ξ1, . . . , ξd), where the derivatives are
denoted by ∂l = ∂
∂ηl
. We conveniently write ∇y = (∂t ,∇x), and use the prime (′) for ∂t and ∇ for ∇x (similarly for the
Laplace operator 
).
The Fourier transform is defined as uˆ(ξ) :=Fu(ξ) := ∫Rd e−2πiξ ·xu(x) dx, while by F (or ∨) we denote the inverse
Fourier transform. We denote the Lebesgue measure by λ and integration over Rd with respect to the Lebesgue
measure by dx = dλ(x).
A pseudodifferential operator (for details see [14,15,18]) is such linear operator A : S ′(Rd) → S ′(Rd) that there
is a function a, a symbol, in the space C∞(Rd × Rd), with additional boundedness properties on derivatives specified
below, such that:
Au(x) =
∫
Rd
e2πix·ξa(x, ξ)uˆ(ξ) dξ .
The space of pseudodifferential operators on Rd of order m ∈ Z, denoted by Ψm(Rd), consists of those operators
whose symbols satisfy the following bounds (∂α denotes the derivatives with respect to variables xi in the physical
space, while ∂β denotes those with respect to dual variables ξi ):(∀α,β ∈ Nd0) (∃Cβα ∈ R+) (∀x, ξ ∈ Rd) ∣∣∂α∂βa(x, ξ)∣∣ Cβα (√1 + 4π2|ξ |2 )m−|β|,
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am−1(x, ξ), where am is homogeneous of degree m in ξ , φ ∈ C∞c (Rd) with the support contained in the unit ball,
and φ(ξ ) = 1 near the origin ξ = 0, while am−1 ∈ Sm−10,1 . Function am is called the principal symbol of operator
A ∈ Ψm. By Ψmc (Rd) we denote the subspace of Ψm(Rd) containing operators with compactly supported symbols
in x, resulting in operators A : S ′ → E ′.
Limit (1) can be rephrased as (recall that complex scalar products of vectors and matrices are assumed)(∀P ∈ Ψ 0c (Rd;Rr)) lim
n′
∫
Rd
Pun′ · un′ dx = 〈μ,p〉, (2)
where p is the principal symbol of operator P. After such adjustment, the above statement is valid for weakly con-
vergent sequences (un) in L2loc(R
d;Cr ) as well (in that case μ is not necessary a finite measure, but a distribution of
order 0). In the sequel, we shall use both forms (1) and (2), whichever will be better suited to the intended application.
Assume that un ⇀ 0 weakly in L2(Rd;Cr ) and satisfy the following differential relations in divergence form
d∑
k=1
∂k
(
Akun
)= fn,
where each Ak is a continuous r × r matrix function, while fn → 0 strongly in the space H−1loc(Rd;Cr ). Denoting (after
passing to a subsequence if needed) the H-measure associated to (un) by μ, we have, with the principal symbol in the
differential relation being p(x, ξ) :=∑dk=1 ξkAk(x), the following localisation identity on Rd × Sd−1:
pμ = 0. (3)
This result implies that the support of the H-measure μ is contained in the set {(x, ξ) ∈ Rd × Sd−1: det p(x, ξ) = 0}
of points where p(x, ξ) is a singular matrix. For the proof see [1,16,17]. A more interesting result is given below
[1, Theorem 2.3] (which we effectively use only with fn = 0).
Theorem 2 (Propagation property for symmetric systems). Let the hermitian r × r matrix functions Ak be of class
C10(Ω) and let B be of class C0(Ω;Mr×r ). If for every n the pair (un, fn) satisfies the system
d∑
k=1
Ak∂kun + Bun = fn,
and both sequences (un) and (fn) converge to zero weakly in L2(Ω;Cr ), then for every ψ of class C10 on Ω × Sd−1,
any H-measure
μ =
[
μ11 μ12
μ21 μ22
]
associated to the sequence (un, fn) satisfies the equation:〈
μ11, {p,ψ} +ψ
d∑
k=1
∂kAk − 2ψS
〉
+ 〈2 Re trμ12,ψ〉 = 0,
where S is the hermitian part of the matrix B, i.e. S := 12 (B + B∗).
The above H-measure μ is a 2r × 2r matrix measure associated to the pair of sequences (un, fn), with block μ11
corresponding to un and μ22 to fn, while off-diagonal blocks correspond to products of un and fn. The Poisson bracket
{·,·} is defined as {a,b} =∑(∂ia∂ib − ∂ib∂ia).
As for symmetric systems, there are similar results for the wave equation. These results have been obtained by two
different approaches: either by applying pseudodifferential calculus directly to the equation [10,12,16], or by rewriting
the equation as a symmetric system [1,2].
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More precisely, consider a sequence of problems:⎧⎪⎨⎪⎩
ρ(x)u′′n − div
(
A(x)∇un
)= 0,
un(0) = γn ⇀ 0 in H1
(
Rd
)
,
u′n(0) = βn ⇀ 0 in L2
(
Rd
)
,
(4)
where coefficients ρ,A are real of class C10(R
d), with ρ(x) ∈ R+ := 〈0,∞〉 and A taking values in the space of
symmetric and positive definite d × d matrices.
The associated microscopic energy density is an L1 function
dn = 12
(
ρ(∂tun)
2 + A∇un · ∇un
)
.
The H-measure μ, associated to the sequence (∇un), describes the macroscopic energy, i.e. the limit of (dn). The
localisation property for it reads Q(x, ξ)μ = 0, where Q(x, ξ) = ρ(x)τ 2 − A(x)ξ · ξ . This means that μ is supported
on the intersection of the unit sphere (τ 2 + ξ · ξ = 1) with conical surfaces
(τ, ξ) =
(
±
√
Aξ · ξ
ρ
, ξ
)
.
In a particular case when A = λI, where λ is a real scalar function, the curves of intersection are the circles depicted
in Fig. 1.
Applying Theorem 2 to (4), a transport equation for H-measure μ is obtained. Projections of corresponding integral
curves to the physical (t,x) space are the characteristics of the original equation.
Taking a simple example when d = 1, one observes that these projections are tangential to the unit sphere at points
in which μ is supported (Fig. 2). In other words, H-measures contain information on directions of propagation.
Using the transport equation, the H-measure μ can be expressed directly in the terms of H-measures associated
to initial conditions [10, Section 3], thus avoiding the explicit computation of the microscopic energy density via the
solutions of (4).
3. The heat equation
Let us start by examining the homogeneous heat equation with variable coefficients. More precisely, we consider
the following sequence of initial-value problems{
∂tun − div(A∇un) = 0,
un(0) = γn ⇀ 0 in L2
(
Rd
)
.
(5)
In order to apply the propagation property we assume that A is a real symmetric positive definite matrix function of
class C1(Rd ;Md×d). The energy dissipation in the heat equation is described by the solution gradient, which satisfies0
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∇un ⇀ 0 in L2loc(R+ × Rd;Rd), and the macroscopic energy dissipation is described by an H-measure μ associated
to the sequence ∇un. The precise statements and proofs of existence, uniqueness and bounds for the solution of heat
equation, implying the above convergence, could be found in [7, Chapter XVIII, Section 3].
We try to follow the procedure described for the wave equation as much as feasible. Rewriting (5) as an equivalent
symmetric system (ai denotes the ith column of matrix A and vn = ∇un)[
1 0
0 0
]
∂t
[
un
vn
]
−
d∑
i=1
[
div ai (ai )
ai 0
]
∂xi
[
un
vn
]
+
[
0 0
0 A
][
un
vn
]
= 0,
we can use the propagation property for symmetric systems (Theorem 2). This property gives us that tr(μA) = 0. By a
simple linear algebra argument, thanks to positive definiteness of A, it implies that measure μ is zero. In other words,
the energy associated to the solution at the initial time does not spread over the domain.
In a special case of constant coefficients, this result could have also been obtained by using the regularity of
homogeneous heat equation. It gives that ∇un → 0 strongly in L2loc(R+ × Rd;Rd) which directly implies that μ = 0.
However, for variable coefficients this is a new result. In order to obtain more interesting results, we modify (5) by
introducing a nontrivial right-hand side.
Theorem 3. Let the sequence fn ⇀ 0 in L2loc(R+ × Rd;Rd) define an H-measure which we denote by μf , and γn ⇀ 0
in L2(Rd). Consider a sequence of initial-value problems:{
∂tun − div(A∇un) = div fn,
un(0) = γn, (6)
and by μ denote the H-measure defined by a subsequence of ∇un ⇀ 0 in the space L2loc(R+ × Rd;Rd). Then for
ξ = 0 one has
trμ = (1 − τ 2) μf ξ · ξ
(Aξ · ξ)2 . (7)
Proof. Let us first rewrite Eq. (6)1 as an equivalent symmetric system, by introducing a new vector unknown vn =
∇un: [1 0 0
0 0 0
0 0 0
]
∂t
[
un
vn
fn
]
−
d∑
i=1
[div ai (ai ) (ei )
ai 0 0
ei 0 0
]
∂xi
[
un
vn
fn
]
+
[0 0 0
0 A 0
0 I 0
][
un
vn
fn
]
= 0.
The symbol of the corresponding differential operator is
p =
[
τ − div(Aξ) −(Aξ) −ξ
−Aξ 0 0
]
.−ξ 0 0
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of ∇un ⇀ 0 in L2loc(R+ × Rd;Rd) and the strong convergence of un → 0 in L2loc(R+ × Rd), so we can associate an
H-measure to a subsequence of (un, vn, fn), which we denote by μ˜. It has the following form:
μ˜ =
[0 0 0
0 μ μ12
0 μ21 μf
]
,
where μ is the measure associated to vn = ∇un, μf to fn, while the remaining two measures, μ12 and μ21, correspond
to products of vn and fn.
By applying Theorem 2 we could obtain the relation tr(μA) = −tr Reμ12. Since μ12 remains unknown, as it
depends on the solution un, μ cannot be reconstructed from this relation. In order to overcome this difficulty, the
localisation property (3) can be used:
pμ˜ =
[0 (Aξ)μ + ξμ21 (Aξ)μ12 + ξμf
0 0 0
0 0 0
]
= 0,
thus, after taking into account that μ12 = μ∗21 and Aξ ∈ Rd , we have:
(μA + μ12)ξ = 0,
(μ21A + μf )ξ = 0. (8)
Applying the Schwarz symmetry theorem for partial derivatives ∂ivj = ∂j vi , the localisation identity (3) gives ξiμjk =
ξjμik for any i, j, k ∈ 1, . . . , d , implying that μ satisfies (1 − τ 2)μ = (ξ ⊗ ξ)trμ. Since the dual variable lies on the
unit sphere τ 2 + ξ2 = 1, it follows that μ is real and of the form
μ = ξ ⊗ ξ
ξ2
trμ for ξ = 0.
In a similar way one can obtain that μ12ξ = (trμ12)ξ = (trμ21)ξ . Furthermore, by using (82), we see that
(trμ21)Aξ · ξ = −μf ξ · ξ . Inserting the above three relations into (81) one obtains the relation (7) between the
unknown measure μ and μf , the measure associated to given data fn, which is valid for ξ = 0. 
For d = 1 (A = a) Theorem 3 gives that a2μ = μf everywhere except on the South/North pole in the dual space
(τ = ±1). In order to illustrate this and get a better understanding of the results obtained, we consider the following
two examples.
Example 1. Let us take the well-known example of a pure sequence [11,16] in L2loc(R2)
fn(t, x) = sin
(
2πn(t + x)),
for which the associated H-measure is
μf = 14
(
δ
(
√
2
2 ,
√
2
2 )
(τ, ξ)+ δ
(−
√
2
2 ,−
√
2
2 )
(τ, ξ)
)
λ(t, x).
Using the Poisson formula (d = 1), the explicit solution un of (6) (with γn = 0 and A = a = 1) is:
un(t, x) = 1
(2πn)2 + 1
(
2πn cos
(
2πn(t + x))+ sin(2πn(t + x))− e−(2πn)2t(2πn cos(2πnx)+ sin(2πnx))).
The next task is to calculate the H-measure μ associated to
∂xun(t, x) = 2πn
(2πn)2 + 1
(−2πn sin(2πn(t + x))+ cos(2πn(t + x))
− e−(2πn)2t(−2πn sin(2πnx) + cos(2πnx))).
As all but the first term in the above equality converge strongly to zero in L2loc(R
+ × Rd), it can easily be checked
that for any pseudodifferential operator P ∈ Ψ 0c the limit of 〈P∂xun, ∂xun〉 is equal to the limit of 〈P∂xfn, ∂xfn〉.
Therefore, μ = μf , as expected from the last theorem.
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two measures). Therefore, we consider the following multiscale problem containing an asymmetry in time and space
coordinates. As before, we take initial conditions to be zero, as they do not influence the H-measure μ.
Example 2. Consider a sequence of L2loc functions (α and β are arbitrary real constants)
fn(t, x) = sin
(
2π
(
αn2t + βnx))= 1
2i
(
e2πi(αn
2t+βnx) − e−2πi(αn2t+βnx)).
Our first task is to find the associated H-measure, and to this effect we apply the Fourier transform:
fˆn(τ, ξ) = 12i
(
δαn2(τ )δβn(ξ)− δ−αn2(τ )δ−βn(ξ)
)
. (9)
We need to determine the limit of 〈a(τ, ξ)fˆn(τ, ξ), φ̂fn(τ, ξ)〉, where a(τ, ξ)φ(t, x) is the principal symbol of an
operator P ∈ Ψ 0c (R+ × R). By inserting (9), we obtain that the limit sought is equal to
lim
n
1
4
(
a
(
αn2, βn
)(
φˇ(0,0)− φˇ(−2αn2,−2βn))− a(−αn2,−βn)(φˇ(2αn2,2βn)− φˇ(0,0))).
As a is a homogeneous function of order 0 and φ ∈ C∞c (R+ × R), φˆ ∈ S, we get the following expression μf =
(δ(1,0)(τ, ξ) + δ(−1,0)(τ, ξ))λ(t, x)/4, i.e. the H-measure is supported at two points, the North and South pole in the
dual space, as we sought. On the other hand, we can compute the explicit solution un of the heat equation by the
Poisson formula:
un = αβ
n((2πβ2)2 + α2)
(
2πβ2
α
cos
(
2π
(
αn2t + βnx))+ sin(2π(αn2t + βnx))
− e−(2πβn)2t
(
2πβ2
α
cos(2πβnx)+ sin(2πβnx)
))
.
As ∂xun equals to (up to a strongly convergent term in L2loc(R+ × R))
2παβ2
(2πβ2)2 + α2
(
−2πβ
2
α
sin
(
2π
(
αn2t + βnx))+ cos(2π(αn2t + βnx))),
we see that μ = (( (2πβ2)2
(2πβ2)2+α2 )
2 + ( 2παβ2
(2πβ2)2+α2 )
2)μf , i.e. the relation between two measures is
μ = (2πβ
2)2
α2 + (2πβ2)2 μf .
As shown in the example above, the measures μ and μf differ when supported in poles. We have obtained a precise
relation between them by computing the solution explicitly. Unfortunately, the relation between them is not known
without explicit expression for the solution, as relation (7) holds only for ξ = 0.
4. The Schrödinger equation
Let us see what would an application of a similar procedure to the Schrödinger equation give. We consider a
sequence of initial value problems{
i∂tun + div(A∇un) = 0,
un(0) = γn, (10)
where γn ⇀ 0 in H1(Rd), and A ∈ L∞(Rd ;Md×d) is real and symmetric.
Remark 1. Of course, in quantum physics A = aI. As our goal is to test the applicability of H-measures to other types
of equations, and to compare the new results to the well established results for the linear wave equation, we treat this
academic example, for which the existence and the properties of solutions are given in [7, Chapter XVIII, Section 7.1].
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exists a unique solution u ∈ C([0, T ];H1(Rd)) of (10) such that ∂tu ∈ C([0, T ];H−1(Rd)). Furthermore, ‖u(t)‖L2 =
‖u(0)‖L2 for t ∈ R+.
Using the above theorem, it follows that a sequence of solutions (un) of problems (10) converges strongly to zero
in L2loc(R
+ × Rd), while ∇un ⇀ 0 weakly in the same space. By using H-measures we would like to express the
quadratic limit of ∇un.
Let us rewrite the Schrödinger equation as an equivalent symmetric system. In the sequel we additionally assume
that A ∈ C1(Rd;Md×d). After introducing a new variable vn := ∇un and using the symmetry of matrix A, the system
reads [
i 0
0 0
]
∂t
[
un
vn
]
+
d∑
i=1
[
div ai (ai )
ai 0
]
∂xi
[
un
vn
]
+
[
0 0
0 −A
][
un
vn
]
= 0,
where ai denotes the ith column of matrix A. We would like to use the results on H-measures presented in Section 2,
being aware of the fact that the above system is not hermitian any more, and that we cannot use the propagation
property as stated in Theorem 2. However, the localisation property (3) is not restricted to (symmetric) hermitian
systems, and assuming the continuity of the coefficient matrix A it gives
pμ˜ = 0, (11)
where
p =
[
iτ 0
0 0
]
+
d∑
i=1
ξi
[
div ai (ai )
ai 0
]
=
[
iτ + div(Aξ) (Aξ)
Aξ 0
]
and μ˜ is an H-measure associated to the sequence (un, vn). Because of the strong convergence un → 0 in
L2loc(R
+ × Rd), the measure μ˜ is of the form
μ˜ =
[
0 0
0 μ
]
,
with μ being the H-measure associated to vn = ∇un. Therefore (11) reduces to μAξ = 0.
Using the Schwarz symmetry theorem for partial derivatives and the localisation identity (3) as before, one gets
that μ is of the form
μ = ξ ⊗ ξ
1 − τ 2 trμ, ξ = 0.
Inserting this in the relation (11) one finally gets
A · μ = trμ
1 − τ 2 (Aξ · ξ) = 0, ξ = 0, (12)
which gives that measure μ is supported only at the poles (τ = ±1) of the unit sphere in the dual space, giving a result
similar to the one obtained for the heat equation.
As it has already been mentioned, the propagation property for measure μ cannot be obtained from Theorem 2.
Therefore, we have to give a full proof of the following theorem.
Theorem 5. Any H-measure μ associated to (a subsequence of ) ∇un, where (un) is a sequence of solutions of (10)
with additional assumption A ∈ C10(Rd;Md×d), satisfies the equation
2 div(ReμA)+
(
(d + 1)(ξ · ∇)A · μ −
d∑
i=1
∂iA · ∂iT μ
)
ξ = 0,
where ∂i := ∂i − ηi(η · ∇η) is the tangential gradient on the unit sphere and η = (τ, ξ) a vector on Sd .T
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and taking a dual product with ∂mun, m ∈ 1, . . . , d in L2(R1+d) we obtain
〈iP ∂tun, ∂mun〉 +
〈
P div (A∇un), ∂mun
〉= 0. (13)
Applying partial integration with respect to time and space variables, the first term in the above equation reads:
−〈iP,m∂tun,un〉 + 〈iP,t ∂mun,un〉 − 〈P∂mun, i∂tun〉, with P,m denoting the operator with principal symbol equal
to ∂mp. Repeating the same procedure on the second term in (13), it becomes
−〈A∇P · ∇un, ∂mun〉+ 〈(PA),m∇un,∇un〉+ 〈[P,A]∇∂mun,∇un〉− 〈A(∇P)∂mun,∇un〉
− 〈P∂mun, div(A∇un)〉,
where [A,B] := AB − BA denotes the commutator of pseudodifferential operators A and B . Using that A is sym-
metric and un is the solution of the Schrödinger equation (13) becomes
−〈iP,m∂tun,un〉 + 〈iP,t ∂mun,un〉 − 〈A∇P · ∇un, ∂mun〉 +
〈
(PA),m∇un,∇un
〉
+ 〈[P,A]∇∂mun,∇un〉− 〈A(∇P)∂mun,∇un〉= 0. (14)
It must be noted that some of the terms in the above formulae may not be defined without additional assumptions
on smoothness of solution un. However, as all terms in (101) and (14) are well defined for L2([0, T ];H1(Rd))
functions, and using the density of smooth functions in H1(Rd), it follows that (14) holds for any solution un ∈
L2([0, T ];H1(Rd)).
Passing to the limit in (14), while using that un → 0 strongly in L2loc(R+ × Rd), we obtain
−〈μm,A∇p〉+ 〈μ, ∂m(pA)〉+∑
j
〈
μ, ξm∂
jp∂jA
〉− 〈(μm),A∇p〉= lim
n
〈iP,m∂tun,un〉, (15)
where μm (μm) is the mth column (row) of the matrix measure μ. The right-hand side of the above equation remains
unknown. In order to express it in terms of measure μ, we apply once again the above procedure, but this time taking
the dual product of (101) with un instead of ∂mun. Applying the integration by parts with respect to space variables in
the second term, we obtain
〈iP ∂tun,un〉 − 〈A∇P · ∇un,un〉 − 〈PA∇un,∇un〉 = 0.
Passing to the limit, one finds that limn 〈iP ∂tun,un〉 = 〈μ,pA〉 for an arbitrary P ∈ Ψ 0c (R1+d). (This relation could
have also been obtained following the proof of Theorem 2, but taking into account that A0 is an antihermitian matrix.
However, this direct proof is simpler.)
By the means of the last expression and using that (μm) = μm, one obtains from (15) the relation satisfied by
H-measure μ
−2〈Re(Aμm),∇p〉+ 〈∂mA · μ,p〉 +∑
j
〈
ξm∂jA · μ, ∂jp
〉= 0. (16)
In the next step we perform integration by parts in order to eliminate the arbitrary test function p. Since p has
compact support in (t,x), the first term equals 2〈div Re(Aμm),p〉. The handling of the third term is more delicate
because integration over dual variables (τ, ξ) takes place on Sd . To this effect we use the following identity for partial
integration on manifolds [13, Lemma 16.1]
〈ν,∇ηp〉 − 〈ν · n, ∂np〉 + 〈divη ν − ∇ηνn · n,p〉 = d〈ν · n,p〉,
where n denotes the outer normal vector field on Sd and ν a vector valued Radon measure. As p is extended homoge-
neously from Sd to R1+d and n = η, it follows that ∂np = ∇ηp · η = 0. In our case ν = ξm∇yA · μ (in the sense that
νj = ξm∂jA · μ) and as A does not depend on t , the third term in (16) becomes
d
〈
ξm(ξ · ∇)A · μ,p
〉− 〈ξm∑ ∂iA · ∂iμ,p〉− 〈∂mA · μ,p〉 + 〈ξm∑ ∂iA · ηi(η · ∇η)μ,p〉
+ 〈ξm(ξ · ∇)A · μ,p〉.
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2 div Re
(
Aμm
)+ (d + 1)ξm(ξ · ∇)A · μ − ξm∑ ∂iA · ∂iT μ,p〉= 0,
where ∂iT is the tangential gradient on the unit sphere. As p is an arbitrary smooth function with compact support
defined on R1+d × Sd , the transport equation for the measure μ follows
2 div Re
(
Aμm
)+ (d + 1)ξm(ξ · ∇)A · μ − ξm∑ ∂iA · ∂iT μ = 0. 
Remark 2. An analogous result as in Theorem 5 could be obtained for a hermitian matrix A. In that case the equation
for the H-measure reads
2 div Re(μA)+
(
(d + 1)(ξ · ∇)A · μ −
∑
∂iA · ∂iT μ
)
ξ = 0.
Let us combine the results of the preceding theorem with the localisation property (12). As the H-measure lives
only on the poles of the sphere in the dual space, the term multiplying ξ in the propagation equation for μ is zero for
ξ = 0 and we obtain the following result.
Corollary 1. H-measure μ associated to ∇un, where (un) is a sequence of solutions of (10) with additional assump-
tion A ∈ C10(Rd ;Md×d), satisfies the equation
div(ReμA) = 0.
Example 3 (Constant coefficients). The above result could be verified by calculating the solutions for a specific
sequence of initial values γn = − cos(2πnb · x)/(2πn), where b is an arbitrary unit vector in Rd . The solution for
n ∈ N then reads
un = − 12πne
−i(2πn)2Ab·bt cos(2πnb · x).
We want to calculate the H-measure μ associated to ∇un = be−i(2πn)2Ab·bt sin(2πnb · x). To this effect we find that
∇̂un(τ, ξ) = b2i δ−2πn2Ab·b(τ )
(
δnb(ξ)− δ−nb(ξ)
)
.
After performing a straightforward calculation, one obtains for φ  a ∈ Cc(R1+d × Sd) that
lim
n
〈
a(τ, ξ)∂̂iun(τ, ξ)
∣∣̂(φ∂jun)(τ, ξ)〉= 12 φˇ(0,0)a(−1,0)bibj ,
i.e. μ = 12δ(−1,0)(τ, ξ)λ(t,x)b ⊗ b.
The above measure μ is invariant in time and space, and supported just in the South pole of the sphere in the dual
space. This result agrees with the localisation property (12) and Theorem 5 (as the Lebesgue measure is translatory
invariant, it has the divergence equal to zero). When comparing to the heat equation, the difference is that we do not
have antipodal symmetry any more, which might be related to the imaginary coefficient in the Scrödinger equation.
5. A parabolic variant of H-measures
The reason for unsatisfactory results obtained for the heat and Schrödinger equation might be hidden in the hyper-
bolic scaling inherent in ξ/|ξ | used in (1) (i.e. in the homogeneity of order zero), while a parabolic scaling such as
τ
|τ |+|ξ |2 ,
ξ√
|τ |+|ξ |2 is better suited for parabolic problems.
In the literature we are aware only of a comment by Tartar [17, pp. 67–69], related to his earlier work where
he introduced a simplified model of the Navier–Stokes equation, in order to mathematically approach the effects in
turbulent flows.
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we define its parabolic projection as
T0 = (τ0, ξ0) :=
(
τT
ρ2(τT , ξT )
,
ξT
ρ(τT , ξT )
)
,
where we have denoted ρ(τ, ξ) :=
√
|τ | + ξ2. This indeed defines a projection π of R1+d \ {0} onto the surface
P := {(τ, ξ) ∈ R1+d : ρ(τ, ξ) = 1}. Both T and T0 lie on the rotational paraboloid τ = cξ2, c ∈ R (see Fig. 3 in
Appendix A).
The geometric picture is clear: we obtain T0 as the intersection of the appropriate branch of the above parabola with
the surface P ; the equatorial plane and τ axis can be considered as degenerate cases of paraboloids (corresponding to
the values of c ∈ {0,±∞}). This defines the projection of the whole space, except for the origin.
In contrast to the hyperbolic case, where the points are projected along rays to the unit sphere, the surface P is not
smooth (at τ = 0). It is a Lipschitz manifold, smooth everywhere but on the equator.
For the existence of a variant of H-measures, we need the following property of the projection π (its proof is given
in Appendix A).
Lemma 1. For any two points T and S outside P we have:
d(T0, S0) C
d(T ,S)
ρ(T )+ ρ(S) ,
where T0 = π(T ) and S0 = π(S) are their parabolic projections, while C is a positive constant.
For a function a ∈ C(P ) we define an operator A on L2(R1+d) by
Au := ((a ◦ π)uˆ)∨, i.e. Au =F(a( τ|τ | + ξ2 , ξ√|τ | + ξ2
)
uˆ(τ, ξ)
)
.
Clearly, A is a bounded operator, called (the Fourier) multiplier, with norm equal to ‖a‖L∞ . For b ∈ C0(R1+d)
a multiplication operator on L2(R1+d) is defined, Bu := bu, with norm ‖b‖L∞ .
By approximating a uniformly with Lipschitz functions (not necessarily in C1), we can prove the First Commuta-
tion Lemma (the proof can be found in Appendix B), essentially following the same steps as in [16].
Lemma 2 (First Commutation Lemma). For two operators A and B associated to functions a ∈ C(P ) and b ∈
C0(R1+d), respectively, their commutator C := [A,B] is a compact operator on L2(R1+d).
Theorem 6 (Existence of variant H-measures). Let un ⇀ 0 in L2(R1+d ;Cr ). Then, after extracting a subsequence,
there exists a Radon measure μ on R1+d × P such that for all functions φ1, φ2 ∈ C0(R1+d) and ψ ∈ C(P )
lim
n
∫
R1+d
F(φ1un)(τ, ξ)⊗F(φ2un)(τ, ξ)(ψ ◦ π)(τ, ξ ) dτ dξ = 〈μ, φ1φ2 ψ〉.
Proof. If we denote by A the Fourier multiplier associated to ψ , by the Plancherel formula the limit in the statement
of the theorem reads
lim
n
∫
R1+d
(φ1un)(τ, ξ )⊗ (Aφ2un)(τ, ξ) dτ dξ .
By Lemma 2 (Aφ2 − φ2A)un = Kun, with K being a compact operator on L2, so the limit can be written as
lim
n
∫
R1+d
(φ1φ2un)(τ, ξ)⊗ (Aun)(τ, ξ) dτ dξ . (17)
The above sequence is bounded by C‖φ1‖L∞‖φ2‖L∞‖ψ‖L∞ , with the constant C = supn ‖un‖22 1+d r .L (R ;C )
218 N. Antonic´, M. Lazar / J. Math. Anal. Appl. 343 (2008) 207–225As C0(R1+d) and C(P ) are separable, we denote their countable dense subsets with S and T , respectively. The
Cantor diagonal procedure results in a subsequence unr such that the sequence in (17) converges for each (φ1, φ2,ψ) ∈
S × S × T . To this end we index by m ∈ N all ordered triples in S × S × T . As sequence (17) is bounded in Mr×r , for
m = 1 there is a subsequence un1(n) such that the sequence∫
R1+d
(
φ11φ
1
2un1(n)
)
(τ, ξ)⊗ (A1un1(n))(τ, ξ) dτ dξ
converges. For this subsequence, there is another subsequence un2(n), for which analogous sequence as above
converges with m = 2 instead of m = 1. Continuing the procedure, in such a way we construct a subsequence
un1(1),un2(2), . . . , for which the sequence∫
R1+d
(
φm1 φ
m
2 unr (r)
)
(τ, ξ)⊗ (Amunr (r))(τ, ξ) dτ dξ
converges for any m, i.e. for any choice of functions (φ1, φ2,ψ) from dense set S ×S ×T . This subsequence we shall
denote in the same way as the original sequence, for simplicity.
In the next step we prove that the sequence in (17) converges for arbitrary (φ1, φ2,ψ) ∈ C0(R1+d) × C0(R1+d) ×
C(P ). Indeed, let (φk1 , φ
k
2 ,ψ
k) ∈ S × S × T be a sequence converging to (φ1, φ2,ψ). Then we have∫
R1+d
(
(φ1φ2un)(τ, ξ )⊗ (Aun)(τ, ξ)− (φ1φ2um)(τ, ξ)⊗ (Aum)(τ, ξ)
)
dτ dξ
=
∫
R1+d
(((
φ1φ2 − φk1φk2
)
un
)
(τ, ξ)⊗ (Aun)(τ, ξ)+
(
φk1φ
k
2un
)
(τ, ξ)⊗ ((A−Ak)un)(τ, ξ))dτ dξ
−
∫
R1+d
(((
φ1φ2 − φk1φk2
)
um
)
(τ, ξ)⊗ (Aum)(τ, ξ)+
(
φk1φ
k
2um
)
(τ, ξ)⊗ ((A−Ak)um)(τ, ξ))dτ dξ
+
∫
R1+d
((
φk1φ
k
2un
)
(τ, ξ)⊗ (Akun)(τ, ξ)− (φk1φk2um)(τ, ξ)⊗ (Akum)(τ, ξ))dτ dξ .
Denote C = supn ‖un‖2L2 ; first two integrals on the right-hand side are bounded by C(‖φ1φ2 − φk1φk2‖‖ψ‖ +
‖φk1φk2‖‖ψ − ψk‖), and thus are arbitrary small for k large enough. The remaining integral represents the differ-
ence between mth and nth term in a convergent sequence, so the sequence in (17) is a Cauchy sequence, therefore
convergent.
In such a way we have defined a mapping from C0(R1+d)× C0(R1+d)× C(P ) to Mr×r , which is linear in each of
its arguments. It is also continuous, as∥∥φ1φ2un ⊗ (Aun)∥∥L1  ‖φ1φ2‖L∞‖un‖L2‖(Aun)‖L2 C‖φ1φ2‖L∞‖ψ‖L∞ .
This mapping depends only on the product φ1φ2, and function ψ , so by (17) for any i, j ∈ 1, . . . , r a bilinear form
μij := μei · ej on C0(R1+d)× C(P ) is given:
〈μij ,φ1φ2 ψ〉 := lim
n
∫
R1+d
(φ1φ2uin)(τ, ξ )(Aujn)(τ, ξ) dτ dξ
= lim
n
∫
R1+d
F(φ1uin)(τ, ξ)F(φ2ujn)(τ, ξ)ψ(τ0, ξ0) dτ dξ ,
where uin := un · ei . By interchanging the indices i and j in the last equality, and choosing real functions φ1, φ2,ψ ,
we obtain that μij = μji for any i, j ∈ 1, . . . , r , i.e. matrix measure μ is hermitian.
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i,j
λiλjμij , φ1φ2 ψ
〉
= lim
n
∫
R1+d
∣∣∣∣∑
i
λiF(
√
φuin)
∣∣∣∣2(τ, ξ)ψ(τ0, ξ0) dτ dξ  0,
and bilinear form B = μλ · λ is positively semidefinite. Now we can apply [16, Lemma 1.10], thus the form B is
determined by a Radon measure mλ. By varying vector λ in mλ = μλ · λ, after taking into account the hermitian
character of μ, we identify all components μij . 
Measure μ in the above theorem we call (in the rest of this paper) the parabolic H-measure associated to (a sub)se-
quence (of) (un).
We can now reconsider Examples 1–3.
Example 4. Let us reconsider a sequence of problems for the heat equation given in Example 1. In order to compute
the parabolic H-measure associated to the right-hand side we need to determine the limit of
lim
n
〈
a(τ, ξ)fˆn(τ, ξ), φ̂fn(τ, ξ)
〉
,
where a(τ, ξ) is constant along parabolas τ = cξ2, c ∈ R. The above limit is equal to
lim
n
1
4
(
a(n,n)
(
φˇ(0,0)− φˇ(−n,−n))− a(−n,−n)(φˇ(n,n)− φˇ(0,0))),
and we get μf = (δ(0,1)(τ, ξ)+ δ(0,−1)(τ, ξ))λ(t, x)/4, after taking into account the parabolic projection. As the solu-
tions of the initial-value problems for the heat equation are the same as before, we have that the limit of 〈P∂xun, ∂xun〉
is equal to the limit of 〈P∂xfn, ∂xfn〉. Therefore, μ = μf as before. The difference is that the supports of H-measures
have changed and both measures are now supported on the equatorial points of P .
Example 5. Reconsidering Example 2, we repeat the procedure from Example 4, thus obtaining
μf = 14 (δ( α|α|+β2 , β√|α|+β2 )
+ δ
( −α|α|+β2 ,
−β√
|α|+β2
)
)λ(t, x).
On the other hand, as the solution un remains unchanged, the same relation between two measures holds:
μ = (2πβ
2)2
α2 + (2πβ2)2 μf .
The difference is that the H-measures in this example are not supported at the poles of the sphere in the dual space.
Example 6. For Example 3, after calculating the parabolic H-measure associated to ∇xun one gets
μ = 1
4
(δ(τ0,ξ0) + δ(τ0,−ξ0))λ(t,x)b ⊗ b,
where τ0 = −2πAb·b|2πAb·b|+1 , ξ0 = b√|2πAb·b|+1 . We see that measure μ is supported at points τ0 = −2πAξ0 · ξ0.
On the other side, the H-measure associated to ∇γn = sin(2πnb · x)b is equal to
μ0 = 1
4
(δ b
|b|
+ δ−b
|b|
)(ξ)λ(x)b ⊗ b.
Comparing the above measures, we notice that the measure μ contains the direction of propagation determined by
initial conditions, i.e. the ξ component of points in which it is supported has the same direction (of vector ±b) as
measure μ0. This is not the case with original H-measure, since it is supported just in the (South) pole, thus loosing
any information on the direction of propagation.
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forcing term and the macroscopic energy dissipation term, represented by the H-measure related to ∇un. Assuming
constant matrix A and applying the Fourier transform to (51) we get(
2πiτ + (2π)2Aξ · ξ)ûn(τ, ξ) = 2πi f̂n(τ, ξ) · ξ ,
which after multiplication by 2πiξ , for (τ, ξ) = (0,0) gives
∇̂un(τ, ξ) = − (2π)
2(ξ ⊗ ξ)f̂n(τ, ξ)
2πiτ + (2π)2Aξ · ξ .
Therefore, for φ ψ ∈ Cc((R+ × Rd)× P) we have
lim
n
〈φψ∂̂iun | ∂̂j un〉 = lim
n
〈
φψ
(2π)2ξi f̂n · ξ
2πiτ + (2π)2Aξ · ξ
∣∣∣ (2π)2ξj f̂n · ξ2πiτ + (2π)2Aξ · ξ
〉
.
As (ξ ⊗ ξ)/(2πiτ + (2π)2Aξ · ξ) is constant along branches of paraboloids τ = cξ2, c ∈ R, the above limits can
be expressed via the parabolic H-measure μf and μ associated to (a sub)sequence (of) (fn) and (∇un), respectively.
Thus the last relation implies
μ = (2π)
4(μf ξ · ξ)
(2πτ)2 + ((2π)2Aξ · ξ)2 ξ ⊗ ξ .
As the origin (τ, ξ) = (0,0) is not included in set P on which parabolic H-measures are defined, the above relation
is valid everywhere. Thus, by means of parabolic scaling, we have obtained the formula directly relating the given
data and the macroscopic energy term (i.e. the parabolic H-measure μ), which was not possible with the original
H-measures, as shown in Theorem 3 and Example 2. In such a way the explicit computation of the solution will not
be needed any more, thus making a step forward for problems where solutions cannot be found explicitly.
The above formula is in accordance with Examples 4 and 5, as the relations in these examples are just special
versions of it, obtained by inserting the coordinates of points in which μ is supported.
6. Application: Small amplitude homogenisation
As for original H-measures [16], immediate applications of parabolic H-measures are in obtaining explicit formulae
in homogenisation. They can be successfully applied [3] to already mentioned Tartar’s model (the nonstationary case!)
related to the Navier–Stokes equation [17], as well as to small amplitude homogenisation. Here we present the latter,
in a simplified periodic setting (see [6, Chapter 2, Sections 1–2] for details).
Consider a sequence of parabolic problems:⎧⎪⎨⎪⎩
∂tu
n − div(An∇un)= f,
un ∈ L2([0, T ];H10(Ω))∩ H1(〈0, T 〉;H−1(Ω)),
un(0, ·) = a
(18)
on Q = 〈0, T 〉 ×Ω , where Ω ⊆ Rd is a bounded domain.
We take a ∈ L2(Ω) and f ∈ L2([0, T ];H−1(Ω)), while (0 < α < β; cf. [8])
An ∈M(α,β;Q) :=
{
A ∈ L∞(Q): A(t,x)ξ · ξ  α|ξ |2 & A−1(t,x)ξ · ξ  1
β
|ξ |2 (a.e. (t,x) ∈ Q)}.
Then (18) has a unique solution un, which is also in C([0, T ];L2(Ω)) [7, Chapter XVIII, Section 3].
If we take An(t,x) = A(nkt, nx), for some k ∈ R+, where A is periodic in both variables, we have that
An
H−⇀A∞ ∈M(α,β;Q), which is constant ([6], [8, p. 345]). The above H-convergence means that for any choice
of a ∈ L2(Ω) and f ∈ L2([0, T ];H−1(Ω)), the sequence of solutions to (18) satisfies:
un ⇀ u∞ in L2
([0, T ];H10(Ω)),
An∇un ⇀ A∞∇u∞ in L2(Q),
where u∞ is the solution of (18) with ∞ instead of n.
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Anγ (t,x) = A0 + γBn(t,x)+ γ 2Cn(t,x)+ o
(
γ 2
)
,
where Bn(t,x) = B(nkt, nx), with B periodic and having the mean value zero (thus Bn ∗⇀0 in L∞(Q)), and the same
for Cn. Then
Anγ
H−⇀A∞γ = A0 + γB0 + γ 2C0 + o
(
γ 2
)
,
where the limit is constant in t,x. We claim that B0 = 0, while C0 can be expressed from the parabolic H-measure μ
determined by Bn ⇀ 0.
Take u ∈ L2([0, T ];H10(Ω)) ∩ H1(〈0, T 〉;H−1(Ω)), and define fγ := ∂tu − div(A∞γ ∇u), a := u(0, ·) ∈ L2(Ω).
Next, solve (18) with Anγ , fγ and a, and the solution denote by unγ .
Because of H-convergence, we have that Enγ := ∇unγ ⇀ ∇u (in L2(Q)), and that Dnγ := Anγ Enγ ⇀ A∞γ ∇u (in
L2(Q)). After writing the expansions in powers of γ :
Enγ = En0 + γEn1 + γ 2En2 + o
(
γ 2
)
, Dnγ = Dn0 + γDn1 + γ 2Dn2 + o
(
γ 2
)
,
and similarly for fγ , unγ , we equate the terms with equal powers of γ . In this way we get En0 = ∇u, Dn0 = A0∇u
(with γ 0); and Dn1 = A0En1 + Bn∇u ⇀ 0 (with γ 1). On the other hand, Dn1 converges to B0∇u (the term in expansion
of A∞γ ∇u with power of γ equal 1), which, by varying u, gives that B0 = 0. For the quadratic term we have:
Dn2 = A0En2 + BnEn1 + Cn∇u ⇀ lim BnEn1 = C0∇u,
and this is the limit we shall express using only the parabolic H-measure μ.
First, observe that un1 satisfies Eq. (18) with A0, div(Bn∇u) and 0. By applying the Fourier transform to the equation
(as if it were valid in the whole space; the precise argument would include multiplication by a cut-off function), and
multiplying by 2πiξ , for (τ, ξ) = (0,0) we get
∇̂un1(τ, ξ) = −
(2π)2(ξ ⊗ ξ)̂(Bn∇u)(τ, ξ)
2πiτ + (2π)2A0ξ · ξ .
As (ξ ⊗ ξ)/(2πiτ + (2π)2A0ξ · ξ) is constant along branches of paraboloids τ = cξ2, c ∈ R, for a test function
φ ∈ C∞c (Q) we have
lim
n
〈
φBn
∣∣∇un1 〉= − limn
〈
φ̂Bn
∣∣∣ (2π)2(ξ ⊗ ξ)̂(Bn∇u)2πiτ + (2π)2A0ξ · ξ
〉
= −
〈
μ, φ
(2π)2ξ ⊗ ξ ⊗ ∇u
−2πiτ + (2π)2A0ξ · ξ
〉
,
where μ is the parabolic H-measure associated to (Bn), a measure with four indices (the first of them not being
contracted above). By varying function u ∈ C1(Q) (e.g. choosing ∇u constant on 〈0, T 〉 ×ω, where ωΩ) we get∫
ω
C
ij
0 (t,x)φ(t,x) dt dx = −
〈
μij , φ
(2π)2ξ ⊗ ξ
−2πiτ + (2π)2A0ξ · ξ
〉
,
where μij denotes the matrix measure with components (μij )kl = μiklj . Thus we have shown A∞γ = A0 +
γ 2C0 + o(γ 2), where C0 is expressed via parabolic H-measure μ associated to (Bn).
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Appendix A. Proof of Lemma 1
Let T = (τ, ξ) and T0 = (τ0, ξ0) lie on the paraboloid (surface) τ = aξ2, and points S = (σ,η) and S0 = (σ0,η0)
on τ = bξ2, for some a, b ∈ R. Without loosing generality, we can suppose that |a|  |b|, which directly implies
|ξ0| |η0|.
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The case of vectors ξ and η lying in different directions can be reduced by means of the rotational symmetry to the
case ξ = λη, λ ∈ R+0 . Therefore we limit the arguments (and notation) to the planar case.
We split the proof into two parts.
I. (sign τ = − signσ )
Using symmetry with respect to coordinate axes, we can assume that all points lay in the first quadrant (depicted in
Fig. 3).
By T ′ we denote the intersection of curves τ = aξ2 and τ + ξ2 = ρ2(S), while by S′ the intersection of τ = bξ2
and τ + ξ2 = ρ2(T ) (in the first quadrant only!), with the coordinates
T ′ = (s2τ0, sξ0), S′ = (r2σ0, rη0), while T = (r2τ0, rξ0), S = (s2σ0, sη0)
(we use abbreviations r = ρ(T ) and s = ρ(S)). As T and S are outside P , values r and s are greater or equal to 1. In
the proof we shall successively consider the cases r = s, r < s and r > s.
As the sum of diagonals in convex quadrilateral T S′ST ′ is greater than the sum of opposite sides, we have
(r + s)|T0S0|ξ = |T S′|ξ + |ST ′|ξ  |T S|ξ + |T ′S′|ξ ,(
r2 + s2)|T0S0|τ = |T S′|τ + |ST ′|τ  |T S|τ + |T ′S′|τ , (19)
where |T S|ξ denotes the length of ξ projection of segment ST , and analogously for τ projection.
For r = s, we have T ′ = T and S′ = S, and by the above expressions the lemma is proved.
Let us now suppose that r < s. In this case it can easily be checked that |T ′S′|ξ  |T S|ξ , which by the mean
of expression (19)1 implies |T0S0|ξ  2|T S|r+s . An analogous estimate for the τ component cannot be obtained, since
|T S|τ can vanish for |T0S0|τ = 0. However, the points T0 and S0 lie on the surface τ + ξ2 = 1, i.e. on the graph of
smooth curve τ = f (ξ) = 1− ξ2. Using the Lagrange mean value theorem we have τ0 −σ0 = f ′(c)(ξ0 −η0) for some
c ∈ [0,1]. Therefore we obtain an estimate for τ -component |T0S0|τ  |f ′(c)||T0S0|ξ  2|T0S0|ξ , implying
(r + s)2|T0S0|2 = (r + s)2
(|T0S0|2τ + |T0S0|2ξ ) (r + s)2(4 + 1)|T0S0|2ξ  5 · 4|T S|2.
This proves the lemma for the case considered.
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prove the inequality for the ξ component. Unfortunately, the Lagrange mean value theorem cannot be used, as 1|f ′(c)|
is unbounded for c around 0.
However, as the τ component grows quadratically along parabolas, while ξ linearly, we could expect the first to
dominate, i.e. that estimate |T ′S′|τ  |T S|τ implies
|T ′S′| |T S|. (20)
The last inequality is equivalent to (r2 − s2)η20 + (r4 − s4)σ 20  (r2 − s2)ξ20 + (r4 − s4)τ 20 . As T0 and S0 lie
on the surface |τ | + ξ2 = 1, and by the assumption r is greater than s, the last expression can be written as
η20 + (r2 + s2)(1 − η20)2  ξ20 + (r2 + s2)(1 − ξ20 )2. Therefore the inequality (20) is equivalent to the decay of the
function
g
(
ξ2
)= ξ2 + (r2 + s2)(1 − ξ2)2 = (r2 + s2)ξ4 − (2(r2 + s2)− 1)ξ2 + (r2 + s2).
As the graph of g is a parabola with vertex in 1 − 12(r2+s2) , the function is decreasing on the interval [0,1 − 12(r2+s2) ].
Furthermore, for ξ2  1 − 1
(r2+s2) , we have g(ξ
2) g(η2) for every η ∈ [ξ,1]. As for r, s  1 the quantity 1 − 1
(r2+s2)
is greater than 12 , for ξ
2
0 
1
2 we have
(r + s)|T0S0| |T S| + |T ′S′| 2|T S|,
which proves the lemma in this case.
For values of ξ0 greater than 1√2 , we can again use the Lagrange mean value theorem (as we do not consider the
critical part ξ0 ≈ 0). Therefore for a c ∈ [ 1√2 ,1]
|T0S0|ξ = 1|f ′(c)| |T0S0|τ =
1
2c
|T0S0|τ  1√
2
|T0S0|τ ,
implying
(r + s)2|T0S0|2 = (r + s)2
(|T0S0|2τ + |T0S0|2ξ ) 32(r2 + s2)2|T0S0|2τ  6|T S|2.
Thus we have proved the first part of the lemma with C = CI = 2
√
5.
II. (sign τ = − signσ )
By using symmetry with respect to the ξ axis, we can suppose that τ > 0 and σ < 0.
Let us further suppose that r < s. We denote by S′ and S′0 the points obtained by reflection of S and S0 with respect
to the ξ axis (see Fig. 4).
According to the first part of the proof we have that |T0S′0| CI |T S
′|
r+s CI
|T S|
r+s . On the other side, for r, s  1∣∣S′0S0∣∣= |S′S|s2  2 |T S|s2  4 |T S|r2 + s2  4 |T S|r + s .
The triangle inequality |T0S0| |T0S′0| + |S′0S0| now finishes the proof with C = CI + 4.
The case r > s is considered analogously, by reflection of points T and T0 with respect to the ξ axis.
Appendix B. Proof of First Commutation Lemma
By the Stone–Weierstrass theorem function a ∈ C(P ) can be uniformly approximated over compact P by a se-
quence an ∈ W1,∞(P ). Furthermore, b can be uniformly approximated (in C0(R1+d)) by a sequence bn ∈ S(R1+d),
such that its Fourier transforms have compact supports. Indeed, we can first choose a sequence fn ∈ S(R1+d) such
that fn → b in C0(R1+d). For each of the functions fn we can find a sequence gmn ∈ C∞c (R1+d) such that gmn → fˆn in
L1(R1+d). Thus (gmn )∨ → fn → b in L∞(R1+d). By the Cantor diagonal procedure we can finally choose a sequence
bn = (gm(n)n )∨ such that bn → b in C0(R1+d).
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The operators An,Bn corresponding to functions an, bn converge in norm to operators A and B , as well as the
operators Kn := AnBn −BnAn converge to K . Indeed, we have
‖Kn −K‖ ‖AnBn −AB‖ + ‖BnAn −BA‖
 ‖AnBn −ABn‖ + ‖ABn −AB‖ + ‖BnAn −BnA‖ + ‖BnA−BA‖
 2
(‖An −A‖‖Bn‖ + ‖A‖‖Bn −B‖)→ 0.
It remains to be shown that operators Kn are compact, which gives that K is also compact (as a limit of compact
operators).
We first compute (recall that (τ0, ξ0) = π(τ, ξ))
F(Knu)(τ, ξ) = an(τ0, ξ0)F(bnu)(τ, ξ)−F
(
bn(Anu)
)
(τ, ξ)
= an(τ0, ξ0)(bˆn ∗ uˆ)(τ, ξ )−
(
bˆn ∗ (Ânu)
)
(τ, ξ)
=
∫
R1+d
kn(τ, ξ , σ,η)uˆ(σ,η) dσ dη,
where kn(τ, ξ , σ,η) = bˆn(τ − σ, ξ − η)(an(τ0, ξ0)− an(σ0,η0)). As an are Lipschitz, by Lemma 1∣∣an(τ0, ξ0)− an(σ0,η0)∣∣ C1n∣∣(τ0, ξ0)− (σ0,η0)∣∣ C2n |(τ, ξ )− (σ,η)|ρ(τ, ξ)+ ρ(σ,η) ,
for (τ, ξ) and (σ,η) with the property that ρ(τ, ξ), ρ(σ,η) > 1, where C1n,C2n are positive constants. Thus for all
points (τ, ξ), (σ,η) satisfying (τ − σ, ξ − η) ∈ suppbn, and max{ρ(τ, ξ), ρ(σ,η)} > m, we have the inequality∣∣an(τ0, ξ0)− an(σ0,η0)∣∣< Cn
m
. (21)
Therefore we can write
kn(τ, ξ , σ,η) = bˆn(τ − σ, ξ − η)Xmn (τ, ξ , σ,η)+ bˆn(τ − σ, ξ − η)Ymn (τ, ξ , σ,η),
where for each m ∈ N, Xmn = (an(τ0, ξ0)− an(σ0,η0))χSmn , with χSmn being the characteristic function of
Smn :=
{
(τ, ξ , σ,η) ∈ R2(1+d): (τ − σ, ξ − η) ∈ supp bˆn, max
{
ρ(τ, ξ), ρ(σ,η)
}
m
}
.
The sets Smn are compact, as {(τ, ξ) ∈ R1+d : ρ(τ, ξ)  m} is compact. By Ymn we denote the function on R2(1+d)
defined with Ymn = (an(τ0, ξ0)− an(σ0,η0))(1 − χSm).n
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a kernel of a Hilbert–Schmidt operator on L2(R(1+d)), which is compact [5, Section 3.5].
On the other hand, based on the Young inequality and (21), we have∥∥∥∥∫ bˆn(τ − σ, ξ − η)Ymn (τ, ξ , σ,η)uˆ(σ,η) dσ dη∥∥∥∥2
L2(R1+d )

(
Cn
m
)2∥∥(|bˆn| ∗ |uˆ|)(τ, ξ)∥∥2L2(R1+d )

(
Cn
m
)2
‖bˆn‖2L1(R1+d )‖uˆ‖2L2(R1+d )

(
C˜n
m
)2
‖u‖2L2(R1+d ),
thus Kn is a limit (in the norm) of a sequence of compact operators, therefore compact itself.
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