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DIFFERENTIAL OPERATORS AND COHOMOLOGY GROUPS
ON THE BASIC AFFINE SPACE
T. LEVASSEUR AND J. T. STAFFORD
This paper is dedicated to Tony Joseph on the occasion of his 60th birthday.
Abstract. We study the ring of differential operators D(X) on the basic
affine space X = G/U of a complex semisimple group G with maximal unipo-
tent subgroup U . One of the main results shows that the cohomology group
H∗(X,OX) decomposes as a finite direct sum of non-isomorphic simple D(X)-
modules, each of which is isomorphic to a twist of O(X) by an automorphism
of D(X).
We also use D(X) to study the properties of D(Z) for highest weight va-
rieties Z. For example, we prove that Z is D-simple in the sense that O(Z)
is a simple D(Z)-module and produce an irreducible G-module of differential
operators on Z of degree −1 and specified order.
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2 T. LEVASSEUR AND J. T. STAFFORD
1. Introduction
Fix a complex semisimple, connected and simply connected Lie group G with
maximal unipotent subgroup U and Lie algebra g. Then the basic affine space is
the quasi-affine variety X = G/U . The ring of global differential operators D(X)
has a long history, going back to the work [GK] of Gelfand and Kirillov in the late
60’s who used this space to formulate and partially solve their conjecture that the
quotient division ring of the enveloping algebra U(g) should be isomorphic to a
Weyl skew field.
The variety X is only quasi-affine and, when g is not isomorphic to a direct
sum of copies of sl(2), the affine closure X of X is singular. In general, rings of
differential operators on a singular variety Z can be quite unpleasant; for example,
and in contrast to the case of a smooth affine variety, D(Z) need not be noetherian,
finitely generated or simple and (conjecturally) it will not be generated by the
derivations DerC(Z). Moreover, the canonical module O(Z) need not be a simple
D(Z)-module. Recently, Bezrukavnikov, Braverman and Positselskii [BBP] proved
a remarkable result on the structure of D(X) which shows that it actually has
very pleasant properties. Specifically, they proved that there exist automorphisms
{Fw}w, indexed by the Weyl groupW of G, such that for any nonzeroD(X)-module
M there exists w ∈ W such that DX ⊗D(X) M
w 6= 0, where Mw = MFw is the
twist of M by Fw. (The Fw should be thought of as analogues of partial Fourier
transforms.) Since X is smooth this implies that, for any finite open affine cover
{Xi}i of X, the ring
⊕
i,w D(Xi)
w is a noetherian, faithfully flat overring of D(X).
As is shown in [BBP], it follows easily that D(X) is a noetherian domain of finite
injective dimension.
The aim of this paper is to extend and apply the results of [BBP]. Our first
result, which combines Proposition 3.1, Theorem 3.3 and Theorem 3.8, further
elucidates the structure of D(X).
Proposition 1.1. Let X = G/U denote the basic affine space of G. Then:
(1) D(X) is a simple ring satisfying the Auslander-Gorenstein and Cohen-Mac-
aulay conditions (see Section 3 for the definitions);
(2) D(X) is (finitely) generated, as a C-algebra, by {O(X)w : w ∈W} ∪ ĥ.
Note that D(X) is quite a subtle ring; for example, if G = SL(3,C) then D(X) ∼=
U(so(8))/J , where J is the Joseph ideal as defined in [Jo1] (see Example 2.8).
The variety X = G/U has a natural left action of G and a right action of the
maximal torus H for which B = HU is a Borel subgroup. Differentiating these
actions gives embeddings of g = Lie(G), respectively ĥ = Lie(H) into DerC(X).
It follows easily from the simplicity of D(X) that O(X) = H0(X,OX) is a simple
D(X)-module. One of the main results of this paper extends this to describe the
D(X)-module structure of the full cohomology group H∗(X,OX):
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Theorem 1.2. [Theorem 4.11] Let X = G/U and set M = D(X)/D(X)g.
(1) M∼= H∗(X,OX).
(2) For each i, Hi(X,OX) ∼=
⊕{
O(X)w : w ∈W : ℓ(w) = i
}
.
(3) For w 6= v ∈ W , the D(X)-modules O(X)w and O(X)v are simple and
nonisomorphic.
A result analogous to Theorem 1.2, but in the l-adic setting, has been proved in
[Po, Lemma 12.0.1]. It is not clear to us what is the relationship between the two
results.
A key point in the proof of Theorem 1.2 is that, by the Borel-Weil-Bott theorem,
one has an explicit description of the G-module structure of the H∗(X,OX) and one
then proves Theorem 1.2 by comparing that structure with the G-module structure
of the O(X)w . Theorem 1.2 is rather satisfying since it relates the left ideal of
D(X) generated by the derivations coming from g to the only “obvious” simple
D(X)-modules O(X)w . In contrast, if one considers the left ideal generated by all
the “obvious” derivations, D(X)g+D(X)ĥ, then one obtains:
Proposition 1.3. [Theorem 4.6] As left D(X)-modules,
D(X)
D(X)g+D(X)ĥ
=
D(X)
D(X)DerC(X)
∼= O(X).
This proposition is somewhat surprising since, at least when g is not a direct sum
of copies of sl(2), one can show that D(X) is not generated by O(X) and DerC(X)
as a C-algebra (see Corollary 5.11). Of course, the analogue of Proposition 1.3 for
smooth varieties is standard.
A natural class of varieties associated to G are S-varieties : closures Y of a G-
orbit Y = YΓ = G.vΓ where vΓ is a sum of highest weight vectors in some finite
dimensional G-module. In such a case there exists a natural surjection X ։ Y =
G/SΓ, for the isotropy group SΓ of vΓ. This induces, by restriction of operators, a
map ψΓ : D(X)SΓ → D(Y) and allows us to use our structure results on D(X) give
information on D(Y). For this to be effective we need the mild assumption that
Y is normal and codim
Y
(Y r Y) ≥ 2 or, equivalently, that O(Y) = O(Y) (see
Theorem 5.3 for further equivalent conditions).
Corollary 1.4. [Proposition 5.7] Let Y be an S-variety such that O(Y) = O(Y).
Then O(Y) is a simple D(Y)-module.
When Y = YΓ is singular, this result says that there exists operators D ∈
D(Y) that cannot be constructed from derivations; these are “exotic” operators in
the terminology of [AB]). As the name suggests, exotic operators can be hard to
construct—see [AB] or [BK2], for example—but in our context their construction is
easy; they arise as ψΓFw0(O(YΓ∗)). In the special case of a highest weight variety
(this is just an S-variety Yγ = YΓ for Γ = Nγ) we can be more precise about these
operators.
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Corollary 1.5. [Corollary 6.8] Suppose that Y = Yγ is a highest weight variety.
Then there exists an irreducible G-module E ∼= V (γ) of differential operators on Y
of degree −1 and order 〈γ, 2ρ∨〉.
Corollary 1.4 also proves the Nakai conjecture for S-varieties satisfying the hy-
potheses of that result and this covers most of the known cases of normal, singular
varieties for which the conjecture is known. See Section 5 for the details.
A fundamental question in the theory of differential operators on invariant rings
asks the following. Suppose that Q is a (reductive) Lie group acting on a finite
dimensional vector space V such that the fixed ring O(V )Q is singular. Then,
is the natural map D(V )Q → D(O(V )Q) surjective? A positive answer to this
question is known in a number of cases and this has had significant applications
to representation theory; see, for example, [Jo2, LS1, LS2, Sc] and Remark 6.10.
It is therefore natural to ask when the analogous map ψΓ : D(X)
SΓ → D(YΓ) is
surjective. Although we do not have a general answer to this question, we suspect
that ψΓ will usually not be surjective. As evidence for this we prove that this is
the case for one of the fundamental examples of an S-variety: the closure of the
minimal orbit in a simple Lie algebra g.
Proposition 1.6. [Theorem 6.9] If Yγ is the minimal (nonzero) nilpotent orbit of
a simple classical Lie algebra g, then ψγ is surjective if and only if g = sl(2) or
g = sl(3).
Acknowledgement. We would like to thank the referee for some helpful com-
ments.
2. Preliminaries
In this section we describe the basic results and notation we need from the
literature, notably the relevant results from [BBP]. The reader is also referred to
[GK, HV, Sh1, Sh2] for the interrelationship between differential operators on the
base affine space and the corresponding enveloping algebra.
We begin with some necessary notation. The base field will always be the field C
of complex numbers. Let G be a connected simply-connected semisimple algebraic
group of rank ℓ, B a Borel subgroup, H ⊂ B a maximal torus, U ⊂ B a maximal
unipotent subgroup of G. The Lie algebra of an algebraic group is denoted by the
corresponding gothic character; thus g = Lie(G), h = Lie(H) and u = Lie(U).
We will use standard Lie theoretic notation, as for example given in [Bo]. In
particular, let ∆ denote the root system of (g, h) and fix a set of positive roots
∆+ such that u =
⊕
α∈∆+
uα. Denote by W the Weyl group of ∆. Let Λ be
the weight lattice of ∆ which we identify with the character group of H . The set
of dominant weights is denoted by Λ+. Fix a basis Σ = {α1, . . . , αℓ} of ∆+ and
write {̟1, . . . , ̟ℓ} for the fundamental weights; thus 〈̟i, α
∨
j 〉 = δij . Denote by ρ,
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respectively ρ∨, the half sum of the positive roots, respectively coroots. Let w0 be
the longest element of W and set λ∗ = −w0(λ) for all λ ∈ Λ. Then w0(ρ) = −ρ,
w0(ρ
∨) = −ρ∨ and, by [Bo, Chapter 6, 1.10, Corollaire],
〈λ∗, ρ∨〉 = 〈λ, ρ∨〉 =
ℓ∑
i=1
mi if λ =
ℓ∑
i=1
miαi.
For each ω ∈ Λ+ let V (ω) be the irreducible G-module of highest weight ω and
V (ω)µ be the subspace of elements of weight µ ∈ Λ; we will denote by vω a highest
weight vector of V (ω). Recall that the G-module V (ω)∗ identifies naturally with
V (ω∗). If E is a locally finite (G × H)-module, we denote by E[λ] the isotypic
G-component of type λ ∈ Λ+ and by Eµ the µ-weight space for the action of
H ≡ {1} ×H . Hence,
E =
⊕{
E[λ]µ : µ ∈ Λ, λ ∈ Λ+
}
.
Let Y be an algebraic variety. We denote by OY the structural sheaf of Y and
by O(Y) its algebra of regular functions. The sheaf of differential operators on Y
is denoted by DY with global sections D(Y) = H
0(Y,DY). The O(Y)-module of
elements of order ≤ k in D(Y) is denoted by Dk(Y), and the order of D ∈ D(Y)
will be written ordD. Now suppose that Y is an irreducible quasi-affine algebraic
variety, embedded as an open subvariety of an affine variety Y. We will frequently
use the fact that, if Y is normal with codim
Y
(Y rY) ≥ 2, then O(Y) = O(Y)
and so D(Y) = D(Y).
Let Q be an affine algebraic group. We say that an algebraic variety Y is a Q-
variety if it is equipped with a rational action of Q. For such a variety, O(Y),Dk(Y)
and D(Y) are locally finite Q-modules, with the action of a ∈ Q on ϕ ∈ O(Y) and
D ∈ D(Y) being defined by a.ϕ(y) = ϕ(a−1.y) for y ∈ Y, respectively (a.D)(ϕ) =
a.D(a−1.ϕ). If Y is also an affine variety such that O(Y)Q is an affine algebra,
we define the categorical quotient Y//Q by O(Y//Q) = O(Y)Q. We then have a
restriction morphism
ψ : D(Y)Q −→ D(Y//Q), ψ(D)(f) = D(f) for f ∈ O(Y)Q.
Notice that ψ(Dk(Y)Q) ⊆ Dk(Y//Q) for all k. In many cases O(Y) will be a Z-
graded algebra, O(Y) =
⊕
n∈ZO
n, in which case D(Y) has an induced Z-graded
structure, with the nth graded piece being
(2.1) D(Y)n = {θ ∈ D(Y) : θ(Or) ⊆ Or+n for all r ∈ Z}.
In this situation, D(Y)n will be called operators of degree n.
Assume now that V is a (G × H)-module and that Y is a (G ×H)-subvariety
of V . Then
O(Y) =
⊕
µ∈Λ
λ∈Λ+
O(Y)[λ]µ ⊂ D(Y) =
⊕
µ∈Λ
λ∈Λ+
D(Y)[λ]µ.
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It follows easily from the definitions that
(2.2) D(Y)µ =
{
d ∈ D(Y) : d(O(Y)λ) ⊆ O(Y)λ+µ for all λ ∈ Λ
}
.
One clearly has a surjection S(V ∗)[λ]µ ։ O(Y)[λ]µ. Furthermore, if V = V −γ
∗
for
some 0 6= γ∗ ∈ Λ, we will identify Sm(V ∗) with S(V ∗)mγ
∗
and obtain the surjective
G-morphism Sm(V ∗)[λ] ։ O(Y)[λ]mγ
∗
. In this case, O(Y) =
⊕
m∈NO(Y)
mγ∗
and D(Y) =
⊕
m∈ZD(Y)
mγ∗ are Z-graded and (2.2) can be interpreted as saying
that D(Y)mγ
∗
is the set of differential operators of degree m on Y.
The previous results apply in particular to the basic affine space X = G/U . We
need to collect here a few facts about the (G × H)-variety X and its canonical
affine closure X. For these assertions, see, for example, [GK, Gr, VP]. Set V =
V (̟1)
⊕
· · ·
⊕
V (̟ℓ) and recall that there is an isomorphism
X ∼−−→G.(v̟1 ⊕ · · · ⊕ v̟ℓ) ⊂ V, g¯ 7→ g.(v̟1 ⊕ · · · ⊕ v̟ℓ),
where g¯ denotes the class of g ∈ G modulo U . We identify X with this G-orbit and
write
O = O(X) and D = D(X).
Then the Zariski closure X of X in V is a normal irreducible affine variety that
satisfies codim
X
(XrX) ≥ 2; thus O = O(X), etc.
Identify w0 with an automorphism of H ; thus λ
∗(h) = λ(w0(h
−1)) for all λ ∈ Λ
and h ∈ H . Define the twisted (right) action of H on X by rh.g¯ = gw0(h). Endow
the G-module V with the action of H ≡ {1} ×H defined by
rh.(u1 ⊕ · · · ⊕ uℓ) = ̟
∗
1(h
−1)u1 ⊕ · · · ⊕̟
∗
ℓ (h
−1)uℓ.
Then the embedding X →֒ V is a morphism of (G×H)-varieties. The induced (left)
action ofH on O is then given by (rh.f)(g¯) = f(rh−1 .g¯) for all f ∈ O, h ∈ H, g¯ ∈ X.
It follows that O[ν∗] = Oν
∗
, Oµ = 0 if µ /∈ Λ+, and we can decompose the (G×H)-
module O as:
(2.3) O =
⊕
λ∈Λ+
Oλ, Oλ = O[λ] ∼= V (λ).
The final isomorphism in (2.3) comes from the fact that the G-action on O is
multiplicity free [VP, Theorem 2]. Notice that the algebra O is (finitely) generated
by the G-modules O̟j , 1 ≤ j ≤ ℓ. Also, (2.2) implies that Dµ(Oλ) = 0 when λ+µ
is not dominant.
Notation 2.4. The differentials of the actions of G and H (via h 7→ rh) on X yield
morphisms of algebras ı : U(g)→ D and  : U(h)→ D. By [GK, Corollary 8.1 and
Lemma 9.1], ı and  are injective; from now on we will identify U(g) with ı(U(g))
but write ĥ = (h) and U(ĥ) = (U(h)), to distinguish these objects from their
images under ı.
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Let 0 6= M be a left D-module and τ ∈ Aut(D), the C-algebra automorphism
group of D. Then the twist of M by τ is the D-module M τ defined as follows:
M τ = M as an abelian group but a · x = τ(a)x for all a ∈ D, x ∈ M . Recall also
that the localization of M on X is
L(M) = DX ⊗D M ∼= OX ⊗O M.
Thus L(M) is a quasi-coherent left DX-module. Clearly L(M) = 0 when M is
supported on XrX but, remarkably, one can obtain a nonzero localization by first
twisting the module M :
Theorem 2.5. [BBP, Proposition 3.1 and Theorem 3.4] Let D = D(X). Then:
(1) There exists an injection of groups F :W →֒ Aut(D) written w 7→ Fw.
(2) For each D-module M 6= 0 there exists w ∈ W such that L(MFw) 6= 0. 
This theorem is also valid for right modules. The morphisms Fw can be regarded
as variants of partial Fourier transforms, and more details on their structure and
properties can be found in [BBP].
It will be convenient to reformulate Theorem 2.5, for which we need some nota-
tion. Since X is an open subset of the non singular locus of X, we can fix an open
(and smooth) affine cover of X:
(2.6) X =
k⋃
j=1
Xj , where Xj = {x ∈ X : fj(x) 6= 0},
for the appropriate fi ∈ O(X). Notice that D(Xj) = D[f
−1
j ] for each j and so
D(Xj) is a flat D-module. If M is D-module and w ∈W , let Mw denote the twist
of M by Fw.
For each pair (w, j) with w ∈W and 1 ≤ j ≤ k, we have an injective morphism
of algebras φwj : D →֒ D(Xj) given by φwj(d) = F−1w (d). We write D(Xj)w for the
algebra D(Xj) regarded as an overring of D under this embedding. The significance
of this construction is that, for any left D-module M , the map d ⊗ v 7→ d ⊗ v
induces an isomorphism D(Xj) ⊗D Mw ∼= D(Xj)w ⊗D M of left D(Xj)-modules.
Theorem 2.5 can now be rewritten as follows.
Corollary 2.7. Let 0 6=M be a left D-module. Then:
(1) There exists a pair (w, j) such that D(Xj)w ⊗D M 6= 0.
(2) Set Rw =
⊕k
j=1D(Xj)w and R =
⊕
w∈W Rw. Then R is a faithfully flat
(left or right) overring of D.
Proof. Part (1) is just a reformulation of Theorem 2.5. This in turn implies that R
is a faithful right D-module. It is flat since D(Xj)w is isomorphic, as a D-module,
to the localization of D at the powers of Fw(fj). Since Theorem 2.5 also holds for
right modules, the same argument shows that R is a faithful flat left D-module. 
8 T. LEVASSEUR AND J. T. STAFFORD
When g = sl(2) it is easy to check that X = C2, and so there is no subtlety to
the structure of either X or D. However, when g 6= sl(2)m, X will be singular and
D will be rather subtle. The simplest example is:
Example 2.8. Assume that g = sl(3) and set X = SL(3)/U . Then X is the
quadric
∑3
i=1 uiyi = 0 inside C
6. Moreover, D = D(X) ∼= U(so(8))/J , where J is
the Joseph ideal.
An explicit set of generators of D is given in [LS3, (2.2)]. The algebra Fw0(O)
is generated by the operators {Φj,Θj} of order 2 from [LS3, (2.2)].
Proof. The proof of the first assertion is an elementary and classical computation,
which is left to the reader. The second assertion then follows from [LSS, Re-
mark 3.2(v) and Corollary A]. The claim in the second paragraph will not be used
in this paper and so is left to the interested reader (the next proposition may prove
useful). A second way of interpreting this example is given in Remark 6.10. 
In the main body of the paper we will need some more technical results from
[BBP] about the automorphisms Fw and for the reader’s convenience we record
them in the following proposition. This summarizes Lemma 3.3, Corollary 3.10,
Proposition 3.11 and the proof of Lemma 3.12 of that paper.
Proposition 2.9. Let η ∈ Λ+, µ ∈ Λ and w ∈W . Then:
(1) Fw is G-linear and Fw(Dµ) = Dw(µ). Thus Fw(Oη) ∼= V (η) as G-modules.
(2) Fw(h) = w(h) + 〈w(h) − h, ρ〉 for all h ∈ ĥ.
(3) ordFw(d) = ordd + 〈µ− w(µ), ρ∨〉 for all 0 6= d ∈ Dµ. In particular, if
0 6= f ∈ Oη, then ordFw0(f) = 〈η, 2ρ
∨〉.
(4) Let {fi}1≤i≤n ⊂ Oη and {gi}1≤i≤n ⊂ Oη
∗ ∼= (Oη)∗ be dual bases such that
(up to a constant)
∑
i fi⊗gi is the unique G-invariant element in O
η⊗Oη
∗
.
Then the (G×H)-invariant operator Pη =
∑n
i=1 fiFw0(gi) ∈ U(ĥ) is given
by
(2.10) Pη = cη
∏
α∨∈∆∨
+
〈η,α∨〉∏
i=1
(α∨ + 〈α∨, ρ〉 − i),
for some cη ∈ Cr {0}. Moreover, ordPη = 〈η, 2ρ∨〉.
(5) U(ĥ) =
∑
w∈W U(ĥ)Fw(Pη). 
3. The structure of D(G/U).
In [BBP], the authors use Theorem 2.5 to prove that D is a noetherian ring of
finite injective dimension. In this section we investigate other consequences of that
result to the structure of D. The notation from the last section will be retained;
in particular, G is a connected, simply connected reductive algebraic group over C,
with basic affine space X = G/U and D = D(X).
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We begin with an easy application of the faithful flatness of the ring R =⊕
w,j D(Xj)w defined in Corollary 2.7.
Proposition 3.1. The ring D is simple and O is a simple left D-module.
Proof. Let J be a non zero ideal of D. As in the proof of Corollary 2.7, D(Xj)
is a noetherian localization of D and so, by [MR, Proposition 2.1.16(vi)], each
D(Xj)w ⊗D J ∼= D(Xj)⊗D Jw is an ideal of D(Xj) and it is nonzero since D is a
domain. But Xj is a smooth affine variety and so D(Xj) is a simple ring. Thus
D(Xj)w⊗DJ = D(Xj)w for all w ∈W and 1 ≤ j ≤ k. This means that the module
M = D/J satisfies R⊗DM = 0, hence M = 0 by Corollary 2.7(2). In other words,
J = D.
If O is not a simple D-module, pick a proper factor module O/K and note thatK
is then an ideal of O. But now the annihilator annD(O/K) of O/K as a D-module
is an ideal of D that contains K. This contradicts the simplicity of D. 
We now turn to the homological properties of D. Two conditions that have
proved very useful in applying homological techniques (see for example [Bj] or
[LS1]) are the Auslander and Cohen-Macaulay conditions. These are defined as
follows. A noetherian algebra A of finite injective dimension is called Auslander-
Gorenstein if, for any finitely generated (left) A-moduleM and any right submodule
N ⊆ ExtiA(M,A), one has Ext
j
A(N,A) = 0, for j < i. The grade of M is jA(M) =
inf{j : ExtjA(M,A) 6= 0} (with the convention that jA(0) = +∞). The Gelfand-
Kirillov dimension of M will be denoted GKdimAM . We say that the algebra A
is Cohen-Macaulay if
GKdimAM + jA(M) = GKdimA for all M 6= 0.
If Z is a smooth affine variety, then D(Z) is Auslander-Gorenstein and Cohen-
Macaulay with GKdimD(Z) = 2 dimZ (see [Bj, Chapter 2, Section 7]). This
applies, of course, when Z = Xj for 1 ≤ j ≤ k and so R =
⊕
w,j D(Xj)w also
satisfies these properties. As we show in Theorem 3.3, these properties descend to
D = D(X).
If M is a (finitely generated) D-module, write
Mwj = D(Xj)⊗D M
w, for 1 ≤ j ≤ k and w ∈W.
Lemma 3.2. If M is a finitely generated left D-module then
GKdimDM = max{GKdimD(Xj)M
w
j : 1 ≤ j ≤ k, w ∈W}.
Proof. By definition, R⊗D M =
⊕k
j=1
⊕
w∈W M
w
j and so
GKdimRR⊗D M = max{GKdimD(Xj)M
w
j : 1 ≤ j ≤ k, w ∈W}.
By faithfully flatness (Corollary 2.7), the natural map M → R ⊗D M is injective
and it follows that GKdimDM ≤ GKdimRR ⊗D M . Conversely, since M
w
j is the
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localization ofMw at the Ore subset {f sj : s ∈ N}, it follows from [Lo, Theorem 3.2]
that GKdimD(Xj)M
w
j ≤ GKdimDM
w. Since GKdimDM
w = GKdimDM , this
implies that GKdimR R⊗D M ≤ GKdimDM and the lemma is proved. 
Theorem 3.3. The algebra D is Auslander-Gorenstein and Cohen-Macaulay.
Proof. Let M be a finitely generated (left) D-module and N is a (right) submodule
of ExtpD(M,D). As R is a flat D-module,
R⊗D Ext
i
D(N,D)
∼= ExtiR(N ⊗D R,R)
and N⊗DR is a submodule of Ext
p
R(R⊗DM,R). Since R is Auslander-Gorenstein,
this implies that R ⊗D Ext
q
D(N,D) = 0, for any q < p. Since R is a faithful D-
module, it follows that ExtqD(N,D) = 0. Thus D is Auslander-Gorenstein.
From ExtiR(R⊗DM,R) ∼= Ext
i
D(M,D)⊗D R and the faithful flatness of RD we
get that ExtiR(R⊗DM,R) = 0 ⇐⇒ Ext
i
D(M,D) = 0. Thus, jR(R⊗DM) = jD(M).
But,
ExtpR(R ⊗D M,R)
∼=
⊕
j,w
ExtpD(Xj)(M
w
j ,D(Xj))
and so jD(M) = jR(R⊗D M) = min{jD(Xj)(M
w
j ) : 1 ≤ j ≤ k, w ∈W}.
Each Xj is a smooth affine variety of dimension dimX and so each D(Xj) is
Cohen-Macaulay. It therefore follows from Lemma 3.2 that
GKdimDM = max{GKdimD(Xj)M
w
j : 1 ≤ j ≤ k, w ∈ W,M
w
j 6= 0}
= max{2 dimX− jD(Xj)(M
w
j ) : 1 ≤ j ≤ k, w ∈W,M
w
j 6= 0}
= 2dimX−min{jD(Xj)(M
w
j ) : 1 ≤ j ≤ k, w ∈ W}
= 2dimX− jD(M),
as required. 
Remark 3.4. The last result should be compared with [YZ, Corollary 0.3] which
shows that a simple noetherian C-algebra with an affine commutative associated
graded ring is automatically Auslander-Gorenstein and Cohen-Macaulay. It is not
clear whether that result applies to D, since we do not have a good description of
the associated graded ring of D.
When Z is a smooth affine variety, D(Z) is a finitely generated C-algebra, simply
because it is generated by O(Z) and DerC(Z). When Z is singular, it can easily
happen that D(Z) is not affine (see, for example [BGG]). However, as we will show
in Theorem 3.8, the C-algebra D is finitely generated. We begin with some lemmas.
Lemma 3.5. Let γ ∈ Λ+. There exists a nondegenerate pairing of G-modules
τ : Fw0(O
γ)×Oγ
∗
−→ C, (Fw0(f), g) 7→ Fw0(f)(g).
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Proof. By Proposition 2.9 and (2.2), Fw0(O
γ)(Oγ
∗
) ⊆ Ow0(γ)+γ
∗
= O0 = C. Also,
(a.Fw0(f))(a.g) = a.Fw0(f)(a
−1.(a.g)) = a.Fw0(f)(g) = Fw0(f)(g),
for all a ∈ G. Therefore, τ is a well defined pairing of G-modules and it induces a
G-linear map Fw0(O
γ) → (Oγ
∗
)∗. Since Fw0(O
γ) ∼= (Oγ
∗
)∗ ∼= V (γ), it suffices to
show that τ is non zero in order to show that it is non-degenerate. In the notation
of Proposition 2.9(4), we will show that Fw0(fi)(gi) 6= 0 for some i.
By Proposition 2.9(2),
Fw0(α
∨) = w0(α
∨) + 〈w0(α
∨)− α∨, ρ〉 = w0(α
∨)− 2〈α∨, ρ〉
and so Proposition 2.9(4) implies that
Fw0(Pγ) = cγ
∏
α∨∈∆∨
+
〈γ,α∨〉∏
i=1
(w0(α
∨)− 〈α∨, ρ〉 − i).
Since w0(α
∨) ∈ ĥ is a vector field on X, we have w0(α∨)(1) = 0 and so
Fw0(Pγ)(1) = cγ
∏
α∨∈∆∨
+
(−1)〈γ,α
∨〉
〈γ,α∨〉∏
i=1
(〈α∨, ρ〉+ i) 6= 0,
since 〈α∨, ρ〉 > 0 for all α∨. By Proposition 2.9(4), Fw0(Pγ)(1) =
∑
i Fw0(fi)(gi)
and so Fw0(fi)(gi) 6= 0 for some 1 ≤ i ≤ n. 
Lemma 3.6. The O(X)-module map m : O(X) ⊗ Fw0(O(X)) → D(X) given by
g ⊗ Fw0(f) 7→ gFw0(f) is injective.
Proof. Let t ∈ Ker(m) and write t =
∑
i,j hij ⊗ Fw0(fij) where {fij}j is a basis
of Oµi , for some µ1, . . . , µs ∈ Λ+, and hij ∈ O for all i, j. We may assume that
s is minimal; thus, for each 1 ≤ i ≤ s, some hij 6= 0. Partially order Λ by
ω∗ > λ∗ if ω∗ − λ∗ ∈ Λ+ and assume that µ∗1 is minimal among the µ
∗
i ’s for this
ordering. By Lemma 3.5, for each i there exists a basis {gij}j of Oµ
∗
i such that
Fw0(fij)(gik) = δjk. When i > 1 we have Fw0(fij)(g1k) ⊆ O
µ∗1−µ
∗
i = 0, since
µ∗1 − µ
∗
i /∈ Λ
+. Therefore, for each k, we have
0 = m(t)(g1k) =
∑
i,j
hijFw0(fij)(g1k) =
∑
j
h1jFw0(f1j)(g1k) = h1k,
contradicting the minimality of s. 
Define a finitely generated subalgebra of D(X) by
S = C〈O, Fw0(O)〉 = C〈O
̟i , Fw0(O
̟j ) ; 1 ≤ i, j ≤ ℓ〉,
where ℓ = rank(g). The elements of O act locally nilpotently on D, and therefore
on S. Thus C = O r {0} is an Ore subset of S. Let K = C−1O denote the field of
fractions of O. Recall that C−1D(X) = D(K) is the ring of differential operators
on K and that Dr(X) = Dr(K) ∩ D(X) for all r ∈ N (see, for example, [MR,
Theorem 15.5.5]).
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Lemma 3.7. We have C−1S = D(K). In particular, for any finite dimensional
subspace E ⊂ D(X), there exists 0 6= f ∈ O(X) such that fE ⊂ S.
Proof. The aim of the proof is to apply [LS2, Lemma 8].
Applying the exact functorK⊗O− to the injective mapm of Lemma 3.6 yields the
K-linear injection m : K ⊗ Fw0(O) →֒ A = C
−1S. Since Fw0(O) is a commutative
algebra of dimension n = dimX = trdegCK, we may pick u1, . . . , un ∈ Fw0(O)
algebraically independent over C and set P = C[u1, . . . , un]. For any q ∈ N, denote
by Pq the subspace of polynomials of degree at most q and define
Θq = {d ∈ K⊗ P : ordm(d) ≤ q} and k = max{ordm(ui) : 1 ≤ i ≤ n}.
Observe that {Θq}q and {K ⊗ Pq}q are two increasing filtrations on the K-vector
space K ⊗ P and that the map q 7→ dimK(K ⊗ Pq) is a polynomial function of
degree n. Furthermore, since m(uiuj) = m(ui)m(uj), we have K⊗Pq ⊆ Θkq for all
q. Hence, dimKΘq ≥ p(q) for some polynomial p of degree n. If Aq = Dq(K) ∩ A,
then m(Θq) ⊆ Aq and so dimKAq ≥ p(q). It follows that
lim sup
q→∞
{logq(dimK Aq/Aq−1)} ≥ n− 1.
The hypotheses of [LS2, Lemma 8] are now satisfied by the pair A ⊆ D(K) and,
by that result, D(K) = A = C−1S. The final assertion of the lemma follows by
clearing denominators. 
We can now describe a generating set for the C-algebra D, for which we recall
the definition of ĥ from Notation 2.4.
Theorem 3.8. As a C-algebra, D is generated by ĥ and the Fw(O), for w ∈W .
Proof. Set B = C〈 ĥ, Fw(O) ; w ∈ W 〉; thus B is a G-submodule of D containing
both S and U(ĥ). Moreover, as Fw(U(ĥ)) = U(ĥ) (see Proposition 2.9(2)), Fw(B) =
B for all w ∈ W . As D is a locally finite G-module, it suffices to show that
E ⊂ B for all finite dimensional G-submodules E of D. For such a module E, set
L = {b ∈ B : bE ⊂ B} and Iw(E) = {g ∈ O : Fw(g)E ⊂ B} for w ∈ W. We aim to
show that the left ideal L of B contains 1.
Clearly, Iw(E) is an ideal of O. It is also a G-submodule since
Fw(a.g)E = Fw(a.g)a.E = a.(Fw(g)E) ⊂ a.B = B
for all a ∈ G and g ∈ Iw(E). Since S ⊆ B, Lemma 3.7 implies that I1(E) 6= 0. For
each w, Fw−1(E) is a G-submodule of D (isomorphic to E) and
g ∈ Iw(E) ⇐⇒ gFw−1(E) ⊂ B ⇐⇒ g ∈ I1(Fw−1(E)).
Thus, Iw(E) 6= 0 for all w ∈ W . Since O is a domain, it follows that I =⋂
w∈W Iw(E) is a non-zero G-submodule of O. Now, O =
⊕
λ∈Λ+ O
λ and so
Oγ ⊂ I for some γ ∈ Λ+. By Proposition 2.9(4), Fw(Pγ∗) =
∑
i Fw(fi)Fww0(gi)
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for some fi ∈ Oγ
∗
and gi ∈ Oγ . By the definition of I and the choice of γ, we have
Fww0(gi)E ⊂ B; that is, Fww0(gi) ∈ L, for all w ∈ W . Since Fw(fi) ∈ Fw(O) ⊂ B
we obtain that Fw(Pγ∗) ∈ L for all w ∈W . Finally, as U(ĥ) ⊂ B, Proposition 2.9(5)
implies that 1 ∈ L and hence that E ⊂ B. 
We conjecture that ĥ is unnecessary in the last theorem; i.e., we conjecture that
D = C〈Fw(O) : w ∈W 〉.
Using Example 2.8 the authors can prove this for g = sl(3); indeed we can even
show that D = C〈O, Fw0(O)〉 in this case. However, the argument heavily uses
facts about so(8) and so it may not be a good guide to the general case.
4. The D(X)-module H∗(X,OX)
As before, set X = G/U with associated rings O = O(X) and D = D(X). In
this section we give a complete description of H∗(X,OX) =
⊕
i∈N H
i(X,OX) as a
D-module. Specifically, we will show that H∗(X,OX) is simply the direct sum of
the twists Ow = OFw of O by w ∈W .
The first cohomology group to consider is H0(X,OX) = O. As a D-module, O ∼=
D/I where I = {d ∈ D : d(1) = 0} is a maximal left ideal of D (Proposition 3.1).
Clearly, I ⊇ Dg+Dĥ, in the terminology of Notation 2.4. The first main result of
this section, Theorem 4.6, shows that this is actually an equality and, further, that
D/Dg ∼=
⊕
w∈W O
w.
Before proving this theorem, we need some preliminary notation and lemmas.
As in (2.6), we cover X by affine open subsets Xj = {x ∈ X : fj(x) 6= 0} and let
Cj = {f sj : s ∈ N}, for 1 ≤ j ≤ k, denote the associated Ore subsets in D. If M is a
left D-module, the kernel of the localization map M →Mfj = D(Xj)⊗D M is
Tj(M) = {v ∈M : f
s
j v = 0 for some s > 0}.
Lemma 4.1. For all w ∈W and x ∈ g, one has Fw(x) = x.
Proof. By Proposition 2.9(1), Fw is a G-linear automorphism of D and hence is
g-linear, where g acts by the adjoint action. Therefore, for any θ ∈ D and x ∈ g,
[Fw(x), Fw(θ)] = Fw([x, θ]) = [x, Fw(θ)].
Thus [Fw(x), y] = [x, y] for all y ∈ D. If y ∈ g, then g-linearity also implies that
[Fw(x), y] = Fw([x, y]) and hence that [x, y] = [Fw(x), y] = Fw([x, y]). As g is
semisimple, [g, g] = g and so this implies Fw(z) = z for all z ∈ g. 
The next lemma shows why we should expect all the Ow to appear in a decom-
position of D/Dg.
Lemma 4.2. (1) Each D-module Ow is a factor of M = D/Dg.
(2) Set N = I/Dg. Then, N = Tj(M) for 1 ≤ j ≤ k and D/I is the unique factor
of M isomorphic to O as a D-module.
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Proof. (1) Since the action of d ∈ D on Ow is given by d · f = Fw(d)(f) for f ∈ O,
we have Ow ∼= D/F−1w (I). As we noted above, I ⊇ Dg+Dĥ and so, by Lemma 4.1,
F−1w (I) ⊇ Dg.
(2) Let TxX denote the tangent space of X at x ∈ X. Observe that, if e =
U/U ∈ X, then StabG(e) = U and so g/u identifies naturally with TeX. Since
X is a homogeneous space, the map ı : g → DerCO induces an isomorphism
g/u ∼= TeX ∼= TxX. As Xj ⊆ X is affine, it follows that DerO(Xj) = O(Xj)g for
each j = 1, . . . , k. Furthermore, since Xj is smooth, the D(Xj)-module O(Xj) is
simple and isomorphic to D(Xj)/D(Xj)DerO(Xj). Since O =M/N , this implies
that
(4.3) O(Xj) = C
−1
j (M/N )
∼= D(Xj)/D(Xj)g = C
−1
j M
for all j. Therefore C−1j N = 0 and so N ⊆ Tj(M). The equality N = Tj(M) then
follows from Tj(O) = 0.
Now suppose that O ∼= D/L for some maximal left ideal L ⊇ Dg. Then C−1j L ⊇
D(Xj)g and C
−1
j O = O(Xj)
∼= D(Xj)/C
−1
j L for all j. By (4.3), the left ideal
D(Xj)g is maximal and so C
−1
j L = D(Xj)g for all j. Therefore L/Dg ⊆ Tj(M) =
N = I/Dg, which implies that L ⊆ I. Hence L = I. 
As in [Bo, The´ore`me 2, Section VI.1.5], Σ∨ = {α∨1 , . . . , α
∨
ℓ } defines a dominant
chamber
C(Σ∨) =
{
y ∈ ĥR : 〈y, αi〉 > 0 for all i = 1, . . . , ℓ
}
in the root system ∆∨ = (∆∨) ⊂ ĥR =
⊕ℓ
i=1Rα
∨
i ⊂ ĥ.
Lemma 4.4. If y ∈ C(Σ∨) and w ∈W r {1}, then Fw(y) /∈ I.
Proof. Using [Bo, Ch. VI, Section 1.6, Corollaire de la Proposition 18], we have
0 6= y − w(y) =
∑ℓ
i=1 niα
∨
i with ni ∈ R+. Hence, Proposition 2.9(2) implies that
Fw(y)− w(y) = 〈w(y) − y, ρ〉 = −
∑
i ni ∈ Cr {0}.
Thus Fw(y)− w(y) /∈ I. Since w(y) ∈ ĥ ⊂ I, this implies that Fw(y) /∈ I. 
Lemma 4.5. As D-modules, Ow ∼= Ow
′
if and only if w = w′.
Proof. Since (Ow)v ∼= Owv it suffices to prove the result when w′ = 1. So, assume
that Ow ∼= O for some w 6= 1 and set Nw = F−1w (I)/Dg; thus N1 = N . Then
Ow = D/F−1w (I) = M/Nw and Lemma 4.2 implies that Nw = N1; equivalently,
Fw−1(I) = I. Now pick y ∈ C(Σ
∨). Since y ∈ I, this implies that Fw−1(y) ∈ I,
contradicting Lemma 4.4. 
The following theorem gives a precise description of the D-modules O andM; it
shows in particular thatM is a multiplicity free, semisimple module of length |W |.
Theorem 4.6. Write O(X) ∼= D(X)/I for I = {d ∈ D(X) : d(1) = 0} and define
M = D(X)/D(X)g. Then:
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(1) M∼=
⊕
w∈W O(X)
w as a D(X)-module;
(2) I = D(X)g+D(X)ĥ = D(X)g+D(X)y for all y ∈ C(Σ∨).
Proof. (1) Set Nw = F
−1
w (I)/Dg, for w ∈ W . By Lemmas 4.2(2) and 4.5, the
D-modules Ow ∼=M/Nw are nonisomorphic, so the natural mapM→
⊕
w∈W O
w
is surjective with kernel N =
⋂
w∈W Nw. It therefore remains to prove that N = 0.
By Lemma 4.2, if x ∈ I, then there exists t ∈ N such that f tjx ∈ Dg for j =
1, . . . , k. Therefore Fw−1(fj)
tFw−1(x) ∈ Dg for all j; equivalently, each element
[Fw−1(x) + Dg] ∈ Nw is torsion for Fw−1(Cj). Consequently, if v ∈ N , then there
exists s ∈ N such that Fw(fj)sv = 0 for all 1 ≤ j ≤ k and w ∈ W . In other words,
Nwfj = (0), for all such j and w. By faithful flatness (Corollary 2.7) this implies
that N = 0.
(2) It suffices to prove that I = Dg+Dy for y ∈ C(Σ∨). Set I = (Dg+Dy)/Dg.
By part (1) and Lemma 4.2, the Nw, w ∈ W , are the only maximal submodules
of M. Therefore, if I ( N1 we must have I ⊆ Nw for some w 6= 1. This implies
that Fw(Dg+Dy) ⊆ I, hence Fw(y)−w(y) ∈ I, in contradiction with Lemma 4.4.
Therefore N1 = I and I = Dg+Dy. 
We will prove in Theorem 4.11 that H∗(X,OX) is isomorphic to M as a D-
module. In order to prove this, we need to recall some results on the cohomology
of line bundles over the flag variety B = G/B.
We begin with some general remarks. Let Z be a smooth G-variety and write
τ : g → DerOZ for the differential of the G-action. Let F be a G-equivariant OZ-
module as defined, for example, in [Ka, Section 4.4]. This implies, in particular,
that F is a compatible (g,OZ)-module in the sense that for any open subset Ω ⊆
Z, one has ξ.(fv) = τ(ξ)(f)v + f(ξ.v) for all ξ ∈ g, f ∈ OZ(Ω) and v ∈ F(Ω).
In this setting, the cohomology group Hi(Z,F) inherits a structure of compatible
(G,O(Z))-module, cf. [Ke, Theorem 11.6]. If F is a coherent G-equivariant DZ-
module, then it follows from [Ka, Sections 4.10 and 4.11] that Hi(Z,F) is endowed
with a D(Z)-module structure such that τ(ξ)v = d
dt |t=0
(etξ.v) for all v ∈ Hi(Z,F)
and ξ ∈ g. We will apply these observations in two cases: one is when Z = X = G/U
and F = OX is a G-equivariant DX-module under left translation; the other is
described next.
Let π : G ։ B = G/B, φ : G ։ X and ϕ : X ։ B be the natural projections,
thus π = ϕ ◦ φ. For each λ ∈ Λ, the one dimensional H-module C−λ can be
viewed as a B-module with trivial action of U . As in [Ke, pp.333-335], define the
G-equivariant OB-module L(λ) to be the sections of the line bundle G ×B C−λ.
Since G×B C−λ ∼= X×H C−λ, one has
(4.7) Γ(Ω,L(λ)) = {f : ϕ−1Ω→ C : f(g¯h) = λ(h)f(g¯) for h ∈ H , g¯ ∈ ϕ−1Ω}.
where Ω ⊆ B is any open subset.
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Recall from (2.3) that the decomposition O = O(X) =
⊕
γ∈Λ+ O
γ is induced by
the twisted action of H on X. Hence, h ∈ H acts on f ∈ Γ(Ω,L(λ)) via
(4.8) (rh.f)(g¯) = f(g¯w0(h
−1)) = λ(w0(h)
−1)f(g¯) = λ∗(h)f(g¯).
Passing to Cˇech cohomology, H therefore acts on Hi(B,L(λ)) with weight λ∗.
The cohomology groups of the line bundle L(λ) are described as G-modules by
the Borel-Weil-Bott theorem, that we now recall (see [Ja, Corollaries II.5.5 and
II.5.6], up to a switch from B to the opposite Borel). The length of w ∈ W is
denoted by ℓ(w) and we will write
W (i) = {w ∈W : ℓ(w) = i}.
The “dot action” of w ∈ W on ξ ∈ h∗ is defined by w · ξ = w(ξ + ρ)− ρ.
Theorem 4.9. (Borel-Weil-Bott) The G-module Hi(B,L(λ)) is isomorphic to

V (µ)∗ if ∃ (w, µ) ∈W (i)× Λ+ such that λ = w · µ;
0 otherwise. 
The following standard proposition reduces the computation of the G-module
H∗(X,OX) to the Borel-Weil-Bott theorem. We include a proof since we could not
find an appropriate reference.
Proposition 4.10. The morphism ϕ : X → B is affine and ϕ∗OX ∼=
⊕
ν∈ΛL(ν)
as (g,OB)-modules. In particular, for each i ∈ N, there is a G-module isomorphism
Hi(X,OX) ∼=
⊕
ν∈Λ
Hi(B,L(ν)).
Proof. By the Bruhat decomposition, B is covered by the affine open subsets Ωw =
π(w˙U−B) where w˙ ∈ NG(H) is a representative of w ∈ W and U− is the opposite
maximal unipotent subgroup of G, see [Ja, (II.1.10)]. As w˙U−B ∼= U− ×H × U ,
the subset ϕ−1Ωw = φ(w˙U
−B) is affine and isomorphic to U− × H as an H-
variety. Thus ϕ is an affine morphism and Hi(X,OX) ∼= H
i(B, ϕ∗OX) by [Ha, III,
Exercise 4.1].
The affine algebra Γ(Ωw, ϕ∗OX) = OX(ϕ−1Ωw) is endowed with a regular action
of H . Hence, Γ(Ωw, ϕ∗OX) decomposes as
⊕
ν∈ΛOX(ϕ
−1Ωw)ν with
OX(ϕ
−1Ωw)ν = {f : ϕ
−1Ωw → C : f(g¯h) = ν(h)f(g¯) for all h ∈ H , g¯ ∈ ϕ
−1Ωw}.
Therefore, by (4.7), Γ(Ωw, ϕ∗OX) ∼=
⊕
ν∈Λ Γ(Ωw,L(ν)) as (g,OB(Ωw))-modules,
and it follows that ϕ∗OX ∼=
⊕
ν∈Λ L(ν) as (g,OB)-modules. 
One consequence of this proposition is that Hi(X,OX) = 0 for i > dimB =
ℓ(w0) = |R
+|. We can now give the promised description of H∗(X,OX).
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Theorem 4.11. As D(X) modules, Hi(X,OX) ∼=
⊕
w∈W (i)O(X)
w, for 0 ≤ i ≤
dimB. Moreover
H∗(X,OX) ∼= D(X)/D(X)g ∼=
⊕
w∈W
O(X)w
is a direct sum of nonisomorphic simple D-modules.
Proof. By Proposition 3.1 and Lemma 4.5, the Ow are nonisomorphic simple mod-
ules. Combining Theorem 4.9 with Proposition 4.10 gives
Hi(X,OX) ∼=
⊕
ν∈Λ
Hi(B,L(ν)) ∼=
⊕
µ∈Λ+
w∈W (i)
Hi(B,L(w · µ)).
Since Hℓ(w)(B,L(w · µ)) ∼= V (µ∗), the multiplicity [Hi(X,OX) : V (λ)] is equal to
|W (i)| for any λ ∈ Λ+.
Fix w ∈ W (i) and pick 0 6= ew in the trivial G-module H
ℓ(w)(B,L(w · 0)). As
OX is a (G ×H)-equivariant DX-module, xew =
d
dt |t=0
(etx.ew) = 0 for x ∈ g and,
by (4.8), y ∈ ĥ acts on ew with weight
(w · 0)∗ = −w0(w(ρ)− ρ) = w0ww0(ρ)− ρ.
Hence yew = 〈w0ww0(ρ)− ρ, y〉ew = 〈ρ, w0w−1w0(y)− y〉ew, for all y ∈ ĥ. Substi-
tuting this into the formula from Proposition 2.9(2) shows that Fw0ww0(y)ew = 0.
Thus
(
Dg+ DFw0ww0(ĥ)
)
ew = 0 and so, by Theorem 4.6(2), Dew ∼= Ow0w
−1w0 .
Since the map w 7→ w0w−1w0 permutes W (i) and the Ow are nonisomorphic sim-
ple modules, we conclude that Hi(X,OX) ⊇
∑
w∈W (i)Dew
∼=
⊕
w∈W (i)O
w. By
Lemma 4.1, Ow ∼= O ∼=
⊕
λ∈Λ+ V (λ) as G-modules. Thus, for each λ ∈ Λ
+, the
first paragraph of the proof implies that[ ⊕
{Ow : w ∈ W (i)} : V (λ)
]
= |W (i)| =
[
Hi(X,OX) : V (λ)
]
.
Consequently, Hi(X,OX) ∼=
⊕
w∈W (i)O
w. Theorem 4.6 then implies that
H∗(X,OX) =
ℓ(w0)⊕
i=0
Hi(X,OX) ∼=
⊕
w∈W
Ow ∼= D/Dg,
which completes the proof. 
5. Differential operators on S-varieties
In this section we consider highest weight varieties and, more generally, S-
varieties Y in the sense of [VP]. These are natural generalizations of the closure
X of the basic affine space X and there is a natural map from D(X) to the ring
of differential operators D(Y) over such a variety. Although this map need not be
surjective (see Theorem 6.9) it does carry enough information to prove, under mild
assumptions, that Y is D-simple in the sense that O(Y) is a simple D(Y)-module.
We will continue to write O = O(X) and D = D(X).
18 T. LEVASSEUR AND J. T. STAFFORD
Definition 5.1. An irreducible affine G-variety Y is called an S-variety if it con-
tains a dense orbit Y = G.v such that U ⊆ StabG(v), the stabilizer of v in G.
Remark 5.2. One important feature of S-varieties is that any affine spherical vari-
ety (i.e. an irreducible affine G-variety having a dense B-orbit) is a flat deformation
of an S-variety (see, for example, [Gr, Theorem 22.3]).
The S-varieties have been completely described in [VP]. We begin with the
relevant notation. Set Γ =
∑s
j=1 Nγj , where γ1, . . . , γs ∈ Λ
+ are distinct dominant
weights. Write VΓ =
⊕s
j=1 V (γj) ∋ vΓ = vγ1 ⊕ · · · ⊕ vγs and define YΓ = G.vΓ.
The following theorem summarizes the results of [VP, Section 3] that we need.
Theorem 5.3. (1) The closures YΓ give all the S-varieties.
(2) One has O(YΓ) =
⊕
γ∈Γ∗ O
γ ⊆ O(YΓ) =
⊕
µ∈ZΓ∗∩Λ+ O
µ.
(3) The following assertions are equivalent:
(i) O(YΓ) = O(YΓ);
(ii) Γ = ZΓ ∩ Λ+;
(iii) YΓ is normal and codimYΓ(YΓ rYΓ) ≥ 2. 
We will always assume that Γ satisfies the equivalent conditions from Theo-
rem 5.3(3); that is:
(5.4) ZΓ ∩ Λ+ = Γ.
Hence, for an S-variety YΓ satisfying (5.4) we have D(YΓ) = D(YΓ). Notice also
that Γ∗ =
∑s
j=1 Nγ
∗
j satisfies (5.4) if and only if Γ does. Natural examples of S-
varieties satisfying (5.4) are the following and more examples can be found in [Gr,
Ch. 2, §11]).
Examples 5.5. (1) For Γ = Λ+ we obtain the basic affine space X = YΛ+ .
(2) Let γ ∈ Λ+ and Γ = Nγ. Then, YΓ will be denoted by Yγ and is the orbit
of a highest weight vector vγ ∈ V (γ). Its closure Yγ is called a highest weight or
HV-variety [VP, Section 1].
(3) An important example of highest weight variety is the closure of the minimal
(nonzero) orbit in a simple Lie algebra g: in this case γ = α˜ is the highest root and
V (α˜) ∼= g is the adjoint representation.
Set SΓ = StabG(vΓ); thus YΓ ∼= G/SΓ. Since SΓ =
⋂s
j=1 StabG(vγj ), we see
that h normalizes sΓ = Lie(SΓ). Let ∆(h, sΓ) denote the set of roots of h in the
Lie algebra sΓ. Then SΓ = S
′
ΓQΓ where QΓ = H ∩ SΓ and S
′
Γ is generated by the
one parameter groups Uα, α ∈ ∆(h, sΓ) (see [VP, p. 753] or [Gr, Corollary 3.5]).
Clearly, QΓ = {h ∈ H : ∀γ ∈ Γ, γ(h) = 1} is a diagonalizable subgroup of H with
character group Λ/ZΓ. Under the right action of the given groups on O(YΓ), the
proof of [Gr, Lemma 17.1(b)] shows that
O(YΓ) = O(G)
SΓ = O(G)UQΓ = OQΓ .
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When (5.4) holds, this implies that O(YΓ) = O(YΓ) = OQΓ and YΓ = X//QΓ.
If an algebraic group L acts on the right on some variety Z we denote by δg :
z 7→ z.g the right translation by g ∈ L on Z. It induces a right action on f ∈ O(Z)
by δg.f(z) = f(z.g). This applies for example to SΓ acting on G and QΓ acting on
X. In this notation, D(X)µ = {d ∈ D(X) : ∀h ∈ H, δh.d = µ∗(h)d} for any µ ∈ Λ.
When YΓ = Yγ is an HV-variety we will set Sγ = SΓ and Qγ = QΓ, etc.
Proposition 5.6. Suppose that YΓ is an S-variety satisfying (5.4). Then DQΓ =⊕
µ∈ZΓ∗ D
µ and there is a natural morphism of algebras ψΓ : DQΓ → D(YΓ).
Proof. Let d =
∑
µ∈Λ dµ∗ with dµ∗ ∈ D(X)
µ∗ . It is clear that d ∈ D(X)QΓ if and
only if δh.dµ∗ = dµ∗ , for all h ∈ QΓ. This condition is equivalent to µ(h)dµ∗ = dµ∗ ;
that is, µ(h) = 1 when dµ∗ 6= 0. Since QΓ is a diagonalizable group, [Sp, Propo-
sition 2.5.7(iii)] implies that ZΓ = {µ ∈ Λ : ∀h ∈ QΓ, µ(h) = 1}. It follows that
D(X)QΓ =
⊕
µ∈ZΓ∗ D(X)
µ. The morphism ψΓ is simply the restriction morphism
coming from the identification YΓ = X//QΓ. 
An affine variety Z (respectively an algebra R) is called D-simple if O(Z) (re-
spectively R) is a simple D(Z)-module (respectively D(R)-module). This does not
hold for arbitrary varieties; for example when Z is the cubic cone in C3, O(Z) does
not even have finite length as a D(Z)-module [BGG]. It is, however, important in
many situations to know that a variety is D-simple. We first note that for S-varieties
satisfying (5.4) this is an easy consequence of Proposition 3.1:
Proposition 5.7. Let YΓ be an S-variety satisfying (5.4). Then O(YΓ) is a simple
left D(YΓ)-module.
Proof. Since O(YΓ) = O(X)
QΓ with QΓ reductive, O(YΓ) is an O(YΓ)-module
summand of O(X). The proposition is now a consequence of Proposition 3.1 and
the following result. 
Proposition 5.8. ([Sm, Proposition 3.1]) Let R →֒ T be an inclusion of commu-
tative C-algebras and suppose that R is a direct summand of the R-module T . If T
is D-simple, then R is D-simple. 
We next refine Proposition 5.7 by showing that O(YΓ) is a simple module over
a rather explicit subring of D(YΓ). Let SΓ be the subalgebra of D(X) generated
by the two finitely generated commutative subalgebras O(YΓ) and Fw0(O(YΓ∗)).
Observe that Fw0(O(YΓ∗)) is isomorphic to O(YΓ∗) (as both an algebra and a
G-module) and so
SΓ = C〈O
γ∗i , Fw0(O
γj ) ; 1 ≤ i, j ≤ s〉.
By Proposition 2.9(1), Fw0(O
γ) ⊆ D−γ
∗
and so SΓ ⊆ D(X)QΓ , by Proposition 5.6.
We will consider O(YΓ) as an SΓ-module through the map ψΓ defined in the latter
result.
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Proposition 5.9. Let YΓ be an S-variety satisfying (5.4). Then O(YΓ) is a simple
SΓ-module.
Proof. As in Lemma 3.6, partially order Λ by ω∗ > λ∗ if ω∗ − λ∗ ∈ Λ+. Let
0 6= g ∈ O(YΓ) and write g = gλ∗
0
+
∑
λ∗
j
6>λ∗
0
gλ∗
j
with gλ∗
0
6= 0 and gλ∗
i
∈ Oλ
∗
i ⊂
O(YΓ) for all i. By Lemma 3.5 there exists f ∈ Oλ0 such that Fw0(f)(gλ∗0 ) = 1.
Hence Proposition 2.9(1) implies that Fw0(f)(g) = 1 +
∑
λ∗
j
6>λ∗
0
Fw0(f)(gλ∗j ) with
Fw0(f)(gλ∗j ) ∈ O
−λ∗0+λ
∗
j . But O−λ
∗
0+λ
∗
j = 0 when λ∗j 6> λ
∗
0. Thus Fw0(f)(g) = 1
and O(YΓ) is simple over SΓ. 
Let Z be an affine variety with R = O(Z) and consider the subalgebra
∆(R) = ∆(Z) = C〈O(Z),DerC(O(Z) 〉 ⊆ D(Z).
It is known [MR, Corollary 15.5.6] that ∆(Z) = D(Z) when Z is smooth. The
Nakai conjecture [Na] says that the converse should be true:
∆(Z) = D(Z)
?
=⇒ R is regular.
The reader can consult [Be, Tr], [Sc, Section 12.3] and the references therein for
work related to this conjecture.
The following observation, which is implicit in [Tr], implies that many singular
varieties, notably S-varieties satisfying (5.4), do satisfy the conclusion of Nakai’s
conjecture.
Lemma 5.10. Assume that Z is irreducible and O(Z) is D-simple. Then the Nakai
conjecture holds for Z.
Proof. Suppose that D(R) = ∆(R). Then R is simple as a ∆(R)-module and the
result follows from [MR, Theorem 15.3.8]. 
Corollary 5.11. (1) The Nakai conjecture holds for S-varieties satisfying (5.4).
(2) More generally, suppose that R ⊆ T are finitely generated C-algebras such that
R is a summand of the R-module T and that T is D-simple. Then the Nakai
conjecture holds for R.
Proof. Part (1) is immediate from Lemma 5.10 combined with Proposition 5.7.
Similarly, part (2) follows from Lemma 5.10 and Proposition 5.8. 
One significance of the Nakai conjecture is that it implies the Zariski-Lipman
conjecture: Z is smooth whenever DerCO(Z) is a projective O(Z)-module. Part (1)
of Corollary 5.11 does not give new information about that conjecture; indeed
since S-varieties always have graded coordinate rings, the Zariski-Lipman conjecture
for these varieties already follows from [Ho]. It is not clear whether part (2) of
Corollary 5.11 has significant applications in this direction.
A natural situation where Corollary 5.11 applies is for invariant rings:
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Corollary 5.12. Let Q be an affine algebraic group and V be an irreducible affine
Q-variety. Suppose that O(V) is D-simple (for example, when V is smooth). Then
the Nakai conjecture holds for V//Q in the following two cases:
(a) Q is reductive;
(b) V is a G-variety and Q = U .
Proof. (a) As in the proof of Proposition 5.7, O(V//Q) is a summand of O(V).
Thus Corollary 5.11(2) applies.
(b) Observe that D(X × V) ∼= D(X) ⊗ D(V); therefore, by hypothesis and
Proposition 3.1 (or Proposition 5.9), O(X ×V) ∼= O(X) ⊗O(V) is D-simple. By
[Kr, III.3.2, p. 191]), (X×V)//G ∼= V//U where G acts componentwise on X×V.
Thus the result follows from (a) applied to G acting on X×V. 
Surprisingly, and despite the simplicity of its proof, only special cases of Corol-
lary 5.12 have appeared before in the literature and these have typically required
substantially harder proofs. See, for example, [Is, Theorem 2.3] and [Sc, Sec-
tion 12.3].
6. Exotic differential operators
The results from the last section raise two questions which we study in this
section. First, can one say more about the structure, notably the order, of the
exotic differential operators in D(YΓ) induced from the ring SΓ of Proposition 5.9?
This is answered by Theorem 6.7 and Corollary 6.8 and proves Corollary 1.5 from
the introduction.
The second question concerns the following basic question in the theory of rings of
differential operators. If V is a finite dimensional representation of a reductive group
K, then restriction of operators induces a ring homomorphism D(V )K → D(V //K).
When is this map surjective? The conjectural answer is that this happens if and
only if V //K is singular. Positive answers to this question have been found in
many cases and these solutions had significant applications to Lie theory (see, for
example, [Jo2, Jo3, LS1, Sc]). These results have almost always been in situations
where V //K is a highest weight variety. Now let Y = YΓ be any HV-variety,
or even S-variety satisfying (5.4). It is natural to ask whether the resulting map
ψΓ : D(X)QΓ → D(Y) is surjective. As we will show in Theorem 6.9, this even fails
for the minimal orbit Omin = Yα˜ of a simple classical Lie algebra g. This proves
Proposition 1.6 from the introduction.
The idea behind the proof of Theorem 6.9 is as follows. Let Y = Yγ be an
HV-variety. Then O(Y) =
⊕
p∈NO
pγ∗ is an N-graded algebra and so D(Y) is Z-
graded by (2.1). There exist examples of HV-varieties Y, notably the closures of
minimal orbits Yα˜, for which one can find an irreducible G-module E consisting of
“exotic” operators of degree −1 and order at most 4, see [AB, BK2, LS3]. On the
22 T. LEVASSEUR AND J. T. STAFFORD
other hand, by combining (2.2) with Propositions 2.9(1,3) and 5.6 the only obvious
operators of order −1 in Im(ψγ) and small order are those in ψγ(Fw0(O
γ)). But
their order is only bounded above by k(γ), where we write
(6.1) k(λ) = 〈λ, 2ρ∨〉 = 2
∑
imi for λ =
∑
imiαi ∈ Λ
+.
Typically k(γ) is significantly larger than 4 (see the table at the end of the section).
The aim of the proof is therefore to show that for the minimal orbit the bound k(γ)
is attained and hence that the G-module E cannot lie in Im(ψγ).
We begin with some technical lemmas, the first of which is a mild generalization
of [BBP, Lemma 3.8]. The subalgebra U(ĥ) ∼= S(h) of D can be identified with
O(h∗) and it follows from the definitions that u(g) = u(λ)g for u ∈ U(ĥ) and g ∈ Oλ.
We denote by {Um(ĥ)}m∈N the standard filtration on the enveloping algebra U(ĥ).
Lemma 6.2. Let f1, . . . , fn ∈ O be linearly independent and pick D ∈ Dp. Suppose
that there exist functions ci : Λ
+ → C such that D(g) =
∑n
i=1 ci(µ)fig for all
g ∈ Oµ and µ ∈ Λ+. Then D =
∑n
i=1 fic˜i for some c˜1, . . . , c˜n ∈ Up(ĥ).
Proof. For any function c : Λ+ → C and λ ∈ Λ+, define Tλ(c) : Λ+ → C by
Tλ(c)(µ) = c(λ+µ)−c(µ). Since ordD ≤ p, we have [gp+1, [gp, [. . . , [g1, D]] . . . ] = 0
for all 0 6= gj ∈ Oλj . This easily implies that Tλ1 ◦ Tλ2 ◦ · · · ◦ Tλp ◦ Tλp+1(ci) = 0
for all λi ∈ Λ+. Since Tλ is a difference operator, it follows that ci is a polynomial
function of degree ≤ p on Λ+ and it is clear that there exist c˜i ∈ U(h) (of degree
≤ p) such that c˜i(λ) = ci(λ) for all λ ∈ Λ
+. Obviously, D(g) = (
∑n
i=1 fic˜i) (g) for
all g ∈ Oλ, hence the result. 
[Sh2, Theorem 1] shows that, for all γ ∈ Λ+ and w ∈ W , one has D[γ]w(γ) ∼=
U(ĥ) ⊗ E, where E is a G × H-module of dimension dim V (γ). The next lemma
provides an explicit G×H-module E with this property.
Lemma 6.3. Let γ ∈ Λ+. Then, via the multiplication map m : D ⊗ D → D, we
have
Dp[γ]
w(γ) = Fw(O
γ)⊗ Up(ĥ) = Up(ĥ)⊗ Fw(O
γ)
for all w ∈ W and p ∈ N. In particular, D[γ]w(γ) is a free U(ĥ)-module with basis
being any C-basis of Fw(Oγ).
Proof. It is sufficient to prove the lemma for w = 1; indeed, applying Fw to the
equalities Dp[γ]γ = Oγ ⊗ Up(ĥ) = Up(ĥ)⊗Oγ and appealing to Proposition 2.9(1)
gives the general result.
By [Sh2, Theorem 1], n = rk
U(ĥ)D[γ]
γ = dimV (γ). Let {D1, . . . , Dn} be a basis
of the right U(ĥ)-module D[γ]γ , and fix a basis {f1, . . . , fn} of the G-module Oγ . It
is easy to see that Up(ĥ)⊗Oγ ∼= Up(ĥ)Oγ = OγUp(ĥ) ∼= Oγ ⊗ Up(ĥ), and that this
space is contained in D[γ]γ . For the converse, write fj =
∑
iDiaij for aij ∈ U(ĥ).
Then, fjg =
∑
i aij(µ)Di(g) for all 0 6= g ∈ O
µ. Thus
⊕n
j=1 Cfjg ⊆
∑n
j=1 CDj(g).
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Since dim
(⊕n
j=1Cfjg
)
= n ≥ dim
(∑n
j=1 CDj(g)
)
, we obtain that
⊕n
j=1 Cfjg =⊕n
j=1 CDj(g). Therefore, for all g ∈ O
µ, there exist unique elements cij(g, µ) ∈ C
such that Dj(g) =
∑n
i=1 cij(g, µ)fig.
We next show that the cij(g, µ)’s depend only on µ. Indeed, it follows from
fjg =
∑
k
akj(µ)Dk(g) =
∑
i
∑
k
akj(µ)cik(g, µ)fig
that
∑
k cik(g, µ)akj(µ) = δij for all 1 ≤ i, j ≤ n. In other words, the matrix
[cik(g, µ)]ik is the inverse of the matrix [akj(µ)]kj . Since the akj ’s do not depend
on g, nor do the cik(g, µ).
We can therefore write Dj(g) =
∑n
i=1cij(µ)fig for any g ∈ O
µ. By Lemma 6.2
we deduce that Dj =
∑n
i=1 fic˜ij with c˜ij ∈ Up(ĥ). 
Return to an S-variety Y = YΓ satisfying (5.4) and define ψ = ψΓ : D(X)QΓ →
D(Y) by Proposition 5.6. Recall that Γ =
∑s
i=1Nγi for some γi ∈ Λ
+ and order
the γi so that QΓ =
⊕r
i=1Qγi. Set t = {h ∈ ĥ : 〈Γ
∗, h〉 = 0}; thus t ∼= Lie(QΓ)
has dimension rank(g)− r. Pick x1, . . . , xr ∈ ĥ such that ĥ =
(⊕r
i=1 Cxi
)
⊕ t and
〈γ∗i , xj〉 = δij for 1 ≤ i, j ≤ r. Set yj = ψ(xj) ∈ D(Y) and let u ∈ U(ĥ). From
the identity u(f) = ψ(u)(f) = u(µ)f for µ ∈ Γ∗ and f ∈ Oµ, one deduces easily
that ψ(u) = 0 when u ∈ tU(ĥ) and that ψ induces an isomorphism of polynomial
algebras:
ψ : C[x] = C[x1, . . . , xr] ∼−−→ C[y] = C[y1, . . . , yr].
For m = (m1, . . . ,mr) ∈ Nr we set xm =
∏r
i=1 x
mi
i and y
m =
∏r
i=1 y
mi
i . Note that
if u(y) ∈ C[y], the (total) degree of u(y) coincides with its order as a differential
operator on Y. We recall the definition of k(λ) from (6.1).
Proposition 6.4. Let Y = YΓ satisfy (5.4) and set ψ = ψΓ. Let γ ∈ Γ, 0 6= f ∈
Oγ and u(y) ∈ C[y]. Then,
ordψ(Fw0(f))u(y) = k(γ) + deg u(y).
In particular, the elements {ψ(Fw0 (fm))y
m :m ∈ Nr} are linearly independent for
any fm ∈ Oγ r {0}.
Proof. As the variety Y is irreducible, the associated graded ring grD(Y) =⊕
k Dk(Y)/Dk−1(Y) is a domain and so ordab = orda + ord b for a, b ∈ D(Y).
Since ordu(y) = deg u(y), it therefore suffices to show that ordψ(Fw0 (f)) = k(γ).
By Proposition 2.9(3), we do have ordψ(Fw0(f)) ≤ ordFw0(f) = k(γ).
Consider the operator Pγ∗ =
∑
i giFw0(fi) (where gi ∈ O
γ∗ , fi ∈ Oγ) defined
by Proposition 2.9(4). For each α∨ ∈ ∆∨+ we have α
∨ =
∑r
j=1 〈α
∨, γ∗j 〉xj + z with
z ∈ t. Thus, applying ψ to (2.10) gives
(6.5) ψ(Pγ∗) = cγ∗
∏
α∨∈∆∨
+
〈γ∗,α∨〉∏
i=1
(∑
j
〈α∨, γ∗j 〉yj + 〈α
∨, ρ〉 − i
)
.
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Write γ∗ =
∑r
j=1mjγ
∗
j for some mj ∈ Q and pick α such that 〈γ
∗, α∨〉 6= 0. Then∑
jmj〈α
∨, γ∗j 〉 6= 0 and so 〈α
∨, γ∗j 〉 6= 0 for some 1 ≤ j ≤ r. Hence degψ(α
∨) =
deg
(∑
j 〈α
∨, γ∗j 〉yj
)
= 1. Thus (6.5) implies that ψ(Pγ∗) =
∑
i giψ(Fw0(fi)) has
order
∑
α∨∈∆∨
+
〈γ∗, α∨〉 = k(γ). Therefore, there exists i ∈ {1, . . . , n} such that
ordψ(Fw0(fi)) = k(γ). In particular, ψ(Fw0(O
γ)) 6= 0.
Consider the symbol map grk(γ) : Dk(γ)(Y) → Dk(γ)(Y)/Dk(γ)−1(Y). Notice
that grk(γ) is a morphism of G-modules and that, by the previous paragraph,
grk(γ)(ψ(Fw0(fi))) 6= 0 for some fi ∈ O
γ . Since ψ(Fw0(O
γ)) ∼= V (γ) is an irre-
ducible G-module, we deduce that grk(γ)(ψ(Fw0 (f))) 6= 0 for all 0 6= f ∈ O
γ ; that
is to say, ordψ(Fw0(f)) = k(γ). This proves the first assertion, from which the
second follows immediately. 
Corollary 6.6. Let YΓ satisfy (5.4), write ψ = ψΓ and pick γ ∈ Γ. Then ψ
induces an isomorphism of G-modules:
Fw0(O
γ)⊗ C[x] ∼−−→ ψ(D[γ]−γ
∗
) = ψ(Fw0 (O
γ))⊗ C[y].
Proof. We claim that D[γ]−γ
∗
∩ Kerψ = Fw0(O
γ) ⊗ tU(ĥ). Let Q ∈ D[γ]−γ
∗
∩
Kerψ. By Lemma 6.3, write Q = P + T , where P =
∑
m∈Nr Fw0(fm)x
m for
some fm ∈ Oγ , and T ∈ Fw0(O
γ) ⊗ tU(ĥ). Since T ∈ Kerψ, certainly 0 =
ψ(P ) =
∑
m
ψ(Fw0 (fm))y
m. By Proposition 6.4, this implies that fm = 0 for all
m. Hence P = 0 and Q ∈ Fw0(O
γ) ⊗ tU(ĥ). Since the opposite inclusion is clear,
the claim is proven. As U(ĥ) = C[x]
⊕
tU(ĥ), it follows that ψ induces the required
isomorphism. 
Theorem 6.7. Let YΓ be an S-variety satisfying (5.4), set ψ = ψΓ and pick γ ∈ Γ.
Let E ⊂ ψ(D[γ]−γ
∗
) be an irreducible G-module. Then E = ψ(Fw0 (O
γ))u(y) for
some 0 6= u(y) ∈ C[y] and ord q = k(γ) + deg u(y) for all 0 6= q ∈ E.
In particular, if ψ is surjective then ord q ≥ k(γ) for all 0 6= q ∈ D(Y)[γ]−γ
∗
.
Proof. Let q ∈ E r {0}; by Corollary 6.6 we may write q =
∑
i piui(y) where the
pi ∈ ψ(Fw0 (O
γ)) are linearly independent and 0 6= ui(y) ∈ C[y]. Since ψ(Fw0 (O
γ))
is an irreducible G-module, the Jacobson Density Theorem produces an element
a ∈ CG such that a.pi = δi,1p1 for all i. Recall that G acts trivially on ĥ, hence
a.q = p1u1(y) ∈ E r {0}. Therefore, E = CG.(a.q) = ψ(Fw0(O
γ))u1(y). This
proves the first claim and the second is then a consequence of Proposition 6.4.
Suppose that ψ is surjective. Since ψ is a (G ×H)-module map, we must have
D(Y)[γ]−γ
∗
= ψ(D[γ]−γ
∗
) and the final claim follows from the previous ones. 
Assume now that YΓ = Yγ is an HV-variety and recall that, by Example 5.5(2),
Yγ automatically satisfies (5.4). Then O(Yγ) is graded and from the discussion
after (2.2) we know that D(Yγ)
−mγ∗ identifies with the space of differential opera-
tors of degree −m on the graded ring O(Yγ). In particular, we obtain the following
explicit module of exotic differential operators:
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Corollary 6.8. Let Y = Yγ be an HV-variety. Then D(Y) contains an irreducible
G-module E = ψγ(Fw0(O
γ)) ∼= V (γ) of differential operators of degree −1 and order
k(γ) = 〈γ, 2ρ∨〉. 
For a number of important HV-varieties, G-modules of differential operators of
degree −1 have been constructed, but these constructions are typically quite subtle
(see, for example, [AB, BK1, BK2]). The results of [AB] apply to the minimal
nilpotent orbit. In our final result we will show that their operators almost never
appear in the image of ψ and therefore that ψ is not surjective for those varieties.
Assume that G is simple. Then the minimal (nonzero) nilpotent orbit of g =
Lie(G) is Omin = Yα˜, where α˜ = α˜
∗ is the highest root. In this case k(α˜) is easy to
compute. Indeed, by [Bo, Ch. VI, 1.11, Proposition 31], k(α˜) = 2(h−1), where h is
the Coxeter number of the root system ∆. These Coxeter numbers are described,
for example, in [Bo, Planche I–IX] and we therefore obtain the following values for
k(α˜).
Type of g Aℓ Bℓ, ℓ ≥ 2 Cℓ, ℓ ≥ 2 Dℓ, ℓ ≥ 3 E6 E7 E8 F4 G2
k(α˜) 2ℓ 2(2ℓ− 1) 2(2ℓ− 1) 2(2ℓ− 3) 22 34 58 22 10
It is now easy to prove Proposition 1.6 from the introduction.
Theorem 6.9. Let Omin = Yα˜ be the minimal nonzero orbit in a simple classical
Lie algebra g. Then the restriction map ψ : D(X)Qα˜ → D(Yα˜) is surjective if and
only if g = sl(2) or g = sl(3).
Proof. By Example 5.5(3), Yα˜ is an HV-variety and so it satisfies (5.4).
Suppose that ψ is surjective. As g is classical, it follows from [AB, Theorem 3.2.3
and Equation 3] thatD(Yα˜) contains aG-module E ∼= V (α˜) of differential operators
of degree −1 and order ≤ 4. As ψ is a G ×H-module map, and D(Yα˜)
−α˜∗ is the
space of operators of degree −1, this forces E ⊆ D(Yα˜)[α˜]−α˜
∗
= ψ(D[α˜]−α˜
∗
).
Therefore, Theorem 6.7 says the operators in E have order 4 ≥ k(α˜). The table
shows that this is only possible when g = sl(2) or sl(3).
Conversely, if g = sl(2), then D = C[u, v, ∂u, ∂v] is the second Weyl algebra,
Qα˜ = {±id} ∼= Z/2Z and O(Yα˜) = OQα˜ = C[u2, v2, uv]. Thus ψ is just the
isomorphism DQα˜ = C[u2, v2, uv, ∂2u, ∂
2
v , ∂u∂v]
∼−−→D(Yα˜).
Now suppose that g = sl(3). Then X is the quadratic cone {
∑3
i=1 uiyi = 0} in
C3 × C3, Qα˜ ∼= C∗ and the natural map ψ : DQα˜ → D(Yα˜) is surjective by [LS3,
Lemma 1.1 and Theorem 2.14]. 
Differential operators have also been extensively studied for lagrangian subvari-
eties of minimal orbits in [BK1, BK2, LS3]. The varieties discussed in those papers
are HV-varieties for an appropriate Lie algebra (see, for example, [BK1, Table 1])
and they again have differential operators of order ≤ 4 and degree −1. As might
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be expected by analogy with Theorem 6.9, the corresponding map ψ does produce
operators of the required order for Lie algebras of small rank but in large rank the
map ψ is definitely not surjective. We omit the details of these assertions since
they are rather technical.
The differential operators constructed in [BK1, BK2, AB] have a number of
interesting properties, as is explained in those papers. It would be interesting to
know whether the operators constructed for arbitrary HV-varieties by Corollary 6.8
also have distinctive properties.
Remark 6.10. It is instructive to compare the results of this section with those
from [LSS, LS1]. One of the main aims of those papers was to construct D(Z)
for certain specific singular affine varieties Z. The typical situation is that Z is
an irreducible component of O ∩ n+, where O is a nilpotent orbit of a simple Lie
algebra g˜ with triangular decomposition g˜ = n− ⊕ l ⊕ n+. Those papers then
show that D(Z) = U(g˜)/P for some primitive ideal P . However, Z will almost
never be an S-variety for g˜. Rather, Z will be contained in the nilradical of a
parabolic subalgebra p of g˜ and, at least when O is the minimal orbit, Z then
will be an HV-variety for a smaller Lie algebra g contained in the Levi factor of p.
For these examples one would not expect to find a group Q and a surjective map
ψ : D(G/U)Q → D(Z), simply because it is unlikely for the big Lie algebra g˜ to lie
in the image of such a map.
The reader is referred to [LSS, Theorem 5.2] and [LS1, Introduction] for explicit
examples of this behaviour and to [Jo2] for a more general framework. One example
is provided by Example 2.8, for which we take g˜ = so(8). The parabolic p is
described explicitly in [LSS, Table 3.1 and Remark 3.2(v)], so suffice it to say that
p has radical r ∼= C6 and Levi factor a⊕ C, where a ∼= s0(6). The variety Z is the
quadric
∑3
i=1 xiyi = 0 inside r. Since r is the natural representation for a it follows
easily that Z is an HV-variety for a. Example 2.8 follows from this discussion by
the lucky coincidence that the closure X of the basic affine space for sl(3) identifies
with Z under an embedding of sl(3) into a.
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