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Summary
Air pollution is an important determinant of health. There is convincing, and growing, evidence
linking the risk of disease, and premature death, with exposure to various pollutants including
fine particulate matter and ozone. Knowledge about the health and environmental risks and
their trends is important stimulus for developing environmental and public health policy. In
order to perform studies into the risks of environmental hazards on human health study there
is a requirement for accurate estimates of exposures that might be experienced by the popula-
tions at risk. In this thesis we develop spatio-temporal models within a Bayesian framework to
obtain accurate estimates of such exposures. These models are set within a hierarchical frame-
work in a Bayesian setting with different levels describing dependencies over space and time.
Considering the complexity of hierarchical models and the large amounts of data that can arise
from environmental networks mean that inference using Markov Chain Monte Carlo (MCMC)
may be computational challenging in this setting. We use both MCMC and Integrated Nested
Laplace Approximations (INLA) to implement spatio-temporal exposure models when deal-
ing with high–dimensional data. We also propose an approach for utilising the results from
exposure models in health models which allows them to enhance studies of the health effects
of air pollution. Moreover, we investigate the possible effects of preferential sampling, where
monitoring sites in environmental networks are preferentially located by the designers in order
to assess whether guideline and policies are being adhered to. This means the data arising from
such networks may not accurately characterise the spatial-temporal field they intend to monitor
and as such will not provide accurate estimates of the exposures that are potentially experienced
by populations. This has the potential to introduce bias into estimates of risk associated with
exposure to air pollution and subsequent health impact analyses. Throughout the thesis, the
methods developed are assessed using simulation studies and applied to real–life case studies
assessing the effects of particulate matter on health in Greater London and throughout the UK.
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Numerous research studies across the world have shown that exposure to poor air quality im-
pacts on people’s health. Some effects are nearly immediate, known as acute effects, while
some happen over a longer term, known as chronic effects. Considering the very large number
of people who live in urban areas and therefore may be be exposed to substantial amounts of
air pollution, this is an important and in places urgent health issue. The World Health Orga-
nization estimates that 7 million deaths each year may be directly attributable to air pollution
(WHO, 2011).
Poor air quality in Britain, especially in major cities such as London has been a problem
for hundreds of years. Historical documents indicate there was a law enacted by King Edward
I to control coal burning in 1306. After the industrial revolution in 18th century, coal smoke
and its associated problems were considered to be a serious issue in London up until late 20th
century. The most infamous incident caused by coal burning was the London smog in 1952,
often referred to as the ‘Great Smog’, in which levels of black smoke, a measure of particulate
matter, exceeded 4,500 µgm−3. During this episode it is estimated that 4,000 people died pre-
maturely and 100,000 more were made ill due to effects on the respiratory tract (Logan, 1953).
Nowadays, the sources of pollutants within the air have changed considerably, due largely to
the marked decline in the use of coal for industrial processes and domestic heating over the past
40 years. At the same time, the rapid expansion in the number of motor vehicles has produced
considerable amounts of nitrogen dioxide and small particles. A wide range of pollutants have
been implicated in adverse effects on human health, but particular attention has tended to focus
on particulate matter, measured in various ways, e.g. PM10, PM2.5, total suspended particulate
and black smoke.
Particulate matter consists of tiny bits of solids or liquids suspended in the air, the majority
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of which are too small to see. They are a complex group of pollutants varying in size, shape,
composition and origin, and vary from place to place and across time. Others kinds of particles
include material from building and industry, sea salt, pollens and soil particles. Among these
different types, size is the main determinant of which part of body the particles harm when
breathed in. Larger particles generally rest within the nose and throat, but particulate matter
smaller than 10 micrometers, referred to as PM10, can settle in the lungs (Elliott et al., 2007).
Small particles of particular matter (PM) in particular are now considered to be a major source
of risk to health. Much of the evidence for this has come from epidemiological studies.
Epidemiological studies require accurate measurements of both health outcomes, potential
confounders and estimates of exposures that might drive associations with health (Finazzi et al.,
2013). All of these data may be measured with varying degrees of error. Considering measure-
ments of air pollution, there is a true underlying pollution surface which will form the basis
of the exposures experienced by the population at risk. However this surface is not directly
observable and instead measurements are taken at locations over space and time. Differences
between these exposure measurements and the unknown underlying field are often referred to
as measurement error. Here the term measurement error is taken to refer to any difference from
the underlying true values (of pollution) and what is measured. Traditionally measurement er-
ror has been based around the idea of repeated measurements of a value, for example measuring
blood pressure, in which the repeated measurements will contain a component of error; often
assumed to be random. In modelling exposures and in spatial epidemiology, error will possibly
comprise a number of factors including monitor calibration error and random variation but also
variations in the underlying pollution field over time and space which are not acknowledged
in the analyses. This may arise for example when modelling assumptions are too simplistic
for the complex surface of the pollution field. Another issue that is often contained under the
umbrella term of ‘measurement error’ is the misalignment of locations or times of exposure
measurements and health outcomes. This arises because exposure and health data are often
drawn from independent sources and not as the result of a carefully designed study. Hence
a straightforward comparison is not possible without a model to align these elements in the
spatial and temporal domains (Gryparis et al., 2009; Peng and Bell, 2010). Where a health
effects analysis uses predictions from an exposure model as substitutes for actual measures of
exposures, as with regular measurement error, there is the possibility of bias in the estimation
of risks. An additional issue termed the ‘change of support’ problem by Gelfand et al. (2001)
occurs when the exposure and health outcome data are recorded at different levels of aggrega-
tion, for example health counts for administrative areas and exposures from monitoring sites
at point locations within, or outside, those areas. The studies are ecological in nature, being
based on spatially aggregated health and exposure data modelled at the same resolution. As
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such, there is the potential for ecological bias; assuming that associations observed at the level
of the area hold for the individuals within the area. For a comprehensive review of the problems
of ecological bias and possible approaches for corrections, see Wakefield and Salway (2001),
Wakefield (2003) and Wakefield and Shaddick (2006).
1.1 Estimating short–term effects
The relationship between exposure to air pollution and mortality or morbidity has been an
active research topic for a number of years. Much of the evidence about the effects of air pol-
lution comes from studies of acute health effects, that is, from associations between short-term
changes in air pollution and subsequent changes in mortality or morbidity. The majority of s-
tudies (Samet et al., 2000; Katsouyanni et al., 2001) regress population based mortality counts
for an area, e.g. a city, against ambient pollution levels. The pollution levels are often collect-
ed at a number of fixed locations, with the majority of studies using a ‘standard’ measure of
daily pollution exposure; the daily average from measurements from all available monitoring
sites. A number of studies have used a spatio-temporal pollution model in this setting, large-
ly due to the health data being available at a lower geographical temporal resolution than the
exposures data, and because pollution concentrations were not available in each spatial unit.
For examples, Zidek et al. (1998), Zhu et al. (2003), Fuentes et al. (2006), Lee and Shaddick
(2010), Szpiro et al. (2011) and Chang et al. (2011) used spatio-temporal models to produce
less biased estimates of both exposure and the association with mortality. Also simple method-
s for handling missing values are commonly used including simply discarding them from the
analysis or replacing them by a specific single value, for example the overall mean. By discard-
ing missing values, we may lose useful information and may introduce bias. When replacing
missing values by a single value, for example a sample mean of observations or the posterior
mean from an exposure model the intrinsic variability associated with the summary value may
be ignored. In Chapters 4 we assess the estimation of short–term effect of air pollution. We
start by considering the standard model, a Poisson log-linear model with exposures compris-
ing daily averages of measurements from available monitoring sites. We assess how well it
performs, and assess potential biases, when there is measurement error and spatial variation
in the data. This is done using simulation studies. We assess the potential benefits of using
more complex approaches and models in Chapter 6, including a measurement error model and
a spatial–temporal model, both set within a Bayesian framework with inference using Markov
Chain Monte Carlo (MCMC). Their ability to accurately estimate risks is assessed using sim-
ulation studies. These models are also applied to a case study of data from London in Chapter 8.
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1.2 Estimating longer–term effects
Compared to short–term effects, there has been comparatively much less research into the
chronic effects of air pollution, i.e. the association between health outcomes and long–term
exposures to air pollution. This has been due to a number of reasons, including lack of avail-
ability of suitable data and problems of confounding. It is not really known whether short–term
effects can be extrapolated to longer term effects. Whilst some of the acute effects might just be
bringing forward health events which were likely to occur within a short time anyway known
as ‘mortality displacement’, long–term exposures may be fundamental in causing disease, e.g.
by sensitising people in early life to respiratory allergens (Elliott et al., 2007).
Two early studies were particularly important in indicating the long–term effects of air pol-
lution. The Harvard Six Cities Study (Dockery et al., 1993), followed a cohort of over 8000
adults in six cities in the U.S., from the mid 1970s to the late 1980s. Exposure data were ob-
tained for each city using a single pollution monitor in the center of the city which was then
linked with health and confounder data obtained from questionnaires and interviews. Strong
associations were found between mortality rates in the six cities and concentrations of partic-
ular matter and sulphate particles. Twenty-six percent higher all–cause mortality was found
between the cities with the higher levels of pollution component to the lowest. Similar risks
were seen in the American Cancer Society (ACS) study, which contained 151 cities (Pope
et al., 1995).
In Chapter nine, we investigate models for assessing the longer term effects of air pollution;
looking at the associations between health and exposures possibly over several years. In many
epidemiological studies, where there are missing values in exposure information very simple
methods are used including simply omitting them, which may result in omitting entire data
records, to replacing them by a single value, for example the overall mean. Important infor-
mation may be lost if records are discarded and important features of the data may be ignored
by replacing missing values by a single value. In addition, the intrinsic variability in using
a summary value is commonly ignored. A more advanced way of dealing with missing data
is to use a model for exposures and then to ‘fill in’ missing values with predictions from the
model. However, when dealing with the large amounts of data that may arise from considering
exposure measurements over a long period of time there may be computational issues when
attempting to perform inference using MCMC. Therefore, we investigate the use of using ap-
proximations, namely Integrated Nested Laplace Approximations (INLA) in this instance. We
propose an approach for integrating the results of a space–time exposure model into a health
analysis, which means using the output of the exposure model (predictions) as input for the
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health model. This is illustrated using a case–study of black smoke exposures and respirtatory
health in the UK over an extended period of several decades.
1.3 Preferential sampling
Early air pollution control legislations were focused on setting restrictions on the use of smoke-
producing fuels (Stern, 1973) and in 1961 the world’s first national air pollution monitoring
network was established in the UK. It was called the National Survey and monitored black
smoke, a measure of PM and sulphur dioxide at around 1000 sites (Clifton, 1964). Since then
many countries have established monitoring networks. During the early parts of the twentieth
century, the main concern was soot (or black smoke) and sulphur dioxide from industry and
domestic fires and at that point networks were largely designed in order to measure these pol-
lutants with many monitors being located in industrial areas where concentrations were likely
to be high. Now, concern may be focused on PM due to road traffic and this will drive the
locations of many monitoring sites, ie. beside roads.
Following legislation at both national and international levels and air quality guidelines
(AQGs) from the World Health Organisation (WHO), monitoring air pollution has dramatical-
ly increased. The AQGs aim to offer guidance to reduce the health impacts of air pollution.
However, the information that is available to support air pollution policy has three main things
wrong with it; (i) monitoring is expensive and so monitoring networks do not cover every area
(ii) concentrations may vary greatly over small distances, especially in urban areas and (iii)
networks are often designed to monitor compliance with standards and therefore may mostly
be in areas with high pollution and so may not give accurate representation of true levels of
pollution that might be experienced by populations.
It is very important that the information coming from networks is accurate and reflects the
levels of exposures that may be experienced by the populations at risk. This might be a prob-
lem if monitors are placed in locations where pollution might be expected to high; known as
preferential sampling. In the context of air pollution and health in epidemiological analyses,
Guttorp and Sampson (2010) state that the choice of locations for air pollution monitoring sites
may be because of a number of reasons, including measuring: (i) background levels outside of
urban areas; (ii) levels in residential areas and (iii) levels near pollutant sources. Geostatistical
methods which assume sampling is non-preferential are often used despite preferential sam-
pling (Diggle et al., 2010). Ignoring preferential sampling may lead to incorrect inferences and
biased estimates of pollution concentrations and thus any subsequent estimation of health risks.
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In chapter ten, we assess the potential effects of preferential sampling on the estimation
of health risks associated with air pollution. Preferential sampling may lead to inaccurate
estimates of exposures and this in turn has the potential to introduce bias into estimates of risk.
Following on from the approach for incorporating exposure models in health studies presented
in Chapter 9 we consider the possible effects of preferential sampling on risk estimates. We
assess these possible effects using a simulation study under which estimates of health effects
are compared when using random and preferential sampled sets of exposures. We also present
a case study based on a long–term air pollution monitoring network in the UK which has
previously been shown to have been subject to preferential sampling over time (Shaddick and
Zidek, 2014). We propose a method to adjust for preferential sampling by using predictions
from an exposure model based on non-preferentially sampled data in place of preferentially
sampled data.
1.4 Computation
Throughout this thesis we compare the performance of models using simulation studies and
by applying them to real data. In spatial–temporal applications, where data is available from
a large number of monitoring sites over long periods of time, the dimension of the data that
needs to be handled may become very large. Although in theory Markov chain Monte Carlo
method can be applied to all of the Bayesian hierarchical models considered in this thesis, it
may come with a very heavy computational burden. As an alternative to MCMC, Integrated
Nested Laplace Approximation (INLA) has recently been introduced to perform fast Bayesian
inference. This approach obtains results by using numerical approximation of the marginal
posterior densities of variables of interest and hyperparameters instead of simulation, and as




If the measurements of pollution are mis-estimated or inappropriate, then estimates of the re-
lationship with mortality may be biased. It is important to understand characteristics of the
pollution surface, and in particular levels of measurement error and spatial variation. In this
Chapter, we introduce the exposure modelling framework adopted in this thesis. The first
section presents details of spatial processes and the following section introduces temporal pro-
cesses. Section 2.3 outlines the basic idea of spatio-temporal modelling. Then some examples
of applications of spatio-temporal modelling in environmental modelling are given. Lastly,
Section 2.5 introduces measurement error commonly seen in exposure models.
2.1 Spatial processes
A spatial random field is a stochastic process over a region Z = {Zs ⊂ Rd} for s = 1, . . . , Ns.
This underlying process is not directly measurable, but realisations of it can be obtained by
taking measurements, possibly with error, at a set of known locations. One way of expressing
the random field is as a combination of an overall trend together with a spatial effect, for
example
Ys = Zs + s for s = 1, . . . , Ns
Zs = µs +ms
where s is measurement error. In a purely spatial analysis, repeated observations at a specific
location over time are treated as independent realisations of the underlying process. The ob-
served data ys at the first level of the model are considered conditionally independent given the
value of the underlying process.
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The concept of stationarity is critical to most of spatial analyses. A stationary process has
no spatial trend, meaning a constant mean, with the covariance between two points dependent
only on the distance between them and not their actual locations. If a process is stationary,
measurements from any area within the study region can be used to make inference about the
overall underlying structure. A spatial process is strictly stationary if the joint distribution is
invariant in space, meaning f(Zs1 , . . . , ZsNs ) is the same as f(Zs1+h, . . . , ZsNs+h) for any
Ns and distance h ∈ Rd. However this criteria is excessively restrictive and is rarely achieved
in practice. Two weaker and most common stationary assumptions are second order stationary
(weak stationary) and intrinsic stationary. A spatial process is second order stationary if for
any locations s and s∗:
E[Zs] = E[Zs∗ ]
Cov[Zs, Zs∗ ] = ψ(h)
where h ∈ Rd is the distance between two locations s and s∗. This implies that the variance is
constant over the entire region and that the covariance between two locations depends only on
the distance, h, and not direction between them, known as isotropy.
A further simplification is intrinsic stationary, which is based on the difference between




V ar[zs − zs∗ ] = ψ(‖h‖)
where ‖.‖ denotes the Euclidean norm, meaning the variance is constant over the entire region.
This implies that the variance of the difference must be the same everywhere in the region, but
does not require that the variance itself of observations is constant over the entire region.
The covariance function and the semi-variogram are both functions that summarize the
strength of association between responses as a function of distance, and possibly direction. In
practice, the semi-variogram is often preferred to the covariance function because of the relaxed
rules of stationarity and also because it only uses pairs of locations h units apart, and does not
involve the overall mean, so if there is a shift in the mean which is not explicitly modelled, the
semi-variogram is likely to be less affected than the covariance function. A common class of
spatial models is the Mate´rn class
9
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here d is the number of dimensions fromRd, Kν is the modified Bessel function of the second
kind with order ν which is usually fixed and determines differentiability of the sample paths.
The relation between scaling parameter κ and range parameter ρ is empirically derived as
ρ =
√
8ν/κ. There are two special cases of Mate´rn class models
• Gaussian ψ(‖ h ‖) = σ2exp(−θ ‖ h ‖2)
• Exponential ψ(‖ h ‖) = σ2exp(−θ ‖ h ‖)
The exponential model is a special case with ν = 12 , while the limiting case of the Matern
class, when ν →∞, is the Gaussian model.
2.2 Temporal processes
Temporal stochastic processes are used to model both overall temporal trend and temporal
correlations with data. Classical time series composition and analysis can be very useful in
understanding the nature of any serial dependence and thus in constructing suitable models
(Chatfield, 2013).
The main aims of classical time series analysis are description, modelling, forecasting and
control. In this thesis, the main interest is modelling where the response can depend on past or
present values of other explanatory variables. The classical time series modelling aims to de-
compose the variation in the series into four components. The first one is trend that describes
the long term movements in the mean. The second element is seasonality which represents
annual cyclical fluctuations. There are also other cyclical variations, at frequencies less than
or greater than a year. The last component is the residual which represents other random or
systematic fluctuations. After modelling these four elements, there may still be autocorrelation
in the residual term, and it is this fourth component that is the one of interest in the context of
this thesis.
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A time series is said to be stationary if the distributional structure of outcome Yt is unaffect-
ed by a shift in time. Strict stationary means that for any choice of k, and times t, t = 1, . . . , Nt,
the joint probability distribution of Yt+k, t = 1, . . . , n is the same for all k. i.e. the joint dis-
tribution does not depend on the location in time. So, if a process is stationary, observations
from any time period can be used to make inference about the overall underlying structure. A
weaker assumption is one of weak or second order stationarity where the mean, E(Yt) = µt
is constant for all t, and the auto-covariance function Cov(Yk, Yt) or Cov(Yk − µk, Yt − µt)
depends only on the distance (in time) between k and t and not their actual location. Time
series models are often of the form
Yt = µt + t
where t is a stationary random function, which is often referred to as ’noise’, and µt is the
trend. In order to use a model of this type, assumptions have to be made about the form of the
trend and the noise functions. If the trend can be modelled successfully, then the noise term
may be considered to be stationary.
2.3 Spatio-temporal modelling
A spatial-temporal random field, Zst, s ∈ S, t ∈ T , is a stochastic process over a region and
time period. This underlying process is not directly measurable, but realisations of it can be
obtained by taking measurements, possibly with error, at a set of known locations in space
S = {s1, ..., sNS} ∈ S and time T = {t1, ..., tNT } ∈ T . In a purely spatial analysis, repeated
observations at a specific location over time are treated as independent realisations of the un-
derlying process. There are three levels to the hierarchy that we consider. The observed data,
Yst, s = 1, ..., NS , t = 1, ..., NT , at the first level of the model are considered conditionally
independent given a realization of the underlying process, Zst. The second level describes the
true underlying process as a combination of a trend (mean), µst, and a random process, ωst,
which has spatial–temporal structure in its covariance. In a Bayesian analysis, the third level
of the model assigns prior distributions to the hyperparameters from the previous levels. Thus
in summary we have:
Yts = Zts + ts
Zts = µts + ωst
(2.1)
where the {ts} is an independent random, or measurement, error term, µts is a space-time
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mean field (trend) and ωst is a spatial–temporal process.
Models in which the spatial and temporal structure are modelled jointly are known as non-
separable models. Alternatively, a simpler approach is separable models, where the temporal
and spatial components are modelled separately without any interaction. These models impose
independence between space and time components, which, although often an overly simplistic
assumption, can lead to a reduction in computation. Given two measurements, Yst and Ys∗t∗ ,
made in time and space let ψss∗ be the correlation between them in space and ψtt∗ the corre-
lation over time. Separability can either be multiplicative or additive. In the additive case, the
covariance is separable, it can be written as the sum of ψss∗ and ψtt∗ :
Cov[Yst, Ys∗t∗ ] = ψtt∗ + ψss∗
Separable covariance functions are widely used in the air pollution literature, for example
Shaddick and Wakefield (2002) considered the spatio-temporal modelling of four pollutants
measured daily at eight monitoring sites in London. They modelled the data within a dynam-
ic linear modelling framework, using a Bayesian approach with implementation via MCMC.
Sahu et al. (2006) used a separable spatio-temporal model for fine particulate matter in three
midwestern U.S. states.
2.4 Spatio-temporal models in environmental applications
Zidek et al. (2002) implemented an approach suggested by Le et al. (1997) to model the space-
time field of daily ambient PM10 in Vancouver, Canada. For simplicity, they analysed each
monitoring site separately and chose an AR(1) model to represent the temporal structure. They
identified the possibility that spatial correlation between sites might ‘leak’ into the lagged val-
ues of the series, due to modelling each site univariately. This would not have happened if
a non separable spatio–temporal model could have been used, but such an approach may be
infeasible with the large number of monitored and unmonitored sites.
In an early Bayesian application, Handcock and Wallis (1994) used a spatio-temporal ap-
proach for winter temperatures. Their approach was to carry out separate spatial analyses in
each year. The mean and covariance parameters of these models were then examined and found
to be stable over time. They then assumed that spatial and temporal aspects could be modelled
separately.
More recently, Sahu et al. (2007) developed a spatio-temporal model for the analysis of
daily ozone observations in Ohio, U.S. They used the square root of the observations and fitted
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a stationary auto-regressive model for the temporal correlation and an exponential covariance
structure for the spatial correlation. Vanem et al. (2012) used a Bayesian hierarchical spatio-
temporal model for wave height in the North Atlantic. Cameletti et al. (2011) used a separable
spatio-temporal model to analyse PM10 data in the Po valley (northern Italy). The authors
compared 6 types of spatio-temporal model which feature different levels of complexity either
in the hierarchical structure or in the spatio-temporal covariance function. The comparison is
based on criteria that take into account intrinsic complexity, computational costs and spatial
prediction capability. Ju¨rgens et al. (2013) explore age and gender specific spatio-temporal
patterns of lung cancer and other tobacco-related cancer mortality rates in Switzerland using
Bayesian hierarchical spatio-temporal models. They use this approach to determine differences
between rural or urban living, and extend the study into age and gender specific mortality by
linguistic region.
2.5 Measurement error
Measurement error is a general term used to encompass situations where the observed data
do not represent the quantity of interest exactly. It can occur in both response variables and
covariates. Epidemiological studies require accurate measurements of both health outcomes
exposures together with potential confounders. All of these data may be measured with vary-
ing degrees of error. Considering measurements of air pollution; there is a true underlying
pollution surface which will drive the exposures experienced by the population at risk. Howev-
er this surface is not directly observable and instead measurements are taken at locations over
space and time. Differences between these exposure measurements and the unknown underly-
ing field is often referred to as measurement error. Here the term measurement error is taken
to refer to any difference from the underlying true values (of pollution) and what is measured.
Traditionally measurement error has been based around the idea of repeated measurements
of a value, for example measuring blood pressure, in which the repeated measurements will
contain a component of error; often assumed to be random. In spatial epidemiology, error will
possibly comprise of a number of factors including monitor calibration error and random vari-
ation but also variations in the underlying pollution field over time and space which are not
acknowledged in the model. This may arise for example when the modelling assumptions are
too simplistic for the complex surface of the pollution field. Another issue that is often con-
tained under the umbrella term of ‘measurement error’ is the misalignment of locations or times
of exposure measurements and health outcomes. This arises because exposure and health data
are often drawn from independent sources and not as the result of a carefully designed study.
Hence a straightforward comparison is not possible without a model to align these elements in
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the spatial and temporal domains (Gryparis et al., 2009; Peng and Bell, 2010). In such settings,
health effects analysis may use predictions from an exposure model as substitutes for actual
measures of exposures in the health model.
A brief review of measurement error models is given here, more comprehensive discussions
are given by Fuller (1987) and Carroll et al. (2006), which focus on linear and non-linear
models respectively. Measurement error models are based on four quantities;
• Z - the true unobserved exposures ;
• Y - the observed exposures which are measurements of Z, potentially incorporating
some measure of error;
• X - covariates, which are assumed to be measured exactly.
The joint likelihood of these quantities can expressed as f(Z, Y |X), where the covariates
are conditioned on because they are fixed and known. This represents the relationship between
the unobserved exposureZ and the measured surrogate Y . There are two types of measurement
error model; classical and Berkson which are outlined below.
2.5.1 Classical measurement error
Classical measurement error models decompose f(Z, Y |X) into f(Y |Z,X)f(Z|X), the first
element is a conditional model for the measured surrogate Y given the true (unobserved) ex-
posure Z. Two common classical measurement error models are (i) additive and (ii) error
calibration.
(i) Yi ∼ N(Zi, σ2) for i = 1, ..., n
(ii) Yi ∼ N(β0 + βzZi +
∑P
p=1 βpXpi, σ
2) for i = 1, ..., n
In the simple additive formulation the observed surrogate is assumed to be correct on av-
erage (that is E[Yi|Zi] = Zi), while in model (ii) the surrogate is biased. Both models specify
an additive relationship between Yi and Zi, an alternative being a multiplicative error model
Yi = Zii, where i is a zero mean Gaussian error with variance σ2. The remaining term
f(Z|X) can be based on knowledge of thet true exposure or represent prior ignorance. In a
Bayesian setting f(Z|X) acts as a prior for the unknown exposure Z.
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2.5.2 Berkson measurement error
In contrast to the classical case, Berkson measurement error models decompose f(Z, Y |X)
into f(Z|Y,X)f(Y |X), where the first term is a conditional model for the true exposure Z
given the measured surrogate Y . Again there are two common approaches; (iii) additive and
(iv) regression calibration. In common with the classical models f(Z|Y,X) is a decomposition
of of independent distributions for each observation.
(iii) Zi ∼ N(Y, σ2) for i = 1, ..., n
(iv) Zi ∼ N(β0Yi + βY Yi +
∑P
p=1 βpXpi, σ
2) for i = 1, ..., n
In the simple additive model the true exposure is assumed to be equal to the surrogate on
average (that is E[Zi|Yi] = Yi), but this is not true for (iv). As with classical models a mul-
tiplicative alternative can be used, which is implemented using an additive model on the log
scale. In the Berkson model, as Y are known measurements, the distribution f(Y |X) can be
ignored. The choice between classical and Berkson models will depend on the structure of the
problem as well as the set of available data. Further details can be found in Carroll et al. (2006).
The measurement error models described above can only be used if additional data are
available, because the information from (Y,X) is not sufficient to estimate the measurement
error process. Examples of such additional data include repeated measurements of Y which
in a spatial setting may be measurements at each location over time. Alternatively, exter-
nal data may be able to inform the process if observed values of Z and Y were available at
a subset of locations. The identifiability of a proposed model may also depend on the as-
sumptions made about the measurement error process. There are two generic classes of such
assumptions; functional and structural. Functional models are distribution invariant and spec-
ify minimal assumptions about the measurement error process. They do not specify a proper
likelihood, and estimation is typically based on regression calibration. In contrast structural
models, such as those shown in (i) to (iv), are fully parametric and specify probability distri-
butions for f(Y |Z,X) or f(Z|Y,X). The choice between functional and structural models
determines the method of estimation and inference that can be used, with structural models





Potential associations between exposure to air pollution and mortality (or morbidity) are the
main focus of this thesis. The strength of an association is usually expressed in terms of the
relative, or change in, risk (RR) associated with a change in air pollution. In the environmen-
tal settings considered in this thesis, the relative risk is commonly estimated from ecological
data using Poisson log–linear models. These data typically comprise area level summaries of
mortality or morbidity, ambient pollution levels at fixed locations and meteorological covari-
ates. The nature of the data presents a number of statistical challenges, including unmeasured
confounding, as the associations of interest are typically small. This means that estimation can
be difficult and accurate and realistic models are important. However, as models become more
realistic they may increase in complexity, requiring more data and computational power to esti-
mate parameters. Often therefore the choice of statistical model results in a trade–off between
simple models that are computationally efficient and easy to interpret, and more complex al-
ternatives which make less unrealistic assumptions about the data but may be more difficult to
fit and may often offer less suitable interpretation.
In this chapter, the standard approaches to modelling health data and related factors are
outlined. The first section gives an introduction to epidemiology and the idea of relative risk.
Section 3.2 describes the type of health data that is often used in epidemiological studies of air
pollution and health and how they are collected. Section 3.3 outlines the covariate risk factors
that may influence the relationship between health data and exposure data, including both
known and unknown risk factors. Regression models and principles of inference are presented
in Section 3.4, in which generalised additive models (GAM), which are widely used for health
modelling in this setting, are introduced. In Section 3.5, splines are introduced as an approach
to modelling temporal patterns in health analyses, and penalized splines are outlined. The last
section describes the issue of over dispersion which is commonly seen in health studies, and
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the quasi-likelihood approach which may be used to acknowledge it in estimating measures of
uncertainty.
3.1 Epidemiology and relative risk
Epidemiology is defined as the study of factors that determine the occurrence and distribution
of disease in a population (Jekel et al., 2007). In epidemiology, risk is defined as the propor-
tion of the population at risk who are unaffected at the beginning of a study period, but who
undergo the risk event during the study period.
The real interest in our research is the estimation of relative risk (RR), which is also known
as the risk ratio. The RR is the ratio of the risk in an exposed group compared to that in an
unexposed group. If the risks in the exposed group and unexposed group are the same, then
RR = 1. If the risks in the two groups are not the same, calculating the RR provides a way of
showing in relative terms how much different (greater or smaller) the risk in the exposed group
is compared with the risk in the unexposed groups. The risk for the disease in the exposed
group usually is greater if an exposure is harmful, for example cigarette smoking; or smaller if
an exposure is protective, as in the case of a vaccine. It also is important to consider the number
of people to whom the relative risk applies. A large relative risk that applies to a small number
of people may produce few excess deaths or cases of disease, whereas a small relative risk that
applies to a large number of people may produce many excess deaths or cases of disease. In the
case of air pollution, the RR may be defined between for example cities that have high levels of
air pollution (exposed) and those with low levels (unexposed) or between days with high levels
(exposed) and those with low (unexposed). Often RRs in these cases are expressed in terms
of changes in levels of pollution, for example per 10µgm−3 increase in particulate matter in
which case the relative risk is
RR =
predicted health count at exposure (A+ 10)
predicted health count at expoure A
(3.1)
In the following sections, we consider the type of health data and information on potential
confounders that commonly occur in studies estimating the RR associated with air pollution.
3.2 Health data
Mortality or morbidity data are often only available as aggregated daily counts within a ge-
ographical region of study. They may comprise the number of mortality or morbidity events
occurring each day. They are collected from hospital records and death registries, and for con-
fidentiality reasons are not available at the individual level. All mortality events are classified
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by cause of death using the international classification of disease (ICD) (WHO, 1980). A va-
riety of mortality classifications have been used in studies of air pollution and health, the most
general of which is total non-accidental mortality. However this includes a significant propor-
tion of deaths that are unrelated to pollution exposure, which may cause the pollution-mortality
association to be biased. Consequently, cause specific outcomes such as mortality due to respi-
ratory or cardiovascular illness may be preferable, because they are more likely to be related to
the possible effects of air pollution. However, using a more precise definition for the response
may result in smaller numbers of mortality events and no more accurate estimation of associ-
ations with pollution. Many studies have also analysed mortality data relating to specific age
groups such as the elderly or children, because these frail sub-populations are more likely to be
susceptible to air pollution than the general population. In addition to mortality the association
between air pollution exposure and morbidity has also be investigated, with positive associ-
ations found for asthma and respiratory and circulatory illness (Schwartz, 2001; Pope et al.,
1995).
3.3 Confounders
In addition to the possible effects of air pollution, counts of mortality or morbidity will depend
on a set of other risk factors, and if the influence of these factors is not adequately removed, then
the estimated pollution-mortality association may be biased. This is known as confounding.
This may induce long-term trends, seasonal variation, over-dispersion and temporal correlation
into the health data. Confounders may include meteorological conditions such as temperature,
humidity, wind speed, and rainfall. In addition to measured confounders there may also be
effects of unmeasured factors. These might be represented by proxy variables such as functions
of calender time and variables that indicate the day of the week.
3.3.1 Known risk factors
Measured risk factors are typically related to meteorological events. Meteorological covariates
often include temperature (Mar et al., 2000), humidity (Lee et al., 2000), precipitation (Spix
et al., 1993), and pressure (Vedal et al., 2003). The most common of these is temperature,
because it causes part of the seasonal variation typically present in health data, for example,
higher counts of mortality during cold period. Although meteorological covariates are rou-
tinely available their inclusion in an epidemiological model requires a number of decisions
including which lag should be used and what shape should its relationship with health take.
The health problems that result from pollution exposure may be felt immediately, that is
on the same day (Moolgavkar, 2000), after a lag of one or two days (Peters et al., 2000), or
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from continued exposure over the preceding few days or from long–term exposure over several
decades (Elliott et al., 2007). The choice between different lags is a longstanding research
problem, and there is no consensus over which should be used. It has been determined by
numerous approaches, including selecting the lag that maximizes the estimated adverse effect
(Lumley and Sheppard, 2000), the one used by previous studies, or the one that minimises an
objective criteria (such as DIC). Alternatively, results for multiple lags have been presented,
for example (Burnett et al., 1994).
3.3.2 Unknown risk factors
Unknown risk factors may result in long-term trends and seasonal variation in time series s-
tudies and large-scale spatial trends, for example north to south gradients, in spatial studies.
They can not be added to regression models in the same way as known factors. Removing the
influence of unknown risk factors is less straightforward. In early temporal studies, Schwartz
et al. (1993) and Spix et al. (1993) modelled seasonal variation with pairs of sine and cosine
terms at different frequencies, and long-term trends with parametric function cubic polyno-
mials of calender time, such as quadratic. Other early approaches model these factors with
indicator variables (Verhoeff et al., 1996) which like the parametric functions described may
be overly restrictive and lack the necessary flexibility to model excessive variation in mortality.
For example the sinusoidal terms force the peak in mortality to occur at the same time each
year, while the monthly indicator variables do not allow for within month variation. Nowadays,
these unmeasured risk factors are represented using smooth functions of calender time, which
can be more flexible than fixed parametric alternatives. Such functions have been implement-
ed using parametric and non-parametric methods, including regression splines space (Daniels
et al., 2004), smoothing splines (Dominici et al., 2000).
Categorical, or indicator, variables are often used as proxies for factors that may confound
the relationship of interest. These include ‘day of the week’ (see for example Kelsall et al.
(1999)), influenza epidemics (Peters et al., 2000) and public holidays (Schwartz, 2001). In
spatial studies, where the RR is driven by differences in health counts between different areas,
confounding variables might for example represent the effects of socio-economic deprivation
which has been shown to be a strong predictor of both health (Kleinschmidt et al., 1995) and
air pollution (Elliott et al., 2007).
3.4 Regression modelling
Fitting a regression model generally involves explicitly stating the form of the relationship
between the explanatory and response variables being examined, hence makeing clear the as-
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sumptions that underpin the analysis. However, this may be difficult to understand when com-
plex statistical methods are used and it is important to express the results in a form that can
be easily interpreted and understood by both statisticians and epidemiologists. The model fit-
ting requires many aspects for consideration, including the choice of distribution, for instance
Normal, Poisson or Binomial distributions, the choice how associations will be modelled, for
example, linear, log-linear or logistic regression, and how the actual computation is carried out.
The main focus of the use of regression models in this thesis, and most common reason
for performing a regression analysis in epidemiology, is to obtain estimates of the coefficients
associated with the variable of interest, for example, the effect of an increase in air pollution
on the risk of an adverse health outcome.
We now describe two general frameworks for regression modelling used within this thesis:
generalised linear models (GLM) and generalised additive models (GAM).
3.4.1 Generalised linear models
Generalised linear models (GLMs) are extensions of linear models (McCullagh and Nelder,
1989). In a GLM, the response variable is assumed to be an independent observation from an
exponential family distribution and is related to the exposure variables and covariates through
a link function. If the response variables are denoted by Y = (Y1, . . . , Yn), and q covariates
represented by X = (X1, . . . , Xn)n×q, then the general form of generalised linear model is
given as
Yi ∼ f(Yi|µi) for i = 1, . . . , n, (3.2)
g(µi) = Xiθ
where µi denotes the expected value of Yi. The θ = (θ1, . . . , θq) are the unknown regression
parameters which represent the relationship between the explanatory variable and the response.
The linear combination of all the covariates is called the linear predictor, and is related to the
expected value µi, via an invertible link function g. The unknown θ can be estimated using
both likelihood and Bayesian methods. For the likelihood method, the parameters θ can be





v−1i (Yi − µi(θ)) = 0
where vi = V AR(Y ). In the Bayesian case, prior distributions need to be assigned to all the
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parameters.
In the vast majority of epidemiological studies using aggregate level data, either over time
or space or both, the response variables are assumed to follow a Poisson distribution. Counts
(of health outcomes) will be within the range [0,∞). The natural link function is therefore log,
which restricts the outcome to the required range. It is noted that this implies an underlying
multiplicative relationship between the effects of the covariates.
3.4.2 Generalised additive models
Genaralised additive models (GAM) can be considered as extensions of genralised linear mod-
els, where instead of assuming dependence on the sum of linear predictors, the outcome is
assumed to be dependent on a sum of functions of the predictors. GAMs therefore provide a
flexible framework for controlling for non-linear dependence on both the variable of interest
and potential covariates. Assuming Yi to be an independent observation from an exponential
family distribution f , then the model is given by
Yi ∼ f(Yi|µi) for i = 1, . . . , n,




where the relationship between g(µi) and each covariate xij is represented by a function, Sj .
The functions Sj can be estimated using a number of methods, two widely used approaches
are kernel smoothing (Hastie and Tibshirani, 1990) and smoothing splines (Brezger and Lang,
2006). The smoothness of each function is controlled by the parameter λj .
3.5 Splines
Splines are a flexible technique for modelling non–linear relationships. They transform a
possible non–linear relationship into a linear form by separating the data x into k + 1 sub-
intervals. The points where sub-intervals join are known as the knots of the spline, denoted by





where bi(x) is the ith basis function and βi is the basis parameter. There are many choices
of basis function to represent the spline, for example, polynomial spline, penalized regression
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spline, B-spline and radial basis spline (Wood, 2006).
3.5.1 Penalised splines
A penalised spline uses an overly large number of basis functions and penalises excess curva-
ture by using a penalty term. The smoothness of the splines depends on the number of knots:
too many knots may lead to over smoothness, whilst inadequate number of knots leads to rough
model fit. The key to penalised splines is controlling smoothness by adding a ‘wiggliness’
penalty to the least squares objective, that is fitting the model by minimizing:







where the second part of this formula penalizes models that are too ‘wiggly’. The trade off
between model fit and model smoothness is controlled by the smoothing parameter, λ. Since






where S is a matrix of known coefficients. Therefore, the penalized regression spline fitting
problem is equivalent to minimizing:
‖Y −Xβ‖2 + λβTSβ
In this case, the estimation of degree of smoothness becomes the issue of selecting smooth-
ing parameter λ. If λ is too high then the data will be over smoothed, and if it is too low then
the data will be under smoothed, in both cases this will mean that the spline estimate fˆ will not
be close to the true function f . Choosing λ may be done using data driven criterion, such as
cross validation (CV) and generalised cross validation (GCV), details of which can be found
in Wahba (1990) and Gu (2013).
3.6 Over-dispersion
If all risk factors that influence health are known and included in the regression model, the
residual variation would be adequately described by the Poisson assumption. However it is
likely that only a subset of these risk factors are known, and the presence of unknown factors
may inflate the variance and make the Poisson assumption untenable. This will cause confi-
dence intervals to be too narrow, which in some cases may falsely suggest that the pollution-
health association is statistically significant. Increased variation in the data compared with that
specified by the assumed probability distribution is known as over-dispersion. The unmeasured
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confounders may be operating at the individual level, e.g. smoking, or at the area level, e.g.
residual socio-economic confounding. Over-dispersion may also arise because of data anoma-
lies such as errors in the numerators and/or denominators or due to migration.
The choice of a log link and variance that is proportional to the mean is the canonical
one for the Poisson distribution and under regular Poisson assumptions, the variance is as-
sumed to be equal to the mean, V ar(Y ) = E(Y ). When this is relaxed to proportionality,
V ar(Y ) = φE(Y ), the excess variation is modelled by the dispersion parameter φ which is
assumed to be constant over all of the data. The estimating equations for this will generally
be different from those obtained by weighted least squares, but solutions can be found using
quasi-likelihood techniques.
Quasi-likelihood only requires that the first two moments of the data generating distribution
are specified, i.e. the mean and variance. The quasi-likelihood is derived by approximating
the score function for Y with Yi−kφV (k) . Incorporating over-dispersion scales the variance of the








which widens the corresponding confidence intervals. Although a standard technique in like-
lihood based inference, quasi-likelihood methods can not be applied in a Bayesian setting
because a complete likelihood is required. A comprehensive description of quasi-likelihood is




The Bayesian approach provides a natural framework for dealing with hierarchical models,
incorporating the uncertainty that will be present at each stage of the process in a coherent
manner and acknowledging it in the estimates of the parameters of interest. In this chapter, we
give a brief review of Bayesian analysis. It starts with an introduction to Bayesian inference,
including a description of Bayes theorem, prior distributions and posterior distributions. We
then describe the differences between a fully Bayesian, or one–stage approach and two–stage
approaches in which different parts of the overall model may be fitted separately.
4.1 Bayesian inference
The aim of Bayesian inference is to make inference about parameters, θ, given observed data
Y . In order to achieve this, a joint probability distribution relating the parameters θ and the
observed values Y is expressed as a product of two densities; the prior distribution f(θ) and
the likelihood function of Y given the values of parameters, f(Y |θ);
f(θ, Y ) = f(Y |θ)f(θ) (4.1)
Applying Bayes’ theorem allows to express the posterior distribution of the parameters giv-
en the data, f(θ|Y ), this represents the updated beliefs about parameters θ after the information
of data is taken into account,






where the denominator f(Y ) is the marginal distribution of the data, and is calculated as
f(Y ) =
∑
θ f(θ)f(Y |θ) if θ is discrete, and f(Y ) =
∫
θ f(θ)f(Y |θ)dθ, where the integra-
tion is over all possible values of θ, if θ is continuous. The denominator f(Y ) which does not
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depend on any of the unknown quantities, θ, can be treated as a normalising constant. Hence
equation (4.2) can be simplified to:
f(θ|Y ) ∝ f(Y |θ)f(θ) (4.3)
which shows that the posterior is the product of the likelihood function and the prior distri-
bution. The ability to summarise parameters via their posterior distribution is a one of the
significant features of Bayesian analyses, because f(θ|Y ) contains more information about θ
than is typically obtained from a frequentist analysis based on likelihood inference which com-
monly results in just point estimates.
The ability to summarise θ via its posterior distribution is a major advantage of the Bayesian
framework, because f(θ|Y ) contains more information about θ than is typically obtained from
a frequentist analysis. In Bayesian statistics, the posterior mean and median are typically quot-
ed as point estimates, while a credible interval is an interval in the domain of a posterior prob-
ability distribution used for interval estimation, meaning that a 100(1− α)% credible interval
is an interval within which 100(1 − α)% of the posterior distribution lies. We need to notice
that the credible interval is different from the concept of confidence interval used in frequentist
statistics, where confidence interval gives an estimated range of values which is likely to in-
clude an unknown population parameter, meaning that for a 100(1− α)% confidence interval,
we are 100(1−α)% confident that the true value of the parameter is in our confidence interval.
The reminder of this section discussed prior and posterior distributions, more general review
of Bayesian methods is given by Gelman (2003).
4.1.1 Prior distributions
The prior distribution represents the belief about θ before any data are observed. It allows
knowledge from previous studies or experiments to be incorporated. The choice of prior dis-
tribution will depend on the context, but is typically represented by a standard probability
distribution which depends on a vector of hyper-parameters that may or may not be known. If
there are doubts as to the accuracy of the prior distribution, it is important to assess the sensi-
tivity of the posterior probabilities to the choice of priors.
A conjugate prior is one that has the distribution in the same family as the posterior distri-
bution. For example consider a Gaussian density function for the observation y ∼ N(µ, σ2)
with known parameter µ and unknown parameters σ2. The conjugate prior of σ2 is Inverse−
Gamma(a, b) which results in the following full conditional distribution:
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(y − µ)2) (4.4)
The advantage of using conjugate priors is that it makes the computation of the posterior
distribution relatively straightforward. Despite the convenience that using a conjugate prior
provides, there will be occasions when they will not be a suitable specification of prior knowl-
edge, and therefore would not be an appropriate choice. Alternatively prior ignorance, meaning
there is only vague information about a quantity, can be represented by using non-informative
prior which gives fairly even support to a wide range of values. Non-informative priors can be
a standard distribution with a large variance or may be improper. An improper prior is one such
that
∫
f(θ)dθ =∞, it should be used with caution, as the resulting posterior distribution may
also be improper. As a result, prior ignorance is often specified using a proper prior with large
variance, with two common choices being Gaussian, generally used for mean or regression
parameters, or inverse-gamma distributions, for variances.
4.1.2 Posterior distribution
The posterior distribution can be calculated using many approaches, and the choice of which
will be largely determined by the form of f(θ|Y ). For simple situations with conjugate priors,
since the posterior distribution comes from a standard family of distributions, it can be obtained
analytically (see, for example, Gelman (2003)). However in most cases this is not possible, as
such conjugacy is either not available or overly restrictive.
One approach to finding posterior probabilities is to use simulation techniques, such as
Monte Carlo. Monte Carlo integration evaluates the population mean by a sample mean. In this
situation a large number of samples are drawn from f(θ|Y ) to estimate quantities of interest
such as the posterior mean and median, as well as credible intervals. When the samples are
independent, laws of large numbers ensure that the approximation can be made as accurate
as desired by increasing the sample size. The samples can be generated using a number of
methods, the simplest of which are direct approaches such as inversion or rejection sampling
(Gamerman and Lopes, 2006). In general, drawing samples independently from the posterior
distribution is not feasible, since it can be quite non-standard. However the samples can be
generated by any process throughout the support of the posterior distribution in the correct
proportions. One way of doing this is Markov chain monte carlo (MCMC) simulation, for an
introduction to MCMC, see Gilks et al. (1996), and Gamerman and Lopes (2006). There is
a difference between MCMC and Monte Carlo simulation, as simple Monte Carlo simulation
simulates independent random values from the probability distribution of interest, but there is
dependence between simulated samples in MCMC methods. Details of the MCMC used in this
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thesis can be found in Chapter 7.
4.2 Linking health and exposure models
In a fully Bayesian analysis, estimation for both the health and exposure models, including
prediction at locations where data are not available, would be performed simultaneously. The
uncertainty in estimating the coefficients of the exposure model is therefore acknowledged and
‘fed through’ the model to the predictions and thus to the estimation of the coefficients in the
health model.
There are likely to be computational considerations associated with jointly fitting the health
and exposure models, especially if the latter uses large amounts of data over space and time.
When the exposure model is complicated or when one is interested in running multiple can-
didate epidemiological models with different sets of covariates either for a single outcome or
multiple outcomes, a single model is not going to provide an efficient method of investigation.
Often the exposure models are fitted separately from the health model, removing the de-
pendence of Z(2) on Y (1). The joint model is therefore decomposed into separate health and
exposure components. The exposure component is of the form:
f(Z(2)|θ(2), Y (2)) ∝ f(Y (2)|Z(2), θ(2))f(θ(2))
and the health component of the form
f(θ(1)|Z(2), Y (1)) ∝ f(Y (1)|Z(2), θ(1))f(θ(1))
noting that the first term exposure model is different from the f(Z(2)|θ(2), Y (2), Y (1)), that
would be the case in a fully Bayesian analysis. This is often done in order to ease the compu-
tational burden in running a combined model, and that has been adopted in a number of cases,
for example, Carlin et al. (1999), Zhu et al. (2003), Lee and Shaddick (2010), Chang et al.
(2011) and Peng and Bell (2010). This two-stage approach has the advantage that the exposure
model, which is likely to be the most computationally demanding, does not have to be refitted
when running multiple health effect analyses. Two stage approaches separate the exposure and
health components, whilst still allowing uncertainty from the exposure modelling to be incor-
porated into the health model.
There are other reasons why fitting a joint model may be unappealing; it is not intended
that the health counts should inform the estimation of the exposures which should be based
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on data from the monitored concentrations. It is possible to ‘cut’ feedback between the stages
within MCMC, for example in WinBUGS (Lunn et al., 2000), however the result is that the
posteriors may not be proper probability distributions.
4.2.1 Two-stage Bayesian approaches
Peng and Bell (2010) developed a two-stage approach involving two separate Markov chain
Monte Carlo implementations, they firstly estimate f(Z(2)t |Y (2)t ), which is the posterior dis-
tribution of exposure Z(2)t given the observation Y
(2)
t for each time t. The second stage uses
f(Z
(2)
t |Y (2)t ) as an informative prior for Z(2)t and estimates the joint posterior distribution of θ
and Z(2)t , given the health data Y
(1)
t and the observed pollution data Y
(2)
t ,
f(Z(2), θ|Y (1), Y (2)) ∝ f(Y (1)|θ, Z(2), Y (2))f(Z(2)|Y (2))f(θ)
where f(θ) is a diffuse prior distribution. The likelihood terms f(Y (1)|θ, Z(2), Y (2)) rep-
resent the Poisson likelihood used for health model. In fact, only the second stage of the
model is Bayesian, while the first stage is estimated with maximum likelihood and is treat-
ed as a fixed prior in the second stage. This two-stage approach effectively assumes that
f(Z(2)|Y (1), Y (2)) ≈ f(Z(2)|Y (2)), thus cutting the feedback between Z(2) and Y (1). Chang
et al. (2011) use another two-stage framework, for the first stage, posterior samples of expo-
sures given the measured data are obtained by sampling from the following posterior predictive
distribution:
Stage1 : f(Z(2)|Y (2)) ∝
∫
f(Y (2)|Z(2), θ1)f(Z(2)|θ2)f(θ1, θ2) dθ1dθ2
where f(Y (2)|Z(2), θ1) represents the measurement model and f(Z(2)|θ2) represents the ex-
posure model. Here the posterior distribution of Z(2) does not depend on the health data. At
the second stage, they obtain posterior samples of f(Z(2), θ|Y (1), Y (2)) by using f(Z(2)|Y (2))
from Stage 1 as the prior distribution of Z(2). Given health data Y (1), they assume:
Stage2 : f(Z(2), θ|Y (1), Y (2)) ∝
∫
f(Y (1)|Z(2), θ, ψ)f(Z(2)|Y (2))f(θ, ψ)dψ
In order to decrease computational burden, they treat ψ as nuisance parameters and carry
out a profile sampler approach as described in Lee et al. (2005). This approach also provides
samples of [Z(2)|Y (1), Y (2)], the posterior distribution of the average pollution exposure in-
corporating the health information. When the exposure model is complicated or when one is
interested in running multiple epidemiology model with different sets of covariates either for a
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single outcome or multiple outcomes, this two-stage approach has the advantage that one does
not have to refit the exposure model when running multiple health effect analysis.
4.3 Multiple imputation
One approach to performing a two–stage analysis is to use multiple imputation (Little and
Rubin, 1987). Commonly it is used to repeat data analysis on a number of datasets that contain
some measure of uncertainty which arises as a result of using predictions from a model in place
of missing values. It provides a method for combining the results of the repeated analyses into
a summary measure with an estimate of its uncertainty. Here, at the first stage the exposure
model is used to predict values at locations in space and time for which they are required
by at which they may not be available. A set of samples from the posterior distributions of
these predictions will be drawn to create a dataset. This is repeated to create a set of datasets,
each of which will differ, representing the uncertainty associated with using predictions from
the model. Rubin (1987) presented a method for combining results from the multiple analyses.
Repeatedly running the health model using the different exposure datasets results in an estimate
of the relative risk, β1, and associated standard error for each dataset. These are then combined
to give an overall estimate of relative risk together with a combined standard error that can be
used to calculate confidence intervals. Assume β1d is the estimate obtained from data set d
(d = 1, . . . , D) and σβd is the standard deviation associated with β1d. The overall estimate is







The overall estimate of the standard error will be a function of a combination of within–














Then the total variance is





Confidence intervals are obtained using quantiles of the t-distribution with degrees of free-
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For the fully Bayesian framework, the ‘feedback’ from the health model to the exposure model
is conceptually not desired. This is because the exposures might be thought to cause health ef-
fects, but the health effects are not thought to affect the exposures in the same way. In addition,
jointly fitting the health and exposure models is also associated with computational consid-
erations, especially if the exposure model deals with large amounts of data over space and
time. If the exposure model was complicated or multiple candidate epidemiological models
were run with different sets of covariates, a single model is not going to provide an efficient
method of investigation. A two-stage approach has the advantage that the exposure model is
not to be refitted when running multiple health effect analyses. This significantly reduces the
computational burden. Although two stage approach separates the exposure and health com-
ponents, it still allows uncertainty from the exposure modelling to be incorporated into the
health model. In this thesis, the first stage exposure models are analysed in Bayesian meth-
ods, while the health models are implemented in frequentist way. We use multiple imputation




Assessing the standard approach to
modelling risks
The majority of studies examining the relationship between exposure to air pollution and health
regress population based mortality counts against ambient pollution levels and a set of covari-
ates (see for example Samet et al. (2000) and Katsouyanni et al. (2001)). These data typically
relate to a single geographical area such as a city with the pollution levels being measured at a
number of fixed locations. Most studies use a ‘standard’ measure of pollution exposure which
is the daily average of the measurements across all monitoring sites. However, taking such an
average may be a poor estimate of exposure if observations are measured with error or where
there is spatial variation in the underlying pollution field which is not captured. This may lead
to biases in subsequent associations with mortality. In this chapter, we present a series of sim-
ulation studies in order to assess the effects of measurement error and spatial variation on the
estimates of relative risk when applying the standard modelling approach.
This chapter is split into four sections. The first section presents the basic model set up
used in the simulation studies. In the second section, we present an example of implementing
the health model with the estimated exposure from standard exposure model in a Bayesian
setting using MCMC. Section 5.3 outlines two issues with air pollution data that may limit the
efficacy of standard model; measurement error and spatial variation. In order to understand
the effects of spatial variation, we look into the properties of spatial correlation in Section 5.4.
The simulation studies are presented in Section 5.5. We firstly outline the method used for
generating the data for simulation, followed by an assessment of the effects of measurement
error and spatial variation.
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5.1 Modelling setup
The model set up follows the hierarchical structure described in Chapter 2. The observation
level Y |Z,X, θ1 is assumed to arise from an underlying process which is unobservable but
from which measurements can be taken, with error, at locations in space and time. Here we
use the notation θ1 to denote parameters for the observation level and θ2 for those at the process
level. Measurements may also be available for covariates, X , but for clarity we do not consider
covariates in the simulation studies. The underlying process level which drives the measure-
ments seen at the observation level is denoted by Z|θ2. Models for the parameters θ = (θ1, θ2)
are given in the parameter level and may control things such as variability and the strength of
any spatio–temporal relationships.
The underlying spatio–temporal process, Z, may be viewed as lying in continuous do-
mains of time and space, T ⊂ R1 and S ⊂ R2 respectively, where R1 denotes 1 dimensional
Euclidean space and R2 denotes 2 dimensional Euclidean space. However, even when Z
is continuously monitored over time, monitors may only report results at discrete times i.e.
T = {0, 1, . . . , NT } for some number of time points NT . The same may be true over space,
where the locations where air quality monitors can actually be placed may be restricted to a
relatively small number of locations, for example on public land, leading in practice to a dis-
crete set of locations S ∈ S.
The approach developed in this paper involves models for both health counts and exposures
and each of these can be framed in the context of a hierarchical model (and as we describe later,
these can be combined). To avoid ambiguity between the two, we use Y (1), X(1), Z(1), θ(1) for
the health models and Y (2), X(2), Z(2), θ(2) for the exposure models. It is noted that although
the health counts, Y (1), can be considered to be measurements from an underlying true level
with differences occurring, for example due to misclassification or data anomilies, but in the
absence of any other information, here we consider them to be an accurate reflection of the
truth, i.e. Y (1) = Z(1).
The standard model estimates underlying exposure levels simply by taking the average of













st for t = 1, . . . , Nt (5.1)
The advantage of using this statistic is its simplicity, being a simple average that requires
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t ∼ Poisson(µt) for t = 1, . . . , Nt
ln(µt) = β0 + β1Z˜
(2)
t (5.2)
θ1 = (β0, β1)
The parameter of primary interest is β1 which represents the association between mortality
and 10µgm−3 increase in air pollution and mortality (at the ecological level). Since the expect-
ed value from a Poisson distribution is µt, and the air pollution level is rescaled by dividing by










5.2 Bayesian implementation of standard Poisson model
Here we show an example of implementation of the model given in equation 5.2 using MCMC
which will be discussed in more detail in Chapter 6. For the purposes of this example, we show
the full conditionals for a model without the covariate effects, i.e
Y
(1)
t ∼ Poisson(µt) for t = 1, . . . , Nt
ln(µt) = β0 + β1Z˜
(2)
t
β1 ∼ N(0, σ2β1)
β0 ∼ N(0, σ2β0)




are assigned very large values, for example 103, so that the priors of β0 and β1 are vague. Since
Y
(1)
t follows a Poisson distribution with parameter µt, and ln(µt) is expressed as a function of
Z˜
(2)
t , the probability mass function of Y
(1)














Then the joint distribution of (β0, β1) can be expressed as:









where f(β0) and f(β1) denote the prior of β0 and β1.
5.2.1 Sampling from the full conditional distribution of intercept term in health
model, β0
The prior for the intercept term β0 in health model is a normal distribution,







The full conditional of β0 is a product of all the Poisson observations and this Gaussian
prior. According to Bayes’ theorem, the full conditional distribution of β0 can be written as

























The Gaussian prior is not conjugate to the Poisson data, which results in a non-standard
full conditional distribution. A Metropolis–Hastings algorithm is typically used for updating
β0, and a common proposal distribution is based on random walks.
5.2.2 Sampling from the full conditional distribution of relative risk, β1
The prior for the relative risk parameter β1 is assumed to be a vague normal prior distribution:







The posterior distribution of relative risk β1 combines the information from the probability
mass function of observed mortality and the prior of β1. In this case, the full conditional
distribution of β1 can be written as
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t |β0, β1, Z˜(2)t )× f(β1)





















Due to the complexity of this full conditional distribution, it is not a closed form of any
familiar distribution and the Metropolis-Hastings algorithm is used to update the value of β1
in each iteration.
5.2.3 Example
We applied the standard model to data from Greater London. This comprises daily counts
of mortality for 3 years with daily measurements of PM10 from a set of 23 monitoring sites
throughout the city. Further details can be seen in Section 8.1. The MCMC algorithm was
run for 40,000 iterations discarding the first 10,000 as ‘burn in’. The main interest is the es-
timation of the RR= exp(β1). Figure 5-1 shows that the samples drawn from the posterior
distribution of β1 are relatively stable and appear to converge. The mixing rate is controlled by
choosing a relatively small standard deviation for the proposal distribution in the Metropolis
Hastings steps. Since β1 is log scaled relative risk in this model, the estimated relative risk is
exp(0.0293), that is 1.0298.
As expected, this results in the same estimate for β1 as a standard Poisson GLM. Often
a number of candidate health models may be assessed within a epidemiological analysis and
the computational aspects of running a MCMC will be much greater than a standard GLM.
We will develop approaches which integrate complex Bayesian exposure models with health
models using standard GLMs; details of how this is achieved are given in Section 4.3
5.3 Sources of variation
We will consider limitations of using the standard approach to summarise exposures for use in
health analyses with the presence of measurement error and spatial variation:
(a) - Spatial variation - If the underlying surface exhibits substantial spatial variation, the
measurements at the monitor locations are unlikely to be a representative sample of the pollu-
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Figure 5-1: The trace plot of sampled log relative risk β1 and β0 using an MCMC algorithm
with 40,000 iterations
tion levels throughout S . This is because the monitor locations are likely to be small in number,
unequally spaced throughout the region and located for specific reasons (for example at a well
known pollution hot spot), meaning that averaging the values at these sites may not produce a
good estimate of the exposure experienced by the population under study.
(b) - Measurement error - The ambient monitors are also known to measure with error
(Department of the Environment, Transport and the regions 1998), meaning that Y (2)st may be
a biased estimate of the true pollution level at spatial location s on day t.
A number of authors (Duddek et al., 1995; Carlin et al., 1999; Zhu et al., 2003; Lee and
Shaddick, 2010; Peng and Bell, 2010; Szpiro et al., 2011) have attempted to address these
problems by replacing the average of observations with an alternative estimate, that incorpo-
rates spatial variation and measurement error in the estimate of exposure to air pollution by
modelling the underlying pollution surface with a spatio-temporal model. However such mod-
els are computationally intensive to implement. In this chapter we investigate the possible
effects of both these issues, investigating firstly the amount of bias each inflicts on the standard
model and secondly determining whether a more complex model that, in theory, allows for
these issues produces less biased results. These questions are addressed in this chapter using
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simulation studies.
5.4 Spatial correlation exploration
The spatial correlation between monitoring sites will determine the nature of the pollution
field. Four examples of simulated air pollution measurements from 5 monitors with different
correlation–distance parameter (φ) in a 20km × 20km region are shown in Figures 5-3 and




mexp(−φ ‖ d ‖)
where d denotes the distance between monitoring sites, and the correlation is of the form
exp(−φ ‖ d ‖). Therefore small value of φ leads to high spatial correlation, with larger φ
corresponding to lower spatial correlation.
Figure 5-2 gives an indication of the spatial correlation for different value of φ; from 0.01
to 0.8. It shows the effect of the parameter controlling the decay in correlation with distance.
For example, the spatial correlation drops down to 0 dramatically when φ is large (0.8). The
correlation at a selection of distances for different values of the correlation–distance parameter,
φ, are given in Table 5.1. At a distance of 5km, the spatial correlation for φ equal to 0.1 and 0.01
are 0.606 and 0.951 respectively. In extreme cases of φ = 0.001 and φ = 0.8, the correlation
will be 0.995 and 0.018 respectively. Furthermore, if the distance is extended to 15km, then
the spatial correlation is 0.223, 0.861, 0.985 and 6.14 × 10−6 for φ equals 0.1, 0.01, 0.001
and 0.8 respectively. Figure 5-3 shows the correlations between measurements over time with
data series from monitors where there is high spatial correlation being much more similar than
those where there is lower spatial auto–correlation. Plots of the spatial variability are given in
Figure 5-4.
5.5 Simulation studies
The effects of measurement error and spatial variation on the estimated relative risk obtained
by the standard model are now investigated in a series of simulation studies. As the true risk
and the characteristics of the pollution data are known, we can assess the effects of variability
and error on estimation of risk. As the relative risk in real life is likely to be small, we may
select a relatively large value of the true relative risk making biases easier to detect.
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Figure 5-2: The comparison between four sets of spatial correlations with the distance from 0
to 20km by taking four different correlation–distance parameters 0.001, 0.01, 0.1 and 0.8.
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Figure 5-3: Four sets of simulated air pollution data with spatial correlation of 0.99, 0.8, 0.1
and 0.001 from 5 monitoring sites during a study time of 365 days. (a): Spatial correlation of
0.99; (b): Spatial correlation of 0.8; (c): Spatial correlation of 0.1; (d): Spatial correlation of
0.01
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Figure 5-4: Four geographical plots of simulated spatial correlations of 0.99, 0.8, 0.1, 0.01 in
a 20km × 20km study region. (a): Spatial correlation of 0.99; (b): Spatial correlation of 0.8;
(c): Spatial correlation of 0.1; (d): Spatial correlation of 0.01
40




5km 10km 15km 20km
0.001 0.995 0.990 0.985 0.980
0.01 0.951 0.905 0.861 0.819
0.1 0.606 0.368 0.223 0.135
0.8 0.018 3.35× 10−4 6.14× 10−6 1.12× 10−7
5.5.1 Simulation procedure
The data are generated for 365 consecutive days (1 year) on a 20km × 20km square grid of
400 locations (co-ordinates (0 , 0) to (20 , 20)) at intervals of one kilometer. Two monitor
placement schemes are adopted in this simulation, the first with five monitors and the second
with twenty. All twenty locations are selected at random and then five are selected from them,
in order to eliminate the unnecessary uncertainty that may be introduced by different location
choices in different simulated datasets. The locations of the monitoring sites used in this sim-
ulation are shown in Figure 5-5.
The effects of measurement error and spatial variation on the estimated relative risks using
the standard model are investigated by comparing the estimated relative risks with those known
to be true. The procedure for the simulation study is as follows:
• Step 1: Generate a set of underlying levels of air pollution Z over time. This step follows
the equation given below:
Z
(2)
t ∼ N(µ+ ρ(Z(2)t−1 − µ) , σ2z)
The exposures are assumed to have a mean level of 40 without any long-term trend,
meaning that an intercept term (µ = ln(40/10) = 3.8) is assigned to the temporal pro-
cess. The temporal variation is induced by a first order autoregressive process specified
by ρ = 0.8 and σz = 0.25. Then values are chosen to be similar to those observed in the
real data used in the case study presented in Chapter 8.



































Figure 5-5: The locations of the ambient monitors in the 20km×20km grid used in this sim-








For simplicity and in order to identify the drivers of changes in the estimate of risk, the
mortality data are generated without an intercept term. The association between ambient
pollution levels and mortality is chosen to represent a RR of 1.2 for an increase in ten
units of air pollution (that is β1 = ln(1.2)). This is the true ‘relative risk’.
• Step 3: Generate sets of measurements of air pollution using a measurement error or
spatio-temporal model, the later of which will incorporate spatial variation in the under-
lying levels of pollution.
The amount of measurement error in the generated air pollution data is controlled by the
measurement error standard deviation σ. In order to incorporate the measurement error
effects on air pollution data, we firstly choose a sequence of values of σ, then for each
of these values, 200 set of simulated data are generated based on the equation:
ln(Y
(2)
st ) ∼ N(Z(2)t , σ2 )
A sequence of values of σ is chosen from 0 up to 2.5 at intervals of 0.1, this results in
25 different measurement error scenarios.
The amount of spatial variation in the pollution data is controlled by the spatial stan-
dard deviation, σm, and correlation–distance parameter φ. In order to incorporate spatial
variation into the air pollution data, we firstly choose a set of values of σm and φ re-
spectively. For the choices of spatial standard deviation σm, we suggest a sequence from
0 up to 1.5 at intervals of 0.1. The correlation–distance parameter, φ, is chosen in the
range 0.0115 to 0.121 as the largest distance between two participated monitoring sites
locations from Figure 5-5 is about 19km, this means that the spatial correlation will be
between about 0.1 to 0.8 in the study region. For each combination of σm and φ, 200




st ) = Z
(2)
t +ms
ms ∼ MVN(0, σ2mΣφ)
where MVN denotes the multi-variate normal distribution with covariance matrix σ2mΣφ.
• Step 4: Estimate the RR using the standard model. This averages the data generated in



















5.5.2 The effect of measurement error
For each of the measurement error scenarios, the relative risks are estimated using the 200 data
sets using the standard model. Average exposures are used based on the measurements from
both five and twenty monitors. The estimated relative risks are shown in Figure 5-6 and Table
5.2. For Figure 5-6, the black line represents the median (over 200 data sets) for each level
of measurement error. The dark and light shading indicate the middle 50% and 95% of the
distribution of RRs respectively.
Table 5.2: Summary of the estimated relative risks from data with measurement error based on
5 or 20 monitoring sites: medians from values from 200 simulated datasets.
No. of monitors
Measurement error standard deviations
0.3 0.5 1.0 1.5 2.0 2.3
5 1.1978 1.1831 1.1305 1.0801 1.0454 1.0311
20 1.2043 1.2005 1.1834 1.1581 1.1304 1.1124
Figure 5-6 shows the impact that measurement error can have on the the relationship be-
tween air pollution measurements and mortality. Attenuation to no effect can clearly be seen
as increasing levels of measurement error level lead to the shrinking of the estimated relative
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Figure 5-6: The estimated relative risks summarized form 200 simulations for each value of
measurement error standard deviation. (a) 5 monitors ( b) 20 monitors. The solid black line
represents the median, whilst the grey shading covers 95% quantiles, and dark grey shading
area represents 50% quantiles.
risk towards one (Carroll et al., 2010). From Table 5.2, we can see the median of the estimated
relative risk starts from 1.2043 when the measurement error standard deviation is 0.3 for the
20 monitoring sites scenario, and it goes down to 1.1124 when measurement error standard
deviation increases to 2.3. Similarly, the median of the estimated relative risk of 5 monitoring
is 1.1978 for measurement error standard deviation equal 0.3, then it decreases massively to
1.0311 when the measurement error standard deviation is 2.3. Therefore, if measurement error
increases to a certain level, then there may be no traceable connection between response and
exposures, ie RR becomes close to 1.
Figure 5-6 and Table 5.2 also show the impact of number of monitors on the estimation of
relative risks. The median of estimated relative risk from 20 monitoring sites scheme is closer
to the true value of 1.2 than is the one estimated from 5 monitors. The mean of the estimated
relative risk decays to one more quickly if five monitors are used compared with twenty. For
example, for σ = 0.3, 0.5, 1 the mean relative risks for five monitors are 1.1978, 1.1831 and
1.1305 respectively, and 1.2043, 1.2005 and 1.1834 for the twenty monitors scheme. Although
the exposures over all locations are firstly averaged and then plugged into the health model, the
uncertainty caused by the measurement error is reduced by the additional information from the
extra monitoring sites.
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Figure 5-7: Distribution (over 200 simulated data sets) of relative risks for various levels of
spatial variation and correlation–distance parameters. The solid black line represents the me-
dian, and the grey shading illustrates the variability over the 200 simulations. (a) 5 monitors
and spatial correlation of 0.8; (b) 5 monitors and spatial correlation of 0.1; (c) 20 monitors and
spatial correlation of 0.8; (d) 20 monitors and spatial correlation of 0.1.
5.5.3 The effect of spatial variation
For the spatial variation scenarios, relative risks are estimated from the 200 data sets using
the standard model for both the five and twenty monitor cases. The estimated relative risks
are given in Figure 5-7 and Table 5.3. In Figure 5-6, the black line represents the median RR
(over 200 data sets) for each value of the spatial standard deviation and correlation–distance
parameter φ. The dark and light shading cover the middle 50% and 95% of the distribution of
RRs respectively.
Figure 5-7 shows that the medians of estimated relative risks in each of the four plots are
very close to the true value 1.2 if there is no spatial variation, and an increase in spatial vari-
ation leads to an increase in the estimated relative risks. For example, panel (a) shows that
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the medians of estimated relative risks for 5 monitors and high spatial correlation are lifted
dramatically from the origin 1.2 to 1.526 when σm reaches 1.5, meanwhile the median of the
estimated relative risks for low spatial correlation is 1.339. In addition, for the case of 20 mon-
itoring sites, the medians of the high and low spatial correlated scenarios are 1.499 and 1.281
respectively when σm takes the value of 1.5. Therefore, we can see that the medians of esti-
mated relative risks are flatter (closer to true value 1.2) for the low spatial correlation scenario
where there are more monitoring sites.
From the gray shaded area in Figure 5-7, we can see the variability of estimated relative
risks over 200 simulations with high spatial correlation (0.8) is larger than that induced from
low correlated datasets (0.1), hence the corresponding 95% quantiles expand much faster when
spatial variation increases. For example, in the simulations with 20 monitors, the 95% quantile
summarised from the high spatial correlation scenario is (1.087, 1.357) when σm equals 0.3,
then it expands to (0.684, 2.536) when σm increases to 1, finally the quantile reaches (0.334,
7.485) for σm = 1.5. By contrast, the 95% quantile for low spatial correlation scenario is
(1.120, 1.293) which is much narrower than the quantile with the same level of spatial standard
deviation of 0.3, eventually it expands to (0.570, 3.504) at the end for σm equals 1.5, this is
almost the half of the width of the one from high spatial correlation scenario.
In addition, the impact of the number of monitors on the estimated relative risks is also
shown in Figure 5-7 and Table 5.3. Although the number of locations has very little effect
on the relative risks estimated from high spatial correlated data, it significantly impacts on the
relative risks with low spatial correlation. The 95% quantiles are narrowed when the monitor
numbers increased form 5 to 20.
One might initially expect the change in the quantiles for RR in Figure 5-7 to be the op-
posite way, i.e that the variability of the estimated relative risk from the high spatial correlated
scenario will be smaller than those where there is low spatial correlation. However high spa-
tial correlation in the air pollution data means the simulated datasets will be more similar than
those with low spatial correlation. Here the shape of shaded area represents the quantile of the
estimated relative risk from 200 simulated data sets for each scenario, hence it actually demon-
strates the variability of the estimated relative risks between each simulation data set. In this
case, the variability within a single dataset generated using high spatial correlation may be very
small, but the variability among the 200 simulated datasets may be quite large. By contrast,
the low spatial correlated data may result in high variability within a single dataset, but overall
the datasets are more likely to be similar, for example, the means will be more similar even
though the variation around then may be greater. Therefore, the phenomenon shown in Figure
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Table 5.3: Summary of the estimated relative risks from data with spatial variation based on 5
or 20 monitoring sites: medians from values from 200 simulated datasets.
Monitors Correlation
Spatial standard deviations
0.3 0.5 1.0 1.5
5
0.1
1.205 1.207 1.260 1.339
(1.113, 1.304) (1.045, 1.394) (0.884, 1.795) (0.462, 4.767)
0.8
1.215 1.241 1.318 1.526
(1.086, 1.358) (0.968, 1.589) (0.673, 2.582) (0.323, 7.748)
20
0.1
1.203 1.206 1.247 1.281
(1.120, 1.293) (1.066, 1.364) (0.924, 1.681) (0.570, 3.504)
0.8
1.215 1.239 1.317 1.499
(1.087, 1.357) (0.972, 1.580) (0.684, 2.536) (0.334, 7.485)
5-7 actually make senses; 95% quantiles of high spatial correlated datasets are wider than the
ones from low spatial correlated scenarios.
5.5.4 The effects of spatial variation and measurement error
In this section, we examine the interaction between measurement error and spatial variation
and the effects on the estimated relative risks. The estimated relative risks are given in Figure
5-8, Table 5.4 and Table 5.5. For Figure 5-8, the black line represents the median RR (over 200
data sets) for each chosen value of spatial standard deviation and correlation–distance param-
eter, φ. The dark and light shading cover the middle 50% and 95% of the distribution of RRs
respectively.
Here we adopt four scenarios; the first two fix the spatial standard deviation as 0.5 with
two options for the correlation–distance parameter, φ (representing low and high spatial cor-
relations), while the measurement error standard deviation varies from 0 to 2.5. These two
scenarios are designed to check the effect of measurement error on the estimated relative risks
with a certain level of spatial variation in the data. The spatial standard deviation is chosen to
be 0.5 because Figure 5-7 shows there is a significant change in relative risks when the value
of the spatial standard deviation is greater than or equal to 0.5. The next two scenarios fix the
measurement error standard deviation as 1 while varying the spatial standard deviation from 0
to 1.5 using the same two values of φ. These two scenarios are used to examine the effect of
spatial variation on the estimated relative risks with a certain level of measurement error in the
air pollution data. Furthermore, we only look into 20 monitoring scheme in order to focus on
the effects of the interaction between measurement error and spatial variation.
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Table 5.4: Summary of the estimated relative risks from data with measurement error and
spatial variation based on 20 monitoring sites and fixing spatial standard deviation as 0.5:
medians from values from 200 simulated datasets.
Correlation
Measurement error standard deviations
0.5 1.0 1.5 2
0.1
1.196 1.182 1.147 1.133
(1.063, 1.347) (1.052, 1.328) (1.045, 1.260) (1.042, 1.232)
0.8
1.199 1.186 1.177 1.137
(1.001, 1.437) (1.010, 1.392) (0.966, 1.352) (0.99, 1.299)
Compared to the plots in Figure 5-6, the top two plots of Figure 5-8 show there is only a
slight decrease in the estimated relative risks and the width of the gray shading area reduces
as the measurement error increases. Moreover, the width of the quantile is much larger than
the ones in Figure 5-6 when no measurement error is present. In addition, the quantiles of
the high spatial correlation scenarios are wider than the ones in the scenarios with low spatial
variation. The bottom two panels are very similar to the ones shown in Figure 5-7, we expect
the estimated relative risk is lower than the true value 1.2 when no spatial variation is present.
Furthermore, the quantiles for the low spatial correlation scenarios are narrower than the ones
in Figure 5-7.
We have shown that the effects of measurement error lead to attenuation of the relative risk
towards one, whereas spatial variation induces an increase in the relative risks. In the top two
panels of Figure 5-8, although the value of the spatial standard deviation is fixed at a moderate
level of 0.5, the relative risks do not suffer from as much attenuation. Moreover, the width of
the quantile when no measurement error is present is very similar to the one shown in Figure
5-7 when the spatial variance equals 0.5. By contrast, in the bottom two plots, there is not
much sign of the effects of the measurement error, but the lower value of the estimated relative
risk when there is no measurement error suggests a weaker effect of measurement error in the
way it has attenuated the relative risk. There is likely to be a trade off between measurement
error and spatial variation, and we have seen that for measurement error to dominate, it needs
to be relatively very large, otherwise, the spatial variation appears to dominate.
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Figure 5-8: The estimated relative risks for different levels of spatial variation and measure-
ment error. The solid black line represents the median, and the grey shading illustrates the
overall 95% quantile, the dark gray area represents 50% quantile. (a) Fixing spatial standard
deviation as 0.5, and correlation–distance parameter φ as 0.0115 (representing high spatial cor-
relation), meanwhile, change the amount of measurement error from 0 to 2.5; (b) Fixing spatial
standard deviation as 0.5, and correlation–distance parameter φ as 0.121 (representing low s-
patial correlation); (c) Fixing measurement error as 1, then change spatial standard deviation
from 0 to 1.5 with φ equals 0.0115; (d) Fixing measurement error as 1, then change spatial
standard deiviation from 0 to 1.5 with φ equals 0.121.
Table 5.5: Summary of the estimated relative risks from data with measurement error and
spatial variation based on 20 monitoring sites and fixing measurement error standard deviation
as 1: medians from values from 200 simulated datasets.
Correlation
Spatial standard deviations
0.3 0.5 1.0 1.5
0.1
1.177 1.176 1.233 1.274
(1.099, 1.262) (1.061, 1.303) (0.894, 1.701) (0.741, 2.190)
0.8
1.186 1.183 1.270 1.440
(1.074, 1.309) (1.001, 1.397) (0.756, 2.132) (0.305, 6.801)
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5.6 Conclusion
In this chapter we investigated how well the standard model did in the presence of underlying
variability in the air pollution data. For simulated pollution data that are spatially flat and ex-
hibit no measurement error, taking average of measured air pollution levels over all monitoring
sites is a relatively adequate representation of overall exposures, and causes little or no bias in
the estimated relative risks, while in all other situations the standard method is less accurate.
We found that a high level of measurement error typically attenuates the estimated relative
risks towards one, whereas spatial effect inflates the values. This implies that the estimation
of relative risk may be located at the true value even in the presence of both spatial effect and
measurement error. Nevertheless, this is only a special case caused by the trade-off of mea-
surement error against spatial effect, and highly depends on the value of them. Therefore, more
complex structured model is suggested which allows the underlying variability to be modelled.
From the last simulation study we can see that adding spatial effect to measured variable
pollution data changes the bias in relative risk significantly, whereas the addition of measure-
ment error to data contaminated by spatial effect has little or no influence. These findings
indicate that the spatial effect is more detrimental to the accuracy of the standard estimate than
measurement error. The simulation studies also show that if either factor is present, the av-
erage bias drops in the estimated relative risks if twenty sets of observations are available in
comparison with only five. Hence we may expect the larger number of monitors participates in
the epidemiology study in practice, the more accurate results may be obtained.
The adequacy of standard model requires a trade-off of simplicity against accuracy. The
differences in accuracy depend on the amount of spatial variation and measurement error in the
observed data. If both factors are low then standard model is adequate, and can be used with





In this chapter, we present the details of the MCMC algorithms for the exposure models de-
scribed in Chapter 6, including the form of the full conditional distributions and posterior
distributions.
Markov chain Monte Carlo simulation is based on iteratively sampling from a Markov
chain, θ1, θ2, θ3..., whose equilibrium distribution is the desired distribution. The constructed
Markov chain is initialised by a starting value, θ0, and is run until it has converged to its target
distribution. Then the convergence can be assessed by visual observation of the trace plot and
computing the Gelman and Rubin (1992) statistic. The period before convergence is called
‘burn-in’ and samples from this period are discarded. Although Markov chain simulation can
be implemented for complex statistical models, it may suffer from poor mixing which results in
high autocorrelation in the series, meaning that a sample provides rather less information about
the posterior distribution than a sample of the same size containing independent observations.
In addition, it may be unclear that the entire posterior distribution is explored, meaning that
some possible states may be missed in the process. We now give a brief review of two methods
for obtaining samples from the posterior distributions using MCMC; the Metropolis-Hastings
algorithm and Gibbs sampling. Further details can be found in Gelman (2003).
6.1 Metropolis-Hastings algorithm
The Metropolis Hastings algorithm provides a procedure for exploring the posterior distribu-
tion by drawing samples from a random proposal density. The key of the Metropolis Hastings
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algorithm is that a candidate is chosen with a certain probability for the next sample value
based only on the current sample at each iteration. The details of the algorithm are as follows.
1. Arbitrarily draw a staring point θ0 for the Markov chain ensuring that its posterior prob-
ability f(θ0|x) is positive.
2. At each iteration t− 1 (for t = 2, 3, . . .), generate a candidate θ∗ from a proposal distri-
bution f(θ∗|θt−1) that is based on the current value of the Markov chain. Then the candidate
is accepted with probability






where f(θt−1) represents the density function of the current state. Next, a value u is draw from
the uniform distribution U(0, 1). We accept the candidate as the next iteration, that is θ∗ = θt,
if u ≤ α(θt−1, θ∗); otherwise, reject the proposal and the candidate value is discarded, hence
the current value is reused in the next iteration, that is set θt = θt−1.
3. Repeat step 2 until the sequence of drawn samples reaches convergence.
MCMC can be complex to implement, and the results can be affected by the choice of start-
ing values. Although the starting point should not affect the stationary distribution, especially
for the rapidly mixing chains, it may need to be chosen carefully for slowly mixing chains
which can often stick in a small area of the parameter space for a long time, thus taking much
more time to reaches convergence.
The choice of proposal distribution can have a large impact on the convergence and accep-
tance rate of Metropolis Hastings algorithm. Specifically, the acceptance rate is significantly
influenced by the variance of proposal distribution, thus a cautious proposal distribution with
relatively small variance generates small steps, thereby leading to high acceptance rates. Fur-
thermore, although a proposal distribution with large variance induces large movement, it may
be trapped at the tails of the posterior distribution, thereby leading to low acceptance rates and
the chain barely moving. Typically, 20 − 30% of acceptance rate is considered reasonable
(Gelman et al., 1995).
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6.2 Gibbs sampling
The Gibbs sampler is a special case of the Metropolis Hastings algorithm, in which the pro-
posal distribution is given by f(θ∗k|θt−1k ) = f(θt−1k |θt−1−k ), the full conditional distribution of
θk (where θ−k = (θ1, . . . , θk−1, θk+1, θn)). In this case, the acceptance probability is simpli-
fied to 1, which effectively removes the accept or reject stage; hence movement of the Markov
chain is ensured. For a vector random variable θ with joint density f(θ) = f(θ1, θ2, . . . , θn),
suppose the full conditional distribution f(θk|θ−k) for each parameter is known, then the Gibbs
sampler algorithm works as follows:
1. Arbitrarily choose a starting point θ(0) =
(




with f(θ0) > 0
2. At step t, draw θtk from the full conditional distribution f(θk|θt−1−k )
3. Then repeat step 2 until the sequence converges.
6.3 Measurement error model
We now give details of the MCMC algorithm used when fitting the models in Chapter 6. We
start with the measurement error model from Section 7.4. As the following descriptions are
only related to the exposure model, for clarity we drop the Y (i) and Z(i) notation we use to
distinguish between health and exposure models. The measurement error exposure model can
be written as:
ln(Yst) ∼ N(Zt, σ2 ) for t = 1, . . . , Nt,
Zt ∼ N(µ+ ρ(Zt−1 − µ), σ2z)
σ2 ∼ Inverse−Gamma(a, b)
σ2z ∼ Inverse−Gamma(az, bz)
ρ ∼ Uniform(aρ, bρ)
µ ∼ N(0, ψ2)
Prior distributions for the parameters of the model are chosen as follows. The prior choice
of parameter ρ is chosen as Uniform(aρ, bρ), this is because ρ represents rate in a autoregres-
sive process, so its possible range is limited between 0 and 1, therefore aρ = 0 and bρ = 1.
Inverse-Gamma distribution is assigned to both σ2z and σ
2
 . The rest of the parameters are as-
signed vague priors; Gaussian distributions with large variance ψ2. In the MCMC algorithm
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for the measurement error model, the conditional probability density function of the log of











Hence the joint posterior distribution of (µ, ρ, Z, Z0, σ2 , σ
2
z) is given by













×f(Z0|µ, ρ, σ2z)× f(µ)× f(ρ)× f(σ2 )× f(σ2z)
where f(µ), f(ρ), f(σ2 ) and f(σ
2
z) are the priors for the uncertainties and parameters.
6.3.1 Sampling from the full conditional distribution of underlying value, Zt
The values of the underlying level, Zt, have the distribution function:
f(Z|µ, ρ, σ2z) =
Nt∏
t=1
f(Zt|Zt−1, µ, ρ, σ2z)
Each of the terms in the product can be written as









The information about Z0 is required in order to obtain the full conditional distributions.
Therefore, a prior is assigned to it such as:










Hence the full conditional distribution of Zt for t = 1, . . . , Nt − 1 can be written as
f(Zt|ln(Yst), µ, ρ, Zt−1, Zt+1, σ2z) ∝
Ns∏
s=1
f(ln(Yst)|Zt, σ2 )× f(Zt|µ, ρ, Zt−1, σ2z)
×f(Zt+1|µ, ρ, Zt, σ2z)




























This is a closed form of the normal distribution, hence each Zt can be updated using Gibbs





s=1 ln(Yst) + σ
2
 [ρ(Zt−1 + Zt+1) + µ(1− ρ)2]

















The special cases are the posterior distributions ofZ0 andZNt , the former of which borrows
information from Z1, while the latter only involves the value before it which is ZNt−1. Hence
they can be written as:





























µ+ ρ(Z1 − µ), σ2z
)
6.3.2 Sampling from the full conditional distribution of the autoregressive pro-
cess intercept, µ
The prior for the intercept term µ is assumed to be vague






The full conditional distribution of µ only borrows information from the autoregressive
process, hence it can be written as:
f(µ|Z, ρ, σ2z) ∼
Nt∏
t=1
f(Zt|Zt−1, µ, ρ, σ2z)× f(Z0|µ, ρ, σ2z)× f(µ)




ψ2[(1− ρ)∑Ntt=1(Zt − ρZt−1) + (1− ρ2)Z0]
σ2z + ψ
2(1− ρ2) + ψ2Nt(1− ρ)2 ,
ψ2σ2z
σ2z + ψ
2(1− ρ2) + ψ2Nt(1− ρ)2
)
6.3.3 Sampling from the full conditional distribution of the autoregressive pro-
cess parameter, ρ
The autoregressive process parameter ρ is assigned a continuous uniform prior
ρ ∼ Uniform(aρ, bρ)
Since the information on Z0 is involved in the full conditional distribution of ρ, we can
not obtain the posterior distribution directly. In this case, the Metropolis Hastings algorithm is
adopted to generate samples of ρ. In order to simplify the process, the proposal distribution is
chosen as:
ρ|Z, µ, σ2z , Z0 ∼ N
(∑Nt






In this circumstance, the acceptance ratio only depends on the density function of Z0,







where ρ? denotes the proposed value of ρ, and ρc represents the current value of ρ.
6.3.4 Sampling from the full conditional distribution of variance of measure-
ment error, σ2
The hyper-prior for the variance of measurement error σ2 is an Inverse-Gamma distribution
σ2 ∼ Inverse−Gamma(a, b)
where a and b are chosen to be very small. The posterior distribution is:





f(ln(Yst)|Zt, σ2 )× f(σ2 )
It follows the form
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This is a kernel of an Inverse-Gamma distribution:













6.3.5 Sampling from the full conditional distribution of the variance of the au-
toregressive process, σ2z
The hyper-prior for the variance of measurement error σ2z is an Inverse-Gamma distribution
σ2z ∼ Inverse−Gamma(az, bz)
where az and bz are chosen to be very small. The full conditional distribution for the variance
σ2z borrows information form the observed values with the assumption, the prior distribution,
that is relatively small. As a result the posterior distribution is:
f(σ2z |Z, ρ, µ, Z0) ∝
Nt∏
t=1
f(Zt|ρ, µ, σ2z)× f(Z0|ρ, µ, σ2z)× f(σ2z)
Specifically, it follows






t=1(Zt − ρZt−1)2 + (Z0 − µ)2(1− ρ2) + 2bz
2σ2z
}
So given all other variables, σ2z follows the distribution as follows:











We now give details of the MCMC for the spatio-temporal model presented in Section 7.3. The
spatio-temporal exposure model is presented below.
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ln(Yst) ∼ N(Zt +ms, σ2 ) for t = 1, . . . , Nt,
Zt ∼ N(µ+ ρ(Zt−1 − µ), σ2z)
ms ∼ MVN(0, σ2mΣ(φ))
σ2 ∼ Inverse−Gamma(a, b)
σ2z ∼ Inverse−Gamma(az, bz)
σ2m ∼ Inverse−Gamma(am, bm)
φ ∼ Discrete− Uniform(aφ, bφ)
ρ ∼ Uniform(aρ, bρ)
µ ∼ N(0, ψ2)




 are assigned priors as in the measurement error model described in Section
6.3. The prior of φ is chosen as a discrete uniform distribution with upper and lower limits
which constrain the spatial correlation to be within a reasonable range. The probability density











The likelihood function for the underlying temporal process Zt given the parameters in-











Furthermore, the likelihood function of the spatial effect m is a zero mean multivariate

















m, φ) is given by:
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×f(Z0|µ, ρ, σ2z)× f(α)× f(ρ)
×f(φ)× f(σ2 )× f(σ2z)× f(σ2m)
6.4.1 Sampling from the full conditional distribution of the correlation–distance
parameter, φ
An important aspect when applying MCMC is the sampling methodology of the correlation-
distance parameter φ. It can be highly problematic, since the only quantity φ relates to is spatial
effect m which is random, meaning there is no information support from the data, therefore
the posterior distribution of φ is largely determined by the prior, this leads to that φ often does
not converge and the acceptance ratio is very low. In addition, if the prior distribution of φ is
a Uniform distribution, the full conditional distribution can not be found in closed form and a
Metropolis-Hastings algorithm is applied.
Berger et al. (2001) and Zhang (2004) have shown that the specification of a flat or contin-
uous uniform prior with a large range leads to either an improper or nearly uniform posterior
over the range of the prior, neither of which is really desirable. The discrete method is straight-
forward and offers a much faster algorithm because many of the required calculations can be
done beforehand (Diggle et al., 1998; Sahu et al., 2007). Despite the possible loss of informa-
tion when approximating a continuous distribution by a discrete one, it is also likely to give
better mixing to the posterior distribution. Therefore, we adopt a Discrete-Uniform distribution
as the prior for correlation–distance parameter φ in this thesis. It is given as
φ ∼ Discrete− Uniform(aφ, bφ)
The discrete uniform distribution is a probability distribution in which a finite number of
values are equally likely to be observed. In order to construct the discrete uniform distribution
here, we choose the lower limit aφ and bφ for a sequence of a finite number of values which
have equal space between them, hence a finite number of outcomes are equally likely to occur.
Since φ is only related to the spatial effects m, the posterior distribution of it can be written as
f(φ|m,σ2m) ∝ f(m|φ, σ2m)× f(φ)
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The density of posterior of φ is not a closed form of any standard distribution because of the
likelihood of m and therefore the Metropolis-Hastings algorithm is applied. The acceptance
ratio function is only a function of the likelihood function of m, in this context, and so the







where φ? is the proposed value and φc denotes the current value in a certain iteration of MCMC.
If the denominator, which is the likelihood of m based on the proposed φ is very small, then
this ratio function produces extreme large values, hence it may cause numerical problems,
therefore the calculation is performed on the log scale. The log acceptance rate is as follows
c? = min
{
0, log(f(m|φ?, σ2m))− log(f(m|φc, σ2m))
}
6.4.2 Sampling from the full conditional distribution of the spatial effects,m
The likelihood function of the spatial effectsm is a zero mean multivariate normal distribution.
f(m|σ2m, φ) ∼MVN(0, σ2mΣφ)













One method of sampling ms is by generating all values simultaneously from the multivari-
ate normal distribution. However this may lead to poor acceptance rates of φ. This is because
the simultaneous sampling may produce a total difference between two vectors of m which is
considerably large, consequently, the chance of accepting this proposed φ is reduced at each
iteration according to the proposal ratio function in Metropolis-Hastings algorithm.
Here we perform separate updating for each element ofm conditional on all other elements.
In order to simplify the notation, we denote σ2mΣφ by Σ, and use the conditional properties of








Σ = Σ{s,s} −Σ{s,−s}Σ−1{−s,−s}Σ{−s,s}
where Σ{s,−s} represents the vector which is taken from the sth row of matrix Σ without the
sth element in the vector, while Σ{−s,−s} represents the matrix Σ without sth row and column,
in addition Σ{s,s} is an entry of matrix Σ where the sth row and the sth column interact. Hence,
the full conditional distribution of a single ms with respect to location s borrows information
from the corresponding set of observed air pollution measurements at the same location. It
follows that
f(ms|Y,Z, φ, σ2 , σ2m) ∝
Ns∏
s=1
f(ln(Yst)|Zt,ms, σ2 )× f(ms|φ, σ2m)
and in this case the likelihood function of f(ln(Yst) | θ,ms, σ2 ) with respect to ms can be
written as:

























This is the kernel of a normal distribution, hence the posterior distribution of ms is:
ms ∼ N
(∑Nt






6.4.3 Sampling from the full conditional distribution of the underlying trend, Z
The values of the underlying level, Zt, have distribution function
f(Z|µ, ρ, σ2z) =
Nt∏
t=1
f(Zt|Zt−1, µ, ρ, σ2z)
Each of the terms in the product can be written as
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Information about Z0 is required in order to obtain the full conditional distribution. There-
fore, a prior is assigned to it:










Hence the full conditional distribution of Zt for t = 1, . . . , Nt − 1 can be written as
f(Zt|Yt,m, µ, ρ, Zt−1, Zt+1, σ2z) ∝
Ns∏
s=1
f(ln(Yst)|Zt,ms)× f(Zt|µ, ρ, Zt−1, σ2z)


























This is the closed form of a normal distribution, hence each Zt can be updated using a





s=1(ln(Yst)−ms) + σ2 [ρ(Zt−1 + Zt+1) + µ(1− ρ)2]

















The special cases are the posterior distributions ofZ0 andZNt , the former of which borrows
information from Z1, while the latter involves only the value before it which is ZNt−1, hence
they can be written as:
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µ+ ρ(Z1 − µ), σ2z
)
6.4.4 Sampling from the full conditional distribution of the autoregressive pro-
cess intercept, µ
The prior for the intercept term µ is assumed to be vague and to be represented by a Gaussian
distribution with large variance






The full conditional distribution of µ only depends on the autoregressive process and the
priors, it can be written as:
f(µ|Z, ρ, σ2z) ∼
Nt∏
t=1
f(Zt|Zt−1, µ, ρ, σ2z)× f(Z0|µ, ρ, σ2z)× f(µ)
Therefore the full conditional distribution for µ is:
µ|. ∼ N
(
ψ2[(1− ρ)∑Ntt=1(Zt − ρZt−1) + (1− ρ2)Z0]
σ2z + ψ
2(1− ρ2) + ψ2Nt(1− ρ)2 ,
ψ2σ2z
σ2z + ψ
2(1− ρ2) + ψ2Nt(1− ρ)2
)
6.4.5 Sampling from the full conditional distribution of the autoregressive pro-
cess parameter, ρ
The autoregressive process parameter ρ is assigned a continuous uniform prior which is given
as
ρ ∼ Uniform(aρ, bρ) ∝ 1
Since the information on Z0 is involved in the full conditional distribution of ρ, we can
not obtain the posterior distribution directly. In this case, the Metropolis Hastings algorithm
is adopted here to generate from the full conditional distribution of ρ. In order to simplify the
process, the proposal distribution is chosen as:
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ρ|Z, µ, σ2z , Z0 ∼ N
(∑Nt






In this circumstance, the acceptance ratio only depends on the density function of Z0,







where ρ? denotes the proposed value of ρ, and ρc represents the current value of ρ.
6.4.6 Sampling from the full conditional distribution of the variance of measure-
ment error, σ2
The hyper-prior for the variance of measurement error σ2 is a Gamma distribution
σ2 ∼ Inverse−Gamma(a, b)
The posterior distribution is:





f(ln(Yst)|Zt,ms, σ2 )× f(σ2 )
which is of the form













This is a kernel of Inverse-Gamma distribution which is represented as:













6.4.7 Sampling from the full conditional distribution of variance of autoregres-
sive process, σ2z
The hyper-prior for the variance of measurement error σ2z is a Gamma distribution
σ2z ∼ Inverse−Gamma(az, bz)
65
The posterior distribution is:
f(σ2z |Z, ρ, µ, Z0) ∝
Nt∏
t=1
f(Zt|ρ, µ, σ2z)× f(Z0|ρ, µ, σ2z)× f(σ2z)
Specifically, it follows






t=1(Zt − ρZt−1)2 + (Z0 − µ)2(1− ρ2) + 2bz
2σ2z
}
So σ2z given all other variables follows the distribution:







t=1(Zt − ρZt−1)2 + (Z0 − µ)2(1− ρ2)
2
)
6.4.8 Sampling from the full conditional distribution of the spatial variance, σ2m
The hyper-prior for the variance of the measurement error σ2m is a Gamma distribution
σ2m ∼ Inverse−Gamma(am, bm)
The posterior distribution is:
f(σ2m|m,φ) ∝ f(m|φ, σ2m)× f(σ2m)













This is a kernel of Inverse-Gamma distribution, therefore, σ2m given all the other parameters
follows the distribution:
















Assessment of spatio-temporal and
measurement error exposure models
for estimating health risks
In this chapter, we examine the effectiveness of the spatial-temporal model and the measure-
ment error model in dealing with the simulated data comprising both spatial variation and
measurement error, by investigating the accuracy of estimated relative risk compared to the
true value. The models are implemented by MCMC in this simulation study. Considering the
heavy computational burden of running each MCMC and the fact that we may need to run the
models a large number of times, parallel computing is used. It is possible to perform parallel
computing using R which allows us to take advantage of modern multi-core hardware (McCal-
lum and Weston, 2011). The following are the details of this simulation study. First of all, the
method used to generate the data is presented. This is followed by a description of two models
for modelling exposures: a spatial–temporal model and a measurement error model and the
results from the simulation study using them both.
7.1 Data generation
The data generation procedure follows the one described in Section 5.5.1. For each dataset, in
order to generate both spatial variation and measurement error in the data, the model used to










st ) ∼ N(Z(2)t +ms, σ2 ) (7.1)
Z
(2)
t ∼ N(µ(2) + ρ(Z(2)i−1 − µ(2)), σ2z)
ms ∼ MVN(0, σ2mΣφ)
where Y (1)t represents mortality, β1 is the log relative risk. In the exposure model, Y
(2)
st de-
notes the measured pollutant levels, Z(2) represents true underlying exposures, and µ(2) is the
intercept term in the temporal process.
For each dataset, air pollution are generated for 365 consecutive days (1 year) at 20 loca-
tions in the study area; these locations are shown in Figure (5-5). Since we assume the pollution
data has a stationary model without long-term trend, an AR(1) process with mean level µ(2) is
applied to generate underlying true exposureZ(2) which is specified by ρ = 0.8 and σz = 0.25.
In addition, since our focus is the relative risk of increase of 10 units of pollution, the intercept
term µ(2) is chosen as 1.38 (ln(40/10)).
Then the mortality data Y (1) is generated using only the underlying exposures and the cor-
responding log relative risk. The individual level association between ambient pollution levels
and mortality is fixed at a relative risk of 20 percent for an increase in ten units of pollution,
therefore, here β1 = log(1.2). The mortality data follow poisson distributions with log mean
level equal to the product of Z(2) and β1. In particular, for clarity, all mortalities are assumed
to be only caused by true air pollution exposure and hence there is no intercept term.
The set of spatial random effects, m, is generated from multivariate normal distribution
with an exponential covariance function, in which the correlation–distance parameter, φ, is
chosen to be either 0.121 or 0.015, representing low and high spatial correlation respectively.
In addition, eight different values of the spatial standard deviation σm are used; from 0.1 to
1. Measurement error is assumed to arise from a normal distribution with zero mean and
σ assigned one of eight values from 0.1 to 1. The measured air pollution data Y (2) are then




The traditional software is written for serial computation, such that a problem is broken into
a discrete series of instructions that are executed on a single processor sequentially one after
another. In fact many problems are so large or complex that it is impractical to solve them se-
rially, especially given limited computational power. Parallel computing use multiple compute
resources simultaneously to solve a computational problem which is broken into discrete parts
that can be executed concurrently on different processors, hence the problem is solved in less
time with multiple compute resources than with a single compute resource. Compared to serial
computing, parallel computing is much better suited for modeling and simulations.
The compute resources used for parallel computing are typically a single computer with
multiple cores or an arbitrary number of such computers connected by a network. Modern
computers, even laptops, are parallel in architecture with multiple processors, and parallel soft-
ware is specifically intended for the hardware with multiple cores. In fact the serial programs
run on modern computers waste potential computing power.
Here we use the package in R called ‘parallel’ and work on a 4-core computer. In this sim-
ulation study, since each simulation scenario generates 200 datasets, MCMC is implemented
on 8 datasets simultaneously each time (multiple times of number of cores), and it is run 25
times. Also, we run multiple Markov chains instead one and combine the samples at the end.
More details of parallel computing in R can be found in McCallum and Weston (2011).
7.3 Assessment of the spatio-temporal model
To assess the effectiveness of the spatio-temporal model we examine the estimated relative risks
and their coverage probabilities using the spatio-temporal model for modelling exposures. As
described in Chapter 5, we use a two–stage approach using multiple datasets generated from
the (joint) posterior distributions from this model, from the MCMC samples, in a health model,
with the results being combined using multiple imputation. In this case 200 such datasets were
generated and two health models used with Poisson and quasi-likelihoods. The spatio-temporal




t ∼ Poisson(µt) for t = 1, . . . , Nt,





st ) ∼ N(Z(2)t +ms, σ2 ) (7.2)
Z
(2)
t ∼ N(µ(2) + ρ(Z(2)t−1 − µ(2)), σ2z)
ms ∼ MVN(0, σ2mΣ(φ))
σ2 ∼ Inverse−Gamma(0.01, 0.01)
σ2z ∼ Inverse−Gamma(0.01, 0.01)
σ2m ∼ Inverse−Gamma(0.01, 0.01)
φ ∼ Discrete− Uniform(0.0025, 0.1151)
ρ ∼ Uniform(0, 1)
µ(2) ∼ N(0, 103)
7.3.1 Results
Tables 7.1 and Table 7.2 show the results from the 200 health analyses, each using datasets
comprising predictions from the spatio–temporal exposure model. Table 7.1 gives the results
for Poisson health models and Table 7.2 for the quasi-likelihood versions. Overall estimates of
relative risks are shown together with associated 95% confidence intervals. Coverage proba-
bilities, showing the proportion of times the 95% CIs from the individual analyses contain the
true value are also given. In each table, 8 results from the simulation scenarios are presented,
in which the smallest value for both measurement error standard deviation and spatial stan-
dard deviation are chosen as 0.05. In order to examine the efficiency of the model in extreme
circumstances, we use spatial standard deviation and measurement error standard deviation as
high as 1.
From Table 7.1, we can see that the estimates of relative risks are all very close to the
true value 1.2. When the measurement error standard deviation and spatial standard deviation
are both very small, e.g. 0.05, the 95% CIs are narrow and the coverage probabilities are as
high as 90 percent. When the measurement error standard deviation and spatial standard devi-
ation increase the confidence intervals become wider and the coverage probabilities go down.
Eventually, when both standard deviations reach 1, the intervals are widest and the coverage
probabilities are only 17 percent and 8 percent when the distance–correlations parameter is
φ = 0.121 and φ = 0.015 respectively.
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When spatial correlation is high (φ = 0.015), then the intervals are generally wider and the
coverage probabilities are lower than those estimated when spatial correlation is low. For ex-
ample, when the measurement error standard deviation and spatial standard deviation are both
0.1, the 95% CI from the high spatial correlation scenario is (1.157, 1.244) which is wider than
the one seen when there is low spatial correlation, (1.183, 1.220). In addition, the coverage
probability in the former case is 37 percent which is much lower than 88 percent seen in the
low spatial correlated datasets.
The results in Table 7.2 tell a similar story to those in Table 7.1. Comparing the result-
s between the two tables, we can see the 95% CI intervals in Table 7.2 are wider than the
corresponding ones in Table 7.1 for the same level of measurement error and spatial standard
deviation. Moreover, the coverage probabilities are generally higher than in the Poisson case.
For example, when the measurement error standard deviation and spatial standard deviation are
equal to 1, the 95% CI in Table 7.2 for the high spatial correlation scenario is (1.039, 2.509)
which is wider than (1.037, 2.371) in Table 7.1. Furthermore, the coverage probability is 11
percent in this case while the one shown in Table 7.1 is 8 percent. However it is noted that
these levels of spatial variability are extremely high and would certainly be well beyond what
might be observed in real life.
Sensitivity analysis was conducted to ascertain whether the choice of priors affected the
results. These analysis focused on prior specification for the variance and correlation parame-
ters, because the other parameters are given standard priors that should work well in a variety
of situations. A series of Inverse-Gamma(1, 2) priors (where i = 0.1, 0.01, 0.001) were
specified for each variance parameter. It appeared that these choices had little effect on the
resulting posteriors.
7.4 Assessment of the measurement error model
Compared to the spatio-temporal model, the measurement error model provides a somewhat
simpler and less computationally demanding alternative to the spatio–temporal model for ex-
posures. If there are both spatial variation and measurement error in the air pollution data, the
measurement error model will simply treat them both as random error without structure. The
measurement error model used in the simulation study is as follows;
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Table 7.1: Overall measures of risk and 95% confidence intervals, together with coverage
probabilities, based on 200 datasets based on the spatio–temporal exposure model. Results
are for Poisson health models under different exposure scenarios where ‘ME sd’ stands for
‘measurement error standard deviation’, and ‘SP sd’ means ‘spatial standard deviation’ in the
simulated data.
72



































Table 7.2: Overall measures of risk and 95% confidence intervals, together with coverage
probabilities, based on 200 datasets based on the spatio–temporal exposure model. Results are
for quasi–likelihood health models under different exposure scenarios where ‘ME sd’ stands











st ) ∼ N(Z(2)t , σ2 ) (7.3)
Z
(2)
t ∼ N(µ(2) + ρ(Z(2)t−1 − µ(2)), σ2z)
σ2 ∼ Inverse−Gamma(0.01, 0.01)
σ2z ∼ Inverse−Gamma(0.01, 0.01)
ρ ∼ Uniform(0, 1)
(7.4)
As with the spatio–temporal model, 200 datasets were generated for each of the different
combinations of spatial and measurement error standard deviations and spatial correlation.
Using each dataset the MCMC implementation of measurement error exposure model is run
for at least 20000 iterations. For each scenario, the 200 generated datasets of exposure were
used in 200 health analyses and the individual results combined to obtain an overall measure
or relative risk together with 95% confidence intervals. These confidence intervals are used to
calculate coverage probabilities.
7.4.1 Results
Tables 7.3 and Table 7.4 give the overall estimates of relative risks and 95% confidence in-
tervals using exposure estimates from the measurement error model using Poisson and quasi-
likelihood health models respectively. As with the spatio–temporal models, the results for eight
combinations of measurement error and spatial standard deviations and spatial correlation are
given together with coverage probabilities.
As when the spatio–temporal model was used to model the underlying exposures, from
Table 7.3 we can see that the estimates of relative risks are all close to the true value of 1.2.
However, again there are differences in the width of the CIs. When measurement error standard
deviation and spatial standard deviation are both very small, e.g. 0.05, the 95% CIs are narrow,
and the corresponding coverage probabilities are close to 90 percent for the quasi-likelihood
example. The CIs become wider and the coverage probabilities decrease when the measure-
ment error standard deviation and spatial standard deviation are increased. Eventually, when
both standard deviation reach 1, the upper limit of the CI is very high and the coverage prob-
abilities reduce to 15 percent and 5 percent for distance–correlation parameter φ = 0.121 and
φ = 0.015 respectively. Furthermore, we can see if the spatial correlation is high (φ = 0.015),
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then the CIs are generally wider and coverage probabilities lower than when there is low spatial
correlation.
The results in Table 7.4 are similar to those seen in Table 7.3 but with wider CIs in Table
7.4 than seen in Table 7.3 for the same level of measurement error standard deviation and spa-
tial standard deviation. Moreover, the coverage probabilities are generally higher than the ones
in the first table. For example, when measurement error standard deviation and spatial stan-
dard deviation both equal 1, the 95% CI in Table 7.4 for the high spatial correlation scenario is
(1.048, 5.004) which is wider than the (1.027, 3.005) seen in Table 7.3.
Again, sensitivity analyses to the choice of priors was performed, as with the spatio–
temporal model, and again little difference was seen in the posteriors.
7.5 Conclusion
In this chapter, the simulation studies assess the efficacy of spatial–temporal model and mea-
surement error model in estimating relative risks. We found that both of these models are
able to estimate the true risks to health in a much more accurate way than the standard model.
Although spatial–temporal model provides narrower confidence intervals and higher coverage
probabilities than measurement error model when facing the same level of spatial effect and
measurement error in the data, the difference is rather small, hence there are advantages to use
the less computationally demanding measurement error model. Furthermore, applying quasi-
Poisson distribution widens the confidence intervals for both of these models, this implies that
it is necessary to allow extra-Poisson variability for the mortality data in health models.
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Table 7.3: Overall measures of risk and 95% confidence intervals, together with coverage
probabilities, based on 200 datasets based on the measurement error exposure model. Results
are for Poisson health models under different exposure scenarios where ‘ME sd’ stands for
‘measurement error standard deviation’, and ‘SP sd’ means ‘spatial standard deviation’ in the
simulated data.
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Table 7.4: Overall measures of risk and 95% confidence intervals, together with coverage prob-
abilities, based on 200 datasets based on the measurement error exposure model. Results are
for quasi–likelihood health models under different exposure scenarios where ‘ME sd’ stands




Case study of the short–term effects of
particulate matter on health in
London
In this chapter, we apply the measurement error and spatio-temporal models described in Chap-
ter 6 to a case–study of the effect of particulate matter on health in Greater London. We use
the two–stage approach described in Section 4.2 to incorporate predictions from both the mea-
surement error and spatio–temporal models (independently) into the health analysis.
The reminder of this chapter is organised as follows. The first section outlines the data used
in this study. This is followed by a description of the standard model that is commonly used to
analyse data of the sort considered here and the results of applying it. The next two sections
present the results from implementing measurement error and spatio-temporal models to the
London data.
8.1 Description of the data
The data used in this case study comprise daily observations of health and pollution data from
the Greater London area between January 1st 2003 and December 31st 2005. The health data
consist of daily counts of respiratory mortality which are only available in aggregate form for
the entire area. The air pollution data comprise daily measurements of PM10 (particles smaller
in size than 10µgm−3) from 112 monitoring sites located in Greater London area (as shown in
Figure 8-1). Data collected form ‘road side’ and ‘industry’ locations are likely to have much
higher concentrations, are likely to be extremely variable and are unlikely to represent the lev-
els of pollution experienced by the population at risk. These are excluded from the analysis.
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Figure 8-1: Locations of PM10 monitoring sites in Great London area from 2003 to 2005. Blue
filled points denote roadside sites and the red points represent background sites.
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Figure 8-2: Locations of the pollution monitors used in the case–study, the solid circles repre-
sent the background sites with less than 25% missing measurements that we use in the study.
80
Figure 8-3: Schematic showing the days for which the monitoring sites returned daily data for
the period 2003–2005. Each row represents a monitoring location with blue signifying that
data was available and yellow showing periods of missing data.
Some of these sites include a large proportion of missing values (as shown in Figure 8-3), and
sites with more than 25% missing observations over the study period are excluded. In addition,
there are four sites located outside Great London area which will not be considered in the s-
tudy. Applying these constraints leaves 23 monitoring locations which will be included within
the case–study. Their locations can be seen in Figure 8-2.
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Table 8.1: Estimates of the model parameters for the standard model together with 95% confi-
dence intervals
Parameters Estimated 95% CI
exp(β1) 1.0298 1.0288 - 1.0307
β0 2.9211 2.9190 - 2.9232
8.2 Standard model
In this section, the standard model is applied to the reduced subset of the London data. The
standard exposure model involves simply averaging the air pollution measurements over all
locations for each day. The health model is a Poisson GAM,
Y
(1)
t ∼ Poisson(µt) for t = 1, . . . , Nt,
ln(µt) = β0 + β1Z˜
(2)













where Y (1)t denotes the collected mortality on day t, and Y
(2)
t represents the averaged air pol-
lution measurements over all locations on day t. The units are 10 µgm−3. Here we use a lag
of 1 in the exposures. The health model building process begins with removing the trend, sea-
sonal variation and effects of temperature from the series of mortality data. These confounding
factors are represented by penalised splines of calender time and temperature. In our model
expression, the splines term is denoted by ‘S’, ‘time’ represents calender time in days, while
‘temp’ stands for the daily temperature. The intercept term is β0 and the degrees of freedom
for the splines for time and temperature are λ1 and λ2 respectively, each of which is estimated
using MGCV (Wood, 2006). For the London data, the effective degrees of freedom for ‘time’
is 17 and is 7 for ‘temperature’.
Table 8.1 shows estimates of the model parameters together with associated 95% confi-
dence intervals. In particular, the main interest is the estimate of parameter β1 which is the log
of the relative risk, hence the estimated relative risk is exp(0.0293) = 1.0298. Therefore there
is a significant increase in risk associated with an increase in PM10 on the previous day.
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8.3 Spatio-temporal model
In this Section, we use the two-stage approach with a spatio-temporal model for the exposures
(PM10). A small amount of each pollution series in the data set is missing, which adds an
additional complication to the analysis. In a traditional epidemiology analysis these might be
ignored, however, using the underlying exposure model, predictions can be made for these
locations and times. These predictions are made within the MCMC simulation and so sam-
ples from their posterior distributions can be used. The spatio-temporal model applied to the
London data is given as
Y
(1)
t ∼ Poisson(µt) for t = 1, . . . , Nt,
ln(µt) = β0 + β1Z
(2)
t−1 + S(time|λ1) + S(temperature|λ2)
ln(Y
(2)
st ) ∼ N(Z(2)t +ms, σ2 ) (8.1)
Z
(2)
t ∼ N(µ(2) + ρ(Z(2)t−1 − µ(2)), σ2z)
ms ∼ MVN(0, σ2mΣ(φ))
σ2 ∼ Inverse−Gamma(0.01, 0.01)
σ2z ∼ Inverse−Gamma(0.01, 0.01)
σ2m ∼ Inverse−Gamma(0.01, 0.01)
φ ∼ Discrete− Uniform(0.0025, 0.1151)
ρ ∼ Uniform(0, 1)
µ(2) ∼ N(0, 103)
The prior of parameter ρ is chosen as Uniform(0, 1) as ρ represents the autoregres-





The correlation–distance parameter, φ, is given a discrete uniform prior with range (0.0025
, 0.1151), the details about prior choice of φ can be found in Section 6.4.1. The remaining
parameters are assigned vague priors, using Gaussian distributions with large variances.
For the London data considered here, since the largest distance between two monitors is
56km, in order to restrict the spatial correlation to a reasonable range, the correlation–distance
parameter φ is limited to be between 0.0025 and 0.1151. These values correspond to the spatial
correlation at 54km being between 0.1 and 0.9. Details of the MCMC used to obtain samples
from the posterior distributions of parameters and hyperparameters are given in Section 6.4.
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Table 8.2: Estimates of the model parameters for the two-stage model with a spatio-temporal
model for the exposures, together with their 95% confidence/credible intervals.
Parameters Estimated 95% CI
exp(β1) 1.0326 1.0131 - 1.0521
β0 2.9175 2.8759 - 2.9592
φ 0.0904 0.0345 - 0.1462
ρ 0.6457 0.5998 - 0.6917
µ(2) 0.6572 0.6128 - 0.7016
σ2m 0.0686 0.0295 - 0.1668
σ2 0.0324 0.0318 - 0.0330
σ2z 0.0691 0.0631 - 0.0751
8.3.1 Results
Using the spatio-temporal exposure model, the MCMC algorithms were run for 40,000 itera-
tions discarding the first 10,000 as ‘burn in’. The estimates of the model parameters can be
seen in Table 8.2. The estimated log scaled relative risk parameter β1 is 0.0320, meaning the
estimated relative risk is exp(0.0320), that is 1.0326 (95% confidence interval 1.0131–1.0521).
Figure 8-4 contains the trace plots of the parameters and shows that the samples of most of the
posteriors seem to have converged and are relatively stable although there are some extreme
values in the trace plot for the spatial variance and the correlation–distance parameter, φ, cov-
ers almost the entire range of the possible values. For the parameter φ it looks as though the
samples are cut off at the maximum possible value.
Sensitivity analysis was conducted to ascertain whether the choice of priors affected the re-
sults. These analysis focused on prior specification for the variance and correlation parameters,
because the other parameters are given standard priors that should work well in a variety of sit-
uations. A series of Inverse-Gamma (, ) priors (where i = 0.1, 0.01, 0.001) were specified
for each variance parameter. The results appeared to be robust to these changes. When other
priors for φ were used, the feature seen in Panel (a) of Figure 8-4 was often repeated, e.g. the
upper bound of the prior looked like an upper bound for the posterior. This is proved to be the
case for increasing values of the upper bound which suggested that there is a possibility that
the value of φ should be much greater, which would actually mean that there is a possibility
that the spatial correlation is very low in these data. Furthermore, since φ and spatial variance
σ2m are closely related, the change of prior of φ also lead to a change in the estimate of σ
2
m. For
example, when the upper bound of prior of φ is set to be 1, the estimated median of posterior
distribution of φ is 0.5118, and the corresponding median of σ2m is reduced to 0.0323. If the
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Figure 8-4: The trace plot of sampled posteriors of models parameters from the two-stage







upper bound of prior of φ is increased to 10, then the estimated medians of posteriors of φ
and σ2m are 4.8561 and 0.0304 respectively. For both these two cases, the estimations of all
other parameters stay the same as the values shown in Table 8.2. This is because the deductive
spatial effect m are extremely small such as 2.0319 × 10−6 and 6.0933 × 10−44 in these two
cases if we consider the average distance between two monitoring locations in London to be
20km. This also explains why in the second case, although not much reduction is shown in the
estimated median of posterior of σ2m compared to the dramatic increase of φ, it does not affect
the results of other estimations as the first case.
8.4 Measurement error model
In this section we apply the measurement error model for the exposures in place of the spatio-
temporal model used in Section 8.3. The measurement error model is as follows,
Y
(1)
t ∼ Poisson(µt) for t = 1, . . . , Nt,
ln(µt) = β0 + β1Z
(2)
t−1 + S(time|λ1) + S(temperature|λ2)
ln(Y
(2)
st ) ∼ N(Z(2)t , σ2 ) (8.2)
Z
(2)
t ∼ N(µ(2) + ρ(Z(2)t−1 − µ(2)), σ2z)
σ2 ∼ Inverse−Gamma(0.01, 0.01)
σ2z ∼ Inverse−Gamma(0.01, 0.01)
ρ ∼ Uniform(0, 1)
µ(2) ∼ N(0, 103)
Prior distributions for the parameters of the model are chosen as follows. The prior choice
of parameter ρ is chosen as Uniform(0, 1), this is because ρ represents the autoregressive
process parameter. Inverse-Gamma (0.01, 0.01) priors were used for both σ2z and σ
2
 . The
intercept term β0 and the log relative risk, β1 are assigned vague prior represented by Gaussian
distributions with large variances. The details of the MCMC simulations for this model are
given in Section 6.3.
8.4.1 Results
Using the measurement error model, the MCMC algorithm were run for 40,000 iterations dis-
















































Figure 8-5: The trace plot of sampled posteriors of parameters from the two-stage Bayesian





Table 8.3: Estimates of the model parameters for the two-stage model with a measurement
error model for the exposures, together with their 95% confidence/credible intervals.
Parameters Estimated 95% CI
exp(β1) 1.0321 1.0137 - 1.0506
β0 2.9184 2.8791 - 2.9576
ρ 0.6515 0.6055 - 0.6975
µ(2) 0.6571 0.6134 - 0.7009
σ2 0.0603 0.0592 - 0.0613
σ2z 0.0675 0.0615 - 0.0735
Table 8.3. The estimated log scaled relative risk parameter, β1, is 0.0316, meaning the estimat-
ed relative risk is exp(0.0316) = 1.0321 (95% confidence interval 1.0137-1.0506). Figure 8-5
presents the trace plots of samples drawn from the posterior distributions of parameters. This
figure shows that the chains for all the posterior distributions of the parameters are relatively
stable and seem to have converged. As the estimates of risk that are produced are very similar
to what this may be seen as one of the advantages of the measurement error model over the
more complex spatio–temporal model as there are fewer issues associated with the MCMC in
the absence of the spatial parameters.
As with using the the spatio–temporal, sensitivity analyses to the choice of priors was per-
formed and in this case, in the absence of the spatial parameters, there was very little difference
in the results obtained.
8.5 Conclusion
In this chapter we analysed the air pollution and mortality data from Greater London for 3 con-
secutive years using three models: standard model, spatial temporal model and measurement
error model. For the estimated relative risk, we can see the value conducted from measurement
error model is very close to the one from standard model, but the estimated relative risk from
spatial–temporal model is obviously larger.
We notice that the estimated correlation–distance parameter from spatial temporal model
is 0.0904, this indicates there is very low spatial effect in the collected London data. In addi-
tion, the sensitivity analysis shows the posterior distribution of correlation–distance parameter
highly depends on the choice of bounds in the prior, and changing the upper bound of the prior
leads to higher estimates of the parameter. This suggested that the value of the parameter might
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be even greater than estimated, with large values of this parameter indicating very small cor-
relation over even small distances. If it is the case that there is not really any spatial structure
in the data then fitting a complex spatial model would be unnecessary and in fact might even
introduce bias.
From Table 8.2 and Table 8.3, we can see the estimated measurement error variance is
reduced to a half when applying spatial temporal model compared to the value estimated from
measurement error model. This suggests that using spatial temporal model is able to to classify
the uncertainty in the data, and is very useful when predicting the values from the model. The
London data used in this analysis only includes 23 monitoring sties which is a relatively small
dataset, hence it may not be able to provide enough information for the parameter estimation
in Bayesian settings, we would like to assess the efficacy of spatial–temporal models in a much




exposure modelling into studies of air
pollution and health
The majority of the studies examining the associations between in air pollution and health use
data from monitoring networks as a proxy for the exposure to air pollution experienced by the
populations in question. Information on ambient concentrations therefore often comes from a
number of monitoring sites, often located within an urban area, each of which may measure
different pollutants, and in addition may be subject to measurement error and contain periods
of missing data.
The amount of monitored air pollution data that is available is increasing dramatically; in
London for example there are now more than 80 monitoring sites measuring particulate matter
on a hourly, and sub–hourly, basis compared with about 10 in the early nineties. Globally the
WHO database on air pollution currently comprises ground-level measurements from 1,600
cities. Being able to utlise the increasing amounts of available data will lead to a more accu-
rate assessments of levels of pollution and more realistic models through increased ability to
investigate spatial–temporal dependencies.
Black smoke for example has been measured in the UK since the early 1960s as part of
the UK Smoke and Sulphur Dioxide network and its predecessor, the National Survey. The
monitoring network, which measures both SO2 and black smoke, was established in the early
1960s, and by 1971 included over 1200 sites. As levels of black smoke and SO2 pollution have
declined, the network has been progressively rationalised and reduced and by 2006 comprised
approximately 100 sites. Over time, many sites have been moved or replaced in order to reflect
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changing patterns and levels of pollution, and to reduce redundancy in the network. Therefore
there is a large number of missing values in the dataset.
In order to perform health analysis using such data, there will be a need for accurate es-
timates of air pollution during periods and in locations where there is missing data, either by
design (where a monitor is not located or in operation) or due to shorter periods where mea-
surements are not available.
A hierarchical modelling approach provides a natural way of modelling data with complex
forms of dependence and the models presented here for that purpose are naturally set within
a Bayesian framework. Modelling the entire spatial-temporal structure of an environmental
field has in the past often been impractical due to the availability, or lack thereof, of data in
the quantities required to produce reliable estimates. Where such data is available, its high
dimensionality has meant that the computation required may be prohibitive. There is therefore
a need for efficient methods of estimation, particularly in reference to the computational issues
that are likely to arise when attempting to implement the models using Markov Chain Monte
Carlo (MCMC) sampling. This has led to the development of alternative methods based on
approximations within the Bayesian inferential framework and here we specifically consider
those based on Integrated Nested Laplace Approximations (INLA) (Rue et al., 2009).
9.1 Hierarchical modelling
In this chapter we develop an approach for estimating the adverse health effects of envi-
ronmental hazards. This approach incorporates health data, available in aggregate form, and
exposure data measured at point locations over space and time. We particularly consider cases
where spatio–temporal data records are of such high dimension that conventional computation-
al approaches fail. Before embarking on the description of the health and exposure models, we
now briefly review the general framework of the hierarchical Bayesian models described in
Chapter 4.
Hierarchical Bayesian models are an extremely useful and flexible framework in which to
model complex relationships and dependencies in data. There are three parts to the hierarchy;
• The observation, or measurement, level; Y |Z,X, θ1. The data is assumed to arise from
an underlying process Z which is unobservable but from which measurements can be
taken, with error, at locations in space and time. Measurements may also be available
for covariates, X .
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• The underlying process level; Z|θ2. This drives the measurements seen at the observa-
tion level. It may be, for example, a spatio–temporal process representing an environ-
mental hazard.
• The parameter level; θ = (θ1, θ2). This contains models for all of the paramaters in the
observation and process level and may control things such as the variabilty and strength
of any spatio–temporal relationships.
Here the notation, Y |X means that the distribution of Y is conditional on X . The under-
lying spatio–temporal process, Z may be viewed as lying in continuous domains of time and
space, T ⊂ R1 and S ⊂ Rd respectively, where Rd denotes d dimensional Euclidean space.
However, even when Z is continuously monitored over time, monitors may only report results
at discrete times i.e. T = {0, 1, . . . , NT } for some NT . The same may be true over space,
where the locations at which air quality monitors can actually be placed may be restricted to
a relatively small number of locations, for example on public land, leading to a discrete S in
practice.
The approach developed in this paper involves models for both health counts and exposures
and each of these can be framed in the context of a hierarchical model. To avoid ambiguity
between the two, we use Y (1), X(1), Z(1), θ(1) for the health models and Y (2), X(2), Z(2), θ(2)
for the exposure models. It is noted that, although the health counts, Y (1) can be considerd to
be measurements from an underlying true level with differences occurring, for example due to
missclassification or data anomilies, here we consider them to be an accurate reflection of the
truth, i.e. Y (1) = Z(1).
9.2 Integrated Nested Laplace Approximation
Integrated Nested Laplace Approximation (INLA) is recently introduced to perform fast Bayesian
inference. It obtains the inference results by accurate numerical approximation of the marginal
posterior densities of interested variables and heyperparameters rather than sampling as MCM-
C, and it provides precise estimate in relatively short time. More details can be found in Rue
et al. (2009) and Lindgren et al. (2011).
9.2.1 Latent Gaussian models
Gaussian fields (GF) play an essential rule in spatial statistical modelling. For clarity of ex-
planation, we drop the Y (), Z(), θ() notation in what follows, and only the spatial domain is
considered. For any coordinate s, Z = (Z1, . . . , Zs) is a GF if all sub-collections are joint-
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ly Gaussian distributed. The Latent Gaussian model is a latent field in Gaussian distribution
regressed to response variables, such as:
• Observation model; Ys|Zs ∼ pi(Ys|Zs, θ1).
• Process model; Z|θ2 ∼ N(µ,Σθ2).
• Parameter model; θ = (θ1, θ2) ∼ pi(θ).
Therefore pi(Z, θ|Y ) ∝ pi(θ)pi(Z|θ)∏NSs pi(Ys|Zs, θ). There are two conditions of latent
Gaussian model required so that produce fast inference, the first one is that the latent field is
normally in large dimension, for instance 102 − 105, and it admits conditional independence
properties. Secondly, number of hyerparameters is relatively small, for instance smaller or
equals to 6. Although GF is widely used in environmental studies, the computational issues
have always been a drawback. This is because of the O(s3) cost of factorising dense s × s
matrices, beside, the use of hierarchical Bayesian models which needs repeated computations
leads to infeasibility.
9.2.2 Gaussian Markov Random Field
A GMRF is a set of Gaussian random variables with Markov properties. The advantage of
transposing a Gaussian field to a Gaussian Markov random field (GMRF) is the introduction of
GMRF’s sparse matrices to numerical methods, hence it is creditable to use GF for modeling
but to proceed computation by GMRFs. The Markov property is determined by neighbourhood
structure, that contributes to the dependence of full conditional distribution of unit Zi only base
on a few components around it (denoted Zδi), hence the set of neighbor of Zi is as following
pi(Zi|Z−i) = pi(Zi|Zδi)
where the notation Z−i denotes all elements in Z except Zi. In this case the precision
matrix element Qij = 0 if and only if Zi and Zj are independent conditional on Z−ij ,
Zi⊥Zj |Z−{i,j} ⇐⇒ Qij = 0
Hence for a GMRF, the precision matrix Q will be sparse, allowing efficient computation.
9.2.3 INLA inference
INLA uses a Laplace approximation to the posterior distribution of the parameters, θ, giv-
en measurements of the response, Y . The aim is to obtain posterior marginal quantities
such as pi(θi|Y ) and pi(Zs|Y ) where for example pi(θi|Y ) =
∫
pi(θ|Y )dθ−i and pi(Zs|Y ) =
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∫
pi(θ|Y )pi(Zs|θ, Y )dθ. In order to achieve this, approximations need to be built; p˜i(θ|Y ) and
p˜i(Zs|θ, Y ). The Laplace approximation to the posterior p˜i(θ|Y ) is given by




where p˜iG is a Gaussian approximation at the mode z∗(θ) of the conditional distribution of
Z given θ. Given such an approximation, numerical integration can be used to evaluate the
required integrals. The same procedure can be used to approximate the posterior distribution
of pi(Zs|Y ).
9.2.4 Applications of INLA
Illian et al. (2012) provided a flexible framework for routinely fitting models to complex spatial
point pattern data using a model class that accounts for both local and global spatial behaviour.
A combination of the flexibility of the log Gaussian Cox process that results from its dou-
bly stochastic structure with the use of constructed covariates is suggested to reflect spatial
behaviour. Then INLA is used to fit these models which speeds up parameter estimation sub-
stantially such that Cox processes can be fitted within feasible time. Two examples are given
in this paper, the first one is the rainforest dataset which is considered as a Cox process model
for a point pattern data set with a large number of points and two observed covariates. The
second example is the Koala dataset which consists of the locations of 915 eucalyptus trees.
These two very different examples indicate that the framework suggested in this paper can be
applied in a wide range of situations and is flexible enough to facilitate the fitting of other even
more complex models.
Li et al. (2012) analysed the clinical data on the location of residence at the time of di-
agnosis of new Lupus cases in Toronto, Canada, for the 40 years prior to 2007, and aimed to
find areas of abnormally high risk. The inference is complicated because of numerous irreg-
ular changes in the census regions on which population is reported, hence they introduced a
model consisting of a continuous random spatial surface and fixed effects for time and ages of
individuals. The process is modelled on a fine grid and Bayesian inference is performed using
Integrated Nested Laplace Approximations. Predicted risk surfaces and posterior excedance
probabilities are produced for Lupus and, for comparison, Psoriatic Arthritis data from the
same clinic. They concluded that the area in the vicinity of the Lupus clinic is the region of
Toronto where spatially varying social or environmental factors could be causing higher inci-
dence of Lupus than would be expected given the population. The price paid for the speed and
robustness of INLA has been the need to ignore uncertainty in the age and time effects.
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In Eidsvik et al. (2013), they combined computational ideas for modeling and inference of
spatial data, and addressed the computational challenges in modeling large spatial datasets by
merging predictive process models and INLA. First, they used the predictive process model as
a reduced-rank spatial process, to diminish the dimensionality of the model. Then they pro-
ceeded to develop a computational framework for estimating predictive process models using
the integrated nested Laplace approximation. Results are presented for synthetic data, an envi-
ronmental dataset and for a large dataset on forest biomass. The predictive process models and
approximate Bayesian inference using INLA provide very fast analysis of large spatial data
sets.
More recently, Schro¨dle and Held (2011) focused on the usage of the INLA method for
approximate Bayesian inference in parameter-driven models, which can be conducted using
a toolbox for generalized dynamic models. They studied the networks of moving individual-
s such as traded animals between farms, representing a potential risk for the spatio-temporal
spread of an infectious disease. Two frameworks of parameter and observation-driven models
are proposed to assess the relationship, both of which are discussed in the context of univari-
ate and multivariate time series of counts with specific emphasis on the direct inclusion of
network data. In contrast to observation-driven models, where previous cases are included
directly, the disease incidence in a parameter-driven model is governed by a latent stochastic
process. Ready-to-use software based on INLA is presented for inference in parameter-driven
models. In this context, the predictive performance of both formulations is assessed using
proper scoring rules and a score regression approach. The impact of cattle trade on the spatio-
temporal spread of Coxiellosis in Swiss cows, 2004-2009, is finally investigated.
Cameletti et al. (2011) employed the SPDE approach for a hierarchical spatio-temporal
models for particular matter concentration in the North-Italian region Piemonte over the period
of October 2005 - March 2006 winter season. The model involves a Gaussian field, affected
by a measurement error, and a state process characterized by an AR(1) dynamic and spatially
correlated innovations. They used R-library INLA on a Intel Xeon 12 CPU machine to get the
parameter posterior estimates together with prediction and uncertainty map, and it took a total
time of about 100 seconds for getting the posterior distributions of the hyperparameters and of
the latent field over the triangulated domain. As a conclusion, they outlined that the compu-
tational strength of the SPDE approach implemented by INLA stands out clearly compared to
other machine settings and employed software, an in addition, problems of convergence and
mixing typical of the sampling are not an issue at all when working with INLA.
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9.3 Health effects models
In order to assess the effect of air pollution on health, models are required that relate risk
to exposure, both in terms of the degree of exposure and the time over which the exposure
occurred. In cohort studies of individuals, such models need to account for the duration of
exposure, time since first exposure, time since exposure ceased and the age at first exposure
(Breslow and Day, 1980) (Waternaux et al., 1989). For the development of carcinogenesis,
complex multistage models have been developed that use well defined dose-response relation-
ships (Dewanji et al., 1999). However, when using aggregated daily mortality counts for a
specific period, e.g. day or health period, and specified area, detailed exposure histories and
other information are generally not available.
Considering a generic area for ease of illustration, let Y (1)t be the health outcome at time
t, e.g. the number of respiratory deaths on a single day or other period of time, and the true




t ) = f(Z
(2)
u ; 0 ≤ u ≤ t) (9.1)
As true lifetime personal exposure to air pollutants is unmeasurable, as they depend on am-
bient levels and integrated time–activity, the term ‘exposure’ here relates to cumulative ambient
outdoor concentrations of air pollutants, measured at the aggregate area level. The summaries
of the exposure history are therefore constructed based on available data, Y (2)t .
If it is assumed that Z(2)u is piecewise continuous, then the cumulative exposure up to and




Rather than just considering the effect of the total exposure over a period of time, the
contributions from intervals within the period may be of interest, in which case Equation (9.2)







where the weights, Wt−u, determine the aspect of the exposure being summarized. For
example if the weights are of the form W (u) = min(1, u/b), then the exposures are phased in
linearly over a period of length b until reaching their maximum. This can allow for delayed
as well as cumulative effects depending on the form of the weights. In individual studies,
the form of the cumulative exposure can be explicitly modelled, for example in the case of
exposure to asbestos fibres, where the rate of elimination of the fibres from the lungs, λ, may
be incorporated and the model takes the formW (u) = {1−exp(−λu)}/λ (Berry et al., 1979).
Since significant exposure to air pollution may start later than birth, the lower limit of the
integral may not be zero. Instead the sum is likely to be over a specified period of time. If the
weights are of the form
W (u) =
{
1/(b− a+ 1) for a ≤ u < b
0 otherwise
(9.4)
then the summary will represent the average for the period (t− b, t− a], 0 ≤ a < b ≤ t.
For example, when studying the short term affects of air pollution, with daily measurements
of health and air pollution, if a = 0 and b = 2, thenW (t−u) would represent a three day mean.
When dealing with health counts, and exposure measurements made at discrete times, the







If the probability of disease given cumulative exposure is assumed to be proportional to
exp(γCt), i.e. a log-linear model in cumulative exposure, then a Poisson model can be used to
estimate the weights, Wt−k in Equation (9.5). Assuming that Yt ∼ Poisson(Etµt) where Et
represents the expected number of cases Breslow and Day (1987) then
















where X(1)j , j = 1, . . . J , are area-level covariates. Hence the parameters, βt−k represent
the effect of exposure k time periods ago. Comparison with Equations (9.3) and (9.5) shows







the age–gender specific mortality rates for the reference population (usually a country or other
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large area) and Nk; k = 1, . . . ,K are the populations in the area of study, in each age–gender
group k. It should be noted that these are not the expected number of cases in the sense of sta-
tistical expectation, but are what would be expected based on applying national rates of disease
to the population structure of the areas being studied.
It is possible to specify the shape of the distributions of the weights, Wt−k. For example,
Schwartz (2000) describe the use of a distributed lag model (DLM) within aggregate level
studies examining the short term effects of air pollution on health where the weights fit a poly-
nomial function (Harvey, 1981). This requires assumptions to be made on the maximum lags
that are likely to have an effect and the smoothness of the patterns over lags, which is deter-
mined by the polynomial used, but has the advantage of increasing the stability of the individual
estimates where there is high collinearity between the explanatory variables (Zanobetti et al.,
2000). The required assumptions have been formulated in terms of priors when implementing
DLMs within a Bayesian setting (Welty et al., 2009).
There is a strong possibility of over-dispersion in the Poisson model, where the variance
is greater than the mean, arising from the presence of unmeasured confounders. These may
be operating at the individual level, e.g. smoking, or at the area level, e.g. residual socio-
economic confounding. Over dispersion may also arise because of data anomalies, i.e. errors
in the numerators and/or denominators, e.g. due to migration which may make it unreasonable
to assume that Y (1) = Z(1). Making no allowance for the extra-Poisson variability that may be
present will lead to confidence intervals for the estimates of risk being too narrow and changes
in deviances, used to compare models, being too small. An attempt to correct these effects can
be made using a quasi-likelihood (McCullagh and Nelder, 1989).
9.4 Exposure Modelling
Missing values will arise both from short–periods in which monitors were not reporting infor-
mation and from locations and times for which there were no monitoring sites. One approach is
to represent the ambient pollution surface with a spatial or spatio-temporal model, and then to
estimate the quantities of interest such as estimated exposures when and where measurements
were not taken using prediction methods. As described in Section 9.1, the spatial-temporal
random field, Zst, s ∈ S, t ∈ T , is a stochastic process over a region and time period. This
underlying process is not directly measurable, but realisations of it can be obtained by taking
measurements, possibly with error, at a set of known locations in space S = {s1, ..., sNS} ∈ S
and time T = {t1, ..., tNT } ∈ T . In a purely spatial analysis, repeated observations at a spe-
98
cific location over time are treated as independent realisations of the underlying process.
As described in Chapter 2 there are three levels to the hierarchy that we consider. The
observed data, Y (2)st , s = 1, ..., NS , t = 1, ..., NT , at the first level of the model are considered
conditionally independent given a realization of the underlying process, Z(2)st . The second level
describes the true underlying process as a combination of a trend (mean), µ(2)st , and a random
process, ωst, which has spatial–temporal structure in its covariance. In a Bayesian analysis, the
third level of the model assigns prior distributions to the hyperparameters from the previous












where the {st} are an independent random, or measurement, error terms, µ(2)st is a space-time
mean field (trend) and ωst is a spatial–temporal process.
The second line in Equation (9.7) comprises a mean function together with a zero-mean
spatial–temportal process. Previous studies have modelled the mean function with a trend
surface model (Zhu et al., 2003), cyclical variation (Tonellato, 2001), a temporal only trend
(Zidek et al., 2014; Shaddick and Zidek, 2014) and the Kriged-Kalman model (Sahu and Mar-
dia, 2005). The spatial–temporal process can be considered to be the combination of three
components; space, time and space–time interaction. These three components may be com-
bined in either additive or mulitplicative form Sahu and Mardia (2005); Zhu et al. (2003). For
the former we have:
ωst = ms + γt + κst (9.8)
This form has been used by a number of authors to model ambient air pollution, including
for example Zidek et al. (2014) , Sahu et al. (2007), Sahu and Mardia (2005) and Sahu et al.
(2006) who modelled PM10 in Vancouver and PM2.5 in Ohio state, New York City and a col-
lection of midwestern U.S. states, respectively. In a separable model, the spatial and temporal
components are considered entirely separately with no interaction between them, i.e. κst = 0.
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It is commonly assumed that the spatial effects, ms, represent a stationary spatial process
with the relationship between correlation and distance between the sites being represented by








where Kν(θ ‖ h ‖) is a modified Bessel function of the second kind, σ2 is the overall variance
and (ν, φ) are parameters that control the smoothness and strength of the distance–correlation
relationship respectively.
9.4.1 Prediction at unsampled locations

















p(Y (2)s |Z(2)s )
}
× . . .
. . . × p(Z(2)0 |Z(2))p(Z(2))dZ(2)
This form can be further expanded to incorporate the conditioning on the parameters within
the model, i.e. p(Z(2)|ψ, ν, φ), where ψ are the coefficients in the mean term and (ν, φ) those
in the variogram/covariance function. In this way the uncertainty in the estimation of the
parameters of the spatial–temporal model can be ‘fed’ through to the predictions.
9.4.2 Inference
For Bayesian analyses, the posterior distributions will often involve high dimensional integra-
tion and may be analytically intractable. However, samples from these distribution may theo-
retically be generated in a straightforward fashion using MCMC sampling (Smith and Roberts,
1993). The main constraint for this approach, particularly when using large spatial datasets, is
its demanding computational requirements. This can be both because of the need to manipu-
late large matrices within each simulation of the MCMC and also in the lack of convergence of
parameters estimates in complex models (Finley et al., 2007).
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The increasing size and complexity of experiments and the databases they generate have
outpaced the speed of readily available computational hardware. This has forced the develop-
ment of of practical alternatives to MCMC algorithms.
Here we concentrate on recently developed techniques which perform approximate Bayesian
inference based on integrated nested Laplace approximations (INLA) and thus do not require
full MCMC sampling to be performed (Rue et al., 2009). INLA has been developed as a com-
putationally attractive, practical alternative to MCMC.
In a spatial setting the INLA approach provides a natural approach to modelling areal level
data. Applying the approach to point level data of the type that will arise from air pollution
monitoring sites can be performed by using a link between Gaussian Fields (GF) with Matern
covariance functions and Gaussian Markov Random Fields (GMRFs) through use of Stochas-
tic Partial Differential Equations (SPDE) (Lindgren et al., 2011).
Lindgren et al. (2011) show that a field with a Matern covariance structure can be expressed
as the solution of an SPDE. If a GF, Z, has a Matern spatial covariance as given by (9.9) then
it is the solution of the SPDE
(κ2 −∆)α/2zS =WS , S ∈ S, α = ν + d/2, κ > 0, ν > 0 (9.10)
where (κ2 −∆)α/2 is a pseudo–difference operator, ∆ is the Laplacian andW is spatial white
noise with unit variance.
This SPDE in turn can be approximated using a finite element method, using triangulatin
over the spatial domain of interest. An induced GMRF representation of the original GF can
then be found with the precision matrix being approximated by a sparse precision matrix, Q.
This represents the information within the covariance matrix of the original GF, Σ and its spar-
sity allows computational efficiency. The GMRF is used by INLA for performing computations
that would be computationally prohibitive using the GF directly.
By combining the temporal and spatial components of the model, predictions can be made
at locations where there are missing values for certain years.
9.5 Linking exposure and health models
Pollution data are generally obtained from NS fixed site monitors located within S , each
of which will measure ambient pollution concentrations continuously throughout the year.
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The set of pollution monitoring sites are collectively denoted by S = s1, . . . , sNS , where
sl = (al, bl) ∈ R2. However health data are commonly available only at aggregated level for
administrative areas, Ai, i = 1, ..., NAi and therefore a suitable summary of the concentrations
in an area for a particular time period is required. The true mean exposure for time t in a health









where Z(2)st is the ambient pollution concentration at all possible locations s in Ai at time t
and Ns is the population density such that
∫
s∈Ai Nsds = 1. However the information required
to perform the integral will be unavailable. Therefore there is a need to approximate this.
As described in Chapter 4, the simplest and most commonly used approach being to take the








where NAi is the number of monitoring sites located within area Ai. Here missing values are
typically ignored, something that can lead to bias if there are strong temporal trends in the data.
An example of this can be seen in the case study presented in Section 9.6.
Alternatively, an exposure model can be used to provide the required information including
using predictions in place of any missing values. Any approach for using such predictions in
the health model must acknowledge the uncertainty in the predictions and allow for it to be
incorporated in final measures of uncertainty, and confidence intervals, associated with those
measures of risk.
As described in Chapter 5, Section 4.3, we advocate a two-stage approach to modelling the
exposures and using predictions in the health model with the associated uncertainty acknowl-
edged using multiple imputation. This allows the uncertainty in predictions to be represented
by using a set of plausible values for the exposures which comprise samples from the posterior
distributions of the predictions at the required locations in space and time. Taking M multiple
(joint) samples from the posteriors results in M multiple datasets which are repeatedly used in
the health model.
This requires the ability to draw joint samples from the posterior distributions of the pre-
dictions from the exposure model. This is possible in the R-INLA package using the function
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inla.posterior.sample. In computing the approximation to the required distibution-
s, p˜i(θ|y) p˜i(zts|θ,y), R-INLA uses numerical integration based on interpolation between a
number of chosen ‘integration points’ (Rue et al., 2009). Taking p˜i(zts|θ,y) as an example,
the integration points are selected from a set of candidate points on a grid. After exploring
log(p˜i(zts|θ,y)) to find the mode, a point is selected if the difference between log(p˜i(zts|θ,y))
evaluated at that point and the value evaluated at the mode is greater than a prespecified con-
stant. Apart from the integration based on this procedure for finding approximations to the
marginal distributions, the information stored about the distribution at these integration points
can be kept. This allows the function inla.posterior.sample to be used after the main
INLA run. Joint samples from the posteriors can be obtained by sampling from Gaussian ap-
proximations at the integration points for all of the parameters, including predictions from the
exposure model. A combined analysis of these datasets is then performed using multiple im-
putation (as described in Chapter 5, Section 4.3). This results in valid statistical inferences that
properly reflect the uncertainty due to missing values.
9.6 Case study
The UK black smoke and sulphur dioxide network measured black smoke (BS) sulphur diox-
ide (SO2) from the early 1960s until 2006. During that time, at its peak it comprised of over
1200 sites (in the early 1970s). As levels of BS and SO2 declined from the very high levels in
the 1960s, the network dramatically reduced in size and by 2005, shortly before it ceased oper-
ation, it contained 65 sites. Over this time, there was a marked decline in the concentrations of
BS which can be seen in Figures 9-1, which shows the average levels per year and Figure 9-2
which shows measurements for a selection of individual sites from the network. For further
details of the long–term changes in levels of BS and changes in the network see Shaddick and
Zidek (2014).
Data were obtained for a total of 3016 sites throughout the operation of the network, of
which 2137 sites were designated as being located in residential areas. The locations of the
monitoring sites were linked using GIS, as described in Elliott et al. (2007), to electoral wards
which is the resolution of the health data. The locations of the wards, together with an indica-
tion of the average concentrations of BS over the study period can be seen in Figure 9-3. This
allows analyses of the association between health and air pollution to be performed, however
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Figure 9-1: Yearly mean concentrations of Black Smoke (µgm−3) from 1966 to 1992 with




















































































































































1966 1970 1974 1978 1982 1986 1992
Figure 9-2: Black smoke concentrations (µgm−3) against time (1966 to 1992) for a selection


























































































Figure 9-3: Yearly mean concentrations of black smoke (µgm−3) measured at electoral wards
within the UK, 1966-1992.
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The health data consist of mortality counts for the period 1993–96 for respiratory diseases
in the over 65s. These data were extracted for all ages by ward from national postcoded mor-
tality data, by age and sex, for the period 1993–96. Expected numbers, standardised by age and
sex, were calculated for each ward using national mortality counts and population data from
the 1991 census. Smoking is known to be a major risk factor for cardio-respiratory illness
and it is known that smoking habits vary with social class (Kleinschmidt et al., 1995) and may
therefore correlate with pollution levels, and act as a potential confounder. In the absence of
data on smoking levels, an area level measure of socio–economic deprivation is used (Carstairs
and Morris, 1989), which has previously demonstrated to be related to smoking rates (Klein-
schmidt et al., 1995). Summaries of the observed and age-sex standardised expected numbers
together with a measure of the relative risk in the health period of 1993-1996 are shown in
Table 9.1.
Table 9.1: Summary of respiratory mortality at ward level for 1993–96 at ward level. Means,
standard deviations, medians, ranges and interquartile ranges are given for observed (Obs) and
age-sex adjusted expected numbers of cases (Exp), together with measures of relative risk (O/E
ratio) and the number of wards (N).
N Min. 25% 50% 75% Max. Mean SD
Obs 123 3.0 41.5 68.5 107.5 217.0 77.9 46.6
Exp - 1.9 40.3 63.5 83.3 220.2 64.0 33.9
O/E - 0.5 1.0 1.1 1.5 2.1 1.2 0.3
The period of study is chosen to represent a time (for the health period) which follows
an extended period during which there were great changes in the levels of BS. Studies of the
chronic effects of pollution have largely considered concurrent exposures. Over recent decades,
air pollution concentrations have generally fallen, in response to industrial and technological
changes and more rigorous regulation. At the same time, the character of air pollution has
changed markedly, as domestic and industrial coal-burning has declined and emissions from
road traffic have increased. Health risks determined on the basis only of current or recent ex-
posures may therefore be misleading, especially for older age groups who may in the past have





Let Y (2)st be the concentration of black smoke measured at location, s, at time, t. Ott (1990)
has suggested that a log transformation is appropriate for modelling pollution concentrations,
because in addition to the desirable properties of right-skew and non-negativity, there is justifi-
cation in terms of the physical explanation of atmospheric chemistry. We adopt a similar model
to that presented in Shaddick and Zidek (2014) and model the change in levels of BS over time
using a random effects model with a quadratic relationship between time and concentrations of
BS.
Initial data analysis consisted of two main components following the work of Shaddick and
Zidek (2014). This involved looking at temporal trends (as in Figures 9-1 and 9-2) and spatial
patterns (as in Figure 9-3) in the data. The rationale for the temporal part of the model was to
try to find a form which would both fit the data but also provide a non-complex relationship
which might explain the observed decline in concentrations over time. A quadratic effect of

















)t2 + st (9.13)
where s = 1, . . . , NS denotes the site and t = 1, . . . , NT the year. The model includes both
linear and quadratic effects, β(2)x and β
(2)
x2
of time reflecting the shapes of decline in levels of
black smoke observed in the data. The st is a random error term, which is assumed to be
Normally distributed, st ∼ N(0, σ2 ). Site specific random effects, β(2)xs and β(2)x2s and β
(2)
0s ,
are assigned to the slopes of the linear, quadratic and intercept components respectively. These






allowing for the effects of time, there is likely to be spatial structure in the residuals and there-
fore the random effects are multivariate normally distributed, β(2) ∼MVN(0, σsΣ), with the
structure of the covariance reflecting any spatial auto-correlation as in Equation (9.9).
The spatial residuals from the fitted model can be seen in Figure 9-4 which does not appear
to show any serious spatial patterns, which is to be desired as the aim is to model the spatial
structure within the model and not leave it in the residuals.
It is noted that the model allows for (spatial) random effects on both the intercept and s-
lope terms. Using a simpler model, with random intercepts but fixed slopes turned out to have
an interesting side effect which can be seen when comparing maps of the spatial effects from
models with and without this flexibility for the slope terms. This can be seen by comparing
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Figure 9-4: Residuals from the spatialCtemporal model for black smoke concentrations (on log
scale) by decade.
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Figures 9-5 and 9-6 which show maps of the spatial effects from models with fixed and random
slopes respectively. In the first case, there is much less spatial smoothing reflecting the fact that
fitting a fixed slope is essentially just subtracting a mean term (over time) with the random ef-
fects for the intercepts just reflecting the concentrations at individual sites at the beginning of
the study period. In contrast, the map shown in Figure 9-6 shows clear smoothing over space
and indicates that it would be much more suitable for predictions at times for which there was
no recorded measurements at a particular time.
Figure 9-5: Map of the means of posterior predicted distributions black smoke concentrations
on the logarithmic scale from a model with spatial structure on the intercepts but with fixed
slopes.
Health modelling
Expanding Equation (9.6), we model the number of counts in area i for time t (defined as
1993–96 for this analysis rather than a single year) as Poisson, Y (1)it ∼ P (Eiµit) where Ei
represents the expected number of cases in area i for the period from which the health data
arise. The log of the rate, µit is modelled as a function of the levels of air pollution over the
previous 27 years with the area level covariate, X(1)2 representing deprivation. As in Equation
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Figure 9-6: Map of the means of posterior predicted distributions on the logarithmic scale from
a model with spatial structure on both the intercepts and slopes
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(9.6) we use equal weights for each year and use the average pollution over the chosen time





1 Z˜si + β
(1)
2 X2i (9.14)





which represent the effect of the previous 27 years of exposure which for area Ai is represent-
ed by Z˜i.
Estimates of the exposure for each area, Z˜i can be obtained in a number of ways and here
we consider three methods.
M1: The average of the available data.
M2: The average of predictions from the spatial–temporal exposure model.
M3: A combination of available data and predictions from the exposure model, enabling miss-
ing data to be ‘filled in’.
In both M2 and M3 there will be 27 values used in calculating the average over the previous
27 years. However, in M1 the fact that data may be missing is ignored and takes no account of
the fact that in some cases the average may be based on small numbers. When there are clear
trends in the data, as there are here, the times at which data are available may strongly affect
the resulting summary of exposure. For example, if levels are decreasing then missing data at
the beginning of the period will result in an underestimate of the overall exposure as higher
values will be excluded. Similarly, missing data in the later period when exposures are lower
would result in an overestimate.
For methods M2 and M3, multiple imputation is performed by drawing samples from the
posterior distributions of the predictions in order to acknowledge the uncertainty that is as-
sociated with predicting from the exposure model. One hundred sets of data were produced,
comprised of either a combination of available data and predictions (M3) or just predictions
(M2). In order to allow for the possibility of extra–Poisson variation, we perform all analysis
using both Poisson and quasi–likelihood models.
9.7 Results
Table 9.2 shows the estimated relative risks per 10µgm−3 of black smoke together with their
corresponding 95% confidence intervals obtained from applying the three approaches described
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in Section 9.6.1. For each approach, relative risks are estimated with and without adjustment
for deprivation using two models; likelihood based Poisson and quasi-likelihood. Results for
methods M2 and M3 are obtained from multiple imputation of 100 samples from the joint pos-
terior distribution of the exposure predictions.
Table 9.2: Relative risks (RR) of respiratory mortality, with 95% confidence intervals for an
increase of 10 ppb of BS over the previous 27 years. Exposure values are obtained using three
methods:(1) using observed data; (2) using predictions from a spatio–temporal model; (3)
using observed data combined with predictions to fill in missing values. Risks are estimated
with and without adjustment for deprivation using two models; likelihood based Poisson and
quasi-likelihood. Results for methods 2 and 3 are from multiple imputation using 100 datasets
(see text for details).
Method 1: Observed exposures only
Without deprivation With deprivation
RR 95% CI RR 95% CI
Poisson 1.037 1.025–1.050 1.038 1.023–1.049
Quasi 1.037 1.005–1.071 1.036 1.003–1.071
Method 2: Predictions
Without deprivation With deprivation
RR 95% CI RR 95% CI
Poisson 1.022 1.014–1.030 1.021 1.013–1.029
Quasi 1.022 1.002–1.042 1.021 1.001–1.042
Method 3: Observed data and predictions combined
Without deprivation With deprivation
RR 95% CI RR 95% CI
Poisson 1.011 1.004–1.018 1.010 1.003–1.017
Quasi 1.011 0.994–1.028 1.010 0.992–1.028
For the first approach, based on the given data, there is a significant increase in risk asso-
ciated with increased levels of black smoke when using the Poisson model (RR=1.037, 95%
CI; 1.025 , 1.050) and this result remains significant when using the quasi–likelihood, despite
the wider confidence interval; (1.005, 1.071). Significant increases in risk are also seen after
adjustment for deprivation. Little difference was observed when adjusting for the effects of
deprivation. Although this measure of deprivation has been used in many small-area epidemi-
ological studies (Elliott et al., 1996; Dolk et al., 1997; Elliott et al., 2013) and has been shown
to provide a good measure with which to discriminate between poor health associated with
deprivation and vice–versa, the score is defined on a national level. To a great extent, the areas
studied here, i.e. those that have air pollution monitoring sites located within them, constitute a
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set of deprived areas. Deprived areas are likely to have higher levels of pollution (Elliott et al.,
2007) and thus, due to the practice of locating monitors in locations where pollution might be
expected to be highest, these areas are also more likely to be the ones in which monitoring sites
are located. In fact, over 70% of the areas in this study lie in the two most deprived quintiles
(over the UK), which would greatly reduce the discriminatory power, in that there would be
little to differentiate between a large number of the wards as they would be assigned similar
(high) scores.
As discussed in Section 9.6.1 there is the strong possibility that the results based solely on
the available exposure data will be biased if there are strong temporal trends, as in this case
where there is a marked decline over time. The availability of the exposure data (at ward level)
can be seen in Figure 9-7 which shows the years for which information was available over the
period 1966-1992.
Using approach M2, predictions from the exposure model are used, not just to fill in miss-
ing values in the data for times/locations where data was not measured, but also to replace
the measurements where they were available. In doing this, as with any model of this type,
very high and low values of the exposures will be smoothed towards the mean. However it is
precisely the high values that are likely to be driving the health risk and the combination of
these high values together with the low ones which will provide the contrast, i.e. the range
of values, that is so important for estimation in any regression model. Using this approach,
increased risks are observed for both the Poisson model (RR=1.022, 95% CI; 1.014-1.030) and
the quasi–likelihood (95% CI; 1.002-1.042), although the increase is smaller than that observed
when using approach M1. The risks again remain after adjustment for deprivation.
Approach M3 uses a combination of the available data with predictions from the exposure
model used when measurements are not available. As such, as much as is possible it retains
the contrasts in the exposures (unlike approach M2), while having a ‘full’ set of data over time
for each area which will reduce the effect of the bias seen in approach M1. In this case the
estimated relative risk is RR=1.011 (95% CI; 1.004 - 1.018) for the Poisson model, without
adjustment for deprivation, with the lower end of the CI being just less than one when using
the quasi–likelihood model.
9.8 Conclusion
In this chapter we have incorporated large-scale modelling of air pollution over space and time
into epidemiological analyses. In performing epidemiological analyses of the relationship be-
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1966 1969 1972 1975 1978 1981 1984 1987 1990
Figure 9-7: Schematic showing the years for which monitoring sites were operational and
those when they were not during the period of exposure; 1966-1992. Data are aggregated to
the health area (ward) level. Each line represents a ward, with yellow lines showing times
where there were no operational monitoring sites and blue lines where monitoring sites were
operational and data available for analysis.
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tween environmental hazards and adverse health outcomes often there will be locations and
periods of time in which exposure information will not be available. This may be due to a fault
in monitoring equipment or may be due to the design of monitoring networks and changes
over time. In such cases, a direct comparison of the exposure and health outcome is often not
possible without an underlying model to align the two in the spatial and temporal domains.
For the Bayesian framework used in this chapter, two stage approaches separate the expo-
sure and health components, whilst still allowing uncertainty from the exposure modelling to
be incorporated into the health model. We use multiple imputation based on samples from the
joint distribution of the posterior distributions for predictions of the exposures. In approaches
M2 and M3 the width of the confidence interval associated with the estimate of risk will in-
corporate both the uncertainty associated in the estimation of the risk parameter within each
of the datasets and also that between the datasets; the latter reflects the uncertainty from the
estimation of the exposures.
In the case study, we have attempted to isolate monitoring sites that might indicate the
exposures experienced by the populations at risk by selecting only sites that were designated
to be in residential areas. However there is the strong possibility that monitoring sites will
have been located in areas that were expected to have high concentrations, as may be the case
when assessing whether guidelines and policies are being adhered to. This leads to preferential
sampling, where when the process that determines the locations of the monitoring sites and
the process being modelled (concentrations) are in some ways dependent. Zidek et al. (2014)
showed that there is a significant association between measured levels and the probability of a
site remaining in the network. They also presented a method for adjusting summary measures
(of the levels of pollution) for changes in the monitoring network and preferential sampling.
Future research topics may include the possibility of incorporating adjustments directly into
the estimation of health risks.
In theory, it would be relatively straightforward to fit the models considered here using
MCMC and this would provide a natural way of allowing the uncertainty associated with us-
ing predictions from the exposure model to be fed through to the estimates of the health risks.
However, in practice the computational requirements may prove to be prohibitive, both because
of the requirement to manipulate large matrixes within each simulation of the MCMC and also
in convergence of parameters in complex models. Convergence of the spatial parameters in
particular can cause problems, especially if datasets are relatively small in which case there
might not be enough information to estimate them accurately.
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The models considered here were fit using INLA to allow point referenced spatial compo-
nents to be incorporated. In terms of prediction at a very high number of locations, techniques
such as INLA, which perform ‘approximate’ Bayesian inference and thus do not require full
MCMC sampling, provide an extremely appealing approach. In many cases, the underlying
field will not be stationary. Bornn et al. (2012) showed evidence of non-stationarity in black
smoke concentrations and this is likely to occur with air pollution where many factors, such
as topography and wind patterns will affect local concentrations. INLA can be extended to
cover non-stationary random Gaussian fields and future work will involve integrating predic-
tions from non-stationary exposure models into health models. Overall, the implementation
of the INLA approach in this paper demonstrate how the methods can provide a remarkably




The effects of preferential sampling in
environmental health effects analyses
In this chapter we assess the potential effects of preferential sampling to the estimation of health
risks associated with air pollution, a potentially very important subject that has not received
much attention. We start with some background on the subject of preferential sampling. Then,
simulation studies that demonstrate the effect it may have on the estimation of the health risks
associated with air pollution. In Section 10.2, we then describe an approach to enable the
assessment of the potential effects of preferential sampling based on changes in a network over
time. We then apply this to a case study of the effects of black smoke on health in the UK
during a period in which levels of air pollution were dramatically decreasing and the potential
for preferential sampling has been shown to be high.
10.1 Preferential sampling
Preferential sampling is a common phenomenon in environmental studies, as the monitoring
locations in a spatial network are often chosen based on a subjective purpose, such as the
change of government policies and the intention of monitoring high levels of pollution. For
example, if monitors are positioned close to known pollution sources, such as at the roadside
near an industrial polluter, or within a city center, then the estimated pollution surface is likely
to be overestimated. Both the number and locations of the pollution monitors will affect the
accuracy of estimating the true exposure surface. It is often intrinsically assumed that the true
exposure surface is based on the random sampling of the complete temporal–spatial pollution
field. However, this is extremely unlikely to be the case and the exposure measurements ob-
tained from preferentially sampled networks may lead to an inaccurate estimation of exposure
to air pollution and consequently to the estimation of relative risks in epidemiological studies.
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Recently there have been a small number of papers published on the subject of preferen-
tial sampling in an environmental setting, which occurs when the process that determines the
locations of the monitoring sites and the process being modelled (air pollution concentrations)
are in some ways dependent. Diggle et al. (2010) extend the classical geostatistical model in
two ways; (i), the monitoring locations are treated as random quantities of a log-Gaussian Cox
process rather than being fixed; (ii) the exposures are modelled conditionally on the locations
assuming a Gaussian spatial process. Through simulation examples they show that ignoring
preferential sampling can lead to misleading inferences, especially with spatial predictions.
Pati et al. (2011) adapt this approach within a Bayesian framework and demonstrate its use in
a case study of ozone data over eastern U.S.A which shows significant evidence of preferential
sampling. Other examples of the application of this approach include Lee et al. (2011) who
implement it when constructing air quality indicators for a case study set in Greater London.
Gelfand et al. (2012) suggested another approach to dealing with the effects of preferential
sampling. Again, the locations are also treated as a realisation of a random process but they
use a deterministic model with informative covariates, such as population density, to indicate
the underlying pollution surface. This approach is based on the assumption that if sampling
locations are drawn as a reflection of covariate factors, then the covariates should be used in the
exposure model to correct the preferential sampling bias. A simulation study shows the spatial
predictions of exposures under preferential sampling are substantially biased when compared
to those from random sampling. Lee and Shaddick (2010) investigated the influence of prefer-
ential sampling to the pollution concentration estimation on spatial prediction using a Bayesian
spatio–temporal model, again showing significant biases in spatial predictions.
The majority of research in this area has focused on the predictions of exposure surface in
a spatial network. The approach in Diggle et al. (2010) models the spatially continuous unob-
served process to be used in the stochastic model of locations, but this process is unknown in
practice, so it is difficult to specify its propriety. In addition, only a single realization of the un-
derlying random field is used to generate the data for the locations in the study region. For the
approach proposed by Gelfand et al. (2005), the difficulty is that it requires the complete infor-
mation of covariates used in the deterministic model, which is normally unavailable in practice.
An alternative approach to adjusting for preferential sampling from the spatial modelling
approaches described above is that of response biased regression modelling (Scott and Wild,
2001). Zidek et al. (2014) proposed a new method to model preferential sampling in environ-
mental networks based on this approach. The idea is based on concepts from survey sampling
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in which sampling weights define the under- or over-sampling of specific demographic groups.
Resulting estimates can then be adjusted using the sampling weights to allow for the non-
random design. They used the Horwitz-Thomson (HT) estimator to unbias estimates based on
preferentially sampled data. In short, the HT estimator weighs each observation against the
probability that the particular observation is included in the sample. In the setting considered
here however the sampling weights, which define the process of preferential sampling, are
generally not known. The selection probabilities cannot therefore be characterised as they are
in survey sampling. The idea of Zidek et al. (2014) was to estimate these probabilities using
logistic regression based on concentrations measured in previous years and locations.
10.1.1 Simulation study
We now investigate the possible impacts of preferential sampling on the estimation of health
effects using a series of simulation studies. For simplicity, the simulations represent the gener-
ation of data representing a single time period as the goal is to show the effect of preferential
sampling in estimating health risks rather than estimating exposure surfaces. The overall aim
is to compare the results from the models using the entire data available with those using da-
ta that has been intentionally preferentially sampled. Where possible, the parameters used in
generating the simulated data are informed by the data used in the case study in Section 10.3.
Data generation
The study region, S, is a unit square 10 × 10 lattice comprising 100 spatial cells Ai (i =
1, . . . , 100). Within each area, twenty values of the exposure in each grid are generated from a
normal distribution in order to represent the exposure collected at Nsi = 20 monitoring sites.
A demonstration of the lattice is shown in Figure 10-1. The mean values of the distribution
within each area are drawn from a uniform distribution, U(20, 60), and the corresponding
standard deviations drawn from U(1, 10). The ranges of the means and standard deviations are
designed to provide sufficient amount of variation among exposures both within and between
the areas. The average values for each area calculated using all the simulated exposures, Z˜i =∑Nsi
j=1 Zij/Nsi , i = 1, . . . , 100, are used to generate yearly mortality counts at each grid:
Y
(1)
i ∼ Poisson(µi), for i = 1 . . . 100, (10.1)
log(µi) = β0 + β1Z˜
(2)
i
where β1 is the log of the true relative risk which is chosen to be RR= 1.1, reflecting the
magnitude of the risks commonly observed in previous studies (Elliott et al., 2007) with the












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 10-1: The 10 × 10 lattice used to generate data in the simulation study.
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a suitable range. The key of this simulation is using a fixed single set of mortality data and
using different sets of exposures induced under preferential sampling. Three sets of exposure
values are considered in which the values calculated for each area are based on different sets
of monitoring sites.
Set 1: No preferential sampling - using the average of all exposures in an area to represent the
exposure in an area.
Set 2: Preferential sampling - using the average of the five highest values in each area to repre-
sent the exposure.
Set 3: Preferential sampling - using just the maximum value in each area to represent the expo-
sure for the area.
For the simulation study, each of these are repeated 200 hundred times, generating 200
sets of exposures and corresponding health data. In each case, the the Poisson health model
(10.1) is fitted generating 200 estimates of relative risk. The results from the simulation studies
are shown in Figure 10-2 and 10-3 which show the estimated relative risks together with 95%
confidence intervals for each of the 200 datasets using each of the three sets of exposures listed
above. In the first of these the intercept term is fixed to be the true value (-2) used in generating
the data whereas in the second both the intercept (β0) and the estimate of risk (β1) are estimated
from the given data.
Results
The results of preferential sampling can be clearly seen in Figure 10-2 in which the true relative
risk (1.1) is obtained when using all the available data in each area to represent the exposure.
When the average of the five highest values is used, the estimated relative risks are decreased
(the median value over the 200 datasets is 1.087) with a further decrease observed (median
1.080) observed when using the maximas. When the intercept term, β0 is not fixed, as in Fig-
ure 10-3 again decreases in the relative risks are observed, but here the effects are driven by a
similar mechanism to modelling with (classical) measurement error, this will result in attenua-
tion of the risk parameter and an increase in the estimate when there is no exposure.
10.2 Statistical Modelling
10.2.1 Modelling the health effects of air pollution
As described in Chapter 9, Section 9.3, Poisson regression may be appropriate when the de-

































































































































































































































































































































































































































































































































































Figure 10-2: Results from applying health model to three sets of exposures representing dif-
ferent levels of preferential sampling: Set 1 using all available data; Set 2 using the highest 5
exposures in each area and Set 3 using the maximum value in each area. Dots represent the es-
timated relative risks and vertical lines the associated 95% confidence intervals. The horizontal
line shows the true value of the relative risk used in the simulation, 1.10. In this example, the





































































































































































































































































































































































































































































































































































Figure 10-3: Results from applying health model to three sets of exposures representing dif-
ferent levels of preferential sampling: Set 1 using all available data; Set 2 using the highest 5
exposures in each area and Set 3 using the maximum value in each area. Dots represent the es-
timated relative risks and vertical lines the associated 95% confidence intervals. The horizontal
line shows the true value of the relative risk used in the simulation, 1.10.
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to just the population at risk, the number of observed cases will be determined by the age–sex
profile of the population of interest and for this reason age–sex standarised expected numbers
are often calculated in order to ensure that, as much as possible, any comparison and differ-
ences are due to exposures and not to underlying population characteristics (see Section 9.3 for
further details).
Considering a generic area/time period of interest, i within those under study i = 1, ..., N ,
if Y (1)i denotes the number of health outcomes in area i, it is assumed that Y
(1)
i ∼ P (Eiµi),
where the rate, µi is the expected number of counts adjusted by the risk for that particular
area. The rate for area is modelled as a function of the exposure of interest for that area, Z(2)i ,
together with other area-level covaraites, X(1)pi ,








where offset(log(Ei)) is a known multiplier, β1 represents the effect of the exposure of inter-
est, Z(2)i , and βp is the effect of other area-level covariates, X
(1)
pi , p = 1, ..., P . The relative
risk (RR) associated with a (unit) change in air pollution is RR= exp(β1).
As described in Section 9.5, health counts are routinely available in aggregated form for
defined administrative areas,Ai, whereas exposure data is measured at a number of fixed moni-
toring locations fromNs fixed site monitors located across the total area under study, S. The set
of pollution locations are collectively denoted by S = s1, . . . , sNs (where sl = (al, bl) ∈ R2)
with associated measurements denoted by Y (2)s . In order to obtain exposures at the same level
of aggregation as the health data, exposure measurements need to be aggregated within health







where Y (2)st are the ambient pollution concentrations measured at locations s at time t. Ni is the
population density such that
∫
s∈Ai Nsds = 1. However the required information to perform
the integral (10.3) will usually be unknown, and two general approaches have been adopted to
obtain aggregated exposures. The simplest approach, which is used by the majority of studies,
is to simply average the measurements in each of the health areas, i;









where Nsi is the number of monitors in health area i. The use of this simple average, which
ignores missing values, is due to its simplicity and ease of computation. However, there is
no allowance for the fact that pollution concentrations can vary widely over space, i.e. within
the health areas, due to the heterogeneous nature of pollution sources. For example, in urban
areas particulate matter (PM) is predominantly produced from vehicle emissions and thus its
concentration at any given location will depend highly on the local traffic density. Pollution
fields are also continuous by nature and not subject to artificial boundaries imposed on them
by arbitrary areas defined by health geographies.
10.2.2 Preferentially sampled exposures
We now consider the case where a subset of the monitoring locations are preferentially sam-
pled. We assume that a subset of the monitoring locations, S1, are not preferentially sampled
and produce unbiased estimates of the exposures being experienced by the populations at risk.
For the others, we consider the most probable case that the set S2 = S r S1 are located where
exposures are likely to be high. When site locations are allocated to health areas and the ex-
posures aggregated, this will lead to the definition of two sets of health areas, H1 in which
only non-preferential sampled locations contribute exposure information, Y (2)S1 , and H2 con-
taining areas where the exposures Y (2)S2 , at least in part, come from preferentially sampled sites.
Considering areasH1 based on the unbiased exposures, Y
(2)
S1
, it is assumed that aggregation
of exposures, Z(2)i , in areas that contain these monitoring locations, are also unbiased. For sim-
plicity we ignore the possible issues of measurement error and ecological bias will may arise
when using exposures based on spatial predictions or when performing aggregation. For fur-
ther details on the effect of spatial prediction see Szpiro et al. (2011), Chang et al. (2011), Lee
and Shaddick (2010), then Haneuse and Wakefield (2007), Haneuse et al. (2008), Wakefield
and Sebastien (2008) for approaches which directly address the issues of ecological bias.
Retained and non–retained sites
During the period of monitoring, at any point in time we want to determine two groups of sites
that may as closely as possible represent non-preferentially (NPS) and preferentially sampled
(PS) locations. Ideally this split would be involve detailed knowledge of the design of the
network but in practice such information may be of limited availability. However it may be
possible to create groupings based on changes of the network over time. Shaddick and Zidek
(2014) analysed data for 1966-1996 from the network considered here, showed there were d-
ifferences in levels of pollution and changes over time for four distinct groups: (i) sites which
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were opertational throughout the entire period of study; (ii) sites that were dropped from the
original network; (iii) sites that were added and (iv) sites that were added and subsequently
dropped. Zidek et al. (2014) also investigated this, modelling future inclusion in the network
as a function of previous measurements. In both cases, there was evidence that sites were being
retained, and added, in locations where concentrations were high and sites were dropped when
measurements were low. Using this information, two groups could be defined representing
preferential sampling; those containing sites that were retained, S1, (groups (ii) and (iv)) and
those non-retained S2, ((i) and (iii)). Although this is not going to be a perfect distinction be-
tween PS and NPS sites, it can be argued that any misclassification is likely to be conservative
in that for example S1 will contain some NPS sites, especially if the entire network tends to-
wards being preferentially sampled, and so any observed differences will be smaller than those
that may actually exist.
The definition of retained/non–retained sites and thus the inclusion in S1 or S2 is defined
over a specified time period which, for area i, will be,
Ri =
{
1 if I(Y (2)iT > 0) = 1
0 otherwise
where T represents the last year of the period of study, and the Ri = 0 indicates membership
of S1 and Ri = 1 of S2. I(Y
(2)
iT > 0) is an indicator term which is equal to one if there is a
data point for the last year within the period of interest and zero otherwise. It is noted that the
condition Y (2)iT > 0 is used to reflect that a value of zero is highly likely to be a missing data
point rather than an actual reading of zero, which in this case would be beyond the possible
accuracy of the monitoring equipment.
Having defined the two groups of sites, we now turn to the process of aggregation of point
(site) level exposures to the health areas, which are now defined as H1 (non-retained) and H2
(retained) depending on the classification of the sites within them. In cases where the health
area contains only sites in S1 or S2 it will be classified as H1 or H2 respectively, where there
is a mixture S1&S2 → H2. Therefore if any site in a health area is retained, then there will be
a continuous set of exposure data and thus the health area is classified as retained. This means
the second group, H2 will contain exposures which include information from sites in S1 albeit
combined with information from at least one site in S1, which will result in a reduction in any
difference between the two groups and evidence that if differences in risk between the two are
observed then any underlying difference is likely to be greater in reality.
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10.2.3 Predicting exposures




would be indicative of an effect of preferential sampling. In addition, we may be able to
predict the values for Y (2)S2 as though they were in S1 by using predictions from a spatial model
for the exposures. This may be achieved using a hierarchical model with three components;
(i) a spatial model for concentrations at non-preferentially sampled sites, named the ‘group 1’
model, (ii) prediction from this model at preferentially sampled locations and (iii) using the
combination of the data from group 1 with the predictions for group 2 in a health analysis.
Stage one: group 1 model
The aim of this stage of the model is to estimate the spatial structure of the non-preferential
sites together with the effects of any covariates. Let Y (2)st represent the log transformation of
the concentrations measured at group 1 sites, s ∈ S1, at time t. We use the form of the exposure
model seen in Equation 9.13 and apply it only the sites in the first (NPS) group. The modelling
is performed on the log scale and so predictions will be transformed back to the original scale

















)t2 + st (10.5)
where s = 1, . . . , NS denotes the site and t = 1, . . . , NT the year. The model includes both
linear and quadratic effects, β(2)x and β
(2)
x2
of time reflecting the shapes of decline in the decline
in levels of black smoke observed in the data. The st is a random error term, which is assumed
to be Normally distributed, st ∼ N(0, σ2 ). Site specific random effects, β(2)xs and β(2)x2s and
β
(2)
0s , are assigned to the slopes of the linear, quadratic and intercept components respectively.






After allowing for the effects of time, there is likely to be spatial structure in the residuals
and therefore the random effects are multivariate normally distributed, β(2) ∼MVN(0, σsΣ),
with the structure of the covariance reflecting any spatial auto-correlation.
Stage two: prediction at group 2 locations
If the random error terms, st, in (10.5) are uncorrelated, then a prediction at a new location,
s
′
will comprise the combination of the overall predictions of the spatial terms at that new
location. Here, the random effects for intercept and slopes will all be predicted at the new
location. To explain this we consider a single set of random effects, m = (m1, . . . ,mNs) with












This can be viewed as two separate process; the first predicting covariate effects at group
2 locations and the second predicting the spatial effects. The spatial component is calculated
using properties of the multivariate normal distribution. Ifm = (m1, ..,mNs)
′ are the observed
values at the monitoring locations, then the conditional distribution ofms′ |m at a new location,
s
′
, will be normally distributed with mean and variance given by
E[ms′ |m] = σ−2m δ′s′Σ−1m m, (10.7)
and
V ar(ms′ |m) = σ2m − δs′σ−2m Σ−1m δs′ , (10.8)
respectively, where δs′ is the vector of distances between the new location and the monitoring
sites and δs′ = f(dss′ , φ).




suspected to be subject to preferential sampling and now Yˆ (2)S2 , predicted from the model based
on data from S1. The interest is in whether the relative risks obtained using data from S1 and
S2 differ and also in the results using Y
(2)
S2
and Yˆ (2)S2 .
Stage three: combining data and predictions for use in health model




, with the predictions at the locations in S2, Yˆ
(2)
S2
, with the average taken for each area











where Ist is an indicator variable which is one if site s ∈ S1 and zero if s ∈ S2 and Ni is the
number of sites within health area i.
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10.2.4 Inference
Treated on its own, the Poisson model is a standard GLM. There is a strong possibility of over-
dispersion in the Poisson models (i.e., where the variance is greater than the mean) arising from
the presence of unmeasured confounders. These may be operating at the individual level, e.g.
smoking, or at the area level, e.g. residual socio-economic confounding. Over dispersion may
also arise because of data anomalies, i.e. errors in the numerators and/or denominators, e.g.
due to migration. Quasi-likelihood can be used to allow for extra-Poisson variability (McCul-
lagh and Nelder, 1989). A Bayesian implementation of (10.2) could be random effects to be
used to accommodate the over–dispersion.
As described in Section 9.5, here we fit the exposure and health models within a two–
stage framework. Here the exposure models are implemented using Integrated Nested Laplace
Approximation (INLA) with samples from posterior distributions used in the health models
using multiple imputation (as described in Section 4.3).
10.3 Case study
We use data from the black smoke network described in Section 9.6. From a peak in 1971 when
it comprised of over 1200 sites over time it has reduced in size as levels of black smoke have
declined to 220 sites in 1996 until in 2006, when it ceased operation, there were only 65 sites.
Over time, many sites have been moved or replaced in order to reflect changing patterns and
levels of pollution, and to reduce redundancy in the network. Therefore there is the possibility
of selection bias if the monitoring sites are kept in polluted areas. Since 2006, black smoke
has continued to be monitored at 20 locations as part of the Black Carbon network in order to
provide a continuous source of historical information on levels of BS.
The BS network provides a unique record of pollution over a long period and has been used
as the basis of epidemiological studies of the long term effects of air pollution on health (El-
liott et al., 2007) and as the basis of studies estimating exposures of air pollution across the UK
over several decades (Gulliver et al., 2011). Specifically, it has been used to estimate exposures
over extended periods for health analyses (Morris et al., 2007). However, in these cases, no
information on the choice of sampling locations or the effects of changes in the network over
time have been considered. There is therefore a real need to understand the possible effects that
the choice of locations of monitoring sites included in the network might have on the resulting
estimates of exposures and further on the estimates of health risk which will arise from them.
Here we consider a unique period in history during which concentrations fell dramatically
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from levels which would be unrecognisable in the UK today, reflecting changes in the large
scale use of fossil fuels. As reported in Shaddick and Zidek (2014), annual means fell from
237 µgm−3 in 1962 to 99 in 1966, 32 in 1976 and 5 µgm−3 in 2006. In order to investigate
the possible effects that preferential sampling may have on the estimation of health risks, as in
Shaddick and Zidek (2014), we choose the time frame 1966-1996 for the analysis that follows,
during which time dramatic changes in the network were observed which are likely to a large
extent to have been a result of preferential sampling (see Shaddick and Zidek (2014)). The
health data consist of mortality counts within 361 small areas (wards) for respiratory diseases
(ICD9, 460-519) in the over 65s during 1981-1984.
10.3.1 Exposure model
We now describe the model used to predict the concentrations of the sites in S2 as though
they followed the same patterns over space and time as those in S1 (see Section 10.2.3). Let
Y
′(2)
st be the concentration of black smoke measured at location, s, at time, t. In order to non–
dimensionalize our measurements, we divide them by 78 (units), roughly the level of black
smoke concentrations at the start of the period of study (see Shaddick and Zidek (2014) for
further details). The unit less ratio, now represents the number of baseline units of decline in
that particulate concentration since that time. Here then Y (2)st = log(Y
′(2)
st /78).
Following the approach developed in Shaddick and Zidek (2014) and used in Chapter 9,

















)t2 + βUUs + βgGs + st (10.10)
where s = 1, · · · , Ns denotes the site and t = 1, · · · , T the year. The model includes both
linear, βx, and quadratic, βx2, effects of time reflecting the shapes of decline in levels of BS.
Site specific random effects, β0s, βxs and βx2s, are assigned to the intercepts and slopes of the
linear and quadratic components respectively. These are constrained to sum to zero, around
fixed effects, β0, βx and β2x respectively. The effects of a site being located in a rural area
are represented by βu with Us being an indicator variable reflecting whether a location was
rural or not. The type of a site is specified by the indicator Gs. As detailed in Section 10.2.2
we define two groups which are intended to as much as possible to reflect differences in non-
preferentially located (Group 1; G1) or preferentially located (Group 2; G2) which are meant
to represent S1 and S2 respectively. Here, these are defined as follows:
G1: Non-retained - sites that were dropped from the network, including those that were added
and subsequently dropped.
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G2: Retained - sites that were consistently operational throughout the period of study or were
added to the network during that time.
The st is a random error term, which is assumed to be Normally distributed, st ∼
N(0, σ2 ). In addition, interactions between the slope terms (linear and quadratic) and the
group indicator are included, which allows for both a shift in overall levels between the two
groups (retained and non-retained) and different rates of decline over time. The random effects
terms are multivariate normally distributed, βs ∼ MVN(0, σsΣ), with the structure of the
covariance reflecting any spatial auto-correlation as described in Chapter 2, Section 2.1.
10.3.2 Health model
Here we define the two groups of sites, which are intended to represent the NPS and PS loca-
tions by future changes in the network (after the period of health data that is being considered).
The health areas (wards) were split into two groups, denoted H1 and H2, according to whether
they contained non-retained or retained sites as described in Section 10.2.2.
We consider two approaches to the analysis which correspond to the use of different sets
of exposures in the health model.
S 1 Using all available data, missing values of exposures for a particular year in an area
results in the average (over time) for that area being based on a smaller number of data
points.
S 2 Using predictions from an exposure model based on S1 for locations in S2. This also
fills in the missing values in group 1 with predictions from the model.
For each of these scenarios, we fit the health model to the health and exposure data for the
two different groups, H1 and H2, and also produce a combined result over both groups. We
use the average exposure over the previous four years (1977-1980), representing an extended
period of exposure but one which is short enough to reduce the possible issues of population
migration (Elliott et al., 2007). Interest lies in whether there are differences in the resulting
estimates of relative risks which would suggest that preferentially sampling of exposures can
have an effect in health studies.
10.3.3 Results
The health groups, H1, H2, are defined by what happens after the time of the health analysis.
Here, we use health data from 1981-1984 and define H1 and H2 based on what happens within
the network from 1981 onwards, with strong evidence that the choice of which sites remained
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was linked to levels of pollution at those locations (Shaddick and Zidek, 2014). This resulted
in 300 wards in H1 and 61 wards in H2.
The locations of the monitoring sites in the two groups can be seen in Figure 10-4. Figure
10-5 shows the mean concentrations over all wards by year for the set of wards in H1 (red)
and H2 (blue). There is a marked decline in the level of BS over the this period and a clear
difference between the ward level exposures in the two groups.
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Figure 10-5: Mean concentrations of black smoke (over all areas) by year for the set of areas
(wards) containing sites that were not retained, H1 (red), and those for which the sites were
retained, H2 (blue) for the second set of analysis (using health data from 1981-1984).
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For the second set of analyses, we use predictions from an exposure model based on S1 for
locations in S2. The idea is that the measurements for sites which are considered to be prefer-
entially sampling are replaced by predictions from the exposure model under the assumption
that they are non–preferentially sampled, and thus as though they were in group S1. A compar-
ison of the predictions under this scenario and the actual measurements for the sites in S2 by
year can be seen in Figure 10-6. As might be expected, the predictions as though the sites were
non–preferentially sampled are on the whole less than the actual measurements suggesting that
the ‘correction’ is in the right direction. The corresponding graph showing the average over the
16 years can be seen in Figure 10-7 where again the ‘corrected’ measurements are smaller than
the actual ones which is good because preferentially sampled exposures would be expected
to be higher than they should be and now we will be using lower (adjusted) exposures in the
health model.
Table 10.1: Relative risks (RR) of respiratory mortality, with 95% confidence intervals (CI)
for increase of 10 ppb of black smoke over the previous 4 years (1977-1980) analysed in
two scenarios: S1 – observed exposure values only and S2 – with measurements for group
2 estimated using predictions from a spatial model based on data from group 1. Results are
for two groups separately and combined and for S2 come from multiple imputation using 100
datasets using samples from the posterior distribution of a spatio–temporal exposure model
(see text for details). Confidence intervals are given based on Poisson likelihood and quasi-
likelihood to reflect possible extra-Poisson variability.
S1: Observed exposures
Group 1 Group 2 Overall
RR 95% CI RR 95% CI RR 95% CI
Poisson 1.116 1.096–1.136 1.068 1.040–1.098 1.075 1.061–1.089
Quasi 1.116 1.039–1.120 1.068 0.992–1.151 1.075 1.023–1.128
S2: Predictions from group 1
Group 1 Group 2 Overall
RR 95% CI RR 95% CI RR 95% CI
Poisson 1.116 1.097–1.137 1.089 1.053–1.125 1.088 1.072–1.102
Quasi 1.116 1.096–1.137 1.089 1.000–1.180 1.088 1.032–1.146
The results of the health analyses can be seen in Table 10.1. In the first set of results, the
observed measurements of concentrations are used as would be used in a traditional epidemi-
ological analysis. The overall relative risk (RR) is 1.075 which is significant (95% CI; 1.061–
1.089). This remains significant when using a quasi–likelihood model although the confidence
interval gets wider. Within this analysis, splitting the wards into the two groups, H1 and H2
shows that the RR in the first (non–preferentially sampled group) is greater than that the prefer-
entially sampled group (1.116 vs. 1.068). In the second set of analyses we use predictions from
135
1966 1967 1968 1969
1970 1971 1972 1973
1974 1975 1976 1977


























































50 100 150 200 100 200 50 100 150 200 50 100 150
50 100 150 50 100 150 50 100 150 40 80 120 160
50 100 30 60 90 120 30 60 90 20 40 60 80







Figure 10-6: Predicted and measured values of concentrations in sites that are retained (see
text for details) for 1966 - 1981. In each panel, the red line has zero intercept and a slope of












Figure 10-7: Predicted and measured values of concentrations in sites that are retained (see text
for details) averaged over the sixteen years from 1966 to 1981. In each panel, the red line has
zero intercept and a slope of one whilst the green line is the line of best for through the data.
137
a model in place of the data for the second group. The predictions are made under the assump-
tion that the sites in the second group are actually in the first, i.e. they are non–preferentially
sampled. As seen in Figures 10-7 and 10-6 the exposure values used here will be smaller than
in the first analysis and so we would this ‘correction’ to result in higher RRs which should be
closer to those observed from the non–preferentially sampled group. This is indeed the case
and the RR is now 1.089 which is greater than the 1.068 previously seen and closer to the
value seen in the non–preferentially sampled group. The overall result, combining data from
both groups is increased from 1.075 (when real data is used for both groups) to 1.088 (when
the predictions are used in place of data for the second group). The final result, including the
‘correction’ is therefore 1.088 (95% CI; 1.032–1.146 using quasi–likelihood) which indicates
a significant increase in risk associated with higher long–term exposures to air pollution
10.4 Conclusion
In this chapter we investigated the effects that preferential sampling can have on the estimates
of relative risks. The phenomenon preferential sampling occurs when monitoring sites are lo-
cated as a consequence of the network design with certain purposes, e.g. only collecting high
values. The air pollution data collected from such networks are unlikely to be a adequate rep-
resentation of the pollution level in the whole study region. From a statistical point of view
such data may not be suitable to use as proxies for the exposures that might be experienced
by populations, and inherently may not provide accurate estimates of underlying exposures.
Therefore, preferential sampling has the potential to introduce bias into estimates of risk asso-
ciated with exposure to air pollution and subsequent health impact analyses.
In the the simulation studies, we show the preferentially sampled exposures are associated
with different estimated relative risks compared to the ones related to overall exposures. Ide-
ally, the health analysis can be conducted using the exposure measurements from a subset of
the monitoring sites which can be assumed to be non–preferentially sampled, but the nature of
monitoring networks means that there may be very few of these type of sites and so the sample
size for the health analysis may well be too small. We proposed an approach to adjust the pref-
erential sampling effects on relative risk using the exposures from a set of non-preferential sites
to predict what might have been measured at preferentially sampled locations. This would re-
sult in using lower measurements of exposures in the health model for these sites which should
result in an overall estimate of risk which is closer to that which would (theoretically) have
been observed if the monitoring network was a fair representation of what might have been
experienced by the population.
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For the case study, we use future changes in the monitoring network to define non–preferential
and preferential groups of site locations. The future information used to make the distinction
between the two groups of sites was available at the time of analysis, but this may not be the
case in other studies. It may be possible to predict suitable membership by predicting future
changes in the network, i.e. whether sites are likely to be withdrawn or retained, using logis-
tic regression. Furthermore, in this study and the case study in Chapter 9 we use a relatively
simple random effect exposure model with quadratic form to represent temporal trend due to
the change of the average black smoke concentration during 30 years. It may be worth to fit





Air pollution is an important determinant of health. There is convincing, and growing, evi-
dence linking the risk of disease and premature death with exposure to fine particulate matter
(PM2.5) and ozone (O3). The public health burden of present exposure is substantial. Recently
published Global Burden of Disease assessments indicated that ca. 7 million premature deaths
per year and 3.1% of the global disease burden could be attributed to ambient particulate mat-
ter pollution, placing it among the top health risk factors globally. It is therefore extremely
important that the risks to health are estimated accurately and for that to happen there need to
be accurate levels of the exposures that might be experienced by populations at risk. As air
pollution is experienced by everybody, even small increases in risk can be associated with very
large numbers of people being ill.
11.1 Health modelling
The standard approach to modelling health outcomes is to use a Poisson log-linear model re-
lating measures of air pollution to counts of mortality or morbidity. To allow for extra-Poisson
variability, where the Poisson assumption that the variance is equal to the mean is not correct,
quasi–likelihood methods are often used. This results in larger estimates of the variance asso-
ciated with estimated risks and thus confidence intervals are wider. This means that it becomes
more likely that increases in risk will actually be non–significant when the modelling assump-
tions are more reasonable. However, even when using quasi–likelihood there are assumptions
that are commonly made that may mean that the estimated risks from studies are not entirely
accurate. The most common way of using exposure measurements is simply to average them
over an area for a specified period of time. In Chapter 8 this is seen in the context of short–term
effects of air pollution in which measurements from a number of monitoring sites within an
area (the city of London in this case–study). Unfortunately just taking an average and using it
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in the health model ignores the fact that it is really a summary of a number of data points. It
therefore ignores the uncertainty that is associated with it and really this should be acknowledge
in the health model. This uncertainty should be reflected in the confidence intervals around the
estimates of risk. Ignoring it in the modelling process may mean that confidence intervals are
too narrow and so results may be seen as significant when really they should not be.
In Chapter 4 we investigated how well the standard model, using the average of measure-
ments over monitoring sites for each day, did in the presence of underlying variability. If there
is no underlying variability then there will be no problem, all the measurements in a day will
be exactly the same and so the mean will be a true representation of pollution levels. However
this is very unlikely in reality where there will be changes in air pollution over short distances,
especially in urban areas where things such as buildings and roads can have a great effect on
the levels recorded. In such cases, a model should ideally allow for such variability but in the
standard model this is ignored. Through extensive simulation studies, we assessed the bias in
relative risks that will arise if the model is too simplistic. This pointed towards the need for
more complex models which allow the underlying variability to be modelled.
11.2 Exposure modelling
In Chapter 6 we propose the use of a Bayesian model which allows the exposures to vary over
space. A spatio–temporal model is presented which we fit using MCMC. Using simulation s-
tudies, we showed that such a model was able to estimate the true risks to health in a much more
accurate way than the standard model performed in Chapter 4. As well as a spatio-temporal
model, we also looked at a simpler version where the underlying variability did not have any
spatial structure, which we called a measurement error model, although a more accurate name
might be a non-spatially structured model. Both of these were able to accurately estimate the
true relative risks in the simulation study although the confidence intervals were slightly nar-
rower when using the spatial model. However, we think there are also advantages to using the
simpler, measurement error, model in that it is less computationally demanding. Also there
may be issues with convergence of the parameters of the spatial model (Finley et al., 2007),
especially if datasets are relatively small, in which case there might not be enough information
to estimate them accurately.
Issues with the parameter controlling the relationship between distance and correlation
were seen in both the simulations and the case study presented in Chapter 8. Notably, the
posterior distribution seemed to be highly reliant on the choice of bounds in the prior. In the
example shown in Chapter 8 this suggested that the prior for the spatial correlation parameter
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should have been wider however when performing sensitivity to prior choice it was found that
changing the upper bound resulted in the same effect. This suggested that the value of the
parameter might be even greater than estimated, with large values of this parameter indicating
very small correlation over even small distances. If it is the case that there is not really any
spatial structure in the data then fitting a complex spatial model would be unnecessary and in
fact might even introduce bias. Of course it may be that the spatial structure does not really
fit into the class of models being considered and so the model will be misspecified which also
may lead to bias which may well be fed though to create bias in the estimates of health effects.
However, a spatial model can be assumed to be a good fit if it has a number of advantages
over a model which does not impose structure on the underlying variability. Firstly, it is impor-
tant to have as much of the variability in the data explained by the model. Ideally this would be
using covariate information but after that understanding the nature of the residual variability is
better than just saying it is random and unexplained. Spatial variation in this case is saying that
there are unmeasured confounders which have some spatial structure and that our model is act-
ing as a proxy for these. Also, modelling the spatial structure allows us to perform predictions
of air pollution for locations where data is not available. As shown in Chapters 9 and 10, this
can be an extremely useful technique both for filling in missing data but also in reducing the
bias that may arise when using the available data in its raw form. For example, in Chapter 9 we
showed that where there are changes in the levels of pollution over time, misleading results can
come from just ignoring missing values. If data are missing from a period when air pollution
was high then summary measures may be too low, being based on data from when pollution
was lower. If data are missing from times where pollution was low then summary measures
that ignore missing data will be too high. Both cases have the potential to then affect the es-
timated risks to health. In Chapter 9 we showed how an exposure model can be used to ‘fill
in’ missing values to reduce this type of bias. An additional advantage is that it also means the
sample size is bigger. However, in using predictions from an exposure model as the inputs to
the health model the fact that they are themselves modelled and are thus subject to uncertainty
should be acknowledged in calculating confidence intervals.
11.3 Linking exposure and health models
In a fully Bayesian framework estimation of health and exposure models, including prediction
at locations where data is not available, is performed simultaneously. The uncertainty in esti-
mating the coefficients of the exposure model is therefore acknowledged and ‘fed through’ the
model to the predictions and further to the estimation of the coefficients in the health model.
However, there may be conceptual reasons why ‘feedback’ from the health model to the ex-
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posure model is not desired. Here, it is the exposures that might be thought of causing health
effects but the health effects are not thought to affect the exposures in the same way. It is
noted that although an epidemiological regression model cannot itself prove causality, that can
only really be provided by randomised experiments, it can indicate the change in the response
variable that might be associated with changes in exposure, either by prediction or estimation,
which is a very useful tool in developing insight and understanding into possible causal rela-
tionships.
There may also be computational considerations associated with jointly fitting the health
and exposure models, especially if the latter uses large amounts of data over space and time.
When the exposure model is complicated or when one is interested in running multiple can-
didate epidemiological models with different sets of covariates either for a single outcome or
multiple outcomes, a single model is not going to provide an efficient method of investigation.
A two-stage approach has the advantage that one does not have to rerun the exposure model
when running multiple health effect analyses. Two stage approaches separate the exposure and
health components, whilst still allowing uncertainty from the exposure modelling to be incor-
porated into the health model (Chang et al., 2011; Peng and Bell, 2010; Lee and Shaddick,
2010).
In theory, it would be relatively straightforward to fit the models considered in this thesis
using MCMC and in this would provide a natural way of allowing the uncertainty associated
with using predictions from the exposure model to be fed through to the estimates of the health
risks. However, in practice the computational requirements may prove to be prohibitive, both
because of the requirement to manipulate large matrixes within each simulation of the MCMC
and also in convergence of parameters in complex models.
The models in Chapters 9 and 10 here were fitted using INLA with the SPDE approach to
allow point referenced spatial components to be incorporated. In terms of prediction at a very
high number of locations, techniques such as INLA, which perform ‘approximate’ Bayesian
inference and thus do not require full MCMC sampling provide an extremely appealing ap-
proach, as shown in Lindgren et al. (2011). Overall, the implementation of the INLA and SPDE
approaches in this thesis demonstrate how the methods can provide a remarkably fast compu-




Formulating guidelines with specific reference to health requires accurate information on the
state of air pollution at different periods of time and over different areas which will be obtained
from monitoring networks. However the information that is available to support air pollution
policy and management is far from sufficient and three specific problems conspire to limit its
utility: (i) monitoring is expensive and so monitoring networks are typically sparse; (ii) con-
centrations may vary greatly over small distances, especially in urban areas; and (iii) networks
are often designed to monitor compliance with standards and may not give a true representation
of levels over an area.
Commonly monitoring sites may be located where measurements might be expected to be
high, a phenomenon referred to as preferential sampling and will be a consequence of the net-
work design. The network may be designed to check adherence to standards but this may cause
difficulties in epidemiological research. Measurements from such networks are unlikely to be
representative of the pollution level in a wider area and, in their raw form, may not be suitable
for use as proxies for the exposures that might be experienced by populations.
From a statistical point of view the data arising from preferentially-designed networks may
not accurately characterise the spatio-temporal fields they intend to monitor and inherently will
not provide accurate estimates of exposures. This has the potential to introduce bias into esti-
mates of risk associated with exposure to air pollution and subsequent health impact analyses.
Recent research has begun to address the issue of preferential sampling in environmental net-
works but there is little, if any, work in trying to assess or correct for the subsequent effects
that it may have on health studies.
In Chapter 10 we investigated the effects that preferential sampling can have on the esti-
mates of relative risks. Using simulation studies we showed that higher exposures were as-
sociated with lower relative risks and that this could well be an artefact that would be due
to preferential sampling. Using the information from a monitoring network that is subject to
preferential sampling, if there are a subset of the monitoring sites which can be assumed to be
non–preferentially sampled then analysis might be restricted to just these. However in practice,
the nature of monitoring networks means that there may be very few of these type of sites and
so the sample size for the health analysis may well be too small. We have proposed an approach
to reduce the effects on relative risks than involves using the information from a set of non-
preferential sites to infer what might have been measured at preferentially sampled locations if
they were actually not preferentially sampled. This would result in using lower measurements
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of exposures in the health model for these sites which should result in an overall estimate of
risk which is closer to that which would (theoretically) have been observed if the monitoring
network was a fair representation of what might have been experienced by the population.
In the case study considered in Chapter 10, the two groups representing non–preferential
and preferential site locations which generated the exposure data were defined based on a
period of time after the epidemiological study. The aim was to use future changes in the
monitoring network to indicate which monitoring sites should be in each group. In this case,
the information required to make the distinction between the two groups of sites was known at
the time of analysis which may not be the case in other studies. It may be possible to predict
suitable membership by predicting future changes in the network, i.e. whether sites are likely
to be withdrawn or retained, using logistic regression. Such an approach is proposed in Zidek
et al. (2014) in the case of predicting an expanding network, although it could be adapted to
this application, using spatial prediction of future events with multiple imputation to obtain
measures of uncertainty.
11.5 Summary
In summary, the models developed and the conclusions drawn in this thesis should lead to
more accurate estimates of the effects of air pollution on health. It has been shown that models
that consider changes in exposures over time and space allow risks to be more accurately
estimated. Such models also allow estimates of air pollution to be made during periods and in
locations where there is missing data, either by design (where a monitor is not located or in
operation) or due to shorter periods where measurements are not available. Such predictions
can be used in health models to reduce the possible effects of bias due to missing data and
as a potential methods for reducing the effects of preferential sampling. Furthermore these
models should also lead to a greater understanding of the underlying processes that generate
the pollution data, as well as the effects of commonly made assumptions can have on the
statistical modelling process in general. There are however problems associated with using
such complex models, the quantity of data required to produce reliable results is likely to be
large, possibly more than is easily available in practice. Larger amounts of monitoring data are
becoming increasingly available which will allow more accurate estimation but will come with
an increased computational cost. In some cases the computation required may be prohibitively
large, meaning that reliable estimates may still difficult to obtain. This may especially be the
case with MCMC and therefore there is a need for possible alternatives producing approximate
Bayesian inference such as INLA. Together with the general increase in computing power and
data availability, these would enable increasingly realistic models to be considered. This will
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lead to more accurate predictions of exposures in both time and space which will ultimately
lead to more accurate estimates of the effects of air pollution on human health.
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