Process variation has become a major concern in the design of 
Introduction
As the physical dimensions in large scale integrated circuits decrease, the interconnect delay becomes more dominant compared to the gate delay. This is especially true for global interconnects, in which the delay scales the worst [1] . Buffer insertion is the primary method to improve the delay of long wires, but this may not be sufficient to send a global signal across the chip. Thus, interconnect circuits must be pipelined to several stages to meet chip frequency targets. [2] and [3] provide methods to model and design interconnect pipelines, but they are limited in their ability to handle process variation. [2] does not consider variation and a statistical extension is not straightforward. [3] assumes independent delays, so the variance is underestimated.
When modeling and designing with variation, the variation of the mean must be considered in addition to the purely random variation [4] . Spatial correlation among process parameters must also be considered [5] . Generally, the gate length is the most critical device parameter, and interconnect width is important as it affects performance.
Statistical static timing analysis has been the primary method to model delay variation [6] - [8] . However, most of the statistical timing methods do not explicitly consider slew, a critical part in the design of interconnect pipelines. [7] is able to statistically propagate slew, but the variability of the input slews is not chain-ruled into the canonical delay model. [8] does consider slew propagation, but interconnect variations are not included. Furthermore, the statistical timing methodologies only present models and not optimization routines. The limited research publications on optimization considering variation [9] - [11] do not include both slew as an optimization constraint and gate location as an optimization lever. We later show that the location is critical in best meeting the slew constraints.
This research provides several contributions that address the aforementioned limitations for interconnect pipelines. First, closed-form equations are developed that predict both the delay distribution of an interconnect pipeline stage and the output slew distribution of every segment. The model considers statistical slew propagation, location dependent process variation (LDPV), and spatial correlation among process parameters. Second, an optimization routine is presented that uses both sizing and placement to meet the delay and slew constraints with the least area. Third, key experiment results show that interconnect pipelines designed when ignoring LDPV may have a timing yield loss of 8.8% in a delay limited circuit. Also, the area of interconnect pipelines can be reduced by over 10% when LDPV is fully understood. Finally, sizing alone under equivalent area may cause over 50% of the nets to violate the slew constraint, so both sizing and location change are needed for the best optimization.
The remainder of the paper is outlined as follows. Section 2 develops the interconnect pipeline model, and section 3 tests its accuracy and precision. Section 4 explains the optimization algorithm. Section 5 presents our experimental results, and finally, section 6 concludes this paper.
Interconnect Pipeline Model
The first goal of this research is to develop a closed-form model that predicts the delay distribution of an interconnect pipeline and the slew distribution of all the nets in the circuit. The interconnect pipeline is assumed to be a two-pin circuit. The model includes transistor gate length and wire width as the process parameters that are random variables.
Base Model
The base model provides the foundation for the statistical models by writing and fitting equations for the delay and output slew of one single interconnect segment, seen in figure 1. The curve fitting technique is widely used. However, approaches such as [12] are not statistical in nature and do not consider slew. Also, the equations must be functions of wire length and gate size for rapid solution evaluation during optimization.
Therefore, the key strategies in developing these equations are to write them as functions of input slew and to include inverter size and wire length for later use as optimization variables. In addition, the equations are linear functions of the random variables so that the future statistical equations remain closed-form. The inputs to this model for segment i are as follows: the gate length of the driving inverter (L i ), the size of the driving inverter (I i ), the input slew from the previous segment (S i−1 ), the size of the load inverter (I i+1 ), the wire width (W i ), and the wire length (l i ). The equations for the delay and slew of segment i are written as:
where q k and r k are fitting coefficients (functions of wire length). We derived the q k and r k coefficients using HSPICE, the 65nm models from Berkeley PTM [13] , and wire resistance and capacitance calculations from [14] . The width and spacing were 200nm and 200nm based on the guidelines from [1] . To preserve the quadratic relationship between delay and wire length, the q k and r k coefficients were found separately for each wire length and fit to second order polynomial functions of wire length. The transistor gate length and inverter size cause the most error in the fitted equations. We simulated a range of 60nm to 70nm for the gate length and 12 to 26 times the minimum width for the inverter size and found that the fit was acceptable in these ranges. The average errors for the delay and slew prediction were near 0% while the worst error was 6.2% for the delay and -12.9% for the slew. However, the accuracy of the model need not be limited by one single fit for the entire range of parameters. If more accuracy is needed or the range of process variation is too large for one fit, the coefficients may be separately derived for different ranges of the model parameters.
Stage Model
Given the base equations, the stage model predicts the delay distribution of a pipeline stage and the output slew distribution for each net. A pipeline stage is defined as a source flip-flop, inverters driving long wire lengths, and a sink flip-flop. When cascading segments together, there are three key points that must be considered. First, spatial correlation among process parameters causes the correlated parameters to move in the same direction and the variance to increase significantly. Second, due to LDPV, each gate length and wire width may have its own distribution. Thus, the process parameters are modeled with a multivariate normal where each parameter may have its own mean and standard deviation. The correlations among the parameters are calculated with the model in [5] . The gate lengths and wire widths are assumed to be independent since they occur at different times during the process flow. The third key consideration is slew propagation. When global interconnect segments are cascaded, the ouput slew of one segment affects the delay and slew of all downstream segments. Thus, we write the delay and slew of a segment as functions of the upstream random variables.
For the stage model equations, the following substitutions are made to improve readability. The subscript of the coefficient represents the segment number of the coefficient. For the delay coefficients:
Ii + q 6i , and d4 i = I i+1 q7i Ii + q 8i + q 9i . For the slew coefficients:
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The delay of a pipeline stage, D ps , with n segments is formulated as the summation of the segment delays,
We rewrite D ps as a linear function of the process paramaters to facilitate statisitical formulation:
The output slew for segment i is similarly written:
Finally, the model equations need to be written in statistical form. We formulated the equations in such a way that the delay and slew remain linear with respect to the process parameters even after the slew propagation. Since the process parameters are modeled with multivariate normal distributions, the delay and slew distributions are also normal. Therefore, we have closed-form equations,(10) to (13) , to calculate the mean and variance of the delay and slew distributions considering statistical slew propagation and correlations among process parameters.
Pipeline Model
In VLSI circuits, the maximum operating frequency is set by the worst case flip-flop to flip-flop delay. In a pipelined interconnect circuit with κ pipeline stages, the maximum delay among all the stages is written as D m = max (D ps1 , D ps2 , ..., D psκ ) . We use the same method to estimate this maximum that [6] used based on [15] . The estimation returns the maximum as a normal distribution, but this is not exactly true. Nonetheless, the estimation is later verified to be accurate. Lastly, given a target delay, D tg , the timing yield, Y , of the global interconnect pipeline circuit is calculated with the following.
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Model Validation
To test the accuracy and precision of the model over a large number of circuits, 100 random interconnect pipeline circuits were constructed with a varying number of pipeline stages, segments per pipeline stage, total wire length, and inverter sizes. Each segment had a randomly selected gate length and wire width distribution. For each of these 100 random circuits, 2000 random instantiations were created considering spatial correlations. Each random circuit was simulated with HSPICE. Table 1 summarizes the error in predicting the delay and slew distributions at the 50%, 84.1%, 97.7%, and 99.9% points. Overall, the model is suitable to guide an optimization algorithm, as the error percentages in predicting the delay and slew are small and the models have good precision.
Interconnect Pipeline Optimization
We propose SGASPIP (Statistical Greedy Algorithm for Sizing and Placment of Interconnect Pipelines) to minimize the area of an interconnect pipeline while meeting the delay and slew constraints. The area is defined as the total number of minimum widths in the circuit. The following is the problem statement. The inputs are the number of stages in the pipeline, the number of inverters in each stage, the location and size of the source and sink flip-flops, a set of possible inverter sizes and placement locations, the mean and variance for the gate length and wire width for each potential placement location, the X L and ρ b values for process parameter spatial correlations [5] , and finally the μ + 3σ delay and slew constraints. The locations and sizes of the source and sink flip-flops cannot change. Otherwise, the sizes and We assume the wire width and spacing are fixed due to manufacturing limitations, so they are not considered as optimization variables. The algorithm returns the locations and sizes of the inverters and flip-flops from the minimum area circuit that meets the specified delay and slew constraints. Since we consider both sizing and location, this is a non-trivial optimization problem. When LDPV is present, the delay and slew equations are more complicated than quadratic functions of location. Also, the circuit delay and output slew are functions of I −1 . The lack of a closedform equation to calculate the maximum of the correlated stage delays further complicates the optimization process. Because this is a non-linear and non-convex optimization problem, an intelligent search heuristic is used to find a near optimal solution. Our algorithm is unique because none of the optimization methods in literature statistically optimize both the delay and slew for global nets using both sizing and location change.
The first key element of our algorithm is the ability to evaluate the statistical sensitivity of the delay and slew with sizing and location changes. The closed-form equations show how both the mean and variance change with both sizing and location changes. Another key element is the evaluation of the strength of each solution. The delay deviation is defined as: DlyDev = D mμ+3σ − DlyCon. The slew deviation is the summation of the distances from the constraint for the segments that violate the constraint:
where η is the total number of segments. The slew margin is similarly calculated:SlwM ar = η i=1 max(0, SlwCon − S iμ+3σ ). For a given area, the algorithm first considers delay deviation, then slew deviation, and finally slew margin in evaluating the strength of a solution.
The FindOptimalLocations method is another crucial component of the algorithm. It works by finding the seg-ments with the highest and lowest slews and shifting the appropriate segments, see figure 2, first to minimize the slew deviation and then to maximize the slew margin. This process repeats until the same solution has been visited twice, indicating that cycling occurred. This works well because it aids in meeting the slew constraints without increasing area.
Algorithm 1 SGASPIP Main
1: procedure SGASPIP(Ckt,P V ar,DlyCon,SlwCon) 2: assign maximum size to each inverter in Ckt 3: assign locations for equal spacing in Ckt until (QuickDownsize not successful) 10 :
P revCkt ← Ckt;
12:
NewCkt ← DownsizeOneBest; 13: FindOptimalLocations; 14: until (constraints violated) 15: Ckt ← P revCkt; until (Ckt == P revGlobalCkt) 21: end procedure
The pseudo code of SGASPIP is shown in Algorithm 1. In lines 6 to 9, QuickDownsize aggressively lowers the area by downsizing all segments with a certain amount of slew margin. In lines 10 to 15, DownsizeOneBest reduces area more slowly by downsizing one segment each time and avoiding changes that violate constraints. On line 20, GlobalUpsize upsizes all segments that have the worst margin relative to the slew contraint to intelligently reset the solution for global search.
Optimization Experiment Results
With the model equations and SGASPIP, we next show three key experiment results. Table 2 summarizes the four test circuits for these experiments. The last row is important because it indicates whether the circuits are delay or slew limited, as this has a significant impact on the results.
First, ignoring LDPV during optimization causes both the delay and slew constraints to be violated. We optimized the four test circuits ignoring LDPV. Then, we solved these optimized circuits when the gate length mean increased linearly from 63nm at the sink to 67nm at the source. Table  3 shows that the timing yield loss increased to a significant 8.8% level for the delay limited circuit. Also, all the circuits that are not purely delay limited have a significant percentage of nets that violate the slew constraint. The constraints are violated because ignoring the LDPV ignores a part of the variability of the circuit. Therefore, the second key experiment shows the area of the circuit can be better reduced when the difference between location dependent variability and residual random variability is understood. For the fully random case, the mean gate length and standard deviation are 65nm and 1.33nm everywhere. In the LDPV case, the mean gate length linearly increases from 63nm at the source to 67nm at the sink. The standard deviation is 0.67nm everywhere. The minimum -3σ and maximum 3σ are actually the same for both circuits, but table 4 shows that when part of the variability is understood to be LDPV, the area can be better optimized by over 10%.
Lastly, sizing alone is not sufficient to create an optimal circuit that successfully meets the delay and slew constraints. The area result from the prior LDPV experiment is set as the target area for a size only optimization. An iterative algorithm starts with the maximum sizes and down- sizes until it reaches the area target. Table 5 shows that the size only optimization causes a significant percentage of the nets to violate the slew constraint on the circuits that are not purely delay limited. Without the freedom to change location, the circuit cannot be optimized as well under equivalent area since slew greatly depends on wire length.
Conclusion
This research develops accurate closed-form equations to predict the delay distribution of an interconnect pipeline stage and the slew distribution of every net. We present a unique algorithm, SGASPIP, that optimizes an interconnect pipeline. Experiments show that circuits optimized ignoring LDPV may have a significant timing yield loss and the area can best be reduced when the LDPV and residual random variation are separated. Lastly, sizing alone is not sufficient to best optimize the circuit because the slew constraints are much more difficult to meet. Future work includes adding a power constraint to the modeling and optimization.
