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1 Einleitung
1.1 U¨berblick
In dieser Arbeit soll am Beispiel der Public-Key-Kryptographie zuna¨chst eine Mo-
tivation fu¨r simulationsbasierte Sicherheitsbegriffe entwickelt werden. Daß hier eine
rein informelle Betrachtung von Sicherheit fu¨r Public-Key-Kryptosysteme proble-
matisch ist, wird anhand verschiedener Kryptoanalysen von Public-Key-Kryptosy-
stemen gezeigt. Anschließend wird eine Verbindung zwischen simulationsbasierten
und klassischen Sicherheitsbegriffen fu¨r die kryptographischen Aufgaben
• Public-Key-Kryptographie,
• digitale Signaturen,
• Schlu¨sselaustausch und
• Bit Commitment
hergestellt. Dabei ko¨nnen jeweils klassische Begriffe identifiziert werden, die hin-
reichend fu¨r oder sogar a¨quivalent zu simulierbarer Sicherheit sind und damit eine
sichere modulare Verwendbarkeit der untersuchten Protokolle gewa¨hrleisten.1 Hier-
bei wird immer wieder an Beispielen in der Literatur auf die Notwendigkeit von
genauen Beweisen hingewiesen.
Abschließend wird die Bedeutung der Netzwerkmodellierung bei Mehrparteien-
protokollen verdeutlicht: Es ist bekannt, daß die Primitive
”
Oblivious Transfer“
hinreichend fu¨r die simulierbar sichere Realisierung allgemeiner Mehrparteienbe-
rechnungen ist – bei unterstelltem asynchronen Netzwerk. Es kann gezeigt werden,
daß dies bei einem verla¨ßlichen Netzwerk nicht mehr der Fall ist.
1.2 Public-Key-Kryptographie
1.2.1 Einfu¨hrung
Ein damals in der o¨ffentlichen Forschung ga¨nzlich neuer Ansatz, der ohne einen bei
Secret-Key-Verfahren no¨tigen gemeinsamen geheimen Schlu¨ssel auskommt, wurde
1976 von Diffie und Hellman in ihrer Arbeit [54] vorgestellt. Jeder Teilnehmer
1Man beachte, daß eine sichere modulare Verwendbarkeit kryptographischer Verfahren im all-
gemeinen nicht gegeben ist.
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in einem Public-Key-Kryptosystem generiert zuna¨chst ein Paar von Schlu¨sseln:
einen o¨ffentlichen (eben den Public Key), der allen anderen Teilnehmen zuga¨nglich
gemacht wird, und einen geheimen Schlu¨ssel. Mit dem o¨ffentlichen Schlu¨ssel eines
Teilnehmers werden an ihn adressierte Nachrichten chiffriert, sollten aber nicht de-
chiffriert werden ko¨nnen. Die Dechiffrierung sollte idealerweise nur unter Kenntnis
des zugeho¨rigen geheimen Schlu¨ssels mo¨glich sein.
Ein Public-Key-Kryptosystem kann durch drei Algorithmen KeyGen, Encrypt und
Decrypt mit offensichtlicher Semantik modelliert werden. Um nun kryptographische
Sicherheit sinnvoll zu fassen, reicht es nicht, zu fordern, daß Encrypt
”
schwer“ inver-
tierbar sein sollte – etwa in dem Sinne, daß man von Encrypt analoge Eigenschaften
zu denen einer Einwegfunktion fordert. Man betrachte hierzu etwa ein System P ′,
das aus einem wie beschrieben
”
sicheren“ System P gewonnen wird, indem der Al-
gorithmus Encrypt nur zur Chiffrierung der ersten b|m|/2c Bits einer Nachricht m
verwendet wird; der restliche Teil von m wird dem Chiffrat im Klartext hinzuge-
fu¨gt. Die A¨nderungen fu¨r Decrypt ergeben sich kanonisch, und das resultierende
System P ′ ist damit ein Public-Key-Kryptosystem und immer noch sicher im vor-
geschlagenen Sinn. Dennoch ist P ′ intuitiv ganz offenbar unsicher.
Auch sollte sich Encrypt nicht deterministisch verhalten. Andernfalls liefert bei-
spielsweise bei kleinem Nachrichtenraum (der etwa lediglich die beiden Nachrich-
ten
”
annehmen“ und
”
ablehnen“ enthalte) eine vollsta¨ndige Suche u¨ber die – bei
deterministischem Encrypt eindeutigen – Chiffrate der mo¨glichen Klartexte eine
komplette Invertierung von Encrypt.
Man ist versucht, dieses Problem mit einem geeigneten
”
padding“ der Klartex-
te anzugehen, d. h. die Klartexte einfach mit einem zufa¨llig erzeugten Bitstring
gewisser La¨nge aufzufu¨llen und so die Chiffrate gewissermaßen
”
ku¨nstlich“ zu ran-
domisieren. Eine solche Methode wurde beim Entwurf des Verschlu¨sselungsstan-
dards PKCS #1 (siehe [118]) verwendet. Version 1.5 dieses Standards wurde von
Bleichenbacher in [23] mittels eines Chosen-Ciphertext-Angriffs2 erfolgreich
angegriffen – in neueren Versionen des PKCS #1 kommt deshalb eine Variante
des bzgl. einer idealisierten Hashfunktion als sicher bewiesenen OAEP-Verfahrens
[19] von Bellare und Rogaway zum Einsatz.
1.2.2 Klassische Sicherheitsdefinitionen
Ein entscheidender Fortschritt bezu¨glich einer stimmigen Sicherheitsdefinition fu¨r
Public-Key-Kryptosysteme gelangGoldwasser und Micali in ihrer grundlegen-
den Arbeit [75]. Diese Arbeit lieferte nicht nur eine formale und dennoch intuitive
Formulierung von Sicherheit (
”
semantische Sicherheit“), es konnte auch ein handli-
ches Kriterium fu¨r Sicherheit in diesem Sinne angegeben und hiermit eine einfache
– wenngleich sehr aufwendige – Konstruktion als der neuen Definition genu¨gend
gezeigt werden. Informell heißt ein System
”
semantisch sicher“, wenn jede Funktion
2Bei einem Chosen-Ciphertext-Angriff steht dem Angreifer ein Entschlu¨sselungsorakel zur Ver-
fu¨gung, vgl. Naor und Yung [110], Rackoff und Simon [121], Shoup [126].
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auf Klartexten ohne Kenntnis des jeweiligen Chiffrats so gut approximiert werden
kann wie unter Kenntnis dieses Chiffrats. Zwar legt ein Chiffrat eindeutig einen
Klartext fest, doch
”
hilft“ das bei keiner effizient durchfu¨hrbaren Berechnung!
Obgleich semantische Sicherheit alle genannten ad-hoc-Sicherheitskriterien im-
pliziert, wurden in [75] prinzipiell keine Chosen-Ciphertext-Angriffe betrachtet. In
der Tat wurde etwa fu¨r das ElGamal-Kryptosystem aus [58] semantische Sicherheit
– unter Annahme der Ha¨rte des Decisional-Diffie-Hellman-Problems in der verwen-
deten Familie von Gruppen – von Tsiounis und Yung in [135] gezeigt. Und doch
ist die Eignung des ElGamal-Systems fu¨r gewisse Szenarien begrenzt; es sei im
folgenden ein Beispiel von Dolev u. a. aus [55] wiedergegeben.
Angenommen, eine Auktion findet statt, bei der jeder Bieter dem Auktionator
sein Gebot (etwa in Euro) kundtut, indem er es ihm – chiffriert mit dem o¨ffentli-
chen Schlu¨ssel des Auktionators – zuruft. Der als ehrlich angenommene Auktionator
entschlu¨sselt dann alle diese Chiffrate und verku¨ndet das entsprechende Ergebnis.
Intuitiv sollte in diesem Szenario ein
”
sicheres“ Public-Key-Kryptosystem insbe-
sondere gewa¨hrleisten, daß kein Bieter sein Gebot in Abha¨ngigkeit der Gebote der
anderen Bieter abgeben kann. Obwohl semantisch sicher, kann das ElGamal-System
dies nicht erbringen: Erlauscht Bieter B das Gebot cA ← Encrypt(mA) eines Bieters
A, so kann er beispielsweise im Falle 10|mA mit eigenem Gebot cB := (11/10) · cA
das Gebot von A um 10% u¨berbieten.
In diesem Auktionsszenario tritt der beobachtete Mißstand nicht auf bei Ver-
wendung eines non-malleable3 Public-Key-Kryptosystems. Dieser Sicherheitsbegriff
wurde in [55] eingefu¨hrt und fordert intuitiv, daß aus einem gegebenen Chiffrat kein
weiteres erzeugt werden kann, so daß die zugeho¨rigen Klartexte in einer nicht-tri-
vialen Relation stehen. Als weiteres Resultat wurde in [55] gezeigt, daß non-mal-
leability schon semantische Sicherheit impliziert.
Prinzipiell existieren noch einschra¨nkendere Sicherheitsbegriffe fu¨r Public-Key-
Kryptosysteme als die gerade vorgestellten, etwa der in [19] zuna¨chst nur im
”
Ran-
dom-Oracle-Modell“ (d. h. unter Zuhilfenahme idealisierter Hashfunktionen) for-
mulierte Begriff der
”
plaintext awareness“. Es sind andererseits alle erwa¨hnten Be-
griffe – teils im Random-Oracle-Modell –
”
erreichbar“. Stark abha¨ngig davon, ob
der Beweis im Random-Oracle-Modell gefu¨hrt wird oder nicht, und natu¨rlich wel-
cher Sicherheitsbegriff gefordert wird, variiert allerdings der Aufwand fu¨r bekannte
”
sichere“ Konstruktionen betra¨chtlich: Zu einer Nachricht m beno¨tigt etwa im Falle
des semantisch sicheren ElGamal-Systems ein Chiffrat 2|m| Bits; fordert man se-
mantische Sicherheit auch gegen Chosen-Ciphertext-Angriffe, beno¨tigt ein Chiffrat
etwa im diesbezu¨glich sicheren System [49] von Cramer und Shoup 4|m| Bits.
Das unter anderem im SSL-Verfahren [129] praktisch eingesetzte und in Fujisaki
u. a. [63] im Random-Oracle-Modell als semantisch sicher gegen Chosen-Cipher-
text-Angriffe bewiesene
”
RSAES-OAEP“-Verfahren (vgl. [119]) hingegen beno¨tigt
je nach Parameterwahl etwa 1,5|m| Bits.
3U¨bersetzen ko¨nnte man dies etwa mit der Forderung nach einer Nicht-Verformbarkeit der Chif-
frate.
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1.2.3 Fragestellung
Es stellen sich mehrere Fragen:
• Sind die bei einem Sicherheitsbeweis eines Systems getroffenen Annahmen
realistisch? Anders gefragt, sind die genutzten mathematischen Probleme
”
hart“ genug, um fu¨r kryptographische Zwecke von Nutzen zu sein? Im Hin-
blick auf die Bedrohung der zwei ha¨ufig fu¨r kryptographische Zwecke genutz-
ten Probleme
”
diskreter Logarithmus“ und
”
Faktorisieren“ durch Algorithmen
auf Quantencomputern (vgl. Shor [125]) ist hier insbesondere eine Untersu-
chung neuer mathematischer Primitive von Interesse.
• Welcher Sicherheitsbegriff ist wann hinreichend fu¨r kryptographische Sicher-
heit eines gro¨ßeren Protokolls, welches Public-Key-Kryptographie verwendet?
Hier ist auch die Frage nach der Komponierbarkeit von Public-Key-Krypto-
systemen relevant: Was kann u¨ber die Sicherheit von – fu¨r sich genommen –
”
idealen“ Public-Key-Kryptosystemen bei der Verwendung in gro¨ßeren Pro-
tokollen ausgesagt werden?
In den folgenden beiden Abschnitten soll auf diese beiden Fragen eingegangen wer-
den.
1.2.4 Untersuchung neuer Primitive
Um die erste gestellte Frage zu behandeln, sollen in Kapitel 2 zuna¨chst einige neu-
artige und experimentelle Wege der Public-Key-Kryptographie untersucht werden.
Dabei sollen praktisch auftretende Probleme aufgezeigt werden – etwa im Falle
des anzusprechenden Zopfgruppensystems ist die konkrete Wahl der verwendeten
Parameter eine vieldiskutierte Frage. Aber auch grundsa¨tzliche Probleme wie im
Falle eines auf Grigorchuk-Gruppen basierenden Systems werden aufgezeigt.
Von Fellows und Koblitz in [61] vorgeschlagen, sollte Polly Cracker al-
ler Skepsis von Barkee u. a. [15] zum Trotze als Beleg dafu¨r dienen, daß das
Problem des Lo¨sens eines multivariaten Gleichungssystems als Grundlage fu¨r ein
Public-Key-Kryptosystem dienen kann. Genauer konnte in den Arbeiten [61] und
Koblitz [98] das Finden des geheimen Schlu¨ssels allein aus dem o¨ffentlichen fu¨r
vorgeschlagene Varianten von Polly Cracker als a¨quivalent zu den Suchvarianten
verschiedener NP-vollsta¨ndiger Entscheidungsprobleme gezeigt werden.
Fu¨r die hiesige Betrachtung ist dabei nicht von Belang, inwieweit schwieri-
ge Instanzen von NP-Problemen kanonisch generiert werden ko¨nnen; vielmehr
konnte Hofheinz in [81] einen Weg entwickeln, den Verschlu¨sselungsalgorithmus
durch Ausnutzen struktureller Eigenschaften von Polly Cracker
”
punktweise“ zu
invertieren. Die praktische Anwendbarkeit dieser Methode wurde von Hofheinz
und Steinwandt in [88] demonstriert, indem eine bis dahin ungebrochene Polly-
Cracker-Variante aus [98] implementiert und – experimentell verifiziert – erfolgreich
angegriffen wurde.
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Ein Beispiel fu¨r einen kompletten strukturellen Bruch eines Systems liefert das
von Garzon und Zalcstein in [65] vorgestellte Public-Key-Kryptosystem. Das
System nutzt eine durch eine terna¨re Folge χ bestimmte Grigorchuk-Gruppe Gχ
und die Schwierigkeit des Wortproblems inGχ bei Unkenntnis von χ.Gχ kann dabei
als Permutationsgruppe der Pfade durch den unendlichen Bina¨rbaum aufgefaßt
werden und ist nicht endlich pra¨sentierbar.
Allerdings konnte von Gonza´lez Vasco, Hofheinz, Mart´ınez und Stein-
wandt in [78] aufgezeigt werden, daß die vorgeschlagene Nutzung der Schwierigkeit
des Wortproblems fu¨r ein Public-Key-Kryptosystem unzureichend ist: Ein loga-
rithmisch kleiner Teil des geheimen Schlu¨ssels ermo¨glicht schon Entschlu¨sselung
beliebiger Chiffrate. Letztlich kann so mittels einer vollsta¨ndigen Suche u¨ber einen
hinreichend großen (aber dennoch logarithmisch kleinen) Teilschlu¨ssel ein a¨quiva-
lenter geheimer Schlu¨ssel gefunden werden. Dies ist insofern bemerkenswert, als
daß das System damit allein unter Kenntnis des o¨ffentlichen Schlu¨ssels vollsta¨ndig
strukturell gebrochen wird.
Umgekehrt kann auch versucht werden, allein das zugrundeliegende Problem ei-
nes Public-Key-Kryptosystems anzugreifen: Hier seien als Beispiel die Systeme aus
Ko u. a. [97] und Anshel u. a. [3], Anshel u. a. [2], deren Sicherheit auf der
Schwierigkeit des Konjugationsproblems in Zopfgruppen fußt, genannt. Das Kon-
jugationsproblem in Zopfgruppen kann – fu¨r die in [97, 3, 2] vorgeschlagene Wahl
der Instanzen – mittels eines in Hofheinz und Steinwandt [89] entwickelten Al-
gorithmus gelo¨st werden. Die Gu¨te dieses heuristischen Algorithmus konnte zudem
in [89] experimentell verifiziert werden.
Insbesondere konnte die in [97, 3, 2] vorgeschlagene Wahl der Instanzen des
Konjugationsproblems erstmals als nicht hinreichend gezeigt werden. Erst die spa¨-
teren Arbeiten Dehornoy [53], Sibert [128] schlagen einen Weg vor, den An-
griff aus [89] zu umgehen. Beachtenswert hierbei ist, daß das System [97] im
Random-Oracle-Modell von Ko u. a. in [96] als semantisch sicher gezeigt werden
konnte; jedoch wurde dabei die Ha¨rte des Decisional-Diffie-Hellman-Problems in
Zopfgruppen vorausgesetzt. Diese Annahme ist, wie [89] zeigt, bei vorgeschlagener
Instanzenwahl nicht gerechtfertigt.4
1.2.5 Anwendungsspezifische Sicherheit
In Kapitel 3 soll anschließend die zweite aufgeworfene Frage besprochen werden, al-
so die Frage nach einem anwendungsspezifisch geeigneten Sicherheitsbegriff fu¨r Pu-
blic-Key-Kryptosysteme. Wie eingangs angesprochen existiert eine Vielfalt von un-
terschiedlichen und teilweise unvergleichbaren Sicherheitsbegriffen fu¨r Public-Key-
Kryptosysteme. Selbst wenn man bereit ist, sich auf eine gewisse Anwendung fest-
zulegen, ist nicht offensichtlich, welcher Sicherheitsbegriff anwendungsbezogene Si-
cherheit eines Systems garantiert. Fu¨r viele praktische Belange liegt es nahe, sich
4Tatsa¨chlich konnte ku¨rzlich sogar fu¨r das (ha¨rtere) Search-Diffie-Hellman-Problem in Zopfgrup-
pen ein polynomialer Algorithmus angegeben werden, vgl. Cheon und Jun [45].
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auf die Betrachtung des Szenarios
”
sichere Nachrichtenu¨bertragung“ zuru¨ckzuzie-
hen. Genauer ist eine Realisierung folgender Protokollaufgabe gefragt:
1. Eine dedizierte Partei (der
”
Empfa¨nger“) schickt eine Initialisierungsnachricht
(ihren o¨ffentlichen Schlu¨ssel) an alle anderen Protokollteilnehmer.
2. Danach ko¨nnen alle anderen Parteien durch Senden jeweils nur einer Nach-
richt beliebige Texte an den Empfa¨nger schicken. Ein Angreifer soll dabei
nichts außer der Gro¨ße der u¨bertragenen Nachricht lernen.5
Diese Protokollaufgabe ist auf die Verwendung eines Public-Key-Kryptosystems
zugeschnitten; jedoch ist noch zu entscheiden, wann ein gegebenes System als
”
si-
chere Realisierung“ dieser Protokollaufgabe anzusehen ist.
Hierzu soll auf die Arbeit [27] von Canetti zuru¨ckgegriffen werden, die ein
formales Modell zur Betrachtung von Mehrparteienprotokollen festlegt. Bei diesem
Ansatz sind alle Parteien und der Angreifer als interaktive Turingmaschinen (ITMs)
modelliert; gleichsam wird eine Protokollumgebung, die Protokolleingaben festlegt
und -ausgaben liest, als ITM modelliert. Ein konkretes (
”
reales“) Protokoll kann
in diesem Kontext von den Parteien ausgefu¨hrt und Attacken durch den Angreifer
ausgesetzt werden; beispielsweise hat der Angreifer Zugriff auf die Kommunikation
zwischen den Parteien.
Das Modell [27] erlaubt aber auch die formale Modellierung der zu erfu¨llenden
Protokollaufgabe. Genauer kann die Protokollaufgabe (z. B.
”
sichere Nachrichten-
u¨bertragung“) als
”
ideale Funktionalita¨t“ genannte ITM beschrieben werden, die
alle Eingaben der Protokollumgebung liest, und danach – anstelle der eigentlichen
”
realen“ Parteien – Protokollausgaben generieren kann. In diesem
”
idealen“ Modell
existiert zwar ein Angreifer, dessen Angriffsmo¨glichkeiten aber allein aufgrund der
Modellierung der idealen Funktionalita¨t als einzelne und unkorrumpierbare ITM
stark eingeschra¨nkt sind.
Ein Protokoll pi wird nun als sichere Realisierung einer Protokollaufgabe (d. h. ei-
ner idealen Funktionalita¨t) F betrachtet, wenn fu¨r jeden Angreifer A auf das reale
Protokoll ein Angreifer S auf die ideale Funktionalita¨t existiert, so daß fu¨r keine
Protokollumgebung feststellbar ist, ob sie mit pi und A oder mit F und S la¨uft.
Durch diesen Zusammenhang ist gewa¨hrleistet, daß jeder Angriff auf pi durch einen
(nach Konstruktion
”
harmlosen“) Angriff auf F simulierbar ist. Man spricht des-
halb von Simulierbarkeit.
Die Frage der Komposition, d. h. der Benutzung von in diesem Sinne sicheren
Protokollen in gro¨ßeren Protokollen, kann durch ein Kompositionstheorem aus [27]
beantwortet werden: Benutzt ein Protokoll ρ eine ideale Funktionalita¨t F , so kann
F durch Invokationen eines Protokolls pi ersetzt werden, sofern pi die Funktionalita¨t
F realisiert. Bei dieser Ersetzung geht in folgendem Sinne keine Sicherheit verloren:
Realisiert ρ eine Funktionalita¨t G, dann realisiert auch das durch Ersetzung von F
durch pi entstandene Protokoll G.
5Es muß davon ausgegangen werden, daß die Gro¨ße einer u¨bertragenen Nachricht nicht ver-
schleiert werden kann, siehe hierzu etwa Goldreich [69, Appendix A].
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Im Falle des konkreten Beispiels
”
sichere Nachrichtenu¨bertragung“ von oben
konnte nun in Hofheinz, Mu¨ller-Quade und Steinwandt [85] gezeigt wer-
den, daß genau die IND-CCA-sicheren Public-Key-Kryptosysteme (vgl. etwa Bel-
lare u. a. [17]) beliebige Verwendung in gro¨ßeren Protokollen erlauben: Fu¨r ein
Public-Key-Kryptosystem ist IND-CCA-Sicherheit a¨quivalent dazu, eine intuitive
und komponierbare Idealisierung eines Public-Key-Kryptosystems zu realisieren,
welche ihrerseits
”
sichere Nachrichtenu¨bertragung“ realisiert.
1.2.6 Public-Key-Signatursysteme
Es bietet sich an, auch nach Kriterien fu¨r die Komponierbarkeit von digitalen Si-
gnatursystemen zu fragen; diese Frage soll in Abschnitt 3.3 vertieft werden. Hierfu¨r
soll unter einem digitalen Signatursystem gema¨ßGoldwasser u. a. [77] ein Tupel
(KeyGen, Sign,Verify) von Algorithmen verstanden werden, wobei KeyGen wie bei ei-
nem Public-Key-Kryptosystem zur Erzeugung von Schlu¨sselpaaren dient. Mit Sign
ko¨nnen unter Verwendung des geheimen Schlu¨ssels beliebige Nachrichten signiert
werden, deren Signaturen dann mittels Verify und unter Verwendung des passenden
o¨ffentlichen Schlu¨ssels u¨berpru¨ft werden ko¨nnen. Natu¨rlich sollte es ohne Kenntnis
des passenden geheimen Schlu¨ssels schwierig sein, Nachrichten (bzgl. Verify
”
gu¨l-
tig“) zu signieren.
Es wurde in [40] von Canetti und Rabin eine Idealisierung FSIG von Pu-
blic-Key-Signaturen gefunden. Diese Idealisierung wurde dort als genau durch sol-
che Signatursysteme realisiert bewiesen, die im Sinne von
”
existentially unforgeable
under adaptive chosen-message attacks“ (EF-CMA) sicher sind. Allerdings war der
Beweis dieser Aussage fehlerhaft; schlimmer noch, die angegebene Idealisierung
FSIG von digitalen Signaturen konnte von Backes und Hofheinz in [7] als von
keinem Protokoll realisierbar gezeigt werden. In [7] wurde deshalb eine korrigier-
te Funktionalita¨t F (i)SIG angegeben und die A¨quivalenz zum Sicherheitsbegriff EF-
CMA bewiesen. Demnach ist mit EF-CMA auch ein komponierbarer Sicherheitsbe-
griff fu¨r digitale Signatursysteme identifiziert. Zudem konnte in [7] ein allgemeines
Problem von simulierbar sicheren Signatursystemen aufgezeigt werden, welches im
Zusammenhang mit einem korrumpierten (d. h. einem sich nicht an das Protokoll
haltenden) Signierer auftritt.6
1.3 Weitere kryptographische Anwendungen
1.3.1 Schlu¨sselaustausch
In Kapitel 4 soll auch fu¨r andere Protokollaufgaben der Zusammenhang zwischen
simulierbarer Sicherheit (und damit verbunden intuitiven und Komponierbarkeit
6Hier sollte nicht unerwa¨hnt bleiben, daß Canetti [30, 31, 32] seinerseits eine Abwandlung der
Funktionalita¨t F (i)SIG aus [7] vorschla¨gt; ein Kommentar hierzu kann in Abschnitt 3.3 gefunden
werden.
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garantierenden Idealisierungen) und klassischen Sicherheitsdefinitionen untersucht
werden.
Im Zusammenhang mit symmetrischen Kryptosystemen, welche ein vorhandenes
gemeinsames Geheimnis erfordern, ist die Zweiparteien-Protokollaufgabe
”
Schlu¨s-
selaustausch“ betrachtenswert. Informell soll hier ein einzelner, gema¨ß einer vorge-
gebenen Verteilung zufa¨llig gewa¨hlter Wert an beide Protokollteilnehmer verteilt
werden. Ein Angreifer soll hierbei – abgesehen von La¨ngeninformation – keine In-
formation u¨ber den verteilten Schlu¨ssel erhalten; es sei denn natu¨rlich, eine der
Parteien ist korrumpiert, ha¨lt sich also nicht an das Protokoll und kooperiert mit
dem Angreifer.
Im korrumpierten Fall kann es, je nach Protokoll und korrumpierter Partei, un-
vermeidlich sein, daß der Angreifer (bzw. die korrumpierte Partei) zudem die Wahl
des Schlu¨ssels beeinflußt. Etwa im Falle eines Diffie-Hellman-Schlu¨sselaustauschs
kann der Empfa¨nger des initialen Wertes gx durch geschickte Wahl von y erzwingen,
daß etwa die letzten 8 Bits des endgu¨ltigen Sitzungsschlu¨ssels gxy alle 0 sind.
In [36] wurde deshalb fu¨r die Betrachtung im schon vorgestellten Simulierbar-
keitsmodell [27] vonCanetti und Krawczyk eine Idealisierung FKE von ”Schlu¨s-
selaustausch“ definiert, bei der im Falle einer korrumpierten Partei der Schlu¨ssel
vollsta¨ndig vom (idealen) Angreifer festgelegt werden darf. Es wurden dann eine Va-
riante des Diffie-Hellman-Protokolls und ein Public-Key-gestu¨tztes Schlu¨sseltrans-
portprotokoll als simulierbar sicher im Sinne von FKE realisierend gezeigt. Jedoch
war auch dieser Beweis fehlerhaft; in [84] konnte von Hofheinz, Mu¨ller-Quade
und Steinwandt nachgewiesen werden, daß FKE tatsa¨chlich durch kein Proto-
koll realisierbar ist. Im Zuge dessen konnte die Idealisierung FKE korrigiert und die
urspru¨ngliche Behauptung fu¨r die korrigierte Version bewiesen werden.
Zudem konnte in [84] eine sta¨rkere und neuartige Idealisierung F+KE angegeben
werden, bei der nur im Falle eines korrumpierten Empfa¨ngers (d. h. des Empfa¨n-
gers der ersten Protokollnachricht) der Angreifer den Sitzungsschlu¨ssel frei wa¨hlen
darf; im Falle eines korrumpierten Senders (der ersten Protokollnachricht) wird der
Sitzungsschlu¨ssel jedoch ideal und ohne Einflußmo¨glichkeit des Angreifers gewa¨hlt.
Natu¨rlich ist eine solche Idealisierung nur sinnvoll, wenn auch Protokolle angege-
ben werden ko¨nnen, die diese Idealisierung erfu¨llen. Dies geschah in Form eines
Sicherheitsbeweises fu¨r Varianten der schon angesprochenen Protokolle. Außerdem
konnte ein einfaches Konstruktionsverfahren fu¨r in diesem Sinne
”
Sender-robuste“
Schlu¨sselaustauschprotokolle entwickelt werden.
1.3.2 Bit Commitment
Fu¨r Mehrparteienprotokolle zur sicheren Funktionsauswertung (etwa allgemeine
Konstruktionen wie Goldreich u. a. [73]) wird als Grundbaustein vielfach die
Primitive
”
Bit Commitment“ verwendet. Dabei handelt es sich um einen Baustein,
der informell folgende Protokollaufgabe erfu¨llt:
1. In der ersten Phase legt sich der Committer auf ein Bit b fest (ohne daß eine
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andere Partei das Bit b erfa¨hrt).
2. In der zweiten Phase deckt der Committer b auf.
Entscheidend hierbei ist, daß in der zweiten Phase nur das b aus der ersten Pha-
se aufgedeckt werden kann; man sagt, ein Commitment sei bindend. Andererseits
kennt vor der zweiten Phase nur der Committer das Bit b – das Commitment ist
also auch verbergend. Deshalb wird in gro¨ßeren Protokollen Bit Commitment oft
benutzt, um b von zwischen der ersten und zweiten Commitment-Phase durchge-
fu¨hrten Berechnungen zu
”
entkoppeln“.
Nun zeigen Canetti und Fischlin in [34] mit einem einfachen Argument, daß
es kein simulierbar sicheres Protokoll fu¨r Bit Commitment geben kann. Diese Si-
tuation ist ho¨chst unbefriedigend, da sehr wohl Protokolle fu¨r Bit Commitment
existieren, welche sowohl bindend als auch verbergend sind. Als Abhilfe konnte
in [34] unter der Zusatzannahme eines o¨ffentlich verfu¨gbaren und ideal gewa¨hlten
common reference strings (CRS) ein simulierbar sicheres Protokoll fu¨r Bit Commit-
ment angegeben werden. Jedoch ist dieses Protokoll sehr komplex und verliert jede
intuitive Sicherheit (insbesondere die Eigenschaften
”
verbergend“ und
”
bindend“),
sobald der CRS vom Angreifer beeinflußt werden kann.
Als realistischere Zusatzannahme wird deshalb in [83] von Hofheinz und Mu¨l-
ler-Quade das schon erwa¨hnte Random-Oracle-Modell motiviert. Hierbei wird
eine idealisierte Hashfunktion (das
”
Random Oracle“) angenommen, die nicht teil-
weise ausgewertet werden kann und bei jedem Protokolldurchlauf neu als zufa¨llige
Funktion gewa¨hlt wird. Diese etablierte Annahme wurde schon fu¨r Sicherheitsbe-
weise von Public-Key-Kryptosystemen verwendet, siehe etwa Bellare und Ro-
gaway [18, 19].
Weiter wurde in [83] eine allgemeine Konstruktion entwickelt, mit der klassisch si-
chere (d. h. bindende und verbergende) Commitment-Protokolle umgewandelt wer-
den ko¨nnen in (im Random-Oracle-Modell) simulierbar sichere Commitment-Pro-
tokolle. Als Besonderheit sind diese umgewandelten Protokolle immer noch klas-
sisch sicher, wenn man das Random-Oracle-Modell verla¨ßt und das Random Oracle
durch eine kryptographische Hashfunktion ersetzt. Durch diese – im allgemeinen
nicht gegebene –
”
doppelte Absicherung“ konnten also Protokolle erarbeitet wer-
den, die sowohl klassisch sicher als auch (im Random-Oracle-Modell) simulierbar
sicher sind.
1.4 Modellierungen von Netzwerken
Es scheint sehr wu¨nschenswert, in dem konkreten Modell [27] erzielte Ergebnisse
auch auf andere Modelle (etwa das Mehrparteienmodell Pfitzmann und Waid-
ner [117], Backes u. a. [11]) zu u¨bertragen. Eine konsequente Weiterfu¨hrung
dieses Gedankens ist der Ansatz, von Modelldetails zu abstrahieren, um Ergebnis-
se in einer naheliegenden, gewissermaßen
”
modellunabha¨ngigen“ Form darstellen zu
ko¨nnen. Man ko¨nnte sich damit insbesondere erhoffen, Beweise frei von
”
la¨stigen“
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Details wie der expliziten Beru¨cksichtigung des Kontrollflusses und der Netzwerk-
modellierung formulieren zu ko¨nnen, um den
”
intuitiven“ Beweisgedanken klarer
hervortreten zu lassen.
Es kann allerdings in Hofheinz und Mu¨ller-Quade [82] (diese Arbeit wird
in Kapitel 5 vorgestellt) ein starkes Indiz dafu¨r gegeben werden, daß diese Hoff-
nung nicht berechtigt ist. Genauer zeigt [82], daß die Primitive
”
Oblivious Transfer“
nicht vollsta¨ndig fu¨r allgemeine, simulierbar sicher zu realisierende Protokollaufga-
ben ist, sobald das zugrundegelegte Netzwerk verla¨ßlich ist. Andererseits wurde
in Canetti u. a. [39] bewiesen, daß Oblivious Transfer sehr wohl vollsta¨ndig ist,
wenn das Netzwerk als asynchron modelliert ist. (D. h. jede Protokollaufgabe, wel-
che gewissen technischen Randbedingungen genu¨gt, kann unter Zuhilfenahme von
Oblivious-Transfer-Bausteinen asynchron realisiert werden.) Die Arbeit [82] zeigt
also, daß sogar Vollsta¨ndigkeitsaussagen fu¨r Primitiven vom Typ des verwendeten
Netzwerks abha¨ngen ko¨nnen.7
7Weitere Zusammenha¨nge zwischen verschiedenen Netzwerkmodellierungen wurden in Backes,
Hofheinz, Mu¨ller-Quade und Unruh [8] in dem sehr vielseitigen Modell [117, 11] in
ausfu¨hrlicher Weise untersucht.
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Wie schon besprochen sollen jetzt einige neuartige und experimentelle Wege der
Public-Key-Kryptographie untersucht werden. Genauer soll das Public-Key-Kryp-
tosystem Polly Cracker, ein zopfgruppenbasiertes Verfahren, sowie ein Public-Key-
Kryptosystem basierend auf dem Wortproblem in Grigorchuk-Gruppen betrachtet
werden. Die hier gegebenen Betrachtungen sollen keinen U¨berblick darstellen, son-
dern eine Detailanalyse ausgewa¨hlter Kandidaten fu¨r neue Primitive wiedergeben.
Andere diskutierte gruppenbasierte Systeme – wobei hier keinesfalls ein An-
spruch auf Vollsta¨ndigkeit erhoben werden soll – sind etwa das MST- (vgl. Mag-
liveras u. a. [106], Bohli u. a. [25]) oder das MOR-Public-Key-Kryptosystem
(vgl.Paeng u. a. [112, 111],Tobias [134]). Auch sei als eine weitere Klasse von po-
lynombasierten Systemen noch die Familie der HFE-Systeme (vgl. Patarin [113],
Patarin u. a. [114]) erwa¨hnt, fu¨r die allerdings die Wahl einiger Parameter eben-
falls noch nicht restlos gekla¨rt zu sein scheint, siehe dazu Kipnis und Shamir
[95], Courtois [46], Fauge`re und Joux [60].
Um die zu besprechenden Verfahren konkret vorzustellen, wird hier zuna¨chst der
bislang nur informell besprochene Begriff eines Public-Key-Kryptosystems fixiert:
Definition 2.1. Ein Public-Key-Kryptosystem P besteht aus drei PPT-Algorith-
men1 KeyGen, Encrypt, Decrypt. Fu¨r beliebige k ∈ N und pk , sk ,m, c ∈ {0, 1}∗
werden folgende syntaktische Bedingungen gestellt:
• KeyGen(1k) ∈ {0, 1}∗ × {0, 1}∗,
• Encrypt(1k, pk ,m) ∈ {0, 1}∗,
• Decrypt(1k, sk , c) ∈ {0, 1}∗ ∪ {⊥}.
Des weiteren wird verlangt, daß jeder mittels (pk , sk) ← KeyGen(1k) generierte
o¨ffentliche Schlu¨ssel pk eindeutig eine Klartextmenge Mpk ⊆ {0, 1}∗ spezifiziert.
Schließlich wird Korrektheit in dem Sinne gefordert, daß die Wahrscheinlichkeit,
ein Schlu¨sselpaar (pk , sk) ← KeyGen(1k) zu generieren, so daß eine Nachricht
m ∈ Mpk existiert, fu¨r die Decrypt(1k, sk ,Encrypt(1k, pk ,m)) 6= m mo¨glich ist,
dabei als Funktion in k vernachla¨ssigbar sein muß.
Man beachte hier die una¨re Codierung eines expliziten Sicherheitsparameters k;
ein solcher wird auch fu¨r die Definition anderer kryptographischer Bausteine zur
Anwendung kommen. Insbesondere dient er – oft im Zusammenhang mit dem ge-
rade benutzten Begriff vernachla¨ssigbarer Funktionen – als technisches Hilfsmittel
1vgl. Definition A.6 in Anhang A
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fu¨r asymptotische Sicherheitsaussagen. Fu¨r die in diesem Kapitel noch anzuspre-
chenden konkreten Kryptosysteme ist allerdings nicht immer ersichtlich, in welcher
Weise ein Sicherheitsparameter etwa in Schlu¨sselgenerierung oder Verschlu¨sselung
einfließt. Schon die urspru¨nglichen Spezifikationen der Systeme beschreiben kei-
ne diesbezu¨gliche Skalierbarkeit. Dennoch sollen aus Konsistenzgru¨nden auch diese
Systeme als Public-Key-Kryptosysteme im Sinne von Definition 2.1 betrachtet wer-
den, wobei natu¨rlich offen gelassen werden muß, wie eine Skalierung in k konkret
auszusehen hat.
Definition 2.1 erlaubt – analog zu der Definition aus Cramer und Shoup [50] –
zwar seltene
”
schlechte“ Schlu¨sselpaare, jedoch wird fu¨r
”
gute“ Schlu¨sselpaare gefor-
dert, daß Entschlu¨sselung eines Chiffrates immer den zugeho¨rigen Klartext liefert.
Hier sind Abschwa¨chungen denkbar; etwa ko¨nnte man seltene und klartextunab-
ha¨ngige Fehlentschlu¨sselungen erlauben. Dies wu¨rde die spa¨ter pra¨sentierten Ergeb-
nisse nicht beeinflussen. Allerdings genu¨gen die im folgenden konkret betrachteten
Kryptosysteme, sowie – mit Ausnahme des NTRU-Systems (sieheHoffstein u. a.
[80]) – alle etablierten Kryptosysteme schon der Formulierung aus Definition 2.1;
insofern scheint eine Abschwa¨chung nicht no¨tig.
2.1 Polly Cracker
Vorgeschlagen in Fellows und Koblitz [61], sollte Polly Cracker aller Skepsis
von Barkee u. a. [15] zum Trotze als Beleg dafu¨r dienen, daß das Problem des Lo¨-
sens eines multivariaten Gleichungssystems als Grundlage fu¨r ein Public-Key-Kryp-
tosystem dienen kann. Genauer konnte in den Arbeiten [61] und Koblitz [98] das
Finden des geheimen Schlu¨ssels allein aus dem o¨ffentlichen Schlu¨ssel fu¨r vorgeschla-
gene Varianten von Polly Cracker als a¨quivalent zu den Suchvarianten verschiede-
ner NP-vollsta¨ndiger Entscheidungsprobleme gezeigt werden; in einer Konstruktion
beispielsweise impliziert solches Finden des geheimen Schlu¨ssels das Finden einer
Drei-Fa¨rbung eines durch den o¨ffentlichen Schlu¨ssel gegebenen Graphen.
Doch obwohl das Entscheidungsproblem etwa der Drei-Fa¨rbbarkeit NP-vollsta¨n-
dig ist, garantiert das noch nicht die Schwierigkeit zufa¨llig erzeugter Instanzen.
Wu¨nschenswert wa¨re hier noch mehr: eine Schwierigkeit der zugrundegelegten In-
stanz in
”
fast allen“ Fa¨llen. Eine Diskussion dieser Problematik und Vorschla¨ge zur
Generierung
”
harter“ Probleminstanzen finden sich in Levy-dit-Vehel und Per-
ret [103]. Im weiteren Verlauf soll sich aber auf die Sicherheit einzelner Chiffrate
konzentriert werden. Es geht also nicht darum, den geheimen Schlu¨ssel offenzulegen
(und damit die Suchvariante eines NP-vollsta¨ndigen Problems zu lo¨sen), sondern
es soll der Prozeß der Verschlu¨sselung in einem gegebenen Fall invertiert werden.
Nachdem hiermit das Ziel der weiteren Betrachtungen abgesteckt ist, folgt eine
Beschreibung von Polly Cracker. Es sei angemerkt, daß ein U¨berblick u¨ber das
System und die vorgestellten Angriffe auch in Hofheinz [81] zu finden ist. Dort
nicht enthalten ist vor allem die Beschreibung eines konkret durchgefu¨hrten und
in Hofheinz und Steinwandt [88] vero¨ffentlichten Angriffs auf eine in [98] vor-
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geschlagene Instanz von Polly Cracker.
2.1.1 Das System
Eine noch nicht vollsta¨ndig spezifizierte Beschreibung des Systems vorausschickend
wird hier, [98] folgend, Polly Cracker zuna¨chst in einer allgemeinen Form beschrie-
ben:
• KeyGen(1k) wa¨hlt einen endlichen Ko¨rper F und eine endliche Familie T =
(ti)i von Variablen. Sodann wird ein Punkt y ∈ F|T | und eine endliche Menge
Q = {qj} von Polynomen qj ∈ F[T ] mit qj(y) = 0 fu¨r alle j ermittelt.
Ausgabe ist schließlich (pk , sk) mit pk = (F, T,Q) (assoziierte Klartextmenge
istMpk = F) und sk = (F, T, y).
• Encrypt(1k, pk ,m) wa¨hlt – fallsm ∈ F und pk von der Form (F, T,Q) mitQ ⊂
F[T ] ist – Polynome {hj}qj∈Q ⊂ F[T ] und gibt das Chiffrat c = m+
∑
hjqj ∈
F[T ] aus. Der (uninteressante) Fall ungu¨ltiger Eingaben kann beispielsweise
durch die leere Ausgabe behandelt werden.
• Decrypt(1k, sk , c) gibt, wenn c ∈ F[T ] und sk von der Form (F, T, y) mit
y ∈ F|T | ist, den Klartext m = c(y) ∈ F aus. Bei ungu¨ltigen Eingaben wird
”
⊥“ ausgegeben.
Fu¨r ein wie beschrieben erzeugtes Chiffrat c ∈ F[T ] zu einem beliebigen Klartext
m ∈ F folgt c(y) = m +∑hj(y) · qj(y) = m +∑hj(y) · 0 = m. Das betrachtete
Schema ist damit ein Public-Key-Kryptosystem gema¨ß Definition 2.1, sobald nur
die informell spezifizierten Algorithmen KeyGen, Encrypt und Decrypt implementier-
bar durch PPT-Algorithmen sind. Erkennt man weiter, daß durch Auswerten von
c ∈ F[T ] am Punkt y ∈ F|T | letztlich modulo des maximalen Ideals 〈{ti − yi}ti∈T 〉
reduziert wurde, liegt eine Verallgemeinerung auf der Hand.
Statt des Punktes y ko¨nnte auch eine Gro¨bnerbasis G mit 〈Q〉 ⊆ 〈G〉 ⊂ F|T | als
geheimer Schlu¨ssel dienen. Dechiffrierung fa¨nde dann durch Reduktion von c mo-
dulo G statt, und die Klartextmenge Mpk ko¨nnte als Repra¨sentantensystem von
F[T ]/〈G〉 – sofern G nur ein nicht-maximales echtes Ideal aufspannt – gro¨ßer als F
gewa¨hlt werden. Dieses Vorgehen ist in [98, Kapitel 5, Abschnitt 3.3] angesprochen,
jedoch bislang nicht eingehender untersucht. Abgesehen vom alsbald zu besprechen-
den Chosen-Ciphertext-Angriff von Steinwandt und Geiselmann aus [131] hat
eine solche Verallgemeinerung auch keinen Einfluß auf die vorgestellten Angriffe,
und sei hier deshalb nur angedeutet.
Um vor der Pra¨sentation der Angriffe auf Polly Cracker ein Beispiel fu¨r ein kon-
kreter spezifiziertes Polly-Cracker-System zu sehen, betrachte man etwa folgende,
[98, Kapitel 5, Abschnitt 3.3] entnommene Wahl von Q: Sei ein Graph G = (V,E)
mit Knotenmenge V und Kantenmenge E gegeben; hierzu eine Drei-Fa¨rbung von
G in Form einer Abbildung ϕ : V → {1, 2, 3}, die ihrerseits ϕ(u) 6= ϕ(v) fu¨r alle
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uv ∈ E genu¨gt. Sei nun F = F2, T = {tv,i | v ∈ V, 1 ≤ i ≤ 3} undQ = Q1∪Q2∪Q3,
wobei
Q1 = {tv,1 + tv,2 + tv,3 + 1 | v ∈ V },
Q2 = {tv,itv,j | v ∈ V, 1 ≤ i < j ≤ 3},
Q3 = {tu,itv,i | uv ∈ E, 1 ≤ i ≤ 3}.
Jede Nullstelle y ∈ F|T |2 aller q ∈ Q kann als Drei-Fa¨rbung von G aufgefaßt werden:
Ein Knoten v ∈ V hat genau dann die Farbe i, wenn tv,i(y) = 1 ist. Da y Nullstelle
aller q ∈ Q1 ∪ Q2 ist, liegt hiermit eindeutig und widerspruchsfrei eine Fa¨rbung
von G fest; q(y) = 0 fu¨r alle q ∈ Q3 garantiert weiter, daß je zwei benachbarte
Knoten von G von unterschiedlicher Farbe sind. Aber auch umgekehrt gibt jede
Drei-Fa¨rbung von G – als Belegung der tv,i aufgefaßt – Anlaß zu einer Nullstelle
aller q ∈ Q; insgesamt ist damit im zugeho¨rigen Polly-Cracker-System das Finden
eines (nicht notwendig eindeutigen!) geheimen Schlu¨ssels allein unter Kenntnis des
o¨ffentlichen Schlu¨ssels a¨quivalent zum Finden einer Drei-Fa¨rbung von G.
So verlockend das klingt, kann eine solche A¨quivalenz selbst bei angenommener
Ha¨rte der Instanz des zugrundeliegenden Suchproblems die Sicherheit einzelner
Chiffrate nicht immer gewa¨hrleisten; eine Diskussion folgt. Zuvor jedoch soll ein
verblu¨ffend einfaches und gleichsam wirkungsvolles Vorgehen beschrieben werden,
das zur Offenlegung selbst eines in diesem Sinne (also nur unter Kenntnis des
o¨ffentlichen Schlu¨ssels)
”
schwer“ zu findenden geheimen Schlu¨ssels dient.
2.1.2 Ein Chosen-Ciphertext-Angriff
Als eindrucksvoller Beleg fu¨r die Kraft eines Chosen-Ciphertext-Angriffs kann im
Falle von Polly Cracker der Angriff aus [131] dienen. Es sei hier daran erinnert,
daß bei einem Chosen-Ciphertext-Angriff dem Angreifer die Mo¨glichkeit offensteht,
Chiffrate seiner Wahl entschlu¨sseln zu lassen – je nach Angriffsziel allerdings mit
leichten Einschra¨nkungen, was die Wahl dieser Chiffrate angeht.2 Sei also die In-
stanz eines Polly-Cracker-Systems in Form eines o¨ffentlichen Schlu¨ssels (F, T,Q)
gegeben. Generiert ein Angreifer nun ein Chiffrat m = t fu¨r t ∈ T (etwa mit
c = t +
∑
hjqj), so liefert dieses – obwohl nicht ”
legitim“ generiert – beim Ent-
schlu¨sseln durch das Decryption-Orakel den Wert t(y) ∈ F. Iterieren u¨ber alle
t ∈ T legt damit fu¨r den Angreifer ganz y ∈ F|T | offen; ein kompletter Bruch des
Systems also, durch einen u¨beraus
”
sparsamen“ Angriff noch dazu.
Die Frage liegt nahe, wie dieser Angriff vermieden werden kann. Eine Erkennung
wie beschrieben
”
illegitim“ generierter Chiffrate ohne A¨nderung des Encrypt-Algo-
rithmus scheint nicht offensichtlich: Gegeben ein c ∈ F[T ] muß hierbei entschieden
werden, ob cQ ∈ F, wobei cQ die Reduktion von c modulo einer Gro¨bnerbasis von
Q meint. Ein einfacherer Weg zur Vermeidung von Chosen-Ciphertext-Angriffen
2Die formale Definition eines Chosen-Ciphertext-Angriff steht hier noch immer aus; sie wird erst
spa¨ter von Bedeutung sein.
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ist eine geschickte
”
Authentifizierung“ der Klartexte. Beispielsweise wurden in den
Arbeiten Naor und Yung [110], Rackoff und Simon [121] nichtinteraktive
Zero-Knowledge-Beweise verwendet, um zusa¨tzlich zum Chiffrat einen Beweis der
Kenntnis des Klartextes zu generieren. Wesentlich effizientere Mechanismen sind
im Random-Oracle-Modell bekannt, im Falle von Polly Cracker bietet sich etwa
die allgemeine Konstruktion aus Fujisaki und Okamoto [62] an. Andererseits
verlangen alle diese Verfahren ein schon – je nach Konstruktion in unterschied-
lichem Maße – sicheres Ausgangssystem. Deshalb soll sogleich die Sicherheit von
Polly Cracker gegen schwa¨chere Angriffe untersucht werden.
2.1.3 Ein Angriff mittels Linearer Algebra
Die nachfolgend untersuchten Angriffe auf Polly Cracker sind Ciphertext-Only-
Angriffe; gegeben sind also nur ein o¨ffentlicher Schlu¨ssel (F, T,Q) und ein Chiffrat
c ∈ F[T ]. Ziel eines Angriffs soll in diesem Falle sein, an Information u¨ber den zu c
geho¨rigen Klartext zu gelangen. Die folgende Notation ist zur Beschreibung dieser
Angriffe nu¨tzlich: Fu¨r ein Polynom f ∈ F[T ] bezeichne M(f) die Menge der in f
enthaltenen Monome, also die Menge der T -Potenzprodukte, die in f mit nicht-
verschwindendem Koeffizienten vorkommen. Hingegen bezeichne T(f) die Menge
der Terme von f , also die Menge der in f enthaltenen Monome mit ihren jewei-
ligen Koeffizienten. Beispielsweise fu¨r f = 3t1t2 − 5 ist damit M(f) = {t1t2, 1}
und T(f) = {3t1t2,−5}. Fu¨r eine Menge F ⊆ F[T ] von Polynomen sei weiter
M(F ) =
⋃
f∈F M(f) und T(F ) =
⋃
f∈F T(f).
Zur Einfu¨hrung und fu¨r die spa¨tere Einordnung des Angriffs aus [81] sei nun
ein bekannter Angriff auf Polly Cracker vorgestellt. Erwa¨hnt in [15] und ausfu¨hr-
lich behandelt in [98, Kapitel 5, Abschnitt 6], wird bei diesem Angriff zuna¨chst
c = m+
∑
hjqj mit noch unbekannten m ∈ F und hj ∈ F[T ] angesetzt. Angenom-
men, es sei eine Menge S von Monomen mit S ⊇M({hj}) bekannt. Dann ko¨nnen
die hj ihrerseits als Summen dieser Monome, jeweils versehen mit unbekannten
Koeffizienten, angesetzt werden, und es ergibt sich die Verfeinerung
c = m+
∑
qj∈Q
(∑
s∈S
cj,ss
)
qj
mit unbekannten Koeffizienten cj,s ∈ F. Ausmultiplizieren, Aufsummieren der Ko-
effizienten und ein Koeffizientenvergleich mit den Koeffizienten im (bekannten)
Chiffrat c liefert schließlich lineare Gleichungen u¨ber F fu¨r die cj,s und m. Jede Lo¨-
sung dieses linearen Gleichungssystems bestimmt in eindeutiger Weise m, da die qj
eine gemeinsame Nullstelle haben und somit 1 6∈ 〈Q〉 ist. Umgekehrt existiert nach
Voraussetzung eine Lo¨sung dieses Gleichungssystems, und somit ist der Angriff im-
mer erfolgreich, sobald nur die Menge S – und damit verbunden das entstandene
Gleichungssystem – eine
”
handhabbare“ Gro¨ße hat.
Zu einer Menge S
”
handhabbarer“ Gro¨ße kann man zum Beispiel gelangen, wenn
man annimmt, daß zu jedem qj ∈ Q und jedem Monom s ∈ M(hj) ein Monom
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sc ∈ M(c) existiert mit sc ∈ M(s · qj) – mit anderen Worten, wenn nicht alle
”
Konsequenzen“ der Teilmultiplikation s · qj in c annulliert wurden. Dann ist
s ∈ {sc/sq | sc ∈M(c), sq ∈M(Q), sq|sc}
und damit die Konstruktion einer
”
kleinen“ Menge S klar. (In [98, Kapitel 5, Ab-
schnitt 6] ist nachzulesen, daß dieser Vorschlag zur Konstruktion von S einer per-
so¨nlichen Korrespondenz mit H. W. Lenstra entstammt.) Die gerade beschriebene
Technik la¨ßt sich durch mehr oder weniger offensichtliche Vorsichtsmaßnahmen bei
der Wahl der hi beim Verschlu¨sseln ”
in die Irre“ fu¨hren. Dazu ist es lediglich er-
forderlich, wenigstens ein Monom s in ein hj einzubauen, dessen ”
Konsequenzen“
M(s · qj) in c nicht auftreten. Ein Weg, dieses zu bewerkstelligen, wurde in [98, Ka-
pitel 5, Abschnitt 7] vorgeschlagen, ein weiterer in [103]; der erste dieser Vorschla¨ge
soll sogleich im Lichte einer weiteren Attacke betrachtet werden.
2.1.4 Eine
”
differentielle“ Attacke
In [81] vorgeschlagen und in [88] praktisch demonstriert, stellt auch dieser An-
griff einen Ciphertext-Only-Angriff dar. Dabei wird von einigen heuristischen An-
nahmen ausgegangen, die im folgenden noch erla¨utert werden sollen. Auch hier
bietet sich eine handliche Notation an: Fu¨r ein Polynom f ∈ F[T ] ist die Men-
ge der Termquotienten D(f) ⊆ F[T ∪ T−1] (mit T−1 = {t−1}t∈T ) gegeben durch
D(f) = {t1/t2 | t1, t2 ∈ T(f)}. Man beachte, daß hier nicht t2|t1 gefordert wird
und damit auch Terme mit negativen t-Exponenten in D(f) auftreten ko¨nnen. In
gewisser Weise gibt D(f) die
”
Struktur“ von f wieder. Bemerkenswert dabei ist
das Verhalten dieser Struktur unter Addition und Multiplikation der zugeho¨rigen
Polynome. Direkt aus der Definition von D(·) folgt D(t · f) = D(f) fu¨r beliebige
Terme t 6= 0 und Polynome f ∈ F[T ]. Gleichsam zeigt sichD(f + g) ⊇ D(f)∪D(g)
fu¨r f, g ∈ F[T ] mit M(f)∪M(g) = ∅; hier lassen sich auch in naheliegender Weise
schwa¨chere Aussagen unter schwa¨cheren Bedingungen formulieren.
Sei also – zuru¨ckkehrend zu Polly Cracker – wie weiter oben ein o¨ffentlicher
Schlu¨ssel (F, T,Q) und ein Chiffrat c ∈ F[T ] gegeben. Man betrachte nun die
Mengen
”
charakteristischer Quotienten“ Dj = D(qj) \
⋃
` 6=jD(q`) der jeweils nur
in D(qj) auftretenden Quotienten. Angenommen, alle diese Mengen Dj sind nicht-
leer, dann kann von einer eindeutigen Struktur Dj von qj gesprochen werden. Die
gemachten Bemerkungen zur Abbildung D(·) lassen nun die – nicht zwingende! –
Vermutung zu, daß auch Dj ∩D(c) nichtleer fu¨r wenigstens ein j ist. Intuitiv be-
deutet dies, daß sich Teile der eindeutigen Struktur eines qj in c wiederfinden.
Etwa aus dem gro¨ßten dieser Mengenschnitte kann dann eine Scha¨tzung fu¨r einen
Term aus dem zugeho¨rigen hj abgeleitet werden: Ist t1/t2 = u1/u2 ∈ Dj ∩ D(c)
mit t1, t2 ∈ T(qj) und u1, u2 ∈ T(c), so daß v = u1/t1 = u2/t2 ein Term ist, liegt
der Verdacht v ∈ T(hj) nahe. Das Chiffrat c kann dann durch Subtraktion von
v ·qj ”vereinfacht“ und die Methode iteriert werden. Hiermit ist auch eine U¨berpru¨-
fung der Scha¨tzung v mo¨glich: Eine Erho¨hung der Anzahl der Terme des Chiffrats
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durch Subtraktion von v · qj deutet auf eine falsche Scha¨tzung hin. Insgesamt kann
mit dieser Technik – unter heuristischen Annahmen – der Prozeß der Chiffrie-
rung schrittweise ru¨ckga¨ngig gemacht werden, bis sich schließlich (ein eindeutiges)
c = m ∈ F findet. Variationen sind mo¨glich: Beispielsweise ko¨nnte man anstel-
le von Termquotienten auch Quotienten von Monomen betrachten; auch ko¨nnte
im Verlauf der Attacke u¨berpru¨ft werden, ob zwischenzeitlich ein Angriff mittels
Linearer Algebra mo¨glich wurde.
Entscheidend ist jedoch die Frage der praktischen Einsetzbarkeit: Sind die ge-
nannten heuristischen Annahmen bei vorgeschlagenen – gegebenenfalls im Hin-
blick auf Angriffe mittels Linearer Algebra entworfenen – Systemen gegeben? Eine
in dieser Hinsicht vom Standpunkt eines Kryptoanalytikers positive Teilantwort
konnte in [88] gegeben werden. Ausgangspunkt ist hier eine in [98, Kapitel 5, Ab-
schnitt 7] angeregte Instanz von Polly Cracker, im Falle derer das Finden des
geheimen Schlu¨ssels allein aus dem o¨ffentlichen ein Graph Perfect Code genanntes
kombinatorisches Suchproblem lo¨st. Ohne auf Details einzugehen sei noch die da-
bei verwendete Methode zur Verschlu¨sselung angesprochen: In einem ersten Schritt
wird ein vorla¨ufiges Chiffrat c1 ∈ F[T ] konstruiert, das in mehreren Iterationen zu
einem endgu¨ltigen Chiffrat cd umstrukturiert wird, wobei durch die letzten die-
ser Iterationen gewa¨hrleistet werden soll, daß die Voraussetzungen eines Angriffs
mittels Linearer Algebra nicht erfu¨llt sind.
Implementierung der beschriebenen
”
differentiellen“ Attacke zeigte jedoch, daß
die konkret vorgeschlagenen Parameter immer noch die Enthu¨llung des Klartextes
m erlauben. Je nach Parameterwahl konnte bei Verwendung einer Implementierung
in C und eines mit 1,33 GHz getakteten PCs die Attacke in optimierter Form den
Klartext nach wenigen Sekunden liefern; bei Parametern, die zu gro¨ßeren Chiffraten
fu¨hrten, dauerte die Attacke bis zu einigen Stunden. Tatsa¨chlich war es unvermeid-
bar, die vorgeschlagenen Systemparameter zu reduzieren, um eine handhabbare
Chiffratgro¨ße (weniger als einige hundert Megabyte) zu gewa¨hrleisten. Bemerkens-
werterweise schlug der Angriff fast immer genau dann fehl, wenn m = 1 ∈ F2
chiffriert wurde. Eine Erkla¨rung hierfu¨r steht noch aus.
2.1.5 Weitere Entwicklungen
Zusammenfassend kann gesagt werden, daß augenblicklich kein konkretes Polly-
Cracker-System vorgeschlagen zu sein scheint, auf das nicht einer der vorgestellten
Angriffe anwendbar ist. Beispielsweise konnte in der Arbeit [103], welche zuna¨chst
ein Polly-Cracker-System vorschla¨gt, anschließend gezeigt werden, daß eine Varian-
te des hier vorgestellten differentiellen Angriffs anwendbar auf das vorgeschlagene
System ist.
Nicht unerwa¨hnt bleiben sollten in diesem Zusammenhang auch die Public-Key-
Kryptosysteme von Grant u. a. [79] und Banks u. a. [12], welche als Variante
eines Polly-Cracker-Systems aufgefaßt werden ko¨nnen. Allerdings konnten bezu¨g-
lich der vorgeschlagenen Parameter konkrete Angriffe angegeben werden, vgl. Bao
u. a. [14], Bao u. a. [13].
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Schließlich wurde in Ly [105] eine tiefgreifende strukturelle A¨nderung des ur-
spru¨nglichen Polly-Cracker-Systems vorgeschlagen (die dann folgerichtig auch den
Namen
”
Polly Two“ tra¨gt), fu¨r welche eine mo¨gliche Anwendbarkeit des hier vor-
gestellten Angriffs noch nicht gekla¨rt ist.
2.2 Ein Grigorchuk-Gruppen-basiertes System
Als weiteres Primitiv soll nun ein auf der Ha¨rte des Wortproblems in Grigorchuk-
Gruppen basierendes Kryptosystem vorgestellt werden. Eine anschließende Analyse
des Systems fu¨hrt dabei zu einem vollsta¨ndigen strukturellen Bruch. Bemerkens-
wert dabei ist vor allem, daß der Angriff allein aus dem o¨ffentlichen Schlu¨ssel einen
passenden geheimen Schlu¨ssel ableitet, der zwar alle mit dem o¨ffentlichen Schlu¨s-
sel generierten Chiffrate entschlu¨sselt, aber dennoch (im allgemeinen) nicht der
”
legitime“ geheime Schlu¨ssel ist. In der Tat legt der o¨ffentliche Schlu¨ssel den gehei-
men nicht eindeutig fest, und diese Unmo¨glichkeit der Bestimmung des
”
legitimen“
geheimen Schlu¨ssels allein aus dem o¨ffentlichen wurde von Garzon und Zalc-
stein in [65] sogar als Argument fu¨r die Sicherheit des dort beschriebenen Systems
gewertet. Doch vor einer Behandlung des Systems und eines Angriffs darauf sol-
len zuna¨chst einige im Verlauf der weiteren Diskussion wichtige Eigenschaften von
Grigorchuk-Gruppen vorgestellt werden.
2.2.1 Grigorchuk-Gruppen
Sei eine unendliche terna¨re Folge χ = {χi}i∈N mit χi ∈ {0, 1, 2} fu¨r alle i gegeben.
Dann wird die mit χ assoziierte (unendliche) Grigorchuk-Gruppe Gχ generiert von
{a, bχ, cχ, dχ}, wobei nur a unabha¨ngig von χ ist. Es bezeichne hier und im folgen-
den D = {a, bχ, cχ, dχ} das Alphabet, welches durch diese Generatoren definiert
wird. Weiter sei nur angedeutet, daß die Struktur von Gχ durch ihre Interpretation
als Permutationsgruppe der Pfade durch den unendlichen Bina¨rbaum gegeben ist;
Details sind fu¨r diese Diskussion nicht von Bedeutung.
Folgende Aussage (vgl. [65]) zeigt die
”
Unhandlichkeit“ von Gχ bei geeigneter
Wahl von χ: Treten wenigstens zwei Zahlen aus {0, 1, 2} in χ unendlich oft auf,
so ist Gχ nicht endlich pra¨sentierbar und besitzt subexponentielles Wachstum.
Andererseits erschließt sich durch das folgende Ergebnis (ebenfalls aus [65]) eine
effiziente Lo¨sung des Wortproblems in Gχ unter Kenntnis von χ: Es existiert ein
deterministischer, polynomial laufzeitbeschra¨nkter Algorithmus, der bei Eingabe
eines beliebigen Wortesw ∈ D∗ und der dlog2 |w|e ersten Glieder von χ entscheidet,
ob das durch w gegebene Gruppenelement w ∈ Gχ das neutrale Element in Gχ ist.
2.2.2 Das System
Ausgehend von den gerade wiedergegebenen Resultaten wurde in [65] ein Pu-
blic-Key-Kryptosystem vorgeschlagen, dessen Sicherheit dem Wortproblem in ge-
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eignet gewa¨hlten Grigorchuk-Gruppen zugrundegelegt werden sollte. Dieses System
sei hier in gewohnter – allerdings in Ermangelung konkreter Parameter abstrakter –
Form beschrieben.
• KeyGen(1k) wa¨hlt zuna¨chst eine terna¨re Folge χ = {χi}i∈N mit χi ∈ {0, 1, 2}
fu¨r alle i, so daß insbesondere wenigstens zwei dieser mo¨glichen drei Werte
fu¨r die χi unendlich oft in χ auftreten. Teil des geheimen Schlu¨ssels sk ist
dann mit MGχ eine Turing-Maschine (konstruiert gema¨ß [65]), die das Wort-
problem in Gχ lo¨st, also bei Eingabe eines Wortes w ∈ D∗ entscheidet, ob
das zugeho¨rige Element w ∈ Gχ gleich der Identita¨t ist.
Anschließend wird eine endliche Menge R von Worten r u¨ber D bestimmt,
die – als Elemente r ∈ Gχ aufgefaßt – gleich der Identita¨t sind; außerdem
zwei Worte w0,w1 ∈ D∗, so daß die zugeho¨rigen w0, w1 ∈ Gχ ungleiche
Elemente in Gχ darstellen. Ausgabe von KeyGen ist schließlich (pk , sk) mit
pk = (R,w0,w1) und, wie besprochen, sk = (MGχ ,w0,w1). Die Klartext-
mengeMpk ist, unabha¨ngig von k, immer {0, 1}.
• Encrypt(1k, pk ,m) startet – sofern m ∈ {0, 1} und pk von der beschriebenen
Form (R,w0,w1) ist – mit einem vorla¨ufigen Chiffrat c = wm und a¨ndert
dieses Wort u¨ber D sukzessive ab durch Einfu¨gen und Lo¨schen von Worten
aus R. (Leider sind hierfu¨r in [65] keine konkreteren Richtlinien vorgeschla-
gen.) Ausgabe ist dann das solchermaßen erhaltene endgu¨ltige Wort c ∈ D∗
oder, im Falle ungu¨ltiger Eingaben, das leere Wort.
• Decrypt(1k, sk , c) gibt m = 0 aus, falls c ∈ D∗ und sk die Beschreibung
einer Turing-Maschine MGχ ist, so daß MGχ das Wort c
−1w0 als Identita¨t
in Gχ findet. Analog wird m = 1 ausgegeben, falls MGχ das Wort c
−1w1
als Identita¨t in Gχ identifiziert. In allen anderen Fa¨llen, insbesondere bei
ungu¨ltigen Eingaben, wird
”
⊥“ ausgegeben.
Sobald diese Algorithmenbeschreibungen auch durch PPT-Algorithmen imple-
mentierbar sind, ist aufgrund der Assoziativita¨t der Gruppe Gχ klar, daß dieses
System ein Public-Key-Kryptosystem nach Definition 2.1 ist.
2.2.3 Ein Angriff
In diesem Abschnitt soll der Angriff aus Gonza´lez Vasco, Hofheinz, Mart´ı-
nez und Steinwandt [78] auf das soeben beschriebene System vorgestellt werden.
Sei dazu ein o¨ffentlicher Schlu¨ssel (R,w0,w1) gegeben. Sei weiter N = max{|r| |
r ∈ R∪{w−10 w1}}. Dann ist aufgrund der vorangestellten Bemerkungen u¨ber Gri-
gorchuk-Gruppen ein Test auf Identita¨t in Gχ fu¨r alle Worte in R mo¨glich unter
Kenntnis lediglich der ersten dlog2Ne Glieder von χ. Gleichwohl ermo¨glichen sel-
bige Voraussetzungen einen Test auf w0 6= w1 mit durch die Worte w0,w1 ∈ D∗
gegebenen Elementen w0, w1 ∈ Gχ.
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Anders ausgedru¨ckt: Die
”
hinteren“ Glieder von χ sind fu¨r einen o¨ffentlichen
Schlu¨ssel gar nicht von Belang, in diesem Sinne ist also der o¨ffentliche Schlu¨ssel
unabha¨ngig von diesen Gliedern. Folglich ist ein Dechiffrieren beliebiger Klartexte
auch mittels einer Folge χ′ mo¨glich, die nur in den ersten dlog2Ne Gliedern mit χ
u¨bereinstimmt – der gegebene o¨ffentliche Schlu¨ssel ko¨nnte ja auch bei vorangehen-
der Wahl der Gruppe Gχ′ (statt Gχ) erzeugt worden sein.
U¨ber alle 3dlog2Ne ≈ N log2 3 mo¨glichen Belegungen der ersten dlog2Ne Glieder
eines solchen χ′ kann aber effizient eine vollsta¨ndige Suche durchgefu¨hrt werden;
fu¨r eine
”
richtige“ Belegung muß nur gelten, daß hiermit w0 6= w1 und alle r ∈ R
als Identita¨t in Gχ′ erkannt werden. (Obwohl die weiteren Glieder einer in ihren
Anfangsgliedern geratenen Folge χ′ dafu¨r nicht beno¨tigt werden, kann man sie sich
beliebig, aber fest denken.)
Insgesamt kann also mit vergleichsweise geringem Aufwand ein zum
”
tatsa¨chli-
chen“ geheimen Schlu¨ssel a¨quivalenter Schlu¨ssel gewonnen werden, und zwar aus-
schließlich unter Nutzung eines vorgegebenen o¨ffentlichen Schlu¨ssels. Es ist klar,
daß das behandelte System so keine
”
vernu¨nftige“ Sicherheitsdefinition erfu¨llen
kann, geschweige denn einen der in der Einleitung umrissenen asymptotischen Si-
cherheitsbegriffe.
2.3 Zopfgruppenbasierte Systeme
Schließlich soll noch eine Klasse von Systemen angesprochen werden, der gerade
in den letzten Jahren eine gro¨ßere Aufmerksamkeit zugekommen ist. Es handelt
sich dabei um Systeme, die auf der Schwierigkeit des Konjugationsproblems in
Zopfgruppen basieren. Zopfgruppen selbst sind mathematisch wohlbekannt und
gut untersucht (siehe etwa Artin [4], Garside [64], Birman [20]); deshalb steht
in dieser Arbeit die Untersuchung der kryptographischen Eignung insbesondere
des Konjugationsproblems in Zopfgruppen im Vordergrund. Doch zuna¨chst sollen
einige im folgenden benutzte Eigenschaften von Zopfgruppen vorgestellt werden.
2.3.1 Zopfgruppen
Fu¨r n ∈ N ist die Zopfgruppe Bn die von den Elementen σ1, . . . , σn−1 erzeugte
Gruppe, in der die Relationen
σiσjσi = σjσiσj fu¨r |i− j| = 1,
σiσj = σjσi fu¨r |i− j| > 1 (2.1)
gelten. Dabei werden die σi Artin-Generatoren und Elemente aus Bn Zo¨pfe ge-
nannt. Ein Zopf heißt positiv, wenn er als Produkt von Artin-Generatoren geschrie-
ben werden kann; formal wird auch die Identita¨t ε ∈ Bn als positiv betrachtet. Es
kann gezeigt werden (siehe etwa [64]), daß die Bn-Untermenge aller positiven Wor-
te bezu¨glich der Bn-Gruppenverknu¨pfung einen Monoid B
+
n bildet; weiter folgt
direkt aus (2.1), daß die La¨nge |w| eines positiven Wortes w ∈ B+n als La¨nge einer
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Abbildung 2.1: Zwei Darstellungen des Zopfes σ−13 σ1σ2 = σ1σ
−1
3 σ2 ∈ B4
Zerlegung in Artin-Generatoren wohldefiniert ist. Weiter existiert ein eindeutig be-
stimmter Homomorphismus pi : Bn → Sn in die symmetrische Gruppe Sn, der σi
auf die Transposition (i, i+ 1) abbildet.
Insbesondere dieser Sachverhalt, aber auch schon die Relationen (2.1) legen fol-
gende Anschauung nahe: Ein Zopf w ∈ Bn kann interpretiert werden als Verdrillung
von n Stra¨ngen, exemplarisch dargestellt in Abbildung 2.1. Die Gruppenverknu¨p-
fung in der Gruppe Bn kann dann als die Operation ”
Hintereinanderausfu¨hrung
von Verdrillungen“ interpretiert werden. Die Relationen (2.1) induzieren dabei eine
A¨quivalenz von genau solchen Verdrillungen, die bei befestigten Strangenden al-
lein durch
”
Umsortieren“ der U¨berkreuzungen von Stra¨ngen ineinander u¨berfu¨hrt
werden ko¨nnen.
Der spezielle, fundamental braid genannte Zopf ∆ ∈ Bn ist induktiv durch ∆1 :=
σ1, ∆i := σ1 · · ·σi∆i−1 fu¨r 1 < i < n und schließlich ∆ := ∆n−1 definiert. Die
Schreibweise v ≤ w fu¨r Zo¨pfe v, w ∈ Bn dru¨ckt aus, daß positive Zo¨pfe α, β ∈
B+n existieren, fu¨r die w = αvβ ist. Mit dieser Schreibweise wird jeder Zopf w ∈
B+n mit ε ≤ w ≤ ∆ auch kanonischer Faktor genannt. Da die oben besprochene
Abbildung pi, eingeschra¨nkt auf die Menge aller kanonischen Faktoren, bijektiv
ist, ko¨nnen kanonische Faktoren also mit Permutationen auf n Stellen identifiziert
werden.
Eine Zerlegung γ = αβ von γ ∈ B+n in einen kanonischen Faktor α und positi-
ves β heißt linksgewichtet, wenn fu¨r jede andere solche Zerlegung γ = α′β′ schon
|α′| ≤ |α| ist, d. h. wenn die La¨nge von α maximal ist. Jeder Zopf w ∈ Bn kann
in einer eindeutigen, ∆-Normalform genannten Weise als Wort in Artin-Genera-
toren bzw. deren Inversen geschrieben werden. Genauer gibt es fu¨r w eindeutig
bestimmte r ∈ Z und W1, . . . ,Ws ∈ B+n mit w = ∆rW1 · · ·Ws, so daß die Wi
von ε verschiedene kanonische Faktoren sind, und weiter alle Zerlegungen WiWi+1
linksgewichtet sind. Man nennt inf w := r das Infimum und supw := r + s das
Supremum von w. Die ∆-Normalform eines Wortes kann effizient berechnet und
rechnerintern dargestellt werden – vgl. Cha u. a. [44] fu¨r optimierte Verfahren
hierzu.
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Zwei Zo¨pfe v, w ∈ Bn heißen konjugiert, wenn ein x ∈ Bn mit w = x−1vx
existiert. Das Konjugationsproblem in Zopfgruppen bezeichnet die Aufgabe, fu¨r
konjugierte v, w ∈ Bn ein solches x ∈ Bn mit w = x−1vx zu finden.3 Ein Zugang
zur Lo¨sung des Konjugationsproblems fu¨hrt u¨ber die Berechnung der (endlichen)
super summit sets S(v) bzw. S(w) – siehe hierzu etwa Elrifai und Morton
[59]. Diese Mengen bestehen dabei aus allen zu v bzw. w konjugierten Zo¨pfen
mit minimalem Supremum und maximalem Infimum. Leider ist die Ma¨chtigkeit
solcher Mengen nicht gekla¨rt, und eine explizite Berechnung von S(z) scheint fu¨r
hinreichend lange Wo¨rter z ∈ Bn nicht praktikabel, vgl. Ko u. a. [97].
2.3.2 Ein Kryptosystem
Exemplarisch soll hier skizziert werden, wie aus der Ha¨rte des Konjugationspro-
blems ein Public-Key-Kryptosystem abgeleitet werden kann. Hierzu wird das Sy-
stem aus [97] vorgestellt, wobei {Hk}k∈N eine Familie von Hashfunktionen be-
zeichne.4 Es soll dabei auch mo¨glich sein, Zo¨pfe eindeutig als Bitstrings zu in-
terpretieren und insbesondere als Argumente eines Hk einzusetzen. (Die Eindeu-
tigkeitsforderung kann beispielsweise durch Berechnung der ∆-Normalform erfu¨llt
werden.) Weiter sei noch folgende Notation vereinbart: Fu¨r 1 < `, r < n bezeichne
LB ` bzw. RB r die von σ1, . . . , σ`−1 bzw. σn−r+1, . . . , σn−1 generierte Untergruppe
von Bn. Man beachte, daß damit ein Element v ∈ LB ` mit beliebigen Elementen
w ∈ RB r kommutiert, sofern nur `+ k ≤ n ist.
• KeyGen(1k) wa¨hlt zuna¨chst zwei Zahlen `, r ∈ N und setzt n := ` + r. An-
schließend werden Zo¨pfe a ∈ LB ` und x ∈ Bn gewa¨hlt und y := a−1xa
berechnet. Damit ist pk = (n, `, r, x, y), sk = (n, a) und die Ausgabe von
KeyGen wie gewohnt von der Form (pk , sk). Die assoziierte Klartextmenge
Mpk ist dabei {0, 1}k.
• Encrypt(1k, pk ,m) wa¨hlt – fu¨r m ∈ {0, 1}k und wie beschriebenes pk =
(n, `, r, x, y) – einen Zopf b ∈ RB r und berechnet d := b−1xb und e :=
Hk(b
−1yb) ⊕ m. Ausgabe ist dann das Chiffrat c := (d, e) oder, im Falle
ungu¨ltiger Eingaben, die leere Ausgabe.
• Decrypt(1k, sk , c) gibt m ∈ {0, 1}k∪{⊥} aus, wobei m := Hk(a−1da)⊕e, falls
sk von der Form (n, a) ∈ N × Bn und c von der Form (d, e) ∈ Bn × {0, 1}k
ist. Andernfalls wird m := ⊥ gesetzt.
Das beschriebene System entschlu¨sselt immer korrekt, da (in der oben benutzten
Notation) z := a−1da = a−1b−1xba = b−1a−1xab = b−1yb ist. Andererseits genu¨gt
3Zwar existiert auch eine Entscheidungsvariante des Konjugationsproblems, jedoch ist fu¨r die
weitere Diskussion nur die gegebene Formulierung als Suchproblem von Belang.
4In [97] wird eine ”ideale“ Hashfunktion gefordert, so daß man sich hier letztlich ein Random
Oracle vorstellen kann. Nimmt man aber ”nur“ eine Familie von kollisionsresistenten Hash-
funktionen gema¨ß Definition A.9 an, kann ein in jedem intuitiven Sinne unsicheres System
entstehen.
32
2.3 Zopfgruppenbasierte Systeme
es, fu¨r gegebenes y = a−1xa und d = b−1xb dieses Element z zu finden, um das
mit d assoziierte Chiffrat zu entschlu¨sseln. Findet man sogar ein a′ ∈ LB ` mit
y = a′−1xa′ (oder ein b′ ∈ RB r mit d = b′−1xb′), so kann man hiermit insbesondere
z = a′−1da′ (bzw. z = a′−1ya′) berechnen. In diesem Sinne beruht die Sicherheit
des gerade skizzierten Systems auf der Schwierigkeit des Konjugationsproblems in
der Gruppe Bn.
Es sei hier jedoch auf einen feinen Unterschied hingewiesen: Eine Lo¨sung des
Konjugationsproblems liefert in der obigen Situation nur einen
”
konjugierenden“
Zopf a′ ∈ Bn mit y = a′−1xa′; um zu dechiffrieren wird jedoch ein Zopf a′ beno¨tigt,
welcher mit b kommutiert, was beispielsweise fu¨r a′ ∈ LB ` der Fall ist. Dieses
verallgemeinerte Konjugationsproblem wird in [97]
”
Generalized Conjugacy Search
Problem“ genannt.
Deshalb sei bemerkt, daß der nachfolgend beschriebene heuristische Algorithmus
– den experimentellen Ergebnissen nach zu urteilen – fu¨r die in [97] vorgeschlagenen
Parameter auch dieses verallgemeinerte Konjugationsproblem erfolgreich lo¨st. Be-
zu¨glich der genauen Wahl der beteiligten Zo¨pfe x, a, b werden in [97] keine na¨heren
Angaben gemacht. Jedoch regen die dortigen Sicherheitsabscha¨tzungen dazu an,
Zo¨pfe x, a, b mit jeweils etwa 5–12 kanonischen Faktoren aus einer Zopfgruppe Bn
bzw. LB `,RB r mit 50 ≤ n ≤ 90 und ` ≈ r zu betrachten. Die konkrete Wahl der
kanonischen Faktoren erfolgt dabei, in Ermangelung vorgeschlagener Alternativen,
zufa¨llig gema¨ß [44].
Der Vollsta¨ndigkeit halber seien hier noch die gleichsam auf Varianten des Konju-
gationsproblems fußenden Schlu¨sselaustauschprotokolle aus Anshel u. a. [3], [97],
Anshel u. a. [2] erwa¨hnt. Der untenstehende heuristische Algorithmus wurde auch
fu¨r Instanzen des Konjugationsproblems erfolgreich getestet, welche sich aus den
fu¨r diese Systeme vorgeschlagenen Parametern ergeben. Die genauen Ergebnisse
finden sich im na¨chsten Abschnitt.
2.3.3 Ein heuristischer Algorithmus
An dieser Stelle soll der heuristische Algorithmus aus Hofheinz und Stein-
wandt [89] fu¨r das besprochene Konjugationsproblem in Zopfgruppen angegeben
werden. Es sei nochmals darauf hingewiesen, daß eine Lo¨sung von Instanzen des
Konjugationsproblems einen Weg darstellt, ein Kryptosystem zu brechen, ohne sich
eine Schwa¨che in der Struktur des Systems zunutze zu machen – es wird einfach
die zugrundegelegte Annahme (im vorliegenden Fall also die Annahme der Ha¨r-
te des Konjugationsproblems) angegriffen. Hierfu¨r ist keine allgemeine Lo¨sung des
Konjugationsproblems vonno¨ten; es reicht vielmehr, fu¨r kryptographische Zwecke
vorgeschlagene Instanzen zu betrachten und in einigen Fa¨llen Erfolg zu haben.
Zuvor sollen jedoch noch zwei Bezeichnungen vereinbart werden: Ein Zopf γ ∈
B+n wird Wortende eines Zopfes α ∈ B+n genannt, wenn eine Zerlegung α = βγ mit
β ∈ B+n existiert. Weiter bezeichne τ den inneren Bn-Automorphismus ”Konjuga-
tion mit ∆“, d. h. τ(w) = ∆−1w∆ fu¨r w ∈ Bn. Das folgende Ergebnis wird fu¨r den
zu besprechenden Algorithmus von Bedeutung sein; der erste Teil hiervon wurde
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schon fu¨r den Angriff aus Lee und Lee [102] genutzt.
Lemma 2.2. Seien v, w ∈ Bn mit w = x−1vx fu¨r ein x ∈ B+n . Es bezeichne dabei
∆rW1 · · ·Ws die ∆-Normalform von w. Dann gilt:
• Ist inf w < inf v, so ist ∆τ r(W−11 ) ein Wortende von x.
• Ist supw > sup v, so ist Ws ein Wortende von x.
Beweis. Ein Beweis der ersten Aussage findet sich im Beweis von [59, Lemma 4.3].
Damit folgt die zweite Behauptung, da – in der Terminologie von [59] –
”
reverse
cycling“ eines Zopfes w ∈ Bn durch ”cycling“ von w
−1 erreicht werden kann.
Zuna¨chst ist zu beachten, daß die Forderung x ∈ B+n fu¨r die hiesigen Zwecke
keine Einschra¨nkung darstellt: Da ∆2 das Zentrum von Bn erzeugt (vgl. [64]),
folgt aus w = x′−1vx′ fu¨r ein x′ = ∆rX1 · · ·Xs automatisch w = x−1vx fu¨r
x = ∆r mod 2X1 · · ·Xs ∈ B+n . Damit kann Lemma 2.2 wie folgt genutzt werden:
Durch Konjugation von w mit (∆τ r(W−11 ))
−1 bzw. W−1s kann ein gegebenes Kon-
jugationsproblem (unter den genannten Voraussetzungen) auf ein Konjugationspro-
blem mit ku¨rzerem konjugierenden Zopf x reduziert werden. Diese Technik wurde
urspru¨nglich in [59] benutzt, um das super summit set S(w) eines Zopfes w zu
berechnen.
Der erste Schritt des heuristischen Algorithmus aus [89] besteht nun darin, durch
wiederholte Anwendung von Lemma 2.2 zu einem reduzierten Konjugationspro-
blem w′ = x′−1vx′ mit inf w′ = inf v und supw′ = sup v zu gelangen. (Hier sei be-
merkt, daß diese Bedingung nach endlich vielen Konjugationen mit (∆τ r(W−11 ))
−1
bzw. W−1s eintritt, vgl. Birman u. a. [21] fu¨r eine genaue diesbezu¨gliche Abscha¨t-
zung.) Fu¨r alles Weitere entscheidend ist nun die folgende Beobachtung: Die bei
initialer Parameterwahl gema¨ß [97, 44] erzeugten Instanzen des Konjugationspro-
blems fu¨hren oft zu reduzierten Instanzen w′ = x′−1vx′, bei denen der konjugieren-
de Zopf x′ schon kanonischer Faktor ist. Ein kanonischer Faktor x′ ist andererseits
schon eindeutig durch sein Bild pi(x′) unter pi, also durch die von ihm induzierte
Permutation bestimmt.
Betrachtet man also das Konjugationsproblem w′ = x′−1vx′ in der symmetri-
schen Gruppe Sn, untersucht man also pi(w
′) = τ−1pi(v)τ fu¨r τ ∈ Sn, so ist auf-
grund der Homomorphieeigenschaft von pi gewiß τ = pi(x′) eine gu¨ltige Lo¨sung
dieser Gleichung. Eine zweite Beobachtung ist nun, daß die durch Parameterwahl
gema¨ß [97, 44] gewonnenen Instanzen dieses Sn-Konjugationsproblems oft nur we-
nige (in einem noch genauer zu fassenden Sinne)
”
einfache“ Lo¨sungen x besitzen.
Es bietet sich folgendes Vorgehen an: Bei gegebenem reduziertem Konjugations-
problem w′ = x′−1vx′ lo¨se man diese Gleichung in der symmetrischen Gruppe fu¨r
τ = pi(x′) und transportiere die Lo¨sungen als kanonische Faktoren x′ zuru¨ck in die
Zopfgruppe Bn. Dargestellt in Pseudocode ergibt sich insgesamt der Algorithmus
aus Abbildung 2.2.
In diesem Algorithmus wird inf x = 0 fu¨r den konjugierenden Zopf x ∈ Bn mit
w = x−1vx angenommen. Dies geschieht ohne Beschra¨nkung der Allgemeinheit, da
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Algorithmus
• Eingabe: v, w ∈ Bn mit w = x−1vx fu¨r ein x ∈ B+n mit inf x = 0.
• Ausgabe: entweder α ∈ B+n mit w = α−1vα oder ‘failed’.
1. Initialisiere α als das leere Wort ε.
2. Berechne die ∆-Normalform von v und w,
so daß w = ∆rW1 · · ·Ws.
3. While inf w < inf v do
Setze γ := ∆τ r(W−11 ), α := γα, w := γwγ
−1,
Berechne die ∆-Normalform von w wie in 2.
4. While supw > sup v do
Setze γ := Ws, α := γα, w := γwγ
−1,
Berechne die ∆Normalform von w wie in 2.
5. Setze µ := GuessPermutation(v, w), α := µα, w := µwµ−1.
6. If v = w then
Return α,
else
Return ‘failed’.
Abbildung 2.2: Ein heuristischer Algorithmus zur Lo¨sung des Konjugationspro-
blems in der Zopfgruppe Bn
wie geschildert 0 ≤ inf x ≤ 1 vorausgesetzt werden darf, und der Fall inf x = 1 in
den Fall inf x = 0 mittels Konjugation mit ∆−1 u¨berfu¨hrt werden kann. Dabei ist
nicht von Belang, daß inf x nicht bekannt ist; da nur inf x = 0 oder inf x = 1 in
Frage kommt, kann der Algorithmus fu¨r beide Werte ausgefu¨hrt werden, wobei im
Fall inf x = 1 der Zopf w zuna¨chst mit ∆−1 konjugiert wird.
Es ist soweit noch nicht besprochen worden, wie eine Lo¨sung τ ∈ Sn der Glei-
chung pi(w′) = τ−1pi(v)τ in der symmetrischen Gruppe Sn gefunden werden kann.
Im Algorithmus wird diese Aufgabe in eine Unterroutine
”
GuessPermutation“ aus-
gelagert. Es ist klar, daß Konjugation mit einer Permutation τ ∈ Sn einen Zyklus
(v1, . . . , vi) der Permutation pi(v) auf den Zyklus (τ(v1), . . . , τ(vi)) abbildet. Insbe-
sondere wird, wenn pi(v) etwa j Zyklen der La¨nge k hat, jede Lo¨sung τ Anlaß zu
weiteren j! · kj − 1 Lo¨sungen geben.
Nun zeigen allerdings praktische Experimente, daß – in obiger Notation – x′
meist nicht nur kanonischer Faktor ist, sondern die induzierte Permutation pi(x′)
noch dazu eine einfache,
”
lokale“ Form hat. Es empfiehlt sich deshalb fu¨r die Rou-
tine
”
GuessPermutation“, eine mo¨glichst einfache Permutation τ aus einer mo¨g-
licherweise großen Lo¨sungsmenge auszuwa¨hlen. Experimentell zeigt sich dabei die
Formulierung des Algorithmus aus Abbildung 2.3 erfolgreich.
Die Idee dieser Formulierung von
”
GuessPermutation“ ist denkbar einfach: In
Schritt 3 werden Anfa¨nge von Zyklen von pi(v) mit Anfa¨ngen von Zyklen von
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GuessPermutation
• Eingabe: v, w ∈ Bn mit w = x−1vx fu¨r ein x ∈ B+n mit inf x = 0.
• Ausgabe: ein kanonischer Faktor µ ∈ B+n .
1. Initialisiere τ ∈ Sn als Identita¨t.
2. Setze (χ1, . . . , χn) := (false, . . . , false).
3. For i from n downto 1 do
Setze r := i, s := i,
While χr = false do
Setze χr := true,
Setze r := pi(v)(r), s := pi(w)(s),
If r 6= s then
Setze τ(r) := s.
4. Setze (ξ1, . . . , ξn) := (false, . . . , false).
5. For i from n downto 1 do
If ξi = false then
Setze ξi := true, r := i,
While ξτ(r) = false and τ(r) 6= r do
Setze r := τ(r), ξr := true.
Setze τ(r) := i.
6. Return pi−1(τ).
Abbildung 2.3: Die Unterroutine GuessPermutation
pi(w) in Verbindung gebracht; anschließend werden die gesamten jeweiligen Zyklen
identifiziert. Dabei wird ausgenutzt, daß die
”
Enden“ der jeweiligen Zyklen iden-
tisch sind, was natu¨rlich nur bei einfachen konjugierenden Permutationen pi(x) der
Fall ist. Hierbei eventuell auftretende Unvollsta¨ndigkeiten in der Darstellung von
pi(x) werden in Schritt 5 bereinigt. Die fu¨r die Bestimmung des Ru¨ckgabewertes in
Schritt 6 benutzte Schreibweise pi−1(τ) ist so zu interpretieren: pi−1(τ) liefert den
eindeutig bestimmten kanonischen Faktor α′ ∈ B+n mit pi(α′) = τ .
2.3.4 Experimentelle Ergebnisse
Um den vorangehenden Behauptungen Kraft zu verleihen, wurde der Algorithmus
aus Abbildung 2.2 nebst der Routine
”
GuessPermutation“ in C++ implementiert.
Hierbei wurde die CBraid-Bibliothek aus Cha [43] verwendet. Die Versuche fan-
den auf einem ga¨ngigen, mit 1,8 GHz getakteten PC statt. Erfreulicherweise bear-
beitet der Algorithmus dabei einzelne Konjugationsprobleme sehr schnell, so daß
lange Versuchsreihen durchgefu¨hrt werden konnten. Die aus einer Parameterwahl
gema¨ß [97, 44] resultierenden Instanzen waren dabei der Form w = x−1vx fu¨r Zo¨pfe
x ∈ LBn/2 ⊆ Bn und v ∈ Bn, die jeweils aus p kanonischen Faktoren bestanden.
36
2.3 Zopfgruppenbasierte Systeme
Dabei variiert n von 45 bis 90, und p von 3 bis 12; ferner wurde ` = bn
2
c und
r = dn
2
e gewa¨hlt. Fu¨r diese Wahl der Instanzen konnten die folgenden Ergebnisse
beobachtet werden:
n p Versuche Erfolgsquote
45 3 1000 78,1%
50 5 1000 79,1%
70 7 1000 79,0%
90 12 1000 80,0%
Hierbei wurde eine Ausgabe des Algorithmus genau dann als
”
Erfolg“ gewertet,
wenn ein α ∈ B+n mit w = x−1vx gefunden werden konnte, d. h. wenn das Konju-
gationsproblem erfolgreich gelo¨st werden konnte. Es ist klar, daß angesichts dieser
Ergebnisse das vorhin vorgestellte System aus [97] – fu¨r die dort vorgeschlagenen
Parameter – nicht mehr als sicher angesehen werden darf.
Zwar existierten zum Zeitpunkt der Publikation [89] des besprochenen Algo-
rithmus und der damit erzielten Ergebnisse schon Angriffe sehr unterschiedlicher
Natur auf zopfgruppenbasierte Systeme; genannt seien hier insbesondere die An-
griffe aus [102], Hughes [92]. Jedoch waren diese Angriffe allesamt theoretischer
Natur; die Komplexita¨t dieser Angriffe konnte theoretisch nicht vollsta¨ndig gekla¨rt
werden, und praktische Implementierungen funktionierten nur fu¨r sehr kleine Pa-
rameter (etwa fu¨r Zopfgruppenindizes n < 10). Damit war [89] die erste Arbeit, die
vorgeschlagene zopfgruppenbasierte Systeme praktisch und damit nachvollziehbar
erfolgreich angreifen konnte.
Tatsa¨chlich konnten in [89] die Ergebnisse auch auf das in [97] vorgeschlagene
Schlu¨sselaustauschverfahren ausgedehnt werden; dies erforderte keine weiteren Be-
mu¨hungen, da dieses System auf demselben algebraischen Problem beruht. Auch
konnte der gegebene Angriff auf das Schlu¨sselaustauschverfahren aus [3, 2] u¨bertra-
gen werden, das seine kryptographische Sta¨rke aus der Schwierigkeit des simultanen
Konjugationsproblems in Zopfgruppen zieht. Dieses Problem besteht in der Aufga-
be, bei gegebenen Paaren (vi, wi = x
−1vix) ein konjugierendes x mit wi = x−1vix
fu¨r alle i zu finden. Die Erfolgsquote fu¨r Instanzen dieses simultanen Konjuga-
tionsproblems, die aus den in [3, 2] vorgeschlagenen Parametern resultieren, war
generell sogar noch ho¨her. Hierzu war natu¨rlich eine in [89] geschilderte Anpassung
des Algorithmus aus Abbildung 2.2 vonno¨ten.
Abschließend muß also festgestellt werden, daß die Systeme aus [3, 97, 2] fu¨r
die dort vorgeschlagene Parameterwahl als nicht sicher angesehen werden sollten.
Es konnte ein Algorithmus fu¨r das zugrundeliegende algebraische Problem – das
Konjugationsproblem in Zopfgruppen – angegeben werden. Zwar lo¨st dieser das
Problem nicht im mathematischen Sinne, denn es kann keine Lo¨sung garantiert
werden, und insbesondere kam es bei den Experimenten vor, daß der Algorithmus
keine Lo¨sung lieferte. Jedoch konnte im Falle von fu¨r kryptographische Zwecke
vorgeschlagenen Instanzen eine ausreichende Erfolgswahrscheinlichkeit des Algo-
rithmus experimentell nachgewiesen werden.
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2.3.5 Neuere Entwicklungen
Seit Publikation der Arbeit [89] gab es einige neuere Entwicklungen. Die Ar-
beit Cheon und Jun [45] entwickelt einen polynomialen Algorithmus zur Lo¨sung
des Search-Diffie-Hellman-Problems in Zopfgruppen. Dies ist insofern hochinteres-
sant, als dieses Problem eng verwandt ist mit dem Problem, auf dem die Systeme
aus [97] basieren. In der Tat bricht der Algorithmus aus [45] schon die in [97] vor-
geschlagenen Systeme. Weiter konnte auch die in [44] angedeutete Variante des
Systems aus [97], welche nicht mehr auf dem Diffie-Hellman-Problem in Zopfgrup-
pen fußt, in der Arbeit Lee und Park [101] erfolgreich angegriffen werden.
Andererseits konnte in Dehornoy [53], Sibert [128] ein eleganter Weg der
Instanzenwahl fu¨r das Konjugationsproblem in Zopfgruppen angegeben werden,
welcher durch eine geschickte Vorverarbeitung der Zo¨pfe v und w versucht, den
in diesem Kapitel behandelten Angriff auszuschließen. Tatsa¨chlich besta¨tigen Ex-
perimente den diesbezu¨glichen Erfolg dieser Vorbehandlung, soweit es den hier
beschriebenen Angriff betrifft. Bislang steht allerdings eine theoretische Analy-
se dieser Instanzenwahl aus. U¨berdies wirft die in Gebhardt [66] beschriebene
allgemeine Methode, das Konjugationsproblem in Zopfgruppen anzugehen, ernste
Fragen bezu¨glich einer sicheren Instanzenwahl auf.
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Nachdem im vorangehenden an einigen Beispielen zugrundeliegende Bausteine von
Public-Key-Kryptosystemen untersucht wurden, soll jetzt der schon anfangs auf-
geworfenen Frage nach einer sinnvollen Sicherheitsdefinition eines solchen Systems
nachgegangen werden. Es ist klar, daß die im letzten Kapitel angesprochenen Sy-
steme angesichts der dortigen Betrachtungen in keinem intuitiven Sinn als
”
sicher“
betrachtet werden ko¨nnen. Offen bleibt aber immer noch die Frage nach einem
hinreichenden Kriterium fu¨r Sicherheit – wobei soweit noch nicht einmal gekla¨rt
wurde, was mit Sicherheit u¨berhaupt gemeint ist.
In der Einleitung wurde dargestellt, daß sich, beginnend mit der Arbeit Gold-
wasser und Micali [75], eine Reihe von sehr unterschiedlich motivierten Defini-
tionen herausgebildet hat. Ohne auf Details einzugehen, sei in Abbildung 3.1 allein
zur Darstellung der Unu¨bersichtlichkeit der Sachlage ein Diagramm aus Bellare
u. a. [17] wiedergegeben, welches Implikationen zwischen verschiedenen formalen
Sicherheitsdefinitionen fu¨r Public-Key-Kryptosysteme veranschaulicht.
Ein Pfeil zwischen zwei Begriffen A → B bedeutet eine Implikation, ein durch-
gestrichener Pfeil die Existenz eines trennenden Beispiels (sofern u¨berhaupt ein
System den Anforderungen von A genu¨gt); das Diagramm ist in dem Sinne voll-
sta¨ndig, als daß durch Ausnutzen von Transitivita¨t fu¨r je zwei Begriffe A,B ent-
weder A→ B oder A 6→ B erkannt werden kann. Die Abku¨rzungen sind wie folgt
zu lesen: Der Teil vor dem
”
-“ bezeichnet das Ziel des Angriffs, wobei
”
IND“ fu¨r
”
indistinguishability of ciphertexts“ steht (siehe1 [75]), und
”
NM“ fu¨r
”
non-mallea-
bility“ (vgl. Dolev u. a. [55]). Der Teil nach dem
”
-“ legt den Typ eines Angriffs
fest, wobei
”
CPA“ fu¨r
”
chosen-plaintext-attack“ steht, und
”
CCA1“ und
”
CCA2“
fu¨r die Chosen-Ciphertext-Angriffe aus Naor und Yung [110] bzw. Rackoff
und Simon [121] stehen.
”
IND-CPA“ meint demnach
”
indistinguishability of ci-
phertexts under chosen-plaintext attacks“ und damit eine vergleichsweise schwache
Eigenschaft eines Public-Key-Kryptosystems.
In Abbildung 3.1 sind la¨ngst nicht alle ga¨ngigen Sicherheitsdefinitionen erfaßt;
prominente Abwesende sind insbesondere jegliche Formulierung semantischer Si-
cherheit (gepra¨gt in [75]) und der Begriff der
”
plaintext awareness“ (vgl. Bellare
und Rogaway [19]).
Hier sollen diese Zusammenha¨nge nicht weiter erforscht werden; vielmehr soll
ein intuitiver Zugang zu einer Sicherheitsdefinition fu¨r Public-Key-Kryptosysteme
1In dieser Arbeit wurde der Begriff noch ”polynomial security“ genannt.
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Abbildung 3.1: Implikationen zwischen verschiedenen Sicherheitsdefinitionen fu¨r
Public-Key-Kryptosysteme, vgl. [17]
gewa¨hlt werden. Hierbei soll im Vordergrund stehen, daß ein Public-Key-Krypto-
system direkt zur U¨bermittlung von Nachrichten genutzt wird. In diesem Szenario
fa¨llt eine Formulierung von Sicherheit leichter; es dra¨ngt sich folgende Forderung
auf: Ein Public-Key-Kryptosystem ist
”
sicher“, wenn mit ihm (bei naheliegender
Benutzung) ein sicherer Kanal realisiert werden kann. Es soll also fu¨r einen Teil-
nehmer A mo¨glich sein, Nachrichten sicher zu einem anderen Teilnehmer B zu
schicken, indem eine Nachricht einfach mit dem o¨ffentlichen Schlu¨ssel von B ver-
schlu¨sselt wird. Wie gesagt bedeutet
”
sicher“ in diesem Zusammenhang nun, daß
durch dieses Vorgehen ein sicherer Kanal von A nach B realisiert wird.
Aus verschiedenen Gru¨nden war diese Betrachtung sehr vage, und sie kann auch
zum jetzigen Zeitpunkt nur vage sein, da noch gewisse technische Hilfsmittel fehlen.
Es ist noch nicht gekla¨rt, was es heißt,
”
einen sicheren Kanal zu realisieren“. Es ist
noch nicht einmal klar, was ein sicherer Kanal u¨berhaupt ist. Auch wurde die Frage
der Authentifikation bislang nicht besprochen; sollen die Chiffrate schon u¨ber einen
authentifizierten Kanal geschickt werden, oder soll eine explizite Authentifikation
erfolgen?
All diese Fragen werden im folgenden nach und nach wieder aufgegriffen und
gekla¨rt werden. Fu¨r den Augenblick sollte allein die Anschauung im Vordergrund
stehen, die hinter der in diesem Kapitel vorgestellten Modellierung steckt. Es soll
nicht verschwiegen werden, daß damit auch eine Motivation geschaffen werden soll-
te, den folgenden Abschnitt gru¨ndlich zu lesen, obwohl dieser auf den ersten Blick
keine Verbindung zur Problematik zu haben scheint. Jedoch ist es wichtig, zuna¨chst
alle Rahmenbedingungen abzustecken, um schließlich mit einem gefestigten Begriff
von
”
Sicherheit“ belohnt werden zu ko¨nnen.
3.1 Gewa¨hlte Modellierung von
Mehrparteienberechnungen
Was folgt, ist zuna¨chst eine Fixierung des Umfelds, in dem Sicherheitsdefinitionen
betrachtet werden sollen. Dazu wird auf ein sehr allgemeines Berechnungsmodell fu¨r
Mehrparteienprotokolle zuru¨ckgegriffen. Dies geschieht in voller Allgemeinheit, um
auch fu¨r die spa¨ter noch zu besprechenden Protokollaufgaben geru¨stet zu sein. Es
kann damit eine einheitliche Betrachtung sehr unterschiedlicher Protokollaufgaben
erfolgen; eine Beschra¨nkung auf die Protokollaufgabe
”
sichere Nachrichtenu¨ber-
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mittlung“ bzw.
”
sicherer Kanal“ ist hier weder no¨tig noch vorteilhaft. Zudem kann
auch die Verwendung beispielsweise eines Public-Key-Kryptosystems in gro¨ßeren
Protokollen auf diese Weise nachvollzogen werden.
Da fu¨r die hiesigen Zwecke entscheidend, soll sich hier auf Berechnungsmodelle
konzentriert werden, welche sichere Komposition von Protokollen erlauben. Damit
ist der Erhalt von Sicherheitseigenschaften bei Verwendung von ein oder mehreren
Instanzen des betrachteten Protokolls in gro¨ßeren Protokollen gemeint.
Irritierenderweise folgt diese Eigenschaft nicht automatisch: Beispielsweise ver-
liert jedes Drei-Runden-Protokoll fu¨r einen
”
zero-knowledge proof of knowledge“
(fu¨r
”
interessante“ Sprachen und
”
black-box-Sicherheit“) seine Sicherheit unter par-
alleler Komposition, vgl.Goldreich und Krawczyk [72]. Glu¨cklicherweise kann
allerdings im Falle von simulierbarkeitsbasierten Modellen eine intuitive und allge-
meine Formulierung von Sicherheit mit der Garantie einer solchen Komponierbar-
keit verbunden werden.
Alternativ zu dem hier gewa¨hlten und alsbald zu besprechenden Modell aus Ca-
netti [27] ha¨tten sich insbesondere die Modellierungen Pfitzmann u. a. [115],
Canetti [26], Pfitzmann und Waidner [117], Maurer [107], Backes u. a.
[11] angeboten. Die Wahl von [27] erfolgte dabei vor allem wegen einer schon vor-
handenen
”
Infrastruktur“ zahlreicher formulierter Idealisierungen und untersuchter
Protokolle. Doch nun zum eigentlichen Modell aus [27].
3.1.1 Maschinenmodell
Die Parteien eines Protokolls, insbesondere aber auch ein explizit als eigensta¨ndige
Maschine aufgefaßter Angreifer, sind modelliert als interaktive Turingmaschinen
(ITMs). Wichtig dabei ist, daß eine ITM mehrmals aktiviert werden kann und
somit sowohl eine Menge von Wartezusta¨nden als auch eine Menge von Haltezu-
sta¨nden besitzt. Angelehnt an Goldwasser u. a. [76] wird in [27] eine interaktive
Turingmaschine (ITM) als Erweiterung einer Turingmaschine definiert.
Eine ITM A verfu¨gt neben dem Arbeitsband u¨ber ein nur lesbares Identita¨ts-
band, welches die (im Kontext mehrerer ITMs als eindeutig geforderterte) Identita¨t
von A entha¨lt. Weiter besitzt A ein nur lesbares Sicherheitsparameterband, auf wel-
chem der betrachtete Sicherheitsparameter k codiert ist. ([27] legt nicht fest, ob dies
in bina¨rer oder una¨rer Codierung zu geschehen hat; fu¨r alles Folgende ist dies aber
nicht von Belang.) Ferner hat A ein Zufallsband, welches eine bei der initialen Ak-
tivierung von A gewa¨hlte unendliche Folge unabha¨ngig gleichverteilter Zufallsbits
entha¨lt.
Außerdem besitzt A ein nur lesbares Eingabeband und ein nur einmal beschreib-
bares Ausgabeband; ferner ein Eingangs-Kommunikationsband und ein Ausgangs-
Kommunikationsband. Es wird hier eine Codierung vorausgesetzt, die es erlaubt,
den Inhalt dieser Kommunikationsba¨nder als Folge von Nachrichten zu interpre-
tieren, welche ihrerseits jeweils aus einem Sender- bzw. Empfa¨ngerfeld (welches
die Identita¨t der sendenden bzw. empfangenden ITM festlegt) und einem Inhalts-
feld bestehen. (Diese Codierung ist zuna¨chst syntaktisch zu verstehen; es ist nicht
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immer garantiert, daß eine Nachricht nicht mit gefa¨lschtem Absender ausgeliefert
wird. Details hierzu werden im na¨chsten Abschnitt gekla¨rt.)
Schließlich besitzt A ein les- und beschreibbares Ein-Bit-Aktivierungsband, wel-
ches festlegt, ob A gerade aktiv ist. Eine Aktivierung von A wird automatisch
beendet, wenn A einen Warte- oder einen Haltezustand einnimmt. Wichtig fu¨r die
weiteren Betrachtungen ist, daß zwischen Halte- und Wartezusta¨nden einer ITM
A unterschieden wird. Geht A in einen Wartezustand u¨ber, so kann A zu einem
spa¨teren Zeitpunkt, etwa im Falle neuer Nachrichten oder Eingaben, erneut akti-
viert werden. Befindet sich A allerdings in einem Haltezustand, so la¨ßt jede weitere
Aktivierung A invariant.
Was Komplexita¨tsbetrachtungen angeht, interessiert hier nur die Unterscheidung
”
effizienter“ und
”
ineffizienter“ ITMs. Es bietet sich dafu¨r der Begriff der polyno-
mialen Laufzeit an: Eine ITM A heißt (strikt) polynomial beschra¨nkt genau dann,
wenn ein Polynom pA ∈ Z[k] existiert, so daß A fu¨r alle Sicherheitsparameter k
unabha¨ngig von der Belegung des Zufallsbands und unabha¨ngig von eingehenden
Eingaben und Nachrichten jede Aktivierung nach ho¨chstens pA(k) Schritten been-
det und nach ho¨chstens pA(k) Aktivierungen in einen Haltezustand u¨bergeht.
Um sta¨ndige Textwiederholungen zu vermeiden, seien – wie in [27] – bis auf wei-
teres alle betrachteten ITMs als polynomial beschra¨nkt angenommen. Man beachte
hier, daß damit die Komplexita¨t einer ITM als polynomial allein im Sicherheitspa-
rameter k gefordert wird; damit sind etwa ITMs, die lediglich ihre Kommunikation
bzw. Eingabe lesen, nicht polynomial beschra¨nkt. In der Tat fu¨hren ITMs, deren
Komplexita¨t polynomial in der Gesamtla¨nge ihrer eingehenden Kommunikation
und ihrer Eingaben ist, zu Problemen bei der Modellierung mehrerer, miteinander
interagierender Maschinen. (Man denke hier an zwei Maschinen, die sich gegenseitig
jeweils mit der verdoppelten eigenen Eingabe aktivieren; die Kommunikationskom-
plexita¨t dieses
”
Protokolls“ steigt exponentiell in der Anzahl der Aktivierungen.)
Natu¨rlich schließt diese Regelung aus, daß Maschinen betrachtet werden ko¨nnen,
welche beliebig lange Eingaben akzeptieren; dies kann insbesondere im Falle einer
simplen Maschine zur Nachrichtenweiterleitung als wenig intuitiv empfunden wer-
den. Eine genauere Besprechung, in der eine teilweise Behebung dieses Mißstandes
besprochen werden soll, findet in Abschnitt 3.2.2 statt.
3.1.2 Das reale Modell
Das Zusammenspiel mehrerer ITMs kann am Beispiel des
”
realen Modells“ be-
schrieben werden. Es handelt sich hierbei um den Versuch, einen in der Realita¨t
auftretenden Protokollablauf zu modellieren. Der Name ist nur bedingt gerecht-
fertigt, da das reale Modell immer noch von gewissen Implementierungsdetails ab-
strahiert; etwa ko¨nnen Seitenkanalangriffe (siehe etwaKocher [99],Kocher u. a.
[100]) nicht in direkter Weise betrachtet werden.
Sei also ein n-Parteien-Protokoll pi in Form von n ITMs P1, . . . , Pn gegeben.
Sei weiter A ein Angreifer, d. h. eine weitere ITM, deren Aktionsmo¨glichkeiten
noch zu beschreiben sind. Sei schließlich Z eine in [27] Umgebung genannte ITM;
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intuitiv wird mit Z eine Protokollumgebung fu¨r pi modelliert, also letztlich ein
gro¨ßeres, pi als Subprotokoll benutzendes Protokoll. Diese Protokollumgebung wird
hier nicht fixiert, sondern man wird spa¨ter verschiedene Protokollumgebungen Z
betrachten und fordern, daß das betrachtete Protokoll in jeder solchen Umgebung
”
sicher“ bleibt (wobei noch zu kla¨ren ist, was damit genau gemeint ist, vgl. auch
die Diskussion in Abschnitt 3.1.4).
Dann kann ein Protokollablauf durch folgenden Algorithmus definiert werden,
wobei initial alle ITMs deaktiviert seien:
1. Z wird aktiviert. Z hat Zugriff nicht nur auf die eigenen Ba¨nder, sondern
darf auch die Ausgabeba¨nder aller Parteien und von A lesen und die jewei-
ligen Eingabeba¨nder (d. h. die Eingabeba¨nder der Pi und A) beschreiben.2
Nimmt Z einen Haltezustand ein, so endet der Algorithmus, und der Inhalt
der ersten Zelle des Ausgabebandes von Z wird kanonisch als Bit interpre-
tiert und durch den Algorithmus ausgegeben. Nimmt Z einen Wartezustand
ein, so wird angenommen, daß Z genau ein Eingabeband einer anderen ITM
beschrieben hat.3 Diese ITM wird als na¨chstes aktiviert (siehe Schritte 2
und 3).
2. Wird A aktiviert, so darf A insbesondere
• die Ausgangs-Kommunikationsba¨nder der Parteien Pi sehen (in dem Sin-
ne, daß nach Wechsel von A in einen speziellen Zustand die Belegung
der Ba¨nder auf das Eingangs-Kommunikationsband von A geschrieben
wird),
• eine (beliebige) Nachricht (s, c) mit Absender s und Inhalt c an eine
Partei Pi ausliefern, was bedeutet, daß (s, c) auf das Eingangs-Kommu-
nikationsband von Pi geschrieben wird, und
• eine Partei Pi korrumpieren, was damit verbunden ist, daß der aktuelle
und alle vorigen Zusta¨nde von Pi auf das Eingabeband von A geschrie-
ben werden, Z eine Nachricht u¨ber die Korruption von Pi erha¨lt und Pi
automatisch einen Haltezustand einnimmt.
Es wird angenommen, daß A in einer Aktivierung ho¨chstens eine Nachricht
an eine Partei geschrieben hat.4 Hat A eine Nachricht an eine Partei Pi aus-
geliefert, so wird als na¨chstes Pi aktiviert (siehe na¨chster Punkt). Wenn nicht,
wird als na¨chstes wieder Z aktiviert, wobei Z dann wie schon beschrieben
alle Ausgaben lesen kann, die A mo¨glicherweise generiert hat.
2[27] spezifiziert nicht, wie dies konkret geschieht; hier reicht es anzunehmen, daß Z solche
Information durch spezielle Zustandsu¨berga¨nge ”erfragen“ und u¨bermitteln darf.3Auch hier legt [27] keine Details fest, wie diese Annahme zu rechtfertigen ist; es reicht hier aus,
sich auf Umgebungen Z zu beschra¨nken, welche in diesem Sinne ”gutartig“ sind.4In Ermangelung einer besseren Beschreibung in [27] soll sich hier also auch auf in diesem Sinne
”gutartige“ Angreifer A beschra¨nkt werden.
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3. Wird schließlich eine Partei Pi aktiviert, so wird nach Beendigung der Akti-
vierung von Pi wieder Z aktiviert.
Mehrere Dinge bedu¨rfen hier einer Diskussion. Zuna¨chst eine Bemerkung zum
grundsa¨tzlichen Protokollablauf: Die gegebene Beschreibung legt fest, daß zu jedem
Zeitpunkt immer nur genau eine ITM aktiv ist; dies entspricht natu¨rlich nicht ei-
ner
”
realen“ Protokollsituation. Die gegebene asynchrone Modellierung erleichtert
jedoch zum einen die praktische Handhabung des Modells (etwa, was Beweistech-
niken angeht), und zum anderen lassen sich in feingranularer Weise Verfeinerungen
eines solchen asynchronen Scheduling-Modells angeben, welche als unter Umsta¨n-
den realistischer betrachtete Modellierungen abbilden. Hier sei insbesondere auf die
Arbeiten Hofheinz und Mu¨ller-Quade [82] und Backes, Hofheinz, Mu¨l-
ler-Quade und Unruh [8], sowie auf Kapitel 5 dieser Arbeit verwiesen.
Das beschriebene Scheduling verla¨uft in einer
”
nachrichtengetriebenen“ Art und
Weise: Wird eine Nachricht an eine ITM ausgeliefert oder bekommt eine ITM neue
Eingaben, so wird diese ITM als na¨chstes aktiviert. Hat nach Beendigung einer
Aktivierung einer ITM keine andere ITM eine Nachricht oder eine Eingabe bekom-
men, so wird die Umgebung Z als na¨chstes aktiviert. (Im Sinne der Modellierung
von [117, 11] ist Z demnach
”
Master Scheduler“.)
Es sollte hier deutlich hervorgehoben werden, daß eine direkte Kommunikation
der Parteien untereinander nicht mo¨glich ist. Jegliche Nachricht zwischen Proto-
kollteilnehmern wird vom Angreifer A ausgeliefert. Dabei ist A nicht nur von jeder
Auslieferungspflicht entbunden, sondern es wird noch nicht einmal die Authenti-
zita¨t der ausgelieferten Nachrichten gewa¨hrleistet. Fu¨r eine Betrachtung von dies-
bezu¨glichen Alternativen, etwa der Maßgabe einer fairen Auslieferung nach (im
Sicherheitsparameter k) polynomial vielen Schritten, sei erneut auf [82] und [8],
und auf Kapitel 5 dieser Arbeit verwiesen.
Jedoch schon in [27] wurde die Mo¨glichkeit einer authentifizierten Nachrichten-
u¨bermittlung zwischen den Parteien beru¨cksichtigt. Bei dieser Variation des Mo-
dells darf der Angreifer A nur dann eine Nachricht (Pi, c) (d. h. eine Nachricht mit
Absender Pi) an eine Partei Pj ausliefern, wenn genau diese Nachricht zuvor tat-
sa¨chlich von Pi gesandt wurde, also auf dem Ausgangs-Kommunikationsband von
Pi stand. Im Falle einer korrumpierten Partei Pi wird diese Forderung natu¨rlich
fallengelassen, und A darf Nachrichten im Namen von Pi versenden. Wenn im fol-
genden authentifizierte Kana¨le vorausgesetzt werden, ist von dieser Variation des
Modells die Rede.
Angesprochen werden sollte auch, daß eine Kommunikation zwischen Protokoll-
umgebung Z und Angreifer A ausdru¨cklich erlaubt ist; jedoch ist es dem Angreifer
A nicht mo¨glich, Z zu korrumpieren.
Die Besprechung eines weiteren, im Augenblick noch nicht hinreichend erkla¨r-
ten Details soll noch aufgeschoben werden: die Frage nach der Notwendigkeit, die
Protokollumgebung Z u¨ber Korruptionen zu informieren. Es scheint zuna¨chst un-
realistisch und geradezu widersinnig, ein benutzendes Protokoll (welches ja durch
Z modelliert wird) u¨ber Korruptionen zu informieren. Eine schlu¨ssige Begru¨ndung
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hierfu¨r kann jedoch erst nach Einfu¨hrung der Sicherheitsdefinition fu¨r pi gegeben
werden.
3.1.3 Das ideale Modell
Fu¨r die Beurteilung der Sicherheit eines konkreten Protokolls pi wird bei einem
simulationsbasierten Ansatz wie etwa [27] der Vergleich mit einer Idealisierung der
jeweiligen Protokollaufgabe gesucht. Mit anderen Worten, Sicherheit eines Pro-
tokolls wird relativ zu einer idealisierten Version dieses Protokolls betrachtet. In
dieser idealisierten Version wird dabei das gewu¨nschte Ein-/Ausgabeverhalten fu¨r
die jeweilige Protokollaufgabe in einer u¨bersichtlichen Art und Weise spezifiziert.
Dies geschieht na¨mlich durch eine einzige, ideale Funktionalita¨t genannte ITM, wel-
che alle fu¨r Protokollteilnehmer bestimmten Eingaben liest und die individuellen
Ausgaben festlegt.
Ein solchermaßen idealisierter Protokollablauf kann analog zum Ablauf im so-
eben beschriebenen realen Modell durch einen sogleich zu beschreibenden Algo-
rithmus modelliert werden. Vorauszuschicken ist, daß Protokollabla¨ufe in diesem
idealen Modell und im realen Modell eine wichtige Gemeinsamkeit verbindet: die
Existenz eines gro¨ßeren Protokolls, welches durch eine Protokollumgebung Z mo-
delliert wird. Dies ist sinnvoll, um mittels Z Vergleiche zwischen einer realen Im-
plementierung pi eines Protokolls und seiner Idealisierung ziehen zu ko¨nnen.
Um fu¨r Z im idealen Modell zumindest eine Schnittstelle zu bieten, welcher der
im realen Modell entspricht, wird die ideale Funktionalita¨t um sogenannte Dum-
my-Parteien erga¨nzt, welche formal die Verbindung zwischen Z und der jeweiligen
idealen Funktionalita¨t F darstellen. Zur Unterscheidung von Parteien P1, . . . , Pn
im realen Modell werden die Dummy-Parteien P˜1, . . . , P˜n genannt. Praktisch stellen
diese Dummy-Parteien allerdings nichts weiter als Relais dar, welche alle Eingaben
von Z an F und alle Ausgaben von F an Z weiterleiten.
Schließlich wird auch ein Angreifer S im idealen Modell mitmodelliert, welcher
oft als Simulator bezeichnet wird. Diese Bezeichnung ist auf die noch folgende Si-
cherheitsdefinition zuru¨ckzufu¨hren; fu¨r den Moment sei nur angedeutet, daß dem
Simulator die Aufgabe zufa¨llt, Angriffe des jeweiligen realen Angreifers A in ei-
ner fu¨r Z ununterscheidbaren Weise
”
vorzugaukeln“. Hierfu¨r stehen S jedoch auf-
grund der Idealita¨tseigenschaft des Modells nur begrenzte Mittel zur Verfu¨gung:
Wie schon angesprochen, existiert keine (direkte oder indirekte) Kommunikation
der Parteien untereinander – es existieren ja keine
”
echten“ Parteien, sondern nur
Dummy-Parteien, welche im wesentlichen
”
Relais-Stationen“ sind. Der Simulator
darf auch nur diese Parteien korrumpieren, was ihn zu nicht mehr befa¨higt, als die
Protokolleingaben von korrumpierten Parteien zu ersetzen.
In gewisser Weise reflektiert der Simulator also Angriffe oder Schwa¨chen eines
Protokolls, welche prinzipiell nicht vermeidbar sind – ist eine Partei korrumpiert,
kann sie immer ihre
”
legitimen“ Eingaben ignorieren und sich gewissermaßen vor-
stellen, sie sei mit anderen Eingaben gestartet worden.
Genauer ergibt sich folgender Algorithmus fu¨r die Protokollausfu¨hrung im idealen
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Modell, wobei wie schon gesagt die Teilnehmer an dieser Protokollausfu¨hrung Z,
Dummy-Parteien P˜1, . . . , P˜n, die ideale Funktionalita¨t F und ein Angreifer S sind:
1. Z wird aktiviert. Wa¨hrend dieser Aktivierung hat Z dieselben Mo¨glichkeiten
wie im realen Modell. Nimmt Z einen Haltezustand ein, so terminiert der
Algorithmus wie im realen Modell mit der Ausgabe von Z.
2. Wird eine Dummy-Partei P˜i mit einer neuen Eingabe von Z aktiviert, so
schreibt P˜i diese Nachricht direkt auf das Eingangs-Kommunikationsband
von F und nimmt einen Wartezustand ein. Anschließend wird F aktiviert.
3. Nach der Aktivierung der idealen Funktionalita¨t F wird S aktiviert, sofern F
eine Nachricht an S geschrieben hat.5 Ansonsten wird die ITM aktiviert, wel-
che zuletzt vor F aktiviert war. Zu beachten ist: Hat F eine Nachricht an eine
Dummy-Partei P˜i geschrieben, so wird diese nicht automatisch ausgeliefert.
4. Wird S aktiviert, so darf S insbesondere
• die Ziele aller Nachrichten von F an Dummy-Parteien erfragen, nicht
jedoch deren Inhalt;
• eine Nachricht von F an eine Dummy-Partei ausliefern; auch hier bleibt
dabei der Inhalt dieser Nachricht fu¨r S verborgen, außer, die betreffende
Dummy-Partei ist korrumpiert;
• eine Dummy-Partei P˜i korrumpieren, was dazu fu¨hrt, daß der aktuelle
und alle vorigen Zusta¨nde (darin enthalten also insbesondere alle Ein-
und Ausgaben von P˜i) auf das Eingabeband von S geschrieben werden,
Z eine Nachricht u¨ber die Korruption von P˜i erha¨lt, und P˜i automatisch
einen Haltezustand einnimmt.
Es wird angenommen, daß S in einer Aktivierung entweder ho¨chstens eine
Nachricht an eine Dummy-Partei ausgeliefert hat, oder genau eine Nachricht
an F oder an Z geschrieben hat. Hat S also eine Nachricht an eine Dum-
my-Partei ausgeliefert, so wird diese Dummy-Partei als na¨chstes aktiviert;
im zweiten Fall wird F bzw. Z mit der eingegangenen Nachricht aktiviert.
Wenn keine Nachricht an eine Dummy-Partei ausgeliefert wurde und auch
keine Nachricht an F oder Z geschrieben wurde, dann wird als na¨chstes Z
aktiviert.
5. Wird eine Partei P˜i mit einer eingegangenen Ausgabe von F aktiviert, so
kopiert P˜i diese Ausgabe auf ihr Ausgabeband und beendet die Aktivierung.
Wird P˜i ohne neue Eingaben bzw. eingegangene Ausgaben von F aktiviert,
5Bezu¨glich der genauen Auslieferungsdetails schweigt sich [27] hier aus; hier sei angenommen,
daß eine Auslieferung solcher Nachrichten automatisch geschieht.
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beendet P˜i die Aktivierung sofort.
6 In jedem Fall wird anschließend Z akti-
viert.
Die gegebene Beschreibung ist, wie auch schon die Beschreibung des realen Mo-
dells, nicht formal. Das ha¨ngt damit zusammen, daß schon die in [27] gegebe-
ne Beschreibung nicht formal ist, und u¨berdies mit der Zeit einigen A¨nderungen
unterzogen wurde (siehe z. B. die Modellbeschreibung in Canetti u. a. [39] im
Vergleich zu [27]). Ein fu¨r weitere Ergebnisse irrelevantes Detail ist etwa, daß die
gegebene (und aus [27] reproduzierte) Formulierung der Dummy-Parteien nicht zu
polynomial beschra¨nkten ITMs fu¨hrt.
Die Frage der polynomialen Beschra¨nkung von ITMs im allgemeinen wiegt je-
doch wesentlich schwerer und ist Gegenstand der Untersuchungen in Hofheinz,
Mu¨ller-Quade und Steinwandt [85]. Auf diese Frage soll in Abschnitt 3.2.2
noch genauer eingegangen werden, sobald die Problematik klarer dargestellt wer-
den kann. Fu¨r den Augenblick kann aber bemerkt werden, daß im speziellen Fall
der Dummy-Parteien ohne Schaden von unbeschra¨nkten ITMs ausgegangen werden
kann.
Auf einen wichtigen Zusammenhang soll hier – auch angesichts einer noch in Ab-
schnitt 4.1.4 zu besprechenden Modella¨nderung in [39] – hingewiesen werden. In
der gerade gegebenen Form des idealen Modells werden Eingaben von den Dum-
my-Parteien sofort zur idealen Funktionalita¨t weitergeleitet; Ausgaben hingegen
ko¨nnen beliebig lange von S verzo¨gert werden. (Dies ist auch schon die im wesent-
lichen einzige Einflußmo¨glichkeit des Simulators auf den idealen Protokollverlauf.)
Hintergrund dabei ist, daß fu¨r eine prinzipielle Vergleichbarkeit von realem und
idealem Modell eine Mo¨glichkeit fu¨r – im realen unvermeidliche – Verzo¨gerungen
von Protokollausgaben geschaffen werden soll.
3.1.4 Die Sicherheitsdefinition
Anschaulich wurde schon geschildert, wann ein Protokoll als sicher erachtet werden
soll: Na¨mlich genau dann, wenn es
”
mindestens so sicher“ ist wie eine anwendungs-
spezifische Idealisierung des Protokolls bzw. der jeweiligen Protokollaufgabe. Es
steht noch aus, den Ausdruck
”
mindestens so sicher“ genauer zu fassen. Fu¨r eine
Simulierbarkeitsdefinition von Sicherheit geschieht das folgendermaßen: Ein Proto-
koll pi wird als mindestens so sicher wie eine Idealisierung F erachtet, wenn jeder
Angriff auf pi durch einen Angriff auf F simuliert werden kann. Damit ist gemeint,
daß jede
”
Schwa¨che“ von pi auch schon in F enthalten ist. Die Beurteilung, wann
ein realer Angriff erfolgreich durch einen Simulator simuliert werden konnte, fa¨llt
dabei der Protokollumgebung zu.
Intuitiv wird dies dadurch gerechtfertigt, daß die Protokollumgebung ein benut-
zendes Protokoll darstellt: Gibt es ein benutzendes Protokoll, welches zwischen
6Diese Situation wird in [27] nicht behandelt, tritt aber ein, wenn F nach einer Aktivierung
durch Eingaben von einer Partei P˜i die Aktivierung ohne Nachricht an S beendet.
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einem Angriff im realen und einem im idealen Modell unterscheidet, wird das rea-
le Protokoll als unsicher im Sinne der idealen Spezifikation erachtet; denn diese
Unterscheidbarkeit ko¨nnte bedeuten, daß im realen Protokoll unbeabsichtigte, po-
tentiell scha¨dliche Auswirkungen fu¨r den Benutzer des Protokolls auftreten, welche
im idealen Protokoll nach Konstruktion ausgeschlossen wurden. Umgekehrt bedeu-
tet (in diesem Sinne simulierbare) Sicherheit eines Protokolls, daß kein Benutzer
des realen Protokolls einen irgendwie gearteten Schaden nimmt, welchen er nicht
auch in der idealisierten Fassung des Protokolls nehmen ko¨nnte.
Gegen diese Anschauung kann nun folgendermaßen argumentiert werden: Nicht
jeder reale Angriff, der als ungewollt eingestuft wird, hat Vera¨nderungen fu¨r den
Protokollbenutzer zur Folge. Beispielsweise ko¨nnte ein realer Angreifer A alle (ge-
heimen) Protokollein- und -ausgaben erfahren, im Zuge dessen an geheime Schlu¨s-
sel gelangen und alle Kommunikation zwischen den Protokollparteien entschlu¨s-
seln; jedoch ko¨nnte sich dieser Angreifer in keiner Weise verpflichtet fu¨hlen, dies
der Protokollumgebung mitzuteilen. Dann ko¨nnte dieser spezielle, mit Sicherheit
nicht wu¨nschenswerte reale Angriff mo¨glicherweise im idealen Modell durch einen
womo¨glich
”
stillen“ Simulator simuliert werden.
Dieser Argumentation kann leider nur auf formalem Grund begegnet werden:
Gibt es einen solchen realen Angreifer A, dann existiert auch ein Angreifer, welcher
alle seine Angriffserfolge bereitwillig der Umgebung mitteilt. Fu¨r einen solchen
Angreifer kann es nun keinen Simulator geben, der A¨hnliches in einem idealen
Modell mit einer hinreichend idealisierten Funktionalita¨t ausrichten ko¨nnte.
Umgekehrt kann es Unterscheidungen zwischen realem und idealem Modell ge-
ben, die zu keinem
”
intuitiven“ Angriff korrespondieren. Beispielsweise wurden der-
art
”
pathologische“ Unterscheidungen in Hofheinz und Unruh [90] verwendet,
um zwei Varianten von Simulierbarkeitsbegriffen zu trennen. Die dort als tren-
nende Beispiele verwendeten Protokolle waren nur – bezu¨glich des sta¨rkeren dort
betrachteten Begriffs –
”
unsicher“, weil dem Simulator weniger Rechenzeit als der
Umgebung zugestanden wurde (technisch ausgedru¨ckt: die Umgebung Z wurde in
Abha¨ngigkeit vom Simulator S gewa¨hlt). Dem entspricht kein bekannter krypto-
graphischer Angriff.
Trotzdem soll hier vor allem aus zwei Gru¨nden die Unterscheidbarkeit von Pro-
tokollen als Sicherheitskriterium herangezogen werden: zum einen garantiert sie
die sichere Verwendung eines Protokolls in gro¨ßeren Protokollen (siehe hierzu Ab-
schnitt 3.1.7). Zum anderen scheint es schwierig zu sein, alle
”
intuitiven“ Angriffe
formal zu fassen; es ist leicht, eine Reihe von wu¨nschenswerten Eigenschaften eines
bestimmten Protokolls anzugeben, aber sind damit schon alle mo¨glichen Angriffe
beru¨cksichtigt? Nach obiger Diskussion fu¨hrt jeder intuitive Angriff zu einer Unter-
scheidung, sodaß mit Ununterscheidbarkeit ho¨chstens zuviel, aber auf keinen Fall
zuwenig gefordert wird.
Folgende Definition scheint damit gerechtfertigt:7
7Es handelt sich hierbei um eine handlichere, aber a¨quivalente Formulierung des Sicherheitskri-
teriums aus [27].
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Definition 3.1. Sei pi ein n-Parteien-Protokoll und F eine ideale Funktionalita¨t.
Fu¨r einen Angreifer A und festen Sicherheitsparameter k ∈ N bezeichne
Pr [Z → 1 | pi,A] (k)
die Wahrscheinlichkeit, daß eine Umgebung Z bei Abla¨ufen im realen Modell mit
Protokoll pi, Angreifer A und bei Sicherheitsparameter k eine 1 als Ausgabe gene-
riere.
Analog bezeichne
Pr [Z → 1 | F ,S] (k)
die Wahrscheinlichkeit fu¨r eine 1-Ausgabe von Z bei Abla¨ufen im idealen Modell
fu¨r F und mit einem Angreifer S und Sicherheitsparameter k.
Mit diesen Bezeichnungen sei
Advpi,FA,S,Z(k) := |Pr [Z → 1 | pi,A] (k)− Pr [Z → 1 | F ,S] (k)|
der Unterscheidungsvorteil von Z bezu¨glich pi, F , A und S.
Es heiße pi eine sichere Realisierung von F (geschrieben pi ≥ F) genau dann,
wenn fu¨r alle A ein S existiert, so daß fu¨r alle Z die Funktion Advpi,FA,S,Z(k) ver-
nachla¨ssigbar in k ist.
In der Originalformulierung aus [27] wird die Maschine Z (und nur diese Ma-
schine) als nicht-uniform angenommen, was bedeutet, daß mit einer ITM Z immer
auch eine Familie {zk}k∈N von initialen Eingaben fu¨r Z betrachtet wird. Hierbei ist
zk ∈ {0, 1}∗ die initiale Eingabe von Z bei Protokollabla¨ufen mit Sicherheitspara-
meter k. Im Falle einer Quantifizierung u¨ber alle Umgebungen Z – wie bei Defini-
tion 3.1 – ist dann auch eine Quantifizierung u¨ber alle Familien {zk} gemeint. Eine
solche Definition sichert also sogar Ununterscheidbarkeit von realem und idealem
Modell zu, selbst wenn (ggf. nicht-berechenbare) a-priori-Informationen bekannt
sind.
Eine ha¨ufig benutzte Abwandlung von Definition 3.1 ist die Sicherheit bezu¨glich
nicht-adaptiver Angreifer. Hierbei wird nur u¨ber sogenannte nicht-adaptive An-
greifer A und S quantifiziert, welche Korruptionen nur in der ersten Aktivierung
vornehmen.8 Da Z u¨ber Korruptionen informiert wird, wird der so entstandene
Sicherheitsbegriff schon von Sicherheit im Sinne von Definition 3.1 impliziert. Daß
diese Implikation
”
echt“ ist zeigt ein Protokollbeispiel aus [26].
3.1.5 Der Dummy-Angreifer
Es sei fu¨r spa¨tere Zwecke noch darauf hingewiesen, daß ein vollsta¨ndiger Angreifer
A˜ existiert; es reicht also aus, in Definition 3.1 einen Simulator S zu fordern,
welcher Angriffe von A˜ simuliert. Die Beschaffenheit von A˜ ist auf den ersten Blick
u¨berraschend: Informell beschrieben fu¨hrt A˜ nur Befehle von Z aus – der Angriff
wird also faktisch von Z ausgefu¨hrt. Genauer akzeptiert A˜ von Z Befehle
8Obwohl sprachlich ungenau, schließen die bisher kennengelernten adaptiven Angreifer auch
nicht-adaptive Angreifer ein.
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• zur Korruption einer Menge von Parteien (wonach A˜ an Z auch den Zustand
der korrumpierten Parteien meldet),
• zum Bericht u¨ber den Zustand der Ausgangs-Kommunikationsba¨nder der
Parteien und
• zum Senden von Nachrichten an Parteien (auch im Namen schon korrumpier-
ter Parteien).
Dieser Dummy-Angreifer genannte Angreifer wird in [27] als vollsta¨ndig in obigem
Sinne gezeigt; dieses Ergebnis ist essentiell fu¨r den Beweis des Kompositionstheo-
rems in [27] (siehe auch Abschnitt 3.1.7).
Effektiv wird der Dummy-Angreifer – als technisches Hilfsmittel in noch folgen-
den Sicherheitsbeweisen, aber auch fu¨r den Beweis des Kompositionstheorems –
genutzt, um einen Angriff in die Umgebung auszulagern, also letztlich von der Um-
gebung durchfu¨hren zu lassen. (Dies legt schon die obige Definition von A˜ nahe.)
Der Grund hierfu¨r – bzw. fu¨r die Vollsta¨ndigkeit von A˜ – ist in der Reihenfolge der
Quantoren in der Sicherheitsdefinition 3.1 zu suchen: Hier wird als erstes ein realer
Angreifer A fixiert, und zuletzt die Umgebung Z. Es wird also die Existenz eines
Simulators S gefordert, welcher zwar von A abha¨ngen darf, jedoch universell fu¨r
alle Umgebungen Z sein muß. Gelingt es – etwa mittels des beschriebenen A˜ –, den
realen Angriff letztlich von Z durchfu¨hren zu lassen, so wird der damit verbundene
Simulator als universell fu¨r alle mo¨glichen Angriffe gefordert. Damit reicht es, die
Sicherheit eines Protokolls gegen Angriffe des Dummy-Angreifers zu zeigen – dies
stellt keinen Verlust an Allgemeinheit dar.
Hierzu ist anzumerken, daß der so in [27] beschriebene Dummy-Angreifer A˜ nicht
polynomial beschra¨nkt ist, denn A˜ ha¨lt nie. Damit stellt A˜ keinen gu¨ltigen Angrei-
fer dar. Insofern ist der Beweis des Kompositionstheorems in [27] unvollsta¨ndig.
Diese Unsauberkeit kann jedoch behoben werden, indem man zu einer u¨ber po-
lynomiale Laufzeiten parametrisierten Menge von Dummy-Angreifern {A˜p}p∈Z[k]
u¨bergeht, wie von Hofheinz und Mu¨ller-Quade in [82] beschrieben. Diese
Angreifermenge ist – mit dem Argument aus [82, 27] – vollsta¨ndig, und ein leicht
gea¨nderter Beweis des Kompositionstheorems analog zu dem Beweis aus [82] ist
mo¨glich.
Es kann nun angefu¨hrt werden, daß eine polynomiale Beschra¨nkung des a priori
unbeschra¨nkten A˜ faktisch mit der Fixierung einer Umgebung Z einhergeht, da Z
ja polynomial beschra¨nkt ist. Geht man aber generell zu nur bezu¨glich jeder festen
Umgebung Z polynomial beschra¨nkten Angreifern u¨ber, deren Laufzeit dann je-
weils durch ein Z-abha¨ngiges Polynom pZ ∈ Z[k] beschra¨nkt ist, so treten massive
technische Probleme beim Beweis des Kompositionstheorems auf. Konkret ist un-
klar, wie sich mehrere, in einer im Verlauf des Beweises konstruierten Umgebung
Z parallel simulierte Kopien eines Simulators bezu¨glich ihrer Laufzeit verhalten –
man beachte, daß gezeigt werden muß, daß Z selbst polynomial beschra¨nkt ist.
Probleme der Laufzeitbeschra¨nkung von Angreifer und Umgebung werden noch
ha¨ufiger auftreten und angesprochen werden. Zusammenfassend kann zuna¨chst nur
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gesagt werden, daß die urspru¨nglich in [27] formulierte Forderung nach einer strik-
ten polynomialen Beschra¨nkung von A (bzw. S) ihre Tu¨cken hat. Dies wird beson-
ders deutlich im noch zu besprechenden Fall der idealen Funktionalita¨t FPKE zum
Ausdruck kommen; dort soll diese Diskussion wieder aufgenommen werden.
3.1.6 Das hybride Modell
Ein Protokoll, welches seinerseits eine ideale Funktionalita¨t nutzt, la¨ßt sich weder
im realen noch im idealen Modell formulieren. Deshalb fu¨hrt [27] – in gewisser
Weise als Zwischenstufe zwischen realem und idealem Modell – das F -hybride Mo-
dell ein, wobei F eine ideale Funktionalita¨t ist. Der Protokollablauf im F -hybriden
Modell ist mit dem im realen Modell identisch, jedoch existieren zusa¨tzlich zu
den Parteien Pi, dem Angreifer H (hier mit H notiert wegen des Namens ”Hy-
brid -Modell-Angreifer“) und der Umgebung Z noch unendlich viele Kopien Fsid
(sid ∈ {0, 1}∗) der ITM F .
Auf diese Kopien ko¨nnen sowohlH als auch die Parteien Pi a¨hnlich wie im idealen
Modell zugreifen. Das bedeutet, daß jede Partei Eingaben fu¨r beliebige Fsid geben
und Ausgaben von beliebigen Fsid lesen darf. Zum Zwecke der Unterscheidung sind
deshalb alle solchen Ein- und Ausgaben mit der Sitzungsnummer sid versehen.
In a¨hnlicher Weise wird auch die Kommunikation zwischen den Fsid und H mit
Sitzungsnummern gekennzeichnet.
Man beachte hier, daß H nicht daru¨ber informiert ist, fu¨r welche Sitzungsnum-
mern sid schon Funktionalita¨ten Fsid angesprochen wurden. Dies wird fu¨r H erst
klar, wenn H eine Nachricht von einer Funktionalita¨t Fsid erha¨lt (dieser Nachricht
ist dann nach Konvention die Sitzungsnummer sid vorangestellt), oder wenn H
selbst eine mit einer Sitzungsnummer sid versehene Nachricht an Fsid versendet.
Diese Sitzungsnummern fu¨hren wieder zu einer Problematik des Modells [27]: In
der Beschreibung aus [27] wird zwecks einfacherer Benutzung im hybriden Modell
von einer idealen Funktionalita¨t verlangt, daß sie nur Eingaben der Form (sid , . . .)
akzeptiert, wobei sid eine Sitzungsnummer ist. Damit ko¨nnen ideale Funktionali-
ta¨ten ohne Vera¨nderung auch im hybriden Modell betrachtet werden – jedoch ist
klar, daß dafu¨r eine ideale Funktionalita¨t immer nur Anfragen mit ein und dersel-
ben Sitzungsnummer akzeptieren darf.
In diesem Fall allerdings tritt ein Problem auf, welches in [27] nicht behandelt
ist: Eine Umgebung, welche zwei Parteien mit Anfragen bezu¨glich verschiedener
Sitzungsnummern aktiviert, zwingt ein entsprechendes reales Protokoll dazu, fest-
zustellen, welche dieser Aktivierungen zuerst erfolgt ist.9 Das kann bei asynchronem
Netzwerk nicht bewerkstelligt werden; deshalb ist eine generelle Einschra¨nkung auf
Umgebungen Z no¨tig, welche in einem Protokolldurchlauf nur Eingaben (sid , . . .)
mit derselben Sitzungsnummer sid geben. (Wobei natu¨rlich in verschiedenen Pro-
tokolldurchla¨ufen verschiedene Sitzungsnummern benutzt werden du¨rfen.)
9Nach Spezifikation in [27] darf eine ideale Funktionalita¨t nur Eingaben mit der zuerst verwen-
deten Sitzungsnummer beachten.
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Wie im idealen Modell obliegt es H, Ausgaben von den Fsid zu den Parteien
auszuliefern; allerdings hat auch hier H keine Informationen u¨ber den Inhalt dieser
Ausgaben. In diesem Sinne stellt also das hybride Modell eine
”
Mischung“ aus
realem und idealem Modell dar.
Analog zu Definition 3.1 sei nun Pr
[Zk → 1 | piF ,H] die Wahrscheinlichkeit, daß
eine Umgebung Z im F -hybriden Modell mit Protokoll pi (wobei wie schon an-
gedeutet auch die Bezeichnung piF benutzt werden soll, um deutlich zu machen,
daß pi im F -hybriden Modell ausgefu¨hrt wird), Angreifer H und bei einem Si-
cherheitsparameter k ∈ N eine 1 ausgibt. Auf offensichtliche Weise kann dann die
”
realisiert“-Relation
”
≥“ fu¨r die Fa¨lle τ ≥ piF und piF ≥ G mit einer weiteren idea-
len Funktionalita¨t G verallgemeinert werden, indem man die Vernachla¨ssigbarkeit
der Funktionen
Advτ,pi
F
A,H,Z(k) :=
∣∣Pr [Z → 1 | τ,A] (k)− Pr[Z → 1 | piF ,H] (k)∣∣
bzw.
Advpi
F ,G
H,S,Z(k) :=
∣∣Pr[Z → 1 | piF ,H] (k)− Pr [Z → 1 | G,S] (k)∣∣
fordert.
Es kann nun auf naheliegende Weise modelliert werden, was es heißt, eine Idea-
lisierung F einer Protokollaufgabe durch ein tatsa¨chliches (d. h. im realen Mo-
dell formuliertes) Protokoll ρ zu ersetzen. Ist na¨mlich pi im F -hybriden Modell
formuliert, so ko¨nnen – syntaktisch – alle Anfragen an eine Funktionalita¨t Fsid
durch Anfragen an ein intern gestartetes Subprotokoll der Form ρ ersetzt werden.
Kommunikation von Parteien innerhalb eines solchen ρ-Subprotokolls wird durch
die entsprechende Sitzungsnummer sid gekennzeichnet. Protokollausgaben werden
dann wie Ausgaben einer Funktionalita¨t Fsid behandelt. Es ist klar, daß Subproto-
kolle – also Instanzen von ρ – nur bei Bedarf erzeugt werden. Das auf diese Weise
kanonisch erzeugte reale Protokoll sei mit piρ bezeichnet.
In [27] wird auch angedeutet, wiemehrere Hybrid-Funktionalita¨ten {F1, . . . ,Fm}
in einem hybriden Modell formuliert werden ko¨nnen: Es muß dazu eine einzige
Funktionalita¨t F konstruiert werden, welche intern jeweils eine Instanz der Funk-
tionalita¨ten F1, . . . ,Fm simuliert. Eingaben und Ausgaben werden durch geeignete
Pra¨fixe 1, . . . ,m den einzelnen Funktionalita¨ten zugeordnet.
3.1.7 Das Kompositionstheorem
Die Frage dra¨ngt sich auf, wie es um die Sicherheit eines wie beschrieben aus pi
und ρ
”
komponierten“ Protokolls steht. Genauer: Angenommen, es gelte ρ ≥ F
und piF ≥ G. Mit anderen Worten, ρ realisiere F , und pi realisiere im F -hybriden
Modell eine Funktionalita¨t G. Bleibt dann die Sicherheit von pi erhalten, wenn
die idealen Aufrufe von F durch ρ-Subprotokollaufrufe ersetzt werden, gilt also
piρ ≥ G? Intuitiv sollte die Sicherheit von pi erhalten bleiben, da ja ρ
”
mindestens
so sicher wie F“ ist.
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Allerdings ist der Erhalt von Sicherheitseigenschaften unter Komposition von
Protokollen fu¨r
”
klassische“ Sicherheitsbegriffe im allgemeinen nicht gegeben, wie
das eingangs zitierte Beispiel aus [72] zeigt. Glu¨cklicherweise hat jedoch der in
Definition 3.1 vorgestellte Sicherheitsbegriff eine Eigenschaft, welche sichere Kom-
position von Protokollen garantiert. In [27] wird – fu¨r den Fall nicht-uniformer
Umgebungen Z – das folgende Kompositionstheorem gezeigt:
Satz 3.2 ([27]). Sei ρ ein Protokoll im realen Modell und pi ein Protokoll im F-
hybriden Modell fu¨r eine ideale Funktionalita¨t F . Dann impliziert ρ ≥ F schon
piρ ≥ piF . Im speziellen Fall piF ≥ G fu¨r eine ideale Funktionalita¨t G folgt aus
ρ ≥ F damit insbesondere piρ ≥ G.
Der Beweis in [27] fu¨r den Fall nicht-uniformer Umgebungen nutzt die Nicht-
Uniformita¨t (d. h. die
”
Zusatzeingabe“ zk der Umgebung Z); jedoch kann in [85]
aufgezeigt werden, daß ein simples
”
Raten“ der Zusatzeingabe zk ∈ {0, . . . ,m(k)}
fu¨r ein Z-abha¨ngiges Polynom m schon hinreicht, um den Beweis auf den Fall
uniformer Umgebungen – also Umgebungen ohne Zusatzeingaben zk – zu u¨ber-
tragen. Der Fall uniformer Umgebungen ist insbesondere fu¨r die Verbindung zu
klassischen Sicherheitsbegriffen interessant, etwa fu¨r den im na¨chsten Abschnitt zu
besprechenden Fall eines Public-Key-Kryptosystems.
Satz 3.2 ermo¨glicht es, Protokolle modular aufzubauen und auf einer ho¨heren
Abstraktionsebene mit Idealisierungen von Protokollbausteinen zu arbeiten. Die
tatsa¨chliche Realisierung dieser Protokollbausteine kann dann separat behandelt
werden. Hier sei jedoch darauf hingewiesen, daß Satz 3.2 nur ein reales und ein
hybrides Modell in Beziehung setzt – nicht aber zwei hybride Modelle.
Eine sta¨rkere, aber weder dort, noch in [27] bewiesene Formulierung des Kom-
positionstheorems findet sich in [39]: Dort wird Satz 3.2 mit hybridem Protokoll
ρ behauptet. Diese Formulierung ist fu¨r die Praxis wesentlich nu¨tzlicher als die
urspru¨ngliche Form von Satz 3.2, da fu¨r die Realisierung von Protokollbausteinen
oft weitere Hilfsfunktionalita¨ten zwingend erforderlich sind.10
Andererseits ist nicht ganz offensichtlich, wie die in [39] behauptete Form des
Theorems u¨berhaupt zu verstehen ist: Es mu¨ssen beim U¨bergang von Protokoll pi
zu Protokoll piρ viele Vorkommen von F ersetzt werden, wobei jedes so eingesetzte
Unterprotokoll ρ wieder (evtl. viele) Instanzen einer anderen idealen Funktionalita¨t
beno¨tigt. Dabei muß gewa¨hrleistet sein, daß die verschiedenen Unterprotokolle dis-
junkte Instanzenmengen von idealen Hilfsfunktionalita¨ten ansprechen; andernfalls
ko¨nnen die Unterprotokolle nicht mehr als voneinander isoliert angesehen werden.
Wie dies zu geschehen hat, legt [39] nicht fest.
3.2 Idealisierung eines Public-Key-Kryptosystems
Wie schon besprochen soll ein Ziel dieses Kapitels sein, eine intuitive Sicherheits-
definition fu¨r ein Public-Key-Kryptosystem darzustellen und, soweit mo¨glich, Ver-
10Fu¨r ein konkretes diesbezu¨gliches Beispiel sei auf Abschnitt 4.2 verwiesen.
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bindungen zu bestehenden, insofern
”
klassischen“, Sicherheitsdefinitionen zu ziehen.
Nach dem Gesagten kann also versucht werden, eine Idealisierung eines Public-Key-
Kryptosystems in Form einer idealen Funktionalita¨t anzugeben.
3.2.1 Die Idealisierung
Man wu¨rde erwarten, daß eine solche Funktionalita¨t zuna¨chst zwischen dem Benut-
zer, der entschlu¨sseln ko¨nnen soll, und anderen Benutzern, welche nur verschlu¨sseln
ko¨nnen sollen, unterscheidet. In einem konkreten Public-Key-Kryptosystem wird
dies dadurch geschehen, daß nur der entschlu¨sselnde Nutzer Kenntnis u¨ber einen
geheimen Schlu¨ssel sk hat, wa¨hrend alle Teilnehmer des Systems mit einem o¨f-
fentlichen Schlu¨ssel pk Nachrichten verschlu¨sseln ko¨nnen. Tatsa¨chlich entfa¨llt im
Falle einer idealen Funktionalita¨t, welche schon von vornherein einen entschlu¨s-
selnden Nutzer von anderen Teilnehmern unterscheidet (und ihm als einigem die
Mo¨glichkeit, Chiffrate zu entschlu¨sseln, gewa¨hrt), die Notwendigkeit eines geheimen
Schlu¨ssels.
Andererseits sollte ein o¨ffentlicher Schlu¨ssel auch in der Idealisierung beibehal-
ten werden: Nur bei unverfa¨lschtem o¨ffentlichem Schlu¨ssel kann die Geheimhal-
tung einer verschlu¨sselten Nachricht garantiert werden. Man stelle sich hier ein
real implementiertes Public-Key-Kryptosystem vor, bei dem der vom legitim ent-
schlu¨sselnden Nutzer generierte o¨ffentliche Schlu¨ssel bei der U¨bertragung an ande-
re Teilnehmer durch den o¨ffentlichen Schlu¨ssel eines Angreifers ausgetauscht wird.
Hiermit generierte Chiffrate ko¨nnen natu¨rlich von diesem Angreifer entschlu¨sselt
werden. Ein solcher Angriff ko¨nnte aber mit einer Idealisierung eines Public-Key-
Kryptosystems ohne o¨ffentlichen Schlu¨ssel nicht nachgebildet werden. Es obliegt
somit dem entschlu¨sselnden Nutzer, dafu¨r zu sorgen, daß andere Teilnehmer ihre
Nachrichten mit seinem o¨ffentlichen Schlu¨ssel verschlu¨sseln. Fu¨r mit einem anderen
o¨ffentlichen Schlu¨ssel chiffrierte Nachrichten sollte keine Geheimhaltung garantiert
werden.
Weiter wu¨rde eine solche Funktionalita¨t als Abstraktion eines Public-Key-Kryp-
tosystems die Aufgaben des Verschlu¨sselns und Entschlu¨sselns fu¨r die Benutzer
u¨bernehmen, wobei wie besprochen natu¨rlich nur genau einem Nutzer die Mo¨glich-
keit offensteht, Nachrichten zu entschlu¨sseln. Die Entschlu¨sselung eines Chiffrates,
welches durch die Verschlu¨sselung einer Nachricht m zustandegekommen ist, sollte
natu¨rlich auch eben diese Nachricht m als Ergebnis haben, um der Korrektheitsfor-
derung an ein Public-Key-Kryptosystem nachzukommmen. Dies ko¨nnte etwa durch
eine Liste von Klartext-Chiffrat-Zuordnungen innerhalb der idealen Funktionalita¨t
sichergestellt werden. Mit einem a¨hnlichen Argument wie im Falle der o¨ffentlichen
Schlu¨ssel sollten allerdings Entschlu¨sselungen von Chiffraten, welche nicht von der
betrachteten Funktionalita¨t produziert wurden, keine solche Korrektheitsgarantie
gewa¨hren. Konkret ko¨nnte man in einem solchen Fall den Angreifer entscheiden
lassen, wie ein gegebenes,
”
illegitim generiertes“ Chiffrat zu entschlu¨sseln sei.
Hier stellt sich die Frage, wie eine abstrakte ideale Funktionalita¨t, welche Chif-
frate bei Verschlu¨sselungsanfragen ausgibt, u¨berhaupt das Format dieser Chiffrate
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bestimmt. Um die Realisierbarkeit durch irgendeinen Public-Key-Kryptosystem zu
gewa¨hrleisten, wu¨rde man fordern, daß ideale Chiffrate dieselbe
”
Form“ haben wie
reale Chiffrate eines
”
echten“ Public-Key-Kryptosystems. Genauer ko¨nnte man hier
den Kunstgriff anwenden, im idealen Modell Chiffrate vom Simulator erzeugen zu
lassen. Selbstversta¨ndlich du¨rfte dieser dann kein Wissen u¨ber die entsprechende
Nachricht gewinnen – lediglich die Vero¨ffentlichung der La¨nge der Nachricht scheint
hier aus praktischen Gru¨nden unvermeidlich.11 Eine a¨hnliche Argumentation legt
nahe, auch das Format des o¨ffentlichen Schlu¨ssels vom Angreifer festlegen zu lassen.
Die Arbeit der Formulierung einer solchen Funktionalita¨t wurde schon in [27]
bewerkstelligt, und zur Anschauung, aber auch fu¨r weitergehende Betrachtungen,
sei in Abbildung 3.2 diese Idealisierung in Form der idealen Funktionalita¨t FPKE
reproduziert.
Die Funktionalita¨t FPKE
Protokollteilnehmer: FPKE, Umgebung Z, Parteien P1, . . . , Pn und Angreifer S.
1. Erwarte in der ersten Aktivierung einenWert (KeyGen, sid) von einer Partei
Pi. Dann:
(a) Sende (KeyGen, sid) an den Angreifer.
(b) Empfange einen Wert pk vom Angreifer, sende dann pk an Pi.
2. Bei Erhalt eines Wertes (Encrypt, sid , pk ′,m) von einer Partei Pj:
(a) Sende (Encrypt, sid , pk ′, |m|) zum Angreifer, wobei |m| die La¨nge von
m angibt. (Falls pk ′ 6= pk ist oder pk noch nicht definiert ist, gib
zusa¨tzlich den vollsta¨ndigen Wert m zum Angreifer.)
(b) Empfange ein
”
Tag“ c vom Angreifer, sende dann c an Pj. Falls dabei
pk ′ = pk , speichere das Paar (c,m). (Wenn c schon in einem solchen
gespeicherten Paar auftaucht, halte an.)
3. Bei Erhalt eines Wertes (Decrypt, sid , c) von Pi (und nur Pi):
(a) Falls ein Paar (c,m) gespeichert wurde, sende m an Pi.
(b) Andernfalls sende (Decrypt, sid , c) zum Angreifer, empfange einen
Wert m vom Angreifer und gib dann m an Pi.
Abbildung 3.2: Die Idealisierung eines Public-Key-Kryptosystems aus [27]
Hier sei kurz auf einige Merkmale der Funktionalita¨t FPKE eingegangen. Zu-
na¨chst enthalten wie schon besprochen alle Anfragen an FPKE eine Sitzungsnum-
mer sid .
11Daß dem Angreifer Wissen um die Klartextla¨nge zugestanden wird, ist in gewisser Weise ein
”notwendiges U¨bel“, um Simulation zu ermo¨glichen; vgl. hierzu Goldreich [69, Appendix A].
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Eine Partei Pi kann bei FPKE durch eine KeyGen-Anfrage einen o¨ffentlichen
Schlu¨ssel pk erfragen.12 Dieser kann dann benutzt werden (von Pi oder von an-
deren Parteien), um mittels Encrypt-Anfragen Nachrichten zu verschlu¨sseln. Eine
Entschlu¨sselung so generierter Chiffrate ist allerdings nur Pi (mittels einer Decrypt-
Anfrage) mo¨glich.
Es gibt wie schon besprochen in der vorliegenden Beschreibung offenbar kei-
nen geheimen Schlu¨ssel. Bei KeyGen-Anfragen an FPKE werden lediglich o¨ffentliche
Schlu¨ssel pk generiert. Ein geheimer Schlu¨ssel ist fu¨r diese Idealisierung auch gar
nicht no¨tig: Chiffrate werden durch FPKE ver- und entschlu¨sselt. Hierzu wird – aus
ebenfalls schon genannten Gru¨nden – der Angreifer nach konkreten Chiffraten c
und, fu¨r die Schlu¨sselgenerierung, nach einem o¨ffentlichen Schlu¨ssel pk gefragt.
Allerdings wird in der Beschreibung auch klar, daß der Angreifer u¨ber die Klar-
texte, zu denen er die Chiffrate liefern soll, keine Information außer der Klartext-
la¨nge erha¨lt. Insofern ist die beschriebene Funktionalita¨t FPKE ”hinreichend ideal“,
wobei jedoch alle
”
Sicherheitslu¨cken“, wie etwa die Herausgabe der La¨nge |m| eines
Klartextes m, explizit erwa¨hnt sind.
Man beachte auch, daß Entschu¨sselungen
”
im Normalfall“ u¨ber eine Liste durch-
gefu¨hrt werden. Damit ist gemeint, daß FPKE Chiffrate c, welche durch eine Chif-
frierung eines Klartextesm mittels FPKE gewonnen wurden, wieder zum entschlu¨s-
selt. Lediglich Chiffrate, welche nicht durch Encrypt-Anfragen an FPKE generiert
wurden, werden vom Angreifer entschlu¨sselt.
Bemerkenswerterweise werden beliebige Klartexte m ∈ {0, 1}∗ zur Verschlu¨sse-
lung akzeptiert, obwohl bei vielen ga¨ngigen Public-Key-Kryptosystemen die Klar-
textmengeMpk im allgemeinen eine echte Untermenge von {0, 1}∗ ist. Man beach-
te dabei, daß die naheliegende A¨nderung eines Public-Key-Kryptosystems durch
blockweise Verschlu¨sselung zu einem System mitMpk = {0, 1}∗ zu einem Verlust
von Sicherheitseigenschaften fu¨hren kann.13
Eine sich aufdra¨ngende diesbezu¨gliche Anpassung von FPKE ist nun, den Si-
mulator nicht nur den o¨ffentlichen Schlu¨ssel pk wa¨hlen zu lassen, sondern dabei
auch eine passende Klartextmenge Mpk der ”erlaubten“ Klartexte. Bei gleichzei-
tiger derartiger Anpassung von FPKE und des spa¨ter noch benutzten klassischen
Sicherheitsbegriffes ROR-CCA (vgl. Bellare u. a. [16]) bleiben die noch vorzu-
stellenden Resultate gu¨ltig; jedoch soll hier der Einfachheit halber, und um den
Begriff ROR-CCA
”
unangetastet“ zu lassen, die Funktionalita¨t FPKE diesbezu¨glich
nicht vera¨ndert werden.
Es sei noch darauf hingewiesen, daß die in der spa¨teren Arbeit Canetti u. a.
[37] benutzte Parametrisierung von FPKE u¨ber eine Familie D = {Dk}k∈N von
Mengen
”
erlaubter Klartexte“ noch nicht optimal ist – man denke etwa an viele
RSA-basierte Systeme, welche Nachrichten aus einer Public-Key-abha¨ngigen Klar-
12Hier wird die Bezeichnung e aus [27] fu¨r den o¨ffentlichen Schlu¨ssel des Public-Key-Kryptosy-
stems ersetzt durch die in Definition 2.1 benutzte Bezeichnung pk ersetzt.
13Eine etwas aufwendigere allgemeine Konstruktion, welche unter Benutzung eines symmetrischen
KryptosystemsMpk = {0, 1}∗ erbringt, ohne dabei eine IND-CCA-Sicherheit des Public-Key-
Kryptosystems zu opfern, findet sich in Cramer und Shoup [50].
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textmenge verschlu¨sseln.
Da die Funktionalita¨t FPKE letztlich eine Idealisierung von lokal auszufu¨hrenden
Algorithmen darstellt, ist wu¨nschenswert, daß Anfragen direkt und ohne Verzo¨ge-
rung beantwortet werden. In diesem Zusammenhang sind damit nur Simulatoren
gewu¨nscht, welche Ausgaben von FPKE ohne Verzo¨gerung an die Dummy-Parteien
ausliefern. Konkret wird dies in [27] dadurch modelliert, daß im idealen (und im
hybriden) Modell nur Simulatoren zugelassen werden, welche spezielle Befehle von
FPKE zum Anlaß nehmen, die jeweils generierte Ausgabe von FPKE sofort an die
entsprechende Partei auszuliefern. Man spricht hier von einer direkten (engl.
”
im-
mediate“) Funktionalita¨t FPKE. In der urspru¨nglichen und hier wiedergegebenen
Beschreibung von FPKE fehlen diese expliziten Anweisungen; aus dem umgebenden
Text kann jedoch geschlossen werden, daß diese Nachrichten automatisch von FPKE
an den Simulator gesendet werden.
Die aus [27] entnommene und in Abbildung 3.2 wiedergegebene Beschreibung von
FPKE ist von informeller Natur. Schon in [85] wird beispielsweise angemerkt, daß
die gegebene Beschreibung unklar la¨ßt, was im Falle mehrerer KeyGen-Anfragen von
unterschiedlichen Parteien passiert. Ein Ignorieren aller KeyGen-Anfragen bis auf
die erste solche Anfrage ist a¨hnlich problematisch wie Eingaben mit verschiedenen
Sitzungsnummern: Ein FPKE realisierendes reales Protokoll mu¨ßte dann – trotz
asynchronem Netzwerk – in der Lage sein, festzustellen, welche Partei als erste
eine KeyGen-Eingabe bekommen hat. Dies fu¨hrt zu einer Nicht-Realisierbarkeit
einer solchermaßen ausgelegten Beschreibung der Funktionalita¨t FPKE.
Eine Lo¨sung dieser Problematik wird in [85] vorgeschlagen: Dort wird angeregt,
Public-Key-Kryptosysteme durch eine Familie {F (i)PKE}Pi zu modellieren, deren Ele-
mente ideale Funktionalita¨ten sind, fu¨r welche jeweils festliegt, welche Partei Pi als
einzige in der Lage sein soll, ein Schlu¨sselpaar zu generieren und Chiffrate zu ent-
schlu¨sseln. Dieser Ansatz soll hier verfolgt werden.
Alternativ wird in der unabha¨ngigen Arbeit [37] vorgeschlagen, einfach alle An-
fragen an FPKE, welche nicht mit dem ”erstgenerierten“ o¨ffentlichen Schlu¨ssel zu-
sammenha¨ngen, an den Angreifer weiterzuleiten und von ihm beantworten zu las-
sen. Damit geht natu¨rlich jede Sicherheitsgarantie fu¨r diese Anfragen verloren.
Dieser Ansatz ist problematisch, denn ein Angreifer kann nun eine Partei korrum-
pieren, durch sie eine KeyGen-Anfrage an FPKE stellen und damit alle weiteren,
durch
”
legitime“ KeyGen-Anfragen generierten Schlu¨ssel praktisch von jeder Sicher-
heitsgarantie befreien.
3.2.2 Zwischenspiel: Laufzeitbeschra¨nkungen
Im Zusammenhang mit der Diskussion von FPKE (bzw. F (i)PKE) sei hier noch ein
besonders preka¨res Thema angesprochen. Es wurde schon in den Abschnitten 3.1.1
und 3.1.5 – noch ohne konkretes Beispiel – bemerkt, daß eine Forderung nach po-
lynomial beschra¨nkten Angreifern (also insbesondere Simulatoren) problematisch
ist. Am Beispiel von F (i)PKE kann dies nun konkretisiert werden.
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Es ist na¨mlich F (i)PKE bei polynomial beschra¨nkten Simulatoren generell nicht
realisierbar. Das kann so eingesehen werden: Bei beliebigem realem Angreifer und
Simulator kann eine Umgebung Z so formuliert werden, daß Z zuna¨chst den Simu-
lator S durch sinnlose Anfragen aktiviert, bis S gehalten haben muß. (Man beachte
hier, daß Z von S abha¨ngt und somit dessen Laufzeitschranke
”
kennt“.) Jede an-
schließende KeyGen-Anfrage hat im realen Modell aufgrund der Direktheitseigen-
schaft von F (i)PKE einen generierten Schlu¨ssel zur Folge, wa¨hrend im idealen Modell
mangels aktivierbarem Simulator keine Ausgabe ausgeliefert werden kann.
Unglu¨cklicherweise ist diese Art von Angriff auch auf andere Funktionalita¨ten
u¨bertragbar; das auftretende Problem ist genereller Natur. Umgekehrt treten zu-
dem, wie in Abschnitt 3.1.5 diskutiert, massive technische Probleme beim Beweis
des Kompositionstheorems auf, sobald Angreifer nicht als polynomial beschra¨nkt
vorausgesetzt werden ko¨nnen. Eine Lo¨sung dieses Dilemmas ist Gegenstand lau-
fender Forschung. Hier soll ein Ausweg aufgezeigt werden, welcher auch in Backes
[5] im verwandten Modell [117, 11] eingesetzt wurde, um eine a¨hnliche Problematik
anzugehen.
Genauer kann einem Angreifer (bzw. Simulator) die Mo¨glichkeit eingera¨umt wer-
den, Nachrichten von Maschinen seiner Wahl zu blockieren; damit werden alle
Nachrichten dieser Maschine unterdru¨ckt, und der Angreifer wird insbesondere
nicht einmal mehr aktiviert. Das Scheduling wird dann weiterverfolgt, als ob der
Angreifer aktiviert worden wa¨re, aber sofort einen Wartezustand eingenommen ha¨t-
te. Diese Idee wurde auch in dem [27] sehr a¨hnlichen Modell [82] verwendet und soll
spa¨ter – fu¨r dieses Modell – noch genauer besprochen werden (vgl. Abschnitt 5.1).
Fu¨r das momentan zu behandelnde Modell [27] jedoch soll trotz der schon an-
gesprochenen Probleme im Beweis des Kompositionstheorems vereinfachend ange-
nommen werden, daß Angreifer (also insbesondere Simulatoren) lediglich polyno-
mial beschra¨nkt im Angesicht eines konkreten Protokolls und einer Umgebung sein
mu¨ssen;14 dies geschieht, um keine tiefgreifenden A¨nderungen im Modell [27] selbst
einzufu¨hren.
Man beachte, daß es hier nicht ausreicht, eine polynomiale Laufzeitbeschra¨nkung
in jeder Aktivierung eines Angreifers zu fordern: Mit einer solchen Konvention kann
bei geeignet
”
ungeschickter“ Formulierung einer idealen Funktionalita¨t F (welche
beispielsweise die erste Anfrage des Angreifers an ihn zuru¨cksendet) im F -hybriden
Modell eine Situation herbeigefu¨hrt werden, in der sich der Angreifer durch wahl-
lose Anfragen an immer neue F -Instanzen eine insgesamt unbeschra¨nkte Laufzeit
erschleichen kann.
Ein a¨hnliches Problem stellt sich im Zusammenhang mit F (i)PKE fu¨r die Proto-
kollteilnehmer Pi und die ideale Funktionalita¨t: FPKE (und damit F (i)PKE) ist gema¨ß
der obigen Beschreibung nicht polynomial beschra¨nkt. Hiermit kann auch nicht auf
ein reales Protokoll mit polynomial beschra¨nkten Parteien gehofft werden, welches
14Damit ist gemeint, daß ein AngreiferA fu¨r feste Umgebung Z nie la¨nger als p(k) Turing-Schritte
la¨uft, wobei p = pZ ∈ Z[k] von Z abha¨ngen darf – es wird dabei nicht gefordert, daß A jemals
anha¨lt.
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F (i)PKE realisiert. Andererseits ist gerade eine polynomiale Beschra¨nkung von Funk-
tionalita¨t und Parteien essentiell fu¨r die Gu¨ltigkeit des Kompositionstheorems.15
Eine ku¨nstlich erzwungene
”
polynomiale Einschra¨nkung“ von F (i)PKE bzw. einem
als Protokoll aufgefaßten Kryptosystem ist auch problematisch: Hier kann eine hin-
reichend ma¨chtige Umgebung die Funktionalita¨t F (i)PKE durch wiederholte P1-An-
fragen zum Anhalten bringen; spa¨tere Anfragen bei einer anderen Partei P2 werden
nun genau im realen Modell beantwortet. Dem kann zwar oberfla¨chlich durch eine
ku¨nstliche Beschra¨nkung der Dummy-Parteien ausgewichen werden; dabei ko¨nnen
jedoch im Allgemeinfall unerwartete Effekte im F -hybriden Modell (welches ja kei-
ne Dummy-Parteien kennt, vgl. Abschnitt 3.1.6) auftreten. Hier erha¨lt F potentiell
mehr und la¨ngere Nachrichten, da F nicht mehr durch beschra¨nkte Dummy-Par-
teien
”
abgeschirmt“ wird. Damit kann die Funktionalita¨t F selbst prinzipiell un-
terscheiden, ob sie in einem hybriden oder einem idealen Modell ausgefu¨hrt wird.
(Man denke an eine Funktionalita¨t F , welche genau im hybriden Modell wichtige
Geheimnisse ausplaudert.) Dies zeigt, daß bei diesem Ansatz Sicherheitseigenschaf-
ten unter Komposition verloren gehen ko¨nnen.
Glu¨cklicherweise kann aber im speziellen Fall von F (i)PKE, einem als reales Pro-
tokoll aufgefaßtem Kryptosystem und der spa¨ter noch anzugebenden Simulatoren
mittels der in Hofheinz, Mu¨ller-Quade und Unruh [87] entwickelten Tech-
niken eingesehen werden, daß das Kompositionstheorem selbst seine Gu¨ltigkeit be-
ha¨lt (nicht aber der in [27] angegebene allgemeine Beweis). A¨hnliches gilt fu¨r die
spa¨ter noch zu betrachtenden Funktionalita¨ten und Protokolle (in Kombination
mit den konkret anzugebenden Simulatoren), so daß im folgenden nicht weiter auf
das Fehlen einer polynomialen Beschra¨nkung bei Protokollen und Funktionalita¨ten
eingegangen werden soll.
Addendum Nach Fertigstellung vorliegender Arbeit wurde die erweiterte Fas-
sung [27] von [28] erneut u¨berarbeitet und am 6. Januar 2005 unter der Adresse
http://eprint.iacr.org/2000/067/ vero¨ffentlicht. In dieser ju¨ngsten U¨berarbei-
tung wurde mit einem neuen Ansatz versucht, der gerade besprochenen Problema-
tik der Laufzeitbeschra¨nkungen Herr zu werden. Genauer wurde eine sogenannte
Kontrollfunktion eingefu¨hrt, welche einen Protokolldurchlauf nach polynomial vie-
len Schritten – gewissermaßen gewaltsam – beendet. Bei einem Vergleich etwa eines
realen Protokolls und einer idealen Funktionalita¨t werden dabei reales und idea-
les Modell genau gleichermaßen
”
zugeschnitten“; es wird also bei einem Vergleich
genau dieselbe Kontrollfunktion verwendet.
Dies bewirkt, daß eine exakt u¨bereinstimmende Laufzeit in realem und idea-
lem Modell gefordert wird – es wird also eine ganz neue Klasse von
”
Timing“-
Angriffen zugelassen, welche die Unterscheidung von Protokollen allein aufgrund
unterschiedlicher Laufzeiten zulassen. Eine Behebung derartiger
”
unerwu¨nschter
15Eine Untersuchung von schwa¨cheren Bedingungen, welche dennoch Komposition ermo¨glichen,
findet in Hofheinz, Mu¨ller-Quade und Unruh [87] fu¨r das Mehrparteienmodell [117, 11]
statt.
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Nebenwirkungen“ des Einsatzes einer Kontrollfunktion ist Gegenstand augenblick-
licher Forschung.
3.2.3 Anwendung fu¨r sichere Nachrichtenu¨bermittlung
Die Nu¨tzlichkeit der gegebenen Idealisierung F (i)PKE kann demonstriert werden, in-
dem behelfs ihrer eine sichere Nachrichtenu¨bertragung implementiert wird. Dabei
wird eine
”
natu¨rliche“ Benutzung eines Public-Key-Kryptosystems zugrundegelegt,
d. h. eine zu u¨bertragende Nachricht wird mit dem o¨ffentlichen Schlu¨ssel des Emp-
fa¨ngers verschlu¨sselt und dann geschickt. Ver- und Entschlu¨sselung erfolgen unter
Benutzung von F (i)PKE.
Konkreter sei von vonherein eine Partei Pi bestimmt – der ”
Empfa¨nger“ –, wel-
che bei ihrer ersten Aktivierung mittels einer KeyGen-Anfrage an F (i)PKE einen o¨f-
fentlichen Schlu¨ssel pk generiert und diesen an alle anderen Parteien Pj (j 6= i)
verschickt. Damit sind natu¨rlich nur Nachrichtenu¨bermittlungen von Parteien Pj
(j 6= i) zu Pi mo¨glich. Eine solche U¨bermittlung etwa von m ∈ {0, 1}∗ von Pj zu Pi
erfolgt dabei durch ein Encrypt-en von m bezu¨glich des anfangs von Pi erhaltenen
Schlu¨ssels pk . Ist noch kein pk empfangen, so findet keine Nachrichtenu¨bermittlung
statt.
Sei pii nun dieses naheliegende Protokoll zur sicheren Nachrichtenu¨bertragung,
welches wie besprochen die idealisierte Form F (i)PKE eines Public-Key-Kryptosystems
nutzt, also im F (i)PKE-hybriden Modell formuliert ist. Dann zeigt ein Beweis in [27],
daß pii bei Annahme authentifizierter Kana¨le
16 eine jeweilige ideale Funktionalita¨t
F (i)M-SMT realisiert.
Die Funktionalita¨t F (i)M-SMT
Protokollteilnehmer: F (i)M-SMT, Umgebung Z, Parteien P1, . . . , Pn und Angrei-
fer S.
1. Bei Erhalt eines Wertes (Receiver, sid) von Pi (und nur Pi): Sende
(Receiver, sid , Pi) an alle Parteien und den Angreifer. Ignoriere alle nach-
folgenden (Receiver, sid)-Anfragen.
2. Bei Erhalt von (Send, sid ,m) von einer beliebigen Partei Pj: Sende
(sid ,m, Pj) an den Empfa¨nger Pi und (sid , |m|, Pj) an den Angreifer.
Abbildung 3.3: Die Idealisierung sicherer Nachrichtenu¨bermittlung mit mehreren
Sendern und festgelegtem Empfa¨nger, aus [27] u¨bernommene und
angepaßte Fassung
Hierbei erlaubt F (i)M-SMT (wiedergegeben in Abbildung 3.3) allen Parteien, Nach-
16Es sei daran erinnert, daß es dem Angreifer im Falle authentifizierter Kana¨le nicht erlaubt ist,
Absender von Nachrichten zu fa¨lschen.
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richten sicher an Pi zu schicken – lediglich die La¨nge der u¨bertragenen Nachricht
wird dem Angreifer u¨bermittelt. Da die Geheimhaltung von Nachrichten zwischen
Parteien und idealen Funktionalita¨ten schon durch die Konstruktion des Modells
selbst gewa¨hrleistet wird, kann somit F (i)M-SMT also als einfaches ”Relais“ formuliert
werden, welches nur alle Eingaben an Pi weiterleitet.
Man beachte dabei, daß [27] tatsa¨chlich nur piFPKE ≥ FM-SMT fu¨r ein Protokoll
pi, bei welchem der Empfa¨nger nicht von vornherein festgelegt ist, behauptet. Da
jedoch der Gebrauch von FPKE in der urspru¨nglichen Form aus [27] wie schon
besprochen problematisch ist, ist eine Aussage pi
F(i)PKE
i ≥ F (i)M-SMT wu¨nschenswerter.
Glu¨cklicherweise erschließt sich diese Aussage aber direkt aus dem Beweis von
piFPKE ≥ FM-SMT in [27].
Es ko¨nnen also die Funktionalita¨ten F (i)PKE genutzt werden, um in einem intuitiven
und dennoch formalen Sinn Nachrichten zu u¨bertragen. Damit ist eine Rechtfer-
tigung fu¨r die Idealisierung F (i)PKE geschaffen, und es lohnt sich, zu untersuchen,
welche Public-Key-Kryptosysteme dieser Idealisierung genu¨gen (d. h. welche Pu-
blic-Key-Kryptosysteme – als Protokolle aufgefaßt – F (i)PKE realisieren). Ist erst ein-
mal ein Public-Key-Kryptosystem als sicher in diesem Sinne identifiziert, kann es
dann mittels pii zur sicheren U¨bertragung von Nachrichten – etwa in einem gro¨ße-
ren Protokoll – genutzt werden. Das Kompositionstheorem stellt dann sicher, daß
diese reale Implementierung gerade so sicher ist wie eine durch FM-SMT idealisierte
Nachrichtenu¨bertragung.
Im folgenden soll deshalb nach einer Klasse von Public-Key-Kryptosystemen
gesucht werden, welche F (i)PKE realisieren.
Abschließend sei noch darauf hingewiesen, daß [37] zeigt, daß auch eine abge-
schwa¨chte Variante FRPKE von FPKE schon hinreicht, um FM-SMT zu realisieren. Da
die Abschwa¨chung FRPKE aber weniger intuitiv als FPKE selbst ist (und zudem das
schon angesprochene Problem mehrfacher KeyGen-Eingaben nicht zufriedenstellend
lo¨st), soll sie hier nicht als Maßstab fu¨r
”
universell komponierbare Public-Key-Ver-
schlu¨sselung“ weiter untersucht werden.
3.2.4 Real-or-Random-Sicherheit
Als Hilfsmittel wird hier auf eine – nicht durchweg ga¨ngige –
”
klassische“ Sicher-
heitsdefinition fu¨r Public-Key-Kryptosysteme aus [16] zuru¨ckgegriffen. Informell
verlangt dieses
”
Real-or-Random-Sicherheit“ genannte Kriterium, daß Chiffrate zu
selbstgewa¨hlten Klartexten nicht unterscheidbar sind von Chiffraten zu zufa¨llig ge-
wa¨hlten Klartexten. Genauer ergibt sich folgende, aus [16] entnommene und fu¨r
den Fall von Public-Key-Kryptosystemen und in hiesiger Schreibweise formulierte
Definition17:
17[16] fokussiert Sicherheitsdefinitionen fu¨r symmetrische Kryptosysteme; jedoch u¨bertragen sich
(wie schon in [16] angemerkt) alle Definitionen und Ergebnisse mu¨helos auf den asymmetri-
schen Fall.
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Definition 3.3 ([16]). Sei P = (KeyGen,Encrypt,Decrypt) ein Public-Key-Kryp-
tosystem, b ∈ {0, 1} und k ∈ N. Fu¨r (pk , sk)← KeyGen(1k) wird das Real-or-Ran-
dom-Orakel RRbpk(·) definiert, welches bei Eingabe m ∈ {0, 1}∗ wie folgt verfa¨hrt:
• Fu¨r b = 1 berechnet RRbpk das Chiffrat c ← Encrypt(1k, pk ,m) und gibt c
zuru¨ck.
• Ist b = 0, so zieht RRbpk gleichverteilt ein Element r ← {0, 1}|m|, chiffriert
c← Encrypt(1k, pk , r) und gibt c zuru¨ck.18
Sei A ein Angreifer (d. h. ein PPT-Algorithmus) mit Zugriff – im Sinne von Notati-
on A.8) – auf die Orakel RRbpk(·) und Decrypt(1k, sk , ·). Man betrachte das folgende
Experiment19
Experiment Expror-cca-bP,A (k):
(pk , sk)← KeyGen(1k)
b˜← ARRbpk (·),Decrypt(1k,sk ,·)(1k, pk)
Return b˜
Hierbei wird verlangt, daß A das Orakel Decrypt(1k, sk , ·) nie mit Ausgaben von
RRbpk(·) startet.
Damit sei der Unterscheidungsvorteil von A definiert als
Advror-ccaP,A (k) := Pr
[
Expror-cca-1P,A (k)→ 1
]− Pr[Expror-cca-0P,A (k)→ 1] .
Das Schema P wird ROR-CCA-sicher genannt, wenn die Funktion Advror-ccaP,A (·)
fu¨r jeden in vorstehendem Sinne erlaubten Angreifer A vernachla¨ssigbar ist.
Man beachte, daß diese Definition einen Chosen-Ciphertext-Angriff zugrunde-
legt, also dem Angreifer ein Entschlu¨sselungsorakel zur Verfu¨gung stellt. Damit
werden Situationen modelliert, in denen ein Angreifer beispielsweise in ein Kommu-
nikationsnetzwerk Chiffrate injiziert und vom Empfa¨nger entschlu¨sseln lassen kann.
Die in Definition 3.3 formalisierte Form dieses Angriffs ist eine besonders starke –
die Benutzung des Entschlu¨sselungsorakels wird lediglich minimal eingeschra¨nkt,
um eine nicht-erfu¨llbare Definition zu vermeiden. Hierzu sei noch abschließend an-
gemerkt, daß durch Weglassen des Entschlu¨sselungsorakels in Definition 3.3 ein
(echt schwa¨cherer) Sicherheitsbegriff entsteht, welcher in [16]
”
ROR-CPA“ genannt
wird und Sicherheit bei einem Chosen-Plaintext-Angriff modelliert.
Obwohl diese Definition ku¨nstlich wirkt, kann sie in [16] als a¨quivalent zum eta-
blierten Sicherheitsbegriff
”
IND-CCA“ (
”
indistinguishability under adaptive cho-
sen-ciphertext attacks“, vgl. [121]) gezeigt werden. Bei Sicherheit bezu¨glich dieses
Begriffs existiert kein Angreifer A, welcher ein Chiffrat einem von zwei zuvor von
A gewa¨hlten Klartexten gleicher La¨nge zuordnen kann. Hierbei steht A a¨hnlich wie
18Es wird implizit m ∈Mpk ⇒ {0, 1}|m| ⊆Mpk fu¨r die KlartextmengeMpk unterstellt.
19Hier bezeichnet – wie in [16] – ”Experiment“ einen Algorithmus, der intuitiv den Angreifer A
einem ”Test“ unterzieht.
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im oben beschriebenen Fall von ROR-CCA ein Entschlu¨sselungsorakel zur Ver-
fu¨gung, welches lediglich nicht auf das zuzuordnende Chiffrat angewandt werden
darf. (Auch hier ergibt sich ohne diese Einschra¨nkung ein trivialer, weil nicht-erfu¨ll-
barer Sicherheitsbegriff.) Es kann dann analog zu Definition 3.3 einem Angreifer
A eine Unterscheidungswahrscheinlichkeit Advind-ccaP,A (k) zugeordnet werden. For-
mal ist ein Public-Key-Kryptosystem genau dann IND-CCA-sicher, wenn fu¨r alle
Angreifer (d. h. PPT-Algorithmen) A die Funktion Advind-ccaP,A (k) vernachla¨ssigbar
ist.
Satz 3.4 ([16]). Ein Public-Key-Kryptosystem P ist IND-CCA-sicher genau dann,
wenn P ROR-CCA-sicher ist.
In [16] wird diese A¨quivalenz durch Reduktionen zwischen ROR-CCA-Angreifern
und IND-CCA-Angreifern gezeigt. Interessant hierbei ist, daß bezu¨glich dieser Re-
duktionen der Begriff
”
ROR-CCA“ in folgendem Sinne sta¨rker ist als
”
IND-CCA“:
Ein ROR-CCA-Angreifer kann umgewandelt werden in einen IND-CCA-Angrei-
fer etwa gleicher Komplexita¨t und mit gleicher Unterscheidungswahrscheinlichkeit,
wa¨hrend ein IND-CCA-Angreifer
”
nur“ Anlaß zu einem ROR-CCA-Angreifer glei-
cher Komplexita¨t, aber mit polynomial (in k) kleinerer Unterscheidungswahrschein-
lichkeit gibt.20 Dies widerspricht natu¨rlich in keiner Weise der A¨quivalenz von IND-
CCA und ROR-CCA, da hier nur entscheidend ist, ob der Vorteil eines Angreifers
(als Funktion in k) vernachla¨ssigbar oder nicht-vernachla¨ssigbar ist.
Die allgemeine Akzeptanz des auf den ersten Blick technisch und nicht-intuitiv
wirkenden Begriffs
”
IND-CCA“ la¨ßt sich wie folgt begru¨nden. In der richtungswei-
senden Arbeit [75] konnte mit
”
polynomialer Sicherheit“ ein handliches (wenngleich
unintuitives) Kriterium fu¨r Public-Key-Kryptosysteme als hinreichend fu¨r den sehr
intuitiven Begriff der semantischen Sicherheit gezeigt werden.
”
Polynomiale Sicher-
heit“ ist nun aber nichts anderes als der Begriff
”
IND-CPA“, also der Begriff
”
IND-
CCA“ mit einem eingeschra¨nkten Angreifer, welchem kein Entschlu¨sselungsorakel
zur Verfu¨gung steht. Fu¨r
”
semantische Sicherheit“ hingegen darf es keine Funktion
f geben, fu¨r die mit einem Chiffrat zu einem Klartext m der Funktionswert f(m)
effizient besser approximiert werden kann als ohne Chiffrat. Anders gesagt: Ein
Chiffrat hilft bei keiner effizient durchfu¨hrbaren Berechnung auf dem Klartext.
Nun konnte in [55] gezeigt werden, daß leider semantische Sicherheit allein nicht
hinreichend ist, um den Einsatz des betreffenden Public-Key-Kryptosystems in gro¨-
ßeren Protokollen – etwa Auktionsprotokollen – zu gewa¨hrleisten. Es lag nun nahe
(siehe [110, 121]), den technisch handhabbaren Begriff der polynomialen Sicherheit
zu verscha¨rfen, indem man dem Angreifer ein Entschlu¨sselungsorakel zubilligt –
womit eine Formulierung des Begriffs IND-CCA geschaffen war. Unabha¨ngig da-
von kann natu¨rlich auch der Begriff der semantischen Sicherheit verscha¨rft werden.
Naheliegende Varianten werden beispielsweise in [16], Watanabe u. a. [137] be-
trachtet und als a¨quivalent zu IND-CCA gezeigt.
20Dies ist kein Artefakt der Beweistechnik in [16], wie [16, Proposition 5] zeigt.
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Trotzdem ist die so geschaffene Situation nicht befriedigend: Wu¨nschenswert ist
ein an der Verwendung des Public-Key-Kryptosystems orientierter Begriff. Dieser
konnte – wie im vorigen Abschnitt diskutiert – mit der Idealisierung F (i)PKE gefun-
den werden. Deshalb soll nun untersucht werden, in welchem Verha¨ltnis F (i)PKE zu
bestehenden Sicherheitsdefinitionen steht.
3.2.5 A¨quivalenz zu komponierbarer Verschlu¨sselung
Ein Public-Key-Kryptosystem P = (KeyGen,Encrypt,Decrypt) soll dafu¨r als Pro-
tokoll aufgefaßt werden ko¨nnen, welches potentiell F (i)PKE realisiert. Dazu wird ein
Protokoll pi
(i)
P konstruiert, in dem jede Partei Encrypt-Anfragen mittels des Al-
gorithmus Encrypt beantwortet. Weiter beantworte die dedizierte Partei Pi (der
”
Empfa¨nger“) die erste KeyGen- und alle Decrypt-Anfragen durch Benutzen der Al-
gorithmen KeyGen bzw. Decrypt. Dabei wird bei KeyGen-Anfragen nur der erzeugte
o¨ffentliche Schlu¨ssel pk zuru¨ckgegeben, der geheime Schlu¨ssel sk wird lediglich fu¨r
spa¨tere Decrypt-Anfragen gespeichert. (Es ist klar, daß Decrypt-Anfragen vor der
ersten KeyGen-Anfrage ignoriert werden.)
Man beachte, daß nicht festgelegt wurde, wieviele Parteien u¨berhaupt am Proto-
koll pi
(i)
P teilnehmen. Da die nachfolgenden Ergebnisse nun nicht von der konkreten
Teilnehmerzahl in pi
(i)
P abha¨ngen, aber andererseits gerade Ergebnisse fu¨r beliebige
Teilnehmerzahlen gewu¨nscht sind (man denke nur an die Komposition von Pro-
tokollen), sei die Anzahl der Parteien in pi
(i)
P hier offen gelassen. Aus demselben
Grund denke man sich einen festen Empfa¨nger Pi fixiert: Alle folgenden Ergeb-
nisse sind unabha¨ngig von der Wahl von i. A¨hnliche Betrachtungen gelten fu¨r die
spa¨ter vorgestellten Funktionalita¨ten fu¨r digitale Signaturen, Schlu¨sselaustausch
und Commitment.
Auf diese Weise ist pi
(i)
P zumindest syntaktisch kompatibel zur Funktionalita¨t
F (i)PKE. Es kann nun in [27] gezeigt werden, daß fu¨r IND-CCA-sichere Systeme P
und bezu¨glich nicht-adaptiver Angreifer pi
(i)
P die Funktionalita¨t F (i)PKE realisiert.21
Der Beweis hierzu benutzt jedoch eine Reduktion eines pi
(i)
P -Angreifers A auf einen
IND-CCA-Angreifer A, bei der sich die zugeho¨rigen Unterscheidungswahrschein-
lichkeiten Advind-ccaP,A und Adv
pi
(i)
P ,F
(i)
PKE
A,S,Z um einen polynomialen (in k) Faktor unter-
scheiden.
Zudem wird in [27] – wie man gleich sieht, fa¨lschlicherweise – behauptet, daß
F (i)PKE-Sicherheit eines Public-Key-Kryptosystems noch nicht IND-CCA-Sicherheit
impliziert. Genauer gibt [27] dazu ein vermeintliches Gegenbeispiel an.
Eine Kla¨rung der Sachlage fu¨hrt nun das folgende Ergebnis aus [85] herbei:
21In [27] wird piP ≥ FPKE gezeigt (es wird also nicht u¨ber Empfa¨ngerparteien quantifiziert), was
strenggenommen falsch ist. Allerdings ergibt sich mit geringfu¨gigen A¨nderungen ein (korrek-
ter) Beweis fu¨r pi(i)P ≥ F (i)PKE.
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Satz 3.5. Sei P = (KeyGen,Encrypt,Decrypt) ein Public-Key-Kryptosystem. Dann
existiert eine bezu¨glich der Unterscheidungswahrscheinlichkeiten enge Korrespon-
denz zwischen nicht-adaptiven ROR-CCA-Angreifern und Umgebungen Z im fol-
genden Sinne:
1. Fu¨r jeden ROR-CCA-Angreifer A existiert eine Umgebung Z, so daß fu¨r alle
Simulatoren S und den Dummy-Angreifer A˜ gilt:
Adv
pi
(i)
P ,F
(i)
PKE
A˜,S,Z =
∣∣Advror-ccaP,A ∣∣
2
. (3.1)
2. Es existiert ein Simulator SROR, so daß fu¨r jede Umgebung Z und den Dum-
my-Angreifer A˜ gilt:
Adv
pi
(i)
P ,F
(i)
PKE
A˜,SROR,Z =
∣∣Advror-ccaP,A ∣∣ . (3.2)
Beweis. Die beiden Aussagen werden nacheinander bewiesen:
1. Sei ein ROR-CCA-Angreifer A gegeben. Es soll eine Umgebung Z konstruiert
werden, welche pi
(i)
P von F (i)PKE mit Unterscheidungsvorteil (3.1) trennt. Hier-
zu seien zwei Experimente E1 und E2 definiert, welche von Z durchgefu¨hrt
werden.
In E1 wird Angreifer A mit den Eingaben 1
k und pk simuliert, wobei k der
Sicherheitsparameter ist und pk einen von Z mittels KeyGen bei Pi erfragten
o¨ffentlichen Schlu¨ssel bezeichnet. Anfragen von A an das RR-Orakel werden
durch Encrypt-Anfragen von Z beantwortet, und Zugriffe auf das Decrypt-
Orakel werden mittels Decrypt-Anfragen an Pi beantwortet.
Das Experiment E2 unterscheidet sich von E1 nur dadurch, daß der jeweilige
Klartext bei RR-Anfragen durch einen zufa¨lligen (d. h. gleichverteilt gezoge-
nen) Klartext gleicher La¨nge ersetzt wird. Sei Z die Umgebung, welche jeweils
mit Wahrscheinlichkeit 1/2 Experiment E1 bzw. E2 ausfu¨hrt. Ausgabebit von
Z ist dabei die Ausgabe von A, falls E1 ausgefu¨hrt wurde, und die verneinte
Ausgabe von A, falls E2 ausgefu¨hrt wurde.
Sei nun S ein beliebiger Simulator. Fu¨r festes k bezeichne dann ²R1 (bzw. ²I1)
die Wahrscheinlichkeit, daß A beim Ausfu¨hren von Experiment E1 im realen
Modell mit pi
(i)
P und A˜ (bzw. im idealen Modell mit F (i)PKE und S) eine 1
ausgibt. Analog seien ²R2 und ²
I
2 die entsprechenden Wahrscheinlichkeiten fu¨r
Experiment E2.
Da im idealen Modell die Antworten auf Encrypt-Anfragen nicht vom zu ver-
schlu¨sselnden Klartext abha¨ngen, gilt ²I1 = ²
I
2. Weiter folgt aus Definition 3.3
und der Konstruktion der Experimente E1 und E2 direkt |Advror-ccaP,A (k)| =
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|²R1 − ²R2 |. Damit gilt fu¨r festes k:
Adv
pi
(i)
P ,F
(i)
PKE
A˜,S,Z (k) =
∣∣∣Pr[Z → 1 | pi(i)P , A˜] (k)− Pr[Z → 1 | F (i)PKE,S] (k)∣∣∣
=
∣∣∣∣12 (²R1 + (1− ²R2 ))− 12 (²I1 + (1− ²I2))
∣∣∣∣
=
1
2
∣∣²R1 − ²R2 + ²I2 − ²I1∣∣ = |Advror-ccaP,A (k)|2 .
2. Zuna¨chst sei der Simulator SROR beschrieben. Schlu¨sselgenerierung und Ent-
schlu¨sselungen werden von SROR mittels der Algorithmen KeyGen und Decrypt
durchgefu¨hrt. Verschlu¨sselungen bezu¨glich des
”
korrekten“ Schlu¨ssels pk ′ =
pk – bei denen SROR ja nur die La¨nge |m| des Klartextes m bekannt ist –
werden mit dem Ergebnis einer Ausfu¨hrung von Encrypt(1k, pk , r) beantwor-
tet, wobei r ein jeweils neu und gleichverteilt gezogenen Klartext r der La¨n-
ge |m| ist. Bei Verschlu¨sselungen bezu¨glich eines Schlu¨ssels pk ′ 6= pk ande-
rerseits kennt der Simulator SROR den jeweiligen Klartext m und kann mit
Encrypt(1k, pk ,m) antworten. Schließlich beantwortet SROR alle Befehle, die
ein Dummy-Angreifer befolgen wu¨rde, in offensichtlicher Weise, wobei bei
Korruptionen von P˜i ein initial durch KeyGen erzeugter Schlu¨ssel in den an
Z gemeldeten Zustand von P˜i integriert wird.
Hiermit ist klar, wie bei gegebener Umgebung Z ein ROR-CCA-Angreifer A
konstruiert werden kann, der intern Z simuliert: Bei der ersten Schlu¨sselge-
nerierung mittels KeyGen-Anfrage an Pi wird Z die entsprechende Eingabe
pk von A als Antwort serviert; Encrypt- und Decrypt-Anfragen von Z be-
zu¨glich dieses o¨ffentlichen Schlu¨ssels pk werden an die Orakel von A weiter-
geleitet. (Encrypt-Anfragen bezu¨glich anderer o¨ffentlicher Schlu¨ssel ko¨nnen
direkt mittels des Algorithmus Encrypt beantwortet werden.)
Um sicherzustellen, daß A sein Entschlu¨sselungsorakel nie bezu¨glich eines
durch das RR-Orakel erhaltenen Chiffrats befragt, beantwortet A dabei der-
artige Decrypt-Anfragen von Z autonom. Dabei wird der entsprechende RR
als Eingabe u¨bermittelte Klartext zuru¨ckgeliefert.
Ausgabe von A ist schließlich die Ausgabe des simulierten Z. Hiermit ist
nach Konstruktion klar, daß die Experimente Expror-cca-0P,A und Exp
ror-cca-1
P,A
aus Definition 3.3 gerade Ausfu¨hrungen von Z im realen Modell mit pi(i)P und
A˜ bzw. im idealen Modell mit F (i)PKE und SROR darstellen. Es folgt also (3.2).
Es findet hier eine Einschra¨nkung auf nicht-adaptive Angreifer statt. Dies kann
durch folgende Beobachtung gerechtfertigt werden: Wird ein Protokoll pi
(i)
P adap-
tiv attackiert, muß ein Simulator bei nachtra¨glicher Korruption des Empfa¨ngers
Pi einen geheimen Schlu¨ssel liefern ko¨nnen, so daß alle vom Simulator in Un-
kenntnis des jeweiligen Klartextes generierten Chiffrate korrekt dechiffriert werden
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ko¨nnen. Hierfu¨r wird schon im Fall eines einzigen solchen Chiffrats der theoretisch
anspruchsvolle und aufwendig zu realisierende Protokollbaustein
”
non-committing
encryption“ (vgl. Canetti u. a. [33]) beno¨tigt.
Man beachte weiter, daß die benutzten Reduktionen der Angreifer A bzw. Um-
gebungen Z Komplexita¨ten respektieren, d. h. es findet jeweils genau ein Aufruf
von A bzw. Z statt. Da in diesem
”
feinauflo¨senden“ Sinne ROR-CCA-Sicherheit
echt sta¨rkere Sicherheitsgarantien gibt als IND-CCA-Sicherheit (vgl. [16]), gilt dies
auch fu¨r Sicherheit bezu¨glich F (i)PKE. Nichtsdestotrotz sind nach [16] die Begriffe
IND-CCA und ROR-CCA a¨quivalent, so daß sich folgendes Korollar ergibt:
Korollar 3.6. Sei P = (KeyGen,Encrypt,Decrypt) ein Public-Key-Kryptosystem.
Dann sind folgende Aussagen a¨quivalent:
(i) pi
(i)
P ≥ F (i)PKE bezu¨glich nicht-adaptiver Angreifer,
(ii) P ist IND-CCA-sicher,
(iii) P ist ROR-CCA-sicher.
Damit erlauben also insbesondere praktisch vorgeschlagene und verwendete Sy-
steme wie RSAES-OAEP (siehe [119]) oder das theoretisch bedeutsame System
von Cramer und Shoup (vgl. [49]) aufgrund ihrer IND-CCA-Sicherheit schon
automatisch beliebige Komposition (in Form der Idealisierung F (i)PKE) in gro¨ßeren
Protokollen.
Diese Ergebnisse sind bezu¨glich uniformer und bezu¨glich nicht-uniformer Angrei-
fer gu¨ltig. Tatsa¨chlich sind – bis auf Ausnahmen wie [75] – die meisten
”
klassischen“
Ergebnisse – wobei
”
klassisch“ hier als
”
nicht in einem simulierbarkeitsbasierten
Umfeld formuliert“ zu lesen ist – im Umfeld uniformer Angreifer formuliert, blei-
ben aber gu¨ltig, wenn man zu einem nicht-uniformen Angreifermodell u¨bergeht.
Dies gilt insbesondere fu¨r die Ergebnisse aus [16]. Fu¨r Mehrparteienberechnungen
hingegen ist es im Modell [27] wie schon angesprochen u¨blich, die unterscheiden-
de Turing-Maschine Z nicht-uniform zu modellieren. Allerdings sind alle dortigen
Betrachtungen auch bezu¨glich uniformer Z gu¨ltig. Dies gilt, wie schon besprochen
und in [85] gezeigt, insbesondere fu¨r das Kompositionstheorem.
Abschließend sei noch auf die von [85] unabha¨ngige Arbeit [37] hingewiesen,
in der auch die Behauptung
”
IND-CCA-Sicherheit 6= FPKE-Sicherheit“ aus [27]
als falsch erkannt und das Gegenteil bewiesen wurde. Wie schon angesprochen
wurde in dieser Arbeit allerdings eine Abwandlung von FPKE benutzt, welche nicht
u¨ber Empfa¨ngerparteien parametrisiert ist und insbesondere den am Ende von
Abschnitt 3.2.1 skizzierten Angriff zula¨ßt.
3.2.6 Offene Fragen
Obwohl also mit IND-CCA (bzw. ROR-CCA) ein klassischer (d. h. nicht-simu-
lierbarkeitsbasierter) Sicherheitsbegriff identifiziert wurde, welcher der intuitiven
67
3 Eine intuitive Modellierung von Public-Key-Systemen
Idealisierung F (i)PKE eines Public-Key-Kryptosystems genu¨gt, stellt sich die Frage,
ob nicht auch fu¨r andere klassische Sicherheitsbegriffe eine entsprechende Idealisie-
rung gefunden werden kann. Beispielsweise ist nicht offensichtlich, wie man etwa
den Begriff der
”
plaintext awareness“ aus [19] simulierbar charakterisieren ko¨nnte.
(Informell sichert diese Eigenschaft zu, daß jeder PPT-Algorithmus, welcher ein
Chiffrat produziert, auch schon den zugeho¨rigen Klartext kennt.)
Dies ist insbesondere interessant, als
”
plaintext awareness“ in Verbindung mit
IND-CPA-Sicherheit schon IND-CCA-Sicherheit impliziert, vgl. etwa [17]. Man
ko¨nnte also prinzipiell auf eine auch intuitiv sta¨rkere Sicherheitsgarantie hoffen.
3.3 Idealisierung digitaler Signaturen
In Abschnitt 3.2.3 wurde beschrieben, wie mittels komponierbarer Public-Key-Ver-
schlu¨sselung (in Form der idealen Funktionalita¨t FPKE) sichere Nachrichtenu¨ber-
tragung realisiert werden kann. Hierbei wurde durch Verschlu¨sselung die Geheim-
haltung der verschickten Nachrichten gewa¨hrleistet. Nicht explizit behandelt wurde
allerdings die Frage der Authentizita¨t dieser Nachrichten – es wurden einfach au-
thentifizierte Kana¨le vorausgesetzt. Der Aspekt einer expliziten Authentifizierung
von Nachrichten soll nun thematisiert werden.
Hierzu soll genauer auf Verfahren zur digitalen Signatur von Nachrichten zu-
ru¨ckgegriffen werden. Eine Beschreibung einer Idealisierung digitaler Signaturen
(in Form einer idealen Funktionalita¨t FSIG) im Modell von [27] wurde schon in [27]
angegeben. Dort findet sich auch ein Beweis fu¨r die A¨quivalenz dieses Sicherheits-
begriffs mit dem klassischen Begriff EF-CMA bei Beschra¨nkung auf nicht-adaptive
Angriffe.22 (Vorausgreifend sei bemerkt, daß EF-CMA-Sicherheit intuitiv fordert,
daß selbst ein Angreifer, der sich Nachrichten seiner Wahl signieren lassen darf,
nicht in der Lage ist, gu¨ltige Signaturen zu neuen Nachrichten zu erzeugen; siehe
auch Definition 3.8.) In Canetti und Rabin [40] wurde zudem eine leicht vera¨n-
derte Variante von FSIG angegeben und ein Beweis fu¨r die Aussage formuliert, daß
FSIG-Sicherheit eines Verfahrens zur digitalen Signatur bezu¨glich allgemeiner, also
adaptiver Angriffe a¨quivalent zu Sicherheit im Sinne von EF-CMA ist.
Spa¨ter wurde dann in Canetti [31] gezeigt, wie mit einer solchen Idealisie-
rung FSIG authentifizierte Kana¨le – in Form einer geeigneten idealen Funktionalita¨t
FAUTH – realisiert werden ko¨nnen. Da das Modell [27] nun aufgrund des Kompo-
sitionstheorems ein modulares Design von Protokollen (bzw. Protokollbausteinen)
ermo¨glicht, ist in diesem Sinne das Problem der Authentifizierung von Nachrich-
ten – etwa fu¨r die schon angesprochene sichere Nachrichtenu¨bertragung – auf das
Finden von geeigneten Verfahren zur digitalen Signatur reduziert.
Nun ist allerdings die Idealisierung FSIG von digitalen Signaturen in den Fas-
sungen [27] und [40] u¨berhaupt nicht durch irgendein reales Protokoll realisierbar;
die Beweise aus [27] und [40] sind fehlerhaft. Dies konnte in der Arbeit Backes
22Zur Erinnerung: Nicht-adaptive Angriffe sind Angriffe, bei denen der Angreifer Korruptionen
nur in der ersten Aktivierung durchfu¨hrt.
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und Hofheinz [7] nachgewiesen werden.23 Weiter konnte in [7] eine korrigierte
Signaturfunktionalita¨t angegeben werden und fu¨r diese die urspru¨nglich behaupte-
te A¨quivalenz zu EF-CMA-Sicherheit gezeigt werden. Die Ergebnisse aus [7] sollen
nun vorgestellt und besprochen werden, um einen Eindruck zu geben, mit welchen
Schwierigkeiten das Finden einer geeigneten Idealisierung von digitalen Signaturen
verbunden sein kann.
3.3.1 Digitale Signaturen
Abstrakt und informell dient ein Verfahren zur digitalen Signatur dazu, zu einer
digitalen Nachricht unter Kenntnis eines speziellen Signaturschlu¨ssels eine Signatur
zu generieren. Dabei soll zum einen mittels eines passenden Verifikationsschlu¨ssels
nachgewiesen werden ko¨nnen, daß ein Signiervorgang stattgefunden hat, d. h. es
soll die Korrektheit einer Signatur nachgewiesen werden ko¨nnen. Zum anderen aber
soll das Erzeugen einer gu¨ltigen Signatur nur unter Kenntnis des Signaturschlu¨ssels
mo¨glich sein; es soll also nicht mo¨glich sein, eine Signatur zu fa¨lschen.
A¨hnlich wie im Falle von Public-Key-Kryptosystemen fa¨llt es nun leicht, syntak-
tische Anforderungen und Korrektheit eines Signatursystems formal zu fassen, was
auch sogleich geschehen soll:
Definition 3.7. Ein Public-Key-Signatursystem S besteht aus drei PPT-Algorith-
men KeyGen, Sign, Verify. Fu¨r beliebige k ∈ N und vk , sk ,m, s ∈ {0, 1}∗ werden
folgende syntaktische Bedingungen gestellt:
• KeyGen(1k) ∈ {0, 1}∗ × {0, 1}∗,
• Sign(1k, sk ,m) ∈ {0, 1}∗,
• Verify(1k, vk ,m, s) ∈ {valid, invalid}.
Es wird Korrektheit in dem Sinne gefordert, daß die Wahrscheinlichkeit als Funk-
tion in k vernachla¨ssigbar sein muß, ein Schlu¨sselpaar (vk , sk) ← KeyGen(1k)
zu generieren, so daß eine Nachricht m ∈ {0, 1}∗ existiert, fu¨r die invalid ←
Verify(1k, vk ,m, Sign(1k, sk ,m)) mo¨glich ist. Weiter wird Eindeutigkeit der Verifi-
kation gefordert, in dem Sinne, daß fu¨r beliebige, aber feste k ∈ N und vk ,m, s ∈
{0, 1}∗ die Ausgabe von Verify(1k, vk ,m, s) konstant ist.24
In dieser Definition entspricht sk dem Signaturschlu¨ssel, mit welchem Nachrich-
ten signiert werden ko¨nnen; vk bezeichnet den Verifikationsschlu¨ssel, mit dessen
Hilfe signierte Nachrichten auf Authentizita¨t u¨berpru¨ft werden ko¨nnen. Man be-
achte aber, daß a¨hnlich wie fu¨r Public-Key-Kryptosysteme die gegebene Definition
nur die Korrektheit eines Signatursystems einfa¨ngt. Damit genu¨gt etwa ein triviales
System, welches alle Signaturen als gu¨ltig akzeptiert (d. h. Verify(·, ·, ·) = valid)
23Unabha¨ngig davon wurde die Inkorrektheit des Beweises aus [40] auch in Canetti [29] erkannt.
24Effektiv wird hier also gefordert, daß der PPT-Algorithmus Verify durch einen deterministi-
schen, polynomial laufzeitbeschra¨nkten Algorithmus ersetzt werden kann.
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schon Definition 3.7, obwohl hier natu¨rlich Signaturen trivial fa¨lschbar sind, und
damit keine Nicht-Abstreitbarkeit von Signaturen gegeben ist.
Die Frage der Sicherheit eines Signatursystems soll sogleich behandelt werden,
zuvor jedoch noch zwei technische Bemerkungen: Zuna¨chst sind analog zu Defini-
tion 2.1 seltene
”
schlechte“ Schlu¨sselpaare (vk , sk) erlaubt. Dies geschieht in erster
Linie, um tatsa¨chlich eingesetzte Signatursysteme zuzulassen. Man denke hier bei-
spielsweise an RSA- oder ElGamal-basierte Systeme (etwa den
”
Digital Signature
Algorithm“, vgl. [56]), welche aus Effizienzgru¨nden ha¨ufig probabilistische und prin-
zipiell fehleranfa¨llige Primzahltests verwenden.
Des weiteren wird vom Verifikationsalgorithmus deterministisches Verhalten ge-
fordert. Zwar sind die Verifikationsalgorithmen aller in diesem Kapitel erwa¨hnten
Signaturverfahren tatsa¨chlich deterministisch, jedoch herrscht in der Literatur kei-
ne einhellige Auffassung daru¨ber, ob ein
”
echt probabilistischer“ Verifikationsalgo-
rithmus zuzulassen ist. Etwa erlaubtGoldreich [71] ausdru¨cklich probabilistische
Verifikationsalgorithmen; siehe dazu auch [71, Kapitel 6, U¨bung 1].
Man beachte allerdings, daß es bei einem probabilistischen Verifikationsalgorith-
mus prinzipiell mo¨glich ist, aus einem legitim erzeugten Nachricht-Signatur-Paar
(welches also wegen der Korrektheit des Signaturverfahrens immer als gu¨ltig ve-
rifiziert wird) eine neue Signatur fu¨r dieselbe Nachricht generiert werden kann,
welche etwa mit Wahrscheinlichkeit 1/2 als gu¨ltig erkannt wird. Ein solches Ver-
fahren kann sogar leicht aus einem in einem noch zu definierenden Sinne
”
sicheren“
Public-Key-Signatursystem konstruiert werden, so daß das entstandene Verfahren
immer noch
”
sicher“ ist.
Die Existenz solcher
”
halbgu¨ltiger“ Signaturen scheint jedoch fu¨r den Einsatz des
Signaturverfahrens in einem gro¨ßeren Protokoll alles andere als wu¨nschenswert:
Man denke hier etwa an signierte Vertra¨ge, die an mehrere Parteien gleichzeitig
geschickt werden. Insofern scheint die Modellierung eines notwendig deterministi-
schen Verifikationsalgorithmus berechtigt.25
Doch nun zur Sicherheit eines Signatursystems. Intuitiv soll natu¨rlich verhindert
werden, daß ein nicht durch Kenntnis eines Signaturschlu¨ssels befugter Angreifer
eine Signatur fa¨lscht. Hierbei kann unterschieden werden, ob ein solcher Angriff
nur als erfolgreich gilt, wenn eine Signatur zu einer vorgegebenen Nachricht ge-
fa¨lscht wurde, oder ob es reicht, eine Signatur zu irgendeiner Nachricht zu fa¨lschen.
Im letzteren Fall ist sofort einsichtig, daß beispielsweise das RSA-Signatursystem
aus Rivest u. a. [122] anfa¨llig fu¨r Angriffe ist.
Unabha¨ngig davon ko¨nnen auch – a¨hnlich wie im Fall von Public-Key-Kryptosy-
stemen – die Mo¨glichkeiten des Angreifers bei einem Angriff variiert werden. Etwa
kann dem Angreifer ein Signaturorakel zugestanden werden, das Klartexte nach
Wahl des Angreifers signiert. Es ist klar, daß durch das Signaturorakel erhaltene
Signaturen nicht als erfolgreich gefa¨lschte Signaturen gewertet werden du¨rfen. Ein
a¨ußerst lesenswerter U¨berblick u¨ber Angriffsziele und -mo¨glichkeiten findet sich
25Alternativ ist natu¨rlich auch eine Abschwa¨chung dahingehend denkbar, daß der Verifikations-
algorithmus nur mit u¨berwa¨ltigender Wahrscheinlichkeit ein gewisses Ergebnis liefern muß.
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in Goldwasser u. a. [77].
In der Arbeit [77] kann auch ein konkretes Signaturschema angegeben werden,
welches dem sta¨rksten dort vorgestellten Sicherheitskriterium
”
EF-CMA“ (
”
exi-
stential unforgeability under adaptive chosen-message attacks“) genu¨gt.26 Hier sei-
en auch die in diesem Sinne sicheren Verfahren aus Rompel [123], Cramer und
Damg˚ard [47, 48], Dwork und Naor [57] erwa¨hnt. Der Begriff EF-CMA ist
insbesondere von Interesse, da er schon a¨quivalent zu Komponierbarkeit des Signa-
tursystems ist – jedoch nur bei geeigneter Wahl der diesbezu¨glichen Idealisierung
digitaler Signaturen als ideale Funktionalita¨t. Genau dieser Zusammenhang soll
noch im Detail besprochen werden.
In jedem Fall ist es nun Zeit, den Begriff EF-CMA in geeigneter Form zu fixieren.
Hierbei soll eine geeignete Formulierung dieses Begriffs aus [77] angegeben werden:
Definition 3.8. Sei S = (KeyGen, Sign,Verify) ein Public-Key-Signatursystem.
Fu¨r einen Angreifer (d. h. PPT-Algorithmus) A sei folgendes Experiment definiert:
Experiment Expef-cmaS,A (k):
(vk , sk)← KeyGen(1k)
(m, s)← ASign(1k,sk ,·)(1k, vk)
Return Verify(1k, vk ,m, s)
Hierbei wird verlangt, daß A nie Nachrichten m zuru¨ckgibt, fu¨r die A bei seinem
Sign(1k, sk , ·)-Orakel Signaturen erfragt hat.27
Dann heißt P EF-CMA-sicher, wenn fu¨r alle in vorstehendem Sinne erlaubten
Angreifer A die Funktion
Pr
[
Expef-cmaS,A (k)→ valid
]
vernachla¨ssigbar in k ist.
Es darf also fu¨r EF-CMA-Sicherheit keinen Angreifer A geben, welcher in der
Lage ist, eine gu¨ltige Signatur zu irgendeiner Nachricht zu produzieren. Dabei darf
A sogar auf ein Orakel zuru¨ckgreifen, das Nachrichten nach Wahl von A signiert.
3.3.2 Eine problematische Idealisierung
In [27] konnte eine Idealisierung eines Public-Key-Signatursystems in Form einer
idealen Funktionalita¨t FSIG angegeben werden. Diese Funktionalita¨t wurde dann
in [40] leicht abgewandelt, und es wurde ein Beweis angegeben, daß diese Variation
von FSIG gerade von den Signatursystemen – in naheliegender Weise als Protokolle
aufgefaßt – realisiert wird, welche EF-CMA-sicher sind. Abbildung 3.4 ist eine
26Zwar ist das Schema aus [77] nicht zustandslos, paßt also nicht in Definition 3.7, es kann aber
ohne Sicherheitseinbußen zustandslos gemacht werden, vgl. Goldreich [68].
27Wird vom Angreifer A nur verlangt, daß er nie (m, s) ausgibt, wobei s eine von Sign(1k, sk , ·)
gelieferte Signatur zu einer Anfrage m ist, erha¨lt man den sta¨rkeren Begriff der ”non-mallea-
bility“, vgl. Stern u. a. [132].
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Reproduktion der Variante aus [40].28 Die im folgenden beschriebenen Probleme
treten allerdings auch mit der a¨lteren Idealisierung aus [27] auf.
Die Funktionalita¨t FSIG
Protokollteilnehmer: FSIG, Umgebung Z, Parteien P1, . . . , Pn und Angreifer S.
• Initialisierung: Erwarte in der ersten Aktivierung von einer Partei Pi eine
Eingabe (Signer, sid). Sende dann (Signer, sid) zum Angreifer. Von nun
an, ignoriere alle weiteren (Signer, sid)-Eingaben.
• Signatur-Generierung: Bei Erhalt einer Eingabe (Sign, sid ,m) von Pi,
gib (Sign, sid ,m) zum Angreifer. Bei Erhalt von (Signature, sid ,m, σ)
vom Angreifer, setze sm = σ, sende (Signature, sid ,m, σ) an Pi und for-
dere den Angreifer auf, diese Nachricht sofort auszuliefern. Speichere das
Paar (m, sm).
• Signatur-Verifikation: Bei Erhalt von (Verify, sid , Pi′ ,m, σ) von Pj:
1. Falls i = i′ (d. h. wenn die Senderidentita¨t in der Verifikationsanfrage
mit der Identita¨t des tatsa¨chlichen Signierers u¨bereinstimmt): Falls
m noch nie signiert wurde, setze f = 0. Wenn m schon zuvor signiert
wurde (d. h. sm ist definiert) und sm = σ gilt, setze f = 1. Falls m
zwar zuvor signiert wurde, aber sm 6= σ ist, lasse den Angreifer u¨ber
f entscheiden. (D. h.: Sende (Verify, sid , Pj, Pi′ ,m, σ) zum Angreifer.
Bei Erhalt von φ ∈ {0, 1} vom Angreifer, setze f = φ.)
2. Falls i 6= i′: Wenn Pi′ unkorrumpiert ist, setze f = 0. Laß andernfalls
den Angreifer u¨ber f entscheiden wie in Schritt 1.
3. Ist schließlich f bestimmt, sende (Verified, sid ,m, f) an Pj und for-
dere den Angreifer auf, diese Nachricht sofort auszuliefern.
Abbildung 3.4: Die Idealisierung eines Public-Key-Signatursystems aus [40]
Zum Versta¨ndnis sind einige Kommentare unabdingbar: Zuna¨chst ist eine Imple-
mentierung von FSIG durch ein Public-Key-Signatursystem, also durch lokal aus-
zufu¨hrende Algorithmen gewu¨nscht. Folgerichtig wird FSIG wie FPKE als direkte
Funktionalita¨t modelliert, siehe auch Abschnitt 3.2.1.
Allerdings werden ausschließlich Sign- und Verify-Eingaben direkt beantwor-
tet; die anfa¨ngliche Besta¨tigung der Initialisierung von FSIG darf vom Simulator
verzo¨gert werden, um eine Schlu¨sselverteilung in einem realisierenden Protokoll
zu ermo¨glichen. A¨hnlich wie im Fall der Funktionalita¨t FPKE darf der Simulator
von FSIG herausgegebene Signaturen wa¨hlen. Dies geschieht, um eine Verteilung
von Signaturen wie in einem realen Public-Key-Signatursystem zu ermo¨glichen,
28Diese Variante wurde auch in Canetti und Krawczyk [36] beschrieben und verwendet.
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und sollte nicht als
”
Sicherheitsloch“ betrachtet werden: U¨ber die Gu¨ltigkeit einer
Signatur entscheidet FSIG unabha¨ngig von deren Format.
Auch bedarf noch die Bedingung
”
[. . . ] Wenn Pi′ unkorrumpiert ist, [. . . ]“ in
der Beschreibung von FSIG einer Erla¨uterung. In Canetti und Krawczyk [36]
wird na¨mlich als Variante des Modells aus [27] zusa¨tzlich F u¨ber Korruptionen
informiert. Auf diese Weise lassen sich ma¨chtigere Funktionalita¨ten definieren (die
dabei natu¨rlich nicht zwangsla¨ufig realisierbar durch reale Protokolle sein mu¨ssen).
Im vorliegenden Fall ist die Betrachtung dieser Abwandlung des Modells sinnvoll
und soll genutzt werden.
Generell ist FSIG – a¨hnlich wie die Funktionalita¨t FPKE, vgl. Abschnitt 3.2.1 –
unsauber und mißversta¨ndlich formuliert. Etwa legt nach dieser Beschreibung die
erste Signer-Eingabe die signierende Partei fest. Hier fu¨hrt eine a¨hnliche Pro-
blematik wie der – fu¨r den Falle der urspru¨ngliche Formulierung von FPKE – in
Abschnitt 3.2.1 beschriebenen zu einer trivialen Unterscheidung von realem und
idealem Modell.
Informell kann demnach kein reales Protokoll feststellen, welche Partei als erste
eine Signer-Eingabe bekommen hat. Die FSIG-Formulierung aus [40] ist schon aus
diesem Grund nicht realisierbar; jedoch ist hier offensichtlich, wie FSIG abgewandelt
werden muß, um diesem Angriff zu entgehen: A¨hnlich wie im Falle von FPKE bietet
sich eine Parametrisierung der Funktionalita¨t u¨ber signierende Parteien an.
Schwieriger zu handhaben ist ein Angriff nach folgendem Muster: Z initialisiert
FSIG zuna¨chst mittels einer Signer-Eingabe von einer Partei Pi, und erfragt un-
mittelbar danach bei Pi die Signatur σ zu einer beliebigen Nachricht m. Sogleich
danach (also bevor im realen Modell irgendwelche Nachrichten ausgeliefert wurden)
la¨ßt Z eine andere Partei Pj das Tupel (m,σ′) auf Gu¨ltigkeit u¨berpru¨fen. Hierbei
setzt Z jeweils mit Wahrscheinlichkeit 1/2 σ′ = σ bzw. σ′ = s fu¨r eine gu¨ltige
Signatur s zur Nachricht m bezu¨glich eines neuen, von Z selbst erzeugten Schlu¨s-
selpaars.29 Diese Verify-Anfrage wird im idealen Modell genau dann mit f = 1
beantwortet, wenn σ′ = σ ist. Da aber die Verteilungen von s und σ identisch sind,
und niemals eine Nachricht an Pj ausgeliefert wurde, ist die Verteilung von f im
realen Modell unabha¨ngig davon, ob σ′ = σ ist.
Intuitiv wurde ausgenutzt, daß im idealen Modell sofort nach der Initialisierungs-
nachricht an einen Signierer Pi Signaturen u¨berpru¨ft werden ko¨nnen. Es wird nicht
eine eventuell im realen Modell no¨tige Schlu¨sselverteilung abgewartet. Dieser Man-
gel kann behoben werden, indem – a¨hnlich wie im Falle der Funktionalita¨t FPKE –
ein expliziter Verifikationsschlu¨ssel eingefu¨hrt wird, welcher bei einer Signer-An-
frage zuru¨ckgeliefert wird, und mit welchem Verifikationsanfragen ausgestattet sein
mu¨ssen. Damit kann der nicht durch einen lokalen Algorithmus faßbare Prozeß der
Schlu¨sselverteilung
”
ausgelagert“ werden.
Zuru¨ckkehrend zur Beschreibung von FSIG sei bemerkt, daß diese Beschreibung
offen la¨ßt, wie Verifikationsanfragen bei einer mehrfach signierten Nachricht m ge-
29Hier wird der Einfachheit halber ein als Protokoll aufgefaßtes Signatursystem zugrundegelegt;
der Angriff la¨ßt sich aber verallgemeinern.
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handhabt werden; in diesem Fall ist die
”
gu¨ltige“ Signatur sm aus Schritt 1 der
Verifikationsprozedur im allgemeinen nicht eindeutig bestimmt. Zudem ist in der
gegebenen Formulierung unklar, wie sich FSIG bei Sign- oder Verify-Anfragen
verha¨lt, die vor der Initialisierung durch eine Signer-Eingabe eintreffen. Es liegt
nahe, solche Anfragen einfach zu ignorieren, und insbesondere nicht dem Angreifer
zur Beantwortung weiterzuleiten; es hat ja anschaulich noch keine Schlu¨sselver-
teilung stattgefunden.30 In diesem Punkt liegt tatsa¨chlich der Kern eines noch zu
besprechenden Problems – eine umfassende Diskussion folgt.
Fu¨r den Augenblick und das Versta¨ndnis des noch zu gebenden Beweises der
Nicht-Realisierbarkeit von FSIG ist zuna¨chst von Bedeutung, daß FSIG Verifikati-
onsanfragen fu¨r Signaturen, welche nicht durch FSIG selbst erzeugt wurden, mit
”
ungu¨ltig“ (bzw. f = 0) beantwortet. Bei Annahme etwa eines als Protokoll aufge-
faßten Signatursystems S jedoch ko¨nnen im Falle einer korrumpierten signierenden
Partei (im Sinne von S) gu¨ltige Signaturen zu beliebigen Nachrichten lokal von Z
generiert werden. Eine Anfrage bei einer beliebigen unkorrumpierten Partei Pj wird
nun eine solche Signatur als gu¨ltig klassifizieren – im Gegensatz zu FSIG im idealen
Modell.
Fu¨r diesen Angriff ist es wichtig, daß FSIG die korrumpierte Partei Pi als si-
gnierende Partei akzeptiert, also mit einer entsprechenden Signer-Eingabe von Pi
initialisiert wurde. Es sei zuna¨chst angenommen, daß die Beschreibung von FSIG
dahingehend vervollsta¨ndigt sei, daß bei noch nicht erfolgter Signer-Initialisierung
alle Verifikationsanfragen von FSIG ignoriert werden. Dann muß ein ”guter“ Simu-
lator auch bei schon initial (also nicht-adaptiv) korrumpiertem Signierer Pi eine
solche Initialisierung vornehmen, um nicht
”
aufzufallen“. In diesem Fall genu¨gt al-
so schon ein nicht-adaptiver Angriff, um zu zeigen, daß kein Signatursystem FSIG
realisiert.
Werden andererseits bei nicht-initialisiertem FSIG alle Verifikationsanfragen zum
Simulator durchgeleitet, so hat dieser die Mo¨glichkeit, bei initial korrumpiertem Pi
einfach nie eine Signer-Eingabe im Namen von Pi zu senden und alle Verifikations-
anfragen durch die Algorithmen des Signatursystems S zu beantworten. In diesem
Fall ist also ein adaptiver Angriff vonno¨ten, bei welchem Z zuna¨chst – bei noch
unkorrumpiertem Pi – die Initialisierung von FSIG durch eine explizite Signer-Ein-
gabe sicherstellt und erst anschließend Pi durch einen geeigneten Angreifer (etwa
den Dummy-Angreifer) korrumpieren la¨ßt. Danach kann wie im nicht-adaptiven
Fall weiter verfahren werden.
Im letzteren Fall (d. h. falls bei nicht-initialisierter idealer Funktionalita¨t der
Angreifer Sign- und Verify-Anfragen beantwortet) stellt sich zudem ein ande-
res Problem: Nun kann ein geeigneter Angriff mit korrumpiertem Signierer sogar
im idealen Modell (das ja als
”
hinreichend gute“ Idealisierung angenommen werden
soll) erzwingen, daß die Gu¨ltigkeit von Signaturen erst zum Zeitpunkt der U¨berpru¨-
fung festgelegt wird. Dies ist natu¨rlich alles andere als wu¨nschenswert: Man denke
30U¨berdies fu¨hrt eine solche Vervollsta¨ndigung zu einem Verlust von intuitiven Sicherheitsgaran-
tien; man denke nur an einen korrumpierten Signierer, der keine Initialisierung vornimmt.
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an zu Protokollbeginn fixierte, aber verschlu¨sselte Vertra¨ge, u¨ber deren Gu¨ltigkeit
erst nach Ablauf eines kompletten Protokolls entschieden wird.
Diese Diskussion soll spa¨ter noch im Zusammenhang mit einer verbesserten Si-
gnaturfunktionalita¨t weitergefu¨hrt werden. Vorher soll jedoch der oben beschrie-
bene Angriff in einer verallgemeinerten und in [7] vero¨ffentlichten Form vorgestellt
werden.
Hierbei wird wie besprochen angenommen, daß bei nicht-initialisierter Funktio-
nalita¨t FSIG alle Verifikationsanfragen ignoriert werden; im Fall, daß solche An-
fragen vom Simulator beantwortet werden, kann eine schon angedeutete Variation
des folgenden Angriffs zumindest die Nicht-Realisierbarkeit von FSIG bezu¨glicher
adaptiver Angriffe zeigen.
3.3.3 Ein Unmo¨glichkeitsresultat
Satz 3.9. Es existiert kein reales Protokoll pi, das die ideale Funktionalita¨t FSIG
aus [40] fu¨r n ≥ 2 Parteien realisiert. Dies gilt sogar bezu¨glich authentifizierter
Kana¨le und nicht-adaptiver Angreifer.
Beweis. Sei zum Widerspruch pi mit pi ≥ FSIG angenommen. Seien weiter mit Pi
und Pj zwei verschiedene Parteien fixiert. Es bezeichne S den Simulator, welcher
Angriffe bezu¨glich des Dummy-Angreifers A˜ simuliert (vgl. Abschnitt 3.1.5). Sei
nun Z1 die wie folgt definierte Umgebung, welche im realen Modell mit pi und dem
Dummy-Angreifer ausgefu¨hrt wird:
1. Aktiviere Pi mit Eingabe (Signer, 0).
2. Wa¨hle gleichverteilt r ∈ {0, 1}k und aktiviere Pi mit (Sign, 0, r); es bezeich-
ne (Signature, 0, r, σ) die erhaltene Antwort. Wenn keine direkte Antwort
kommt, halte mit Ausgabe 0 an.
3. Aktiviere Pj mit Eingabe (Verify, 0, Pi, r, σ); es bezeichne (Verified, 0, r, f)
die erhaltene Antwort. Wenn keine direkte Antwort kommt, halte mit Aus-
gabe 0 an. Ansonsten halte mit Ausgabe f ∈ {0, 1} an.
Es ist klar, daß Z1 polynomial beschra¨nkt ist. Nach Definition von FSIG ist
weiter Pr [Z1 → 1 | FSIG,S] (k) = 1 und deshalb Pr
[
Z1 → 1 | pi, A˜
]
als Funktion
in k u¨berwa¨ltigend. Dabei ist zu beachten, daß aufrund der Direktheit von FSIG
Antworten auf Sign- und Verify-Eingaben sofort ausgeliefert werden.
Sei weiter Z2 die wie folgt definierte Umgebung, welche wie Z1 im realen Modell
mit pi und dem Dummy-Angreifer ausgefu¨hrt wird:
1. Weise den Angreifer an, Pi zu korrumpieren. Bereite eine lokale Simulation
P
(s)
i von Pi vor.
2. Aktiviere P
(s)
i mit Eingabe (Signer, 0).
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3. Wa¨hle gleichverteilt r ∈ {0, 1}k und aktiviere P (s)i mit (Sign, 0, r); es bezeich-
ne (Signature, 0, r, σ) die erhaltene Antwort. Wenn keine direkte Antwort
kommt, halte mit Ausgabe 0 an.
4. Aktiviere Pj mit Eingabe (Verify, 0, Pi, r, σ); es bezeichne (Verified, 0, r, f)
die erhaltene Antwort. Wenn keine direkte Antwort kommt, halte mit Aus-
gabe 0 an. Ansonsten halte mit Ausgabe f ∈ {0, 1} an.
Es soll davon ausgegangen werden, daß P
(s)
i wenigstens pro Aktivierung polyno-
mial laufzeitbeschra¨nkt im Maximum der Gesamtla¨nge aller erhaltenen Eingaben
und k ist,31 vgl. die Diskussion in Abschnitt 3.2.2. Damit ist Z2 polynomial be-
schra¨nkt. Weiter ist, da Pi passiv korrumpiert wurde – also die Korruption das
Verhalten von Pi nicht beeinflußt –, die Funktion
Pr
[
Z2 → 1 | pi, A˜
]
= Pr
[
Z1 → 1 | pi, A˜
]
u¨berwa¨ltigend in k, womit wegen pi ≥ FSIG auch Pr [Z2 → 1 | FSIG,S] u¨berwa¨lti-
gend in k ist. Somit wird nach Konstruktion von Z2 die lokal von Z2 (genauer: von
P
(s)
i ) erzeugte Signatur σ zu r von Pj als gu¨ltig erkannt.
Nach Definition von FSIG hat also S im idealen Modell mit u¨berwa¨ltigender
Wahrscheinlichkeit eine explizite (Sign, 0, r)-Eingabe im Namen der korrumpierten
Partei Pi an FSIG gegeben.32 Weil S fu¨r festes Z = Z2 als polynomial beschra¨nkt
angenommen werden darf (siehe auch Abschnitt 3.2.2), kann aber S insgesamt nur
polynomial viele Nachrichten r′ signieren lassen. Schließlich ist aber die Menge
der von S signierten Nachrichten unabha¨ngig von der tatsa¨chlichen – von Z2 in
Schritt 3 gewa¨hlten – Nachricht r ∈ {0, 1}k, da Z2 die Signatur σ lokal mittels P (s)i
generiert und die Verifikationsanfrage in Schritt 4 direkt beantwortet werden muß.
Also ist die Wahrscheinlichkeit, daß S im idealen Modell die von Z2 gewa¨hlte
Nachricht r ∈ {0, 1}k signiert, vernachla¨ssigbar in k. Demnach wird σ in Schritt 4
nur mit vernachla¨ssigbarer Wahrscheinlichkeit als gu¨ltig erkannt, und die Funktion
Pr [Z2 → 1 | FSIG,S] muß vernachla¨ssigbar sein; es entsteht ein Widerspruch.
Es sei explizit darauf hingewiesen, daß der beschriebene Angriff nicht ausnutzt,
daß die Initialisierung im realen Modell mo¨glicherweise der Auslieferung von Nach-
richten bedarf. Es wird auch nicht benutzt, daß in der Formulierung von FSIG
aus [40] prinzipiell jede Partei Signierer sein kann. Insbesondere zeigen offensicht-
liche Adaptionen dieses Angriffs, daß auch eine wie in Abschnitt 3.3.2 besprochene
diesbezu¨gliche Korrektur von FSIG nicht realisierbar ist.
Dieser Angriff kann auch auf einfache Weise abgewandelt werden, so daß eine
auf die Signer-Initialisierung folgende Schlu¨sselverteilung abgewartet wird, solange
diese Schlu¨sselverteilung mit polynomial vielen und langen Nachrichten abla¨uft.
31Dies entspricht dem sehr schwachen Begriff ”weakly polynomial“ aus [11].32Hier fließt ein, daß bei nicht-initialisiertem FSIG Verifikationsanfragen ignoriert werden; vgl. die
Diskussion im vorigen Abschnitt.
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(Dies verbessert nicht den Angriffserfolg, sondern soll nur zeigen, daß der Erfolg
dieses Angriffs nicht auf den initialen Schlu¨sselaustausch zuru¨ckzufu¨hren ist.)
In [40, Claim 2] wird behauptet, daß FSIG genau von den Signatursystemen (als
reale Protokolle interpretiert) realisiert wird, welche EF-CMA-sicher sind. Es mag
von Interesse sein, zu sehen, an welcher Stelle der in [40] gegebene Beweis fu¨r diese
Behauptung irrt.
Der kritische Teil des besagten Beweises behandelt die Aussage piS ≥ FSIG bei
als EF-CMA-sicher angenommenem Public-Key-Signatursystem S und damit asso-
ziiertem realem Protokoll piS. Hierfu¨r werden piS-Angriffe auf S-Angriffe (d. h. auf
Angreifer im EF-CMA-Spiel mit System S, vgl. Definition 3.8) reduziert. Genauer
wird eine Umgebung Z, welche zwischen einem realen Modell mit Angreifer A und
einem idealen Modell mit speziell konstruiertem Angreifer S = S(A) erfolgreich
unterscheidet, zu einem erfolgreichen EF-CMA-Angreifer G umgeformt.
Bei der Begru¨ndung des Erfolgs von G im EF-CMA-Spiel wird behauptet, daß
“[. . . ] as long as event B does not occur, Z’s view of an interaction with A and par-
ties running the protocol is distributed identically to its view of an interaction with
S33 and FSIG in the ideal process”. Hierbei ist wiederum B definiert als das Ereig-
nis, daß wa¨hrend eines Protokollablaufs im realen Modell “[. . . ] ver(v,m, σ) = 1 for
some message m and signature σ, but the signer is uncorrupted and never signed
m during the execution of the protocol”, wobei ver den Verifikationsalgorithmus
des Systems S bezeichnet.
Diese Aussage ist falsch. Im Falle einer korrumpierten signierenden Partei Pi
la¨ßt der konstruierte Simulator S u¨berhaupt keine Nachrichten im Namen von Pi
signieren. Trotzdem ko¨nnen natu¨rlich wa¨hrend eines realen Protokollablaufs wie im
Beweis von Satz 3.9 bei etwa passiv korrumpierten Pi Nachrichten legitim signiert
werden. Da fu¨r die zitierte Aussage keinerlei weitere Begru¨ndung gegeben wurde,
la¨ßt sich der Fehler im Beweis auch nicht genauer lokalisieren.
3.3.4 Eine korrigierte Idealisierung
Das im Beweis von Satz 3.9 aufgedeckte Problem ist, wie schon informell in Ab-
schnitt 3.3.2 besprochen, ein prinzipielles Problem. Es kann im Falle eines passiv
korrumpierten Signierers nicht verhindert werden, daß Nachrichten lokal und ohne
Zutun von FSIG signiert werden.34 Insofern du¨rfen also bei korrumpiertem Signierer
unbekannte Signaturen nicht von FSIG als ungu¨ltig abgetan werden. Fu¨r eine Rea-
lisierbarkeit ist – wie der Beweis von Satz 3.9 zeigt – no¨tig, daß in diesem Fall eine
fu¨r das Signatursystem spezifische Beurteilung der Gu¨ltigkeit der Signatur erfolgt.
Es liegt nahe, diese Aufgabe in den Simulator auszulagern, da dieser im Gegen-
satz zu FSIG protokollspezifisch gewa¨hlt werden kann. Eine solchermaßen korrigier-
te und dabei von den anderen in Abschnitt 3.3.2 angesprochenen Ma¨ngeln befreite
Funktionalita¨t F (i)SIG wurde in [7] angegeben und ist in Abbildung 3.5 beschrieben.
33Hier wurde ein offensichtlicher Tippfehler in [40] korrigiert.
34Alternativ wa¨re ho¨chstens die Realisierung eines nicht-direkten FSIG durch ein interaktives
Protokoll denkbar.
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Die Funktionalita¨t F (i)SIG
Protokollteilnehmer: FSIG, Umgebung Z, Parteien P1, . . . , Pn und Angreifer S.
• Initialisierung: Beim ersten Erhalt einer Eingabe (Signer, sid) von Pi
(und nur Pi), sende (Key, sid) zu S. Bei Erhalt einer Antwort (Key, sid , v)
von S, leite diese Eingabe an Pi weitere und speichere v. Ignoriere weite-
re (Signer, sid)-Eingaben. Was folgt, findet nur nach der ersten Signer-
Eingabe von Pi Anwendung.
• Signatur-Generierung: Bei Erhalt von (Sign, sid ,m) von Pi (und nur
Pi), leite diese Eingabe an S weiter. Bei Erhalt von (Signature, sid ,m, σ)
von S, leite diese Nachricht an Pi weiter und speichere das Tupel (m,σ, 1).
• Signatur-Verifikation: Bei Erhalt von (Verify, sid ,m, σ′, v′) von Pj,
antworte mit (Verified, sid ,m, f), wobei f wie folgt bestimmt wird:
1. Ist v = v′ und wurde ein Tupel (m,σ′, g) gespeicherta, so setze f = g.
2. Ist v = v′, ist weiter Pi unkorrumpiert, und existiert kein gespeichertes
Tupel (m,σ, g) fu¨r irgendwelche σ, g, so setze f = 0.
3. In allen anderen Fa¨llen (insbesondere im Fall v 6= v′), leite die
erhaltene Eingabe an S weiter; extrahiere f aus einer Antwort
(Verified, sid ,m, f) von S und speichere das Tupel (m,σ′, f).
aHier ist Eindeutigkeit bei Existenz garantiert.
Abbildung 3.5: Die Idealisierung eines Signatursystems aus [7]
Man beachte zuna¨chst, daß F (i)SIG u¨ber den Index der signierenden Partei pa-
rametrisiert ist. Es sind also keine unangenehmen Mehrdeutigkeiten wie im Falle
von FSIG mo¨glich. Irritierenderweise ist der diesbezu¨glich beschriebene Angriff im-
mer noch mit der in Canetti [29] u¨berarbeitenden Funktionalita¨t FSIG mo¨glich;
Abhilfe schafft erst die Funktionalita¨t FSIG aus Canetti [30, 31, 32], in welcher
eine Parametrisierung der Funktionalita¨t u¨ber Signierer aus der Sitzungsnummer
abgeleitet wird.
Weiter wird im Falle von F (i)SIG keine initiale Schlu¨sselverteilung mehr idealisiert,
da dies zu den schon angesprochenen Problemen fu¨hrt. Stattdessen wird a¨hnlich
wie bei FPKE ein expliziter Verifikationsschlu¨ssel v eingefu¨hrt, welcher bei Verifika-
tionen immer von der u¨berpru¨fenden Partei mitgeschickt werden muß. Bei falschem
Verifikationsschlu¨ssel werden keine Sicherheitsgarantien vergeben.
Unabha¨ngig von der hier besprochenen Arbeit [7] fanden Korrekturen (mit der
gerade angesprochenen Einschra¨nkung) der Funktionalita¨t FSIG aus [40] auch in [29,
30, 31, 32] statt. In diesem Zusammenhang wird auch die gerade gegebene Ideali-
sierung F (i)SIG aus [7] zitiert; es wird dabei kritisiert, daß F (i)SIG im Falle eines kor-
78
3.3 Idealisierung digitaler Signaturen
rumpierten Signierers keine gleichlautenden Verifikationsergebnisse fu¨r wiederholte
Anfragen bezu¨glich derselben Signatur garantiert.
In der Tat nimmt F (i)SIG keinen Schaden, wenn gleichbleibende Verifikationsre-
sultate auch bei korrumpiertem Signierer Pi erzwungen werden. Dies ko¨nnte ge-
schehen, indem im ersten Unterpunkt der Beschreibung der Signaturverifikation
die Bedingung
”
v = v′“ ersatzlos gestrichen wird. Der nachfolgende Beweis fu¨r die
erwu¨nschte A¨quivalenz zu EF-CMA-Sicherheit bleibt dabei uneingeschra¨nkt gu¨ltig.
Ist allerdings der Signierer korrumpiert, kann ohnehin nicht mehr von idealen
Sicherheitsgarantien gesprochen werden, da die Gu¨ltigkeit von Signaturen allein
vom Angreifer festgelegt wird. Dies gilt sowohl fu¨r F (i)SIG als auch fu¨r die in [29,
30, 31, 32] gegebenen Korrekturen von FSIG und ist – wie der Beweis von Satz 3.9
aufzeigt – ein inha¨rentes Problem jeder (realisierbaren) direkten Idealisierung eines
Public-Key-Signatursystems.
3.3.5 Ein korrigierter A¨quivalenzbeweis
Nun soll die urspru¨nglich angestrebte A¨quivalenz von F (i)SIG-Sicherheit und EF-
CMA-Sicherheit fu¨r ein Signatursystem gezeigt werden. Es muß dafu¨r noch fixiert
werden, wie genau ein Signatursystem S = (KeyGen, Sign,Verify) als reales Pro-
tokoll pi
(i)
S (mit signierender Partei Pi) aufgefaßt werden kann. Da mit F (i)SIG fu¨r
Verifikationsanfragen auch ein Verifikationsschlu¨ssel eingefu¨hrt wurde, kann dies in
vo¨lliger Analogie zum Fall eines Public-Key-Kryptosystems P geschehen.
In Protokoll pi
(i)
S beantwortet Pi (und nur Pi) die erste Signer-Eingabe mit einem
mittels KeyGen(1k) generierten o¨ffentlichen Schlu¨ssel; der entsprechende Signatur-
schlu¨ssel wird nur lokal bei Pi gespeichert, um spa¨ter auf Sign-Anfragen eine jewei-
lige mittels Sign generierte Signatur zu liefern. Alle anderen Parteien beantworten
nur Verify-Anfragen, und dies naheliegenderweise durch lokale Ausfu¨hrung des
Verify-Algorithmus von S.
Satz 3.10. Sei S = (KeyGen, Sign,Verify) ein Public-Key-Signatursystem. Dann
sind folgende Aussagen a¨quivalent:
(i) pi
(i)
S ≥ F (i)SIG bezu¨glich adaptiver Angreifer,
(ii) pi
(i)
S ≥ F (i)SIG bezu¨glich nicht-adaptiver Angreifer,
(iii) S ist EF-CMA-sicher.
Beweis. (i)⇒(ii) ist trivial, da eine Umgebung Z u¨ber alle Korruptionen informiert
wird, vgl. Abschnitt 3.1.4.
Zum Beweis von (ii)⇒(iii) muß ein EF-CMA-Angriff auf einen nicht-adaptiven
pi
(i)
S -Angriff reduziert werden. Sei also fu¨r einen EF-CMA-Angreifer A eine Umge-
bung Z = Z(A) wie folgt definiert:
Z fu¨hrt mit einer Simulation von A das Experiment Expef-cmaS,A aus Definition 3.8
durch. Hierbei wird die initiale KeyGen-Schlu¨sselgenerierung durch eine KeyGen-
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Anfrage bei Pi ersetzt. Weiter werden von A durchgefu¨hrte Aufrufe des Sign-Orakels
in Sign-Anfragen an Pi umgewandelt.
Die Gu¨ltigkeit der von A gelieferten Signatur s zur Nachricht m wird mittels
einer Verify-Anfrage bei Pi u¨berpru¨ft. Schließlich gibt Z genau dann eine 1 aus,
wenn die von A gelieferte Signatur gu¨ltig ist, also wenn das Experiment
”
valid“
liefert. Aus technischen Gru¨nden ha¨lt Z auch mit 0, sobald eine Partei korrum-
piert wird – dies bedeutet na¨mlich zwangsla¨ufig, daß ein Protokollablauf im idealen
Modell stattfindet. (Es wird hier angenommen, daß Z im realen Modell mit dem
Dummy-Angreifer A˜ ausgefu¨hrt wird, welcher Korruptionen nur auf explizite An-
weisung von Z durchfu¨hrt.)
Nach Konstruktion gilt damit fu¨r beliebiges k ∈ N:
Pr
[
Z → 1 | pi(i)S , A˜
]
(k) = Pr
[
Expef-cmaS,A (k)→ 1
]
.
Da A als EF-CMA-Angreifer nie eine Signatur zu einer schon signierten Nachricht
ausgibt, gilt weiter Pr
[
Z → 1 | F (i)SIG,S
]
(k) = 0 fu¨r beliebigen, festen Simulator S.
Hier ist zu beachten, daß, sofern im idealen Modell keine Partei korrumpiert wird
(was sofort zu einer 0-Ausgabe von Z fu¨hrt), keine Nachrichten durch S signiert
werden ko¨nnen.
Somit ist
Adv
pi
(i)
S ,F
(i)
SIG
A˜,S,Z (k) = Pr
[
Expef-cmaS,A (k)→ 1
]
,
was ¬(iii)⇒ ¬(ii) und damit (ii)⇒(iii) zeigt.
Um den Beweis zu beenden, muß noch (iii)⇒(i) gezeigt werden. Hierfu¨r wird
ein adaptiver Angriff auf pi
(i)
S auf einen EF-CMA-Angriff auf S reduziert. Es reicht
dafu¨r aus, Angriffe bezu¨glich des Dummy-Angreifers aus Abschnitt 3.1.5 zu be-
trachten. Zuna¨chst sei fu¨r diesen realen Dummy-Angreifer der Simulator S(i)SIG aus
Abbildung 3.6 fixiert.
Sei also eine beliebige Umgebung Z gegeben, welche im realen Modell mit dem
Dummy-Angreifer arbeitet. Aufgrund der
”
lokalen“ Struktur von Protokoll pi
(i)
S wer-
den Anfragen an den Simulator S(i)SIG genau wie Anfragen an den realen Angreifer A˜
beantwortet. Z kann somit reales und ideales Modell nur durch Ein- und Ausgaben
von unkorrumpierten Parteien unterscheiden.
Das folgende Ereignis B wird in Analogie zu [40] definiert. Sei B das Ereignis,
daß zu einem Zeitpunkt, zu dem die signierende Partei Pi nicht korrumpiert ist, Z
eine Partei nach Verifikation einer (im Sinne von S) gu¨ltigen Signatur zu einer noch
nicht vorher signierten Nachricht fragt. Sei ¬B das Ereignis, daß B nicht eintritt.35
Nach Konstruktion von FSIG und S(i)SIG unterscheidet sich die Sicht von Z im
realen und idealen Modell nicht, bis B eintritt: Ist Pi korrumpiert, werden alle Ve-
rifikationsanfragen fu¨r Signaturen, die nicht explizit durch F (i)SIG erzeugt oder schon
durch S(i)SIG verifiziert wurden, an S(i)SIG weitergeleitet. In allen Fa¨llen ist das Ergebnis
35Man beachte, daß hier die Eindeutigkeit der Verifikation genutzt wird.
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Der Simulator S(i)SIG
• Kommunikation mit F (i)SIG:
– Bei Erhalt von (Key, sid) von F (i)SIG: Speichere (v, s) ← KeyGen(1k)
und sende (Key, sid , v) an F (i)SIG.
– Bei Erhalt von (Sign, sid ,m) von F (i)SIG: Setze σ ← Sign(1k, s,m) und
sende (Signature, sid ,m, σ) an F (i)SIG; falls s noch ungesetzt ist, tue
nichts.
– Bei Erhalt einer Nachricht (Verify, sid ,m, σ, v′) von F (i)SIG: Setze f ←
Verify(1k, v′,m, σ) und sende (Verified, sid ,m, f) an F (i)SIG.
– Liefere auf Anfrage von F (i)SIG Nachrichten an die Parteien direkt aus.
• Kommunikation mit Z:
– Melde auf Anfrage, daß keine Nachrichten von Parteien gesendet wur-
den.
– Befehle, eine Nachricht auszuliefern, werden gespeichert.
– Bei einem Befehl zur Korruption von Pj: Korrumpiere zuna¨chst die
Dummy-Partei P˜j, um Informationen u¨ber die Kommunikation von
P˜j mit Z zu bekommen. Bereite dann einen Pj-Zustand (inklusive
benutztem Zufallsband) vor, welcher außerdem alle an Pj ausgelieferte
Nachrichten entha¨lt. Fu¨r i = j, fu¨ge außerdem den Signaturschlu¨ssel
s hinzu, falls schon generiert. Liefere diesen Zustand an Z zuru¨ck.
Abbildung 3.6: Der Simulator S(i)SIG
der Verifikation dasselbe wie im realen Modell. Ist andererseits Pi unkorrumpiert,
ist die Behauptung klar.
Damit folgt fu¨r jeden Sicherheitsparameter k ∈ N:
Pr
[
B | F (i)SIG,S(i)SIG
]
= Pr
[
B | pi(i)S , A˜
]
(3.3)
Pr
[
Z → 1 | ¬B,F (i)SIG,S(i)SIG
]
= Pr
[
Z → 1 | ¬B, pi(i)S , A˜
]
. (3.4)
Sei nun A folgender EF-CMA-Angreifer auf S: A simuliert einen Protokollablauf
mit Z, A˜ und Protokoll pi(i)S im realen Modell. Dabei werden alle bei Pi generierten
Signaturen an das Sign-Orakel von A weitergeleitet, und eine initiale Schlu¨sselge-
nerierungsanfrage mit der Eingabe vk von A beantwortet.
Tritt B ein, la¨ßt also Z bei unkorrumpiertem Pi eine gu¨ltige Signatur σ zu
einer noch nicht mittels Pi signierten Nachricht m verifizieren, ha¨lt A mit Ausgabe
(m,σ). In allen anderen Fa¨llen (insbesondere, sobald Pi korrumpiert werden soll)
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ha¨lt A mit einer Fehlermeldung an.
Fu¨r den Erfolg von A gilt dann wegen (3.3) und (3.4):∣∣∣Pr[Z → 1 | pi(i)S , A˜]− Pr[Z → 1 | F (i)SIG,S(i)SIG]∣∣∣
=
∣∣∣Pr [B] · (Pr[Z → 1 | B, pi(i)S , A˜]− Pr[Z → 1 | B,F (i)SIG,S(i)SIG])∣∣∣
≤ Pr [B] = Pr[Expef-cmaA,S → valid] ,
was ¬(i)⇒ ¬(iii) und damit (iii)⇒(i) zeigt.
3.3.6 Offene Fragen
Natu¨rlich ist die Eigenschaft von F (i)SIG, im Falle eines korrumpierten Signierers nur
verminderte Sicherheitsgarantien zu geben, alles andere als wu¨nschenswert. Eine
solche Eigenschaft ist fu¨r eine Idealisierung von digitalen Signaturen allerdings,
wie gezeigt wurde, unvermeidbar. Hier ergibt sich eine interessante Frage: Kann
unter geeigneten Zusatzannahmen, also in einem geeigneten hybriden Modell, eine
sta¨rkere Funktionalita¨t wie etwa das urspru¨nglich vorgeschlagene FSIG realisiert
werden?
Eine solche Frage ist insbesondere fu¨r den Einsatz von digitalen Signaturen in
gro¨ßeren Protokollen interessant. Mo¨glich scheint beispielsweise eine Konstruktion
analog zur in Abschnitt 4.2 vorgestellten Protokollkonstruktion, welche Random
Oracles benutzt. Im allgemeinen muß aber darauf geachtet werden, daß die be-
nutzte Annahme nicht zu absurd ist – es ist etwa FSIG banalerweise in einem FSIG-
hybriden Modell realisierbar, was natu¨rlich ein vollkommen uninteressantes Ergeb-
nis darstellt.
Auch ko¨nnten
”
key substitution attacks“ (siehe etwa Blake-Wilson und Me-
nezes [22], Rosa [124], Menezes und Smart [108], Geiselmann und Stein-
wandt [67], Tan [133]) in Betracht gezogen werden: Bei einem solchen Angriff
wird versucht, zu einem gegebenen Verifikationsschlu¨ssel und einer Signatur einen
anderen Verifikationsschlu¨ssel zu finden, so daß die Signatur auch bezu¨glich dieses
neuen Schlu¨ssels gu¨ltig ist. Zum Einfangen einer derartigen Sicherheitseigenschaft
mu¨ßte natu¨rlich eine ideale Funktionalita¨t konstruiert werden, welche mehrere Ve-
rifikationsschlu¨ssel in einer einzigen Instanz verwaltet.
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Nachdem im vorigen Kapitel fu¨r den Fall von Public-Key-Systemen eine intuitive
Modellierung betrachtet wurde, stellt sich die Frage, ob sich auch andere kryptogra-
phische Aufgaben a¨hnlich elegant darstellen und untersuchen lassen. Tatsa¨chlich
konnten schon in Canetti [27] fu¨r viele Aufgaben intuitive Idealisierungen an-
gegeben werden. Zwei spezielle Aufgabengebiete sollen in diesem Kapitel na¨her
untersucht werden. Es handelt sich dabei um die Protokollaufgabe
”
Schlu¨sselaus-
tausch“, die im Zusammenhang mit symmetrischen Kryptosystemen eine wichtige
Rolle spielt und um den theoretisch bedeutsamen Protokollbaustein
”
Bit Commit-
ment“ bzw.
”
Commitment“.
4.1 Schlu¨sselaustausch
Die Benutzung symmetrischer Kryptosysteme setzt einen den Benutzern gemein-
samen Schlu¨ssel voraus. Im Gegensatz zu Public-Key-Kryptosystemen ist dabei
tunlichst zu vermeiden, diesen Schlu¨ssel direkt im Klartext zu u¨bertragen, denn
unter Kenntnis dieses Schlu¨ssel lassen sich nicht nur Chiffrate generieren, sondern
auch entschlu¨sseln (daher der Name symmetrisches Kryptosystem). Kann also ein
gemeinsamer Schlu¨ssel nicht von vornherein vorausgesetzt werden, wird ein Schlu¨s-
selaustauschverfahren beno¨tigt.
Im folgenden soll sich der Einfachheit halber auf einen Schlu¨sselaustausch zwi-
schen zwei Parteien beschra¨nkt werden; eine Untersuchung von Verfahren zum
”
Group Key Agreement“ unter mehreren Parteien im Umfeld simulierbarer Sicher-
heitsdefinitionen ist beispielsweise in Steiner [130] zu finden.
Zudem sollen ohne weitere Diskussion authentifizierte Kana¨le benutzt werden;
diese ko¨nnen schließlich mit den in in Canetti [31] vorgestellten Methoden und
unter Benutzung der im vorigen Kapitel ausfu¨hrlich besprochenen Idealisierungen
FSIG bzw. F (i)SIG implementiert werden.
In diesem Umfeld konnte in Shoup [127] ein simulationsbasierter Sicherheitsbe-
griff fu¨r Schlu¨sselaustauschprotokolle angegeben werden – dort wird der Vergleich
zu einer Idealisierung von Schlu¨sselaustauschprotokollen herangezogen, um die Si-
cherheit eines gegebenen realen Protokolls zu beurteilen. Eine a¨hnliche Herange-
hensweise wurde in Canetti und Krawczyk [35] gewa¨hlt; in beiden Arbeiten
konnten hinreichende Kriterien fu¨r die Implementierung eines sicheren Kanals ge-
geben werden. Unklar ist dabei jedoch, in welcher Weise dieser sichere Kanal selbst
komponiert werden kann; eine Verwendung in einem allgemeinen Simulierbarkeits-
modell wie [27] scheint nicht ohne weiteres mo¨glich.
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Deshalb wurde in [27] und Canetti und Krawczyk [36] eine in diesem Sin-
ne komponierbare Idealisierung der Protokollaufgabe
”
Schlu¨sselaustausch“ in Form
einer idealen Funktionalita¨t FKE angegeben. Fu¨r die Variante aus [36] wurde dann
gezeigt, wie mittels FKE sichere Kana¨le – gleichsam in Form einer idealen Funktio-
nalita¨t FSMT zur sicheren Nachrichtenu¨bertragung – implementiert werden ko¨nnen.
Bezu¨glich der Frage der Realisierbarkeit von FKE selbst wurden in [36] mehrere
einfache und praktikable Protokolle angegeben, von welchen behauptet wurde, daß
sie FKE simulierbar sicher realisieren. Diese Funktionalita¨t FKE aus [36] soll nun na¨-
her untersucht werden. Es wird sich dabei herausstellen, daß – abgesehen von einer
unsauberen Formulierung, welche strenggenommen schon eine Nicht-Realisierbar-
keit von FKE zur Folge hat – ein allgemeiner Angriff auf FKE existiert, welcher sich
auch auf andere ideale Funktionalita¨ten u¨bertragen la¨ßt. (Die dabei gemachten
Beobachtungen u¨bertragen sich sofort auf die a¨ltere Variante von FKE aus [27].)
Anschließend kann eine korrigierte Idealisierung F (i,j)KE angegeben werden, fu¨r
welche die Realisierbarkeit mittels einfacher Protokolle gezeigt wird. Weiter wer-
den konkrete Kriterien fu¨r Sicherheit bezu¨glich F (i,j)KE aufgezeigt. Schließlich wird
eine sta¨rkere Idealisierung F (i,j)KE+ motiviert, vorgestellt und bezu¨glich ihrer Imple-
mentierbarkeit untersucht. Es kann dabei ein allgemeines Konstruktionsverfahren
fu¨r (im Sinne von F (i,j)KE+) sichere Schlu¨sselaustauschprotokolle angegeben werden.
Zuna¨chst eine technische Vorbemerkung: Die in Abschnitt 3.1 vorgestellte Grund-
form des Modells aus [27] sieht vor, daß im Falle einer Korruption einer Partei der
Angreifer u¨ber den aktuellen Zustand und alle vorigen Zusta¨nde der jeweiligen
ITM informiert wird. Damit wird modelliert, daß es einer Partei nicht zuverla¨ssig
mo¨glich ist, Daten zu lo¨schen. Im Hinblick auf die Protokollaufgabe
”
Schlu¨sselaus-
tausch“ ist es jedoch aus technischen Gru¨nden wu¨nschenswert, lo¨schende Parteien
zu modellieren – mehr dazu spa¨ter.
Die Modellierung lo¨schender Parteien kann nun – wie schon in [36] vorgeschla-
gen – ganz einfach dadurch geschehen, daß ein Angreifer bei einer Korruption nur
den gegenwa¨rtigen Zustand einer ITM erha¨lt. Damit kann eine ITM eine Lo¨schung
von Daten durch U¨berschreiben der jeweiligen Zellen auf ihrem Arbeitsband her-
beifu¨hren.1 Ein solches Modell mit lo¨schenden Parteien soll nun fu¨r den speziellen
Fall der Protokollaufgabe Schlu¨sselaustausch vorausgesetzt werden.
4.1.1 Eine problematische Idealisierung
Um einen Anfang zu machen, sei in Abbildung 4.1 die Idealisierung FKE eines
Schlu¨sselaustausches aus [36] reproduziert.
Im Unterschied zu den schon vorgestellten idealen Funktionalita¨ten fu¨r Pu-
blic-Key-Kryptosysteme und Signatursysteme ist FKE keine direkte Funktionalita¨t.
Es ko¨nnen also alle Ausgaben von FKE vom Simulator beliebig verzo¨gert werden.
1Weder [27] noch [36] legen fest, ob Nachrichten auf Kommunikations- und Ein- bzw. Ausgabe-
ba¨ndern automatisch zwischen den Aktivierungen gelo¨scht werden. Hiervon muß nun fu¨r eine
sinnvolle Modellierung von lo¨schenden Parteien ausgegangen werden.
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Die Funktionalita¨t FKE
Protokollteilnehmer: FKE, Umgebung Z, Parteien P1, . . . , Pn und Angreifer S.
1. Bei Erhalt von (Establish-session, sid , Pi, Pj, role) von einer Partei Pi,
speichere das Tupel (sid , Pi, Pj, role) und sende dieses Tupel an den An-
greifer. Zusa¨tzlich, wenn ein gespeichertes Tupel (sid , Pj, Pi, role
′) existiert
(entweder mit role ′ 6= role oder role ′ = role), dann:
(a) Wenn Pi und Pj beide unkorrumpiert sind, wa¨hle κ
R← {0, 1}k, sende
(Key, sid , κ) an Pi und Pj, sende (Key, sid , Pi, Pj) an den Angreifer
und halte an.
(b) Wenn entweder Pi oder Pj korrumpiert ist, sende eine Nachricht
(Choose-value, sid , Pi, Pj) an den Angreifer; erhalte einen Wert κ
vom Angreifer, sende (Key, sid , κ) an Pi und Pj und halte an.
2. Bei Korruption von entweder Pi oder Pj: Wenn der Sitzungsschlu¨ssel noch
nicht gesendet wurde (d. h. er wurde noch nicht auf das Ausgangs-Kom-
munikationsband geschrieben), versorge S mit dem Sitzungsschlu¨ssel. An-
sonsten gib S keine Information.
Abbildung 4.1: Die Idealisierung eines Schlu¨sselaustausches aus [36]
Dies hat zur Folge, daß durch Wahl eines geeigneten Simulators, welcher keine Aus-
gabe von FKE je ausliefert, eine ”stumme“ Funktionalita¨t erzwungen wird. Eine
solche stumme Funktionalita¨t kann durch ein geeignetes, gleichermaßen stummes
Protokoll realisiert werden, ohne daß damit irgendein praktischer Nutzen einher-
geht. Eine eingehendere Diskussion findet in Abschnitt 4.1.2 statt; bis dahin soll von
– in einem intuitiven Sinn – nicht-trivialen Realisierungen von FKE ausgegangen
werden.
Weiter ist interessant, daß FKE keine explizite statistische Verteilung der Sit-
zungsschlu¨ssel vorgibt. (In diesem Sinne ist FKE demnach unterspezifiziert.) Na-
tu¨rlich ist hier eine Parametrisierung u¨ber die mo¨glichen statistischen Verteilungen
der Sitzungsschlu¨ssel denkbar – um einem realen Protokoll, welches FKE realisieren
soll, in gewisser Weise
”
entgegenzukommen“. Andererseits hat dieses Vorgehen den
Nachteil, daß Protokollen, welche FKE etwa in naheliegender Weise fu¨r die Erzeu-
gung von Schlu¨sseln fu¨r ein symmetrisches Kryptosystem nutzen, keine Garantien
bezu¨glich der statistischen Verteilung der Sitzungsschlu¨ssel gegeben werden ko¨n-
nen. Das kann – abha¨ngig vom konkret gewa¨hlten symmetrischen Kryptosystem –
problematisch sein.
Gibt FKE jedoch die Garantie eines etwa gleichverteilten k-Bit-Sitzungsschlu¨s-
sels, so muß natu¨rlich ein reales, zur Realisierung von FKE herangezogenes Schlu¨s-
selaustauschprotokoll gewa¨hrleisten, daß auch die real erzeugten Schlu¨ssel ununter-
scheidbar von gleichverteilten Schlu¨sseln sind. Etwa im Falle eines Diffie-Hellman-
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basierten Protokolls ist damit eine Nachbearbeitung des Rohschlu¨ssels gxy no¨tig;
Eine solche Nachbearbeitung findet allerdings in [36] – insbesondere fu¨r das dort
vorgestellte Diffie-Hellman-basierte Protokoll sig-dh – nicht statt.
Es ist weiter zu bemerken, daß auch die Beschreibung von FKE Unsauberkeiten
aufweist: Etwa ist im zweiten Schritt der Beschreibung zuna¨chst unklar, welche Par-
teien mit Pi und Pj gemeint sind – prinzipiell ermo¨glicht FKE ja beliebigen Parteien
einen Schlu¨sselaustausch. Zudem sorgt die in diesem zweiten Schritt beschriebene
Fallunterscheidung
”
[. . . ] Wenn der Sitzungsschlu¨ssel noch nicht gesendet wurde,
[. . . ]“ fu¨r Verwirrung: Wenn der Sitzungsschlu¨ssel gesendet wurde, hat FKE nach
Konstruktion schon angehalten, kann also gar nicht mehr aktiviert worden sein.
Wurde umgekehrt der Sitzungsschlu¨ssel noch nicht gesendet, kann er auch noch
nicht bestimmt sein; insofern ist nicht klar, wie der Angreifer dann mit dem Sit-
zungsschlu¨ssel versorgt werden kann.
Auch ist aufgrund der dynamischen Zuweisung von Rollen an Protokollteilneh-
mer ein trivialer Angriff mo¨glich: Angenommen, es finden Establish-session-
Eingaben an ein Teilnehmerpaar Pi, Pj und an ein Teilnehmerpaar Pi′ , Pj′ statt.
Dann legt im idealen Modell die Reihenfolge dieser Eingaben fest, welches Paar
Schlu¨ssel erha¨lt. Im realen Modell hingegen kann die Reihenfolge dieser Eingaben
von keinem Protokoll festgestellt werden, sofern etwa zwischen diesen Eingaben
keine Nachrichten zwischen Parteien ausgeliefert werden. Hier tritt einmal mehr
zu Tage, daß Eingaben direkt (d. h. ohne Verzo¨gerungsmo¨glichkeiten) zur idealen
Funktionalita¨t gelangen; nur Ausgaben du¨rfen vom Simulator verzo¨gert oder sogar
blockiert werden.
Es ist klar, daß eine Parametrisierung von FKE u¨ber die beiden Teilnehmer Pi
und Pj des Schlu¨sselaustausches im konkreten Fall von FKE Abhilfe schafft. Jedoch
ka¨mpft FKE mit einem noch fataleren Problem: Der Sitzungsschlu¨ssel κ wird so-
fort nach Eingang der Establish-session-Eingaben festgelegt, also zu Beginn des
eigentlichen Protokolls; man sollte aber meinen, daß auch nach diesen Eingaben
noch wenigstens eine Partei Einfluß auf den Sitzungsschlu¨ssel hat. Ein geeigneter
(im Detail noch vorzustellender) adaptiver Angriff zeigt nun, daß dieses Problem
eine Nicht-Realisierbarkeit von FKE zur Folge hat.
Dies falsifiziert insbesondere die in [36] gefu¨hrten Sicherheitsbeweise der dort
untersuchten Protokolle. Zwar wurde dort eine Sicherheit von FKE auch bezu¨glich
adaptiver Angriffe behauptet, aber in den Beweisen einfach nicht beru¨cksichtigt.
(A¨hnlich wie im Falle von FSIG la¨ßt sich hier der Fehler in den entsprechenden
Beweisen aufgrund der Struktur dieser Beweise nicht genau lokalisieren.)
4.1.2 Zwischenspiel: Nicht-triviale Protokolle
Eine wichtige technische Bemerkung ist der Vorstellung des angedeuteten Angriffs
vorauszuschicken: Aus formalen Gru¨nden ist FKE sehr wohl realisierbar durch all-
gemeine Protokolle. Beispielsweise ist das triviale Protokoll, welches nie Ausgaben
generiert, offensichtlich eine sichere Realisierung von FKE. Um solche ”Artefak-
te“ der Simulierbarkeitsdefinition (genauer: der Modellierung eines asynchronen
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Netzwerks) zu vermeiden, nennt [27] ein Protokoll nicht-trivial, sofern es Ausgabe
generiert, wenn keine Partei korrumpiert wird und alle Nachrichten ausgeliefert
werden.
Diese Definition ist unsauber – zum einen ist unklar, was
”
Ausgabe generieren“
relativ zu einer gegebenen Idealisierung meint. Bei einer insbesondere probabilisti-
schen Idealisierung besteht na¨mlich keine offensichtliche Korrespondenz zwischen
Zusta¨nden der idealen Funktionalita¨t und Zusta¨nden der realen Parteien – inso-
fern kann im allgemeinen nicht entschieden werden, wann eine reale Partei denn
Ausgabe
”
zu generieren ha¨tte“. Zum anderen ist die Formulierung
”
alle Nachrich-
ten ausliefern“ a¨ußerst problematisch: Wie soll ein Angreifer bei sich anstauenden
Nachrichten verfahren?2 In jeder Aktivierung eine der angestauten Nachrichten
auszuliefern ko¨nnte ihn faktisch
”
la¨hmen“, da nun keine eigenen Nachrichten mehr
ausgeliefert werden ko¨nnen.
Eine andere Definition fu¨r nicht-trivial wird in Canetti u. a. [39] angegeben:
Hier wird in einer leicht gea¨nderten Sicherheitsdefinition gefordert, daß ein idealer
Angreifer alle Nachrichten ausliefert und keine Partei korrumpiert, wenn der ent-
sprechende reale Angreifer alle Nachrichten ausliefert und keine Partei korrumpiert.
Auch hier ist mit dem selben Argument wie oben unklar, wann ein Angreifer
”
alle
Nachrichten ausliefert“.
Eine saubere, jedoch technisch aufwendige Definition von
”
nicht-trivial“ kann
fu¨r das verwandte Mehrparteienmodell Pfitzmann und Waidner [117], Backes
u. a. [11] in Backes, Hofheinz, Mu¨ller-Quade und Unruh [8] gegeben wer-
den. Da jedoch dabei einige Eigenheiten des Modells [117, 11] ausgenutzt werden,
ist eine Adaption fu¨r [27] nicht offensichtlich. Deshalb soll hier folgende Konkre-
tisierung des Begriffs
”
nicht-trivial“ fu¨r den speziellen Fall der Idealisierung FKE
vorgenommen werden (die folgende Definition u¨bertra¨gt sich dabei direkt auf die
spa¨ter noch zu formulierenden Varianten von FKE):
Definition 4.1. Ein Protokoll pi heiße nicht-triviale Realisierung von FKE, wenn pi
nicht nur FKE realisiert, sondern außerdem ein Polynom p ∈ Z[k] mit p(k) > 0 fu¨r
alle k ∈ N existiert, so daß fu¨r beliebige Parteiindizes i, j und Sitzungsnummern
sid gilt: Bei Ausfu¨hrungen von pi mit
• einer Umgebung Z(i,j)p,sid , welche in ihrer ersten Aktivierung Pi mit der Ein-
gabe (Establish-session, sid , Pi, Pj, initiator) aktiviert, in ihrer zweiten
Aktivierung Pj mit der Eingabe (Establish-session, sid , Pj, Pi, responder)
aktiviert, in den na¨chsten p(k) Aktivierungen mit einer Nachricht token den
Angreifer aktiviert und danach schließlich anha¨lt;
• einem Angreifer A, welcher in jeder Aktivierung die lexikographisch erste
zwischen zwei Parteien gesandte Nachricht ausliefert (existiert keine solche
Nachricht, geht A in einen Wartezustand),
2Aufgrund der nachrichtengetriebenen Natur des Schedulings darf ein Angreifer immer nur eine
Nachricht pro Aktivierung ausliefern, vgl. Abschnitt 3.1.2.
87
4 Weitere Idealisierungen
geben mit u¨berwa¨ltigender Wahrscheinlichkeit sowohl Pi als auch Pj Ausgaben der
Form (Key, sid , κ), wobei nicht gefordert wird, daß κ in beiden Fa¨llen identisch ist.
Natu¨rlich ist diese Definition speziell auf ein Schlu¨sselaustauschprotokoll zuge-
schnitten, jedoch sind nur Eigenschaften erfaßt, welche man schon aus intuitiver
Nicht-Trivialita¨t folgern wu¨rde:
• Das Protokoll pi soll nach polynomial vielen Nachrichten mit nicht notwendig
gleichen Ausgaben bei Pi und Pj terminieren. (Die Gleichheit der von Pi und
Pj erzeugten Sitzungsschlu¨ssel wu¨rde dann aus pi ≥ FKE folgen.)
• Hierbei werden alle Nachrichten zwischen beliebigen Parteien ausgeliefert;
damit sind sogar Schlu¨sselaustauschverfahren mit
”
Helferparteien“ erlaubt.
(Natu¨rlich kann Definition 4.1 bei diesbezu¨glichem Nicht-Gefallen so ange-
paßt werden, daß nur Nachrichten zwischen Pi und Pj ausgeliefert werden;
auf alles Weitere hat das keinen Einfluß.)
• Weiter wird keine Partei korrumpiert. Es muß also schon bei einer einzigen
korrumpierten Partei keine Ausgabe mehr garantiert sein.
4.1.3 Noch ein Unmo¨glichkeitsresultat
Umso erstaunlicher ist das sogleich vorzustellende Resultat von Hofheinz, Mu¨l-
ler-Quade und Steinwandt aus [84]:
Satz 4.2. Es existiert kein reales Protokoll pi fu¨r n ≥ 2 Parteien, welches eine
nicht-triviale Realisierung der idealen Funktionalita¨t FKE aus [36] ist.
Beweis. Sei zum Widerspruch angenommen, daß ein im realen Modell formuliertes
Protokoll pi eine nicht-triviale Realisierung von FKE sei. Sei dann p ∈ Z[k] das zu-
geho¨rige3 Polynom aus Definition 4.1. Seien weiter mit Pi und Pj zwei verschiedene
Parteien fixiert. Es bezeichne S den Simulator, der im idealen Modell reale Angriffe
des Dummy-Angreifers A˜ simuliert.
Zuna¨chst soll gezeigt werden, daß bei Auslieferung aller Nachrichten auch im
idealen Modell Ausgabe generiert wird. Sei dazu Z1 die Umgebung, die wie Z(i,j)p,sid
(mit sid = 0) zuna¨chst Pi und Pj mit Establish-session-Eingaben initialisiert
und dann den Angreifer anweist, wie A aus Definition 4.1 alle Nachrichten zwi-
schen den Parteien auszuliefern. Haben sowohl Pi als auch Pj nach ho¨chstens p(k)
Nachrichtenauslieferungen eine Key-Ausgabe generiert, ha¨lt Z1 mit Ausgabe 1; ist
dies nach p(k) Nachrichtenauslieferungen nicht geschehen, ha¨lt Z1 mit Ausgabe 0.
Da pi nicht-trivial gema¨ß Definition 4.1 ist, ist Pr
[
Z1 → 1 | pi, A˜
]
u¨berwa¨ltigend
in k. Damit ist auch Pr [Z1 → 1 | FKE,S] u¨berwa¨ltigend in k. Fu¨r eine kleine Ab-
wandlung Z2 von Z1, welche fu¨r eine 1-Ausgabe zusa¨tzlich Gleichheit der aus-
gegebenen Schlu¨ssel fordert, ist nach Konstruktion von FKE Pr [Z2 → 1 | FKE,S]
3Natu¨rlich kommt es hier nicht auf die spezielle Wahl von p an.
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u¨berwa¨ltigend in k, womit schließlich Pr
[
Z2 → 1 | pi, A˜
]
als u¨berwa¨ltigend in k
gezeigt ist.
Soweit wurde nur gezeigt, daß – bei Benutzung durch Z1 bzw. Z2 – das als
sicher angenommene Protokoll pi mit u¨berwa¨ltigender Wahrscheinlichkeit beiden
Protokollparteien Pi und Pj zu gleichen Schlu¨sseln verhilft. Der eigentliche Angriff,
der letzten Endes den fu¨r den Beweis gewu¨nschten Widerspruch erbringt, kann nun
in Form der nachfolgend beschriebenen Umgebung Z3 vorgestellt werden.
1. Wa¨hle gleichverteilt (b, b¯) aus {(i, j), (j, i)} und c ∈ {0, 1}.
2. Aktiviere Pi mit Eingabe (Establish-session, sid , Pi, Pj, initiator).
3. Aktiviere Pj mit Eingabe (Establish-session, sid , Pj, Pi, responder).
4. Im Falle c = 0 (bzw. c = 1): Weise den Angreifer an, Pb (bzw. alle Partei-
en außer Pb¯) zu korrumpieren. Bereite Simulationen P
(s)
` der korrumpierten
Parteien vor.
5. Gib der internen Simulation P
(s)
b von Pb eine passende Establish-session-
Eingabe und laß die korrumpierten Parteien (u¨ber den Angreifer) am Proto-
koll pi teilnehmen.
6. Laß dabei den Angreifer die ersten p(k) Nachrichten zwischen Parteien in je-
weils lexikographischer Reihenfolge ausliefern. (Nachrichten an korrumpierte
Parteien werden natu¨rlich nur innerhalb der Simulation ausgeliefert.)
7. Geben sowohl P
(s)
b als auch Pb¯ gleiche Schlu¨ssel aus, halte mit Ausgabe 1;
sonst halte mit Ausgabe 0.
Zur Veranschaulichung von Z3 kann die linke Seite von Abbildung 4.2 benutzt
werden: Zuna¨chst weist Z3 den Angreifer (also im realen Modell A˜ und im idealen
Modell S) an, Pb zu korrumpieren.4 Anschließend u¨bernimmt Z3 die Rolle der
soeben korrumpierten Partei Pb.
Im realen Modell wird dazu A˜ angewiesen, alle Nachrichten zwischen der Z3-
internen Simulation P
(s)
b und der echten – unkorrumpierten – Partei Pb¯ zu vermit-
teln. Hier geschieht also ein
”
normaler“ Schlu¨sselaustausch zwischen P
(s)
b und Pb¯,
und Z3 darf nach den Vorbetrachtungen erwarten, von beiden Parteien den glei-
chen Sitzungsschlu¨ssel pra¨sentiert zu bekommen. Denn mit Pr
[
Z2 → 1 | pi, A˜
]
ist
auch Pr
[
Z3 → 1 | pi, A˜
]
u¨berwa¨ltigend in k, da ja in Z3 nur eine teilweise Simu-
lation von pi stattfindet. Nach Annahme muß demnach auch Pr [Z3 → 1 | FKE,S]
u¨berwa¨ltigend in k sein.
4Die Unterscheidung c = 0 bzw. c = 1 deckt nur Protokolle ab, welche mehrere ”Helferparteien“
benutzen, um einen Schlu¨ssel zu erzeugen; fu¨r den einfacheren Fall, daß nur zwei Parteien Pi
und Pj kommunizieren, darf von c = 0 ausgegangen werden.
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Abbildung 4.2: Beweisskizze zu Satz 4.2
Auch im idealen Modell mu¨ssen also gleiche Schlu¨ssel ausgegeben werden – hier
fa¨llt es dem Simulator S zu, die Kommunikation zwischen P (s)b und Pb¯ zu simulieren.
(Denn im idealen Modell findet natu¨rlich kein echter Protokolldurchlauf von pi
statt.) Mit anderen Worten: S muß fu¨r Z3 (bzw. P (s)b ) in die Rolle der realen Partei
Pb¯ schlu¨pfen, und mit P
(s)
b einen Schlu¨sselaustausch durchfu¨hren. Diese Situation
ist in der rechten oberen Ecke von Abbildung 4.2 dargestellt.
Wie schon angesprochen muß S dabei sicherstellen, daß P (s)b denselben Schlu¨s-
sel ausgibt wie die unkorrumpierte Partei Pb¯. Nun wird aber nach Definition des
idealen Modells und von FKE der Schlu¨ssel κ, den die Dummy-Partei Pb¯ schließlich
ausgibt, sofort nach Eintreffen der Establish-session-Eingaben gewa¨hlt.5 Damit
muß S also die simulierte Partei P (s)b davon ”u¨berzeugen“, denselben Schlu¨ssel κ
auszugeben wie die unkorrumpierte Partei Pb¯. Dies muß S in den Rollen von Pi
und Pj mo¨glich sein, denn b ∈ {i, j} (also die zu korrumpierende Partei) wird ja
gleichverteilt von Z3 gewa¨hlt.
Informell ko¨nnen also sowohl Pb als auch Pb¯ beliebige Schlu¨ssel beim jeweils an-
deren erzwingen. Diese Eigenschaft fu¨hrt zu einem Widerspruch, wenn man sich
vorstellt, daß beide Parteien unterschiedliche Schlu¨ssel erzwingen wollen. Die Si-
tuation ist in der rechten unteren Ecke von Abbildung 4.2 dargestellt.
Genauer benutzt die nun beschriebene Umgebung Z4 als Trick eine Simulation
von S selbst, um Schlu¨ssel zu erzwingen. Bis zu Schritt 4 verha¨lt sich Z4 wie Z3;
jedoch wird bei Z4 anstelle von Parteisimulationen P (s)` eine Simulation S(s) des
Simulators S vorbereitet und gestartet. Hierbei wird ein komplettes ideales Modell
mit Protokollumgebung Z(s)3 simuliert, wobei Z(s)3 allerdings im ersten Schritt die
zu den Belegungen der Z4-eigenen Variablen (b, b¯) und c jeweils komplementa¨ren
Werte (b¯, b) und 1− c wa¨hlt.
5Hat Z3 im idealen Modell Schritt 4 erreicht, so hat FKE bereits κ gewa¨hlt, ausgegeben und
angehalten!
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Damit la¨ßt Z(s)3 genau die Parteien korrumpieren, welche von Z4 nicht korrum-
piert wurden; S(s) simuliert also genau die realen Parteien, welche von Z4 kor-
rumpiert wurden. Damit ist klar, in welcher Weise Z4 zwischen realem Angreifer
und S(s) Nachrichten
”
vermittelt“. Schließlich ha¨lt Z4 mit 1-Ausgabe genau dann,
wenn die unkorrumpierte Partei Pb¯ einen Schlu¨ssel ausgibt, der mit dem Schlu¨ssel
u¨bereinstimmt, den die simulierte ideale Funktionalita¨t F (s)KE gewa¨hlt hat.
Nach Konstruktion ist damit
Pr
[
Z4 → 1 | pi, A˜
]
= Pr [Z3 → 1 | FKE,S]
u¨berwa¨ltigend in k. Jedoch muß Pr [Z4 → 1 | FKE,S] sogar vernachla¨ssigbar sein,
da die hier verglichenen und von FKE bzw. F (s)KE gewa¨hlten Schlu¨ssel unabha¨ngig und
gleichverteilt aus {0, 1}k gezogen wurden. Dies ist ein Widerspruch zu pi ≥ FKE.
4.1.4 Zwischenspiel: Eine mo¨gliche Modella¨nderung
Der gerade gegebene Beweis nutzt wie schon besprochen aus, daß Eingaben auf
dem Weg zur idealen Funktionalita¨t nicht vom Simulator verzo¨gert werden ko¨nnen.
Tatsa¨chlich ist ein vollkommen analoger Angriff nach dem Muster
• gib einer Partei eine Eingabe,
• laß sie dann vom Angreifer korrumpieren,
• fu¨hre das Protokoll weiter mit einer simulierten Partei, welche eine andere
Eingabe bekam
auch auf andere Funktionalita¨ten mo¨glich. Hier sei als Prototyp etwa die Idealisie-
rung FSFE einer sicheren Funktionsauswertung aus [27] genannt.
Es liegt nun nahe, u¨ber eine A¨nderung des Modells nachzudenken, bei welcher der
Simulator auch Eingaben auf dem Weg zur idealen Funktionalita¨t verzo¨gern kann.
Eine solche Modella¨nderung erfolgte tatsa¨chlich – direkt, nachdem die Arbeit [84]
zur Vero¨ffentlichung akzeptiert wurde – in der Revision [39] der Arbeit Canetti
u. a. [38].
Hierbei erfa¨hrt der Simulator von allen einer idealen Funktionalita¨t gegebenen
Eingaben. Damit die ideale Funktionalita¨t diese Eingaben aber tatsa¨chlich erha¨lt
und mit der jeweils erhaltenen Eingabe aktiviert wird, mu¨ssen diese Eingaben (ein-
zeln, aber in beliebiger Reihenfolge) an die Funktionalita¨t ausgeliefert werden. Da-
bei la¨ßt [39] einige Details bezu¨glich des Schedulings offen. Etwa ist unklar, ob der
Simulator bei neuen, noch nicht an eine Funktionalita¨t ausgelieferten Eingaben ak-
tiviert wird; zudem ist nicht klar, wie direkte Funktionalita¨ten gehandhabt werden
ko¨nnen.
Als zusa¨tzliche Schwierigkeit ergibt sich außerdem, daß der Simulator nicht weiß,
ob eine syntaktisch ungu¨ltige Eingabe gegeben wurde; naheliegenderweise hat der
Simulator na¨mlich keinen Zugriff auf den Inhalt der Eingaben. Ignoriert etwa ein
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reales Protokoll ungu¨ltige Eingaben (was anzunehmen ist), so kann ein Simulator
im allgemeinen nur dann einen realen Protokollablauf simulieren, wenn er daru¨ber
informiert ist, wann eine ungu¨ltige Eingabe gegeben wurde.
Da ein generelles direktes Ausliefern der Eingabe natu¨rlich nach dem vorgestell-
ten Angriff keine Option ist, erha¨lt der Simulator – diese A¨nderung erfolgte erst
in einer U¨berarbeitung der Revision [39] – die
”
Header“ der Eingabe. Die
”
Hea-
der“ werden dabei etwas vage als die nicht-geheimnistragenden Teile der Eingabe
klassifiziert; die genaue Definition der
”
Header“-Teile einer Nachricht ist bei der
Spezifikation der idealen Funktionalita¨t vorzunehmen.
Da dieses Vorgehen a¨ußerst ku¨nstlich erscheint, soll diese Modella¨nderung hier
nicht weiter verfolgt werden. Es kann ohnehin in [84] eine schon im alten Modell
aus [27] realisierbare Variante F (i,j)KE angegeben werden. Diese soll nun vorgestellt
werden.
4.1.5 Eine korrigierte Idealisierung
Abgesehen von der Quantifizierung u¨ber die jeweiligen Protokollteilnehmer (die
Notwendigkeit hierfu¨r wurde schon in 4.1.1 begru¨ndet) ist es also no¨tig, auch nach
Initialisierungseingaben von beiden Protokollteilnehmern noch mit Wahl und Aus-
gabe des Sitzungsschlu¨ssels abzuwarten, ob wa¨hrend der Simulation eines realen
Protokollablaufs eine Partei korrumpiert wird. Passiert dies, kann keine ideale Wahl
des Sitzungsschlu¨ssels mehr garantiert werden; es ist damit zu rechnen, daß der
Sitzungsschlu¨ssel nun auch von dem Verhalten der korrumpierten Partei abha¨ngt.6
Daher wird auch im Falle einer im Protokollverlauf korrumpierten Partei dem Si-
mulator die Wahl des Sitzungsschlu¨ssels u¨berlassen. Insgesamt ergibt sich die in
Abbildung 4.3 dargestellte korrigierte Funktionalita¨t F (i,j)KE .
Zuna¨chst erfolgt die Wahl des Sitzungsschlu¨ssel κ explizit gleichverteilt aus der
Menge {0, 1}k. Mit anderen Worten: Der Sitzungsschlu¨ssel ist einfach ein gleichver-
teilter k-Bitstring. Damit ist klar, daß jedes reale Protokoll, welches sich anschickt,
F (i,j)KE zu realisieren, auch gleichverteilte Sitzungsschlu¨ssel garantieren muß.
Es ist weiter zu beachten, daß der Angreifer S nun Einfluß auf den Zeitpunkt
der Wahl des Sitzungsschlu¨ssels hat. Es kann dabei fu¨r S von Vorteil sein, einen
spa¨ten Zeitpunkt zu wa¨hlen: Ist zum Zeitpunkt der Wahl des Schlu¨ssels eine am
Schlu¨sselaustausch teilnehmende Partei (d. h. Pi oder Pj) korrumpiert, so darf S
den Sitzungsschlu¨ssel bestimmen. Insbesondere kann ein geschickt konstruierter
Simulator S den im Beweis von Satz 4.2 benutzten Angriff simulieren, indem S
die Wahl des Sitzungsschlu¨ssels bis zum Ende des simulierten Protokolldurchlaufs
verzo¨gert und sich damit die freie Wahl des Sitzungsschlu¨ssels ermo¨glicht.
Trotzdem bedingt die Mo¨glichkeit des Simulators, den Zeitpunkt der Schlu¨ssel-
wahl zu verzo¨gern, noch keinen intuitiven Verlust von Sicherheitseigenschaften des
Schlu¨sselaustausches: S darf ja ohnehin die Auslieferung der Sitzungsschlu¨ssel von
F (i,j)KE an die Dummy-Parteien nach Belieben verzo¨gern. Es kann also auch F (i,j)KE als
6Eine diesbezu¨gliche Versta¨rkung der idealen Funktionalita¨t soll noch erarbeitet werden.
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Protokollteilnehmer: F (i,j)KE , Umgebung Z, Parteien P1, . . . , Pn und Angreifer S.
1. Warte auf Nachrichten (Ready, sid) von den Parteien Pi und Pj und vom
Angreifer S. Bei Erhalt von (Ready, sid) von Pi oder Pj: Leite diese Nach-
richt (einschließlich der Senderidentita¨t) weiter an S.
2. Verfahre nach dem Erhalt von (Ready, sid)-Nachrichten von Pi, Pj und S
(in beliebiger Reihenfolge) wie folgt:
(a) Sind Pi und Pj beide unkorrumpiert, wa¨hle κ gleichverteilt aus {0, 1}k.
(b) Sende andernfalls eine Nachricht (Choose-Key, sid) an S. Beim Erhalt
einer Antwort (Key, sid , κ) mit κ ∈ {0, 1}k von S: Extrahiere κ aus
dieser Nachricht.
Sobald κ gesetzt ist, sende (Key, sid , κ) an Pi und Pj, sende (Key, sid) an
S, und halte dann an.
Abbildung 4.3: Die korrigierte Idealisierung F (i,j)KE aus [84]
hinreichend ideale Modellierung der Protokollaufgabe
”
Schlu¨sselaustausch“ aufge-
faßt werden (wobei in diesem Zusammenhang allerdings auch die in Abschnitt 4.1.8
vorzustellende Verscha¨rfung F (i,j)KE+ von F (i,j)KE , welche selbst bei korrumpierten Par-
teien noch Sicherheitsgarantien vergibt, nicht unerwa¨hnt bleiben sollte).
4.1.6 Ein konkretes Sicherheitskriterium
Diese Motivation vorausgeschickt, sollen nun konkrete Eigenschaften eines Schlu¨s-
selaustauschprotokolls untersucht werden, welche die Realisierung von F (i,j)KE sicher-
stellen. Dazu wird auf Anforderungen zuru¨ckgegriffen, welche in a¨hnlicher Form
auch schon in [36] zu einem a¨hnlichen Zweck verwandt wurden. Die vorliegende
Konkretisierung und Aba¨nderung stammt aus [84].
Definition 4.3. Ein reales Protokoll pi(i,j), welches u¨ber die Indizes von zwei Par-
teien Pi und Pj parametrisiert ist, heißt universell komponierbares Schlu¨sselaus-
tauschprotokoll, wenn folgende Bedingungen erfu¨llt sind:
• pi(i,j) bietet syntaktisch die gleiche Schnittstelle wie F (i,j)KE (in bezug auf die
Kommunikation mit der Protokollumgebung Z),
• es werden in pi(i,j) nur Nachrichten zwischen Pi und Pj gesendet,
• sobald eine Partei in pi(i,j) Ausgabe generiert, lo¨scht sie alle internen Varia-
blen (d. h. sie lo¨scht ihr Arbeitsband und nimmt einen fest definierten Zustand
ein),
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• sobald in einem Protokolldurchlauf die erste Partei P` (` ∈ {i, j}) Ausgabe
generiert, hat die jeweils andere Partei P¯` – sofern diese nicht korrumpiert
ist – alle Informationen bis auf den noch auszugebenden Sitzungsschlu¨ssel ge-
lo¨scht; weiter sendet danach P` nur eine feste ”
Besta¨tigungsnachricht“ an P¯`,
• bei Auslieferung aller Nachrichten zwischen Pi und Pj (fu¨r beliebige Reihen-
folgen der Auslieferung), und wenn weder Pi noch Pj korrumpiert werden,
generieren Pi und Pj schließlich gleiche Ausgaben, welche auch unter Kennt-
nis aller Pi-Pj-Kommunikation ununterscheidbar von der Gleichverteilung
auf {0, 1}k sind.7
Die vorletzte Bedingung kann als Spezialfall der
”
ack-Eigenschaft“ aus [36] auf-
gefaßt werden, wohingegen die letzte Bedingung eine Variante der
”
SK -Sicherheit“
aus [36] darstellt.
Beispiel 4.4. Ein Beispiel fu¨r ein universell komponierbares Schlu¨sselaustausch-
protokoll ist die Abwandlung dh
(i,j)
G,H (dargestellt in Abbildung 4.4) des Protokolls
sig-dh aus [36]. Hierbei ist G = {Gν}ν eine Familie von zyklischen Gruppen von
Primzahlordnung (jeweils explizit durch einen Erzeuger g gegeben) mit entspre-
chenden Verteilungen auf den Gruppenelementen, so daß das Decisional-Diffie-Hell-
man-Problem (DDH-Problem) schwer ist.8 Fu¨r jede Gruppe 〈g〉 ∈ G bezeichne
H〈g〉 = {H〈g〉,ν}ν eine Familie von paarweise unabha¨ngigen Hashfunktionen, wel-
che benutzt wird, um
”
Rohschlu¨ssel“ gxy auf Bitstrings H〈g〉,ν(gxy) abzubilden. Da
F (i,j)KE den Schlu¨ssel κ als gleichverteilten k-Bitstring wa¨hlt, wird hier ein Vorgehen
gema¨ß [127, Abschnitt 5.3.2] gewa¨hlt (siehe auch [130]).
Genauer wird eine Wahl der Parameter angenommen, fu¨r welche die Schwie-
rigkeit des DDH-Problems in G und das
”
Entropy Smoothing Theorem“ (siehe
etwa Luby [104, Kapitel 8]) die polynomiale Ununterscheidbarkeit der Verteilun-
gen {g, gx, gy, ν,H〈g〉,ν(gxy)}k bzw. {g, gx, gy, ν, κ}k (fu¨r einen gleichverteilten k-Bit-
string κ) implizieren. (Hierbei wird eine geeignete Verteilung von ν angenommen.)
Es wird also insbesondere unterstellt, daß fu¨r jede mit einem Sicherheitsparameter
k ∈ N assoziierte Gruppe 〈g〉 ∈ G die Ausgabela¨nge der Hashfunktion H〈g〉,ν fu¨r
alle ν jeweils k ist.
Wa¨hrend das Protokoll sig-dh aus [36] die Beschreibung einer geeigneten Grup-
pe G als
”
initiale Information“ vero¨ffentlicht annimmt (was im dort benutzten Mo-
dell [27] nur durch eine geeignete hybride Funktionalita¨t formal gefaßt werden kann
– in [36] aber nicht getan wird), wird im abgebildeten Protokoll dh
(i,j)
G,H die Beschrei-
bung D(g) einer geeigneten Gruppe G = 〈g〉 explizit zwischen den Parteien u¨ber-
tragen. Um hierbei
”
falsche“, die Sicherheit gefa¨hrdende Wahlen von G durch eine
korrumpierte Partei Pi zu vermeiden, wird weiter unterstellt, daß bei gegebenem
7Damit ist gemeint: Kein PPT-Algorithmus A kann mit nicht-vernachla¨ssigbarer Wahrschein-
lichkeit die Protokollausgabe einer Partei von einem gleichverteilt gezogenen κ ∈ {0, 1}k unter-
scheiden, selbst wenn A als Eingabe auch eine entsprechende Protokollkommunikation erha¨lt.
8Es wird also unterstellt, daß die Verteilungen (gx, gy, gxy) und (gx, gy, gz) fu¨r zufa¨llig gewa¨hlte
x, y, z ∈ Gν polynomial ununterscheidbar sind.
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Dies sind Instruktionen fu¨r zwei Parteien Pi und Pj zum Ausfu¨hren eines Schlu¨s-
selaustausches. Bevor sie diesen Instruktionen folgt, erwartet eine Partei eine
initiale (Ready, sid)-Eingabe.
1. Pi wa¨hlt abha¨ngig vom Sicherheitsparameter k eine Gruppe 〈g〉 ∈ G und
danach zufa¨llig x ∈ {1, . . . , |〈g〉| − 1}. Pi berechnet weiter α = gx ∈ 〈g〉
und sendet (sid ,D(g), α) an Pj, wobei D(g) eine Beschreibung der Gruppe
〈g〉 ist, welche auch g spezifiziert.
2. Bei Erhalt von (sid ,D(g), α) von Pi mit α ∈ 〈g〉 und fu¨r k akzeptablem
D(g) wa¨hlt Pj zufa¨llig y ∈ {1, . . . , |〈g〉| − 1} und einen Index ν in die
Familie H〈g〉. Dann berechnet Pj die Werte β = gy ∈ 〈g〉, γ = αy ∈ 〈g〉
und damit κ = H〈g〉,ν(γ) ∈ {0, 1}k, sendet (sid , β, ν) an Pi und lo¨scht alle
lokalen Variablen bis auf κ.
3. Bei Erhalt von (sid , β, ν) von Pj berechnet Pi den Wert γ = β
x ∈ 〈g〉 und
damit κ = H〈g〉,ν(γ). Dann sendet Pi die Nachricht (sid , Done) an Pj, gibt
(Key, sid , κ) aus, lo¨scht alle lokalen Variablen (inklusive κ) und ha¨lt an.
4. Bei Erhalt von (sid , Done) von Pi gibt Pj den Wert (Key, sid , κ) aus, lo¨scht
alle lokalen Variablen (inklusive κ) und ha¨lt an.
Abbildung 4.4: Das Schlu¨sselaustauschprotokoll dh
(i,j)
G,H
Sicherheitsparameter k und gegebener Beschreibung D(g) effizient verifiziert wer-
den kann, ob 〈g〉 ∈ G ist und ob 〈g〉 fu¨r den gegebenen Sicherheitsparameter k eine
akzeptable Wahl darstellt (welche also die Schwierigkeit des DDH-Problems sicher-
stellt).9 Diese etwas kompliziertere, aber flexiblere Formulierung scheint angesichts
praktisch vorgeschlagener Protokolle wie IKEv2 [93] oder JFKi, JFKr [1] akzep-
tabel. Man beachte, daß bei der hiesigen Modellierung
”
Initialisierungsannahmen“
u¨ber gewa¨hlte Gruppen wie in [36] vermieden werden.
Nach Konstruktion und der obigen Diskussion ist klar, daß dh
(i,j)
G,H allen Anfor-
derungen an ein universell komponierbares Schlu¨sselaustauschprotokoll genu¨gt.
Wie zu sehen war, wurde ein erheblicher technischer Aufwand getrieben, um
Gleichverteilung des Sitzungsschlu¨ssels κ = H〈g〉,ν(gxy) zu gewa¨hrleisten. Im spezi-
ellen Fall zyklischer GruppenG ⊂ (Z/pZ)× kann hier allerdings einfacher vorgegan-
gen werden: Es reicht ein einfaches Abschneiden der Bitdarstellungen von Elemen-
ten gxy ∈ G. In jedem Fall jedoch muß eine Gleichverteilung der Sitzungsschlu¨ssel
sichergestellt werden, was – wie schon angedeutet – in [36] fu¨r das Protokoll sig-dh
9Dies ist zum Beispiel in einfacher Weise mo¨glich, falls aus einem Sicherheitsparameter k deter-
ministisch und effizient 〈g〉 abgeleitet werden kann.
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nicht geschieht.
Man beachte, daß das Protokoll sig-dh aus [36] explizite Signaturen zur Nach-
richtenauthentifizierung verwendet, da in [36] ein
”
halb-authentifiziertes“ Netzwerk
angenommen wird, welches nur fu¨r die jeweils erste u¨ber einen Kanal gesende-
te Nachricht Authentifikation garantiert. Da diese Annahme etwas technisch er-
scheint, und u¨berdies die Authentifikation von Kana¨len schon in Abschnitt 3.3
diskutiert wurde, wird hier von authentifizierten Kana¨len ausgegangen; damit ist
keine explizite Verwendung eines Signatursystems no¨tig.
Am Beispiel des Protokolls dh
(i,j)
G,H wird nun deutlich, weshalb es sinnvoll ist, fu¨r
einen etwaigen Simulierbarkeitsbeweis lo¨schende Parteien vorauszusetzen: Bei ei-
nem realen Angriff, bei dem erst nach Protokollende beide Parteien korrumpiert
werden, gera¨t ein Simulator bei nicht-lo¨schenden Parteien in die Verlegenheit, sich
schon im Verlauf der Protokollsimulation Exponenten x und y und einen Index ν
ausdenken zu mu¨ssen, so daß κ = H〈g〉,ν(gxy) ist. (Denn durch die spa¨tere Korrup-
tion von Pi und Pj mu¨ssen mit dem simulierten Protokollablauf stimmige x, y und
ν aufgedeckt werden – was bei lo¨schenden Parteien nun eben nicht vonno¨ten ist.)
Problematisch hierbei ist, daß der Simulator sich auf x, y und ν festlegen muß, be-
vor er u¨berhaupt κ kennt. Dieses Argument zeigt, daß keine Hoffnung besteht, mit
dh
(i,j)
G,H die Funktionalita¨t F (i,j)KE zu realisieren, sofern die Parteien als nicht-lo¨schend
angenommen werden.
Ein a¨hnliches Problem tritt – bei Annahme nicht-lo¨schender Parteien – auch mit
dem sogleich vorzustellenden Protokoll auf, kann dort allerdings prinzipiell durch
die technisch aufwendige Methode der
”
non-committing encryption“, vgl. Canetti
u. a. [33], prinzipiell gehandhabt werden.
Beispiel 4.5. Als weiteres Beispiel dient das Protokoll pkke
(i,j)
P aus Abbildung 4.5,
welches u¨ber ein als semantisch sicher angenommenes Public-Key-Kryptosystem
P = (KeyGen,Encrypt,Decrypt) parametrisiert ist, das in der Lage ist, k-Bitstrings
zu verschlu¨sseln. (D. h., es wird {0, 1}k ⊆ Mpk fu¨r alle mo¨glichen (pk , sk) ←
KeyGen(1k) unterstellt.) Die semantische Sicherheit von P garantiert dabei, daß
eine Verschlu¨sselung des Sitzungsschlu¨ssels κ keine durch einen PPT-Algorithmus
verwertbare Information u¨ber κ preisgibt.10 Demnach erfu¨llt auch pkke
(i,j)
P alle
Bedingungen eines universell komponierbaren Schlu¨sselaustauschprotokolls.
4.1.7 Ein Hinla¨nglichkeitsbeweis
Entscheidend ist natu¨rlich, in welcher Beziehung der Begriff des
”
universell kom-
ponierbaren Schlu¨sselaustauschprotokolls“ zur idealen Funktionalita¨t F (i,j)KE steht.
Daß der Name
”
universell komponierbares Schlu¨sselaustauschprotokoll“ tatsa¨chlich
gerechtfertigt ist, zeigt folgender Satz:
10Genauer kann hier eine Reduktion auf den zu semantischer Sicherheit a¨quivalenten Sicherheits-
begriff IND-CPA (vgl. etwa Bellare u. a. [17]) erfolgen.
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Dies sind Instruktionen fu¨r zwei Parteien Pi und Pj zum Ausfu¨hren eines Schlu¨s-
selaustausches. Bevor sie diesen Instruktionen folgt, erwartet eine Partei eine
initiale (Ready, sid)-Eingabe.
1. Pi generiert ein Schlu¨sselpaar (pk , sk) ← KeyGen(1k), speichert sk und
sendet (sid , pk) an Pj.
2. Bei Erhalt von (sid , pk) von Pi wa¨hlt Pj gleichverteilt κ ∈ {0, 1}k und
verschlu¨sselt c ← Encrypt(1k, pk , κ). Pj sendet dann (sid , c) an Pi und
lo¨scht alle lokalen Variablen bis auf κ.
3. Bei Erhalt von (sid , c) von Pj entschlu¨sselt Pi zuna¨chst den Sitzungsschlu¨s-
sel κ← Decrypt(1k, sk , c). Pi gibt dann (Key, sid , κ) aus, sendet (sid , Done)
an Pj, lo¨scht alle lokalen Variablen (inklusive κ) und ha¨lt an.
4. Bei Erhalt von (sid , Done) von Pi gibt Pj den Wert (Key, sid , κ) aus, lo¨scht
alle lokalen Variablen (inklusive κ) und ha¨lt an.
Abbildung 4.5: Das Schlu¨sselaustauschprotokoll pkke
(i,j)
P
Satz 4.6. Jedes universell komponierbare Schlu¨sselaustauschprotokoll pi(i,j) ist eine
nicht-triviale Realisierung von F (i,j)KE bezu¨glich authentifizierter Kana¨le und adapti-
ver Angreifer.
Beweis. Man betrachte zuna¨chst den in Abbildung 4.6 dargestellten Simulator
S(i,j)pi , welcher Angriffe des Dummy-Angreifers A˜ simuliert.
Weiter sei eine Umgebung Z fixiert, welche versucht, zwischen pi(i,j) und A˜ ei-
nerseits, und F (i,j)KE und S(i,j)pi andererseits zu unterscheiden. Da nur die Parteien Pi
und Pj tatsa¨chlich am Protokoll beteiligt sind, darf ohne Beschra¨nkung der Allge-
meinheit angenommen werden, daß Z nie Anfragen zur Korruption einer Partei P`
mit ` 6∈ {i, j} stellt.
In einem ersten Schritt soll eine Modifikation Z1 von Z betrachtet werden, wel-
che, sobald Pi oder Pj korrumpiert werden soll bevor eine Partei Ausgabe generiert
hat, mit gleichverteilt gezogener Ausgabe b ∈ {0, 1} anha¨lt. Nun ist fu¨r k ∈ N
Adv
pi(i,j),F(i,j)KE
A˜,S(i,j)pi ,Z
(k) = Adv
pi(i,j),F(i,j)KE
A˜,S(i,j)pi ,Z1
(k), (4.1)
was wie folgt eingesehen werden kann: Zum einen ist die Sicht von Z im realen
und idealen Modell nach Konstruktion von S(i,j)pi identisch verteilt bevor eine Par-
tei Ausgabe generiert. Wird aber eine Partei P` korrumpiert, bevor eine Ausgabe
erfolgt ist, so liefert S(i,j)pi einen mit der bisherigen Simulation konsistenten Zustand
von P` und darf außerdem die Ausgabe der jeweils anderen Partei der bisherigen
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Der Simulator S(i,j)pi
• Kommunikation mit F (i,j)KE :
– Bei Erhalt von (Ready, sid) mit initialem Sender P˜` (` ∈ {i, j}) von
F (i,j)KE : Leite diese Nachricht an P (s)` weiter.
– Sobald die erste simulierte Partei P
(s)
` , fu¨r welche die Dummy-Par-
tei P˜` nicht korrumpiert ist, Ausgabe generiert (die κ genannt sei):
Speichere κ und sende (Ready, sid) an F (i,j)KE .
– Bei Erhalt von (Choose-Key, sid) von F (i,j)KE (was bedeutet, daß S(i,j)pi
schon κ gespeichert hat): Sende (Key, sid , κ) an F (i,j)KE .
– Ausgaben von F (i,j)KE werden ausgeliefert, wenn die entsprechende si-
mulierte Partei P
(i,j)
` Ausgabe generiert.
• Kommunikation mit Z:
– Melde auf Anfrage nach gesendeten Nachrichten genau die Nachrich-
ten, die zwischen den simulierten P
(s)
i und P
(s)
j gesendet wurden.
– Speichere jeden Befehl, eine Nachricht auszuliefern. Falls der Emp-
fa¨nger Pi oder Pj ist, liefere diese Nachricht an P
(s)
i bzw. P
(s)
j aus.
– Bei einem Befehl zur Korruption einer Partei P`: Korrumpiere zu-
na¨chst die Dummy-Partei P˜` und bereite dann einen Zustand von P`
vor, der auch alle an P` gelieferten Nachrichten entha¨lt. Ist ` ∈ {i, j},
sende, sofern nicht schon geschehen, (Ready, sid) im Namen von P˜`
an F (i,j)KE , sobald sid bekannt ist. Liefere schließlich den pra¨parierten
P`-Zustand an Z, verfahre jedoch bei ` ∈ {i, j} dazu wie folgt:
(a) Wenn S(i,j)pi noch kein Ready-Signal an F (i,j)KE gesendet hat (wenn
also noch keine simulierte Partei mit unkorrumpierter entspre-
chender Dummy-Partei Ausgabe generiert hat), liefere den Zu-
stand von P
(s)
` als Zustand von P` an Z.
(b) Andernfalls hat S(i,j)pi ein Ready-Signal gesendet, und demnach
hat F (i,j)KE den Sitzungsschlu¨ssel κ ausgegeben; κ kann von S(i,j)pi
also durch Ausliefern an die korrumpierte Dummy-Partei P˜` ge-
wonnen werden. Nach Annahme u¨ber pi(i,j) muß nun κ genau dann
in den Zustand von P` integriert werden, wenn P
(s)
` noch keine
Ausgabe generiert hat. Liefere also den Zustand von P
(s)
` (ggf. mit
ersetztem κ) als Zustand von P` an Z zuru¨ck.
Abbildung 4.6: Der Simulator F (i,j)pi
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Simulation anpassen. Damit ist die Sicht von Z im realen und idealen Modell iden-
tisch verteilt, falls Korruptionen stattfinden, bevor eine Ausgabe erfolgt. Damit
ist (4.1) gezeigt.
Eine Modifikation Z2 von Z1 kommt nun auch ohne Korruptionen nach erfolgter
Ausgabe κ einer Partei aus: Anstatt die Korruption von P` zu erfragen, beantwortet
Z2 diese Anfragen fu¨r sich selbst durch einen selbst-pra¨parierten Zustand von P`.
Dieser Zustand ist entweder leer, oder entha¨lt nur κ – je nachdem, ob P` schon
Ausgabe generiert hat oder nicht. Nach Annahme u¨ber pi(i,j) und S(i,j)pi ist dies
genau der vom Angreifer bei einer echten Korruption von P` erhaltene Zustand, es
sei denn, im realen Modell geben die Parteien unterschiedliche Ausgaben. Dieser
Fall tritt aber nur mit vernachla¨ssigbarer Wahrscheinlichkeit auf, so daß
Adv
pi(i,j),F(i,j)KE
A˜,S(i,j)pi ,Z1
(k)−Advpi(i,j),F
(i,j)
KE
A˜,S(i,j)pi ,Z2
(k) (4.2)
fu¨r die beschriebene Umgebung Z2, welche u¨berhaupt keine Korruptionen erfragt,
vernachla¨ssigbar in k ist. Kombination von (4.1) und (4.2) zeigt, daß sich ohne Be-
schra¨nkung der Allgemeinheit auf Umgebungen Z beschra¨nkt werden darf, welche
nie eine Partei korrumpieren lassen.
Fu¨r solche Umgebungen Z liefert S(i,j)pi eine Simulation des realen Protokolls pi,
welche sich allein in der Ausgabe unterscheidet: Im idealen Modell werden die Aus-
gaben der Parteien einfach durch gleiche und gleichverteilt gezogene κ ∈ {0, 1}k
ersetzt. Nun ist aber pi(i,j) als
”
universell komponierbares Schlu¨sselaustauschproto-
koll“ gema¨ß Definition 4.3 angenommen, und somit kann pi(i,j) ≥ F (i,j)KE direkt aus
der Ununterscheidbarkeit der Protokollausgaben von gleichverteilten k-Bitstrings
abgeleitet werden.
Die Nicht-Trivialita¨t dieser Realisierung folgt schließlich auch aus Definition 4.3.
4.1.8 Eine sta¨rkere Idealisierung
Die vorstehend besprochene Korrektur F (i,j)KE von FKE gibt – wie auch FKE selbst –
im Falle auch nur einer korrumpierten Partei keine Garantien mehr u¨ber die Vertei-
lung des Sitzungsschlu¨ssel. Tatsa¨chlich wird in diesem Fall dem Simulator ermo¨g-
licht, den Sitzungsschlu¨ssel zu wa¨hlen. Damit ist beispielsweise eine Simulation von
universell komponierbaren Schlu¨sselaustauschprotokollen mo¨glich; dies zeigt ja ge-
rade Satz 4.6. Angesichts der gegebenen Beispielprotokolle (insbesondere angesichts
des Protokolls aus Beispiel 4.5) dra¨ngt sich nun die Frage auf, ob man nicht sogar
von sta¨rkeren Garantien ausgehen darf: Etwa scheint das Protokoll pkke
(i,j)
P auch
im Falle eines korrumpierten Initiators (d. h. im Falle einer korrumpierten Partei
Pi) noch einen gleichverteilt gewa¨hlten Sitzungsschlu¨ssel zu garantieren.
Dieser Gedanke wird durch die in [84] vorgeschlagene versta¨rkte Idealisierung
F (i,j)KE+ eines Schlu¨sselaustauschprotokolls aufgegriffen. Genauer garantiert F (i,j)KE+
auch im Falle eines korrumpierten Initiators einen gleichverteilt gewa¨hlten Schlu¨s-
sel, vgl. Abbildung 4.7. (Ein Vergleich zwischen der Funktionalita¨t F (i,j)KE aus Ab-
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bildung 4.3 und F (i,j)KE+ zeigt, daß dies auch der einzige Unterschied der beiden
Funktionalita¨ten ist.)
Die Funktionalita¨t F (i,j)KE+
Protokollteilnehmer: F (i,j)KE , Umgebung Z, Parteien P1, . . . , Pn und Angreifer S.
1. Warte auf Nachrichten (Ready, sid) von den Parteien Pi und Pj, und vom
Angreifer S. Bei Erhalt von (Ready, sid) von Pi oder Pj, leite diese Nach-
richt (einschließlich der Senderidentita¨t) weiter an S.
2. Nach dem Erhalt von (Ready, sid)-Nachrichten von Pi, Pj und S (in belie-
biger Reihenfolge), verfahre wie folgt:
(a) Ist Pj unkorrumpiert, wa¨hle κ gleichverteilt aus {0, 1}k.
(b) Andernfalls, sende eine Nachricht (Choose-Key, sid) an S. Beim Er-
halt einer Antwort (Key, sid , κ) von S: Extrahiere κ aus dieser Nach-
richt.
Sobald κ gesetzt ist, sende (Key, sid , κ) an Pi und Pj, sende (Key, sid) an
S, und halte dann an.
Abbildung 4.7: Die versta¨rkte Idealisierung F (i,j)KE+ aus [84]
Unglu¨cklicherweise realisiert keines der Protokolle dh
(i,j)
G,H bzw. pkke
(i,j)
P (zumin-
dest fu¨r bestimmte semantisch sichere Systeme P ) diese Funktionalita¨t F (i,j)KE+, ob-
wohl eine solche Realisierung natu¨rlich ho¨chst intuitiv wa¨re. Das gilt auch fu¨r die
”
seitenverkehrten“ Protokolle dh
(j,i)
G,H bzw. pkke
(j,i)
P . Um dies einzusehen, betrachte
man folgende Umgebung Z, welche im realen Modell mit dem Dummy-Angreifer
und Protokoll dh
(i,j)
G,H auszufu¨hren ist:
Z la¨ßt das Protokoll normal verlaufen, korrumpiert jedoch Pi direkt nachdem die
(einzige) Nachricht von Pj an Pi gesendet wurde. Damit kann Z aus dem Zustand
der korrumpierten Partei Pi und den gesendeten Nachrichten einen Sitzungsschlu¨s-
sel κi extrahieren. Z la¨ßt dann eine Besta¨tigungsnachricht im Namen von Pi an
Pj u¨bermitteln, so daß auch Pj eine Ausgabe κj generiert. (Generiert Pj keine
Ausgabe, findet offenbar eine Ausfu¨hrung im idealen Modell statt, und Z ha¨lt mit
Ausgabe 0.) Schließlich ha¨lt Z mit Ausgabe 1 bzw. 0 genau dann, wenn κi = κj
bzw. κi 6= κj ist.
Nun wird Z im realen Modell immer mit 1-Ausgabe halten, wa¨hrend sich der
Simulator schon durch die vor der Korruption u¨bermittelten Nachrichten auf κi
festlegen mußte. Die Wahl von κi ist dabei nach Konstruktion von F (i,j)KE+ unabha¨n-
gig von dem von F (i,j)KE+ gewa¨hlten Sitzungsschlu¨ssel κj. Damit gibt Z im idealen
Modell nur mit exponentiell kleiner Wahrscheinlichkeit 1 aus; somit ist Z ein guter
Unterscheider, und es gilt dh
(i,j)
G,H 6≥ F (i,j)KE+.
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Ein a¨hnliches Argument findet im Falle des Protokolls pkke
(i,j)
P Anwendung, falls
das zugrundegelegte Public-Key-Kryptosystem nicht schon die Eigenschaft
”
nicht-
festlegender Chiffrate“ hat (siehe etwa [33]). Leider sind jedoch nur sehr aufwen-
dige derartige Systeme bekannt; da zudem etwa fu¨r RSA- oder ElGamal-basierte
Systeme ein Chiffrat mit zugeho¨rigem o¨ffentlichen Schlu¨ssel schon eindeutig den
zugeho¨rigen Klartext festlegt, gilt fu¨r viele praktisch relevante semantisch sichere
Public-Key-Kryptosysteme P mit obigem Argument pkke
(i,j)
P 6≥ F (i,j)KE+.
Dieser Zustand mag als unbefriedigend empfunden werden. Insbesondere das
Protokoll pkke
(i,j)
P , in welchem ja lediglich ein Schlu¨ssel von Pj nach Pi transpor-
tiert wird, scheint intuitiv gegen eine Korruption von Pi immun zu sein. Deshalb
wurde in [84] eine weitere Funktionalita¨t FN ,(i,j)KE+ angegeben, welche a¨hnliche Sicher-
heitsgarantien wie F (i,j)KE+ vergibt, dabei jedoch insbesondere von den Protokollen
dh
(i,j)
G,H und pkke
(i,j)
P realisierbar ist.
Dabei ist FN ,(i,j)KE+ u¨ber ein Non-Information-Orakel parametrisiert (vgl. [36]),
welches abha¨ngig vom betrachteten realen Protokoll ist. Fu¨r eine genauere (leider
aufgrund der Natur von Non-Information-Orakeln etwas technische) Besprechung
dieser Ergebnisse sei hier auf [84] verwiesen.
4.1.9 Ein allgemeines Konstruktionsverfahren
Alternativ kann jedes Protokoll pi(i,j), welches die
”
schwa¨chere“ Funktionalita¨t F (i,j)KE
realisiert, schon zu einem Protokoll umgebaut werden, welches F (i,j)KE+ realisiert. Ins-
besondere gilt dies also fu¨r – im Sinne von Definition 4.3 – universell komponier-
bare Schlu¨sselaustauschprotokolle. Der Umbau eines solchen Ausgangsprotokolls
pi(i,j) kann nun elegant im F (i,j)KE -hybriden Modell formuliert werden; das tatsa¨ch-
liche umgebaute Protokoll kann dann wegen des Kompositionstheorems 3.2 ohne
Sicherheitsverlust durch bloßes Einsetzen von pi(i,j) gewonnen werden.
Man betrachte konkret das
”
Rahmenprotokoll“ pad(i,j) aus Abbildung 4.8, wel-
ches im F (i,j)KE -hybriden Modell formuliert ist, also Instanzen der idealen Funktio-
nalita¨t F (i,j)KE nutzt. Die Idee von pad(i,j) ist simpel: Nach einem erfolgten Schlu¨s-
selaustausch mittels einer F (i,j)KE -Instanz (welche an Pi und Pj einen vorla¨ufigen
Sitzungsschlu¨ssel κ¯ liefert) schickt Pj einen gleichverteilt gezogenen k-Bitstring ψ
an Pi. Dieser wird anschließend auf den vorla¨ufigen Schlu¨ssel κ¯ addiert, um den
endgu¨ltigen Schlu¨ssel κ = κ¯ ⊕ ψ zu erzeugen. Auf diese Weise kann auch im Fal-
le einer korrumpierten Partei Pi die Gleichverteilung des endgu¨ltigen Schlu¨ssels κ
sichergestellt werden, sofern Pj unkorrumpiert ist.
Genauer ergibt sich folgende Aussage:
Satz 4.7. Das im F (i,j)KE -hybriden Modell formulierte Protokoll pad(i,j) aus Abbil-
dung 4.8 ist eine nicht-triviale Realisierung von F (i,j)KE+ bezu¨glich authentifizierter
Kana¨le und adaptiver Angreifer.
Beweis. Es reicht, fu¨r jeden Hybrid-Modell-Angreifer H einen Simulator S = SH
anzugeben, so daß keine Umgebung zwischen H und Protokoll pad(i,j) einerseits
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Das Protokoll pad(i,j)
Dies sind Instruktionen fu¨r zwei Parteien Pi und Pj zum Ausfu¨hren eines Schlu¨s-
selaustausches. Bevor sie diesen Instruktionen folgt, erwartet eine Partei eine
initiale (Ready, sid)-Eingabe. Die Ausfu¨hrung dieses Protokolls findet im F (i,j)KE -
hybriden Modell statt, d. h. die Parteien haben Zugriff auf beliebig viele Instan-
zen der idealen Funktionalita¨t F (i,j)KE .
1. Pi und Pj senden beide direkt nach Erhalt der (Ready, sid)-Eingabe eine
Eingabe (Ready, 0) an die F (i,j)KE -Instanz mit Sitzungsnummer 0.
2. Nach dem Erhalt eines Schlu¨ssels κ¯ ∈ {0, 1}k von F (i,j)KE wa¨hlt Pj gleichver-
teilt ein ψ ∈ {0, 1}k. Pj sendet dann (sid , ψ) an Pi, berechnet κ = κ¯ ⊕ ψ
und lo¨scht alle lokalen Variablen bis auf κ.
3. Sobald Pi sowohl eine Nachricht (sid , ψ) (mit ψ ∈ {0, 1}k) von Pj als auch
einen vorla¨ufigen Schlu¨ssel κ¯ ∈ {0, 1}k von F (i,j)KE erhalten hat, berechnet
Pi den Sitzungsschlu¨ssel κ = κ¯⊕ψ. Pi sendet dann (sid , Done) an Pj, gibt
(Key, sid , κ) aus, lo¨scht danach alle lokalen Variablen und ha¨lt.
4. Bei Erhalt von (sid , Done) von Pi gibt Pj den Wert (Key, sid , κ) aus, lo¨scht
alle lokalen Variablen und ha¨lt an.
Abbildung 4.8: Das Schlu¨sselaustauschprotokoll pad(i,j)
und S und F (i,j)KE+ andererseits unterscheiden kann. Sei also ein solches H gegeben;
dann simuliert S intern einen hybriden Protokollablauf von pad(i,j) mit Parteien
P
(s)
1 , . . . , P
(s)
n , einem (simulierten) Angreifer H und (soweit beno¨tigt) Instanzen der
idealen Funktionalita¨t F (i,j)KE . Kommunikation von H mit der Umgebung wird von
S zur nicht-simulierten Umgebung Z weitergeleitet; das umfaßt auch Nachrichten,
die S von Z erha¨lt.
Nach Konstruktion ist damit die Sicht von Z im idealen Modell identisch mit
der Sicht im realen Modell, bis auf die folgenden Ausnahmen: Zum einen wird
Z im realen Modell durch spezielle (modellinterne) Benachrichtigungen u¨ber alle
Korruptionen informiert, die H vornimmt, siehe auch Abschnitt 3.1.2. Eine solche
Benachrichtigung kann natu¨rlich auch von S herbeigefu¨hrt werden, falls etwa der
simulierte Angreifer H eine simulierte Partei P (s)` korrumpiert: S muß nur die
entsprechende Dummy-Partei P˜` korrumpieren. (Aus Gru¨nden, die spa¨ter noch
klar werden, sendet S außerdem bei einer solchen Korruption einer Partei P˜` mit
` ∈ {i, j} eine (sid , Ready)-Nachricht im Namen von P˜` an F (i,j)KE+.)
Weiter ist natu¨rlich das Ein-/Ausgabeverhalten der idealen Dummy-Parteien
nicht notwendig identisch mit dem der von S simulierten Parteien. Es sollen zu-
na¨chst die Eingaben, die Z Parteien gibt, betrachtet werden. Tatsa¨chlich ignoriert
das hybride Protokoll alle Z-Eingaben bis auf die jeweils erste (sid , Ready)-Einga-
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be an Pi bzw. Pj. Genau u¨ber diese Eingaben wird aber S von F (i,j)KE+ informiert, so
daß diese Eingaben auch den simulierten Parteien P
(s)
i bzw. P
(s)
j gegeben werden
ko¨nnen. Natu¨rlich mu¨ssen auch die ignorierten Eingaben im Falle einer spa¨teren
Korruption einer Partei in deren Zustand integriert werden; es sollte aber offen-
sichtlich sein, wie dies zu geschehen hat.
Es verbleibt noch, die Ausgaben der Parteien im idealen Modell bzw. in der
Simulation von S zu betrachten. S verha¨lt sich diesbezu¨glich wie folgt:
• Wenn die simulierte Partei P (s)j eine Nachricht (sid , ψ) mit ψ ∈ {0, 1}k an
P
(s)
i sendet und zu diesem Zeitpunkt P
(s)
i , aber nicht P
(s)
j korrumpiert ist,
muß der
”
Pad“ ψ so abgea¨ndert werden, daß er mit dem tatsa¨chlich von
P˜j an Z ausgegebenen Schlu¨ssel κ konsistent ist. Zuna¨chst sendet also S
eine (sid , Ready)-Nachricht an F (i,j)KE+, und liefert den von F (i,j)KE+ daraufhin11
erzeugten Schlu¨ssel κ sogleich an die korrumpierte Partei P˜i (d. h. effektiv an
sich selbst) aus. S setzt dann ψ¯ = κ⊕κ¯ (wobei κ¯ den Schlu¨ssel bezeichnet, den
die simulierte F (i,j)KE -Instanz mit Sitzungsnummer 0 an P (s)i und P (s)j gesendet
hat) und modifiziert den internen Zustand der simulierten Partei P
(s)
j so,
daß anstelle von ψ nun ψ¯ an P
(s)
i gesendet wird; der entsprechende noch im
Speicher von P
(s)
j verbleibende Sitzungsschlu¨ssel ist damit κ¯⊕ ψ¯ = κ.
Wichtig hierbei ist, daß ψ¯ genau wie ψ ein gleichverteilter k-Bitstring ist, da
κ¯ gleichverteilt ist; intuitiv sieht ψ¯ damit fu¨r den Angreifer H
”
genauso aus“
wie ψ. Das bedeutet, daß sich dieser Eingriff nicht in der Sicht von H bzw. Z
niederschla¨gt.
• Generiert eine simulierte Partei (etwa P (s)` mit ` ∈ {i, j}) eine Ausgabe, so
muß auch die nicht-simulierte Dummy-Partei P˜` Ausgabe generieren. Dazu
muß S aber nur eine Ausgabe von F (i,j)KE+ an P˜` ausliefern; hat F (i,j)KE+ den
Sitzungsschlu¨ssel noch nicht gewa¨hlt, muß S vorher noch eine (sid , Ready)-
Nachricht an F (i,j)KE+ schicken.12 (Wurde zu diesem Zeitpunkt P˜j schon kor-
rumpiert, wird S hierbei auch nach einem Schlu¨ssel gefragt; S wa¨hlt dann
den von P
(s)
` ausgegebenen Schlu¨ssel.)
• Der einzige Fall, in dem sich die Ausgaben der in S simulierten Parteien von
den tatsa¨chlichen Ausgaben der jeweiligen Dummy-Parteien unterscheiden
ko¨nnen, tritt auf, wenn zum Zeitpunkt des Sendens der (sid , ψ)-Nachricht
von P
(s)
j an P
(s)
i keine der beiden Parteien korrumpiert ist.
Wird nun anschließend weder P
(s)
i noch P
(s)
j korrumpiert, stellt dies kein Pro-
blem dar, da H keine Information u¨ber den von F (i,j)KE gewa¨hlten vorla¨ufigen
11Hier fließt ein, daß S bei Korruption von Pi oder Pj automatisch eine (sid , Ready)-Nachricht
im Namen der korrumpierten Partei an F (i,j)KE+ sendet.
12Man beachte, daß die Wahl und Ausgabe eines Sitzungsschlu¨ssels von F (i,j)KE+ immer auch mit
einer Nachricht an S einhergeht, welche die sofortige Wiederaktivierung von S sicherstellt.
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Sitzungsschlu¨ssel κ¯ besitzt. Auch falls P
(s)
j korrumpiert wird, kann S ent-
weder den noch von P˜i auszugebenden Sitzungsschlu¨ssel in Konsistenz mit
der internen Simulation bestimmen, oder P˜i hat schon eine Ausgabe κ ge-
neriert, und S kann den internen Zustand von P (s)j nach dieser Korruption
entsprechend anpassen. (Hat P
(s)
j schon Ausgabe generiert, ist dieser Zustand
einfach leer – hat P
(s)
j noch keine Ausgabe generiert, kann S den Schlu¨ssel κ
durch Auslieferung an die nun korrumpierte Partei P˜j erfahren.)
Es muß damit lediglich noch der Fall einer Korruption von P
(s)
i nachdem die
(sid , ψ)-Nachricht an P
(s)
i gesendet wurde betrachtet werden. Wurde diese
Nachricht zum Zeitpunkt der Korruption schon an P
(s)
i ausgeliefert, hat P
(s)
i
nur noch einen
”
leeren“ und damit mit der Simulation konsistenten Zustand.
Findet die Korruption aber vor Auslieferung der (sid , ψ)-Nachricht statt,
muß im Zustand von P
(s)
i der vorla¨ufige, von F (i,j)KE an P (s)i gelieferte Sitzungs-
schlu¨ssel κ¯ durch einen mit der Ausgabe κ von F (i,j)KE+ konsistenten Schlu¨ssel
κ¯′ = κ ⊕ ψ ersetzt werden. (Hierbei muß gegebenenfalls eine Wahl von κ
durch eine (sid , Ready)-Nachricht an F (i,j)KE+ herbeigefu¨hrt werden – S kann
sich dann κ wieder durch Auslieferung an die korrumpierte Dummy-Partei
P˜i zuga¨nglich machen.)
Da der so ersetzte vorla¨ufige Schlu¨ssels κ¯′ ∈ {0, 1}k gleichverteilt ist, beein-
flußt dies nicht die Sicht von H oder Z.
Insgesamt gewa¨hrleistet S also nach dieser Diskussion eine Sicht fu¨r Z, die identisch
zu der im hybriden Modell ist. Es ist klar, daß die Konstruktion von S nicht von
der Wahl von Z abha¨ngt. Damit ist pad(i,j) ≥ F (i,j)KE+ gezeigt; die Nicht-Trivialita¨t
dieses konkreten Protokolls ist dabei offensichtlich.
Wie schon angesprochen garantiert das Kompositionstheorem 3.2 dabei, daß ein
beliebiges, F (i,j)KE realisierendes Protokoll durch Einsetzen in pad(i,j) zu einem ”sta¨r-
keren“ Protokoll umgebaut werden kann, welches seinerseits sogar F (i,j)KE+ realisiert.
Das gilt also insbesondere fu¨r die schon besprochenen universell komponierbaren
Schlu¨sselaustauschprotokolle dh
(i,j)
G,H und pkke
(i,j)
P . Die Modularita¨t dieses Vorge-
hens kann somit als Beleg fu¨r die Eleganz des Ansatzes aus [27] gewertet werden.
4.1.10 Offene Fragen
Die Funktionalita¨t F (i,j)KE+ gibt schon gro¨ßere Sicherheitsgarantien als F (i,j)KE ; auch
im Falle einer korrumpiertem Partei Pi wird ein ideal gezogener, also nicht vom
Simulator beeinflußter Sitzungsschlu¨ssel garantiert. Nun liegt es nahe, eine weitere
Versta¨rkung (die hier etwa als F (i,j)KE++ bezeichnet werde) dieser Funktionalita¨t zu
betrachten, welche in jedem Fall (also sowohl bei korrumpiertem Pi als auch bei
korrumpierten Pj) ideal gezogene Sitzungsschlu¨ssel garantiert.
104
4.2 Commitment-Verfahren
Eine solche Funktionalita¨t wird offenbar nicht von einem der angegebenen Pro-
tokolle realisiert – selbst im Falle eines Diffie-Hellman-basierten Protokolls kann
eine Partei Pj, welche als letzte Einfluß auf den Sitzungsschlu¨ssel hat, durch wie-
derholtes A¨ndern ihrer Zufallswahlen einen Sitzungsschlu¨ssel erzwingen, welcher
etwa mit logarithmisch (in k) vielen Nullbits beginnt.
Hier wu¨rde sich eigentlich die Benutzung eines Commitment-Verfahrens (siehe
auch Abschnitt 4.2) anbieten, mit welchem sich Pj als erstes auf die spa¨ter gesen-
dete Nachricht festlegt. Leider ist auch ein solches Protokoll – obwohl es intuitiv
auch im Falle einer korrumpierten Partei Pj ideal verteilte Schlu¨ssel garantiert –
nicht simulierbar sicher. (Der Grund hierfu¨r ist, daß keine Benutzung eines Com-
mitment-Verfahrens simuliert werden kann; diese Problematik wird im na¨chsten
Abschnitt besprochen.)
Insgesamt bleibt also die interessante Frage nach einer Realisierung einer Funk-
tionalita¨t wie F (i,j)KE++ durch ein reales Protokoll (also keines, welches etwa in einem
Commitment-hybriden Modell formuliert ist) offen.
4.2 Commitment-Verfahren
Als weitere Protokollaufgabe soll nun die Aufgabe Commitment vorgestellt werden.
Ein Commitment-Verfahren wurde schon implizit in Blum [24] genutzt, um es zwei
Parteien zu ermo¨glichen, einen geheimen Mu¨nzwurf telefonisch zu realisieren. Dabei
wird eine Gleichverteilung des Wurfergebnisses auch dann garantiert, wenn eine der
beiden Parteien unehrlich ist. Dieses erstaunliche Ergebnis wird wie folgt erzielt:
Zuna¨chst legt sich Partei P1 bei Partei P2 auf ein gleichverteilt gewa¨hltes Bit b1
fest, ohne daß P2 eine verwertbare Information u¨ber b1 erha¨lt. Intuitiv sendet P1
also P2 einen geschlossenen Tresor, in dem sich b1 befindet.
Anschließend zieht P2 gleichverteilt ein Bit b2 und sendet b2 (im Klartext) an P1.
Nachdem sich auf diese Weise beide Parteien jeweils auf ein Bit festgelegt haben,
deckt P1 schließlich b1 gegenu¨ber P2 auf. Intuitiv sendet P1 an P2 einen Schlu¨ssel
fu¨r den im ersten Schritt gesendeten Tresor, so daß P2 an das Bit b1 gelangt.
Protokollausgabe (d. h. Ergebnis des Mu¨nzwurfs) ist dann bei beiden Parteien b =
b1 ⊕ b2 ∈ {0, 1}.
Intuitiv ist klar, daß die Protokollausgabe b gleichverteilt ist, sofern nur einer der
beiden Teilnehmer eine
”
ehrliche“, also gleichverteilte Wahl seines jeweiligen Bits
bi vornimmt. Im Falle einer korrumpierten Partei P1 (und einer ehrlichen Partei
P2) folgt dies daraus, daß sich P1 schon im ersten Schritt auf b1 festlegt, also b1
unabha¨ngig von b2 wa¨hlen muß.
Entscheidendes Werkzeug bei diesem Protokoll ist natu¨rlich ein Verfahren, wel-
ches es P1 ermo¨glicht, sich bei P2 auf ein Bit b1 festzulegen, ohne dabei b1 selbst zu
vero¨ffentlichen. Ein solches Verfahren wird Bit-Commitment-Verfahren genannt.
Ermo¨glicht das Verfahren einer Partei sogar, sich auf einen Bitstring s festzulegen,
spricht man von einem String-Commitment-Verfahren.
Bit-Commitment-Verfahren wurden auch beispielsweise inGoldreich u. a. [73]
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benutzt, um Protokolle fu¨r allgemeine sichere Funktionsauswertungen zu konstru-
ieren; es konnte also fu¨r jede durch einen PPT-Algorithmus berechenbare Funktion
f mit n Eingaben und n Ausgaben ein Protokoll fu¨r n Parteien angegeben wer-
den, welches die Auswertung von f an den Stellen der jeweiligen Parteieingaben
realisiert. Dabei erha¨lt jede Partei nur
”
ihre“ Ausgabe; selbst korrumpierte und
sich nicht an das Protokoll haltende Parteien erfahren nicht mehr als ihre jeweilige
Ausgabe und ko¨nnen auch die Ausgaben der anderen Parteien nicht weiter be-
einflussen, als ihnen dies ohnehin durch Aba¨ndern ihrer eigenen Eingabe mo¨glich
wa¨re.
Nach dieser kurzen Motivation soll nun aber zuna¨chst der Begriff des Commit-
ment-Verfahrens fixiert werden:
Definition 4.8. Ein (String-)Commitment-Verfahren sind zwei PPT-Algorithmen
Commit, Verify, welche fu¨r alle k ∈ N und m, com, dec ∈ {0, 1}∗ die folgenden
syntaktischen Bedingungen erfu¨llen:
• Commit(1k, s) ∈ {0, 1}∗ × {0, 1}∗,
• Verify(1k, com, dec) ∈ {0, 1}∗ ∪ {⊥}.
Es wird Korrektheit in dem Sinne gefordert, daß fu¨r alle k ∈ N, s ∈ {0, 1}∗ und
alle mo¨glichen (com, dec)← Commit(1k, s) gilt: Verify(1k, com, dec) = s.
Zuna¨chst soll bemerkt werden, daß Definition 4.8 offenbar nur nicht-interaktive
Commitment-Verfahren modelliert; es ist durchaus u¨blich, auch interaktive Ver-
fahren zu betrachten, bei denen die Commit- bzw. die Aufdeck-Phase eine Interak-
tion zwischen den beiden Protokollteilnehmern umfaßt. Diese Verallgemeinerung
fu¨hrt jedoch zu einer komplizierteren Definition von (klassischen) Sicherheitseigen-
schaften eines Commitment-Verfahrens und soll hier deshalb nicht weiter verfolgt
werden.
Analog zur Definition von Public-Key-Krypto- oder Public-Key-Signatursyste-
men ko¨nnte man auch in Definition 4.8 vernachla¨ssigbar wenige Fehler erlauben.
Auch ko¨nnte man Einschra¨nkungen der Menge der erlaubten Bitstrings s zulassen.
Beide Verallgemeinerungen von Definition 4.8 sind jedoch hier nicht von Interesse.
Aus Definition 4.8 la¨ßt sich leicht eine Definition eines Bit-Commitment-Verfah-
rens (im Gegensatz zum mit Definition 4.8 erfaßten String Commitment) gewinnen;
man muß nur den erlaubten Wertebereich von s auf {0, 1} einschra¨nken. In die-
sem Sinne kann jedes Commitment-Verfahren auch als Bit-Commitment-Verfahren
angesehen werden – die sogleich zu betrachtenden Sicherheitskriterien u¨bertragen
sich a¨hnlich leicht.
Folgende etablierte Sicherheitskriterien modellieren die schon angesprochenen
intuitiven Anforderungen an ein Commitment-Verfahren (siehe etwa Goldreich
[70] fu¨r weitergehende Diskussionen und eine Formulierung bezu¨glich interaktiver
Commitment-Verfahren):
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Definition 4.9. Ein Commitment-Verfahren C = (Commit,Verify) heißt bindend,
wenn fu¨r jeden PPT-Algorithmus A die Funktion
Pr
[
(c, d1, d2)← A(1k) : ⊥ 6= Verify(1k, c, d1) 6= Verify(1k, c, d2) 6= ⊥
]
vernachla¨ssigbar in k ist. Gilt dies sogar fu¨r unbeschra¨nkte Algorithmen A, so heißt
C uneingeschra¨nkt bindend.
Ein bindendes Commitment-Verfahren garantiert also, daß kein polynomial be-
schra¨nkter Algorithmus ein Commitment erzeugen kann, welches er auf zwei Arten
aufdecken kann. Die gewu¨nschte
”
verbergende“ Eigenschaft eines Commitment-Ver-
fahrens la¨ßt sich mittels einer IND-CCA-a¨hnlichen Definition fassen:
Definition 4.10. Sei C = (Commit,Verify) ein Commitment-Verfahren. Dann sei
fu¨r ein Paar A = (A1, A2) von Algorithmen, b ∈ {0, 1} und k ∈ N
PbC,A(k) := Pr
[
(s0, s1, h)← A1(1k); (c, ·)← Commit(1k, sb) : A2(1k, c, h) = 1
]
.13
Es heißt C verbergend, falls fu¨r jedes Paar A = (A1, A2) von PPT-Algorithmen
die Funktion
AdvCA(k) := P
1
C,A(k)− P0C,A(k)
vernachla¨ssigbar in k ist. Gilt dies fu¨r Paare (A1, A2), so daß A1 ausschließlich
Tupel (s0, s1, h) mit |s0| = |s1| ausgibt, heißt C inhaltsverbergend. Ist AdvCA sogar
fu¨r Paare (A1, A2) von unbeschra¨nkten Algorithmen vernachla¨ssigbar, so heißt C
uneingeschra¨nkt verbergend bzw. uneingeschra¨nkt inhaltsverbergend.
Es ist bei einem verbergenden Commitment-Verfahren also keinem polynomial
beschra¨nkten Algorithmus mo¨glich, zwei Commitments auf vorher selbst ausge-
wa¨hlte Bitstrings zu unterscheiden. Die Abschwa¨chung
”
inhaltsverbergend“ ist ins-
besondere fu¨r uneingeschra¨nkt bindende Commitment-Verfahren interessant: Hier
zeigt ein einfaches Abza¨hlargument, daß die La¨nge des Bitstrings, auf den sich
festgelegt wird, nicht vollsta¨ndig verborgen werden kann.
An dieser Stelle soll auf einen Fehler in Hofheinz und Mu¨ller-Quade [83]
hingewiesen werden: Dort wurde eine schwa¨chere Definition von
”
verbergend“ be-
nutzt, bei der kein expliziter Algorithmus A1 Bitstrings s0 und s1 wa¨hlt, sondern
bei der lediglich die polynomiale Ununterscheidbarkeit (vgl. Definition A.10) der
ersten Komponenten von Commit(1k, s0) bzw. Commit(1
k, s1) fu¨r beliebige, aber
feste s0, s1 ∈ {0, 1}∗ gefordert wird. Fu¨r eine solche Definition von ”verbergend“
gilt der nachfolgende Satz 4.12 (der auch in [83] behauptet wurde) nicht.
Es ist einfach einzusehen, daß kein Verfahren C zugleich uneingeschra¨nkt bin-
dend und uneingeschra¨nkt (inhalts-)verbergend sein kann. Andererseits gibt es sehr
wohl Commitment-Verfahren, welche uneingeschra¨nkt bindend sind (etwa das ur-
spru¨nglich vorgeschlagene Verfahren aus [24]), und auch solche, die uneingeschra¨nkt
(inhalts-)verbergend sind, vgl. Naor und Yung [109], Damg˚ard u. a. [52].
13Der Bitstring h dient hier nur zur U¨bermittlung von Statusinformationen von der ersten Phase
des Angriffs (von A1 ausgefu¨hrt) zur zweiten (von A2 ausgefu¨hrt).
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4.2.1 Simulierbare Commitments
Nun stellt sich die Frage, wie ein geeigneter simulierbarkeitsbasierter Sicherheitsbe-
griff fu¨r ein Commitment-Verfahren auszusehen hat. Eine diesbezu¨gliche Formulie-
rung von Commitment-Verfahren wa¨re ho¨chst erstrebenswert, um die Analyse gro¨-
ßerer, Commitments benutzender Protokolle zu modularisieren. Etwa ko¨nnte damit
die allgemeine Protokollkonstruktion aus [73] simulierbar aufgebaut und analysiert
werden.14
Genauer erhebt sich die Frage nach einer geeigneten Idealisierung, also einer
idealen Funktionalita¨t, welche intuitiv widerspiegelt, welche Garantien ein Com-
mitment-Protokoll gibt. Die Formulierung einer solchen idealen Funktionalita¨t ge-
schah inCanetti und Fischlin [34]; unglu¨cklicherweise konnte schon dort gezeigt
werden, daß diese Funktionalita¨t durch u¨berhaupt kein reales Protokoll realisiert
werden kann. Dies ist kein Problem der speziellen Formulierung aus [34], welches
leicht behoben werden ko¨nnte. Das auftretende Problem soll nun anhand der in Ab-
bildung 4.9 reproduzierten15 Funktionalita¨t FMCOM aus [34] besprochen werden.
Die Funktionalita¨t FMCOM
Protokollteilnehmer: FMCOM, Umgebung Z, Parteien P1, . . . , Pn und Angreifer S.
• Commit-Phase: Bei Erhalt einer Eingabe (Commit, sid , ssid , Pi, Pj, b) mit
b ∈ {0, 1} von Pi: Speichere das Tupel (ssid , Pi, Pj, b), und sende die
Nachricht (Receipt, sid , ssid , Pi, Pj) an Pj und S. Ignoriere alle weiteren
Commit-Nachrichten mit derselben ssid von Pi an Pj.
• Aufdeck-Phase: Bei Erhalt einer Eingabe (Reveal, sid , ssid) von Pi:
Wenn schon ein Tupel (ssid , Pi, Pj, b) gespeichert wurde, sende die Nach-
richt (Reveal, sid , ssid , Pi, Pj, b) an Pj und S. Ansonsten tue nichts.
Abbildung 4.9: Die Idealisierung FMCOM aus [34] bzw. [39]
Zuna¨chst ist zu bemerken, daß die Funktionalita¨t mehrere Commitment-Vorga¨n-
ge mittels
”
Untersitzungsnummern“ (engl.
”
subsession IDs“) ssid verwaltet. Davon
abgesehen ist FMCOM denkbar einfach gestaltet: Eine Partei Pi kann sich bei einer
Partei Pj auf ein Bit b festlegen, indem sie eine entsprechende Commit-Nachricht an
FMCOM schickt, woraufhin Pj eine Besta¨tigung u¨ber diesen Vorgang erha¨lt, nicht
jedoch das Bit b. (Damit agiert also FMCOM als ”Treuha¨nder“ fu¨r das Bit b.) Erst
spa¨ter, auf eine entsprechende Reveal-Anfrage von Pi hin, deckt FMCOM das Bit b
gegenu¨ber Pj auf.
Es ist unmittelbar klar, daß jedes Commitment-Verfahren, welches – als Protokoll
interpretiert – FMCOM realisiert, schon bindend und verbergend ist: Es mu¨ssen nur
14Ohne zu weit vorzugreifen sei hier bemerkt, daß genau dies in [39] geschah und ein bemerkens-
wertes Machbarkeitsresultat abgeleitet werden konnte.
15Es wird hier die Darstellung aus [39] gewa¨hlt, da die dort verwendeten Variablennamen auch
fu¨r die spa¨ter noch vorzustellenden Funktionalita¨ten und Protokolle benutzt werden.
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die entsprechenden Angreifer aus den Definitionen 4.9 bzw. 4.10 auf Umgebungen Z
reduziert werden, welche im realen Modell Angriffe mittels des Dummy-Angreifers
ausfu¨hren.
Strenggenommen ist allerdings FMCOM im Modell [27] schon allein deshalb nicht
durch ein reales Protokoll realisierbar, weil FMCOM jede Commit-Eingabe sofort
akzeptiert. Hier tritt ein a¨hnliches Problem wie im Falle der Schlu¨sselaustausch-
funktionalita¨t FKE aus [36] auf, siehe auch Abschnitt 4.1.1, wenn folgender An-
griff durchgefu¨hrt wird: Z gibt Pi eine Commit-Eingabe fu¨r ein Bit b = 0. Direkt
danach wird Pi korrumpiert, und verha¨lt sich gegenu¨ber Pj so, als ob ein reales
Commitment auf b = 1 stattfindet. Ideal findet damit ein Commitment auf 0 statt,
wohingegen im realen Modell ein Commitment auf 1 geschieht. Spa¨teres Aufdecken
fu¨hrt zur Unterscheidung.
Dieses Problem kann aber mit a¨hnlichen Mitteln wie den in Abschnitt 4.1.5 be-
schriebenen durch eine geeignete Anpassung der Funktionalita¨t behoben werden.
(Alternativ lo¨st die in Abschnitt 4.1.4 besprochene Modella¨nderung in der Revi-
sion [39] von [38] das generelle Problem der zu fru¨hen Eingaben – auch fu¨r die
Funktionalita¨t FMCOM.)
Nicht so einfach behebbar ist folgendes Problem, welches schon in [34] erkannt
wurde: Man nehme an, Pi sei schon zu Anfang des Protokollablaufs korrumpiert
worden, und die Umgebung Z selbst fu¨hre – etwa mittels des Dummy-Angreifers
und einer Z-internen Simulation von Pi – ein Commitment bei Pj auf ein gleich-
verteilt gezogenes Bit b durch. Fu¨r eine auch bei spa¨terem Aufdecken stimmige
Simulation muß ein Simulator S nun in der Lage sein, aus dem von Z erzeugten
Commitment das entsprechende Bit b zu extrahieren; S muß also das Commitment
brechen. Eine Z-interne Simulation eines solchen Simulators S kann nun benutzt
werden, um bei anfa¨nglich korrumpiertem Pj aus einem realen Commitment der
unkorrumpierten Partei Pi das entsprechende Bit b zu extrahieren; dies ist nach
Konstruktion im idealen Modell nicht mo¨glich.
Die Betrachtung zeigt, daß hier ein prinzipielles Problem von Idealisierungen
der Protokollaufgabe
”
Commitment“ vorliegt. Andererseits ist eine solche Idealisie-
rung a¨ußerst attraktiv: In [39] konnte gezeigt werden, daß allein unter Benutzung
von Commitment-Bausteinen fast16 jede Zweiparteienfunktionalita¨t realisiert wer-
den kann. Diese Aussage kann in [39] unter geeigneten Zusatzannahmen sogar auf
Mehrparteienfunktionalita¨ten ausgedehnt werden; essentiell bleibt in jedem Fall
aber die Benutzung eines idealisierten Commitment-Verfahrens.
Dieses Dilemma wurde in [34] wie folgt gelo¨st: Es wird eine Realisierung von
FMCOM im FCRS-hybriden Modell angegeben. Hierbei stellt FCRS eine – aufgrund
des Kompositionstheorems 3.2 zwangsla¨ufig nicht durch ein reales Protokoll rea-
lisierbare –
”
Hilfsfunktionalita¨t“ dar, welche das Vorhandensein eines o¨ffentlichen
und ideal gezogenen Zufallsstrings modelliert.17
16Die Aussage wurde in [39] fu¨r alle nicht-direkten Funktionalita¨ten gezeigt, welche Korrupti-
onsbenachrichtigungen ignorieren. Diese Beschra¨nkung ist angesichts der Mo¨glichkeit passiver
Korruptionen (Korruptionen, die am Verhalten einer Partei nichts a¨ndern) sinnvoll.
17Bei einer geeigneten Komplexita¨tsannahme kann sich hier ein gleichverteilt gezogener k-Bit-
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Entscheidend dabei ist, daß ein Simulator S im idealen Modell nun die Freiheit
hat, den simulierten Zufallsstring selbst zu wa¨hlen, da S ja insbesondere Instanzen
von FCRS simuliert. Etwa ko¨nnte der Zufallsstring im realen Modell den o¨ffentlichen
Schlu¨ssel eines Public-Key-Kryptosystems darstellen, zu dem der geheime Schlu¨ssel
vo¨llig unbekannt ist; ein Simulator kann nun aber fu¨r seine Simulation des hybriden
Protokolls einen o¨ffentlichen Schlu¨ssel wa¨hlen, zu dem er den geheimen Schlu¨ssel
kennt.
Diese Art von Simulationsvorteil nutzend konnte in [34] ein konkretes Protokoll
angegeben werden, welches (von dem Problem des zu fru¨hen Akzeptierens der Ein-
gaben abgesehen) die Funktionalita¨t FMCOM realisiert. Dieses Protokoll ist jedoch
sehr aufwendig und zudem – wie auch das spa¨ter vorgeschlagene Protokoll aus [39] –
sehr anfa¨llig gegenu¨ber Abschwa¨chungen der Annahme u¨ber den Zufallsstring. Mit
anderen Worten: Gesteht man dem realen Angreifer zu, die Wahl des Zufallsstrings
zu beeinflussen oder im Extremfall sogar komplett zu bestimmen, so verlieren die
betrachteten Protokolle nach Konstruktion sowohl die Eigenschaft des Verbergens
als auch die des Bindens.
4.2.2 Eine andere Annahme
Thema der vonHofheinz und Mu¨ller-Quade in [83] vero¨ffentlichten und nach-
folgend vorgestellten Arbeit ist es nun, diese Nachteile durch Nutzen einer anderen
”
Helferfunktionalita¨t“ als FCRS zu beheben. Genauer sollen einfache Mechanismen
angegeben werden, um ein klassisch sicheres (also verbergendes und bindendes)
Commitment-Verfahren in ein simulierbar sicheres Protokoll umzuwandeln. Hier-
bei wird mit einem Random Oracle die etablierte Idealisierung einer Hashfunktion
(siehe etwa Bellare und Rogaway [18]) genutzt.
Genauer wird sowohl unkorrumpierten Parteien als auch einem Angreifer ein
Orakel (eben das
”
Random Oracle“) zur Verfu¨gung gestellt, welches sich wie eine
zufa¨llig gewa¨hlte Funktion {0, 1}∗ → {0, 1}k verha¨lt, also wie eine zufa¨llig gewa¨hlte
Hashfunktion. Entscheidend dabei ist zum einen, daß diese Funktion bei jedem Pro-
tokolldurchlauf neu gewa¨hlt wird (also nicht
”
vorhersehbar“ ist), und zum anderen,
daß nur ein Black-Box-Zugriff auf diese Funktion erlaubt ist. Die Funktion kann
also insbesondere nicht von einem Angreifer ausgewertet werden, ohne das Orakel
explizit zu befragen. Mit dieser Idealisierung sind die vorzustellenden Protokolle
simulierbar sicher – jedoch bleiben diese Protokolle klassisch sicher (d. h. bindend
und verbergend), wenn das Random Oracle durch eine konkrete (also feste) kryp-
tographische Hashfunktion ersetzt wird.
Damit kann in gewisser Weise doppelte Sicherheit garantiert werden: Unter der
Annahme eines Random Oracles eignen sich die in [83] entwickelten Protokolle zur
modularen Protokollkonstruktion im Modell aus [27], und selbst bei Aufgabe dieser
starken Idealisierung ist der Sicherheitsverlust
”
nur“ der ohnehin unvermeidliche
Verlust der Simulierbarkeit.
string vorgestellt werden.
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Als erstes muß dazu das Hilfsmittel des Random Oracles im Modell von [27]
formalisiert werden. Dies geschieht natu¨rlich durch eine geeignete Funktionalita¨t
FRO, welche in Abbildung 4.10 dargestellt ist.
Die Funktionalita¨t FRO
Protokollteilnehmer: FRO, Umgebung Z, Parteien P1, . . . , Pn und Angreifer S.
1. FRO verwaltet eine interne Liste L (welche initial leer ist) von Paaren von
Bitstrings.
2. Bei Erhalt einer Eingabe (sid , s) mit s ∈ {0, 1}∗ von einer Partei Pi oder
von S, verfahre wie folgt:
• Existiert ein Paar (s, h˜) in L, setze h := h˜.
• Wa¨hle andernfalls gleichverteilt h ∈ {0, 1}k und speichere (s, h) in L.
Sende schließlich der aktivierenden Maschine (sid , s, h) zuru¨ck und, falls
diese Maschine eine Partei ist, weise den Angreifer an, diese Nachricht
direkt auszuliefern.
Abbildung 4.10: Die Idealisierung FRO eines Random Oracles aus [83]
Da diese Funktionalita¨t die Idealisierung einer Hashfunktion darstellt, ist sie
als direkte Funktionalita¨t modelliert. Es ist klar, daß FRO prinzipiell durch kein
reales Protokoll realisiert werden kann; alles andere wu¨rde nach den gemachten
Bemerkungen auch kein hinreichendes Hilfsmittel fu¨r eine Realisierung einer Com-
mitment-Funktionalita¨t darstellen.
Zwar kann durch Auswerten des Random Oracles an einer festen Stelle auch die
Funktionalita¨t FCRS (bei Gleichverteilung des durch FCRS gezogenen Zufallsstrings)
realisiert werden; ein solcher
”
Umweg“ u¨ber FRO beseitigt jedoch nicht die oben
angesprochenen Nachteile der Commitment-Protokolle im FCRS-hybriden Modell.
Als letzte Vorbereitung soll noch eine fu¨r weitere Betrachtungen geeignete Idea-
lisierung von Commitment-Verfahren gegeben werden: Die Funktionalita¨t FSCOM
aus [83] (siehe Abbildung 4.11) behandelt zum einen das schon angesprochene tech-
nische Problem der Funktionalita¨t FMCOM aus Abbildung 4.9, und zum anderen
ermo¨glicht sie Commitments auf beliebige Bitstrings (und nicht nur einzelne Bits,
wie im Falle von FMCOM).
Man beachte, daß FSCOM dem Simulator erlaubt, eine Auswahl u¨ber die zu ak-
zeptierende Eingabe zu treffen, falls mehrere Commit-Eingaben vorliegen. Dabei
wird natu¨rlich nicht der jeweilige Bitstring preisgegeben, auf den sich eine Partei
festlegen mo¨chte; S erha¨lt lediglich Existenzinformationen u¨ber Commit-Anfragen.
Diese Abschwa¨chung der Funktionalita¨t erlaubt es dem Simulator, im Falle einer
adaptiv korrumpierten Partei eine vormals geta¨tigte Commit-Anfrage zu
”
u¨berstim-
men“, falls nicht schon eine Besta¨tigung der Festlegung ausgegeben wurde. Damit
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Die Funktionalita¨t FSCOM
Protokollteilnehmer: FSCOM, Umgebung Z, Parteien P1, . . . , Pn und Angreifer S.
• Commit-Phase:
1. Bei Erhalt einer Eingabe (Commit, sid , ssid , Pi, Pj, s) mit s ∈ {0, 1}∗
von Pi, sende eine Benachrichtigung (Request, sid , ssid , Pi, Pj) an S.
2. Bei Erhalt von (Ready, sid , ssid , Pi, Pj, `) vom Angreifer, und wenn
schon wenigstens ` (Commit, sid , ssid , Pi, Pj,m)-Nachrichten von Pi
empfangen wurden (mit evtl. unterschiedlichen m ∈ {0, 1}∗): Spei-
chere das Tupel (ssid , Pi, Pj,m) fu¨r das m aus der `-ten dieser Einga-
ben und sende (Receipt, sid , ssid , Pi, Pj) an Pj. Ignoriere alle weite-
ren Commit- und Ready-Nachrichten mit diesen Werten von ssid , Pi
und Pj.
• Aufdeck-Phase: Bei Erhalt einer Eingabe (Reveal, sid , ssid) von Pi:
Wenn schon ein Tupel (ssid , Pi, Pj, b) gespeichert wurde, sende die Nach-
richt (Reveal, sid , ssid , Pi, Pj, b) an Pj und S. Ansonsten tue nichts.
Abbildung 4.11: Die Idealisierung FSCOM aus [83]
ist – ohne intuitive Sicherheitseinbußen – das technische Problem des zu fru¨hen
Festlegens behoben.
4.2.3 Eine allgemeine Protokollkonstruktion
Das Protokoll hcC aus Abbildung 4.12 nutzt seinerseits ein bindendes und ver-
bergendes Commitment-Verfahren C = (Commit,Verify). Aus C entsteht so unter
Benutzung eines Random Oracles (also im FRO-hybriden Modell) ein Protokoll,
welches die ideale Funktionalita¨t FSCOM realisiert:
Satz 4.11. Sei C = (Commit,Verify) ein bindendes und inhaltsverbergendes Com-
mitment-Verfahren. Dann realisiert das Protokoll hcC die ideale Funktionalita¨t
FSCOM bezu¨glich authentifizierter Kana¨le und adaptiver Angreifer.
Beweis. Es muß fu¨r jeden hybriden Angreifer H, welcher Protokoll hcC attackiert,
ein Simulator S = S(H) angegeben werden, der solche Angriffe im FSCOM-idealen
Modell simuliert.
Sei also ein solches H gegeben. Das zugeho¨rige S simuliert intern einen kom-
pletten Protokollablauf von hcC mit simulierten Parteien P
(s)
1 , . . . , P
(s)
n , einem si-
mulierten Angreifer H und – soweit beno¨tigt – simulierten FRO-Instanzen. Wie
im Beweis von Satz 4.7 wird alle Kommunikation von H mit der Umgebung zur
nicht-simulierten Umgebung Z durchgestellt.
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Das Protokoll hcC
Dies sind Instruktionen fu¨r Parteien P1, . . . , Pn zum Ausfu¨hren eines Commit-
ment-Protokolls im FRO-hybriden Modell. Im folgenden bezeichne Osid(s) die
Antwort der FRO-Instanz mit Sitzungsnummer sid auf die Anfrage s. Weiter
sei C = (Commit,Verify) ein bindendes und inhaltsverbergendes Commitment-
Verfahren. Sei schließlich p ∈ Z[k] eine obere Schranke fu¨r die Anzahl der von
Commit bei Eingaben (1k, h) (mit h ∈ {0, 1}k) benutzten Zufallsbits.
1. Bei einer Eingabe (Commit, sid , ssid , Pi, Pj, s) mit s ∈ {0, 1}∗ berech-
netaeine Partei Pi
(com1, ·)← Commit(1k,Osid(ssid , i, j, s, r1); r2)
(com2, dec2)← Commit(1k,Osid(r2))
fu¨r gleichverteilt gezogene r1 ∈ {0, 1}k und r2 ∈ {0, 1}p(k). Pi sendet dann
(sid , ssid , com1, com2) an Pj und speichert (ssid , j, s, r1, r2, dec2). Weitere
(Commit, sid , ssid , Pi, Pj, ·)-Eingaben werden ignoriert.
2. Bei Erhalt von (sid , ssid , com1, com2) mit com1, com2 ∈ {0, 1}∗ von einer
Partei Pi speichert eine Partei Pj das Tupel (ssid , i, com1, com2) und gibt
(Receipt, sid , ssid , Pi, Pj) aus. Jede weitere Nachricht mit derselben ssid
von Pi wird ignoriert.
3. Bei Erhalt einer Eingabe (Reveal, sid , ssid , Pj), und falls Pi schon ein
Tupel (ssid , j, s, r1, r2, dec2) (fu¨r irgendwelche
b s, r1, r2, dec2) gespeichert
hat, sendet Pi die Nachricht (sid , ssid , s, r1, r2, dec2) an Pj. Weitere
(Reveal, sid , ssid , Pj)-Eingaben (mit diesen sid , ssid , Pj) werden ignoriert.
4. Bei Erhalt von (sid , ssid , s, r1, r2, dec2) mit s, r1, r2, dec2 ∈ {0, 1}∗ von
einer Partei Pi, und falls Pj schon vorher eine (sid , ssid , com1, com2)-
Nachricht von Pi erhalten hat, berechnet eine Partei Pj zuna¨chst o2 ←
Verify(1k, com2, dec2). Ist o2 = Osid(r2), und ist weiter com1 die erste
Komponente von Commit(1k,Osid(ssid , i, j, s, r1); r2), so gibt Pj den Wert
(Reveal, sid , ssid , Pi, Pj, s) aus und ignoriert alle weiteren (sid , ssid , . . .)-
Nachrichten von Pi. Andernfalls tut Pj nichts.
aHier sei auf Notation A.7 verwiesen.
bBei Existenz eines solchen Tupels sind s, r1, r2 und dec2 eindeutig bestimmt.
Abbildung 4.12: Das Commitment-Protokoll hcC
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Fu¨r eine erfolgreiche Simulation bleibt nur noch sicherzustellen, daß Ein- und
Ausgaben sowie Korruptionen im idealen Modell konsistent mit der S-internen Si-
mulation eines hybriden Protokollablaufes sind. (Man beachte, daß Z modellinterne
Korruptionsbenachrichtigungen erha¨lt.) Im einzelnen geschieht dies wie folgt:
• Korrumpiert die S-interne Simulation von H eine Partei P (s)i , so korrumpiert
S zuna¨chst die Dummy-Partei P˜i und integriert ignorierte P˜i-Eingaben in
den Zustand von P
(s)
i .
• Bei Erhalt von (Receipt, sid , ssid , Pi, Pj) von FSCOM zu einem Zeitpunkt,
zu dem P˜i (und damit P
(s)
i ) unkorrumpiert ist, muß S den Versand eines
Commitments von P
(s)
i an P
(s)
j simulieren. Hierfu¨r wa¨hlt S gleichverteilt o1 ∈
{0, 1}k, r2, r3 ∈ {0, 1}p(k) und berechnet
(com1, dec1)← Commit(1k, o1; r2)
(com2, dec2)← Commit(1k,Osid(r2); r3).
(Dabei wird das simulierte Random Oracle mit der Sitzungsnummer sid be-
fragt.) Dann simuliert S eine Nachricht (sid , ssid , com1, com2) von P (s)i an
P
(s)
j und speichert diese Nachricht zusammen mit r2, r3 und o1. Wichtig hier-
bei ist, daß S so ein Commitment generiert hat, welches spa¨ter – von S – als
Commitment auf einen beliebigen Bitstring s aufgedeckt werden kann; hier-
zu muß S nur das simulierte Random Oracle FRO mit der Sitzungsnummer
sid manipulieren. (Wie dies zu geschehen hat, wird bei der Behandlung von
Reveal-Eingaben illustriert.)
• Liefert die Simulation von H eine Nachricht (sid , ssid , com1, com2) von P (s)i
an P
(s)
j aus, und hat P
(s)
j noch keine Nachricht mit dieser ssid von Pi erhalten,
so muß S eine Receipt-Ausgabe von P˜j erzwingen. Ist P˜i (und damit P (s)i )
unkorrumpiert, so kann dies durch eine Ready-Nachricht von S an FSCOM
und Auslieferung einer dann gesendeten Receipt-Ausgabe an P˜j erfolgen.
(Im Falle von authentifizierten Kana¨len und bei unkorrumpiertem P
(s)
i kann
eine solche Nachricht nur durch eine explizite Eingabe an P˜i entstanden sein.)
Ist andererseits P
(s)
i korrumpiert, dann muß S zuna¨chst den Bitstring s, auf
den sich mit der Nachricht festgelegt wird, extrahieren, um sich dann im
Namen der korrumpierten Dummy-Partei P˜i auf s festlegen zu ko¨nnen.
18
Dies geschieht durch Betrachtung aller (durch Parteien oder das simulierte
H gemachten) Anfragen anOsid ; genauer kommen damit nur polynomial viele
s-r1-r2-Kombinationen in Frage, fu¨r die jeweils
com1
?
= Commit(1k,Osid(ssid , i, j, s, r1); r2)
18Diese Verletzung der ”Verbergend“-Eigenschaft des Commitments gelingt natu¨rlich nur, weil S
Einsicht in die Random Oracles seiner Simulation hat.
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u¨berpru¨ft werden muß. Kann auf diese Weise kein s gewonnen werden, liegt
nach Konstruktion mit u¨berwa¨ltigender Wahrscheinlichkeit ein ungu¨ltiges
Commitment vor, welches nicht aufgedeckt werden kann.19 In diesem Fall
kann also gefahrlos s = 0 gesetzt werden. Ist s nicht eindeutig bestimmt,
muß eine Kollision von Osid -Ausgaben vorliegen, welche nur mit vernachla¨s-
sigbarer Wahrscheinlichkeit auftritt; auch hier kann s = 0 gesetzt werden.
Sobald s bestimmt ist, sendet S im Namen der korrumpierten Dummy-Partei
P˜i eine Eingabe (Commit, sid , ssid , Pi, Pj, s) an FSCOM. Anschließend sendet
S die Nachricht (Ready, sid , ssid , Pi, Pj, `) an FSCOM, wobei ` die Anzahl
der insgesamt erhaltenen (Request, sid , ssid , Pi, Pj)-Benachrichtigungen ist;
S legt sich damit also (im Namen von P˜i) auf s fest.
• Bei Erhalt von (Reveal, sid , ssid , Pi, Pj, s) von FSCOM (was impliziert, daß P˜i
und damit P
(s)
i immer noch unkorrumpiert ist) la¨ßt S die simulierte Partei
P
(s)
i ein Commitment auf s bei Pj und mit Sitzungs- und Untersitzungs-
nummer sid bzw. ssid berechnen. Dabei erzwingt S durch Manipulation von
Zufallsba¨ndern der simulierten Maschinen, daß
– die simulierte Funktionalita¨t FRO mit Sitzungsnummer sid auf die An-
frage (ssid , i, j, s, r1) von P
(s)
i mit dem entsprechenden o1 ∈ {0, 1}k ant-
wortet, welches von S gespeichert wurde,20
– P
(s)
i bei diesem Commitment die von S benutzten und gespeicherten
Werte r2 und r3 benutzt.
Die so erzeugte Commitment-Nachricht an P
(s)
j wird verworfen; der Prozeß
diente nur dazu, den Zustand von P
(s)
i und von FRO den tatsa¨chlich von Z
gegebenen Eingaben anzupassen. (Genauer muß P
(s)
i s interner Zustand noch
dahingehend manipuliert werden, daß bei spa¨teren Korruption das beschrie-
bene Commitment zeitlich direkt vor Senden der entsprechenden Nachricht
an P
(s)
j vorzufinden ist, s. o.)
Schließlich wird P
(s)
i noch eine (Reveal, sid , ssid , Pi, Pj, s)-Eingabe gegeben,
da eine solche Eingabe auch im idealen Modell stattgefunden hat. Die zuge-
ho¨rige Reveal-Nachricht von FSCOM an P˜j wird von S ausgeliefert, sobald
das simulierte P
(s)
j diese Ausgabe generiert.
• Dieses Verfahren wird auch im Falle einer Korruption einer Partei P (s)i fu¨r
alle von S fu¨r P (s)i generierten, aber noch nicht aufgedeckten Commitments
19Hier ist neben der ”Bindend“-Eigenschaft von C entscheidend, daß die Untersitzungsnummer
ssid und die Identita¨ten i und j mithaschiert wurden, so daß eine Wiederverwendung von
Hashwerten in anderen Untersitzungen nicht mo¨glich ist.
20Dies ist nur mo¨glich, falls FRO nicht schon vorher fu¨r (ssid , i, j, s, r1) befragt wurde; das aller-
dings passiert nach Wahl von r1 nur mit vernachla¨ssigbarer Wahrscheinlichkeit.
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angewendet. (Man beachte, daß S im Falle einer Korruption von P˜i auch alle
Eingaben von P˜i erfa¨hrt.)
• Generiert eine Partei P (s)j schließlich Reveal-Ausgabe, muß die Dummy-Par-
tei P˜j eine gleichlautende Ausgabe generieren. Die obigen Anweisungen stellen
sicher, daß hierfu¨r S lediglich die entsprechende Reveal-Nachricht von FSCOM
an P˜j ausliefern muß, falls der Committer P˜i zum Zeitpunkt der Reveal-Ein-
gabe unkorrumpiert war.
Falls aber P˜i korrumpiert ist, so muß S diese Reveal-Eingabe im Namen
von P˜i geben; dies ist ohne weiteres mo¨glich, da S den entsprechenden Bit-
string s entweder bei Korruption von P˜i oder durch Extraktion aus einem
Commitment (siehe oben) erfahren hat.21
Nach dieser Besprechung garantiert S im idealen Modell eine Sicht fu¨r Z, welche
identisch zur Sicht von Z im FRO-hybriden Modell ist, unter der Bedingung, daß
sich nie eine Reveal-Ausgabe einer in S simulierten Partei P (s)j von der entspre-
chenden Ausgabe von P˜j unterscheidet. Dieses Ereignis tritt aber nur ein, wenn S
nicht in der Lage ist, einen Bitstring s eindeutig aus einem Commitment zu extra-
hieren, oder wenn S ein selbst-generiertes Commitment nicht aufdecken kann.
Beide Ereignisse treten – wie oben begru¨ndet – nur mit vernachla¨ssigbarer Wahr-
scheinlichkeit ein, womit die Behauptung folgt.
4.2.4 Erhalt klassischer Sicherheitseigenschaften
Das Protokoll hcC gestattet somit die Umwandlung von klassisch sicheren Com-
mitment-Verfahren in simulierbar sichere Protokolle. Tatsa¨chlich kann hcC selbst
wieder als Commitment-Verfahren betrachtet werden: Hierzu mu¨ssen nur alle Sit-
zungsnummern und Parteiidentita¨ten weggelassen werden. Es ergibt sich somit fu¨r
ein Commitment-Verfahren C = (Commit,Verify) und ein Random Oracle O die
algorithmische Entsprechung hcOC = (Commit
O
C ,Verify
O
C ) des Protokolls hcC wie
folgt:
CommitOC (1
k, s) = ((com1, com2) , (s, r1, r2, dec2))
mit gleichverteilten r1 ∈ {0, 1}k, r2 ∈ {0, 1}p(k) (fu¨r das p ∈ Z[k] aus Protokoll
hcC) und
(com1, ·)← Commit(1k,O(s, r1); r2),
(com2, dec2)← Commit(1k,O(r2)).
Schließlich ergibt sich
v ← VerifyOC
(
1k, (com1, com2) , (s, r1, r2, dec2)
)
21Hier wird die ”Bindend“-Eigenschaft von C und die ”Kollisionsresistenz“ von FRO genutzt.
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mit v = s genau dann, wenn fu¨r o2 ← Verify(1k, com2, dec2) gilt, daß o2 = O(r2)
und com1 die erste Komponente von Commit(1
k,O(s, r1); r2) ist. Andernfalls wird
v = ⊥ gesetzt.
Nun ist leicht einzusehen, daß das so beschrieben Verfahren hcOC ein bindendes
und (inhalts-)verbergendes Commitment-Verfahren ist, sofern C diese Eigenschaf-
ten besitzt. Das ist auch nicht weiter verwunderlich, denn das Protokoll hcC reali-
siert ja schon FSCOM. Viel interessanter ist die folgende Frage: Bleibt eine gewisse
”
Restsicherheit“ von hcOC erhalten, wenn das Random Oracle O durch eine kryp-
tographische Hashfunktion ersetzt wird? Simulierbare Sicherheit kann nun nicht
mehr vorliegen; es ist aber nicht auszuschließen, daß das neue Verfahren noch die
klassischen Sicherheitskriterien
”
bindend“ und
”
verbergend“ erfu¨llt.
Tatsa¨chlich gilt folgender Satz, wenn fu¨r eine FamilieH = {hk}k∈N von kollisions-
resistenten Hashfunktionen (vgl. Definition A.9) mit hcHC das soeben beschriebene
Verfahren hcOC bezeichne, in dem jedoch alle Auswertungen von O durch Auswer-
tungen von hk ersetzt werden:
Satz 4.12. Sei H = {hk}k∈N eine Familie von kollisionsresistenten Hashfunk-
tionen, und sei C ein bindendes und inhaltsverbergendes Commitment-Verfahren.
Dann ist hcHC ein bindendes und sogar verbergendes Commitment-Verfahren. Ist
C uneingeschra¨nkt inhaltsverbergend, so ist hcHC uneingeschra¨nkt verbergend.
Beweis. Zuna¨chst vererbt sich die Eigenschaft, u¨berhaupt ein Commitment-Ver-
fahren gema¨ß Definition 4.8 zu sein, direkt von C auf hcHC . Zum Nachweis der
”
Bindend“-Eigenschaft von hcHC sei ein PPT-Algorithmus A angenommen, welcher
mit nicht-vernachla¨ssigbarer Wahrscheinlichkeit ein hcHC -Commitment zusammen
mit zwei gu¨ltigen Decommitments auf verschiedene Bitstrings findet. Dann findet
A nach Konstruktion von hcHC entweder eine H-Kollision oder zwei verschiedene
C-Decommitments zu einem C-Commitment. Beides widerspricht den gemachten
Annahmen.
Es bleibt zu zeigen, daß hcHC verbergend ist. Sei also C = (Commit,Verify). Sei
weiter Commit
H
C die Abwandlung von Commit
H
C , welche anstelle eines C-Commit-
ments auf hk(r2) eines auf 1
k berechnet. Genauer ist also
((com1, com2) , (s, r1, r2))← CommitHC (1k, s)
mit
(com1, ·)← Commit(1k, hk(s, r1)),
(com2, ·)← Commit(1k, 1k)
und gleichverteiltem r1 ∈ {0, 1}k. Bei offensichtlicher Definition eines geeigneten
PPT-Algorithmus Verify
H
C ergibt sich somit ein Commitment-Verfahren hc
H
C .
Sei nun A = (A1, A2) nun ein Paar von PPT-Algorithmen, welches die ”
Verber-
gend“-Eigenschaft von hcHC bricht (vgl. Definition 4.10). Sei in der Notation von
Definition 4.10 genauer Adv
hcHC
A nicht-vernachla¨ssigbar in k.
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Sei dabei zuna¨chst angenommen, daß auch die Funktion Adv
hcHC
A nicht-vernach-
la¨ssigbar in k ist. Sei dann A′ = (A′1, A
′
2) ein Paar von PPT-Algorithmen, so daß
einerseits (hk(s0, r1), hk(s1, r1), h) ← A′1(1k) fu¨r (s0, s1, h) ← A1(1k) und gleich-
verteiltes r1 ∈ {0, 1}k ist, und andererseits A′2(1k, c, h) seine Ausgabe als Ergebnis
von A2(1
k, (c,Commit(1k, 1k)), h) bestimmt. Damit ist Adv
hcHC
A = Adv
C
A′ , was der
Annahme u¨ber C widerspricht.
Es muß also Adv
hcHC
A vernachla¨ssigbar in k sein, so daß – in der Notation von
Definition 4.10 – die Funktion
Adv
hcHC
A (k)−Advhc
H
C
A (k) =
(
P1hcHC ,A
(k)− P1
hcHC ,A
(k)
)
−
(
P0hcHC ,A
(k)− P0
hcHC ,A
(k)
)
nicht-vernachla¨ssigbar in k ist. Demnach ist wenigstens einer der beiden umklam-
merten Terme rechts vom Gleichheitszeichen nicht-vernachla¨ssigbar. Sei genauer
etwa Pi
hcHC ,A
(k)− Pi
hcHC ,A
(k) nicht-vernachla¨ssigbar (i ∈ {0, 1}).
Sei A′ = (A′1, A
′
2) ein Paar von PPT-Algorithmen mit (r2, 1
k, r2) ← A′1(1k)
fu¨r gleichverteiltes r2 ∈ {0, 1}p(k), und sei weiter die Ausgabe b von A′2(1k, c, r2)
durch A2(1
k, (com1, c), h) gegeben, wobei hierfu¨r com1 die erste Komponente von
Commit(1k, hk(si, r1); r2) fu¨r gleichverteiltes r1 ∈ {0, 1}k und (s0, s1, h) ← A1(1k)
sei. Damit ist AdvCA′(k) = P
i
hcHC ,A
(k)− Pi
hcHC ,A
(k) nicht-vernachla¨ssigbar in k, was
auch der Annahme u¨ber C widerspricht.
Da diese Reduktionen auch fu¨r Paare (A1, A2) von nicht-PPT-Algorithmen an-
wendbar sind, zeigt dies die Behauptung auch im uneingeschra¨nkten Fall.
Der entscheidende Vorteil von hcHC gegenu¨ber C ist dabei, daß hc
H
C bei Idea-
lisierung der benutzten Hashfunktion durch ein Random Oracle tatsa¨chlich sogar
simulierbare Sicherheit garantiert; dies ist bei C nicht notwendig der Fall.
4.2.5 Eine weitere Protokollkonstruktion
Der U¨bergang von einem Commitment-Verfahren C zu einem Verfahren hcHC er-
ha¨lt leider keine uneingeschra¨nkte
”
Bindend“-Eigenschaft von C. Diese geht beim
Haschieren des Bitstrings s, r1 verloren; hier gibt es fu¨r gewisse s eine Vielzahl von
mo¨glichen Urbildern, die durch eine geeignete vollsta¨ndige Suche gefunden wer-
den ko¨nnen. Auf diese Weise gelingt es einem unbeschra¨nkten Algorithmus A, mit
einem Commitment und mehreren gu¨ltigen Decommitments aufzuwarten.
Sollte gewu¨nscht sein, auch eine etwaige uneingeschra¨nkte
”
Bindend“-Eigenschaft
von C beizubehalten, ist eine etwas aufwendigere Aufarbeitung des Bitstrings s,
auf den sich festgelegt werden soll, no¨tig.22 Eine Beschreibung einer solchen Kon-
struktion soll nun geschehen.
Dabei ist zuna¨chst zu beachten, daß ein uneingeschra¨nkt bindendes Commit-
ment-Verfahren schon allein aus einem Abza¨hlargument heraus die La¨nge von s
22Es reicht hier fu¨r ein simulierbar sicheres Verfahren nicht aus, zu einem Hashwert auch noch
s selbst hinzuzufu¨gen; das wu¨rde den Simulator der Mo¨glichkeit berauben, Commitments zu
erzeugen, welche spa¨ter nach Belieben aufgedeckt werden ko¨nnen.
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nicht vo¨llig verbergen kann. Fu¨r eine Betrachtung simulierbarer Sicherheit der
anzugebenden Protokollkonstruktion spiegelt sich dies in einer leicht gea¨nderten
idealen Funktionalita¨t FBSCOM wider, welche sich von FSCOM nur dadurch unter-
scheidet, daß der Simulator S bei einem zu erfolgenden Commitment die La¨nge
des jeweiligen Bitstrings s erfa¨hrt. Genauer enthalten die entsprechenden Request-
Nachrichten an S auch die La¨nge |s| von s. (Natu¨rlich erha¨lt S ansonsten keine
Information u¨ber s.)
Als technisches Hilfsmittel fu¨r eine geeignete Vorverarbeitung von s sei nun ein
PPT-Algorithmus FH vorgestellt, welcher u¨ber eine Familie H = {hk}k∈N von
kollisionsresistenten Hashfunktionen parametrisiert ist. Bei einer Eingabe b ∈ {0, 1}
zieht FH zuna¨chst gleichverteilt r ∈ {0, 1}k+1 und setzt r0 = hk(r) und r1 =
hk(r0) = hk(hk((r)). Ist dann hk(r1) 6= r0, so gibt FH die Ausgabe rbr1−b ∈ {0, 1}2k.
Im Falle hk(r1) = r0 allerdings gibt FH die Ausgabe b2k ∈ {0, 1}2k aus.23
Fu¨r la¨ngere Eingaben s ∈ {0, 1}∗ (wobei s die Bitdarstellung s = s1 · · · s|s| habe)
berechnet FH seine Ausgabe FH(s1) · · ·FH(s|s|) ∈ {0, 1}2k|s| bitweise und mit jeweils
neuen Zufallswahlen. Eine Formulierung FO bezu¨glich eines Random Oracles O ist
dann offensichtlich.
Es kann nun FH durch einen PPT-Algorithmus F−1H invertiert werden: Im Spezi-
alfall einer Eingabe lr mit l, r ∈ {0, 1}k wertet F−1H die Pra¨dikate P0 = [hk(l) = r]
und P1 = [hk(r) = l] aus. Gilt dann P0 6= P1, so gibt F−1H ein Bit b aus, welches
anzeigt, ob P1 gilt. Ist aber P0 = P1, so gibt F
−1
H das erste Bit von l aus.
Fu¨r Eingaben f1 · · · fn fu¨r ein n ∈ N und gewisse fi ∈ {0, 1}2k berechnet F−1H
seine Ausgabe F−1H (f1) · · ·F−1H (fn) ∈ {0, 1}n blockweise. Eingaben anderer Form
werden ohne Ausgabe ignoriert. Damit ist klar, daß F−1H (FH(s)) = s fu¨r alle s ∈
{0, 1}∗ und Sicherheitsparameter k ∈ N gilt. Eine analoge Konstruktion F−1O mit
F−1O (FO(s)) = s fu¨r alle s, k ist auch fu¨r den Algorithmus FO in offensichtlicher
Weise mo¨glich.24
Mit diesem Algorithmus FH zur Vorverarbeitung der Commitment-Nachrichten
ausgestattet kann nun ein Protokollkonstruktion angegeben werden, welche auch
eine eventuelle uneingeschra¨nkte
”
Bindend“-Eigenschaft des urspru¨nglichen Proto-
kolls erha¨lt. Genauer ist das Protokoll bhcC aus Abbildung 4.13 genau wie schon
hcC u¨ber ein bindendes und verbergendes Commitment-Schema C parametrisiert.
Es soll nun zuna¨chst – im Random-Oracle-Modell – die simulierbare Sicherheit
nachgewiesen werden:
Satz 4.13. Sei C = (Commit,Verify) ein bindendes und inhaltsverbergendes Com-
mitment-Verfahren. Dann realisiert das Protokoll bhcC die ideale Funktionalita¨t
FBSCOM bezu¨glich authentifizierter Kana¨le und adaptiver Angreifer.
Beweis. Der Beweis folgt dem von Satz 4.11, und es werden hier nur die notwendi-
gen A¨nderungen des Simulators S aus dem dortigen Beweis angegeben. Genauer ist
23Hier hat FH also wegen hk(r) = r0 = hk(r1) fu¨r r 6= r1 eine hk-Kollision gefunden, weshalb
dieser Fall nur mit vernachla¨ssigbarer Wahrscheinlichkeit auftritt.
24In [83] wurde ein leicht anderer Algorithmus FH gewa¨hlt, fu¨r dessen Benutzung eine etwas
sta¨rkere Annahme u¨ber H no¨tig ist.
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Das Protokoll bhcC
Dies sind Instruktionen fu¨r Parteien P1, . . . , Pn zum Ausfu¨hren eines Commit-
ment-Protokolls im FRO-hybriden Modell. Es bezeichne wieder Osid(s) die Ant-
wort der FRO-Instanz mit Sitzungsnummer sid auf die Anfrage s. Weiter sei
C = (Commit,Verify) ein bindendes und inhaltsverbergendes Commitment-Ver-
fahren. Schließlich sei q ∈ Z[k, `] eine obere Schranke fu¨r die Anzahl der von
Commit bei Eingaben (1k, h) (mit h ∈ {0, 1}`) benutzten Zufallsbits.
1. Bei einer Eingabe (Commit, sid , ssid , Pi, Pj, s) mit s ∈ {0, 1}∗ berechnet
eine Partei Pi zuna¨chst f ← FOsid (s) und damit
(com1, ·)← Commit(1k, (Osid(ssid , i, j, f), f); r2)
(com2, dec2)← Commit(1k,Osid(r2))
fu¨r gleichverteilt gezogenes r2 ∈ {0, 1}q(k,k+|f |). Pi sendet dann die Nach-
richt (sid , ssid , com1, com2) an Pj und speichert (ssid , j, f, r2, dec2). Wei-
tere (Commit, sid , ssid , Pi, Pj, ·)-Eingaben werden ignoriert.
2. Bei Erhalt von (sid , ssid , com1, com2) mit com1, com2 ∈ {0, 1}∗ von einer
Partei Pi speichert eine Partei Pj das Tupel (ssid , i, com1, com2) und gibt
(Receipt, sid , ssid , Pi, Pj) aus. Jede weitere Nachricht mit derselben ssid
von Pi wird ignoriert.
3. Bei Erhalt einer Eingabe (Reveal, sid , ssid , Pj), und falls Pi ein Tupel
(ssid , j, f, r2, dec2) (fu¨r irgendwelche
a s, r2, dec2) gespeichert hat, sendet Pi
die Nachricht (sid , ssid , f, r2, dec2) an Pj. Weitere (Reveal, sid , ssid , Pj)-
Eingaben (mit diesen sid , ssid , Pj) werden ignoriert.
4. Bei Erhalt von (sid , ssid , s, r2, dec2) mit s, r2, dec2 ∈ {0, 1}∗ von einer
Partei Pi, und falls Pj schon vorher eine (sid , ssid , com1, com2)-Nach-
richt von Pi erhalten hat, berechnet eine Partei Pj zuna¨chst o2 ←
Verify(1k, com2, dec2). Ist o2 = Osid(r2), und ist weiter com1 die er-
ste Komponente von Commit(1k, (Osid(ssid , i, j, f), f); r2), so gibt Pj den
Wert (Reveal, sid , ssid , Pi, Pj, F
−1
Osid (s)) aus und ignoriert alle weiteren
(sid , ssid , . . .)-Nachrichten von Pi. Andernfalls tut Pj nichts.
af , r2 und dec2 sind dann eindeutig bestimmt.
Abbildung 4.13: Das Commitment-Protokoll bhcC
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es nur no¨tig, zu beschreiben, wie S etwaige im Namen einer korrumpierten Partei
gemachte Commitments aufdecken kann und wie S Commitments generiert, welche
spa¨ter – von S – in beliebiger Weise aufgedeckt werden ko¨nnen.
Um ein spa¨ter beliebig aufdeckbares Commitment auf eine Nachricht der La¨nge
|s| zu generieren,25 verfa¨hrt S wie folgt: S wa¨hlt gleichverteilt f ∈ {0, 1}2k|s|, be-
rechnet o1 ← Osid(ssid , i, j, f) und generiert ein Commitment (com1, com2) mittels
(com1, ·)← Commit(1k, (o1, f); r2)
(com2, dec2)← Commit(1k,Osid(r2); r3)
fu¨r gleichverteilte r2 ∈ {0, 1}q(k,k+|f |) und r3 ∈ {0, 1}q(k,k). (Siehe Abbildung 4.13 fu¨r
eine Definition von q.) Spa¨ter kann ein solches Commitment dann durch Manipula-
tion einer FRO-Instanz (d. h. durch geeignete Wahl von Urbildern der k-Bit-Blo¨cke
in f) in beliebiger Weise aufgedeckt werden, sofern FRO nicht schon fu¨r einen der
k-Bit-Blo¨cke in f befragt wurde. Die Wahrscheinlichkeit hierfu¨r ist aber vernach-
la¨ssigbar, da C als verbergend angenommen wurde. Weiter ist die Verteilung eines
solchen f nach Aufdecken eines Commitments polynomial ununterscheidbar von
der Verteilung
”
legitim“ generierter f (vgl. Definition A.10), so daß diese Manipu-
lation die Sicht der Umgebung Z nur in vernachla¨ssigbarer Weise beeinflußt. (Da C
inhaltsverbergend ist, ist die Verteilung von f vor dem Aufdecken nicht relevant.)
Das Aufdecken eines legitim generierten Commitments kann wie im Fall des
Protokolls hcC geschehen, da aus f mittels F
−1
O schon der zugeho¨rige Bitstring
s gewonnen werden kann. Man beachte wieder, daß nicht unter Benutzung von
FRO generierte Commitments spa¨ter nur mit vernachla¨ssigbarer Wahrscheinlich-
keit aufgedeckt werden ko¨nnen, weshalb fu¨r nicht extrahierbare Commitments ein
beliebiges s (etwa s = 0) gewa¨hlt werden darf.
Mit diesen A¨nderungen kann der Beweis von Satz 4.11 u¨bernommen werden.
Weiter kann bhcC – genau wie hcC – durch Weglassen der Sitzungsnummern
und Parteiidentita¨ten als Commitment-Verfahren betrachtet werden. Es ergibt sich
also auch hier fu¨r ein Commitment-Verfahren C = (Commit,Verify) und ein Ran-
dom Oracle O die algorithmische Entsprechung bhcOC = (CommitOC ,VerifyOC ) des
Protokolls bhcC wie folgt:
CommitOC (1
k, s) = ((com1, com2) , (f, r2, dec2))
mit
f ← FO(s),
(com1, ·)← Commit(1k, (O(f), f); r2),
(com2, dec2)← Commit(1k,O(r2)).
25Hier wird benutzt, daß S von FBSCOM im Falle einer Commit-Anfrage u¨ber die La¨nge der
entsprechenden Nachricht s in Kenntnis gesetzt wird.
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fu¨r gleichverteiltes r2 ∈ {0, 1}q(k,k+|f |). Schließlich ergibt sich
v ← VerifyOC
(
1k, (com1, com2) , (f, r2, dec2)
)
mit v = F−1O (f) genau dann, wenn fu¨r o2 ← Verify(1k, com2, dec2) gilt, daß o2 =
O(r2) und com1 die erste Komponente von Commit(1k,O(f), f ; r2) ist. Andernfalls
wird v = ⊥ gesetzt.
Wieder sei fu¨r eine Familie H = {hk}k∈N von kollisionsresistenten Hashfunktio-
nen mit bhcHC das soeben beschriebene Verfahren bhc
O
C bezeichnet, in dem jedoch
alle Auswertungen vonO durch Auswertungen von hk ersetzt werden. Entscheidend
fu¨r die hiesigen Betrachtungen ist natu¨rlich, daß eine uneingeschra¨nkte
”
Bindend“-
Eigenschaft von C auch durch bhcHC erhalten wird. Das soll sogleich gezeigt werden:
Satz 4.14. Sei H = {hk}k∈N eine Familie von kollisionsresistenten Hashfunk-
tionen, und sei C ein bindendes und inhaltsverbergendes Commitment-Verfahren.
Dann ist auch bhcHC ein bindendes und inhaltsverbergendes Commitment-Verfah-
ren. Ist C sogar verbergend, uneingeschra¨nkt (inhalts-)verbergend oder uneinge-
schra¨nkt bindend, so hat auch bhcHC die jeweilige Eigenschaft.
Beweis. Daß bhcHC ein Commitment-Verfahren ist, folgt aus F
−1
H ◦ FH = id{0,1}∗ .
Die
”
Bindend“-Eigenschaft von bhcHC folgt wie im Beweis von Satz 4.12. Allerdings
gibt hier jeder Algorithmus, welcher die
”
Bindend“-Eigenschaft von bhcHC bricht,
wegen F−1H ◦ FH = id{0,1}∗ Anlaß zu einem Algorithmus, welcher in jedem Fall die
”
Bindend“-Eigenschaft von C bricht. Hier wird also die Kollisionsresistenz von H
nicht beno¨tigt, was auch eine Reduktion von unbeschra¨nkten Angreifern ermo¨glicht.
Auch der Nachweis der
”
Verbergend“-Eigenschaft von bhcHC verla¨uft analog zum
Beweis von Satz 4.12. Zu beachten ist nur, daß die entsprechenden Reduktionen nur
dann Angreifer A′1 auf die ”
Verbergend“-Eigenschaft von C liefern, welche nur dann
Bitstrings s0, s1 gleicher La¨nge ausgeben, wenn die entsprechenden A1-Angreifer
auf bhcHC diese Eigenschaft haben.
4.2.6 Offene Fragen
Neben den etablierten Eigenschaften
”
bindend“ und
”
verbergend“ fu¨r ein Commit-
ment-Verfahren existiert auch noch die etwas neuere Eigenschaft der
”
non-mallea-
bility“, vgl. Dolev u. a. [55]. Diese fordert ganz a¨hnlich wie die entsprechende
Eigenschaft fu¨r Public-Key-Kryptosysteme, daß es keinem PPT-Algorithmus mo¨g-
lich ist, aus einem gegebenen Commitment ein neues zu generieren, so daß die
zugeho¨rigen Klartexte in einer PPT-berechenbaren Relation stehen. (Natu¨rlich ist
die Charakterisierung in dieser Form noch nicht pra¨zise, da ja ein Commitment
noch nicht unbedingt einen einzigen Klartext festlegt; eine genaue Definition kann
in [55] gefunden werden.)
Zwar kann relativ einfach eingesehen werden, daß
”
non-malleability“ schon durch
simulierbare Sicherheit impliziert wird (insbesondere sind die Verfahren hcOC und
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bhcOC non-malleable); es ist aber augenblicklich unklar, ob sich eine ”
non-mal-
leability“-Eigenschaft eines Commitment-Verfahrens C auch auf hcHC oder bhc
H
C
u¨bertra¨gt.
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Das im vorangehenden benutzte Modell aus Canetti [27] verwendet ein asynchro-
nes und nachrichtengetriebenes Scheduling. Es ist also zu jedem Zeitpunkt immer
nur eine Partei aktiv, und die Auslieferung von Nachrichten kann von einem An-
greifer beliebig verzo¨gert werden. Damit ist es einer Partei prinzipiell nicht mo¨glich,
zu beurteilen, ob eine andere Partei eine Nachricht nie gesandt hat, oder ob nur
die Auslieferung dieser Nachricht bislang verzo¨gert wurde.
Weiter kann eine dritte Partei erst recht nicht beurteilen, ob ein Kommunikati-
onskanal zwischen zwei anderen Parteien nicht benutzbar ist, weil eine der beiden
Parteien ihn einfach ignoriert, oder ob der Kanal vom Angreifer durch fehlende
Auslieferung blockiert wird.
Diese Situation fu¨hrt dazu, daß eine Partei durch Nicht-Senden einer Nachricht
prinzipiell ein gro¨ßeres Protokoll zum Stillstand bringen kann. Das ist weder theo-
retisch befriedigend noch in allen Fa¨llen praktisch motivierbar. In diesem Kapitel
soll deshalb eine Aba¨nderung der Modelle aus [27], Canetti u. a. [39] vorgeschla-
gen werden, mit welcher sich Kommunikationskana¨le mit garantierter Auslieferung
modellieren lassen. Fu¨r dieses Modell soll dann als interessantes Ergebnis – und
weitere Motivation fu¨r das Modell selbst – hergeleitet werden, daß sich gewisse Pro-
tokollaufgaben bei Annahme garantierter Nachrichtenauslieferung nicht realisieren
lassen; dies gilt selbst dann, wenn man Protokolle erlaubt, welche als Bausteine
Instanzen der Primitiven
”
Oblivious Transfer“ und
”
Broadcast“ verwenden.
Besonders interessant dabei: Im asynchronen Modell aus [39] lassen sich insbe-
sondere im sogleich vorzustellenden abgea¨nderten Modell nicht realisierbare Pro-
tokollaufgaben sehr wohl realisieren. In der Tat lassen sich im Modell [39] – mit
kleinen Einschra¨nkungen – alle als ideale Funktionalita¨ten formulierbaren Proto-
kollaufgaben realisieren; dies folgt aus einem Ergebnis in [39].
Bevor diese Zusammenha¨nge genauer beleuchtet werden ko¨nnen, soll jedoch das
abgea¨nderte Berechnungsmodell fu¨r Protokollausfu¨hrungen von Hofheinz und
Mu¨ller-Quade aus [82] vorgestellt werden. Wichtig dabei ist, daß dieses Modell
– im Gegensatz zu den bisher besprochenen Modellen – eine unmittelbare Nach-
richtenauslieferung zwischen Parteien oder idealen Funktionalita¨ten und Parteien
garantiert. In diesem Sinne sind also die Aktionsmo¨glichkeiten des realen und die
des idealen Angreifers eingeschra¨nkt; beide haben weniger Kontrolle u¨ber das zu-
grundegelegte Netzwerk als im asynchronen Fall.
Ein solches synchrones Modell wurde schon in den Arbeiten Canetti [26],
Pfitzmann und Waidner [116] betrachtet. Jedoch stellt die Arbeit [26] kein
hinreichend allgemeines Kompositionstheorem zur Verfu¨gung; weiter ist fu¨r die
Arbeit [116] keine direkte Verbindung zur asynchronen Modellierung [27] offen-
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sichtlich. Dies ist insbesondere fu¨r eine Beziehung zu den zahlreichen im asynchro-
nen Modell [27] formulierten Ergebnissen (insbesondere der Machbarkeitsaussage
aus [39]) von Belang.
Die Grundidee des nun vorzustellenden Modells ist dabei vergleichbar mit der
Grundmotivation der Arbeiten [116, 26], Pfitzmann und Waidner [117], [27].
Es wird also wieder ein reales Protokoll mit einer Idealisierung der jeweiligen Proto-
kollaufgabe verglichen; die genauen A¨nderungen gegenu¨ber dem schon diskutierten
Modell [27] sollen nun besprochen werden.
5.1 Das Berechnungsmodell
Die in den vorgehenden Kapiteln aufgedeckten Unstimmigkeiten (siehe insbeson-
dere Abschnitt 3.2.2) im Modell [27] sollen natu¨rlich in dem nun besprochenen
Modell beseitigt werden, soweit mo¨glich.
Deshalb wird gefordert, daß – solange nicht explizit anders vermerkt – fu¨r jede
im folgenden betrachtete ITM M ein festes, nur maschinenabha¨ngiges Polynom
p ∈ Z[k] existiert, so daßM jede Aktivierung (unabha¨ngig vom Inhalt der Ba¨nder)
nach ho¨chstens p(k) Turing-Schritten beendet und entweder in einen Halte- oder
einen Wartezustand u¨bergeht. Zusa¨tzlich wird fu¨r alle im folgenden betrachteten
Umgebungen Z und Angreifer A (bzw. Simulatoren S) gefordert, daß sie nach
polynomial vielen Aktivierungen anhalten; genauer wird fu¨r diese Maschinen die
Existenz eines jeweiligen, nur maschinenabha¨ngigen Polynoms q ∈ Z[k] gefordert,
so daß die Maschine nach ho¨chstens q(k) Aktivierungen in einen Haltezustand
u¨bergeht.
Somit ko¨nnen prinzipiell ideale Funktionalita¨ten und Protokolle formuliert wer-
den, welche nicht nach einer willku¨rlichen und im voraus festzulegenden Anzahl von
Aktivierungen ihren Dienst einstellen. Hier ist aber zu beachten, daß andererseits
jeder Simulator nach polynomial vielen Runden gehalten haben muß; denn genau-
er werden nur Benutzungen und Angriffe betrachtet, welche einen polynomialen
Zeitraum nicht u¨berschreiten. Fu¨r einen reibungslosen Beweis des Kompositions-
theorems wird aber immer noch eine polynomiale Beschra¨nkung aller Maschinen
pro Aktivierung angenommen.1
Um den problematischen Effekt der Formulierung aus [27] zu vermeiden, daß
eine hinreichend (polynomial) ma¨chtige Umgebung einen Angreifer – insbesondere
also einen Simulator – durch sta¨ndige Aktivierungen schon zu Anfang eines Pro-
tokollablaufs zum Anhalten zwingen kann (vgl. die Diskussion in Abschnitt 3.2.2),
wird folgender Mechanismus eingefu¨hrt: Jeder Angreifer (also insbesondere jeder
Simulator) darf jederzeit in einen speziellen Wartezustand u¨bergehen, aus welchem
er nicht von der Umgebung aktiviert werden kann. Jede Nachricht von der Umge-
bung an den Angreifer wird dann einfach verworfen – der Simulator blockiert somit
1Eine diesbezu¨gliche Verallgemeinerung, welche immer noch sichere Komposition von Protokol-
len erlaubt, wird in Hofheinz, Mu¨ller-Quade und Unruh [87] erreicht.
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Nachrichten von der Umgebung. Andererseits wird der Angreifer noch durch alle
anderen Ereignisse (etwa Nachrichten von idealen Funktionalita¨ten) aktiviert.
Ein a¨hnlicher Mechanismus wurde auch in Backes [5] fu¨r das Modell [117] zu
einem a¨hnlichen Zweck verwendet. Neben der technischen Notwendigkeit kann hier
auch als praktische Motivation angefu¨hrt werden, daß es einer Maschine – etwa
bei durch getrennte Netzwerkkarten realisierten Anbindungen – mo¨glich sein kann,
Nachrichten aus gewissen Verbindungen
”
abzublocken“.
Das Kommunikationsmodell verwirklicht eine synchrone Kommunikation der
Parteien und idealen Funktionalita¨ten: Die Berechnung verla¨uft in Runden, wobei
in jeder Runde die Parteien gleichzeitig aktiviert werden. Nachrichten zwischen den
Parteien oder zwischen Parteien und idealen Funktionalita¨ten werden zwischen die-
sen Berechnungsschritten automatisch ausgeliefert; der Angreifer darf zwischen den
Parteien verschickte Nachrichten lesen, hat jedoch keinen Einfluß auf deren Zustel-
lung. Zwar darf der Angreifer Nachrichten an Parteien oder ideale Funktionalita¨ten
senden; diese werden jedoch automatisch mit einem Absenderfeld versehen, welches
den Angreifer als Absender identifiziert. Ein a¨hnlicher Mechanismus ist auch fu¨r
alle Kommunikation zwischen den Parteien vorgesehen, so daß in diesem Sinne
eine authentifizierte Kommunikation mit garantierter Auslieferung implementiert
wird. Insbesondere ist es dem Angreifer nicht mo¨glich, Absenderadressen zu
”
fa¨l-
schen“. Um die Eingangs-Kommunikationsba¨nder dabei nicht zu blockieren (etwa
durch eine u¨berma¨ßig lange Nachricht des Angreifers an eine Partei), wird eine
Stu¨ckelung des Inhalts aller Partei-Eingangs-Kommunikationsba¨nder nach Absen-
der (engl.
”
interleaving“) vorgenommen. Weiter wird nach jeder Aktivierung einer
ITM M deren Eingangs-Kommunikationsband automatisch gelo¨scht, damit auch
hier keine unerwarteten Effekte durch zu lange Nachrichten auftreten ko¨nnen.
5.1.1 Reales und hybrides Modell
Mit diesen Vorbemerkungen ausgestattet kann nun eine detaillierte Beschreibung
der Berechnungen in einem realen oder hybriden Modell vorgenommen werden.
Tatsa¨chlich kann das reale Modell (in welchem ja nur ein Protokoll ohne
”
Hilfs-
funktionalita¨ten“ ausgefu¨hrt wird) als Spezialfall eines hybriden Modells aufgefaßt
werden, so daß es reicht, eine Beschreibung des {Fi}-hybriden Modells fu¨r eine
endliche Menge {Fi} von ITMs – den idealen Funktionalita¨ten – zu geben. Ein
reales Protokoll kann dann im ∅-hybriden Modell betrachtet werden.
Protokollteilnehmer sind also die Fi, eine Umgebung Z, ein Angreifer A und
natu¨rlich die Parteien P1, . . . , Pn. Z darf wieder – wenn aktiviert – die Eingabe-
ba¨nder der Parteien beschreiben und deren Ausgabeba¨nder lesen. Der Angreifer A
darf wieder alle Kommunikations-Ausgangsba¨nder der Parteien lesen, und außer-
dem – durch U¨bergang in einen speziellen Zustand – eine Partei Pi korrumpieren.
Im letzteren Fall wird nicht nur der Zustand und der Inhalt der Ba¨nder von Pi,
sondern auch die Folge aller Vorga¨ngerzusta¨nde und -bandinhalte2 auf das Ein-
2Aus naheliegenden Gru¨nden sind hier nur die bislang gelesenen Zellen des Zufallsbands gemeint.
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gangs-Kommunikationsband von A geschrieben. Anschließend darf A im Namen
von Pi kommunizieren, also Nachrichten auf das Ausgangs-Kommunikationsband
von Pi schreiben sowie das Eingangs-Kommunikationsband von Pi lesen. Weiter
erhalten alle Fi und Z automatisch eine Nachricht, daß Pi korrumpiert wurde.
Genauer la¨ßt sich ein Protokollablauf im {Fi}-hybriden Modell durch folgen-
den Algorithmus beschreiben, wobei initial alle Ba¨nder der Maschinen bis auf das
Sicherheitsparameterband (welches den fu¨r alle Maschinen gleichen Sicherheitspa-
rameter k ∈ N in una¨rer Codierung enthalte), das Zufallsband und das Identita¨ts-
band leer seien.
1. Angriffsphase: Dies ist ein nachrichtengetriebenes Zusammenspiel zwischen
Z, A und den Fi, nur ko¨nnen die Fi und Z nicht direkt kommunizieren.
Zuna¨chst wird Z mit der Eingabe
”
round-start“ aktiviert. Nachdem Z diese
Aktivierung beendet hat, werden alle Nachrichten, welche Z anA geschrieben
hat, ausgeliefert3. Hat Z keine Nachricht an A geschrieben oder angehalten,
ist der Protokollablauf beendet, und der Inhalt der ersten Zelle des Ausgabe-
bands von Z wird als die (bina¨re) Ausgabe des Ablaufs interpretiert.
Andernfalls wirdA als na¨chstes aktiviert, es sei denn,A blockiert Nachrichten
von Z (vgl. die Diskussion weiter oben; in diesem Fall wird Z als na¨chstes ak-
tiviert). Hat A wa¨hrend seiner Aktivierung eine Nachricht an Z geschrieben,
wird Z nach Auslieferung aller dieser Nachrichten wieder aktiviert. Andern-
falls wird die erste Funktionalita¨t Fi (in Ordnung der Maschinenidentita¨ten),
welcher A eine Nachricht geschrieben hat – gegebenenfalls im Namen einer
korrumpierten Partei Pi –, nach Auslieferung aller dieser Nachrichten an Fi
aktiviert. Nachdem diese Funktionalita¨t Fi dann ihre Aktivierung beendet
hat, werden alle Nachrichten, die Fi an A geschrieben hat, ausgeliefert, und
A wird wieder aktiviert.
Sollte A in einer Aktivierung aber weder Nachrichten an A noch an ein Fi
geschrieben haben, beginnen die Berechnungsphasen:
2. Parteiberechnungen: Alle Nachrichten, welche eine Partei Pi an eine ande-
re Partei Pj geschrieben hat, werden ausgeliefert. Dann werden alle Parteien
gleichzeitig aktiviert. Nachdem alle Pi ihre Aktivierung beendet haben, wer-
den Nachrichten von den Pi an A bzw. an die Fi ausgeliefert.
3. Funktionalita¨tenberechnungen: Alle Fi werden gleichzeitig mit Eingabe
”
computation“ aktiviert.4 Nachdem alle Fi ihre Aktivierung beendet haben,
werden Nachrichten von den Fi an A bzw. die Parteien Pi ausgeliefert. Hier-
nach wird wieder mit Schritt 1 (der Angriffsphase) fortgefahren.
3Mit ”Ausliefern“ ist gemeint: Die Nachrichten werden automatisch vom Ausgangs-Kommuni-
kationsband der Umgebung Z auf das Eingangs-Kommunikationsband von A verschoben.
4Durch diese spezielle Eingabe kann ein Fi eine Aktivierung durch A von einer ”regula¨ren“
Aktivierung in dieser Phase unterscheiden.
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Man beachte, daß der Angreifer A keinen Zugriff auf die Kommunikation der
Parteien mit den idealen Funktionalita¨ten hat. Andererseits darf ein Angreifer die
von einer korrumpierten Partei gesandten Nachrichten abha¨ngig von den Nachrich-
ten wa¨hlen, welche in derselben Runde von anderen Parteien gesandt wurden. Da
alle beteiligten ITMs eine Aktivierung nach polynomial vielen Schritten beenden
und zudem A und Z nach polynomial vielen Aktivierungen anhalten, umfaßt ein
Protokollablauf immer nur polynomial viele Schritte.
Weiter haben die Parteien (und der Angreifer) Zugriff auf nur eine Instanz je-
der Funktionalita¨t Fi. Dies stellt keine echte Einschra¨nkung dar, da eine einzelne
Funktionalita¨t im Sinne von Canetti und Rabin [41] parallelisiert werden kann.
Wie das genau im Falle des hiesigen Modells geschieht, soll in Abschnitt 5.1.4
beschrieben werden.
Der Begriff des Protokolls soll nun gefaßt werden als eine Menge P1, . . . , Pn von
ITMs (den Parteien). Meistens wird mit einem Protokoll pi direkt auch ein geeig-
netes hybrides Modell (also eine Menge {Fi} von idealen Funktionalita¨ten) asso-
ziiert, damit eine Formulierung von pi u¨berhaupt Sinn hat. Die Zufallsvariable der
Ausgabe einer Umgebung Z bei Ausfu¨hrung im {Fi}-hybriden Modell mit einem
Angreifer A und einem Protokoll pi = {P1, . . . , Pn} bei Sicherheitsparameter k hei-
ße Z({Fi}, pi,A, k). Damit ergibt sich folgende Sicherheitsdefinition, welche zwei
hybride Protokolle vergleicht:
Definition 5.1. Sei pi ein n-Parteien-Protokoll im {Fi}-hybriden Modell, und sei
τ ein n-Parteien-Protokoll im {Gj}-hybriden Modell. pi realisiert τ (geschrieben
pi ≥s τ) genau dann, wenn fu¨r jeden Angreifer A ein Angreifer S (der Simulator)
existiert, so daß fu¨r alle Z die Funktion
Advpi,τA,S,Z(k) := |Pr [Z({Fi}, pi,A, k) = 1]− Pr [Z({Gj}, τ,S, k) = 1]|
vernachla¨ssigbar in k ist. Gilt dies sogar fu¨r in jeder Aktivierung unbeschra¨nkte
Umgebungen Z, welche aber immer noch nach ho¨chstens polynomial vielen Ak-
tivierungen halten, so sagt man, daß pi uneingeschra¨nkt τ realisiert (geschrieben
pi≥≥s τ).
Man beachte, daß fu¨r den uneingeschra¨nkten Fall nur die Beschra¨nkung der Um-
gebung, aber nicht die des Angreifers fallengelassen wird. Damit impliziert pi≥≥s τ
schon pi ≥s τ , was nicht immer der Fall wa¨re, wenn ”≥≥s“ auch Sicherheit bezu¨glich
unbeschra¨nkter Angreifer fordern wu¨rde. Zudem wurde fu¨r
”
≥≥s“ die Beschra¨nkung
einer polynomialen Anzahl von Aktivierungen von Z nicht fallengelassen. Damit
soll erfaßt werden, daß
”
uneingeschra¨nkte Sicherheit“ nur einen Grad der Unter-
scheidbarkeit von Protokollen angibt, aber keine Aussage u¨ber
”
u¨berma¨ßig lange“
Benutzungen macht.
5.1.2 Das ideale Modell
Das ideale Modell kann nun als Modifikation des hybriden Modells formuliert wer-
den. Genauer liegt es nahe, das F -ideale Modell fu¨r eine einzelne ideale Funktio-
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nalita¨t F als das {F}-hybride Modell bezu¨glich einer Menge D(F) = {P˜1, . . . , P˜n}
spezieller Dummy-Parteien zu formulieren. (Die Anzahl n der Parteien wird dabei
implizit durch F selbst festgelegt.)
Jede Dummy-Partei sendet wieder jede Eingabe als Nachricht an F und ko-
piert Antworten von F auf ihr Ausgabeband. Eine polynomiale Beschra¨nktheit
der Dummy-Partei pro Aktivierung kann dabei von der jeweiligen polynomialen
Beschra¨nkung von F abgeleitet werden.
Als einziger struktureller Unterschied zum
”
gewo¨hnlichen“ {F}-hybriden Modell
wird schließlich fu¨r das F -ideale Modell noch ein zusa¨tzlicher Parteiberechnungs-
schritt direkt nach den Funktionalita¨tenberechnungen eingefu¨hrt; hierdurch ist es
mo¨glich, Funktionalita¨ten zu modellieren, welche unmittelbar Ausgabe geben. Man
denke etwa an eine Funktionalita¨t, welche letztendlich durch Algorithmenausfu¨h-
rungen implementiert werden soll.
Die Ausgabe einer Umgebung Z, welche in einem solchen F -idealen Modell bei
Sicherheitsparameter k ∈ N und mit einem Angreifer S ausgefu¨hrt wird, sei mit
Z(F ,S, k) bezeichnet. Hiermit la¨ßt sich formulieren, was es fu¨r ein hybrides Pro-
tokoll heißt, eine ideale Funktionalita¨t zu realisieren:
Definition 5.2. Sei pi ein n-Parteien-Protokoll im {Fi}-hybriden Modell, und sei
F eine ideale Funktionalita¨t fu¨r n Parteien. pi realisiert F (geschrieben pi ≥s F)
genau dann, wenn fu¨r jeden Angreifer A ein Angreifer S existiert, so daß die
Funktion
Advpi,FA,S,Z(k) := |Pr [Z({Fi}, pi,A, k) = 1]− Pr [Z(F ,S, k) = 1]|
vernachla¨ssigbar in k ist. Gilt dies sogar fu¨r in jeder Aktivierung unbeschra¨nkte
Umgebungen Z, welche aber immer noch nach ho¨chstens polynomial vielen Akti-
vierungen halten, so sagt man, daß pi uneingeschra¨nkt F realisiert (geschrieben
pi≥≥sF).
Es ist klar, daß die Relationen
”
≥s“ und ”≥≥s“ transitiv auf n-Parteien-Protokol-
len sind. Weiter folgt aus pi ≥s τ und τ ≥s F schon pi ≥s F ; die analoge Aussage
gilt fu¨r die Relation
”
≥≥s“.
5.1.3 Eine Familie von Dummy-Angreifern
Fu¨r alles Weitere soll nun ein wichtiges technisches Hilfsmittel zur Verfu¨gung ge-
stellt werden. Genauer soll – wie schon im Modell von [27] – ein Dummy-Angreifer
formuliert werden, welcher es erlaubt, beliebige Angriffe effektiv in die Umgebung
Z auszulagern. Aus den schon in Abschnitt 3.2.2 besprochenen Gru¨nden kann al-
lerdings kein einzelner Angreifer in diesem Sinne vollsta¨ndig sein; es muß also eine
Familie von in ihrer Gesamtheit vollsta¨ndigen Dummy-Angreifern angegeben wer-
den.
Es heiße also eine Menge A von Angreifern vollsta¨ndig, falls gea¨nderte Defini-
tionen 5.1 und 5.2, in denen jeweils nur u¨ber Angreifer A ∈ A quantifiziert wird
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(jedoch immer noch beliebige Simulatoren S zugelassen werden), schon zu den
urspru¨nglichen Definitionen 5.1 bzw. 5.2 a¨quivalent sind.
Man betrachte nun die spezielle Angreifermenge A := {Ap | p ∈ Z[k],∀k ∈
Z : p(k) > 0}. Hierbei bezeichnet Ap einen Dummy-Angreifer, welcher in jeder
Aktivierung seine aktuelle Sicht5 an Z u¨bermittelt und zusa¨tzlich spezielle Befeh-
le von Z befolgt. Genauer veranlaßt ein
”
corrupt Pi“-Befehl Ap dazu, die Partei
Pi zu korrumpieren und deren Zustandsgeschichte (nebst aller Ba¨nder) an Z zu
u¨bermitteln.
”
write m“ bringt Ap dazu, die Nachricht m auf sein Ausgangs-Kom-
munikationsband zu schreiben;
”
write m as Pi“ ist das analoge Kommando, um
m im Namen einer korrumpierten Partei Pi schreiben zu lassen. In beiden Fa¨llen
unterla¨ßt Ap es, eine Sicht an Z zu u¨bermitteln, sofern Nachrichten an eine ideale
Funktionalita¨t geschrieben wurden, welche dadurch anschließend ausgeliefert wer-
den. Schließlich veranlaßt
”
next-round“ Ap dazu, direkt und ohne eine Nachricht
geschrieben zu haben zu terminieren.
Eine polynomiale Beschra¨nkung wird durchAp-interne Za¨hler herbeigefu¨hrt, wel-
che sicherstellen, daß Ap nie la¨nger als p(k) Turing-Schritte in einer Aktivierung
ausfu¨hrt, und daß Ap nach p(k) Aktivierungen anha¨lt. Man beachte, daß kein Ap
je blockiert.
Lemma 5.3. Die beschriebene Menge A von Dummy-Angreifern ist vollsta¨ndig.
Es sei darauf hingewiesen, daß die Beweise zu Lemma 5.3, Satz 5.4 und Satz 5.5
grundsa¨tzlich den Beweisideen aus [116, 27, 41] folgen.
Beweis von Lemma 5.3. Seien n-Parteien-Protokolle pi und τ im {Fi}- bzw. im
{Gj}-hybriden Modell gegeben, so daß pi ≥s τ in bezug auf die Angreifermenge
A gilt. Es muß gezeigt werden, daß hieraus schon pi ≥s τ folgt. Sei dazu A ein
beliebiger Angreifer und sei p ∈ Z[k] ein Polynom, welches die Gesamtlaufzeit von
A nach oben beschra¨nkt. Wegen pi ≥s τ in bezug auf A existiert ein Simulator
Sp, welcher Angriffe von Ap simuliert. Aus Sp wird nun ein Simulator S fu¨r A
konstruiert.
Intern simuliert S sowohl A als auch Sp. S blockiert, wenn A blockiert oder
ha¨lt, und S ha¨lt, sobald A und Sp gehalten haben. In jeder Aktivierung aktiviert
S zuna¨chst Sp, wobei alle Nachrichten von den Gj an Sp weitergeleitet werden;
zusa¨tzlich wird – soweit no¨tig – eine leere Nachricht von Z fu¨r Sp simuliert.
Wenn Sp dann eine Sicht zuru¨ckliefert, wird A mit dieser Sicht aktiviert; alle
Kommunikation von S mit Z wird zu A durchgestellt. Korruptionen durch A und
Kommunikation von A mit den Parteien werden in passende Kommandos an Sp
umgewandelt.
Seinerseits fu¨hrt S alle Korruptionen von Sp aus und stellt zu Sp jede Kommu-
nikation mit den Gj und die Sicht von S auf die Parteien durch.
Sei nun Z eine Umgebung. Sei Z die Umgebung, welche intern Z und A simu-
liert. Interaktionen von Z mit den Parteien werden dabei von Z weitergeleitet.
5Damit ist gemeint: Der Inhalt der Ausgangs-Kommunikationsba¨nder aller Parteien, und der
Inhalt der Eingangs-Kommunikationsba¨nder der korrumpierten Parteien.
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Sichten fu¨r A werden von Z aus Angreifer-Sichten des mit Z interagierenden An-
greifers A extrahiert. Weiter werden Korruptionen und Kommunikation von A in
Form entsprechender Dummy-Angreifer-Kommandos an A weitergeleitet. Wenn A
eine Aktivierung ohne Schreiben einer Nachricht an die Umgebung oder eine Funk-
tionalita¨t beendet (und somit die Berechnungsphase beginnen soll), formuliert Z
ein entsprechendes Kommando an A. Schließlich ha¨lt Z (mit der Ausgabe von Z),
wenn Z ha¨lt.
Nach Annahme u¨ber p ist damit fu¨r alle k ∈ N
Z({Fi}, pi,Ap, k) = Z({Fi}, pi,A, k)
und
Z({Gj}, τ,Sp, k) = Z({Gj}, τ,S, k).
Das zeigt pi ≥s τ , da Z und A beliebig waren. Der Beweis ist auch fu¨r die Fa¨lle
”
≥≥s“ und ”pi ≥s F“ (bzw. ”pi≥≥sF“) gu¨ltig.
5.1.4 Komposition
Fu¨r einen simulierbarkeitsbasierten Sicherheitsbegriff wie den gerade gegebenen ist
natu¨rlich wichtig, wie sich Protokollsicherheit unter Komposition von Protokol-
len verha¨lt. Die folgenden Betrachtungen und Resultate zeigen, daß der gegebene
Begriff in diesem Sinne
”
gutartig“ ist.
Es werden im Stil von Unruh [136] zwei Kompositionstheoreme angegeben. Das
erste der beiden sichert zu, daß eine einzelne Funktionalita¨t in einem gro¨ßeren
Protokoll ersetzt werden kann durch ein Protokoll, welches diese Funktionalita¨t
realisiert. Das zweite Kompositionstheorem sichert zu, daß die Parallelisierung eines
Protokolls und einer Funktionalita¨t keinen Sicherheitsverlust mit sich bringt.
Wie fu¨r das Modell von [27] muß zuna¨chst gekla¨rt werden, was es genau heißt,
eine Funktionalita¨t in einem gro¨ßeren Protokoll zu ersetzen. Sei dazu pi ein n-
Parteien-Protokoll, welches im {Fi}-hybriden Modell formuliert ist. Sei τ ein n-
Parteien-Protokoll im {Gj}-hybriden Modell, so daß pi ≥s F oder pi≥≥sF fu¨r ein
F ∈ {Fi} gelte und {Fi} ∩ {Gj} = ∅ ist.6
Dann bezeichnet piτ die folgende kanonische Modifikation von pi. Sei P pii bzw. P
τ
i
die jeweilige Partei aus pi bzw. τ . Dann fu¨hrt die Partei Pi aus pi
τ zuna¨chst das Pro-
gramm von P pii und dann das Programm von P
τ
i aus. Von P
pi
i bzw. P
τ
i an Parteien
versandte Nachrichten werden dabei durch ein vorangestelltes pi bzw. τ identifiziert.
Zusa¨tzlich wird jede Nachricht von P pii an F als Eingabe an P τi weitergeleitet. Ana-
log werden Ausgaben von P τi in Nachrichten von F an P pii umgewandelt. Damit
ist piτ ein n-Parteien-Protokoll im {Gj} ∪ ({Fi} \ {F})-hybriden Modell, in wel-
chem intuitiv alle F -Anfragen an eine Instanz des Unterprotokolls τ weitergeleitet
werden.
6Der Schnitt ist hier bezu¨glich der Identita¨ten der ITMs Fi bzw. Gj zu verstehen; durch Umbe-
nennen der Funktionalita¨ten kann die Bedingung also immer erzwungen werden.
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Satz 5.4. Sei pi ein n-Parteien-Protokoll im {Fi}-hybriden Modell. Sei τ ein n-
Parteien-Protokoll im {Gj}-hybriden Modell mit {Fi} ∩ {Gj} = ∅ und pi ≥s F
(bzw. pi≥≥sF) fu¨r ein F ∈ {Fi}. Dann gilt piτ ≥s pi (bzw. piτ ≥≥s pi) fu¨r das oben
beschriebene komponierte Protokoll piτ .
Beweis. Es reicht nach Lemma 5.3, zu jedem Dummy-Angreifer Ap einen Simula-
tor S = Sp anzugeben, so daß fu¨r jede Umgebung Z die Funktion Advpi,τAp,S,Z(k)
vernachla¨ssigbar in k ist. Die folgende Beschreibung von S nimmt stillschweigend
an, daß S die Komplexita¨tsbeschra¨nkungen von Ap respektiert. (D. h. S ha¨lt, wenn
Ap gehalten ha¨tte und ku¨rzt seine an Z gelieferten Sichten p entsprechend.)
Sei also τ ≥s F . Dann existiert ein Simulator S, so daß Advpi,τAp,S,Z(k) vernachla¨s-
sigbar in k ist. (Hier bezeichnet Ap genau den Dummy-Angreifer Ap; die Notation
soll nur zur Identifikation des jeweils angegriffenen Protokolls dienen.)
Der Simulator S simuliert intern S und agiert wie Ap, jedoch mit den folgenden
Ausnahmen. Zuna¨chst blockiert S, sobald Ap gehalten ha¨tte. Weiter wird in jeder
S-Aktivierung auch S genau einmal aktiviert, gegebenenfalls mit (gefa¨lschten) Z-
Kommandos, siehe unten. Kommunikation von S mit F wird durch S an F durch-
gestellt. Die in der von S gelieferten Sicht enthaltenen Nachrichten (von Parteien
bzw. den Gi) werden in die spa¨ter an Z zuru¨ckgelieferte Sicht von S integriert.
Anweisungen, eine Partei Pi zu korrumpieren, werden von S an S weitergelei-
tet. Will S dann Pi korrumpieren, so stellt S fu¨r S einen durch Korruption von
Pi erhaltenen Zustand zusammen, in dem nur τ -Eingaben beru¨cksichtigt werden.
Der daraufhin von S zuru¨ckgelieferte Pi-Zustand wird dann in den echten Pi-Zu-
stand integriert. Anweisungen an S, Nachrichten mit vorangestelltem τ auszulie-
fern, werden an S weitergeleitet; ebenso jede
”
next-round“-Anweisung. Auf diese
Weise simuliert S nur den tatsa¨chlich durch F idealisierten Teil des Protokolls pi.
Sei nun Z eine Umgebung, welche versucht, piτ und Ap von pi und dem konstru-
ierten S zu trennen. Ein solches Z gibt Anlaß zu einer Umgebung Z, welche τ und
Ap von F und S mit demselben Erfolg unterscheidet. Hierfu¨r simuliert Z intern Z
und den Angreifer Ap, die Funktionalita¨ten {Fi} \ {F} und die Parteien P pii aus
Protokoll pi. Die nicht-simulierten Maschinen, mit denen Z dabei interagiert, seien
hier mit A und P i bezeichnet.
Das Scheduling innerhalb der Simulation von Z wird dabei mit dem tatsa¨chli-
chen Scheduling synchronisiert, wobei alle Nachrichten, die in der Simulation an F
gesendet werden, durch entsprechende Eingaben an die P i bzw. Anweisungen an
A ersetzt werden. Analog werden von A gemeldete Nachrichten in die Simulation
integriert. Schließlich ha¨lt Z (mit der Ausgabe von Z), wenn Z ha¨lt. Damit ist
Z({Gj} ∪ {Fi} \ {F}, piτ ,Ap, k) = Z({Gj}, τ,Ap, k)
und
Z({Fj}, pi,S, k) = Z(F ,S, k)
fu¨r alle k ∈ N, was piτ ≥s pi zeigt. Dieselben Reduktionen zeigen auch piτ ≥≥s pi,
wenn von τ ≥≥sF ausgegangen wird.
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Nun ist zu kla¨ren, wie eine Parallelisierung eines Protokolls bzw. einer idealen
Funktionalita¨t auszusehen hat. Angesichts der polynomialen Beschra¨nkung eines
Protokolls reicht es hier, eine Parallelisierung in polynomial viele Instanzen anzu-
geben. Sei also F eine ideale Funktionalita¨t und p ∈ Z[k] ein Polynom mit p(k) > 0
fu¨r alle k. Dann sei F||p die p-Parallelisierung von F , welche intern p(k) Simula-
tionen F1, . . . ,Fp(k) von F verwaltet.
Jede
”
computation“-Eingabe wird an alle diese Simulationen weitergeleitet, ge-
nauso wie Korruptionsbenachrichtigungen. (Diese Korruptionsbenachrichtigungen
ziehen jedoch – wie bei F||p selbst – keine automatische Aktivierung eines F j nach
sich.) Jede andere Nachricht wird nur an ein F j weitergeleitet, wenn sie von der
Form (j,m) ist; der Pra¨fix j wird bei der Weiterleitung gestrichen. Analog werden
alle Ausgaben m einer Funktionalita¨t F j als (j,m) ausgegeben. Eine F -Instanz
wird bei einer Aktivierung von F||p nur aktiviert, wenn sie eine Nachricht oder
eine Eingabe bekommen hat.
Analog kann die Parallelisierung pi||p eines Protokolls pi definiert werden. Hier
simuliert jede Partei Pi intern p(k) Instanzen P
1
i , . . . , P
p(k)
i der Partei P
pi
i aus pi.
Wie bei F||p werden alle Ausgaben und gesendeten Nachrichten mit der jeweili-
gen Instanznummer versehen; Eingaben und eingehende Nachrichten werden an die
durch eine solche Instanznummer j benannte Simulation P ji weitergeleitet. Syntak-
tisch ist also pi||p im {Fi||p}-hybriden Modell formuliert, falls pi im {F}-hybriden
Modell formuliert ist.
Wie schon angedeutet, sind a¨hnliche Parallelisierungstechniken schon in [41]
und [136] betrachtet worden. Es konnte dabei in beiden Fa¨llen ein dem na¨chsten
Satz a¨hnliches Resultat abgeleitet werden:
Satz 5.5. Sei p ∈ Z[k] mit p(k) > 0 fu¨r alle k ∈ Z. Sei weiter pi ein n-Par-
teien-Protokoll im {Fi}-hybriden Modell und τ ein n-Parteien-Protokoll im {Gj}-
hybriden Modell. Dann impliziert pi ≥s τ schon pi||p ≥s τ ||p. Weiter impliziert
pi ≥s F schon pi||p ≥s F||p. Diese Aussagen gelten auch fu¨r uneingeschra¨nkte
Sicherheit.
Beweis. Sei p ∈ Z[k] (p(k) > 0) und pi ≥s τ . Dann gibt es fu¨r jeden Dummy-An-
greifer Aq einen Simulator Sq, so daß fu¨r alle Z die Funktion Advpi,τAq ,Sq ,Z(k) ver-
nachla¨ssigbar in k ist. Sei Aq ein beliebiger Dummy-Angreifer auf pi||p. Es soll nun
ein Simulator S konstruiert werden, welcher mit τ ||p Angriffe von Aq simuliert. Wie
im Beweis von Satz 5.4 wird angenommen, daß S die Komplexita¨tsbeschra¨nkungen
von Aq respektiert. Weiter wird S wieder blockieren, sobald Aq angehalten ha¨tte.
Intern verwaltet S genau p(k) Simulationen Sj (1 ≤ j ≤ p(k)) von Sq und
ha¨lt, sobald alle diese Simulationen angehalten haben. Die Sicht jedes dieser Sj
ist die gefilterte Sicht von S selbst, so daß nur Nachrichten mit vorangestelltem j
betrachtet werden (der Pra¨fix j wird natu¨rlich fu¨r die Sicht von Sj entfernt). Es
ist dann klar, wie Nachrichtenauslieferungen der Sj gehandhabt werden.
Bei einer Anweisung von Z, eine Partei Pi zu korrumpieren, korrumpiert S zu-
na¨chst Pi und weist dann alle Sj-Instanzen an, Pi zu korrumpieren. Will dann etwa
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Sj tatsa¨chlich Pi korrumpieren, so wird an Sj ein entsprechend auf die Pi-interne
P ji -Simulation eingeschra¨nkter Zustand von Pi zuru¨ckgeliefert.
Schließlich werden
”
next-round“-Anweisungen an alle Sj weitergeleitet. Weiter
wird, sofern keine Nachricht an eine ideale Funktionalita¨t zu schreiben oder ein
”
next-round“-Kommando von Z auszufu¨hren ist, fu¨r Z eine Sicht von S aus allen
Sichten, die die Sj auf Anfrage liefern, generiert.
Sei nun eine Umgebung Z gegeben, fu¨r welche Advpi||p,τ ||pAq ,S,Z (k) nicht-vernachla¨s-
sigbar in k ist. Um den ersten Teil des Satzes zu zeigen, muß hieraus ein Wider-
spruch hergeleitet werden. Sei also fu¨r ` ∈ N das folgende, im {Fi||p} ∪ {Gj||p}-
hybriden Modell formulierte Protokoll H` = {P `1 , . . . , P `n} definiert: Die Partei P `i
unterha¨lt min{`, p(k)} interne Simulationen der Partei P pii aus Protokoll pi und
max{p(k) − `, 0} interne Simulationen der Partei P τi aus Protokoll τ . Nachrich-
tenbehandlung und internes Scheduling passiert wie im Falle der p-Parallelisie-
rung eines Protokolls – genauer werden die P pii -Simulationen mit den Pra¨fixen
1, . . . ,min{`, p(k)} identifiziert.
Sei weiter H` der folgende Angreifer auf H`: Der Aufbau von H` gleicht dem von
S, jedoch simuliert H` nur max{p(k)− `, 0} Instanzen des Simulators Sq und dafu¨r
min{`, p(k)} Instanzen des Dummy-Angreifers Aq. Dabei haben die Aq-Simulatio-
nen Zugriff auf die jeweiligen Protokollstra¨nge (d. h. Nachrichtenpra¨fixe) von pi in
H` Zugriff. Damit ist fu¨r alle k ∈ Z
Z({Fi||p}, pi||p,Aq, k) = Z({Fi||p} ∪ {Gj||p}, Hp(k),Hp(k), k)
und
Z({Gj||p}, τ ||p,S, k) = Z({Fi||p} ∪ {Gj||p}, H0,H0, k).
Damit muß eine Familie {mk}k∈N mit mk ∈ {1, . . . , p(k)} existieren, so daß die
Funktion
Pr [Z({Fi||p} ∪ {Gj||p}, Hmk−1,Hmk−1, k) = 1]
−Pr [Z({Fi||p} ∪ {Gj||p}, Hmk ,Hmk , k) = 1]
(5.1)
nicht-vernachla¨ssigbar in k ist.
Sei Z die Umgebung, welche zuna¨chst gleichverteilt ein ` ∈ {1, . . . , p(k)} wa¨hlt
und dann einen kompletten Protokolldurchlauf von H` mit Z, Funktionalita¨ten
{Fi} ∪ {Gj} und einem Angreifer H` simuliert. Wieder wird das Scheduling in der
Simulation mit dem tatsa¨chlichen Scheduling synchronisiert; allerdings werden Ein-
gaben und Nachrichten, welche einen Pra¨fix ` haben (also im `-ten Protokollstrang
innerhalb von H` vorkommen), als Eingaben an die nicht-simulierten, mit Z inter-
agierenden Parteien P i weitergeleitet bzw. in entsprechende Anweisungen an den
mit Z laufenden Angreifer A umgewandelt. Analog werden nicht-simulierte Aus-
gaben der P i und vom Angreifer A gemeldete Nachrichten nach Vorstellen eines
Pra¨fix ` in die Simulation integriert. Z ha¨lt schließlich (mit der Ausgabe von Z),
wenn das simulierte Z ha¨lt.
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Damit ist nach Konstruktion fu¨r alle k ∈ Z
Z({Gj}, τ,Sq, k) = Z({Fi||p} ∪ {Gj||p}, H`−1,H`−1, k)
und
Z({Fi}, pi,Aq, k) = Z({Fi||p} ∪ {Gj||p}, H`,H`, k).
Da ` = mk mit Wahrscheinlichkeit 1/p(k) ist, fu¨hrt die Nicht-Vernachla¨ssigbarkeit
der Funktion aus (5.1) auf einen Widerspruch zu pi ≥s τ . Diese Reduktion ist auch
im Falle uneingeschra¨nkter Sicherheit anwendbar.
Das zeigt die erste Behauptung. Die zweite Behauptung folgt analog, sofern nur
das im idealen Modell leicht gea¨nderte Scheduling (d. h. die zweifache Aktivierung
der Dummy-Parteien in einer Runde) in der Konstruktion des Protokolls H` be-
ru¨cksichtigt wird.
Als Kombination der beiden Kompositionstheoreme ergibt sich folgende Anwen-
dung, welche das Analogon zum
”
universellen“ Kompositionstheorem aus [27] dar-
stellt:
Korollar 5.6. Sei p ∈ Z[k] mit p(k) > 0 fu¨r alle k ∈ Z. Sei weiter pi ein n-
Parteien-Protokoll im {Fi}-hybriden Modell, und sei τ ein n-Parteien-Protokoll
im {Gj}-hybriden Modell mit {Fi} ∩ {Gj} = ∅ und pi ≥s F (bzw. pi≥≥sF) fu¨r ein
F||p ∈ {Fi}. Dann gilt piτ ||p ≥s pi (bzw. piτ ||p≥≥s pi).
Intuitiv besagt Korollar 5.6, daß in einem gro¨ßeren Protokoll die Parallelisierung
einer idealen Funktionalita¨t durch ein parallelisiertes Protokoll ersetzt werden darf,
auch wenn nur bekannt ist, daß eine einfache Version des Protokolls eine einfache
Version der idealen Funktionalita¨t realisiert.
5.1.5 Schalenkonstruktionen
Das hier vorgestellte Modell erlaubt es einem Angreifer nicht, Nachrichten zu ver-
zo¨gern; das gilt selbst fu¨r Nachrichten, die von oder an eine ideale Funktionalita¨t
gesandt wurden. Damit ko¨nnen Funktionalita¨ten zwar in sehr detaillierter Art und
Weise formuliert werden, jedoch mag in vielen praktischen Fa¨llen eine Abstraktion
von gewissen Auslieferungsdetails wu¨nschenswert sein. Genauer kann gewu¨nscht
sein, dem Angreifer – bis zu einem gewissen Grad – die Auslieferung der Nachricht
zu u¨berlassen.
Hierzu soll eine Idee aus Backes [6] aufgegriffen werden: Parteien eines Proto-
kolls und Funktionalita¨ten werden dazu mit
”
Schalen“ ausgeru¨stet, welche ein Rah-
menprogramm fu¨r die Partei bzw. Funktionalita¨t darstellen. (Eine solche
”
Schale“
wurde in [6] benutzt, um in einem synchronen Modell formulierte Maschinen in
einem asynchronen Modell darzustellen.)
Genauer soll fu¨r eine ITM M – wobei man hier an eine Partei oder ideale Funk-
tionalita¨t denken sollte – die (precv, psend, clk)-Schale [M ](precv, psend, clk) (oft auch
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[M ] genannt, wenn der Kontext klar ist) von M fu¨r precv, psend ∈ Z[k] ∪ {∞} und
clk ∈ {async, sync} definiert werden.
Intern simuliert [M ] die urspru¨ngliche Maschine M und leitet Ein- und Aus-
gaben sowie jede Kommunikation mit A direkt an bzw. von M weiter. Anderer-
seits wird u¨ber jede eingehende Nachricht m mit Absender S 6= A zuna¨chst A
durch eine Nachricht
”
receive-request(j, S)“ informiert, wobei j einfach eine von
[M ] vergebene laufende Nummer darstellt. Erha¨lt [M ] dann von A eine Nachricht
”
receive-permission(j)“, so wird nicht diese Nachricht, sondern die urspru¨ngliche
Nachricht m von S zu M durchgestellt.
Auf diese Weise wird aber eine Nachricht nie la¨nger als precv(k) Runden (also
Aktivierungen bzw.
”
computation“-Eingaben fu¨r Parteien bzw. ideale Funktiona-
lita¨ten M) zuru¨ckgehalten. Gegebenenfalls findet eine automatische Auslieferung
von m statt.
Analog wird A u¨ber die Existenz und den Empfa¨nger ausgehender Nachrichten
von M mittels einer
”
send-request(j, R)“-Nachricht informiert. Ein tatsa¨chliches
Senden der Nachricht von [M ] findet dann nach einer
”
send-permission(j)“-Nach-
richt von A oder automatisch nach psend(k) Runden statt.
Ist clk = sync, so wird die interne M -Simulation von [M ] bei jeder Aktivierung
von [M ] aktiviert; eine etwaige
”
computation“-Eingabe wird dabei weitergeleitet.
Fu¨r clk = async hingegen wird M nur bei eingehenden Nachrichten und Eingaben
in 6= computation aktiviert. (
”
computation“-Eingaben werden also durch [M ] un-
terdru¨ckt.) Dabei wirdM zuna¨chst fu¨r jede eingegangene Eingabe einmal aktiviert
und anschließend fu¨r jede eingegangene Nachricht; die Nachrichten werden dabei
in der Reihenfolge der Senderidentita¨ten abgearbeitet.
Schließlich ha¨lt [M ] an, sobald M angehalten hat und alle von M gesendeten
Nachrichten von [M ] abgeschickt wurden. Eine polynomiale Beschra¨nkung von [M ]
pro Aktivierung kann durch geeignete Ku¨rzung der betrachteten Nachrichten her-
beigefu¨hrt werden. (Fu¨r Details hierzu sei auf [82] verwiesen.)
Mit einer solchen Schalenkonstruktion ko¨nnen beispielsweise Netzwerke model-
liert werden, in denen zwar eine Nachrichtenauslieferung garantiert wird, aber in
denen – aus Sicht einer Protokollmaschine – keine a-priori-Schranken fu¨r die tat-
sa¨chliche Gu¨te der betrachteten Kommunikationsleitungen vorliegen. Zudem ko¨n-
nen ideale Funktionalita¨ten betrachtet werden, welche in einem asynchronen und
nachrichtengetriebenen Modell wie [27] formuliert wurden – es muß eine solche
Funktionalita¨t nur mit einer geeigneten Schale versehen werden.
5.1.6 Verbindungen zu anderen Modellen
Im in den vorigen Kapiteln eingehend besprochenen Modell [27] konnten zahlreiche
konkrete Protokolle bzw. Protokollkonstruktionen untersucht werden. Die in dieser
Arbeit behandelten Protokollaufgaben stellen dabei nur eine kleine Auswahl dar.
Aus diesem Grund wa¨re es sehr interessant, bereits bestehende Resultate, welche
im Modell aus [27] (bzw. Abschnitt 3.1) formuliert wurden, auch im in diesem Ka-
pitel behandelten Modell formulieren zu ko¨nnen. Hierbei ko¨nnte Gebrauch von den
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gerade vorgestellten Schalenkonstruktionen gemacht werden, um asynchron for-
mulierten Maschinen einen asynchronen Protokollablauf vorzugaukeln. (Mit einem
a¨hnlichen Resultat konnte beispielsweise eine Verbindung zwischen dem synchronen
Modell [116] und seiner asynchronen Auspra¨gung [117] hergestellt werden.)
Insbesondere zwei Details erschweren die Aufgabe fu¨r das asynchrone Modell aus
Abschnitt 3.1: die dortigen Maschinen werden aufgrund der nachrichtengetriebenen
Natur des dortigen Schedulings jeweils nur mit einer Nachricht auf einmal aktiviert.
Zudem wird, falls eine Maschine keine Nachrichten sendet oder Eingaben gibt, im
Modell aus Abschnitt 3.1 die Umgebung Z aktiviert. Im analogen Fall wird im in
diesem Kapitel vorgestellten Modell allerdings der Angreifer A aktiviert.
Dennoch kann in einem eingeschra¨nkten Sinn das asynchrone Scheduling aus
Abschnitt 3.1 synchron formuliert werden. Hierbei werden Sicherheitseigenschaf-
ten erhalten, was als Beleg dafu¨r gewertet werden kann, daß Sicherheit im hier
vorgestellten synchronen Modell keine zu strikte Forderung ist.
Zuna¨chst muß sich hier auf strikt polynomial beschra¨nkte Umgebungen und An-
greifer aus dem asynchronen Modell aus Abschnitt 3.1 beschra¨nkt werden. Dies
ist die in [27] vorgeschlagene Komplexita¨tsklasse dieser Maschinen, jedoch soll
nicht verschwiegen werden, daß diese Forderung nicht unproblematisch ist, vgl. Ab-
schnitt 3.2.2.
Weiter soll von einer idealen Funktionalita¨t F im Sinne des asynchronen Modells
aus Abschnitt 3.1 gesagt werden, daß sie nicht mit dem Angreifer kommuniziert,
wenn sie (a) nie eine Nachricht an den Angreifer sendet und (b) alle Nachrichten
vom Angreifer ignoriert (d. h. F geht sofort in einen unvera¨nderten Wartezustand
u¨ber, wenn eine Nachricht vom Angreifer eintrifft).
Sei also fu¨r ein reales Protokoll pi = {P1, . . . , Pn} im Sinne von Abschnitt 3.1
mit [pi]UC = {P ′1, . . . , P ′n} das Protokoll mit P ′i = [Pi](∞, 0, async) bezeichnet. Mit
anderen Worten: [pi]UC ist eine synchrone Variante von pi, in der effektiv nur der
Angreifer Nachrichten ausliefern kann.
Ideale Funktionalita¨ten in der urspru¨nglichen Formulierung von [27] werden nicht
u¨ber Korruptionen informiert. Eine Schale im hier vorgestellten synchronen Mo-
dell, welche zur Einbettung einer asynchron formulierten idealen Funktionalita¨t F
gedacht ist, darf also solche Korruptionsinformationen nicht an die interne Simu-
lation von F weiterleiten. Sei also [F ]UC identisch mit [F ](0,∞, async), außer daß
[F ]UC keine Korruptionsbenachrichtigungen an F weitergibt. Intuitiv ko¨nnen so
asynchron formulierte Funktionalita¨ten in ein synchrones Modell eingebettet wer-
den, indem einfach die Auslieferung einer Nachricht an eine Partei dem Angreifer
u¨berlassen wird.
Nun soll auch eine Einbettung von Funktionalita¨ten im Sinne von [39], welche
Korruptionsbenachrichtigungen erwarten, und welche zudem in einem leicht gea¨n-
derten Scheduling (vgl. Abschnitt 4.1.4) formuliert sind, ermo¨glicht werden. Dazu
sei [F ]UC′ identisch zu [F ](∞,∞, async), bis auf die Tatsache, daß im Falle einge-
hender Nachrichten von einer Partei zusa¨tzlich zu der Benachrichtigung u¨ber die
eingegangene Nachricht auch die
”
Header“ dieser Nachricht an A gegeben werden.
Es sei hier daran erinnert, daß der Angreifer im gea¨nderten Scheduling von [39]
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auch Nachrichten auf dem Weg zur idealen Funktionalita¨t verzo¨gern bzw. blockie-
ren darf. Um dennoch ungu¨ltige Eingaben zu identifizieren, erha¨lt er im Modell
von [39] die
”
Header“ solcher Nachrichten. Fu¨r eine eingehendere Diskussion sei
auf Abschnitt 4.1.4 verwiesen.
Hiermit kann das folgende Resultat formuliert werden:
Satz 5.7. Sei F eine ideale Funktionalita¨t, welche nicht mit dem Angreifer kom-
muniziert. Wenn pi ≥ F bezu¨glich authentifizierter Kana¨le fu¨r ein reales Protokoll
pi im Modell von [27] gilt, dann gilt [pi]UC ≥s [F ]UC im hier vorgestellten synchro-
nen Modell. Gilt pi ≥ F bezu¨glich authentifizierter Kana¨le fu¨r ein reales Protokoll
pi im Modell von [39], so ist [pi]UC ≥s [F ]UC′.
Beweis. Sei pi ≥ F bezu¨glich authentifizierter Kana¨le im asynchronen Modell aus
Abschnitt 3.1 fu¨r eine Funktionalita¨t F , welche nicht mit dem Angreifer kommu-
niziert. Fu¨r p ∈ Z[k] mit p(k) > 0 fu¨r alle k ∈ Z bezeichne A˜p die p-Restriktion
des Dummy-Angreifers aus Abschnitt 3.1.5: A˜p simuliert A˜, erzwingt dabei aber
durch vorzeitigen Abbruch bzw. vorzeitiges Anhalten, daß A˜p pro Aktivierung nie
la¨nger als p(k) Turing-Schritte la¨uft und nach p(k) Aktivierungen anha¨lt.
Nach Annahme gibt es fu¨r jedes q ∈ Z[k] (q(k) > 0) einen Simulator S˜q, so
daß fu¨r jede Umgebung Z˜ im Sinne von Abschnitt 3.1 die Funktion Advpi,FA˜q ,S˜q ,Z˜(k)
vernachla¨ssigbar in k ist (vgl. Abschnitt 3.1.4). Nach Annahme u¨ber F darf dabei
ohne Beschra¨nkung der Allgemeinheit davon ausgegangen werden, daß kein S˜q je
eine Nachricht an F sendet.
Sei nun p ∈ Z[k] (p(k) > 0) beliebig, und sei Ap der p-beschra¨nkte Dummy-An-
greifer im synchronen Modell (siehe Abschnitt 5.1.3). Es wird nun ein entspre-
chender Simulator S im synchronen Modell beschrieben; es sei dabei wieder an-
genommen, daß S die p-Beschra¨nkung von Ap respektiert (vgl. auch den Beweis
zu Lemma 5.3). Intern simuliert S eine Instanz von S˜q fu¨r ein hinreichend großes
Polynom q ∈ Z[k] (siehe unten). Dabei verfa¨hrt S wie folgt:
• Fu¨r S˜q sind alle Nachrichten sichtbar, u¨ber welche S von [F ] durch entspre-
chende
”
send-request“-Nachrichten informiert wurde. Will S˜q eine dieser
Nachrichten ausliefern, sendet S die jeweilige
”
send-permission“-Nachricht
an [F ].
•
”
write“-Anweisungen von Z werden von S gespeichert. Wenn der Sender kor-
rumpiert und der Empfa¨nger unkorrumpiert ist, wird in der jeweils na¨chsten
Runde eine
”
receive-request“-Nachricht vom Empfa¨nger der Nachricht an
den Angreifer simuliert. Sobald S ein
”
next-round“-Kommando von Z emp-
fa¨ngt, werden alle gu¨ltigen gespeicherten
”
receive-permission“-Nachrichten
in Anfragen an S˜q u¨bersetzt, die entsprechende Nachricht an eine Partei aus-
zuliefern.
• Korruptionsanfragen von S werden an S˜q weitergeleitet. Will S˜ dann eine
Partei Pi korrumpieren, korrumpiert S zuna¨chst die Dummy-Partei P˜i und
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versorgt S˜q dann mit der Zustandsfolge und den Bandinhalten von P˜i. Der
dann von S˜q zuru¨ckgelieferte Pi-Zustand wird vor der Ru¨ckgabe an Z dann
wie folgt angepaßt: Es wird eine Schale [Pi] hinzugefu¨gt, und alle vorher
erhaltenen
”
send-request“- bzw.
”
receive-request“-Nachrichten, sowie von
S gesandte
”
receive-permission“-Nachrichten werden in den Zustand von
[Pi] integriert.
• Eine von S an Z zu liefernde Sicht wird durch eine Anfrage bei S˜q nach
zwischen Parteien zu simulierenden Nachrichten konstruiert; diese werden
dann als entsprechende
”
send-request“-Nachrichten und – in der na¨chsten
Runde – als
”
receive-request“-Nachrichten gemeldet.
Damit kann q nun nachtra¨glich so gewa¨hlt werden, daß S˜q bei einer solchen Simu-
lation nie ha¨lt und genu¨gend große Sichten fu¨r S liefern kann. (Ein solches q muß
es geben, denn es kommuniziert kein S˜q mit F .)
Sei Z eine Umgebung im synchronen Modell. Sei dann Z˜ die Umgebung im
Sinne von Abschnitt 3.1, welche intern Z simuliert und mit der Ausgabe von Z
ha¨lt, wenn Z ha¨lt. Die Idee hinter Z˜ ist, dem simulierten Z eine Sicht wie bei einer
Ausfu¨hrung im synchronen Modell zu geben. Dazu verfa¨hrt Z˜ wie folgt:
• Bei der ersten Aktivierung von Z erha¨lt Z eine
”
round-start“-Eingabe.
• Jede Eingabe, welche Z den Parteien gibt, wird von Z˜ gespeichert, bis Z
dem Angreifer eine
”
next-round“-Nachricht schickt. Dann aktiviert Z – in
Reihenfolge der Parteiidentita¨ten – alle Parteien, welche von Z Eingaben be-
kommen haben, nacheinander mit diesen Eingaben. Danach wird Z wieder
mit einer
”
round-start“-Eingabe aktiviert, und es werden fu¨r Z alle Ausga-
ben sichtbar, welche von den Parteien generiert wurden.
• Jede von
”
next-round“ verschiedene Nachricht von Z an den Angreifer be-
handelt Z˜ wie S: Genauer wird fu¨r Z eine Antwort durch eine Anfrage von
Z˜ beim jeweiligen Angreifer generiert; die dabei erhaltenen Nachrichten wer-
den wie in der Beschreibung von S umformatiert.
”
write“-Anweisungen wer-
den gespeichert und beim na¨chsten
”
next-round“-Kommando an den An-
greifer weitergeleitet. (Anweisungen, eine
”
receive-permission“-Nachricht
zu schreiben, werden dabei wie beschrieben umgewandelt.) Korruptionskom-
mandos werden an den Angreifer weitergeleitet und der zuru¨ckgelieferte Zu-
stand mit einer Schale versehen. Korruptionsbenachrichtigungen werden von
Z˜ an Z weitergeleitet.
Durch das Zwischenspeichern aller Nachrichten bis zur na¨chsten Runde simuliert
Z˜ fu¨r Z gerade ein Scheduling und eine Nachrichtenauslieferung wie bei einer
Ausfu¨hrung im synchronen Modell. Hierbei ist entscheidend, daß nach Annahme
keine Kommunikation zwischen S und F stattfindet: Andernfalls ko¨nnte F wa¨hrend
einer Kommunikation zwischen Z und S˜q aktiviert werden, oder S˜q ko¨nnte in der
simulierten Parteiberechnungsphase aktiviert werden.
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Genauer hat fu¨r alle k ∈ N die Ausgabe von Z˜ bei Protokollabla¨ufen mit A˜q
und pi die gleiche Verteilung wie Z(∅, [pi],Ap, k). Weiter hat die Ausgabe von Z˜ bei
Protokollabla¨ufen mit S˜q die gleiche Verteilung wie Z([F ],S, k). Damit folgt [pi] ≥s
[F ] im synchronen Modell. Fu¨r Protokolle und Funktionalita¨ten im Modell [39]
gelingt ein analoger Beweis, wobei nur offensichtliche Anpassungen bezu¨glich der
Auslieferung von Nachrichten an die ideale Funktionalita¨t vorzunehmen sind.
5.1.7 Offene Fragen
Nun stellt sich die Frage, ob auch eine a¨hnliche Einbettung der anderen Model-
le [116, 26, 117], Backes u. a. [11] mo¨glich ist. Das synchrone Modell aus [26]
fokussiert Protokolle zur sicheren Funktionsauswertung und betrachtet nur Um-
gebungen, welche nicht in einen Protokollablauf eingreifen; insofern scheint eine
Beziehung zu diesem Modell nicht offensichtlich.
Die Arbeiten [116] bzw. [117, 11] betrachten synchrone bzw. asynchrone Netz-
werkmodellierungen, in denen die betrachteten Kommunikations- und Scheduling-
modelle nicht unerheblich von den hier und in [27] betrachteten Modellen abwei-
chen. Auch hier erscheint eine Verbindung nicht offensichtlich; andererseits wa¨re
eine solche Verbindung a¨ußerst gewinnbringend, da dadurch mo¨glicherweise viele in
den Modellen [116, 117, 11] gewonnene strukturelle Resultate (z. B. [116], Backes
u. a. [10], Backes und Pfitzmann [9]) u¨bertragen werden ko¨nnten.
Auch ist eine Untersuchung des Gu¨ltigkeitsbereichs der Umkehrung von Satz 5.7
interessant. Folgt (fu¨r eine gewisse Klasse von Protokollen und Funktionalita¨ten)
schon Sicherheit im Sinne von [27] aus dem hier vorgestellten Sicherheitsbegriff
im synchronen Modell? Es kann auch eine Verallgemeinerung von Satz 5.7 dahin-
gehend angestrebt werden, daß auch gewisse Funktionalita¨ten betrachtet werden,
welche mit dem Angreifer kommunizieren; die meisten schon vorgestellten konkre-
ten Funktionalita¨ten informieren den Angreifer in der Tat u¨ber gewisse Eingaben.
(Dies mag fu¨r viele Funktionalita¨ten im Sinne von [39] schon gar nicht mehr no¨-
tig sein, da hier der Angreifer ohnehin Benachrichtigungen u¨ber die Header der
gemachten Eingaben erha¨lt, vgl. Abschnitt 4.1.4.)
Weiter deckt Satz 5.7 nur reale, aber keine hybriden Realisierungen einer Funk-
tionalita¨t F ab. (Insbesondere von Interesse sind hier etwa das in [39] benutzte
FCRS-hybride Modell oder das in Abschnitt 4.2 benutzte FRO-hybride Modell.)
Diesbezu¨gliche Erweiterungen der Aussage von Satz 5.7 ko¨nnten also eine weitere
Na¨he zu den Modellen [27, 39] aufdecken.
5.2 Ein Unvollsta¨ndigkeitsresultat
Der verbleibende Teil dieses Kapitels soll sich nun damit bescha¨ftigen, strukturel-
le Unterschiede zwischen dem soeben besprochenen synchronen Modell und den
asynchronenen Modellen aus [27, 39] aufzuzeigen. Genauer soll eine konkrete Pro-
tokollaufgabe angegeben werden, welche im hiesigen synchronen Modell selbst von
141
5 Netzwerkmodellierungen
beliebig vielen
”
Oblivious-Transfer“- und
”
Broadcast“-Bausteinen nicht realisiert
werden kann. Andererseits kann im asynchronen Modell von [39] mittels
”
Oblivious
Transfer“ und
”
Broadcast“ (fast7) jede Funktionalita¨t realisiert werden – insbeson-
dere die im synchronen Modell nicht realisierbare Protokollaufgabe.
Wie der Beweis zeigen wird, liegt das Problem fu¨r diese Diskrepanz nicht in einer
ku¨nstlichen Formulierung der trennenden Protokollaufgabe. Vielmehr ist der tiefere
Grund fu¨r die Trennung, daß im Falle von Konflikten zwischen zwei Parteien, im
Verlaufe derer klar wird, daß eine der beiden Parteien korrumpiert ist und sich nicht
an das Protokoll ha¨lt, ein Protokoll im allgemeinen nicht fortgesetzt werden kann.
In einem asynchronen Modell ist dies nicht tragisch, da dann das Protokoll gefahrlos
abgebrochen werden kann – fu¨r eine Simulation eines solchen Abbruchs unterla¨ßt
es der Simulator dann einfach, Ausgaben der idealen Funktionalita¨t auszuliefern.
Andererseits muß in einem synchronen Modell (oder auch nur einem Modell mit
einem verla¨ßlichen Netzwerk, welches etwa durch die schon bekannten Schalenkon-
struktionen modelliert werden kann) auch im Falle korrumpierter Parteien eine
Protokollausgabe garantiert werden. Das reale (oder hybride) Protokoll muß also
in jedem Fall fortgesetzt werden. Hierzu kann es no¨tig sein, den Betru¨ger (d. h. die
korrumpierte Partei) zu identifizieren. Der nachfolgende Beweis zeigt, daß dies im
allgemeinen nicht mo¨glich ist.
5.2.1 Die betrachteten Hilfsfunktionalita¨ten
Es soll zuna¨chst mit der Vorstellung der benutzten Protokollbausteine begonnen
werden. Als erstes ist in Abbildung 5.1 eine Idealisierung eines Broadcast-Kanals
dargestellt. Dessen Funktion braucht nicht weiter kommentiert zu werden; es soll
nur darauf hingewiesen werden, daß fu¨r eine polynomiale Laufzeitbeschra¨nkung
per Aktivierung eine Parametrisierung u¨ber eine polynomiale Maximalla¨nge der
Eingaben no¨tig ist.
Die Funktionalita¨t F `BC
Protokollteilnehmer: F `BC, Umgebung Z, Parteien P1, . . . , Pn und Angreifer S.
F `BC ist parametrisiert u¨ber ein Polynom ` ∈ Z[k]. Pro Aktivierung wird nur die
erste erhaltene Nachricht betrachtet.
• Bei Erhalt einer Nachricht m ∈ {0, 1}l mit 1 ≤ l ≤ `(k) von einer Partei
Pi: Sende (Pi,m) an alle Parteien und an S.
Abbildung 5.1: Die Idealisierung F `BC eines Broadcast-Kanals aus [82]
Weiter soll der Baustein
”
Oblivious Transfer“ betrachtet werden. Er ermo¨glicht
es einer Partei Pi, einer Partei Pj zwei Bits x1 und x2 anzubieten; Pj darf dann
7Wie schon angedeutet, mu¨ssen hier direkte Funktionalita¨ten und solche Funktionalita¨ten aus-
geschlossen werden, welche von ihrem Wissen um Korruptionen Gebrauch machen.
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m ∈ {1, 2} wa¨hlen und erha¨lt xm, nicht aber x3−m. Umgekehrt erfa¨hrt Pi nicht,
welches Bit Pj gewa¨hlt hat.
8 In Abbildung 5.2 ist eine Formulierung von Oblivious
Transfer als ideale Funktionalita¨t angegeben.
Die Funktionalita¨t FOT
Protokollteilnehmer: FOT, Umgebung Z, Parteien P1, . . . , Pn und Angreifer S.
Pro Aktivierung wird nur die erste erhaltene Nachricht betrachtet.
1. Bei Erhalt von (Sender, Pi, Pj, x1, x2) mit x1, x2 ∈ {0, 1} von Pi: Speichere
diese Nachricht und sende (Sender, Pi, Pj) an S; ignoriere jede weitere
Nachricht fu¨r diesen Wert von (Pi, Pj).
2. Bei Erhalt von (Receiver, Pi, Pj,m) mit m ∈ {1, 2} von Pj: Speichere
diese Nachricht und sende (Receiver, Pi, Pj) an S; ignoriere jede weitere
Nachricht fu¨r diesen Wert von (Pi, Pj).
3. Wenn zu irgendeinem Zeitpunkt fu¨r irgendwelche Pi, Pj sowohl eine
(Sender, Pi, Pj, x1, x2)-Nachricht als auch eine (Receiver, Pi, Pj,m)-Nach-
richt gespeichert sind: Sende (einmalig) (Transferred, Pi, Pj, xm) an Pj
und (Transferred, Pi, Pj) an S.
Abbildung 5.2: Die Idealisierung FOT von Oblivious Transfer aus [82]
5.2.2 Vollsta¨ndigkeit im asynchronen Modell
Bezu¨glich klassisch sicherer Funktionsauswertungen existieren eine Reihe von Pro-
tokollkonstruktionen (etwa Kilian [94], Goldwasser und Levin [74], Cre´peau
u. a. [51]), welche ausschließlich Oblivious-Transfer-Bausteine (und gegebenenfalls
einen Broadcast-Kanal) verwenden; die angegebenen Konstruktionen beno¨tigen fu¨r
Sicherheitsaussagen dabei noch nicht einmal komplexita¨tstheoretische Annahmen
wie etwa die Existenz von Einwegfunktionen.
Auf der anderen Seite wird im simulierbarkeitsbasierten Modell von [39] eine
generelle Realisierbarkeitsaussage fu¨r als ITMs formulierte idealisierte Funktiona-
lita¨ten angegeben. Hierzu wird die Protokollkonstruktion von Goldreich u. a.
aus [73] in erweiterter Form benutzt.
Genauer werden fu¨r in einem solchermaßen konstruierten Protokoll die Protokoll-
bausteine
”
Global Bit Commitment“9 und
”
Broadcast“ beno¨tigt. Auf diese Weise
sind diese beiden Bausteine fu¨r das asynchrone Modell aus [39] – unter geeigne-
ten komplexita¨tstheoretischen Annahmen und im schon angesprochenen Sinne nur
”
fast“ – vollsta¨ndig.
8Gelegentlich – etwa in der urspru¨nglichen Fassung aus Rabin [120] – wird Oblivious Transfer
als verrauschter Kanal modelliert.
9Dieser sogleich genauer zu untersuchende Protokollbaustein wird in [39] ”One-to-Many-Com-
mitment“ genannt.
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Es soll kurz skizziert werden, warum in einem asynchronen Modell wie [39] schon
mit mehreren Oblivious-Transfer-Bausteinen und einem Broadcast-Kanal die Funk-
tionalita¨t
”
Global Bit Commitment“ implementiert werden kann. Zuna¨chst sei die
Protokollaufgabe
”
Global Bit Commitment“ informell als Verallgemeinerung von
”
Bit Commitment“ (siehe auch Abschnitt 4.2) beschrieben, die es einer Partei er-
laubt, sich bei allen anderen (und nicht nur bei einer anderen) Partei auf ein Bit
festzulegen.
Abgesehen davon stimmt
”
Global Bit Commitment“ mit
”
Bit Commitment“ u¨ber-
ein; es ergibt sich eine ideale Funktionalita¨t FGCOM, wie sie in Abbildung 5.3 dar-
gestellt ist. (Der Einfachheit halber verwaltet diese Funktionalita¨t im Gegensatz
zu den Funktionalita¨ten aus Abschnitt 4.2 nur ein Commitment pro Partei; die
Aussage des na¨chsten Abschnitts wird dadurch nur gesta¨rkt.)
Die Funktionalita¨t FGCOM
Protokollteilnehmer: FGCOM, Umgebung Z, Parteien P1, . . . , Pn und Angreifer S.
In jeder Aktivierung wird nur die erste erhaltene Nachricht betrachtet.
• Commit-Phase: Bei Erhalt einer Nachricht (Commit, b) mit b ∈ {0, 1}
von einer Partei Pi: Speichere das Tupel (Pi, b) und sende (Receipt, Pi) an
alle Parteien und S. Ignoriere weitere Commit-Nachrichten von Pi.
• Aufdeck-Phase: Bei Erhalt einer Nachricht (Reveal) von einer Par-
tei Pi: Wenn ein Tupel (Pi, b) gespeichert wurde, sende die Nachricht
(Reveal, Pi, b) an alle Parteien und S. Ansonsten tue nichts.
Abbildung 5.3: Die ideale Funktionalita¨t FGCOM aus [82]
Betrachtet man die gerade vorgestellten Funktionalita¨ten im asynchronen Modell
von [39], so kann schon im FOT-hybriden Modell die Funktionalita¨t FMCOM aus [39]
(vgl. auch Abschnitt 4.2.1) realisiert werden. Um ein Commitment auf ein Bit b zu
generieren, mu¨ssen lediglich k FOT-Instanzen mit ”(Sender, Pi, Pj, b⊕ rl, rl)“-Ein-
gaben fu¨r gleichverteilte Bits r1, . . . , rk aufgerufen werden. Aufdecken eines Com-
mitments erfolgt durch Senden von b und aller rl an Pj. Die Simulierbarkeit dieses
Protokolls ist leicht einzusehen.
Andererseits kann in einem asynchronen Modell wie [39] schon
”
Global Commit-
ment“ mit einem Broadcast-Kanal und Instanzen von FMCOM realisiert werden. Ein
Commitment bei allen Parteien kann durch einzelne Commitments mittels FMCOM
erfolgen; lediglich beim Aufdecken sendet jede Partei ihr (vorla¨ufiges) Aufdecker-
gebnis mittels Broadcast an alle anderen Parteien. Die Generierung einer Ausgabe
erfolgt jedoch erst, wenn ein Aufdeckergebnis von allen anderen Parteien besta¨tigt
wurde.
Dieses Protokoll kann asynchron simuliert werden, da ein Simulator
”
Reveal“-
Ausgaben von FGCOM beliebig lange verzo¨gern kann. Allerdings kann schon eine
korrumpierte Partei das gesamte Protokoll zum Abbruch bringen, wenn ihr bei-
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spielsweise die Ausgabe des Protokolls nicht gefa¨llt. (Da dies asynchron prinzipiell
immer mo¨glich ist, darf ein solches Protokoll nicht als trivial betrachtet werden;
siehe auch die Diskussion in Abschnitt 4.1.2.)
In diesem Sinne kann also – im asynchronen Modell [39] – mittels FOT und F `BC
(mit geeignetem `) schon FGCOM realisiert werden. In Kombination mit dem Er-
gebnis aus [39] sind damit die Funktionalita¨ten FOT und F `BC zusammengenommen
(fast) vollsta¨ndig.
5.2.3 Unvollsta¨ndigkeit im synchronen Modell
Man beachte, daß – wenn im hiesigen synchronen Modell betrachtet – noch mit dem
Problem der zu fru¨hen Festlegung auf Eingaben umgegangen werden muß (vgl. auch
Abschnitt 4.1.1). Ein Weg, dieses Problem zu lo¨sen, ist eine A¨nderung der idea-
len Funktionalita¨t wie etwa im Falle der Commitment-Funktionalita¨t FSCOM aus
Abschnitt 4.2.2. Um jedoch die gewu¨nschte Na¨he zu den Funktionalita¨ten aus [39]
herzustellen, kann man das dortige Scheduling – wie in Satz 5.7 – durch eine passen-
de Schale herstellen, welche im synchronen Modell die gleiche Situation herbeifu¨hrt
wie im Modell von [39].
Genauer sei [FOT]UC′(precv, psend) identisch zu [F ](precv, psend, async), bis auf die
Tatsache, daß im Falle eingehender Nachrichten von einer Partei zusa¨tzlich zu
der Benachrichtigung u¨ber die eingegangene Nachricht auch die
”
Header“ dieser
Nachricht an A gegeben werden. Der Header einer
”
(Sender, Pi, Pj, x1, x2)“-Nach-
richt mit x1, x2 ∈ {0, 1} bestehe dabei aus ”(Sender, Pi, Pj)“ und der Header ei-
ner
”
(Receiver, Pi, Pj,m)“-Nachricht mit m ∈ {1, 2} aus ”(Receiver, Pi, Pj)“. Alle
anderen Nachrichten haben einen Header der Form
”
(Invalid)“. Damit ist diese
Konstruktion wegen [FOT]UC′(∞,∞) = [FOT]UC′ eine Verallgemeinerung der fu¨r
die Formulierung von Satz 5.7 beschriebenen Schale [FOT]UC′ .
Seien weiter [FBC]UC′(precv, psend) und [FGCOM]UC′(precv, psend) die analogen Kon-
struktionen fu¨r die Funktionalita¨ten FBC bzw. FGCOM.
Dann kann die Unvollsta¨ndigkeit von Broadcast und Oblivious Transfer im hier
vorgestellten synchronen Modell wie folgt allgemein ausgedru¨ckt werden:
Satz 5.8. Seien `, pBC, pOT, precv, psend ∈ Z[k] alle > 0 fu¨r alle k ∈ Z. Dann ist
selbst im {[F `BC]UC′(0, 0)||pBC, [FOT]UC′(0, 0)||pOT}-hybriden synchronen Modell die
Funktionalita¨t [FGCOM]UC′(precv, psend) fu¨r n ≥ 3 Parteien nicht realisierbar.
Bevor ein Beweis angegeben wird, soll die Aussage des Satzes noch kommen-
tiert werden. Satz 5.8 sagt aus, daß selbst eine beliebige (polynomiale) Anzahl
von Oblivious-Transfer- und Broadcast-Instanzen, welche zudem alle Anfragen so-
fort beantworten, noch nicht hinreicht, um eine einzige Instanz von
”
Global Bit
Commitment“ zu implementieren. Diese Aussage steht in krassem Gegensatz zur
Vollsta¨ndigkeit von Oblivious Transfer und Broadcast im asynchronen Modell.
Beweis von Satz 5.8. Seien also Polynome `, pBC, pOT, precv, psend ∈ Z[k] gegeben,
fu¨r welche pi ≥s [FGCOM]UC′(precv, psend) mit einem 3-Parteien-Protokoll pi gelte, wel-
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ches im {[F `BC]UC′(0, 0)||pBC, [FOT]UC′(0, 0)||pOT}-hybriden Modell formuliert sei.
(Der folgende Beweis u¨bertra¨gt sich auf ein n-Parteien-Protokoll mit n > 3.)
Zur Herstellung eines Widerspruchs werden nun Umgebungen Z1, . . . ,Z5 ange-
geben, so daß eine dieser Umgebungen ein erfolgreicher Unterscheider zwischen pi
und Aq (fu¨r hinreichend großes q ∈ Z[k]) einerseits und [FGCOM] und dem ent-
sprechenden Sq andererseits sein muß. Fu¨r jedes dieser Zi wird angenommen, daß
Zi automatisch eine geeignete Beschneidung weitergeleiteter Nachrichten und Ein-
bzw. Ausgaben vornimmt, so daß Zi polynomial beschra¨nkt ist. Da die Wahl der
Zi unabha¨ngig von q ist, sei schon vorweg ein konkretes geeignetes q angenommen.
Alle folgenden Betrachtungen beziehen sich auf ein solches, hinreichend großes q.
Außerdem sei als platzsparende Abku¨rzung
H := {[F `BC]UC′(0, 0)||pBC, [FOT]UC′(0, 0)||pOT}
vereinbart. Eine kurze U¨bersicht u¨ber den gesamten Beweis ist in Abbildung 5.4
zu finden.
Es sei nun Z1 beschrieben. Z1 la¨ßt zu Anfang des Protokolls vom Angreifer die
Partei P2 korrumpieren. Z1 verwaltet dann intern eine Simulation P 2 von P2, welche
u¨ber den Angreifer am Protokoll teilnimmt; lediglich Nachrichten, welche P 2 direkt
an P1 schicken will, werden nicht weitergeleitet, genauso wie Nachrichten, die P1
an P2 schickt.
Z1 gibt nun der unkorrumpierten Partei P1 eine Eingabe ”(Commit, r)“ fu¨r ein
gleichverteiltes r ∈ {0, 1}. Dann wartet Z1 insgesamt precv(k) + psend(k) Runden
– erha¨lt dabei aber die Simulation P 2 aufrecht – auf eine mo¨gliche ”
Receipt“-
Ausgabe von P3. Kommt diese Ausgabe, gibt Z1 anschließend P1 eine ”(Reveal)“-
Eingabe und wartet wieder precv(k) + psend(k) Runden auf eine ”
(Reveal, P1, r)“-
Ausgabe von P3. Kommt diese Ausgabe, ha¨lt Z1 mit Ausgabe r⊕r. In allen anderen
Fa¨llen ha¨lt Z1 mit 1-Ausgabe.
Nach Definition und Wahl der Schalenparameter von FGCOM ist
Pr [Z1([FGCOM],Sq, k) = 0] = 1,
womit Pr [Z1(H, pi,Aq, k) = 0] u¨berwa¨ltigend in k sein muß. Deshalb generiert also
in Protokoll pi und in einem Protokollablauf mit Z1 die Partei P3 mit u¨berwa¨lti-
gender Wahrscheinlichkeit schließlich eine
”
(Reveal, P1, r)“-Ausgabe.
Sei Z2 identisch mit Z1, nur daß Z2 initial P1 korrumpieren la¨ßt und intern
eine Simulation P 1 von P1 (mit ”
frischem“ Zufallsband) u¨ber den Simulator am
Protokoll teilnehmen la¨ßt. Hierbei wird wieder alle direkte P 1-P2-Kommunikation
blockiert; die
”
Commit“-Eingabe bekommt die lokale Simulation P 1 von P1. In einem
Protokollablauf von Protokoll pi sind damit die Sicht von P1 und P 2 bei einem
Ablauf mit Z1 identisch mit den jeweiligen Sichten von P 1 bzw. P2 bei einem
Ablauf mit Z2. Insgesamt ist also auch die Sicht von P3 identisch in Abla¨ufen mit
pi und Z1 bzw. Z2, und es ist
Pr [Z2(H, pi,Aq, k) = 0]
146
5.2 Ein Unvollsta¨ndigkeitsresultat
P2
P3P1
FBC
P2
P3
FBC
P1
P1
P2
P3
FBC
P1
P2
P3
FBC
FBC
P1 P3
ﬁ
ﬁ
ﬁ
ﬁ
ﬁ
ﬁ
\
\
\
\
\
\


HH
HH ﬁ
ﬁ
ﬁ
ﬁ
ﬁ
ﬁ
\
\
\
\
\
\


HH
HH
ﬁ
ﬁ
ﬁ
ﬁ
ﬁ
ﬁ
\
\
\
\
\
\


HH
HH
ﬁ
ﬁ
ﬁ
ﬁ
ﬁ
ﬁ
\
\
\
\
\
\


HH
HH


HH
HH
e
e
e
e
e
eﬁ
ﬁ
ﬁ
ﬁ
ﬁ
ﬁ
Z1
rr
r = r ideal ⇒ r = r in pi
2.
4.
Z2
r
r = r in pi ⇒ r = r ideal
r
r
Z3
r
Pi-Pj-Komm. (inkl. OT)
blockierte Kommunikation
Ein- oder Ausgaben
oder Komm. mit FBC
gestr. Linien umranden Umgebungen
r
Notation:
r
Z4
r = r in pi ⇒ r = r ideal
r = r ideal ⇒ r = r in pi ⇒ S extrahiert r in Commit-Phase
r
S spielt P2 und extrahiert r
r
S
Z5
⇒ Widerspruch zu idealer Definition
5.
3.
1.
Abbildung 5.4: Kurzfassung des Beweises von Satz 5.8
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demnach u¨berwa¨ltigend in k. Also muß auch Pr [Z2([FGCOM],Sq, k) = 0] u¨berwa¨l-
tigend in k sein. Nach Definition der idealen Funktionalita¨t gibt damit also bei
Abla¨ufen mit Z2 nicht nur P3, sondern schließlich auch P2 eine ”(Reveal, P1, r)“-
Ausgabe. Mit einer offensichtlichen Modifikation Z3 von Z2 (welche ihre Ausgabe
von der Ausgabe von P2 statt der von P3 abha¨ngig macht) kann dann gezeigt wer-
den, daß auch in einem Protokollablauf mit pi die Partei P2 mit u¨berwa¨ltigender
Wahrscheinlichkeit schließlich solche
”
(Reveal, P1, r)“-Ausgabe generiert.
Sei nun Z4 identisch mit Z3, nur daß Z4 zusa¨tzlich zu P1 initial auch P3 kor-
rumpieren la¨ßt. Wie fu¨r P1 verwaltet Z4 intern eine Simulation P 3 von P3 (wie-
der mit
”
frischem“ Zufallsband). Allerdings wird die Kommunikation von P 3 ohne
Einschra¨nkungen u¨ber den Angreifer bzw. geeignete Z4-interne Simulationen ei-
nes Klartext- bzw. Oblivious-Transfer-Kanals zwischen P 1 und P 3 weitergeleitet.
Demnach ist also fu¨r alle k ∈ N
Pr [Z3(H, pi,Aq, k) = 0] = Pr [Z4(H, pi,Aq, k) = 0] ,
weshalb Pr [Z4([FGCOM],Sq, k) = 0] u¨berwa¨ltigend in k sein muß. Nach Konstruk-
tion von FGCOM und Z4 muß demnach Sq die Partei P2 dazu bringen, beizeiten
eine
”
Receipt“-Ausgabe zu generieren. Hierfu¨r muß Sq im Namen der korrumpier-
ten Partei P1 eine ”
(Commit, r)“-Eingabe an [FGCOM] schicken, wobei – um spa¨tere
Unterscheidung durch Z4 zu vermeiden – r das auch von Z4 gewa¨hlte Bit sein muß.
Mit anderen Worten: Sq muß das von P 1 gemachte Commitment brechen, und zwar
bevor Z4 ein Aufdecken des Commitments befiehlt.
Dies kann wie folgt genutzt werden, um den erwu¨nschten Widerspruch herbei-
zufu¨hren. Die Umgebung Z5 la¨ßt anfangs P2 und P3 korrumpieren und verwaltet
intern Simulationen P 3 und Sq von P3 bzw. Sq. Hierbei wird die Simulation Sq
anfangs angewiesen, P1 und P3 zu korrumpieren; verlangt Sq tatsa¨chlich Korrup-
tion dieser Parteien, versorgt Z5 die Simulation Sq mit dem initialen Zustand der
jeweiligen Dummy-Parteien. Der leitende Gedanke bei den folgenden U¨berlegungen
ist, der Simulation Sq den Eindruck eines Protokollablaufs mit Z4 zu vermitteln.
Hierzu verfa¨hrt Z5 folgendermaßen:
• Alle nicht via Broadcast gesendete Kommunikation zwischen P 3 und P1 (ge-
gebenenfalls also auch [FOT]||pOT-Benutzungen) wird durch den Angreifer
A, mit dem Z5 interagiert, von und zur unkorrumpierten Partei P1 weiter-
geleitet. Man beachte, daß Sq in einem Protokollablauf mit Z4 auf solche
Kommunikation keinen Zugriff hat.
• Alle nicht via Broadcast gesendete Kommunikation zwischen P 3 und P2 wird
in Form geeigneter
”
write“-Kommandos an Sq weitergeleitet. (Wie schon
angedeutet u¨bernimmt intuitiv Sq die Rolle von P2.)
• Alle nicht via Broadcast gesendete Kommunikation zwischen P1 und P2 wird
nicht weitergeleitet – dies ist der entscheidende Punkt in diesem Beweis.
Man beachte, daß zwar sowohl Sq als auch der nicht-simulierte Angreifer A
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erwarten, Kontrolle u¨ber diese Kommunikationskana¨le zu haben. Allerdings
kann diese Kommunikation blockiert werden, da alle bisherigen Ergebnisse
bezu¨glich der Umgebungen Z1, . . . ,Z4 hergeleitet wurden, welche die P1-P2-
Kommunikation ohnehin unterdru¨ckt haben.
• Sq wird angewiesen, sofort jede Nachricht von P2 an [FBC]||pBC auszuliefern;
”
Ausliefern“ meint hier Senden der jeweiligen
”
receive-permission“-Nach-
richt an die ideale Funktionalita¨t. Nach Definition von FBC lernt der Angreifer
– und damit auch Z5 – die mittels Broadcast zu sendende Nachricht darauf-
hin. Auf diese Weise durch P2 gesendete Nachrichten werden von Z5 sofort
an A weitergeleitet, um die jeweilige Nachricht im Namen von P2 mittels
[FBC]||pBC zu senden. (Natu¨rlich wird auch A angewiesen, diese Nachricht
sofort an [FBC]||pBC auszuliefern.)
• In analoger Weise werden von P1 via Broadcast versandte Nachrichten, wel-
che von A gemeldet werden, an Sq und P 3 weitergeleitet. Schließlich werden
Nachrichten, welche P 3 via Broadcast versenden will, an A und an Sq wei-
tergeleitet.
Z5 selbst gibt – genau wie die zuvor beschriebenen Zi – der unkorrumpierten
Partei P1 anfa¨nglich eine ”
(Commit, r)“-Eingabe, wartet jedoch dann darauf, daß
Sq eine ”(Commit, r)“-Nachricht im Namen von P1 an [FGCOM] schreibt. Falls Sq
selbst nach precv(k) + psend(k) Runden keine solche Nachricht schreibt, ha¨lt Z5 mit
Ausgabe r, andernfalls ha¨lt Z5 mit Ausgabe r ⊕ r.
Die gerade gegebenen Kommunikationsregeln stellen sicher, daß die Sicht von P 3
und damit die Sicht von Sq bei einem Protokollablauf mit Z5 und pi identisch ist mit
den Sichten von P 3 bzw. Sq bei einem Protokollablauf mit Z4 im [FGCOM]-idealen
Modell. Damit ist Pr [Z5(H, pi,Aq, k) = 0] also u¨berwa¨ltigend in k. Andererseits
muß
Pr [Z5([FGCOM],Sq, k) = 0] = 1
2
sein, da im idealen Modell die Bits r und r nach Definition von FGCOM statistisch
unabha¨ngig sind und r gleichverteilt ist. Insgesamt unterscheidet Z5 also erfolg-
reich Ausfu¨hrungen mit pi und Ap von Ausfu¨hrungen mit Sq und [FGCOM] – der
gewu¨nschte Widerspruch.
Fu¨r den n-Parteienfall mit n > 3 findet die gleiche Argumentation Anwendung,
wenn hier die Partei P3 als die Gesamtheit aller von P1 und P2 verschiedenen Partei-
en betrachtet wird. Man beachte, daß die garantierte Auslieferungseigenschaft des
Modells schon im ersten Beweisschritt benutzt wird: Ohne eine solche Eigenschaft
ko¨nnte nicht garantiert werden, daß selbst bei einem blockierten Kanal zwischen P1
und P2 das Protokoll zu einer Ausgabe kommt. Ein Simulator im idealen Modell,
welcher nicht an
”
Auslieferungspflichten“ gebunden ist, kann in solchen Konfliktfa¨l-
len immer die Auslieferung der
”
Receipt“- bzw.
”
Reveal“-Ausgaben unterdru¨cken.
Schließlich soll noch erwa¨hnt werden, daß der letzte Beweisschritt eine Adaption
des in Abschnitt 4.2.1 skizzierten Arguments aus Canetti und Fischlin [34] ist,
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welches Bit Commitment (fu¨r zwei Parteien) ohne Hilfsfunktionalita¨ten als nicht
simulierbar realisierbar zeigt. Der gesamt Vorbau des Beweises diente also letztlich
nur dazu, die Situation auf ein Zwei-Parteien-Commitment zu reduzieren.
Die Sta¨rke des gegebenen Beweises soll noch durch folgende Bemerkung unter-
mauert werden: Man ko¨nnte einwerfen, daß eine Funktionalita¨t FGCOM ohnehin
schwer zu realisieren ist, da eine Simulation immer noch gu¨ltig sein muß, selbst
wenn realer und idealer Angreifer angehalten haben. (Man beachte, daß im synchro-
nen Modell aus gutem Grund eine strikte polynomiale Beschra¨nkung der Angreifer
gefordert wurde.) Eine hinreichend langlebige Umgebung ko¨nnte so zuna¨chst poly-
nomial viele Runden
”
abwarten“, bis realer und idealer Angreifer gehalten haben
mu¨ssen, und erst dann mit dem eigentlichen Protokollablauf beginnen.
Diese Problematik la¨ßt sich durch Funktionalita¨ten behandeln, welche nach po-
lynomial vielen Runden halten bzw. keine Dienste mehr garantieren. Auf diese
Weise kann eine polynomiale Laufzeit eines Simulators gewa¨hlt werden, so daß
der Simulator erst anha¨lt, wenn auch die ideale Funktionalita¨t gehalten hat; das
beschriebene Problem tritt nicht mehr auf.
Nun gilt der Beweis von Satz 5.8 auch fu¨r solchermaßen
”
ku¨nstlich beschra¨nk-
te“ Versionen von FGCOM; das im Beweis ausgenutzte Problem ist kein Laufzeit-
problem, sondern eine prinzipielle Eigenschaft von verla¨ßlichen Netzwerken. (Eine
weitergehende Untersuchung und Klassifizierung a¨hnlicher Eigenschaften verla¨ßli-
cher Netzwerke ist in Backes, Hofheinz, Mu¨ller-Quade und Unruh [8] zu
finden.)
5.2.4 Offene Fragen
Wie gerade angedeutet ist nach einem etwas versto¨renden Resultat wie der soeben
gegeben Trennung von synchronen und asynchronen Netzwerken vor allem eine
weitergehende Untersuchung interessant. Vor allem ko¨nnte gehofft werden, eine
teilweise
”
Hierarchie“ von Netzwerken aufzubauen, und (Nicht-)Implikationen von
induzierten Sicherheitsbegriffen zu finden. Diesbezu¨gliche Resultate konnten in [8]
gefunden werden.
Auch ko¨nnten durch die Suche nach einer vollsta¨ndigen Kombination von Funk-
tionalita¨ten im gerade gegebenen synchronen Modell neue strukturelle Einsichten
in die Verbindung von synchronen und asynchronen Sicherheitsbegriffen gewonnen
werden. Ist u¨berhaupt eine allgemeine simulierbare Protokollkonstruktion in einem
synchronen Modell mo¨glich?
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Einerseits zeigen die in Kapitel 2 exemplarisch fu¨r Public-Key-Systeme gemach-
ten Betrachtungen, daß fu¨r die Beurteilung der Sicherheit eines kryptographischen
Systems notwendig ein formaler Rahmen geschaffen werden muß. Es mu¨ssen also
Annahmen etwa u¨ber den Umfang mo¨glicher Angriffe oder die Gu¨te des Kommu-
nikationsnetzwerks getroffen werden.
Andererseits ha¨ngen die bei einem solchem Vorgehen erzielten Ergebnisse in a¨u-
ßerst sensibler Weise von den getroffenen Annahmen ab; hier sei insbesondere auf
die Abschnitte 4.1.4, 3.2.2 und speziell auf Kapitel 5 hingewiesen.
Allerdings ist nicht nur aus a¨sthetischen Gru¨nden eine Abstraktion – etwa in
Form eines geeigneten Kalku¨ls – dynamischer Protokollabla¨ufe wu¨nschenswert. Ei-
ne weitere Motivation bietet hier die gegenwa¨rtige Komplexita¨t von Sicherheitsbe-
weisen fu¨r reaktive Systeme. Insbesondere problematisch ist dabei, daß mit dieser
Komplexita¨t auch eine Fehleranfa¨lligkeit einhergeht, wie die Kapitel 3 und 4 an-
hand verschiedener in der Literatur zu findender Beweise aufzeigen.
Damit ergibt sich das Dilemma, daß zwar aufgrund der komplexen Natur dyna-
mischer Protokollabla¨ufe eine abstrahierende Behandlung erforderlich ist; jedoch
stellt sich hierbei die Herausforderung, eine Abstraktion zu finden, welche feinauf-
lo¨send bezu¨glich der gemachten Annahmen ist.
Als Teil einer diesbezu¨glichen Bestandsaufnahme ko¨nnen die ju¨ngeren Arbei-
ten Backes, Hofheinz, Mu¨ller-Quade und Unruh [8], Hofheinz und Un-
ruh [90], Hofheinz, Mu¨ller-Quade und Unruh [87], Hofheinz und Unruh
[91] gesehen werden: In [8] werden fu¨r verschiedene Typen von Netzwerken kon-
krete Modellierungen angegeben und die induzierten Sicherheitsbegriffe anhand
konkreter Protokollaufgaben getrennt. In a¨hnlicher Weise untersucht [90] den Zu-
sammenhang zwischen verschiedenen etablierten Typen simulierbarer Sicherheit.
Weiter zeigt [91] die Nicht-Komponierbarkeit der Formulierung
”
statistischer Si-
cherheit“ von Pfitzmann und Waidner aus [117]. Damit wird insbesondere der
Beweis des Kompositionstheorems aus [117] fu¨r den Fall statistischer Sicherheit fal-
sifiziert. Die Situation kann aber in [91] entspannt werden, indem eine verbesserte,
Komponierbarkeit garantierende Formulierung statistischer Sicherheit angegeben
wird. Die Arbeit [87] schließlich definiert und untersucht einen universellen und
intuitiven Begriff fu¨r
”
beschra¨nkte Systeme“ und
”
beschra¨nkte Angriffe“ – daß das
Finden einer schlu¨ssigen diesbezu¨glichen Formalisierung nicht-trivial ist, zeigt Ab-
schnitt 3.2.2.
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Gro¨ßtenteils Goldreich [70] folgend, werden hier die benutzte Notation und die
verwendeten technischen Hilfsmittel vorgestellt.
Notation A.1. Bei Wahl eines Elements x ∈ M wird von zufa¨lliger Wahl ge-
sprochen, wenn die dabei unterstellte Verteilung auf M klar ist. Bei Unklarheit
wird die entsprechende Verteilung (z. B. Gleichverteilung fu¨r endliche M) explizit
angegeben.
Notation A.2. Pr [X | Y ] bezeichnet die bedingte Wahrscheinlichkeit von X unter
der Hypothese Y .
Notation A.3. Pr [A : X] bezeichnet die Wahrscheinlichkeit von X nach Ausfu¨h-
rung des Algorithmus A.
Definition A.4. Eine Funktion f : N→ R heißt vernachla¨ssigbar, wenn fu¨r jedes
c ∈ N ein kc ∈ N existiert, dergestalt daß fu¨r alle k > kc schon |f(k)| < k−c ist.
Eine nicht vernachla¨ssigbare Funktion heißt nicht-vernachla¨ssigbar.
Definition A.5. Eine Funktion f : N→ R heißt u¨berwa¨ltigend, wenn 1− f ver-
nachla¨ssigbar ist. Eine nicht u¨berwa¨ltigende Funktion heißt nicht-u¨berwa¨ltigend.
Definition A.6. Ein Algorithmus A heißt PPT (probabilistic polynomial time),
wenn er zum einen probabilistisch und zum anderen (strikt) laufzeitbeschra¨nkt durch
ein festes Polynom in der La¨nge seiner Eingaben ist. Ein PPT-Algorithmus A heißt
PPT in der ersten Eingabe, falls seine Laufzeit sogar durch ein festes Polynom in
der La¨nge seiner ersten Eingabe beschra¨nkt ist.
Notation A.7. Fu¨r einen PPT-Algorithmus A und r ∈ {0, 1}∗ bezeichne A(x; r)
die Ausfu¨hrung von A mit expliziten Zufallswahlen r (d. h. die von A benutzten
Zufallsbits werden der Reihe nach aus r gelesen). Dabei wird r mit Nullen aufgefu¨llt,
falls no¨tig.
Notation A.8. Fu¨r einen Algorithmus A mit Unterprogrammaufrufen, welche
nicht in A selbst implementiert sind, und einen Algorithmus B, welcher diese Un-
terprogrammaufrufe implementiert, bezeichne AB den komponierten Algorithmus,
welcher A ausfu¨hrt und dabei alle nicht in A selbst implementierten Unterpro-
grammaufrufe an B weiterleitet.
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Definition A.9. Eine Familie {hk}k∈N von Funktionen hk : {0, 1}∗ → {0, 1}k heißt
Familie von kollisionsresistenten Hashfunktionen, wenn zum einen die Funktion
h : {1}∗ × {0, 1}∗ −→ {0, 1}∗
(1k, x) 7→ hk(x)
berechenbar durch einen PPT-Algorithmus Ah ist, und andererseits fu¨r jeden PPT-
Algorithmus B die Funktion
Pr
[
(x1, x2)← B(1k) : x1 6= x2 ∧ hk(x1) = hk(x2)
]
vernachla¨ssigbar in k ist.
Definition A.10. Zwei Familien {xk}k∈N und {yk}k∈N von Zufallsvariablen xk, yk
u¨ber {0, 1}∗ heißen polynomial ununterscheidbar, falls fu¨r alle Algorithmen A,
welche PPT in ihrer ersten Eingabe sind, die Funktion∣∣Pr[A(1k, xk) = 1]− Pr[A(1k, yk) = 1]∣∣
vernachla¨ssigbar in k ist.
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