The metabolism of cancer cells is reprogrammed in various ways to support their growth and survival. Studying these phenomena to develop noninvasive diagnostic tools and selective treatments is a promising avenue. Metabolic modeling has recently emerged as a new way to study human metabolism in a systematic, genome-scale manner by using pertinent high-throughput omics data. This method has been shown in various studies to provide fairly accurate estimates of the metabolic phenotype and its modifications following genetic and environmental perturbations. Here, we provide an overview of genome-scale metabolic modeling and its current use to model human metabolism in health and disease. We then describe the initial steps made using it to study cancer metabolism and how it may be harnessed to enhance ongoing experimental efforts to identify drug targets and biomarkers for cancer in a rationale-based manner.
Introduction
Aberrant metabolism is one of the main driving forces in the initiation and development of cancer (1, 2) . During carcinogenesis, selective pressures lead to diverse metabolic alterations, imposed by multiple molecular mechanisms (3) (4) (5) . These metabolic adaptations enable the cancer cells not only to proliferate and cope with high energetic demands but also to avoid apoptosis, evade the immune system (6) , and control the rate of mutagenesis (3, 7) . Several metabolic abnormalities are quite general and have been observed in many cancer types. Notable among these is the preference to metabolize glucose by aerobic glycolysis (8, 9) . This phenomenon, termed the Warburg effect, is accompanied by lactate production and increased glucose uptake. As proliferation requires a constant supply of macromolecular precursors that are generated in the tricarboxylic acid (TCA) cycle, cancer cells often use glutamine to replenish the cycle (anapleurosis). Glutamine has also been shown to support lipid synthesis in cancer cells through reductive carboxylation by the reverse activity of the TCA reaction isocitrate dehydrogenase (IDH; refs. 10, 11). Nonetheless, cancer metabolism is heterogeneous and reprogrammed in various ways. Mutations in several TCA metabolic enzymes promote specific types of cancer: Loss-of function mutation in fumarate hydratase (FH) causes leiomyoma, leiomyosarcoma, or renal cell carcinoma, whereas such mutations in succinate dehydrogenase lead to the development of paraganglioma or pheochromocytoma (12) ; on the other hand, gain-of-function mutations in IDH promote glioblastoma and acute myeloid leukemia (13, 14) . It is yet to be elucidated why certain metabolic mutations lead to one type of cancer and not another and how metabolism promotes cancer through its interactions with other cellular processes. However, these findings imply that characterizing the unique metabolic dependencies of different cancer cells can potentially pave the way toward the development of selective treatments and diagnostic tools (15, 16) .
The rapid technologic advancements in obtaining highthroughput omics data, combined with the development of the metabolic modeling methodology, has recently enhanced our ability to study metabolism on a genomewide scale. In silico metabolic modeling has been shown to provide an appropriate platform to address various research questions related to metabolism and predict an array of cellular metabolic phenotypes (17) (18) (19) (20) (21) (22) (23) (24) (25) . Here, we describe how using and developing this paradigm to study cancer metabolism can elucidate the metabolic alterations that accompany cancer progression and aid in the identification of drug targets and metabolic biomarkers. Importantly, drugs that target metabolic enzymes are especially promising because metabolism is evolutionarily more conserved than other biologic processes that have been targeted in cancer, such as signaling (26) . Therefore, cancer cells are less prone to evolve resistance to these drugs by developing alternative pathways.
Genome-Scale Metabolic Modeling
In silico models of metabolism are based upon a representation of metabolism as a network. Mathematical modeling of cellular metabolism has been traditionally conducted via kinetic modeling techniques, operating based on a set of differential equations that describe the changes in metabolite concentrations over time (27) . These models provide an informative dynamic description of metabolism. However, their scope is still limited to small-scale systems, as they require detailed information on kinetic constants and on enzyme and metabolite levels (28, 29) . An alternative computational approach that has emerged in recent years, termed constraint-based modeling (CBM), bypasses this hurdle as it does not depend on detailed kinetic information. Instead, it accounts for a set of constraints that govern cellular metabolism: (i) the mass-balance constraints that maintain a constant concentration of inner-cellular metabolites; (ii) thermodynamic constraints that dictate reaction directionality; and (iii) enzyme capacity constraints that bind the maximal flux rate of the metabolic reactions. CBM can hence be applied to analyze genome-scale metabolic models (GSMM), which consist of a collection of metabolic reactions, including their stoichiometry, and an accompanying genes to proteins to reactions (gene-protein-reaction, or GPR) mapping (Fig. 1) . The GPR mapping associates between metabolic reactions and the genes that encode their catalyzing enzymes. There are several types of GPR associations. For example, if a reaction is catalyzed by a protein complex, then its activity depends on the expression of all the genes that encode this complex. Conversely, a gene can encode a promiscuous enzyme that catalyzes different reactions; in this case, the expression of the gene will affect more than one reaction. There are also isozymes, which are different enzymes that catalyze the same reaction. GPR associations enable the mapping of transcriptomics or proteomics to the level of reactions. We refer to the latter as reaction expression, which reflects for each reaction, the expression of its enzymes or enzyme-encoding genes, if it is inferred from proteomics or transcriptomics, respectively.
Model reconstruction is often based on various data types, such as gene content and expression, protein abundance, metabolomics, and fluxomics (i.e., flux rate measurements; see text under "GSMM of Cancer and Drug Target Identification" heading). Each reconstruction provides a complementary source of evidence that can be prioritized according to its accuracy and proximity to the metabolic phenotype. The quality of the GSMM depends on the data that have been used to construct it, the methodology by which it has been constructed, and the level of manual curation it has been subject to. It can be examined by its ability to capture known metabolic functionalities and recapitulate experimental results. Following its validation, a GSMM can be used to explore the metabolic state under different conditions via CBM methods. To do so, additional optimization criteria, referred to as the objective functions, may be used to determine the pertinent metabolic phenotype more accurately. A frequently used objective function when simulating proliferating cells is the maximization of biomass production (a close proxy of cellular growth or metabolic yield), as done in flux balance analysis (FBA), in which only metabolic states with maximal biomass production are considered (30) . Another approach is to identify metabolic states that maximize the fit to experimental data. Measurements that are closer to the metabolic phenotype, such as fluxomics and metabolomics, are preferable. However, the former are rather scarce, small-scale, and are taken mostly from cell lines. The latter require inferring the effects metabolite concentrations have on enzyme activity by incorporating the measurements in kinetic rate equations or by accounting for thermodynamic principles (31) . Transcriptomics and proteomics, which are becoming increasingly more accurate and accessible, can also provide important insights into the regulation of metabolic flux. Assuming that there is some correlation between mRNA or protein abundance and flux rates, one can constrain the model to account for these dependencies, for example, by mapping the data to the level of reactions (based on the GPR associations) and constraining as many of the lowly expressed reactions to be inactive and vice versa (ref. 32 ; Fig. 1 ).
GSMMs are hence a platform to integrate and bridge between different data sources, based on the well-established biochemical knowledge and principles they store. This platform makes it possible to infer the production, secretion, and uptake rates of different metabolites; to determine which reactions are active or inactive; assess reaction rates; and to determine gene and enzyme essentiality for proliferation or survival. By incorporating gene expression data, GSMMs can be used to identify reactions that have been subject to posttranscriptional regulation and specify whether their rate has been posttranscriptionally increased or decreased (32, 33) . As further elaborated in the following sections, when experimental data are collected from 2 types of cells, GSMMs can be used to identify knockouts (KO) that will be lethal only to one of the cells or KOs that will transform the metabolism of one of the cells to be as akin as possible to that of the other, as done via metabolic transformation analysis (MTA; Table 1 ). Overall, there are by now more than a hundred different algorithmic approaches to build and analyze GSMMs (34) , which have been applied to study the metabolism of hundreds of species. Several reviews describe the GSMM approach and its numerous applications in more length (34) (35) (36) (37) .
Metabolic Modeling of Human Metabolism
Initially, GSMMs have been extensively used to study the metabolism of bacteria, successfully addressing both basic scientific questions and applied research goals (17-19, 21, 46, 47) . Eukaryotic and human modeling studies are now advancing at an accelerating pace ( Table 2) . Earlier network-level computational studies of human metabolism have focused on characterizing distinct human metabolic pathways and organelles (48) (49) (50) . In 2007, 2 generic genome-scale human metabolic models were constructed, based on an extensive evaluation of genomic and bibliomic data: Recon1 (23) and the Edinburg Human Metabolic Network (EHMN; ref. 51) . These GSMMs consist of the biochemical reactions that are known to take place in different tissues and cell types in the human body. Recently, the human metabolic reaction (HMR) database has been published (38) , containing elements of previously published generic genome-scale human metabolic models (23, 51, 52) and of the Kyoto Encyclopedia of Genes and Genomes (KEGG) database (53) . The potential clinical use of Recon1 has been shown in numerous studies (refs. 23, 24, 54; Table 2 ). By incorporating high-throughput data, the generic GSMMs have been tailored, automatically and manually, to model different cells and tissues, including the liver (25, 55) , kidney (56), brain (57) , and the alveolar macrophage (58) . Recently, a multi-tissue modeling approach was developed to simulate the metabolic interdependencies between the adipocytes, hepatocytes, and myocytes (59) . To account for intertissue metabolic interactions, it is necessary to incorporate the different tissuespecific GSMMs into a unifying, multi-tissue one. However, this undertaking is still a serious open challenge (see Future Directions).
GSMM of Cancer and Drug Target Identification
The first steps in applying the CBM methodology to study cancer metabolism have naturally been made by developing small-scale metabolic models of central metabolism in cancer. Such a model has been shown to accurately predict growth rates measured in HeLa cells (61) ; it was then used to identify reactions with a strong influence on cancer cell growth. In consistency with the literature, it identified a set of pivotal drug targets, The reaction is more likely to be Enzyme expression Figure 1 . GSMM as a platform to integrate experimental data, with biochemical knowledge, and thermodynamic principles. A, schematic illustration of a metabolic network, using a toy example. Circular nodes represent metabolites, whereas diamond nodes represent enzymes. For enzymes, purple, red, and green represent moderate, significantly high, and significantly low expression of the enzyme, or enzyme-encoding genes, respectively. Solid edges represent metabolic reactions, and broken edges associate enzymes with the reactions they catalyze. To incorporate transcriptomics or proteomics data in the model, GPR associations are used to infer the expression state of the metabolic reactions. The latter, unlike direct metabolic flux measurements, only indicate the more likely activity state of the reactions, as the enzyme levels affect the metabolic flux. By accounting for additional constraints that govern cellular metabolism, the most probable metabolic state is deduced, estimating the flux rate and activity state of the metabolic reactions (reactions that are predicted as active are colored red, whereas those that are predicted to be inactive are colored green). Additional data types as flux rate measurements are also applicable to adjust the metabolic model. The measurements are mostly obtained for exchange reactions. These are reactions that transport metabolites in or out of the cell. B, an accompanying GPR mapping is included in the model, enabling one to simulate perturbations on both the genes and reactions levels, as desired, and map proteomics and transcriptomics to the reaction level. Examples of different types of GPR associations are shown, where the top level is the gene locus, the second level is the translated peptide, the third level is the functional protein, and the bottom level is the reaction. including lactate dehydrogenase and pyruvate dehydrogenase, consistent with the literature (61) . In accordance with the Warburg effect, the analysis showed that at a fixed glucose uptake rate, a decrease in the rate of pyruvate dehydrogenase actually increased biomass production capacity. Several other CBM studies have been dedicated to elucidation of the presumably counterintuitive Warburg effect (62, 63) . These studies maintained that although aerobic glycolysis is less efficient than mitochondrial respiration in terms of ATP yield per glucose uptake, it is more efficient in terms of the required solvent capacity. Hence, overall, the shift to anaerobic metabolism results in an increased biomass production and proliferation rate. This observation has been shown both by using a small-scale model of ATP production (62) and by using the generic GSMM Recon1 (63), accounting for stoichiometric and enzyme solvent capacity considerations. The latter study also captured a 3-phase metabolic behavior that has been observed experimentally during oncogenic progression and the high glutamine uptake of cancer cells.
To move toward a genome-scale investigation of cancer metabolism, the initial, yet crucial, step is to obtain a GSMM that depicts the metabolism of the tumor (Fig. 2) . One approach to tackle this challenge is to apply model construction methods and use cancer-specific omics data to build a cancer GSMM that is then directly amenable to further intervention simulations (Table 1) . Alternatively, a generic GSMM such as Recon1 can be adjusted to capture the metabolism of the tumor by requiring an optimal or suboptimal fit to pertinent experimental omics data (see methods for inferring context-dependent metabolic states in Table 1 ). The first approach yields a cancer model per se (a fixed subset of the human reactions that are active in cancer), whereas the second approach retains the global scope of the human generic model but specifies a set of metabolic states that best fit the cancer data. The second approach may be preferable as the construction or constraining of the model is based on data obtained under certain conditions, whereas the model is often used to estimate the metabolic state under different conditions, following some perturbation for example. To capture the cascade of changes that are triggered by perturbations, some limited deviation from the initial, unperturbed state is enabled. As the second approach still accounts for the initial state and the environmental conditions that nonetheless limit the set of possible metabolic modifications, it could potentially obtain more realistic estimators of new metabolic states.
Both descriptions can be used to identify potential drug target enzymes by simulating the effects of their inhibition (36, 64) . The simulation is conducted by restricting the flux through the reactions that are catalyzed by the drug target and exploring the implications in silico by using CBM methods (30, (42) (43) (44) (45) . Obviously, candidate drug targets are those whose inhibition disrupts the viability of the cancer model, having as small an effect as possible on the viability and functionality of healthy tissue models. Viability is often estimated by the capacity to activate a set of essential metabolic functions (such as ATP and NADPH production). Drug target selectivity has also been pursued by targeting synthetic lethal genes (pairs of genes whose (Table 2 ) and could be used to describe the healthy tissue. Drug targets are then simulated by the inhibition of the pertinent reactions in the healthy and cancer models, and their functional effect on the cells' metabolic capabilities is computed. The latter can be used directly, or as features for machine-learning algorithms, to infer the effectiveness and selectivity of the drug target. FVA, flux variability analysis; GIMME, Gene inactivity moderated by metabolism and expression; iMAT, integrative metabolic analysis tool; MADE, metabolic adjustment by differential expression; MBA, model building algorithm; MOMA, minimization of metabolic adjustment; MPA, metabolic phenotypic analysis; PRIME, personalized reconstruction of metabolic models; QP, quadratic programming; ROOM, regulatory on/off minimization; ROS, reactive oxygen species.
combined but not individual KO is lethal; refs. 65-67). Because genetic and epigenetic mutations often silence the expression of specific genes exclusively in the cancer cells, targeting the remaining synthetic lethal pair gene of the inactivated gene(s) may selectively kill the cancer cells while sparing the healthy tissue, where the drug target gene has not lost its backup (60) . The first step in cancer genome-scale metabolic modeling was to develop a generic GSMM of cancer, aiming to capture the metabolic characteristics that are shared by different types of cancer (22) . This conceptually parallels the first step done in human metabolic modeling, where generic models representing the collection of all human metabolic reactions have been constructed first. The model has been shown to correctly identify gene essentiality across an array of cancer cell lines and was then used to predict selective synthetic lethal gene pairs. The synthetic lethal predictions have been validated using drug efficacy and gene expression measurements across the NCI-60 cancer cell line collection.
The synthetic lethal pairs were mapped to drug targets of approved drugs (not necessarily anticancer drugs) with known metabolic targets, and gene loss events that occur frequently in specific cancers involving these predicted pairs were identified. This combined analysis hence provided a set of cancer-specific selective drug target candidates (Fig. 3) .
A type-specific model may generate more accurate drug target predictions for a specific type of cancer. Accordingly, a specific metabolic model of hereditary leiomyomatosis and renal cell cancer (HLRCC) has been constructed (60) . HLRCC is caused by a germline mutation in the gene encoding FH, followed by a somatic mutation in its second allele. Through analysis of the specific metabolic model of the FH-deficient cells, the survival mechanism that enables the cells to operate the mitochondrial electron transport chain despite the mutation was unraveled. According to the computational predictions, the FH-deficient cells produce NADH, the driving force of the electron transport chain, by activating a linear metabolic pathway beginning with Figure 3 . Potential drug targets identified in a previous GSMM study. Drugs predicted to target specific cancer types based on chromosomal loss of synthetic lethal participant genes. Cancer types that show a high frequency (in yellow and white) of chromosomal deletions of specific genes are susceptible to drugs inhibiting the genes' synthetic lethal complements. Experimental drugs are followed by an asterisk. SCC, squamous cell carcinoma. Adapted from Folger et al. (22) . glutamine uptake and ending with bilirubin excretion (Fig.  4) . This pathway, through the biosynthesis and degradation of heme, permits FH-deficient cells a partial mitochondrial NADH production, as it prevents the lethal accumulation of TCA cycle metabolites. In agreement, according to the model, numerous synthetic lethal pairs of FH are located along the heme biosynthesis pathway (Fig. 4) . These synthetic lethal predictions have been confirmed experimentally in vitro, showing that targeting a key enzyme on this pathway (HMOX) renders only the FH-deficient cells nonviable, selectively sparing wild-type cells. This provides a new potential target for treating patients with HLRCC with a drug that is potentially selective and has minimal side effects on healthy renal cells.
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Recently, an array of 69 normal and 16 cancer cell-type GSMMs has been automatically generated via the integrative network inference for tissues (iNIT) algorithm (38) . The models have been constructed based on the HMR database, according to cell-type-specific protein abundances data obtained from the Human Proteome Atlas. Several metabolites, along with their associated reactions, have been found to appear significantly more often in the cancer models than in the healthy models. Among them are polyamines, isoprenoid, prostaglandins, and leukotrienes. These metabolites are tightly linked to oxidative stress, prenylation of oncogenes, and inflammation, respectively (68) (69) (70) . Indeed attempts have been made to treat cancer by reducing the level of these metabolites in the tumor through inhibition of their production or uptake (71) (72) (73) .
Combining additional computational methods with GSSM has been shown to further improve drug target predictions in a synergistic manner. It has been shown that applying structural bioinformatics methods to infer drug off-target enzymes with GSMM can aid in identifying drug side effects (56) . This combined approach was applied to study the side effect of the drug torcetrapib in the context of renal function. Torcetrapib was developed to treat cardiovascular diseases and was withdrawn from phase III clinical trials due to its observed side effect of fatal hypertension. A metabolic kidney model was generated in which torcetrapib treatment was simulated by accounting for both its main target and off-targets. The latter were predicted to bind the drug based on the structure of their ligand-binding sites. Based on this simulation, causal drug off-targets were predicted, capturing the observed implications of the drug in patients with renal disorders.
Machine learning approaches can also be used to integrate CBM-based and other important characteristics of metabolic enzymes to determine their potential as drug targets. This approach has been shown by predicting new targets for approved anticancer drugs based on their enzyme structure and their cell line-specific flux state across the NCI-60 cell lines (74) . First, a drug reaction network was constructed, providing a global view of drug reaction and drug pathway interactions. Then, 2 metrics of similarities between reactions were developed and used: structural similarity based on the structure of the enzymes that catalyze the reactions, and a functional similarity, computed according to the flux state of the reactions in each of the NCI-60 cell lines (the latter was predicted via a GSMM, given the cell lines' gene expression). Integrating these 2 similarity metrics to predict drug targets for approved cancer drugs yielded fairly accurate prediction performance (with an area under the curve of 0.92) and novel predictions. The same approach can be used to predict the anticancer effect of other approved drugs (not necessarily anticancer ones) based on the similarity of their targets to the targets of anticancer drugs.
Identification of Cancer Biomarkers via Metabolic Modeling
The aberrant metabolism of tumors enables their diagnosis by detecting increased glucose uptake via F-deoxyglucose positron emission tomography (PET). However, the differential uptake of other metabolites such as 11 C-choline, 11 C-acetate, 11 C-methionine, and 18 F-labeled amino acid analogues, was shown in some human cancers, testifying to the heterogeneity of cancer metabolism. A pending challenge in cancer diagnosis is the identification of metabolic biomarkers in the biofluids, forming noninvasive, costeffective means for early diagnosis and monitoring treatment efficiency (75, 76) .
The first GSMM method for predicting biomarkers was applied to predict biomarkers for inborn errors of metabolism (IEM), showing a fairly accurate level of prediction (24) . However, its applicability is limited to the realm of IEMs, where the loss of functionality of specific metabolic genes can be simulated via in silico KOs. Identifying biomarkers for diseases such as cancer, where the metabolic rerouting results from more elaborate genetic and epigenetic alterations, is more complex. As described above, the modeling of cancer metabolism is based on integrating pertinent high-throughput data within the model. These methods can be used to infer cancer biomarkers by incorporating gene expression data of clinical samples in the model and inferring the exchange rates of the different metabolites for each individual sample (Fig. 5) . Metabolites that significantly differentiated between 2 clinical groups of interest are then marked as candidate biomarkers. We have recently applied this approach by utilizing a new method. The method, "Metabolic Phenotypic Analysis" (MPA), gauges the adaptive potential of cells to produce metabolites of essence in a given context (33) . It was first validated by predicting amino acid biomarkers for breast cancer and confirming them based on measured plasma-free amino acid profiles of breast cancer patients and control subjects. It was then used to predict novel biomarkers for metastatic breast cancer, highlighting the potential role of choline-containing metabolites. Indeed, choline is a known potential PET marker for imaging breast cancer (77) . curation and testing of metabolic models is far more complex when it comes to multicellular organisms. Unlike bacteria, in which in silico simulations can be directly compared with genome-scale experiments, the ability to test tissue-specific models is more qualitative and requires in vivo experimental systems. This limitation is somewhat alleviated when studying cancer metabolism, as the cancer cells can be grown in vitro, and genome-scale experiments, as those measuring drug efficacy and gene essentiality across numerous cell lines and conditions are available to calibrate the model. Second, current GSMMs describe metabolism as operating independently of other cellular systems. Constructing unified models that account for the interactions of metabolism with other cellular processes such as transcriptional regulation and signaling remains a cardinal, nontrivial challenge. This challenge has been addressed by integrating GSMMs with regulatory and signaling networks in microorganisms (46, 78, 79) . However, to date, these methods have not been applied for human metabolism, mainly due to the lack of sufficient biologic data. Third, the incorporation of omics data in GSMMs is pivotal. However, it is often done by estimating the most probable connection between gene, protein, and flux rate. Various CBM methods differ in the type of gene-to-protein-to-flux rate connections they assume. Integrative experimental measurements of these hierarchical regulatory levels in unison under various conditions are required to rigorously substantiate our understanding and ability to deduce metabolic flux from gene or protein expression. Although these types of studies have been done in Escherichia coli (80), they have not yet been conducted in human cells.
More work needs to be done to fully exploit GSMMs to study human metabolism in general and cancer metabolism in particular. As cancer metabolism is heterogeneous, more personalized approaches are required to model it. Recently, we addressed this task in 2 ways. By applying MPA, we described the metabolic state of different patients with breast cancer, providing a system-level view of generic and subtype-specific metabolic characteristics of breast cancer (33) . We used MPA to assess growth rates, lipid production capacities, posttranscriptional regulation, and metabolic biomarkers in breast cancer, obtaining highly accurate results. However, MPA and other CBM methods are inapplicable when the similarity in expression patterns between samples is high, as they define the metabolic reactions as active or inactive. To account for more subtle differences we developed personalized reconstructIon of metabolic models (PRIME; Yizhak et al., unpublished data). PRIME integrates individual gene expression and phenotypic data (e.g., growth rates) within a generic human model to generate a tailor-made model for each sample by varying the reactions' bounds, rather than excluding them from the model. Figure 5 . Identifying biomarkers via GSMM. Given high-throughput data of 2 clinical groups of interest (e.g., cancerous vs. healthy tissue or cancer tissues of different grading or staging), the rate of metabolite uptake and secretion can be computed for each individual sample. Metabolites whose computational net uptake or secretion rate significantly differentiates between the groups can then be selected as potential biomarkers, ranked by their predictive power. These predictions can be further tested and filtered on the basis of relevant metabolomics. Gene Inactivity Moderated by Metabolism and Expression (GIMME), integrative Metabolic Analysis Tool (iMAT), Metabolic Adjustment by Differential Expression (MADE).
Once tissue-specific GSMMs will be sufficiently accurate and applicable, the next challenging and worthy endeavor is the development of a multitissue GSMMs. Such a model could be used to model the tumor in the context of wholebody physiology. It could improve both drug target and biomarker identification by accounting for intertissue effects and identifying biomarkers in a biofluid-specific manner. Further advancements can also be obtained by combining GSMMs with machine-learning techniques, structural biology tools, and genomic and epigenetic information. For example, cancer loss-of-function mutations in metabolic genes can be used to identify their synthetic lethal pairs as selective drug targets. An alternative approach for identifying candidate drugs in cancer is to seek drug targets whose targeting would not necessarily kill the cancer cells but would, instead, work to transform their metabolism back to a nonproliferative, noncancerous state. Such methods could be applied to reverse the Warburg effect, as has already been attempted experimentally (81, 82) . Finally, all GSMM methods described here are currently restricted to identification of drug targets that are targeted by enzyme inhibition. Because many drugs act by augmenting the activity of different enzymes, developing next-generation GSMM methods for predicting the outcome of enzyme overactivity is required. In summary, given the current status of genome-scale metabolic modeling and the perspectives of upcoming developments, this approach shows promise for enhancing the identification of drug targets and biomarkers in a rationale-based manner.
