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Abstract {The entropy S in natural time as well as the entropy in natural time under time reversal
S  have already found useful applications in the physics of complex systems, e.g., in the analysis
of electrocardiograms (ECGs). Here, we focus on the complexity measures l which result upon
considering how the statistics of the time series S [ S   S ] changes upon varying the scale l.
These scale specic measures are ratios of the standard deviations (Sl) and hence independent of
the mean value and the standard deviation of the data. They focus on the dierent dynamics that
appear on dierent scales. For this reason, they can be considered complementary to other standard
measures of heart rate variability in ECG, like SDNN, as well as other complexity measures already
dened in natural time. An application to the analysis of ECG -when solely using NN intervals- is
presented: We show how l can be used to separate ECG of healthy individuals from those suering
from congestive heart failure and sudden cardiac death.
Introduction. { Natural time analysis [1{3] focuses in the sequential order of events
occurring in a complex system. It extracts the maximum information possible from a given
time series [4]. If we consider a series of N events in a complex system, the natural time
attributed to the k-th event is given by k = k=N . For example, as shown in g.1, in the
case of an electrocardiogram (ECG) as events we may consider the heartbeats. In natural
time analysis, k is complemented by a quantity Qk which is proportional to the energy
emitted during the k-th event. Further analysis is made by studying the pair (k; Qk) and
introducing the normalized energy pk = Qk=
PN
n=1Qn. Since pk(k = 1; 2; : : : N) sum up to
unity, they can be considered as probabilities corresponding to k. The entropy S in natural
time is dened [1, 5, 6] by
S = h lni   hi lnhi; (1)
where the brackets h: : :i denote averages with respect to the distribution pk, i.e., hf()i PN
k=1 f(k)pk. The entropy S is a dynamic entropy that exhibits [7] positivity, concavity
and Lesche [8, 9] experimental stability. The entropy corresponding to the `uniform' distri-
bution, i.e., when pk = 1=N (e.g. see refs. [3,5,10,11]), is Su =
ln 2
2   14  0:0966. Moreover,
upon considering time reversal T , i.e., T pk = pN k+1 (see g.1(d)), the value of S changes
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to a value S :
S  = h lniT   hiT lnhiT ; (2)
where hf()iT 
PN
k=1 f(k)pN k+1. The physical meaning of the change of entropy
S  S   S  in natural time under time reversal has been studied [3, 12, 13] using the
distributions p(; ) = 1+( 1=2) which replace pk when considering a continuous variable
 2 (0; 1] instead of k. Small (< 1), represents an increase ( > 0) or decrease ( < 0) of
Qk when k increases, thus reecting the eect of small linear trends in Qk. It can be shown
[3, 12] that S() =
 
6 ln 2 5
36

 + O(3); leading to the conclusion that a small increasing
trend leads to negative S and vice versa. The change of the entropy S in natural time
has found useful applications in the study [14] of the predictability of the Olami-Feder-
Christensen dynamical model [15] for earthquakes, in atmospheric physics [16, 17], and in
the analysis of ECG [3,12,18] to which we now turn.
Interestingly, physiological signals reect both self-regulation to reduce variability and a
high degree of complexity [19]. This complexity is of course reected in the corresponding
electric signals from ECG (e.g., see refs. [20,21]) or electroencephalography (EEG) [22]. The
study of long range correlations in heart dynamics [23{27] has revealed a rich multifractality
for healthy dynamics [19] which breaks down in illness [28{33]. For these reasons, scale-
specic and scale-independent complexity measures have been employed [34] using well
established methods of Statistical Physics, i.e., Detrended Fluctuation Analysis [24, 35, 36]
and Wavelet Analysis (e.g., see ref. [28] and references therein). It has been shown [34]
that scale-specic and scale-independent measures are uncorrelated and that the former
(scale-specic) perform better as diagnostic tools whereas the latter (scale-independent) as
prediction tools. Moreover, since physiological signals may contain both stochastic and
deterministic components, the concept of entropy is also suitable for the study of ECG.
For example, multiscale entropy has been applied [37] to Heart Period (HP) variability in
ECG revealing the importance of dierent scale-specic complexity measures to separate
healthy from pathologic groups. Additionally, the importance of time irreversibility has
been highlighted in many studies [38{43]. More specically in ref. [38], a multiscale time
asymmetry index was proposed which is highest for a time series from young healthy subjects
and decreases with aging or heart disease and in refs. [39,40,43] several complexity metrics
under time reversal have been studied and applied in the HP variability in fetuses, adult
healthy subjects and pathological patients under dierent experimental conditions. Some
of the related metrics and methods, e.g. those dened in ref. [39], have been studied as a
function of the time scales [41,42]. Time irreversibility at a single time scale was specically
assessed [43] over HP variability in healthy and a pathological group of age-matched chronic
heart failure patients. It was found [43] that the patients exhibit time irreversibility more
often than in healthy controls and time irreversibility markers show circadian rhythmicity.
Taking into account all the above studies, we provide below a multiscale entropy analysis
in natural time, aiming to the distinction of three groups, i.e. healthy subjects, congestive
heart failure (CHF) patients and sudden cardiac death (SCD) individuals.
Natural time entropy of eq.(1) has been also used in ECG. Complexity measures have
been introduced [6, 44, 45] to quantify the variability of the natural entropy uctuations
upon changing either the (natural time window) length scale or shuing the consecu-
tive events randomly. In these studies, Qk has been set equal to various duration inter-
vals dened in an ECG , where the turning points are marked by the letters P, Q, R,
S and T (g.1), e.g., Qk = RRk. Using a moving window of length l heartbeats sliding
through the time series of L consecutive ECG intervals the entropy in natural time has
been determined for each position j = 1; 2; : : : ; L   l of the sliding window by considering
pk = RRj+k=
Pl
k=1RRj+k; k = 1; 2; : : : ; l and hf()i 
Pl
k=1 f(k)pk in eq.(1). Thus, a
time series of Sl has been constructed [6] whose standard deviation Sl was compared to the
standard deviation Sl;shuff obtained by the same procedure when shuing randomly the
ECG intervals time series. The results showed that the ratios Sl;shuff=Sl provide useful
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information for the characterization of ECG. This study was later generalized [45] to include
the eect of the change of scale l on Sl by means of the complexity measure l = Sl=S3
revealing the importance of the short (l = 5) and the long (l = 60) scales in distinguishing
the HP variability of healthy from those of heart disease patients.
Since the sign of S captures the existing trends in the durations of the studied intervals
through pk, as mentioned (and not through their increments as in ref. [38]), we expect that
novel dynamical features may be revealed if instead of Sl the standard deviation (Sl)
of the time series of Sl  Sl  (S )l is used. Thus, here we focus on the application of the
complexity measures
l =
(Sl)
(S3)
; (3)
when a moving window of l heartbeats is sliding through the NN interval time series (cf.
the latter intervals are [46] the beat to beat intervals which are obtained from consecutive
pairs of normal beats, while intervals surrounding an ectopic beat are discarded, see also
below). This complexity measure quanties how the statistics of Sl time series changes
upon increasing the scale from 3 heartbeats to l heartbeats. If we recall that for randomly
shued data [Sl;shuff ] is proportional [12] to the ratio of the standard deviation over
the mean value of the data themselves (see eq.(3.78) of ref. [3]), we can see that l being a
ratio of (Sl) between dierent scales is expected to be independent of = and hence it
may reveal information hidden in the original NN intervals time series.
Data and Analysis. { The data analyzed come from 134 long-lasting (from several
hours to around 24 h) ECG recordings available from databases [47] containing: (i) 72
healthy (H) subjects (i.e., the MIT-BIH Normal Sinus Rhythm Database (nsrdb) contain-
ing 18 H and the Normal Sinus Rhythm RR Interval Database (nsr2db) containing 54 H,
both digitized with frequency fexp=128Hz), (ii) 44 patients with CHF (i.e., the Congestive
Heart Failure RR Interval Database (chf2db) containing 29 subjects with fexp=128Hz and
the BIDMC Congestive Heart Failure Database (chfdb) with 15 subjects with severe con-
gestive heart failure which is subset of the data described in ref. [48], fexp=250Hz), and (iii)
the Sudden Cardiac Death Holter Database (sddb) digitized with fexp=250Hz. The latter
contains 24 individuals among which 12 had ECG with audited annotations. Here, beyond
these 12 individuals, we studied six more (i.e., \33", \37", \44", \47", \48", \50") whose
ECG could be analyzed with condence as reported in ref. [12]. Thus, we consider 18 (out
of 24) SCD individuals of the sddb.
The present results refer, as mentioned, to the NN intervals, i.e., Qk=NNk. These
intervals were obtained [49] from the ECG annotation les by using the option `-c -PN -pN',
and following ref. [28], we eliminate d outliers due to missed beat detections that may give
rise to large intervals included in the NN time series.
Each of the 134 NN time series was analyzed in natural time by using a moving window
of length l heartbeats sliding through the NN time series. For each position of the moving
window, we obtained through eqs.(1) and (2) S and S  and therefrom the Sl time series
which is highly uctuating. For the quantication of these uctuations, its standard devi-
ation [Sl] was estimated for l = 3; 4; : : : ; 100. These values are stable since the number
of samples -analyzed intervals- is usually much larger than 104. Finally, using eq.(3) we
evaluated the complexity measures l.
Results. { Figure 2 depicts the mean value of l together with the standard error
of the mean for the three classes H, CHF and SCD. We observe that the healthy class H
exhibits the highest values of l in accordance with the already mentioned observations
of highest complexity in healthy heart dynamics , while SCD class the lower bound. The
congestive heart failure class CHF lies in between H and SCD, being closer to SCD for small
scales l and approaching H for the larger scales. This prompted us to investigate how the
possible discrimination between the three classes is aected upon changing l.
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By assigning a heart malfunction index M which takes the value M = 0 for H, M = 0:5
for CHF and M = 1:0 for SCD, we used the Receiver Operating Characteristics (ROC)
method [50] to separate between the three classes. ROC is a method to evaluate binary
predictions based on a graph depicting the hit rate h (or sensitivity) versus the false alarm
rate f (cf. for the specicity, usually used in medical context [51], the relation specicity=1-f
holds). We rst select a thresholdMc and ifM Mc we have a positive individual (a patient
in our case), otherwise the individual is considered negative. We then examine whether the
corresponding complexity measure l lies below a given threshold [l]c: if l  [l]c then we
assign to this individual a \positive" hypothesized class otherwise a \negative" hypothesized
class is assigned. The hit rate h is the ratio of the number of positive individuals belonging
to the \positive" hypothesized class over the total number of positive individuals. The false
alarm rate f is the ratio of the number of negative individuals belonging to the \positive"
hypothesized class over the total number of negative individuals. The ROC curve, see
g.3, is the plot of h versus f which is obtained when we vary the threshold [l]c. A
random predictor yields ROC curves around the diagonal and the statistical signicance of
a predictor can be estimated [52] by evaluating the area under the curve (AUC) in the ROC
diagram (see also ref. [53]). When the number of positive and negative individuals remains
the same (as holds here), the larger AUC signies a smaller probability to obtain the results
by chance, and hence a higher statistical signicance.
Figure 4 depicts the AUCs obtained versus the scale l used for the estimation of l for the
two thresholds Mc = 0:5 (red pluses) and Mc = 1:0 (green crosses), i.e., when attempting
to distinguish both CHF and SCD from H as well as attempting to distinguish SCD from H
and CHF, respectively. We observe that in the former case, AUC maximizes at small scales
(l = 7) whereas in the latter case a broad maximum appears between l = 40 to l = 70 where
AUC reaches its largest value at l = 49. Thus, two optimum scales l = 7 and l = 49 appear.
Figures 3(a) and 3(b) show the corresponding ROC curves for Mc = 0:5 and Mc = 1:0,
respectively. In each case, the colored contours depict the probability p to obtain by chance
an ROC point in the ROC diagram as it results [53] from the study of condence ellipses.
This visualization scheme for the statistical signicance of ROC curves is based [53] on
the k-ellipses which are the envelop es of the condence ellipses -cf. a point lies outside
a condence ellipse with probability exp( k=2)- obtained when using a random predictor
and vary the prediction threshold. The k-ellipses cover the whole ROC plane and using
their AUC we can have a measure [53] of the probability p to obtain by chance (i.e., using a
random predictor) an ROC curve passing through each point on the ROC plane. We observe
that in both cases highly statistically signicant results are obtained that lie well above the
p = 1% k-ellipses.
We now turn to the problem of classifying the three dierent classes H, CHF and SCD.
For this reason, we propose the use of ROC diagrams depicted in gs.3(a) and 3(b) in the
following two steps: In the rst step, we shall try to discern the healthy group from both
CHF and SCD. Hence, we are interested in the results obtained when using Mc = 0:5. The
corresponding AUCs are depicted with the (red) crosses in g. 4 and stress the importance
of the scale l = 7. Thus, using g.3(a) we focus in the ROC region with false alarm rate
f < 0:1, and hence eciency larger than 90%. The results show that when using the value
[7]c=1.97 we can obtain a hit rate h  66% with f  8%. In the second step, we focus
on the discrimination of SCD from both H and CHF. In this case, the optimum scale,
found on the basis of g.4, is l = 49 and a study of the results depicted in g.3(b) reveals
that when using the value [49]c=2.07 a hit rate h  67% is reached with a false alarm
rate of only f  3%. Figure 5 depicts the complexity measure 49 versus 7 for all the
individuals studied. We observe that when using the aforementioned thresholds [7]c and
[49]c, depicted in g.5 by the (blue) vertical and the (red) horizontal line respectively, the
vast majority of SCD populates the bottom part, whereas most of CHF and H lie in the
left and the right side of the upper part. Especially, for H only 5 out of the 72 individuals
studied mix with CHF. The sensitivity s in each of the three regions dened in g.5 is the
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following: for the H region, i.e., when 7 > [7]c and 49 > [49]c, we have sH = 93%, for
the CHF region, i.e., when 7 < [7]c and 49 > [49]c, we obtain sCHF = 57% and for the
SCD (49 < [49]c) sSCD = 67%. It is remarkable that only 4 SCD individuals mix with
H and that this number may become smaller if we use the complementarity of the present
complexity measures with those already dened in natural time to which we turn in the
next Section.
Discussion. { In ref. [12], the complexity measureN3  [S3;shuff ]=[S3] together
with [S7] have been used for the discrimination of SCD from H and CHF. The results
(see g.3(a) of ref. [12]) showed that only the SCD individuals labeled \32" and \41" mixed
with CHF whereas \30" and \49" mixed with H. Interestingly, from these individuals only
\49" mixes with H in g.5. Moreover, in the present analysis \30" and \32" are the two
SCD which mix in g.5 with the CHF and \41" lies in the region of SCD. This points to the
fact that the complexity measures l are, as already mentioned, complementary to those
used in ref. [12]. l are also complementary to standard, largely utilized, time domain
linear parameters like SDNN used for the separation of CHF from H. For example, when we
consider SDNN (resulting to AUC=0.848 for Mc = 0:5 and AUC=0.532 for Mc = 1:0 , i.e.,
denitely smaller than those for l=7 and 49 in g.4) 10 CHF -as well as 9 SCD- mix with H
(moreover 7 SCD mix with CHF) but only 7 of these mixed CHF individuals appear in the
region of H in g.5. Moreover, when comparing the remaining two SCD which do not mix
with H and CHF, we nd that one of them (\33") lies in the region of H in g.5. For the
dierentiation of H from CHF, a largely utilized complexity measure is the sample entropy
[54]. We evaluated it by making use of the computer code sampen [55] (for m=2 and r=0.2)
and found that only 12 CHF do not mix with H and the latter are also mixed with 10 SCD
(giving rise to AUCs, for both Mc's considered, smaller than 0.65). On the other hand, 6
SCD can be clearly distinguished from both H and CHF. Among these 6 SCD there are
three cases (\33", \34" and \47") which appear in the region of H in g.5. In other words,
if we compare the results of g.5 with those of sampen, only one SCD (\49") remains in the
region of H. Interestingly, this result is similar to that found above when comparing g.5
with g.3(a) of ref. [12].
Now concerning the separation of CHF from the other two classes, we have to recall that
in ref. [12] [S7] has been proven to be useful in this direction and the majority of CHF
exhibited [S7] smaller than a threshold f[S7]gc = 0:00052. If we apply this additional
condition in the region labeled H in g.5, we nd that 5 CHF individuals can be excluded
from this region lea ving only 11 CHF mixed with H. The results of the application of such
a three dimensional selection scheme based on 7, 49, and [S7] leads to the contingency
table presented in table 1. An inspection of this table shows that in all three cases H,
CHF and SCD there exists a probability  80% for an individual belonging to a given
hypothesized class to truly come from this class. Additionally, we investigated the selection
of the normalization factor (S3) in eq.(3) as a possibility to obtain a better discrimination
between H, CHF and SCD. To this end, the present analysis was repeated by considering
(S);  = 4; 5; : : : 100; instead of (S3) in the denominator of eq.(3). The results showed
that only the selection  = 4 exhibits a slightly higher (0.00675 on average) maximum AUC,
see the lines labeled (1) and (2) in g. 4, than those obtained when using l of eq.(3). The
optimum scales selected on the basis of these AUCs are l0 = 5 for Mc = 0:5 and l0 = 55
for Mc = 1:0 which do not dier essentially from l = 7 and 49. We further proceeded as
in the case of l by dening critical values similar to [7]c and [49]c exhibiting eciency
larger than 90%, and nally constructed the (corresponding to table 1) contigency table
when also using [S7]. The only dierences found were that 10 CHF belonged to the
\h" hypothesized class and 4 CHF to the \scd" hypothesized class, instead of 11 and 3
respectively in table 1. The additional results of g.4, however, indicate that  = 3 or 4
are the appropriate scales for the normalization factor in eq.(3) so that AUC is maximized.
This result compares favorably with those of ref. [56], which revealed that the most likely
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length of the most informative patterns in HP variability ranges from 2 to 4.
Let us now discuss on the physical meaning behind the selection of 7 and 49 that have
been found on the basis of g.4 to exhibit an optimum discrimination between H, CHF and
SCD. l quanties, as mentioned, the change in the statistics of Sl upon changing the
scale from 3 to l. Thus, three important scales emerge from the present analysis which are
l = 3, 7, and 49. These three scales are closely related to the spectral density study of heart
rate variability [46]. A variety of research has established [57], two clear frequency bands
in heart rate and blood pressure with autonomic involvement: (i) A higher frequency (HF)
band, which lies in [58, 59] the range 0.15 to 0.40Hz and is [31] \indicative of the presence
of respiratory modulation of the heart rate" or reects [58] \modulation of vagal activity,
primarily by breathing" (ii) A lower frequency (LF) band from 0.04 to 0.15Hz (i.e., at around
0.1Hz) which is usually described as corresponding to [59] \the process of slow regulation
of blood pressure and heart rate" or that [58] \it reects modulation of sympathetic or
parasympathetic activity by baroex mechanisms" due to [31] \the emergence of a limit
cycle caused by the vascular sympathetic delay" (cf. its exact explanation, however, is still
strongly debated [60]). Moreover, the existence of a very low frequency band (VLF) in the
region 0.003 to 0.04Hz has been identied [46]. The aforementioned scale l = 3 corresponds
to HF whereas the scales l = 7 and l = 49 lie near to the transition from the HF to the LF
band and from the LF band to the VLF band, respectively. Hence, the present results may
be considered as extending those obtained in ref. [12] for the importance of the HF and LF
band in distinguishing SCD from H by strengthening also the spectral part of the transition
region from LF to VLF.
Conclusions. { The application of a new complexity measure l to the study of NN
intervals in ECG has been investigated. l is the ratio of the standard deviations of the
time series of the change of the entropy in natural time under time reversal obtained upon
increasing the scale l from 3 to l heartbeats. The results obtained by means of the ROC
method and l show that they are complementary to those obtained using other complexity
measures in natural time. Using this complementarity, regions in the complexity measure
space can be dened that lead to probabilities of  80% to correctly identify an individual
among the healthy, the congestive heart failure and sudden cardiac death groups. The
physical interpretation of the results points to the importance of both limits of the LF band
in HP variability when they are measured comparatively to the HF band.
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Fig. 1: (color online) How an ECG in conventional time (a) is read in natural time (b) when
Qk =RRk. Panels (c) and (d) correspond to (a) and (b), respectively, under time reversal.
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Fig. 2: (color online) The complexity measure l vs the scale l for the three classes H, CHF and
SCD. The mean value for each scale and class together with the standard error are shown.
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Fig. 3: (color online) Receiver Operating Characteristics (red squares) when using l as a predictor:
(a) for l = 7 with Mc=0.5 and (b) for l = 49 with Mc = 1:0. The colored contours depict [53] the
probability p to obtain by chance an ROC point. The k-ellipses with p =10%, 5% and 1% are also
drawn.
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Complexity measures of S upon change of scale.
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Fig. 4: (color online) The area under the ROC curve, AUC, when using l as a predictor forMc=0.5
(red pluses) and Mc=1.0 (green crosses). The lines labeled (1) (blue asterisks) and (2) (magenta
squares) correspond to Mc=0.5 and Mc=1.0, respectively, when using (S4) instead of (S3)
in the denominator of eq.(3).
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Fig. 5: (color online) The complexity measure 49 versus 7 for all the individuals studied. The
(red) horizontal line corresponds to [49]c = 2:07, while the vertical (blue) one to [7]c = 1:97. The
labels of SCD that mix with H are also shown.
Table 1: Contingency table when using 7, 49, and [S7] for the attribution of the 134 individuals
studied in the hypothesized classes \h", \chf" and \scd". An individual is hypothesized: \scd" if
its 49 is smaller than [49]c, \h" if its 7, 49 and [S7] are larger than the corresponding
thresholds mentioned in the text, and \chf" otherwise.
H CHF SCD
\h" 66 11 4 81
\chf" 6 30 2 38
\scd" 0 3 12 15
72 44 18 134
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