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Abstract
Autonomous Vehicles navigating in urban areas have a need to understand and predict future pedes-
trian behavior for safer navigation. This high level of situational awareness requires observing pedestrian
behavior and extrapolating their positions to know future positions. While some work has been done in
this field using Hidden Markov Models (HMMs), one of the few observed drawbacks of the method is the
need for informed priors for learning behavior. In this work, an extension to the Growing Hidden Markov
Model (GHMM) method is proposed to solve some of these drawbacks. This is achieved by building
on existing work using potential cost maps and the principle of Natural Vision. As a consequence, the
proposed model is able to predict pedestrian positions more precisely over a longer horizon compared
to the state of the art. The method is tested over “legal” and “illegal” behavior of pedestrians, having
trained the model with sparse observations and partial trajectories. The method, with no training data,
is compared against a trained state of the art model. It is observed that the proposed method is robust
even in new, previously unseen areas.
Keywords: Situational Awareness, Pedestrian Behaviour, Hidden Markov Models, Autonomous
Vehicles.
1 INTRODUCTION
Autonomous vehicles are slowly seeping into the popular consciousness. With the commercial deployment of
self driving cars imminent, concerns about safety have taken center stage. More so regarding their viability
in urban streets and urban centers. In urban centers, autonomous vehicles face scenarios such as navigating
between unruly drivers, share space with cyclists, bikers and pedestrians. These cars need to observe these
shared space users and predict their behavior. To do so, a high level of Situational Awareness [1] needs to be
anticipated. This required level of Situational Awareness deals with comprehending the different elements of
the scene and projecting the future positions of these elements.
Understanding pedestrian behavior in static scenes has been widely explored using learning methods.
Observed trajectories are used to build a cost function of the observed environment. Then Markov Decision
Processes are used to solve the pedestrian trajectory problem [2]. Work done in [3] deals with knowledge
transfer of the cost function based on the semantic labeling of the observed scene which then uses Partially
Observed Markov Decision Processes (POMDPs) to predict pedestrian positions.
In [4], a pedestrian’s intended destination is modeled as a hidden variable and solves a POMDP to
navigate an autonomous vehicle in crowded areas. Another method for goal estimation can be found in [5]
which minimizes an energy function that is used to infer intended positions based on previous observations.
The principle of using goals as a part of the state space using Hidden Markov Models (HMMs) can also be
found in [6]. Here, the authors describe a continuous learning algorithm called a Growing Hidden Markov
Model (GHMM) wherein the number of states of the HMM are changing over time. A drawback of this model
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is that it requires knowledge of the complete trajectory sequence of the pedestrian before any inference is
performed. That is to say, the starting and ending points of all the training trajectories need to be known
beforehand making it difficult to use in scenarios where observed pedestrians might be temporarily occluded
or lost to the tracker.
To solve this issue, an extension to the GHMM method was proposed [7] which deals with automatic
identification of goals through partial trajectory observation. Both these implementations of the GHMM
require a large dataset of trajectories in the environment to accurately model, and thus infer future pedestrian
behavior. A secondary extension to the GHMM method was proposed in [8] to incorporate motion models
and social forces [9] for a more accurate pedestrian goal prediction.
In a previous work, a new method to model an urban environment, based on the sociological principle of
Natural Vision [10], had been introduced. This principle suggests that pedestrian motion in an environment
is decided by certain attractors in it, called Points of Interest (POIs). The current work utilizes these
POIs to generate potential cost maps of the environment which are also dependent on its semantics, i.e, the
sidewalk, crosswalk, width of the road, etc. The main motivation of this work is to build upon those ideas
to predict pedestrian behavior in environments with sparse observations, or in completely new, previously
unobserved areas. Here, an extension is proposed to the GHMM method that initializes a “Prior Topology”
allowing for generation of more accurate topological connections for the environment to describe pedestrian
paths. This extension also leads to a more realistic initialization of the HMM parameters, allowing for quick
model convergence and correspondingly, better inference. The extension has been designed to be used on
an autonomous car. The quick convergence on fewer partial trajectories, compared to the state of the art,
implies that it can be used on an autonomous platform to predict pedestrian behavior even in previously
unseen, dense urban environments.
This paper has been divided as follows: Section 2 acts as a short primer to the state-of-the-art in GHMMs
and its shortcomings. It also discusses briefly, the previously developed method to generate a potential cost
map based on the observed environment [11]. Section 3 explains the extension to the GHMM algorithm.
Section 4 discusses the implementation and the results of the method applied to an available dataset. Finally,
Section 5 discusses conclusions and future work of the current approach.
2 Related Work
2.1 Growing Hidden Markov Models
A GHMM is a discrete representation of the observed space. It discretizes the space based on the Voronoi
regions whose centroid is the node created by the Instantaneous Topological Map (ITM) [12] which acts as
a self organizing feature map. The adjacent Voronoi regions are connected by Delaunay edges. A transition
can exist only between these adjacent regions. A GHMM, at its base, is an HMM with varying number of
states and thus, a varying number of transitions. Thus it can be modeled parametrically as λ = (pi0, A, b);
where A is the transition matrix, pi0 is the initial prior and b is the emission matrix. These parameters can
be learnt, based on observed data, using the Incremental Baum-Welch Algorithm [13] for example, and the
model used for inference and prediction.
A detailed discussion on GHMMs can be found in [6]. Here, we provide a bird’s eye view of the different
methods involved in its generation and parameter learning. The GHMM is composed of two parts: the ITM
and the underlying HMM. Once the topological map has been updated, the underlying HMM can be updated.
The states of the HMM correspond to the tuple of the nodes of the ITM and an associated goal. On the
map update, nodes and edges in the topology may be added or removed. For every new node added in the
ITM, a state with a random initial probability and a random initial transition probability is added to the
HMM. When a node is removed, the corresponding states are removed. We also make a distinction between
the nodes, generated by the ITM and the states of the GHMM that are generated as a consequence of the
nodes. The different steps involved in the generation of a GHMM has been shown in Fig. 1. An incoming
observation sequence first updates the topological map. This then updates the structure of the underlying
HMM. The sequence is then used to update the parameters of the HMM.
Figure 1: Original Growing Hidden Markov Model architecture from [6].
2.1.1 Updating the Topological Map
The topological map discretizes the observed space with nodes and edges. A node of the topological map
contains 2-Dimensional spatial data associated with its position in the scene. For every observation Ot in a
sequence O1:T , the nodes of the map are iteratively updated using the ITM method. This method updates
the node positions in a direction which minimizes the spatial distance between the node and the associated
observations. In this application, these observations are the spatial positions of the pedestrians in the scene.
The method may also lead to the addition or removal of nodes from the topology as well as modifying the
edges between them.
An extension to the ITM method was proposed in [7]. This extension allows for considering the flux of
people at every node in the topology. The centroids of the ITM are updated in a way as to modify the
likelihood function associated with that node. This allows for a flexible observation model, to be able to
adapt to different parts of the scenario.
2.1.2 Updating the HMM structure
People move with the intention of reaching a specific goal. Thus, each state in the HMM can be described
as S = (n, p) where n is the node and p is the associated goal for the state. An update in the topology
results in the corresponding addition or removal of equivalent states. These states are connected if the corre-
sponding nodes are connected on the topological map. Thus the state consists of the 4-Dimensional spatial
information (xn, yn, xp, yp). Also, for every node n, there exists an associated Gaussian distribution G(ci,Σ)
representing the likelihood of observations at that node, P (Ot|n). In [6], the covariance Σ is considered fixed
and unchanging across all the nodes. In [7] however, the Gaussian G varies for each node according to the
observations associated with it.
2.1.3 Updating the GHMM Parameters
The GHMM updates probabilities of the prior and the transitions of all its states based on observed tra-
jectories. The original GHMM implementation required a complete trajectory sequence O1:T with the final
observation of the trajectory being the goal. The extension in [7] proposes to automatically discover goals in
the scene based on the time a person spends at every node. This allows the GHMM algorithm to work with
partial trajectories, i.e, when a tracker loses an observed pedestrian due to occlusions, etc. before the end
of the trajectory. These can then be coupled with the discovered goals to obtain the corresponding states,
S = (n, p). Every observation Ot of the sequence O1:T leads to an update of the ITM and thus the underlying
HMM. Once all the observations of the sequence are treated, the Incremental Baum-Welch algorithm is used
to update the parameters pi and A of the model λ.
2.1.4 Motion Prediction
The HMM, trained on these observation sequences, can then be used to predict future motion. An initial
estimation of the person’s position is maintained. After every new observation of the position and velocity,
the current belief on the position and goal is re-estimated using Bayes’ theorem. This belief can be propagated
over a finite horizon to estimate the future state of the pedestrian being observed.
2.1.5 Drawbacks
While a good method for predicting pedestrian behavior, the current implementations of the GHMM suffers
from a few drawbacks:
• Preset Random Priors: For every new node n created on the topological map, the corresponding state
in the GHMM is initialized with a prior with a random default value, pin = pi0.
• Preset Random Transition values: For every edge added between two nodes i and j, the transitions ai,j
and aj,i are initialized to a random default value, a0.
• Rich datasets: For the ITM to grow a topology covering the entire observed environment, a rich dataset
with many well defined observation sequences is required. It also requires these trajectories to be tagged
with their corresponding goals. Thus the existing methods cannot be applied for sparse datasets.
The contribution of the present work is to extend the above presented state of the art to solve the
discussed drawbacks, specifically a way to use the method to solve the problems arising due to sparse,
untagged observations in a previously unseen environment. To avoid the problem of preset random priors
and transitions arising due to the topological update, we draw upon our previous work [11] which will be
expanded below.
2.2 Natural Vision Based method for generating Potential Cost Maps
In the sociological sciences, pedestrian behavior in urban areas has been postulated as being a function of
the built environment, i.e, the environment influences the direction and areas of pedestrian movement. There
are certain positive and negative attractors [14] in the environment that push or pull pedestrians in certain
directions. This behavior, called Natural Motion, is an extension of Gibson’s Natural Vision which envisages
human behavior as wanting to move in a direction that interests them the most in their field of view [10]. In
our work, these attractors in the scene are called “Points of Interest (POIs)”.
These elements in the scene lead to legal and illegal crossings. Legal pedestrian crossings are those wherein
the pedestrian follows only the crosswalk to cross to the other side of the road. Any other path taken to
cross to the other side is considered an anomalous crossing and thus “illegal”.
In a structured urban environment, for legal crossings to occur, certain assumptions are made [11]:
• The edges of the road repel pedestrians such that their paths are restricted to the side-walk.
• A cross-walk acts as a conduit between the two sides of the street and offers no resistance to crossing
• The road acts as a barrier for crossing, repelling pedestrians towards the side-walks.
• Static and Dynamic obstacles on the road are repulsive in nature, increasing the resistance of the road
and pushing back pedestrians towards side-walks.
• Side-walks offer no resistance to pedestrian movement.
• Points of Interest are a reason for pedestrians to cross from one side of the street to another.
An illegal crossing occurs when at least one of these assumptions is violated. To model these assumptions,
different potential functions are used.
2.2.1 Choice of Destinations
A point of interest is an attractor for the pedestrian. As such, it becomes a destination. Conversely, a
destination can also be considered a POI. In an urban environment, one may find many POIs like monuments,
places of public interest, public transportation, stores, restaurants, etc., [9]. In an observed scene, its viable
edges become destinations for pedestrians.
2.2.2 Generating the Potential Cost Map
Given the positions of POIs in a scene, a potential cost map can be generated using other semantic information
extracted from it. The potential cost map is defined as
Utotal = UEdge +URoad +UObs +UPOI (1)
where Utotal in eqn.(1) is a linear sum of potentials due to the edges of the road, the potential of the
road - which is a function of its width -, the potentials due to the obstacles in the scene and the potential
values due to the different POIs in the scene.
The information regarding the width of the street, the positions of the POI and the edges can be extracted
by using publicly available data like OpenStreetMaps. Other pertinent data can be extracted from the scene
itself, like the positions of the static and dynamic obstacles using a myriad of techniques.
With this data available, the potential cost map for the observed scene can be generated.
3 Theoretical Approach
Pedestrian behavior on an urban street is a function of the built environment the person is. A good prediction
system must be able to take into account these elements in the environment to accurately gauge pedestrian
intent so as to provide good situational awareness for the autonomous car.
A novel method for generating a potential cost map to take into account this built environment has been
explained in Section 2.2. The observed scene is semantically labeled as side-walk, cross-walk, road and after
identifying the POIs in the scene as well as the static and dynamic obstacles, a resultant potential cost map
of the scene is generated [11]. An example of the generated potential cost map is shown in Fig. 3.
Structurally, a GHMM is identical to a regular HMM. Thus, the GHMM is generally defined in terms
of three variables - St, St−1 and Ot which are, respectively, state at time t, state at time t − 1 and the
observation variable at that time. Using this, the joint probability distribution (JPD) can be defined [6] as:
P (St−1 St Ot) = P (St−1)︸ ︷︷ ︸
state prior
P (St|St−1)︸ ︷︷ ︸
transition
probability
P (Ot|St)︸ ︷︷ ︸
observation
probability
(2)
The State Prior is the posterior of the previous time step:
P (St−1) = P (St−1|O1:t−1) (3)
Figure 2 shows the architecture of the proposed method. The red blocks show the differences in the
implementation compared to the original implementation shown in Fig. 1 [6]. The additions are the blocks
for generating the potential cost map, which is then used to generate the “Prior Topology”. This is then
subjected to observation sequences, which modify the topology using the ITM, update the GHMM structure
and then update the different parameters of the GHMM. The modifications to each of these steps in our
implementation is discussed below.
3.1 Prior Topological Map
The potential cost map is generated (Section 2.2.2) using environmental data providing a potential cost for
each point on the image. From this map, points representing the ground plane of the observed environment
is extracted. This ground plane can be estimated using the camera parameters of the observing camera. The
points form a grid of interval “Insertion Threshold” (τ), which is equal to the one required by the ITM to
update the topological map. This set of points also includes all the identified destinations in the scene.
These points are the centroids of the Voronoi regions of the area under observation, so as to comply with
the requirements of the ITM [12] method. These Voronoi regions, adjacent to each other, can be connected
by edges using the Delaunay Triangulation. These edges act as transitions between the states in the Prior
Topological Map. Figure 3 shows a prior topological map at time t = 0 on a generated potential cost map.
As concurrent observations arrive, this prior topological map can be updated as in [7].
Figure 2: Architecture of the proposed GHMM extension. The red colored blocks denote a divergence from
the original GHMM architecture as presented in fig. 1.
Figure 3: Prior Topological Map of the dataset from the Traffic Anomaly Dataset. Figure on the left shows
the generated potential cost map and the “Prior Topology” of the image from scene on the right.
3.2 Structure and Parameter Update of the GHMM.
The issues with the current implementations of the GHMMs have been enumerated in Sec. 2.1.5. This section
deals with proposed extensions to mitigate these issues.
If a connection exists between nodes i and j on the topological map, a transition exists between the states
Si and Sj . The transition probability, P (Si | Sj) is dependent on the potential cost of the corresponding
nodes of the states Si and Sj .
A function f(·) is defined such that f : nk 7→ y ∈ (0, 1], where nk is the spatial location of the kth node
and y is the resultant potential cost derived from the cost map, which lies between 0 and 1.
Defining α = f(ni) and β = f(nj), the transition probability P (Si | Sj) is defined as:
P (Si | Sj) =

0.8 if β − α > 0 ∧ |β − α| > 
0.5 if |β − α| ≤ 
0.2 if β − α < 0 ∧ |β − α| > 
0.05 if β − α = 0
(4)
In (4), one can observe the different values chosen, respectively, for a state transition from a higher
potential cost to a lower potential cost; a transition between states of similar cost; a transition from a lower
cost state to a higher cost state and finally, a self transition.  is a threshold value.
Using this, the following changes can be made to the structure and parameter update of the GHMM:
1. When a new node i is added in the topological map, corresponding states Si are added in the GHMM.
These states are initialized with a prior value derived from the potential cost map such that pii =
1− f(ni) and ni contains the spatial location of the node. These values will be normalized in the next
step obtain probabilities that sum to 1.
2. For every state in the GHMM structure, the transitions between all the states are the initialized using
eqn. 4. This initial transition probability is for every state is normalized to add up to 1. On the
addition of new states, the same eqn. 4 is used to evaluate the transitions between the new states and
existing states. The transitions are then normalized to add up to 1 for each state in the next step.
The different parameters are then updated based on observation sequences as in Hurtado et al. [7] to
obtain the GHMM model λ.
3.3 Pedestrian State and Goal Prediction
The trained model λ can then be used for predicting pedestrian goals and future positions. The state is a
tuple of the spatial positions of the node and the goal. A belief is maintained around this state after every
time step. After every observation sequence, the belief is recalculated. This is given by eqn. (5) [7]:
P (St | O1:t) = 1
η
P (Ot|St)
∑
St−1
P (St|St−1)P (St−1|O1:t−1) (5)
where η is the normalizing constant. The beliefs around the current position of the pedestrian and the
belief over the goals are given by eqns. (6) and (7):
P (nt | O1:t) = 1
η
∑
p
P (St = (n, p) | O1:t) (6)
P (pt | O1:t) = 1
η
∑
n
P (St = (n, p) | O1:t) (7)
The predictions of the state, H timesteps into the future is given by (8) as below.
P (St+H |O1:t) =
∑
St+H−1
P (St+H |St+H−1)P (St+H−1|O1:t) (8)
Our proposal
Previous work from Pe´rez-Hurtado et al. [7]
Figure 4: Comparison between the Topological Map growth between the proposed method (top) and [7]
(bottom). Topological map grown at 0, 50, 100 and 250 partial trajectories.
4 EXPERIMENTS AND VALIDATION
The method presented in this work has been tested on the publicly available Traffic Anomaly Detection
dataset [15]. This dataset contains a video which was recorded from a fixed camera in Martigny, Switzerland.
The camera overlooks a street in an urban center that contains two POIs - a restaurant, visible in the scene
and a commercial store that is unseen in the scene, a crosswalk, sidewalks and observes pedestrians and
dynamic obstacles. As such, there are four destinations in the scene - the POIs and the viable edges of the
scene. A shortcoming of this trajectory was the unavailability of many key data that were necessary for
the testing of the presented method. For this reason, the video was manually annotated for all observed
pedestrian trajectories for positions, velocities, final destination of the trajectory etc.
For this dataset, the observed location is known and thus can be geo-localised. This leads to easy
identification of the different POIs that are present in the scenes using resources like OpenStreetMaps which
also provides information regarding the width of the street and other parameters required for the generation
of the potential cost map.
To simulate real world settings, pedestrians, as well as dynamic obstacles like cars and buses, were
identified using the YOLOv2 framework [16] tracked with the deepSORT [17] algorithm, thereby obtaining
pedestrian partial trajectories where a partial trajectory is one where a pedestrian’s tracking is lost before the
end of the entire trajectory. Of these, 250 partial trajectories were extracted for training our model pedestrian
behavior. From the same dataset, 85 unique full trajectories comprising of legal and illegal behaviors on the
road were extracted for testing the trained model. A qualitative and quantitative validation of the proposed
method is described in sections 4.1 and 4.2.
4.1 Qualitative Validation Results
The motivation of this work, as mentioned earlier, is to be able to predict pedestrian behavior even with
sparse observed data. This implies that the algorithm must be able to anticipate previously unobserved
anomalous behavior. Anomalous behavior can be described as being illegal crossings - when pedestrians
cross in areas not designated for crossing; on the road, for example. We compare our method for growing the
HMM against the one presented in Hurtado et al. [7].
Number of learning (partial) trajectories
Trajectory type
50 100 250 0 - Full
p-value p-value p-value p-value
Legal 7.023e-16 1.314e-18 2.373e-39 2.172e-61
Illegal 5.602e-33 3.006e-33 1.178e-29 4.907e-21
Table 1: Comparison of prediction accuracy at horizon=75 at varying training levels between the proposed
work and [7].
Fig. 4 shows a qualitative comparison between the proposed method and the current state of the art.
It shows the growth of the topology of the GHMM at different number of trajectories. The first image on
the left shows the Initial Topology of the environment, before any observed partial trajectories. The second
and third images show the growth of the topology at 50 and 100 training trajectories taken from the two
datasets. As can be seen, there is a stark contrast in Fig. 4. Even at very few partial trajectories, the
environment is sufficiently covered in the proposed approach as to be able to do richer inference of motion
and goals compared to the state of the art, allowing for capture of most anomalous behavior on the road.
More accurate tracking will lead to a better generation of the topological map. With this trained HMM,
pedestrian behavior can then be inferred as presented in eqns. 5 and 8.
4.2 Quantitative Validation Results
Within the ambit of quantitative validation, we perform long horizon prediction of pedestrian behavior and
test the error in the actual position and the predicted position.
The GHMM models were trained for 50 partial trajectories, 100 partial trajectories and 250 partial
trajectories. The topological map for the environment at these trajectories are the same as Fig. 4. A test
set of 50 complete legal trajectories, i.e., where there is no illegal crossing of the road and another test set of
35 trajectories of illegal behavior.
The test trajectories are used to infer the state of the pedestrian at a horizon of H=75 time steps. The
same partial trajectories used for training the proposed model were used for training the GHMM model
proposed in Hurtado et al. [7]. Finally, this model was trained with all available testing trajectories and
the prediction compared to those from our proposed model with no training data i.e., with only the “Prior
Topology” and the prior values extracted from the potential cost map.
To test if the proposed method was better at prediction compared to the state of the art, a hypothesis
was chosen stating that the prediction was just as good as the state of the art. Errors in prediction at
each timestep of every test trajectory were calculated for the stated horizon. A t-test was run on this and
p-values for each test trajectory were obtained. These p-values were combined for each class of trajectories,
i.e., “legal” and “illegal”, for different number of training trajectories. The results of these tests can be seen
in Table 1. As can be seen, the p-value is very small for all tested cases. This implies that the proposed
method performs significantly better than the state of the art at a horizon of 75 time steps in the future.
The last column in Table 1 shows that even with no training, our method performs significantly better
than the a fully trained state of the art model.
A secondary analysis on the performance of our method compared to the state of the art is to observe
the differences in prediction error on the same trajectory with the models trained on the same training
trajectories at different levels which can be seen in Fig. 5.
Figure 5a shows the evolution of error over the lifetime of a legal crossing trajectory at different levels of
training. As can be seen, the error for all cases in the proposed method quickly reduce to a very small value
while that of the state of the art increases over time. Fig. 5b shows the evolution of error over the lifetime of
an illegal crossing trajectory. Though the proposed method starts off predicting with a higher error compared
to the state of the art, it quickly reduces to a lower value for the rest of the trajectory. In both the cases,
the figures on the right depict the evolution of error of the same trajectory on a fully trained state of the art
vs. the proposed method with only the “Prior Topology”. With increased number of training trajectories,
the error reduces at different levels of training as observed in the figures on the left. As can be seen, the
proposed method outperforms the state of the art for sample test trajectories in most cases, satisfying the
requirement of predicting anomalous behavior.
(a) Prediction Error, Legal trajectory
(b) Prediction Error, Illegal trajectory
Figure 5: Error comparison between the proposed method (P) and [7] (H) for legal and illegal trajectories at
horizon=75 with training of 50, 100 and 250 partial trajectories. Figures on the right depict the errors for
the same trajectories with a fully trained (H) model vs. the proposed method (P) at 0 training.
5 CONCLUSION
This work demonstrates an extension to the Growing Hidden Markov Model method, drawing on previously
published work based on Natural Vision [11]. This paper first discusses the shortcomings of the state of the art
in GHMM methods. Following this, it proposes an extension to overcome these shortcomings. This extension
allows for the generation of a “Prior Topology” based on the semantics of the observed environment. This
“Prior Topology” is then trained by the use of the Instantaneous Topological Mapping method [12] which
results in a self organized mapping of the environment. The underlying HMM is trained using this map and
previously observed partial trajectories of pedestrians. It has also been demonstrated here that the current
method is more robust and is more accurate at prediction pedestrian positions over a long horizon compared
to the state of the art. Indeed, it is demonstrated that an untrained model, i.e., a model that has not observed
any pedestrian trajectories and is composed of only the “Prior Topology”, performs, in some cases, better
than a fully trained model of the state of the art and, at worst, is at par with the state of the art [7].
Pedestrian behavior in urban areas change based on dynamic obstacles preset in the environment. For
example, a car stopping on the street for a short period of time causes a change in the route choice of the
pedestrian. Future work will focus on incorporating this hypothesis into the model. Further, it is envisaged
to implement this method for use from the perspective of a moving car in urban areas. This would be two
fold - to generate the potential cost map from the moving car based on identified and observed semantics
and then using the current method to predict observed pedestrians’ behavior. This would facilitate safer
navigation in pedestrian-heavy environments for an autonomous vehicle.
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