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Relative Entropy Rate Based Multiple Hidden
Markov Model Approximation
John Lai and Jason J. Ford
Abstract—This paper proposes a novel relative entropy
rate (RER) based approach for multiple HMM (MHMM)
approximation of a class of discrete-time uncertain processes.
Under different uncertainty assumptions, the model design
problem is posed either as a min-max optimisation problem
or stochastic minimization problem on the RER between joint
laws describing the state and output processes (rather than the
more usual RER between output processes). A suitable filter is
proposed for which performance results are established which
bound conditional mean estimation performance and show that
estimation performance improves as the RER is reduced. These
filter consistency and convergence bounds are the first results
characterizing multiple HMM approximation performance and
suggest that joint RER concepts provide a useful model selection
criteria. The proposed model design process and MHMM filter
are demonstrated on an important image processing dim-target
detection problem.
Index Terms—Detection, hidden Markov models, Markov pro-
cesses, relative entropy rate.
I. INTRODUCTION
A DVANCES in hidden Markov model (HMM) signalprocessing tools over the last few decades have con-
tributed to the widespread application of HMMs in a multitude
of technical disciplines, including nonlinear stochastic control
[1], [2], signal and image processing [3]–[8], digital communi-
cations [9], and bioinformatics [10]. In particular, HMMs have
been used to solve a variety of filtering problems in frequency
tracking [7], speech recognition [8], character recognition [6],
and dim-target detection [3]–[5]. In these filtering problems,
approximate HMM representations of the complex dynamics
are often exploited to simplify computations and to allow
tractable solutions to be developed in situations where other
nonlinear filtering tools are sometimes inadequate.
Despite the existence of an extensive suite of HMM
processing tools and their successful application to various
situations, the problem of determining a suitable HMM ap-
proximation has not been completely resolved in a number
of situations. As a result, many application-based examples
exist in the literature where the design of HMM approximation
models has been on an ad hoc basis rather than a systematic
basis [5], [11], [12].
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One apparent model approximation approach is through the
application of classical data-based model inference techniques
to infer the HMM that best matches the sample measurement
and state sequences generated by the model under approxima-
tion. Data-based model inference or system identification is a
classical signal processing problem that has been solved, over
many decades, using a variety of techniques, including: infor-
mation theory and entropy based techniques (such as Akaike’s
information criterion [13]); maximum-likelihood based tech-
niques (such as the EM algorithm [14]); and prediction error
based techniques [15]. In the last few decades, many of the
above techniques have been applied to a variety of HMM pa-
rameter estimation problems, see [8] and [16]–[21].
An alternative approach to HMM approximation has also
emerged from the HMM model realization problem [22]–[26]:
given the output string probabilities, determine the HMM that
has the same output string probabilities (if a valid HMM exists).
In [24], existence and construction results for the HMM real-
ization problem was presented in terms of finite rank Hankel
matrices and polyhedral cones (whose existence presupposes
existence of a suitable HMM). This limitation was overcome
in [23] through the introduction of an ultra-mixing property
which guarantees existence of the necessary polyhedral cone,
and allows a complete realization result to be established. In
[22], a different aspect of the realization problem was examined
through the use of subspace approaches to test equivalency be-
tween different HMM representations. Most recently, entropy
related concepts have been used in [25] and [26] to consider an
approximate HMM realization problem that addresses the ques-
tion: given output string probabilities, determine the closest
HMM (when no exact HMM realization exists). However,
the above realization problems only seek HMMs capable of
generating the prescribed output properties.
In other work, relative entropy concepts have been identified
as an important design criteria in a range of HMM estimation
and approximation problems [17], [25]–[27]. For example, it
has been recently shown that the relative entropy rate (RER) be-
tween the joint state and output processes of two HMMs allows
model parameters to be related to the relative likelihood that two
compared HMMs produced a particular output sequence [27],
[28]. That is, RER concepts allow HMM parameter values to be
directly interpreted in terms of expected filter performance [29].
For these reasons, RER concepts seem to be a natural design cri-
teria that allows comparison between two candidate HMM rep-
resentations.
In this paper, we exploit RER concepts to facilitate design
of a finite set of HMMs to approximate a specified uncertain
model, in the sense that each of the possible joint state and
output behaviors representing the uncertainty is reasonably ap-
proximated by at least one of the HMMs. This set of HMMs
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will be termed a HMM collection. Our approach is partially
motivated by the multiple model hybrid system filtering ap-
proaches used in target tracking applications, where maneuver
uncertainty is approximated by a finite set of continuous-valued
dynamic models that, together, represent the range of possible
target behaviors [30], [31].
The two main contributions of this paper are the proposal of
a multiple hidden Markov model (MHMM) filter for uncertain
dynamics, and the proposal of joint output-state RER (as distinct
from output-only RER) based design procedures for the intro-
duced MHMM filter. Furthermore, we establish MHMM filter
consistency results, and are also able to show that the proposed
joint RER based design approach leads to some upper bounding
results on filter estimation error.
The benefits of our joint RER based design procedures are il-
lustrated through simulation of a detection problem involving
dim targets in image sequences that has previously been ap-
proached using dynamic programming and HMM based ap-
proaches [3], [5], [11], [32]–[34].
This paper is organized as follows: In Section II, our nom-
inal model dynamics are defined, and our basic HMM approx-
imation model, our HMM collection concept, and our MHMM
filter are all introduced. In Section III, various RER concepts
are introduced and several important relationships presented. In
Section IV, we consider the design of HMM collections, and
establish some useful filtering performance properties for our
MHMM filter. In Section V, some implementation issues are
briefly discussed, before a dim-target image processing appli-
cation is introduced in Section VI, and some simulation studies
are presented that illustrate the application of our RER-based
MHMM design approach. Finally, in Section VII, some conclu-
sions are made.
II. DYNAMICS, MODELS AND REPRESENTATIONS
This section introduces our nominal dynamics, our concept
of a HMM collection, and then presents a suitable filtering al-
gorithm.
A. Nominal Dynamics
All processes will be defined on an abstract complete proba-
bility space . For , consider the following state
process:
(1)
where is a measurable function called the state with
initial value and density , is a noise process with
density , and is an unknown quantity that param-
eterizes a range of possible dynamics, with true value .
Here is a set describing the possible values of the uncertain
quantity. We will restrict , , and so that the state process
is bounded to a subset of , in that for all ,
and that the process is both stationary and ergodic, see [30, pp.
62–70].
For example, an angular random walk (with a drift bias)
would naturally have bounded state space and might be
expressed in the form , where
denotes angle, is a Gaussian noise, and is a
projection operation into . Note this process is bounded,
stationary and ergodic. Moreover, the drift bias might repre-
sent an uncertain quantity taking possible values in the set .
We will assume that the state is observed through a mea-
surement process , described by the output mapping
process
(2)
where is a noise process that is independent of the process
with density . Without loss of generality, the relationship
between measurement and state in (2) will be described
by the probability law for all , .
Finally, for , we assume that and are -measurable
functions.
We will denote the true model of and processes as
. When our knowledge of is uncertain, we will denote
our uncertain model as or simply as . In this paper, we
address two key questions to illustrate how the uncertain model
can be approximated by a collection of HMMs: how to select
a suitable HMM collection, and how to construct filter estimates
from a specified HMM collection.
B. A Single HMM
We first consider approximation of a known nonlinear model
by a suitable HMM. To construct such a HMM ap-
proximation, we first introduce a bounded -dimensional spatial
discretization of the state-space . Without loss of generality,
let us introduce the spatial grid
, that approximates
the space with some spacing parameter .
Let denote the number of grid points.
Let denote a vector with 1 in the
position, and zero elsewhere. At time instant , and with
spacing parameter , we will let be an
indicator vector that denotes the state of a Markov chain process
defined on grid ; that is, refers to a specific grid location
on which will be denoted by the function .
The Markov state process is assumed to have transition
probabilities described by a matrix , with element
, where will denote
the probability law describing our HMM. Given that (1) is
stationary and ergodic, we expect that our approximation task
will lead to irreducible and aperiodic chains [40, pp. 50]. We
use the initial probability matrix to denote the a priori
probabilities, where for .
Throughout, we will assume that the initial probabilities are
known.
The Markov chain is considered to provide an approximation
in the following sense. Let denote a -sized -di-
mensional box or cell containing grid location . The
cell will be used to describe the set of possible loca-
tions in represented by state . We assume that the boxes
completely cover in the sense that for all ,
for some , and we assume that boundaries
between adjacent boxes are not shared. For example, we could
enumerate the boxes in some manner and assign the shared
boundary between two adjacent boxes to be part of the box with
higher enumeration (but other boundary handling methods are
possible).
Related to this Markov chain, we also consider the discrete-
time approximating process for all ,
where has uniform distribution over the cell . We
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assume that the cell is chosen so that each grid point
is centred in a corresponding cell in the sense that
. With this construction, we can
consider to be a “blurred” version of the chain process.
We assume the measurements related to this process are char-
acterized by the probability law
for and all possible values of
. For notational convenience in later matrix equations, these
measurement probabilities can be arranged into a di-
agonal measurement matrix , where the element
is defined as
if
otherwise
(3)
for . Throughout, we will assume that the mea-
surement laws and are absolutely continuous
with respect to each other (that is, these measurement laws are
equivalent), for all (see [35, p. 422] for the definition of
absolutely continuous).
We will use to denote a candidate
HMM based approximation with corresponding discrete-time
approximating processes and . We will use the short
hand to denote the process with . We similarly
define , for processes , and with
.
Next, we will introduce our concept of a HMM collection.
Later on in the paper, we will illustrate the advantages of using
a HMM collection (instead of a single HMM model) in approx-
imating our nominal system.
C. A HMM Collection
Let denote a particular
collection of HMM models on grid , where is the
HMM, with Markov process , parameterized by
transition probability matrix , the common initial prob-
ability vector and output matrix . Note, for
each , , where
and and
denotes the set of all valid
transition probability matrices with the required stationarity
and ergodicity properties.
Furthermore, let denote the
corresponding collection of transition matrices associated with
a particular . We similarly define . Finally, let
denote the set of all valid HMM collections (we similarly
define sets and ).
A HMM collection will be used to define an approximation
process that takes values in the cells , for some
choice of . That is, one of the models in the
HMM collection will be used to define an approximating state
process. A precise definition of this multiple HMM approx-
imation process will be given in Section IV, once we have
developed the necessary technical framework.
D. Our Proposed HMM Filter
Given a single HMM, the conditional mean estimate of
given measurements up to time , , is [16]
(4)
where is a scalar normalization factor and
. Alternatively, the closely related unnormal-
ized conditional mean estimate is given by the following
recursion [8]:
where we note that and are related as follows:
Given a HMM collection , we can consider the par-
allel autonomous HMM filters
(5)
for , where . Let
denote the joint likelihood at time .
Then let us propose the HMM collection (or MHMM) based
filter estimate
(6)
where is selected so that for all . Determination
of in (6) will be discussed later in Section V.
Later on in Section IV, we will discuss some interesting per-
formance results for our MHMM filter (5), (6). Next, we intro-
duce some relative entropy concepts that are key to our model
selection method.
III. RELATIVE ENTROPY RATE
Consider two probability measures and on a measurable
space . The relative entropy of with respect
to is defined by [36]
if and
is integrable
otherwise
(7)
where is the Radon–Nikodym derivative of with re-
spect to . Here, denotes that is absolutely continuous
with respect to , in the sense that wherever . The
relative entropy provides a pseudo-distance measure
between and (not a true distance because it is nonsymmetric
and does not satisfy the triangle inequality).
When interested in dynamic systems, the RER is often more
useful. The RER of the measure with respect to is given
by
(8)
The usual RER between two models and , ,
is defined through the probability laws describing the output
processes of the models. (See the Remark at end of section.)
In this paper, we are also interested in the RER between
the joint probability laws describing the joint output and
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state processes. To make absolutely clear this distinction be-
tween the RER defined through the output probability laws
and the RER defined through the joint output-state proba-
bility laws, we introduce an overbar notation such that the
joint RER is denoted by [27], [28], [37]. For ex-
ample, if and denote state and
output processes generated by two models and , re-
spectively, then the standard RER is given by
, whereas the joint RER is given
by ,
where and are the probability laws corresponding to the
two models.
Corollary 2 and Theorem 3 of [27] show that
This illustrates that the joint RER between two HMMs with
common overbounds the ratio of expected likelihoods.
We now introduce a fairly intuitive but important result.
Lemma 3.1: The joint RER upper bounds the standard RER
in the sense that
Proof: The chain rule of relative entropy between
two probability functions and states [36, Ch. 2]
for two random variables and . Note
is a conditional
relative entropy. Here, because relative entropies and condi-
tional relative entropies are nonnegative, that is, ,
we obtain that .
Using the definition of RER gives the equivalent result
. Using our joint RER
notation gives the lemma statement.
Lemma 3.1 establishes that models close in a joint RER sense
must be close in an standard RER sense. However, an important
realization in the context of this paper is that the opposite does
not hold. That is, it is possible for models to be close in a stan-
dard RER sense, but have unbounded joint RER.
Lemma 3.2: Consider a Markov state process that is
ergodic, a measurement process described by (2), and as-
sume that is finite. The joint RER is
related to the conditional relative entropy between a posteriori
densities through the expression
where .
Proof: The chain rule of relative entropy [36, Ch. 2] can
then be applied to to give
Now noting that for Markov processes
and we
can write
The lemma result follows from ergodicity of the processes in-
volved, and from the definition of RER.
The above lemma illustrates that the joint RER is related to
an important conditional relative entropy between a posteriori
densities. In the next section, this result is used to propose a
model selection approach for our HMM collections and to es-
tablish interesting filtering performance results.
Remark: We highlight that we interpret the joint RER be-
tween model and the HMM in terms of the joint prob-
ability law generating the processes and and the joint
probability law generating the approximating processes
and . Here our assumptions that 1) the measurement laws
are absolutely continuous, 2) that , and 3) that the
-sized -dimensional boxes cover ; together ensure
that the joint RER yields a finite value (note
that may not be finite).
IV. MHMM FILTERING AND MODEL SELECTION FOR
UNCERTAIN DYNAMICS
Multiple model filter approaches have been used since the
mid 1960s for systems with uncertain or varying dynamics, see
[31] for a survey. These multimodel filter approaches have han-
dled model uncertainty by seeking a set of models that provides
good approximation of the system’s behavior at all times.
In this section we establish an interesting connection between
the quantities estimated by our proposed MHMM filter (5), (6)
and the conditional mean estimate (CME) based on the true
model (1), (2). Furthermore, we introduce the problem of se-
lecting suitable HMM collections for use in the MHMM filter.
We then show some filtering performance results.
A. MHMM Filter and Conditional Mean Estimate
We begin our introduction of the model selection problem
by noting that members of our HMM collection will be
selected on the basis of the joint RER between HMM members
and the nominal model; that is, we use as our
criterion for model selection, where . Note that the
RER is nonsymmetric, and it will later become apparent that the
above order of RER arguments is required so that we can handle
uncertainty in . We now establish some basic properties of our
proposed MHMM filter. Let denote the closest model in the
sense that .
Definition 4.1: Let us define an approximating state process
for our HMM collection as for each
, where has uniform distribution within .
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That is, is a uniformly “blurred” version of the model
with the property that .
Lemma 4.1: For sufficiently large , the MHMM filter es-
timate is a conditional mean estimate (CME) of the defined
process in the sense that a.s.
Proof: From [38], [39] it can been shown that likelihood of
the HMM model closest to (in a joint relative entropy
sense) will almost surely dominate the other models in a joint
likelihood sense, for large , so that and
a.s.
Then, we note from the tower property of conditional proba-
bilities [16, App. A] that the CME can be written as
(9)
Further, from our measurement model assumptions we note that
where the second line follows from our “blurring” condition
. This result substituted into
(9) then allows us to write
The lemma result then follows by noting, for large enough ,
that
a.s.
We highlight that the above result is not dependent on any
specific choice of . Next, we propose a joint RER based
approach for selecting HMM collections that provide good ap-
proximations for our nominal system, and then show some in-
teresting performance results.
B. Min-Max RER HMM Collection Design
As a stepping stone, we first consider the case of a single
HMM design when is known, and let denote the set
of all HMMs of size . We seek to approximate the dynamics
by a which is the HMM that minimizes the
joint RER with respect to the dynamics , in the sense that
(10)
From [27] and the result of [38] and [39], we see that a small
RER implies a large likelihood. Hence, we would expect to
provide reasonable filtering performance.
We now extend the above approach to the case when is un-
known. This uncertainty can be handled by using our proposed
HMM collection representation. We propose a HMM collection
be chosen so that, for every value of , is
close in a joint RER sense to at least one model in the col-
lection. That is, our model selection strategy is to choose a col-
lection so that for each , is small
for at least one choice of . Hence, a natural design measure is
the max-RER cost
(11)
We highlight that the order of RER arguments in (11) is impor-
tant to reflect the motivation for our model selection approach.
Now, our selection problem to find a suitable MHMM design
can be posed as the min-max problem of finding a candidate
such that
(12)
We now let and denote laws corresponding
to models and , respectively. We let
and denote the
one-step ahead CMEs (estimate of current state value given last
state value and current measurement), respectively under each
model.
We now present an interesting result about MHMM filter per-
formance.
Theorem 4.1: Consider the state process and the
measurement process . Then the min-max design cost
provides a bound on one-step-ahead CME perfor-
mance, in the sense that
where is a finite constant. Moreover, if we additionally
assume is a strictly stationary process, initialized with its
stationary distribution and that we have consistent initialization
, then implies that a.s.
Proof: We first note that
Taking the expectation of the magnitude squared we obtain [see
the equation at the bottom of the next page] for some positive
constant .
In the fourth line we have used to imply the ex-
istence of a finite upper bound , and in the fifth line we
have used [36, Lemma 11.6.1] which shows the relative en-
tropy bounds the norm of the difference between laws. Then
noting that
from our definition of lets us apply Lemma 3.2 to give the
first part of the theorem result.
The second part of the theorem then follows from noting
that if can be achieved under any choice of ,
then using that relative entropies are nonnegative we obtain that
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a.s. and
a.s. Recall that Bayes’ rule lets us write
. Then,
using marginalization integrals applied to over
, followed by Bayes’ rule, and stationary process properties,
we can show that a.s. Similarly,
we can show that a.s. We highlight
that the irreducible and aperiodic Markov chains used in
define stationary processes [40]. Finally, using
with an inductive argument on the conditional mean estimate
forward recursion [30, Ch. 10]
where is a normalization constant, gives the second result.
When combined with exponential forgetting properties of
HMM filters, Theorem 4.1 illustrates that our min-max MHMM
design process based on joint RER is useful because it bounds
the estimation error induced by the modeling approximation.
That is, the above HMM collection design process can be used
to develop MHMM filters offering reasonable performance.
C. Conditional RER HMM Collection Design
Assume is an unknown model parameter that is a
priori described by the probability . Let us define the con-
ditional joint RER (a natural extension of the conditional rela-
tive entropy defined in [36, Ch. 2]) as
where is the RER under the assumption is known
with certainty.
We can then introduce the conditional RER criteria for
choosing a collection ,
The candidate will be a conditional RER-MHMM
model if
(13)
D. Monotonicity of RER HMM Collections
We now establish a result that shows that min-max or con-
ditional joint RER MHMM collections are sensible in another
sense. Let
where denotes the either the min-max RER design
criteria or the conditional RER design criteria, from a sized
collection of HMMs.
Theorem 4.2: The RER design criteria is monotonic
in the number of models , in the sense that
Proof: Note that we can write .
First consider the case , and let us define a bad model
as
We can then write
where in the fourth line we note that is never the minimizing
argument. A similar argument proves the case.
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V. IMPLEMENTATION ISSUES
This section discusses two implementation issues.
A. RER Approximation
The HMM collection design approach described in
the previous section is reliant on being able to evaluate
for a range of values and for different
candidate models . Yet, a suitable close-form expression
for the joint RER is not currently known. One
possible approach to developing an expression for the required
RER is to approximate the model with a model for which
closed-form expressions for RER exist.
Here we propose to approximate the model , for
specific values of , with a locally consistent Markov
chain, using the results of [1]. This involves selecting a
Markov chain so that the chain and the model have
consistent local statistical properties (including equivalent
expected mean state transitions, roughly in the sense that
for
all ).
Let denote a chain that is “locally consistent” to the
state component of the model . If we assume a common
measurement model , we can then take advantage of
an existing result from [27] in which the joint RER between a
locally consistent chain and another
HMM , is given by
(14)
where is the size of the HMMs. Thus, we propose to approx-
imate the joint RER as
(15)
where and are the -dependent parameters of the lo-
cally consistent approximation of .
B. Selection of
In practice, the joint likelihoods are not available, but
can be determined using any strategy that ensures selection
of the model closest in joint RER sense. For example, let us
introduce which denotes
the likelihood (in the usual output-sense) at time , and let
denote the model with the highest likelihood (selected so that
for all ). Then one strategy for selecting is based
on only allowing HMM collections that have a.s.
If is constrained this way then can be calculated (and
hence ) from the determined in the MHMM filter recursion
(5). This is the strategy we use in our simulation example.
VI. APPLICATION: DIM-TARGET DETECTION PROBLEM IN
IMAGE SEQUENCES
Detection and tracking of unknown target trajectories is an
estimation problem where the possible presence of an under-
lying state process (target) must be detected from an observa-
tion sequence.
We will restrict our attention to detection of (approximately)
constant velocity target trajectories by considering the following
time-invariant model:
(16)
where denotes the target’s pixel coordinates
in the image plane and denotes the target’s velocity
in pixels/frame. The target is assumed to be observed through
noisy imaging measurements from an electro-optical sensor,
whose field of view is represented by a 2-D grid of image pixel
locations . We let
be the pixel image measurement at the sample
instant. Moreover, we let denote the value at the pixel,
under some enumeration scheme of pixel locations.
We highlight that the stated dynamics (16) do not exhibit the
bounded state space requirement of (1), nor satisfy the ergod-
icity properties that are required to establish Theorem 4.1. How-
ever, the bounded, stationary, and ergodic state properties are
satisfied by the following noisy model with projection
(17)
where is a zero-mean Gaussian noise process
( is assumed small) and is a operation that
projects any target crossing the boundary of back inside
. In our study, we use (17) as a model for (16), and allow
to project the target to the opposite side of (and still
travelling in the same direction) whenever the target encounters
a boundary. Note that this projection choice does not have a
significant impact on observed filtering performance in our
application, because we are not concerned about scenarios that
involve tracking targets near the boundaries of . Finally, note
that our design assumed that targets have approximately con-
stant velocity with small , but our simulated data contained
targets with perfectly constant velocity i.e., .
We let denote the velocity magnitude,
let denote the heading angle, and let
. Then denotes the target model with velocity and
heading . The uncertainty in the target dynamics is described
by a finite bounded set of possible velocity and heading angles
.
A. Basic HMM Representation
We now develop discrete Markov chain models to represent
the continuous motion of a target as projected onto a dis-
crete 2-D image plane grid parameterized by a grid spacing
parameter . Let denote the total number of grid
locations on the image grid .
We now introduce the following assumptions.
1) Individual pixels do not allow the opportunity of perfect
detection, in the sense that
whenever .
2) The statistical properties of pixel values within an image
are spatially independent, in the sense that
for all and .
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Under these assumptions, elements of can be deter-
mined from the simplification
where is a proportionality constant (see [29] for a justification
of this simplification).
We highlight that the calculation of the measurement prob-
abilities is greatly simplified under the above assumptions
because and
can each be determined on a single-pixel basis, rather than
requiring the probability of a whole image. In this study, we
assume that the measurement model is known, and we deter-
mine empirically from given observation
data. Therefore, constructing a suitable HMM representation
is simplified to the problem of determining suitable transition
probability matrices.
B. Simulation Studies
In the following sections, we will apply the joint RER
MHMM design strategy to the problem of detecting dim tar-
gets traveling with unknown heading from morphologically
preprocessed image sequences [41]. We will compare min-max
RER MHMM designs with the ad hoc MHMM designs we
proposed in previous work [29].
1) Transition Probability Matrix Design: In the following
simulation studies, we will consider slow moving targets
traversing across an image plane. We simplify our transition
probability design problem by exploiting some a priori in-
formation about the dynamics under approximation. Firstly,
the operation dictates certain transition behavior from
chain states at the boundary of . Secondly, at chain values
inside the boundaries, we can assume transitions occur only to
neighboring locations or are self-transitions. Hence, there is a
maximum of nine nonzero transitions probabilities from any
internal state. Moreover, we can assume behavior is uniform
in the sense that these neighborhood transition properties do
not depend on location in the grid. This allows us to assume an
overall sparse matrix structure and simplifies our search space
to the nine probabilities describing the neighborhood transition
properties. We highlight that an irreducible and aperiodic
can be achieved within this sparse matrix structure.
2) Optimization: The computational aspects of optimization
with respect to and are beyond the scope
of this paper; however it is likely that existing standard opti-
mization routines can be applied should an efficient numerical
solution be sought. In our studies, we preferred to approximate
search spaces by finite sets and use “brute-force” optimization
or manual search methods. For example, the maximum opera-
tion over is approximated by a brute-force maximization
over a finite set approximation of the range of .
Results: In the following studies, we simulate targets
observed through discrete measurements from imaging sensor
of dimension 111 147. Measurement noise is modeled as a
Gauss Markov random field (GMRF) parameterized by vertical
and horizontal interaction factors of 0.12 and driven with
Gaussian noise (see [5] and [29]).
TABLE I
MAX RER DESIGN CRITERIA
The MHMM designs assume uniform a priori state probabili-
ties , and will employ a common measurement model
that is empirically determined from observation data.
In all studies below, target detection is based on a threshold
test of the magnitude of , with the target location being es-
timated as the location of the maximum of . This esti-
mated location corresponds to the location of maximum proba-
bility in the underlying MHMM filters.
Min-Max RER Design of One-Model MHMM Filter:
Before introducing our more sophisticated studies involving
multiple HMMs, we first present a simpler special case of the
MHMM filter design where only a single HMM is used in the
filter. In this example, we consider the scenario where the target
moves at a constant velocity pixels/frame. We compare
the detection performance of an ad hoc single-model filter
(based on a Markov chain with for self-transitions,
and for all adjacent state transitions, as reported
in [29]) with that of a min-max RER single-model filter
(based on a Markov chain with for self-transitions,
for diagonal state transitions and
for vertically and horizontally adjacent state transitions). The
max RER design cost (11) achieved by the two filter designs is
shown in Table I.
The two HMM filters are compared on the basis of their
detection performance on image sequence test cases,
where each sequence had a length of 151 frames. The bottom
two curves in Fig. 1 illustrate the average detection and
false-alarm performance of the two single-model MHMM
filters (as the detection threshold is varied). The two filter
designs can be compared by observing that for any false-alarm
rate, the min-max RER based design provided better detection
performance. In a rough sense, across a range of false-alarm
rates, the RER based design provides 6% improvement in
detection performance compare to our base ad hoc design.
Min-Max RER Design of Four-Model MHMM Filter: In
this example, we consider the performance of a four-model
MHMM filter designed using the min-max RER criterion.
We evaluate the four-model filter in two ways: against the
min-max RER-based single-model MHMM filter given in the
previous study, and against an ad hoc four-model MHMM filter
examined in [29].
For design purposes, we assumed that the heading angle un-
certainty could be divided into four equal quadrants to coincide
with the 4 available HMMs in the MHMM design (this also
forces a a.s. design constraint). Due to the symmetry
in the problem, we then assumed each HMM design will have
the same transition probability structure. The manual search for
transition probability parameters that minimized our max RER
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Fig. 1. Detection versus false-alarm performance comparison of ad-hoc and
min-max RER designs of single-model and four-model MHMM filters.
cost (11) yielded a MHMM design with self-transition proba-
bilities of 0.8, a probability of transition to diagonally adjacent
states of (within the quadrant), and a probability
of transition to vertically and horizontally adjacent states of 0.1
(within the quadrant). The ad hoc four-model MHMM reported
in [29] has self-transition probabilities of 0.7, and a probability
of transition to all other adjacent states (within the quadrant) of
0.1. The max RER design cost (11) achieved by the two filter
designs is shown in Table I.
Firstly, we will illustrate the significant advantage of the mul-
tiple model approach over the single-model design, using the
same simulation parameters described in the previous example.
The first and third curves (from the top) of Fig. 1 show the detec-
tion rate versus false-alarm rate tradeoff for the four-model and
single-model min-max RER designs, respectively. The multiple
model design demonstrates superior performance compared
to the single-model design. For example, at a false-alarm rate
of , the detection rate of the four-model MHMM filter is
nearly 0.99, whereas for the single-model filter it is about 0.86.
The superiority of the multiple model approach is also evident
for the ad hoc designs.
The top two curves in Fig. 1 show the detection versus false-
alarm performance tradeoffs for the min-max RER and ad hoc
based four-model MHMM designs. The min-max RER design
demonstrates a consistent detection rate improvement of be-
tween 5% and 6% over the ad hoc design across a range of
false-alarm rates.
Min-Max RER Design With Variable Velocity: We now
consider a problem where the target velocity may take on one
of three possible values pixels/frame.
We compare two four-model MHMM designs: one that ex-
plicitly accounts for all the possible variations in target velocity
( pixels/frame); and one designed to the av-
erage target velocity ( pixels/frame). The min-max RER
variable velocity MHMM design has a probability of 0.696 for
self-transitions, a probability of 0.0002 for diagonally adjacent
state transitions, and finally a probability of 0.1501 for verti-
cally and horizontally adjacent state transitions. The fixed ve-
locity MHMM design has the same transition probabilities as
the four-filter min-max RER design in the previous example.
TABLE II
VARIABLE VELOCITY DETECTION PERFORMANCE
(AT FALSE-ALARM     )
  (pixels/frame),   simulations each case. ‡    simulations.
Table II shows detection rates and corresponding RER costs
for the two filter designs as a function of various target velocity
cases (for a fixed false-alarm rate of ). The overall perfor-
mance results given in the final row of the table show that the
variable design has a higher detection rate. We also examined
filter performance on simulation subsets. Although the fixed ve-
locity MHMM design achieves a slightly better detection rate in
two out of the three target velocity cases, the variable velocity
MHMM design boasts a superior minimum detection perfor-
mance across the three velocity cases (although not shown, this
trend is also observed across a range of other false-alarm rates).
The detection rate for the fixed velocity MHMM drops to as low
as 0.8992, whereas the detection rate for the variable velocity
MHMM does not fall below 0.9485. Finally, we observe that
the RER costs seem to provide a good indication of the relative
detection performance of the filters in all velocity cases.
3) Computational Effort: Our algorithms were executed in
MATLAB (version 7.1.0.246 (R14) Service Pack 3) on a Pen-
tium IV dual-core CPU @ 3 GHz with 1 GB of memory. The
average CPU time taken (image size 111 147 pixels) for a one-
model MHMM filter is 0.0234 s/iteration, and for a four-model
MHMM filter it is 0.0383 s/iteration.
VII. CONCLUSION
This paper developed a new joint relative entropy rate (RER)
based approach for multiple HMM (MHMM) approximation
of uncertain processes. A MHMM filter was introduced, and a
RER-based model selection or design approach was proposed.
Performance results were established that bound filter perfor-
mance and show that the filter converges to the true CME as
the RER between the uncertain system and the MHMM is re-
duced. The model design process and MHMM filter approach
were demonstrated on an important image processing dim-target
detection problem.
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