Multiaccess Channels with State Known to One Encoder: Another Case of
  Degraded Message Sets by Zaidi, Abdellatif et al.
Multiaccess Channels with State Known to One
Encoder: Another Case of Degraded Message Sets
Abdellatif Zaidi † Shiva Prasad Kotagiri ‡ J. Nicholas Laneman - Luc Vandendorpe †
† E´cole Polytechnique de Louvain, Universite´ catholique de Louvain, LLN-1348, Belgium
‡ SERDES Technology Group, Xilinx Inc., San Jose, CA, USA-95124
- Department of Electrical Engineering, University of Notre Dame, Notre Dame, IN-46556, USA
{abdellatif.zaidi,luc.vandendorpe}@uclouvain.be, skotagir@gmail.com, jnl@nd.edu
Abstract—We consider a two-user state-dependent multiac-
cess channel in which only one of the encoders is informed,
non-causally, of the channel states. Two independent messages
are transmitted: a common message transmitted by both the
informed and uninformed encoders, and an individual message
transmitted by only the uninformed encoder. We derive inner
and outer bounds on the capacity region of this model in the
discrete memoryless case as well as the Gaussian case. Further,
we show that the bounds for the Gaussian case are tight in some
special cases.
I. INTRODUCTION
We consider a memoryless multiaccess channel (MAC) con-
trolled by random parameters, or channel states, as shown in
Figure 1. We assume that the channel state information (CSI) is
known, non-causally, to only one of the two encoders, and the
channel state is memoryless. Both encoders communicate with a
decoder to which the channel states are not available. The informed
encoder sends a common message and the uninformed encoder
sends both the common message and an independent individual
message. We refer to this situation as a case of degraded message
sets [1]. The decoder estimates the transmitted messages from the
channel output. In this paper, we study the capacity region of this
communication model.
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Fig. 1. Asymmetric state-dependent MAC with a degraded message set.
The study of channel models with random parameters initiated
with Shannon [2] who derives the capacity of a single-user, state-
dependent memoryless channel with causal transmitter state infor-
mation. Gel’fand and Pinsker [3] characterize the capacity of the
same channel for the case in which the transmitter knows the chan-
nel states non-causally. Costa [4] extends Gel’fand and Pinsker’s
results to a Gaussian case and shows that dirty paper coding (DPC)
completely mitigates the effect of the additive Gaussian channel
state on the channel capacity. In part driven by a growing area
of applications, the study of channels depending upon random
parameters, especially multi-user models, has received considerable
attention over the last decade. For a review on the subject of state-
dependent channels and related work, the reader may refer to [5].
The model shown in Figure 1 is an example of a state-dependent
multiaccess model with asymmetric encoder CSI. In [6], the authors
introduce such asymmetry with state known to one, but not all,
encoders. In [7], the authors study asymmetry with different inde-
pendent state components known to different encoders, focusing
on lattice coding strategies in the Gaussian case. Incorporating
degraded message sets, [8]–[11] characterize the discrete memo-
ryless capacity region for the case in which both encoders send
a common message and the informed encoder sends, in addition,
an independent individual message; [11] also provides an extensive
treatment of the capacity region in the Gaussian case.
In this paper, we consider another case of degraded message sets
for the MAC with asymmetric CSI, namely, the situation obtained
by swapping the roles of the encoders in [8], [11]. That is, the
informed encoder sends a common message and the uninformed
encoder sends the common message as well as an independent
individual message. We derive inner and outer bounds on the
capacity region of this model for both the discrete memoryless
and Gaussian cases. For the Gaussian case, we also show that the
bounds match in the case of strong Gaussian interference and high
signal-to-noise ratio.
Furthermore, specializing the results for the Gaussian case in
this paper to the setup in which the uninformed encoder sends no
individual message, we obtain the common message capacity es-
tablished in [11]. Also, specializing the results to the case in which
the informed encoder has no message to transmit, i.e., the helper
problem introduced in [7], we obtain lower and upper bounds on the
capacity of this model, for both discrete memoryless and Gaussian
cases. For the Gaussian case, the bounds match in the limit of strong
interference for some combinations of transmit powers and noise
power. This same latter result is also established in [7, Theorem 4]
using lattice strategies. Finally, we mention that related scenarios of
state-dependent relay channels with asymmetric CSI are studied in
[12]–[17]; and related scenarios of cognitive interference channels
are studied in [18]–[23].
II. PROBLEM SETUP
We consider a stationary memoryless state-dependent MAC
WY |X1,X2,S whose output Y ∈ Y is controlled by the channel
inputs X1 ∈ X1 and X2 ∈ X2 from the encoders and the channel
state S ∈ S which is drawn according to a memoryless probability
law QS . We assume that the channel state Si at time instant i is
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non-causally known at one of the encoders, at the beginning of
the transmission block. We refer to this encoder as ”the informed
encoder”. The model shown in Figure 1 is asymmetric in the sense
that the channel state is known at only one of the two encoders.
The informed encoder wants to send a common message Wc and
the uninformed encoder wants to send an independent individual
message W1 along with the common message Wc, in n channel
uses. Let Xn1 = (X1,1, · · · , X1,n) and Xn2 = (X2,1, · · · , X2,n)
denote the inputs of uninformed encoder and the informed encoder,
respectively, and Y n denotes the channel output. We note that
the model considered in this paper has the uninformed encoder
know the message of the informed encoder, and this is conceptually
different from that considered in [8], [11] in which it is the informed
encoder who knows the message of the uninformed encoder.
We assume that the common message Wc, with rate Rc, and the
individual messageW1, with rateR1, are independent random vari-
ables uniformly drawn from the setsWc = {1, · · · ,Mc} andW1 =
{1, · · · ,M1}, respectively. For a positive-integer n and a pair
of non-negative real rate pair (Rc, R1), a (2nRc , 2nR1 , n)−code
consists of two encoding functions
φn1 : Wc×W1 → Xn1 and φn2 : Sn×Wc → Xn2
at the uninformed encoder and the informed encoder, respectively,
and a decoding function ψn : Yn →Wc×W1.
From a (2nRc , 2nR1 , n)−code, the sequences Xn1 and Xn2 from
the uninformed encoder and the informed encoder, respectively,
are transmitted across a memoryless state-dependent MAC with
conditional probability distribution
PY n|Xn1 ,Xn2 ,Sn(y
n|xn, x˜n, sn) =
nY
i=1
WY |X1,X2,S(yi|xi, x˜i, si). (1)
The decoder estimates the messages from the channel output Y n.
The average probability of error is defined as Pne := Pr[ψn(Y n) 6=
(Wc,W1)].
A rate pair (Rc, R1) is said to be achievable if there ex-
ists a sequence of (2nRc , 2nR1 , n)−codes (φn1 , φn2 , ψn) with
limn→∞ Pne = 0. The capacity region of the considered state-
dependent MAC is defined as the closure of the set of achievable
rate pairs.
Due to space limitations, the results of this paper are either
outlined only or mentioned without proofs. Detailed proofs can be
found in [24].
III. DISCRETE MEMORYLESS CASE
In this section, it is assumed that the alphabets S,X1,X2 are
finite.
A. Inner Bound on the Capacity Region
Definition 1: Let P denote the set of joint measures
PS,U1,U2,X1,X2,Y of the form
PS,U1,U2,X1,X2,Y =
QSPU1PX1|U1PU2|U1,SPX2|U1,U2,SWY |X1,X2,S (2)
that satisfy
I(U2;Y |U1, X1)− I(U2;S|U1) > 0. (3)
The following theorem provides an inner bound on the capacity
region of the state-dependent DM MAC shown in Figure 1.
Theorem 1: The capacity region, C, of the model shown in
Figure 1 contains the closure of the set of all rate-pairs (Rc, R1)
satisfying
R1 < I(X1;Y |U1, U2)
R1 < I(X1, U2;Y |U1)− I(U2;S|U1)
Rc +R1 < I(X1, U1, U2;Y )− I(U2;S|U1), (4)
for some joint measure PS,U1,U2,X1,X2,Y ∈ P , where U1 ∈ U1 and
U2 ∈ U2 are auxiliary random variables with
|U1| ≤ |S||X1||X2|+ 2 (5a)
|U2| ≤
“
|S||X1||X2|+ 2
”
|S||X1||X2|+ 2. (5b)
First we generate a random codebook that we use to obtain
the inner bound in Theorem 1. Next, we outline the encoding
and decoding procedures. The corresponding error analysis can be
found in [24].
Codebook Generation: Fix a measure PS,U1,U2,X1,X2,Y satisfy-
ing (2). Fix  > 0 and denote
Mc1 = 2
n[Rc1−2] M1 = 2n[R1−4]
Mc2 = 2
n[Rc2−4] J = 2n[I(U2;S|U1)+2], (6)
for some Rc1 ≥ 0 and Rc2 ≥ 0.
The random encoders operate as follows. First, the uninformed
encoder draws Mc1 i.i.d. vectors {u1(l1)}, l1 = 1, · · · ,Mc1, each
with i.i.d. components drawn according to PU1 . For each codeword
u1(l1), the informed encoder draws a collection of Mc2×J auxil-
iary vectors {u2(l1, l2, j)}, l2 = 1, · · · ,Mc2, j = 1, · · · , J , inde-
pendently and each with i.i.d. components given u1(l1), according
to the conditional measure PU2|U1 induced by (2). Also, for each
codeword u1(l1), the uninformed encoder draws M1 i.i.d. vectors
{x1(l1, k)}, k = 1, · · · ,M1, each with i.i.d. components drawn
according to the conditional measure PX1|U1 induced by (2).
Encoding: Suppose that a common message Wc = l and an
individual message W1 = k are to be transmitted. We split the
common message into two independent parts, Wc1 and Wc2. Let
(Wc1,Wc2) = (l1, l2). We denote by Rc1 and Rc2 the rates at
which Wc1 and Wc2 are sent, respectively. The total rate for the
common message is then Rc = Rc1 +Rc2.
The uninformed encoder transmits the vector x1(l1, k). Then, to
transmit l, the informed encoder searches for the smallest j such
that u2(l1, l2, j) is jointly typical with (u1(l1), s). Denote this j
by j? = j(s, l1, l2). If such j? is not found, or if the observed
state is not typical, an error is declared and j(s, l1, l2) is set to
j = J . Finally, the informed encoder transmits a vector x2 which
is drawn i.i.d. conditionally given
“
s,u1(l1),u2(l1, l2, j
?)
”
(using
the conditional measure PX2|S,U1,U2 induced by (2)).
Decoding: Upon observation of y, the decoder at the receiver
declares that (lˆ1, lˆ2, kˆ) is sent if there is a unique triple (lˆ1, lˆ2, kˆ)
such that u1(lˆ1), u2(lˆ1, lˆ2, j), x1(lˆ1, kˆ) are jointly typical with y,
for some j ∈ {1, . . . , J}. If there is no such triple or it is not unique,
an error is declared. One can show that the receiver can decode
reliably as long as n is large and
R1 < I(X1;Y |U1, U2)
R1 < I(X1, U2;Y |U1)− I(U2;S|U1)
Rc +R1 < I(X1, U1, U2;Y )− I(U2;S|U1)
Rc2 +R1 < I(X1, U2;Y |U1)− I(U2;S|U1)
Rc2 < I(U2;Y |U1, X1)− I(U2;S|U1). (7)
Applying Fourier-Motzkin elimination (see, e.g., [25]) to eliminate
the variable Rc2 from (7) yields the bounds (4), plus the additional
constraint (3).
B. Outer Bound on the Capacity Region
The following theorem provides an outer bound on the capacity
region of the state-dependent DM MAC shown in Figure 1.
Theorem 2: The capacity region, C, of the model shown in
Figure 1 is contained in the closure of the set of all rate-pairs
(Rc, R1) satisfying
R1 ≤ I(X1;Y |S,X2),
Rc +R1 ≤ I(X1, X2;Y |S)− I(X1;S|Y ), (8)
for some probability distribution of the form
PS,X1,X2,Y = QSPX1PX2|X1,SWY |X1,X2,S . (9)
Proof: The proof of Theorem 2 can be found in [24].
We note that, through the subtracted term I(X1;S|Y ), the outer
bound (8) is tighter than that obtained by assuming that the channel
state is available at both encoders and the decoder. Also, this outer
bound is non-trivial and connects with a bounding technique that is
used in [11, Theorem 2]. However, in this work, this outer bound is
proved using techniques that are different from those in [11].
IV. THE GAUSSIAN MAC
In this section, we consider a two-user state-dependent Gaussian
MAC in which the channel states Sn and the noise are additive and
Gaussian. As in Section III, we assume that only the second encoder
knows the channel states, non-causally. The informed encoder
sends only the common message, and the uninformed encoder sends
both common and individual messages.
A. Channel Model
At time instant i, the channel output Yi is related to channel
inputsX1,i andX2,i from the uninformed encoder and the informed
encoder, respectively, and the channel state Si and the noise Zi by
Yi = X1,i +X2,i + Si + Zi, (10)
where Si and Zi are zero-mean Gaussian random variables with
variance Q and N , respectively. The random variables Si and Zi at
time instant i ∈ {1, · · · , n} are mutually independent, independent
from the channel inputs (Xn1 , X
n
2 ) and independent from (Sj , Zj)
for j 6= i.
We consider the individual power constraints on the transmitted
power
nX
i=1
X21,i ≤ nP1,
nX
i=1
X22,i ≤ nP2. (11)
The definition of a code for this channel is the same as given in
Section II, with the additional power constraint (11).
B. Lower and Upper Bounds on the Capacity Region
In this section, we establish inner and outer bounds on the
capacity region of the state-dependent Gaussian MAC (10). The
above results for the DM MAC can be readily extended to mem-
oryless channels with discrete time and continuous alphabets using
standard techniques [26].
The following theorem provides an achievable rate region.
Theorem 3: Let Q˜(ρ) := (
√
Q+ρ
√
P2)
2, for some ρ ∈ [−1, 0].
The capacity region, CG, of the Gaussian model (10) contains the
union of the rate-pairs (Rc, R1) satisfying
R1 <
1
2
log
“
1 +
θP1
N +
P2ξQ˜(ρ)(1−α)2
P2ξ+α2Q˜(ρ)
”
R1 <
1
2
log
“ P2ξ(P2ξ + Q˜(ρ) +N + θP1)
P2ξQ˜(ρ)(1− α)2 +N(P2ξ + α2Q˜(ρ))
”
Rc +R1 <
1
2
log
“
1 +
(
p
θ¯P1 +
p
1− ξ − ρ2√P2)2 + θP1
P2ξ + Q˜(ρ) +N
”
+
1
2
log
“ P2ξ(P2ξ + Q˜(ρ) +N)
P2ξQ˜(ρ)(1− α)2 +N(P2ξ + α2Q˜(ρ))
”
,
(12)
for some θ ∈ [0, 1], θ¯ = 1 − θ, ξ ∈ [0, 1], ρ ∈ [−√1− ξ, 0], and
α ∈ R is such that the logarithm terms on the RHS of (12) are
non-negative real.
Remark 1: In Theorem 3, for the admissible values of α ∈ R for
fixed θ ∈ [0, 1], ξ ∈ [0, 1] and ρ ∈ [−√1− ξ, 0], it is equivalent
to consider those such that the logarithm term on the RHS of the
second bound on R1 and the second logarithm term on the RHS of
the bound on (Rc +R1) are non-negative real.
Proof: A formal proof of Theorem 3 can be found in [24].
The proof is based on the evaluation of the inner bound in
Theorem 1 using an appropriate jointly Gaussian distribution on
S,U1, U2, X1, X2. Also, it is shown that the evaluation of the
constraint (3) gives the second logarithm term on the RHS of the
bound on (Rc +R1) in Theorem 3; and this explains why this term
should be non-negative real.
More informally, the uninformed encoder encodes the common
message Wc and the individual message W1 in the same way as for
a regular MAC. We decompose the input X1 as
X1 = U1 + X˜1, (13)
where: X˜1 is a zero-mean Gaussian with variance θP1, is inde-
pendent from U1, X2 and the state S; and U1 is a zero-mean
Gaussian with variance θ¯P1, is correlated withX2, with E[U1X2] =
ρ′12
p
θ¯P1P2, and independent from S, for some θ ∈ [0, 1], ρ′12 ∈
[0, 1].
The informed encoder encodes the common message by applying a
DPC scheme as
U2 = X2 − σ12
θ¯P1
U1 +
“
α(1 +
σ2s
Q
)− σ2s
Q
”
S, (14)
where X2 is a zero-mean Gaussian with variance P2 and is cor-
related with the channel state S with E[X2S] = ρ2s
√
P2Q, for
some ρ2s ∈ [−1, 0]; σ12 = E[X1X2] and σ2s = E[X2S] are the
covariances,
ρ′12 =
σ12p
θ¯P1P2
, ρ2s =
σ2s√
P2Q
, (15)
and α is a scale parameter.
As it can be seen from the proof, different values of the 4-tuple
(θ, ρ′12, ρ2s, α) satisfying
θθ¯(1− ρ′212 − ρ22s) ≥ 0 (16)
give different points that lie in the rate region defined by (12);
and the union over all such 4-tuples give the entire rate region
in Theorem 3. Also, the parameters ρ and ξ that appear in (12)
correspond to the substitution ρ := ρ2s and ξ := 1− ρ′212 − ρ22s.
The intuition for (14) is as follows. The input of the informed
encoder is composed of two parts. The first part, σ12
θ¯P1
U1, is cor-
related with the input of the uninformed encoder and, hence, it
permits to obtain some coherence between the channel inputs
for the transmission of the common message. The second part is
generated using binning and is used to transmit additional common
information and/or remove the effect of the interference on the
communication, through a generalized DPC [6], [27].
Remark 2: In the above coding scheme, we decomposed the
input of the uninformed encoder into two independent parts, as
shown by (13). Essentially, the part U1 is used to obtain coherent
transmission of the common message as we indicated previously,
through correlation with X2. As an alternative coding scheme, one
can obtain this coherent transmission by splitting the input of the
informed encoder, instead of that of the uninformed encoder. In this
case, one part of the input of the informed encoder is correlated with
the input of the uninformed encoder and is independent from the
channel state (this part permits to transmit (part of) Wc coherently),
and the other is independent from the input of the uninformed
encoder and is correlated with the channel state (this part permits to
transmit additional common information and to combat the effect
of the channel state). This idea is used for a related setup in [13],
[14] in the context of relay channels with states at only the relay.
We now derive an outer bound on the capacity of the state-
dependent Gaussian MAC (10).
Theorem 4: The capacity region, CG, of the Gaussian model
(10) is contained in the union of the rate-pairs (Rc, R1) satisfying
R1 ≤ 1
2
log
“
1 +
P1(1− ρ212 − ρ22s)
N(1− ρ22s)
”
Rc +R1 ≤ 1
2
log
“
1 +
(
√
P1 + ρ12
√
P2)
2
P2(1− ρ212 − ρ22s) + (
√
Q+ ρ2s
√
P2)2 +N
”
+
1
2
log
“
1 +
P2(1− ρ212 − ρ22s)
N
”
, (17)
for some ρ12 ∈ [0, 1], ρ2s ∈ [−1, 0] such that
ρ212 + ρ
2
2s ≤ 1. (18)
The proof of Theorem 4 follows by evaluating the outer bound (8)
using appropriate joint distribution of S,X1, X2, S, Y . Essentially,
the proof is very similar to that of Theorem 6 in [11] and, for
this reason, we omit it here. It is based on showing that for the
Gaussian channel (10), one can restrict attention to jointly Gaussian
(S,X1, X2, Y ) with E[X1S] = 0, E[X1X2] = σ12 = ρ12
√
P1P2
and E[X2S] = σ2s = ρ2s
√
P2Q. The values of the covariances
σ12 and σ2s are such that the covariance matrix ΛS,X1,X2,Z of
(S,X1, X2, Z) has a non-negative discriminant, i.e. QP1P2N(1 −
ρ212 − ρ22s) ≥ 0. For Q > 0, this implies that ρ212 + ρ22s ≤ 1.
C. Numerical Examples and Analysis of Some Special Cases
The inner bound in Theorem 3 and the outer bound in Theorem
4 are plotted for two interesting cases (P1 > Q and P1 < Q) in
Figure 2 and Figure 3. We observe that, for certain combinations
of (P1, P2, Q,N), the uninformed encoder fully benefits from the
availability of the CSI at the informed encoder, and so transmits at
its maximal rate, as if there were no interference. Figure 4 shows the
derived bounds for an example combination of (P1, P2, Q,N) for
which the lack of knowledge of the interference at the first encoder
causes an inevitable rate loss for this encoder (e.g., see the point
(0, R1)).
Special Cases: The bounds in Theorem 3 and Theorem 4 match
in some special cases.
1) Strong interference and high SNR. Investigating the bounds
(12) and (17) in the case of strong interference (i.e., Q → ∞) and
high SNR1 = P1N and SNR2 =
P2
N , (i.e., P1, P2  N ), it can be
easily shown that these bounds match in this case. This result is
stated in the following corollary.
Corollary 1: In the limit of strong interference, the capacity
region of the state-dependent Gaussian MAC (10) at high SNR is
given by the union of the set of all rate pairs satisfying
R1 ≤ 1
2
log(1 +
P1
N
)− o(1)
Rc +R1 ≤ 1
2
log(1 +
P2
N
)− o(1), (19)
where o(1)→ 0 as P1, P2 →∞.
In [7], the authors focus on lattice strategies to study a Gaussian
MAC with independent additive Gaussian interferences known
(non-causally) to different encoders. Among other results, the
authors establish the capacity region of the Gaussian MAC with
one Gaussian interference known to only one of the encoders
and independent messages at the encoders, in the case of strong
interference and high SNR [7, Theorem 5]. The above result in
Corollary 1 can be viewed as a generalization of that in [7, Theorem
5] to a case of degraded message sets at the encoders.
2) The uninformed encoder has no individual message to trans-
mit. In this case, putting θ = 0 in (12), we easily see that the
obtained bounds match, and so we get the expression of the com-
mon message capacity for the Gaussian case. The same common
message capacity expression is derived in [10]. We note that the
common message capacity is studied, and derived, for the DM case
as well in [10].
3) The informed encoder has no message to transmit. This model
is introduced in [7] and is named the helper problem therein.
Based on lattice strategies, the authors derive the capacity region
for the Gaussian model for the case of strong interference and
N ≤ |P1 − P2| [7, Theorem 4]. By putting Rc = 0 in the
bounds established in this paper, we readily get lower and upper
bounds on the capacity of the helper problem, for both DM and
Gaussian cases. For the Gaussian case, the bounds are for general
SNR and interference power. Furthermore, like in [7] the bounds
for the Gaussian case match in the case of strong interference and
N ≤ |P1 − P2|. This same result, stated in the corollary below, is
established in [7, Theorem 5] using lattice strategies.
Corollary 2: In (10), ifN ≤ |P1−P2| and the informed encoder
has no message to transmit, the capacity of the resulting helper
problem in the limit of strong interference is given by
R1 =
1
2
log(1 +
min{P1, P2}
N
). (20)
Fig. 2. Inner (dashed) and outer (solid) bounds for P1 = 2.5, Q = 1.5,
P2 = N = 2.
Fig. 3. Inner (dashed) and outer (solid) bounds for P1 = 1, Q = 1.5,
P2 = N = 2.
Fig. 4. Inner (dashed) and outer (solid) bounds for P1 = 1.5, Q = 2.5,
P2 = N = 1.
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