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Abstract 
The goal of this project is to demonstrate that the Kohonen self-organizing map is a 
physiologically plausible model, by constructing it from the Hodgkin-Huxley neuron model and 
the Spike Timing-Dependent Plasticity model. The Kohonen self-organizing map is a popular 
concept in the field of neural network modeling. Yet not much effort has been made to show its 
credibility. In this project, a key feature of the Kohonen self-organizing map, namely the 
neighborhood function, is achieved in a neural network simulation with physiologically 
plausible models, thus demonstrating the plausibility of the Kohonen self-organizing map.  
Subject Keywords: Kohonen self-organizing map, neural system modeling, computational neuroscience 
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1. Introduction 
The Kohonen self-organizing map (SOM) is a popular artificial neural network used to preserve 
the topological features of input data. It is made up of artificial neurons (or nodes) 
interconnected through weighted synapses (or connections). The goal of the Kohonen SOM is 
to get the network to react similarly to similar inputs. This goal is achieved through a 
neighborhood function, which usually takes the form of a “Mexican hat”, characterized by the 
excitation of a neuron’s immediate neighbors and the inhibition of the more distant ones. With 
a given input data set, the nodes in the network use the neighborhood function to compete 
with each other, eventually forming one or a few activity centers where the responses to the 
input data are the strongest, with the rest of the network becoming passive.  
However, although activities similar to that of the Kohonen SOM have been observed in live 
tissue, the underlying mechanisms of the SOM, especially the neighborhood function, still 
remain as hypotheses. Thus to show that the Kohonen SOM is a neurophysiologically plausible 
model, it is necessary to demonstrate that the neighborhood function can be achieved through 
an implementation with the already established models. Such models include the Hodgkin-
Huxley neuron (HHN) model and the Spike Timing-Dependent Plasticity (STDP) model. 
The Hodgkin-Huxley neuron (HHN) model is one of the oldest and most established models for 
neurons. It is a set of non-linear ordinary differential equations that capture the electrical 
properties of a neuron, such as the cell membrane capacity and the different activities of the 
membrane proteins [3]. The model has been verified by experiments and is therefore a reliable 
model to use for the nodes in the Kohonen SOM. 
The Spike Timing-Dependent Plasticity (STDP) model is used to describe the plasticity of neural 
synapses in regard to pre-synaptic and post-synaptic cellular activities [1]. Generally, if a pre-
synaptic spike is followed by a post-synaptic spike in a very short time, the synaptic weight 
would increase, whereas if a post-synaptic spike precedes a pre-synaptic spike, the synaptic 
weight would decrease [1]. The Spike Timing-Dependent Plasticity phenomenon is widely 
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observed in experiments, and therefore is safe to be used to model the connections in the 
Kohonen SOM.  
The Kohonen SOM implemented in this project is a one-dimensional network, with one input 
node and a line of 15 interconnected network nodes. The nodes are all modeled as Hodgkin-
Huxley neurons and the connections are all modeled as Spike Timing-Dependent Plasticity 
synapses. The network model is simulated with time step of 0.05 ms for 150 ms. The Mexican 
hat form of the neighborhood function is qualitatively achieved at as early as 16.8 ms after the 
input neuron starts to fire.  
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2. Literature Review 
“Voltage and spike timing interact in STDP – a unified model” by Claudia Clopath and Wulfram 
Gerstner [2] is a previous study on STDP models. Many properties of Spike Timing-Dependent 
Plasticity (STDP) have been observed experimentally, which resulted in various STDP models. 
Some models are based purely on the timing of pre-synaptic and post-synaptic spikes, while 
some others are based on spike timing and membrane potential. The authors of this paper tried 
to find a model that can at least qualitatively represent the key features in all of the existing 
STDP models.  
The model the authors proposed depends almost entirely on the pre-synaptic and post-synaptic 
membrane potentials. It is able to explain a number of synaptic plasticity experiments, which 
include the pre-synaptic frequency dependency, voltage-clamp experiment, spike-timing and 
paring-frequency dependency, tight relation between voltage and spike timing, and burst-
timing-dependent plasticity. Yet the model does contradict to some experiment data, such as 
the depression for pre-post pairs at medium to long lags.  
  
4 
 
3. Methods 
3.1 Implementation of the Nodes 
The nodes in the experimental network are implemented through the HHN model. The specific 
HHN model used here is the conductance-based HHN model. This model captures the three 
major currents across the cell membrane: the sodium (Na+), the potassium (K+) and the 
leakage (L) currents. The Equation (3.1) describes the ion and leakage currents. [3]  
 
  
  
                
(3.1) 
Here C is the capacitance of the cell membrane and V is the membrane voltage.      is the 
applied current, and the rest are the ion and leakage currents specified by their subscripts. The 
equations for the ion and leakage currents are given in Equations (3.2-4) [3]. 
     ̅   
          
(3.2) 
    ̅  
        
(3.3) 
            
(3.4) 
Here          is the maximal conductance of a channel, given as a constant, and          is the 
resting potential of the ion current.      are gating variables that change with the membrane 
voltage.      (represented as  ) follow Equation (3.5) [3].  
  
  
 
       
     
 
(3.5) 
Equations (3.6) and (3.7) give further details of Equation (3.5) [3]. 
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which gives Equation (3.8) [3].  
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where    and    are transfer rate constants that vary with the membrane voltage. They are 
shown by experiments to have the relationships described in Equations (3.9-14) [3]. 
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(3.14) 
The nodes are implemented using the experimental values of         and        . However, 
for purpose of convenience, the voltage parameters are shifted so that the resting membrane 
potential is 0V. Moreover, to facilitate the implementation of the STDP connections, two low-
pass filtered traces of the post-synaptic membrane potential,    and   , as well as one low-
pass filtered trace of the input value,  , are computed according to Equations (3.15-17) [3]. 
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(3.16) 
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(3.17) 
 
 
where   is the membrane potential. 
Each node is implemented as a Matlab object. Testing a node with an input signal shows its 
characteristics in Figure 1.  
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Figure 1: The bottom plot shows an input signal which is high between 20 ms and 70 ms. The top plot shows the response of 
the tested neuron, which generates five spikes. 
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3.2 Implementation of the Connections 
The connections in the experimental network are implemented according to the Spike Timing-
Dependent Plasticity Model. The model used in this project is the voltage dependent STDP, 
namely, the pre-synaptic membrane potential and post-synaptic membrane potential at the 
event of spiking determine the synaptic weight change. Long time depression (LTD) occurs at a 
presynaptic spike if the low-pass filtered voltage  ̅  of the post-synaptic membrane is above a 
threshold   . The amount of the depression is proportional to the difference between  ̅  and 
  , multiplied by the pre-synaptic voltage   [2].  
Long time potentiation (LTP) is affected by three factors: the momentary post-synaptic 
membrane voltage   above a threshold   , the low-pass filtered trace of a pre-synaptic spike  ̅ 
above 0, and the low-pass filtered post-synaptic voltage  ̅  above the threshold   . The 
amount of potentiation is proportional to the product of those three factors [2]. The difference 
 ̅  and  ̅  is that they are filtered with different time constants    and    respectively. See 
Figure 2.  
 
Figure 2: (A) LTD occurs at the time of a pre-synaptic spike (green) if the low-pass filtered voltage trace  ̅  (magenta) is 
above    (dashed line). The amount of LTD is proportional to the size of the yellow box. If the timing difference between 
post- and pre-synaptic spikes is too big, no LTD is induced (bottom). (B) LTP requires three factors: a momentary voltage   
(black) above    (dashed line), the trace  ̅ (red) left from a previous presynaptic spike above 0, and the trace  ̅  (blue) of 
the low-pass filtered voltage above    (dashed line). The three conditions are first met at the moment of the second post-
synaptic spike in a post-pre-post triplet (top panel), but not after a single pre-post pair (bottom). The amount of plasticity is 
proportional to the multiplication of the yellow boxes. Figure reprinted from [2]. 
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The mechanism described in Figure 2 can be characterized by Equation (3.18) and (3.19). [2] 
 
  
            [ ̅       ]        
(3.18) 
 
  
         ̅   [       ][ ̅       ]           
(3.19) 
The combined equation that generalizes the synaptic weight change in response to the pre-
synaptic and post-synaptic potentials is given in Equation (3.20). [2] 
 
  
           [ ̅       ]       ̅   [       ][ ̅       ]               
(3.20) 
In Equation (3.20),    and    can be determined experimentally.    is around the resting potential 
and is thus about 0 mV in this implementation.    is near the firing threshold, about 12 mV above the 
resting potential.      and      are free variables that can scale the rate of LTD and LTP respectively 
[2]. The values used in this implementation is adopted from Clopath’s experiments [2] to be      
        and           
  . These values are tweaked to be smaller to accommodate for the 
dense time steps taken in this implementation. 
In this implementation, the default value for weight is one. However, for biological constraints, 
the synaptic weight cannot exceed 1.6. Also, the lower bound of the synaptic weight is set to 
0.1. Furthermore, to model the neurotransmitter propagation in the synapses, the pre-synaptic 
input that enters the synapse appears on the post-synaptic side after 2ms, which is the 
experimental data of the average time cost for neurotransmitters to diffuse through the 
synapse. However, because the STDP process is known to be very fast, the synaptic weight 
change can take place instantaneously [1].  
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A simulation of two neurons paired together through a synapse is done to demonstrate the 
characteristics of the synapse. See Figure 3.
 
Figure 3: From top to bottom, the first plot shows the membrane potential of the pre-synaptic neuron; the second plot 
shows the membrane potential of the post-synaptic neuron; the third plot shows the synaptic weight change; the fourth plot 
shows the derivative of the synaptic weight change. 
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3.1 Implementation of the Network 
The network implemented in this project consists of a line of neurons, each receiving excitatory 
input from the input neuron. Each network neuron also excites its immediate neighbors. The 
simplified schematic is shown in Figure 4. The network contains a total of 15 network neurons. 
 
Figure 4: The red circle indicates the input neuron and the blue circles are the network neuron. The neurons synapse on each 
other’s cell body through axons.  
The synaptic weights of the connections among the network neurons are initialized to be 1. 
However, the synaptic weights of the connections between the network neurons and the input 
neuron are initialized in such a way that only the synapse onto network neuron 8, located in the 
center of the network, has the weight 1, and the rest synapses all have weight 0.3.  
Each network neuron receives three inputs from its neighbors and the input neuron. The 
average value of the inputs is used to excite that network neuron. Again this is an 
accommodation for the dense time steps used in this project, and limiting the network 
dynamics helps to better demonstrate the behaviors of the neurons. If the average value of the 
input does not exceed 18 mV, the neuron will not be excited. Although supported by 
experimental data, this threshold is arbitrarily imposed, because the HHN model used for the 
neurons does not come with a working threshold voltage. The above measures ensure that in 
the beginning of the simulation, only neuron 8 would fire as a result of the input neuron, which 
is analogous to the winner neuron selection in Kohonen SOM. 
In the simulation, a sensory stimulus to the input neuron starts at 2.5sms after the onset of the 
simulation. The stimulus lasts for 97.5 ms. So the input neuron stops firing at 100 ms after the 
onset of the simulation. The membrane potential of each neuron and the synaptic weight of 
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each synapse that connects a network neuron and the input neuron are recorded during the 
simulation. The recordings are then plotted at the end of simulation.  
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4. Results 
The weight change of the synapse between network neurons and the input neuron versus time 
is plotted in Figure 5. 
 
Figure 5: The top three plots show the synaptic weight change for neuron 1-15. The bottom plot is the input neuron firing 
pattern. The neurons close to neuron 8, which started as the winner neuron, are inhibited as a result of neuron 8’s firing. 
It can be shown from Figure 5 that neuron 6, 7, 8, 9 are inhibited by neuron 8. 20 ms after the 
onset of the simulation, the synaptic weight distribution starts to show the pattern of a 
Mexican-hat neighborhood function. See Figure 6. 
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Figure 6: This plot shows the synaptic weights of the connection between the network neurons and the input neuron. Three 
samples are taken at different time instances during the activation of the input neuron, 20ms, 60ms, and 100ms.  
Figure 6 demonstrates that the synaptic weights can take the form of a neighborhood function 
used in Kohonen SOM which is shown in Figure 7 [4]. 
 
Figure 7: A typical Mexican-hat formed neighborhood function in 3-D space. 
Although in Kohonen SOM the activity of a neuron corresponds to the firing rate of a biological 
neuron, the synaptic weight would have the same role because a larger synaptic weight means 
the neuron is more ready to fire from an input, making its firing rate high. Therefore, the 
neighborhood function generated in this project will be preserved in a Kohonen SOM.  
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For additional information regarding the above simulation please refer to Appendix A. Figure A1 
through A3 show the firing pattern of all of the 15 network neurons, lined up with the activity 
of the input neuron. Figure A4 shows the synaptic weight change over the entire time course. 
The result obtained thus far can be explained in the following manner. Since neuron 8 has the 
strongest response and following the firing of the input neuron, because of the delay in 
synapses, when neuron 8 excites its neighbors and causes them to fire, the spike in the input 
neuron has already passed, causing a stagnation or decrease in their corresponding synaptic 
weights. Yet the neurons further away from neuron 8, because of a longer delay through 
multiple synapses, incidentally fire at the same time of the input neuron excitation, and 
therefore cause an increase in their corresponding synaptic weights.  
However, even if the input neuron does excite all network neurons, the similar neighborhood 
function pattern can still be achieved, though with a longer time. If the voltage threshold 
implemented in the network is removed, the input neuron would be able to excite all 15 
network neurons right from the start, despite the uneven distribution of the synaptic weights. 
The result of such an implementation is shown in Figure 8 and Figure 9. 
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Figure 8: The top three plots show the synaptic weight change for neuron 1-15. The bottom plot is the input neuron firing 
pattern. 
 
Figure 9: This plot shows the synaptic weights of the connection between the network neurons and the input neuron. Three 
samples are taken at different time instances during the activation of the input neuron, 20ms, 60ms, and 100ms. 
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It is evident that even if the network lacks a single winner neuron and all neurons are excited by 
the input neuron, the neighborhood function pattern in synaptic weights is still able to form. 
This further supports the validity of neighborhood function in Kohonen SOM, because in SOM 
the non-winner neurons still have their own activities. The demonstration above shows that the 
neuron with the largest input synaptic weight can have the neighborhood function effect on its 
neighbors even if they are excited by other sources as well. However, in this case the 
neighborhood function pattern is achieved slower, at about 29.5ms after the input neuron 
firing starts.  
For additional information regarding the above simulation please refer to Appendix A. Figure A5 
through A7 show the firing pattern of all of the 15 network neurons, lined up with the activity 
of the input neuron. Figure A8 shows the synaptic weight change over the entire time course. 
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5. Conclusion 
It can be concluded that a one-dimensional network implemented with the Hodgkin-Huxley 
neuron model and the Spike Timing-Dependent Plasticity Model can exhibit a pattern in its 
input synaptic weights qualitatively equivalent to the neighborhood function used in the 
Kohonen self-organizing map. The neighborhood function pattern is exhibited in both cases 
whether the input neuron can cause only the winner neuron to fire or all the neurons to fire. 
Therefore, with reasonable confidence it can be assumed that the neighborhood function 
mechanism in Kohonen self-organizing map is neurophysiologically valid.  
 
Further extending the network into two-dimensional space and prolonging the simulation time 
are likely to be able to have the network demonstrate similar behaviors like those of a Kohonen 
self-organizing map. However, such a network is not attainable at the scale of this project. With 
the Matlab implementation, a simulation of a fifteen-neuron network for 100 ms takes about 
15 minutes to finish on a computer with 8GB RAM and Intel i5 processor. The cost of time and 
resources will increase exponentially with the increasing complexity of the network.  
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Appendix A: Additional Figures 
 
Figure A 1: Firing pattern of neuron 1 through neuron 5. Only winner neuron (neuron 8) fires from the input neuron.  
 
Figure A 2: Firing pattern of neuron 6 through neuron 10. Only winner neuron (neuron 8) fires from the input neuron. 
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Figure A 3: Firing pattern of neuron 11 through neuron 15. Only winner neuron (neuron 8) fires from the input neuron. 
 
Figure A 4: Input synaptic weights of the fifteen neurons over the 100ms time course. Only the winner neuron (neuron 8) 
fires from the input neuron. 
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Figure A 5: Firing pattern of neuron 1 through neuron 5. All neurons fire from the input neuron. 
 
Figure A 6: Firing pattern of neuron 6 through neuron 10. All neurons fire from the input neuron. 
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Figure A 7: Firing pattern of neuron 1 through neuron 5. All neurons fire from the input neuron. 
 
Figure A 8:  Input synaptic weights of the fifteen neurons over the 100ms time course. All neurons fire from the input neuron. 
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Appendix B: Matlab Codes 
 
B.1 Implementation of the Hodgkin-Huxley Neurons 
 
classdef HHNeuron < handle 
    % HHNeuron: Implements Hodgkin-Huxley Neuron objects 
    %   Detailed explanation goes here 
    %   Factors: 
    %   Presynaptic embrane potential (input) 
    %   Status of the neuron - postsynaptic potential 
    %   shifted potential 
     
    properties 
        g; 
        E; 
        C_m; 
        hhn_0; 
        I_Na_0; 
        I_K_0; 
        I_L_0; 
        I_out_0; 
         
        V_fp;           % LPF value of postsyn mem potential, plus 
        V_fm;           % LPF value of postsyn mem potential, minus 
        In_f;           % LPF value of presyn mem potential 
        tau1 = 9.6; 
        tau2 = 10.5; 
        tau3 = 200; 
    end 
     
    methods 
        % Constructor 
        function HHN = HHNeuron() 
             
            % channel conductances: mS/cm2 
            g_Na = 120; 
            g_K = 36; 
            g_L = .3; 
            HHN.g = [g_Na g_K g_L]; 
  
            % we will be working with only the shifted potentials here 
            % shifted potentials for V_0_s = 0 
            E_Na = 115; 
            E_K = -12; 
            E_L = 10.613; 
            HHN.E = [E_Na E_K E_L]; 
  
            % membrane capacitance uF/cm^2 
            HHN.C_m = 1; 
  
            % steady state gating variables (unitless) 
            m_0 = 0.0529324852572496; 
            h_0 = 0.596120753508460; 
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            n_0 = 0.317676914060697; 
  
            % resting membrane potential: mV 
            V_0 = 0; 
             
            % neuron initial conditions 
            HHN.hhn_0 = [m_0;h_0;n_0;V_0]; 
  
            % Initial channel currents 
            HHN.I_Na_0 = HHN.g(1)*HHN.hhn_0(1)^3*HHN.hhn_0(2)*(HHN.hhn_0(4)-
HHN.E(1)); 
            HHN.I_K_0 = HHN.g(2)*HHN.hhn_0(3)^4*(HHN.hhn_0(4)-HHN.E(2)); 
            HHN.I_L_0 = HHN.g(3)*(HHN.hhn_0(4)-HHN.E(3)); 
            HHN.I_out_0 = HHN.I_Na_0 + HHN.I_K_0 + HHN.I_L_0; 
             
            % filtered value initial conditions 
            HHN.V_fm = 0; 
            HHN.V_fp = 0; 
            HHN.In_f = 0;                       
        end 
         
        % Update the voltage according to the input potential 
        function update(HHN,In) 
            % ODE Options 
            odeop = odeset('RelTol',1e-5); 
            % solve neuron ode 
            t_step = 0.05; 
            [t,dhhn] = ode45(@quick_dhhn_dt, [0 t_step], HHN.hhn_0, odeop, In 
- HHN.I_out_0, HHN.C_m); 
            HHN.hhn_0 = reshape(dhhn(end,:),4,1,1); 
             
            % adjust LPF values 
            dV_fp = (-HHN.V_fp+HHN.hhn_0(4))/HHN.tau3; 
            HHN.V_fp = HHN.V_fp + dV_fp; 
             
            dV_fm = (-HHN.V_fm+HHN.hhn_0(4))/HHN.tau2; 
            HHN.V_fm = HHN.V_fm + dV_fm; 
             
            dIn_f = (-HHN.In_f+In)/HHN.tau1; 
            HHN.In_f = HHN.In_f + dIn_f; 
             
            % solve for new currents 
            HHN.I_Na_0 = 
HHN.g(1).*HHN.hhn_0(1,:).^3.*HHN.hhn_0(2,:).*(HHN.hhn_0(4,:)-HHN.E(1)); 
            HHN.I_K_0 = HHN.g(2).*HHN.hhn_0(3,:).^4.*(HHN.hhn_0(4,:)-
HHN.E(2)); 
            HHN.I_L_0 = HHN.g(3).*(HHN.hhn_0(4,:)-HHN.E(3)); 
            % find current and previous spiking 
            HHN.I_out_0 = HHN.I_Na_0 + HHN.I_K_0 + HHN.I_L_0;             
        end 
         
    end 
     
end 
function dhhn = quick_dhhn_dt(t,hhn,I_tot,C_m) 
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    hhn = reshape(hhn,4,numel(hhn)/4); 
    % alpha's and beta's 
    alpha_m(1,:) = 0.1.*(25 - hhn(4,:))./(exp((25-hhn(4,:))./10)-1); 
    alpha_h(1,:) = 0.07.*exp(-hhn(4,:)./20); 
    alpha_n(1,:) = 0.01.*(10-hhn(4,:))./(exp((10-hhn(4,:))./10)-1); 
    beta_m(1,:) = 4.*exp(-hhn(4,:)./18); 
    beta_h(1,:) = 1./(exp((30-hhn(4,:))./10)+1); 
    beta_n(1,:) = 0.125.*exp(-hhn(4,:)./80); 
     
    dm(1,:) = alpha_m(1,:).*(1-hhn(1,:))-beta_m(1,:).*hhn(1,:); 
    dh(1,:) = alpha_h(1,:).*(1-hhn(2,:))-beta_h(1,:).*hhn(2,:); 
    dn(1,:) = alpha_n(1,:).*(1-hhn(3,:))-beta_n(1,:).*hhn(3,:); 
    dV(1,:) = I_tot./C_m; 
     
    dhhn = reshape([dm;dh;dn;dV],numel(hhn),1); 
  
end 
 
 
B.2 Implementation of the STDP Synapses 
classdef Synapse < handle 
    %UNTITLED2 Summary of this class goes here 
    %   Detailed explanation goes here 
     
    properties 
        prop;   % a fixed-length queue for propagation delay; 
        ptr;    % the pointer to the head of the queue; 
        delay = 40;     % propagation delay (t/0.05)ms; 
        w;      % synaptic strength 
        dw; 
        wmax = 1.6; 
        wmin = 0.1; 
        out;    % output equivalent in voltage     
    end 
     
    methods 
        % constructor 
        function S = Synapse() 
            S.w = 1;     % starting weight at 1; 
            S.dw = 0; 
            S.prop = zeros(S.delay,1); 
            S.ptr = 0;   % used as ptr + 1      
            S.out = 0; 
        end 
         
        % update 
        function update(S,pre,post) 
            S.prop(S.ptr+1) = pre.hhn_0(4);   % register pre-synaptic 
potential           
            S.ptr = mod(S.ptr+1,S.delay); % pointer advances 
            S.out = S.w*S.prop(S.ptr+1); % get output 
            S.dw = 
dw_synaptic(post.hhn_0(4),post.V_fm,post.V_fp,S.out,post.In_f); 
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            S.w = S.w + S.dw; 
            S.w = min(S.w,S.wmax); 
            S.w = max(S.w,S.wmin); 
        end 
    end     
end 
  
function [ dw ] = dw_synaptic (V,V_fm,V_fp,X,X_f) 
  
    % set parameters 
    theta_p = 11.78; 
    theta_m = -3; 
    Altd = 48*10^(-8); 
    Altp = 12*10^(-8); 
  
    dw = -Altd*X*(V_fm-theta_m)+Altp*X_f*(V-theta_p)*(V_fp-theta_m); 
  
end 
  
 
B.3 Tests on HHN and STDP 
%% HHN test 
  
%% single neuron test 
  
iter = 1000; 
a = HHNeuron(); 
rec = zeros(iter,1); 
in = zeros(iter,1); 
filtered1 = zeros(iter,1); 
filtered2 = zeros(iter,1); 
t = 0:0.05:0.05*(iter-1); 
  
for i = 1:iter 
    rec(i,:)=a.hhn_0(4,:); 
    filtered1(i,:) = a.V_fp; 
    filtered2(i,:) = a.V_fm; 
    In = 2*((i>400)&&(i<600)); 
    in(i,1)=In; 
    a.update(In); 
end 
  
figure; 
subplot 211 
plot(t,rec); 
title('neural response') 
ylabel('V(mV)'); 
xlabel('t(ms)') 
subplot 212 
plot(t,in); 
title('sensory input'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
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%% two neuron test (no synaptic delay) 
  
iter = 3000; 
% set neurons 
n1 = HHNeuron(); 
n2 = HHNeuron(); 
  
% set recorders 
rec1 = zeros(iter,1); 
rec2 = zeros(iter,1); 
w_rec = zeros(iter,1); 
dw_rec = zeros(iter,1); 
  
% environment setting 
w = 1;  % synaptic weight 
In = zeros(iter,1); 
%In([300:1200 2000:2800]) = 18; 
In([300:2000]) = 18; 
  
for i = 1:iter 
    rec1(i) = n1.hhn_0(4); 
    rec2(i) = n2.hhn_0(4); 
    w_rec(i) = w; 
    n1.update(In(i));    
    n2.update(w*rec1(i)); 
    dw = dw_synaptic(n2.hhn_0(4),n2.V_fm,n2.V_fp,n1.hhn_0(4),n2.In_f); 
    dw_rec(i) = dw; 
    w = w+dw; 
    w = min(w,1.6); 
    w = max(w,0.1); 
end; 
  
t=0:0.05:0.05*(iter-1); 
  
figure; 
subplot 411 
plot(t,rec1); 
title('neuron1'); 
  
subplot 412 
plot(t,rec2); 
title('neuron2'); 
  
subplot 413 
plot(t,w_rec); 
title('weight'); 
  
subplot 414 
plot(t,dw_rec); 
title('dWeight'); 
  
%% two neuron test (synaptic delay) 
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iter = 3000; 
  
% set neurons 
n1 = HHNeuron(); 
n2 = HHNeuron(); 
  
% set synapse 
s = Synapse(); 
  
% set recorders 
rec1 = zeros(iter,1); 
rec2 = zeros(iter,1); 
w_rec = zeros(iter,1); 
dw_rec = zeros(iter,1); 
  
% environment setting 
In = zeros(iter,1); 
%In([300:1200 2000:2800]) = 18; 
In([300:2000]) = 18; 
  
for i = 1:iter 
    rec1(i) = n1.hhn_0(4); 
    rec2(i) = n2.hhn_0(4); 
    w_rec(i) = s.w; 
    n1.update(In(i));    
    n2.update(s.out); 
    dw_rec(i) = s.dw; 
    s.update(n1,n2); 
end; 
  
t=0:0.05:(0.05*(iter-1)); 
  
figure; 
subplot 411 
plot(t,rec1); 
title('pre-synaptic neuron'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
  
subplot 412 
plot(t,rec2); 
title('post-synaptic neuron'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
  
subplot 413 
plot(t,w_rec); 
title('synaptic weight'); 
ylabel('w') 
xlabel('t(ms)'); 
  
subplot 414 
plot(t,dw_rec); 
title('rate of change of synaptic weight'); 
ylabel('dw/dt'); 
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xlabel('t(ms)'); 
 
 
B.4 Simulation of the Network 
%% 1D Mexican Hat Demo 
  
% Construct model 
ncount = 15; 
N(1,ncount) = HHNeuron;     % Construct neuron array; 
S(3,ncount) = Synapse;      % Construct synapse array; 
                        % Row 1: synapse from the input neuron 
                        % Row 2: synapse from the left neighbor 
                        % Row 3; synpase from the right neighbor 
InNeuron = HHNeuron;    % Input neuron that receives sensory input 
EndNeuron = HHNeuron;   % Empty neuron at the ends of the line 
  
% initialize synapses 
for n = 1:ncount 
    S(1,n).w = 0.3; 
end 
S(1,8).w = 1; 
  
% Simulate 
iter = 3000; 
In = zeros(1,iter); 
In(50:2000) = 18; 
  
% set recorders 
outS = zeros(iter,ncount); 
outN = zeros(iter,ncount); 
outI = zeros(iter,1); 
  
for i = 1:iter 
     
    outI(i) = InNeuron.hhn_0(4); 
    InNeuron.update(In(i));  % update the input neuron 
    
    % update the synapses 
    for n = 1:ncount 
        outS(i,n) = S(1,n).w;           % record synaptic weights 
        S(1,n).update(InNeuron,N(n));    % update synapse with input neuron 
        % update synapse with neighbors 
        if n>1 
            S(2,n).update(N(n-1),N(n)); 
            % update synapse with left neighbor 
        end 
        if n<ncount 
            S(3,n).update(N(n+1),N(n)); 
            % update synpase with right neigbbor 
        end     
    end 
    
    % update the neurons 
    for n = 1:ncount 
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        ninput = (S(1,n).out+S(2,n).out+S(3,n).out)/3;   % averaged input 
        if ninput < 18 
            ninput = 2; 
        end 
        N(n).update(ninput); 
        outN(i,n) = N(n).hhn_0(4); 
    end     
     
end 
  
% plot 
t = 0:0.05:0.05*(iter-1); 
 
figure; 
subplot 411 
plot(t,outS(:,1),t,outS(:,2),t,outS(:,3),t,outS(:,4),t,outS(:,5)); 
legend('neuron1','neuron2','neuron3','neuron4','neuron5'); 
ylabel('w'); 
xlabel('t(ms)'); 
subplot 412 
plot(t,outS(:,6),t,outS(:,7),t,outS(:,8),t,outS(:,9),t,outS(:,10)); 
legend('neuron6','neuron7','neuron8','neuron9','neuron10'); 
ylabel('w'); 
xlabel('t(ms)'); 
subplot 413 
plot(t,outS(:,11),t,outS(:,12),t,outS(:,13),t,outS(:,14),t,outS(:,15)); 
legend('neuron11','neuron12','neuron13','neuron14','neuron15'); 
ylabel('w'); 
xlabel('t(ms)'); 
subplot 414 
plot(t,outI); 
title('input neuron'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
  
figure; 
subplot 611 
plot(t,outN(:,1)); 
title('neuron1'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
subplot 612 
plot(t,outN(:,2)); 
title('neuron2'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
subplot 613 
plot(t,outN(:,3)); 
title('neuron3'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
subplot 614 
plot(t,outN(:,4)); 
title('neuron4'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
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subplot 615 
plot(t,outN(:,5)); 
title('neuron5'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
subplot 616 
plot(t,outI); 
title('input neuron') 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
  
figure; 
subplot 611 
plot(t,outN(:,6)); 
title('neuron6'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
subplot 612 
plot(t,outN(:,7)); 
title('neuron7'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
subplot 613 
plot(t,outN(:,8)); 
title('neuron8'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
subplot 614 
plot(t,outN(:,9)); 
title('neuron9'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
subplot 615 
plot(t,outN(:,10)); 
title('neuron10'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
subplot 616 
plot(t,outI); 
title('input neuron') 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
  
  
figure; 
subplot 611 
plot(t,outN(:,11)); 
title('neuron11'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
subplot 612 
plot(t,outN(:,12)); 
title('neuron12'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
subplot 613 
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plot(t,outN(:,13)); 
title('neuron13'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
subplot 614 
plot(t,outN(:,14)); 
title('neuron14'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
subplot 615 
plot(t,outN(:,15)); 
title('neuron15'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
subplot 616 
plot(t,outI); 
title('input neuron'); 
ylabel('V(mV)'); 
xlabel('t(ms)'); 
  
nindex = 1:15; 
Figure; 
plot(nindex,outS(400,:),nindex,outS(1200,:),nindex,outS(2000,:)); 
legend('t=20ms','t=60ms','t=100ms'); 
ylabel('w'); 
xlabel('index'); 
 
