Abstract. The elliptic algebras in the title are connected graded C-algebras, denoted Q n,k (E, τ ), depending on a pair of relatively prime integers n > k ≥ 1, an elliptic curve E, and a point τ ∈ E. For fixed n and k, they form a flat family of deformations of the polynomial ring C[x 0 , . . . , x n−1 ]. This paper examines a canonical homomorphism from Q n,k (E, τ ) to the twisted homogeneous coordinate ring
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Introduction
For a fixed n and k, the elliptic algebras Q n,k (E, τ ), defined by Feigin and Odesskii in 1989 [OF89] , are non-commutative deformations of the polynomial ring on n variables. Twisted homogeneous coordinate rings are non-commutative analogues (often deformations) of homogeneous coordinate rings (more precisely, section rings) for projective algebraic varieties. This paper uses the latter to study the former.
1.1. The contents of this and other papers. Always, n and k denote relatively prime integers, n > k ≥ 1, E = C/Λ is a complex elliptic curve, and τ ∈ E is a (closed) point. We sometimes regard τ as a translation automorphism τ : E → E. This is one of several papers we are writing about the algebras Q n,k (E, τ ). The first of them, [CKS18] , focused on their definition in terms of generators and relations and established some immediate consequences of that definition. The second, [CKS19b] , examined its characteristic variety, X n/k , a projective algebraic variety that controls a large part of the structure and representation theory of Q n,k (E, τ ). Feigin and Odesskii identified a distinguished ample invertible sheaf L n/k on E g , the g th power of E, where g is the "length" of the negative continued fraction expression for n k . This sheaf is generated by its global sections, the space of which has dimension n, so the complete linear system |L n/k | provides a morphism Φ n/k = |L n/k | : E g → P n−1 , the image of which is X n/k , by definition. The main result in [CKS19b] is that X n/k is isomorphic to the quotient E g /Σ n/k where Σ n/k is a certain finite group; furthermore, E g /Σ n/k is a bundle over a power of E with fibers that are products of projective spaces. The third of our papers, [CKS19a] , examines the structure of E g /Σ n/k in more detail: anétale cover of it that is a product of projective spaces and a power of E; a distinguished automorphism of it and itsétale cover that is induced by a translation automorphism σ : E g → E g that "controls" the noncommutativity of Q n,k (E, τ ). Another, [CKS] , will show that Q n,k (E, τ ) has the same Hilbert series as the polynomial ring on n variables whence, for fixed n and k, the Q n,k (E, τ )'s form a flat family of deformations of that polynomial ring. This paper concerns homomorphisms from Q n,k (E, τ ) to non-commutative algebras B(X, σ, L) defined in terms of a scheme X, an automorphism σ : X → X, and an invertible O X -module L. The algebras B(X, σ, L) are the "twisted homogeneous coordinate rings" in the title. They are non-commutative analogues of the section rings ⊕ i≥0 H 0 (X, L ⊗i ). Our main result is as follows (some of the notation is explained later in this introduction).
Proof. (1) Corollary 3.6 and Theorem 3.2(5).
(2) Theorem 2.4, Corollary 2.7, Proposition 3.1, and Theorem 3.2.
(3) §3.1.7.
(4)(5) Theorem 7.5, Proposition 8.1, and Theorem 9.7. (6) §1.3.1.
The perspective of non-commutative algebraic geometry is illuminating. The algebra Q n,k (E, τ ) is a homogeneous coordinate ring for a non-commutative analogue, Proj nc (Q n,k (E, τ )), of the projective space P n−1 . The homomorphism Q n,k (E, τ ) → B(X n/k , σ ′ , L ′ n/k ) induces a "map" X n/k → Proj nc (Q n,k (E, τ )). When X n/k is E g or S g E this map is a "closed immersion", i.e., there are noncommutative analogues of the usual inverse and direct image functors that allow one to carry information from Qcoh(X n/k ) to an analogous category of graded Q n,k (E, τ )-modules.
When τ = 0, Theorem 1.1(5) shows that the image of E g in P n−1 under Φ n/k is a scheme-theoretic intersection of quadric and cubic hypersurfaces (we do not know if this follows from known results). Thus, in a sense, the situation for τ = 0 is exactly the same. That result also recovers the less wellknown fact that the image of |L| : S g E → P (m−1)g , where the class of L in the Néron-Severi group of S g E is D + (m − 1)F with m ≥ 3 (see §5.1.3 for notation), is a scheme-theoretic intersection of quadric and cubic hypersurfaces. Again, we note that the non-commutative case is perfectly analogous to the classical case.
1.2.
Some of what is known about Q n,k (E, τ ). The algebras Q n,k (E, 0) and Q n,n−1 (E, τ ) are polynomial rings on n variables 1 . The algebras Q n,1 (E, τ ) are commonly called Sklyanin algebras. For a fixed E and n, Odesskii and Feigin showed that the algebras Q n,1 (E, τ ) provide a flat family of deformations of the polynomial ring on n variables for all τ in a countable intersection of Zariski-open neighborhoods of 0. Tate and Van den Bergh made a careful analysis of the algebras Q n,1 (E, τ ) for all τ and all elliptic curves defined over an arbitrary field [TVdB96] . Among other things, they showed that as E and τ vary the algebras Q n,1 (E, τ ) form a flat family of deformations of the polynomial ring on n variables; i.e., the dimensions of the homogeneous components of Q n,1 (E, τ ) are the same as those of the polynomial ring on n variables. This paper concerns Q n,k (E, τ ) when k > 1 and τ is arbitrary.
Tate and Van den Bergh showed that Q n,1 (E, τ ) has the following properties:
(1) It is a connected graded left and right noetherian algebra having the same Hilbert series as the polynomial ring on n variables (with its standard grading). (2) It has no zero divisors. (3) It is a Koszul algebra. (4) It is a finite module over its center if and only if τ has finite order.
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(5) It is Cohen-Macaulay. (6) It has the Auslander property. (7) It is an Artin-Schelter regular algebra [AS87] .
Definitions of the last three properties can be found in [Lev92] . We expect that every Q n,k (E, τ ) has these properties. In [CKS] , we show that Q n,k (E, τ ) has the same Hilbert series as the polynomial ring on n variables and it is a Koszul algebra.
1.3. The category QGr(A) when A = Q n,k (E, τ ). Let k be a field and A a finitely generated connected graded k-algebra. Let Gr(A) denote the category of Z-graded left A-modules. We write Fdim(A) for the full subcategory of Gr(A) consisting of those modules that are the sum of their finite dimensional submodules and define the quotient category
QGr(A) := Gr(A) Fdim(A)
.
If A is a finitely generated commutative connected k-algebra generated by its degree-one component, then QGr(A) is equivalent to the category of quasi-coherent sheaves on the projective scheme Proj(A). Even when A is not commutative, the category QGr(A) often behaves like the category of quasi-coherent sheaves on a projective scheme.
1.3.1. Suppose L n/k is very ample or, equivalently, all integers in the "negative" continued fraction for n k are ≥ 3 (see §3.1.3) or, equivalently, the natural map E g → X n/k is an isomorphism. Then B(X n/k , σ ′ , L ′ n/k ) = B(E g , σ, L n/k ) and the homomorphism
(1-1) Ψ n/k : Q n,k (E, τ ) −→ B(E g , σ, L n/k ) in Theorem 1.1 is surjective or, equivalently, B(E g , σ, L n/k ) is generated by elements of degree one ( §8.1). The sheaf L n/k is σ-ample (see §2.3.2 and Theorem 3.2(6)) so a result of Artin and Van den Bergh [AVdB90] (see §2.3.3) tells us that QGr(B(E g , σ, L n/k )) is equivalent to Qcoh(E g ). Combining this with the main result in [Smi04] 1.4. The definition of Q n,k (E, τ ). Fix a point η ∈ C lying in the upper half-plane. Let Λ = Z + Zη and define E = C/Λ. Let Θ n (Λ) be the space of theta functions defined in [CKS18, §2.1], and let θ 0 (z), . . . , θ n−1 (z) be the basis for Θ n (Λ) defined in [CKS18, Prop. 2.6]. For all τ ∈ C − 1 n Λ, we define Q n,k (E, τ ) to be the free algebra C x 0 , . . . , x n−1 modulo the n 2 relations
(1-3) r∈Zn θ j−i+r(k−1) (0) θ j−i−r (−τ )θ kr (τ )
x j−r x i+r = 0, (i, j) ∈ Z 2 n .
For the rest of this introduction we assume τ / ∈ 1 n Λ. This ensures that the denominators in (1-3) are non-zero. Nevertheless, as explained in [CKS18] , Q n,k (E, τ ) can be defined for all τ ∈ E.
In [CKS] it is shown that the n 2 relations in (1-3) span an n 2 -dimensional space. By [CKS18, Prop. 3 .8], Q n,k (E, τ ) ∼ = Q n,k (E, −τ ) = Q n,k (E, τ ) op . Although the relations for Q n.k (E, τ ) seem to have no meaning at first sight, there are two perspectives that make them less mysterious. One involves R-matrices and the other involves an identity for theta functions on g variables.
1.4.1. The relations in (1-3) come from Belavin's elliptic solutions to the quantum Yang-Baxter equation. Let V be a C-vector space with basis e 0 , . . . , e n−1 . For each z ∈ C, let R(z) : V ⊗ V → V ⊗ V be the linear operator
As conjectured by Belavin [Bel80] , and later proved by Cherednik [Che82] , Chudnovsky and Chudnovsky [CC81] , and Tracy [Tra85] , when k = 1, these operators satisfy the equation
Clearly,
the right-hand side of which denotes the quotient of the tensor algebra on V by the ideal generated by the image of R(τ ). In [CKS] , we use the fact that R(z) satisfies the quantum Yang-Baxter equation to show that Q n,k (E, τ ) has the same Hilbert series as the polynomial ring on n variables.
1.4.2. The second "explanation" for the relations involves an n-dimensional space Θ n/k (Λ) of theta functions in g variables where g is the number in §1.3.1. The Heisenberg group H n of order n 3 acts in a natural way on Θ n/k (Λ) and there is a basis w 0 , . . . , w n−1 for Θ n/k (Λ) that transforms in a nice way with respect to the "standard" generators for H n (see [CKS19b, §5.1.1]). There is an identity
in which z ∈ C g and σ is a certain automorphism of C g defined in §3.1.4. Compare (1-4) and (1-3): if one identifies x α with w α , then (1-4) tells us that the relations for Q n,k (E, τ ) vanish on the graph of σ.
1.4.3. The relations for Q 2k+1,k (E, τ ). This case, which includes the 3-dimensional Sklyanin algebra Q 3,1 (E, τ ), is special. Since 
2). The degree-one component, V say, of Q 2k+1,k (E, τ ) can be viewed as linear forms on P n−1 = P 2k so V ⊗2 can be viewed as bilinear forms of P 2k × P 2k .
Theorem 1.2 (Proposition 7.8).
The quadratic relations for Q 2k+1,k (E, τ ) are exactly those elements of V ⊗2 that vanish on the graph of the automorphism σ ′ :
1.5. Review of results about Q n,1 (E, τ ).
1.5.1. The algebras Q 3,1 (E, τ ) first appeared in Artin and Schelter's classification of 3-dimensional regular algebras [AS87] . There, the algebras Q 3,1 (E, τ ) belonged to a slightly larger class of algebras A a,b.c parametrized by points (a, b, c) ∈ P 2 and defined as C x 0 , x 1 , x 2 /(r 0 , r 1 , r 2 ) where r i = ax i x i+1 + bx i+1 x i + cx 2 i+2 (see [AS87, (10.36) 
where L 3 is an invertible O E -module of degree 3 and ker(Ψ) is generated by a degree-three central element, Ω say.
3 Artin-Tate-Van den Bergh exploit this, and the fact that QGr(B(E, τ, L 3 )) is equivalent to Qcoh(E), to show that Q 3,1 (E, τ ) has properties (1)-(7) in §1.2. One should think of B(X, τ, L 3 ) as a homogeneous coordinate ring of E, albeit a non-commutative, or twisted, one. In a similar spirit, one should view Q 3,1 (E, τ ) as a non-commutative algebra that behaves as if it is the homogeneous coordinate ring of a non-commutative analogue of the projective plane P 2 . The element Ω plays the role of a cubic equation whose zero locus is E.
1.5.2. Similar results hold for Q 4,1 (E, τ ). In 1982, Sklyanin used Baxter's elliptic solution to the quantum Yang-Baxter equation to define a family of algebras A 4 (E, τ ) [Skl82, Skl83] . As mentioned in [ST94, p. 20] , there is an isomorphism
Smith and Stafford [SS92, §3] showed there is a surjective homomorphism A 4 (E, τ ) → B(E, τ, L 4 ), and hence a surjective homomorphism
where L 4 is an invertible O E -module of degree 4, and showed that the kernel of Ψ is generated by a regular sequence consisting of two degree-two central elements, Ω 1 and Ω 2 say ([SS92, Cor. 3.9 and Thm. 5.4]). They used this, and the fact that QGr(B(E, τ, L 4 )) is equivalent to Qcoh(E), to show that Q 4,1 (E, τ ) has properties (1)-(7) in §1.2. One thinks of Q 4,1 (E, τ ) as if it is the homogeneous coordinate ring of a non-commutative analogue Proj nc (Q 4,1 (E, τ )) of the projective space P 3 and of Ω 1 and Ω 2 as if they are the defining equations of E presented as the intersection of two "non-commutative quadrics" in Proj nc (Q 4,1 (E, τ )). This theme is elaborated on in [SVdB13] .
1.5.3. As stated immediately after the proof of Theorem 3.1 in [FO89] , for all n ≥ 3 there is a surjective homomorphism Ψ :
with L n an invertible O E -module of degree n; see [TVdB96, §4.1]. All degree-n invertible O E -modules are pullbacks of each other along suitable translation automorphisms so the isomorphism class of B(E, (n − 2)τ, L n ) does not depend on the choice of L n . When n ≥ 5 it is difficult to use the surjectivity of Ψ to obtain information about Q n,1 (E, τ ) because ker(Ψ) is no longer generated by a regular sequence of central elements; this is analogous to the fact that the image of E under the morphism |L n | :
is a complete intersection if and only if n = 3, 4. 3 When τ = 0, the vanishing locus of Ω is the curve abc(x 3 + y 3 + z 3 ) = (a 3 + b 3 + c 3 )xyz, which is non-singular if and only if abc = 0 and (3abc) 3 = (a 3 + b 3 + c 3 ) 3 . and Ψ is the familiar map from the polynomial ring on 3 variables to the homogeneous coordinate ring of the image of E under the morphism
. 4 This is well-known. The case n = 3 is trivial. When n = 4, E is an intersection of two quadrics (see, e.g., [Har77, Exer. IV.3.6] or [Hul86, Ch. III]. Since the degree-n elliptic normal curve E ⊆ P n−1 is not contained in any hyperplane, if it is a complete intersection, it would be a complete intersection of n − 2 hypersurfaces of degree ≥ 2 so would have degree ≥ 2 n−2 ; however, if n > 4, then n < 2 n−2 .
1.6. The organization of this paper. Section 2 concerns twisted homogeneous coordinate rings. It records important results due to Artin-Van den Bergh and Keeler, and a few results that are not in the literature (but should be). Some of those are surely known to others. Corollaries 2.6 and 2.7, which appear to be new, give a criterion for σ-ampleness that is particularly useful for the types of twisted homogeneous coordinate rings that appear in the study of Q n,k (E, τ ). §3.1 records some results and notation from our earlier papers about Q n,k (E, τ ) that are used in this paper. We discuss maps from Q n,k (E, τ ) to twisted homogeneous coordinate rings in §3.2. The main results there are Theorem 3.2 and Corollary 3.6. We also want to emphasize the iso-
4. This, and the anti-isomorphism
2, allow one to reconcile some sign differences that arise when one compares various papers. These (anti-)isomorphisms, and the homomorphisms in §3.2, are compatible with the observation in [CKS18, Prop. 3 
op . Our questions about the degrees of minimal sets of generators and relations for B(X n/k , σ ′ , L ′ n/k ) often reduce to this: if F and G are locally free 5 O X -modules, when is the natural map
surjective? This question is of broad interest in algebraic geometry and has been studied a great deal. We prove several new results of this form in the later sections of the paper. Most of those results are for varieties X for which there is a surjective morphism π : X → E. The proofs often reduce to the question of whether
It usually turns out in the cases of interest to us that π * F and π * G are semistable locally free O E -modules. For this reason, section 4 collects a number of standard results about semistable O E -modules. We also prove the following result that we found particularly useful. Theorem 1.3 (Theorem 4.9). Let U and V be semistable locally free coherent O E -modules of slopes µ(U) and µ(V). If U and V are generated by their global sections and
Although our ultimate interest is the specific twisted homogeneous coordinate rings B(X n/k , σ ′ , L ′ n/k ) we often prove results in greater generality. For example, Proposition 5.6 provides a result about the surjectivity of the map in (1-5) when X is a projective space bundle over E. In section 6 we show that B(S g E, σ, L) is generated in degree one and has relations of degrees 2 and 3 for all g ≥ 2, all translation automorphisms σ : S g E → S g E, and all invertible L whose class in the Néron-Severi group is aD + bF with a ≥ 1 and b ≥ 2.
6 Likewise, section 9 shows that the relations for B(E g , σ, L n/k ) are generated in degree ≤ 3 for all translation automorphisms σ : 
Twisted homogeneous coordinate rings
In this section we mostly work over an algebraically closed field k. Always, E denotes an elliptic curve defined over k and P n denotes the projective space P n k . We always assume k = C when we discuss Q n,k (E, τ ) because its definition involves theta functions.
5 All our locally free sheaves are coherent. 6 Given the basis {D,
= aD + bF with a ≥ 1 and b ≥ 2, then L is ample and generated by its global sections.
2.1. Motivation: projective normality and defining relations for abelian varieties. Nothing in this section is used later in the paper. Its purpose is to explain how the results about B(E g , σ, L n/k ) (when all the n i 's in the continued fraction for n k are ≥ 3) in parts (4) and (5) of Theorem 1.1 fit into the theme of defining relations for abelian varieties: when σ = id, B(E g , σ, L n/k ) is the section ring S(E g , L n/k ) so those results say that L n/k is normally generated and the image of E g under the embedding |L n/k | : E g → P n−1 is a scheme-theoretic intersection of quadrics and cubics. Let X be a projective algebraic variety, L a very ample invertible O X -module, and |L| : X → P r = P(H 0 (X, L) * ) the associated embedding. We identify X with its image in P r , and denote by I X the largest graded ideal in k[x 0 , . . . , x r ] vanishing on X, and write S(X) for the homogeneous coordinate ring k[x 0 , . . . , x r ]/I X . The following statements are equivalent:
(1) the restriction map
is surjective; (2) S(X) is integrally closed; (3) the map S(X) → S(X, L) is an isomorphism; (4) S(X, L) is generated by its degree-one component.
If one, hence all, of these conditions holds we say that L is normally generated and that the subvariety X ⊆ P r is projectively normal. A fundamental problem in algebraic geometry is to decide when this happens and, when it does, to determine the degrees of a minimal set of relations for X ⊆ P r . Let X be a complex abelian variety. The theorem in the introduction to [PP04] provides a short history of what is known about S(X, L). Those results have the following flavor: if L is a sufficiently high power of an ample invertible sheaf, perhaps with an additional hypothesis about its base locus or global generation, then S(X, L) is generated by its degree-one component and the kernel of the map S(X) → S(X, L) is generated by elements of degree two, and perhaps degree three. Most The twisted homogeneous coordinate rings B(X, σ, L) defined in §2.3 below are non-commutative analogues of S(X, L) (B(X, id X , L) = S(X, L)) and the same questions about B(X, σ, L) are of interest: is it generated in degree one and what are the minimal degrees of a generating set of relations for it. For example, the question of whether the map Ψ n/k in Theorem 1.1 is surjective is equivalent to the question of whether its codomain B(X n/k , σ ′ , L ′ n/k ) is generated by its degree-one component. None of the results referred to in the previous paragraph shows that S(E g , L n/k ) is generated by its degree-one component so one cannot expect to prove that B(E g , σ, L n/k ) is generated by its degree-one component by tweaking the commutative arguments. We therefore develop some new methods that yield fairly complete results about B(
2.2. Notation. We adopt the notation laid out at [ST94, p.23] . For convenience we recall it. Let X be a scheme over a field k and let f : F → G be a homomorphism of O X -modules. Let ν be a k-automorphism of X.
If p ∈ X we write p ν for ν(p). We extend this to Weil divisors in the obvious way. For example, if
0 (X, F ) and t ∈ H 0 (X, G) we write s * t for the image of s ⊗ t under the multiplication map. If ν is a k-linear automorphism of X, then (s * t) ν = s ν * t ν because ν * distributes across tensor products. If X is an abelian variety and x ∈ X, we write T x : X → X for the map T x (y) = x + y. We call T x a translation automorphism. If F is an O X -module we call T * x F a translate of F . Let X and Y be projective k-varieties. The Néron-Severi group of X is the group NS(X) := Pic(X)/Pic 0 (X). This is a finitely generated abelian group. If σ : X → Y is a morphism, the inverse image functor induces a group homomorphism σ * : Pic(Y ) → Pic(X) that descends to a homomorphism NS(Y ) → NS(X), and hence to NS(Y ) C → NS(X) C . The last homomorphism can be represented by a matrix with entries in Z. If σ ∈ Aut(X), we call σ * quasi-unipotent if all its eigenvalues in C are roots of unity.
2.3. The twisted homogeneous coordinate rings B(X, σ, L). The rings B(X, σ, L) we are about to define were introduced by Artin-Tate-Van den Bergh in [ATVdB90] , and independently by FeiginOdesskii in [FO89] and [OF89] , as a device to understand graded algebras that map to them. That understanding is obtained through Theorem 2.4 and Corollary 2.8 below.
Proposition 2.1. Let k be a field. There is a contravariant functor (X, σ, L) B(X, σ, L) from the category of triples consisting of a k-scheme X, a k-automorphism σ : X → X, and an invertible O X -module L, to the category of graded k-algebras.
This needs some explanation. A morphism of triples is a pair (f,
where Proof. We write B ′ := B(X, σ −1 , L) and B := B(X, σ, L) and denote the multiplication maps by µ : B ⊗ B → B and µ ′ : B ′ ⊗ B ′ → B ′ . We will prove the result by defining a degree-preserving k-linear isomorphism ϕ : B → B ′ with the property that ϕ
On the other hand,
The result now follows from the fact that inverse image commutes with tensor product (see §2.2).
Proof. This is an immediate consequence of Proposition 2.1 because (µ, id) :
2.3.2. σ-ampleness. When X is noetherian we say L is σ-ample if for every coherent O X -module F ,
for all q ≥ 1 and all i ≫ 0. When σ is the identity this becomes the traditional definition of ampleness.
The Artin-Van den Bergh Theorem and the functor
Following [AVdB90] and [AZ94] , we define the auto-equivalence s :
We write s 0 for the identity functor on Qcoh(X). Now define the graded vector space
This formula gives M the structure of a graded left B(X, σ, L)-module. We define Γ * by
with this graded module structure. Sometimes we abuse notation and write Γ * for the composition 
is a finitely generated left noetherian k-algebra and the functor Γ * provides an equivalence of categories (
Furthermore, if one of those conditions holds, then
(4) the GK-dimension of B(X, σ, L) is an integer for every ample L and
) is right and left noetherian for every ample L.
The next result applies to X = E g and all translation automorphisms σ :
Corollary 2.6. Let X be a projective scheme over an algebraically closed field k and G an algebraic group over k that acts on X. If σ ∈ G, then every ample invertible O X -module is σ-ample.
Proof. By Theorem 2.5 it suffices to show that σ * is quasi-unipotent. The Picard functor is representable by a scheme Pic(X) [Mur64, II.15] which is acted upon by G. Since G has finitely many connected components (as all algebraic groups do) some power of σ, say σ r , belongs to the connected component G 0 that contains the identity. The action of G 0 sends each connected component of Pic(X) to itself and hence acts trivially on NS(X) = Pic(X)/Pic 0 (X). In particular, (σ * ) r acts trivially on NS(X) C so the action of σ * on NS(X) C is quasi-unipotent. Proof. The set A Σ consisting of points fixed by Σ is an algebraic subgroup of A. It acts on A by translation automorphisms and each such automorphism descends to an automorphism of A/Σ. Since A/Σ is a projective variety the result follows from Corollary 2.6 with G = A Σ .
Using the rings B(X, σ, L).
If J is a graded ideal in a finitely generated N-graded algebra A over a field k, the three natural functors between the categories Gr(A) and Gr(A/J) induce functors
between the quotient categories such that i * is a fully faithful embedding whose essential image is closed under subobjects and quotients, i * is left adjoint to i * , and i ! is right adjoint to i * (see [VdB01] and [Smi16] ). The functors i * and i * behave like the inverse and direct image functors associated to a closed immersion of one scheme in another. Thus, the next result says, in effect, that the noncommutative scheme with homogeneous coordinate ring A has a closed subscheme isomorphic to X. In this paper, we will show this happens when A is Q n,k (E, τ ) and X is its characteristic variety provided that characteristic variety is a product or symmetric product of copies of E. The next result, which uses ideas in [ATVdB90] and [FO89, p. 8], will be applied to A = Q n,k (E, τ ). In it we view elements of V ⊗2 as forms of bi-degree (1, 1) on the product of projective spaces P(V * )×P(V * ).
Proposition 2.9. Let T V denote the tensor algebra on a finite dimensional k-vector space V and let A = T V /(R) be the quotient by the ideal generated by a subspace
This map extends in a unique way to a homomorphism ϕ :
is in the kernel of ϕ if and only if it vanishes on (f × f )(Γ σ ). Since elements of R vanish on this graph by hypothesis, R ⊆ ker(ϕ). The result follows.
be the morphism associated to the complete linear system |L| and let X = Φ(Y ). There is a factorization Φ = i • f where i :
Proof. Since L is generated by its global sections,
We therefore obtain a morphism of triples (f,
and hence, by functoriality of the B-construction, a homomorphism ϕ as claimed.
In Corollary 3.6, we apply Propositions 2.9 and 2.10 to obtain homomorphisms
The following questions then become relevant:
n/k ) generated in degree one; i.e., is Ψ surjective ? • are the relations for B(X n/k , σ ′ , L ′ n/k ) generated in degrees 2 and 3 ? We answer these in the affirmative when X n/k is E g and S g E.
Generators and relations for B(X, σ, L).
We assume that k is an algebraically closed field, X is a projective k-scheme, and σ : X → X is a k-automorphism.
In this section we use the notation L := an ample invertible O X -module generated by its global sections,
There is a natural map
that fits into the following commutative diagram with exact rows:
The next result is a small extension of [SS92, Lem. 3.7].
Lemma 2.11. Let X be a connected projective k-scheme; i.e., Proof. The degree-r component of T = T (B 1 ) is T r = B ⊗r 1 . Clearly, J is generated by J 2 + · · · + J ℓ if and only if J r+1 = T 1 J r + J r T 1 for all r ≥ ℓ, i.e., if and only if
for all r ≥ ℓ.
We will now reformulate this, but first, to be consistent with the definitions of L, M, N , we set
There is a commutative diagram
in which α and β are the natural inclusions, the rows are exact, and γ is the unique linear map such that εβ = γδ. Clearly
Thus, γ is surjective if and only if
Hence J is generated by J 2 + · · · + J ℓ if and only if γ is surjective for all m ≥ ℓ − 1. Since
, the right-hand square in the commutative diagram just prior to this lemma is canonically isomorphic to the diagram
Thus the map in (2-3) is surjective if and only if the induced map ker λ → ker µ is surjective. Here we have
and these equalities identify the map ker λ → ker µ with γ. This completes the proof.
Lemma 2.12. If B(X, σ, L) is generated in degree one, then its relations are generated in degree ≤ ℓ if and only if the multiplication map
is onto for all m ≥ ℓ − 1.
Proof. Fix an integer m. By Lemma 2.11, it suffices to show that the map
is onto if and only if the map
and therefore exact sequences
is onto if and only if the multiplication map
2.6. Point modules for B(X, σ, L). The "simplest part" of the representation theory of a noncommutative algebra consists of its 1-dimensional modules. The "simplest part" of the graded representation theory of a connected graded k-algebra, A say, consists of its point modules: a point module for A is a cyclic graded left 
is a point module for B(X, σ, L) and
Proof. By definition,
Since L is generated by its global sections, for each x ∈ X there is some b ∈ B(X, σ, L) 1 such that b(x) = 0. It follows that M p is generated by its degree-zero component as a B(X, σ, L)-module.
2.6.1. Remark. When X is projective and B(X, id, L) is finitely generated, each point module for B(X, id, L) is isomorphic in QGr(B(X, id, L)) to one of M p 's in Proposition 2.13. We will now prove this claim.
First, [Sta18, Tag 01Q0] implies that the image of the canonical morphism
is dense; since X is projective the image is closed so the morphism is onto. The morphism f has the property that f −1 (D + (s)) = X s for all homogeneous s ∈ B(X, id, L) + , and this implies that f (p) = Ann(M p ) for all closed points p ∈ X, where the annihilator Ann(M p ) inside B(X, id, L) is a homogeneous ideal that is maximal among those not containing B(X, id, L) + , and hence is regarded as a point of Proj(B(X, id, L)). Now let N be a point module for B(X, id, L). Since B(X, id, L) is finitely generated, N admits a subquotient isomorphic to B(X, id, L)/m shifted by some degree d ∈ Z, where m is a point of Proj(B(X, id, L)) regarded as a homogeneous ideal of B(X, id, L). The surjectivity of (2-7) implies that m = f (p) for some p ∈ X, whence m = Ann(M p ). Therefore M p is isomorphic to B(X, id, L)/m and its degree shift by d is a subquotient of N. Since both M p and N are point modules,
As always, n and k are relatively prime integers such that n > k ≥ 1.
3.1. Some notation and results from [CKS19b] .
3.1.1. Fix η ∈ C lying in the upper half-plane. Let Λ = Z + Zη and E = C/Λ. We will usually view E as an elliptic curve. If r is a positive integer we write E[r] for the r-torsion subgroup of E. It equals 1 r Λ/Λ so is isomorphic to Z r × Z r . We fix a point τ ∈ C and use the symbol τ to denote the image of τ in E and the translation automorphisms C → C and E → E given by the formula z → z + τ . The meaning of τ will always be clear from the context. 3.1.2. At different times we give the degree-one component of Q n,k (E, τ ) different interpretations as:
(1) an anonymous vector space V with basis {x α | α ∈ Z n }; (2) a space Θ n (Λ) of theta functions in one variable with basis {θ α (z) | α ∈ Z n }; (3) a space Θ n/k (Λ) of theta functions in g variables with basis There is a unique integer g ≥ 1 and a unique sequence of integers n 1 , . . . , n g , all ≥ 2, such that
Using this notation, we define k i and l i for i = 0, . . . , g + 1 by
with conventions k g := 1, k g+1 = 0, l 0 = 0, and l 1 = 1. By [CKS19b, Prop. 2.5], we have the formulas
for i = 1, . . . , g, and
where n > k ′ ≥ 1 and kk
for i = 1, . . . , g. We will use these in section 7. For i = 1, . . . , g, we define τ i := (k i + l i − n)τ and define the automorphism σ :
Because (C g , +) is an abelian group, all translation automorphisms of it commute with one another. In particular, σ commutes with the translation action of Λ g on C g , and therefore induces an automorphism of E g = C g /Λ g that we will also denote by σ.
with the convention that z 0 = 0 and z g+1 = 0.
3.1.6. The invertible sheaf L n/k and the characteristic variety X n/k . Following Odesskii and Feigin [OF89, §3.3], we define an invertible sheaf L n/k on E g as follows.
7 Let L = O E ((0)) be the degreeone invertible O E -module corresponding to the divisor (0), and define
and ∆ j,j+1 = pr * j,j+1 ∆ and
A standard divisor of type (n 1 , . . . , n g ) is a divisor of the form
where 
In particular,
Since L n/k is base-point free, the complete linear system |D n/k | determines a morphism
The characteristic variety for Q n,k (E, τ ) is X n/k := the image of Φ n/k .
Special cases.
The following examples illustrate some of the possibilities.
(1) If n ≥ 3 and k = 1, then
is a polynomial ring on n variables, and QGr Q n,n−1 (E, τ ) = Qcoh(P n−1 ) (see the footnote in §1.2). (3) If n i ≥ 3 for all i, then X n/k ∼ = E g is an isomorphism, and conversely ([CKS19b, §4.6.1]).
. See §1.4.3 for the significance of this case. (7) X n 2 /n−1 ∼ = S n−1 E when n ≥ 2, because
] (see Proposition 7.1(1)). The algebras Q n 2 ,n−1 (E, τ ) were studied by Cherednik in [Che86] . They are, in a sense, homogenized elliptic versions of the quantized enveloping algebras U q (sl n ). Or, conversely, the U q (sl n )'s are "degenerations" of Q n 2 ,n−1 (E, τ ). A detailed examination of this degeneration process for n = 2 is carried out in [CSW18] .
Twisted homogeneous coordinate rings related to
In Corollary 3.6 we obtain a graded C-algebra homomorphism
Theorem 3.2. Let f : E g → X n/k be the co-restriction of the morphism Φ n/k .
(1) The map f :
( 
• t β for all α, β ∈ Σ n/k . Since the action of σ commutes with that of Σ n/k , each pair (γ, t −1 γ ) is an automorphism of the triple (E g , σ, L n/k ) and therefore induces (by functoriality) a right action of Σ n/k as automorphisms of
Comparing the degree-(m + 1) components in (3-6), we must show that the natural map
is an isomorphism for all m ≥ 0. For simplicity we assume m = 2; all other cases are essentially the same. We will show that the natural map
Therefore, by the projection formula,
Thus the map in (3-7) is an isomorphism in degree two. (6) This is an immediate consequence of (1) and Corollary 2.7. (7) See Remark 4.10, Proposition 4.5, and the remarks at the beginning of §4 in [CKS19b] .
Remark 3.3. Part (5) of Theorem 3.2 is essentially [ST94, Prop. 2.5]. The difference is that in the latter the action of the group (Σ n/k ) is free. An examination of the proof, however, reveals that the only consequence of freeness needed there is the fact that
This, in turn, is a consequence of [CKS19b, Prop. 4.5]. 
be the automorphism z → −z and let µ : X n/k → X n/k be the automorphism that is the descent of [−1]. Since σ is a translation automorphism,
We will complete the proof by applying Proposition 2.
, we now have a Z 2 -action on V inducing one on P(V * ) together with a compatible Z 2 -equivariant structure on the twisting sheaf O P(V * ) (1) (see, e.g., [MFK94, Prop 1.7]). The morphism Φ n/k : E g → P(V * ) is Z 2 -equivariant and the generator of Z 2 acts on X n/k as µ. The equivariant structure on O P(V * ) (1) restricts to one on
The identifications are such that x α = w α (z), and the morphism Φ n/k :
Proposition 3.5. [CKS19b, Cor. 5.13] The quadratic relations for Q n,k (E, τ ) vanish on the graph of the automorphism
Corollary 3.6. There are C-algebra homomorphisms
that are isomorphisms in degree one.
′ n/k ) 1 be the vector space isomorphism defined by ϕ(x α ) = w α (z). By Proposition 2.9, ϕ extends to the desired algebra homomorphism if the degree-two relations for Q n,k (E, τ ) vanish on
They do by Proposition 3.5.
is a finitely generated module over its center, then τ has finite order.
Proof. Since the homomorphism is surjective, B(X n/k , σ ′ , L ′ n/k ) is also finite over its center. Let K denote the field of rational functions of X n/k , and let K[t ±1 ; σ ′ ] denote the skew Laurent polynomial extension associated to the automorphism σ
n/k ) so it is also finite over its center. It is well-known, and easy to show, that the fact that K[t ±1 ; σ ′ ] is finite over its center implies σ ′ has finite order as an automorphism of K and hence as an automorphism of X n/k . If that order is b, then σ b (p) and p have the same image in X n/k for all p ∈ E g . Thus, if p ∈ E g , then σ b (p) = γ · p for some γ ∈ Σ n/k . If a denotes the size of Σ n/k , then σ ab (p) = p for all p ∈ E g . But σ is translation by (k + l − n)τ so, in particular, (k 1 + l 1 − n)τ has finite order. But k 1 = k and l 1 = 1 so k 1 + l 1 − n = 0. Hence τ has finite order.
It is stated at [OF89, p. 209, Rmk. 1] and [Ode02, p. 1143] that Q n,n−1 (E, τ ) is a polynomial ring for all E and τ . Once one knows that the space of relations for Q n,k (E, τ ) has dimension n 2 , which we will prove in [CKS] , this can be proved by a direct calculation using the relations in (1-3) . The direct calculation part has an alternative proof using the twisted homogeneous coordinate ring. 
− 1. Hence Σ n/(n−1) = Σ g+1 and X n/(n−1) ∼ = P n−1 . Corollary 3.6 therefore provides a homomorphism Q n,n−1 (E, τ ) → B(P n−1 , σ ′ , O P n−1 (1)) that is surjective in degree one. The numbers k i and l i defined in §3.1.4 are (k 1 , . . . , k n−1 ) = (n − 1, . . . , 2, 1) and (l 1 , . . . , l n−1 ) = (1, 2, . . . , n − 1) so k i + l i − n = 0 for all i = 1, . . . , n − 1. Hence σ and σ ′ are the identity morphisms.
. This is a polynomial ring on n variables so the homomorphism Q n,n−1 (E, τ ) → B(P n−1 , σ ′ , O P n−1 (1)) is surjective. It is also injective because the quadratic relations for both Q n,n−1 (E, τ ) and B(P n−1 , id, O(1)) span vector spaces of dimension n 2 . Proposition 3.9. There is a commutative diagram
in which the horizontal arrows are given by (3-8) and ϕ is the isomorphism in Proposition 2.2.
is the same subspace of V ⊗2 as the space of relations for Q n,k (E, −τ ). Since Q n,k (E, τ ) is generated by its degree-one component, to show that the diagram commutes we need only check it commutes in degree one. This is true because ϕ is the identity map in degree one, and so too are the horizontal maps.
3.2.1. Remark. The homomorphisms in Corollary 3.6 do not give all homomorphisms to twisted homogeneous coordinate rings. For example, there are four surjective homomorphisms from Q 4,1 (E, τ ) to the polynomial ring in one variable corresponding to the four isolated point modules. If we present Q 4,1 (E, τ ) as Sklyanin does, then those homomorphisms are obtained by quotienting out three of the four generators for the algebra ([LS93, Prop. 5.2]). Similarly, the remarks at the end of [CKS19b, §5.6] exhibit four surjective homomorphisms from Q 8,3 (E, τ ) to the polynomial ring on two variables.
Semistable and locally free O E -modules
We need some standard results on semistable locally free sheaves on a smooth projective curve C. Loring Tu's paper [Tu93] is a good source for these results when C is the elliptic curve E. In this and subsequent sections, a locally free sheaf always means a locally free coherent sheaf, i.e., of finite type. 4.1. Semistable O C -modules. Let C be a smooth projective curve.
The slope of a non-zero locally free O C -module F is the number
We say F is
is an exact sequence of non-zero locally free O C -modules, then either
( Proof. Fix j and let π : ⊕V i → V j be the projection. Let U j be the image of A in V j . There is a commutative diagram
with exact rows. The left-most vertical arrow is an epimorphism by definition so, by the Snake Lemma, the right-most vertical arrow is also an epimorphism. Since U j and V j /U j are quotients of the semistable sheaves A and B, respectively, Lemma 4.1 tells us that µ(U j ) ≥ µ(A) and µ(V j /U j ) ≥ µ(B). Lemma 4.1 also tells us that µ(V j ) ≥ min{µ(U j ), µ(V j /U j )}. The result follows.
Lemma 4.4. If U and V are non-zero locally free O C -modules, then
µ(U ⊗ V) = µ(U) + µ(V).
Proof. This follows from the fact that deg(U ⊗ V) = deg(U)rank(V) + deg(V)rank(U).
Lemma 4. (2) If F has a non-zero section, then there is a non-zero map O E → F . The image of this map is isomorphic to O E so the semistability of F implies 0 = µ(O E ) ≤ µ(F ) whence 0 ≤ deg(F ).
(3) This is an immediate consequence of (2). (4) Let p ∈ E. Since F (−(p)) is semistable of slope µ(F ) − 1 > 0 its degree is positive, whence H 1 (F (−(p))) = 0 by (1). Therefore, applying F ⊗ − to the sequence 0 → O(−(p)) → O E → O p → 0 and taking cohomology yields an exact sequence 0
is onto for all p, together with Nakayama's lemma, tells us that F is generated by its global sections.
Surjectivity of multiplication maps.
Theorem 4.9. Let U and V be semistable locally free O E -modules generated by their global sections. If
Proof. Because they are semistable, U and V are direct sums of indecomposable summands of slopes equal to µ(U) and µ(V) respectively, so it suffices to prove the result when U and V are indecomposable (and therefore semistable); we therefore make this assumption in the rest of the proof. We also assume that U = 0 and V = 0. By Lemma 4.8(3) and (1), deg(U) > 0 and H 1 (U) = 0. Tensoring the exact sequence
with V and taking cohomology produces an exact sequence
We will prove the theorem by showing that
That is what we will prove: first we will show K is indecomposable and hence semistable by Lemma 4.5 which will, by Lemma 4.6, imply that K ⊗ V is semistable, then we will show that its slope, and hence its degree, is positive.
To show K is indecomposable we write it as a direct sum K = K 1 ⊕· · ·⊕K n of non-zero indecomposable submodules. Applying the functor Hom(−, O E ) to (4-2) produces an exact sequence
Hence K ∨ is generated by global sections. It follows that every K ∨ i is also generated by its global sections. Since K ∨ i is indecomposable it is semistable and therefore of positive degree by Lemma 4.8(3). It follows that the kernel of the natural map
∨ is therefore a direct sum of (at least) n non-zero O E -submodules. That kernel has another description. By construction, the right-hand map in (4-2) induces an isomorphism on global sections so it follows from the long exact cohomology sequence associated to (4-2) that the sequence 0
is exact. Since H 1 (ε) is an isomorphism, H 0 (ε ∨ ) is also an isomorphism by Serre duality. Thus we obtain a commutative diagram
where H 0 (ε ∨ ) ⊗ O and the left vertical morphism are isomorphisms (since (H 0 (E, U) ⊗ O) ∨ is free). Since U is indecomposable so is U ∨ ∼ = ker(ε ∨ ). The kernel of the canonical map
is therefore indecomposable too. However, that kernel is a direct sum of at least n non-zero O Esubmodules, so n = 1; i.e., K is indecomposable, as claimed.
To complete the proof we show that µ(K ⊗ V) > 0. Recall that
By the definition of K in (4-2), its degree is − deg(U) and its rank is
(the equality follows from Lemma 4.8). The target inequality µ(K) + µ(V) > 0 is thus equivalent to
The hypothesis in the statement can be written as 1
, and the both sides are positive. The proof is complete. 
is onto.
Proof. Write V = ⊕V i as the sum of its indecomposable summands. By Lemma 4.3, each V i is locally free, semistable of slope ≥ 2, and is generated by its global sections. Since µ(U)
is onto. The conclusion follows from Theorem 4.9.
Corollary 4.11. If U and V are semistable locally free O E -modules of slope > 2, then the multiplication map
Proof. By Lemma 4.8(4), U and V are generated by global sections. By hypothesis, the inequality in (4-1) holds. The result now follows from Theorem 4.9.
Remarks.
4.3.1. After proving Corollaries 4.10 and 4.11 we learned that those results were already known in greater generality: they are consequences of Theorems 2.1 and 1 in [But94] . Nevertheless, for elliptic curves over an algebraically closed field of characteristic zero, Theorem 4.9 is not a consequence of the results in [But94] and suggests that the following might be true: if C is a smooth projective curve of genus g and U and V are semistable locally free O C -modules such that µ(U)
In order for the multiplication map
in Theorem 4.9 to be onto it is necessary that µ(U) −1 + µ(V) −1 is ≤ 1: if the multiplication map is onto, then
4.3.3. There is a less elementary proof of the indecomposability of K in the proof of Theorem 4.9. Given a coherent sheaf E on E, let T E be the endofunctor of the bounded derived category
Applying this with
.10] implies that T O is an autoequivalence so the indecomposability of K[1], and hence K, follows from that of U.
4.3.4. Lemma 4.8(4) with a stronger assumption µ(F ) ≥ 2 can be shown using the following result which might prove useful in other situations.
Lemma 4.12. Every semistable locally free O E -module F has a filtration by invertible O E -modules of degrees ≥ ⌊µ(F )⌋.
Proof. We can assume that F is indecomposable. Let r = rank(F ) and d = deg(F ). We will prove the result by the induction on r. The result is certainly true when r = 1. If µ(F ) = 0, then the assertion follows from [Ati57, Thm. 5]. If 0 < µ(F ) < 1 (i.e. 0 < d < r), then [Ati57, Lem. 15] implies that F contains a rank-d free subsheaf I of F such that F /I is an indecomposable locally free sheaf of rank r − d and degree d. The induction hypothesis shows that F /I has a filtration by invertible sheaves of degree ≥ 0. Thus F also has a filtration by invertible sheaves of degree ≥ 0 = ⌊µ(F )⌋.
If µ(F ) < 0 or 1 ≤ µ(F ), take an invertible sheaf M of degree ⌊µ(F )⌋. Then
The former two cases shows that F ⊗ M −1 admits a filtration by invertible sheaves of degrees ≥ 0. Tensoring M with the filtration gives the desired filtration of F . This completes the induction.
Let F be a semistable locally free O E -module of slope ≥ 2. By Lemma 4.12, F has a filtration
Thus we obtain a commutative diagram
with exact rows. Since invertible sheaves of degree ≥ 2 are generated by their global sections [Har77, Cor. IV.3.2], it is shown inductively that all Z i are also generated by global sections using (4-4). In particular, F is generated by global sections. 
Twisted homogeneous coordinate rings of the form B(S
for the image of (z 1 , . . . , z d ) in S d E. 11 As is well-known, the Abel-Jacobi map, i.e., the addition map
We will say more about this in §5.3. For this reason we start this section with results about projective space bundles on E.
11 Sometimes X n/k is isomorphic to a symmetric power of E; under a careless identification between the two the morphism Φ n/k : E g → X n/k might not correspond to the natural map E g → S g E; this is irrelevant in this section and the next but becomes relevant in §7.
5.1. Projective space bundles P(E) on an elliptic curve E. We recall some standard results and notation for projective space bundles, for the most part following the material in [Har77, .
We adopt the following notation in this subsection:
• E is a locally free O E -module of rank d;
• S m E is the m th symmetric power of E when m ≥ 0;
2 E ⊕ · · · is the symmetric algebra on E; • X = P(E) := Proj(S(E)) is the associated P d−1 -bundle on E; • O X (1), or simply O(1), be the tautological O X -module associated to S(E), i.e., π * (O X (1)) = E; • π : P(E) → E is the structure morphism; m E ⊗ S n E → S m+n E can be defined universally by splitting the symmetrization morphism S m ⊗ S n → S m+n in the category of polynomial endofunctors on the category coh(E) of coherent O E -modules (see, e.g., [SS15, §2.2] for a reminder on these).
Concretely, we write T m,n : S m+n → S m ⊗ S n for the natural transformation between polynomial functors which for symmetric powers of a vector space V reads
where the sum is over all decompositions of the set {1, · · · , m + n} as a disjoint union of {a i } and {b j }. ′ are locally free O E -modules and π : P(E) → E and π ′ : P(E ′ ) → E are the structure morphisms, then there is an isomorphism
Sometimes it is convenient to replace E by another invertible
Replacing E by E ′ allows one to assume that 0 ≤ deg(E) ≤ rank(E) − 1; i.e., given any E there is an 
is the fiber over an arbitrary point u ∈ E. It is well known that
see, e.g., [Gus90, Prop. 1.1(1)]. Let D u := the image of {u} × E d−1 in S d E; i.e., D u consists of the points ((u, x 2 , . . . , x d ) ) and is isomorphic to 
. Since this holds for all u ∈ E the conclusion follows from Grauert's Theorem [Har77, Cor. III.12.9], just as in the proof of [Har77, Lem. V.2.1].
(2) Since a ≥ 0, . 13 As remarked in §5.1.2, if E is any indecomposable locally free O E -module of rank d, there is an indecomposable locally free O E -module E ′ such that X = P(E) is isomorphic to P(E ′ ).
Multiplication of sections of invertible sheaves on P(E).
We continue to assume that X = P(E) and keep the notations in §5.1.
If a 1 and a 2 are ≥ 0, then the natural map
is a split epimorphism.
Proof. By the Projection Formula [Har77, p. 124],
The morphism in (5-1) can therefore be written as
. It follows from Lemma 5.1 that this is a split epimorphism.
Proposition 5.6. Assume char(k) = 0. Let E be a semistable locally free O E -module of positive degree and let X = P(E). Let L and F be invertible O X -modules whose classes in NS(X) are aD + bF and sD + tF , respectively. If a, s ≥ 1 and b, t ≥ 2, then the multiplication maps
Since E is semistable, Lemma 4.6 tells us that E ⊗a is semistable too; its direct summand S a E is therefore semistable too. Similarly, S s E is semistable. Since L ′ and F ′ are semistable by Lemma 4.5, the tensor products U and V are also semistable by Lemma 4.6.
Since E has positive degree, by assumption, and a, s ≥ 1, the summands S a E and S s E of the semistable sheaves E ⊗a and E ⊗s have positive degree too. Hence
Similarly, µ(V) > 2. The result now follows from Corollary 4.11.
We have just shown that the left-most map in this composition is onto; the other is also onto because the canonical map π * L ⊗ π * F → π * (L ⊗ F ) is a split epimorphism by Lemma 5.5. The composition is therefore onto. The result now follows from the fact that there are functorial isomorphisms
5.3. Symmetric powers of E. Let X = S d E. Up to tensoring with a degree-0 invertible sheaf, there is a unique indecomposable locally free sheaf E of rank d and degree 1 on E such that
. By [Ati57, Thm. 5, p. 432], one can construct such an E iteratively: let E 1 be any invertible O E -module of degree one and for r ≥ 2 let E r be the "unique" non-trivial extension 0 
Proof. By definition, the degree-n homogeneous component of B(
The surjectivity of the multiplication map B 1 ⊗ B n → B n+1 therefore follows from Proposition 5.6 applied to L and
The main result in this section, Theorem 6.9, shows that rather mild hypotheses imply that the relations for B(S g E, σ, L) are generated in degrees 2 and 3.
6.1. Preparations. The following hypotheses and notation apply throughout this section:
• k is an algebraically closed field of characteristic zero;
By Proposition 5.3, L is ample and is generated by its global sections.
By Theorem 5.7, B := B(S g E, σ, L) is generated as a k-algebra by its degree-one component, B 1 ; i.e., the canonical k-algebra homomorphism ϕ : T (B 1 ) → B from the tensor algebra on B 1 is surjective.
6.1.1. To prove that the ideal J := ker(ϕ) is generated by J 2 + J 3 it suffices, by Lemma 2.11, to show that the canonical map
is surjective for all m ≥ 2 where M m and N m are the sheaves defined at the beginning of §2.5. We will prove more: if L, M = M m , and N = N m , have the properties in Convention 6.1 below, then the canonical map
is onto. [N ] = sD + tF where s ≥ 1 and t ≥ 2, 6.2. Surjectivity of multiplication maps. By Proposition 5.3, N is generated by its global sections. Let
be the associated exact sequence. Let G = M ⊗ K. Since K is a locally free O S g E -module so is G. In this case, the argument in Lemma 2.12 showed that the map in (6-1) is onto if and only if the map
The O S g E -module L satisfies the hypotheses and therefore the conclusions of Lemma 5.4. Although G and L ⊗ G need not be invertible, they have similar properties.
Lemma 6.2.
Proof. We prove the lemma for G. The other case is similar. Since M and M⊗N satisfy the hypotheses of Lemma 5.4, R i π * M = R i π * (M ⊗ N ) = 0 for all i ≥ 1. Hence the short exact sequence (6-2) tensored with M produces the exact sequence
and shows R i π * G = 0 for all i ≥ 2. Applying H 0 (S g E, −), the morphism f induces a map
which is surjective by Proposition 5.6. Since π * (M ⊗N ) is semistable and has slope ≥ 2 as shown in the proof of Proposition 5.6, it is generated by global sections by Lemma 4.8(4). Therefore the morphism f is surjective. This implies
) is a locally free O E -module, so is π * G. The assertion (3) follows in the same way as Lemma 5.4.
Lemma 6.3. The map in (6-3) is surjective if and only if the map
Proof. This is an immediate consequence of Lemma 6.2.
In what follows, we use Lemma 6.2 without further comment. By Lemma 5.5, the map π 
is a split epimorphism and therefore induces a surjection on global sections over E.
Proof. There are invertible O E -modules L ′ , M ′ , and N ′ , of degrees b ≥ 2, q ≥ 4, and t ≥ 2, respectively, such that
Similarly, π * (L ⊗ G) is the kernel of
Tensoring (6-6) with π * L produces the tensor product of
in other words, tensoring (6-6) with π * L produces
between the left-hand terms of (6-7) and (6-8) splits compatibly with the symmetrization map between the right-hand terms. Indeed, this amounts to noting that the diagram
of functors defined as in §5.1.1 commutes. When applied to a finite dimensional vector space V the diagram of functors expresses the coassociativity of the shuffle comultiplication on the symmetric algebra SV (with this bialgebra structure SV is the graded dual to the universal cocommutative bialgebra B(V ) defined in [Swe69, § §12.2 and 12.3]). In conclusion (6-7) can be realized as a direct summand of (6-8). The kernel of (6-7) tensored with
, is therefore a direct summand of the kernel of (6-8) tensored with L ′ ⊗ M ′ , and hence a direct summand of the kernel of (6-9), which is π * L ⊗ π * G.
By Lemma 6.3, (6-3) is surjective if and only if (6-5) is. Now by Lemma 6.4, the surjectivity of (6-5) is equivalent to the surjectivity of
This has the same flavor as Theorem 4.9, and we will use that result to obtain the conclusion.
Lemma 6.5. The locally free
, is semistable, generated by its global sections, and has slope aµ(E) + b.
Proof. We have argued along the same lines above, several times:
⊗a is semistable of slope aµ(E). Lemma 4.6 now tells us that π * O(a) ⊗ L ′ is also semistable. The claim of global generation now follows from Proposition 5.3.
as claimed.
We now consider π * G. As noted in the proof of Lemma 6.4, π * G is the kernel of the composition
where the first morphism is the canonical map
The argument of Lemma 6.5 shows that π * N ∼ = π * O(s) ⊗ N ′ is also generated by global sections, and hence (6-11) is an epimorphism and so is the first morphism of (6-10). By Lemma 5.5, the second morphism is also an epimorphism. Thus there is an exact sequence 0 → ker(α) → π * G → ker(β) → 0 where α and β are the epimorphisms
The morphism in (6-13) is a split epimorphism so ker(β) is semistable of slope
On the other hand, ker(α) is isomorphic to
] is semistable and its slope slope µ satisfies
In conclusion, we obtain
Clearly, this is smaller than (6-14).
Lemma 6.6. The locally free O E -module π * G is a direct sum of semistable summands of slopes ≥ (6-15) and is generated by global sections.
Proof. Since π * G is an extension of the semistable locally free sheaf ker(β) by the semistable locally free sheaf ker(α), its semistable summands have slopes ≥ µ(ker(α)) = min(µ(ker(α)), µ(ker(β))).
, we have sµ(E) + t > 3 and pµ(E) + q > 4. Thus
By Lemma 4.8(4), ker(α) and ker(β) are generated by global sections. Since H 1 (ker(α)) = 0 by Lemma 4.8, the sheaves ker(α), π * G, and ker(β) form an analogous diagram to (4-4), which shows the global generation of π * G.
Remark 6.7. The above proof shows that µ(ker(α)) > 2.
Lemma 6.8. Under the assumptions of Convention 6.1, the canonical map
Proof. This will follow from Lemmas 6.5 and 6.6 and Theorem 4.9 applied to the semistable summands of π * L and π * G once we show that µ(ker(α)) satisfies
This, however, is immediate from Remark 6.7, which shows that both summands on the left-hand side of (6-16) are less than 
Since B(S g E, σ, L) is generated in degree one, to prove the theorem it suffices, by Lemma 2.12, to show that the multiplication map
is onto for all m ≥ 2. By Lemma 6.3, this is onto if and only if the map
and the surjectivity of each of the factors follows from Lemmas 6.4 and 6.8. This completes the proof.
Now we use the results in sections 5 and 6 when the characteristic variety for
) is surjective and its kernel is generated in degree ≤ 3. 
is a quotient for the action of Σ n/k on E g .
Proof.
Induction arguments on g show that 
) defined in §3.1.4, and
Proof. In both cases, n = (m − 1)g + 1. By definition, τ i = (k i + l i − n)τ where k i and l i are the integers defined in §3.1.4. Since the characteristic variety X n/k is isomorphic to E g /Σ n/k , the existence and uniqueness of the automorphism σ ′ : S g E → S g E making the diagram commute is established in [CKS19b, Prop. 2.10].
(1) If
, then (3-2) implies
Since k 0 = n and k 1 = k as in (3-1),
which is, by Proposition 7.1(1), equal to −1. Hence
for i = 1, . . . , g + 1. Since l 0 = 0, l 1 = 1, and l i 's satisfy the same inductive formula as k i 's,
Thus
it follows that
. . , g. By (3-1) and the proof of Proposition 7.1, l g = k ′ = g. Hence
Thus, ρσ = σ ′ ρ.
7.2. The special case Q 5,2 (E, τ ). When (n, k) = (5, 2),
Hence Proposition 7.2 agrees with a remark after Proposition 4.2 in the Kiev preprint [FO89] which says there is a (surjective) homomorphism , z 2 +τ ) ). The next result shows there is also a (surjective) homomorphism
Proposition 7.3. Let m be an integer ≥ 3 and assume n = (m − 1)g + 1 and
and hence an isomorphism B(
where m is an integer ≥ 3. We identify X n/k with S g E via the quotient morphism ρ : E g → S g E in (7-1). In other words, there is a closed immersion i such that Φ n/k : E g → P n−1 factors as
Proof.
The Néron-Severi class of L ′ n/k is aD + bF for some a, b ∈ Z. The divisor ρ * (aD 0 + bF 0 ) equals
Since
, the divisors D n/k and D ′ are linearly equivalent and therefore give the same class in NS(E g ). Fix a point p ∈ E g−1 in general position and let C 1 and C g be the curves E × {p} and . For all translation automorphisms σ : . Let σ ′ : S g E → S g E be the translation automorphism by (m − 2)τ , i.e., the automorphism in Proposition 7.2. The homomorphism
) is surjective and ker(Ψ n/k ) is generated by elements of degree ≤ 3. Proof. This follows immediately from Theorem 7.5.
The algebras
Lemma 7.7. The kernel of the homomorphism
Proof. For brevity, we write Ψ = Ψ (2k+1)/k and L ′ = L ′ (2k+1)/k . Let Q j and B j denote the degree-j components of Q 2k+1,k (E, τ ) and B(S k E, σ ′ , L ′ ), respectively. To prove that ker(Ψ) is zero in degree two we must show that dim(Q 2 ) = dim(B 2 ). We know that 14 dim(Q 2 ) = 2k + 1 2 = (2k + 1)(k + 1).
We will use a special case of [CC93, Thm. 1.17]: let L be an invertible sheaf on
For example, the kernel of the map
is generated by 5 elements of degree 3. When τ = 0 this recovers the well-known fact that the image of the map S 2 E → P 4 is the intersection of 5 cubic hypersurfaces. Feigin and Odesskii say that the subalgebra of Q 5,2 (E, τ ) generated by those 5 degree-3 elements is isomorphic to Q 5,1 (E, τ ). We do not know how to prove this. 
Proof. As in Lemma 7.7, we write
have the same quadratic relations. Thus, the space of quadratic relations for Q 2k+1,k (E, τ ) coincides with the kernel of the multiplication map
and take global sections it becomes clear that the above kernel is
In this and the next section we assume that the following equivalent conditions hold:
Let σ : E g → E g be an arbitrary translation automorphism. In this section we show that B(E g , σ, L n/k ) is generated in degree one. In section 9, we show that the ideal of relations for B(E g , σ, L n/k ) is generated by elements of degree ≤ 3. Finally, we apply this to the particular σ relevant to Q n,k (E, τ ).
8.1. The main result in this section. The fact that B(E g , σ, L n/k ) is generated in degree one will follow from Proposition 8.1, the proof of which occupies most of this section. 
Our strategy for proving Proposition 8.1 is similar to that used to prove Proposition 5.6(2).
8.2. Notation. Most of the notation in this section and the next is the same as that in §3.1.6 though we make some simplifications and introduce some new notation as follows: 
Proof. For all z ∈ E, the restriction, L z , of L to X z = π −1 (z) is a standard divisor of type (n 1 , . . . , n g−1 ) (see §3.1.6), which is very ample because all the n i 's are ≥ 3. The dimension of H 0 (L z ) is d(n 1 , . . . , n g−1 ) (see §3.1.4) and H q (L [n 1 ,...,n g−1 ] ) = 0 for all q ≥ 1. Since the dimension of H 0 (X z , L z ) is independent of z, Grauert's Theorem [Har77, Cor. III.12.9] tells us that π * L is locally free of rank d(n 1 , . . . , n g−1 ). The higher cohomology groups of L z are zero so, by Grauert's Theorem again, the higher cohomology groups of π * L are also zero.
The proof is complete.
Using the fact that all n i 's are ≥ 3, an induction argument on g shows that n/k ′ > 2. We prove that π * L is indecomposable by induction on g. The case g = 1 is trivial so we assume that g ≥ 2 and that the result is true for g − 1. The induction hypothesis will be applied to the left-hand factor in E g−1 × E and the sheaf L [n 1 ,...,n g−1 +1] . In [CKS19b, §3.1.3], we observed that D = D n/k is linearly equivalent to
where d
Since F is an invertible O E -module, π * L is indecomposable if and only if π * M is. We will show that π * M is indecomposable. By Grauert's Theorem [Har77, Cor. III.12.9], π * M is the locally free O E -module whose fiber at
) at the level of global sections. This inclusion is the z-fiber of a monomorphism
, where θ is the involution z → −z on E. After tracing through the identification above, the resulting map
is the canonical surjection exhibiting the right hand side as a locally free sheaf that is generated by its global sections.
This means that π * M can be identified with the shift 
) by the Projection Formula. Since Grauert's theorem shows that the fiber of R 1 π * (M) at z ∈ E is isomorphic to
which is zero by Proposition 3.1(5). Thus applying π * to (8-4) produces the exact sequence
Since π * j * j * π ′ * = θ * ρ * , this is the desired exact sequence.
Corollary 8.4. For all x ∈ E g , π * T * x L is stable of slope > 2. Proof. By Lemma 8.3, π * T * x L is indecomposable of slope > 2. Stability now follows from Lemma 4.5, together with the observation made in the course of the proof of Proposition 8.2 that the degree and rank of π * L are n and k ′ , respectively, which are coprime.
To prove Proposition 8.1 we must deal with tensor products of translates of L. A first step is the following observation. Proof. In order to lighten the notation we only address the case L i = L for all i. The general case is analogous.
where the third equality follows from the Riemann-Roch theorem for abelian varieties [Mum08, III.16 ].
On the other hand, a similar argument to the proof of Lemma 8.3 shows that π * L ⊗m is a locally free O E -module whose fiber over z ∈ E is (8-5)
∆ j,j+1 .
Because E g−2 × D g−1 is the pullback of a degree-(n g−1 − 2 + δ g−1,1 ) divisor on the right-most factor E of E g−1 , the parenthetic divisor in (8-5) is mD ′′ for a standard divisor D ′′ of type (n 1 , . . . , n g−1 ). By another application of the Riemann-Roch theorem, the dimension of the vector space in (8-5) is In conclusion, lifting L to the m th tensor power scales the degree of π * L by m g and its rank by m g−1 . In conclusion the slope scales by m, as claimed. 8.3.2. Remark. Lemma 8.5 says that the map µ(π * −) is a morphism from the sub-semigroup of NS(E g ) generated by L to Q >0 . 8.4. Proof of Proposition 8.1. We will prove the following more precise version of Proposition 8.1. 
Proof. We denote the statement in the lemma by P g,m since it depends on both indices. We will argue by induction on g + m. To make sure that the induction works, we prove P g,m when L is an arbitrary standard divisor of type [n 1 , . . . , n g ]. However, for simplicity, we write the proof only for L = L n/k . The case m = 0 is straightforward and the case g = 1 follows from Corollary 4.11. From now on we assume that g ≥ 2 and m ≥ 1.
We assume without loss of generality, as will be clear from the proof, that all L i are isomorphic to L. Identifying, for the locally free sheaves in question, H 0 (E g , −) with H 0 (E, π * (−)), the surjectivity claim decomposes into the two separate demands that
both be onto. The semistability claim in P g,m−1 implies that the two locally free sheaves appearing in the domain of (8-6) are semistable. By Lemmas 8.3 and 8.5, π * L and π * L ⊗m have slope > 2, so Corollary 4.11 tells us that (8-6) is surjective.
It remains to show that (8-7) is onto. As before, let z ∈ E and define X z = π −1 (z) = E g−1 ×{z} ⊆ E g . By Grauert's theorem, for z ∈ E the z-fiber of the map
The locally free sheaf L| Xz on X z ∼ = E g−1 is a standard divisor of type (n 1 , . . . , n g−1 ). The induction hypothesis P g−1,m shows that (8-9) is onto, and hence (8-8) is an epimorphism. The domain of (8-8) is semistable by P g,m−1 and Lemma 4.6, and the slopes of π * L ⊗ π * L ⊗m and π * L ⊗(m+1) are the same by Lemma 8.5. It follows that the three terms in the exact sequence
are all semistable and of equal (positive) slopes. Since deg(K) > 0, H 1 (E, K) = 0, so the long exact cohomology sequence for (8-10) produces the desired surjection (8-7).
Proof of Proposition 8.1. Let . . . , L −1 , L 0 , L 1 , . . . be translates of L and write
Now apply Lemma 8.6 repeatedly to conclude that the map
is onto, and note that the latter map factors through (8-1).
9. Relations for B(E g , σ, L)
In this section, σ is an arbitrary translation automorphism of E g and we assume that L := L n/k is very ample or, equivalently, that n i ≥ 3 for all i. We will show that the relations for B(E g , σ, L) are generated in degree ≤ 3. 9.1. Notation. Throughout §9, π : E g → E denotes the morphism π(x 1 , . . . , x g ) = x g . We will often write X for E g and use the following notation for various O E g -modules:
Since L is very ample so is N m for all m ≥ 0. Hence both are generated by their global sections. By Lemma 8.3 and Lemma 4.8(4), π * L and π * N m are also generated by their global sections.
By Lemma 2.11, the relations for B(E g , σ, L) are generated in degree ≤ 3 if and only if the map (9-1)
is onto for all m ≥ 2. As in previous sections, we use π * to reduce the question of whether (9-1) is onto to similar questions on E.
with exact rows. Since the surjectivity of the left (resp. right) vertical map is reduced to the case X = E g−1 , the hypothesis for g − 1 (resp. Lemma 8.6) ensures the surjectivity. Therefore the vertical map in the middle is also surjective, and this completes the proof.
We use the following notation in the next proof: If U 1 and U 2 are O E g -modules we write K(U 1 , U 2 ) for the kernel of the canonical morphism π * U 1 ⊗ π * U 2 −→ π * (U 1 ⊗ U 2 ). If U 1 and U 2 are locally free O E g -modules, then K(U 1 , U 2 ) is obviously a locally free O E -module.
Theorem 9.7. Let σ be a translation automorphism of E g . If L n/k is very ample, then the ideal of relations for B(E g , σ, L n/k ) is generated by elements of degree ≤ 3.
Proof. As explained at the beginning of this section, it suffices to show that the map (9-1) is onto. We will do that, using induction on g so that we can use the conclusion of Lemma 9.6. First, we will show that H 1 (E, K(L, G)) = 0. The exact sequence (9-2) is
Replacing M by L ⊗ M, the same argument produces the exact sequence
since G is replaced by L ⊗ G. The sequences (π * L)⊗ (9-6) and (9-7) fit into the commutative diagram
where C is a locally free O E -module, and the exactness of the vertical sequences follows from Lemma 9.6 and the fact that the canonical morphism π * L ⊗ π * M → π * (L ⊗ M) is an epimorphism. Thus, to show H 1 (E, K(L, G)) = 0 it suffices to show that H 1 (E, K(L, M) ⊗ π * K) = H 1 (E, C) = 0. As we showed in Lemma 9.3, π * M ⊗ π * K is semistable and has slope > 2. Thus π * L ⊗ π * M ⊗ π * K is also semistable and has positive slope. Since π * (L ⊗ M) ⊗ π * K has the same property, so does K(L, M) ⊗ π * K. On the other hand, the exact sequences 
is onto. It follows from Lemma 9.5 that the map (9-1) is onto. The proof is complete.
