[1] Sea level is a natural integral indicator of climate variability. It reflects changes in practically all dynamic and thermodynamic processes of terrestrial, oceanic, atmospheric, and cryospheric origin. The use of estimates of sea level rise as an indicator of climate change therefore incurs the difficulty that the inferred sea level change is the net result of many individual effects of environmental forcing. Since some of these effects may offset others, the cause of the sea level response to climate change remains somewhat uncertain. This paper is focused on an attempt to provide first-order answers to two questions, namely, what is the rate of sea level change in the Arctic Ocean, and furthermore, what is the role of each of the individual contributing factors to observed Arctic Ocean sea level change? In seeking answers to these questions we have discovered that during the period 1954-1989 the observed sea level over the Russian sector of the Arctic Ocean is rising at a rate of approximately 0.123 cm yr À1 and that after correction for the process of glacial isostatic adjustment this rate is approximately 0.185 cm yr À1 . There are two major causes of this rise. The first is associated with the steric effect of ocean expansion. This effect is responsible for a contribution of approximately 0.064 cm yr À1 to the total rate of rise (35%). The second most important factor is related to the ongoing decrease of sea level atmospheric pressure over the Arctic Ocean, which contributes 0.056 cm yr À1 , or approximately 30% of the net positive sea level trend. A third contribution to the sea level increase involves wind action and the increase of cyclonic winds over the Arctic Ocean, which leads to sea level rise at a rate of 0.018 cm yr À1 or approximately 10% of the total. The combined effect of the sea level rise due to an increase of river runoff and the sea level fall due to a negative trend in precipitation minus evaporation over the ocean is close to 0. For the Russian sector of the Arctic Ocean it therefore appears that approximately 25% of the trend of 0.185 cm yr À1 , a contribution of 0.048 cm yr À1 , may be due to the effect of increasing Arctic Ocean mass.
Introduction
[2] Unlike most other manifestations of climate change, sea level rise is already a significant problem throughout the Arctic [Arctic Research Consortium of the united States (ARCUS), 1997; Shaw et al., 1998; Brown and Solomon, 2000; Forman and Johnson, 1998 ; International Arctic Science Committee (IASC), 2000; Smith and Johnson, 2000] . Global warming and the anticipated sea level rise in the Arctic is expected to influence shoreline erosion, sediment transport, navigation conditions, oil and gas operations, hunting, and other human activities. In January 2000 the Alaska Science and Technology Foundation sponsored a workshop entitled ''The Warming World: Effects on the Alaska Infrastructure'' (University of Alaska Anchorage). Workshop participants concluded that sea levels will rise, storms will be stronger and more frequent, and coastal communities now struggling with erosion will see shoreline retreat accelerate [Smith and Johnson, 2000] . The Intergovernmental Panel on Climate Change [IPCC, 2001] concluded that the rate of sea level rise in the 20th century was in the range 0.1-0.2 cm yr À1 (http://www.ipcc.ch/). [3] What, however, is the current rate of sea level rise in the Arctic Ocean and what is its cause? The search for an answer to this question constitutes a complex scientific problem because observed sea level change, if we are able to observe it accurately, is the net result of a myriad of individual effects of dynamic and thermodynamic processes of terrestrial, oceanic, atmospheric, and cryospheric origin.
[4] A fundamental problem in determining the rate of sea level change in the Arctic has been the lack of accurate data from sites along the Arctic Ocean coastline. With the recent (January 2003) release of the data for the Russian sector of the Arctic this circumstance has improved dramatically. Approximately 70 tide gauge stations in the Barents Sea and Siberian seas (Kara, Laptev, East Siberian, and Chukchi Seas) have recorded sea level changes from the 1950s through the 1990s (Table 1 and Figure 1) . Preliminary analysis has shown that over this 50-year period, most of these stations have a positive trend in sea level [e.g., Proshutinsky et al., 2001] . These sea level data were collected by the Arctic and Antarctic Research Institute (AARI), St. Petersburg, Russia. The data sets have been made available for analysis by the international community and the monthly mean relative sea level records for all gauges are now included in the Permanent Service for Mean Sea Level archive (http://www.pol.ac.uk/psmsl/pub/nucat. dat).
[5] The existing sea level data sets in the Arctic are relatively short for the analysis of global sea level rise. Peltier and Tushingham [1989] and Douglas [1991 Douglas [ , 1992 Douglas [ , 1997 have stressed the importance of employing very long records for this purpose (more than 60 years). Following a detailed analysis of the sea level rise detection problem, Douglas [2001] , in particularly, concluded: ''What is needed for an understanding of global sea level and its relation to climate is an accurate budget of the contributors to sea level rise . . .''. Indeed, a major goal of the present contribution is to begin this task by calculating and assessing an accurate budget of the various contributions to sea level rise in the Arctic.
[6] The study of sea level variability in the Arctic Ocean is important in its own right, primarily, because of its practical importance for people living and working in Arctic coastal regions. For them the current rates of local sea level rise are already causing severe problems. In addition, the variability of sea level in the Arctic Ocean can be used as an indicator of changes in ocean circulation [Proshutinsky and Johnson, 1997] , water, ice and sediment transport, coastal erosion, and many other processes.
[7] Major aspects of the sea level change problem, including methods of sea level change detection, as well as modeling and interpretation of sea level variability, are discussed in publications by Pugh [1987] , Peltier and Tushingham [1989] , Woodworth et al. [1992] , Woodworth [1993] , Baker [1993] , Gornitz and Solow [1991] , Peltier [1999] , Douglas [2001] , and many others. According to Pugh and Maul [1999] the height of sea level H(t) is a complicated sum of numerous factors including Ht, the height due to tides; Hb the height due to the air pressure effect; Hw, the height due to winds; Hc, the height due to ocean currents; Hs, the height due to steric (water temperature and salinity) changes; He, the change due to the total amount of water in the sea (precipitation, evaporation, glacier melting, river runoff related to groundwater transformations, etc.), and Hg, geological effects such as postglacial rebound and/or subsidence. We may then express H(t) as the sum:
[8] For the Arctic, equation (1) requires modification to account for the influence of ice cover, which adds another dimension to the already complex processes influencing sea level variability. The ice cover serves to alter both the exchange of heat and momentum between the atmosphere and ocean. In addition, the growth and decay of sea ice causes both a seasonal and a multiyear adjustment to the stratification of the ocean by salinating the surface layer in winter when ice grows, and freshening the surface layer in summer when ice melts. In assessing the net influence of all these processes on sea level variability, it is essential to consider the impact of each of the various factors individually, and to combine their separate contributions to provide predictions of future conditions.
[9] Different aspects of Arctic sea level variability, extending from tidal to decadal timescales, have been investigated by different scientists for different time periods on the basis of the sea level data contained in the recently released Russian archive described above [e.g., BannovBaikov, 1974; Dvorkin et al., 1978 Dvorkin et al., , 2000 Proshutinsky, 1978 Proshutinsky, , 1993 Proshutinsky et al., 2001; Ashik et al., 1989; Dvorkin, 1991] . Long-term variability of sea level has been investigated by Dvorkin et al. [1978 Dvorkin et al. [ , 1983 Dvorkin et al. [ , 2000 and Dvorkin [1991] . These authors employed statistical methods to estimate linear trends of each of the records and thereby estimated the rate of sea level rise for the period 1950 -1985 to be in the range from À0.002 to 0.06 cm yr À1 , averaging about 0.04 cm yr À1 for the Siberian seas. They attributed this sea level rise to vertical crust movements and inferred the occurrence of a 1.2 cm increase in sea level for the 15-year period 1990 -2005 (0.08 cm yr
À1
), but cautioned that this value could be different regionally.
[10] Pavlov and Pavlov [1999] found that in the 1980s a dramatic acceleration of the sea level rise (3 -5 times more than in previous decades) had occurred. Pavlov [2000] later suggested that the major cause of this phenomenon was a change of the thermohaline circulation. In contrast, Proshutinsky et al. [2000] found that the sea level rise in the Arctic Ocean during this period could be explained by changes in atmospheric circulation (it had become more strongly cyclonic), a decrease in atmospheric sea level pressure (SLP) via the inverted barometer effect, and an increase in precipitation and river runoff. Vorobyov et al. [2000] analyzed seasonal and decadal variability in sea level in the Norwegian, Barents, Kara, Laptev, East Siberian, and Chukchi Seas and found that for the period 1946 -1995 sea level rise in the Siberian seas occurred at the rate of 0.185 cm yr À1 and that after corrections for the inverted barometer effect, the rate of sea level rise was found to be approximately 0.140 cm yr À1 . The rate of sea level change due to the ongoing process of the Glacial Isostatic Adjustment (GIA), steric and other effects were assumed by them to be negligible.
[11] On the basis of this discussion it is clear that there is disagreement among the different investigators as to the observed rates of sea level rise in the Arctic Ocean and as to the cause(s) of the phenomenon. The problem is that 133°E 1950 -1991 40 12 different scientists employ different data sets and focus upon different time periods for data averaging, statistical analysis and modeling.
[12] The primary goal of this publication is to estimate the secular rate of sea level change in the Arctic Ocean and to evaluate the relative roles of the different factors that influence this change. Sea level records are influenced by a variety of processes in addition to those that contribute to the secular trend. Therefore we desire to employ the largest possible number of stations in order to be able to exclude the influence of local conditions and thereby improve signal-to-noise ratio for larger regions. Numerical modeling methods are also critical in this study to estimate the roles of the different factors that contribute to sea level variability. In this approach, we employ known forcing effects, namely those due to wind, water density, river runoff, precipitation, evaporation, etc., to compute the model sea level signals and then calculate the trends of sea level change induced by these various factors. This procedure also allows us to remove the influence of the major known processes from the sea level records. The residual sea level variability is attributed to the factors which were not taken into account in the regional models (for example, water mass exchange with the rest of the globe through our model boundaries) and to model errors and errors in the external forcing. [14] The observations based upon manual readings have been carried out four times a day with an accuracy of 1 cm.
Data Description
Automated tide gauge stations equipped with tide gauge recorders (see Table 1 for their locations) have a sampling frequency of 1 hour and an accuracy of 1 cm. Monthly data quality control includes both visual data control and statistical control. Observations at some stations have had different locations in summer and winter, some of which were interrupted during replacement. Therefore much of the sea level data collected before 1949 -1950 cannot be used because of the absence of a reliable geodetic survey. All stations shown in Table 1 have one or more geodetic benchmark installed on stable ground. Periodic (usually annually, but for some stations every summer month because of instability related to permafrost) geodetic surveys have been made to each gauge to determine if any vertical changes in the gauge mount have occurred. If a change in the sea level gauge mount occurred, an adjustment was made. The sea level data used in this paper are relative to benchmarks in solid rock.
[15] The monthly sea level data are calculated using daily sea level data. The monthly data based on four measurements per day are very close to the calculated monthly data based on observations made at 1-hour intervals. It is estimated that the error does not exceed 2 cm more than 0.3% of the time. The annual sea level based on 6-hour interval observations coincides with results based on 1-hour observing intervals.
[16] Monthly mean relative sea levels were provided by the Arctic and Antarctic Research Institute for 71 stations ( Figure 1 and Table 1 ) located in the Barents and Siberian Seas. The time series of sea level variability generally cover the period between 1948 and 2000 but temporal coverage differs significantly from station to station. Table 1 shows the names and coordinates of all available stations. In addition to the names and locations, start and end years, number of years with observations, and typical number of months of the year with observations from each time series are indicated. Gaps in the observations exist where the number of years is less than the difference between the start and end years, and only partial year records exist where the number of months is less than 12.
[17] Figures 2 -4 are composites of sea level variability in the Siberian seas and show all data for three types of stations: stations located in the vicinity of river mouths, island stations, and coastal stations that are far away from rivers. In general, this subdivision of stations based on their location results from the character of seasonal sea level variability. Coastal stations located in river deltas have a well pronounced peak in June -July associated with increased river runoff due to snow melting. The range of sea level variability at these stations is higher than at the other coastal and island stations. In turn, island stations display the smallest variability during the seasonal cycle because their sea levels are less responsive to storm surges because of their location in the open sea.
[18] The statistical characteristics of the observed sea level variability are shown in Table 2 and Table 3 for only Table 1 . Red denotes stations with complete data sets. 40 time series, namely those which span the longest time interval and have the most complete observations. In this paper, these data will be employed to statistically decompose the sea level measurements into spatial and temporal components between 1954 and 1989. In order to be included in the list of these stations, the sea level time series must have no more than 10 missing points (months) out of 420 possible between the 1954 and 1989 start and end dates. In fact, only one of these time series (station 1, Barentsburg) contained more than 1 missing point, while two other stations (6 and 33) contained a single missing month. In the station 1 time series, a 3 month data gap exists in both 1978 and 1984, and a 1-month gap in 1987.
Secular Sea Level Trends From Observations
[19] In Table 2 , the statistical characteristics of each time series are presented for the 40 stations mentioned above, for all years of available data. Gaps in each station time series are linearly interpolated and the trend determined by least squares linear regression of the time series covering the entire period of observation. The average duration of observations of sea level at the Arctic coastal stations is 538 months or 44.8 years. Mean standard deviation of sea level is 14.331 cm and the trend is 0.177 ± 0.047 cm yr
À1
. These statistical parameters have been calculated for the entire period of observation and change significantly from station to station and from region to region (Table 2 and Figure 5 ). For instance, the trend of sea level change from observational data varies from À0.048 ± 0.045 cm yr À1 in the Barents Sea, 0.187 ± 0.046 cm yr À1 in the Kara Sea, 0.216 ± 0.044 cm yr À1 in the Laptev Sea, 0.146 ± 0.052 cm yr À1 in the East Siberian Sea, and 0.252 ± 0.050 cm yr À1 in the Chukchi Sea. To some degree, these differences in the trend could be explained by the fact that these characteristics were obtained for different periods of observation. In order to correct this problem we calculated statistical parameters for the common period of observations 1954 -1989 (Table 3) . One sees that the mean trend of 0.123 ± 0.057 cm yr À1 for this period is smaller than it was for the entire period of observations (0.177 ± 0.047 cm, Table 2) and that the general disagreement in the observed trends among coastal seas is not improved. Therefore there are other factors, which possibly affect the secular sea level trend in each of these seas and one of these is associated with the process of glacial isostatic adjustment (GIA). This factor is discussed in the next section.
Glacial Isostatic Adjustment
[20] The ongoing Glacial Isostatic Adjustment (GIA) process due to the deglaciation of the northern hemisphere continents commenced approximately 21,000 year ago and ended approximately 4,000 years ago. The process continues to exert a highly significant influence on modern tide Peltier, 1986; Tushingham, 1989, 1991] . The reason why this process continues to exert its influence so many thousands of years after deglaciation was complete is a consequence of the relatively high value of mantle viscosity, the Earth property that determines the rate at which isostatic equilibrium is restored following the emplacement or removal of a surface mass load. Since these initial quantitative demonstrations of the importance of the GIA influence on the secular trends of sea level recorded on modern tide gauges, numerous further analyses have been performed. Among these, the research by Peltier [1996] is especially interesting from the perspective of the present paper.
[21] This analysis of US east coast data demonstrated that, when a model of the GIA process which accurately fit the multimillennial records of Holocene sea level history at 16 sites along this coast extending from Massachusetts to Florida was employed to filter the GIA effect from tide gauge recordings of secular sea level change, the variability in the secular rates of rise was significantly reduced. The regional rate of sea level rise that could be related to climate change was thereby shown to be much more uniform and equal to a value of approximately 0.195 cm yr
À1
. The specific aspect of the GIA phenomenon that was removed by the filtering process was the strong rise of sea level along this coast that is induced by the process of glacial forebulge collapse (see Peltier [1998] for a recent review of this feature of the deformation of planetary shape induced by a proximate ice load).
[22] New models for the deglaciation of Great Britain, Greenland and North America, which have been incorporated into the ICE-5G GIA model and which are included in the analyses to be described in this paper, are respectively Trends are in cm yr À1 . Obs., observed sea level trend; GIA, GIA trend; COR, Observed sea level trend corrected for GIA; Wind, simulated sea level trend associated with wind-forcing only; Inv., simulated sea level trend due to inverted barometer effect; P-E, simulated sea level trend due to P-E effect; Steric, simulated sea level trend due to steric effects; Full, all forcing effects without GIA; and Res., residual trend. Bold indicates region averages. discussed by Tarasov and Peltier [2002] and Peltier [2002] . Here we analyze results of modifications that have been made to the ice cover over the Eurasian sector of the model geography. Inspection of Figure 6 , which shows the ICE-4G (VM2) GIA prediction for the present-day rate of secular sea level change over the northernmost part of the Northern Hemisphere, demonstrates that this model predicts a substantial rate of present-day sea level fall that extends well to the east of Novaya Zemlya over the entire Kara Sea and the proximate coast of Siberia. This is a consequence of the fact that the ICE-4G model of glaciation history included heavy LGM (Last Glaciation Maximum) ice cover over this entire region. Removal of this ice during deglaciation therefore induces strong postglacial ''rebound'' of the crust and thus a fall of relative sea level.
[23] In Figure 7a (see also Table 2 ) we show the observed secular sea level trends as averages over the individual sets of tide gauge records from each of five Arctic seas, the Barents, Kara, Laptev, East Siberian, and Chukchi. Also shown, in Figure 7b , are the averaged trends for the same regions when the ICE-4G (VM2) model predictions are subtracted from the individual tide gauge trends prior to averaging. Inspection of these filtered results shows that subtraction of the GIA predictions, which are negative for both the Barents and Kara Seas because of the deglaciation that is assumed to have occurred in these regions, dramatically increases the trends, leading to a marked increase in the trend of sea level when averaged over all regions. Rather than exhibiting the lowest trends of all of the Arctic seas for which data are available, these regions are characterized by filtered trends that are the largest of all regions.
[24] However, the ICE-4G model of glaciation history is significantly in error to the east of Novaya Zemlya. This has been demonstrated by the members of the EU sponsored QUEEN project [e.g., Mangerud et al., 2002] . They have analyzed and radiocarbon-dated the position of the LGM margin of the Eurasian ice sheet complex. Their analysis shows that, although the ice sheet extended to the east from the Barents Sea over Novaya Zemlya, the ice sheet did not in fact cover the central Kara Sea nor did it extend onto the Eurasian mainland. In the construction of the ICE-5G (VM2) model [Peltier, 2004] this new information has been taken into account (see Figure 7) . The elimination of the heavy ice cover over the Kara Sea sector of the model, together with the additional modifications over the Barents Sea, significantly reduces the predicted rates of relative sea level fall due to GIA on the tide gauges from these regions, thereby leading to much enhanced uniformity of the secular rates of relative sea level rise across all of the Arctic coastal regions from which data are available. ) without corrections (red is positive trend, and blue is negative trend).
[25] It is useful to compare the average rate of secular sea level rise for the Arctic region as a whole to estimates that have been obtained from other regions and globally. By averaging over the filtered tide gauge rates on the most complete time series for the entire period of observations (Table 2 ) we obtain a value of 0.239 cm yr À1 (0.177 minus À0.062), or 0.185 cm yr À1 for the period 1954 -1989 (Table 3 ). This may be compared to the rate of sea level change of 0.195 cm yr À1 obtained by Peltier [1996] based upon his analysis of the US east coast data set or to the global estimate of 0.24 cm yr À1 obtained by Peltier and Tushingham [1989] based upon an EOF analysis in which the ICE-3G model of Tushingham and Peltier [1991] was employed as a GIA filter. Note that the Russian and US east coast records are not of the same length and it is not known as to whether this might distort the meaningfulness of the intercomparison.
[26] A more recent analysis of the global rate based upon the use of the ICE-4G (VM2) model [Peltier, 2002] employed a simple unweighted average of a relatively small number of very long sea level time series and was also discussed by Douglas [2001] . This analysis delivered a global estimate of 0.185 ± 0.08 cm yr À1 for the past approximately 70 years, a longer period than that covered by the records from the Siberian seas. The TOPEX/Poseidon altimetric estimate of the global rate of the relative sea level rise (e.g., see A. Cazenave and R. S. Nerem, Presentday sea level change: Observations and causes, submitted to Reviews of Geophysics, 2003) is 0.280 cm yr À1 , but this pertains to an average over only the 1990s.
[27] Now we can conclude that the tide gauge records from the Arctic may be somewhat short to provide a robust estimate of the rate of secular sea level rise for this region. It proves interesting to enquire whether further improved estimates might be obtained by explicitly modeling the various impacts of existing forces in order to better understand the observed time series of sea level. In the following sections of the paper we will therefore consider the influences of atmospheric pressure, river runoff, precipitation and evaporation and the steric effect of volume expansion of water due to warming and freshening of the Arctic seas.
Adjustment for Meteorological Factors
[28] In order to estimate the influence of meteorological factors on sea level change, we have employed a set of atmospheric parameters from different sources. Observations from a number of meteorological stations of sea level atmospheric pressure (SLP) were extracted for the region from the National Center for Environmental Prediction (NCEP) and National Center for Atmospheric Research (NCAR) archives. Further estimates have been made using results from 2-D barotropic and 3-D baroclinic coupled iceocean models driven by different forcing included in the design of special numerical experiments.
Sea Level Atmospheric Pressure
[29] Corrections for atmospheric pressure variations are known to be essential for studies of seasonal and interannual variability of mean sea level, although it has only recently Figure 6 . Present-day rate of relative sea level rise as function of geographic position for the ICE-4G (VM2) model [Peltier, 1994 [Peltier, , 1996 . [ IPCC, 2001] been pointed out that these changes are important for analysis of secular changes in sea level because their long-term trends are noticable. For the Arctic conditions where variability in sea level atmospheric pressure is substantial this factor is very important. For instance, Walsh et al. [1996] concluded that the Arctic sea level pressure revealed a significant decrease in the period 1979 -1994. Changes in the annual means were larger in the central Arctic than anywhere else in the Northern Hemisphere. The effect of this continuing sea level pressure fall could be responsible to some degree for the sea level rise that we have inferred to be occurring over the Arctic Ocean.
[30] To begin to assess this possibility, we have analyzed the variability of sea level pressure (SLP) at Arctic coastal stations and correlated the monthly SLP with monthly mean sea level changes. Figure 8 shows that sea level correlates very well with SLP and that maximum correlation is observed at the stations in the eastern Kara Sea (correlation coefficients are less than À0.70). The correlation is negative because as SLP increases sea level decreases such that a 1 hPa change in SLP corresponds approximately to a À1 cm change in sea level (inverted barometer effect). Also, the correlation is similar at nearby stations which gives some confidence in the results. The correlation between sea level and SLP gradually decreases from the Kara Sea toward both the Norwegian and Chukchi Seas, thus demonstrating the role of this factor in sea level variability for each region.
[31] Figure 9 shows trends in SLP (hPa yr
À1
) calculated at locations of meteorological stations for 1948 -1997 and 1954 -1989 from different gridded data sets. These data sets are available at the National Center for Atmospheric Research and include Trenberth's data set (5°Â 5°monthly SLPs for 1899 to present), NCAR/NCEP octagonal grid for 1948 -1997 data set, and NCAR/NCEP reanalysis data for 1948 to present. This figure also shows trends calculated on the basis of SLPs observed at a number of stations from which information is available. Two periods are chosen because we intend to investigate the dependability of calculated trends on the period of analysis. The period 1954 -1989 is the period for which sea level trends were calculated for our most complete time series. The period 1948 -1997 is analyzed because this is a common period covered by the different SLP data sets that were available for our analysis, and also covers the most recent history of SLP change in the Arctic. There are some common features in the SLP trends obtained for these two periods. For example, largest SLP trends are located in the northern parts of the seas and they diminish toward lower latitudes.
[32] Our analysis of longer time series of SLP, which are available for some stations from the 1920s onward, reveals a detectable negative SLP trend only after 1950 (not shown here). Trends calculated on the basis of measurements made at stations are always larger than trends obtained from the gridded data. This is probably a result of smoothing of information during interpolation procedures. One also sees that the behavior of the SLP trends depends on the period of analyses and this is consistent with the behavior of sea level trends: trends calculated for 1954 -1989 are smaller than for the period 1948 -1997.
[33] The spatial structure of the SLP trends over the entire Arctic is shown in Figure 10 . There are large differences in the SLP trends from different data sources in the central Arctic, but for the coastal areas where tide gauges are located these trends do not differ significantly because these regions are better represented by SLP observations.
[34] During the most recent decade (1989 -1997) , the Arctic atmospheric regime has differed substantially from previous decades; so much so that SLP trend estimates based on the data including and excluding the last decade are strikingly different. For the period 1954 -1989, SLP has a positive trend in the Canadian Arctic with a rate of about 0.02-0.04 hPa yr
, whereas in the Eurasian Basin and the Greenland Sea there was a negative trend. For the period of all available observations (excluding the most recent 4 years), the SLP trend is negative for the entire Arctic except for shelf areas of the East Siberian, Chukchi, and Beaufort Seas. Sea level should rise in these regions because of the inverted barometer effect.
Adjustment for Wind Forcing
[35] In order to assess the role of wind and several other factors we have employed a 2-D barotropic coupled iceocean model. This model takes into account wind effects, sea ice influence, the inverted barometer effect, variable river discharge and variable inflow of the Pacific waters through Bering Strait. It does not take into account changes PROSHUTINSKY ET AL.: ARCTIC SECULAR SEA LEVEL CHANGE in sea level associated with changes in ocean temperature and salinity (steric effects) and changes in water exchange with the Atlantic Ocean due to thermohaline factors. At each point of this ''Atlantic'' boundary of the model we apply radiation conditions. In the past we have successfully used this model for the calculation of storm surges [Proshutinsky, 1993] , as well as to describe the wind-driven circulation in the Arctic Ocean [Proshutinsky and Johnson, 1997] . For the present study, sea level variability and sea ice drift were simulated, and the evolution of the ocean circulation was integrated for the period 1948 -2002 using NCAR/NCEP 6-hour SLP reanalysis data. Several numerical experiments were carried out. In the first experiment we employed full model forcing (inverted barometer effect, wind stresses, drifting and shore fast ice, and monthly changing river runoff) in order to evaluate the total role of winds and variability in SLP upon the sea level dynamics. Figure 11 (left) shows observed and simulated data for several stations in the Arctic seas.
[36] The correlation between observed and simulated annual sea levels is relatively high (on average it is 0.61) and for some stations it reaches 0.75. When we adjust observed sea levels for the influence of the factors mentioned above (by subtracting the simulated sea levels from the observations), the standard deviation of the adjusted annual time series decreases from 6.40 cm to 5.89 cm for all stations and from 6.77 cm to 5.59 cm for stations for which the duration of observations exceeded 50 years. The spatial distribution of the sea level trend for the period 1948 -1997 (based on results of the full ''barotropic'' forcing simulation) is shown in Figure 12 (top left). Maximum changes for this period occurred in the central Arctic where the sea level trend is approximately 0.08 cm yr À1 .
[37] A set of numerical experiments was designed to investigate the roles of wind and inverted barometer effect. In order to assess the role of wind forcing, we ran our model for the period 1948 to present under the influence of wind stresses only (without inverted barometer effect and river runoff). The role of the inverted barometer effect was similarly assessed but in this case all forcing factors except terms responsible for the inverted barometer effect in the model equations were excluded.
[38] Figure 12 (bottom) illustrates the role of meteorological forcing (wind and inverted barometer effect respectively). Wind forcing is primary important in shallow shelf regions where the wind energy is sufficient to generate detectable changes in sea surface heights. The maximum trend induced by this effect occurs in the Laptev, East Siberian, and Chukchi Seas. In the deep ocean regions, the wind effect is negligible and the inverted barometer effect prevails. Model results for the assessment of the role of the inverted barometer effect (Figure 12 (bottom right)) correspond very well to the sea level trend shown in Figure 10 (right). This implies that the model solution is quite accurate and that for timescales longer than 1 month the inverted barometer effect can be used for sea level trend adjustments. Sea level trends associated with the wind and inverted barometer forcing are also shown in Table 3 .
Precipitation and Evaporation
[39] Our barotropic 2-D and baroclinic 3-D models do not include interannual variability of precipitation (P) and evaporation (E) (hereafter, we will use the term ''precipitation minus evaporation'' (P-E), in order to investigate the net effect of these parameters) because for the purpose of the 3-D model experiments P-E is input as a climatological mean. It is therefore important to estimate the role of P-E changes over the Arctic on sea level variability.
[40] Monthly P-E data were compiled from daily NCEP/ NCAR reanalysis precipitation data and latent heat flux data for the period 1948 to present. The latent heat flux data were converted into evaporation by dividing it by the latent heat of evaporation (L = 2.5106 J kg À1 ). The annual P-E anomalies in the Arctic Ocean are shown in Figure 13 (inset). The anomalies are for the most part limited to 200 km 3 yr À1 with the exception of the early period when data may have been less reliable. These values represent about 10% of the net annual precipitation over the Arctic. The data show a negative trend in P-E over the Arctic Basin with a rate of about À4 km 3 yr
À1
. On the other hand, there is practically no trend in P-E after 1960. In order to assess the role of the change in P-E, we ran the 2-D model under the influence of P-E forcing only (without wind stresses, inverted barometer effect, and river runoff). All of the open boundaries of the model had a radiation boundary condition prescribed. Figure 13 shows sea level trends associated with P-E for the period 1954 -1989. For the coastal regions of Figure 12 . Sea surface height trends associated with different forcing based on numerical experiments with the 2-D coupled ice-ocean model .
the Siberian seas, this trend is negative and on average is approximately 0.002 cm yr À1 , which is one order of magnitude smaller than the trends due to wind forcing and the inverted barometer effect.
River Runoff
[41] Variability in river discharge could be an important factor for understanding Arctic sea level change. Figures 2 -4 (stations influenced by river runoff) show that sea level increases significantly in the period June-July at many stations located in the vicinity of river mouths because of increased river discharge associated with snow melting. Interannual variability in river discharge is relatively small and in previous publications [Dvorkin, 1991; Vorobyov et al., 2000] this factor was not taken into account. Results presented in recent publications based on the synthesis of river-monitoring data [e.g., Peterson et al., 2002] reveal that the average annual discharge from the six largest Eurasian rivers to the Arctic Ocean increased by 7% from 1936 to 1999 and this means that the annual rate of increase was 2.0 ± 0.7 km 3 yr À1 .
[42] In order to assess the role of river discharge on sea level variability, we have carried out two numerical experiments. In the first experiment we ran our 2-D coupled iceocean for the period 1948 -2002 with all possible forcing applied, together with monthly river discharge. Figure 14a shows significant improvement in model results when real river runoff is added as a forcing factor. In the second experiment, we ran the model with river runoff only. All other forcing factors such as wind forcing, and the inverted barometer effect, etc., had zero influence.
[43] Figure 14b shows vectors of vertical mean currents associated with river runoff in winter and summer. Figure 14c also shows that the direct effect of river runoff (the dynamic effect and the effect associated with the increase of water volume in the ocean) at interannual and longerterm scales is relatively small and that the sea level trend associated with this river inflow in terms of the barotropic effect is positive but very small and practically negligible.
[44] It is interesting that the small negative sea level trend associated with P-E over the Arctic Ocean is compensated by a small positive sea level trend related to increasing river runoff. On the other hand, we understand that the accuracy of P-E reanalysis data over the open ocean, and the river discharge data, is not sufficient to allow robust conclusions to be drawn. An investigation of baroclinic effects related to the water salinity and temperature change due to different factors such as river runoff, precipitation, evaporation, sea ice melt, and freeze-up are discussed in the following section.
Steric Effects
[45] In order to investigate the sea level variability generated by changes in thermohaline forcing, Pavlov and Pavlov [1999] and later Proshutinsky et al. [2001] employed a 3-D diagnostic baroclinic model with a free surface. A set of diagnostic simulations of water circulation and sea level fields was carried out to calculate decadal mean patterns of sea level representing the 1950s, 1960s, 1970s, and 1980s using only water temperature and salinity fields for these decades from the Joint U.S.-Russian Atlas of the Arctic Ocean [Environmental Working Group (EWG), 1997, 1998 ]. The results of this work showed that observed decadal sea level variability (change from the 1950s to 1980s in sea level time series averaged over decades) was well correlated with the simulated sea level change due to the variability of water temperature and salinity. However, it is extremely difficult to evaluate the sea level trend associated with water temperature and salinity changes on the basis of only 4 data points for each station (one per decade) in these time series. Furthermore, the most recent changes in oceanic parameters are not reflected in these data sets.
[46] In the current study, we have therefore investigated sea level variability using a 3-D coupled ice-ocean model [Häkkinen and Mellor, 1992] . The model covers the entire Arctic and more than half of the Atlantic Ocean extending from the Bering Strait in the Arctic Ocean to 15°S in the Atlantic Ocean with a resolution of 7/10°along meridians, and 9/10°along parallels. The initialization of a 20-year quasi-equilibrium run was started from an annual average hydrographic climatology of the World Ocean Atlas 1998. The vertically averaged transports at oceanic lateral boundaries were specified to be 0.8 Sv (1 Sv = 1.0 Â 10 6 m 3 s À1 ) in the Arctic Ocean through the Bering Strait and 0.8 Sv out of the model domain at 15 S. At the northern (Bering Strait) and southern (15°S) model domain boundary the water salinities and temperatures were relaxed to monthly climatological values.
[47] The model is forced with monthly climatological data computed from the NCEP/NCAR reanalysis for the Figure 13 . Sea level trends associated with P-E from the 2-D coupled ice-ocean model run (1954 -1989) . (inset) Annual anomalies of P-E (solid line) and their trend (dashed line) calculated from NCAR/NCEP reanalysis data set. first 20 years, after which monthly varying reanalysis fields (wind stress, wind speed, air temperature, and specific humidity) are phased in during a period of 4 years, by first appending COADS monthly anomalies [da Silva et al., 1994] to the reanalysis climatology from 1945 -1947 and then blending COADS and reanalysis data during 1948 . From 1949 to 2002 the forcing is solely NCEP/NCAR reanalysis data.
[48] The cloudiness and P-E fields, and river runoff are climatological means throughout model simulations. The surface boundary condition for salinity uses a virtual flux of salt modified by the brine/meltwater flux in the ice covered ocean. Similarly, the river runoff represents a virtual flux of salt. For a heat exchange, a bulk formulation is adopted where the heat fluxes are a function of the oceanic surface quantities. The model simulated data are monthly averaged. One sees that the model does not take into account the inverted barometer effect and variable fresh water inflows associated with river runoff, P-E, and Bering Strait inflow. Figure 11 (right) shows the simulated results. Model results are in better agreement with observations than the simulated results from the 2-D barotropic model, especially when we correct these data for the inverted barometer effect.
[49] The correlation between observed and simulated annual sea levels on average is 0.70 and it is higher than the correlation between observed and simulated sea level time series from our 2-D model. When we subtract the simulated 3-D model sea levels (corrected for the inverted Figure 14a shows observed (black line) and simulated (dotted blue line (without river runoff) and red solid line (with river runoff)) for two stations of the Yenisey River. Correlation coefficients between observed and simulated (without and with river runoff, respectively) sea level are shown in titles of these figures. Figure 14b shows barotropic water circulation associated with the inclusion of river runoff to the model, and Figure 14c shows sea level trends associated with river discharge based on 1954-1989 model simulation results. barometer effect) from observations, the standard deviation of the adjusted annual time series decreases from 6.40 cm to 4.50 cm. Unfortunately, there are many peaks in the observational data that models do not reproduce. It seems that these extrema are real because many stations consistently reproduce them. Some of these peaks are reproduced by the model at some stations, but for other regions the model fails to simulate them. This is probably associated with regional conditions (regional wind patterns which NCAR/NCEP reanalysis data do not resolve) or probably in some years these regions have unusual sea ice conditions (more or less developed shore fast ice, for example), which is not taken into account in the model.
[50] Some results for a fast ice experiment are shown in Figure 12 . In coastal regions (compare the distribution of sea level trends in the Laptev and East Siberian Seas with and without fast ice) the fast ice influences sea level variability, but it practically does not influence sea level changes in the deep ocean. Therefore sea level time series collected at coastal stations have variability induced by the fast ice extent and we think that this problem should be investigated in greater detail in the future.
[51] Figure 15 (top) shows sea level trends calculated from annual sea levels from the 3-D model results. These trends depend significantly on the period of calculation but in general the model predicts a sea level rise in the coastal regions and a sea level fall in the Nansen and Amundsen basins. This is probably related to the increase of advection of Atlantic Water with a relatively high salinity into the area after the 1980s. Positive trends in sea level over shelves are the result of a redistribution of river runoff due to an increase of the cyclonicity of atmospheric forcing [Proshutinsky and Johnson, 1997] . Figure 15 (top) shows that in the period 1954-1989, the maximum trend in sea level rise was located in the East Siberian Sea and for the period 1951-2001 it shifted to the Beaufort Sea. This is consistent with our conclusion [Proshutinsky et al., 2001] that in the cyclonic circulation regime the freshwater flux from Arctic rivers propagates further east and the area of water salinization (and related sea level decrease), increases over the Amundsen and Nansen Basins.
[52] Sea level trends associated with steric effects are shown in Figure 15 (bottom). This pattern was calculated by subtracting wind effect from our 3-D model results. The general pattern of the spatial distribution of sea level change does not differ significantly from Figure 15 (top) but trends along the coastline decrease because wind action is more pronounced along the shallow shelves (Figure 12 ).
Discussion
[53] In the preceding sections of this paper we have endeavored to answer the questions formulated in the introduction to this paper, namely: ''What is the rate of sea level rise in the Arctic Ocean?'', and ''What are the impacts of different factors upon the observed trend in sea level?'' To begin with, we reiterate the results of these analyses for the 40 stations with most complete time series and for the period 1954 -1989 . Figure 16 (see also Figure 16 ) is from À0.25 to 0.50 cm yr
À1
. The mean trend is 0.123 cm yr À1 for 1954 -1989. After corrections for the process of glacial isostatic adjustment, this mean trend becomes 0.185 cm yr
. The trend associated with all environmental factors which were taken into account in this study is 0.137 cm yr À1 . The statistical 95% confidence interval for the mean estimate is ±0.012 cm yr
. Therefore the difference between sea level trend corrected for GIA (0.185 cm yr
) and simulated sea level rise (0.137 cm yr À1 ) is 0.048 cm yr À1 and could be attributed to sea level change in the area outside of the Arctic Ocean. We speculate that the 0.048 cm yr À1 residual rate is very nearly equal to the estimates of the contribution of small ice sheets and glaciers (0.02 -0.04 cm yr À1 ) [IPCC, 2001] plus the cumulative effect of the sea level change due to contribution of Greenland and Antarctica (0.00 -0.05 cm yr À1 ) [IPCC, 2001] over the 20th century, as a result of long-term adjustment to past climate changes.
[54] Table 3 answers the second question concerning the sources of sea level rise in the Arctic Ocean. There are two major contributors. First, sea level rises because of the steric effect of volume expansion of Arctic Ocean, and the influence of freshening is probably the most important factor, because salinity plays the dominant role in the Arctic Ocean in controlling the variation of water density. Our simulations with the 3-D baroclinic model demonstrate that the steric effect of ocean expansion (0.064 cm yr À1 (in order to calculate this ''pure'' steric effect we have subtracted the sea level trend associated with wind action from the sea level trend computed using the 3-D baroclinic model) contributes approximately 35% to the net rate of sea level rise in the Arctic Ocean.
[55] The IPCC [2001] analysis of the factors contributing to sea level change suggests that in the World Ocean, the sea level trend associated with ocean thermal expansion has a central value of 0.05 cm yr À1 within a range 0.03-0.07 cm yr
for the 20th century. The estimate for the Arctic Ocean presented in the IPCC report is based on the observational evidence that in the past decade the temperature of the Atlantic layer in the Arctic was about 1°higher than in the EWG climatology [Quadfasel et al., 1991; Carmack et al., 1997; Swift et al., 1997] . Therefore, following the IPCC discussion, there should be an increase of sea level from 1 to 2 cm during the last 10 years, or 0.1-0.2 cm yr À1 .
[56] We assume that our model results provide a significantly better estimate because the model shows sea level change under the influence of both thermal expansion and expansion due to salinity. The later influence not having been taken into account in IPCC considerations.
[57] The second largest factor contributing to the rate of sea level rise in the north polar region is related to the decrease of SLP over the Arctic Ocean (0.056 cm yr
, or approximately a 30% contribution to the sea level trend). In comparison, the IPCC suggests that for the World Ocean the sea level trend associated with the changes in SLP is of order ±0.02 cm yr
. In the Arctic, this factor is much more pronounced than it is in the rest of the globe.
[58] The third contribution to the sea level rise in the Arctic involves wind action and the increase of cyclonicity of atmospheric circulation and wind speed over the Arctic Ocean leading to sea level rise at a rate of approximately 10% of the total, but which varies significantly from region to region such that in the Laptev and the East Siberian Seas it can contribute up to 25% of the observed sea level change. Interestingly, in the Laptev Sea this factor causes a decrease of sea level (À0.032 cm yr
). IPCC does not consider changes in sea level due to wind effects, probably because these effects are local and change significantly from region to region. On the other hand, our study demonstrates that changes in the atmospheric circulation and associated changes in wind speed and direction should be taken into account. [59] The cumulative effect of sea level rise due to the increase of river runoff and to the negative trend in P-E is close to 0. The process of glacial isostatic adjustment is primarily important in the Barents and Kara Seas and to some degree also in the Laptev Sea. In the Laptev, East Siberian, and Chukchi Seas this factor is not a dominant influence.
[60] Figure 17 shows the average time series (corrected for GIA) of sea level based only on the data from coastal land stations which are not influenced by river runoff. Separate curves (Figure 17 (top) ) are shown for each region respectively for the Kara, Laptev, East Siberian, and Chukchi Seas. It can be seen that there exists decadal variability in each time series with a magnitude of approximately 2 cm before 1990. The decadal oscillation is more pronounced in the Laptev Sea than in the other regions. Sea levels in each area oscillate in phase and sea level trends are more or less identical. After 1990 the sea level behavior differs significantly among regions, and this is most probably because the number of stations available for data averaging decreases significantly. Many observational programs in the Arctic were interrupted after 1989 and we assume that these data sets are not representative after [1989] [1990] . Figure 17 (bottom) shows a mean sea level curve for all regions and sea level seems to correlate surprisingly well with the North Atlantic Oscillation index (red solid line) after about 1963. Before 1963 this correlation seems to be negative. The dashed blue line shows sea level variability as reproduced at the coastal stations by our 3-D model (without the inverted barometer effect) and the dotted blue line shows mean sea level variability associated with the inverted barometer effect only. In particular, the 3-D model reproduces observed sea level very well but underestimates the range of variability. The same can be said about the inverted barometer effect and both model results (3-D model plus inverted barometer effect) oscillate in phase with the observed sea level curve, but overestimate sea level rise during the last 10 years. On the other hand, the observational data subsequent to 1989 is of inadequate quality and therefore cannot be employed for robust evaluation of model performance.
Conclusions
[61] Summarizing the major results of this study we conclude the following.
[62] 1. Relative sea level monthly data from the 71 tide gauges in the Barents, Kara, Laptev, East Siberian, and Chukchi Seas have been analyzed in order to estimate the rate of sea level change and major factors responsible for this process in the Arctic Ocean.
[63] 2. The Arctic Ocean sea level time series have well pronounced decadal variability which corresponds to the variability of the North Atlantic Oscillation index. Because of the strength of this variability and the relatively short sea level time series, our assessments of sea level trends remain somewhat uncertain. In spite of this limitation, we have employed statistical methods together with numerical models and estimated the contributions of various factors to the observed sea level change. By subtracting the influence of these factors from the observed regional rate of sea level rise we have been able to estimate the rate of sea level rise due to increase of the global ocean mass that is presumably due to the melting of land ice.
[64] 3. During the period 1954 -1989 the average rate of relative sea level rise over the seas of the Russian Arctic has been 0.185 cm yr
À1
. This is within range of the rate that has previously been inferred using tide gauge data for the global ocean as a whole [IPCC, 2001] . It is also essentially the same as the rate for the Global Ocean recently inferred by Peltier [2002] .
[65] 4. In the Arctic, the contribution to the observed rate of sea level rise from the steric effect is 0.064 cm yr
. This is smaller than the rate of ocean thermal expansion estimated for the global ocean by IPCC [2001] . In the Arctic Ocean, changes in salinity are more important for sea level variability than changes in temperature, and the combination of freshening of the Arctic seas with warming and salinization of the Atlantic layer therefore leads to the rise of sea level along coastlines and the fall of sea level in the central parts of the Arctic Basin.
[66] 5. The contribution of the inverse barometer effect to the Arctic Ocean sea level rise is 0.056 cm yr [67] 6. The estimated rate of sea level rise due to the effect of wind is 0.018 cm yr
, but it varies significantly from region to region. In the Arctic, this effect is due to the gradual decrease of the sea level atmospheric pressure over the Arctic Ocean and therefore to the more strongly cyclonic atmospheric circulation.
[68] 7. The contributions of river runoff, evaporation and precipitation to sea level change in the Arctic Ocean are very small and their cumulative effect is negligible. On the other hand, the P-E estimates over the Arctic Ocean are less accurate than the other investigated factors.
[69] 8. The residual term of the sea level rise balance assessment, 0.048 cm yr À1 , may be due to the increasing of the Arctic Ocean and global ocean mass associated with melting of ice caps and small glaciers and with adjustments of the Greenland and Antarctica ice sheets to the observed climate change.
