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I. INTR~DIJCTI~N 
Pontryagin’s maximum principle provides the engineer with a versatile 
tool for the study of optimal processes. Its primary attraction lies in the fact 
that it furnishes a single algorithm which can be employed to evaluate the 
optimal control for a large class of deterministic systems evolving continu- 
ously in time [l]. One obstacle to the application of the maximum principle 
in many engineering design problems is the “open loop” nature of the result- 
ing optimal control. This fundamental characteristic is displayed most 
distinctly in the definition of the set of admissible controls. Here attention 
is limited to a suitably chosen class of time functions (see [I], Section 10, 
“Admissible Controls”). If we endeavor to control a deterministic system, 
of course, the restriction that the optimal control must be a function of time 
alone causes no loss of generality because the system response for a given 
control function is well defined by the set of differential equations describing 
the system. Therefore, knowledge of the instantaneous system state is 
implicit in knowledge of the control used and the system initial conditions. 
The utility of the maximum principle in continuous time systems lead to 
the search for an analogous algorithm for discrete-time systems. In [2] a 
discrete maximum principle was derived for a linear system. In [3] and [4] 
the investigation was extended to discrete-time systems of a more general 
nature. In contradistinction to the continuous case, the discrete maximum 
principle yields only local conditions on the optimal control, and in fact the 
adjective “maximum” is inappropriate because the character of the stationary 
value of the Hamiltonian may differ from that of the criterion of 
performance [5]. 
The method of deriving the discrete “maximum” principle is much like 
that used for the continuous maximum principle. It is first assumed that an 
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optimal control exists. This optimal control is then perturbed slightly at 
time j, and the resulting change in the criterion of performance is observed. 
From an analysis of this variation local conditions on the optimal control are 
obtained. Observe that once again the optimal control is open loop, but for 
a deterministic system this represents no loss of generality. 
The next extension of the maximum principle formalism was in the direc- 
tion of stochastic discrete-time systems [6]. Superficially, this problem seems 
quite close to the deterministic situation with the criterion of performance 
now expressed as the expected value of some measure of system response. 
In truth, however, the circumstances are significantly different. Since the 
system state is now a random process, knowledge of the input forcing sequence 
does not give implicit knowledge of the instantaneous state. 
If the engineer wishes to employ feedback to achieve adequate system 
behavior, this fact must be explicitly expressed when the set of admissible 
controls is characterized. 
In this paper we will investigate the optimal feedback control of a stochastic 
discrete-time system. The main result is Theorem 1 which gives a local 
necessary condition for optimality. 
II. SYSTEM DESCRIPTION 
To make the ideas of Section I more precise, consider a discrete-time system 
described by the following set of difference equations: 
where 
X 9fl =fh , vi , 6); O<j<N-1 
xg = c, (1) 
xj = the n-dimensional state vector of time t = i 
vj = the K-dimensional control action vector at time t = j 
fj = the r-dimensional disturbance vector at time t = j. 
For the purposes of this exposition f is assumed to have continuous second 
partial derivatives with respect to xj and vi and the expected values of these 
partials are assumed to be uniformly bounded. The disturbance vectors are 
assumed to be independent from one time increment to the next, and the Y- 
dimensional joint distribution function P(&) is known. 
The performance of the system is measured by a functional of the system 
response characteristics and the control action. The manner in which the 
cost functional evolves in time is included as the zero’th coordinate of the 
state vector and the performance measure is written as E{x~(O)}.~ The flexi- 
’ E{ } denotes the expectation operator. 
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bility of this method of expressing the index of performance is discussed in 
detail in [l] and [3]. 
The first step in determining an optimal control policy is to designate a 
set of control policies which are admissible in a particular application. Let 
the set of admissible control actions at time t =i be denoted by Vi . From 
Eq. (1) it is clear that Vi is contained in k-dimensional Euclidean space, Ek . 
The element of Vj which is selected by the controller is contingent upon 
the measured values of the system output variables. Since this is to be a 
feedback control system, we will suppose that at time t = j the controller 
can measure the state vector xj . By hypothesis, the control action can depend 
only on the observed variables and time. Consequently, the controller is 
described by an equation of the form 
vj = ZqXj), G-9 
where z& is a function from E, into Vj . Not all functions of the form of 
Eq. (2) are suitable. The criterion of performance is defined in terms of an 
expectation operation, and we must, therefore, ensure that only control 
policies are studied which result in system behavior that admits of an expecta- 
tion. 
DEFINITION 1. Let the set of all functions from E, to Vj be denoted by 
fj and let the N-fold Cartesian product of fj sets (faXfiX - XF,-,) be 
denoted by f. The set of all elements of f that are measurable with respect 
to the induced probability distribution on (EnXEnX - XE,) will be called l7 
DEFINITION 2. Any element of r will be called an admissible control 
policy and will be denoted by r?. Its components will be indicated by zij . 
In essence, a control policy is a function of the observed data which takes 
on values in the set of admissible control actions. It is now the engineer’s 
task to find an element of r which results in a minimum of the performance 
index. 
III. NECESSARY CONDITION FOR OPTIMALITY 
In this section we wish to investigate necessary conditions for an optimal 
control policy. To this end, let us suppose that there exists an element ti* E r 
for which the performance index is minimized. Corresponding to this optimal 
control rule, there exists an optimal trajectory, 
x7+1 =f(Xj*, cj*(xj*), 5% OQ<N-1 
x0 7 *=c 
and an optimal control action 
?I.* = zzj*(x,*). 3 
(3) 
(4) 
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The vector processes described by Eqs. (3) and (4) are stochastic, but since 
h* is optimal, 
-@N*(o)) = ig %4w (5) 
Let there be another stochastic process defined by the equation 
pj-1’ = pjTFj ; l<j<N-1 
&I = [I, 0, 0, ..*9 01, (6) 
where p, is a n-dimensional vector and Fj is an n x n matrix satisfying 
pi = 3fCxja,” 9 Si) + afC,;u> F 59) 2 j . 
(7) 
3 3 3 xi=<,* 
u,=u,* 
u,=u,* 
The matrices af/lax, af/&, and &i/ax are the Jacobian matrices of the func- 
tions f and zi. 
It is evident that the random process p, introduced in Eq. (6) is the analogue 
of the adjoint variable employed in the maximum principle formalism. The 
form of the F matrix in Eq. (6) differs in a very basic manner from its analogue 
in the determanistic case (see [4], Eq. (10)). In what follows we will see that 
this difference results from the fact that the control action is a function 
of the state, and a perturbation in the control policy at time j may give rise 
to a change in wi for all i >, j. 
Let the scalar product of?, andf(xj , vj , 6,) be denoted by Hj; i.e., 
H&j 9 xj 9 cj) = Pj’f (xi 3 Isi( 5j>* (8) 
Then we have the following necessary condition for optimality. 
THEOREM 1. Let the optimal control zi* exist, and have a continuous econd 
derivative almost surely. Then there exists a solution to Eq. (6) with the follow- 
ing properties: 
< E{HN-~(PN-~, de;-, , h-d I XL) as. 
2. If O<j<N- 1 and if tij* + &jj is in r for a given scalar E, then 
E{Hj(pj 9 x,*, tzr*) I x3*) < E{HXp, 9 x5*, 4* + Ejjj) I xi*) + o(c) a.s. 
where 
lim O(‘) 0 -=. r+O c 
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The almost sure relations in the above theorem and in the sequel are 
stated with respect to the probability distribution induced on the domain 
of I’by G*. The proof of the theorem is given in the Appendix. Let us note 
explicitly that the second assertion of Theorem 1 is not a local minimum 
condition.2 
If the system is linear and the optimal control is also linear, then the neces- 
sary condition can be formulated as a global minimum condition on Hj . 
COROLLARY. If Eq. (I) can be written in the form 
xi+l = A(tj) %j + B(tj) Oj; O<j<N-1 
xg = c, 
and if the optimal control exists and is almost surely linear, then 
WUP, 3 XI*, zTj*) / xj*} < E{H,(p, , xi*, z&) 1 xi*} a.s. 
The proof of the Corollary is given in the appendix. 
The equation which describes the evolution of the process pj is somewhat 
more complicated than was the case for the analogous quantity in a deter- 
ministic system. This anomaly results from the effect perturbations in a 
control rule have on future control actions. In many situations, however, 
Eq. (7) takes on a form identical to that of the deterministic case. 
Define 
-T T 
PN-l=pN-1, 
where 
In correspondence with Eq. (8) we define 
Qj@j , xj , qj) = fijTf (xj , Cj(xj)* Ei). (11) 
The following special case of Theorem 1 results. 
THEOREM 2. Let the optimal control ti* exist and have a continuous second 
derivative a.s. For arbitrary unqormly bounded +j let there exist a scalar 6 > 0 
* For a study of the relationship between the stationary points of Hj and x~(0) 
m a deterministic problem see. [5]. 
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such that zi* + &j is in r for all E satisfying 1 E 1 < 6. Then there exists a 
solution to Eq. (9) with the following properties: 
a.s. 
E{ZI#j 3 xj*, tij*) 1 xj*> < E(Bj(@j 9 xj”, Cj* + Gji) 1 xj*} f O(E) 
The proof is given in the appendix. 
as. 
If Vj = Ek for all j, Theorem 2 provides a useful simplification in the 
procedure for synthesizing the optimal feedback controller. In most actual 
design problems, however, V, is bounded and the engineer has no a priori 
knowledge which justifies the supposition that zi* lies in an open set in F. 
In such a circumstance the more general method suggested by Theorem 1 
is called for. 
IV. AN EXAMPLE 
To illustrate the preceding development consider the following example. 
Let the process to be controlled be described by the following scalar dif- 
ference equation 
Yj+l =Yj + (l + 4j) vj; O<j<l (12) 
yo = c. 
The criterion of performance is 
(13) 
The stochastic disturbance is a sequence of independent scalars with zero 
mean and variance u2. 
If we suppose that the set of admissible control actions is El for j = 0, 1, 
then we can employ Theorem 2. Equations (12) and (13), can be placed in 
the form of Equation (1) by defining 
xj(O> + h(vj)2 + (xj(l> + (l + 5j) vj)2 sl,j 
fcxj ’ Dj ’ &) = [xj(lj + (1 + ei) zlj I (14) 
0 x0 = [I c’ 
where aiSj is the Kronecker delta function. 
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If an optimal control exists with an almost surely continuous second 
derivative, it must yield a stationary point in E{nj 1 xj*}. From Eqs. (9), 
(1 l), and (14), it is evident that 
w% I x1*> = (Yl*Y + 31 *VI* + (1 + 0”) (q*)2 + qq*y + Xl”(O). 
Hence, r&* is given by 
* 
G*(Yl*) = - A +y1 + 2 - 
Continuing, it can be shown that 
g 
0 
*(yo*) = w + 5o)fio(O)(. 
2h 
Using Eq. (9) to evaluate A , we obtain 
4*(Yo*) = - h + 2 + cr2 -z [u”/(X + u”)] * 
(15) 
(16) 
From Eqs. (15) and (16), t i is evident that the control rule becomes more 
conservative as the variance of the noise increases. As u2 + 0, zi* approaches 
a “closed loop” mechanization of the optimal open loop control derived using 
Butkovskii’s formalism [4]. This is as it should be since if E{(.Q2} = 0, 
measurement of the state variable does not augment the controller’s know- 
ledge of the system behavior. 
V. CONCLUSIONS 
In this paper we have derived necessary conditions which the optimal 
control policy for a class of discrete-time stochastic systems must satisfy. 
Since the requisite differentiability of the optimal zi* may seem rather 
restrictive to an engineer with an application problem in mind, let us observe 
that this constraint need hold only almost surely. For example, the optimal 
controller may have the form of a saturating amplifier, i.e., 
c*(x) = 
kx if Ix1 da 
ka sgn x if 1x1 >a’ (17) 
This control rule obviously does not have a continuous second derivative, 
but if the probability distribution function of tj is such that 
Prob [(xj*)2 = a21 = 0; j = 0, 1, ***, N - 1, 
then a saturating amplifier of the above form will satisfy the hypothesis of 
Theorem 1. 
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It should also be noted that the class of problems under investigation here 
are amenable to a solution utilizing dynamic programming [7]. Clearly the pj 
variable is related to Bellman’s minimum cost functional. The method of 
solution presented here possesses one of the desirable attributes of the 
Pontryagin maximum principle in that a single formal algorithm can be 
used to solve a wide class of optimization problems. It may suffer by com- 
parison to dynamic programming, however, in situations in which multiple 
stationary values of Hj exist. 
APPENDIX 
Before proving Theorem 1, let us prove the following lemma. 
LEMMA. With xN*(0) deJined by Eq. (3) 
E{xN(0) - xN*(0) / xi = xi*> > 0 a.s. (A.1) 
PROOF. If Inequality (A.l) is not satisfied, there exists an integer 
i E [0, N - l] and a set A E E,, such that: 
1. Prob (xi* E A) > 0 
2. There exists a control rule s E I’ and corresponding trajectory f such 
that 
-@N(O) - XN *(0) 1 Zi = xi* E A} < 0. 
Let us construct a new control policy t E r as follows: 
I 
tij* j<i 
t;. = qj* j 3 i; x(*$A 
fj j > i; xi* E A. 
Let Sj be the trajectory corresponding to i. Then Gi = xi* and 
E{RN(o) - xN *(O)} = Prob (xi* E A) E{&(O) - Q*(O) 1 x,* E A} 
+ Prob (xi* # A) E{ZN(0) - xN*(0) 1 xi* $ A}. 
But since the & are independent, 
E{&(O) 1 xi* E A} = E{ZN(0) 1 .iTi = xi* E A}. 
Consequently, 
E{&(O) - xN*(0)} < 0. 
But this contradicts the hypothesis that zi* is an optimal control policy, and 
the lemma is thus proved. 
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We may now proceed to the proof of Theorem 1. 
PROOF OF THEOREM 1. To prove Theorem 1, we must investigate the 
effect of a perturbation about the optimal control. Let F be an arbitrary scalar 
and let q be a uniformly bounded function of the system state chosen subject 
to the restriction that ti* + &j is in I’. Let r be the largest integer in [0, N - l] 
for which 
Prob {$.(x7*) = 0} < 1. 
Denote the trajectory corresponding to zi* + kj by Z$ , 0 <i < N. 
Ifr=N-1,then 
By using Lemma 1, it follows that 
-f(xkl , %l 9 [N-l)] 1 x:-l}. 
for all E and &r for which tiNN-r + &jNS1 is in TN-, . Assertion 1 of the theo- 
rem is thus proved. 
If Y < N - 1, we must compare two discrete time processes. The frrst 
is the perturbed system. 
%+1 = f (x7*, 9*(x,*) + •~,(xr*)> ET), 
zj+l =f (zj 9 cj*(zj)s 5j); j > y* (-4.2) 
The second is the system using the optimal policy 
xi*,1 =f (Xj*, 2s3*(xj*), 4j). 64.3) 
Forj>r 
xj+l 
* 
- Xi+1 = Fj(Zj - Xj*) + O(2j - Xj*), 
where the maitrix F, is defined in Eq. (7) and o(Sj - xi*) are terms 
in (gj - x,*) of order higher than one. From Eq. (6) it is evident that 
PiTCz j+l - Xj*,l) = pjT_l(gj - xj*) + Pfl”(2~ - xj*), 
and consequently, 
pN=@N - xN*) = &=(%+I - x:+l, + $‘r=O(Ji;,+l - $+I). 
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Utilizing the lemma once again, we obtain 
0 < E{H(p, , xr*, 1.7~” -t +) I x,*} - E{H@, , x,*, G-*) I x,*) 
+ E{prTo(x”,+, - x*+~) / x,“} a.s. (A.4) 
From Eqs. (A.2) and (A.3) we see that $+r - x,+~ is at most of order E. 
Substituting this into Eq. (A-4). we obtain 
W(P, 3 XT*, %*I I x7*) < EW(p, , x7*, 22,* + c;iT I x,.*1 + ok) a.s. 
and the theorem is thus proved. 
PROOF OF COROLLARY 1. The proof of this corollary follows directly 
from Eq. (A.4), since the term E(p,To(x,+l - x,+r) 1 x,*} vanishes. Hence 
JWP, 7 XT*> C*) I x,*1 < EWCP,, x,*, 3 I x,*1 a.s. 
for all fir E r, . 
PROOF OF THEOREM 2. Assertion 1 follows directly from Theorem 1, 
since 
PN-1 = PN-1. 
Let us suppose that there exists a set of integers ki such that 
is not almost surely stationary at ziki = @$ . Let r be the largest of such 
integers. Then if j > r 
P,‘_~ = pjTFj 
(A4 
where af/av and &i/ax are the appropriate Jacobian matrices. Observe, 
however, that 
WP, , xj*, Cj) af - 
avj =PjTayj* (-4.6) 
Since H is stationary and zij is not a random variable when conditioned 
on x,*, 
E I xj*l = 0 a.s. (A-7) 
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when evaluated at zij = zij*. Equations (9), (A.5) and (A.7) imply that 
$j =Pj; r<j<N-1 
and consequently, from Eq. (A.4) 
0 < E{ii@. , x,*, z&* + -77) I xv*> - WUT, XT*, %*I I x,*1 
+ -wJ4xr+1 - x,*,1> I x,*1. (A-8) 
From Eqs. (A.2) and (A.3) 
E{@(PT, x7*, a,* + qr) I xv*) - E{I%j&, x7*, %*I I x,*1 
(A-9) 
But any uniformly bounded 7,. is admissible if E is chosen small enough. 
Thus, from Eq. (A-6) 
E amfir, xv*, 4 
av, a.s., (A.lO) 
where Eq. (A.lO) denotes the fact that all elements of the vector are almost 
surely zero. Thus, H($r , x,*, z&.) has a stationary point at zir = z&.* and the 
proof is complete. 
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