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Abstract
Integration of nonlinear partial differential equations with the help
of the non-commutative integration over octonions is studied. An ap-
paratus permitting to take into account symmetry properties of PDOs
is developed. For this purpose formulas for calculations of commuta-
tors of integral and partial differential operators are deduced. Trans-
formations of partial differential operators and solutions of partial
differential equations are investigated. Theorems providing solutions
of nonlinear PDEs are proved. Examples are given. Applications to
PDEs of hydrodynamics and other types PDEs are described.
1
1key words and phrases: hypercomplex, octonion algebra, nonlinear partial differential
equation, non-commutative integration, integral operator
Mathematics Subject Classification 2010: 30G35, 32W50, 35G20
addresses: E. Frenod, LMBA, UMR CNRS 6205, Laboratoire de Mathe´matiques de Bre-
tagne Atlantique, Universite´ de Bretagne Sud, Campus de Tohannic BP573 - 56017 Vannes,
France
Emmanuel.Frenod@univ-ubs.fr
S.V. Ludkovsky, LMBA, UMR CNRS 6205, Laboratoire de Mathe´matiques de Bretagne
Atlantique, Universite´ de Bretagne Sud, Campus de Tohannic BP573 - 56017 Vannes,
France
and Department of Applied Mathematics, Moscow State Technical University MIREA,
av. Vernadsky 78, Moscow 119454, Russia
Ludkowski@mirea.ru
1
1 Introduction.
Analysis over hypercomplex numbers develops fast and has important ap-
plications in geometry and partial differential equations including that of
nonlinear (see [5] - [11], [27]-[33] and references therein). As a consequence it
gives new opportunities for integration of different types of partial differen-
tial equations (PDEs). It is worth to mention that the quaternion skew field
H = A2, the octonion algebra O = A3 and Cayley-Dickson algebras Ar have
found a lot of applications not only in mathematics, but also in theoretical
physics (see [5] - [10] and references therein).
Mixed type PDEs play very important role not only in mathematics, but
also in physics. For example, they describe two-dimensional motions of a
stratified rotating liquid, electromagnetic fields in crystals, internal gravita-
tional waves, non stationary filtration process of liquid in a fissure porous
medium, dissipation process, cold plasma, two temperature plasma in an
external magnetic field, etc. (see [46] and references therein). They were
studied with the real time and two spatial variables. But there are needs to
integrate more general PDE of such type with larger number of variables or
their systems.
Frequently types of considered PDE in modeling different processes and
in studying their solutions are restricted by available tools of mathemati-
cal analysis. Otherwise numerical methods and computer calculations are
used. But in many cases it is also necessary to analyze properties of solu-
tions. Therefore analytic approaches apart from that of numerical provide in
this respect many advantages. On the other hand, ranges of mathematical
analysis strongly depend on used number systems. Classically in mathemat-
ical analysis and PDEs real and complex fields are used. But hypercomplex
analysis enlarges its scopes.
This article is devoted to analytic approaches to solution of PDEs and
taking into account their symmetry properties. For this purpose the octonion
algebra is used. This is actual especially in recent period because of increasing
interest to non-commutative analysis and its applications. It is worth to
mention that each problem of PDE can be reformulated using the octonion
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algebra. The approach over octonions enlarges a class of PDEs which can be
analytically integrated in comparison with approaches over the real field and
the complex field.
There is stimulus for investigations caused by needs to integrate known
PDEs (see, for example, [13, 14, 18, 46] and references therein) and by the
progress of algebra [2, 19, 42, 43]. Certainly algebras are widely used in
PDEs (see also, for example, [6, 12, 39]-[41] and references therein). But in
previous works mainly associative algebras were used for such purposes.
On the other hand nonlinear PDEs frequently are more complicated and
demand specific approaches to get their solutions [14, 17, 37, 46] in compar-
ison with that of linear.
We exploit a new approach based on the non-commutative integration
over non-associative Cayley-Dickson algebras that to integrate definite types
of nonlinear PDEs. This work develops further results of the previous arti-
cle [27]. The obtained below results open new perspectives and permit to
integrate nonlinear PDEs with variable coefficients and analyze symmetries
of solutions as well.
In the following sections integration of nonlinear PDEs with the help of
the non-commutative integration over quaternions, octonions and Cayley-
Dickson algebras is studied. For this purpose formulas for calculations of
commutators of integral and partial differential operators are deduced. Trans-
formations of partial differential operators and solutions of partial differential
equations are investigated. An apparatus permitting to take into account
symmetry properties of PDOs is developed. Theorems providing solutions of
nonlinear PDEs are proved. Examples are given. Applications to PDEs used
in hydrodynamics and other types PDEs are described. The results of this
paper can be applied to integration of some kinds of nonlinear Sobolev type
PDEs as well.
All main results of this paper are obtained for the first time. They can
be used for further investigations of PDEs and properties of their solutions.
For example, generalized PDEs including terms such as ∆p or ∇p for p > 0
or even complex p can be investigated.
3
2 Integral operators over octonions.
To avoid misunderstandings we first present our definitions and notations.
1. Notations and Definitions. By Ar we denote the Cayley-Dickson
algebra over the real field R with generators i0, ..., i2r−1 so that i0 = 1,
i2j = −1 for each j ≥ 1, ijik = −ikij for each j 6= k ≥ 1, 2 ≤ r ∈ N.
Henceforward PDEs are considered on a domain U in Amr such that
(D1) each projection pj(U) =: Uj is (2
r − 1)-connected;
(D2) πs,p,t(Uj) is simply connected in C for each k = 0, 1, ..., 2
r−1, s = i2k,
p = i2k+1, t ∈ Ar,s,p and u ∈ Cs,p, for which a Cayley-Dickson number z
exists satisfying the condition z = u + t ∈ Uj,
where ej = (0, ..., 0, 1, 0, ..., 0) ∈ A
m
r is the vector with 1 on the j-th place,
pj(z) =
jz for each z ∈ Amr , where the decomposition is used z =
∑m
j=1
jzej ,
jz ∈ Ar for each j = 1, ..., m, m ∈ N := {1, 2, 3, ...}, the projections are
the following πs,p,t(V ) := {u : z ∈ V, z =
∑
v∈bwvv, u = wss + wpp} for a
domain V in Ar for each s 6= p ∈ b, where t :=
∑
v∈b\{s,p}wvv ∈ Ar,s,p :=
{z ∈ Ar : z =
∑
v∈bwvv, ws = wp = 0, wv ∈ R ∀v ∈ b}, where b :=
{i0, i1, ..., i2r−1} is the family of standard generators of the Cayley-Dickson
algebra Ar. Frequently we take m = 1. Henceforth, we consider a domain U
satisfying Conditions (D1, D2) if something other is not outlined.
2. Operators. An R linear space X which is also left and right Ar
module will be called an Ar vector space. It is supposed that X can be
presented as the direct sumX = X0i0⊕...⊕X2r−1i2r−1, whereX0,...,X2r−1 are
pairwise isomorphic real linear spaces. Particularly, for r = 2 this module is
associative: (xa)b = x(ab) and (ab)x = a(bx) for all x ∈ X and a, b ∈ H, since
the quaternion skew field A2 = H is associative. This module is alternative
for r = 3: (xa)a = x(a2) and (a2)x = a(ax) for all x ∈ X and a ∈ O, since
the octonion algebra O = A3 is alternative.
Let X and Y be two R linear normed spaces which are also left and right
Ar modules, where 2 ≤ r, such that
(1) 0 ≤ ‖ax‖X ≤ |a|‖x‖X and ‖xa‖X ≤ |a|‖x‖X for all x ∈ X and a ∈ Ar
and
(2) ‖x+ y‖X ≤ ‖x‖X + ‖y‖X for all x, y ∈ X and and
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(3) ‖bx‖X = |b|‖x‖X = ‖xb‖X for each b ∈ R and x ∈ X , where for r = 2
and r = 3 Condition (1) takes the form
(1′) 0 ≤ ‖ax‖X = |a|‖x‖X = ‖xa‖X for all x ∈ X and a ∈ Ar.
Such spaces X and Y will be called Ar normed spaces.
An Ar normed space complete relative to its norm will be called an Ar
Banach space.
Put X⊗k := X ⊗R ... ⊗R X to be the k times ordered tensor product
over R of X . By Lq,k(X
⊗k, Y ) we denote a family of all continuous k times
R poly-linear and Ar additive operators from X
⊗k into Y . If X and Y are
normed Ar spaces and Y is complete relative to its norm, then Lq,k(X
⊗k, Y )
is also a normed R linear and left and right Ar module complete relative to
its norm. In particular, Lq,1(X, Y ) is denoted by Lq(X, Y ) as well.
If A ∈ Lq(X, Y ) and A(xb) = (Ax)b or A(bx) = b(Ax) for each x ∈ X0
and b ∈ Ar, then an operator A we call right or left Ar-linear respectively.
An R linear space of left (or right) k times Ar poly-linear operators is
denoted by Ll,k(X
⊗k, Y ) (or Lr,k(X
⊗k, Y ) respectively).
An R-linear operator A : X → X will be called right or left strongly Ar
linear if
A(xb) = (Ax)b or
A(bx) = b(Ax) for each x ∈ X and b ∈ Ar correspondingly.
An R linear Ar additive operator A is called invertible if it is densely
defined and one-to-one and has a dense range R(A).
Henceforward, if an expression of the form
(4)
∑
k[(I − Ax) kf(x, y)] kg(y) = u(x, y)
will appear on a domain U , which need to be inverted we consider the case
when
(RS) (I − Ax) is either right strongly Ar linear, or right Ar linear and
kf ∈ X0 for each k, or R linear and kg(y) ∈ R for each k and every y ∈ U ,
at each point x ∈ U , since R is the center of the Cayley-Dickson algebra Ar,
where 2 ≤ r.
3. First order PDOs. We consider an arbitrary first order partial
differential operator σ given by the formula
(1) σf =
∑2r−1
j=0 i
∗
j (∂f/∂zξ(j))ψj,
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where f is a differentiable Ar-valued function on the domain U satisfying
Conditions 1(D1, D2), 2 ≤ r, i0, ..., i2r−1 are the standard generators of the
Cayley-Dickson algebra Ar, a
∗ = a˜ := a0i0 − a1i1 − ... − a2r−1i2r−1 for each
a = a0i0 + a1i1 + ... + a2r−1i2r−1 in Ar with a0, ..., a2r−1 ∈ R; ψj are real
constants so that
∑
j ψ
2
j > 0, ξ : {0, 1, ..., 2
r − 1} → {0, 1, ..., 2r − 1} is a
surjective bijective mapping, i.e. ξ belongs to the symmetric group S2r (see
also §2 in [26]).
For an ordered product {1f...kf}q(k) of differentiable functions sf we put
(2) sσ{1f...kf}q(k) =
∑n
j=0 i
∗
j{1f...(∂sf/∂zξ(j))...kf}q(k)ψj ,
where a vector q(k) indicates on an order of the multiplication in the curled
brackets (see also §2 [21, 20]), so that
(3) σ{1f...kf}q(k) =
∑k
s=1
sσ{1f...kf}q(k).
Symmetrically other operators
(4) σˆf =
∑2r−1
j=0 (∂f/∂zξ(j))ijψj ,
are defined. Therefore, these operators are related by the formula:
(5) (σf)∗ = σˆ(f ∗).
Operators σ given by (1) are right Ar linear.
4. Integral operators. We consider integral operators of the form:
(1) K(x, y) = F (x, y) + pσ
∫ ∞
x
F (z, y)N(x, z, y)dz,
where σ is an R-linear partial differential operator as in §3 and σ
∫
is the non-
commutative line integral (anti-derivative operator) over the Cayley-Dickson
algebra Ar from [26] or §4.2.5 [22], where F and K are continuous functions
with values in the Cayley-Dickson algebra Ar or more generally in the real
algebra Matn×n(Ar) of n × n matrices with entries in Ar, p is a nonzero
real parameter. For definiteness we take the right Ar linear anti-derivative
operator σ
∫
g(z)dz.
Let a domain U be provided with a foliation by locally rectifiable paths
{γα : α ∈ Λ} (see also [26] or [22]), where Λ is a set described below. We
take for definiteness a canonical closed domain U in Aˆr satisfying Conditions
1(D1, D2) so that ∞ ∈ U , where Aˆr = Ar ∪ {∞} denotes the one-point
compactification of Ar, 2 ≤ r <∞.
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A domain U is called foliated by locally rectifiable paths {γα : α ∈ Λ} if
γ :< aα, bα >→ U for each α and it satisfies the following three conditions:
(F1)
⋃
α∈Λ γ
α(< aα, bα >) = U and
(F2) γα(< aα, bα >) ∩ γ
β(< aβ, bβ >) = ∅ for each α 6= β ∈ Λ.
Moreover, if the boundary ∂U = cl(U) \ Int(U) of the domain U is non-void
then
(F3) ∂U = (
⋃
α∈Λ1 γ
α(aα)) ∪ (
⋃
β∈Λ2 γ
β(bβ)),
where Λ1 = {α ∈ Λ :< aα, bβ >= [aα, bβ >}, Λ2 = {α ∈ Λ :< aα, bβ >=<
aα, bβ]}. For the canonical closed subset U we have cl(U) = U = cl(Int(U)),
where cl(U) denotes the closure of U in Av and Int(U) denotes the interior
of U in Av. For convenience one can choose a C
n foliation, that is each γα is
of class Cn, where n ∈ N. When U is with non-void boundary we choose a
foliation family such that
⋃
α∈Λ γ(aα) = ∂U1, where a set ∂U1 is open in the
boundary ∂U and so that w|∂U1 would be a sufficient initial condition to char-
acterize a unique branch of an anti-derivative w(x) = Iσf(x) = σ
∫ x
0x
f(z)dz,
where 0x ∈ ∂U1, x ∈ U , γ
α(t0) = 0x, γ
α(t) = x for some α ∈ Λ, t0 and
t ∈< aα, bα >,
σ
∫ x
0x
f(z)dz = σ
∫
γα|[t0,t]
f(z)dz.
In accordance with Theorems 2.4.1 and 2.5.2 [26] or 4.2.5 and 4.2.23 [22]
the equality
(2) σx σ
∫ x
0x
g(z)dz = g(x)
is satisfied for a continuous function g on a domain U as in §1 and a foliation
as above.
Particularly in the class of Ar holomorphic functions in the domain sat-
isfying Conditions 1(D1, D2) this line integral depends only on initial and
final points due to the homotopy theorem [21, 20].
We denote by P = P(U) the family of all locally rectifiable paths γ :<
aγ , bγ >→ U supplied with the family of pseudo-metrics
(3) ρa,b,c,d(γ, ω) := |γ(a)− ω(c)|+ infφ V
b
a (γ(t)− ω(φ(t))
where the infimum is taken by all diffeomorphisms φ : [a, b] → [c, d] so that
φ(a) = c and φ(b) = d, a < b, c < d, [a, b] ⊂< aγ , bγ >, [c, d] ⊂< aω, bω >.
We take a foliation such that Λ is a uniform space and the limit
(4) limβ→α ρ
a,b,a,b(γβ, γα) = 0
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is zero for each [a, b] ⊂< aα, bα >.
For example, we can take Λ = Rn−1 for a foliation of the entire Cayley-
Dickson algebra Ar, where n = 2
r, t ∈ R, α ∈ Λ, so that
⋃
α∈Λ γ
α([0,∞)) =
{z ∈ Ar : Re((z − y)v
∗) ≥ 0} and
⋃
α∈Λ γ
α((−∞, 0]) = {z ∈ Ar : Re((z −
y)v∗) ≤ 0} are two real half-spaces, where v, y ∈ Ar are marked Cayley-
Dickson numbers and v 6= 0. Particularly, we can choose the foliation such
that γα(0) = y + α1v1 + ... + α2r−1v2r−1 and γ
α(t) = tv0 + γ
α(0) for each
t ∈ R, where v0, ..., v2r−1 are R-linearly independent vectors in Ar.
Therefore, the expression
(5) σ
∫ ∞
x
g(z)dz := σ
∫
γα|[tx,bα>
g(z)dz
denotes a non-commutative line integral over Ar along a path γ
α so that
γα(tx) = x and limb→bα γ
α(t) =∞ for an integrable function g, where tx ∈<
aα, bα >, α ∈ Λ, aα = aγα , bα = bγα . It is sometimes convenient to use the
line integral
(6) σ
∫ −∞
x
g(z)dz := σ
∫
γα|<aα,tx]
g(z)dz,
when lima→aα γ
α(t) =∞.
Put for convenience σ0 = I, where I denotes the unit operator, σm
denotes the m-th power of σ for each non-negative integer 0 ≤ m ∈ Z.
5. Proposition. Let F ∈ Cm(U2,Matn×n(Ar)) and N ∈ C
m(U3,Matn×n(Ar))
and let
(1) lim
z→∞
1σkz
2σsx
2σlzF (z, y)N(x, z, y) = 0
for each x, y in a domain U satisfying Conditions 1(D1, D2) with∞ ∈ U and
every non-negative integers 0 ≤ k, s, l ∈ Z such that k + s+ l ≤ m. Suppose
also that σ
∫∞
x ∂
α
x ∂
β
y ∂
ω
z [F (z, y)N(x, z, y)]dz converges uniformly by parameters
x, y on each compact subset W ⊂ U ⊂ A2r for each |α|+ |β|+ |ω| ≤ m, where
α = (α0, ..., α2r−1), |α| = α0+ ...+α2r−1, ∂
α
x = ∂
|α|/∂xα00 ...∂x
α2r−1
2r−1 . Then the
non-commutative line integral σ
∫∞
x F (z, y)N(x, z, y)dz from §4 satisfies the
identities:
(2) σmx σ
∫ ∞
x
F (z, y)N(x, z, y)dz = 2σmx σ
∫ ∞
x
F (z, y)N(x, z, y)dz+Am(F,N)(x, y),
(3) 1σmz σ
∫ ∞
x
F (z, y)N(x, z, y)dz = (−1)m 2σmz σ
∫ ∞
x
F (z, y)N(x, z, y)dz+Bm(F,N)(x, y),
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where
(4) Am(F,N)(x, y) = −
2σm−1x [F (x, y)N(x, z, y)]|z=x+σx Am−1(F,N)(x, y)
for m ≥ 2,
(5) Bm(F (z, y), N(x, z, y)) = (−1)
m 2σm−1z F (x, y)N(x, z, y)+
1σz Bm−1(F (z, y), N(x, z, y))
for m ≥ 2, Bm(F,N)(x, y) = Bm(F (z, y), N(x, z, y))|z=x;
(6) A1(F,N)(x, y) = −F (x, y)N(x, x, y),
(7) B1(F (z, y), N(x, z, y)) = −F (z, y)N(x, z, y),
σx is an operator σ acting by the variable x ∈ U ⊂ Ar.
Proof. Using the conditions of this proposition and the theorem about
differentiability of improper integrals by parameters (see, for example, Part
IV, Chapter 2, §4 in [15]) we get the equality
σ
∫∞
x ∂
α
x∂
β
y ∂
ω
z [F (z, y)N(x, z, y)]dz = ∂
α
x∂
β
y σ
∫∞
x ∂
ω
z [F (z, y)N(x, z, y)]dz
for each |α|+ |β|+ |ω| ≤ m.
In virtue of Theorems 2.4.1 and 2.5.2 [26] or 4.2.5 and 4.2.23 and Corollary
4.2.6 [22] there are satisfied the equalities
(8) σx σ
∫ ∞
x
g(z)dz = −g(x) and
(9) σ
∫ x
0x
[σzf(z)]dz = f(x)− f(0x)
for each continuous function g and a continuously differentiable function f ,
where 0x is a marked point in U ,
(10) 1σz σ
∫ ∞
x
F (z, y)N(x, z, y)dz :=
2r−1∑
j=0
σ
∫ ∞
x
{i∗j [(∂F (z, y)/∂zξ(j))N(x, z, y)]ψj}dz and
(11) 2σz σ
∫ x
0x
F (z, y)N(x, z, y)dz :=
2r−1∑
j=0
σ
∫ x
0x
{i∗j [F (z, y)(∂N(x, z, y)/∂zξ(j))]ψj}dz and
(12) 2σx σ
∫ ∞
x
F (z, y)N(x, z, y)dz :=
2r−1∑
j=0
σ
∫ ∞
x
{i∗j [F (z, y)(∂N(x, z, y)/∂xξ(j))]ψj}dz.
Therefore, from Equalities (8, 9), 3(3) and 4(5) and Condition (1) we infer
that:
(13) σx σ
∫ ∞
x
F (z, y)N(x, z, y)dz = 2σx σ
∫ ∞
x
F (z, y)N(x, z, y)dz−F (x, y)N(x, x, y),
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since F (z, y)N(x, z, y)|∞x = −F (x, y)N(x, x, y), that demonstrates Formula
(2) for m = 1 and A1 = −F (x, y)N(x, x, y). Proceeding by induction for
p = 2, ..., m leads to the identities:
(14) σpx σ
∫ ∞
x
F (z, y)N(x, z, y)dz =
σx [
2σp−1x σ
∫ ∞
x
F (z, y)N(x, z, y)dz] + σx Ap−1(F,N)(x, z, y)
= 2σpx σ
∫ ∞
x
F (z, y)N(x, z, y)dz
− [2σp−1x F (z, y)N(x, z, y)]|z=x + σx Ap−1(F,N)(x, y).
Thus (14) implies Formulas (2, 4, 6). Then with the help of Formulas (8, 9)
and Condition (1) we infer also that
(15) 1σz σ
∫ ∞
x
F (z, y)N(x, z, y)dz = − 2σz σ
∫ ∞
x
F (z, y)N(x, z, y)dz+F (z, y)N(x, z, y)|∞x
= −F (x, y)N(x, x, y)− 2σz σ
∫ ∞
x
F (z, y)N(x, z, y)dz.
Thus Formulas (3) for m = 1 and (7) are valid. Then we deduce Formulas
(3, 5) by induction on p = 2, ..., m:
(16) 1σpz σ
∫ ∞
x
F (z, y)N(x, z, y)dz =
1σp−1z [
1σz σ
∫ ∞
x
F (z, y)N(x, z, y)dz]
= 1σp−1z [−
2σz σ
∫ ∞
x
F (z, y)N(x, z, y)dz]− [1σp−1z F (z, y)N(x, z, y))]|z=x
= 1σp−2z {
1σz[−
2σz σ
∫ ∞
x
F (z, y)N(x, z, y)dz]}
−[1σp−1z F (z, y)N(x, z, y))]|z=x
= 1σp−2z {(−
2σz)
2
σ
∫ ∞
x
F (z, y)N(x, z, y)dz}
+[1σp−2z (
2σzF (z, y)N(x, z, y))]|z=x − [
1σp−1z F (z, y)N(x, z, y))]|z=x
= ... = (−2σz)
p
σ
∫ ∞
x
F (z, y)N(x, z, y)dz +Bp(F (z, y), N(x, z, y))|z=x and
Bp(F (z, y), N(x, z, y)) = −(−
2σz)
p−1F (z, y)N(x, z, y))+1σzBp−1(F (z, y), N(x, z, y)).
6. Corollary. If suppositions of Proposition 5 are satisfied, then
(1) A2(F,N)(x, y) = −σx[F (x, y)N(x, x, y)]−
2σx[F (z, y)N(x, z, y)]|z=x,
(2) A3(F,N)(x, y) = −σ
2
x[F (x, y)N(x, x, y)]
−σx(
2σx[F (x, y)N(x, z, y)]|z=x)−
2σ2x[F (x, y)N(x, z, y)]|z=x,
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(3) Am(F,N)(x, y) = −
∑m−1
j=0 σ
j
x{[
2σm−1−jx F (z, y)N(x, z, y)]|z=x},
(4) B2(F (z, y), N(x, z, y)) = −
1σz[F (z, y)N(x, z, y)]+
2σz[F (z, y)N(x, z, y)],
(5) B3(F (z, y), N(x, z, y)) = −
1σ2z [F (z, y)N(x, z, y)]
+1σz(
2σz[F (z, y)N(x, z, y)])−
2σ2z [F (z, y)N(x, z, y)],
(6) Bm(F (z, y), N(x, z, y)) = [
∑m−1
k=0 (−1)
k+1 1σm−1−kz
2σkz ]F (z, y)N(x, z, y),
(7) A2(F,N)(x, y)− B2(F,N)(x, y) = −2
2σx[F (x, y)N(x, x, y)],
where σxN(x, x, y) = [σxN(x, z, y) + σzN(x, z, y)]|z=x,
(8) A3(F,N)(x, y)−B3(F,N)(x, y) = −(3
2σ2x+
2σx
2σz+2
2σz
2σx)[F (x, y)N(x, z, y)]|z=x
−(2 1σx
2σx +
2σx
1σx)[F (x, y)N(x, x, y)].
Particularly, if either p is even and ψ0 = 0, or F ∈ Matn×n(R) and
N ∈Matn×n(Ar), then
(8) 2σpx[F (z, y)N(x, z, y)] = F (z, y)σ
p
xN(x, z, y) and
2σpz [F (z, y)N(x, z, y)] =
F (z, y)σpzN(x, z, y).
Proof. From Formulas 5(13− 16) Identities (1− 8) follow by induction,
since
Am(F,N)(x, y) = −[
2σm−1x F (z, y)N(x, z, y)]|z=x + σxAm−1(F,N)(x, y) =
... = −[2σm−1x F (z, y)N(x, z, y)]|z=x − σx{[
2σm−2x F (z, y)N(x, z, y)]|z=x}
−σ2x{[
2σm−3x F (z, y)N(x, z, y)]|z=x}−...−σ
m−2
x {[
2σxF (z, y)N(x, z, y)]|z=x}−
σm−1x F (x, y)N(x, x, y) and
Bm(F (z, y), N(x, z, y)) = −(−
2σz)
m−1F (z, y)N(x, z, y)+
1σzBm−1(F (z, y), N(x, z, y)) = ... =
− 1σm−1z [F (z, y)N(x, z, y)] +
1σm−2z (
2σz[F (z, y)N(x, z, y)])
− 1σm−3z (
2σ2z [F (z, y)N(x, z, y)]) + ... + (−1)
m(2σz)
m−1[F (z, y)N(x, z, y)].
Particularly when p is even and ψ0 = 0, p = 2k, k ∈ N we get that
σpxf(x) = A
kf(x)
for p times differentiable function f : U → Ar, where
Af =
∑
j bj∂
2f(x)/∂x2j , bj = i
2
ξ−1(j) ∈ R according to §2.2 [26] or Formu-
las 4.2.4(7− 9) [22].
On the other hand the operators 2σpx and
2σpz commute with the left multi-
plication on F (z, y) ∈Matn×n(R), that is
2σpx[F (z, y)K(x, z)] = F (z, y)σ
p
xK(x, z)
and 2σpz [F (z, y)K(x, z)] = F (z, y)σ
p
zK(x, z) for p = 2k, since R is the center
of the Cayley-Dickson algebra Ar.
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3 Some types of integrable nonlinear PDE.
1. Partial differential operators Lj are considered on domains D(Lj) con-
tained in suitable spaces of differentiable functions, for example, in the space
C∞(U,Matn×n(Ar)) of infinitely differentiable by real variables functions on
an open domain U in Ar and with values in Matn×n(Ar), because U has
the real shadow UR, where n ∈ N. Or it is possible to use the Sobolev
space Hm(U,Matn×n(Ar)), where m ≥ ord(Lj), ord(Lj) denotes the order
of a PDE Lj , while on U the Lebesgue measure is provided. The spaces
Cm(U,Matn×n(Ar)) and H
m(U,Matn×n(Ar)) with m ≤ ∞ are linear over
the real field R, also they have the structure of the left and the right modules
over the Cayley-Dickson algebra Ar, r ≥ 2. To each Cayley-Dickson number
z = z0i0+ ...+ z2r−1i2r−1 ∈ Ar there corresponds a vector [z] = (z0, ..., z2r−1)
in its real shadow R2
r
, where zj ∈ R for each j. For functions f([z]) of [z]
we shall write for short f(z) also.
Henceforth, if something other will not be specified, we shall take a func-
tion N may be depending on F , K and satisfying the following conditions:
(1) N(x, y) = EK(x, y) with an operator E in the form
(2) E = BSTg,
(3) [Lj , E] = 0 for each j,
where B is a nonzero bounded right Ar linear (or strongly right Ar linear)
operator, S = S(x, y) ∈ Aut(Matn×n(Ar)), so that B is independent of
x, y ∈ U , g ∈ Diff∞(U2
R
), g = (g1, g2), gl(U
2
R
) = UR for l = 1 and l = 2,
UR denotes the real shadow of the domain U , Aut(Matn×n(Ar)) notates the
automorphism group of the algebra Matn×n(Ar),
(4) TgK(x, y) := K(g1(x, y), g2(x, y)).
Condition (3) is implied by the following:
(5) [Lj , B] = 0 for each j,
(6) Lj,x,y(TgK(x, y)) = Tg(Lj,x,yK(x, y)) and
(7) Lj,x,y(S(x, y)K(x, y)) = S(x, y)(Lj,x,yK(x, y)) for each j and each
x, y ∈ U , where Lj,x,y are PDOs considered below.
Evidently Conditions (6, 7) are fulfilled, when Lj,x,y are polynomials of σ
k
x
and σky , all coefficients of Lj are real and the following stronger conditions
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are imposed:
(8) σkx(TgK(x, y)) = Tg(σ
k
xK(x, y)), σ
k
y (TgK(x, y)) = Tg(σ
k
yK(x, y)) and
(9) σkx(S(x, y)K(x, y)) = S(x, y)(σ
k
xK(x, y)), σ
k
y(S(x, y)K(x, y)) = S(x, y)(σ
k
yK(x, y)),
since S|i0R = I.
If coefficients of Lj may be Cayley-Dickson numbers, S = I, then Condition
(8) will suffice as well.
Particularly there may be E = B, B ∈ SLn(R), or E = I. It will also
be indicated, when E or K and hence N depend on some parameter or a
variable.
2. General approach to solutions of nonlinear vector partial
differential equations with the help of non-commutative integration
over Cayley-Dickson algebras. We consider an equation over the Cayley-
Dickson algebra Ar which is presented in the non-commutative line integral
form:
(1) K(x, y) = F (x, y) + p σ
∫ ∞
x
F (z, y)N(x, z, y)dz,
where K, F and N are continuous integrable functions of Ar variables
x, y, z ∈ U so that F , K and N have values in Matn×n(Ar), where n ≥ 1,
r ≥ 2, N and K are related by 1(1, 2), p ∈ R \ {0} is a non-zero real con-
stant. These functions F , K and N may depend on additional parameters
t, τ, ....
At first it is necessary to specify the function N and its expression
throughout F and K. It is supposed that an operator
(2) (I − AxE)K(x, y) = F (x, y) is invertible,
when N(x, z, y) = EyK(x, z) for each x, y, z ∈ U , so that (I − AxE)
−1 is
continuous, where I denotes the unit operator,
(3) AxK(x, y) := p σ
∫∞
x F (z, y)K(x, z)dz
is an operator acting by variables x.
Then R-linear partial differential operators Lk over the Cayley-Dickson
algebra Ar are provided for k = 1, ..., k0, where k0 ∈ N. It is frequently
helpful to consider their decompositions:
(4) Lkf =
∑
j i
∗
j(Lk,jf),
where f is a differentiable function in the domain of each operator Lk, Lk,j
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are components of the operators Lk so that each Lk,j is a PDO written in
real variables with real coefficients. That is Lk,jg is a real-valued function
for each ord(Lk,j) times differentiable real-valued function g in the domain
of Lk,j for every j, where ord(Lk,j) denotes the order of the PDO Lk,j. Next
the conditions are imposed on the function F :
(5) LkF = 0
for k = 1, ..., k0.
It may be necessary to consider in some problems stronger conditions:
(6)
∑
j∈Ψl i
∗
j [ ck,j(Lk,0F ) + Lk,jF ] = 0
for each k and 1 ≤ l ≤ m, where ck,j are constants ck,j ∈ Ar, Ψl ⊂
{0, 1, ..., 2r − 1} for each l,
⋃
lΨl = {0, 1, ..., 2
r − 1}, Ψn ∩ Ψl = ∅ for
each n 6= l, 1 ≤ m ≤ 2r. There is not excluded that the coefficients ck,j or
the operators Lk,j may be zero for some (k, j).
After this a function K is determined from Equation (2).
This function K may be satisfying some PDEs, when suitable PDOs Ls
and the operator E are chosen (see also §1). Indeed acting by the operator
Lk from the left on both sides of (2) one may get with the help of Conditions
either (5) or (6) the PDEs either
(7) Ls[(I − AxEy)K] = 0 or
(8)
∑
j∈Ψk i
∗
j{ ck,jLs,0[(I − AxEy)K] + Ls,j[(I − AxEy)K]} = 0 for each
k = 1, ..., m respectively for s = 1, ..., k1, where k1 ≤ k0.
Therefore this leads to the equalities
(9) (I − AxEy)(LsK) = Rs(K) for s = 1, ..., k1,
where each operator of the form
(10) Rs(f) = (I − AxEy)(Lsf)− Ls[(I − AxEy)f ]
is obtained by calculations of appearing commutators [A,B] = AB−BA and
anti-commutators {A,B} = AB +BA of operators (I − (AxEy)0), (AxEy)j,
Ls,j, j = 0, ..., 2
r − 1. The latter can be realized when the function N and
the PDOs Lj are chosen such that
(11) Rs(K) = (I − AxEy)Ms(K) for s = 1, ..., k1,
where Ms(K) are operators or functionals acting on K. Generally the op-
erators Ms may be non-R-linear and besides terms of a partial differential
operator it may contain terms containing the integral operator A. Therefore
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due to Condition (2) the function K must satisfy the PDEs or the partial
integro-differential equations (PIDEs)
(12) LsK −Ms(K) = 0 for s = 1, ..., k1,
which generally may be non-R-linear. Thus each solution K of the R-linear
integral equation (1) should also be the solution of the aforementioned PDEs
or PIDEs (12).
It is worthwhile to choose the Ar vector independent PDOs Ls for s =
1, ..., k0 and so that ck,j ∈ Riξ(k,j) and ξ(k, j) ∈ {0, 1, .., 2
r − 1} for each k, j.
Henceforward, if something other will not be outlined, we consider the
variants:
(13) F,K,N ∈ Matn×n(Ar) with 2 ≤ r ≤ 3 and B is the strongly right
Ar-linear operator; or
(14) F ∈ Matn×n(R) and K,N ∈ Matn×n(Ar) with 2 ≤ r and B is the
right Ar-linear operator (see also §1), where 1 ≤ n ∈ N.
3. Theorem. Suppose that conditions of Proposition 2.5 and 2.2(RS)
are fulfilled over the Cayley-Dickson algebra Ar with 2 ≤ r and on a domain
U satisfying Conditions 2.1(D1, D2) for the corresponding terms of operators
Ls for all s = 1, ..., k0 so that
(1) the appearing in the terms Ms(K) integrals uniformly converge by
parameters on compact sub-domains in U and
(2) limz→∞ ∂
α
x ∂
β
y ∂
ω
z (F (z, y)N(x, z, y)] = 0
the limit converges uniformly by x, y ∈ U \V for some compact subset V in U
and for each |α|+ |β|+ |ω| ≤ m, where 1 ≤ m = max{deg(Ls) : s = 1, ..., k0}
and
(3) the operator (I−AxEy) is invertible, where F is in the domain of PDOs
L1, ..., Lk0, F (x, y) ∈Matn×n(Ar) and K(x, y) ∈Matn×n(Ar), n ∈ N.
Then there exists a solution K of PDEs or PIDEs 2(12) such that K is
given by Formulas 1(1, 2), 2(1) and either 2(5) or 2(6).
Proof. The anti-derivative operator g 7→ σ
∫ x
0x
g(z)dz is compact from
C0(V,Ar) into C
0(V,Ar) for a compact domain V in Ar, where C
0(V,Ar) is
the Banach space over Ar of all continuous functions g : V → Ar supplied
with the supremum norm ‖g‖ := supx∈V |g(x)|, 0x is a marked point in V ,
x ∈ V . A function F satisfying the system of R linear PDEs 2(5) or 2(6) is
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continuous.
Therefore, due to Conditions (1−3) the anti-derivative operator σ
∫∞
x F (z, y)N(x, z, y)dz
is compact. Hence there exists δ > 0 such that the operator I − AxEy is in-
vertible when |p| < δ, where p ∈ R \ {0}. Mention that the operator Tg is
strongly left and right Ar-linear (see §1), while S is the automorphism of the
Cayley-Dickson algebra, that is S[ab] = S[a]S[b] and S[a + b] = S[a] + S[b]
for each a, b ∈ Ar.
Since the operator (I − AxEy) is invertible and Conditions 2.2(RS) and
either 2(13) or 2(14) are satisfied, then Equation 2(12) can be resolved:
(4)
∑
k kf(x, y) kg(y) = (I − AxEy)
−1u(x, y),
since if A : X → X is a bounded R linear operator on a Banach space X
with the norm ‖A‖ < 1, then the inverse of I − A exists:
(I −A)−1 =
∑∞
n=0A
n. Applying Proposition 2.5 and §2 we get the state-
ment of this theorem.
4. Remark. If Condition 2.2(RS) is not fulfilled, the corresponding
system of PDEs in real components (AxEy)j,s, kfs and kgs can be considered.
5. Lemma. Let suppositions of Proposition 2.5 be satisfied and the
operator Ax be given by Formula 2(3), let also E = Ey may be depending on
the parameter y ∈ U and let N(x, z, y) = EyK(x, z) (see Formulas 1(1−4)).
Suppose that F (x, y) ∈ Matn×n(R) and K(x, z) ∈ Matn×n(Ar) for each
x, y, z ∈ U , where r ≥ 2. Then
(1) Am(F,EyK)(x, y) = (I−AxEy)Aˆm(K,EyK)(x, y)+Pm(K,EyK)(x, y),
(2) Bm(F,EyK)(x, y) = (I−AxEy)Bˆm(K,EyK)(x, y)+Qm(K,EyK)(x, y),
where
(3) Aˆm,x,y(K(z, y), EyK(x, z))|z=x = Aˆm(K,EyK)(x, y) = −
m−1∑
j=0
σjxK1,m−j−1(x, y)
+p
m−1∑
j=1
j−1∑
j1=0
σj1x K2,m−j−1,j−j1−1(x, y)
+p2
m−1∑
j=1
j−1∑
j1=1
j1−1∑
j2=0
σj2x K3,m−j−1,j−j1−1,j1−j2−1(x, y) + ...+ p
m−2Km−1,0,...,0(x, y),
(4) Bˆm(K(z, y), EyK(x, z)) =
m∑
j=1
(−1)j{ 1σjz [K(z, y)σ
j−1
v (EyK(w, v))]
+pAˆm−j,z,y(K(z, y), EyK(z, x)(σ
j−1
v EyK(w, v)))}|v=z,w=x,
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(5) Bˆm(K,EyK)(x, y) := Bˆm(K(z, y), EyK(x, z))|z=x,
(6) Aˆ1(K,EyK)(x, y) = −K(z, y)(EyK(x, z))|z=x,
(7) Bˆ1(K(z, y), EyK(x, z)) = −K(z, y)(EyK(x, z))
for each m ≥ 2 in (3, 4), where
∑m
j=l aj := 0 for all l > m,
(8) K1,j(x, y|z) := K(x, y)σ
j
x(EyK(x, z)),
(9) Km,l1,...,lm(x, y|z) := K(x, y)[σ
lm
x EyKm−1,l1,...,lm−1(x, z)],
(10) Km,l1,...,lm(x, y) := Km,l1,...,lm(x, y|z)|z=x,
(11) Pm(K(z, y), EyK(x, z))|z=x = Pm(K,EyK)(x, y) := Ax{
∑m−1
j=1 [σ
j
x, Ey]K1,m−j−1(x, y)
+p
∑m−1
j=1
∑j−1
j1=1[σ
j1
x , Ey]K2,m−j−1,j−j1−1(x, y) + ...
+pm−3
∑m−1
j=1
∑j−1
j1=1
∑jm−4−1
jm−3=1[σ
jm−3
x , Ey]Km−2,m−j−1,j−j1−1,...,jm−4−jm−3−1(x, y)},
(12) Qm(K,EK)(x, y|z) :=
∑m−1
j=1 (−1)
jPm−j(K(η, y), EyK(z, η)(σ
j−1
v EyK(w, v))|η=z,v=z,w=x,
(13) Qm(K,EK)(x, y) := Qm(K,EK)(x, y|z)|z=x.
Proof. Formulas (6) and (7) follow immediately from that of 2.2(2, 3)
and 2.5(6, 7). Write Am for each m ≥ 2 in the form:
(14) Am(F,EyK)(x, y) = −
m∑
j=1
σj−1x {[
2σm−jx F (z, y)(EyK(x, z))]|z=x},
where σ0 = I. Using that F (z, y) = (I − AzEy)K(z, y) and F (z, y) ∈
Matn×n(R) we get from (14):
(15) Am(F,EyK)(x, y) = −
m∑
j=1
σj−1x {[(I−AxEy)K(x, y)(σ
m−j
x EyK(x, z))]|z=x}.
In virtue of Proposition 2.5 we deduce from (12) that
(16) Am(F,EyK)(x, y) = −(I − AxEy){
m∑
j=1
σj−1x K1,m−j(x, y)}+
p
m∑
j=2
Aj−1(F (z, y), EyK1,m−j(x, z))|z=x + Ax
m−1∑
j=1
[σjx, Ey]K1,m−j−1(x, y)
= −(I − AxEy){
m−1∑
j=0
σjxK1,m−j−1(x, y) + p
m−1∑
j=1
j−1∑
j1=0
σj1x K2,m−j−1,j−j1−1(x, y)}
+Ax
m−1∑
j=1
[σjx, Ey]K1,m−j−1(x, y) + pAx
m−1∑
j=1
j−1∑
j1=1
[σj1x , Ey]K2,m−j−1,j−j1−1(x, y)
+p2{
m−1∑
j=1
j−1∑
j1=1
Aj1(F (z, y), EyK2,m−j−1,j−j1−1(x, z))|z=x = ...,
since [σjx, Ey] + Eyσ
j
x = σ
j
xEy for j ≥ 1,
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AxEyK(x, y) = p σ
∫∞
x F (z, y)EyK(x, z)dz. Iterating relations (13) we
infer by induction Formulas (1, 3, 11). Then we have
(17) Bm(F (z, y), EyK(x, z)) =
m∑
j=1
(−1)j 1σm−jz
2σj−1z F (z, y)(EyK(x, z))
and for F (z, y) ∈Matn×n(R) for each z, y ∈ U this reduces to:
(18) Bm(F (z, y), EyK(x, z)) =
m∑
j=1
(−1)j 1σm−jz F (z, y)(σ
j−1
z (EyK(x, z)))
=
m∑
j=1
(−1)j1σm−jz (I − AzEy)K(z, y)(σ
j−1
v (EyK(w, v))|v=z,w=x).
Therefore, in view of Proposition 2.5 and Formula (1) the identity
(19) Bm(F (z, y), EyK(x, z)) = (I−AzEy){
m∑
j=1
(−1)j{ 1σm−jz K(z, y)(σ
j−1
v (EyK(w, v)))
+pAˆm−j,z,y(K(η, y), EyK(z, η)(σ
j−1
v EyK(w, v)))}}|η=z,v=z,w=x
+
m−1∑
j=1
(−1)jPm−j(K(η, y), EyK(z, η)(σ
j−1
v EyK(w, v))|η=z,v=z,w=x
is valid, since
AzEyK(z, y){σ
j−1
v (EyK(w, v))}|v=z,w=x =
p σ
∫ ∞
z
F (η, y){EyK(z, η){σ
j−1
v (EyK(w, v))}}dη|v=z,w=x.
6. Proposition. Suppose that
(1) a PDO Lj is a polynomial Ωj(σx, σy) of σx and σy for each j = 1, ..., k0,
coefficients of Ωj are real and Condition 1(3) is fulfilled for all j;
(2) Ls,x,yK(x, y)−(AxEyLs,x,y)K(x, y) =: Rs(K)(x, y) for each s = 1, ..., k1;
F (x, y) is in Matn×n(R) and K(x, y) ∈ Matn×n(Ar) for each x, y ∈ U (see
2(3)), σ and A are over the Cayley-Dickson algebra Ar, 2 ≤ r, n ∈ N,
1 ≤ k1 ≤ k0;
(3) Lj,x,yF (x, y) = 0 for every x, y ∈ U and j = 1, ..., k0.
Then there exists a polynomial Ms of K,E, σ and A such that
(4) Rs(K)(x, y) = (I − AxEy)Ms(K)(x, y) for each s = 1, ..., k1.
Proof. Proposition 2.5 and Corollary 2.6 imply that Rs(K)(x, y) can be
expressed as a polynomial of Am(F,EK), Bm(F,EK), σ and AEK, where
m ∈ N.
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Take an algebra B over the real field generated by the operators σ, A, E
and I:
B = algR(σx, σy, σz,Ax,Ay,Az, Ey(x, z) ∀x, y, z ∈ U ; I), where I denotes
the unit operator. In view of Proposition 3.1 [27], Theorems 2.4.1 and 2.5.2
[26] the algebra B is associative, since F (z, y) is in Matn×n(R) for each
z, y ∈ U , the algebra Matn×n(R) is associative, also E is given by 1(2, 4).
Therefore, there exists the Lie algebra L(B) generated from B with the help
of commutators [H,G] := HG − GH of elements H,G ∈ B (see also about
abstract algebras of operators and their Lie algebras in [43]). Then Ys :=
[Ls, E]L(B) is the (two-sided) ideal in L(B) and hence there exist the quotient
algebra Ls := L(B)/Ys and the quotient morphism πs : L(B)→ Ls.
Next consider the universal enveloping algebra U of the Lie algebra L(B).
In virtue of Proposition 2.1.1 [3] there exists a unique homomorphism τ
from U into B. The algebra C∞(U,Matn×n(Ar)) over the real field also
has the structure of the left module of the operator ring B and hence of
L(B) and U as well, where C∞(U,Matn×n(Ar)) denotes the algebra of all
infinitely differentiable functions from UR into Matn×n(Ar) (see §1). Since
C∞(U,Matn×n(Ar)) is dense in C
l(U,Matn×n(Ar)), then it is sufficient to
consider C∞(U,Matn×n(Ar)), where l = maxs=1,...,k0 ord(Ls). On the other
hand, [Ls, E]U =: Us is the (two-sided) ideal in U .
Let P(x, y) denote the R-linear algebra generated by sums and products
of all termsQP so that P are polynomials of functionsK ∈ C∞(U,Matn×n(Ar))
and Q are acting on them polynomials of operators σ, A, E (or B, S, Tg in-
stead of E, since E = BSTg), where coefficients of P and Q are chosen to be
real, since coefficients of each polynomial Ωj are real. Certainly the equality
αT = Tα is valid for each T ∈ Matn×n(R) and α ∈ Ar, since R is the center
of the Cayley-Dickson algebraAr, 2 ≤ r and (αT )i,j = αTi,j = Ti,jα = (Tα)i,j
for each (i, j) matrix element (αT )i,j of αT .
The polynomial Rs(K)(x, y) is calculated with the help of Conditions (3),
where s = 1, ..., k1 (see also §2). From Formula (2) it follows that the polyno-
mialRs(K)(x, y) belongs to (I−AxEy)P(x, y)+
∑k0
j=1{UjC
∞(U,Matn×n(Ar))}
for each s = 1, ..., k0. Applying the quotient mapping πj for all j = 1, ..., k0
and using Proposition 2.3.3 [3] we get Formula (4), since πj(Uj) = 0 and
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Condition 1(3) is imposed for each j = 1, ..., k0.
7. Example. Take two partial differential operators
(1) L1 = L1,x,y :=
∑
l al((−σx)
l − σly) and
(2) L2 = L2,x,y :=
∑
l al(σ
l
x − (−σy)
l),
where al ∈ R for each l when σ is over Ar with r ≥ 2, the sum is finite or
infinite, l ∈ N. The functions F (x, y) and K(x, y) of Ar variables x, y ∈ U
have values inMatn×n(R) andMatn×n(Ar) respectively, where n ≥ 1, r ≥ 2.
A domain U in Ar satisfies conditions 2.1(D1, D2) with ∞ ∈ U . On a
function F (x, y) are imposed two conditions:
(3) L1,x,yF (x, y) = 0 and
(4) L2,x,yF (x, y) = 0.
Suppose that conditions of Proposition 2.5 are fulfilled and
(5) K(x, y) = F (x, y) + pσ
∫∞
x F (z, y)N(x, z)dz,
where p is a non-zero real parameter, N(x, z) = EK(x, z) for each x, z ∈ U ,
while E is a bounded right Ar-linear operator satisfying Conditions 1(2− 4)
and either 2(13) or 2(14).
Condition (3) is equivalent to
(6)
∑
l al(−σx)
lF (x, y) =
∑
l alσ
l
yF (x, y) and (4) to
(7)
∑
l alσ
l
xF (x, y) =
∑
l al(−1)
lσlyF (x, y) = 0 correspondingly. Acting on
both sides of the equality (5) by the operator L1 and using (6) and Proposi-
tion 2.5 we get
(8) L1,x,yK(x, y) = p
∑
l al((−σx)
l − (− 1σz)
l)σ
∫∞
x F (z, y)N(x, z)dz
= p
∑
l al((−
2σx)
l − 2σlz)σ
∫∞
x F (z, y)N(x, z)dz
+p
∑
l al(−1)
l(Al(F ;N)(x, y)−Bl(F ;N)(x, y)) and hence
(9) L1,x,yK(x, y) = p
2L1,x,zσ
∫∞
x F (z, y)N(x, z)dz
+p
∑
l(−1)
lal(Al(F ;N)(x, y)− Bl(F ;N)(x, y)).
Then from (5, 7) we infer that
(10) L2,x,yK(x, y) = p
∑
l al(σ
l
x −
1σlz)σ
∫∞
x F (z, y)N(x, z)dz
= p
∑
l al(
2σlx − (−
2σz)
l)σ
∫∞
x F (z, y)N(x, z)dz
+p
∑
l al(Al(F ;N)(x, y)−Bl(F ;N)(x, y)) and consequently,
(11) L2,x,yK(x, y) = p
2L2,x,zσ
∫∞
x F (z, y)N(x, z)dz
+p
∑
l al(Al(F ;N)(x, y)−Bl(F ;N)(x, y)).
Then Equalities (9, 11) imply that
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(12) (L1,x,y ± L2,x,y)K(x, y) = p(
2L1,x,z ±
2L2,x,z)σ
∫∞
x F (z, y)N(x, z)dz
+p
∑
l al(±1 + (−1)
l)(Al(F ;N)(x, y)− Bl(F ;N)(x, y)).
We take into account sufficiently small values of the parameter p, when
the operator I − AxE is invertible, for example, ‖AxE‖ < 1, where
AxK(x, y) = pσ
∫∞
x F (z, y)K(x, z)dz. In the case F ∈ Matn×n(R) and
K ∈ Matn×n(Ar) with σ over Ar, from (5, 12), Lemma 5 and Proposition 6
it follows that K satisfies the nonlinear PDE
(13) L±x,yK(x, y)−p
∑
l(±1+(−1)
l)al[Aˆl(K;EK)(x, y)−Bl(Kˆ;EK)(x, y)] =
0, where
(14) L±x,y =
∑
l(±1 + (−1)
l)al(σ
l
x − σ
l
y),
Aˆl and Bˆl are given by Formulas 5(3− 7), since < a, b, c >= 0 when particu-
larly a ∈Matn×n(R), where < e, b, c >= (eb)c− e(bc) denotes the associator
of the Cayley-Dickson matrices e, b, c ∈ Matn×n(Ar), also since αa = aα for
each α ∈ Ar. A solution of (13) reduces to linear PDEs and is prescribed by
(3− 5). Equivalently the function K satisfies also the PDEs
(15) Ls,x,yK(x, y)−p
∑
l(−1)
slal[Aˆl(K;EK)(x, y)−Bˆl(K;EK)(x, y)] = 0
for s = 1 and s = 2. Instead of this system it is possible also to consider
separately PDOs L1 and L2 and the corresponding PDEs for F and K as
well. Thus with the help of Theorem 3 we get the following.
7.1. Theorem. Suppose that conditions of Theorem 3 and Example
7 are fulfilled, then a solution of PDE (15) is given by (3, 5), where L1 is
prescribed by Formula (1), s = 1.
8. Example. Let PDOs be
(1) L1 = L1;x,y = σx − σy,
(2) L2,j = L2,j;x,y =
∑
l(alσ
l
x + (−1)
jlblσ
l
y),
where al, bl ∈ R for each l when σ is over Am with m ≥ 2, the sum is
finite or infinite, j = 1 or j = 2. It is also supposed that the functions
F (x, y) and K(x, y) of Am variables x, y ∈ U have values in Matn×n(R) and
Matn×n(Am) correspondingly, where n ≥ 1, m ≥ 2. A domain U in Am
satisfies Conditions 2.1(D1, D2) with ∞ ∈ U . Suppose that
(3) L1;x,yF (x, y) = 0 and consider the integral relation:
(4) K(x, y) = F (x, y) + pσ
∫∞
x F (z, y)N(x, z)dz,
where N and K are related by Formulas 1(1, 2).
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Using condition (3) we can write F (x, y) = F (x+y
2
). Therefore we deduce
that
(5) L2,j;x,yK(x, y) = L2,j;x,yF (
x+ y
2
) + pL2,j;x,yσ
∫ ∞
x
F (
z + y
2
)N(x, z)dz
= L2,j;x,yF (
x+ y
2
) + p
∑
l
(alσ
l
x + (−1)
jlbl
1σlz)σ
∫ ∞
x
F (
z + y
2
)N(x, z)dz
= L2,j;x,yF (
x+ y
2
)+p
∑
l
{[(al
2σlx+(−1)
(j+1)lbl
2σlz)σ
∫ ∞
x
F (
z + y
2
)N(x, z)dz]
+alAl(F ;N)(x, y) + (−1)
jlblBl(F ;N)(x, y)}.
Imposing the condition
(6) L2;x,yF (x, y) = 0, where
(7) L2;x,y = L2,1;x,y + L2,2;x,y =
∑
l(2alσ
l
x + (1 + (−1)
l)blσ
l
y), we get the
nonlinear PDE with the help of Lemma 5 and Proposition 6
(8) L2;x,yK(x, y)−p
∑
l
{2alAˆl(K;N)(x, y)+(1+(−1)
l)blBˆl(K;N)(x, y)} = 0,
since the center of the Cayley-Dickson algebra Am is the real field R and
so the commutator of bI and σ
∫
is zero, [bI, σ
∫
] = 0, also (bI)(FK) =
F (bIK) = bFK, when b is a real constant, where I is the unit operator. A
solution of PDE (8) can be found from the linear problem (1, 3, 6, 7) using
the integral operator (4), where expressions for Aˆl and Bˆl are prescribed by
Formulas 5(3− 7).
Making the variable change y 7→ −y one gets the PDO σx + σy instead
of σx − σy and the corresponding changes in the PDO L2. Then Theorem 3
implies the following.
8.1. Theorem. Let conditions of Theorem 3 and Example 8 be fulfilled,
then a solution of PDE (8) is described by Formulas (3, 4, 6), where PDOs
L1 and L2 are provided by expressions (1, 7).
9. Example. Consider now the generalization of PDOs from §5 with
k ≥ 2:
(1) L1 = L1;x,y = σ
k
x − σ
k
y ,
(2) L2,j = L2,j;x,y =
∑
l(alσ
kl
x + (−1)
jklblσ
kl
y ),
where k is a natural number, al, bl ∈ R for each l when the Dirac type
operator σ is over Am with m ≥ 2, the sum is finite or infinite, j = 1 or
j = 2. Other suppositions are as in §8. Let
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(3) L1;x,yF (x, y) = 0 and
(4) K(x, y) = F (x, y) + pσ
∫∞
x F (z, y)N(x, z)dz,
where N is expressed through K by 1(1, 2).
Then we deduce the identities:
(5) L2,j;x,yK(x, y) = L2,j;x,yF (x, y) + pL2,j;x,yσ
∫ ∞
x
F (z, y)N(x, z)dz
= L2,j;x,yF (x, y) + p
∑
l
(alσ
kl
x + (−1)
jklbl
1σklz )σ
∫ ∞
x
F (z, y)N(x, z)dz
= L2,j;x,yF (x, y) + p
∑
l
{[(al
2σklx + (−1)
(j+1)klbl
2σlz)σ
∫ ∞
x
F (z, y)N(x, z)dz]
+alAˆkl(F ;N)(x, y) + (−1)
jklblBˆkl(F ;N)(x, y)}.
From the condition
(6) L2;x,yF (x, y) = 0 with the PDO
(7) L2;x,y = L2,1;x,y + L2,2;x,y =
∑
l(2alσ
kl
x + (1 + (−1)
kl)blσ
kl
y )
we infer that a function K is a solution of the nonlinear PDE of the form:
(8) L2;x,yK(x, y)−p
∑
l
{2alAˆkl(K;N)(x, y)+(1+(−1)
kl)blBˆkl(K;N)(x, y)} = 0.
PDE (8) can be resolved with the help of the linear problem (1, 3, 6, 7) and the
integral operator (4), where terms Aˆl and Bˆl are given by Formulas 5(3− 7),
a function N satisfies conditions 1(1 − 4) and either 2(13) or 2(14). Thus
due to Theorem 3 we have proved the following.
9.1. Theorem. Let conditions of Theorem 3 and Example 9 be satisfied,
then a solution of PDE (8) is provided by Formulas (3, 4, 6), where PDOs L1
and L2 are given by (1, 7).
10. Example. Let now the pair of PDOs be
(1) L1 = L1;x,y = σ
k
x + σ
k
y ,
(2) L2,j = L2,j;x,y =
∑
l(alσ
kl
x + (−1)
lj(k+1)blσ
kl
y ),
where k is a natural number, k ≥ 2, K, F , U and σ have the same meaning
as in §§1 and 2, al, bl ∈ R for each l when σ are over Am with m ≥ 2,
F ∈Matn×n(R) and K ∈ Matn×n(Ar), the sum is finite or infinite, j = 1 or
j = 2. Imposing the conditions
(3) L1;x,yF (x, y) = 0 and
(4) L2;x,yF (x, y) = 0 with
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(5) L2;x,y = L2,1;x,y + L2,2;x,y =
∑
l(2alσ
kl
x + (1 + (−1)
l(k+1))blσ
kl
y ) and
considering the integral transform
(6) K(x, y) = F (x, y) + pσ
∫∞
x F (z, y)N(x, z)dz,
where N is related with K by expressions 1(1, 2),
we infer that
(7) L2,j;x,yK(x, y) = L2,j;x,yF (x, y) + pL2,j;x,yσ
∫ ∞
x
F (z, y)N(x, z)dz
= L2,j;x,yF (x, y) + p
∑
l
(alσ
kl
x + (−1)
l(j+1)+jklbl
1σklz )σ
∫ ∞
x
F (z, y)N(x, z)dz
= L2,j;x,yF (x, y)+p
∑
l
{[(al
2σklx +(−1)
l(j+1)(k+1)bl
2σlz)σ
∫ ∞
x
F (z, y)N(x, z)dz]
+alAkl(F ;N)(x, y) + (−1)
l(j+1)+jklblBkl(F ;N)(x, y)}.
Thus in virtue of Lemma 5 and Proposition 6 a function K satisfies the
nonlinear PDE:
(8) L2;x,yK(x, y)−p
∑
l
{2alAˆkl(K;N)(x, y)+((−1)
l+(−1)kl)blBˆkl(K;N)(x, y)} = 0.
The solution of the latter PDE reduces to the linear problem (1, 3− 5) and
using the integral operator (6), where terms Aˆl and Bˆl are given by Formulas
5(3 − 7), a function N is of the form 1(1 − 4) and either 2(13) or 2(14) is
fulfilled also. It is also possible to change the notation bl 7→ (−1)
lbl in this
example or bl 7→ −bl in §5. Examples 7-10 correspond to different types of
PDEs such as elliptic, hyperbolic and mixed types. In view of Theorem 3
this implies the following.
10.1. Theorem. If conditions of Theorem 3 and Example 10 are satis-
fied, then a solution of PDE (8) is given by Formulas (3, 4, 6), where PDOs
L1 and L2 are as in (1, 5).
10.2. Remark. Transformation groups related with the quaternion skew
field are described in [38]. Automorphisms and derivations of the quaternion
skew field and the octonion algebra are contained in [43], that of Lie algebras
and groups in [8].
11. Example. Consider now the term N in the integral operator
(1) f(y)(g(x)K(x, y)) = F (x, y) + pσ
∫∞
x F (z, y)[f(z)(g(x)EK(x, z))]dz
with multiplier functions f(z) and g(x) satisfying definite conditions (see
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below), where F , K and N(x, z) = f(z)(g(x)EK(x, z)), p have the meaning
of the preceding paragraphs, E is an operator fulfilling Conditions 1(2, 3)
and either 2(13) or 2(14) also. Suppose that
(2) σzf(z) =
∑
j ijψj∂f(z)/∂zξ(j) = λf(z) and
(3) σxg(x) =
∑
j ijψj∂g(x)/∂xξ(j) = µg(x), where
λ =
∑
j ijψjλj and
µ =
∑
j ijψjµj with λj, µj ∈ R for each j. We choose the functions
f(z) = C1 exp(
∑
j zjλj) and g(x) = C2 exp(
∑
j xjµj) satisfying PDEs (2) and
(3) correspondingly, where C1 and C2 are real non-zero constants, xj , zj ∈ R,
x =
∑
j ijxj , x, z ∈ U . The first PDO we take as
(4) L1 = L1,x,y = σ
k
x + sσ
k
y ,
where k ≥ 1, either s = 1 or s = −1. Then the condition
(5) L1,x,yF (x, y) = 0 is equivalent to
(6) σkxF (x, y) = −sσ
k
yF (x, y).
Therefore we get from Proposition 2.5 withN(x, z) = f(z)(g(x)EK(x, z))
that
(7) σkly σ
∫ ∞
x
F (z, y)[f(z)(g(x)EK(x, z))]dz = (−s)l 1σklz σ
∫ ∞
x
F (z, y)[f(z)(g(x)EK(x, z))]dz
= sl(−1)l(k+1)[ 2σz +
4σz ]
kl
σ
∫ ∞
x
F (z, y)[f(z)(g(x)EK(x, z))]dz
+(−s)lBkl(F (z, y); [f(z)(g(x)EK(x, z))])|z=x,
where F stands on the first place, f on the second, g on the third and (EK)
on the fourth place. Then from (2) and (7) it follows that
(8) σkly σ
∫ ∞
x
F (z, y)[f(z)(g(x)EK(x, z))]dz =
sl(−1)l(k+1)[ 4σz + λ]
kl
σ
∫ ∞
x
F (z, y)[f(z)(g(x)EK(x, z))]dz
+(−s)lBkl(F (z, y); [f(z)(g(x)EK(x, z))])|z=x.
Evaluation of the other integral with the help of Proposition 2.5 and Formula
(3) leads to:
(9) σklx σ
∫ ∞
x
F (z, y)[f(z)(g(x)EK(x, z))]dz =
[ 3σx +
4σx]
kl
σ
∫ ∞
x
F (z, y)[f(z)(g(x)EK(x, z))]dz
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+Akl(F (z, y); [f(z)(g(x)EK(x, z))])|z=x,
= [ 4σx + µ]
kl
σ
∫ ∞
x
F (z, y)[f(z)(g(x)EK(x, z))]dz
+Akl(F (z, y); [f(z)(g(x)EK(x, z))])|z=x.
Thus in this particular case PDEs of Examples 7-10 change. For example,
PDE 10(8) takes the form:
(10)
∑
l
(2al(σx + µ)
kl + (1 + (−1)l(k+1))bl(σy + λ)
kl)K(x, y)
−
p
f(y)g(x)
∑
l
{2alAˆkl([f(y)(g(z)K(z, y))]; [f(z)(g(x)EK(x, z))])|z=x
+(1 + (−1)l(k+1))blBˆkl([f(y)(g(z)K(z, y))]; [f(z)(g(x)EK(x, z))])|z=x} = 0,
when F ∈ Matn×n(R) and K ∈ Matn×n(Ar) with 2 ≤ r and E is the right
linear operator over Ar, since the operator E satisfies Conditions 1(2, 3) and
either 2(13) or 2(14); the functions f(y) and g(x) have values in R \ {0}
for each x, y ∈ U , whilst R is the center of the Cayley-Dickson algebra.
Analogous changes will be in Examples 7-9.
12. Example. Let the non-commutative integral operator be
(1) K(x, y) = F (x, y) + BxK(x, y) with
(2) BxK(x, y) = pσ
∫ ∞
x
F (z, y)N(x, z, y)dz,
where F , K, N(x, z, y) are as in Proposition 2.5 and Theorem 3.3, F ∈
Matn×n(R), K and N are in Matn×n(Am), while p is a sufficiently small
non-zero real parameter, N is an operator function right linear in K as in
§1. Put
(3) N(x, z, y) = EyK(x, z) for every x, y and z in U ,
where [Ey, Lj ] = 0 for each j = 1, ..., k0 and y ∈ U , E = Ey may depend on
the variable y ∈ U also, E is an operator satisfying Conditions 1(2, 3) and
either 2(13) or 2(14), m ≥ 2. Choose two PDO
(4) L1 = L1,x,y = σx + σy,
(5) L2 = L2,x,y = (
∑
l alσ
l
x) + sσy,
where s ∈ R, s is a non-zero real constant, al ∈ R for each l when the Dirac
type operator σ is over Am with m ≥ 2. We impose the conditions:
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(6) Lj,x,yF (x, y) = 0 for j = 1 and j = 2, for all x, y ∈ U . Then it is
possible to write F (z, y) = F ( z−y
2
). Applying the PDO L2 to both sides of
(1) and using (2), Proposition 2.5 and Conditions (3− 6) we deduce that
(7) L2,x,yK(x, y) = p{
∑
l
alσ
l
x − s
1σz + s
2σy}σ
∫ ∞
x
F (z, y)N(x, z, y)dz
= [p{
∑
l
al
2σlx + s
2σz + s
2σy}σ
∫ ∞
x
F (z, y)N(x, z, y)dz]
+[p
∑
l
alAl(F ;N)(x, y)]− psB1(F ;N)(x, y).
For sufficiently small non-zero real values of p the operator I−Bx is invertible
and hence Equality (7), Lemma 5 and Proposition 6 imply that K satisfies
the nonlinear partial integro-differential equation:
(8) L2,x,yK(x, y)− [p
∑
l
alAˆl(K;N)(x, y)]− psK(x, y)N(x, x, y)
−psσ
∫ ∞
x
K(z, y)σyN(x, z, y)dz = 0.
Using Theorem 3 we deduce the following.
12.1. Theorem. A solution of PIDE (8) is described by (1, 2, 3, 6), where
PDOs L1 and L2 are given by (4, 5), provided that conditions of Theorem 3
and Example 12 are satisfied.
13. Example. Suppose that functionsK and F are related by Equations
12(1, 2) and take two PDOs
(1) L1,x,y = σx − σy and
(2) L2,x,y = ∆x + s∆y,
where the coefficient ψ0 is null in σ and hence the Laplace operator is ex-
pressed as ∆ = −σ2, while s ∈ R \ {0}. Now we take a function N in the
form
(3) N(x, z, y) = EK(x, ay + bz),
where a and b real parameters to be calculated below such that a2 + b2 > 0,
b is non-zero. Then from the conditions
(4) Lj,x,yF (x, y) = 0 for j = 1 and j = 2,
Proposition 2.5 and Corollary 2.6 it follows that
(5) L2,x,yK(x, y) = −p(σ
2
x + sσ
2
y)σ
∫ ∞
x
F (z, y)EK(x, ay + bz)dz
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= p( 2∆x−s(
1σy+
2σy)
2)σ
∫ ∞
x
F (z, y)EK(x, ay+bz)dz−pA2(F (z, y), EK(x, ay+bz))|z=x
and
(6) ( 1σy +
2σy)
2
σ
∫ ∞
x
F (z, y)EK(x, ay + bz)dz =
[ 1σ2z +ab
−1 1σz
2σz+ab
−1 2σz
1σz+a
2b−2 2σ2z ]σ
∫ ∞
x
F (z, y)EK(x, ay+bz)dz
= [ab−1( 1σz+
2σz)
2+(1−ab−1) 1σ2z+(a
2b−2−ab−1) 2σ2z ]σ
∫ ∞
x
F (z, y)EK(x, ay+bz)dz
= (1− ab−1)2 2σ2z σ
∫ ∞
x
F (z, y)EK(x, ay + bz)dz
−ab−1[σz(F (z, y)EK(x, ay + bz))]|z=x + (1− ab
−1)B2(F,EK)(x, y)
= p−1(1− ab−1)2b2Bx(σ
2
yK(x, y))
−ab−1[σz(F (z, y)EK(x, ay + bz))]|z=x + (1− ab
−1)B2(F,EK)(x, y),
since
σ2zσ
∫ ∞
x
F (z, y)N(x, z, y)dz = σ
∫ ∞
x
σ2z [F (z, y)N(x, z, y)]dz
= −σz [(F (z, y)EK(x, ay + bz))]|z=x.
Then Identities (5, 6) imply that
(7) L2,x,yK(x, y) = Bx[L2,x,yK(x, y)]− pA2(F (z, y), EK(x, ay + bz))|z=x
+psab−1[σz(F (z, y)EK(x, ay + bz))]|z=x − ps(1− ab
−1)B2(F,EK)(x, y)
when (b− a)2 = 1 and b is non-zero, that is either a = b+ 1 or a = b− 1. In
virtue of Lemma 5 and Proposition 6 this gives the nonlinear PDE for K:
(8) L2,x,yK(x, y) + pAˆ2(K(z, y), EK(x, ay + bz))|z=x
−ab−1ps[σz(K(z, y)EK(x, ay+bz))]|z=x+(1−ab
−1)psBˆ2(K(z, y), EK(x, ay+bz))|z=x = 0.
From Theorem 3 we infer the following.
13.1. Theorem. A solution of PDE (8) is given by (3, 4) and 12(1, 2),
where PDOs L1 and L2 are prescribed by (1, 2), whenever conditions of The-
orem 3 and Example 13 are satisfied.
14. Nonlinear PDE with parabolic terms. Let
(1) ∂t :=
∑v
k=1 ∂/∂tk
be the first order PDO, where t1, ..., tv are real variables independent of other
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variables x, y, z ∈ U , t = (t1, ..., tv) ∈ W , W := {t ∈ R
v : ∀k = 1, ..., v 0 ≤
tk < Tk}, where Tk is a constant, 0 < Tk ≤ ∞ for each k.
Suppose that
(2) F and K are continuously differentiable functions by tk for each k so
that σ
∫∞
x F (z, y)N(x, z, y)dz converges for some t ∈ W and
(3) the integrals σ
∫∞
x (∂tF (z, y))N(x, z, y)dz and σ
∫∞
x F (z, y)(∂tN(x, z, y))dz
converge uniformly on W in the parameter t.
In virtue of the theorem about differentiation of an improper integral by
a parameter the equality is valid:
(4) ∂t σ
∫ ∞
x
F (z, y)N(x, z, y)dz =
σ
∫ ∞
x
(∂tF (z, y))N(x, z, y)dz + σ
∫ ∞
x
F (z, y)(∂tN(x, z, y))dz.
Using (4) the commutator (I − AxEy)((∂t + Ls)f)− (∂t + Ls)[(I − AxEy)f ]
can be calculated, when there is possible to evaluate the commutator (I −
AxEy)(Lsf)− Ls[(I − AxEy)f ] = Rs(f) for suitable functions f and a PDO
Ls = Ls,x,y (see also §2).
For solution of nonlinear PDEs or PIDEs also the following will be useful
for integral operators of the form σ
∫∞
x N(x, z, y)K(x, z)dz.
14.1. Example. Let a PDO be
(1) L1 = ∂t +
∑
l al(σ
l
x + (−1)
l+1σly) and let
(2) N(x, z, y) = EyK(x, z),
where al ∈ R for all l = 0, 1, 2, ..., so that conditions 1(2, 3) and 2(1, 5) are
fulfilled, F ∈Matn×n(R), K ∈Matn×n(Ar), 2 ≤ r, the first order PDO σ is
over the Cayley-Dickson algebra Ar (see §§1, 2 and 14). Then
(∂t +
∑
l al(−1)
l+1σly)F (x, y) = −(
∑
l alσ
l
x)F (x, y)
for all x, y ∈ U . Therefore we infer from Proposition 2.5 that
(3) L1K(x, y) = p(
2∂t +
∑
l
al(σ
l
x −
1σlz)) σ
∫ ∞
x
F (z, y)EyN(x, z)dz
= p( 2∂t +
∑
l
al(
2σlx + (−1)
l+1 2σlz)) σ
∫ ∞
x
F (z, y)EyN(x, z)dz
+p
∑
l
al(Al(F ;N)(x, y)− Bl(F ;N)(x, y)).
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Hence we deduce a nonlinear PDE
(4) L1K(x, y)− p
∑
l
al(Aˆl(K;EK)(x, y)− Bˆl(K;EK)(x, y)) = 0
according to Lemma 5 and Proposition 6. Its solution reduces to the linear
problem 2(2, 5). We mention that PDE (4) corresponds to some kinds of
Sobolev type nonlinear PDEs.
14.2. Remark. Suppose that L and S are PDOs and functions f :
(a, b)× Um → Ar and g : (a, b)× U
m → Ar are in the domains of operators
exp(tL) and S correspondingly, where t is a real parameter, t ∈ (a, b), a < b,
2 ≤ r, where PDOs L and S are by variables in Um, m ∈ N. If they satisfy
the PDE
(1) exp(tL)f(t, x1, ..., xm) = Sg(t, x1, ..., xm)
for all t ∈ (a, b) and x1, ..., xm ∈ U , then
∂ exp(tL)f(t, x1, ..., xm)
∂t
= exp(tL)(
∂
∂t
+ L)f(t, x1, ..., xm)
= exp(tL)(
∂
∂t
+ L) exp(−tL)Sg(t, x1, ..., xm) =
∂Sg(t, x1, ..., xm)
∂t
,
consequently,
(2) (
∂
∂t
+ L)f(t, x1, ..., xm) = exp(−tL)
∂Sg(t, x1, ..., xm)
∂t
.
The latter also may be helpful for solutions of nonlinear PDEs with parabolic
terms.
14.3. Generalized approach. Let L1, ..., Lk and S1, ..., Sk be PDOs
which are polynomials or series of σx and σy so that
(1) [Lj , Sj] = 0
for each j = 1, ..., k, where x and y are in a domain U in the Cayley-Dickson
algebra Ar, 2 ≤ r (see §2.3). Instead of the conditions LjF = 0 it is possible
to consider more generally
(2) LjF = Gj,
where Gj are some functions known or defined by some relations, while func-
tions F , Gj and K may also depend on a parameter t ∈ W (see §14) so
that F ∈ Matn×n(R), Gj for all j and K have values in Matn×n(Ar). It is
also supposed that F and K are related by the integral equation 2(1) and
N(x, y, z) = EyK(x, z) and Conditions 1(2, 3) are satisfied. In particular, if
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(3) Gj = Lj(I + Sj)K, then a solution of the linear system of PIDEs
(4) LjF (x, y) = Lj(I + Sj)K(x, y) and
(5) (I − AxE)K(x, y) = F (x, y)
would also be a solution of nonlinear PIDEs
(6) SjLjK(x, y) +Mj(K) = 0,
where Mj corresponds to Lj for each j = 1, ..., k0 with 1 ≤ k0 ≤ k as in
§2. Thus this generalizes PIDEs 2(12). Particularly, taking Sj = ∂t we get
that Condition (1) is valid. Therefore, the technique presented in §7-14.3
encompasses some kinds of nonlinear Sobolev type PDEs as well.
15. Proposition. Let
(1) lim
z→∞
1σkz
2σsx
2σnzN(x, z, y)K(x, z) = 0
for each x, y in a domain U satisfying Conditions 2.1(D1, D2) with ∞ ∈ U
and every non-negative integers 0 ≤ k, s, n ∈ Z such that k + s + n ≤ m.
Suppose also that σ
∫∞
x ∂
α
x ∂
β
y ∂
ω
z [N(x, z, y)K(x, z)]dz converges uniformly by
parameters x, y on each compact subsetW ⊂ U ⊂ A2r for each |α|+|β|+|ω| ≤
m, where α = (α0, ..., α2r−1), |α| = α0+ ...+α2r−1, ∂
α
x = ∂
|α|/∂xα00 ...∂x
α2r−1
2r−1 ,
where N ∈ Cm(U3,Matn×n(Ar)) and K ∈ C
m(U2,Matn×n(Ar)). Then
(2) σmx σ
∫ ∞
x
N(x, z, y)K(x, z)dz =
( 1σx +
2σx)
m
σ
∫ ∞
x
N(x, z, y)K(x, z)dz + A˜m(N ;K)(x, y),
where
(3) A˜m(N ;K)(x, y) = −
m−1∑
j=0
σjx{[σ
m−j−1
x N(x, z, y)K(x, z)]|z=x}
for each m ≥ 1, σ0x = I. Moreover,
(4) 1σmz σ
∫ ∞
x
N(x, z, y)K(x, z)dz =
(− 2σz)
m
σ
∫ ∞
x
N(x, z, y)K(x, z)dz + B˜m(N ;K)(x, y),
where B˜m(N ;K)(x, y) = B˜m(N(x, z, y);K(x, z))|z=x,
(5) B˜m(N(x, z, y);K(x, z)) = [
m−1∑
k=0
(−1)k+1 1σm−k−1z
2σkz ]N(x, z, y)K(x, z).
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Proof. For m = 1 we infer that
(6) σx σ
∫ ∞
x
N(x, z, y)K(x, z)dz =
( 1σx +
2σx) σ
∫ ∞
x
N(x, z, y)K(x, z)dz −N(x, x, y)K(x, x)
and put A˜1(N ;K)(x, y) = A˜1(N(x, z, y);K(x, z))|z=x, where
(7) A˜1(N(x, z, y);K(x, z)) = −N(x, z, y)K(x, z).
Then we deduce by induction that
(8) σmx σ
∫ ∞
x
N(x, z, y)K(x, z)dz =
σx[(
1σx+
2σx)
m−1
σ
∫ ∞
x
N(x, z, y)K(x, z)dz+A˜m−1(N(x, z, y);K(x, z))|z=x] =
( 1σx +
2σx)
m
σ
∫ ∞
x
N(x, z, y)K(x, z)dz + A˜m(N ;K)(x, y)
with the convention that the operator σ
∫∞
x stands in the zero position, N
in the first and K in the second positions correspondingly, where
(9) A˜m(N ;K)(x, y) = σxA˜m−1(N ;K)(x, y)− [σ
m−1
x N(x, z, y)K(x, z)]|z=x
for each m ≥ 2. Therefore, by induction we deduce that
(10) A˜m(N ;K)(x, y) = −[σ
m−1
x N(x, z, y)K(x, z)]|z=x−
σx{[σ
m−2
x N(x, z, y)K(x, z)]|z=x} − ...−
σm−2x {[σxN(x, z, y)K(x, z)]|z=x} − σ
m−1
x N(x, x, y)K(x, x).
Then we infer:
(11) 1σz σ
∫ ∞
x
N(x, z, y)K(x, z)dz =
− 2σz σ
∫ ∞
x
N(x, z, y)K(x, z)dz + B˜1(N ;K)(x, y),
where B˜1(N ;K)(x, y) = B˜1(N(x, z, y);K(x, z))|z=x,
B˜1(N(x, z, y);K(x, z)) = −N(x, z, y)K(x, z).
Therefore applying the operator 1σz by induction we get the formulas
(12) 1σmz σ
∫ ∞
x
N(x, z, y)K(x, z)dz =
1σm−1z [−
2σz σ
∫ ∞
x
N(x, z, y)K(x, z)dz]− [ 1σm−1z N(x, z, y)K(x, z)]|z=x
= ... = (− 2σz)
m
σ
∫ ∞
x
N(x, z, y)K(x, z)dz + B˜m(N ;K)(x, y),
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where B˜m(N ;K)(x, y) = B˜m(N(x, z, y);K(x, z))|z=x,
(13) B˜m(N(x, z, y);K(x, z)) = [
m−1∑
k=0
(−1)k+1 1σm−k−1z
2σkz ]N(x, z, y)K(x, z)
= −(− 2σz)
m−1N(x, z, y)K(x, z) + 1σzB˜m−1(N(x, z, y);K(x, z)).
16. Theorem. Let {Ls : s = 1, ..., k0} be a set of PDOs which are poly-
nomials Ωs( 1σx, 2σy) over Ar or R. Let also G be the family of all operators
E = BSTg satisfying the condition [Ls, E] = 0 for each s = 1, ..., k0, where
B ∈ SLn(R), S ∈ Aut(Matn×n(Ar)), g ∈ Diff
∞(U), Tg is prescribed by
Formula 1(4), 1σx and 2σy are over the Cayley-Dickson algebra Ar, r ≥ 2.
Then the family G forms the group and there exists an embedding of G into
SLn(R)× Aut(Matn×n(Ar))×Diff
∞(U).
Proof. The composition (set theoretic) in the family G of the afore-
mentioned operators is associative. Then the inverse E−1 = T−1g S
−1B−1 of
E = BSTg exists, since B, S and Tg are invertible for every B ∈ SLn(R),
S ∈ Aut(Matn×n(Ar)) and g ∈ Diff
∞(U) so that T−1g = Tg−1 . On the
other hand, the identity E−1[Ls, E]E
−1 = −[Ls, E
−1] is valid. Thus the
equality [Ls, E] = 0 implies that Ls and E
−1 commute, [Ls, E
−1] = 0, as
well. Therefore, from E ∈ G the inclusion E−1 ∈ G follows. The iden-
tity [Ls, E1E2] = [Ls, E1]E2 + E1[Ls, E2] implies that E1E2 ∈ G whenever
E1 ∈ G and E2 ∈ G. Thus the family G has the group structure. There
exists the bijective correspondence between diffeomorphisms g ∈ Diff∞(U)
and operators Tg acting on functions defined on U with values inMatn×n(Ar)
according to Formula 1(4). Each element E in G is of the form E = BSTg,
where B ∈ SLn(R), S ∈ Aut(Matn×n(Ar)), g ∈ Diff
∞(U), consequently,
an embedding ω : G →֒ SLn(R)× Aut(Matn×n(Ar))×Diff
∞(U) exists.
4 Nonlinear PDEs used in hydrodynamics.
1. Remark. In the previous article [27] vector hydrodynamical PDEs were
investigated. Using results of Sections 2 and 3 we generalize the approach
using transformations of functions by operators E of the form 3.1(2). It
permits to consider other PDEs and study the symmetry of solutions.
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2. Example. Generalized Korteweg-de-Vries’ type PDE. Let
(1) N(x, z, y) = EK(x, z) as in 3.1(1) and let Ax be given by 3.2(3), where
E satisfies conditions 3.1(2, 4). Foliations of a domain U , operators Ls and
the cases of F and K are the same as in [27]:
(2) L1 = 1σ
2
x − 2σ
2
y and
(3) L2 = 3σt + 1σ
3
x + 3 2σy 1σ
2
x + 3 2σ
2
y 1σx + 2σ
3
y ,
where 1ψ0 = 2ψ0 = 0,
(4) L1F = 0 and L2,jF = 0 for each j = 0, ..., 2
r−1. Then equations from
example 4.2 [27] take the following form. In view of 2.6(7) and Proposition
2.5 above PDE (4.19) [27] transforms into:
(5) (1σ
2
x − 2σ
2
y)K(x, y) + 2pK(x, y)[ 1σxEK(x, x)] = 0.
Putting
(6) u(x) = 2 1σxEK(x, x)
over the quaternion skew fieldH = A2 and substitutingK(x, y) = Φ(x, k) exp(JRe(ky))
into (4), we get Schro¨dinger’s equation:
(7) 1σ
2
xΦ(x, k) + Φ(x, k)(pu−
∑
j k
2
j 2ψ
2
j ) = 0,
where k ∈ H, the generator J commutes with i0, ..., i2r−1. There is supposed
that functions F and K may depend on t. Then in formulas (4.24− 28) [27]
K changes into EK, while (4.30) [27] due to (5), 3.1(2 − 5) and 3.2(1, 2)
transforms into:
(8)−2p 1σ
∫∞
x F (z, y)[K(x, y)(1σxK(x, x))]dz = [K(x, y)−F (x, y)]STgu(x),
since E(Ku) = B((STg)(Ku)) = B(STgK)(STgu) = (EK)(STgu) (see u in
(6)). Therefore (4.29) [27] changes into
(9) I2 = −3 2σy[K(x, y)− F (x, y)](STgu(x))
+ 3p 2σy[1A2(F,EK)(x, y)− 1B2(F,EK)(x, y)].
Hence from Formulas (5, 8, 9) it follows that
(10) (3σt+ 1σ
3
x+ 3 2σy 1σ
2
x+ 3 2σ
2
y 1σx+ 2σ
3
y)K(x, y)+3
1
2σy[K(x, y)STgu(x)] =
p(23σt +
2
1σ
3
x + 3
2
1σz
2
1σ
2
x + 3
2
1σ
2
z
2
1σx +
2
1σ
3
z) 1σ
∫∞
x F (z, y)EK(x, z)dz
+3p 1σ
∫∞
x F (z, y)[
1
2σzE(K(x, z)u(x))]dz + T , where
T = p 1A3(F,EK)(x, y)− p 1B3(F,EK)(x, y)
+ 3p 2σy[1A2(F,EK)(x, y)− 1B2(F,EK)(x, y)]+
3p 12σy[F (x, y)STgu(x)]+3p (
2
1σz
2
1σx+
2
1σ
2
z−
1
1σx
2
1σx−
1
1σx
2
1σz)[F (x, y)EK(x, z)]|z=x.
Then using (5, 8− 10) we infer that
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(11) T = −p(3 21σ
2
x +
2
1σx
2
1σz + 2
2
1σz
2
1σx)[F (x, y)EK(x, z)]|z=x
−p(2 11σx
2
1σx +
2
1σx
1
1σx)[F (x, y)EK(x, x)]
+3(1−p) 2σy[F (x, y)STgu(x)]+3p (
2
1σz
2
1σx+
2
1σ
2
z−
1
1σx
2
1σx−
1
1σx
2
1σz)[F (x, y)EK(x, z)]|z=x
= −3p 11σx[F (x, y)u(x)]− 3p(
2
1σ
2
x −
2
1σ
2
z)[F (x, y)EK(x, z)]|z=x
+3(1− p) 2σy[F (x, y)STgu(x)]
+p[21σz,
2
1σx][F (x, y)EK(x, z)]|z=x + p[
1
1σx,
2
1σx][F (x, y)EK(x, x)]
= −3p 11σx[F (x, y)u(x)]+3pF (x, y)[E(K(x, x)u(x))]+3(1−p) 2σy[F (x, y)STgu(x)]
+p[21σz,
2
1σx][F (x, y)EK(x, z)]|z=x + p[
1
1σx,
2
1σx][F (x, y)EK(x, x)]
= −3p 11σx[K(x, y)u(x)]+3p
2
1σx{(1σ
∫∞
x F (z, y)EK(x, z)dz)STgu(η)}|η=x+
3pF (x, y)[E(K(x, x)u(x))] + 3(1− p) 2σy[F (x, y)STgu(x)]
+p[21σz,
2
1σx][F (x, y)EK(x, z)]|z=x + p[
1
1σx,
2
1σx][F (x, y)EK(x, x)].
Let p = 1. Therefore, in accordance with Formulas (10, 11) and 3.2(1, 2)
the equality
(12) (3σt + 1σ
3
x + 3 2σy 1σ
2
x + 3 2σ
2
y 1σx + 2σ
3
y)K(x, y)
+6(11σx+
1
2σy)[K(x, y)( 1σxEK(x, x))]−K(x, y){[1σz, 1σx]EK(x, z)]|z=x}
−[11σx,
2
1σx][K(x, y)EK(x, x)] = 0
follows, when the operator (I − AxE) is invertible.
In view of Theorem 3.3 this implies:
2.1. Theorem. If suppositions of Theorem 3.3 and Example 2 are
satisfied. Then a solution of PDE 2(12) with 1ψ0 = 2ψ0 = 0 over the Cayley-
Dickson algebra Ar with 2 ≤ r ≤ 3 is given by Formulas (2 − 4) and 2(1),
when p = 1.
2.2. Example. Korteweg-de-Vries’ type PDE. Continuing Example
2 mention that on the diagonal x = y the operators are: L1,x,x = 0, L2,x,x =
∂/∂t+8 1σ
3
x. Therefore, [L1,x,x, E] = 0 is valid. Let E be independent of the
parameter t, then [∂/∂t, E] = 0, since t ∈ R andR is the center of the Cayley-
Dickson algebra Ar. To the term 1σ
3
x the cubic form (Im w)
3 = −|w|2w
corresponds, since 1ψ0 = 0, where Im w = (w − w
∗)/2, w = i1x1ψ1 + ... +
i2r−1x2r−1ψ2r−1 , xj ∈ R for each j. That is for E = STg the restriction is
[|w|2w,E] = 0, where n = 1 and B = 1. Geometrically in the real shadow
of Im(Ar) such E = E(x) permits any rotations along the axis Jw parallel
to w such that Jw crosses the origin of the coordinate system. Evidently
[w3, E] = 0 is satisfied if [w,E] = 0, that is [1σx, E(x)] = 0. In the latter
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case and when n = 1, 1σ = 2σ, 1ψ0 = 0 and 3σt = ∂/∂t0 the differentiation
of 2(12) with the operator 1σx and the restriction on the diagonal x = y
provides the PDE
(1) vt(t, x) + 6 1σx[v(t, x)Ev(t, x)] + 1σ
3
xv(t, x) = 0
of Korteweg-de-Vries’ type, where v(t, x) = 2 1σxK(x, x). Particularly there
are solutions of PDE (1) which have the symmetry property Ev(t, x) =
v(t, x).
3. Example. Non-isothermal flow of a non-compressible New-
tonian liquid with a dissipative heating. Take the pair of PDOs
(1) L1 = σx + σy and
(2) L2 = 1σt + σ
2
x + qσyσx + σ
2
y ,
where q ∈ R is a real constant, and consider the integral equation 3.2(1)
with N of the form 3.1(1), so that
(3) L1F (x, y) = 0 and
(4) L2,jF (x, y) = 0 for each j, (see also (4.81) and (4.82) in [27]). There-
fore, in (4.83) [27] the term K changes into EK and due to Proposition 2.5
and Corollary 2.6 we deduce the formula:
(5) L2K(x, y) = I1 + I2,
where
(6) I1 = p(
2
1σt + σ
2
x + q
1σy σx) σ
∫∞
x F (z, y)EK(x, z)dz
= p(2σ2x + q
1σy
2σx) σ
∫∞
x F (z, y)EK(x, z)dz
−pσx[F (x, y)EK(x, x)]−p
2σx[F (x, y)EK(x, z)]|z=x−qpσy[F (x, y)EK(x, x)]
and
(7) − I2 = p(
1σ2z + q
1σy
1σz) σ
∫∞
x F (z, y)EK(x, z)dz
= p(2σ2z − q
1σy
2σz) σ
∫∞
x F (z, y)EK(x, z)dz
−p 1σx[F (x, y)EK(x, x)]+p
2σz[F (x, y)EK(x, z)]|z=x−qpσy [F (x, y)EK(x, x)].
Then in (4.88, 4.89) [27] K changes into EK as well and (4.90) takes the
form:
(8) L2K(x, y) = p(
2
1σt+
2σ2x+q
2σz
2σx+(q−1)
2σ2z) σ
∫∞
x F (z, y)EK(x, z)dz
−(q+2)p 2σx[F (x, y)EK(x, x)]+qp
2σx[F (x, y)EK(x, z)]|z=x+qp
2σz[F (x, y)EK(x, z)]|z=x.
Take q = 2. If the cases of F and K are the same as in Example 4.6 [27],
[L1, E] = 0 and [L2, E] = 0 and when conditions of Theorem 3.3 are fulfilled,
the equality follows:
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(9) (1σt + σ
2
x + 2
2σy
2σx + σ
2
y)K(x, y) = −2pK(x, y)[σxEK(x, x)],
where K depends on the parameter t.
Let g(x, t) = K(x, x), then on the diagonal x = y this implies the PDE:
(10) (1σt + σ
2
x)g(x, t) = −2pg(x, t)[σxEg(x, t)].
Then Equality (3) and Proposition 2.5 imply that K(x, y) = K( (ψ,x−y>
2
and the condition [L1, E]K = 0 is fulfilled, when E(x, y) = E(
(ψ,x−y>
2
.
Mention that L2,x,x = 1σt + 4σ
2
x on the diagonal x = y. Taking E inde-
pendent of t, the condition [L2,x,x, E(x, x)] = 0 means that [L2,x,x, E(0)] = 0.
Thus in the real shadow of Im(Ar) this E(0) induces any element of the
orthogonal group O(2r − 1). Then more general PDE (10) can be applied
to non-isothermal flow of a non-compressible Newtonian liquid with a dissi-
pative heating as in [27]. This also provides symmetry properties of g(t, x),
particularly, when a solution satisfies the condition Eg = g.
3.1 Theorem. Suppose that conditions of Theorem 3.3 and Example 3
are satisfied, then PDE (9) over the Cayley-Dickson algebra Ar with 2 ≤ r ≤
3 has a solution given by Formulas (3, 4), 3.1(1) and 3.2(1), where PDOs L1
and L2 are given by 2.1(1, 2), F ∈Matn×n(R) and K ∈Matn×n(Ar), n ∈ N
for r = 2, n = 1 for r = 3.
Conclusion. In the paper new integrable PDEs were found with the
help of non-commutative integration over octonions and Cayley-Dickson al-
gebras. It enlarges possibilities of previous approaches based on real and
complex numbers, because each PDE over them can be reformulated over
octonions and new types of PDEs can be encompassed. There is the vast
general research theme on integrability of differential equations and PDEs
over real and complex numbers basing on Lie groups and algebras. It is
interesting to develop this theme further and investigate integrable PDEs
using nonassociative analogs of Lie groups and algebras over octonions and
Cayley-Dickson algebras. It is planned to be continued in a next paper.
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