Abstract. This is a survey of some recent results on the rational circulant covariance extension problem: Given a partial sequence (c 0 , c 1 , . . . , c n ) of covariance lags c k = E{y(t + k)y(t)} emanating from a stationary periodic process {y(t)} with period 2N > 2n, find all possible rational spectral functions of {y(t)} of degree at most 2n or, equivalently, all bilateral and unilateral ARMA models of order at most n, having this partial covariance sequence. Each representation is obtained as the solution of a pair of dual convex optimization problems. This theory is then reformulated in terms of circulant matrices and the connections to reciprocal processes and the covariance selection problem is explained. Next it is shown how the theory can be extended to the multivariate case. Finally, an application to image processing is presented.
Introduction
The rational covariance extension problem to determine a rational spectral density given a finite number of covariance lags has been studied in great detail [1, 2, 3, 4, 6, 7, 5, 26, 27, 29, 34] , and it can be formulated as a (truncated) trigonometric moment problem with a degree constraint. Among other things, it is the basic problem in partial stochastic realization theory [5] and certain Toeplitz matrix completion problems. In particular, it provides a parameterization of the family of (unilateral) autoregressive moving-average (ARMA) models of stationary stochastic processes with the same finite sequence of covariance lags. We also refer the reader to the recent monograph [11] , in which this problem is discussed in the context of stochastic realization theory.
Covariance extension for periodic stochastic processes, on the other hand, leads to matrix completion of Toeplitz matrices with circulant structure and to partial stochastic realizations in the form of bilateral ARMA models for a stochastic processes {y(t)}, where {e(t)} is the corresponding conjugate process. This connects up to a rich realization theory for reciprocal processes [17, 18, 19, 20] . As we shall see there are also (forward and backward) unilateral ARMA representations for periodic processes.
In [21] a maximum-entropy approach to this circulant covariance extension problem was presented, providing a procedure for determining the unique bilateral AR model matching the covariance sequence. However, more recently it was discovered that the circulant covariance extension problem can be recast in the context of the optimization-based theory of moment problems with rational measures developed in [6, 7, 8, 27, 30, 31, 9, 32, 33] allowing for a complete parameterization of all bilateral ARMA realizations. This led to a a complete theory for the scalar case [12] , which was then extended to to the multivariable case in [13] . Also see [14] for modifications of this theory to skew periodic processes and [15] for fast numerical procedures.
The AR theory of [21] has been successfully applied to image processing of textures [22, 37] , and we anticipate an enhancement of such methods by allowing for more general ARMA realizations.
The present survey paper is to a large extent based on [12] , [13] and [21] . In Section 2 we begin by characterizing stationary periodic processes. In Section 3 we formulate the rational covariance extension problem for periodic processes as a moment problem with atomic measure and present the solution in the context of the convex optimization approach of [6, 7, 8, 27, 30, 31, 9] . These results are then reformulated in terms of circulant matrices in Section 4 and interpreted in term of bilateral ARMA models in Section 5 and in terms of unilateral ARMA models in Section 6. In Section 7 we investigate the connections to reciprocal processes of order n [21] and the covariance selection problem of Dempster [35] . In Section 8 we consider the situation when both partial covariance data and logarithmic moment (cepstral) data is available. To simplify the exposition the theory has so far been developed in the context of scalar processes, but in Section 9 we show how it can be extended to the multivariable case. All of these results are illustrated by examples taken from [12] and [13] . Section 10 is devoted to applications in image processing.
Periodic stationary processes
Consider a zero-mean full-rank stationary process {y(t)}, in general complex-valued, defined on a finite interval [−N + 1, N ] of the integer line Z and extended to all of Z as a periodic stationary process with period 2N so that Consequently the spectral density of {y(t)} consists of point masses on the discrete unit circle
More precisely, define the function
. This is the discrete Fourier transform (DFT) of the sequence (c −N +1 , . . . , c N ), which can be recovered by the inverse DFT (2.6)
where ν is a step function with steps
Consequently, by (2.3), dF (θ) = Φ(e iθ )dν(θ). We note in passing that
where δ k0 equals one for k = 0 and zero otherwise. To see this, note that, for k = 0,
Since {y(t)} is stationary and full rank, the Toeplitz matrix (2.9)
is positive definite for all n ∈ Z. However, this condition is not sufficient for c 0 , c 1 , . . . , c n to be a bona-fide covariance sequence of a periodic process, as can be seen from the following simple example. Consider a real-valued periodic stationary process y of period four. Then
Then looking at the covariance matrix for two periods, we obtain 
which is a Toeplitz matrix only when c 3 = c 1 . Therefore the condition c 3 = c 1 is necessary. Consequently
is a circulant matrix, where the columns are shifted cyclically, the last component moved to the top. Circulant matrices will play a key role in the following.
The covariance extension problem for periodic processes
Suppose that we are given a partial covariance sequence c 0 , c 1 , . . . , c n with n < N such that the Toeplitz matrix T n is positive definite. Consider the problem of finding and extension c n+1 , c n+2 , . . . , c 2N so that the corresponding sequence c 0 , c 1 , . . . , c N is the covariance sequence of a stationary process of period 2N .
In general this problem will have infinitely many solutions, and, for reasons that will become clear later, we shall restrict our attention to spectral function (2.5) which are rational in the sense that
where P and Q are Hermitian pseudo-polynomials of degree at most n, that is of the form
Let P + (N ) be the cone of all pseudo-polynomials (3.2) that are positive on the discrete unit circle T 2N , and let P + ⊂ P + (N ) be the subset of pseudo-polynomials (3.2) such that P (e iθ ) > 0 for all θ ∈ [−π, π]. Moreover let C + (N ) be the dual cone of all partial covariance sequences c = (c 0 , c 1 , . . . , c n ) such that c, p := n k=−n c kpk > 0 for all P ∈ P + (N ) \ {0}, and let C + be defined in the same way as the dual cone of P + . It can be shown [36] that c ∈ C + is equivalent to the Toeplitz condition T n > 0. Since P + ⊂ P + (N ), we have C + (N ) ⊂ C + , so in general c ∈ C + (N ) is a stricter condition than T n > 0.
The proof of the following theorem can be found in [12] . Theorem 1. Let c ∈ C + (N ). Then, for each P ∈ P + (N ), there is a unique Q ∈ P + (N ) such that Φ = P Q satisfies the moment conditions
Consequently the family of solutions (3.1) of the covariance extension problem stated above are parameterized by P ∈ P + (N ) in a bijective fashion. From the following theorem we see that, for any P ∈ P + (N ), the corresponding unique Q ∈ P + (N ) can be obtained by convex optimization. We refer the reader to [12] for the proofs.
Theorem 2. Let c ∈ C + (N ) and P ∈ P + (N ). Then the problem to maximize
subject to the moment conditions (3.3) has a unique solution, namely (3.1), where Q is the unique optimal solution of the problem to minimize
over all Q ∈ P + (N ), where q := (q 0 , q 1 , . . . , q n ). The functional J P is strictly convex.
Theorems 1 and 2 are discrete versions of corresponding results in [6, 7] . The solution corresponding to P = 1 is called the maximum-entropy solution by virtue of (3.4).
Remark 3.
As N → ∞ the process y looses it periodic character, and its spectral density Φ ∞ becomes continuous and defined on the whole unit circle so that
In fact, denoting by Q N the solution of Theorem 1, it was shown in [12] that Φ ∞ = P/Q ∞ , where, for each fixed P ,
is the unique Q such that Φ ∞ = P/Q satisfies the moment conditions (3.6).
Reformulation in terms of circulant matrices
Circulant matrices are Toeplitz matrices with a special circulant structure
where the columns (or, equivalently, rows) are shifted cyclically, and where γ 0 , γ 1 , . . . , γ ν here are taken to be complex numbers. In our present covariance extension problem we consider Hermitian circulant matrices 
The pseudo-polynomial
Clearly S is itself a circulant matrix (although not Hermitian) with symbol S(ζ) = ζ. A necessary and sufficient condition for a matrix M to be circulant is that
Hence, since S −1 = S T , the inverse of a circulant matrix is also circulant. More generally, if A and B are circulant matrices of the same dimension with symbols A(ζ) and B(ζ) respectively, then AB and A + B are circulant matrices with symbols A(ζ)B(ζ) and A(ζ) + B(ζ), respectively. In fact, the circulant matrices of a fixed dimension form an algebra -more precisely, a commutative *-algebra with the involution * being the conjugate transpose -and the DFT is an algebra homomorphism of the set of circulant matrices onto the pseudo-polynomials of degree at most N in the variable ζ ∈ T 2N . Consequently, circulant matrices commute, and, if M is a circulant matrix with symbol M (ζ) then M −1 is circulant with symbol M (ζ) −1 . The proof of the following proposition is immediate. 
is a 2N × 2N Hermitian circulant matrix with symbol Φ(ζ) given by (2.5).
The covariance extension problem of Section 3, called the circulant rational covariance extension problem, can now be reformulated as a matrix extension problem. The given covariance data c = (c 0 , c 1 , . . . , c n ) can be represented as a circulant matrix
where the unknown covariance lags c n+1 , c n+2 , . . . , c N in (4.7), to be determined, here are replaced by zeros. A circulant matrix of type (4.8) is called banded of order n. We recall that n < N . From now one we drop the attribute 'Hermitian' since we shall only consider such circulant matrices in the sequel. A banded circulant matrix of order n will thus be determined by n + 1 (complex) parameters. The next lemma establishes the connection between circulant matrices and their symbols.
Lemma 5. Let M be a circulant matrix with symbol M (ζ). Then
where F is the unitary matrix
Proof. The discrete Fourier transform F maps a sequence (g −N +1 , g −N +2 , . . . , g N ) into the sequence of complex numbers
The sequence g can be recovered from G by the inverse transform (4.14)
This correspondence can be written
, . . . , g N ) T , and F is the nonsingular 2N × 2N Vandermonde matrix (4.11). Clearly F is unitary. Since
from which (4.10) follows. Finally, since log M (ζ) is analytic in the neighborhood of each M (ζ k ) > 0, the eigenvalues of log M are just the real numbers log M (ζ k ), k = −N + 1, . . . , N , by the spectral mapping theorem [10, p. 557], and hence (4.12) follows.
We are now in a position to reformulate Theorems 1 and 2 in terms of circulant matrices. To this end first note that, in view of Lemma 5, the cone P + (N ) corresponds to the class of positive-definite banded 2N × 2N circulant matrices P of order n. Moreover, by Plancherel's Theorem for DFT, which is a simple consequence of (2.8), we have
and hence, by Lemma 5,
Consequently, c ∈ C + (N ) if and only if tr(CP) > 0 for all nonzero, positivesemidefinite, banded 2N × 2N circulant matrices P of order n. Moreover, if Q and P are circulant matrices with symbols P (ζ) and Q(ζ), respectively, then, by Lemma 5, P (ζ)/Q(ζ) is the symbol of Q −1 P. Therefore Theorem 1 has the following matrix version.
Theorem 6. Let c ∈ C + (N ), and let C be the corresponding circulant matrix (4.8). Then, for each positive-definite banded 2N ×2N circulant matrices P of order n, there is unique positive-definite banded 2N × 2N circulant matrices Q of order n such that
In the same way, Theorem 2 has the following matrix version, as can be seen by applying Lemma 5.
Theorem 7.
Let c ∈ C + (N ), and let C be the corresponding circulant matrix (4.8). Moreover, let P be a positive-definite banded 2N × 2N circulant matrix of order n. Then the problem to maximize (4.18) I P (Σ) = trace(P log Σ) subject to
has a unique solution, namely (4.17), where Q is the unique optimal solution of the problem to minimize
over all positive-definite banded 2N × 2N circulant matrices Q of order n, where q := (q 0 , q 1 , . . . , q n ). The functional J P is strictly convex.
Bilateral ARMA models
Suppose now that we have determined a circulant matrix extension (4.17). Then there is a stochastic vector y formed from the a stationary periodic process with corresponding covariance lags (2.3) so that
LetÊ{y(t) | y(s), s = t} be the wide sense conditional mean of y(t) given all {y(s), s = t}. Then the error process
is orthogonal to all random variables {y(s), s = t}, i.e., E{y(t) d(s)} = σ 2 δ ts , t, s ∈ Z 2N := {−N + 1, −N + 2, . . . , N }, where σ 2 is a positive number. Equivalently,
, where I is the 2N × 2N identity matrix. Setting e := d/σ 2 , we then have
i.e., the corresponding process e is the conjugate process of y [24] . Interpreting (5.1) in the mod 2N arithmetics of Z 2N , y admits a linear representation of the form
where G is a 2N × 2N Hermitian circulant matrix with ones on the main diagonal.
Since GE{yy * } = E{ey * } = I, G is also positive definite and the covariance matrix Σ is given by
which is circulant, since the inverse of a circulant matrix is itself circulant. In fact, a stationary process y is full-rank periodic in Z 2N , if and only if Σ is a Hermitian positive definite circulant matrix [21] . Since G is a Hermitian circulant matrix, it has a symbol
and the linear equation can be written in the autoregressive (AR) form
However, in general G is not banded and n << N , and therefore (5.5) is not a useful representation. Instead using the solution (4.17), we have G = P −1 Q, where P and Q are banded of order n with symbols
and hence (5.3) can be written Qy = Pe, or equivalently in the ARMA form
Consequently, by Theorem 6, there is a unique bilateral ARMA model (5.6) for each banded positive-definite Hermitian circulant matrix P of order n, provided c ∈ C + . Of course,we could use the maximum-entropy solution with P = I leading to an AR model
Next, to illustrate the accuracy of bilateral AR modeling by the methods described so far we give some simulations from [12] , provided by Chiara Masiero. Given an AR model of order n = 8 with poles as depicted in Figure 5 .1, we compute a covariance sequence c = (c 0 , c 1 , . . . , c n ) with n = 8, which is then used to solve the optimization problem (4.20) with P = I to obtain a bilateral AR approximations of degree eight for various choices of N . In Figure 5 .2, the left picture depicts the spectral density for N = 128 together with the true spectral density (dashed line), and the right picture illustrates how the estimation error decreases with increasing N . 6. Unilateral ARMA models and spectral factorization
As explained in Section 2, a periodic process y has a discrete spectrum, and Theorem 1 provides values of
only in the discrete points z ∈ T 2N := {ζ −N +1 , ζ −n+2 , . . . , ζ N }. Since Φ takes positive values on T 2N , there is a trivial discrete factorization
we can write (6.1) in the form
where W (ζ) is the discrete Fourier transform
Applying Lagrange interpolation to W , we obtain a spectral factorization equation
defined on the whole unit circle, whereΦ(ζ) = Φ(ζ) on T 2N . This is a spectral density of non-periodic stationary process but should not be confused with Φ ∞ in Remark 3, which is the unique continuous Φ with numerator polynomial P and the same covariance structure as the periodic process y, i.e.,
In fact, although
the non-periodic process with spectral densityΦ has the covariance lags
which differ from c 0 , c 1 , . . . , c n . However, setting ∆θ j := θ j − θ j−1 where e θ j = ζ j , we see from (2.4) that ∆θ j = π/N and that the integral (6.4) withΦ fixed is the Riemann sum
converging toc k for k = 0, 1, . . . , n as N → ∞. By Proposition 4, Φ(ζ) is the symbol of the circulant covariance matrix Σ, and hence (6.2) can be written in the matrix form
where W is the circulant matrix with symbol W (ζ). The spectral-factorization (6.3) has a unique outer spectral factor W (z); see, e.g., [11] . As explained in detail in [39] , this corresponds in the discrete setting to W (ζ) taking the form
which in turn corresponds to W being lower-triangular circulant, i.e.,
Note that a lower-triangular circulant matrix is not lower triangular as the circulant structure has to be preserved. Since Σ is invertible, then so is W.
Next define the periodic stochastic process {w(t), t = −N + 1 . . . , N } for which w = [w(−N + 1), w(−N + 2), . . . , w(N )] T is given by (6.8)
Then, in view of (6.5), we obtain E{ww * } = I, i.e., the process w is a white noise process. Consequently we have the unilateral representation
in terms of white noise.
To construct an ARMA model we appeal to the following result, which is easy to verify in terms of symbols but, as demonstrated in [39] , also holds for block circulant matrices considered in Section 9. 
which together with (6.8) yields Ay = Bw, i.e., the unilateral ARMA model
Since A is nonsingular, a 0 = 0, and hence we can normalize by setting a 0 = 1. In particular, if P = I, we obtain the AR representation
Symmetrically, there is factorization
whereW is upper-diagonal circulant, i.e. the transpose of a lower-diagonal circulant matrix, and a white-noise process (6.13)w =W −1 y.
Likewise there are factorizations
Q =ĀĀ * and P =BB * , whereĀ andB are banded upper-diagonal circulant matrices of order n. This yields a backward unilateral ARMA model (6.14)
These representations should be useful in the smoothing problem for periodic systems [20] .
Reciprocal processes and the covariance selection problem
Let A, B and X be subspaces in a certain common ambient Hilbert space of zero mean second order random variables. We say that A and B are conditionally orthogonal given X if
(see, e.g., [11] ), which we denote A ⊥ B | X, and which clearly is equivalent to
Conditional orthogonality is the same as conditional uncorrelatedness, and hence conditional independence in the Gaussian case. Let y [t−n,t) and y (t,t+n] be the n-dimensional random column vectors obtained by stacking y(t−n), y(t−n+1) . . . , y(t−1) and y(t+1), y(t+2) . . . , y(t+n), respectively, in that order. In the same way, y [t−n,t] is obtained by appending y(t) to y [t−n,t) as the last element, etc. Here and in the following the sums t − k and t + k are to be understood modulo 2N . This is a generalization introduced in [21] of the concept of reciprocal process, which can be trivially extended to vector processes. In fact, a reciprocal process in the original sense is here a reciprocal process of order one. This concept does not require stationarity, although in the paper it will always be assumed.
It follows from [11, Proposition 2.4.2 (iii)] that {y(t)} is reciprocal of order n if and only if
In particular, the estimation error
must clearly be orthogonal to all random variables {y(s), s = t}; i.e. E{d(t)y(s)} = σ 2 δ st , where σ 2 is the variance of d(t). Then e(t) := d(t)/σ 2 is the (normalized) conjugate process of y satisfying (5.2), i.e., (7.6) E{e(t)y(s)} = δ ts .
Since e(t + k) is a linear combination of the components of the random vector y [t+k−n,t+k+n] , it follows from (7.6) that both e(t + k) and e(t − k) are orthogonal to e(t) for k > n. Hence the process {e(t)} has correlation bandwidth n, i.e., (7.7) E{e(t + k) e(t)
and consequently (y, e) satisfies (5.3), where G is banded of order n, which corresponds to an AR representation (5.7). Consequently, the AR solutions of the rational circulant covariance extension problem are precisely the ones corresponding to a reciprocal process {y(t)} of order n. Next we demonstrate how this representation is connected to the covariance selection problem of Dempster [35] by deriving a generalization of this seminal result.
Let J := {j 1 , . . . , j p } and K := {k 1 , . . . , k q } be two subsets of {−N + 1, −N + 2, . . . , N }, and define y J and y K as the subvectors of y = (y −N +1 , y −N +2 , · · · , y N ) T with indices in J and K, respectively. Moreover, leť Y J,K := span{y(t); t / ∈ J, t / ∈ K} =Y J ∩Y K , whereY J := span{y(t); t / ∈ J}. With a slight misuse of notation, we shall write
to mean that the subspaces spanned by the components of y J and y K , respectively, are conditionally orthogonal givenY J,K . This condition can be characterized in terms of the inverse of the covariance matrix Σ := E{yy
of y.
be the concentration matrix of the random vector y. Then the conditional orthogonality relation (7.8) holds if and only if g jk = 0 for all (j, k) ∈ J × K.
Proof. Let E J be the 2N × 2N diagonal matrix with ones in the positions (j 1 , j 1 ) , . . . , (j m , j m ) and zeros elsewhere and let E K be defined similarly in terms of index set K. ThenY J is spanned by the components of y − E J y andY K by the components of y − E K y. Letỹ
and note that its q × q covariance matrix Σ K := E{ỹ Kỹ * K } must be positive definite, for otherwise some linear combination of the components of y K would belong yoY
and therefore
However, since the nonzero components ofÊ{E K y |Y ⊥ K } are those ofỹ K , there is an 2N × q matrix Π K with the unit vectors e k i , i = 1, . . . , q, as the rows such that
However,
so the proof will complete if we show that
the proof of which follows precisely the lines of Lemma 2.6.9 in [11, p. 56].
Taking J and K to be singletons we recover as a special case Dempster's original result [35] .
To connect back to Definition 9 of a reciprocal process of order n, use the equivalent condition (7.4) so that, with J = {t} and K = [t − n, t + n] c , y J = y(t) and y K are conditionally orthogonal givenY
, and hence Theorem 10 states precisely that the circulant matrix G is banded of order n. We stress that in general G = Σ −1 is not banded, as the underlying process {y(t)} is not reciprocal of degree n, and we then have an ARMA representation as explained in Section 5.
Detemining P with the help of logarithmical moments
We have shown that the solutions of the circulant rational covariance extension problem, as well as the corresponding bilateral ARMA models, are completely parameterized by P ∈ P + (N ), or, equivalently, by their corresponding banded circulant matrices P. This leads to the question of how to determine the P from given data.
To this end, suppose that we are also given the logarithmic moments
In the setting of the classical trigonometric moment problem such moments are known as cepstral coefficients, and in speech processing, for example, they are estimated from observed data for purposes of design. Following [12] and, in the context of the trigonometric moment problem, [25, 26, 27, 28] , we normalize the elements in P + (N ) to defineP + (N ) := {P ∈ P + (N ) | p 0 = 1} and consider the problem to find a nonnegative integrable Φ maximizing
log Φ(ζ j ) subject to the moment constraints (2.6) and (8.1) . It is shown in [12] that if there is a maximal Φ that is positive on the unit circle, it is given by
where (P, Q) is the unique solution of the dual problem to minimize
over all (P, Q) ∈P + (N ) × P + (N ), where γ = (γ 0 , γ 1 , . . . , γ n ) and p = (p 0 , p 1 , . . . , p n ) with γ 0 = 0 and p 0 = 1. The problem is that the dual problem might have a minimizer on the boundary so that there is no stationery point in the interior, and then the constraints (8.1) will in general not be satisfied [12] . Therefore the problem needs to be regularized in the style of [29] . More precisely, we consider the regularized problem to minimize
for some suitable λ > 0 over all (P, Q)
where Γ is the Hermitian circulant matrix with symbol
Therefore, in the circulant matrix form, the regularized dual problem amounts to minimizing (8.6) over all banded Hermitian circulant matrices P and Q of order n subject to p 0 = 1. It is shown in [12] that
or, equivalently in symbol form (8.3), maximizes (8.9) I(Σ) = tr{log Σ} = log det Σ, or, equivalently (8.2), subject to (2.6) and (8.1), the latter constraint modified so that the logarithmic moment γ k is exchanged for γ k + ε k , k = 1, 2, . . . , n, where
P being the optimal P . The following example from [12] , provided by Chiara Masiero, illustrates the advantages of this procedure. We start from an ARMA model with n = 8 poles and three zeros distributed as in Figure 8 .1, from which we compute c = (c 0 , c 1 , . . . , c n ) and γ = (γ 1 , . . . , γ n ) for various choices of the order n. First we determine the maximum entropy solution from c with n = 12 and N = 1024. The resulting spectral function Φ is depicted in the left plot of Figure 8 .2 together with the true spectrum. Next we compute Φ by the procedure in this section using c and γ with n = 8 and bilateral AR with n = 12 and N = 1024; (right) bilateral ARMA with n = 8 and N = 128 using both covariance and logarithmic moment estimates. N = 128. The result is depicted in the right plot of Figure 8 .2 again together with the true spectrum. This illustrates the advantage of bilateral ARMA modeling as compared to bilateral AR modeling, as a much lower value on N provides a better approximation, although n is smaller.
Extensions to multivariate case
To simplify notation we have so far restricted our attention to scalar stationary periodic processes. We shall now demonstrate that most of the results can be simply extended to the multivariate case, provided we restrict the analysis to scalar pseudopolynomials P (ζ). In fact, most of the equations in the previous section will remain intact if we allow ourselves to interpret the scalar quantities as matrix-valued ones.
Let {y(t)} be a zero-mean stationary m-dimensional process {y(t)} defined on Z 2N ; i.e., a stationary process defined on a finite interval [−N + 1, N ] of the integer line Z and extended to all of Z as a periodic stationary process with period 2N . Moreover, let C −N +1 , C −N +2 , . . . , C N be the m × m covariance lags C k := E{y(t + k)y(t) * }, and define its discrete Fourier transformation
which is a positive, Hermitian matrix-valued function of ζ. Then, by the inverse discrete Fourier transformation,
where the Stieljes measure dν is given by (2.7). The m × m matrix function Φ is the spectral density of the vector process y. In fact, let
be the discrete Fourier transformation of the process y. Since
by (2.8), the random variables (9.3) are uncorrelated, and
This yields a spectral representation of y analogous to the usual one, namely
where dŷ :=ŷ(e iθ )dν. Next, we define the class P 
of degree at most n that are positive definite on the discrete unit circle T 2N , and let P T
is positive definite [13] , a condition that is necessary, but in general not sufficient, for C ∈ C (m,n) + (N ) to hold. The basic problem is now the following. Given the sequence C = (C 0 , C 1 , . . . , C n ) ∈ C (m,n) + (N ) of m × m covariance lags, find an extension C n+1 , C n+2 , . . . , C N with C −k = C * k such that the spectral function Φ defined by (9.1) has the rational form
satisfies the moment conditions
Theorem 11 is a direct consequence of the following theorem, which also provides an algorithm for computing the solution.
(N ), the problem to maximize the functional
subject to the moment conditions (9.10) has a unique solutionΦ, and it has the form
(N ) is the unique solution to the dual problem to minimize
The proofs of Theorems 11 and 12 follow the lines of [12] . It can also be shown that the moment map sending Q ∈ P
To formulate a matrix version of Theorems 11 and 12 we need to introduce (Hermitian) block-circulant matrices (9.14)
where ⊗ is the Kronecker product and S is the nonsingular 2N × 2N cyclic shift matrix (4.4). The notation S will now be reserved for the 2mN × 2mN block-shift matrix
is both necessary and sufficient for M to be m × m block-circulant. The symbol of M is the m × m pseudo-polynomial
We shall continue using the notation
The problem can now be reformulated in the following way. Given the banded block-circulant matrix
of order n, find an extension C n+1 , C n+2 , . . . , C N such that the block-circulant matrix
has the symbol (9.8).
To proceed we need a block-circulant version of Lemma 5.
Lemma 13. Let M be a block-circulant matrix with symbol M (ζ). Then
where F is the unitary 2mN × 2mN matrix
where diag stands for block diagonal.
The proof of Lemma 13 will be omitted, as it follows the same lines as that of Lemma 5 with straight-forward modification to the multivariate case. Clearly the inverse
is also block-circulant, and
However, unlike the scalar case block-circulant matrices do not commute in general. Given Lemma 13, we are now in a position to reformulate Theorems 11 and 12 in matrix from. Theorem 14. Let C ∈ C (m,n) + (N ), and let C be the corresponding block-circulant matrix (9.19) and (9.7) the corresponding block-Toeplitz matrix. Then, for each positivedefinite banded 2mN × 2mN block-circulant matrices
, there is a unique sequence Q = (Q 0 , Q 1 , . . . , Q n ) of m × m matrices defining a positive-definite banded 2mN × 2mN block-circulant matrix
of order n such that
is a block-circulant extension (9.20) of C. The block-circulant matrix (9.28) is the unique maximizer of the function (9.29) I P (Σ) = tr(P log Σ) subject to
Moreover, Q is the unique optimal solution of the problem to minimize
over all positive-definite banded 2mN × 2mN block-circulant matrices (9.27) of order n. The functional J P is strictly convex.
For P = I we obtain the maximum-entropy solution considered in [21] , where the primal problem to maximize I I subject to (9.30) was presented. In [21] there was also an extra constraint (9.16), which, as we can see, is not needed, since it is automatically fulfilled. For this reason the dual problem presented in [21] is more complicated than merely minimizing J I .
Next suppose we are also given the (scalar) logarithmic moments (8.1) and that C ∈ C 
However, the minimum of (9.33) may end up on the boundary, in which case the constraint (8.1) may fail to be satisfied. Therefore, as in the scalar case, we need to regularize the problem by instead minimizing (9.35) J λ (P, Q) = tr{CQ} − tr{ΓP} + tr{P log PQ −1 } − λ tr{log P}.
This problem has a unique optimal solution (9.32) satisfying (9.30), but not (8.1). The appropriate logarithmic moment constraint is obtained as in the scalar case by exchanging γ k for γ k + ε k for each k = 1, 2, . . . , n, where ε k is given by (8.10). where {e(t)} is the conjugate process of {y(t)}, Q 0 , Q 1 , . . . , Q n are m × m matrices, whereas p 0 , p 1 , . . . , p n are scalar with p 0 = 1. We illustrate this theory with a simple example from [13] , where a covariance sequence C := (C 0 , C 1 , . . . C n ) and a cepstral sequence γ := (γ 1 , γ 2 , . . . , γ n ) have been computed from a two-dimensional ARMA process with a spectral density Φ := P Q −1 , where P is a scalar pseudo-polynomial of degree three and Q is a 2 × 2 matrix-valued pseudo-polynomial of degree n = 6. Its zero and poles are illustrated in Fig. 9.1 . Given C and γ, we apply the procedure in this section to determine a pair (P, Q) of order n = 6. For comparison we also compute an bilateral AR approximation with n = 12 fixing P = I. As illustrated in Fig. 9.2 , the bilateral ARMA model of order n = 6 computed with N = 32 outperforms the bilateral AR model of order n = 12 with N = 64.
The results of Section 5 can also be generalized to the multivariate case along the lines described in [39] .
Application to image processing
In [21] the circulant maximum-entropy solution has been used to model spatially stationary images (textures) [38] in terms of (vector-valued) stationary periodic processes. The image could be thought of as an m × M matrix of pixels where the columns form a m-dimensional reciprocal process {y(t)}, which can extended to a periodic process with period M > N outside the interval T on the covariance lags C k := E{y(t + k)y(t) T }, leading to a circulant Toeplitz matrix. The problem considered in [21] is to model the process {y(t)} given (estimated) C 0 , C 1 , . . . , C n , where n < N with an efficient low-dimensional model. This is precisely a problem of the type considered in Section 9.
Solving the corresponding circulant maximum-entropy problem (with P = I), n = 1, m = 125 and N = 88, Carli, Ferrante, Pavon and Picci [21] derived a bilateral model of the images at the bottom row of Figure 10 .2 to compress the images in the top row, thereby achieving a compression of 5:1. While the compression ratio falls short of competing with current jpeg standards (typically 10:1 for such quality), our approach suggests a new stochastic alternative to image encoding. Indeed the results in Figure 10 .2 apply just the maximum entropy solution of order n = 1. Simulations such as those in Figure 8 .2 suggest that much better compression can be made using bilateral ARMA modeling.
An alternative approach to image compression using multidimensional covariance extension can be found in the recent paper [40] . 
