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Abstract
The algorithm by Bar-Yehuda, Goldreich and Itai is one of the best known randomized broadcast algorithms for radio networks.
Its probability of success and time complexity are nearly optimal. We propose a modification of this algorithm, which decreases
the communication complexity, preserving other properties. Moreover, we show that the local communication complexity of the
modified algorithm is deterministic.
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1. Introduction and related work
Broadcasting serves many different purposes in the contemporary networking. For example, it is often used in
collecting the global state of a network and plays an important role in routing protocols for radio networks [1].
Following [2], the goal of the broadcasting is to transmit a message from one node of the network, called the
source, to all other nodes. Remote nodes eventually get the source message via intermediate nodes, along paths in the
network.
We will restrict our attention to the problem of broadcasting in stationary radio networks. In such cases the mes-
sages are passed via radio transmissions and the network stations are immobile. Message passing takes form of local
broadcasts, in which a signal transmitted by a node v reaches all nodes within the transmission range of v. The
message is successfully received by a node w if and only if w is not transmitting and the signal from exactly one
transmitting neighbour reaches w.
The fastest known deterministic broadcast algorithm for radio networks was published by Kowalski and Pelc [3]
and its time complexity O(n logn logD) (D is a network diameter) closes to the lower bound (n logD) proved by
Clementi, Monti and Silvestri [4]. In the class of randomized algorithms, the algorithm by Bar-Yehuda, Goldreich
and Itai [5] is nearly optimal. Its time complexity O(D logn + log2 n) closes to the lower bound (D log(n/D)) for
* Corresponding author.
E-mail addresses: ttomek@amu.edu.pl (T. Tyrakowski), palka@amu.edu.pl (Z. Palka).1570-8667/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.jda.2006.03.022
324 T. Tyrakowski, Z. Palka / Journal of Discrete Algorithms 5 (2007) 323–329randomized algorithms formulated by Kushilevitz and Mansour [6]. Other results concerning broadcasting algorithms
can be found e.g. in [7–11] (for stationary radio networks) and in [12,13] (for mobile radio networks).
While much effort has been made to decrease the time complexity of broadcast algorithms, their communication
complexity has been considered to be of less importance. However, due to the increasing usage of mobile computing
devices, which rely solely on the battery power, the number of transmitted messages becomes a critical factor in
mobile networks (see for example [14–17]).
The broadcast algorithm, we focus on in this paper, can be successfully applied to mobile networks (some simula-
tion results can be found in [18]), therefore studying its communication complexity is justified.
Our main result is a modified Bar-Yehuda, Goldreich and Itai’s broadcast algorithm, which communication com-
plexity is lower than that of the original algorithm. Moreover, it is locally deterministic, i.e. the number of transmis-
sions of a single network node is fixed (while in the original algorithm it is not). We also prove that all other properties
of the algorithm are preserved.
In Section 2 we provide the definition of the Bar-Yehuda, Goldreich and Itai’s broadcast algorithm and present
some of its properties. Our main result is given in Section 3. Section 4 contains the comparison of the original and
modified algorithms in simulation.
2. The model and the algorithm
Assume that the radio network is described by a communications graph, i.e. a pair of sets G = (V ,E), where V
(called the set of vertices) consists of the network nodes, |V | = n, and E ⊆ V × V (called the set of arcs) determines
the presence of the wireless communication links. In particular, if v,w ∈ V then (v,w) ∈ E means that a message
transmitted by v reaches w directly. It is clear that a message reaches all neighbours of a transmitter.
We also assume that the communication is synchronous, i.e. it consists of rounds of fixed length. In each round,
a node can act either as a transmitter, or a receiver. We denote by T (t) the set of transmitters in round t .
A message m transmitted by a node v is received by a node w in round t if and only if the following conditions are
satisfied:
(i) (v,w) ∈ E,
(ii) w /∈ T (t),
(iii) ∀x ∈ V,x = v: x ∈ T (t) ⇒ (x,w) /∈ E.
In other words, a message is successfully received if the receiver has exactly one transmitting neighbour in the
given round.
By the time complexity of a broadcast algorithm we mean the number of rounds it requires to complete its job. By
its communication complexity we mean the total number of transmitted messages (i.e. all transmissions of all nodes)
during the execution of the algorithm.
Throughout the paper Δ denotes the maximum in-degree of the communications graph, m is the message being
broadcasted, 0 < ε < 1 is fixed, and all logarithms are of base 2. The Bar-Yehuda, Goldreich and Itai’s broadcast
algorithm [5] consists of the following procedures:
procedure Decay(k,m)
repeat
transmit m
coin ← 0 or 1 (with equal probability)
until coin = 0 or k iterations occured
procedure Broadcast(ε)
k ← 2	logΔ

t ← 	log(n/ε)

wait until a message arrives; let m be that message
if m received for the first time then
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wait until round ≡ 0 (mod k)
Decay(k,m)
until t iterations occurred
Following [5], a network is said to execute the Broadcast-scheme if a processor, denoted by s, transmits an initial
message and each processor executes the above Broadcast procedure.
The idea of the algorithm is fairly simple, yet surprisingly efficient. To ensure successful message delivery by a set
of transmitters executing Decay, the transmitters fall silent according to a random event with the probability increasing
in each subsequent round. Thus, about a half of remaining transmitters fall silent after each round, therefore a round
with exactly one remaining transmitter (i.e. no collisions) should occur with certain probability.
The authors in [5] proved the following two properties of the algorithm.
Lemma 1. If a network executes Broadcast-scheme then
P(all nodes receive m) 1 − ε.
Theorem 2. Let
T = 2D + 5 max{√D,√log(n/ε)} ·√log(n/ε).
Assume that Broadcast-scheme starts at Time = 0. Then, with probability  1 − 2ε, by time 2	logΔ
 · T all nodes
received the message. Furthermore, with probability  1 − 2ε, all nodes have terminated by time
2	logΔ
 · (T + 	log(n/ε)
).
Now we prove that the communication complexity of the algorithm is characterized by the following result.
Lemma 3. The expected communication complexity of Broadcast-scheme in a communications graph G consisting of
n nodes is at most 2n	log(n/ε)
.
Proof. Let T be a random variable denoting the number of messages transmitted in a single run of the procedure
Decay. By the definition of Decay we have
(1)P(T = i) =
{
1/2i for 1 i  k,
0 otherwise.
Hence
(2)E(T ) =
∞∑
i=0
iP (T = i) =
k∑
i=1
i
2i
 2.
Thus, the expected communication complexity of Decay does not exceed 2. In the procedure Broadcast at each node,
which received the message, the procedure Decay is executed exactly 	log(n/ε)
 times, therefore the total expected
communication complexity of Broadcast-scheme is at most 2n	log(n/ε)
. 
From the proof of Lemma 3 we know that the expected communication complexity of Decay is constant and does
not exceed 2. Nevertheless, it is easy to observe that in the worst case it may reach 2	logΔ
. In the next section we
solve the following problem.
Problem 4. Is it possible to modify Decay in such a way that its communication complexity would decrease, preserv-
ing the properties of Broadcast-scheme described by Lemma 1 and Theorem 2?
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Consider the following procedure.
procedure Decay2(k,m)
repeat
coin ← 0 or 1 (with equal probability)
if coin = 1 and not in kth iteration then
wait one round
until coin = 0 or k iterations occured
transmit m
It is easy to observe that the communication complexity of Decay2 is constant—it transmits exactly one message.
The difference between Decay and Decay2 is such that if the first one transmits m in all subsequent rounds t, t + 1,
. . . , t + j (where j is determined either by the value of coin or by the number of iterations), the second one transmits
only in the round t + j . Thus, the worst case complexity of Decay2 beats by half the expected complexity of the
original Decay.
Let Broadcast2 denote the procedure Broadcast invoking Decay2 instead of Decay and let Broadcast-scheme2 be
the Broadcast-scheme based upon Broadcast2.
To prove that other properties of Broadcast-scheme apply to Broadcast-scheme2 as well, we have to prove Theo-
rem 5 from [5], this time for Decay2.
Theorem 5. Let y be a node of the network G and let d  2 neighbours of y execute Decay2 in rounds [0, k), starting
from Time = 0. Let P(k, d) be the probability that y receives the message by Time = k. Then
(i) limk→∞ P(k, d) 2/3,
(ii) P(k, d) 1/2 for k  2	logd
.
Proof. The proof will follow the proof of [5, Theorem 1] and we will focus on parts, in which the difference between
Decay and Decay2 might be important.
Clearly, for fixed d , P(k, d) is a nondecreasing function of k. Since it is also bounded by 1, it has to converge. Let
P(∞, d) denote that limit.
Proof of part (i). For Decay we have P(∞,0) = 0 and P(∞,1) = 1, and clearly it is also true for Decay2. For
d  2, Decay gives (see [5])
(3)P(∞, d) =
d∑
i=1
(
d
i
)
2−dP (∞, i).
The above equality can be obtained by considering all possible subsets of neighbours of y, which will remain active
after the first iteration of the Decay loop.
It follows immediately, that if (3) is true for Decay, it is also true for Decay2, as the set of active neighbours after
the first iteration of Decay2 is determined in exactly the same way, as in Decay.
We will prove (i) by induction on d  2. We have
P(∞,2) = 1/2
1 − 1/4 =
2
3
.
The induction basis is P(∞, i) 2/3 for all i < d . We will show P(∞, d) 2/3. From (3) we have
P(∞, d) · (2d − 1) =
(
d
1
)
P(∞,1) +
d−1∑
i=2
(
d
i
)
P(∞, i).
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P(∞, d) · (2d − 1)
(
d
1
)
+ 2
3
d−1∑
i=2
(
d
i
)
>
2
3
· (2d − 1),
which proves (i).
Proof of part (ii). For d  5: by inspection.
Let d  6. Consider runs of Decay (Decay2, resp.) without a time bound (i.e. for k = ∞). Let Tt,d be a Boolean
random variable assigned True if and only if all neighbours of y terminate by time t , and let Rd be a Boolean random
variable assigned True if and only if y receives the message in finite time.
We have
(4)P(k, d)(a) P (Rd ∧ Tk,d) = 1 − P(Rd) − P(Tk,d)(b) P (∞, d) − d · 2−k.
(a) is implied by the fact, that if y receives the message in finite time, the message must have been sent by one of its
neighbours. If, additionally, all neighbours terminate by time k, the node y has to receive the message by time k. The
inequality (b) can be obtained from 1 − P(Rd) = P(∞, d) (by definition of P(∞, d)) and from P(Tk,d)  d2−k .
The latter is implied by the fact, that P(a neighbour does not terminate by time k) = 2−k , therefore d2−k bounds
the probability that at least one neighbour does not terminate by time k from above (in general, the d events being
considered are not disjoint).
So, from (i), for d  6 and k  	2 logd
, we obtain
P(k, d) 2
3
− d · d−2  1
2
,
which proves (ii). 
Notice that for Decay2 Eq. (4) is true as well, hence both 1 − P(Rd) = P(∞, d) and P(Tk,d) = d · 2−k hold,
because the stop conditions of Decay and Decay2 are the same.
The positive answer to the question asked in Problem 4 is formulated as the following theorem.
Theorem 6. The distributed broadcast algorithm based on Broadcast-scheme2(ε) has the following properties:
(a) Pr(all nodes get informed) 1 − ε,
(b) with probability at least 1 − 2ε, after at most O(D logn + log2 n) rounds all nodes get informed,
(c) a single execution of Broadcast2 requires 	log(n/ε)
 transmissions, which is about a half of the expected number
of transmissions required by Broadcast.
Proof. From Theorem 5 immediately follows Lemma 1 for Broadcast-scheme2 (see [5, proof of Lemma 2]), which
proves (a). To prove (b), it is enough to notice that the proof of time complexity of Broadcast-scheme (Lemma 2 and
Theorem 4 in [5]) is also valid for Broadcast-scheme2, as it depends only on Theorem 5 and the fact that a single run
of Decay takes no more than 2	logΔ
 rounds, which is also true for Decay2. (c) follows Lemma 3 and the fact, that
Decay2 requires a single transmission. 
It is easy to observe that while the local number of transmissions in Broadcast-scheme2 (i.e. the number of
messages transmitted by a single network node) is deterministic and equals 	log(n/ε)
, the overall communication
complexity of Broadcast-scheme2 is, like in Broadcast-scheme, non-deterministic. It is so because the number of
nodes actually executing Decay2 (i.e. the number of reachable nodes) is non-deterministic. We can easily set a trivial
upper bound on the number of transmitted messages in Broadcast-scheme2 to be n	log(n/ε)
. According to Lemma 1,
this upper bound is reachable with probability at least 1 − ε.
4. Simulation results
We have compared the original and modified algorithms in terms of reachability (the number of informed nodes,
regardless of the existence of a path from the source to a particular node), time and communication complexity.
328 T. Tyrakowski, Z. Palka / Journal of Discrete Algorithms 5 (2007) 323–329Fig. 1. Reachability, time and communication complexity of Broadcast-scheme and Broadcast-scheme2.
We used the model described in Section 2, with graph edges chosen according to random events with the given
probability p. Our network consisted of 100 nodes. The graphs were undirected, although for directed graphs we
obtained similar results. We set the parameter ε to 1/100, and for each value of p (changing from 0 to 0.99 with the
step 0.01) we have drawn 10 000 graphs and run both algorithms in each of them.
Fig. 1 shows the average results of the comparison of Broadcast-scheme and Broadcast-scheme2 with respect to
the density of the communications graph.
5. Concluding remarks
We have shown a modification of the well known and respected broadcast algorithm, which decreases its commu-
nication complexity, preserving all other properties. Moreover, the number of transmissions made by a network node
in our algorithm is deterministic, in contrast to the original algorithm. The overall communication complexity of the
distributed algorithm is still non-deterministic, because the node reachability is so as well.
It seems that it is not possible to further decrease the communication complexity of the presented algorithm (we
have reached the trivial lower bound of a single transmission in Decay2) without changing its principles, which would
lead to a new algorithm.
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