Abstract. The total least square (TLS) estimation problem of random systems is widely found in many fields of engineering and science, such as signal processing, automatic control, system theory and so on. In the case of linear Gaussian case, a very mature TLS parameter estimation algorithm has been developed. In the non-Gaussian case, the existing research is not much and not deep, the current error entropy criterion (EEC) and the minimum error entropy( MEE) based on EEC method has been paid attention to, the traditional MEE only consider the output data contains the error situation, so it cannot get the optimal solution. In this paper, we consider the inclusion of noise in the input and output data, and deduce the total error entropy criterion (TEEC) and the corresponding TLS method named the minimum total error entropy (MTEE) method The In addition, the derivation method is simulated, and the simulation results show the correctness of the algorithm.
Introduction
The total least square (TLS) estimation problem of random systems is widely found in many fields of engineering and science, such as signal processing, automatic control, system theory and so on. Least squares method (least squares) is a classical method to solve this problem [1] . A basic assumption of the classical least squares method is that the noise is limited to the output data of the system. However, in the actual environment, there are many factors, such as sampling error, human error, and so on. In this case, the variable error (EIV) model can describe the input and output data more accurately. Due to the failure of the LS method, the biased estimation is applied to the EIV model.
The total least squares (TLS) method has been proposed as a solution to the problem of estimating the parameters of the [7] [5] EIV system in numerous solutions. The TLS method overcomes the shortcomings of the LS method, which takes into account the errors in the input and output data of the system, and takes the sum of squares of the fitting as the minimum "total" error. Currently in the classical EIV model, the TLS method has been shown to be superior to the LS method.
The existing TLS methods are based on the (total) minimum squared error, which depends on the two order statistics (general) error and the probability of reaching the optimal probability is Gauss. However, in real-world applications, non-Gauss noise is ubiquitous, for example, artificial noise in electronic devices, atmospheric noise and illumination spikes [6] , [8] . Therefore, the probability distribution of error becomes non-Gauss. Therefore, in order to improve the performance of the estimation of the non-Gauss noise in practical applications, it is necessary to take into account the higher-order statistics of the error data.
This paper presents a general method of least squares in non-Gauss conditions. This method is based on the overall error entropy criterion, the reasonable consideration for the overall error is the case of Gauss, combined with the error entropy method in general, the total least squares method is applied to the non-Gauss case.
The rest of the paper is organized as follows: in section second, we present a concise statement of the current classical TLS method. In the third section, we introduce the total least squares method, which is applied to the non-Gauss condition. In the fourth section, the local stability of the proposed method is analyzed. The fifth section is the analysis of the experimental results. The sixth section is the conclusion.
Classical Total Least Squares Method
The linear system is described by the equation: At present, for the linear system only output with error, the input x does not contain errors in the parameter estimation method has been a lot. Specific mathematical model
Where v  R the zero-mean output of the covariance noise is is not related to the input. Assuming that the above model is input with N sets of data, many algorithms based on these data to estimate the system's parameter vector w are presented. The LS method based on the mean square error criterion is a more mature method to solve the problem of such parameters. The LS method mainly calculates the sum of the output errors, (4) However, in the real environment, the noise is often non-Gaussian, LS method is not very practical. In this case, the general error entropy criterion (EEC) is used more [10] - [11] , it can take into account all the error distribution rather than just the second order statistical error, the second order error statistics can not be sufficient The acquisition of non-Gaussian noise distribution. The minimum error entropy method (MEE) is an estimation method using the error entropy criterion (EEC). For the previous estimation problem, the error entropy method (MEE) is designed to minimize Renyi's entropy of the output error, as below, (5) where  is the order of the Renyi's entropy and it is usually set to be 2.Although other values can also be used to compute the Renyi's entropy, taking 2 H   is better for computational complexity and feasibility.
The methods described above are based on the input data without error, the output data contains the assumption of error, but more of the input and output data are included in the error. Based on this situation, we use the variable error model (EIV), as follow,
Where
zero-mean Gaussian is white noise and has stationary and ergodic.
Unlike the LS method, the classical TLS method takes into account the input error and the output error in the linear system, that is, the following optimization problem,
is the input error and
is a weight vector of all positive terms. In [9] , the author describes in detail the above optimization problem using singular value decomposition (SVD) method, This can prove the above optimization problems proven to be equivalent to the following minimization problem, Cost function of LS (3) and the cost function of TLS (11) in the same form. By comparing (3) and (11) it can be found that in the estimation, the LS method minimizes the sum of the squares of the output error, while the TLS method minimizes the sum of squares of the overall error.
It is easy to find that the LS method and the TLS method are based on the second order statistical error, so they cannot be effective for non-Gaussian noise. By comparing the LS method and the MEE method, we believe that in the non-Gaussian condition, the combination of TLS method and EEC criterion will be very effective. Under this idea, this paper deduces an overall minimum error entropy method (MTEE), which can deal with effectively the input and output contain the parameter estimation problem of non-Gaussian noise.
Algorithm Formulation
Based on the introduction of the previous section, in the EIV model non-Gaussian noise conditions, this paper estimates the system parameters by minimizing the quadratic Renyi's entropy of the total error tot e , and we call the proposed algorithm the minimum total error entropy (MTEE) method. Specifically, the cost function is given by (14) Since the log function is monotonically increasing, minimizing the above estimator of quadratic Renyi's entropy is equivalent to maximizing the following term     (15) which is an estimator of the so-called quadratic information potential (QIP) [14] . 
where xx as ij x and we suppress the superscript "tot" in the following derivation, in the case of no confusion. Using the simplified notations and combining (13) and (14) (18) According to the steepest-ascent method, the iterative solution for optimizing   
Where  denotes the iteration step, and  denotes the learning step-size.
The above results are obtained in the case of batch mode, where the N data points are fixed during the estimation. In an online scenario, at time instant i , we can use the latest L data
to calculate the latest L samples of e , then estimate the QIP based on the L samples. Furthermore, to reduce calculation cost, we approximate the estimate of QIP stochastically by dropping the time average in (12), leading to the expression [16]    
By using the steepest-ascent method, we obtain the adaptive updating rule for the estimate of parameter vector:   
Next, we consider the computational complexity of the proposed MTEE algorithms. For the batch-mode MTEE, according to (18) , in each iteration, the number of addition operation needed in calculating the gradient is proportional to N 2 and the number of multiply operation is proportional to the dimension of input signal, thus the computational cost is O (DN   2 ). For the online-mode MTEE, in each iteration, the number of addition operation needed in calculating the gradient is proportional to the window length L and the number of multiply operation is proportional to D, thus the computational cost is O(DL) .
Remark 1:
In the development of the MTEE algorithm, the input/output measurement noise are merely assumed to be stationary and ergodic in time. Thus the MTEE can be applied in both independent identically distributed (i.i.d.) noise and correlated noise, so is the scaled TLS [3] . For correlated noise, we notice that the weighted TLS method can further improve the estimation
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performance by additionally considering the dependence (correlation) structure of measurement noise. Specifically, it introduces a weighting matrix, which is appropriately designed according to the covariance matrix of the noise, in its cost function [9] . However, such a trick cannot be simply employed in the MTEE, for the reason that the optimization problem of the weighted TLS cannot be efficiently solved by the SVD and from its cost function we can no longer educe a natural definition of total error as what we do from the scaled TLS. To the best of our knowledge, information theoretic learning specialized for correlated noise remains an unsolved and worth studying issue.
Local Stability Analysis
It is obviously that the local stability of the proposed algorithm is consistent with that of the TLS algorithm. In this section, we study the local stability of the proposed MTEE algorithm near the expected value of the parameter vector. In this paper, the stability of MTEE algorithm is analyzed, and the condition of local stability is obtained. Note that the performance surface of MTEE is non-quadratic and non-convex, so it is very difficult (if not impossible) to perform global stability and convergence analysis. Similarly, for the TLS algorithm, the theoretical analysis of global stability and convergence is also very difficult and rare. For the classical MEE method, there has been a lack of rigorous mathematical analysis over the past for a long period of time, and some theoretical analyzes have recently been conducted on consistency and convergence [13] , [14] , [16] . In general, the rigorous mathematical analysis of information theory learning methods is quite difficult and complex.
Assume that the estimate of the parameter vector is in the neighborhood of the local extreme point 0 w when the algorithm gets nearly converged (the convergence performance will be examined and studied by numerical simulations in the next section). By subtracting both sides of (16) 
Simulation Results
In this paper, we only validate the correctness of the MTEE algorithm, that is, whether the direction cosine of the algorithm can converge to 1. Only the direction cosine of the parameter estimation algorithm can converge to 1, which can explain the correctness of the proposed algorithm. On the same time, only the direction cosine of the algorithm converges to 1 to carry on the other performance indexes of the algorithm on this basis Proof and analysis. The MTEE algorithm proposed in this paper can only prove the correctness of the algorithm and deduce the local stability, and the comparison of the effect of the algorithm cannot be completed.
In the simulations of this subsection, we set the total number of data samples as 300 and the maximum number of iteration as 100. Besides, for the MTEE and MEE, we let their learning step-sizes slowly decrease from 0.05 to 0.005 during the iterations, respectively. The initial guess of the system vector for all the methods is set as a 5 1 zero vector. If not otherwise specified, the kernel size is set as 0.5, which is slightly smaller than the input signal intensity. All the results shown in this part are calculated over 500 independent runs It can be seen from the figure that the direction cosine of MTEE can converge to 1 very quickly, and the validity of the algorithm is explained. At the same time, any one of the data points of the algorithm is above 0.8, which indicates that the algorithm is very stable Excellent, the whole process is very smooth curve, but also reflects the robust performance of the algorithm. 
Conclusion
In this paper, a TEEC-based stochastic system TLS parameter estimation algorithm is proposed, called MTEE method. It is a supplement to existing LS methods, TLS methods, and MEE methods. From the geometric point of view, the main difference between MTEE and MEE is that they use two different distance measures in the cost function, which is the same as the difference between TLS and LS. However, MTEE and MEE consider the entropy of the distance, while TLS and LS consider the second-order statistics of the distance. On the basis of the TLS method, the MTEE method also considers the non-Gaussian noise, and the MTEE further considers the existence of the input noise compared with the MEE method. Therefore, MTEE will get better estimates than TLS and MEE for EIV systems under non-Gaussian noise. We have developed MTEE methods for batch mode and online mode. In the online model MTEE, we randomly approximate the gradient, so that the algorithm is computationally efficient. It has been shown that the algorithm is locally stable around the specific values of the parameters under certain conditions. Based on the theoretical derivation, the MTEE estimation is better than the other three methods in the non -Gaussian case, and the correctness of the MTEE algorithm is verified in the further experimental simulation. In the next step of the study, will be in-depth study MTEE algorithm, the MTEE algorithm performance and algorithm features carefully analyzed, and combined into practical applications..
