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Preface
The Inverse Function theorem and the Implicit function theorem are remarkable in-
stances of the importance that regularity (maximal rank of a Jacobian) has in Dif-
ferential Geometry and it is a good example of how tools borrowed from calculus are
used in Geometry.
In this undergraduate thesis we investigate further these properties taking as starting
point the regular value theorem and its applications to Differential Geometry and Lie
groups. The next object of study in this list is the theorem of Sard and transversality.
Transversality has important applications to establishing normal forms for geomet-
ric objects. The first example of normal form is the implicit function theorem which
expresses a function in simple form in local coordinates. Further sophistications of
this idea yield normal forms of differential forms (such as folded symplectic struc-
tures [M70]), bivector fields [GMP14] and functions which have critical points of non-
degenerate type (Morse theory [M63]).
We start by revisiting the basics of transversality theory following [GP74] and we
then find applications using jets [C05] and [C09]. For instance, we recover results
from elementary calculus using this theory. Some interesting applications of Thom
transverality Lemma to ODE’s are also presented on a Torus.
In order to do this undergraduate thesis, I had to review classical texts in the area of
Differential Topology. The main text that I have been following is [GP74].
In chapter 1 the most important definitions and concepts are presented. In chapter
number 2 some versions of Sard theorem are shown because it is essential for the
further development of the the transversality theorems and Thom’s lemmas. Chapter
3 develops the idea of normal forms showing basically how the functions look near
some ’special points’ in some coordinates. Chapter 4 gives an introduction to the
geometric concept of transversality. In order to be more comprehensive it includes
some examples in euclidean spaces that makes the text more understandable to the
reader. Chapter 5 is the most important chapter of this project because it exposes
the transversality in jets space, basically some concepts that Rene´ Thom developed,
which is an incredibly powerful tool in differential geometry. Chapter 6 uses Thom’s
lemma in order to look at some ordinary differential equations from another point of
view. Besides, we include an introduction and some conclusions of the study of this
project.
I could also benefit from working sessions with my advisors who put me in contact
with very recent research papers in several fields. On the one hand, I have dealt with
research papers in Symplectic and Poisson Geometry for which applications of the
Transversality theorem have been obtained by Eva Miranda and her collaborators
[GMP14]. On the other hand, I have also studied the applications to the theory of jets
obtained by Marc Chaperon and his collaborators ([C05], [C09]).
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Chapter 1
Preliminaries and Definitions
This chapter is mostly based on the lecture of [GP74], [C11] and some proposed ex-
ercises by my supervisors.
The object of study of differential topology is basically manifolds and their properties.
A manifold is roughly speaking ’an object’ that looks locally as Rn so that we can
work more easily (as Euclidean spaces). Being more accurate:
Definition 1.1 A smooth map f : X → Y between two subsets of Euclidean spaces
is said to be a diffeomorphism when is bijective and such that the inverse map f−1 :
Y → X is also smooth.
From now on we will refer smooth as C∞. The sets X and Y are diffeomorphic if
such a map exists.
Definition 1.2 A subset X of some big ambient Euclidean space Rn is called a k-
dimensional manifold if it locally diffeomorphic to Rk, which means that each point
x ∈ X has a neighborhood V in X which is diffeomorphic to an open set U ⊂ Rk in
a compatible way. Namely, there exists a cover of X by open sets X = ∪iUi and a
collection of diffeomorphisms φi : Uˆi −→ Ui with Uˆi ⊂ Rk satisfying as compatibility
condition that φ−1j ◦ φi is a smooth mapping for all i, j. These diffeomorphisms are
called charts.
Remark 1.1 It is possible to define the notion of k-dimensional manifold in an abstract
setting by considering a topological manifold endowed with a collection of φi satisfying
the conditions above without specifying the ambient manifold Rn.
However, thanks to a theorem due to Whitney [GP74], we can assume that an abstract
manifold is already embedded in an Euclidean space Rn with n big enough. This is
why, without loss of generality we can assume that our manifolds are already embed-
ded in an Euclidean space which we will in this manuscript.
Definition 1.3 If X and Z are both manifolds in the ambient space Rn and Z ⊂ X,
then Z is a submanifold of X if the smooth structure in Z coincides with the smooth
structure on X restricted to Z.
Definition 1.4 The derivative of f : Rn → Rm in the direction h ∈ Rn at the point x
is,
7
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dfx(h) = lim
t→0
f(x+ th)− f(x)
t
(1.1)
The derivative is linear and can be expressed using the Jacobian matrix:

∂f1(x)
∂x1
, ..., ∂f1(x)
∂xn
. .
. .
. .
∂fm(x)
∂x1
, ..., ∂fm(x)
∂xn
 (1.2)
Since manifolds can be understood as locally diffeomorphic to Rk, we can use these
local diffeomorphisms to convert a smooth map between two manifolds (X and Y of
dimensions m and n respectively) becomes easily a map between Euclidean spaces
(Rm and Rn) using their local charts φ and ψ in the points x and y = f(x), as:
X
f // Y
U ⊂ Rm
φ
OO
h=ψ−1◦f ◦ φ
// V ⊂ Rn
ψ
OO
(1.3)
Another property that one can demand, and we will assume in the future because it
simplifies the study and treatment of manifolds, is that the local charts, maps diffeo-
morphically the origin into the point x, or which means φ(0) = x. We always can do
it because if φ−1(x) = ux 6= 0 we can define another chart as, φ(u) = φ(u + ux) so
that φ(0) = x and it is still a diffeomorphism.
That is why from now on one should think in manifolds as Rk and in general every
result of calculus for Euclidean spaces is also valid in manifolds as well. Now that
the derivative is defined it would be important to underline that it is also the best
linear approximation of its local chart φ(x) in x ∈ X following the direction u. This
is the approximation,
u→ x+ dφ0(u) (1.4)
One should recall at this point the Chain Rule. Suppose that U ⊂ Rn and V ⊂ Rm
open sets, while f : U → V and g : V → Rl are smooth maps. Then for each x ∈ U ,
d(g ◦ f) = dgf(x) ◦ dfx (1.5)
Definition 1.5 The Tangent Space, noted as Tx(X), of a manifold, X, at x is defined
by the image of dφ0 : Rk → Rn whose parallel translate x + Tx(X) is the closest
approximation of X through x.
9It is easy to show that the tangent space has the same dimension k as the manifold,
X.
Proof.
Using the smoothness of the inverse φ−1 in an small enough open set W ⊂ Rn. We
can define Φ := φ−1 as an extension of the inverse map. So that, the composition
Φ ◦ φ is the identity:
Rk
dφ0 // Tx(X)
dΦx // Rk (1.6)
Then since the derivative of the identity map is also the identity (matrix), this is easy
to check because the Jacobian matrix is in fact the identity, we conclude that as
dΦx ◦ dφ0 = Id, both dΦx and dφ0 are isomorphisms (because the composition is a
trivial isomorphism). So dim Tx(X) = dim Rk = k. 2
Theorem 1.1 (Inverse Function Theorem) Suppose that f : X → Y is a smooth
map whose derivative dfx at the point x is an isomorphism. Then f is a local diffeo-
morphism at x.
Proof.
First of all, it might be interesting demonstrate the connverse, that means: ’if f is a
diffeomorphism then at each point, x (where f is a diffeomorphism), its deriva-
tive dfx is an isomorphism of tangent spaces’.
Proof.
X
f // Y
U ⊂ Rk
φ
OO
ψ
<<
ψ = f ◦ φ (1.7)
Then: f is a diffeomorphism → ψ is a parametrization (bijection) in a neighborhood
of y = f(x)→ dψ0 = dfx ◦ dφ0 is an isomorphism→ dfx should be an isomorphism.
2
AsX and Y are manifolds we can write the following commutative diagram, the same
as in (1.3):
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f : X // Y
U ⊂ Rk
φ
OO
h=ψ−1◦f◦φ
// V ∈ Rl
ψ
OO
(1.8)
We will reduce it to the case of Euclidean spaces. As φ and ψ are local charts their
derivatives are isomorphism (by the previous result), so: if dfx is an isomorphism
then dh0 is also one (because is the result of the composition of three isomorphism).
Thanks to the Inverse Function Theorem in Euclidean spaces one can assure that h
is a local diffeomorphism, locally invertible, so f is also a diffeomorphism.
2
1.1 Examples of the Inverse Function Theorem
If a smooth map of manifolds F : X → Y has surjective differential ∀x ∈ X we
can assure that it is a local diffeomorphism at every point but we cannot ensure the
existence of a global inverse function, we have to patch every local inverse function.
1.1.1 Antipodal function
The antipodal function:
A : Sn −→ Sn
~x 7−→ −~x = (−x1, . . . ,−xn)
(1.9)
is a smooth function and dA = −Id, so it is surjective everywhere. Under this
hypothesis and by theorem 1.1 we have that the antipodal function is a local dif-
feomorphism everywhere, but here we can find a global inverse function (in fact the
inverse function of the antipodal function is itself A−1 = A).
1.1.2 Parametrization of a cone
One parametrization of the positive half cone could be:
f(x, y, z) = x2 + y2 − z2 → C = {(x, y, z) ∈ R3, f(x, y, z) = 0}. (1.10)
φ(x, y) := z(x, y) = +
√
x2 + y2 (1.11)
The derivative is:
dφ = (
x√
x2 + y2
,
y√
x2 + y2
) (1.12)
which is smooth in R2\0. So by the inverse function theorem it is a local diffeomor-
phism except in the origin. In the origin (corresponding to the vertex of the cone) the
function is obviously not smooth because there is a corner (so the parametrization
cannot be a diffeomorphism at this point).
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1.1.3 Parametrization of logarithmic spiral
A logarithmic spiral is a spiral which polar and cartesian coordinates can be written
as: {
r(s) = bs
θ(s) = s
→
{
x(s) = r(s) cos(θ(s)) = bs cos(s)
y(s) = r(s) sin(θ(s)) = bs sin(s)
s ∈ (−∞,+∞) (1.13)
It could be interesting to see what happens if we add the ’infinity’ point (in the center
of coordinates). And a change of coordinates is proposed:
s =
−1
t
(1.14)
so that the infinity point for s→ −∞ correspond to t→ 0+ and we cut the spiral (we
take a semi spiral) in s→ 0− corresponding to t→ +∞. This spiral ’looks’ the same
from more near or further position so is not a big problem to omit the ’right’ half of
the spiral. 
x(t) = y(t) = 0 if t = 0
x(t) = b−1/t cos(−1/t) if t ∈ (0,+∞)
y(t) = b−1/t sin(−1/t)
(1.15)
This is how it looks like for b = 2:
Figure 1.1: Logarithmic spiral for b = 2
One can see that the logarithmic spiral is semi continuous:
lim
t→0+
x(t) = lim
t→0+
b−1/t
∈ [−1,+1]︷ ︸︸ ︷
cos(−1/t) b>1→ 0 = x(0) (1.16)
obviously the parametrization is continuous in the points corresponding to t ∈ (0,+∞)
and as lim
t→0+
y(t) = y(0) and lim
t→0+
x(t) = x(0) the semi continuity (from the right) in
0 is proven. Calculating the derivative:
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
dx
dt
(t)
dy
dt
(t)
 = b−1/t ln bt2
cos(−1/t)− sin(−1/t)
sin(−1/t) + cos(−1/t)
 (1.17)
As
cos(−1/t)− sin(−1/t)
sin(−1/t) + cos(−1/t)
 6= ~0↔ @ t ∈ (0,+∞) such that cos(−1/t) = sin(−1/t) = 0
(1.18)
the parametrization is regular in each point except 0 so by the theorem 1.1 one can
assure that the logarithmic spiral has a local inverse parametrization which makes
it a manifold (except in the origin for t = 0).
One wonders what happens if t tends to 0,
lim
t→0+
b−1/t ln b
t2
= 0. (1.19)
So that x˙(0) = y˙(0) = 0 and by inverse function theorem (1.1) this is not a regular
parametrization. Logarithmic spirals are not manifolds in their centers (they don’t
’look similar’ to a curve in R2 because for any small neighborhood of this point one
finds an infinite number of turns of the spiral because 1/t concentrates infinite 0 ≡
mod(2pi) between 0 and  > 0 for any  ∈ R).
Definition 1.6 In the case dim X < dim Y the function f : X → Y is said to be an
immersion at x ∈ X if the derivative dfx is injective. And if it is an immersion at every
point, it is simply called an immersion.
Definition 1.7 One shall say that two maps f : X → Y and f ′ : X′ → Y ′ are
equivalent maps if there exist diffeomorphisms α and β completing a commutative
diagram like this:
X
f // Y
X′
α
OO
f ′
// Y ′
β
OO
(1.20)
Theorem 1.2 (Local Immersion Theorem) Suppose that f : X → Y is an immer-
sion at x and y = f(x) so there exist local coordinates around x and y such that:
f(x1, x2, ..., xk) = (x1, x2, ..., xk, 0, ..., 0). (1.21)
In other words, f is locally equivalent to the canonical immersion near x.
Proof.
Begin by choosing any local parametrization yielding a commutative diagram like:
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X
f // Y
U
φ
OO
g
// V
ψ
OO
with φ(0) = x; ψ(0) = y (1.22)
As g is an immersion, because is equivalent to f , dg0 : Rk → Rl is injective, by a
change of basis in Rl one can assume that it has an l × k matrix like:(
Ik
0
)
(1.23)
Now we can define a map G : U × Rl−k → Rl by:
G(x, z) = g(x) + (0, z) (1.24)
G maps an open subset of Rl into Rl and the matrix dG0 = Il, because:
dG0(x, z) =
(
dGx(x, z) dGz(x, z)
)
=
(
Ik 0
0 Il−k
)
= Il (1.25)
Therefore the Inverse Function Theorem implies that G is a local diffeomorphism of
Rl at 0. Taking into account that g = G ◦ ι (where ι is the canonical immersion in
euclidean spaces). Since ψ and G are local diffeomorphisms at 0, so ψ ◦G it can also
be used as a local parametrization of Y arround the point y. Moreover, if we shrink
U and V enough, the following diagram also commutes:
X
f // Y
U ′
φ
OO
ι
// V ′
ψ ◦ G
OO
(1.26)
This finishes the proof because we show that the canonical immersion ι is equivalent
to any immersion f .
2
Now it is natural to investigate what is the image of an immersion map of X onto a
submanifold of Y .
Definition 1.8 A map f : X → Y is called proper if the preimage of every compact
set in Y is a compact in X.
Intuitively, a proper map maps points ’close to infinity’ in X to points ’close to infin-
ity’ in Y .
Definition 1.9 An immersion that is proper and injective is called an embedding.
Theorem 1.3 (Embedding Theorem) An embedding f : X → Y maps X diffeomor-
phically onto a submanifold of Y .
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Proof.
We need to show that the image of any open subset W of X is an open subset of
f(X). This is because every parametrizable neighborhood (open) of a point x of X
should have a parametrizable neighborhood of f(X) ⊂ Y (open).
We are going to proceed by reductio ad absurdum. We recall that a characterization
of not-open sets in metric spaces 1. If f(W ), the image of any open in X, in not open
in f(X) then there exists at least one sequence of points yi ∈ f(X)\f(W ) with limit
lim
i→∞
yi = y ∈ f(W ).
Since f is injective each point yi only has one preimage point xi and y has only one
preimage point x. As the sequence is convergent, {yi}i
⋃{y} is indeed a compact
of f(X). This means that {xi}i
⋃{x} is also a compact, because of the definition of
proper map (f is an embedding). The sequence xi must converge too, because other-
wise the function f would not be continuous. Let us call z the limit of the sequence.
Then lim
i→∞
f(xi) = f(z) but we also have lim
i→∞
yi = y and the injectivity of f implies
z = x because f(x) = y = f(z). But, now W is open, so xi ∈ W for some large i
because x ∈W . But this result contradicts the assumption of yi /∈ f(W ). With that
we conclude that f(X) is, in fact, a manifold. We also have to check that f maps
diffeomorphically X into f(X). Now we know that f is a local diffeomorphism (”‘it
maps any open set to another open set”’).
Taking the restriction f : X → f(X) we get the surjective in an obvious way, so that
f is bijective, then the inverse f−1 : f(X) → X is well defined as a set map. But
locally f−1 is also smooth (because actually it is a local diffeomorphism).
2
Definition 1.10 In the case of dimX ≥ dim Y ( in contrast to the definition of immer-
sion). A map f : X → Y is called a submersion at x if the derivative dfx is surjective at
that point. And a map is simply called a submersion if it is a submersion at every point.
Theorem 1.4 (Local Submersion Theorem) Suppose that f : X → Y , where dimX =
k and dim Y = l (with l ≤ k) is a submersion at x, and y = f(x). Then there exist
local coordinates around x and y such that:
f(x1, ..., xk) = (x1, ..., xl) (1.27)
That means that f is locally equivalent to the canonical submersion (or projection) near
x.
Proof.
The proof of this theorem is just like the local classification of immersions. Given any
local commutative diagram using charts:
X
f // Y
U
φ
OO
g // V
ψ
OO
with φ(0) = x; ψ(0) = y (1.28)
1Manifolds can be thought as metric spaces by defining the metric using charts and the norm of the
Euclidean space on which they are ’modeled’
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We seek to modify g in order to apply the Inverse Function Theorem (1.1). As dg0 :
Rk → Rl is surjective there exists a linear change of coordinates that transforms it in
the matrix (Il p 0)l×k. And define G : U → Rk by
G(a) = (g(a), al+1, ..., ak) −→ dG0 =
(
dg0 0
0 dId0
)
= Idk. (1.29)
So G is a local diffeomorphism at 0. Then G is locally invertible so that G−1 exists
as diffeomorphism of some open neighborhood U ′, of 0, into U . By construction,
g = pi ◦ G (where pi is the local submersion or projection in Euclidean spaces).
Finally,
X
f // Y
U ′
φ ◦ G−1
OO
pi // V
ψ
OO
(1.30)
We have shown that the canonical submersion pi is equivalent to any submersion f .
2
Definition 1.11 For a smooth map of manifolds f : X → Y , a point y ∈ Y is called
a regular value for f if dfx : Tx(X) → Ty(Y ) is exhaustive at every point x such that
f(x) = y. In such case x ∈ X is called a regular point. If a point x ∈ X is not a
regular point is called a critical point and if such point exists y = f(x) ∈ Y is not
surjective (exhaustive) y is called a critical value.
Definition 1.12 The codimension of an arbitrary submanifold of a manifold X is
codim Z = dim X − dim Z
A submanifold of codimension l can be cut out by l independent functions on X.
That means that there exist l functions: g1, ..., gl that vanish in the submanifold
Theorem 1.5 (Regular Value Theorem or Preimage Theorem) If y is a regular value
of a smooth map f : X → Y , then the preimage f−1(y) = {x ∈ X, f(x) = y}
is a submanifold of X, with dim f−1(y) = dim X − dim Y . Or, equivalently,
codim f−1(y) = dim Y
Proof.
We have to work locally. So we fix a given point x in the preimage of y (x ∈ f−1(y)).
By the Local Submersion Theorem (1.4) there exists coordinates in some open neigh-
borhoods of x, y such that f(x1, ..., xk) = (x1, ..., xl) for l ≤ k and y = (0, ...., 0). If V
is the neighborhood of x. Then f−1(y)
⋂
V is the set of points where x1 = ... = xl = 0
because f(f−1(y)) = 0 in a enough small neighborhood of x where Theorem 1.4
holds true. The functions xl+1, ..., xk form therefore a coordinate system on the set
f−1(y)
⋂
V (which is a relatively open subset, what means that is open in the in-
duced topology). So, together, these functions then form a diffeomorphism between
the set f−1(y) and a Euclidean space.
We also have, by the fact that y is a regular value, a surjection of tangent spaces
from x to y. This ensures the smoothness of the solution set f−1(y), of the inverse
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function.
Finally, as the set f−1(y) is cut out by these functions xl+1, ..., xk , then
dim(f−1(y)) = k − (l+ 1) + 1 = k − l = dim X − dim Y (1.31)
2
1.2 Examples of regular value theorem
1.2.1 The orthogonal group is a manifold
Definition 1.13 The Orthogonal group (or subgroup, because it is also inside the
group of square matrix) is defined by,
O(n,R) = {A ∈M(n,R) | AtA = Id} (1.32)
That is to say, it is the set of matrices whose inverse coincides with its transpose ma-
trix. This group is the group of transformations that preserve distances in Rn.
Proposition 1.1 The orthogonal subgroup is a submanifold of the group of square ma-
trix.
Proof.
Using the previous result we can prove this result by defining a smooth function from
square matrix to the set of symmetric matrices,
f : M(n,R)→ Sym(n,R)
A 7−→ AtA (1.33)
Since the product of matrix is smooth, the function f is smooth. So if we check
that Id is a regular value we will conclude thanks to the regular value theorem (1.5).
Because the anti-image of the identity matrix is just O(n,R).
If we take two matrix A and L, the derivative (dfA(L)) is (h is a real number):
dfA(L) = lim
h→0
f(A+ hL)− f(A)
h
= lim
h→0
(A+ hL)t(A+ hL)−AtA
h
= lim
h→0
(At + hLt)(A+ hL)−AtA
h
= lim
h→0
AtA+ hAtL+ hLtA+ h2LtL−AtA
h
=
= (AtL+ LtA) lim
h→0
h
h
+ (LtL) lim
h→0
h2
h
= AtL+ LtA =: C
(1.34)
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And as Ct = (AtL+LtA)t = (AtL)t+(LtA)t = LtA+AtL = C the resulting matrix
is always symmetric.
So, it’s only required to demonstrate the exhaustivity of this application, this means
that for a fixed orthogonal matrix A and a given symmetric matrix C there is always
at least one matrix L that satisfies C = AtL+ LtA. Let us see the construction:
C =
1
2
C +
1
2
Ct = AtL+ LtA −→ L = 1
2
AC (1.35)
As A and At are invertible and their own inverses we can find the desired matrix B.
So that the derivative is onto (exhaustive).
2
And, as the dimension of the ker dfA is precisely its codimension and it is equal to:
n(n+1)
2
so the dimension of the subgroup of orthogonal matrix is n(n−1)
2
.
Continuing with the example:
For n = 1. O(1,R) has dimension 0.
In fact, this is the subgroup of R because is formed by the solutions of this equation:
xxt = x2 = 1 −→ x = 1,−1 (1.36)
(two points have dimension 0).
For n = 2. O(2,R) has dimension 1.
And we can express it as:
rα =
(
cosα − sinα
sinα cosα
)
(1.37)
For n = 3. O(3,R) has dimension 3
1.2.2 The special linear group is a manifold
Definition 1.14 The special linear group is the set of square matrices M(n) with
determinant 1
Proposition 1.2 The special linear subgroup is a submanifold of the group of square
matrices.
Proof.
The operation det is a smooth function. One can demonstrate that the derivative of
the determinant is:
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d(det)A(D) : = lim
h→0
det(A+ hD)− det(A)
h
= lim
h→0
detA(Id+ hA−1D)− det(A)
h
=
= lim
h→0
detAdet(Id+ hA−1D)− det(A)
h
= lim
h→0
=1︷ ︸︸ ︷
detA
det(h
h
Id+ hA−1D)− 1
h
=
= lim
h→0
hn det( 1
h
Id+A−1D)− 1
h
=
= lim
h→0
hn(−1)n det((−1)( 1
h
Id+A−1D))− 1
h
=
= lim
h→0
(−h)n det((−1
h
)Id−A−1D)− 1
h
=
p(A) = det(λId−A) = (λ)n + pn−1(λ)n−1 + · · ·+ p1λ+ p0
= lim
h→0
(−h)n((−1/h)n + pn−1(−1/h)n−1 + · · ·+ p1(−1/h) + p0)− 1
h
=
= lim
h→0
1 + pn−1(−h) + · · ·+ p1(−h)n−1 + p0(h)n − 1
h
=
= lim
h→0
pn−1(−h) + · · ·+ p1(−h)n−1 + p0(h)n
h
=
= −pn−1 = tr(A−1D)
(1.38)
But this trace is in general different from 0 (surjective derivative). So the set of
matrices with determinant equal to d ∈ R is a submanifold of the square matrices,
but when this value is 1 one gets the structure of group (as we will see later this is
called a Lie group).
2
In the same way we can prove that the symplectic group:
Sp(n,R) = {M(2n,R)AtJA = J} where J =
(
0 Id
−Id 0
)
(1.39)
is a submanifold of M(n,R).
This motivates the following definition:
Definition 1.15 A Lie Group is a group that is also a differentiable manifold, with
the property that the group operations are compatible with the smooth structure.
For example the three groups shown before: the orthogonal group, the special linear
group and the symplectic group are submanifolds so they are Lie Groups indeed.
We will need some additional definitions which we include here.
Definition 1.16 A real vector bundle consists of:
1. two topological spaces X (called base space) and E (called total space),
2. a continuous surjection pi : E −→ X
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3. and that for every x inX, the fiber pi−1({x}) has the structure of a finite-dimensional
real vector space.
Definition 1.17 The fibres of a submersion pi : E → B are the submanifolds (as a
consequence of theorem 1.5) corresponding to the anti-image pi−1(b) for b ∈ B
When pi is a fibration (a submersion), E is called a fiber bundle over the base space
B and projection pi.
Definition 1.18 A smooth section of the submersion pi : E → B over the open subset
U ⊂ B is a smooth map σ : U → pi−1(U) such that pi ◦ σ = idU . If U = B then it is
called a section of pi.
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Chapter 2
Sard’s Theorem
There exist a lot of versions of Sard’s Theorem. I based this chapter mostly in two
texts: [GP74], [C08] and [C11]. The more general is the result we look for, the more
sophisticated the version of Sard theorem looks. We will examine some of these ver-
sions, even if they look to be very basic results, they can be used to obtain very strong
results.
2.1 Sard’s Theorem: Simple version
First of all we need to recall the condition of Lipschitz:
Definition 2.1 Remember that a function f : X → Y between metric spaces is said to
be Lipschitz if there exists a constant c ≥ 0 such that d(g(x), g(y)) ≤ cd(x, y) (where
d(·, ·) refers to the metric in each space) independently of x, y ∈ X. In particular, f
is continuous. The infimum of these c is called the constant of Lipschitz Lip(f). If a
function is not Lipschitz one can say that the constant of Lipschitz is Lip(f) =∞.
Definition 2.2 A function f is called locally Lipschitz if each point x ∈ X is the center
of a open ball B such that f |B is Lipschitz. A Lipschitz application is, in fact, a locally
Lipschitz application.
Theorem 2.1 (Sard’s Theorem: Simple version) For every locally Lipschitz function
on an open set, f : U ⊂ Rn → Rk with k < n, the image of f(U) has zero measure.
Proof.
We endow Rn and Rk with their natural norm as Cartesian product, and we denote
by v the measure of Lebesgue on Rk (similar to the ”‘volume”’). ∀x ∈ U then x ∈ K ⊂
U , where K is a closed ball of rational radius, centered in a point of Qn (rational
coordinates) and such that f is lipschitz . We can always say that, because for every
point inside a open set there always exists a open ball which is inside of the open set
as well. We can choose a rational radius, because there is always a rational number
between two irrational numbers and vice versa (they are as close as one desires) and
a rational coordinates center because the same reason. The radius has to be divided
by 2 so that f will be still lipschitz and then the boundary of the ball can be added
(the result is a closed ball of rational radius and rational coordinates center inside U
where f is lipschitz) . Then we define the set K of all these possible balls K and we
notice that it is in fact countable (rational center and rational radius). We get,
v(f(U)) = v
( ⋃
K∈K
f(K)
)
≤
∑
K∈K
v(f(K)) (2.1)
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Figure 2.1: Idea of the result.
We want to see that v(f(K)) = 0 ∀K ∈ K. We can say that every K is inside a
cartesian product of n intervals centered in the rational coordinate center of K, q,
and whose length is r for all (K ⊂ In := I1 × ... × In). And we find a cover of K by
dividing every interval Ij in N smaller intervals of length equal to rN and we define
Kj := Ij1 × ...× Ijn with (j1, ..., jn) := j ∈ {1, ..., N}n. And we will call the center of
the product of these small intervals qj.
We can see a geometric schema of the proof for k = 2 in figure (2.2):
And we fix the Lipschitz constant in K as cK := LipK(f) := Lip(f |K). Thanks to
the Lipschitz condition, we have | f(x)− f(qj) |≤ cK | x− qj | and thus,
f(Kj) ⊂ B rcK
N
(f(qj)). (2.2)
And, as B rCK
N
(f(qj)) is the product of k intervals of length rcKN so,
v(f(K)) ≤
∑
j∈{1,...,N}n
v(f(Kj)) ≤
∑
j∈{1,...,N}n
v(B rcK
N
(f(qj))) =
= Nn
(
rcK
N
)p
= Nn−k(rcK)k
(2.3)
So, the Lebesgue measure of any open ball K in Rk is the infimum of a cover and we
have proved that is less or equal than Nn−k(rcK)k. As k > n by hypothesis and if
we make M tend to infinity we can show that it tends to 0:
lim
M→∞
Nn−k(rcK)k = 0 (2.4)
So we conclude that the measure of any K is 0. And, therefore thanks to equation
(2.1):
v(f(U)) ≤
∑
K∈K
v(f(K)) =
∑
K∈K
0 = 0 −→ v(f(U)) = 0 (2.5)
2
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Figure 2.2: Idea of the cover for k = 2.
2.2 Sard’s Theorem: Common version
This version of the Sard’s Theorem is the most used and known version. It is used
for proving a lot of results in Morse theory among others.
Theorem 2.2 (Sard’s Theorem: Common version) Let f : X → Y be a smooth map
of manifolds. Let C denote the set of critical points of f . Then f(C) has measure zero
in Y .
2.3 Smale’s Sard Theorem
This theorem that will be shown below is the most general result of Sard’s Theorem,
in Banach manifolds that are manifolds with infinite dimensions. But first we need
some previous definitions and concepts of ”‘measure”’.
Definition 2.3 A Banach space is a normed vector space this means a vector space
X equipped with a norm and which is complete with respect with that norm, that is to
say, for every Cauchy sequence {xn} ∈ X the limit is in X.
Definition 2.4 A Second-countable space is a topological space satisfying the second
axiom of countability. More explicitly, this means that a topological space T is second
countable if there exists some countable collection U = {Ui}∞i=1 of open subsets of T
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such that any open subset of T can be written as a union of elements of some subfamily
of U .
As many of the interesting spaces in analysis (Rn and Banach spaces, etc.) have the
Baire property: every countable intersection of dense open sets is dense.
Definition 2.5 Given a Baire spaceX, a subsetA ⊂ X, is called residual if it contains
a countable intersection of dense open sets. And, a subset is said to be meagre if the
complementary set is residual, which is contained in a countable union of closed sets
with empty interior.
A meagre set is a set that, considered as a subset of a (usually larger) topological
space, has the sense of small or negligible. Anyway, this notion of Baire does not
match with of the measure because for example we can see that R contains count-
able intersections of dense open sets of arbitrarily small positive measure (residual
sets can have arbitrarily small measure). If we define the sequence of the rational
numbers qn ∈ Q with n ∈ N, we can define the following open set U:
U =
⋃
n∈N
B
(
qn,
n+1
2
)
(2.6)
This is indeed a open set because is the union of open sets (countable actually).
And dense because for all r ∈ R any small neighborhood of r contains at least one
point of U, this is easy to see: because U contains all the real numbers (so the
neighborhood of r is all it contained in U). The rational numbers are the centers of
the balls (intervals in R) and for the irrational numbers we can find a rational number
as close as we want and this irrational number will be contained in the ball which
center is a enough close rational, so that all the real numbers can be placed in at
least a ball of the countable union.
And if we do the finite intersection (for ensure that is opened), with k = 2−k we get,
K⋂
k=1
Uk = UK (2.7)
because Ui+1 ⊂ Ui (the radius are more and more small with each set).
Now we can measure the size of the resulting set:
µ(UK) =
∑
n∈N
2
(K)
n+1
2
= K+
2
K+
3
K+· · · =
K
1− K
=
2−K
1− 2−K =
1
2K − 1 (2.8)
This size is arbitrarily small, one just has to select a enough big but finite K.
Also, R\Q is a residual set (because is the complementary of Q which is meagre, we
can express the rational numbers as a countable union of closed sets with empty
interior, for example the union of all the rationals as points), of plenty measure
(µ(R\Q) = µ(R)− µ(Q) = µ(R)) but with empty interior
(◦
I = ø
)
.
After this brief introduction of the Baire’s cathegory one can enunciate the:
Theorem 2.3 (Sard’s Theorem: The most generic version (Smale’s Sard Theorem))
Let f : X → Y be a smooth map of second countable Banach manifolds. Then the set
of regular values of f is residual on Y .
Chapter 3
Morse Theory and Normal
Forms
This chapter is based primarily in the following texts: mainly [M63] and also [GP74].
In the last Chapter we saw that the set of singular points has zero measure. In
this section we examine what happens at simple singularities. We determine normal
forms in a neighborhood of non-degenerate singular points.
A normal form is a way to represent a function f locally in a canonical form (for cer-
tain coordinates). We got some first normal forms according to the Local Immersion
Theorem (1.2) and the Local Submersion Theorem (1.4), respectively:
f(x1, x2, ..., xk) = (x1, x2, ..., xk, 0, ..., 0). (3.1)
f(x̂1, ..., x̂k) = (x̂1, ..., x̂l) (3.2)
for certain appropriate coordinates xi and x̂j.
Before talking about Morse functions and more Normal forms we need to know and
refresh some more concepts.
Definition 3.1 The Hessian matrix, Hi,j , provides definite information about second
derivatives of a function f . It is defined as follows:
Hi,j =
(
∂2f
∂xi∂xj
)
(3.3)
and it is a symmetric matrix in accordance with Schwarz theorem. If the Hessian is
nonsingular at a critical point x (when all the partial derivatives of df vanishes at x,
dfx = ~0), one says that x is a nondegenerate critical point of f .
Definition 3.2 The index, λ of f in a point p is the number of negative eigenvalues of
the hessian matrix at that point Hp or equivalently the maximal dimension of a sub-
space of a vector space V on which H is negative definite.
Now we are able to introduce one of the most important and smartest results as it
relates to normal forms:
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Theorem 3.1 (Morse Lemma) Let p be a nondegenerate critical point for f . Then
there is a local coordinate system (y1, . . . , yn) in a neighborhoodU of pwith y1 = · · · =
yn = 0 and such that the identity f = f(p)−(y1)2−· · ·−(yλ)2 +(yλ+1)2 + · · ·+(yn)2
holds throughout U , where λ is the index of f at p.
This result is absolutely powerful because from now on one has information not only
in a neighborhood regular values but near nondegenerate critical values.
Proof.
We shall divide the proof in four parts for making it more understandable to the
reader.
(i)
Lemma 3.1 Let f be a C∞ function in a convex neighborhood V of 0 in Rn, with f(0) =
0 (we can always assume that for a function f(x) = f(x)− f(0)). Then,
f(x) =
n∑
i=1
xigi(x) (3.4)
for some suitable C∞ functions gi(x) defined in V , with gi(0) = ∂f∂xi (0).
Proof.
We will work with the derivative of f with respect a real parameter t and integrating
(that’s why we need to take out the convexity):
f(x1, . . . , xn) ≡
∫ 1
0
df(txi(t), . . . , txn(t))
dt
dt =
∫ 1
0
n∑
i=1
∂f
∂xi
(tx1, . . . , txn)xidt (3.5)
Therefore one can let,
g(x1, . . . , xn) =
∫ 1
0
∂f
∂xi
(tx1, . . . , txn)dt (3.6)
2
(ii)
We will show that a suitable coordinate system (y1, . . . , yn) exists. We can assume
as said before f(p) = f(0) = 0. And now according to the previous Lemma 3.1 we
have that in a small enough neighborhood of 0 (U1):
f(x1, . . . , xn) =
n∑
i=1
xigi(x1, . . . , xn). (3.7)
As f has a critical point at 0, one realizes that:
∂f
∂xj
(~x) = gj(~x) +
n∑
i=1
xi
∂gi
∂xj
(~x)→ gj(0) =
∂f
∂xj
(0) = 0 (3.8)
so that each gi also accomplish Lemma 3.1 hypothesis, for another enough small
neighborhood of 0 (U2) one get:
27
gi(~x) =
n∑
j=1
xjhij(~x) ∀i = 1, . . . , n. (3.9)
Merging equations (3.7) and (3.9) we can express f in a more enough neighborhood
of 0 (U3 = U1
⋂
U2) as
f(x1, . . . , xn) =
n∑
i,j=1
xixjhij(x1, . . . , xn). (3.10)
From now on we will redefine hij as follows (abuse of notation):
hij = hji =
hij + hji
2
(3.11)
for simplifying some posterior calculations (now is symmetric, we do not have to take
care about the order of the indexes).
(iii)
The next step is to diagonalize the quadratic form in order to see that in some specific
coordinates the function f can be expressed as stated on the theorem 3.1. We will
proceed by induction. We will suppose as hypothesis that there exist coordinates
u1, . . . , un in a neighborhood of the origin (U4), so that
f = ±(u1)2 ± · · · ± (ur−1)2 +
∑
i,j≥r
uiujhij(u1, . . . , un) (3.12)
holds true throughout U4 ⊆ U3. The second half of the right side of the equality is
true because both f and ±(u1)2±· · ·± (ur−1)2 vanish in the origin and their deriva-
tives as well, so the subtraction can be expressed as shown in the equation (3.12).
We can assume hrr 6= 0 (after a linear change in the last n− r+ 1 coordinates). And
now one suggest the following new coordinates vi:

vi = ui for i 6= r
vr =
√
|hrr|
[
ur +
1
2
∑
i>r
ui
hir
hrr
]
(3.13)
It follows from the inverse function theorem that v1, . . . , vn will serve as coordinate
function within some sufficiently small neighborhood U5 of 0, because the determi-
nant of the derivative of the coordinate change is not null:
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
. . .
1
x . . . x
√|hrr| x . . . x
1
. . .
1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
√
|hrr| 6= 0 . (3.14)
Applying the change:
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f =
=:g(u1,...ur−1,ur+1,...,un)︷ ︸︸ ︷
±(u1)2 ± · · · ± (ur−1)2 +
∑
i,j>r
uiujhij +u
2
rhrr + ur
∑
i>r
uihir =
= g(v1, . . . vr−1, vr+1, . . . , vn) +
u2rhrr + 2ur 12 ∑
i>r
uihir +
1
4hrr
(∑
i>r
uihir
)2+
− 1
4hrr
(∑
i>r
uihir
)2
=
= g(v1, . . . vr−1, vr+1, . . . , vn) + hrr
u2r + 2ur 12 ∑
i>r
ui
hir
hrr
+
1
4
(∑
i>r
ui
hir
hrr
)2+
− 1
4hrr
(∑
i>r
uihir
)2
=
= g(v1, . . . vr−1, vr+1, . . . , vn)±
v2r︷ ︸︸ ︷(√
|hrr|
[
ur +
1
2
∑
i>r
uihir
])2
− 1
4hrr
(∑
i>r
uihir
)2
=
= ±v21 · · · ± v2r +
∑
i,j>r
uiujhij −
1
4hrr
(∑
i>r
uihir
)2
=
= ±v21 · · · ± v2r +
∑
i,j>r
uiuj
(
hij −
1
4hrr
hirhjr
)
=
= ±v21 · · · ± v2r +
∑
i,j>r
uiujhˆij .
(3.15)
and holds true in a neighborhood U5 ⊆ U4. This completes the induction indicated
in (3.12).
(iv)
Now that we get the formula (3.12) after the whole induction. One can order the index
of the coordinates so that the negative are the first, and yields the formula (3.16) (for
a enough small neighborhood U5 of p):
f(q) = f(p)− (y1)2 − · · · − (yk)2 + (yk+1)2 + · · ·+ (yn)2 . (3.16)
And we just need to show that k is equal to the index of f at p so that we will end
with the proof of the Morse Lemma. If we calculate,
Hij(p) =
∂2f
∂xi∂xj
(p) =

−2
. . .
−2
2
. . .
2

(3.17)
Therefore the greatest subspace whereH is negative is k and by definition this should
be the index, λ. With that we complete the proof the theorem.
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2
With that result we can prove in a very simple way that nondegenerate critical points
must be isolated, that means that there can not be another nondegenerate critical
point in a enough small neighborhood of the first one. This is obvious now because
in a small enough neighborhood a nondegenerate critical point and certain cleverly
chosen quadratic form ’look alike’.
3.1 Example
Theorem 3.2 (Compact manifold homeomorphic to sphere) IfM is a compact man-
ifold (of dimension n) and f is a real-valued differentiable function on M with only two
critical points, both of them non-degenerate, then M is homeomorphic to a sphere (Sn).
Proof.
In order to proof this we need to introduce the following theorem for the proof of this
proposition, stated above.
Theorem 3.3 (Weierstrass Theorem) A real-valued function f is continuous in a com-
pact set, then f must attain a maximum and a minimum, each at least once.
If this function has two non-degenerate critical points in a compact set (compact
manifold), so as a result of Weierstrass Theorem one should be the maximum (pM )
and the other the minimum (pm). As in any minimum of a function all the directions
makes the function increase it has index equal to the dimension of the tangent space
at this point, so equal to the dimension of this manifold (λpm = n), equivalently (λpM ).
As both points are non-degenerated the hessian matrices once diagonalized must be:
H(pM) =
 Ω1 . . .
Ωn
 ;H(pm) =
 ω1 . . .
ωn
 (3.18)
With Ωi > 0 and ωi < 0 , ∀i ∈ (0, n).
By theorem 3.1, one knows how the function looks near this two points in some suit-
able coordinates system (in a neighborhood of the points U , V respectively):
fpM = (x1)
2 + · · ·+ (xn)2
fpm = −(y1)2 − · · · − (yn)2
(3.19)
So they look more or less like image 3.1:
So between both cells one can only imagine paths like the one sketched in the pre-
vious figure because there are no more critical points. Following these paths in the
manifold one can construct easily the homeomorphism between M and Sn just by
collapsing these paths and joining or ’gluing’ the points of the boundary of U with V
(∂U ↔ ∂V ). Alternatively, if f and M are smooth then one gets a diffeomorphism
instead.
2
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Figure 3.1: The construction of the sphere Sn.
Chapter 4
Transversality
This chapter is based on the following texts: [GP74], [C05], [C11] and finally an
application in poisson geometry [GMP14].
Proposition 4.1 Let Z be the preimage of a regular value y ∈ Y under the smooth
map f : X → Y . Then the kernel of the derivative dfx : Tx(X) → Ty(Y ) at any point
x ∈ Z is precisely the tangent space to Z, Tx(Z).
Proof.
Since f is constant on Z, we have dfx(Tx(Z)) = 0 ∀x ∈ Z. So Tx(Z) ⊆ ker dfx and
in order to show the equality, we will check the dimensions of these sets. As dfx is
exhaustive (y is regular value):
dim dfx(Tx(Z)) = dim Tx(X) − dim Ty(Y ) = dim X − dim Y = dim Z (4.1)
Thus Tx(Z) is a subspace of the kernel and it has the same dimension as the com-
plete kernel; hence Tx(Z) must be the kernel.
2
Now, in view of the Regular Value Theorem (1.5), we wonder if a more general
result exists; Namely, we would like to know whether f−1(Z) is a manifold, if Z is
a submanifold of Y . f−1(Z) is a manifold if and only if every point x ∈ f−1(Z) has
a neighborhood U in X such that f−1(Z)
⋂
U is a manifold in X. We may cut out
Z with l independent functions g1, ..., gl, being l the codimension of Z in Y . Then
near x, the preimage f−1(Z) is the zero set of the functions g1 ◦ f, ..., gl ◦ f . Let
g denote the submersion (g1, ..., gl) defined around y, see figure 4.1. Now we may
apply the results already obtained to the map g ◦ f : W → Rl. In particular the set,
(g ◦ f)−1(0) is a manifold when 0 is a regular value of g ◦ f .
This composition of functions reduce the study of the relation f(x) ∈ Z to the simpler
case we have already examined, where Z is a single point (tractable with the Regular
value theorem (1.5)). Although the map g is rather arbitrary, the condition that 0 be
a regular value of g ◦ f may easily be reformulated only in terms of f and Z. Since:
d(g ◦ f)x = dgy ◦ dfx, (4.2)
the linear map d(g ◦ f)x : Tx(X) → Rl is surjective if and only if dgy carries the
image of dfx onto Rl. But dgy is a surjective map (because is formed by independent
functions) whose kernel is the subspace Ty(Z). Thus dgy carries a subspace of Ty(Y )
onto Rl precisely if that subspace and Ty(Z) together span all of Ty(Y ). We conclude
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Figure 4.1: Composition g ◦ f .
that g ◦ f is a submersion at the point x ∈ f−1(Z), and consequently f−1(Z) is a
submanifold of X, if and only if,
Im(dfx) + Ty(Z) = Ty(Y ). (4.3)
Definition 4.1 If that equation holds true at each point x in the preimage of Z the
map f is said to be transversal to the submanifold Z. And the abbreviated notation is:
f t Z.
With the last result we have proved:
Theorem 4.1 If the smooth map f : X → Y is transversal to a submanifold Z ⊂ Y ,
then the preimage f−1(Z) is a submanifold ofX. Moreover, the codimension of f−1(Z)
in X is equal to the codimension of Z in Y .
Proof.
As it was mentioned above, this theorem has been already proven. But we have to
prove the second assertion, the one about the codimension: Observe that if Z needs
l independent functions g1, ..., gl to be cut out, then in order to cut out f−1(Z), l
independent functions: g1 ◦ f, ..., gl ◦ f are needed. This means,
codim f−1(Z) = l = codim Z. (4.4)
2
One can also define the transversality of submanifolds by taking the inclusion map
of one submanifold iX : X ↪→ Y as the smooth function f of X ⊂ Y and the
submanifold Z ⊂ Y . And, at any point y ∈ X ∩ Z one says that X and Z are
transversal if and only if iX t Z, or alternatively iZ t X. Besides,
Im(diX(y)) + Ty(Z) = Ty(X) + Ty(Z) = Ty(Y ) (4.5)
As this equation is symmetric both for X and Z we shall use this notation X t Z ↔
Z t X. And easily one get,
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Theorem 4.2 (Intersection of transversal submanifolds) The intersection of two transver-
sal submanifolds X,Z ⊂ Y is again a submanifold. Moreover,
codim(X
⋂
Z) = codimX + codimZ (4.6)
Proof. As the previous argumentation, by taking the smooth function inclusion of
X, iX , (or equivalently Z) X t Z if and only if iX t Z then i−1X (X
⋂
Z) is a sub-
manifold but as X
⋂
Z ⊆ X → i−1X (X
⋂
Z) = X
⋂
Z so the intersection itself is a
submanifold. Moreover,
codim(X
⋂
Z) = codim(i−1X (X
⋂
Z)) = codimX + codimZ (4.7)
The last equality is because if X and Z are cut out by lx, lz equations respectively
(as in demonstration of theorem 4.1), so X
⋂
Z is cut out by lX ⋂Z = lx + lz.
2
4.1 Examples
4.1.1 Early Examples
If we remember that X,Z ∈ Y , submanifolds are transverse X t Z if Ty(X) +
Ty(Y ) = Ty(Y ) so that we can show the following examples:
(a) The plane xy and the z axis intersect transversally:
{(1, 0, 0), (0, 1, 0)}+(0, 0, 1) = T0(xy)+T0(z) = T0(R3) = {(1, 0, 0), (0, 1, 0), (0, 0, 1)}
(4.8)
(b) The xy plane and the plane spanned by {(3, 2, 0), (0, 2, 1)} are transversal:
As before we want Ty(X) + Ty(Z) = Ty(Y ) and that is that the generated space by
Ty(X) and by Ty(Z) is indeed R3 and it suffices that the matrix generated by 3 of
these 4 vectors is non-degenerate and:
∣∣∣∣∣∣
1 0 0
0 1 0
0 2 1
∣∣∣∣∣∣ = 1 6= 0 (4.9)
(c) The x axis and the plane spanned by {(1, 2, 0), (1, 1, 0)} are not transversal:
∣∣∣∣∣∣
1 0 0
1 2 0
1 1 0
∣∣∣∣∣∣ = 0 (4.10)
(d)
c components︷ ︸︸ ︷
Ra × {0} and
c components︷ ︸︸ ︷
{0} × Rb are transversal in Rc if a+ b ≥ c
If a+ b < c we have the following matrix:
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∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 ... 0 ... 0 ... 0 ... 0
0
. . . 0 ... 0 ... 0 ... 0
0 ... 1 ... 0 ... 0 ... 0
0 ... 0 ... 0 ... 1 ... 0
0 ... 0 ... 0 ... 0
. . . 0
0 ... 0 ... 0 ... 0 ... 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0 (4.11)
(e) Ra × {0} and Rb × {0} are transversal in Rc if max(a, b) = c
1 0 ... 00 . . . 0 0
0 ... 1 0
 (4.12)
But there is a non singular sub-matrix of size c× c.
(f) Let V be a vector space. V ×{~0} and4V (the diagonal) are transversal in V ×V :
∀(~u, ~v) ∈ V × V as (~u, ~v) = (~u, 0) − (~v, 0) + (~v, ~v) = (~u − ~v, 0) + (~v, ~v) and
(~u−~v, 0) ∈ V ×{~0} and (~v, ~v) ∈ 4V . Thus the two subspaces intersect transversally
(in ~0× 0).
(g) The subgroup of symmetric matrices (S(n) = {A ∈ M(n) : At = A}) and skew
symmetric matrices (At = −A) in M(n):
Because we can express ∀C ∈M(n) as C = 1
2
(C+Ct)+ 1
2
(C−Ct) and 1
2
(C+Ct) ∈
S(n) and 1
2
(C − Ct) is a skew symmetric matrix. Thus both subspaces intersect
transversally.
4.1.2 Symplectic Manifolds
Definition 4.2 A differential 2-form is an antisymmetric bi-linear form with an equa-
tion as follows:
w =
n∑
i,j
fij dxi ∧ dxj (4.13)
Definition 4.3 It is called a closed differential form if the differential ofw is 0 (dw = 0)
and also a exact differential form if we can express it as the differential of an other
unknown differential form of one degree less w = dα.
As (d2 = 0) a exact form is automatically closed. Here we have the proof of this fact:
Proof.
d2 =
n∑
i=1
∂
∂xi
dxi ∧
n∑
i=1
∂
∂xi
dxi =
n∑
i=1
n∑
j=1
∂2
∂xi∂xj
dxi ∧ dxj (4.14)
As dxi ∧ dxj = −dxj ∧ dxi and ∂2∂xi∂xj =
∂2
∂xj∂xi
thanks to Schwarz Theorem we have
that any element (j,i) cancels the (i,j) element (of course we don’t have to count the
elements (i,i) because dxi ∧ dxi = 0 always). So the total sum is 0.
2
Definition 4.4 A differential form is said to be non-degenerate if:
w(X,Y ) = 0 ∀Y → X = 0 (4.15)
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In the symplectic case if a manifold admit a non-degenerate form then this manifold
has even dimension.
This property could be expressed easily by taking local coordinates x1, y1, . . . , xn, yn.
w =
∑
i,j
aijdxi ∧ dxj + bijdxi ∧ dyj + cijdyi ∧ dyj (4.16)
In terms of matrix, one can associate a matrix to the form w as follows,
W =
(
aij bij
−bij cij
)
(4.17)
It can be proved that w is non-degenerated if and only if det(W ) 6= 0.
Definition 4.5 A pair (M2n, w) where w is differential 2-form and M2n is a manifold
of even dimension, 2n, is called a symplectic manifold if and only if w is closed and
non-degenerate.
A result concerning normal forms for symplectic manifolds is the
Theorem 4.3 (Darboux’s Theorem) Given w a symplectic form, then there exists co-
ordinates x1, y1, . . . , xn, yn such that:
w =
∑
i
dxi ∧ dyi (4.18)
In terms of matrix is equivalent to say that aij = cij = 0 and cij = δij or,
W =
(
0 Id
−Id 0
)
=: J (4.19)
J is called symplectic matrix.
4.1.3 Folded symplectic structures
Definition 4.6 It is said that a differential form w on a manifold M2n is folded if
wn t 0. This transversality condition is equivalent to 0 being a regular value of the
function F given by
wn :=
n︷ ︸︸ ︷
w ∧ · · · ∧ w = Fdx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn (4.20)
Under these conditions, there exists another similar theorem to the Darbou’s theo-
rem, about normal forms.
Theorem 4.4 (Martinet’s Theorem) If w is a folded symplectic then there exist coor-
dinates x1, y1, . . . , xn, yn such that,
w = x1dx1 ∧ dy1 + 1dx2 ∧ dy2 + · · ·+ 1dxn ∧ dyn (4.21)
4.1.4 b-Poisson structures
Definition 4.7 Let (M2, pi) be a bivector field, locally written as,
pi(x, y) = f(x, y)
∂
∂x
∧ ∂
∂y
(4.22)
in local coordinates (x, y). We say (M2, w) is a b-Poisson structure if pi t 0 (what
means pi is transvers to the zero section).
Remark 4.1 Observe that pi t 0 means that 0 is a regular value of the (local) function
f . Thus, locally pi = x ∂
∂x
∧ ∂
∂y
for some local coordinates (x, y).
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examples
S2 endowed with coordinates h, θ with h the height and θ the angle (this parametriza-
tion is local and cannot include the poles). For example pi := h ∂
∂h
∧ ∂
∂θ
is a Poisson
structure because dh = 1 6= 0. So that the equator (= {h = 0}) is a submanifold of
dimension 1. And in general h = a is a submanifold by taking pi := (h− a) ∂
∂h
∧ ∂
∂θ
.
In general,
Z ⊆ {p ∈M2, pi(p) = 0} = f−1(0) (4.23)
is a curve of M2 by the regular value theorem.
It is possible to extend the definition of b-Poisson structure to higher even dimen-
sions using the transversality of pin :=
n︷ ︸︸ ︷
pi ∧ · · · ∧ pi and the zero section of the bundle
∧2nTM →M
For there b-Poisson structure the set Z = {p ∈M2n, pin = 0} is a codimension one
submanifold (because of transversality) and a b-Darboux theorem holds,
Theorem 4.5 (b-Darboux, [GMP14]) There exists local coordinates x1, y1, . . . , xn, yn
such that,
pi = x1
∂
∂x1
∧ ∂
∂y1
+
∂
∂x2
∧ ∂
∂y2
+ · · ·+ ∂
∂xn
∧ ∂
∂yn
. (4.24)
This is a normal form theorem.
Chapter 5
Thom’s Lemmas
This chapter is based in [C95], [C11] and [C05], the last one is an introduction to the
jets ideas of Rene Thom.
5.1 First elementary version of Thom’s Lemma
Definition 5.1 A topological space (in this case a Manifold) is called separable if it
contains a countable and dense subset. That is, there exist a sequence {xn}∞n=1 of
elements of the space such that every nonempty open subset of the space contains at
least one element of the sequence.
Theorem 5.1 (Thom Transversality’s Lemma: ’very elementary version’) LetX be
a separable manifold and F , Y two real vector spaces of finite dimension. For dimY >
dimX, if 0 is a regular value of a application ρ : F × X → Y of C1, then the set of
f ∈ F such that the image of ρf := ρ(f, x) contains 0 has measure zero.
Proof.
First of all we need to know that a application which is C1 is locally lipschitz (a proof
of this fact is in Annex B because it is more related to calculus than the subject that
is being discussed here).
Then we first define the C1 submanifold of F ×X, V := ρ−1(0) and, its codimension
is codimV = dimY − dim{0} = dimY . We also define the projection or restriction:
piF : F ×X → Y
(f, x) 7→ f (5.1)
As any projection piF is smooth, in particular C1 and as mentioned at the beginning
of the demonstration is Lipschitz. Then the restriction of the submanifold V by piF
has measure zero as a consequence of the Sard’s Theorem: Elementary version (2.1).
Because, as it was mentioned before:
dimY = codimV := dim(F ×X)− dimV dim(·×·)=dim(·)+dim(·)−−−−−−−−−−−−−−−−→
−→ dimV − dimF = dimX − dimY dimY >dimX−−−−−−−−→ dimV − dimF < 0 −→
−→ dimV < dimF
(5.2)
the dimension of F is greater than the V so thanks to the Sard’s Theorem 2.1 the
image of V = ρ−1(0) by the Lipschitz function piF has measure zero. This means
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that for almost every f ∈ F , ρ(f, x) does not contain 0 as image. An important
remark here is that we did not ask for the separable property on the manifold but
it is required for the Sard’s Theorem (2.1) because if it is separable we can find by
definition a countable dense subset needed in order to find a countable cover of the
manifold (refer to the proof of first Sard Theorem (2.1)).
2
5.1.1 Applications of the Thom’s Lemma: Very Elementary Ver-
sion
Now we will check how useful is this result by looking at some strong applications.
Typical Calculus Example
If we take:
• F := ×p Rd[x] := (Rd[x], ...,Rd[x])︸ ︷︷ ︸
p
= {A ∈Mp×(d+1)(R) | A·(xd, xd−1, ..., x, 1)t}.
Polynomials of degree maximum d from R to Rp. Is in fact a vector space, we
can notice that by looking to the definition.
• X := R. Is a trivial vector space.
• Y := Rp.
• p > 1 and d > 2, so that dimY > dimX.
• ρ : F × R→ Rp defined by ρ(f, x) := f(b)− f(a)− (b− a)f ′(x).
Now, it is only necessary to check that 0 is a regular value of ρ. But, the partial
derivative with respect f of ρ is surjective (ρf 6= 0). We conclude that for dimension
p > 1 the classical result in calculus in one variable that says:
f : (a, b)→ R −→ ∃ c ∈ (a, b) such that f ′(c) = f(b)− f(a)
b− a (5.3)
does no longer hold, that means, almost every polynomial in Rp does not satisfy the
equation:
(b− a)df(x) = f(b)− f(a) (5.4)
This proves the following statement:
For f : R→ Rp with p > 1 the mean value theorem (for real-valued functions) that
says:
f(b)− f(a) = df(c)(b− a)for somec ∈ (a, b) (5.5)
does not longer hold true.
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Homotopy
We want to demonstrate that R3\0 is a simply connected space. Recall that simply
connected means that any closed curve C has the same homotopy group of a point.
Or, more generally, that the homotopy group of order n < p− 1 in Rp\0 can be ’con-
tinuously deformed’ into a point. First of all,
C is only continuous so its image may occupy too much space (think in a Peano
curve) to lend itself to the construction of such a homotopy. Fortunately, the Weier-
strass approximation theorem allows us to approach C by a polynomial (trigonomet-
ric in this case) γ that is close enough to it to be homotopic to C.
Then, if we take this map γ : S→ Rp\0 and we ask it to be C1. Continuity for Weier-
strass approximation Theorem and smoothness (ρ will be as smooth as γ) for Thom’s
Transversality Lemma. Then we define:
• F = Rp.
• X := R× Sn.
• Y := Rp.
• p > n+ 1, so that dimY > dimX.
• ρ : Rp × (R× Sn)→ Rp defined by ρ(a, s, x) := γ(x) + s(a− γ(x)).
And we only have to prove that 0 is a regular value of ρ. We just look to the partial
derivative with respect to a:
∂ρ
∂a
(a, s, x) = sIdp, (5.6)
and we realize that ρ is indeed surjective except when s = 0 but ρ(a, 0, x) = γ(x) 6= 0
so that 0 is actually a regular value. Then through the Elementary version of the
Thom’s Lemma we got that for almost every a ∈ Rp the homotopy
H : [0, 1]× Sp → Rp
(s, x) 7→ γ(x)− s(a− γ(x)) (5.7)
takes values in Rp\0. We have concluded. Because there is at least one homotopy,
there are infinity in fact (almost one for every a). So the homotopy group of order
n < p−1 can be continuously deformed (homotopy) to a point in Rp\0. In particular,
A lace, homemorphic to the circumference S1, is homotopic to a point in R3\0.
5.2 Second elementary version of Thom’s Lemma
Theorem 5.2 (Thom Transversality’s Lemma: ’elementary version’) BeX,F , Y three
manifolds, which the first two are separables, and W a submanifold of Y . If the ap-
plication ρ : F × X → Y is transverse to W and both W and ρ are Ck, where
k > max 0, dim(X)− codim(W ). Then the set of f ∈ F such that ρf := ρ(f, x) is
not transverse to W has of measure zero.
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Proof.
The proof is quite similar to the ’very elementary version’ of the Lemma.
Then we first define the Ck submanifold of F×X V := ρ−1(W ) and, its codimension
is codimV = codimW = dimY − dimW . We also define the restriction:
piF : F ×X → Y
(f, x) 7→ f (5.8)
The f such that ρf is not transverse to W are the critical values of piF because of
Proposition 4.1. Then by Sard’s Theorem (Theorem 2.2) this set has measure 0.
2
For the Thom transversality’s Lemma we shall define the space in which it is defined,
the Jets space. Is a way to take the Taylor expansion truncated to the k-th derivative.
More general, involving maps between manifolds:
Definition 5.2 for each integer k, two Ck maps f and g, defined in the neighborhood
of a point a in manifold M , taking their values in a manifold N , have the same k-th
order jet at a, denoted jkaf = j
k
ag, when they take the same value b at a and there
exist local charts φ : (M,a) → Rm and ψ : (N, b) → Rn such that ψ ◦ f ◦ φ−1 and
ψ ◦ g ◦ φ−1 have the same k-th order Taylor expansion at φ(a).
Fortunately for this definition, the Faa` di Bruno formula implies that such is the the
case for all local charts φ and ψ at a and b respectively.
5.9 is the Faa` di Bruno formula:
1
k!
Dk(g ◦ f)(x)vk =
=
∑
D|p|g(f(x))
(
1
p1!
(
1
1!
D1f(x)v1
)p1
, ...,
1
pk!
(
1
k!
Dkf(x)vk
)pk)
,
(5.9)
where x lies in the definition of g ◦ f , the vector v in the ambient Banach space,
vk := (
k︷ ︸︸ ︷
v, ..., v) and the sum is on all possible p = (p1, ..., pk) ∈ Nk with
∑
jpj = k,
setting | p |= ∑ pj.
In the general case, it follows from the Faa` Di Bruno formula (5.9) that Jk(M,N) is
endowed with a smooth manifold structure by the natural charts Φkφ,ψ associated to
pairs of local charts φ and ψ of M and N respectively.
Definition 5.3 Let Jk(M,N) be the set of k-th order jets jkaf of maps of M into N .
If M , N are open subsets of Rm and Rn respectively, Jk(M,N) identifies to the open
subset M ◦N ◦ Jk(m,n) of the finite dimensional vector space:
jkf : M → Jk(M,N)
x 7→ jkx := (x, f(x), Df(x), D2f(x), ..., Dkf(x))
(5.10)
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Jk(Rm,Rn) = Rm × Rn × Jk(m,n) := Rm ×
k∏
j=0
Ljs(R
m,Rn), (5.11)
Where Ljs(R
m,Rn) denotes the vector space of applications j-linear symmetric from
(Rm)j to Rn.
Theorem 5.3 (Thom transversality’s Lemma: ’in Jets space’) LetM, N two man-
ifolds and W a submanifold of Jk(M,N), the jets of order k ∈ N of functions from M
to N . For ’almost every’ f ∈ C∞(M,N), the jet jkf(M,N) is transversal to W .
At this point is important to explain what means for jkf to be transversal to W . If the
intersection of W and an open subset U ⊂ Jk(M,N) is the zero set of some function
pi ∈ C∞(U,Rc) for certain c (what means pi(W ∩ U) = 0 ∈ Rc). Then 0 has to be a
regular value of pi ◦ (jkf). Is immediate that (pi ◦ (jkf))−1 (0) = (jkf)−1 ◦ pi−1(0) =
(jkf)−1(W ) is a submanifold of M .
If we take the 0−th order jet of j0f := (x, f(x)) (which is the graph of the function f )
one realizes that for a given submanifold W of R2 almost every function is transver-
sal to W . This means that the functions that either don’t intersect W or intersect it
transversal is residual in J0f .
As example figure 5.1 can make evident transversality in jets space of J0f .
Figure 5.1: Idea of transversality in jet space J0f
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Image 5.1 shows a first approach to this idea in R2 thanks to the idea of transversality
in Euclidean spaces (’two submanifolds intersect transversal in their ambient space
if they are not ”‘tangent””). A projection pi is constructed as follows (should carry
W
⋂
U to 0),
pi :U ⊂ J0f → R
(x, y) 7→ x− y (5.12)
setting a function, for example f(x) = x2, one gets that, g(x) := pi ◦ j0f = x − x2
and analyzing whether 0 is a regular value:
dg(x) = 1− 2x→ dg(0) = 1 6= 0. (5.13)
The conclusion for this function f and submanifold W shown in the picture is that
they are transversal so (j0f)−1(W ) is a manifold but the graphic of f , j0f , only in-
tersects W in points x = 0 and x = 1 so f−1({0, 1}) = {0, 1} are two submanifolds
of R. And as a matter of fact d(x) = 0↔ x = 1/2 which is the point where a parallel
line to W would be ’tangent’ to j0f (not transversal).
And if jets of order 1 are chosen, the projection defined by pi := {(x, f(x), df(x)) →
f(x)} and U := {f(x)} one gets nothing else than the theorem of regular value 1.5.
This is because pi◦j1f(x) = f(x) and d(pi◦j1f(x)) = df(x) and if ∀x ∈ f−1(0) df(x)
is surjective then f t 0 so f−1(0) is a manifold as theorem 1.5 says. So one realizes
that the Thom transversality Lemma is just a powerful and strong generalization.
Chapter 6
ODE’s study with transversality
This final chapter is basically based on the Chaperon’s article [C05] in which the au-
thor exposes some of the most important ideas of transversality in the space of jets.
We can do a very useful change of variables: dy
dx
(x) = z as it each variable was an in-
dependent variable. So that we transform each equation like this f
(
x, y(x), dy
dx
(x)
)
=
0 into this system of one equation and a contact structure:{
f (x, y, z) = 0
dy = zdx
(6.1)
The second equation is a contact structure.
Definition 6.1 Given an n-dimensional smooth manifold M , and a point p ∈ M , a
contact point p is an (n − 1)-dimensional linear subspace of the tangent to M at p.
And a contact structure on an odd dimensional manifold M , of dimension 2k+ 1, is a
smooth distribution of contact elements, denoted by ζ, which is generic at each point.
The genericity condition is that ζ is non-integrable.
According to the regular value theorem (1.5) if df 6= 0 we got that S = f−1(0) is a
submanifold in R3. And the contact structure in a small neighborhood of the point
(x, y, z) is nothing else but the equation of a vertical plane at that point (∼ y = zx).
And the solutions are curves in the space contained in the surface S projected to the
plane XY where they belong.
Thanks to the Thom’s transversality lemma in jets space (5.3) one can guarantee
that the curves where the solutions of the equation have vertical tangent plane
(dy
dx
= z = 0) is a submanifold of codimension 2 (Σ), which means a curve in R3.
In fact one only has to apply Thom’s Lemma (Theorem 5.3) in the jets space with the
projection according to:
W = {f(x, y, z) = fz(x, y, z) = 0}. (6.2)
And for almost every f ∈ C∞ j1f is transverse to W so (j1f)−1(W ) is a curve in-
deed. If the initial condition of the ordinary differential equation belongs to these
curves solution (as fz = 0 in them) looks more or less like (depending on the given
initial point) figure 6.1:
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Figure 6.1: in a fold of a surface the solutions look that way.
because these solutions curves (y(x)) start from a singular point (y(0) ∈ Σ)
6.1 Examples
6.1.1 Study on a torus
As motivation we will study the shape of the singularities and solutions in a torus
(with the following associated equation):
dy(x)
dx
2
= y˙(x)2 = r2 −
(
R−
√
x2 + y(x)2
)2
(6.3)
and observing what happens if it is rotated an angle α in the x axis.
The interesting example is given by observing the singularities of a torus by chang-
ing the angle of projection and determining how the solutions of the ODE look like.
First of all, we need to to find a parametrization of the torus. The typical one is the
following, considering that it is a surface of revolution (see figure 6.2).
Here one finds one useful parametrization:
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Figure 6.2: Parametrization angles of a revolution torus
x+ iy = eiθ(R+ rcosφ)
z = rsinφ
(6.4)
Where R is the radius of the axis and r is the radius of each circumference section of
the torus
To change the projection direction is equivalent to rotating the torus by an axis per-
pendicular to z, because of its axial symmetry we can choose either x or y (we select
without loss of generality x for this section) and then projection to the plane xy.
R3 xα //
pix,y◦xα
  
R3
pix,y

R2
(6.5)
This rotation (xα) has the following expression:
xα =
1 0 00 cosα − sinα
0 sinα cosα
 (6.6)
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After applying both functions to any point of the torus the following equations are
obtained:
f := pix,y ◦ xα =
{
x = cos θ(R+ r cosφ)
y = sinθ(R+ r cosφ) cosα− r sinφ sinα (6.7)
This application is non-exhaustive when its jacobian matrix is singular, i.e. its de-
terminant is equal to zero.
Jf(θ, φ) =
∣∣∣∣∣∣
− sin θ(R+ r cosφ) −r cos θ sinφ
cos θ(R+ r cosφ)cosα −r sin θ sinφ cosα− r cosφ sinα
∣∣∣∣∣∣ = 0⇒
⇒ 0 = r(R+ r cosφ){[sin2 θ sinφ cosα+ sin θ cosφ sinα]− [− cos2 θ sinφ cosα)]}
⇒ 0 = r(R+ r cosφ)[sinφ cosα(sin2 θ + cos2 θ) + sin θ cosφ sinα]
(6.8)
As r and R + r cosφ can’t be zero by definition, this is equivalent to the following
equation:
sinφ cosα+ sin θ cosφ sinα = 0 (6.9)
This means that for a given α ∈ [0, pi/2] (the other 3 quadrants have a symmetric
treatment) one desires to graph θ versus φ. In general this equation is non-analytical.
For α = 0 (what means that the torus is completely horizontal), one gets:
sinφ = 0⇒ φ = 0 mod(pi)⇒ φ = 0, pi (6.10)
And if α = pi/2 (one place the torus completely vertical) the following degenerated
curve is obtained:
sin θ cosφ = 0⇒
{
sin θ = 0⇒ θ = 0 mod(pi)⇒ θ = 0, pi
cosφ = 0⇒ φ = pi/2 mod(pi)⇒ φ = ±pi/2 (6.11)
But first curve (figure 6.3, corresponding to α = 0) must be altered to the second one
(figure 6.4, corresponding to α = pi/2). Obviously is not a continuous transforma-
tion because as we will see some double points show up because in the projection
approximately from 1.1 rad the curve starts to intersect to itself.
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Figure 6.3: Curve of singularities for α = 0
Figure 6.4: Curve of singularities for α = pi/2
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Then for α ∈ (0, pi/2) I did a little program for showing what happens and when α
varies between 0 and pi/2. See Appendix A for more information and images. Below
some curves are presented in order to show an approach of what happens (because
is not easy to imagine these curves):
Figure 6.5: Curve of singularities of for α = 1.0 rad
Comparing figure 6.5 and 6.6 one can observe that two double points (points where
the curve has self-intersections) appears.
For values of the parameter α bigger than 1.3 both self-intersections disappear but
the interior curve is still not smooth because one can still appreciate folds.
As we expected figure 6.10 is a very good aproximation of what happens for α = pi/2.
Solving in a numerical way the differential equations in several critical points we ob-
tain these curves:
We can check that these solutions look similar to the theoretical ones showed in 6.1.
The process of projecting the torus is like the apparent contour of a torus that we
can visualize thinking of a torus like a transparent water floater.
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Figure 6.6: Curve of singularities for α = 1.2 rad
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Figure 6.7: Curve of singularities for α = 1.3 rad
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Figure 6.8: Curve of singularities for α = 1.45 rad
Figure 6.9: Curve of singularities for α = 1.5 rad
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Figure 6.10: Curve of singularities for α = 1.57 rad
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Figure 6.11: Local solutions near x = 0 for α = 1.25 rad
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Figure 6.12: Local solutions near the self-intersection for α = 1.25 rad
Chapter 7
Conclusions
Along my studies of the Degree of Mathematics at FME, equations have played a
central role. In Linear Geometry, affine equations define affine subspaces and in
Projective Geometry homogeneous equations are the main characters of the course.
Along with the study of equations, an important object of study was the intersections
of these subspaces and the computation of their dimension which is done using al-
gebraic tools related to the equations.
In Differential Geometry the “subspaces ”associated to a differential manifold are the
submanifolds and equations defining these subspaces and their dimension are de-
termined by means of the regular value theorem. The important observation is that
this computation is also done using algebraic tools of the linearization of the mapping
(Jacobian) at points of the submanifolds.
In this project we take the regular value theorem as starting point of the project and
use the concept of transversality to study the dimension of the intersection of the
priviledged “subspaces ” of a Differential manifold which are called submanifolds.
In this TFG we focus on some of the wide range of topics that one can achieve only
thinking with the transversality idea.
First of all the geometric idea that naturally comes when one wonders whether the
preimage by a smooth function of a smooth manifold is a manifold (as an improve-
ment/enhancement of the Regular Value Theorem, the 1.5). But then suddenly
transversality appears in a natural way in Symplectic and Poisson geometry as a
condition for finding some accurate normal form of important objects in the theory.
After looking closely to the theorems of local classification of submersions (1.4) and
immersions (1.2) and adding the Morse theorem (3.1) we can guess the shape of
manifolds in many points of the manifold (for some suitable coordinates). With such
information one can rebuild the manifold or some of its properties indeed.
Is also outstanding the relevance of the different Sard theorems (also considered in
this TFG) that together transversality open the way to some Thom Lemmas. These
theorems are very strong in the sense that they can be used to demonstrate very sig-
nificant results such as the R3\0 is a simply connected space, can be continuously
deformed to a point. Or how some differential equations looks near the curves of
singularities (in Chapter 6).
Summing up, this TFG shows in retrospective the importance of basic tools in the
study of submanifolds and their intersection in Differential Geometry. The project
has two parts: In part 1 (Chapters 1-4) we focus on the idea of generalizing these
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tools to consider transversality. Transversality gives generic objects. Transversality
is applied to the study of submanifolds, forms (folded forms) and Poisson structures
(b-Poisson structures). In order to work this first part of the project, I had to work
with books and papers in the topics [M70, GMP14, C05].
In part 2 of the project we apply the ideas of transversality to the space of jets. This
was initially studied by Rene´ Thom. The last two chapters of this TFG (Chapter 5-6)
focus on this idea. I also recover basic applications of Thom’s lemmas to re-prove
well-known facts. I end up this TFG showing some practical applications of this
theory to the study of an ODE on a torus by considering its projections. For this
second part of the project I had to deal with articles in the subject [C09, ?] and I have
programmed a matlab program to solve numerically differential equations on a torus
showing their projections.
Writing down this project has been an extremely useful, productive and challenging
activity for me because I have connected different subjects of my degree and gained a
lot of deep understanding on Differential Geometry. I have enjoyed programming the
projections of the torus and visualizing the solutions as projections from a transpar-
ent water floater on the two-dimensional space.
I am deeply grateful to my supervisors for giving me different points of view on the
subject and for the fruitful meetings we have had. I am grateful to CFIS for finan-
cially supporting my stay in Paris which enabled me to work with my co-supervisor
Professor Marc Chaperon at IMJ. Spending a semester at Institut des Mathe´matiques
de Jussieu in Paris was a very enriching activity for me and has been very useful for
this TFG and a very interesting period of my academic life.
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Annex
8.1 Annex A: Program and calculus on a torus
I implemented this program in Matlab that has two different parts. On the first part
one can plot (to graph) the shape of the projection of set of point with vertical tangent
plane in the surface of a torus into XY . It’s implemented in matlab:
clear all;
clc;
n=10000;
R=1;
r=0.25;
hold on
axis equal
axis ([ -1.25 1.25 -1.25 1.25 ])
xlabel(’x’,’FontName’,’Arial’,’FontSize’, 14);
ylabel(’y’,’FontName’,’Arial’,’FontSize’, 14);
alpha=0.5;
% for alpha=0:0.2:pi/2
%equation to solve: sin(phi)*cos(alpha)+sin(theta)*cos(phi)*sin(alpha)=0
phi1=linspace(0,2*pi,n);
theta1=asin(-tan(phi1)/tan(alpha));
%plot(phi1, theta1);
x=cos(theta1).*(R+r*cos(phi1));
y=sin(theta1).*(R+r*cos(phi1))*cos(alpha)-r*sin(phi1)*sin(alpha);
%for i=1:n
%if (imag(x(i))==0 || imag(y(i))==0)
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%plot(x(i),y(i));
%plot(-x(i),y(i));
%end
%end
plot(x,y);
plot(-x,y);
% end
On the second part one can calculate the solutions of the ordinary differential equa-
tion in a numerical way adding these lines of code to the previous code shown just
above:
s0=0.001;
sf=0.3;
t0=-0.0655;
h=0.005;
m=round((sf-s0)/h)+1;
s=linspace(s0,sf,m);
t=ones(1,m);
t(1,1)=t0;
% run with both options without closing the plot so that both solutions can be ob-
served.
%opc=1;
opc=2;
for i=2:m
a=zeta(R,r,s(1,i-1),t(1,i-1),alpha);
t(1,i)=t(1,i-1) + a(opc,1)*h;
end
for j=1:m
if imag(t(1,j))==0
plot(s(1,j),t(1,j),’.r’);
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end
end
I also implemented the inverse fucntion for knwoing the z so that we can approximate
the contact structure dy = zdx by dy(x)
dx
= z. This is the necessary code:
function zat = zeta(R,r,x,y,alpha);
syms z;
f = (-sin(alpha)*y+cos(alpha)*z)ˆ2 - rˆ2 + ( R - sqrt( xˆ2 + ( cos(alpha)*y +
sin(alpha)*z )ˆ2 ) )ˆ2;
zit=solve(f,z);
zat=double(zit);
end
These are the graphic results obtained with the first part of the code:
Figure 8.1: Curve of singularities for α = 0.1 rad
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Figure 8.2: Curve of singularities for α = 0.3 rad
Figure 8.3: Curve of singularities for α = 0.5 rad
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Figure 8.4: Curve of singularities for α = 0.7 rad
Figure 8.5: Curve of singularities for α = 0.9 rad
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Figure 8.6: Curve of singularities for α = 1.0 rad
Figure 8.7: Curve of singularities for α = 1.1 rad
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Figure 8.8: Curve of singularities for α = 1.2 rad
Figure 8.9: Curve of singularities for α = 1.3 rad
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Figure 8.10: Curve of singularities for α = 1.4 rad
Figure 8.11: Curve of singularities for α = 1.45 rad
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Figure 8.12: Curve of singularities for α = 1.5 rad
Figure 8.13: Curve of singularities for α = 1.53 rad
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Figure 8.14: Curve of singularities for α = 1.55 rad
Figure 8.15: Curve of singularities for α = 1.57 rad
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8.2 Annex B: Some calculus results for Lipschitz func-
tions
Theorem 8.1 The following statements about lipschitz functions are equivalent:
• i) If f is smooth at a point a, then | Df(a) |≤ Lipf .
• ii) If f is convex and f is smooth, then Lip(f) =| Df |∞
• iii) If f is smooth and Df is locally bounded, then f is locally lipschitz.
Proof.
i) We have | f(a+ X)− f(a) |≤| X | Lip(f) by definition and for X 6= 0:∣∣∣∣Df(a)( X| X |
)∣∣∣∣ = lim→0 | f(a+ X)− f(a) || X | ≤ Lip(f). (8.1)
ii) Because of i), we have | Df |∞≤ Lip(f). For two points of a, b ∈ U and as U is
convex we have the following inequalities:
| f(b)− f(a) |≤| b− a | sup
x∈[a,b]
| Df(x) |≤| b− a || Df |∞ (8.2)
As Lip(f) should be, by definition, the minimum c such for every a, b ∈ U d(f(a), f(b)) ≤
cd(a, b), so we have Lip(f) ≤| Df |∞. Perforce: Lip(f) =| Df |infty.
iii) is immediate because Df is locally bounded and as such local properties are
defined in ’small’ balls and those are convex we get directly by ii) the local result
announced in iii).
2
And the corollary that we need for the proof of the Sard’s Theorem 2.1 is the follow-
ing:
Corollary A C1 function is locally Lipschitz. We get this immediately because a func-
tion that is smooth is differentiable and of course its derivative is locally bounded
because is continuous. By the third part of the theorem we can guarantee that it is,
in fact, locally Lipschitz.
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