We study multistage distributionally robust mixed-integer programs under endogenous uncertainty, where the probability distribution of stage-wise uncertainty depends on decisions made in previous stages. We first consider ambiguity sets defined by decision-dependent bounds on the first and second moments of uncertain parameters, and by the mean and covariance matrix that exactly match decision-dependent empirical ones. For both cases, we show that the subproblem in each stage can be recast as a mixed-integer linear program. Then we extend the ambiguity set in Delage and Ye (2010) to the multistage decision-dependent setting, based on which we derive mixed-integer semidefinite programming reformulations of the subproblems and develop methods for attaining lower and upper bounds for the multistage formulation. We also approximate the subproblem reformulations with a series of mixed-integer linear programs. We deploy the Stochastic Dual Dynamic integer Programming approach to solve our models with risk-neutral or risk-averse objectives, and conduct numerical studies using facility-location instances under different demand uncertainty settings.
Introduction
Uncertainty appears ubiquitously in decision-making processes, where system design and operational decisions need to be made dynamically over a finite time horizon, so that they can be adaptive to varying parameter (e.g., random customer demand, stochastic travel time, etc.) in engineering and service systems. When using stochastic programming approaches, the decision maker optimizes a certain measure of a random outcome (e.g., the expected cost of service operations) given a full knowledge of the distribution of uncertain parameter. We refer to, e.g., Birge and Louveaux (2011) , Shapiro et al. (2009) , for detailed discussions about applications, formulations, and solution algorithms used in two-stage and multistage stochastic programming. On the other hand, robust optimization provides an alternative where we assume that values of the underlying uncertain parameter may vary in a pre-determined set, called "uncertainty set". The resultant model seeks to construct a solution that is feasible for any realization in the uncertainty set and optimal for the worst-case objective function (see Soyster (1973) ). Ben-Tal and Nemirovski (1998) derived tractable convex programming reformulations of the robust counterpart based on an ellipsoidal uncertainty set. Ben-Tal et al. (2009) performed a comprehensive review of recent developments in the modeling and solution algorithms for robust optimization. They listed specially structured uncertainty sets whose robust counterparts are computationally tractable. Bertsimas et al. (2011) conducted a thorough survey about recent theories and applications of robust optimization, showing the computational attractiveness of different approaches.
Recently, an approach that bridges the gap between robust optimization and stochastic programming is proposed to handle decision-making problems under uncertainty with ambiguously known distributions, namely, the distributionally robust optimization approach (DRO). In DRO, optimal solutions are sought for the worst-case probability distribution within a family of candidate distributions, called "ambiguity set". Dated back to 1950s, Scarf (1959) studied a dynamic inventory problem under an unknown distribution with given mean and variance, and the DRO approach has drawn new attention recently, due to new developments in statistical learning theories and in efficient algorithms for solving convex and nonconvex programs. Delage and Ye (2010) focused on ambiguity sets defined by mean and covariance matrix, where they proved that a distributionally robust convex programming model can be reformulated as a semidefinite program and solved in polynomial time for a wide range of objective functions. They also quantified the relationship between the amount of data and the choice of moment-based ambiguity set parameters for achieving certain levels of solution conservatism. The ways of constructing the ambiguity sets in DRO models can base on (i) empirical moments and their nearby regions (see, e.g., Mehrotra and Papp (2014) , Wagner (2008) , Zhang et al. (2018) , Delage and Ye (2010) ); and (ii) statistical distances between a candidate distribution and a reference distribution, such as norm-based distance (see, e.g., Jiang and Guan (2018) ), φ-divergence (see, e.g., Ben-Tal et al. (2013) , Jiang and Guan (2016) ), and Wasserstein metric (see, e.g., Esfahani and Kuhn (2018) , Blanchet and Murthy (2019) , Gao and Kleywegt (2016) , Chen et al. (2018) ). In this paper, we focus on moment-based ambiguity sets and extend them to decision-dependent uncertainty settings, which we elaborate later.
Related to the multistage DRO models we consider in this paper, Bertsimas et al. (2018) studied adaptive DRO in a dynamic decision-making framework, where decisions are adapted to the uncertain outcomes through stages. They focused on a class of second-order conic representable ambiguity sets and transformed the adaptive DRO problem to a classical robust optimization problem following linear decision rules. Goh and Sim (2010) studied a linear optimization problem under uncertainty which has expectation terms in the objective function and constraints. The authors developed a new nonanticipative decision rule, which was more flexible than the linear decision rule, to find distributionally robust solutions. In practice, system parameters and therefore their uncertain features could depend on decisions made previously. For example, customer demand in many service industries are random and vary seasonally, and its probability distribution can largely depend on the locations of service centers or warehouses. Specifically, for carsharing services such as Zipcar, one would sign up as a member only if she can easily find available cars nearby her work/home locations (see Kung and Liao (2018) ). This type of uncertainty is called endogenous uncertainty, which has been extensively studied in the literature of dynamic programming (see, e.g., Webster et al. (2012) ), stochastic programming (see, e.g., Goel and Grossmann (2006) , Jonsbråten et al. (1998) , Ahmed (2000) , Viswanath et al. (2004) , Lee et al. (2012) ) and robust optimization (see, e.g., Poss (2013) , Spacey et al. (2012) , Poss (2013) , Vujanic et al. (2016) , Hu et al. (2015) , Lappas and Gounaris (2017) , Lappas and Gounaris (2018) , Nohadani and Sharma (2018) ). Among them, Webster et al. (2012) proposed an approximate dynamic programming approach to solve a multistage global climate policy problem under decision-dependent uncertainties. Goel and Grossmann (2006) studied a class of stochastic programs with decision-dependent parameters and presented a hybrid mixedinteger disjunctive programming formulation for these programs. Poss (2013) investigated robust combinatorial optimization with variable budgeted uncertainty, where the uncertain parameters belong to the image of multifunctions of the problem variables. They proposed a mixed-integer linear program (MILP) to reformulate the problem.
In this paper, we consider multistage mixed-integer DRO models under endogenous uncertainty, of which the ambiguity sets of possible distributions are moment based and depend on previous decisions. Noyan et al. (2018) studied a single-stage DRO problem, where the ambiguity sets are balls centered at a decision-dependent probability distribution. The measure they used is based on a class of earth mover's distances (first introduced by Rubner et al. (1998) ), including both the total variation distance and the Wasserstein metrics. Their models are computationally intractable nonconvex nonlinear programs, and the authors specified several problem settings under which it is possible to obtain tractable formulations. Luo and Mehrotra (2018) considered two-stage DRO models with decision-dependent ambiguity sets, which give rise to nonconvex semi-infinite programs. Recently, Basciftci et al. (2019) considered a two-stage distributionally robust facility location problem, where customer demand depends on the first-stage facility-building decisions. The authors derived an equivalent MILP based on special problem structures and developed valid cuts to improve the solution time. Pereira and Pinto (1991) were the first to develop the Stochastic Dual Dynamic Programming (SDDP) algorithm for efficiently computing multistage stochastic linear programs based on scenario tree representation of the dynamically realized uncertainty. We also refer the interested readers to Philpott and Guan (2008) , Girardeau et al. (2014) , Guigues (2016) for studies on the convergence of the SDDP algorithm under different problem settings. Recently, Philpott et al. (2018) studied a variant of SDDP with a distributionally robust objective, where the ambiguity set is an Euclidean neighbourhood of the nominal probability distribution. The authors showed its almost-sure convergence under standard assumptions and applied it to New Zealand hydrothermal electricity system. Stochastic Dual Dynamic integer Programming (SDDiP), firstly proposed by Zou et al. (2019) , is an extension of SDDP to handle the nonconvexity arising in multistage stochastic integer programs. The essential differences are the new reformulations of subproblems in each stage and a new class of cuts derived for handling the integer variables. Zou et al. (2018) and Hjelmeland et al. (2018) applied SDDiP to solve multistage unit commitment and hydropower scheduling problems, respectively.
In this paper, we deploy risk-neutral expectation-based and risk-averse coherent-risk measures to interpret the objective functions in multistage DRO models. We consider the following three types of moment-based ambiguity sets respectively involving: (i) decision-dependent bounds on the moments; (ii) the mean vector and covariance matrix exactly matching decision-dependent empirical ones; (iii) the mean vector of uncertain parameters lying in an ellipsoid centered at a decision-dependent estimate mean vector, and the centered second-moment matrix lying in a positive semidefinite (psd) cone. For (i) and (ii), we reformulate the problem as multistage stochastic MILPs, and for (iii), we reformulate it as a multistage stochastic mixed-integer semidefinite program (MISDP). We then apply variants of SDDiP to solve the reformulations and derive bounds.
To our best knowledge, this paper is the first that handles mixed-integer DRO models under endogenous uncertainty in a multistage setting and derives reformulations that can be solved in off-the-shelf solvers. The rest of this paper is organized as follows. In Section 2, we develop reformulations and bounds for the risk-neutral models under the three ambiguity sets. In Section 3, we extend the results to the risk-averse case. In Section 4, we test facility-location instances with stochastic demand and present numerical results for different types of ambiguity sets and parameter settings. In Section 5, we conclude the paper and state future research directions. We present details of all the proofs in Appendix A, and constraint details in McCormick envelopes in Appendix B, the general implementation of SDDiP in Appendix C, and how to verify the feasibility of our stage-wise subproblems in Appendix D.
Throughout the paper, we use the following notation: The bold symbol will be used to denote a vector/matrix; for n ∈ Z + , the set {1, . . . , n} is represented by [n]; the Frobenius inner product trace(A T B) is denoted by A • B.
Risk-neutral Multistage DRO with Endogenous Uncertainty
We first consider risk-neutral multistage decision-dependent distributionally robust mixed-integer programming models. A generic model is given by (N-DDDR):
where ξ t ∈ Ξ t ⊂ R J is the random vector at stage t, for all t = 2, . . . , T . W.l.o.g., let Ξ 1 be a singleton, i.e., ξ 1 is a deterministic vector. For t > 1, the probability of each uncertain parameter ξ t is not known exactly, but lies in an ambiguity set of probability distributions. Letting Ξ = Ξ 1 × Ξ 2 × · · · × Ξ T , the evolution of ξ t defines a probability space (Ξ, F, P ), and a filtration F 1 ⊂ F 2 ⊂ · · · ⊂ F T ⊂ F such that each F t corresponds to the information available up to (and including) the current stage t, with F 1 = {∅, Ξ}, F T = F. We define binary state variable
x t ∈ {0, 1} I to connect the consecutive two stages t and t + 1, and define integer/continuous stage variable y t ∈ R I×J which only appears at stage t. The feasible region for choosing decisions (x t , y t ) is X t (x t−1 , ξ t ) ⊂ {0, 1} I × R I×J , which depends on the values of decision x t−1 and random vector ξ t . We consider linear cost function g t (x t , y t ) and nonempty compact mixed-integer polyhedral feasible set X t (x t−1 , ξ t ) for each t ∈ [T ]. The ambiguity set at stage t is denoted by P t (x t−1 ), which depends on the previous stage's decision variable x t−1 , and P t (x t−1 ) ⊂ P t (Ξ t , F t ), denoting the set of probability distributions defined on (Ξ t , F t ), for all t = 2, . . . , T . The dynamic decision-making process is as follows:
In the first stage, we make decisions x 1 , y 1 . The nature chooses the worst-case probability distribution P 2 ∈ P 2 (x 1 ), under which the uncertain parameter ξ 2 is observed and then make corresponding decisions x 2 , y 2 in the second stage. This process continues until reaching stage T . The Bellman equations for N-DDDR (1) include:
where for each t = 2, . . . , T − 1,
and
Note that the Bellman equation in each stage t ∈ [T − 1] is a min-max problem. Therefore, our goal is to recast the inner maximization problem as a minimization problem and then reformulate the min-max model as a monolithic formulation. LetX t represent the feasible set X t projecting to the x t -space, i.e., x t ∈X t if and only if there exists y t such that (x t , y t ) ∈ X t , and consider the following assumptions.
Assumption 1. The random vectors are stage-wise independent, i.e., ξ t is stochastically independent of ξ [1,t−1] = (ξ 1 , . . . , ξ t−1 ) T , for all t = 2, . . . , T .
Assumption 2. For each t = 2, . . . , T , every probability distribution P t ∈ P t (x t−1 ) has a decisionindependent support Ξ t := {ξ k t } K k=1 with finite K elements for all solution values x t−1 ∈X t−1 . Each realization ξ k t is associated with an ambiguously known probability p k satisfying K k=1 p k = 1.
Note that for notation simplicity, every discrete support Ξ t has the same number of elements K for t = 2, . . . , T . However, our model and solution approaches can be easily extended to settings with time-dependent K. Next, we consider three different types of decision-dependent moment-based ambiguity sets mentioned in Section 1 for characterizing ambiguity sets P 2 (x 1 ), . . . , P T (x T −1 ).
Ambiguity sets by bounding moment functions separately
A decision maker may not know the exact values of uncertain parameters, but have access to their moments. Following the ambiguity set in Luo and Mehrotra (2018) , we bound the moments by certain decision-dependent functions. In stage t + 1, the random vector is ξ t+1 = (ξ t+1,1 , . . . , ξ t+1,J ) T ∈ R J where ξ t+1,j represents the j-th uncertain parameter. We consider m different moment functions f := (f 1 (ξ t+1 ), . . . , f m (ξ t+1 )) T . In general, for all s = 1, . . . , m, f s (ξ t+1 ) = (ξ t+1,1 ) k s1 (ξ t+1,2 ) k s2 · · · (ξ t+1,J ) k sJ , where k sj is a non-negative integer indicating the power of ξ t+1,j for the s-th moment function. The lower and upper bounds are defined by
where
Theorem 1. (Luo and Mehrotra, 2018) If for any feasible x t ∈X t , the ambiguity set defined in (3) is nonempty, then the Bellman equation (2) can be reformulated as:
α, β ≥ 0.
The detailed proof is presented in Appendix A. It turns out that there are nonlinear terms in both objective function and constraints (e.g., α T l(x t ), β T u(x t )). We explore and utilize special structures of P t+1 (x t ) to speed up the computation. For the first and second moments of each parameter, we consider their lower and upper bounds as follows:
Here, (5a) is a normalization constraint to ensure that P is a probability distribution. Equations (5b) and (5c) present the first and second moment functions for each parameter, respectively. When the first moment function is used, l 1+j (x t ) and u 1+j (x t ) bound the mean of parameter ξ t+1,j in an µ j -interval of the empirical mean function µ j (x t ) for all j ∈ [J]. Similarly, l 1+J+j (x t ) and u 1+J+j (x t ) bound the second moment of parameter ξ t+1,j via scaling the empirical second moment function S j (x t ) for all j ∈ [J]. As a result, we have 2J + 1 constraints in the ambiguity set (3) as:
For each j ∈ [J], we assume that the empirical first and second moments of each uncertain parameter affinely depend on decisions x t , i.e.,
where the empirical mean and standard deviation of the j-th uncertain parameter are denoted bȳ µ j ,σ j , respectively. Here by assumption, the first and second moments will increase when any of the state variable x ti changes from 0 to 1. Parameters λ µ ji , λ σ ji ∈ R + respectively represent the degree about how x ti = 1 may affect the values of the first and second moments of ξ t+1,j for each j ∈ [J]. This setting can be justified in some real-world applications, such as locating parking space or bike docking stations to provide carsharing or bikesharing service to community residents. Following our assumption, the mean and variance of customer demand may increase if there are more facilities open nearby, and the respective increasing rates are measured by λ µ ji and λ σ ji . Depending on specific applications and problem contexts, the values of λ µ 's and λ σ 's can be set differently. Also note that for notation simplicity, λ u ji and λ σ ji are the same for all stages t ∈ [T ]. Our model and solution approaches can allow time-dependent λ µ -or λ σ -values.
We further rewrite the recursive function Q t+1 (x t , ξ k t+1 ) as Q k t+1 for notation simplicity. Using the ambiguity set defined in (6), the Bellman equation (4) becomes
Given binary valued x ti , we provide exact reformulations of the bilinear terms
. (We provide the details of the constraints in all the McCormick envelopes in this paper in Appendix B). Following the multi-cut version of SDDiP algorithm (see Zou et al. (2019) ), at iteration , we replace the value function Q k t+1 by under-approximation cuts:
where cut coefficients {(v lk t+1 , π lk t+1 )} K k=1 are evaluated at stage t + 1 in the backward step at each iteration l with π lk t+1 being the optimal solution to a Lagrangian dual problem of model (7) and v lk t+1 = L k t+1 (π lk t+1 ) being the value of the Lagrangian dual function. (For self-contained purposes, we present the Lagrangian dual problem, Lagrangian function, and its solutions using notation in our problem in Appendix C.) Then we obtain an under-approximation of the Bellman equation (7) as
The above under-approximation (9) is an MILP. Therefore, we can apply SDDiP algorithm using Lagrangian cuts to solve the resultant multistage stochastic MILP directly.
Remark 1. The Bellman equations (7) and (9) are stochastic in the sense that they depend on the current stage's uncertainty ξ t , although we have access to all the realizations of the next stage's uncertainty ξ t+1 in the constraints. They differ from the traditional Bellman equations because the value functions Q k t+1 appear in the constraints separately for all k ∈ [K], instead of in the objective function. Therefore, we use a multi-cut version of SDDiP by replacing each Q k t+1 by cuts θ k t for all k ∈ [K]. However, the traditional way of calculating statistical upper bounds in SDDiP does not work in our case because we do not have access to the stage cost without value functions.
Ambiguity sets with exact mean and covariance matrix
In the previous section, we consider ambiguity sets defined by decision-dependent bounds on the first and second moments of each uncertain parameter separately, whereas in reality, there may be correlations between different uncertain parameters, and in addition, a decision maker may not know the full distributional information. In this case, we rely on estimates of the true mean and covariance matrix and consider ambiguity sets defined by matching exact decision-dependent mean and covariance. For
where µ(x t ) ∈ R J , Σ(x t ) ∈ R J×J are the empirical mean and covariance matrix that are dependent on decisions x t .
Theorem 2. If for any feasible x t ∈X t , the ambiguity set defined in (10) is nonempty, then the Bellman equation (2) can be reformulated as
The detailed proof is presented in Appendix A, in which we apply strong duality to recast the inner maximization problem in (2) as a minimization problem and combine it with the outer minimization problem. Furthermore, assume that the elements in µ(
whereμ is the nominal mean vector andΣ is a psd matrix representing the nominal covariance matrix. Then
Note that (14) and (15) 
Applying the same cutting planes in (8), we obtain an under-approximation Q t (x t−1 , ξ t ) of the Bellman equation as an MILP:
Ambiguity sets with ellipsoidal and psd constraints on the mean and covariance matrix
In some situations, one may not be entirely confident about the empirical estimates of mean and covariance matrix. For this reason, we introduce parameterized ambiguity sets, where the mean vector of uncertain parameters lies in an ellipsoid centered at an affinely decision-dependent estimate mean vector, and the second-moment matrix lies in a psd cone defined by an affinely decisiondependent matrix. Specifically, for all t ∈ [T − 1], we have
where µ(x t ), Σ(x t ) are the empirical mean vector and covariance matrix and γ, η are coefficients controlling the size of the ambiguity set. Note that this ambiguity set follows the one in Delage and Ye (2010) and extends it to multistage and decision-dependent settings.
Theorem 3. Suppose that the Slater's constraint qualification conditions are satisfied, i.e., for any feasible x t ∈X t , there exists a vector p = (p 1 , p 2 , . . . , p K ) T such that K k=1 p k = 1,
Using the ambiguity set defined in (17), the Bellman equation (2) can be recast as
The detailed proof is given in Appendix A. The key idea is to use the Lagrangian function and apply strong duality to recast the inner maximization problem in (2) as a minimization problem. We still assume the linear dependence of µ(x t ), Σ(x t ) on x t , as shown in (12) and (13). Because x ti , i ∈ [I] are binary variables, we can provide exact reformulations of the bilinear terms w tijj =
For notation simplicity, we rewrite the linear objective function asg t (x t , y t , s, Z, Y , w, u, R) and the linear function on the left-hand side of Constraint (19a) as f t (s, Z, Y , R, v, ξ k t+1 ). We fold all linear constraints (19b)-(19f) into setX t . Then model (19) becomes:
To solve (20), we aim to replace the value function Q t+1 (x t , ξ k t+1 ) appearing in Constraints (20b) by some under-approximation linear cuts, which will result in a multistage stochastic MISDP. The MISDP itself is difficult to solve directly due to the nature of semidefinite programs with integer variables. There lack existing solvers for optimizing MISDP. For example, BNB and CUTSDP are two internal mixed-integer conic programming solvers in YALMIP (Lofberg, 2004) , which rely on relaxing integrality/semidefinite cones during iterative processes but not solve them exactly. If we want to leverage SDDiP with Lagrangian cuts, an MILP is needed in each stage. In the next two subsections, two methods are proposed to tackle this issue. In Section 2.3.1, we solve a Lagrangian relaxation, which provides valid cuts and the procedures will produce a lower bound on the optimal objective value of the original multistage problem. In Section 2.3.2, we approach the problem by inner approximating MISDPs via MILPs so that we can apply SDDiP with Lagrangian cuts directly on the resultant multistage stochastic MILP. We compare the gaps of these two approaches numerically in Section 4.
Lower bounding via Relaxed Lagrangian Cuts
In the forward step, we solve the MISDPs (20) for all stages t ∈ [T −1] with current approximations of the value functions. Then in the backward step, at iteration of stage t, our goal is to find underapproximation linear cuts with coefficients Zou et al. (2019) , we make a copy of the state variable z t = x t−1 and then relax it to get a Lagrangian function. Specifically, at iteration , for each realization ξ k t , we solve the following relaxation problem in the backward step:
A collection of cuts given by the coefficients {(v k t , π k t )} K k=1 is generated, where π k t ∈ R I is any real vector and v k t = L k t (π k t ). We name this collection of cuts the Relaxed Lagrangian Cuts because it does not require the coefficient π to be the optimal solution to the Lagrangian dual problem.
Proposition 1. The collection of Relaxed Lagrangian Cuts {(v lk t , π lk t )} K k=1 is valid because the true value function is bounded from below by these cuts for all
The proof is similar to the one of Theorem 3 in Zou et al. (2019) and it is omitted here. As a result, SDDiP algorithm with Relaxed Lagrangian Cuts provides a lower bound on the original multistage stochastic MISDP. Because the Relaxed Lagrangian Cuts are not necessarily tight, our algorithm is not guaranteed to converge to an optimal solution.
Remark 2. In Lubin et al. (2016) , the authors outer approximate mixed-integer conic problems by a series of MILPs. However, the validity of their result is based on two lemmas. Firstly, strong duality holds, and secondly, a ray of the dual exists if the primal problem is infeasible. Both of the lemmas may not hold if considering general conic programs, e.g., in our model (20).
Upper bounding via inner approximating MISDP by MILPs
We also propose to inner approximate psd cones by polyhedrons to obtain valid upper bounds for the MISDPs (20).
We can further define a set of cones parameterized by a matrix U ∈ R n×n :
where S n represents the set of real symmetric n × n matrices. Optimizing over DD(U ) is a linear program since U is fixed and the associated constraints are linear in M and Q. Moreover, the matrices in DD(U ) are all psd, i.e., ∀U , DD(U ) ⊂ P n , where P n represents the set of n × n psd matrices.
Then, following similar ideas in Ahmadi and Hall (2017) , one natural way is to replace the conditions Z 0, Y 0 by Z ∈ DD(U ), Y ∈ DD(V ) for some fixed matrices U , V in the forward step. This will provide us an upper bound on the value function Q t (x t−1 , ξ t ), given by
Then in the backward step, we can construct the Lagrangian cuts on the stage-wise MILPs. As a result, the optimal objective value of the resultant multistage MILP will serve as an upper bound of the original multistage MISDP.
Remark 3. We can potentially strengthen the above bound using a tailored inner approximation scheme introduced in Section 3.1 in Ahmadi and Hall (2017) , where the bounds can be iteratively improved by solving a series of MILPs. However, to do that, we need to solve the MISDPs (20) using the current approximation of value functions in the forward step, and then in the backward step, we need to first replace the value function Q t+1 (x t , ξ k t+1 ) by under-approximation cuts in (20), which will give us a lower bound of Q t (x t−1 , ξ k t ). As the inner approximations of psd cones yield upper bounds on the MISDP, the final result is not guaranteed to be either valid lower or upper bound of the optimal objective value of the original MISDP (20). In Section 4, we will compare this result obtained by using this method with the above valid upper-bound result.
Risk-averse Multistage DRO with Endogenous Uncertainty
Next we extend N-DDDR in (1) to a more general setting. Previously, the robust counterpart chooses the worst-case distribution P from a risk-neutral aspect using expectation to measure the uncertain cost over multiple stages. However, a decision maker may measure the worst-case distribution in a risk-averse fashion, and we accordingly replace the expectations by coherent risk measures ρ t , ∀t = 2, . . . , T . The corresponding risk-averse multistage DRO model is given by (A-DDDR):
min (x 1 ,y 1 )∈X 1 g 1 (x 1 , y 1 ) + max
We consider a special class of coherent risk measures, which is a convex combination of expectation and Conditional Value-at-Risk (CVaR) (Rockafellar et al., 2000) :
where λ t ∈ [0, 1] is a parameter that balances the expectation and CVaR measure at α t ∈ (0, 1) risk level. Notice that this risk measure is more general than expectation and it becomes the risk-neutral case when λ t = 0. The Bellman equations for A-DDDR (21) then become:
where for t = 2, . . . , T − 1,
Following the results by Rockafellar and Uryasev (2002) , CVaR can be attained by solving the following optimization problem:
where [a] + := max{a, 0}, and η is an auxiliary variable. To linearize [Z − η] + , we replace it by a variable m with two additional constraints: m ≥ 0, m ≥ Z − η.
Recall that by assumption, every P t+1 ∈ P t+1 (x t ) has a decision-independent finite support Ξ t+1 := {ξ k t+1 } K k=1 , ∀x t ∈ X t for a fixed K and all t ∈ [T −1]. Each realization k ∈ [K] is associated with probability p k , and therefore the inner maximization problem max
Here, we denote the recursive function Q t+1 (x t , ξ k t+1 ) as Q k t+1 for notation simplicity. Associating dual variables q k with constraints (23b), and applying strong duality (because (23) is always feasible), we have max Pt+1∈Pt+1(xt)
Merging the two layers of maximization problems, for each t ∈ [T − 1], we solve
In the following subsections, we present reformulations of A-DDDR in (21) under the three types of ambiguity sets in Section 2.
Ambiguity sets by bounding moment functions separately
Using the ambiguity set defined in (3), the inner maximization problem (25) can be recast as
Theorem 4. If for any feasible x t ∈X t , problem (26) is feasible, then the Bellman equation (22) can be reformulated as
The proof of Theorem 4 is similar to the one of Theorem 1 in Appendix A, where the only difference is that we introduce the two more dual variables π k and θ, associated with constraints (24b) and (24c), respectively.
Notice here when λ t+1 = 0, model (27) reduces to the risk-neutral case (4). This reformulation also has similar computational complexity as model (4) in Theorem 1. Therefore, with the same specific ambiguity set considered in (6) in Section 2, we can apply McCormick envelopes to obtain a multistage stochastic MILP and deploy SDDiP to solve it.
Ambiguity sets with exact mean and covariance matrix
Using the ambiguity set defined in (10), the inner maximization problem (25) can be recast as
Theorem 5. If for any feasible x t ∈X t , problem (28) is feasible, then the Bellman equation (22) can be reformulated as
The proof of Theorem 5 is similar to the one of Theorem 2 in Appendix A, where the only difference is that we introduce the two more dual variables π k and θ, associated with constraints (24b) and (24c), respectively.
Notice here when λ t+1 = 0, the risk-averse model (29) reduces to the risk-neutral case (11). We can apply McCormick envelopes to get a multistage stochastic MILP and use SDDiP algorithm to attain optimal solutions as in Section 2.2.
Ambiguity sets with ellipsoidal and psd constraints on the mean and covariance matrix
Using the ambiguity set defined in (17), the inner maximization problem (25) can be recast as
Theorem 6. Suppose that Slater's constraint qualification conditions are satisfied, i.e., for any feasible x t ∈X t , there exists a vector p = (p 1 , p 2 , . . . , p K ) T such that K k=1 p k = 1,
Using the ambiguity set defined in (17), the Bellman equation (22) can be recast as
The proof is similar to the one of Theorem 3 and we omit the details. Notice at we obtain an MISDP in each stage and when λ t+1 = 0, the risk-averse model (30) reduces to the risk-neutral case (18). We can apply McCormick envelopes and approximation schemes to obtain valid upper and lower bounds similar to the procedures in Sections 2.3.1-2.3.2.
Numerical Studies
We generate instances of the multistage capacitated facility location problem for testing our models and algorithms. In these instances, consider 1, . . . , I facility sites and 1, . . . , J demand locations. Define binary variable x ti = 1 if a facility is open at location i at stage t, and x ti = 0 otherwise. Decision variable y tij represents the flow of products from facility i to location j at stage t. The random vector at stage t is ξ t = (ξ t1 , . . . , ξ tJ ) T , representing the demand of customers in each location at stage t. Then, a deterministic formulation of the subproblem in each stage t is as follows.
The objective function (31a) minimizes the transportation cost minus the revenue, where c tij , R j denote the unit transportation cost and revenue, respectively. Constraints (31b) require to satisfy the demand in each location. Constraints (31c) indicate that the total shipment from a facility in each stage cannot exceed its capacity once the facility is in use. Constraints (31d) imply that the building cost cannot exceed a given budget N , and according to constraints (31e), any open facilities cannot be removed. We assume that the stochastic process (ξ 1 , ξ 2 , . . . , ξ T ) T is stage-wise independent, and at each stage, the discrete support for the demand uncertainty is assumed to be Ξ = {5, 10, 15}. In our numerical tests, we set the transportation costs c ij = 10 and the building costs f ti = 100 for all i ∈ [I] and j ∈ [J]. In each stage t, we have budget N = 120. All the facilities have the same capacity h ti = 20 and the revenue R j = 100 for meeting one unit demand for all i ∈ [I] and j ∈ [J]. Our experiments utilize YALMIP toolbox in MATLAB (Lofberg, 2004) for modeling, where MOSEK is used to directly solve the stage-wise MILPs, and CUTSDP is used to solve MISDPs. All numerical experiments are conducted on a Windows 2012 Server with 128 GB RAM and an Intel 2.2 GHz processor.
DRO without risk aversion

Ambiguity sets by bounding moment functions separately
We first consider N-DDDR model with T = 2 stages, I = 3 facilities and J = 1 demand location. For the first ambiguity set (6) in Section 2.1, we set the empirical first and second moments as µ = 10,σ = 0.1, and the bounding parameters as µ = 5, σ = 0.5,¯ σ = 1.5. We evaluate four different patterns with fixed λ µ -and λ σ -values given in Table 1 . For each pattern, we first solve Table 1 : Patterns with varying λ µ -/λ σ -values that interpret how decisions affect mean/variance. Pattern (λ µ 11 , λ µ 12 , λ µ 13 ) T (λ σ 11 , λ σ 12 , λ σ 13 ) T 1-1 (0.9, 0.5, 0.1) T (0.5, 0.5, 0.5) T 1-2 (0.5, 0.5, 0.5) T (0.9, 0.5, 0.1) T 1-3 (0.1, 0.1, 0.1) T (0.9, 0.5, 0.1) T 1-4 (0.5, 0.9, 0.1) T (0.9, 0.5, 0.1) T the two-stage min-max formulation of N-DDDR by enumerating on all feasible first-stage solutions and each second-stage problem is directly optimized by MOSEK solver. We then apply SDDiP algorithm to solve both the N-DDDR and the decision-independent counterpart (N-DIDR) with all λ µ -and λ σ -values set to 0, where the algorithm iteratively builds cuts to approximate the first-stage value function. Table 2 demonstrates the performance of the above three models under different patterns. Each column under "Two-stage enumeration" displays the cost with the corresponding first-stage x-solution (x-sol.), where we mark the optimal solution in bold. The rest of the columns record the optimal objective values and optimal solutions of the N-DDDR and N-DIDR models, respectively. From Table 2 , both the optimal solutions and objective values of the two-stage model by enumeration and N-DDDR are the same, confirming the solution correctness produced by the SDDiP algorithm. The model N-DDDR always yields a better objective value than the one of N-DIDR, indicating the benefits of considering decision-dependency. When we set λ σ -values the same, as Table 2 : Results of different models using the first ambiguity set Two-stage enumeration N-DDDR N-DIDR Pattern (1, 0, 0) T (0, 1, 0) T (0, 0, 1) T
Obj.
x-sol.
shown in Pattern #1-1, N-DDDR first builds the facility that has the highest impact on the mean values of demand, coinciding with our intuition that building such a facility will increase demand in later stages the most and as a result, it will bring the largest revenue. In Pattern #1-2, we set all λ µ -values to 0.5, and the objective values of all three first-stage x-solutions are the same, although different facilities have different impacts on the second moments. But when we decrease all λ µ -values to 0.1, N-DDDR chooses the facility with the highest λ σ -value, indicated in the optimal solution in Pattern #1-3. In Patterns #1-4, N-DDDR chooses the facility with λ µ = 0.9 and λ σ = 0.5. These results suggest that the impact on the first moment (e.g., mean values) plays a more important role than the impact on demand variance when choosing optimal facility-location solutions.
Ambiguity sets with exact mean and covariance matrix
Now we consider N-DDDR model with T = 2 stages, I = 3 facilities and J = 2 demand locations. For the second ambiguity set (10), assume that each facility has the same impact on different demand locations, i.e., λ µ ji = λ i , ∀j ∈ [J]. The empirical mean and covariance matrix are given byμ = (10, 10) T ,Σ = 10 10 10 10 . Note that this type of ambiguity set is the most restricted one because it is defined by three equalities. As a result, we evaluate three different patterns with fixed λ µ -and σ-values given in Table 3 , which will make the ambiguity set (10) nonempty. Table  4 demonstrates the results of the two-stage model solved by enumeration, N-DDDR and N-DIDR solved by SDDiP under different patterns. Table 4 , in Pattern #2-1, when all the σ-values are the same, N-DDDR builds the facility with the highest impact on the mean. In Pattern #2-2, when the third facility has the highest impact on the mean (λ µ j3 = 0.3) and the lowest impact on the covariance matrix (σ 3 = 0.1), N-DDDR still builds the third one, indicating the importance of mean values of demand. When λ µ -values are the same, as shown in Pattern #2-3, the objective values of all three first-stage x- Table 4 : Results of different models using the second ambiguity sets Two-stage enumeration N-DDDR N-DIDR Pattern (1, 0, 0) T (0, 1, 0) T (0, 0, 1) T
2-1
−3780 −3960 −4140 −4140 (0, 0, 1) T −3600 (0, 0, 1) T 2-2 −3780 −3960 −4140 −4140 (0, 0, 1) T 2-3 −4140 −4140 −4140 −4140 (0, 0, 1) T solutions are the same, although different facilities have different impact on the covariance matrix.
Ambiguity sets with ellipsoidal and psd constraints on the mean and covariance matrix
Now we consider N-DDDR model with T = 2 stages, I = 3 facilities and J = 2 demand locations. For the third ambiguity set (17), we set bounding parameters as γ = 1000, η = 500, the empirical mean and covariance matrix asμ = (10, 10) T ,Σ = 0.1 0 0 0.9 , where the demand in two customer locations are uncorrelated and the first customer location will have smaller variance in demand. We evaluate four different patterns with fixed λ µ -and σ-values given in Table 5 . Then in Table 6 , we show the results of the two-stage model solved by enumeration, N-DDDR and N-DIDR for different patterns indicated in Table 5 . Furthermore, let the two locations' demand become correlated by settingΣ = 0.1 0.2 0.2 0.9 . We name the same patterns in Table 5 with this new covariance matrix as #3-5, #3-6, #3-7 and #3-8 and display the results of different models for these patterns in Table  7 . 3-1 0.1, 0.5, 0.9 0.1, 0.5, 0.9 (0.5, 0.5, 0.5) T 3-2 0.5, 0.5, 0.5 0.5, 0.5, 0.5 (0.9, 0.5, 0.1) T 3-3 0.1, 0.5, 0.9 0.1, 0.5, 0.9 (0.1, 0.5, 0.9) T 3-4 0.1, 0.5, 0.9 0.9, 0.5, 0.1 (0.5, 0.5, 0.5) T From Tables 6 and 7, when the λ µ -values are the same as shown in Patterns #3-2 and #3-6, N-DDDR builds the facility with the lowest impact on the covariance matrix, which is different from the previous two ambiguity sets. In other patterns, N-DDDR always builds the facility with the highest impact on the mean values of demand for both customer locations. When different facilities have the highest impact on the demand in the two locations, the location with smaller demand variance will play a more important role in choosing facilities to build. For example, in Table 6 : Results of different models with the third ambiguity sets and uncorrelated demand Two-stage exact N-DDDR N-DIDR Pattern (1, 0, 0) T (0, 1, 0) T (0, 0, 1) T
x-sol. 3-1 −2700 −3090 −3786.9 −3787.9 (0, 0, 1) T Pattern #3-4 where the third/first facility has the highest λ µ -value of the first/second customer location, N-DDDR builds the third facility first as the first customer location has smaller demand variance.
Note that when T = 2, the backward pass performed in the second stage solves a stage-wise problem without the value function approximation and thus we can simply use Lagrangian cuts on the resultant MILP. Next, we increase T = 3 where we need to construct cuts to approximate MISDPs (20) and compare the performance of different approximation approaches mentioned in Sections 2.3.1-2.3.2. We report the results in Table 8 , where "UB1" indicates valid upper bounds provided by the inner approximation scheme in Section 2.3.2 where we set U , V as identity matrices, and "UB2"indicates the results by iteratively improving the parameters U , V using the algorithm in Ahmadi and Hall (2017) . The column "LB" displays valid lower bounds using Relaxed Lagrangian Cuts introduced in Section 2.3.1, and the last two columns record the relative gaps between UB1, UB2 and LB. x-sol. Gap1 Gap2 3-1 −6230.8 (0, 0, 1) T −6331.2 (0, 0, 1) T −6416.5 (0, 0, 1) T 2.89% 1.33% 3-2 −5754.9 (0, 0, 1) T −5809.4 (0, 0, 1) T −5917 (0, 0, 1) T 2.74% 1.81% 3-3 −5994 (0, 0, 1) T −6067.4 (0, 0, 1) T −6175.8 (0, 0, 1) T 2.94% 1.75% 3-4 −6232.8 (0, 0, 1) T −6295 (0, 0, 1) T −6295 (0, 0, 1) T 0.99% 0.95% 3-5 −6232.8 (0, 0, 1) T −6393.6 (0, 0, 1) T −6537.9 (0, 0, 1) T 4.67% 2.21% 3-6 −5754.9 (0, 0, 1) T −5864.9 (0, 0, 1) T −6022 (0, 0, 1) T 4.44% 2.61% 3-7 −6005.3 (0, 0, 1) T −6128 (0, 0, 1) T −6296.4 (0, 0, 1) T 4.62% 2.67% 3-8 −6232.7 (0, 0, 1) T −6689.7 (0, 0, 1) T Unbounded (0, 0, 1) T N.A. N.A.
From 
DRO with risk aversion
In this section, we use the first ambiguity set (6) and display the results of model A-DDDR in a risk-averse objective setting. Assume that α t = 0.95 and λ t = λ, ∀t ∈ [T ] with λ varying from 0 to 1. The optimal objective values under different values of λ are plotted in Figure 1 . As we can see, the objective values all increase when the decision maker becomes risk-averse. Moreover, Pattern #1-1 and Pattern #1-4 coincide because the optimal solutions (the first facility in Pattern #1-1 and the second facility in Pattern #1-4) have the same λ µ -value 0.9. 
Computational Time
Lastly, we compare the computational time of solving model N-DDDR under settings of different ambiguity sets, instance sizes and time stages in Figure 2 . We vary T from 3 to 5, vary I from 5 to 10, set J = 2I and all the λ µ , λ σ , σ-values to 0. The lines "Type-1" and "Type-2" present the time of solving model N-DDDR using the first and second ambiguity sets (6) and (10), respectively, while "Type-3 UB1", "Type-3 UB2", "Type-3 LB" present the time of the approximation schemes introduced in Sections 2.3.1-2.3.2. We set the computational time limit to 8400 seconds. From Figure 2 , the third ambiguity set (17) is more computationally expensive, whereas the first ambiguity set is the fastest. Comparing different approximation schemes for solving model N-DDDR using the third ambiguity set, UB1 is the fastest as it solves a stage-wise MILP in both forward and backward step, LB is the most time-consuming as it solves a stage-wise MISDP in both forward and backward steps, and UB2 solves a stage-wise MISDP in the forward step and a series of MILPs in the backward step. 
Conclusions
In this paper, we studied multistage mixed-integer DRO model with decision-dependent ambiguity sets formulated by moment information. We also extended the models to risk-averse cases by replacing the expectation with a coherent risk measure in the objective function. We recast the two problems as multistage stochastic MILP/MISDP and applied variants of SDDiP to solve them. Via numerical studies, we showed that N-DDDR always yielded a better objective value than that of its decision-independent counterpart. Comparing the impact on the first and second moments, the first moment plays a more important role in choosing facilities to build. Furthermore, the objective values with risk aversion all increase from the risk-neutral case.
There are several interesting directions to investigate for future research. The ambiguity sets used in this paper are all moment-based. However, this type of ambiguity sets do not have asymptotic consistency, i.e., we can not recover the true optimal objective value of the stochastic program as the number of data points increases to infinity. Thus, it will be interesting to construct ambiguity sets based on some divergence measures, such as Wasserstein metric, and extend such sets for the decision-dependent setting.
A Detailed Proofs of Theorems 1, 2 and 3 Theorem 1. The proof follows Theorem 1 in Luo and Mehrotra (2018) . Using the ambiguity set defined in (3), the inner maximization problem of (2) can be expressed as
We associate dual variables α, β ∈ R m with Constraints (32b) and (32c), respectively. When (32) is feasible (and we refer the readers to Appendix D on how to find out whether an inner formulation has feasible solutions), strong duality holds and the Bellman equation (2) can be reformulated as (4), which completes the proof.
Theorem 2. Using the ambiguity set defined in (10), the inner maximization problem in (2) can be recast as
If the above linear program is feasible, strong duality holds. (We refer the readers to Appendix D for steps of verifying whether (33) is feasible.) We can associate dual variables s ∈ R, u ∈ R J , Y ∈ R J×J with the three sets of constraints, respectively, and recast the inner maximization problem as a minimization problem. After including constraints (x t , y t ) ∈ X t (x t−1 , ξ t ), the Bellman equation (2) is equivalent to (11), and we complete the proof.
Theorem 3. Following the ambiguity set defined by (17), the inner maximization problem in (2) can be recast as
We rewrite Constraint (34d) as
and associate dual variables s ∈ R, u ∈ R d , Z = z 1 z 2 z T 2 z 3 0, Y 0 with Constraints (34b)-(34e), respectively. The Lagrangian function of (34) has the following form: 
