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Abstract 
The purpose of this research is to study the air pollution problem in the Mexico City 
(MC) area. The WRF /Chem model is used to simulate the chemical oxidants and 
dust aerosols, including meteorological conditions. The observations during the 2006 
MILAGRO (Megacity Initiative: Local and Global Research Observations) experi-
ments are used to evaluate the model results and to understand the characterizations 
of chemical species (CO, NO, N02, and 0 3 ): their magnitudes, diurnal variations, 
and horizonal distributions. 
The main results are: (1) the chemical 0 3 formation is found to be under 
VOC-limited regime in the MC's center and south zone during March 12-15, 2006, 
and weakly sensitive to voes in the north, especially in the northeast zone. It is 
also found that the 0 3 production is possibly sensitive t0 both NOx and VOCs in the 
downwind suburb area, and NOx-limited in the further rural area. The OH reactivity 
with VO Cs is calculated from simulations. It shows that alkenes dominate the 0 H 
reactivity at the city emission source site; and at the downwind site, oxygenated hy-
drocarbons make the largest contribution, and CO plays a relatively more important 
role in the 0 H reactivity. The most important VO Cs in terms of 0 H reactivity is 
acetaldehyde in the all sites. (2) the diurnal variations of surface emissions play an 
important role in controlling the 0 3 concentrations in the MC area, and also in the 
downwind suburb area. The daytime 0 3 concentrations are sensitive to emissions of 
IV 
NOx and VOCs in the morning, increase in daytime 0 3 concentrations as well as 
the afternoon 03 maximum are mainly attributable to the increase of voe emissions 
and the decrease of NOx emissions in the morning. The sensitivity experiments also 
suggest that without reduction of total emissions, the daytime concentrations of CO, 
NOx, and 0 3 and their maxima can be significantly :reduced by changing the timing 
of surface emissions. ( 3) the large area of dry barren lands to the northeast of MC 
is found to be an major source of dust particles for the entire MC area. With dust 
module included in the WRF /Chem model, the simulated aerosols were significantly 
improved in terms of their mass concentrations and diurnal variations. Dust accounts 
for about 50% of total PM2.5 mass, and 70% of total PM10 mass during the period of 
March 16-20, 2006. The simulation results also show that dust aerosols have impor-
tant effects on actinic fluxes and hence photochemistry, especially on hydroxyl radical 
( 0 H) and ozone ( 0 3 ) concentrations, in the MC area and the surrounding region. 
The dust aerosols lead to a significant reduction of the surface concentrations of OH 
and 0 3 . The maximum reduction of OH is about 0.3 pptv in the dust source region, 
and the maximum reduction of 0 3 is about 10 ppbv near Mexico city. 
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Chapter 1 
Introduction 
Dramatic increases in global population and urbanization, and rapid growth of in-
dustrialization in many regions of the world may have significant consequences for 
air pollution problem on a broad regional or even global scale. World-wide emissions 
from growing industrial and transportation activity have caused widespread increase 
in concentrations of photochemical oxidants, acid gases, fine particles, and other toxic 
chemical species. Many of these air pollutants are known to have harmful impacts on 
human health and plants. 
1.1 Photochemical air pollution 
Photochemical air pollution is a worldwide issue, particularly in large urbanized areas. 
It was first recognized in Los Angeles in the 1950s, and later in many other urban and 
even rural regions. This type of air pollution, also known as photochemical smog, is 
characterized by the presence of high concentration of ozone ( 0 3 ) and other oxidants, 
nitrogen oxides (NOx = NO+ N02 ) and volatile organic compounds (VOCs) as 
primary pollutants in the ambient air on warm days with bright sunshine (e.g. Jacob, 
1999, Brasseur et al., 1999, Molina and Molina, 2002). The troposphere contains only 
2 
about 10% of all atmospheric ozone, but this lower level ozone causes health problems 
(eye and nose irritation, respiratory discomfort), and plant damage and reduction in 
crop productivity. 
Nitrogen oxides (NOx) and volatile organic compounds (VOCs) are common 
products of human activities, and are released in large quantities by automobiles in 
urban areas (e.g. Brasseur et al., 2003). Those pollutants tend to accumulate in the 
boundary layer under stable meteorological conditions, and undergo photochemical 
transformations when solar ultraviolet radiation is intense. They can be transported 
downwind and affect rural environments in the vicinity of metropolitan areas. From 
a local and regional perspective, N Ox and VO Cs are responsible for the degradation 
of air quality by forming ozone and secondary particulate matters. 
1.1.1 Ozone production 
The reaction mechanisms for tropospheric ozone formation are complex. Photons at 
wavelengths shorter than 290 nm are not present in the troposphere, so that 0 2 can't 
be photolyzed and 0 3 cannot be produced via Chapman mechanism in troposphere. 
However nitrogen dioxide can be photolyzed at A ~ 420 nm, the photochemical 
activity of N02 are: 
N 0 + 03 ---+ N 02 + 02 
N02 + hv ---+ NO+ 0 
0 + 02 + M ---+ 03 + M 
(1.1) 
(1.2) 
(1.3) 
This cycling between NO and N02 takes place on a time scale of about one minute 
during daytime, but no net 0 3 is produced. 
3 
As was first realized in early 1970s, the hydroxyl radical, OH, is the critical 
hydrocarbon oxidant driving 0 3 formation, which dominates the daytime chemistry in 
the troposphere (e.g. Jacob, 1999). It does not react with the principal atmospheric 
constituents N2, 0 2, H20 and C02; it reacts with almost all trace gases that are 
emitted by natural processes and anthropogenic activities into the atmosphere, such 
as hydrocarbons, carbon monoxide, most sulfur- and halogen-containing compounds, 
as well as nitrogen oxides. The OH-reaction is a radical chain reaction, OH can be 
recycled on the order of 106 molecule cm-3 during daylight hours when reacting with 
atmospheric trace gases (Seinfeld et al., 2006). 
Tropospheric 0 H radicals originate from 0 3 photolysis (at a narrow wavelength 
band between 300 and 320 nm) in the presence of water vapor: 
03 + hv -t 02 + 0(1D) 
0(1D) + M -t 0 + lvf 
0(1 D) + H20 -t 20H 
(1.4) 
(1.5) 
(1.6) 
The concentrations of 0 H are much lower. However 0 H radicals can react with 
carbon monoxide and almost all hydrocarbons with much higher concentrations in 
the troposphere. The oxidation reactions are: 
CO+OH 
RH+OH 
(1. 7) 
(1.8) 
Here RH (R is an organic group) is used as a simplified notation for hydrocarbons 
(including CH4 ). It is the presence of NOx that allows the propagation of the OH-
reaction chain, OH is recycled and 0 3 is produced. The peroxy radicals (H02, R02) 
react with N 0, and cause N 0 to rapidly convert to N 0 2 without consuming 0 3 but 
with additional 0 H production, viz., 
H02 +NO ---+ OH+ N02 
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(1.9) 
(1.10) 
These reactions are followed by photolysis of N 0 2 , which generates 0 3 and also 
recycles NO in the troposphere, 
(1.11) 
The reaction chain may be terminated by loss of peroxy radicals ( H 0 2 , R02 , 
OH). At high NOx concentrations, OH may react with N02 , 
OH+ N02 + M-+ HN03 + M (1.12) 
under low NOx concentrations, peroxy radicals, with quite "short" life time, may 
react with themselves and with other peroxy radicals instead of NO, with peroxide 
formation. 
(1.13) 
(1.14) 
Hydrogen peroxides are highly soluble in water and are removed from the atmosphere 
by deposition in a week (Jacob, 1999). They can also photolyze or react with OH, 
and be the tern porary reservoir for 0 H and H 0 2: 
(1.15) 
(1.16) 
and 
ROOH + hv ---+ RO+ OH 
ROOH +OH ---+ R02 + H20 
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(1.17) 
(1.18) 
Ozone is mainly produced within the troposphere during daylight by oxidation 
of CO and hydrocarbons in the presence of sufficient NOx (e.g. Finlayson-Pitts, 
2000). The sequence of reactions (Rl.7, Rl.8) + (Rl.10, Rl.9) + (Rl.11) are chain 
mechanisms for 0 3 production. During urban or small scale ozone episodes, C H4 
may be excluded from consideration due to its relatively slow oxidization rate, and 
non-methane hydrocarbons (NMHCs) or VOCs (other than CH4 ) are the focus for 
rapid ozone production. 
Loss of 0 3 from the troposphere takes place by photolysis (Rl.4 - Rl.6) in the 
visible and ultraviolet regions. Besides reacting with N 0 (Rl .1), Ozone can also be 
consumed by reactions with OH, and H02 , 
0 H + 03 ---+ H 02 + 02 
H 02 + 03 ---+ 0 H + 202 
additional removal of 0 3 takes place by dry deposition at the surface. 
(1.19) 
(1.20) 
Ozone is largely controlled by photochemical production and loss within the 
troposphere. Transport from the stratosphere and dry deposition at the surface are 
relatively small terms. Chemical production dominates the source of tropospheric 
0 3 ( 4100 T g yr- 1), as com pared with 400 - 500 T g yr- 1 estimated for transport 
down from the stratosphere. The net chemical production (production - loss) is 
,....., 400 - 500 Tg yr- 1 , and the dry deposition accounts for about 800 - 1000 Tg yr- 1 
ofloss (e.g. Wang et al., 1998). The globally averaged tropospheric sources and sinks 
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for ozone are roughly in balance. Chemical producti'on of 03 results primarily from 
reactions of peroxy radicals with NO, which about 70% are H02 +NO, about 20% 
are CH30 2 +NO, and the remainder are larger peroxy radical R02 +NO. Ozone 
chemical loss results mainly from 0 3 photolysis to 0(1 D) + H20 ( rv 40%), H02 + 03 
(rv 40%), and OH+ 03 (rv 10%) (Jacob, 1999). 
1.1.2 Nitrogen oxides (NOx) 
The nitrogen oxides are released into the atmosphere by human activities or by nat-
ural phenomena, the estimated sources of NOx is shown in Table 3.1 of Brasseur et 
al. (2003). The predominant source of NOx is surface-based fossil fuel combustion 
( rv 22 TgNyr- 1 ), which accounts for about half of the total global source. This 
source is concentrated at mid-latitudes in Northern Hemisphere. Biomass burning 
( rv 8 TgNyr- 1 ) and emissions from soils ( rv 7 TgNyr- 1 ), mostly in the tropical 
boundary layer, accounts for about another 35%. Production of NOx by Lighting 
( rv 5 T g N yr- 1 ) is the major source in the free troposphere. 
NOx is emitted mainly as NO. During the daytime, NO and N02 interconvert 
by photochemical NOx cycle (Rl.10 - Rl.2), the major loss for NOx is the oxidation 
of N02 to H N03 (Rl.12). The lifetime of NOx increases from 1-2 days at the 
surface to about 2 weeks in the upper troposphere (Seinfeld et al., 2006), In the 
upper troposphere, H N 0 3 can be converted back to N Ox by photolysis and reaction 
with OH on a time scale of a few weeks. 
HN03 + hv -t OH+ N02 
HN03 +OH -t N03 + H20 
(1.21) 
(1.22) 
But in the mid-lower troposphere, H N03 is removed principally by dry and wet 
deposition and is not an effective reservoir for NOx. 
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PAN, peroxyacetyl nitrate (CH3C(O)OON02), is another reservoir species. 
Reservoir species are those trace constituents, such as H N03, N20 5 , that are pro-
duced from the more reactive trace species, but are longer-lived and less reactive. 
Those gases act as temporary reservoirs for the more reactive ozone-producing or 
-destroying species. PAN is produced in the troposphere by photochemical oxidation 
of carbonyl compounds in the presence of NOx. For example, the formation of PAN 
from acetaldehyde (CH3CHO) by 
CH3CO + 02 + M -t CH3C(O)OO + M 
CH3C(O)OO + N02 + M -t CH3C(O)OON02 + M 
(1.23) 
(1.24) 
(1.25) 
PAN acts as a reservoir species for both CH3C(O)OO radicals and NOx. As sinks 
for NOx, formation of PAN is less important than formation of H N03 . However, in 
contrast to H N03 , PAN is only sparingly soluble in water and slightly removed by 
deposition. Thus, thermal decomposition is the princip~l removal process for PAN: 
PAN heat -----+ (1.26) 
PAN is relatively stable when the temperatures are sufficiently low. The lifetime of 
PAN is only 1 hour at 295 K, but several months at 250 K. In the lower troposphere, 
NOx and PAN are typically near chemical equilibrium. But PAN can be transported 
over long distances in the middle and upper troposphere, and decompose to release 
NOx far from its source. PAN is an effective reservoir for NOx (e.g. Jacob, 1999; 
Seinfeld et al., 2006 ) . 
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1.1.3 Night-time chemistry - N03 
At high NOx levels, the nitrate radical, N03 , takes over from OH as the dominant 
oxidizing species in the troposphere at night. The diurnal impact of OH and N03 
is complementary, OH is generated photochemically' during the day, while N03 is 
rapidly photolyzed with a lifetime of rv 5 second at noon (Seinfeld et al., 2006), and 
can survive only at night. 
At nighttime, N 0 2 does not photolyze, and N 0 reacts rapidly with 0 3 (Rl .1); 
as a result, the concentration of NO drops near zero, and NOx is mostly present as 
N02. The chemistry of the NOx family at night is totally different from that during 
daytime. The N02 reacts with 0 3 to form N03 , 
(1.27) 
N03 reacts with N02 to produce N20 5 , and N20 5 itself can thermally decompose 
back to N02 and N03 , and the reactions establish an equilibrium on a timescale of 
only a few minutes: 
(1.28) 
As temperature decreases and N02 levels increase, the equilibrium is shifted more 
and more to the right. N20 5 can react with H20 on aqueous aerosol surface to form 
aerosol 
---+ (1.29) 
together with reaction of 0 H + N 0 2 in daytime, this is one of the major loss for 
atmospheric NOx with significant consequences for the tropospheric 0 3 budget. 
N03 can also react with hydrocarbons 
and followed by: 
RH+ N03 ---+ R + HJY03 
R + 02 ---+ R02 
R02 + N03 ---+ RO+ N02 + 02 
RO+ 0 2 ---+ R'CHO + H02 
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(1.30) 
(1.31) 
(1.32) 
(1.33) 
So the radicals such as R02 and H02 are generated in the reactions with N03 during 
nighttime. Although N 0 3 is generally much less reactive than 0 H with hydrocar-
bons, the peak concentration of N03 is higher with respect to that of OH during 
the day. The nitrate radical N03 plays an important part in atmospheric chemical 
transformations (e.g. Wayne, 2000). 
1.2 Chemical sensitivity of ozone formation 
As discussed in above section 1.1.1, daytime ozone production is non-linearly depen-
dent on the concentrations of NOx and hydrocarbons or voes (e.g. Jacob, 1999). 
At low NOx state, 0 3 production rate is limited by, and therefore sensitive to NOx. 
At high NOx state, 0 3 production rate is limited by the supply of voes, and at 
sufficiently high NOx, even inhibited by any additional NOx. Figure 1.1 shows 0 3 
concentrations at 16:00 LST as a function of NOx and hydrocarbon emissions sim-
ulated using a two-layer box model (Sillman et al., 1990; Jacob, 1999). The details 
of the box model see Sillman et al., 1990. The ozone ridge line (thick line on the 
figure) separates the two different photochemical regimes. To the top-left of the line 
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is the NOx-limited regime: 0 3 concentrations increase with increasing NOx and are 
less sensitive to hydrocarbons. To the bottom-right of the line is hydrocarbon-limited 
regime: 0 3 concentrations increase with increasing hydrocarbons and decrease with 
increasing N 0 x. 
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Figure 1.1: Ozone concentration (ppbv) at 16:00 LST simulated by a two-layer box 
model as a function of NOx and hydrocarbon emissions. The thick line separates the 
NOx-limited (top left) and hydrocarbon-limited (bottom right) regimes (Sillman et 
al., 1990; Jacob, 1999). 
The division between NOx-sensitive and voe-sensitive photochemical regimes 
is determined by the relative size of reactions (Rl.13 - Rl.12) (Sillman, 1995). When 
the formation of nitric acid (Rl.12) represents the major sink of odd hydrogen radicals 
(OH+ H02 + R02 ), OH must decrease with increasing NOx, while VOes are still 
sources of odd hydrogen (Rl. 7 - Rl.10), 0 H will also increase slightly with increas-
ing VOes. The rate of 0 3-producing reactions, being proportional to Rl. 7 and Rl.8, 
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increases rapidly with increasing VO es and decreases with increasing N Ox (ozone 
production is under the voe-limited regime). When the formation peroxides (Rl.13 
and Rl .14) represents the major sink of odd hydrogen radicals, then the concentration 
of H 0 2 radical is fixed by the size of the odd hydrogen source and is independent of 
NOx. The H02 concentration also shows little sensitivity to VOes. The concentra-
tion 0 H is governed by the interconversion of 0 H, H 0 2 and R02 (Rl. 7 - Rl.10). 0 H 
increases with increasing NOx (Rl.10) and decreases with increasing voes (Rl.8). 
The rate of 0 3 production increases with increasing NOx but is insensitive to VOes 
(ozone production is under NOx-limited regime). 
Kleinman (1997) used a simple quantity of LN /Q, the fraction of free radicals 
(OH +H02 +R02) removed by reactions with NOx, to estimate the sensitivity of 0 3 
production to NOx and voes. Here LN is the loss rate due to all reactions of radicals 
with NOx, and Q is total radical production rate. Free radicals are produced prin-
cipally from photolysis reactions, and removed by two major categories of reactions: 
combination reactions between radicals (mainly Rl.13 and Rl.14) and reactions be-
tween radicals and NOx (primary reaction Rl.12). The conservation statement for 
free radicals can be written as, 
where LR is the loss rate due to radical reactions, and is approximated as: 
where keff is an effective rate constant for peroxide formation (Kleinman, 1997), 
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and 
The evolution of an airmass from a high NOx state with LN /Q near 1 to a low 
NOx state with LN /Q near 0 due to chemical oxidaticm of voes and NOx is accom-
panied by a transition between voe sensitive 0 3 to NOx sensitive 0 3 chemistry. In 
low N 0 x as L N / Q -+ 0, it is assumed that radical loss by peroxide formation is equal 
to radical production (Kleinman, 2004), and 0 3 production is approximated as: 
(1.34) 
where Po3 is the 0 3 production rate, Kt is a composite rate constant for Rl.10-Rl.9. 
Under high NOx, LN/Q-+ 1, and Po3 is given by 
(1.35) 
where Yi is the total number of peroxy radicals formed in Rl. 7 and Rl .8, and assuming 
that they are all react with NO in Rl.10-Rl.9. Ki is the rate constant for reaction 
VOei with 0 H, and total 0 H reactivity with VO es is defined as 
Here the peroxide formation reactions (Rl.13 and Rl.14) can be ignored, and the 
reaction of OH with N02 (Rl.12) is the predominant radical sink: 
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The 0 3 production rate at high NOx is approximated as 
(1.36) 
The estimate of OH reactivity VOCR is a measure of the local 0 3 photochemical 
production. A simple expression for P03 valid at intermediate NOx concentration 
is based on the relative sensitivity of Po3 to NOx and voes in terms of LN/Q 
(Kleinman, 1997): 
dlnPo3 
dln[NOx] 
dlnPo3 
dln(VOC) 
1-3/2LN/Q 
1-1/2LN /Q 
1/2LN/Q 
1-l/2LN /Q 
(1.37) 
(1.38) 
Ozone production is said to be NOx-limited at low [NOx] where dlnPo3/dln[NOx] > 
dlnPojdln[VOC], At high [NOxJ, dlnPo3 /dln[VOC] > dlnPo3/dln[NOx], 03 pro-
duction is voe-limited. The significance of LN /Q is that it distinguishes low NOx 
states in which radicals are removed by forming peroxides from high NOx states in 
which radicals are removed by reactions with NOx ((Kleinman, 1997). LN/Q = 1/2 
(dlnPo3 /dln[NOx] = dlnPo3/dln[VOC] = 1/3) indicates that the transition be-
tween NOx and voe-limited conditions, and 0 3 production is equally sensitive to 
both NOx and VOes; at LN/Q = 2/3 (dlnPo3/dln[NOx] = 0), 0 3 production has a 
maximum value with respect to changes in NOx concentrations (Kleinman, 2004). 
The 0 3 production is also sensitive to other factors, such as detailed VOe spe-
ciation and biogenic voes, the VOe/NOx ratio is not sufficient to establish 0 3 , NOx 
and voe sensitivity regime. Several species or species ratios were also used as indi-
cators of NOx or voe sensitivity, total reactive nitrogen (NOy), for an example, low 
values of afternoon NOy ( < 12 ppb) were consistently associated with NOx-sensitive, 
and high values of N Oy ( > 25 ppb) were associated with voe-sensitive (Milford et 
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al., 1994). In addition, Sanford (1995) used correlations between the afternoon con-
centrations of various trace gases (e.g. 0 3 /NOy, 0 3 /(NOy - NOx), HCHO/NOy, 
and H202/ H N03 ) to determine the chemical sensitiyity, which is considered NOx-
limited when the ratios are high and VOC-limited when the ratios are low. Martin 
et al. (2004) used tropospheric column amounts of HCHO and N02 to estimate the 
transition between the VOC- and NOx-limited regimes for the local 0 3 production. 
The 0 3-NOx-VOC sensitivity for individual locations and events are often 
highly uncertain. Ozone formation in Los Angeles is found to be strongly VOC-
limited (e.g. Milford et al., 1989; Harley et al., 1993) and primarily VOC-limited 
in the San Francisco area (Steiner et al., 2006) and in Phoenix (Kleinman et al. 
2005). New York is typically VOC-limited (Kleinm~n et al., 2000), although the 
urban plume likely becomes NOx-limited at some point downwind (Sillman, 1995). 
Philadelphia and Houston appear to have mixed NOx-VOC-limitations, VOC-limited 
in the morning and make a transition to NOx-limited by the afternoon (Daum et al., 
2004; Kleinman et al., 2005), while Atlanta is primarily NOx-limited (Sillman et al., 
1995) with high surrounding biogenic emission. Mexico City is generally VOC-limited 
(Tie et al., 2007, Lei et al., 2007) and NOx-inhibited in the workdays (Stephens et 
al., 2010), and Shanghai is strongly VOC-limited (Tie et al., 2009a). Overall, there 
is a tendency towards more VOC-limited conditions in urban centers and more NOx-
limited conditions in rural and suburban regions (Milford et al., 1989, 1994). 
1.3 Dust aerosol 
Aerosol particles 
Aerosol is defined as a suspension of solid or liquid part~cles in a gas (e.g. Seinfeld 
et al., 2006). Aerosol particles in the atmosphere arise from natural sources, such as 
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windborne dust, seaspray, and volcanoes, and from Cl;nthropogenic activities, such as 
combustion of fuels. Aerosols may be emitted directly as particles into the atmosphere 
or formed by chemical reactions, as primary or secondary particles, respectively. At-
mospheric aerosol particles exhibit a wide range of sizes, from nanometers to microm-
eters, and a range of shapes, and different chemical composition, and different optical 
properties. They can change their size and composition by condensation of vapor 
species or by evaporation, by coagulating with other particles, by chemical reaction, 
or by activation in the presence of water supersaturation to become fog and cloud 
droplets. Aerosols are removed from the atmosphere by dry and wet processes, depo-
sition at the Earth's surface (dry deposition) and incorporation into cloud droplets 
during the formation of precipitation (wet deposition). Residence times of particles 
in the troposphere vary from a few days to a few weeks. 
Fine aerosol particles, those with radius of less than 2.5 µm or PM2.5, such 
as sulfate, nitrate, ammonium, organic carbon, elemental carbon, are almost all from 
condensation of precursor gases, which are produced during fossil fuel combustion, 
volcanoes, and other sources. Elemental carbon (also ·called black carbon or soot) 
is emitted directly into the atmosphere, predominantly from incomplete combustion 
of carbonaceous material. Coarse particles (> 2.5 µm in radius), including sea salt, 
soil dust, and vegetation debris, are mainly formed by wind, and usually are con-
tributed from both natural and human-made sources. Human activities include land 
use practice and construction. 
Dust particles 
Dust is the suppression of solid particles with radius less than 1000 micrometers or 
PM 10 1 Dust particles in the atmosphere arise from various sources such as soil dust 
lifted up by wind, volcanic eruptions, and pollution. Soil-"-derived dust particles emit 
mainly from arid and semi-arid surface and soil degradation through wind erosion. 
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Emissions of dust are dependent on surface properties (e.g. texture, roughness, com-
position, moisture, and vegetation), and also depend strongly on wind speed. The 
average lifetime of dust particles in the atmosphere is about 2 weeks. Dust is consid-
ered an aerosol in the coarse mode, and is often the major components of aerosols. 
Globally, dust emission is the second largest after sea salt, and accounts for one third 
to one half of total annual aerosol emissions by mass (e.g. Penner et al. 2001). 
Dust particles can have significant effects on solar radiation, climate, and pho-
tochemistry in the troposphere. For example, dust contributes significantly to short-
wave scattering and absorbing (Tegen and Lacis, 1996), resulting in visibility reduc-
tion and changes in surface temperature and atmospheric heating rates (Miller et 
al. 2004). The reduction of solar radiation can also significantly affect atmospheric 
photochemistry on global scale (He and Carmichael, 1999; Perlwitz et al., 2001); 
Bian and Zender, 2003; Tie et al., 2005; and Bian et al., 2007) and regional scale 
(Zhang et al., 2009). and dust particles cause significant reductions in OH and 0 3 in 
dust dominated regions. Dust particles exhibit large regional and seasonal variations, 
and dust plumes containing small particles can travel thousands of kilometers and 
may dominate the light scattering downwind of dust sol!lrce regions ( Chiapello et al., 
1999). In addition, dust particles have important influence on cloud formation and 
properties (Wurzler et al., 2000, Ansmann et al., 2005). Dust particles can also have 
a significant impact on the chemistry by providing a large surface for heterogeneous 
reactions (e.g. Dentener et al., 1996). Dust particles absorb H N03 , for an example, 
and substantially reduce the 0 3 precursor NOx. Due to reactions on soil dust, 0 3 
was calculated to decrease by 103 nearby the dust source areas. 
Despite the progress of previous studies for dust formation and distributions, 
and dust-induced 0 3 variation, dust is still poorly characterized in global and regional 
models, especially on regional scales. For example, the dust properties remain poorly 
quantified in the Mexico City area. 
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1.4 Air pollution in the Mexico City area 
Mexico City (MC) is one of the largest megacities in the world. During the twentieth 
century the Mexico City metropolitan area (MCMA) experienced huge increases in 
population and urbanized area. The population grew from fewer than 3 million in 1950 
to over 18 million in 2000. The urbanized area within the MC region has increased 
by a factor of 13, from just 120 km2 in 1940 to 1500 km2 by 1995 - representing about 
303 of the metropolitan area were urbanized. In this geographical setting, nearly 
20 million residents, over 3.5 million vehicles and over 40,000 industries consume 
daily more than 40 million liters of fuel. Stationary and mobile fossil fuel combustion 
sources produce thousands of tons of directly emitted pollutants that react in the 
atmosphere to generate secondary pollutants (Molina et al., 2007). Mexico City has 
become a megacity with severe air pollution problems. The urban emissions also 
significantly influence air quality on the regional scale (Mena- Carrasco et al., 2009). 
1.4.1 Ozone episodes 
The MC area (centered around l9°25'N and 99°10' W) lies within an elevated basin 
at an average altitude of 2 km above mean sea level (MSL). The approximately 
50 x 50 km2 nearly fiat basin (like a U shape) is surrounded on the three sides (east, 
south and west) by high mountains with average height over 3 km above MSL, but 
with a broad opening to the north and a narrower gap to the south-southwest in the 
mountainous terrain (see Fig. 1.2). The urban area is ringed by mountains, and expe-
riences frequent thermal inversions (Fast and Zhong, 1998). Thermal inversions can 
trap pollutants within the basin that is enclosed by mountains. The mountain ranges 
tend to restrict pollutant dispersion. Because of its tropical latitude and high alti-
tude, Mexico City receives the intense sunlight during the whole year, which promotes 
photochemical activity and drives the production of ozone and secondary particulate 
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matter. The unique topography and meteorology of MC basin also contributes to the 
intensification of its air pollution (see Fig. 1.3). 
Figure 1.2: The topography (computer generated) of the MC basin: showing topog-
raphy height from 2-4 km above MSL (see also Fig. 2.2); and about 100 km in the 
horizontal directions. 
In contrast to midlatitude megacities, ozone exceedances in the MC area can 
occur during the winter as well as the summer; and air pollution is even worse in the 
winter when rain is less common and thermal inversions are more frequent (Molina 
and Molina, 2002). Hourly averaged ozone concentrations in the MC area exceed the 
Mexican air quality standard of 110 ppbv almost every day at one or more stations 
and often exceed twice the standard. Ozone concentrations as high as 441 ppbv have 
been measured during the most severe air pollution events. 
Much research has been under taken to study meteorology and the air pollu-
tion of the MC area. For examples, Bossert (1997) studied the meteorological systems 
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Figure 1.3: The air pollution over the MC basin during the 2006 MILAGRO field 
campaign. Photo by C. McNaughton. 
and showed that both regional and synoptic scale flows affect the MC basin: Mex-
ico City is subjected to the influence of thermally driven, terrain-induced diurnal 
thermal mesoscale wind circulation that dominates the dispersion and transport of 
pollutants: upslope during the day and downslope during the night. de Foy et al. 
(2005, 2006a) discussed the wind circulation patterns in the MC basin due to the 
interaction of the gap winds with the synoptic flow and three different convergence 
patterns were analyzed according to three ozone episode types ( 0 3-South, Cold Surge, 
and 0 3-North) during MCMA-2003. Under these three different meteorological con-
ditions in Mexico City, ozone photochemical formation is characterized and ozone 
sensitivity to emission changes is discussed in Lei et al. (2007, 2008). In addition, 
three extra meteorological episode types, 0 3-South Venting ( 0 3-SV), 0 3-Convection 
South ( 0 3-CnvS) and 0 3-Convection North ( 0 3-CnvN) were identified to account for 
meteorological conditions during 2006 MILAGRO experiment (de Foy et al., 2008). 
Days with the poorest air quality were often associated with the strongest vertical 
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wind shear. In contrast, persistent southerly winds likely contributed to low pollutant 
concentrations in the basin. The diurnal variations of air pollutants were consistent 
with the boundary layer growth (Tie et al., 2007, Herndon et al., 2008). The oxida-
tion of alkenes and aromatic hydrocarbons dominated the 0 3 production in the MC 
area (Tie et al., 2007), while the regional (with a diameter of 500 km - 1000 km) OH 
reactivity and ozone production is dominated by oxygenated VOCs and CO (Tie et 
al., 2009, Emmons et al., 2010). 
1.4.2 Ozone production and sensitivity 
Both model sensitivity simulations and measurement analysis indicate that ozone 
production in the MC area is generally VOC-limited 1.in the urban area. Tie et al. 
(2007) investigated the ozone sensitivity to changes in magnitudes of HCs and NOx 
emissions, suggested that Mexico City is under VOC-limited regime. Both simulated 
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behavior of 0 3 production and its sensitivities to rediliction in precursor emissions 
suggest that mid-day 0 3 formation is VOC-sensitive in' the urban region (Lei et al., 
2007). Sensitivity analysis of 0 3 production to precursor emissions under different 
meteorological conditions during MILAGRO, along with chemical indicator analysis 
using H 20 2 / H N03 , illustrated that the MC urban core area is VOC-limited for all 
meteorological episodes, while the surrounding areas with relatively low-NOx emis-
sions can be either NOx- or VOC-limited regime depending on the meteorology (Song 
et al., 2009). 
A comparison of calculated radical production rates with the observed produc-
tion rate of NOz suggest that 0 3 production in the MC area is VOC-limited (Wood 
et al., 2009). Lower mixing ratios of hydrogen peroxide was measured during 2006 
MILAGRO field campaign in Mexico, which is consistent with low or negative net 
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peroxide production rates due to high NOx concentrations in the MC area, also indi-
cated that VOC-limited regime (Nunnermacker et al., 2008). An analysis of weekly 
patterns of surface concentrations of CO, NOx, PM 1JO, and 0 3, shows a clear week-
end effect, which provides empirical evidence that 0 3 :production is VOC-limited and 
NOx-inhibited during workday (Stephenes et al., 2008). Decreases in the concentra-
tions of CO and VOCs over the past decade have in¢reased the ratios of NOx/CO 
and NOx/VOC, and increased the VOC-limitation of 0 3 production in the urban 
area. Furthermore, meteorological conditions led to large variations in the regime for 
the relatively low-NOx emission area (Song et al., 2010). 
1.4.3 Dust events 
As a result of drying of lakes and deforestation in the twentieth century, dust storms 
were very common phenomena in the M CMA even in the sixties, especially during the 
dry season (e.g. Molina and Molina, 2002). Several prnjects have been implemented 
to recover and protect conservation land and to increase the vegetation cover, soil 
erosion is still the major source of PM 10 in the M CMA { 40% of the total PM 10 emis-
sions). During the 2006 MILAGRO (Megacity Initiative: Local and Global Research 
Observations) field campaign (http://www.eol.ucar.edu/projects/milagro), extensive 
dust events were often observed (see Fig. 1.4). 
Chow et al. (2002) reported that PM 10 concentrations were highly variable 
location by location, and that dust was the major cause of PM 10 differences, and 
geological material is the largest component of PM 10, constituting rv50% of PM 10 
mass. Querol et al. (2008) found that soil matter accounted for 25-27% of PM 10 at 
the urban sites and a larger fraction (up to 43%) at the suburban and rural sites. They 
also found that soil matter accounted for 15% and 28% of the PM2.5 at the urban 
and rural sites. Dust was one of the most important particulate sources in the urban 
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Figure 1.4: A typical dust event in the Mexico City region. The photo was taken by 
S. Springston from the G-1 aircraft on March 18, 2006 during the MILAGRO field 
experiment. 
site, with 263 contribution during the MILAGRO campaign (Mugica et al., 2009). 
The most important source of dust emissions are probably the dry lakebeds, located 
at the northern part of metropolitan area (Molina and Molina, 2002). Diaz-Nigenda 
et al. (2010) found that wind-erosion is a major cause of high PM 10 concentrations 
in Mexico City, and the dry lake of Texcoco and agricultural lands to the east and 
southeast of Mexico City is the most important dust source that affects the northeast 
part of the city. 
1AL4 MeternroliogkaiJ cond.itions 
The Mexico City basin meteorology is usually classified into three seasons: the cold 
dry season from November to February, the warm dry season from March to April, 
and the rainy season from May to October (de Foy et al., 2005). During the dry 
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winter months (November to April), the prevailing meteorology consists of high pres-
sure systems, light winds above the basin and nearly cloudless skies. This leads to 
the development of strong surface-based thermal inversions at night that persist for 
several hours following sunrise. Thus there is sufficient time for the photochemical 
formation of ozone in the morning, before the developi_1nent of the deeper mixed layers 
by the afternoon. 
The warm dry season (March - May) is also the biomass burning season; many 
fires occur in the pine forests on the mountains surrounding the city, both inside and 
outside the basin. Typically, the biomass burning intensifies in late March, reaching 
a maximum in May (Fast et al., 2007). 
During the wet summer months (June to September especially), moist easterly 
flow over Mexico City brings in ample tropical moisture from the Gulf of Mexico with 
frequent cloudiness and rainfall. Clouds inhibit photochemistry and rainfall removes 
trace gases and particulates from the air. Thus extremely high ozone episodes and 
dust events are less frequent during the wet summer months. 
1.4.5 Air quality trends 
The air pollution problem in the Mexico City region has been well recognized as a 
major social concern since 1970s (Molina and Molina, 2002), and significant progress 
has been made on improving air quality in the MC area during the past decade (Molina 
it et al., 2010). Figure 1.5 shows the air quality trends for the MC area from Stephenes 
et al. (2008), where the morning maximum of CO and the afternoon maximum of 0 3 
decreased in the early 1990s, and continued to decline in the 2000s; while the morning 
maxima of N Ox and PM 10 show little or no change in the last decade. Although 
substantial reductions in the concentrations of lead, sulfur dioxide (802 ) and carbon 
monoxide (CO) were achieved, the concentrations of ozone, nitrogen oxides, and 
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particulate matters still remain exceeding the air quality standards (Molina et al., 
2010). 
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Figure 1.5: Long term trends in the concentrations of CO, NOx, and PM10 in the 
morning (average of the three highest concentrations lµetween 7 AM and 12 noon) 
and 0 3 in the afternoon (average of the three highest concentrations between 11 AM 
and 5 PM) averaged over all stations for Wednesdays (red lines) and Sundays (blue 
lines). From Stephenes et al. ( 2008). 
1.5 MILAGRO field experiments 
As one of the most highly populated and polluted cities in the world, with unique 
meteorology and topography, Mexico City has been the location of many air pollu-
tion field studies. The Mexico City Air Quality Research Initiative (MARI) project 
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gathered surface and vertical profile observations of meteorology and pollutants dur-
ing 1990-1994 (LANL/IMP, 1994; Streit and Guzman, 1996). The IMADA-AVER 
(Investigaci6 n sobre Materia Particulada y Deterioro Atmosferico, Aerosol and Visi-
bility Evaluation Research) campaign in February-March 1997 yielded comprehensive 
meteorological measurements in the basin, and provided insights into particulate com-
position (IMP, 1998; Doran et al., 1998; Edgerton et al., 1999; Molina and Molina, 
2002). The MCMA-2003 measurement campaign was carried out during April 2003, 
a better understanding of the emission sources, ozone formation and its sensitivity 
to VOCs and NOx, and the composition, size distribution and atmospheric mass 
loadings of both primary and secondary fine PM were obtained (Molina et al., 2007). 
MILAGRO (Megacity Initiative: Local and Global Research Observations) 
field campaign (website: http://www.eol.ucar.edu/projects/milagro) is an interna-
tional collaborative project to examine properties, evolution, and export of atmo-
spheric emission from a megacity. Mexico City, the second largest megacity in the 
world and most populous city in North America, was selected as the case study to 
characterize the sources, concentrations, transport, and transformations of the gases 
and fine particles emitted to the MC's atmosphere, and to evaluate the regional and 
global impacts of these emissions (Molina et al., 2010). There are 4 coordinated com-
ponents (MCMA-2006, Max-Mex, MIRAGE-Mex, and INTEX-B) that took place 
simultaneously during March 2006, and each component has different science objec-
tives and different interesting and geographic coverage area. Figure 1.6 shows the · 
geographic coverage area in the MILAGRO campaign. The MCMA-2006 (Mexico 
City Metropolitan Area - 2006 experiment) focused on the emissions and surface con-
centrations within the Mexico City basin; Max-Mex (Megacity Aerosol Experiment: 
Mexico City) focused on the aerosol evolution during transport, and the chemical 
and physical nature of the aerosol affected scattering and absorption of atmospheric 
radiation; MIRAGE-Mex (Megacity Impacts on Regional and Global Environments -
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Mexico) examined the chemical/ physical transformations of gaseous and particulate 
pollutants exported from Mexico City; INTEX-B (Intercontinental Chemical Trans-
port Experiment-B) was to investigate and understand the transport and transfor-
mation of gases and aerosols on transcontinental/intercontinental scales and to assess 
their impact on air quality and climate. 
MIRAGE-Mex 
0 
MAX-Mex 
Figure 1.6: Geographic coverage for MILAGRO campaign. The size of the circle 
indicates the geographic coverage for the four coordinated components. 
The measurement of MILAGRO experiment consisted of a month-long series 
of carefully coordinated observations of the chemistry and physics of the atmosphere 
in and near Mexico City during 2006, using a wide of instruments at ground sites, on 
aircraft and satellites. Three ground supersites (TO, Tl, T2), spaced about 30 km 
apart, were setup to examine the evolution of the pollutants (primary emitted gases 
and fine particles) exported from urban areas (Molina et al., 2010). The aircraft 
measurement data provide a unique opportunity to evaluate the interaction between 
emission, meteorology and chemistry near and further from the urban center. During 
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the MILAGRO campaign, a rich array of aircraft measurements of gases and aerosols 
were obtained, and were applied in evaluating mode'l performance and interpreting 
the 0 3 formation, evolution and transport in the urban plume from Mexico City (e.g., 
Tie et al., 2009, Song, et al., 2010). 
The month of March was selected for the field campaign because of the dry, 
mostly sunny conditions observed over central Mexico at this time of the year. Clouds 
and precipitation that usually increased during Aprii, and the synoptic conditions 
during March were representative of the warm dry season (de Foy et al. 2008). 
1.6 Objectives of this research 
This research is a numerical study of the air pollution in the Mexico City (MC) area 
using the WRF /Chem Model during the period of the 2006 MILAGRO experiments, 
especially the changes in 0 3 concentrations caused by variations of surface emissions 
and dust effect. The following aspects are to be discussed: (1) characterization of 
chemical oxidants and sensitivity of 0 3 to NOx and VOCs; (2) the impact of the 
diurnal variations of surface emissions (NOx and VOCs) on 0 3 concentrations; and 
(3) the effects of dust, especially dust particles originated from the large dry land 
areas northeast of the MC, on total aerosol mass and ozone concentrations. 
28 
Chapter 2 
Numerical Model and !:Simulations 
This chapter briefly describes the WRF /Chem model and the model configurations 
used in this study. The initial and boundary conditions for meteorological fields 
and chemical species, the surface anthropogenic and bipgenic emissions for gas-phase 
species, and primary emissions for fine particular mat~ers; and the surface measure-
ment of RAMA network and the MILAGRO field expe'riment are also presented. 
2.1 The WRF /Chem model 
The Weather Research and Forecasting (WRF) model with online chemistry, or the 
WRF /Chem model, is used in this study. The model simulates the emission, trans-
port, mixing, and chemical transformation of trace gases and aerosols simultaneously 
with the meteorology. The WRF /Chem model is flexible, with multiple choice of 
gas-phase chemistry, photolysis schemes, and aerosol models, or it can be used as a 
transport model. The biogenic emissions can either be calculated online using dif-
ferent modules of biogenic emissions (such as Guenther et al., 1994 emissions, or 
MEGAN (Model of Emissions of Gases and Aerosols from Nature) (Guenther et al., 
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2006), or be turned off. A brief description of the WRF /Chem model is given in 
Appendix A. 
WRF /Chem model is widely used to examine the meteorological conditions, 
chemical species, aerosols in different regions, for examples , in Mexico City (.e.g. Tie 
et al., 2007, Barnard et al., 2010), in Houston (Fast et al., 2006), in Shanghai (Tie et 
al., 2009a), and in Hongkong (Jiang et al., 2008). Chapman et al. (2006) used the 
WRF /Chem model to investigate the local and regional influence of elevated point 
sources on summertime aerosol forcing and cloud-aerosol interactions in northeastern 
North America. In general, the synoptic-scale circulations are simulated reasonably 
well by WRF model, although the details (i.e., timing and strength) of local and 
regional winds affected by terrain variations around Mexico City are more difficult to 
reproduce by model (e.g., Fast et al., 2009; Hodzic et al., 2009). The diurnal variation 
in the simulated boundary layer depth was similar to observation; however, relatively 
large errors were produced during the afternoon and at night, which will affect pre-
dicted dilution of trace gases and aerosols. Simulated priimary organic aerosols (POA) 
were consistently lower than the measured organic matter at the ground sites, which 
is consistent with the large underestimation of the secondary organic aerosol (SOA) 
production by WRF model in polluted region (Fast et al., 2009; Hodzic et al., 2009). 
There are several off-line chemistry models, such as the Comprehensive Air 
Quality Model with Extensions (CAMx) (Lei et al., 2007; Song et al., 2010) and 
the Community M ultiscale Air Quality modeling system ( CMAQ) (Herwehei et al., 
2011). As WRF /Chem, MC2AQ, a Canadian regional' air quality model, is driven 
on-line by a mesoscale compressible community meteorqlogical model (MC2), which 
includes complex oxidant gas-phase chemistry, deposition, anthropogenic and on-line 
biogenic emissions. M C2AQ (no longer used) has been used successfully to simulate 
03 concentrations in Eastern Canada and the United States and also for Europe 
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(Plummer et al., 2001; Yang et al., 2003). But MC2AQ model did not have multi-
choices of gas-phase chemical mechanisms, photolysis schemes, it did not include an 
aerosol module. 
2.2 Model configurations 
The model in this study includes online dynamics and physics calculations, trans-
port, dry deposition (Wesely, 1989), gas phase cherpistry, photolysis (Madronich 
and Flocke, 1999, Tie et al., 2003), and on-line calculation of biogenic emissions 
(Guenther et al. 1994). The gas-phase chemistry is represented by the modified 
RADM2 (Regional Acid Deposition Model, version 2) gas-phase chemical mecha-
nism (Chang et al., 1987; Stockwell et al., 1990) which includes 57 chemical species 
and 158 gas-phase reactions, of which 21 are photolytic. More details can be found 
in http://www.epa.gov/asmdnerl/CMAQ/ch08.pdf. EPA (Environmental Protection 
Agency) Community Multiscale Air Quality (CMAQ)/Models-3 aerosol module (de-
tails can be found in the website: http://www.cmaq-model.org) was added in the 
model. The photolysis rates is calculated using the fast Tropospheric Ultraviolet-
Visible (FTUV) radiation model, that takes into account the impact of the simulated 
clouds and aerosols (see Appendix A). Some of physics options chosen are: Purdue Lin 
et al. microphysics scheme (Lin et al., 1983), Yonsei University PBL scheme (Hong 
et al., 2006), Noah land-surface model (LSM) (Chen and Dudhia, 2001), RRTM long-
wave radiation (Mlawer et al., 1997), and MM5 (Dudhia) Shortwave scheme (Dudhia, 
1989). 
The model domain is 660km x 660km centered in Mexico City, with horizontal 
resolution of 6 km and 28 non-uniform vertical levels up to 50 mb. The model reso-
lution has important effects on the simulated 0 3 and its· chemical precursors. Their 
concentrations simulated with 3 km and 6 km resolutions, are generally in agreement 
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with the measured concentrations. There are less noticeable differences between the 
simulated results for 3 km and 6 km resolutions. Corn:?idering the model performance 
and required computation time, the 6 km resolution is an optimal resolution for the 
simulation of 0 3 and its precursors in Mexico City (Tie et al., 2010). The time step 
used in simulation is 30 seconds (see Appendix A for a, discussion of timestep limits). 
Each simulation started at 0000 UTC (1800 LST) and integrated for 30 hour model 
time, the results of the first 6 hours were not used in the analysis. The meteorological 
fields were re-initialized every 24 hours. The chemistry was spun-up for 4 days: 4-day 
prior to the simulation period was used for model "spin-up", and results of these 
days are not included. The chemical fields used previous 24-hour simulations, and 
continued throughout the length of the simulation. 
The simulation time periods were selected in March 2006 during MILAGRO 
experiment. A few days with high concentrations of 0 3 , March 12-15, 2006, were 
chosen as the simulation periods for photochemical air pollution in chapter 3 and 
chapter 4. Dust event days during March 16-20, 2006 were chosen as dust simulation 
periods in Chapter 5. 
2.3 Initial and lateral boundary conditions 
The geophysical data are derived from the two-dimensional global geophysical data 
(see http://www.mmm.ucar.edu/wrf/users/download/geLsources.htm). These datasets 
include topography height, 24-category USGS landuse, 16-category top-layer soil 
types and 16-category bottom-layer soil types, with resolutions of 30-arcsecond, 2-
arcminute, 5-arcminute and 10-arcminute; and monthly vegetation fraction and monthly 
surface albedo (10-arcminute); and annual mean deep soil temperature, maximum 
snow albedo and 14-category slope index ( 1-degree). 
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The meteorological initial and boundary conditions use the NCEP (National 
Centers for Environmental Prediction) global Final (JF'NL) analysis (6 hour intervals 
with I-degree horizontal resolution and 26 vertical levels from 1000 mb to 10 mb). 
Details of the data can be found at http://dss.ucar.edrµ,/datasets/ds083.2/data. Con-
sidering the WRF three-dimensional variational ( 3D-VAR) data assimilation system 
(Barker et al., 2004) may refine the local flow, which dominates the dust transport, the 
initial and boundary conditions of meteorological fields were re-calculated by using 
the WRF 3D-VAR data assimilation system in the dust simulations in chapter 5. 
The chemical initial conditions are from the spun-up simulations, which were 
initialized by using idealized profile. After 4-day spin-up runs (every run starts 
from previous 24-hour simulations), the magnitudes, diurnal cycles, and the distri-
butions of the chemical species get their balance. The chemical boundary condi-
tions are derived from the simulations of the Model for OZone And Related chemical 
Tracers model, version 4 (MOZART-4). The MOZART model is a comprehensive 
global chemical transport model developed at NCAR (see Horowitz et al., 2003 and 
http://www.acd.ucar.edu/gctm/mozart for model detarls). The data used here were 
3-hour averages from MOZART-4 simulations with the 0.7-degree horizontal resolu-
tion. The MOZART-4 simulations of 0 3, CO and NOx agree well with observations, 
but the model substantially underestimates oxygenatedVOCs (Emmons et al., 2010). 
2.4 Surface emissions 
Megacities, such as Mexico City, produce a complex array of emissions including hun-
dreds of different VOCs. As most large cities, the transportation emissions in Mexico 
City are responsible for substantial levels of CO, NOx, ~nd a number of high reactive 
aromatic and olefinic VO Cs. According to the government's 2002 emission inventory, 
mobile sources contribute over 99% of all CO, 84% of NOx, 39% of hydrocarbons 
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(HCs), 58% of 802 , and 52% PM2.5, 19% PM 10 emitted in the Mexico City area 
(Jiang et al., 2005 ) . 
Non-methane hydrocarbons (NMHCs) have prtimary anthropogenic emission 
sources which can include evaporative, exhaust, industrial, biogenic, and biomass 
burning emissions. Motor vehicles are the predominant daytime source of aromatic 
hydrocarbons, while wood and garbage burning are important nighttime sources 
(Marr et al. 2006). Sources of oxygenated volatile organic compounds (OVOCs) in-
clude primary anthropogenic emissions, primary biogenic emissions, biomass burning, 
and secondary photochemical formation from anthropogenic, biogenic, and biomass 
burning sources. Aldehydes result from fossil fuel combustion and are formed from the 
oxidation of primary NMHCs (Atkinson, 1990). Glyoxal is mostly formed from VOC 
oxidation (Volkamer et al., 2005). Garcia et al. ( 2006) estimated the formaldehyde 
(HCHO) levels due to mobile emission and photocherriical production of VOCs, and 
found that 40% of HCHO can be attributed to emissions and 38% to photochemical 
production. The emission source is dominant in the early morning, later afternoon 
and at night, while the photochemical source becomes dominant later in the morning 
and be the largest daytime sources, producing up to 80% of HCHO in few hours 
around noon. 
Overall, major VOCs in terms of ozone production in the Mexico City are 
of anthropogenic origin from vehicles. Biomass burning is a minor source of VOCs 
(e.g. de Gouw et al., 2009), and biogenic VOCs seem 'to be relatively insignificant, 
the biogenic component of voe emissions has been estimated to contribute no more 
than 7% in the valley of Mexico (Velasco et al. 2007). 
Anthropogenic emissions for gas-phase species 
Hourly surface emission data for primary chemical spe8ies (802 , CO, NOx, N H3 ) 
and 14 lumped RADM2 non-methane VOCs (ETH, HC3, HC5, HC8, OL2, OLT, 
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OLI, ISO, TOL, XYL, CSL, HCHO, ALD and KET, see Appendix A for details) 
were implemented in the model. The emission rates were based on anthropogenic 
inventory for Mexico City and for the surrounding area (Garcia, 2004). The inven-
tory contains temporal, spatial, and detailed chemical composition of emissions from 
anthropogenic sources. In this inventory, in addition to the emissions from Mexico 
City, the emissions from small cities in the surrounding area are also estimated by 
assuming that emissions are proportional to the population density. The emission 
rates for lumped NMVOCs (non-methane VOCs) in this study were evaluated and 
adjusted according to the average ambient concentrations of major NMH Cs measured 
during MCMA-2002 and 2003 studies at urban, rural and industrial sites of the Valley 
of Mexico (Velasco et al., 2007). For alkanes, the emission rate of HC8 is increased by 
150%; The emission rates of alkenes are increased by 20% for OL2, and 5% for OLT; 
There is also 60% increase for the emission rate of TOL. The total VOC emissions 
increase by about 9% after the adjustment. 
The emission inventory for primary chemical species is summarized in Ta-
ble 2.1, and the detailed emissions for each NMVOC species are shown in Table 2.2. 
It can also been seen that there is a small amount of iso:prene emission (5,389 tons/yr) 
in the MC area, which is consistent with results that most of the isoprene observed in 
the urban area is likely of anthropogenic origin (Hodzic et al., 2009). Figure 2.1 illus-
trates the diurnal cycles of the emissions (10 NMHCs along with CO and NOx) at the 
center of Mexico City, and the horizontal distribution of the estimated NO emission 
rate at 0800 LST in Mexico City and its surrounding area is shown in Fig. 2.2. 
Biogenic emissions 
The biogenic emission is calculated online (Guenther at al., 1994), see Appendix A 
for detailed description. The estimated domain total biogenic emissions for nitrogen, 
isoprene, monoterpenes, and other VOCs ( OVOC) are shown in Table 2.3, which are 
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Figure 2.1: The diurnal cycles of the estimated emission rates (mole/s) over the grid 
cell of 6km x 6km at a site (99.14 W, 19.43 N) in Mexico City. 
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Figure 2.2: Spatial distribution of the NO emission rate (mole/s) at 0800 LST with 
grid cell of 6km x 6km in Mexico City and the surrounrling area. The contour lines 
show the terrain height around MC area, with contours (km) from 1 to 4 by 0.25. 
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Table 2.1: Anthropogenic emission inventories (tons/yr) for Mexico City and the 
surrounding area 
co VO Cs 
Mexico City (MC) 2.09 x 104 2.19 x 106 1.57 x 105 1.17 x 106 
MC & surrounding area 2.94 x 104 2.31 x 106 . 1. 71 x 105 1.20 x 106 
based on the model calculated results on March 12, 2006. The spatial distribution of 
the calculated biogenic isoprene emission rate on March 12, 2006 are also shown in 
Fig. 2.3. 
Anthropogenic emissions for fine aerosol particles 
The chemical composition for primary emissions of fine aerosol particles (PM2_5) in 
the MC area is shown in Fig. 2.4, in which PM2.5 is dominated by carbonaceous 
particles, which account for nearly 60% of the anthropogenic aerosol emissions [40% 
organic carbon (OC) and 16% elemental carbon (EC)], consistent with the finding 
by Kleinman et al. (2008) that carbonaceous aerosols have large contributions to 
anthropogenic aerosols in the MC region. Nitrates and sulfates account for 10 % and 
11 %, respectively, and the remaining 23 % are classified as the un-speciated primary 
2.5 Surface measurements 
The air pollutant and meteorological fields in the Mexico City area have been moni-
tored routinely since 1986 by the RAMA (Red Automatica de Monitoreo Atmosferico) 
network (see website: http://www.sma.df.gob.mx/simat/pnrama2.htm). The RAMA 
provides hourly average near-surface measurements of criteria gases (CO, 0 3 , S02 
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Table 2.2: NMVOC anthropogenic emission inventories (tons/yr) for MC & the sur-
rounding area 
Mexico City (MC) MC & surrounding area % 
ETH 25,199 26,027 2.16 
HC3 339,085 350,143 29.09 
HC5 222,134 229,389 19.06 
HC8 71,013 73,329 6.09 
OL2 39,671 40,9<D3 3.40 
OLT 41,206 42,541 3.53 
OLI 36,656 37,840 3.14 
ISO 5,389 5,389 0.46 
TOL 150,273 155,167 12.89 
XYL 126,280 130,381 10.83 
CSL 1 1 0.00 
HCHO 2,000 2,063 0.17 
ALD 83,549 86,253 7.17 
KET 23,225 23,990 1.99 
Total 1,165,681 1,203,4,!78 
* The lumped species for NMVOCs are represented in RADM2 as: ETH (ethane); 
HC3 (propane, n-butane, isobutane and acetylene included); HC5 (Pentanes and hex-
anes included); HC8 (most n-heptane, other C7 isomers and some C10 and higher iso-
mers included); OL2 (ethene); OLT (propene and other terminal olefins); OLI (trans-
2-butene, cycloalkenes and other internal olefins); ISO (isoprene); TOL (benzene, 
toluene and other less reactive aromatics); XYL (xylene:s and more reactive aromat-
ics); CSL (cresols and other hydroxy substituted aromatks); HCHO (formaldehyde); 
ALD ( acetaldehyde and higher aldehydes); KET (acetone, methyl ethyl ketone and 
higher ketones). 
Table 2.3: The total biogenic emissions (tons/yr) for the model domain 
Nitrogen Isoprene Monoterpenes OVOC 
295,969 409,955 342, 129 242, 770 
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Figure 2.3: The spatial distribution of the biogenic isqprene emission rate (ppb m 
/min) at 0000, 0800, 1200, and 1400 LST, March 12, 2006. 
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Figure 2.4: The composition of PM2.5 particles (tons/yr) in the MC area. 
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and N02). Measurements of PM 10 and PM2.5 are also made routinely at RAMA 
sites. Meteorological measurements include ambient temperature, relative humidity, 
wind speed and direction. Not all stations measure all of the pollutants, in which, 15 
are equipped with weather stations, 25 with CO monitors, 19 with NOx monitors, 20 
with 0 3 monitors, and 16 with PM 10 monitors. The RAMA network also includes 
measurements of PM2.5 at selected 8 sites. Measurements for formaldehyde, toluene, 
benzene and xylene are currently made continuously at the monitoring site of La 
Merced (MER) (Molina and Molina, 2002). 
The RAMA stations are grouped into five geographic zones: northwest (NW), 
northeast (NE), central (CT), southwest (SW) and southeast (SE) zones (see Fig. 
5.1 in Molina and Molina, 2002). The locations of the 36 monitoring sites are shown 
in Fig. 2.5, with the detailed locations and measured fields given in Table 2.4. The 
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RAMA network does not provide any measurements O\ltside of the Mexico City basin, 
and does not cover some of the rural regions within the basin. 
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Figure 2.5: Locations of RAMA measurement sites. The red sites TO and Tl are 
monitoring sites during MILAGRO field experiment. 
During MILAGRO 2006 experiment, three ground supersites (TO, Tl, T2), 
spaced about 30 km apart, were setup to characterize the chemical/physical trans-
formations and ultimate fate of pollutants exported from urban areas (Molina et al., 
2010). The TO site was located inside of Mexico City, Tl was located about 30 km 
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Table 2.4: Summary of RAMA measurement sites and measured fields 
Site Latitude Longitude T,V,RH co NOx 03 S02 PM10 PM2.5 
ARA 19.471 -99.075 x x 
ATI 19.576 -99.254 x x x 
AZC 19.489 -99.199 x x x x 
BJU 19.372 -99.160 x x x x 
CAM 19.467 -99.169 x 
CES 19.336 -99.075 x x x x x x 
CHA 19.460 -98.903 x x 
COY 19.349 -99.157 x 
CUA 19.364 -99.299 x x 
CUI 19.471 -99.166 x 
EAC 19.482 -99.243 x x x x x x 
HAN 19.422 -99.084 x x x x x x 
IMP 19.489 -99.147 x 
LAG 19.444 -99.135 x x x x 
LLA 19.578 -99.039 x 
LPR 19.534 -99.117 x 
LVI 19.469 -99.118 x x 
MER 19.424 -99.119 x x x x x x x 
MIN 19.423 -99.163 x 
NET 19.422 -99.026 x x x 
PED 19.325 -99.204 x x x x x x 
PER 19.384 -98.992 x 
PLA 19.367 -99.200 x x x x x x 
SAG 19.532 -99.030 x x x x x x x 
SJA 19.452 -99.086 x 
SUR 19.314 -99.150 x x x x x 
TAC 19.455 -99.203 x x x x x 
TAH 19.246 -99.010 x x x x 
TAX 19.337 -99.123 x x x x x 
TLA 19.528 -99.204 x x x x x x x 
TLI 19.602 -99.177 x x x x 
TPN 19.256 -99.184 x x 
UIZ 19.362 -99.071 x x x x x 
VAL 19.524 -99.166 x x 
VIF 19.658 -99.096 x x x x x 
XAL 19.528 -99.076 x x x x x x 
Total= 36 15 25 19 20 26 16 8 
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northeast of TO (see Fig. 2.5 for the locations), and T2 (not shown in Fig. 2.5) was 
located another 30 km north of Tl. The designations of "TO", "Tl", and "T2" refer 
to the timing of transport of the urban plume to different points in space and time. 
2.6 Numerical simulations 
Three set of numerical simulations were performed in this study: ( 1) Chemical species 
were simulated and compared with the measurements. Several sensitivity simulations 
were conducted to calculate the response of 0 3 concentrations to changes in surface 
emissions of NOx and VOCs; (2) The impact of diurnal variations of surface emis-
sions on 0 3 and 0 3 precursors was simulated; and (3) Dust aerosol and its effect on 
photochemistry were simulated. 
i - ---~-
44 
Chapter 3 
Simulation of Air Pollutants in the 
Mexico City Area 
In this chapter, model simulations using the WRF /Chem model (version 2.2) for the 
meteorological conditions and chemical species, and tbe 0 3-NOx-VOC sensitivity in 
the MC area are presented. Section 3.1 briefly describes the meteorological conditions 
and simulations during March 12 -15, 2006. In section 3.2, simulations of chemical 
species are compared with the measured values, and :the diurnal variations of CO, 
NO, N02, 0 3 , and Ox are then discussed. The sensiti~ity of 0 3 to NOx and VOCs is 
presented in section 3.3; and the 0 H reactivity with VOCs is discussed in section 3.4. 
3.1 Meteorological conditions apd simulations 
Dry air, clear skies, and weak winds are usually observed over Mexico during March. 
Typically, the synoptic flow is dominated by anti-cyclone circulations over central 
southern Mexico and the Gulf of Mexico, and westerly flows aloft north of 20° N (de 
Foy al., 2005, Fast al., 2007). This synoptic-scale condition leads to subsidence over 
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the Mexico Basin with weak surface winds which are favorable to the development of 
thermally driven circulations. 
The model simulations were based on the period between March 12 and 15, 
2006, during which, the MC region is under clear sky conditions. On March 12, an 
upper-level trough, propagating and developing over tl;ie western US, and moved over 
north-central US on March 13. Between March 14 and 15, a series of troughs and 
ridges propagated from west to east across the US, and affected the position of the 
high pressure system over the Gulf of Mexico and led to variable wind directions over 
central Mexico (see Fig. 3.1 for 700 hPa geopotential height and wind fields). 
700hPa Height and Wind 12 UTC March12, 2006 12 UTC Marchl3, 2006 
700hPa Height and Wind 12 UTC March 14, 2006 700hPa Height I and Wind 12 UTC March15, 2006 
120W lOOW BOW 120W lOOW BOW 
Figure 3.1: Weather map on 700 hPa at 12:00 UTC March 12 - 15, 2006. Data is 
from NCEP global Final (FNL) analysis. 
The sea-level pressure and surface wind (10 m) fields at 12:00 UTC during 
March 12 - 15, 2006 are shown in Fig. 3.2. During March 12 and 13, a high pressure 
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system is located over the Gulf of Mexico while low pressure systems are situated over 
the central US. Strong sea breezes develop under th.ese conditions, bringing warm 
moist air from the Gulf. With the low pressure system moving to eastern US, a high 
pressure system over Texas with convergence aloft, leads to strong northerly near-
surface flow of cold air down to the Gulf of Mexico (called "Cold Surge") on March 
14 and 15. The types of weather on these days are conducive to ozone production. 
Mostly sunny skies occurred over central Mexico during March 12-13; and between 
March 14-15, clear skies were mostly observed during the morning and partly to 
mostly cloudy skies with an increase in low-level clouds during the afternoon (Fast et 
al., 2007). 
Sea level Pressure and Wind at tom 12 UTC Marchl2, 2006 12 UTC March 13, 2006 
Sea level Pressure and Wind at lOm 12 UTC Marchl4, 2006 
120W lOOW BOW 120W lOOW aow 
Figure 3.2: Weather maps on the surface at 12:00 UTC March 12 - 15, 2006. Data is 
from N CEP global Final (FNL) analysis. 
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Figure 3.3 shows the simulated and measured surface temperature, relative 
humidity, wind speed and direction at the measurement sites of MER (city site) and 
SAG (northern suburb site) during March 12 - 15, 2006. The measurements and sim-
ulations all show that warm, dry and weak winds occurred on March 12 and 13, while 
cooler air with increased humidity, and relatively winqly with predominant northerly 
winds occurred during March 14 and 15. Comparing with the measurements, we 
found that the timing of the diurnal cycle and the minimum nighttime temperature 
are fairly well represented. However the surface temperature maxima were underes-
timated in the urban area (MER), but were well estimated in the suburb area (SAG). 
The urban expansion in the Mexico City area, which is not well represented in USGS 
data, could be one reason to explain the model underestimation of the surface tem-
perature maxima in the site of MER. The simulated relative humidity, wind speed, 
and wind direction were very similar to those from measurements on March 14 and 
15, but relatively large differences occurred on March 12 and 13. 
There are several features regarding the simulated surface winds in the Mexico 
City basin (Fig. 3.4 and Fig. 3.5): (1) Strong mountain breezes are evident during 
this period, there are up-slope winds in daytime and down-slope during the night, 
especially on the southwest side; (2) For wind speed, winds are weak in the early 
morning, increase steadily from sunrise to sunset and then decrease until about mid-
night; (3) The gap winds in the south-southeast gap are found to occur from day to 
day. In general, there are strong southerly winds in the afternoon. 
The basin circulation is a combination of synoptic flows and thermally-induced 
mountain breezes. On March 12 and 13, the southerly wind was combined with the 
mountain breeze in the basin area, and as a result, southeasterly winds prevailed in 
late afternoon and nighttime. This turned into cyclonic c0nditions with weak surface 
winds during daytime, which prevented transport of air pollutants. The whole basin 
was influenced by northerly winds during March 14 and 15. After mid-afternoon 
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Figure 3.3: Comparison of the simulated and measured temperature, relative humid-
ity, wind speed and direction at sites of MER (left) and SAG (right) for the 4-day 
period from March 12-15, 2006. Black dots represent the measurements and solid 
lines represent the simulations. 
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06 LST March12, 2006 
18 LST March12, 2006 
Figure 3.4: Simulated surface winds (10 m) at 0 AM, 6 AM, 12 PM and 18 PM on 
March 12, 2006. The contour lines are the terrain height around the MC area, with 
contours (km) from 1 to 4 by 0.5. 
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Wind field at lOM (m/s} 00 LST March14, 2006 Wind field at lOM (m/s) 06 LST March14, 2006 
Wind field at lOM (m/s) 12 LST March14, 2006 Wind field at lOM (m/s) 18 LST March14, 2006 
Figure 3.5: Simulated surface winds (10 m) at 0 AM, 6 AM, 12 PM and 18 PM on 
March 14, 2006. The contour lines are the same as that in Fig 3.4. 
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(around 3 PM), the easterly winds strengthened and changed to northerly synoptic 
flow while the southerly gap winds lead to a convergenG:e in the city during the evening 
and the early morning. 
3.2 Simulations of chemical species 
To compare the simulated with the measured diurnal cycles of CO, NO, N02 and 
0 3 , the model results and the measurements are averaged over all RAMA sites dur-
ing the four-day period from March 12 to 15, 2006. The model simulations at the 
lowest model level (about 40 m above the surface) wete interpolated to the RAMA 
sites by 4-points bilinear interpolation, and compared with the near-surface RAMA 
measurements. Figure 3.6 shows the averaged concentrations of the simulated and 
measured CO, NO, N02 and 0 3 . The black dots represent the measurements and 
the solid lines represent the simulations. The magnitudes and timings of the model 
simulated diurnal cycles of these chemical species are generally in agreement with the 
measured diurnal variations, especially for 0 3 . However, there are also discrepancies 
between the simulations and the measurements. For example, the simulated morn-
ing maxima of CO, NO, N02 are underestimated on March 13, while overestimated 
during other days, suggesting that the estimated emissions of CO and NOx, and 
the meteorological conditions on March 13 may not be properly represented in the 
model. The standard deviations (used to show how much variation from the averaged 
values over the RAMA sites) for the simulated and measured CO, NO, N02 and 0 3 
concentrations are shown in Fig. 3. 7. The maxima for the averaged concentrations 
of the measured 0 3 are 122, 87, 122, and 116 ppb during March 12-15, 2006, and 
the maxima of their standard deviations are 15, 23, 43, an.cl 34 ppb; The maxima for 
the averaged concentrations of the simulated 0 3 are 127, 79, 127, and 125 ppb, and 
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Figure 3.6: Comparison of the simulated and measured concentrations of CO, NO, 
N 02 and 0 3 averaged over all RAMA sites which have measurements, from March 
12-15, 2006. Black dots represent the measurements and light solid lines represent 
the simulations. 
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Figure 3. 7: The standard deviations of the simulated and measured concentrations of 
CO, NO, N02 and 0 3 during the period of March 12-151 2006. Black dots represent 
the measurements and light solid lines represent the simulations. 
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the maxima of their standard deviations are 38, 21, 47, and 42 ppb. The standard 
deviations are about 20-30% of their averages. 
The model simulations are also examined for individual measurement sites. In 
Fig. 3.8, 3.9 and 3.10, we compare the simulated surface CO, NOx and 0 3 concen-
trations with the measurements at selected 10 sites (2 sites in each geophysical zone, 
see Fig. 2.5 and Table 2.4 for site information) in the MC area. The detailed analysis 
suggests that: (1) The simulated concentrations of CO and NOx in the northeastern 
zones are underestimated during the entire period despite of the different directions 
of the surface winds, suggesting that emission rates may be underestimated in the 
northeastern regions. (2) In March 13, the morning peaks of CO and NOx are un-
derestimated almost at all sites, especially in the northern sites. (3) The model 
overestimates of CO, and NOx in March 12 and 15 appeared mainly at the sites 
in the central and southern zones. Figure 3.11 shows the simulated and measured 
distribution of 0 3 concentrations at 3 PM, March 12, '2006; The simulated maxima 
of 0 3 were in good agreement with the RAMA measurements, although they are 
overestimated in the northeastern area and underestimated in the southeastern area. 
Despite these discrepancies, the model is capable of capturing many details of 
the diurnal variations of CO, NO, N02 and VOCs at all sites (see Fig. 3.12). For 
example, the near surface 0 3 concentrations of the simulations and the measurements 
all show the minima in the early morning (around 7 AM) and the maxima in the 
afternoon (around 3 PM). In contrast to 0 3 , the concentrations of CO, NO and N02 
all exhibit two peaks with the highest peak in the early morning and the second peak 
in the evening, although both peaks were overestimated. The timing of N 0 2 was well 
simulated; but the simulated morning peaks of CO and N 0 all appeared 1 hour later 
than the measurements. 
As discussed in Tie et al. (2007), the diurnal variations of PBL height have 
important effects on the diurnal variations of air pollutants that are emitted directly 
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Figure 3.8: Comparison of the simulated and measured concentrations of CO (ppmv) 
at selected sites, for the 4-day period from March 12-15, 2006. Black dots represent 
the measurements and light solid lines represent the simulations. 
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Figure 3.9: Comparison of the simulated and measured concentrations of NOx (ppbv) 
at selected sites, for the 4-day period from March 12-15; 2006. Black dots represent 
the measurements and light solid lines represent the simulations. 
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Figure 3.10: Comparison of the simulated and measured· concentrations of 0 3 (ppbv) 
at selected sites, for the 4-day period from March 12-15:, 2006. Black dots represent 
the measurements and light solid lines represent the simulations. 
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Figure 3.11: Comparison of Simulated (colored contour) artd measured (black number 
values) near-surface 0 3 concentrations (ppbv) in MC area at 3 PM, March 12, 2006. 
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Figure 3.12: The diurnal cycles of measured and simulated CO, NO, N02 and 0 3 
concentrations, wind speed and PBL height, averaged over all RAMA measured sites 
which have measurements and 4-day period during March 12-15, 2006. Black dots 
represent the measurements and light solid lines represent the simulations. 
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from the surface, such as CO, NO and VOCs. The concentrations of CO and NO 
increased in the morning and reached their maxima around 9 AM before the mixing 
layer started to grow. As the daytime PBL deepens, the concentrations drop and 
reach a minimum around 4 PM when the PBL height reaches the maximum (see 
PBL height in Fig. 3.12). Since the PBL height is shrinks rapidly in the evening, 
their concentrations rise again with continued emissions, and reach the second maxima 
around 10 PM at night. Furthermore their concentrations are also affected by winds. 
Winds are usually calm in the early morning with minimal horizontal dispersion, wind 
speeds reached a maximum by sunset (around 6 PM) leading to substantial dilution 
of pollutants (see Fig. 3.12 for wind speed) and transport air pollutants away from 
urban area and out of the valley. 
Emission of N02 is ,..__, 10% of NO, and it is generated by oxidation of NO. 
So the distribution of N 0 2 is determined by emission, transport and photochemistry 
processes. N02 has a strong diurnal variation which related to solar radiation, NO 
and 0 3 concentrations. During the morning, with higher chemical production which 
related to NO and VOCs, N02 follows NO rise and reaches the maximum peak 
around 10 AM, Consequently N02 decreases significantiy due to more 0 3 to titrate, 
and reaches the minimum (about 20 ppbv) around 4 PM when transport is strong. 
NO is depleted and N02 is present at night due to 0 3 titration reaction (Rl.l). 
Ozone is mainly produced by photochemical reactions involving NOx and var-
ious reactive VOCs during daytime. The distribution of 0 3 depends mainly on the 
photochemical production, and there are relatively large diurnal variations of 0 3. 
Surface 0 3 concentration rises in the morning after the sunlight is enhanced, with 
the precursors (NOx and VOCs) built up in the morning rush hours. It reaches a 
maximum around 3 PM, then decreases. During nighttime, chemical 0 3 production 
ceases and 0 3 loss happens by reaction with NO to form N02 , the concentration of 
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0 3 approaches a minimum around 7 AM, when more NO reacted with 0 3 while the 
sunlight is still weak. 
In addition to 0 3, a quasi-conservative quantity, Oxidant (Ox = 03 + N02) 
(Kley et al., 1994) is used to represent the total 0 3 level as regional and local contri-
bution (see Fig. 3.13). The reduction of 0 3 level due to NO titration effects can be 
accounted for by regarding difference between 0 x and 0 3 . Due to the photochemical 
formation of Ox, the concentration of Ox increases quickly after 6 AM, and arrives a 
higher value around 11 AM when NO, N02 and 0 3 are under photostationary state. 
After 3 PM, with reduced photochemical production, concentration of Ox decreases 
quickly until at 6 PM. During nighttime, photochemi<tal Ox production ceases, and 
0 3 is the major oxidant for NO. The 0 3 level is reduced due to NO titration reaction, 
while Ox keeps a steady higher values, and mostly is i:U the form of N02 . 
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Figure 3.13: The averaged diurnal cycles of simulated concentrations of NOx, NO, 
N02, 03, and Ox. 
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3.3 Ozone-NOx-VOC sensitivity 
The daytime 0 3 chemical formation in Mexico City appeared to be NOx sensitive 
in the late 90s (Molina and Molina, 2002). However, more recent studies found 
that it is strongly VOC-limited (Tie et al., 2007, Lei et al., 2007, Nunnermacker et 
al., 2008) and NOx-inhibited (Stephens et al., 2010). To better understand the 0 3 
formation in the Mexico City area, and the relationship between 0 3 concentrations 
and emissions of NOx and VOCs, several sensitivity simulations were conducted to 
calculate the response of 0 3 concentrations to changes in NOx and VOC emissions. 
In these simulations, only NOx or only VOC emissions were increased or decreased 
by 50%, equally at all locations, while keeping other emissions unchanged. A total 4 
simulations were completed. 
Figure 3.14 shows the sensitivity of surface 0 3 concentrations to emissions of 
NOx and VOCs, averaged over all RAMA measurement sites and the 4 day period 
during March 12-15, 2006. The concentrations of NOx and VOCs are dependent on 
their emissions, higher emissions result in higher concentrations, and lower emissions 
result in lower concentrations (Fig. 3.14a and Fig. 3.14d). Increase in VOC emissions 
leads to an significant 0 3 increase in daytime (green dashed line in Fig. 3.14d), and 
decrease in voe emissions leads to daytime 03 greatly decrease (brown dotted line 
in Fig. 3.14e). The relative enhancements are about 25% and -40% for 0 3 maxima, 
and 31 % and -40% for 8-hour average 0 3 , respectively. Here the change of Ox con-
centrations (Fig. 3.14f) are consistent with that of 0 3 , bG>th 0 3 and Ox are increased 
with increased voe emissions, which are related to the enhanced photochemical 03 
formation. 
However increasing NOx emissions leads to large reduction in daytime 0 3 
concentrations (red dashed line in Fig. 3.14b), with the 0 3 maximum and 8-hour 
average 0 3 reduced by about 21 % and 24%. Decreasing NOx emissions leads to 
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Figure 3.14: Sensitivity of averaged 0 3 concentrations to emissions of NOx (left) 
and VOCs (right). The responses of (a) NOx, (b) 0 3:, and (c) Ox to changes in 
NOx emissions, and the responses of (d) voes, (e) 0 3 and (f) Ox to changes in 
voe emissions. dashed line - emissions increased by 50%; dotted line - emissions 
decreased by 50%; light solid line - standard emission. 
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0 3 concentrations increase in the morning and early afternoon and little decrease 
in the later afternoon. The 8-hour average 0 3 is increased 11 %, but the afternoon 
0 3 maximum is decreased 1 ppb. Contrary to 0 3 , Qx is more steady (Fig. 3.14c) 
when increasing/decreasing NOx emissions, more NO'does decrease 0 3 , but does not 
decrease Ox. So 0 3 reduction is likely caused by NO titration effects. 
Why does decreasing NOx emission tend to decrease 0 3 maximum averaged 
over all RAMA measurement sites in the MC area? Figure 3.15 illustrates the effect 
of emission changes of NOx on near-surface 0 3 for the individual 0 3 RAMA mea-
surement sites. It clearly shows that decreasing NOx emission does decrease a little 
the 0 3 maximum for the northern sites, especially for the northeast sites, but not for 
the sites in the center and south area. In the north, especially in the northeast zone, 
the 0 3 maximum is reduced whenever NOx emission is increased or decreased; This 
results suggest that 0 3 formation is VOC-sensitive in the MC area during the period 
of March 12-15, 2006. While 0 3 production is near the ridge line (appearing in an 
0 3 isopleth diagram in Fig. 1.1) in the north, especially in the northeast zone, where 
the 0 3 production has a maximum value with respect to changes in NOx emissions. 
Figure 3.16 shows the sensitivity of model surface OH and H02 concentra-
tions to changes in emissions of NOx and VOCs. OH decreases with increasing 
NOx (Fig 3.16a), while increasing slightly with increasi~g VOCs in the morning time 
(Fig 3.16c). This result shows that the reaction Rl.12 represents the major sink of 
odd hydrogen radicals; and VOCs are still sources of odd hydrogen (Sillman, 1995). 
Thus the 0 3 production is under the VOC-limited regime and the rate of 0 3 produc-
tion is proportional to Rl. 7 and Rl.8, which is related to the concentrations of VOCs 
and OH or H02 and R02. Figure 3.17 shows the averaged difference of simulated 
OH, H02, and 0 3 concentrations due to emission changes in NOx and VOCs. With 
NOx emission changing, the changes in 0 3 concentrations (Fig. 3.l 7c) coincide with 
the changes in OH concentrations (Fig. 3.l 7a), as the VOC concentrations are not 
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Figure 3.15: Sensitivity of 0 3 concentrations to changes in NOx emissions, averaged 
over the 4 day period during March 12-15, 2006, at th(f RAMA sites. Red dashed 
line - NOx emissions increased by 50%; blue dotted line - NOx emissions decreased 
by 50%; light solid line - standard emission. 
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Figure 3.16: Sensitivity of OH and H02 concentrations to emissions of NOx (left) 
and VOCs (right), averaged over all RAMA sites and 4-day period during March 12-
15, 2006. dashed line - emissions increased by 50%; dotted line - emissions decreased 
by 50%; light solid line - standard emission. 
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Figure 3.17: Averaged difference of OH, H02 , and 0 3 concentrations, between simu-
lations with emission rates changes in NOx (left) and VOCs (right) and with standard 
emission rates. dashed line - emissions increased by 50%; dotted line - emissions de-
creased by 50%; light solid line - standard emission. 
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changing. Increased NOx emissions tend to destroy OH by reaction (Rl.12); when 
less OH to react with VOCs (Rl.8), there is less generation of R02 and H02, and less 
regeneration of OH, and less production of 0 3 (red d~shed lines). With less destruc-
tion of OH (Rl.12) as NOx emissions decreased, more OH reacts with VOCs (Rl.8), 
more H02, OH, and 0 3 are produced. But with less NO reacting with H02 (Rl.10), 
OH regeneration and 0 3 production are reduced in the afternoon (blue dotted lines). 
As VOC emission changes, in contrast, the changes in' 0 3 concentrations (Fig. 3. l 7f) 
are consistent with the changes in H02 concentrations (Fig. 3.l 7e), which are associ-
ated with VOC concentrations. The concentrations of 0 3 and H 0 2 all increase with 
increasing voe emissions, and decrease with decreasing voe emissions. 
The simulated distribution of afternoon averaged NOy and ratios of 0 3/ NOy, 
0 3 /(NOy-NOx), and HCHO/NOy at the lowest model level are shown in Fig. 3.18, 
where NOy = NOx + N205 + HONO+HN03 +PAN. NOy and ratios of 0 3 /NOy, 
0 3 /(NOy - NOx), and HCHO/NOy can be used as in.dicators to assess the relative 
effect of VOCs versus NOx (Sanford, 1995; Sillman, 1995). NOy works as an indicator 
because it is related to the ratios of NOx/VOCs NOy also reflects the photochemical 
aging of an air plume which is associated with 0 3 sensitivity. The VOC-sensitive 
regime is associated with a higher value of NOy and lower values of 0 3 / NOy, and 
0 3/(NOy-NOx)· Since the production of HCHO is roughly proportional to the total 
rate of reactions of VOCs with OH, the ratio HCHO/NOy as a reactivity-weighted 
ratio of NOx/VOCs, can also be used as one of indicators that VOC-sensitive regime 
is associated with low HCHO/NOy ratio (Sillman, 1995). This figure also indicates 
that the VOC-sensitive area (blue area) is especially in the center and south zone of 
the MC area, which generally matches with the area talked above in Fig. 3.15. 
Figure 3.19 shows the sensitivity of 0 3 to emission changes in NOx and VOCs 
at the TO, Tl, T2 sites. It can be seen that 0 3 production is VOC-sensitive at 
the Mexico City site TO. TO is located in the north zone of Mexico City, the 0 3 
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Figure 3.18: The spatial distribution of NOy, ratios of 0 3 / NOy, 0 3/(NOy - NOx), 
and HCHO/NOy at the lowest model level, simulated with standard emissions, av-
eraged over 12:00-17:00 LST during March 12-15, 2006. 
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Figure 3.19: Sensitivity of 0 3 concentrations to changes in emissions of NOx (Left) 
and VOCs (Right) at the sites of TO, Tl and T2. Red dashed line - emissions 
increased by 50%; blue dotted line - emissions decreased by 50%; light solid line -
standard emission. 
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maximum is enhanced with increasing voe emissions; while it is reduced whenever 
NOx emission is increased or decreased, like other site in the north zone. Downwind 
site Tl, the 0 3 maximum didn't change with increase in both emissions of NOx and 
voes, it decreased with decrease in both emissions. It looks like that 03 production 
is sensitive to both NOx and VOCs at Tl. At site T2, anthropogenic VOC emissions 
are pretty small compared with the biogenic voe emissions: increase or decrease 
in anthropogenic voe emissions does not make any noticeable difference in 03 pro-
duction. The 0 3 maximum is not sensitive to VOC emissions at site T2, while it is 
sensitive to NOx emissions, increasing NOx emissions tends to increase 0 3 maximum, 
and decreasing NOx emissions tends to reduce 0 3 . This result suggests that the 0 3 
formation is VOC-limited in the city site TO, it is possibly sensitive to both NOx and 
VOC emissions at downwind site (Tl), and sensitive to NOx at further downwind 
site T2. It also suggests that VOC emission reductions would be most effective in 
reducing local 03 production, while NOx emission reduction may be more important 
for contributions to regional 0 3 and other oxidants, which is consistent with Stephens 
et al. (2010). 
With the current estimates of NOx and VOC emissions, the 0 3 formation in 
Mexico City urban area is VOC-limited, which is consistent with the studies in Tie 
et al. (2007) and Lei et al. (2007). The 0 3 formation is sensitive to both NOx and 
VOC emissions at the downwind suburban area, and transitions to NOx sensitive at 
the further downwind rural area. 
3.4 0 H reactivity 
As suggested by the results presented in section 3.3, the chemical 0 3 production 
in Mexico City area is VOC-limited, The chemical 0 3 production can be approxi-
mated by the oxidation of VOCs (including CO, oxygenated hydrocarbons such as 
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HCHO, anthropogenic hydrocarbons, and biogenic hydrocarbons) by OH (Sillman, 
1995, Kleinman, 2004), thus as discussed in Chapter 1, the 0 3 production rate can 
be written as: 
Where P03 is the rate of 0 3 production, Yi is the total number of peroxy radicals 
formed in Rl.8, and ki is the rate constant for the ith VOC with OH. To compare 
the contributions of the individual voe species to 03 production rate, the voe data 
are presented in OH reactivity, defined for a single VOC by 
Figure 3.20 shows the daytime averaged OH re1;1ctivity during March 12-13, 
2006, at RAMA (averaged over all RAMA sites), TO, Tl, and T2 sites. The OH 
reactivity is calculated from the model simulations with :the standard emission rates. 
The total daytime averaged OH reactivity was estimated 70s-1 at TO, 13s-1 at Tl, 
and 2.8s-1 at T2. NMHCs (alkanes, alkenes, and aromatics) provide the major OH 
reactivity for TO and Tl (67% and 61%, respectively), :and other VOCc, including 
CO and car bony ls (oxygenated hydrocarbons) provide the most 0 H reactivity with 
54 % at T2 site. Alkenes are the largest contributor to the daytime 0 H reactivity 
at the urban site TO, followed by carbonyls, they provide OH reactivity with 31.4% 
and 23. 7%, respectively, and CO makes relatively smaller ,contribution ( "'9%) At the 
downwind site Tl, both alkenes and carbonyls are most important VOCs in terms OH 
reactivity, with 28.5% from alkenes, and 26. 7% from carbonyls. Alkenes lose their 
importance further downwind at site T2, carbonyls dominated the OH reactivity, 
followed by CO (33% from carbonyls, 21% from CO, and 20% from alkenes). It is 
apparent that from TO to downwind T2, OH reactivity is transforming from being 
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dominated by alkenes to being dominated by carbonyls, and CO plays a relatively 
more important role in 0 H reactivity. 
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Figure 3.20: Daytime averaged OH reactivity (s- 1) contributed from CO, alkanes, 
alkenes, aromatics, and carbonyls for RAMA, TO, Tl, and T2 sites. 
From the detailed contributions from the voe species (Fig. 3.21), the most 
important VO es with respect to the calculated 0 H reactivity from model results, is 
ALD ( acetaldehyde) for all three sites. This is consistent with the observation results, 
which was discussed in Molina et al. (2010), that formaldehyde and acetaldehyde 
were the two most important measured voe species in terms of 0 H reactivity in 
the MeMA. But it can be also seen that formaldehyde (HCHO) is not an important 
contributor for sites TO and Tl, which is largely underestimated compared to the 
observation results (Molina et al., 2010). The discrepancy may be due to that the 
current inventories substantially underestimated the emission of formaldehyde and 
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Figure 3.21: Daytime averaged OH reactivity (s- 1) contributed from detailed VOC 
species at sites TO, Tl, and T2. 
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ethene (see Table 2.2). Ethene reacts relatively quickly to form HCHO and therefore 
is an important contributor to secondary HCHO formation (Garcia et al., 2006). 
While at site T2, formaldehyde is the third most iitnportant VOCs, after xylene. 
Besides xylene, Olefins (OLI and OLT) also make significant contributions to OH 
reactivity, especially for TO and Tl. The simulated concentrations of olefins are 
l"'.J20 ppbv for 24-hour average and l"'.J34 ppbv for morning rush hour average, which is 
generally consistent with those observation of 19 ppbv and 41 ppbv for 24-hour and 
morning rush hour mean (Velasco et al., 2009). 
Based on the model results of the calculated 0 H reactivity, acetaldehyde, 
olefins and xylenes, species with relatively short lifetimes, are the most important 
0 3 precursors. They dominate OH reactivity, and therefore the 0 3 production in 
the MC area. In the rural area, OH reactivity and 0 3 production are dominated by 
oxygenated voes and co. 
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Chapter 4 
Sensitivity of Ozone Concentration 
to Diurnal Variation of Emission 
The sensitivity of 0 3 to surface NOx and VOC emissions was discussed in chapter 3, 
and it was shown that the chemical 0 3 formation is un;der a VOC-limited regime in 
the Mexico City area. Tie et al. (2007) discussed the role that the oxidation of VOCs 
during morning plays in controlling 0 3 production, and that the titration reaction 
of NO+ 03 is mainly responsible to the 0 3 minimum during early morning. Their 
results suggested that not only the magnitudes of the emissions of NOx and VOCs 
have important impacts on 0 3 formation, but the timings of the emissions of NOx and 
voes also play important roles in determining the daily 03 maxima and its diurnal 
variations. The response of 0 3 concentrations to changes in the diurnal behavior of 
the surface emissions (NOx and VOCs) is discussed in tlttis chapter. 
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4.1 Emission scenarios 
In order to better understand the relationship between 0 3 concentrations and the 
surface missions of N 0 x and VO Cs in different time periods of the day, and the in-
dividual contributions of NOx and VOC emissions to 0 3 concentrations as well as 
the afternoon 0 3 maxima, simulations were performed in which the diurnal varia-
tions of surface emissions (see Fig. 2.1) were changed ~ccording to the following four 
scenarios: (a) the emission rates were daily-averaged, so that no diurnal cycle effects 
of emissions were considered (denoted as Run1-M ean); (b) higher emission rates were 
used in morning time ( 0 - 11 AM) and lower rates between afternoon and evening 
(12 - 23 PM) (denoted as Run2-Alvf); (c) lower emission rates were used in morning 
time and higher rates between afternoon and evening (denoted as Run3-P Jvf); ( d) the 
diurnal cycles of emission rates were delayed for 2 hol!lrs (denoted as Run4-Delay). 
In each scenario, the total diurnal emissions of each sp'ecies remain the same as the 
standard emissions. The four emission scenarios are summarized in the table 4.1. As 
an illustration, the four emission scenarios for NO at the center of Mexico City are 
shown in Fig. 4.1. In the simulations, each of the 4 emission scenarios was applied to 
(1) all emission species (CO, NOx, VOCs, etc.); (2) N(i)x only; and (3) VOCs only. 
Therefore, 12 simulations were performed in all. In these simulations, only surface 
emissions were changed, while other processes (such as transport, chemical scheme 
etc.) were unchanged. Therefore, the changes of 0 3 concentrations are due to the 
changes of the surface emissions. The simulations with the 4 emission scenarios in the 
three applications were compared with the simulations using the standard emission 
(denoted as RunO-CTRL), which were discussed in chapter 3. The comparisons were 
averaged over all RAMA measurement sites which have measurements, and the 4 day 
period during March 12-15, 2006. 
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Table 4.1: Emission scenarios 
Runl-Mean Emission rates were daily-averaged 
Run2-AM Higher emission rates in 0-11 AM & lower rates in 12-23 PM 
Run3-PM Lower emission rates in 0-11 AM & higher rates in 12-23 PM 
Run4-Delay Diurnal cycles of emission rates were delayed for 2 hours 
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Figure 4.1: The proposed diurnal variations of NO emission rate (mole/s) centered 
at Mexico City (99.14W, 19.43N), changed according tp the 4 emission scenarios: 
(a) daily average - no diurnal cycle (red line), (b) higher emissions in morning and 
lower emissions in afternoon (blue line), ( c) lower emiss1ons in morning and higher 
emissions in afternoon (green line), (d) the diurnal cycle delayed for 2 hours (brown 
line). The light solid lines represent the standard N 0 emission rate. 
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4.2 Sensitivity of ozone to diurnal variation of emis-
. . 
. 
SIOnS 
Figure 4.2 shows the diurnal variations of surface Cf?, VOes, NO, N02 , and NOx 
concentrations simulated with all emission species changed according to the 4 dif-
ferent emission scenarios. This figure also includes simulation from RunO-CTRL for 
comparison. Despite the different variations of the surface emissions, the diurnal 
variations of CO, voes, NO, N02 , and NOx show some similarity. For example, 
there are morning peaks in all the simulations. In the case of mean surface emission 
(Runl-Mean, red solid lines), where there are no diurnal variations of the CO, voes, 
N 0, and N 0 2 emissions, the concentrations of these p0llutants, however have strong 
diurnal cycles, indicating that other processes (such as evolution of the PBL and 
vertical mixing in the PBL) play important roles in the diurnal variations of these 
air pollutants. For example, as suggested in Tie et al. (2007), the patterns of diurnal 
variation of the primary surface emitted pollutants (such as CO, NO etc.) can be 
roughly determined by the ratio of the diurnal variati@ns of the emissions and the 
diurnal variation of the PBL heights. With the constant emission rate (no diurnal 
variations of emissions), the variability as indicated by red solid lines are strongly 
controlled by the diurnal variation of the PBL height (see Fig. 4.2f for PBL height). 
Furthermore, the different diurnal variations of the pollutants due to the 4 
different emission scenarios indicate that diurnal variations of the surface emissions 
have also important effects on magnitudes of the morning and evening maxima in 
these pollutants. For example, the highest morning peaks of these pollutants are 
shown in the blue dashed lines (Run2-AM), and lowest peaks are indicated by the 
green dotted lines ( Run3-P M). This result is understandable because the Run2-AM 
has highest morning emissions and Run3-PM has lowest morning emissions. In the 
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Figure 4.2: Averaged diurnal cycles of (a) CO, (b) VOCs, (c) NO, (d) N02, and (e) 
N 0 x concentrations at the surface, for simulations with, all emission rates changed 
according to the 4 emission scenarios: red solid line - Run1-Mean; blue dashed line -
Run2-AM; green dotted line - Run3-PM; brown dash-dotted line - Run4-Delay. The 
light solid lines represent simulations with the standard emission rates (RunO-CTRL). 
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case of lower emission in the morning (Run3-AM, green lines), the diurnal variations 
of the pollutants in the morning are not obvious as the other 3 cases, showing that 
not only the PBL height, but also the surface emissions of the pollutants during the 
I 
morning, play important role in their diurnal variations. The second lowest morning 
peaks are shown by the brown dash-dotted lines (Run4-Delay). This result suggests 
that the morning peaks can be greatly reduced when' the emission peaks take place 
after 10 AM when the PBL heights start to quickly rise (see Fig. 4.2f for PBL height). 
So that changes in emission timings have important effects on the maximum values 
of pollutants. 
The changes in 0 3 precursors from the different emission scenarios have im-
portant impacts on 0 3 formation and 0 3 concentrations. Figure 4.3 shows that all 
simulations have an 0 3 maximum in the afternoon and an 0 3 minimum in the early 
morning. The 0 3 maximum and minimum have different responses to the different 
emission changes. For example, compared to the control run (RunO-CTRL), the 0 3 
maximum that occurs at 3 PM is higher for Runl-Mean and Run2-AM, but lower 
for Run3-PM and Run4-Delay. On the other hand, th~ 0 3 minimum that occurs at 
7 AM is lowered for Runl-Mean and Run2-AM, but becomes higher for Run3-PM and 
Run4-Delay, while the 0 3 minimum occurs at midnight. These results indicate that 
changes in the timing of ozone precursor emissions play different roles in controlling 
the 0 3 afternoon maximum and morning minimum in the MC source area. 
As compared to the standard run, the differences. of the surface 0 3 concentra-
tions due to the 4 different emission scenarios are shown in Fig. 4.4. It can be seen 
that the 0 3 concentration in the afternoon is increased, with maximum increase about 
20 ppbv around 14 PM for Run2-AM, indicating that increase in morning emissions 
tends to enhance the afternoon 0 3 concentrations in the early afternoon. However 
the daytime 0 3 is decreased, with maximum decrease about 11 ppbv around 14 PM 
for Run3-PM and about 11 ppbv at 12 PM for Run4-Dday, suggesting that decrease 
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Figure 4.3: Averaged diurnal cycles of 0 3 concentrations (ppbv) at the surface, for 
simulations with all emission rates changed according to i{he 4 emission scenarios: (a) 
Runl-Mean; (b) Run2-AM; (c) Run3-PM; (d) Run4-Del~y. The light solid lines rep-
resent 0 3 concentrations simulated with the standard em,ission rates (RunO-CTRL). 
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Figure 4.4: Averaged differences of surface 0 3 and 0 x concentrations (ppbv), be-
tween simulations with standard emission rates and with all emission rates changed 
according to the 4 emission scenarios: red solid line - Runl-Mean; blue dashed line -
Run2-AM; green dotted line - Run3-PM; brown dash-qotted line - Run4-Delay. 
in morning emissions and emission delaying tend to lower the morning maximum 
peaks of N Ox and VO Cs, thus reduce the 0 3 concentrations in daytime as well as the 
afternoon 03 maxima. 
In addition, the concentrations of Ox due to the 4 different emission scenarios 
are shown in Fig. 4.5. The daytime Ox concentrations, similar to 0 3 , are increased 
for the case Run2-AM (blue line), and decreased for the cases Run3-PM (green line) 
and Run4-Delay (brown line). But the maximum increase or decrease (Fig. 4.4b) are 
all occurred in the late morning (around 10-11 AM) instead of the early afternoon for 
0 3 . So that increasing morning emission tends to an increase in 0 x, and decreasing 
morning emission and emission delaying tend to reduction in Ox in daytime, especially 
in the late morning. During nighttime, the changes of 0 x and 0 3 are different: 
decreasing emissions during the afternoon (12-23 PM) results in increase of 0 3 , but 
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Figure 4.5: Averaged diurnal cycles of 0 x concentrations (ppbv), for simulations 
with all emission rates changed according to the 4 emission scenarios: (a) Runl-
Mean; (b) Run2-AM; (c) Run3-PM; (d) Run4-Delay. The light solid lines represent 
Ox concentrations simulated with the standard emission rates (RunO-CTRL). 
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decrease of 0 x in the evening; however increasing emissions during the morning ( 0-
11 AM) results in decrease of 0 3 , but increase of Ox in the early morning (0-7 AM). 
The changes in the timing of ozone precursor emissions will also cause changes 
of 0 3 concentrations in the downwind suburb area. Figure 4.6 shows the spatial distri-
bution of changes in averaged afternoon 0 3 maxima (averaged over 14:00-16:00 LST 
during March 12-15, 2006) due to the 4 different emission scenarios. Decreasing 
emission in the morning (Run3-PM) and emission delaying (Run4-Delay) tend to de-
crease 0 3 maxima only in the emission source area; whi:le increasing morning emission 
(Run2-AM) and (Run1-Mean) tend to increase 0 3 maxima in the downwind suburb 
as well as in the emission source area. For the case Run1-M ean, the increase of 0 3 
maximum is even larger in the downwind suburb than in the emission source area. 
The 0 3 maxima are increased significantly at the Tl site (see Fig. 4. 7), with rv5 ppb 
and 10 ppb increase for case Run1-Mean and case Run2.-AM, respectively, in contrast 
to rv4 ppb and 14 ppb increase at the TO site. But thete is almost no 03 changes in 
the T2 site, far from the source area. This result suggests that changes in the timing 
of ozone precursor emissions affects the 0 3 concentrations not only in the MC source 
area, but also in the downwind suburb area. 
4.3 Sensitivity to emission changes in NOx or VOCs 
In order to better understand the causes of the 0 3 changes due to emission changes 
in different 0 3 precursors under VOC-limited regime, we. conducted simulations with 
only N 0 x emission changes according to the four emission scenarios which discussed 
in section 4.1, while other 0 3 precursor emissions remain unchanged. Figure 4.8a 
shows the results of the sensitivity of 0 3 to only NOx changing are very different 
from the results when all species changed as shown in Fig. 4.4. In this case, the 
daytime 0 3 is greatly enhanced by a maximum increase about 38 ppbv at 11 AM 
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Figure 4.6: The spatial distribution of changes in surface 0 3 maxima (ppbv) be-
tween simulations with standard emission rates and with all emission rates changed 
according to the 4 emission scenarios. 
87 
TO Tl 
150 150 100 100 
0 [fil 0 [fil 
120 120 80 80 
90 90 60 60 
60 60 40 40 
30 30 20 20 
12 18 12 18 12 18 12 18 
150 150 100 100 
@] @] @] @] 
120 120 80 80 
90 90 60 60 
60 60 40 40 
30 30 20 20 
12 18 12 18 12 18 12 18 
Time (LST) Time (LST) Time (LST) Time (I.SI') 
Figure 4. 7: The diurnal variations of surface 0 3 concentrations (ppbv) at the TO 
(Left) and Tl (Right) site, for simulations with all emission rates changed according 
to the 4 emission scenarios: (a) Runl-Mean; (b) Run2-AM; (c) Run3-PM; (d) Run4-
Delay. The light solid lines represent 0 3 concentrations· simulated with the standard 
emission rates ( RunO-CT RL). 
for Run3-PM, while the daytime 0 3 is reduced by maximum decrease of 14 ppbv at 
12 PM for Run2-AM. During the evening (around 19 PM), the 0 3 concentration is 
greatly enhanced for Run2-AM due to significant reduction in NOx emissions. The 
changes in 0 x concentrations (see Fig. 4.8b) are almost contrary to changes in 0 3 
concentrations, for example, the Ox concentrations are greatly increased during the 
morning time (0-11 AM) and decreased during the afternoon and evening (12-23 PM) 
for Run2-AM. This result shows that NOx emissions, in the morning time especially, 
tend to depress 0 3 concentration, and the reduction of 0 3 is mainly caused by NO 
titration effects and by OH decrease due to reaction of OH +N02 . So that an increase 
in morning N 0 x emissions leads to decrease in 0 3 concentrations in the late morning 
and early afternoon, as well as the 0 3 maximum. However a decrease in morning 
NOx emissions produces an enhancement in 0 3 maximum, and 0 3 concentrations 
in the late morning especially. Similarly, a shift of the NOx emission pattern to 2 
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hours later, decreases the NOx emissions earlier in the morning (6 - 9 AM), and 
leads to an increase in daytime 0 3 concentrations. During nighttime, photochemical 
production of 0 3 ceases, and the concentration of 0 3 is related to the NO titration 
effects. Increase/decrease in NOx emissions during the afternoon and night time, 
tends to decrease/increase in 0 3 concentrations, but :tends to increase/ decrease in 
0 x concentrations. 0 3 loss is caused by N 0 titration reaction with N 0 2 formation 
at night. 
40 __._._ ................................................. _._........_ ............................ _._._._._.__ 
,--._ 30 
.J::J 
§: 20 
---8 10 
Q) 
C.) 
~ -10 
Q) 
s-. 
Q) 
....... 
....... 
0 
-20 
-30 
0 
r-;l .. ' 
~ .· ·~ 
-----,-- ----·---:·.-- -------,--
,• 
' • '. t 
- ' - - - - - •• - - - - ~ _. - - - - - - - - - 1_ -
I I I I 
' . ' 
. 
' ' 
' ' 
--------- _,_ --------- ·--- ----- -1---------
6 12 18 
Time (LST) 
40 ___. ........................................................... __._........_ ............................ _._._._.........__ 
[fil _____ : __________ ; _____ _ 
,--._ 30 
.J::J 
§: 20 
---
- - - - - -;--- -~ - - - - - - - - - ~ - - - - - - - - - - :- - - - - - - - -
,, : ' : ' 
><: 
0 
/ ' \ ' ' 
10 ·- 1- - - - - -, - -\- - - - - - ; _ - - - - - - - - -:- - - - - - - - -
Q) 
C.) 
~ -10 
Q) 
s-. 
Q) 
....... 
....... 
0 
-20 
-30 
0 
\ 
- - - - - - - - - - ~ - - - - - - - - - - .,j - - - - - - - - - , _ - - - - - - - -
' ' 
' ' 
' ' 
' ' 
6 12 18 
Time (LST) 
Figure 4.8: Averaged differences of surface 0 3 and 0 x concentrations (ppbv), between 
simulations with standard emission rates and with only NOx emission rates changed 
according to the 4 emission scenarios: red solid line - Runl-Mean; blue dashed line -
Run2-AM; green dotted line - Run3-PM; brown dash-dotted line - Run4-Delay. 
Figure 4.9 shows the differences of 0 3 concentrations for simulations in which 
there are only changes in voe emissions according to the 4 emission scenarios, while 
all other 0 3 precursor emissions remain unchanged. The result shows that the sen-
sitivity of 0 3 to different emission scenarios is very different from the result shown 
in Fig. 4.8, where only NOx emissions were changed. In this case, the daytime 0 3 
concentration is greatly enhanced by maximum increase about 28 ppbv at 11 AM 
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for Run2-AM, while the daytime 0 3 concentration is reduced by maximum decrease 
of 28 ppbv at 12 PM for Run3-PM. The shift of the emission pattern in VOes to 2 
hours later, decreasing voe emissions in the earlier morning (6 - 9 AM), still reduces 
the daytime 0 3 concentrations, especially in the late morning. The changes in 0 x 
concentrations are consistent with that of 0 3 . This result also suggests that under 
voe-limited regime, the morning to noontime emissions of voes tends to enhance 
daytime 0 3 photochemical production, especially in t:he late morning. During the 
early morning, evening and night, the changes in 0 3 concentrations are very small, 
suggesting that 03 is not sensitive to voes in these periods, and only sensitive during 
daytime, especially in the morning. Decrease in voe '.emissions is an most efficient 
way to reduce 0 3 pollution in the MC area. 
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Figure 4.9: Averaged differences of surface 0 3 and Ox concentrations (ppbv), between 
simulations with standard emission rates and with only voe emission rates changed 
according to the 4 emission scenarios: red solid line - Rur:J,1-Mean; blue dashed line -
Run2-AM; green dotted line - Run3-P M; brown dash-dotted line - Run4-Delay. 
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The above analysis shows that morning emission plays an important role in the 
afternoon hour 0 3 concentrations in the VOC-limited regime, such as in Mexico City. 
Firstly, morning emitted VOCs play a much bigger role in 0 3 concentrations than 
VOCs emitted during other times of the day. Reducing VOC emissions during morn-
ing will significantly decrease the afternoon 0 3 maxim.um and 0 3 concentrations in 
the late morning and early afternoon. However, the emissions of VO Cs during other 
periods (early morning, evening, and night) have very small impacts on 0 3 concen-
trations. Secondly, the emissions of NOx have also important effects on afternoon 0 3 
maximum. The emissions of N Ox during morning tend to depress the daytime 0 3 
concentration, and a decrease in the emissions of NOx during the morning lead to 
increase in the daytime 0 3 concentration, especially in the later morning and early 
afternoon. The emissions of NOx have important impacts on 0 3 concentrations in the 
evening and the early morning. For example, decreasii;ig the NOx emissions during 
the evening greatly enhance the evening 0 3 concentratiop_s. Finally, a shift of emission 
pattern to 2 hours later, while keeping the total emissions unchanged (Run4-Delay), 
has important impacts on air quality. For example, the default morning emission peak 
is normally at 8 AM. In this alternative case, the morning emission peak is shifted 
to 10 AM. Between 8 and 10 AM, the PBL height is at a transition time, and grows 
from 100 meters at 8 AM to 500 meters at 10 AM. As a result, the NOx and VOC 
concentrations are greatly diluted during the morning due to more vertical mixing 
with the higher PBL height, and thus produce decrease in daytime 0 3 concentration 
and the afternoon 0 3 maximum. 
4.4 Sensitivity to further time shifts of emissions 
To better understand the impact of shift in emission timing on the 0 3 concentrations, 
and 03 afternoon maximum, we performed additional simulations with all emission 
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patterns shifted to 2 hour earlier, 1 hour earlier, and 1 hour later. Figure 4.10 shows 
the response of 0 3 and Ox to the 4 emission shift patter:ns, including emission shifted 2 
hours later ( Run4-Delay). As discussed above, the delayed emission patterns (shift of 
emission pattern to 1 and 2 hour later) tend to reduce the 0 3 afternoon maxima and 
0 3 concentrations in both the late morning and early afternoon (purple dotted line 
and brown dot-dashed line), which results from reduceql concentrations 0 3 precursors 
in the morning. But as the emission patterns move backward (shift in emission pattern 
to 1 and 2 hour earlier), the higher morning emissions results in higher concentrations 
of NOx and VOCs in the morning, and the daytime 0 3 concentrations are increased 
with higher afternoon 0 3 maxima (pink solid line and orange dashed line). The 
delayed emission patterns tend to reduce the daytime 0 3 and Ox concentrations; the 
backward emission patterns tend to increase 0 3 and Ox concentrations during the 
daytime. 
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Figure 4.10: Averaged differences of 0 3 and Ox concentrations (ppbv), between sim-
ulated with standard emissions and with all emission patterns shifted to: pink solid 
line - 2 hour earlier; orange dashed line - 1 hour earlier; purple dotted line - 1 hour 
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This result emphasizes that changes in diurnal variations of surface emissions 
have important implications for air quality: without reduction of total emission, 
the daytime concentrations of CO, VOCs, NOx, and 0 3 and their maxima can be 
significantly reduced by changing the timing of the emissions of 0 3 precursors. It 
suggests that the air pollution could be reduced by delaying commuting time for 1 or 
2 hours, while the daylight saving time could make air :pollution problem even worse. 
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Chapter 5 
Dust Aerosol and Its Effect on 
Photochemistry in the MC area 
In this chapter, the dust particles originating from the large dry land northeast of MC 
are the focus of the simulations. Several model simulations were performed to high-
light the effects of dust aerosols on the photolysis rates arrd chemical compounds in the 
MC area. Section 5.1 gives a brief description of the dust module implemented in the 
WRF /Chem model (version 3.0), and dust emissions in the MC area. In section 5.2, 
the simulated aerosol concentrations are compared with the measured values, and 
contributions of dust aerosols to aerosol total mass, dust effects on photolysis rates 
and chemical compounds are then discussed. 
5.1 Dust module 
Dust emission is strongly dependent on surface properties, such as soil composition, 
vegetation, and soil moisture content, and on surface wind velocity (e.g. Grini et al., 
2005). Wind erosion is the driving force of dust particle emissions, and the erosion 
threshold is based on the size distribution of dust emission once the surface wind 
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velocity reaches some threshold, which depends on soil characteristics and roughness 
length (Marticorena and Bergametti, 1995). In the MC region, there are no deserts 
and the dust erodibility is mainly due to dry lands and irrigated lands (farmlands 
without vegetation). The dust erodibility thus is estimated by the surface land in-
formation provided by US Geographical Service (USGS). Here a soil erosion fraction 
is used to represent the dust erodibility in one grid cell. The values of soil erosion 
fraction (grided on 6 km x 6 km model mesh size) are given in Table 5.1, and the 
spatial distribution is shown in Fig. 5.1. Figure 5.1 shows that the dry lakebed, dry 
lands and farm lands located at the northeastern of the MC region are the major 
dust sources. As a result, under north or northeast wind conditions, there are often 
dust events in the MC area that are transported from the dust source regions. When 
south or southeast winds prevailed, the small areas of dry lakebed and agricultural 
lands in vicinity of Mexico City, which is not well represented in USGS data, could 
play important roles for dust pollution in the MC area '(Diaz-Nigenda et al., 2010). 
Table 5 .1: The soil erosion fraction (Er) on the 6 km x 6 km model grid cell in MC 
and the surrounding area 
Soil type Soil erosion fraction (Er) 
Dry cropland and pasture 0.30 
Mixed dryland/irrigated cropland & pasture 0.12 
Savanna 0.10 
Cropland/ grassland mosaic 0.05 
Cropland/woodland mosaic 0.05 
Irrigated cropland and pasture 0.03 
Others 0.0 
The major processes controlling dust distributions, including dust emission, 
dust transport, dry deposition (gravitational settling), are adopted from the dust 
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Figure 5.1: Spatial distribution of soil erosion fraction (on the 6 km x 6 km model 
grid cell) in Mexico City and the surrounding region. White color represents the lack 
of erosion. 
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modules developed by the GOCART model (Georgia Tech/Goddard Global Ozone 
Chemistry Aerosol Radiation and Transport model) (Chin et al., 2000; Ginoux et 
al., 2001). The dust erodibility is modified to be suitable for the MC region in the 
WRF /Chem model. The dust particle sizes include 5 ~ize bins, with mean radius of 
0.6, 1.2, 2.4, 4.5, and 8.0 µm, respectively. The dust emission of each dust particle size 
bin is calculated by taking into account the soil particle fraction, soil erosion fraction, 
surface wind velocity and the threshold velocity of wilild erosion. The emission flux 
FP (µgm- 2 s- 1) at particle size bin p is determined by the following expression: 
(5.1) 
where C is a dimensional factor (C = 0.8 µgs2m-5 ), Op 'is the soil particle fraction at 
particle size bin p (see Table 5.2 for details), Er is the probability soil erosion fraction 
which discussed in Table 5.1 and Fig. 5.1, v 8 is wind velocity at 10 m, and Vt is the 
threshold velocity of wind erosion. The threshold velocity is determined as a function 
of particle size and density, and soil moisture: 
v, = J vw(l.2 + 0.2log10w) w < 0.5 l 100 otherwise (5.2) 
here Vto depends on the soil particle size and density: 
(5.3) 
where dp is the particle diameter, g is the acceleration of gravity, Pp and Pa are the 
particle and air density, respectively. w is the soil wetne~s (0.001-1.0), w = sm/ Smo, 
Sm is the soil moisture, and Smo is the saturated value of soil moisture. The typical 
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values of w in arid surface are between 0.001 and 0.1, but higher than 0.5 after 
precipitation. 
Table 5.2: Properties of five dust particle size bins 
Type Mean effective radius Particle density (pp) Particle fraction ( ap) 
µm gcm-3 
Bin 1 0.6 2.50 0.10 
Bin 2 1.2 2.65 0.25 
Bin 3 2.4 2.65 0.25 
Bin 4 4.5 2.65 0.25 
Bin 5 8.0 2.65 0.25 
After the dust particles are emitted under favorable meteorological conditions 
(dry and windy days), the particles are transported by' wind and turbulent motions. 
The dust particles are eventually deposited (gravitatidmal settling) on the surface. 
The setting velocity Vstk for a particle of radius r is determined using the Stokes law: 
(5.4) 
where Pp is the particle density, g is the acceleration of gravity, and µ is the absolute 
viscosity of the air (1.5 x 10-5 kgm- 1s-1 ), and Ccun is the Cunningham correction 
which takes into account the viscosity dependency on air pressure and temperature. 
Because the gravitational settling velocity is strongly dependent on the size of 
particles, large dust particles are deposited with relative short distance of downwind 
of source region, while small particles can be transported a long distance (up to several 
thousand kilometers) before they are deposited (mostly by rainout and washout) at 
the surface. The detailed descriptions of these processes. are given by Ginoux et al., 
(2001). 
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5.2 Simulation results 
In order to investigate the dust and its impact on the photochemistry (especially 
the rate of photolysis) and the chemical compounds i:i;i the MC region, three sets of 
simulations were conducted, including (1) a control simulation with only gas-phase 
chemistry, excluding the effects of aerosol particles (Gas-Run), (2) a simulation with 
gas-phase chemistry and the effect of anthropogenic a;erosols on photolysis, but ex-
cluding the effect of dust particles (Aero-Run), and (3) a simulation with gas-phase 
chemistry and aerosols, including dust and the effect on photolysis (Dust-Run). The 
difference between Gas-Run and Aero-Run represents the impact of anthropogenic 
aerosols on photochemistry, and the difference betweeru. Aero-Run and Dust-Run in-
dicates the impact of dust aerosols on photochemistry. 
5.2.1 Anthropogenic and dust aerosols 
The simulations of aerosol mass concentrations and distributions (both anthropogenic 
and dust aerosols) are evaluated by comparing the siimulation with the measured 
aerosol values. In the MC area, there are 8 monitoring sites for measuring PM2.5 
and 16 monitoring sites for measuring PM 10 in the RAMA network (see Fig. 2.5 
and Table 2.4 for details). Among these sites, only three (TLA, SAG and MER) 
measure both PM2.5 and PM 10 aerosol concentrations. In addition to the RAMA 
sites, there is also a super monitoring site TO which 10cated inside of Mexico City 
(also see Fig. 2.5) during MILAGRO experiment (http://mce2.org/fc06/fc06.html), 
with more detailed measurements, such as aerosol composition and photolysis rate 
coefficients. These comprehensive measurements enable study of the effects of aerosol 
particles on photochemistry. 
The size of anthropogenic aerosol particles is normally less than 2.5 µm. The 
large particles (radius > 2.5 µm) are mainly attributed to dust and sea-salt particles. 
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In the MC region sea-salt particle concentrations are normally very small, and the 
remaining large particles are mainly attributed to dust particles (Chow et al., 2002). 
PM2.5 particles mainly consist of anthropogenic aernsols and smaller size of dust 
particles (size bins 1, 2 and 3). The difference between PM 10 and PM2.5 mainly 
consist of larger dust particles in size bin 4 and 5. 
Figure 5.2 shows the simulated and measured daily-mean (averaged over 24 
hours from 08:00 AM to 08:00 AM the next day) surface PM2.5 aerosol mass concen-
trations, at the super site TO (Mugica et al., 2008) and averaged over all RAMA sites. 
if dust particles are excluded from the simulation (Aero-Run), the calculated PM2.5 
aerosol mass concentrations (gray bars) are significantly underestimated, about 503 
lower than the measured values (black bars). At the site of TO, the simulated PM2.5 
mass concentrations range from 11 to 30 µg/m 3 , while the measured values are be-
tween 33 and 70 µg/m3. This result clearly indicates that there are significant amount 
of aerosol mass missed in the simulations, when dust particles are not included in the 
model. 
As described above, anthropogenic aerosols are major contributors to PM2.5 
aerosols, especially carbonaceous aerosols in the MC ~ea. The largest fine-particle 
components were carbonaceous aerosols, constituting "-(503 of PM2.5 mass (Querol 
et al., 2008; Mugica et al., 2009). Comparing calculated carbonaceous aerosols to 
measured values can give some insight for the missing aerosol sources. Figure 5.3 
shows the simulated and measured daily-mean (06:00 AM - 06:00 AM) carbonaceous 
aerosol mass concentrations at the city site of TO during MILAGRO experiment. 
The result shows no big over- or under-estimate by the simulations for the aerosol 
mass concentrations of organic and elemental carbon. The 5-day averaged aerosol 
mass concentrations for simulated and measured OC 3ire 6. 7 and 8.9 µg/m 3 ( un-
derestimated by 2.2 µg/m3) and for EC are 2.3 and 2.8 µg/m3 (underestimated by 
0.5 µg/m3), respectively. It notes that the calculation of SOA (secondary organic 
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Figure 5.2: Daily-mean PM2.5 aerosol mass concentrations (µg/m 3) at TO site (Up-
per) and averaged over all RAMA sites (Bottom), from March 16 to 20, 2006. Black 
bars represent the measurements, gray bars represent simulations without dust, and 
white bars represent simulations with dust. 
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Figure 5.3: Daily-mean organic carbon (OC) and elemental carbon (EC) aerosol mass 
concentrations (µg/m3) at MILAGRO monitoring site TO from March 16 to 20, 2006. 
Black bars represent the measurements, red bars represent simulations. 
102 
aerosol) exhibits a large uncertainty in current models (less than 1 µg/m3 was pro-
duced in WRF /Chem) (Fast et al., 2009), and thus the concentrations of PM2.5 are 
generally underestimated in the model simulations. The mean SOA mass is 7.5 µg/m3 
at the city site (TO) during MILAGRO experiments (Hodzic et al., 2009). The larger 
underestimate of aerosol mass (22-40 µg/m3) with the Aero-Run during the period of 
March 16-20, 2006 cannot only be explained by missing anthropogenic aerosol sources 
and the underestimation of SOA in the model, and is likely due to the lack of dust 
aerosol mass in the model. 
Figure 5.4 shows the simulated and measured daily-mean (08:00 AM - 08:00 
AM) surface PM 10 aerosol mass concentrations at the site TO and averaged over 
all RAMA sites. Similar to PM2.5, the simulated PM 10 (Aero-Run) aerosol mass 
concentrations are significantly underestimated in the MC area. The 5-day averaged 
aerosol mass concentrations for simulated and measured PM 10 at the TO site are 
20 and 87 µg/m 3, respectively. Because PM 10 contains more dust aerosol mass 
than PM2.5, the larger underestimation of PM 10 ( "'70%) than PM2.5 ( "'50%) shows 
convincingly that the missing aerosols in the Aero-Run are attributed to the lack of 
dust particles. 
The daily-mean PM2.5 and PM 10 aerosol mass concentrations with dust par-
ticles (Dust-Run) are also shown in Fig. 5.2 and Fig. 5.4. By including dust aerosol 
particles in the model, both PM2.5 and PM 10 simulations are significantly improved. 
With dust particles included in the model, at the site of TO, for example, the 5-
day averaged aerosol mass concentration for simulated PM2.5 is increased from 17 
to 35 µg/m3, slightly lower than the measured value of 48 µg/m3. The simulated 
aerosol mass concentrations of PM 10 with dust aerosol are close to their measured 
values on March 16 and 20, but higher than the measured values on the other days. 
Comparing the simulations of the Dust-Run (white bars) with the Aero-Run (gray 
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Figure 5.4: Daily-mean PM 10 aerosol mass concentrations (µg/m3), at site of TO 
(Upper) and averaged over all RAMA sites (Bottom), from March 16 to 20, 2006. 
Black bars represent the measurements, gray bars represent simulations without dust, 
and white bars represent simulations with dust. 
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bars), the mass of dust particles accounts for about 50% and 70% of the total aerosol 
mass for PM2.5 and PM 10 1 respectively. This simulation suggests that during 'dust 
days' in the MC area, dust particles contribute a large portion of aerosol mass to the 
total aerosol mass, and must be taken into account for aerosol simulations. Although 
the simulations of the Dust-Run overestimated the contribution of soil dust compar-
ing with the observation results that soil dust accounted for 15% and 26% of PM2.5 
and PM10 (Querol et al., 2008). 
5.2.2 Distribution of dust 
Because the highest dust emission sources are located northeast of the MC area 
(shown in Fig. 5.1), with strong surface wind speeds (inexcess of 5 m/s, see Fig. 5.5), 
large dust mass concentrations were produced in the source regions during the period 
of March 16-20, 2006. Figure 5.5 shows the spatial distributions of PM 10 concentra-
tions simulated with the dust module (Dust-Run) on March 16. The simulated PM 10 
has largest mass concentration in this coastal region, and the maximum concentration 
reaches 500 - 700 µg/m3 (about 7 times higher than the PM10 mass concentration in 
the MC area). The winds are generally easterly in the dust source region, and turn 
to northeasterly near MC. As a result, high dust concentrations appear in the MC 
region, especially in the northeast area of the city. In the high plains north of MC, the 
PM 10 concentrations range from 50 to 200 µg/m3. As shown above, the 'dust days' 
in the MC area appears when the following two conditions occur: (1) higher surface 
winds in the coastal dust source region northeast of MC; (2) northeast winds from 
the source region toward to the MC area. Those conditions generally have strong 
variability, resulting in large daily variations of dust distributions in the MC area. 
The above model results indicate that the origin of.dust is mainly located about 
200 km northeast of Mexico City, where a large area of barren land is an important 
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Figure 5.5: The spatial distributions of surface PM 10 aerosol mass concentrations 
(µg/m3), simulated with dust module, at 4 PM, March 16, 2006. 
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source of dust (see Fig. 5.1). In order to verify this result, Fig. 5.6 shows the measured 
absorbing Aerosol Optical Depth (AOD) in the Mexico City region during the period 
of March 16-20, 2006, from OMI (Ozone Monitoring Instrument) on NASA's Aura 
satellite. The satellite observations show that the measured absorbing AOD was 
highly elevated in the dust source region as indicated in the model result. The values 
of absorbing AOD ranged from 0.1 to 0.14 in the dust source region, but were smaller 
in other regions, including the Mexico City area. Two possible aerosols sources could 
have resulted in this high absorbing AOD in this region: (1) soil dust storm and (2) 
large biomass burning (producing soot aerosols), because both dust and soot particles 
absorb radiation. From satellite measurements of fire distributions (not shown), there 
is no evidence of strong fire activity in the high absorbing AOD region during this 
period, which suggest that the high absorbing AODs are mainly attributed to dust 
particles in this region. 
Figure 5. 7 shows wavelength dependence of scattering of aerosols observed with 
a nephelometer aboard the C-130 aircraft on March 18, 21006 (Shinozuka et al., 2009). 
Wavelength dependence of scattering is calculated by Angstrom's empirical expression 
as a(,\) = c,\-a, where a is the aerosol light scattering coefficient, the factor c is 
related to the aerosol concentration, and,\ is the wavelength (nm) of light; Angstrom's 
coefficient (a) is also called Wavelength dependence of scattering here. The aerosol 
light scattering coefficient a(,\) was measured at three wavelengths (,\ = 450, 550 
and 700 nm) in this experiment (see the website http://www-air.larc.nasa.gov/cgi-
bin/ arcstat-b). Here we use wavelengths of 450 and 550 nm for the calculations 
(a= - 1~~~~~~~~))). According to the studies by Kaufinan et al. (1994) and Shinozuka 
et al. (2009), the typical value of a for dust particle ranges from 0.0 to 1.0. In this 
study, a value of 0.5 is used to distinguish small urban-type particles from large soil-
derived particles. The values of calculated a (see Fig. 5. 7) ranged from -5 to 10, the 
lower values (less than 0.5) are result from dust (blue dots), and bigger values (great 
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Figure 5.6: Measured absorbing Aerosol Optical Depth .(AOD) by OMI satellite in 
the Mexico City region during the period of March 16-2Q, 2006. * is the location of 
MC (plot by S. Massie, private communication, 2009). 
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than 0.5) are from pollution (red dots). There are several a peaks from dust during 
this 8.5 hour flight. The flight route on March 18 is shown in Fig. 5.8, in which the 
line colors represent the values of the observed wavelength dependence of scattering: 
below 0.5 are shown in blue, and over 0.5 are shown in red. There are two dust areas 
(blue lines), one in the north (around 12 and 14 PM), the other east (about 17 PM) 
of MC at a flight height of 2 - 4 km from the surface. This flight observation is 
consistent with the model result (also shown in Fig. 5~8) that the major dust source 
is located north and east of the MC area. 
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Figure 5. 7: Observed wavelength dependence of scattering from C-130 aircraft flight 
on March 18, 2006 during the MIRAGE-Mex field experiments. 
In addition to higher dust mass concentrations, a strong daily variation of 
aerosol mass was also observed at the surface stations in the Mexico City area during 
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Figure 5.8: The spatial distributions of dust concentrations (µg/m3 ) at an altitude of 
rv2.5 km, at 2 PM, March 18, 2006. The line represents aircraft flight route on March 
18, line colors reflects the intensity of wavelength dependence of scattering (a) (blue: 
a< 0.5, red: a > 0.5, gray: data missing). 
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March 16-20, 2006 (Fig. 5.9). There are several aerosol peaks during this period. 
The first major peak occurs during the night of March 16-17 and the second major 
peak during the night of March 17-18. There is also a third peak occurring during 
the night of March 18-19, especially at the SAG site, which is located northeast 
of the city. The simulated aerosol mass concentrations without dust particles (red-
dash lines) are substantially lower than the measured inass concentrations, especially 
during these peak times, suggesting that the dust aeuosols cause these high aerosol 
mass peaks. There is also an indication that the diurnal variability is very different 
between dust and anthropogenic aerosols. For example, the simulated aerosol diurnal 
variation without dust (red-dash lines) is generally in a regular pattern, with maxima 
occurring in the morning (9-10 AM). However, the measured diurnal variation of the 
aerosol concentration appears a relatively random pattern, with maxima generally 
occurring during evenings. The simulated aerosol concentrations with dust included 
(green-solid lines) significantly improve the agreement with observations, in terms of 
both mass concentrations and diurnal variation. 
As shown in Fig. 5.9, by including dust aerosols in the model, the simu-
lated aerosol concentrations are significantly enhanced with the peak values of 300-
400 µg/m3, which are consistent with the measured peak values. The simulated di-
urnal variation of PM 10 appears to be more variable than the anthropogenic aerosol 
and the maxima of aerosol concentrations can occur in the morning, or in the evening. 
In spite of the good agreement with observations, there are discrepancies be-
tween the simulation and measurement for the aerosol concentrations. For example, 
the morning peak in March 17 is largely overestimated, and the very large variability 
of aerosols in the NE site cannot be resolved. These results suggest that although the 
calculated magnitude of dust aerosol mass are generally consistent with observations, 
the large variability of dust aerosols, cannot be well simulated in the current model; 
especially the timing of dust aerosol peak in afternoon, which needs to be further 
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Figure 5.9: Comparison of the measured and simulated PM 10 aerosol mass concen-
trations (µg/m3) at selected sites, during the period of March 16-20, 2006. Black dots 
represent the measurements, red dashed lines represent simulations without dust, and 
green solid lines represent simulations with dust. 
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improved in the model. This study does not include the local dust sources from the 
dry lake of Texcoco and agricultural lands to east and southeast of Mexico City which 
are discussed in Diaz-Nigenda et al. (2010). As a result, when the south or south-
east winds prevailed in the afternoon of March 19, the dust pollution due to these 
small local sources are underestimated, and this could be the reason that the model 
underestimated the afternoon peak in March 19 in the north and east measurement 
site. 
5.2.3 Dust effect on photochemistry 
Aerosol particles can have important effects on photochemistry through their effects 
on photolysis rates of chemical oxidants (e.g. Castro et al., 2001; Martin et al., 
2002; Bian et al., 2003). Figure 5.10 shows the photoly$is rate coefficients (J-values) 
for N02 (Rl.2) and 0(1 D) from 0 3 (Rl.4) measured and simulated at the super 
monitoring site of TO (city site) on March 16 and 18, :2006. The model calculated 
photolysis rate for N 0 2 ( J No2 ) calculation (light black lines) without the effect of 
aerosols largely overestimates the observed values (black dots). By including the 
effects of anthropogenic aerosols, the calculated JN 0 2 (red dashed lines) is reduced 
by about 10%, and by further including the effects of dust aerosols, J No2 (green 
dotted lines) is reduced by about 20%. While the effect of dust aerosols on photolysis 
rate coefficient for 0 (1 D) from 0 3 ( J o(l D)) at the city site (TO) is relatively smaller. 
In the dust source area, the dust effects on JNo2 and Jo(1D) should be bigger than 
that in the city area. Unfortunately there are no observations for photolysis rate 
coefficients in the dust source area, Fig. 5.11 shows the model calculated photolysis 
rate coefficients for N02 and 0(1 D) from 0 3 at one dust site on March 16, 2006. 
The calculated photolysis rate coefficients JNo2 and Jo(1D) are greatly reduced by 
including the effects of dust aerosols in the model. The effects of dust aerosols on 
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photolysis rate coefficients J No2 and Joe D) are all large in the dust source area. The 
results show the importance of the dust particles on photolysis rate coefficients in the 
dust source and the MC area. 
March 16, 2006 TO March 1 16, 2006 TO 
10 
0 
5.0 [fil 
00 8 00 4.0 
........... 
........... 
...... 
...... 
C"'J 6 1 3.0 
I 
0 0 
...... 
...... 
4 .__, 2.0 
C\2 Cl 0 
.-f z Q 1.0 .....,, 2 
0 0.0 
6 12 18 6 12 18 
March 18, 2006 TO March 18, 2006 TO 
10 
@] 5.0 [ill 
00 8 00 4.0 
........... 
........... 
...... 
...... 
C"'J 6 1 3.0 
I 
0 0 
...... 
...... 
4 .__, 2.0 
N Cl 0 
...... z Q 1.0 .....,, 2 
0 0.0 
6 12 18 6 12 18 
Local Time Local Time 
Figure 5.10: Measured and simulated J-values for NOi (Left) and 0(1 D) from 0 3 
(Right) at the city site (TO) in March 16 and 18, 2006. Black dots represent measured 
J-values; black solid line represents J-values simulated without aerosols; red dashed 
lines represent J-values simulated with aerosols, not including dust; and green dotted 
lines represent J-values simulated with aerosols, including dust. 
Compared with the measured JNo2 (Fig. 5.10), the calculated values with both 
anthropogenic and dust aerosols have been significantly improved, especially during 
the morning of March 16 and 18. However, the calculated JNo2 is still significantly 
too large during the afternoon on March 16. The large difference is mainly caused by 
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Figure 5.11: Simulated J-values for N02 (Left) and 0(1 D) from 0 3 (Right) at the 
dust site in March 16, 2006. Black solid line represents J-values simulated without 
aerosols; red dashed lines represent J-values simulated with aerosols, not including 
dust; and green dotted lines represent J-values simulated with aerosols, including 
dust. 
afternoon clouds, as mostly cloudy conditions were observed at TO area during the 
afternoon of March 16, but there were clear skies on March 18 (Fast et al. 2007). 
Another reason could be that the impact of dust aerosols on photolysis rates are 
underestimated, as the measured aerosol peak occurred around 18 PM as shown in 
Fig. 5.9 , while the calculated peak occurred around 21 PM, which is about 3 hours 
later than the measured peak. Because of the strong diurnal variation of sunlight, 
both the magnitude and diurnal variability of aerosols need to be accurately repre-
sented in the model to accurately address the effect of aerosols on photochemistry. 
The perturbation of photolysis rates has important impacts on production of 
hydroxyl radical (OH) and 0 3 , by reaction of water vapor with 0(1 D) (Rl.4 - 1.6) 
and photolysis of N 0 2 (Rl .11), respectively. The effects of dust aerosols on 0 H and 
0 3 concentrations are analyzed by comparing the differences between the two model 
runs, i.e., Aero-Run and Dust-Run. The result shown in Fig. 5.12 shows that the 
surface concentration of OH is significantly reduced due to the high concentrations 
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Figure 5.12: calculated perturbation to OH (pptv) at the surface, due to scattering 
and absorbing by dust at 4 PM, March 16, 2006. 
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of dust aerosols in the afternoon of March 16, 2006. Because of the short chemical 
lifetime of OH, the reduction of OH concentrations by dust aerosols is generally 
correlated with the spatial distribution of dust aerosols, and the maximum reduction 
of about 0.3 pptv (503) occurs in the dust source region (northeast of MC). But 
this large reduction decreases quickly with increasing. height, and is close to zero at 
a height of 5 km (see Fig. 5.13) with little concentration of OH and dust. Near the 
city area, the reduction of OH concentrations (5 to 20 %) is smaller than the dust 
source region, due to smaller amount of dust aerosols in this area. 
The model simulation also suggests that dust aerosols continued to affect 0 3 
concentrations in the MC area (see Fig. 5.14), especially in Mexico City, where the 
0 3 reduction reaches a maximum of about 10 ppbv at the surface. However, as height 
increases, this reduction decreases, and reaches zero around 15 km (see Fig. 5.13). In 
the dust source region, 0 3 concentrations are reduced by about 3 to 5 ppbv. Contrary 
to the reduction of OH concentrations, the maximum O~ reduction is higher in Mexico 
City than in the dust source region. The strong reduction near the city is because the 
chemical production of 0 3 is not only proportional to the photolysis rate, but also to 
the concentrations of ozone precursors (such as N 0 x and VO Cs). The concentrations 
of VOCs and NOx are considerably higher in Mexico City than that in the dust source 
region, producing higher ozone perturbations in the city area. 
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Figure 5.13: The height-time cross-section of OH and 0 3 concentrations, and their 
perturbations caused by dust in the dust site (Left) and qity site (right) in March 16, 
2006. (a) OH concentration in the dust site; (b) 0 3 concentration in the city site; (c) 
perturbation to OH in the dust site; and (d) perturbation to 0 3 in the dust site. 
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Figure 5.14: calculated perturbation to 0 3 (ppbv) at the surface, due to scattering 
and absorbing by dust at 4 PM, March 16, 2006. 
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Chapter 6 
Summary and Conclusions 
The chemical oxidants and dust aerosols in the Mexico city area are studied using 
the WRF /Chem model. Several simulations are conducted to examine (a) character-
ization of chemical oxidants and 0 3 formation regime; (b) the sensitivity of 0 3 to the 
diurnal variations of the surface emissions; and ( c) the effects of dust aerosols on the 
total aerosol mass and on photochemical production of OH and 0 3 . 
The sensitivity experiments of 0 3 to surface N(;)x and VOC emissions and 
chemical indicator analysis using simulated NOy, 0 3 /NOy, 0 3 /(NOy - NOx), and 
H CH 0 / N Oy suggest that the chemical 0 3 formation is possibly under the VOC-
limited regime in the Mexico City area and changes to NOx-limited in the rural 
area. According to the calculated 0 H reactivity from model results, alkenes make 
the largest contribution to 0 H reactivity in the emissiolil. source area. At the rural 
area, the OH reactivity and 0 3 production are dominated by oxygenated VOCs and 
CO. The most important VOC in terms of OH reactivity is acetaldehyde at all sites. 
The impact of diurnal variations of surface emissions on 0 3 concentrations 
are examined by changing the timing of surface emissions and the following results 
are obtained from the model simulations: (1) the diurnal variations of air pollutants 
are strongly influenced by the PBL height evolution; (2) the morning (6 - 11 AM) 
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emissions determine the afternoon hour 0 3 concentrations. The increase in daytime 
03 concentrations and the 03 maximum is mainly attributable to voe emissions 
increase and NOx emissions decrease in the morning; (3) the emissions of VOCs dur-
ing other periods (early morning, evening, and night) have little impact on the 0 3 
concentrations. However, the emissions of NOx have strong impacts on 0 3 concentra-
tions in the evening and the early morning; and ( 4) shift in timings of emissions can 
affect air quality. The model simulations suggest that air pollution could be reduced 
by delaying commuting time for 1 or 2 hours. 
During periods when strong winds blow from the northeast, dust contributes 
substantially to the total aerosol mass and has important effects on concentrations 
of OH and 0 3 in the Mexico City area. The modeling results and observations show 
that the source of dust is located mainly about 200 km northeast of Mexico City, 
where a large area of dry barren land plays an important role for the dust events. 
The simulations of PM2.5 and PM 10 mass concentrations are improved with a dust 
module included in the model. Dust accounted for about 50% of total PM2.5 mass, 
and 70% of total PM 10 mass during the period of March 16-20, 2006. Dust probably 
also affects the concentrations of 0 H and 0 3 through its impact on atmospheric 
photolysis rates. Dust particles reduce the photochemical production of 0 H, with 
a maximum reduction of 50% at surface in the dust source area to the northeast 
of Mexico City. Near the city area, the reduction of surface 0 H concentrations is 
about 5 to 20%. The strongest dust effects on 0 3 concentrations are near MC, where 
the maximum reduction of surface 0 3 is about 10 ppbv. In the dust source area, 
simulated surface 0 3 concentrations are reduced by about 3 to 5 ppbv. 
Giving that the model underestimated the contribution of HCHO to OH 
reactivity, the emissions of H CH 0 and ethene may be underestimated and would 
need to be adjusted in the inventories. Since the dust source of the dry lakebed and 
agricultural lands in vicinity of Mexico City is not well represented in USGS data, 
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this small area of dry lands, which can play important roles for dust pollution in 
the MC area when southeasterly winds prevailed, should be included in future work. 
Considering the simulation overestimated the contribution of soil dust (compared 
with the observations obtained during the MILAGRO experiment), the threshold of 
wind erosion and constraints of causing dust emission may need to be modified, and 
probably will improve the simulation. 
Appendix A 
Description of the WRjF /Chem 
Model 
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The WRF model is a fully compressible and nonhydrostatic model. The model uses 
terrain-following, hydrostatic-pressure vertical coordinate with top of the model being 
a constant pressure surface. The horizontal grid is the Arakawa-C grid, and the time-
integration scheme in the model uses the third-order Runge-K utta scheme, and the 
spatial discretization makes use of 2nd to 5th order scheme. The model supports both 
idealized and real-data applications with various lateral and top boundary condition 
options. The model supports one-way, two-way and moving nest options. More in-
formation about WRF model can be found on the website http://www. wrf-model. org. 
The WRF /Chem model is the WRF model coupled with online chemistry. 
The WRF /Chem model is fully consistent with the WRF model. The model simu-
lates the emission, transport, mixing, and chemical transformation of trace gases and 
aerosols simultaneously with the meteorology. It uses the same transport schemes 
for all chemical species, including grid-scale advection and subgrid-scale transport by 
turbulence and convection. The same vertical and horizontal coordinates are used 
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(no horizontal or vertical interpolation), the same physics parameterization utilized 
for subgrid scale transport, and no interpolation in time is performed. 
A.1 The WRF model 
A.1.1 The model equations 
The WRF model equations are written in the flux-form.The equations are formulated 
using a terrain-following hydrostatic-pressure vertical coordinate denoted by rJ and 
defined as 
(A.l) 
where µd = Pdhs - Pdht represents the mass of the dry air in the column, Pdhs and 
Pdht refer to the hydrostatic pressure of the dry atmosphere at the surface and at 
the top boundary, respectively. The coordinate definition (A.l), proposed by Laprise 
( 1992), is the traditional a coordinate used in many hydrostatic atmospheric models. 
rJ varies monotonically from a value of 1 at the surface to 0 at the upper boundary of 
the model. The equations are written as 
8tU + (\7 ·Vu)+ µa8xP +(a/ad) 877p8x¢ Fu (A.2) 
OtV + (\7 · Vv) + µa8yp +(a/ad) 817p811¢ Fv (A.3) 
OtW + (\7 · Vw) - g [(a/ad) a11p - µ] - Fw (A.4) 
ate+ (\7. vB) Fe (A.5) 
atµ+ (\7 · V) 0 (A.6) 
at¢+ µ- 1 [(V · \7¢) - gW] 0 (A.7) 
atQm + (\7 · V qm) FQm (A.8) 
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where ad is the inverse density for the dry air (Pd), a is the inverse density for the 
full parcel a= ad (1 + Qv + Qc +Qr+ Qi+ ... )-1, and Qm = Qv, Qc, Qr, Qi, ... are the mixing 
ratios for water vapor, cloud, rain, ice, etc.. Here V == µd v, 0 = µd iJ, 8 = µd (), and 
Qm = µdQm· The right-hand-side terms Fu, Fv, Fw, Fe and FQm are the forcing 
terms arising from model physics, turbulent mixing, ·spherical projections, and the 
earth's rotation. The diagnostic equation for dry inve:use density is 
(A.9) 
and the diagnostic equation for full pressure (vapor + dry air) is 
(A.10) 
where ry = cp/ Cv = 1.4 is the ratio of the heat capacities for dry air, and p0 is a 
reference pressure (typically 105 Pascals). Bm = () (l + (Rv/ Rd) Qv) ~ fJ (1+1.61 Qv)· 
A.1.2 Discretizations 
Spatial discretization 
The horizonal and vertical representation of the discrete fields is done on a C-grid 
staggered for the variables as shown in Fig. A.1 and Fig. A.2, which the locations 
where u, v, wand mare defined as u points (i+l/2, j, k), v points (i, j+l/2, k), w 
points (i, j, k+l/2) and mass points (i, j, k), respectively. m represents B, the column 
mass µ and Qm, the diagnostic variables, the pressure p and inverse density a are 
computed at mass points. The geopotential ¢ is defined at the w points. The grid 
lengths ~x and ~y are constants in the model formulation, The vertical grid length 
~T/ is not fixed constant, ~T/k = T/k+i/2 - T/k-1/2 and ~T/k+i/2 = T/k+1 - T/k· 
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. . j+3/2 v ................ ········ v ...............•........... j 
j+l · {/·········IU····· .. ·· ·U············rh TI··· .. · tiy 
j+ 1/2 ··········· ....... v ............. : ................. v ................. l 
J · U· · ···· ··m ·· ·· ·TJ ······ ·m ········· ·· ·U···· 
j-1/2 .... : · ··V ............. :··········V······················ 
x 
i-1/2 1 i+ 1/2 i+ 1 i+3/2 
Figure A.1: Staggered horizonal grid and placement of dependent variables. 
Pht==constant, W ==0, ¢ !/ = 0 k=N+l/2 
U, V, (), µ, qm k==N 
p, W,¢ 
--------
k==N-1/2 
U, V, e, µ, qm k==N-1 
• 
• 
• 
p, W,¢ k==3/2 
U, V, e, µ, qm ~ k== 1 Phs, W ==0, ¢ k== 1/2 
Figure A.2: Staggered vertical grid and placement of dependent variables. N is the 
number of total vertical levels. 
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Discretization of advection terms 
The advection (flux divergence) terms are discretized using selectable 2nd through 
5th order operators. The discrete flux divergence operators can be illustrated by 
considering the flux divergence operator for a scalar a in its discrete form: 
\7. Va = 8x (Uaxadv) + 8y (VaYadv) + 81J (Oa'IJadv) 
the discrete operator 8x is defined as 
The different order advection schemes correspond to different definitions for the op-
erator a,xadv, and the 5th and 5th order operators are 
5thorder: (axadv )i-1/2 
5thorder: (axadv )i-1/2 (Q,Xadv) 6th i-1/2 
Temporal discretization: Rung-Kutta time integration scheme 
The WRF uses a time-spliting integration scheme, of which the slow or low-frequency 
modes are integrated using a third-order Runge-Kutta (RK3) time integration scheme, 
while the high-frequency acoustic modes are integrated over smaller time steps to 
maintain numerical stability (Wicker and Skamarock et al., 2002). Defining the prog-
nostic variables as <I>= (U, V, W, 8, ¢', µ', Qm) and the model equations as <I>t = R(<P), 
the RK3 integration takes the form of 3 steps to advance a solution <I>(t) to <I>(t+~t): 
(A.11) 
I 
I 
<P** = <Pt + bi.t R( <P*) 
2 
<Pt+~t = <Pt + bi.tR( <P**) 
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. (A.12) 
(A.13) 
where bi.t is the time step for the low-frequency modes (the model time step), and 
the superscripts denote time levels. 
Stability Constraints 
The Courant-Friedrichs-Lewy condition (CFL condition) is a necessary condition for 
convergence while solving certain partial differential equations numerically by the 
method of finite differences. It arises when explicit time-marching schemes are used 
for the numerical solution. As a consequence, the time step must be less than a certain 
time in many explicit time-marching computer simulations, otherwise the simulation 
will produce wildly incorrect results. The condition is ~amed after Richard Courant, 
Kurt Friedrichs, and Hans Lewy who described it in their papers. 
For one-dimensional case, the CFL has the following form: 
U·bi.t 
--<C /:),. x - (A.14) 
where u is the velocity (whose dimension, according to dimensional analysis, is L/T), 
bi.tis the time step (whose dimension is T), bi.xis the length interval (whose dimen-
sion is L), and C is a dimensionless constant which depends only on the particular 
equation to be solved. The dimensionless number u · bi. t /bi. x is called the Courant 
number. 
The RK3 time step is limited by the Courant number and the user's choice 
of advection schemes - users can choose 2nd through 5th order discretizations for the 
advection terms. The time-step limitations for lD advection in the RK3 scheme using 
these advection schemes is given in Table A. l. 
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Table A. l: Maximum stable Courant numbers for one-dimensional linear advection 
(Wicker and Skamarock, 2002) 
Time Scheme Spatial order 
3rd 4th 5th 5th 
Leapfrog Unstable 0.72 Unstable 0.62 
RK2 0.88 Unstable 0.30 Unstable 
RK3 1.61 1.26 l.42 1.08 
For advection in three spatial dimensions, the maximum stable Courant num-
ber is 1/ J3 times the Courant numbers given in Table A.l. For stability, the time 
step used in the ARW should ·produce a maximum Courant number less than that 
given by theory. Thus, for 3D applications, the time step should satisfy the following 
equation: 
A (}rtheory 
utmax < y'3 
Um ax 
(A.15) 
where Crtheory is the Courant number taken from the RK3 entry in Table A.1 and 
Umax is the maximum velocity expected in the simulation. Given additional constraint 
from the time splitting, and to provide a safety buffer, the time step is usually chosen 
approximately 253 less than that given by equation A.15. For the ARW, the time 
step (in seconds) should be approximately 6 times the grid distance (in kilometers). 
A.1.3 Transport 
All transport of chemical species is done online and consistent with the WRF model, 
which uses a spatially 5th_order evaluation of the horizontal flux divergence ( advec-
tion) in the scalar conservation equation and a 3rd_order evaluation of the vertical 
flux divergence coupled with the 3rd_order Runge-kutta time integration scheme. 
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A.1.4 Planetary boundary layer physics 
The planetary boundary layer (PBL) is responsible for vertical sub-grid-scale fluxes 
due to eddy transports in the whole atmospheric column, not just the boundary layer. 
The surface fluxes are provided by the surface layer and land-surface schemes. The 
PBL schemes determine the flux profiles within the well-mixed boundary layer and 
the stable layer, and thus provide atmospheric tendencies of temperature, moisture 
(including clouds), and horizontal momentum in the entire atmospheric column. 
Yonsei University (YSU) PBL scheme uses the countergradient terms to rep-
resent fluxes due to non-local gradients and inclues an explicit treatment of the en-
trainment layer at the PBL top (Hong et al., 2006). The boundary layer height is 
given by 
(A.16) 
where Ribcr is the critical bulk Richardson number, U(h) is the horizontal wind speed 
at h, Bva is the virtual potential temperature at the lowest model level, Bv ( h) is the 
virtual potential temperature at h, and es is the appropriate temperature near the 
surface. The temperature near the surface is defined as 
(A.17) 
where Br is the virtual temperature excess near the surface (the maximum of Br is 
3 Kin case Br becomes too large). Here W 8 = u*¢~1 is the mixed-layer velocity scale, 
where u* is the surface frictional velocity scale, and ¢m is the wind profile function 
evaluated at the top of the surface layer. The virtual heat flux from the surface is 
( w'Bv')o and the proportionality factor b is set as 7.8. 
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For the mixed layer ( z :::; h), the turbulence diffusion equations for prognostic 
variables ( C, u, v, B, q, Qc, and Qi) can be expressed by 
ac a [ ( ac ) : ( z) 3] at = az Kc az - "Ye - (w'd)h h (A.18) 
where Kc is the eddy diffusivity coefficient and "Ye is a correction to the local gradient, 
which incorporates the contribution of the large-scale 'eddies to the total flux. Here 
l 
(w'c')h is the flux at the inversion layer. The formula iii.eludes an asymptotic entrain-
ment flux term -(w'c')h(z/h)3 at the inversion layer. The PBL height his defined 
as the level in which minimum flux exists at the inversion level. Above the mixed 
layer ( z :::; h), a local diffusion approach is applied to account for free atmospheric 
diffusion. The penetration of entrainment flux above h is also considered. 
A.2 The chemistry model 
The chemistry model solves a set of chemical species conservation equations: 
ac ac ac 
at = \7 · VC + \7 ·(Ke \7C) + Pchem - Lchem + E + (at )ctouds + (at )dry (A.19) 
where C is the species volume mixing ratio, Vis the three-dimensional velocity vector 
at each grid point in the model domain, Ke is the eddy diffusity used to parameterize 
the subgrid scale fluxes of trace species due to noncloudy turbulent motions, Pchem and 
Lchem are the production and loss rates due to chemical interactions, Eis the emission 
rate, ( ac / at)ctauds is the change of concentration due to doud effects (including sub-
grid scale vertical redistribution, aqueous chemical interactions, and scavenging), and 
( ac I at )dry represents the change in concentration due to dry deposition. A detailed 
description of WRF /Chem can be found in Grell et al. (2005) and more information 
131 
about WRF /Chem can be found on the website http://ruc.noaa.gov/wrf/WG11. The 
WRF /Chem model has multiple choice of gas-phase chemistry, photolysis schemes, 
aerosol modules, and biogenic emission calculations. 'fhe chemistry package consists 
of the following components: 
• Dry deposition, coupled with the soil/vegetation scheme. 
• Aqueous phase chemistry, coupled to some of the microphysics and aerosol 
schemes. 
• Transport, including advection, convection and diffusion. 
• Photolysis 
TUV (Tropospheric Ultraviolet and Visible) radiation scheme coupled with hy-
drometeors, aerosols and convective parameterizations. 
Fast TUV radiation scheme coupled with hydrotneteors, aerosols and convec-
tive parameterizations. 
Fast-J photolysis scheme coupled with hydrometeors, aerosols and convective 
parameterizations. 
• Gas-phase chemical reaction calculations 
RADM2 chemical mechanism, including the gas-phase chemical reaction cal-
culations through the use of KPP (Kinetic Pre-Processor). 
CBM-Z mechanism. 
• Anthropogenic emissions, user specified anthropogenic emission data com-
puted from the emission inventory. 
• Biogenic emissions 
Online calculation of biogenic emissions (Guenther at al., 1994, and Simpson et 
al., 1995) including emissions of isoprene, monoterpenes, and nitrogen emissions 
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by soil. 
Online calculation of biogenic emissions using the MEG AN (Model of Emis-
sions of Gases and Aerosols from Nature) biogenic emission routine. 
Online modification of user specified biogenic emissions. 
• Aerosols 
The Model Aerosol Dynamics model for Europe"" MADE/SORGAM aerosol. 
The Model for Simulating Aerosol Interactions and Chemistry (MOSAIC - 4 
or 8 bins) sectional model aerosol parameterization. 
A.2.1 Dry deposition 
The flux of trace gases and particles from the atmosphere to the surface is calcu-
lated by multiplying concentrations in the lowest model layer by the spatially and 
temporally varying deposition velocity vd, which is proportional to the sum of three 
characteristic resistances (aerodynamic resistance, sublayer resistance, surface resis-
tance). The surface resistance parameterizations developed by Wesely (1989) is used. 
In this parameterizations, the surface resistance is derived from the resistances of the 
surfaces of the soil and the plants. The properties of the plants are determined using 
land use data and the season. The surface resistance also depends on the diffusion 
coefficient, the reactivity, and water solubility of the reaGtive trace gas. 
The dry deposition of sulfate is described differently. In case of simulations 
without calculating aerosols explicitly, sulfate is assumed to be present in the form of 
aerosol particles and its deposition is described according to Erisman et al. (1994). 
Otherwise sulfate deposition is calculated as outlined in the MADE/SORGAM aerosol 
parameterizations section. 
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When employing the aerosol parameterizations, the deposition velocity vdk, for 
the kth moment of a polydisperse aerosol is given by 
where r a is the surface resistance, vck is the polydisperse setting velocity, and fdk is 
the Brownian diffusivity (Slinn and Slinn, 1980; Grell et al., 2005). 
A.2.2 Photolysis - TUV and FTUV 
Tropospheric Ultraviolet-Visible (TUY) model is a radiation transfer model developed 
by Madronich and Weller (1990). The code and the description of the model are avail-
able from http://www.acd.ucar.edu/TUV. The model calculates spectral irradiance, 
spectral actinic flux, and photodissociation rates (J-values) for the wavelength range 
between 121 and 750 nm. 
Photolysis frequencies for the 21 photochemical reactions of the gas phase 
chemistry model are calculated at each grid point acc0rding to Madronich (1987). 
The photolysis rate for the gas ( i), Ji is given by the integral of the product of the 
actinic flux IA(>..), the absorption cross sections a(>..), and the quantum yields <I>(>..) 
over the wavelength>..: 
For the calculation of the actinic flux, a radiative transfer model which is based 
on the delta-Eddington technique (Joseph et al., 1976) is used. This radiative transfer 
model accounts for absorption by 0 2 and 0 3, rayleigh scattering, and scattering and 
absorption by aerosol particles and clouds as described by Chang et al. (1987). The 
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absorption cross sections and the quantum yields for the calculation of Ji are given 
by Stockwell et al. ( 1990). 
The profiles of the actinic flux are computed at each grid point of the model 
domain. For the determination of the absorption- and $cattering cross sections needed 
by the radiative transfer model, predicted values of temperature, ozone, and cloud 
liquid water content are used below the upper boundary. Above the upper boundary, 
fixed typical temperature and ozone profiles are used to determine the absorption 
and scattering cross sections. These ozone profiles are scaled with total ozone map-
ping spectrometer (TOMS) satellite observational data for the area and date under 
consideration. 
The TUV model permits the proper treatment of several cloud layers with 
height dependent liquid water contents. The extinction coefficient of cloud water f3c 
is parameterized as a function of the cloud water computed by the 3-dimensional 
model based on a parameterization given by Slingo (1989). For simplicity the wave-
length dependent coefficients of the original were replaced by the fixed average values 
of 0.0275 and 1.3, which makes practically no effect on the computed actinic fluxes. 
For the present study, the effective radius of the cloud droplets simply follows Jones 
at al. ( 1994). For aerosol particles a constant extinction profile with an optical depth 
of 0.2 is applied. 
The wavelength resolution used by TUV is sufficiently expensive, a simple 
version of TUV - Fast TUV (FTUV) is developed, which is about 8 times faster than 
TUV. The FTUV model (Tie et al., 2003) has the same physical processes as the TUV 
model, except that the number of wavelength bins between 121-750 nm is reduced 
from 140 bins to 17 bins, and the actinic solar flux and effective cross section are 
averaged in the each bins. The differences in the calculated photolysis rates between 
TUV and FTUV are generally less than 5% in the troposphere. 
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A.2.3 The RADM2 chemical mechanism 
The ozone formation chemistry is represented in the model by the RADM2 (Regional 
Acid Deposition Model, version 2) gas phase chemical mechanism (Chang et al., 1987, 
Stockwell et al., 1990), which includes 57 mechanism species and 158 reactions, of 
which 21 are photolytic. The 158 chemical reactions and the rate constant expressions 
can be found in Stockwell et al., 1990) and www.epa.gov/asmdnerl/CMAQ/ch08.pdf 
The 57 mechanism species are listed in Table A.2, of which the inorganic species 
include 12 stable species and 4 reactive intermediates, and the organic chemistry is 
represented by 25 stable species and 16 peroxy radicals. 
The inorganic species are all represented explicitly in chemical mechanisms, 
and the important species included are 0 3 , NO, N02 , H N03 , HONO, H20 2 , S02, 
CO and several radicals formed through their interactions with other species. 
The organic mechanism is a lumped species type that uses a reactivity based 
weighting scheme to adjust for lumping, which most organic compounds are grouped 
together into surrogate mechanism species of similar reactivity and molecular weight 
(Stockwell et al., 1990). Hundreds of volatile organic compounds (VOCs) are emitted 
into the atmosphere, and the primary non-methane VOCs (NMVOCs) are repre-
sented by 14 classes of mechanism species in RADM2, four of which are explicit 
because of their high emission rates or because of special reactivity considerations 
(ethane, ethene, isoprene and formaldehyde). The others represent groups of organic 
compounds aggregated on the basis of their reactivity with the hydroxyl radical (OH) 
and/ or their molecular weights. The aggregation factor is the ratio of the fraction of 
the emitted compound which reacts to the fraction of the mechanism species which 
reacts: 
F = 1 - exp { -kHo(E) x f[OH] dt} 
1 - exp { -kHo(M) x f[OH] dt} 
Species Name Species Name 
Nitrogen Organic nitrog~n 
NO Nitric oxide 
N02 Nitrogen dioxide 
PAN Peroxyacetyl nitrate and higher PANs 
TPAN H(CO)CH = CHC03N02 
HONO Nitrous acid ONIT Or'ganic nitrate 
N03 Nitrogen trioxide 
N205 Nitrogen pentoxide Organic peroxi<\}es 
HN03 Nitric acid OPl M~thyl hydrogen peroxide 
HN04 Pernitric acid OP2 Higher organic peroxides 
PAA Pe1+oxyacetic acid 
Oxidants 
03 Ozone Organic acids 
H202 Hydrogen peroxide ORAl Formic acid 
ORA2 Ac~tic and higher acids 
Sulfur 
S02 Sulfur dioxide Peroxy radicals from alkanes 
SULF Sulfuric acid M02 Methyl peroxy radical 
ETHP Per0xy radical formed from ETH 
Carbon oxides H C3P Peroxy radical formed from H C3 
CO Carbon monoxide HC5P Peroxy radical formed from HC5 
HC8P Perqxy radical formed from HC8 
Atomic species 
03P Oxygen atom (triplet) Peroxy radicals from alkenes 
OlD Oxygen atom (singlet) OL2P Peroxy radical formed from OL2 
OLTP Pero~y radical formed from OLT 
Odd hydrogen OLIP Pero:;icy radical formed from OLI 
OH Hydroxy radical 
H02 Hydroperoxy radical Peroxy radicals f~om aromatics 
TOLP Peroxy radical formed from TOL 
XYLP Pero~y radical formed from XYL 
Ethane 
Alkanes 
ETH 
HC3 
HC5 
HC8 
Alkanes w /2. 7 x 10- 13 < koH < 3.4 x 10- 12 
Alkanes w/3.4 x 10- 12 < koH < 6.8 x 10- 12 
Alkanes w / koH > 6.8 x 10- 12 
Alken es 
OL2 
OLT 
OLI 
ISO 
Aromatics 
TOL 
XYL 
CSL 
Carbonyls 
HCHO 
ALD 
KET 
GLY 
MGLY 
DCB 
Ethene 
Terminal olefins 
Internal olefins 
Isoprene 
Toluene and less reactive aromatics 
Xylene and more reactive aromatics 
Peroxy radicals with carbonyl groups 
AC03 Acetylperoxy radical 
KETP Peroxy radical formed from KET 
TC03 H(CO)CH = CHC03 
Peroxy radicals im('olving nitrogen 
X02 NO tq N02 operator 
OLN N03-alken adduct 
Cresol and other hydroxy substituted aromatics 
Formaldehyde 
Acetaldehyde and higher aldehydes 
Ketones 
Glyoxal 
Methyl glyoxal 
Unsaturated dicarbonyl 
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Table A.2: List of RADM2 chemical species for gas-phase, koH ( cm3 molecuze- 1 s-1 ) 
is the reaction rate coefficient with OH. 
i 
I 
I 
I 
I 
I 
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where koH(E) is the rate constant for reaction of OH with the individual emitted 
compound, koH(M) is the rate constant for reaction @f OH with the RADM2 mech-
anism species, and the term f[OH] dt is the daily average integrated OH radical 
concentration, which with an estimated value of 110 ppt min. 
Alkanes are very important chemical species, they maybe transported over long 
distances as they react relatively slowly with OH radicals and have low deposition 
rates. Alkanes react with OH radicales to produce organic peroxy radicals (R02), 
which react with NO, H02 or other organic peroxy radicals. There are 4 species 
used in RADM2 to represent the nonmethane alkanes, they are: ETH (ethane); 
HC3 (propane, n-butane, isobutane and acetylene included); HC5 (Pentanes and 
hexanes included) and HC8 (most n-heptane, other C7isomers and some C10 and 
higher isomers included). 
Alkenes are more important constituents of the polluted and rural troposphere, 
as they have relatively high rate constants for reactio:µ with 0 H radical. Alkenes 
can react with 0 3 to produce aldehydes and highly r~active Criegee intermediates 
(such as CH20 2 ). The organic acids can be generated from alkenes through the 
reactions of Criegee intermediates. The highly reactive Alkenes are presented by 
4 1 umped species: 0 L2 ( ethene); 0 LT (propene and other terminal olefins); 0 LI 
(trans-2-butene, cycloalkenes and other internal olefins) and ISO (isoprene). 
Aromatics are very important under the polluted urban conditions, Glyoxal, 
methylglyoxal and unsaturated dicarbonyls are known products of aromatic decompo-
sition. The RADM2 mechanism includes 3 primary aromatic groups: TOL (benzene, 
toluene and other less reactive aromatics); XYL (xylenes, ,other di- and polyalkylben-
zenes, and other more reactive aromatics); CSL ( cresols and other hydroxy substituted 
aromatics); 
Aldehydes and ketones are mostly produced when organic peroxy radicals 
(R02) react with NO, they are presented in RADM2 by HCHO (formaldehyde); 
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ALD ( acetaldehyde and higher aldehydes) and KET (acetone, methyl ethyl ketone 
and higher ketones). 
A.2.4 Anthropogenic emissions 
VOCs (volatile organic compounds) are known often 'hydrocarbons (HCs), but with 
smaller quantities of partially oxidized VOCs, such as alcohols, aldehydes, ketones 
and acids, with large natural and anthropogenic sour~es. The major urban anthro-
pogenic sources are motor vehicle emissions and other sources of transportation, fuel 
consumption, gasoline evaporation and spillage, leaks of commercial natural gas, in-
dustrial processes, waste disposal, and chemical solvent emissions. The natural gas 
leaking are the major sources of ethane, and the rest contributions from car exhaust. 
The principal sources of propane are natural gas as well as chemical industrial process; 
and butane and pentane are primarily emitted from vehicle exhaust and gasoline, The 
higher alkanes arise mostly from solvent emissions. Tfie alkenes, especially ethene, 
are primarily released from automobile exhaust, and partly from gasoline evaporation 
and spillage, in which half propene is estimated from industrial processes. Aromatic 
compounds are released mainly form incomplete combustion of fuel, three-quarters 
of benzene are arisen from vehicle exhaust and the rest from fuel spillage; toluene 
and ethylbenzene are in part from vehicle exhaust and gasoline, and in part from sol-
vent emissions (Warneck, 2000). Carbonyls (formaldehyde, acetaldehydes, acetone, 
ketones etc.) are byproducts of hydrocarnon oxidation and also are emitted from 
natural and anthropogenic sources, such as the buring of wood, fuels or household 
waste (Brasseur et al.,1999, Warneck, 2000). 
In order to construct an anthropogenic inventory used in WRF /Chem model, 
the emitted chemical species are translated into a limit number of model groups 
though the use of reactivity weighting, which lump several similar chemical species 
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into one simulated species, or one emitted species being partitioned into fractions of 
several simulated species. The anthropogenic emissiop data for gas-phase species in-
cluding 14 surrogate nonmethane VOCs which descri?ed in section A.2.3 along with 
the 6 primary species (S02, CO, NOx, N H3 , PM2.5 and PM10) are divided into 
24 average hourly emissions. The conversion table, which converts primary chemi-
cal emitted species ( 41 speciated voe compounds and the aggregation factors) to 
RADM2 emissions input, can be found on http://ruc.nqaa.gov/wrf/WG11/speciation.htm. 
Anthropogenic emissions can be computed from the USA EPA (Environmental 
Protection Agency)'s 1999 National Emissions Inventory (NEI99-version 3), released 
in November 2003 and updated in March 5, 2004. Canadian area and mobile source 
emissions are also included south of 52°N latitude. However, in this inventory Cana-
dian point sources are not included. Emissions estimates for Mexico (north of 29°N 
latitude) are also included. All biogenic sources of VOC and NOx, and all fire-
related emissions have been removed from the U.S., Canadian and Mexican source 
files in this inventory. The emissions are representative of a typical summer day 
(average of weekday and weekend days), with 4 km horizontal data spacing of the 
area emissions. Gridded area emissions are based on EPA's spatial surrogate file de-
signed for the NEI-99 inventory. Point emissions are given in terms of latitude and 
longitude location, with stack parameter information included to allow for plume-
rise calculations. More information of the anthropogenic inventory can be found on 
http://ruc.noaa.gov/wrf/WGl 1/anthropogenic.htm. 
A.2.5 Biogenic emissions 
The biogenic emission module treats the emissions of isoprene, monoterpenes, other 
biogenic VOC ( OVOC), and nitrogen emission by the soil. Biogenic emission is based 
on the description of Guenther et al. (1994), Simpson et al. (1995) and Schoenemeyer 
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et al. (1997). In RADM2 photochemistry modules, the emissions of monoterpenes 
and OVOC are disaggregated into the appropriate sp:ecies classes. 
The emission of isoprene by forests depends on both temperature and photo-
synthetic active radiation. Guenther et al. (1994) have developed a parameterization 
formula for the isoprene emission, where the isoprene ~mission rate is proportional to 
the isoprene emission rate at a standard temperature and a standard flux of photo-
synthetic active radiation (PAR). A radiation flux correction term and a temperature 
correction term for forest isoprene emissions is applied. The isoprene emissions of 
agricultural and grassland areas are considered to be functions of the temperature 
only (Hahn et al. 1994). 
The emissions of monoterpenes, OVOC, and nitrogen are also treated as func-
tions of the temperature only. Little is known about the emission of OVOC, therefore 
the same temperature correction is applied for OVOC as for monoterpenes according 
to Simpson et al. (1995). 
The emissions at the standard temperature and the standard PAR flux are 
given in Table A.3. They are taken from Guenther et al. (1994) for deciduous, 
coniferous and mixed forest and from Schoenemeyer et al. (1997) for agricultural and 
grassland. For the use with RADM2, all nitrogen emissions are treated as NO. This 
is a maximum estimate, because the emission of N20 is neglected. 
It should be noted that from the landuse categories used in WRF, the nature 
of biogenic emissions can only be roughly estimated. These categories are based on 
the USGS (US Geological Survey) 24-class land use or land cover system classifica-
tion, which in its original WRF implementation does not include any tree species 
information of fractional coverage. 
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Landuse categories Isoprene Monoterpenes ovoc Nitrogen 
ugC/(m2h) ugC/(m2h) ugC/(m2h) ngN/(m2s) 
1 Urban & built-up land 0 0 0 0 
2 Dryland cropland & pasture 8 20 12 9 
3 Irrigated cropland & pasture 8 20 12 9 
4 Mix. dry /irrg. cropland & pasture 8 20 12 9 
5 Cropland/ grassland mosaic 4 20 46 4.95 
6 Cropland/woodland mosaic 2204 202.5 363.5 4.535 
7 Grassland 0 20 80 0.9 
8 Shrubland 0 20 80 0.07 
9 Mixed shrubland/ grassland 0 20 80 0.07 
10 Savanna 0 0 0 0 
11 Deciduous broadleaf forest 4400 385 715 0.07 
12 Deciduous needleleaf forest 780 1380 840 0.07 
13 Evergreen broadleaf forest 4400 385 715 0.07 
14 Evergreen needleleaf forest 780 1380 840 0.07 
15 Mixed Forest 5775 1001 924 0.07 
16 Water Bodies 0 0 0 0 
1 7 Herbaceous wetland 0 0 0 0 
18 Wooded wetland 5775 1001 924 0.07 
19 Barren or sparsely vegetated 0 0 0 0 
20 Herbaceous Tundra 70 0 0 0 
21 Wooded Tundra 70 0 0 0 
22 Mixed Tundra 70 0 0 0 
23 Bare Ground Tundra 0 0 0 0 
24 Snow or Ice 0 0 0 0 
Table A.3: Emission rates at standard temperature (303.15 K for isoprene, monoter-
penes and OVOC, 273.15 K for nitrogen) and standard flux (1000µmolm- 2s- 1 ) of 
photosynthetic active radiation. 
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A.2.6 Aerosol radiative module 
The aerosol is represented by a three-moment approach with a log-normal size distri-
bution: 
[ ( )2] N 1 lnD-lnD n(ln D) = v"Fff exp --2 1 9 27r ln a 9 . n a 9 (A.20) 
where Dis the particle diameter, N is the number concentrations, D9 is the geometric 
mean diameter, and a 9 is the geometric standard deviation. 
To calculate the aerosol optical properties, the. spectrum of fine aerosol is di-
vided into 48 bins from 0.002 µm to 2.5 µm. When the radius (ri) is less than 0.1 µm, 
the interval of bins ranges from 0.001 to 0.005 µm; and when the radius is greater 
than 0.1 µm, the interval is increased to 0.025 to 0.25 µm. The aerosols are classified 
into four types: (1) internally mixed sulfate, nitrate, ammonium, hydrophilic or-
ganic, hydrophilic black carbon, and water; (2) hydrophobic organic; (3) hydrophobic 
black carbon; and ( 4) other unidentified aerosols (such as dust and sea salt). These 
four kinds of aerosols are assumed to be mixed externally. For the internally mixed 
aerosols, the complex refractive index at a given wavelength (.A) is calculated based 
on the volume-weighted average of the individual refractive index. Given the particle 
size and complex refractive index, the extinction efficiency ( Q e), the single scattering 
albedo (SSA, wa), and the asymmetry factor (ga ) are calculated using the Mie theory 
at a given wavelength. 
The aerosol optical thickness (AOT, Ta ) at a given wavelength .A in a given 
atmospheric layer k is determined by the summation over all types of aerosols and all 
bins: 
48 4 
Ta(.A, k) = LL Qe(.A, ri, j, k )7rri2n(ri, j, k )D..zk 
i=l j=l 
(A.21) 
where n(ri,j, k) is the number concentration of jlh ki~d of aerosols in ith bin. D..zk 
is the depth of an atmospheric layer. The weighted-mean values of Wa and 9a are 
calculated by 
9a(A,k) 
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48 4 
LL Qe(\ ri, j, k)7rri 2n(ri, j, k)wa(A,, ri, j, k)/:::,.zk/Ta(A, k) (A.22) 
i=l j=l 
I:f!1 LJ=l Qe(A, ri, j, k )7rri2n(ri, j, k )wa(A, ri, j, k )ga(A, ri, j, k) z ------"---------'-----------~3) I:f!1 LJ=l Qe(A, ri, j, k )7rri2n(ri, j, k )wa(A, ri, j, k )!:::,.zk 
When the wavelength-dependent aerosol radiative prµperties Ta, Wa, and 9a are ob-
tained, they can be used in the short wave radiative transfer modules in the WRF /CHEM 
model. 
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