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INTRODUCTION 
The convergence of determinants of infinite order was first introduced by 
Hill (1886) and has since been discussed by several authors (Muir [5]; 
Cohen [l]; Whittaker and Watson [6]; and MacDuffee [4]). Necessary and 
sufficient conditions for convergence of infinite determinants have been 
established by using infinite products as upper bounds on the modulus of the 
infinite determinants (Cohen [l]; Whittaker and Watson [6]). It is the purpose 
of this paper to show convergence of a given sequence of partial sums in which 
each term is an infinite determinant by use of infinite products which do not 
converge, but do diverge to zero. Motivated by the particular finite form of 
the sum of the product previously mentioned, we find that it is always zero 
under very general conditions. Several alternative proofs of the finite curio 
are given. 
Before we proceed, however, we define a determinant of infinite order in 
the following way: 
DEFINITION 1. Let an infinite determinant be denoted by D. Denote 
each element of the array by di, . Let di, be defined for all integer values of i 
and k, and denote by D, the determinant formed by the entries 
di, (;, k = - n,..., n). If D, tends to a limit L as n increases without bound, 
then D is said to converge and to have the value L. D is absolutely convergent 
if the modulus of D, tends to a limit as n increases without bound. 
The basic definitions for infinite products which are used in the analysis 
which follows can be found in Whittaker and Watson [6]. 
Consider the following theorem from the open literature [1, 41: 
THEOREM 1. Necessary and suficient conditions for the absolute convergence 
of an infinite determinant D are that 
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(1) II,“=-, I& I converges absolutely, or diverges to zero, and 
(2) there exists a positive integer p such that p > 2 and 
converges absolutely for j f  k. 
ANALYSIS 
Let us consider the special class of infinite determinants in which all 
nondiagonal terms are zero and the diagonal terms are all non-zero. Denote 
such a sequence of infinite determinants by D, . Let dij = 1 for 
j=-l,--2 ,... and for k = 0, 1, 2 ,..., let d,, = 1. Let (~~}~~a be a distinct 
set of complex numbers and let djj = (zk - zj)-’ for a given positive integer k 
and for j = 0, I,..., k - 1, k + l,... . 
THEOREM A. Iff or every k there exists an E > 0 and afixedpositive integer 
m such that 1 z,+~ 1 > (j + E) 1 zk 1 > j + E for j = 0, 1, 2,..., then the fol- 
lowing equality, 
f  fi (Zk - xi)-’ = 0 
k=O j=O 
ifk 
(“1 
is obtained. 
Proof. Let us denote the product IJFz,,j,, (zk - z&-1 by pk. If n is a 
positive integer, we see that 
It is clear that 
Ip,I <(constant)Fli[E]“-*=O 
for each k. Thus, pfi diverges to zero; and Theorem A is proved. 
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Consider the previous class of infinite determinants where the set of com- 
plex numbers satisfies the hypothesis of Theorem A. For the infinite deter- 
minants defined in this manner, the value of the terms summed in the manner 
prescribed by condition (2) of Theorem 1 is exactly zero. Therefore, it is 
immediate that for this sequence of infinite determinants the sum is finite and 
is given by the expression obtained in equality (*). 
Let {/\i}T$r be a finite sequence of distinct complex numbers. The finite 
curio analogue to the previous infinite product is given by 
n+1n+1 
The Eq. (1) holds for any finite distinct set of complex numbers and has a 
trivial proof using contour integrals. Suppose there exists an R > 2 such that 
max 1 Xj / < R/2, then we can show 
s dh ‘l’=R “ii (A - hj) 
j=O 
which tends to zero as R increases without bound for n = 0, 1 ,... . However. 
by the well known Residue Theorem, for a finite R, the integral is given by 
(274 times the leftside of Eq. (1). Since the function in question is analytic in 
the region bounded by / X 1 = R and ( h 1 = R, where R, > R, then the 
integral about the curves are equal. Thus, by letting R, tend to infinity 
Eq. (1) is proved. 
As an alternate proof consider the Lagrange interpolating polynomial for 
the identity function on the points X, , h, ,..., h,,, . The error term is known 
to be zero and at the point h = 0 we have 
n+1 
O=CAj 
j=O 
n+1 
n (0 - bJ 
k=O 
Pfi 
n+l 
g- (4 - a = 
kij 
n-t1 
k=O 
k#j 
Plainly by dividing out nz:i (- X,) Eq. (1) is obtained. 
For the special case where hj > 0 for every j, we can use the technique of 
finding the density for the distribution of a sum of independent random 
variables. 
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For j = 0, l,..., 71, let the random variable Xj have density hj exp(- A~x) 
for x > 0 where A, f A, unless j = A. Put 
bn= 
(A0 - hk) *a* (Ak-1 - A,) (hk,, - A,) 0.. (An - AT). 
Feller (See [2, p. 401) h as shown that X0 + ... + X;, has density 
x0 -a. UIclo., exp(- Aox) + -*f + 9L exp(- h&l. (2) 
Let Y = xysO Xj and thus the density of Y is easily found to be 
fy(X) = fi hi i [ fi (Aj - &J-l exp(-- A,s)] . 
i-0 k-0 j=O 
j#k 
By the convolution formula we have 
f r+x,+&4 = J:fY(r)fx,+,(~ -Y> dY- 
Now by (2) 
i#k 
- xk>Y> 1 dY 
n+1 12 n+1 
= E Xj ,cO G (h - xk)-1 bP(- XkX) - exp(- h+~X)l- 
f+k 
Thus by dividing the common term ny:t Aj and subtraction we obtain 
n+1 n n+1 
n @i - h+d exp(- h+lX) = - c fl txi - Ak)-1 exp(- hn+lx). 
i=O k=O i=O 
i#n+l i#k 
It is now easily seen that if x = 0 then Eq. (1) is proved. 
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