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A leader-follower pair of cars whose motion is subject to a nonlinear car- 
following equation are. travelling with the same positive constant velocity when 
the leader begins to change his velocity in a monotonic way to a different non- 
negative value. Conditions are found for the headway between leader and 
follower to tend monotonically to a positive value. The results are extended 
to a system of a leader and two followers. 
INTRODUCTION 
In the car-following theory of traffic control one assumes that the accelera- 
tion of the following car is determined by a delay differential equation of the 
following type: 
( 3;“,(t - T) - si;(t - T) w = WV) { [xo(t - T) - xl(t - T)]” I ’ x, 7 > 0, 
where x,, and x1 are the positions of the leader and follower, respectively. 
Such equations are used to investigate the stability of traffic flow when the 
velocity of the leader is perturbed. The linear equation, obtained when 
m = n = 0, has been the subject of some investigation, notably by Herman, 
et al. [I], who studied the propagation of small disturbances down a line of 
cars using a system of such equations. More recently, the present author [2] 
has considered the propagation of finite monotonic disturbances down a line 
of cars. Very little work, however, seems to have been done with the non- 
linear models of the above class even though experiments have shown [3] 
that some of them are more realistic than the linear one. 
In the present paper we consider the propagation of monotonic disturbances 
down a line of cars for the particular equation, m = 0, n = 1, which is 
considered to be one of the best descriptions of actual tratlic phenomena. In 
particular, we consider the following traffic stability problem: A leader- 
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follower pair of cars are travelling at the same positive constant velocity uI 
when the leader begins changing his velocity in a monotonic way to a dif- 
ferent nonnegative value uF . We seek conditions for which the headway 
between the leader and follower tends monotonically from its initial value to 
a final positive value. Such conditions would ensure that the reaction of the 
follower would be a safe one. 
The method, which is applicable to other equations of the above class, 
consists of converting the differential equation into a Volterra integral 
equation for the (normalized) headway and establishing the existence of a 
monotonic solution via an iteration scheme. One obtains the existence for 
sufficiently small values of the parameter p = (u, - uF)/h and for certain 
other restrictions on the initial conditions. 
An interesting result of the present treatment is that the nonlinear equation 
yields qualitatively new information not obtainable from the linear equation. 
Namely, one is led in a natural way to adopt certain bounds on the leader 
acceleration function, in addition to that on p, whereas in the corresponding 
problem for the linear equation [2] monotonic solutions were obtained 
without any restriction on the leader acceleration. Indeed, the occurrence of 
such bounds would seem to be in keeping with physical reality. 
Finally to indicate how the results can be extended to a line of cars we 
consider a system of a leader and two followers. 
I. A SINGLE LEADER-FOLLOWER PAIR 
The nonlinear delay differential equation 
( qt - T) - qt - T) 1 
G) = h ( xo(t - T) - xl(t - 7) \ ’ t > 7, (1) 
where X, 7 > 0, relates the position xl(t) of a following car to the position 
x,,(t) of its leader. Introducing into (1) the headway function 
W) = -%(t) - %W 
one gets the more convenient form 
h(t - T) 
h(t) = --h h(t _ T) + %I * 
We pose the following initial conditions for h(t) 
h(O) = h, 7 
h(t) = Lqt) - u,, o<t<r, 
(2) 
(34 
(3b) 
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and assume that $,(t) satisfies 
such that 
(4a) 
&,(t)/(& - I(F) < 0, t > 0. (4b) 
These conditions correspond to a motion in which for t < 0 the leader and 
follower travel with the same constant velocity u, at the headway h1 and 
for t > 0, the leader continuously changes his velocity in a monotonic way 
from its initial value u, to a final positive value uF . We seek conditions which 
will ensure that h(t) will tend monotonically to some positive value hF , say, 
as t-+co. 
One immediately obtains a first order equation by integrating (2) from 7 
to t using (3). 
h(t) = -A log [V] + 2()(t) - u, . 
LEMMA 1. If the solution h(t) of (2), (3), (4) approaches a limit h, , soy, us 
t --+ CO, then that limit must be given by 
hF=hrexp uF~u’). 
( 
Proof. According to the hypothesis and (4b), the right side of (5) approa- 
ches a constant limiting value as t --+ CO, hence h(t) must approach that same 
constant. If the constant were not zero then h(t) could not approach a finite 
limit as t -+ 00. Thus in the limit (5) yields 
0 = --x lOg(hF/h,) + UF - UI 
which gives the desired relation. We note that hF is always positive. 
To study the monotonicity of the approach of h(t) to h, we set 
h(t) - h, 
&> = hI _ h, ) v,(t) = 
%(t) - uF 
UI-UF ’ 
where v,,(t) 3 0, t 3 0 from (4b). Clearly g(t) approaches zero mono- 
tonically if and only if h(t) approaches h, monotonically, t > 0. Further, 
setting 
uI- uF 
v=&I-&-- 
uI - *F 
p=x, 
where Y is positive, (5) becomes 
i(t) = -(V/P) log[l + (eu - 1) At - 4 + mdt) (6) 
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with the initial condition 
g(t) = 1 + 
x()(t) - X”(0) - u,t 
IQ--h, ’ 
0 < t 2; 7. (7) 
We note that the latter function is monotonic decreasing and is positive if 
VT < 1, cf. (4a) and (4b). 
We now obtain an integral equation for g(t). We write (6) in the form 
j(t) = -vg(t - T) + v(g(t - T) - p-l log[l f  (e” - l>g(t - T)] 4- Q(t)>, 
g(t) = -vg(t - T) + O(g, t). (8) 
Following Bellman and Cooke [4] we introduce the function k(t) defined by 
k(t) = --vk(t - T), t >o, (94 
k(t) = 0, --7 c t < 0, (9b) 
k(0) = 1. 
The following properties of the function k(t) will be of use. Letting K = VT: 
k(t) has the integral representation [4] 
I f  K < e-l then for each 01 with 0 < 01 < / zi [ < 1, there exists 
an M > 0 such that 
1 k(t)\ < Mecat t ;> 0 
x1 denotes the root of 
x + Ke-z = 0 
(11) 
(12) 
of smallest modulus which, for K < e-l, is real and lies in (- 1, 0). Equation 
(11) follows from (10) and the fact that if K < e-l all the roots of (12) have 
negative real part with Re(zJ < z1 for all i > 1 [Sj. 
I f  
K < e-l, then k(t) > 0, t 3 0. (13) 
This follows from a nonoscillation theorem of Winston [6, Theorem 3.21 for, 
in the notation of [6] 
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and it follows that condition A is fulfilled. The initial function (9b) obviously 
satisfies the condition 
+(4 d I W)l ez+, -T<S<O, 
and condition B is also satisfied. Hence 
k(t) 3 ez+ > 0, t 30. 
Now using the solution formula of [4, Theorem 3.71 on Eq. (8) one obtains 
g(t) = k(t) + /‘R(f) K(t - t’) dt’ + J*tg(g(t’), t’) k(t - t’) dt’. 
0 7 
From (7) one has 
g(t) = q(t) - v, O<t<7. 
Inserting this and using (9a) one finally obtains a nonlinear integral equation, 
equivalent to (6) and (7) for g. 
g(t) = k(t + T) + v 1” vo(t - t’) k(t’) dt’ 
0 
+ v jot-’ {g(t - T - t’) - p-l log[l + (eP - l)g(t - T - t’)]} (14) 
x k(t’) dt’, t > 7. 
To investigate the monotonicity of g we differentiate (14) noting that 
a,(O) = 1, g(O) = 1, and that k satisfies (9a) obtaining 
j(t) = v j”” ej,(t - t’) k(t’) dt’ 
0 
+ y I-7 [ 1 - CfL I 
1 +(eU- l)g(t-7-t’) I (15) 
x g(t - T - t’) k(t’) dt’, t > T. 
We shall make use of the following inequality 
Ig-~logll+(e~-I)glI~(e’~‘~~l -l)IgI=W/gI, 
O<g<l. (16) 
To show this we apply the mean value theorem to the function 
G(x) = x - (l,$) log[l + (e@ - 1) x] 
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on the interval [0, g] which yields 
G(g) = [l - + 1 i (du _ 1)] g> O<y<g<l 
and note that the maximum absolute value of the function in brackets taken 
over 0 < y < 1 is equal to L(p), the latter value being attained at y = 0 
for p > 0 and at y = 1 for p < 0. The function L(p) is a nonnegative, 
strictly increasing function of p, for all TV, with L(0) = 0. We can now state 
and prove the main result. 
THEOREM 1. For each p let q, satisfy 
-Ae+ < i),,(t) < -A’e+q(t), t > 0, 
0 < A’v-l < 01 < A, 
where q(t) = 1: e%(s) ds and where 01 is also assumed to satisfy 
(17a) 
(17b) 
zr being the root of smallest modulus of (12) when K = (k/h,) b/(1 - e-u)]. 
Then if 
k/h, < e-l, (17c) 
is satisfied, there exists a p,, with 0 < pc, < (h,/XTe) (1 - e-PO) such that 
for any p with 1 p 1 < pc, the solution g(t) of (6) and (7) tends monotonically 
from its initial value g(0) = 1 to zero as t -+ CO. Moreover, there exist 
numbers N, P, and P’, greater than zero, such that 
where 
I &)I < Ne+, t 2 7, (184 
-Pe-%j(t) <j(t) < -P’e-%j(t), t > 7, U8b) 
4(t) = Jot e%(s) q(t - s) ds. 
Discussion 
Equation (17a) is a boundedness condition on the normalized acceleration 
of the leader, d, . It requires, say for u1 > uF , the most interesting case 
physically, that the leader slow up neither arbitrarily slowly nor arbitrarily 
rapidly. Equation (17b) insures that (17a) is compatible with the assumption 
that v,(t) -+ 0 when t + CO, contained in (4b). This is shown in the proof. 
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The theorem asserts that if (17a, 17b) is satisfied, if the “sensitivity” X the 
reaction time 7 and the initial headway h, satisfy (17~) and if the difference 
between the initial and the final velocities of the leader is sufficiently small, 
then the headway between leader and follower will tend monotonically to a 
final positive value. That is, the follower will react safely. 
Proof. Equation (17~) guarantees the existence of a p* > 0 such that 
K < e-l for p < CL* since, from Lemma 1 
K = H T = (XT/h,) [p/(1 - e-u)], 
and the function f(p) = p/(1 - e-u) is an increasing function of p with 
f(0) = 1. In what follows we consider only those p such that p < II*. As a 
consequence, properties (11) and (13) are applicable and furthermore, the 
function q(t), which is positive and increasing, is bounded for t > 0. To 
show the latter, we note that, according to (11) one can choose tir with 
0 < 01 < 01~ < ] z, ] and obtain Mr such that 
and, consequently 
k(t) < MlePt, t 3 0, 
@) < Ml Iot e-(“l-a)s ds < Ml jm e-+‘)’ ds = M&Y, - a), t 30, 
0 
yielding the desired result. Thus (17a) is not self-contradictory since one 
can certainly find A and A’ such that A > A’q(t) for t > 0. Furthermore, 
(17b) is necessary that (17a) be compatible with our assumption in (4b) that 
v,(t) -+ 0 as t---f co. To see this, we integrate (17a) from 0 to t obtaining 
1 - A/al + (A/a) e-“t < v,(t) < 1 - (A’/cL) ,d k(t’) dt’ + (A’/or) eMatq(t). 
Letting t + co one sees that in order that no --f 0, necessarily 
1 - A/a < 0 and 1 - (A’/a) jm k(t’) dt’ > 0, 
0 
which is exactly (17b) since, integrating (9a) from Q- to 00 and noting from 
(9b) that k(T) = 1, one has sr k(t’) dt’ = y-l. Moreover, the above implies 
that if (17a), (17b) are satisfied then there exists a V > 0 such that 
v,(t) < Ve-mt, t 3 0. (184 
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The preliminaries done, we use (14) and (15) to define a scheme of suc- 
cessive approximations: 
go(t) = 0, t 3 0, 
g,+&) = k(t + T) + v 1' v,(f) K(t - t') dt' 
0 
+ v It [g,(t' - T) - i log[l + (e” - l)g,(t’ - T)] k(t - t’) dt’, 
7 
1 > 7, . (19a) 
&+l(t) = v lot d,(P) R(t - t’) dt’ 
i)g (t’ - 5-11 W) 7% 
x &(t’ - T) K(t - t’) dt’, t > 7, 
and g,(t) 0 < t < 7, n > 1 is defined by (7) which is monotonic decreasing 
and positive since VT < e-l for p < cc*. 
We now show that if 1 p 1 is small enough then all the g, , n 3 1, have the 
following properties: 
I g&)1 < Ne+, t 3 7) N > 0, (204 
-Pe-atq(t) <g,(t) < -P’e-%j(t), t > T, P, P’ > 0, (2Ob) 
$Ing,(t) = 0 monotonically t >, 0, Gw -3 
0 < &a@) e 11 t 20. WV 
We need only verify (20a), (20b) since from them (20~) follows and further- 
more (20d) follows from (20~) since g,(O) = 1, n 3 1. From (11) 
R(t + T) < Me-ase-at = Be+ 
and so from (19a), (18~) 
1 g,(t)\ < Me-at + v Jot Vecmt'k(t - t') dt’ = [ii?’ + vVq(t)] eeort. 
Estimating q as before one obtains 
I gl(t>I < [R + v~Jffl/(al - a)] e+, 
or choosing 
N > m + vVM1/(a, - a), (21) 
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one obtains 
I g,(t)1 < N@, t >r. 
Hence g, satisfies (20a). From (19b) 
1 &(t)l < v Iot Ae-mt’k(t - t’) dt’ = vAecatq(t) 
or choosing 
P > VA 
one obtains 
1 &(t)l < Pe-atq(t), t > 7. 
Again from (19b) 
(22) 
&(t> < V it -A’~~‘q(t’) k(t - t’) dt’ = -vA’e-at 1” emSA q(t - s) ds 
0 
or choosing 
one obtains 
0 < P’ < VA’ (23) 
&(t) < -P’e-“Cj(t), t > 7; 
hence g, satisfies (20b). 
We now assume properties (20a)-(20d) for g, and prove (2Oa), (20b) for 
g,,, . From (19a) using (16) one has 
I &+&)I ,< [M + gq edut + vesTL(p) Ne+@(t - 7) 
In view of (21) there exists a pI with 0 < p1 < CL* such that ) p 1 < p1 gives 
From (19b) 
I gn+dt)l G N+. 
) %,&t)l < vAe-“$q(t) + veaTL(p) Pe-at ItpT e%(s) q(t - s - T) ds 
0 
< vAe+q(t) + 
vearL(d PM, e-Oltq(t _ T) 
oL 
1 
I oi 
< VA+ 
[ 
ve=Z(p) PM, 
a* - a I 
e-““q(t). 
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In view of (22) there exists a pa with 0 < pa < p* such that 1 p [ < /.+ gives 
I &+dt>l < Pe-“W). 
Again from (19b) 
j,+l(t) < -vA’e-%j(t) + vee7L(p) Pecut st-T e*“q(t - 7 - s) R(s) ds 
0 
< [-VA’ + veaTL(p) P] eFT&t). 
In view of (23) there exists a ,LL~ with 0 < pa < p* such that 1 p 1 < CL* gives 
g&t) < -P’e-“q(t). 
Letting p. = min{pr , pa , psL3) one has that the iterates g, , 1z > 1, all satisfy 
(20a)-(20d) for / p / d p. . 
Now (20a) implies that the g, are uniformly bounded t > 0, and (20b) 
that they are equicontinuous t > 0 since 
I g&J - Mo)l = 1 I’ k&> dt 1 G P It:’ e-“%(t) dt 
< PM, e-4 - e-o’to 
‘. - a* - a [ -a I 
PM, =- 
[ 
(-Be@*) (tl - to) 
a1 - Lx --Iy I> 
to < t* < tl , 
< g& I 4 - to I 7 0 < to < t, . 
1 
The theorem of Arzela-Ascoli then implies the existence of a continuous limit 
function g to which a subsequence of the g, converges uniformly on every 
compact subset of [0, CD). Hence g satisfies (18a) as well as the properties 
(20~) and (20d) d an moreover is a solution of the integral equation (14) and 
thus satisfies (6) and (7). 
We now show that the limit function g satisfies (18b). The set of functions 
g,, are uniformly bounded from (20b) and they are moreover equicontinuous. 
To show this we differentiate (19b) 
x g,(t’ - T) k(t - t’) dt’. 
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Estimating as before one finally obtains 
1 ,jn+l(t)l < vAcat + veaTL(p) Pe-“@(t - T) + v2AeaTe-atq(t - 7 
+ ~~e~~~LL(fi) Pe+p(t - 27) q(t - T), t > 27, 
so that there exists an iV12 > 0 such that 
I j,dt)l < M2e-OLt, t>2, n>2. 
Thus, as in the case of the g, , the & form an equicontinuous set, n > 2. We 
denote by g, the subsequence of g, that converges uniformly to g. As just 
shown, the set & is uniformly bounded and equicontinuous and hence 
contains a subsequence &, which converges uniformly to a continuous 
function y. Now gkj also converges uniformly to g and due to the uniform 
convergence of gtij and ,&, one has 
II. SYSTEM OF A LEADER AND Two FOLLOWERS 
We now extend the result of Theorem 1 to a system of a leader and two 
followers whose positions we denote by x,,(t), xl(t), and x2(t), respectively. 
Thii will serve to illustrate how the result can be extended to a system of a 
leader and a finite number of followers. We assume that 
igt) = A, ! 
qt - 71) - 2,(t - Tl) 
xo(t - T1) - q(t - 71) I ' t >Tl, 
z2(t) = A2 
I 
3i1(t - T2) - ff,(t - T2) 
q(t - 7-Z) - x2(t - T2) I ’ t > 71 + 72 , (24b) 
with & > 0, 7i > 0,o’ = 1, 2 and that q,(t) satisfies (4a), (4b) and (17a)-(17c). 
The headway functions 
satisfy 
Mt) = %W - %W, h,(t) = x1(t) - x2(t), 
i;,,(t) = -A 1 k;: 1;; + %l(t), t > 711 
j&) = .-.A 
t > 71 + 72 , 
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to which we adjoin the initial conditions 
h,(O) = ho1 7 h2kl) = hIl2 > 
jlol(t) = ko(t) - 241, 0 < t < T1 ) h,,(t) = L$(t) - UI) 71 < t < Tt. 
Introducing 
ho,(t) - hFO1 
&dt) = h,,, - hFOl ’ vo(t) = 
%(t) - uF 
UJ- UF ’ 
h,,(t) - hFl2 
k%(t) = AI,, - hF12 ’ w = 
k&) - uF 
’ u _ u 
I F 
where v,(t) 3 0, t 2 0, from (4b) and 
h FO1 = hIo, exp ( uF L u1 ) , &la = hrra exP ( uF h, ‘* ) 9 
and further setting 
uI - uF uI - UF 
” = hIol - hFol ’ 
I%=-, 
4 
uI - uF uI- UF 
v2 = hI,, - hFl2 ' 
p2=-3 
x2 
where v1 , v2 > 0, one gets, as before, the system 
gal(t) = - 3 log[l + (eul - 1) gol(t - TJ] + q%(t), 
CL1 
t>71, cw 
g12(t) = - 2 log[l + (e”” - l)gAt - ~~11 + W-3(t), t > 71 + 5-2, 
Wb) 
with the initial functions 
EOl@) = 1 + 
x0(t) - %#q - u1t 
h,, - ho, ’ 
0 < t < 71, 
g 
12 
@) = * + a) - dQ) - et - 71) 
hr,, - hm 
> 71 < t < 7% * 
It is convenient to shift the initial interval for g,, to [O, 721. TO do this we 
set s = t - or in (25b) and d enote&:,,(t) = g12(t + TV) and 5,(t) = vr(t + ~1). 
The function iI2 then satisfies the initial value problem 
j12(s) = -(v2/p2) log[l + (e’* - l)&,(s - ~a)] + v25,(s), s > 72 , (26a) 
&2(4 = &,(S + 721, 0 < s < 72. 
Wb) 
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Now since &s) = v.$~(s) - v2 , 0 < s < TV, one gets as before an integral 
equation for & 
i?;,(s) = k,(s + ~2) + ~2 Jo’ W> Us - ~‘1 ds’ 
+ v2 Js GMs’ - TV> - Uh2) k$l + (cue - 1) 8j12(s’ - ~~111 (274 
‘2 
x h,(s - s’) ds’, s > 77,; 
moreover, jI2 will satisfy 
j12(s) = v2 j; hl(s’) h,(s - s’) ds’ 
+ v2 [; [l - y 
1 
1 + (eJ+ - 1) g12(s’ - TV> 1 Wb) 
x &:,,(s’ - TV) h,(s - s’) ds’, s > 72 > 
where the function k, satisfies the initial value problem 
k(s) = -V2kl(s - T2), s > 0, 
k,(s) = 0, -72 < S < 0, 
k,(O) = 1. 
We now establish the behavior of 6, when the leader and the first follower 
satisfy the conditions of Theorem 1. 
LEMMA 2. For each p1 let w,, satisfy (17a), (17b) where 01 is also assumed to 
satisfy 
01 < I 31 I> 
zll being the root of smallest modulus of( 12) when K = (h,T,/h,,,) [pI/( 1 - e-%)1 
and let 
&T1/hlO1 < e-l. 
Let pal denote the value p,, whose existence is guaranteed by Theorem 1 under 
the above assumptions and let 1 pl j < pOl . Then there exist numbers VI , A, , 
and Al’, greater than zero, such that Cl satisjies 
0 < Z,(s) < Vie-OLs, s > 0, (284 
-A,evWq(s) < z?(s) < -Al’e-OLSg(s), s 3 0. G53b) 
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Proof. To show that (28a) holds, we note that, by definition 
s(t) = - + + v,(t), t > T1 . 
q(t) is positive t > 0 since joI satisfies (18b) and in view of (18~) and (18b) 
I VlWl t > 71, 
and (28a) follows. Making use of (24a) one gets 
4(t) 
7&(t) zzx ~ z 
Mn(t - 71) 
uI-uF @I - UF) hol(t - 71) 
Al =- k+odt - 71) 
VI h + i’cdt - 71) @I - b)] * 
Again, since goI satisfies (18b) and g,,, satisfies (20d) 
, d, (s), < & Pe--!7N 
1 ’ v1 min(h,, hF) 
= A1e?=q(s), 
and 
il(s) d “1 [-P/e-m’s J: F’h(s’) q(s - s’) ds’] 
Vl max(h, b) 
= -Al/e-9j(s), 
A, > 0, 
A,’ > 0, 
and (28b) follows. 
THEOREM 2. Let all of the hypotheses of Lemma 2 be satisfied and, in 
addition, for each p2 let 
a < 1% I > (294 
z12 being the root of smallest modulus of (12) when K = (&T,/hI12) bp/( 1 - e-+)1. 
Then if 
X2~2/h12 < e-l (29b) 
is satis$ed, there exists a P,,~ with 0 < poz < (hIlz/h2T2e) (1 - e-%2) such that 
for any p.2 with 1 pz 1 < poLoz the solution&,(s) of (26a), (26b) tena monotonkaZly 
f&n its positive initial value to zero as s + co. Moreover, there exist NI , PI , 
and PI’ greater than zero such that 
I &,(s)l < NPsj s > 72, 
-PIe-USqI(s) < j,,(s) < -PI’e-3&(s), s 2 72, 
(304 
W) 
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where 
41(s) = 6 eus’hl(s’) Q(s - s’) ds’, m = jos e”ls’hl(s’) q(s - s’) ds’. 
Discussion 
The hypotheses of Lemma 2 guarantee that the headway between the 
leader and the first follower tends monotonically to a final positive value as 
t + co. The theorem asserts that if, in addition, (29a) is satisfied, the sensi- 
tivity X, , the reaction time TV , and the initial headway hllz satisfy (29b) and 
the difference between the initial and final velocities of the leader sufficiently 
small, then the headway between the first and second followers will also 
tend monotonically to a final positive value. That is, both followers will 
react safely. 
Proof. The first hypothesis says that Er satisfies (28a), (28b) and hypo- 
thesis (29b) guarantees that there exists a pa* > 0 such that va~a < e-l 
(hence the conclusions of (11), (13) are valid with k = K, and K = ~~7~) for 
all p2 < p2*. Assuming that pz < pa* we use (27a), (27b) to define a scheme 
of successive approximations g’,(s) exactly as in the proof of Theorem 1. 
Proceeding in a similar way and using the estimates 
h,(s + TJ < T@le-as, 
s 
s n/r, eOLS’kl(s’) ds’ < - , o<(Y<o1~<IxraI<l, 
0 LYE - a! 
obtained from (11) and (29a) respectively one finds that g;(s) satisfies (30a), 
(30b) if 
Nl > -/r, + ~lJM% - 4, (32a) 
Pl > VA , (32b) 
PI’ < vzA,‘. (324 
Thatz-‘,,(s) satisfies (30a) follows as before, if 1 p2 1 is taken sufficiently small. 
For in+r(s) one obtains the estimate 
I &+N G cA+W) 
I 
S--T 
2 
+ ea7w,L(p2) PlerES eoLs’ql(s - s’ - T2) k,(s’) ds’ 
0 
and since ql(s) is easily shown to be increasing, one has 
(33) 
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In a similar manner one obtains the estimate 
2,+1(s) < -v~A~‘~-~~ 
.c 
a eas’t(s - s’) k,(s’) ds’ 
0 
+ e~Tw.J&) PIeens JSm” eas’ql(s - s’ - TJ k,(s’) ds’. 
0 
Now the functions B(S) and qr(s) agree on the interval [0, min(rr , TJ] and are 
each positive, monotonic increasing and bounded for s > 0. Hence there exists 
an Ms > 0 such that ql(s) < M&(s), s > 0. Thus one gets 
&+&) < [--VA + ea%&) PJKI e-%(s). (34) 
From (33) and (34) one concludes that the iterates gn satisfy (30b) for / ps 1 
sufficiently small. The conclusion of the theorem then follows as in Theo- 
rem 1. 
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