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Постановка проблеми
Дослідження, пов’язані з вер
бальними оцінками слабо фор
малізованих процесів, до яких
можна віднести проблему заці
кавленості читацького загалу
друкованою продукцією та вста
новлення чинників, що вплива
ють на інтенсивність процесу
читання, не набули широкого
розповсюдження у науковій пе
ріодиці. Узагальнена оцінка си
туації у читацькому середовищі
покищо тільки формально фік
сує результати, нехай і підтвер
джені широкими статистичними
викладками. Цікавими, на наш
погляд, та важливими з точки
зору ефективності прогнозуван
ня ситуації могли б бути дослі
дження, що володіють метода
ми визначення дії на інтен
сивність читання множини виб
раних параметрів. У результаті
їх аналізу, експертного оціню
вання суті та способів впливу
доцільним є розроблення мо
делі ієрархії параметрів, яка,
крім упорядкування за важли
вістю впливу на процес, умож
ливила б встановлення число
вих мір їх значущості з подаль
шою оптимізацією цих значень.
Результати проведених 
досліджень
На основі вивчення, аналізу
та експертного оцінювання фак
торів, параметрів і процесів, по
в’язаних із засвоєнням інфор
мації, яку можна почерпнути у
друкованих виданнях було про
ведено дослідження [1], резуль
татом якого стали багаторівневі
ієрархічні моделі пріоритетного
впливу встановлених парамет
рів на інтенсивність читання.
Вони досить об’єктивно відо
бражають важливість рівня осві
ченості, професії, рівня освіче
ності, місця проживання та ін
ших стимулюючих факторів, які,
на наш погляд, є визначальними
у «прагненні» потенційного чи
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тача до активного та свідомого
сприйняття друкованого слова.
Компонентами вектора пара
метрів, прийнятими для екс
пертного оцінювання, стали лін
гвістичні змінні, які визначали: z1
— рівень освіченості (РВО); z2 —
професію або рід занять (ПРФ);
z3 — місце проживання (АДР); z4
— соціокультурне середовище
(СКС); z5 — стать (СТА); z6 — вік
(ВІК); z7 — вплив сім’ї (СІМ); z8 —
матеріальне становище (МТР);
z9 — наявність придатної літера
тури (ЛІТ); z10 — читацькі тра
диції (ЧТР); z11 — наявність
вільного часу (ЧАС). З викорис
танням методу ієрархій [2, 3]
одержано два варіанти моделей
ієрархії наведених вище пара
метрів (критеріїв), які впливають
на інтенсивність процесу читан
ня [1]. Одну з них, а саме моди
фіковану модель (рис. 1), вико
ристаємо для подальшого до
слідження.
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Рис. 1. Модель ієрархії параметрів інтенсивності читання
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Модель побудована на осно
ві графа, у якому зв’язки між па
раметрами встановлено суб’єк
тивно на основі експертного
оцінювання. Її адекватність оці
нюється на рівні загальних ло
гічних суджень, побудованих на
словесних, слабо формалізова
них експертних висновках, тому
вона не може вважатися оста
точним рішенням. У зв’язку з
цим важливою задачею є число
ве вираження міри впливу пара
метру нижчого рівня на зв’яза
ний з ним елемент вищого рів
ня, або встановлення ступеня
переваги параметру. Така узго
дженість називаються числовою
або кардинальною, вираженою
за рівнем пріоритетності [3]. За
цим способом можна дослідити
не тільки наявність чи відсут
ність узгодженості при парних
порівняннях значущості пара
метрів, але й одержати числову
оцінку міри адекватності зв’яз
ків між параметрами у вихідно
му графі та оптимізувати вагові
характеристики параметрів.
Для розв’язання цієї задачі
параметри z1,...,zn, упорядко
вані за рівнями ієрархії, іден
тифікуємо числовими ваговими
значеннями g1,...,gn їх ймовір
ного впливу на інтенсивність
процесу читання. Нехай aij —
число, яке визначає перевагу
параметру zi по відношенню до
параметру zj. Оскільки парамет
ри мають певне функціональне
навантаження, можна стверд
жувати, що міра значущості па
раметру є функцією його ваги,
тобто M(zi) = F(zi(gi)).
Помістимо сукупність ваго
вих значень параметрів у матри
цю A, тобто A = (aij). Ця матриця
оберненосиметрична, що то
тожно відношенню aij = 1/aji. Як
що остання рівність справедли
ва для всіх порівнянь, то матри
цю A називають узгодженою. У
задачах, де ваги можна виміря
ти точно, для узгодженої мат
риці очевидним є наступне спів
відношення:
(1)
Відомо, що матричне рівнян
ня Ax = y є аналогом системи
рівнянь
яка з урахуванням відношення
(1) може бути приведена до ви
разу
що відповідає скороченому век
торному запису 
Ag = ng. (2)
У виразі (2) g — власний век
тор матриці A з власним значен
ням n.
Для досліджуваної задачі
впливи між параметрами визна
чаються суб’єктивно на основі
експертних оцінок, тому вели
чину aij не завжди можна обчис
лити точно, використовуючи
рівняння (1). Виходом із ситуації
може стати використання на
ступних тверджень теорії мат
риць [3].
Якщо числа λ1,...,λn задо
вольняють рівняння Ax = λx, тоб
то є власними значеннями мат
риці A, причому aii = 1 для всіх i,
то 
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(3)
Рівність (3) з додатковим
врахуванням (2) означає, що
тільки одне значення власного
вектора матриці A рівне n, всі
решта — нулі; тобто у випадку
узгодженості експертних су
джень максимальне власне зна
чення матриці A дорівнюватиме
n. Частка від ділення суми ком
понент власного вектора на
кількість компонент (середнє
арифметичне) визначить набли
ження до числа λmax, яке нази
вається максимальним або го
ловним власним значенням. Ця
величина стає основною харак
теристикою, яка використову
ється для встановлення міри уз
годженості експертних суджень
стосовно попарних порівнянь
параметрів у задачах з лінгвіс
тично невизначеними парамет




при незначній зміні елементів aij
оберненосиметричної матриці
A власне значення її вектора та
кож зміниться несуттєво, тобто
власне значення λmax буде
близьким до n, а інші власні зна
чення — незначно відрізняти
муться від нуля. Звідси слідує,
що величина відхилення λmax від
n може служити мірою узгодже
ності, або адекватності експерт
них суджень стосовно ваг пара
метрів у залежності від рівня їх
розміщення в ієрархічній мо
делі. Відхилення від узгодже
ності називається індексом уз





відсутності точних мір значущості
заданих параметрів, запропо
нуємо наступний спосіб вирі
шення проблеми [5, 6]. З враху
ванням моделі ієрархії пара
метрів встановимо відносні чис
лові значення їх ваг, починаючи з
найнижчого рівня, якому надамо
вагу 10 умовних одиниць. Припу
стимо також, що кожний наступ
ний рівень на 20 одиниць біль
ший від попереднього. При наяв
ності на одному рівні декількох
параметрів їх ваги встановлюють
ся, виходячи з кількості приєдна
них впливів, що тотожно функ
ціональній повноті параметра.
Якщо вершини таких параметрів
позначені як абсолютно залежні,
тоді їх ваги обернено пропор
ційні до кількості фіксованих
впливів. Наявність в одній вер
шині одночасно приєднаних та
залежних впливів вимагає до
даткової експертної оцінки при
встановленні ваги параметру.
У результаті одержимо на
ступний числовий ряд ваг пара
метрів: g5 (СТА) = 10; g7(СІМ) =
20; g11(ЧАС) = 25; g6(ВІК) = 30;
g10(ЧТР) = 40; g4(СКС) = 50;
g9(ЛІТ) = 70; g3(АДР) = 90;
g8(МТР) = 110; g2(ПРФ) = 115;
g1(РВО) = 125.
Для визначення шкали пріо
ритетів будуємо квадратну обер
неносиметричну матрицю пар
них порівнянь [3], порядок якої
визначається числом аналізова
них параметрів. Елементи мат
риці знаходимо із виразу (1), ви
користовуючи вагові значення,
отримані вище.
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Для встановлення міри узго
дженості числових значень пар
них порівнянь параметрів, зада
них наведеною вище матрицею,
служить вектор пріоритетів мат
риці, для знаходження якого об
числимо спочатку головний
власний вектор, після чого нор
малізуємо його. Отже, знаходи
мо добуток елементів кожного
рядка і вираховуємо корінь 11
го степеня. Одержимо вектор
E = (2,614; 2,404; 1,874;
1,045; 0,209; 0,627; 0,418;
2,300; 1,463; 0,836; 0,522).
Нормалізуємо вектор E, для
чого поділимо його компоненти
на суму значень усіх компонент,
що приведе до такого вектора:
En = (0,182; 0,167; 0,130;
0,073; 0,014; 0,043; 0,029;
0,160; 0,102; 0,058; 0,036).
Нормалізований вектор En
визначає уточнені числові пріо
ритети параметрів висікання
картонних розгорток і встанов
лює попередній формальний
результат розв’язання постав
леної задачі. Для порівняння на
ведемо гістограму вагових зна
чень вихідного та нормалізова
ного (компоненти якого помно
жимо на деякий коефіцієнт k)
векторів. Для даної задачі прий
нято k = 1000. Вибрана величи
на коефіцієнта якраз і забезпе
чує порівняльність компонент
вказаних векторів, оскільки скла
дові нормалізованого вектора
стають співмірними з відповід
ними значеннями компоненнт
вихідного вектора.
Як видно з гістограми, про
порції між числовими величина
ми ваг параметрів, в основному,


























1 25/23 25/18 5/2 25/2 25/6 25/4 25/22 25/14 25/8 5
g2
(115)
23/25 1 23/18 23/10 23/2 23/6 23/4 23/22 23/14 23/8 23/5
g3
(90)
18/25 18/23 1 9/5 9 3 9/2 18/22 9/7 9/4 18/5
g4
(50)
2/5 10/23 5/9 1 5 5/3 5/2 5/11 5/7 5/4 2
g5
(10)
2/25 2/23 1/9 1/5 1 1/3 1/2 1/11 1/7 1/4 2/5
g6
(30)
6/25 6/23 1/3 3/5 3 1 3/2 3/11 3/7 3/4 6/5
g7
(20)
4/25 4/23 2/9 2/5 2 2/3 1 2/11 2/7 1/2 4/5
g8
(110)
22/25 22/23 22/18 11/5 11 11/3 11/2 1 11/7 11/4 22/5
g9
(70)
14/25 14/23 7/9 7/5 7 7/3 7/2 7/11 1 7/4 14/5
g10
(40)
8/25 8/23 4/9 4/5 4 4/3 2 4/11 4/7 1 8/5
g11
(25)
1/5 5/23 5/18 1/2 5/2 5/6 5/4 5/22 5/14 5/8 1
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зберігаються. Для оцінювання
змін у відносних значеннях ваг
нормалізованого вектора поді
лимо ваги параметрів вихідного
вектора на відповідні ваги ком
понент нормалізованого векто
ра (помножені на k = 1000).
Одержимо вектор Kn, компо
ненти якого назвемо коефіці
єнтами нормалізації. Результа
ти обчислень подано у табл. 1. В
ідеальному випадку коефіцієнти
нормалізації повинні бути рівни
ми між собою, у кращому разі —
незначно відрізнятися. Такий
результат може свідчити не тіль
ки про належний рівень екс
пертного оцінювання ситуації,
але й про теоретичну і практич
ну узгодженість класу досліджу
ваної задачі і методів, викорис
таних для її розв’язання. Має
мо, крім того, додаткове свід
чення вірогідності та достовір
ності отриманих результатів.
Як видно з табл. 1, відхилен
ня значень складових вектора
Kn практично відсутнє, що підт
верджує адекватність моделі
пріоритетів параметрів, зобра
женій на рис. 2. Важливим для
прийняття рішення є той факт,
що компоненти вихідного та
нормалізованого векторів зна
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Рис. 2. Гістограма вагових значень компонент 
вихідного та нормалізованого векторів
Таблиця 1
g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11
E0 125 115 90 50 10 30 20 110 70 40 25
En 0,182 0,167 0,130 0,073 0,014 0,043 0,029 0,160 0,102 0,058 0,036
En × k 182 167 130 73 14 43 29 160 102 58 36
Kn 0,69 0,69 0,69 0,68 0,71 0,70 0,69 0,69 0,69 0,69 0,69
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ражено на рис. 3.
Обчислимо оцінку узгодже
ності вагових значень пара
метрів [3]. Помножимо матрицю
парних порівнянь справа на век
тор E. Одержимо вектор
En1 = (2,007; 1,847; 1,440;
0,803; 0,160; 0,481; 0,321;
1,766; 1,124; 0,642; 0,401).
Знайдемо компоненти влас
ного вектора λ. Ділимо складові
вектора En1 на відповідні скла
дові вектора En. Дістанемо
En2 = (10,99; 10,99; 10,99;
10,99; 10,99; 10,99; 10,99;
10,99; 10,99; 10,99; 10,99).
Наближене значення для
λmax — це середнє арифметич





дженості, який вираховується за
формулою (4). У нашому випад
ку IU = 0.
Значення індексу узгодже
ності звичайно порівнюють з
еталонними значеннями показ
ника узгодженості [3], так зва
ним випадковим індексом (WI),
який залежить від кількості




способом за шкалою від один
до дев’яти оберненосиметрич




значення індексу не перевищує




го індексу для матриць різного
порядку (що рівнозначно різній
кількості об’єктів) наведена
нижче.
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Рис. 3. Порівняльний графік вагових значень компонент 
вихідного та нормалізованого векторів
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Додатково результати оціню
ють відношенням узгодженості,
величину якого отримують із ви
разу: WU = IU/WI. Оскільки IU = 0,
то, відповідно, WU = 0. Результа
ти парних порівнянь можна вва
жати задовільними, якщо WU ≤
≤ 0,1. Отже, маємо достатній
рівень збіжності процесу та на
лежну узгодженість експертних
суджень стосовно вагових зна
чень параметрів, відображених
у матриці парних порівнянь. 
У результаті виконаного до
слідження отримано нормалізо
вані вагові значення параметрів
(див. табл. 1), які впливають на
інтенсивність процесу читання.
Ваги параметрів оптимізовані за
критерієм максимального зна
чення власного вектора матриці
парних порівнянь та адекватно
відображають реальну ситуацію,
відтворену у вихідній графічній
моделі. При незадовільних зна
ченнях індексу узгодженості та
відношення узгодженості треба
переглянути вихідний граф зв’я
зків між параметрами, уточнити
значення встановлених ваг їх
значущості та відповідних їм ве
личин парних порівнянь, тобто
розв’язати у деякому наближенні
обернену задачу.
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