The recognition of targets in infrared scenes is complicated by the wide variety of appearances associated with different thermodynamic states. We represent variability in the thermal signatures of targets via an expansion in terms of "eigentanks" derived from a principal component analysis performed over the target's surface. Employing a Poisson sensor likelihood, or equivalently a likelihood based on Csiszar's I-divergence (a natural discrepancy measure for nonnegative images), yields a coupled set of nonlinear equations which must be solved to compute maximum a posteriori estimates of the thermodynamic expansion coefficients. We propose a weighted least-squares approximation to the Poisson loglikelihood for which the MAP estimates are solutions of linear equations.
INTRODUCTION
In 1993, an effort was launched to apply Grenander's pattern theory 1, 2 to the automatic detection, location, and recognition of ground-based vehicles observed via a forward-looking infrared (FLIR) camera. [3] [4] [5] [6] Three-dimensional, CAD shape-models represented the objects of interest; a likelihood function, modeling the physics of FLIR cameras, encapsulated the way the objects were seen by the sensor; and a jump-diffusion 7 random sampling algorithm allowed searching over complicated parameter spaces involving unknown numbers of targets. 8, 9 This project drew heavily on an earlier, parallel effort to apply these methods to airborne target tracking and recognition using radar data.
10,11
In the jump-diffusion FLIR study reported in Ref. 9 , the radiant intensities of objects in the scene were assumed known a priori. To relax this assumption and accommodate the vast variability of target signatures under varying environmental and operational conditions, we have extended the parameter space to include variables describing the thermodynamic state of the targets. Thermodynamic radiance profiles are represented via an empirically generated eigenexpansion derived from principal component analysis (PCA) [12] [13] [14] performed on large databases of thermodynamic profiles. Although PCA techniques have been previously applied to infrared ATR (automatic target recognition) in Refs. 15-17, they have generally only been applied to 2-D imagery. Here, we adopt the viewpoint of and perform the PCA over the entire 3-D surface of the target; this is reviewed in Sec. 3.1. In Ref. 15 , variability of orientation is accommodated by placing tanks at all orientations into the database used to compute the eigenimagery. In our work, variability of orientation is instead handled by making orientation an explicitly estimated parameter; the 3-D "eigentank" model may be rotated and projected to yield a signature at whatever pose is needed.
It appears that few infrared ATR systems have attempted to explicitly model thermodynamic variation; for instance, some apply an edge detector and attempt to match edges against a template, losing detailed thermal information in the process. Notable exceptions include the work of Nandhakumar and Aggarwal 18 on integrating visual and thermal imagery and Michel, Nandhakumar, and Veltin 19 on algebraic invariants. The primary difference between their approach and ours is that in Ref. 19 , invariance theory is applied to extracted features (both geometric and thermal), whereas here, we bypass the feature extraction stage and attempt inference directly from the measured data. This paper presents two main contributions. First, we present a method of estimating the thermodynamic expansion coefficients in closed form (Sec. 3.3) for a given hypothesized pose. Previous demonstrations of eigentank models have handled the thermodynamic variables using computationally expensive gradient searches or Monte Carlo runs. 13 The new closed-form estimation permits the search algorithms to focus on the more vexing pose parameters. Second, we employ Schwarz's approach to Bayesian model order estimation (Sec. 4) to determine the number of terms to employ in the thermodynamic eigenexpansion. This discourages the eigentank model from overfitting the data and places models for different target classes on an equal footing. Schwarz 
REPRESENTATION OF COMPLEX SCENES
This exposition considers the single object case, although this can easily be extended to multitarget scenes.
9
A single ground-based target will live in the parameter space X = ℜ 2 × [0, 2π) × A which specifies its position and orientation on the ground (assumed flat) and its target class. The target class will be assumed to be from a known family of target types, for instance A = {M2, M60, T 62, . . . }.
Sec. 2.1 presents a data likelihood model which describes how likely a particular set of data was generated by the hypothesized scene. This likelihood was originally motivated by the Poisson statistics of CCD (charge-coupled-device) cameras; in Sec. 2.2, we suggest an alternative interpretation in terms of discrepancy measures on nonnegative spaces which may be more appropriate for the real data available for study in Sec. 5.2.
A Poisson Likelihood Model
Let x ∈ X denote the parameters we wish to estimate. A FLIR CCD detector is assumed. Enumerate the detector elements as k ∈ P ⊂ Z 2 . In most applications P is a rectangular subset.
When observed by a CCD detector, an ideal image λ : P → [0, ∞) produces Poisson-distributed data y : P → 0, 1, 2... with mean given by λ, which is proportional to the radiant intensity of objects in the scene. Assuming that camera point-spread is negligible, the associated loglikelihood of the data is
Of course, λ itself is a complicated, highly nonlinear function of the configuration parameters. Let render(x) denote the ideal image λ corresponding to the underlying parameter x ∈ X . The render operation projects the radiant intensities of the 3-D objects in the scene onto the detector via perspective projection and obscuration. In our implementations, render is conveniently performed on Silicon Graphics hardware.
Notice that render and L CCD provide a conceptual separation of the deterministic and random aspects of the observation process. We compose them to yield a likelihood in terms of the data and the underlying scene parameters
In the sequel, we suppose that the desired parameters x specify a set of image regions R i and that the intensity λ(·) is a constant λ i across region R i . This is consistent with the 3-D models described in Sec. 3, which divide targets into regions of interest.
Discrepancy Measure Interpretation
In Ref. 25 , the Poisson model for CCD data is justified based on the physics of the CCD detection process. Applying a Poisson model requires knowledge of the number of counts collected in each pixel. Unfortunately, as will be seen later in Sec. 5.2, the real data available to us at the time of this study, and in fact most of the real data that we are aware of, is "uncalibrated," and there is no way to determine what number of photodetections a particular value in the data set corresponds to. In spite of this difficulty, the Poisson loglikelihood (1) is still of value, as it has an alternative interpretation in terms of a discrepancy measure.
Ideally, we might construct a likelihood model based on a large set of training data. If this is infeasible, we may consider some sort of appropriate discrepancy measure and propose a probability measure based on that. Csiszar 26 has shown that for real-valued data, the squared-error criterion is a natural discrepancy measure. Using this as an energy in a Gibbs formulation (i.e. taking the exponential of the negative discrepancy and dividing by a normalizer) yields a Gaussian likelihood. Csiszar also demonstrated that for nonnegative data (such as FLIR images), a natural discrepancy measure is the I-divergence:
Suppose we are given data y, and are seeking a z, out of some subset of hypothesized scenes, which minimizes the I-divergence between z and y. Dropping terms independent of z yields
Note this has the same form as the negative of the Poisson loglikelihood. Hence, employing a Poisson likelihood model is equivalent to constructing a Gibbs probability model using the I-divergence.
MODELING THERMODYNAMIC VARIABILITY

Eigentanks
We approach the modeling of target thermodynamics from the mindset of empirical statistics and construct prior distributions on the radiant intensities of target facets. [12] [13] [14] By simulating a large number of radiance measurements, taken while varying environmental and internal heating parameters over reasonable ranges, we generate a population of radiance profiles to which we apply principal component analysis. For simulating radiances, we employ the PRISM software originally developed by the Keweenaw Research Center at Michigan Technological University.
* Assuming a Gaussian model, the first few eigenvectors -here called "eigentanks" -provide a parsimonious representation of the covariance. † We will need some notation. Suppose the surface of the CAD model of the tank is divided into I regions, with the intensity assumed constant across each region, and that we are employing J basis functions. Let A i denote the surface area of region i and λ i represent the intensity of region i. We employ representations of the form λ i = j α j Φ ij + m i , where m i is the mean of region i, Φ ij is eigentank j at region i, and γ j is the eigenvalue associated with eigentank j. The α's are expansion coefficients.
To generate the eigentank models, we first synthesize a large database of N radiance maps, written as a vectors λ
The radiance maps are simulated under a wide range of conditions, both meteorological (solar irradiance, wind speed, relative humidity, etc.) and operational (vehicle speed, engine speed, gun fired or not, etc.) to yield a wide variety of sample thermodynamic states.
Compute the empirical mean
We seek the eigenvalues γ i the eigentanks Φ ij which satisfy
Notice the weighting by the surface measure. Writing the A's as a diagonal matrix A and the eigentanks as
we can express (6) as γ j Φ j = KAΦ j . The eigentanks Φ j and eigenvalues γ j can be readily found via standard numerical routines.
Logposterior for Rigid Targets
Now consider a collected data set y. Let N i denote the number of pixels in region i, as seen by the detector, and Y i = k∈R i y(k) be the sum of data pixels in region i. Conditioned on the α j 's, y(k) ∼ P oisson(λ i ) for k ∈ R i . In accordance with the principal component analysis discussed in the preceding section, a Gaussian prior is placed on the α's, with variances given by the eigenvalues found from the analysis. Dropping terms independent of α, the logposterior for the pixels on target is
where
Expanding λ in (7) and again dropping terms independent of α yields
Setting the derivatives of (8) with respect to the α j 's equal to zero, we find the necessary conditions for a maximizer:
This is a set of coupled nonlinear equations with no evident closed-form solution, motivating the approximation described in the next section.
Weighted Least-Squares Approximation
Here we approximate the posterior by replacing the Poisson loglikelihood (conditioned on the α's) in (7) with a two-step approximation. The first step is to approximate the Poisson loglikelihood with a Gaussian loglikelihood, the second to approximate the intensities in the denominator with their maximum-likelihood estimates, yielding a weighted least-squares formula:
Incorporating λ i = j α j Φ ij + m i and taking the derivative w.r.t. each α j as usual, we find J necessary conditions:
Fortunately these are linear equations, conveniently expressed in matrix form:
For a given target pose, these equations allow us to compute approximate MAP estimates for the α j 's in closed form, which we denote asα j .
Implementation on Silicon Graphics Hardware
We have previously exploited the powerful real-time rendering capabilities of Silicon Graphics computers to simulate infrared and laser radar range images.
6,27 Here, we once again benefit from the flexibility of SGI's systems. To compute the N i 's and Y i 's needed in Sec. 3.3, the number of pixels from each region appearing on the detector and the sum of the data values across each region, we first render the scene using region numbers instead of intensities. The rendered image is scanned, and each pixel is placed in the appropriate bin, adding one to the accumulating sum for N i , while the datum corresponding to that pixel is added to the appropriate Y i . We refer to this technique as "painting by numbers." Expansion coefficients may be estimated using (13) . The corresponding Poisson loglikelihood can then be computed via
Also, a hypothesized infrared image can be directly simulated in a second rendering, this time usinĝ λ i 's instead of region numbers.
MODEL ORDER SELECTION
This section presents some simple theory of model order estimation. We begin by discussing a generic problem with generic parameters x; we later instantiate to the immediate problem of thermodynamic representations. Consider the multihypothesis testing problem of determining which model m ∈ M generated a given data set y, where M indexes the models and the models have a priori probability p m (m). For each model, we need the likelihood and prior densities denoted by p l (y|x, m) and p p (x|m). The parameter space of x may differ for each m, x ∈ X m , where X m is the parameter space associated with model m.
The Bayesian procedure proceeds by integrating out the nuisance variable x to find the probability of y and the model m:
In most situations, the integral is formidable, and Schwarz's application 28 of Laplace's method of integration becomes attractive. 
where 
det I H (y :x|m) .
Equality (a) follows readily from recognizing the integrand as the quadratic form of a Gaussian density.
In terms of logarithms, we have
We will take p m (m) to be uniform.
It is often fruitful to express model selection procedures via penalized loglikelihoods
The complexity penalty associated with Schwarz's approach (18) is given by
where x is the MAP estimate. In the spirit of Rissanen's 20,21 and Wallace's 22 coding-theoretic frameworks, (20) can be roughly viewed as the number of "nats" (natural units) of information used to represent the parameter x.
For the thermodynamic expansion coefficients with logposterior given by (8) , the complexity penalty is
where the elements of I H (y : α) are given by
where δ is a Kronecker delta, and we evaluate (22) at the MAP estimateα.
The Schwarz criterion tells us to choose the number of eigentanks J which maximizes the penalized loglikelihood (19). The background is from a data set provided courtesy Dr. James Ratches of the U.S. Night Vision and Electronic Sensors Directorate. The camera position was chosen so that the tank appears in correct perspective when viewed against the background. The radiant intensities of the facets were generated from an eigentank model, with the first three coefficients of the T62's eigenexpansion set to -2000, 900, and -700 and the remaining coefficients set to zero.
EXAMPLES
Experiments with Simulated Data
‡ These settings were made in order to explore the Schwarz selection criterion and are not intended to represent any particular scenario. In all of the following experiments, the background was assumed to have an unknown, uniform intensity, adaptively estimated using its maximum-likelihood estimate, which in this case is just the average of the background pixels. In a complete ATR system, this parameter would have an associated complexity penalty; this penalty will be neglected in the following experiments. ‡ Readers interested in conducting their own experiments may contact the author to discuss obtaining our eigentank PCA models as well as useful C subroutines for Silicon Graphics computers. The second frame (top row) of Fig. 2 shows a synthesized data set with the tank at 45 degrees § . Fig. 2 shows the loglikelihood varying with hypothesized orientation for this simulated data. From bottom to top, the lines correspond to loglikelihoods computed using the first 1, 3, 5, and 17 terms in the thermodynamic eigenexpansion. As expected, they peak sharply at the correct orientation of 45 degrees. In addition, using more terms in the expansion generates higher loglikelihoods, especially when the orientation is far from the correct value, since the larger number of parameters gives the model greater flexibility in trying to fit the tank to the background. Figure 3 further explores the effect of changing the number of terms in the eigenexpansion and illustrates the effect of subtracting the penalty term from the loglikelihood. Assuming the tank is at the correct orientation, the top line is the loglikelihood associated with a given number of terms; notice that it increases monotonically with the number of terms, as expected. The bottom line represents the result of subtracting the Schwarz penalty term. The penalized loglikelihood increases rapidly at first, reaching a peak at three terms, and then slowly decreases; this is as expected, since in our simulation we set the fourth and higher order terms to zero. Now we explore how the penalty term varies with respect to true orientation. To approximate § 0 degrees represents the tank facing left, and increasing angle measurements run counter-clockwise looking down on the tank, so 270 is facing directly away from the detector. the expected value of the penalty term under low-noise conditions, we computed the penalty term using noiseless data. Figure 4 shows graphs of the penalty term for the thermodynamic variables with respect to true orientation. For each point on the x-axis, a data image was synthesized with the tank at that orientation; we then computed the penalty term C(α, y) given by (21) , assuming the correct orientation. In the left panel of Figure 4 only the first term in the eigenexpansion is used; in the right panel, the first three terms are used. Notice that between 90 and 200 degrees, the tank presents a relatively constant intensity to the detector. The number of nats used to represent the thermodynamic state is lower in this region. However, as the tank continues to spin, passing 250 degrees, we begin to see the other side, which shows more contrast within the tank. This additional information in the data is manifest in the higher number of nats in the parameter description length.
Experiments with Real Data
The following example explores an image (provided by Dr. James Ratches of NVESD) of an M60 oriented at 270 degrees. This image is actually a 128 × 128 subimage of a larger image from the NVESD set. The exhaust is the dominant feature, which is typical of operational M60 imagery. The data are "uncalibrated" in that the pixel values provide only relative radiance information. The PRISM models employed in generating the principal component representations output physical quantities with specific units, but the NVESD data set takes 10-bit values 0 to 1023, and no information is available as to how a specific value in the data set maps into an underlying physical quantity. Even if calibrated sources were available in the scene to attempt to back out physical radiance parameters, an additional problem arises in that no information is available about what range of photon counts a particular data value might correspond to, so rigorous application of a Poisson data collection model becomes impossible. Hence, we adopt the I-divergence interpretation of Section 2.2. In this example, we divided the 12-bit data by 8 to yield values in the range 0 − 128. If we viewed these as Poisson counts, this would represent a "low count" scenario, suggesting high uncertainty in the data. Although the data themselves are clearly in the high-count limit, emulating a low-count case incorporates a level of uncertainty to be expected when comparing simulated PRISM tanks against real tanks. See Ref. 32 for a more detailed discussion of these issues. For the principal component models, the mean tank intensities were manually offset and scaled by constant factors over the entire tank surface to bring the mean tank intensities within the typical range present in the data. Fortunately, the flexibility provided by the eigentanks makes this a less critical issue. We have not found the exact values of the eigenvalues to be that critical; the important aspect of the PCA model is the structure imposed by the eigentanks themselves.
The task of the ATR system in this experiment is to estimate the orientation of the tank assuming the correct position is known. Of course, in a complete ATR system, the position parameters also need to be inferred. Figure 6 shows thermodynamic tank profiles resulting from MAP estimates of the expansion coefficients of the M60 principal components model at different hypothesized orientations. The MAP estimatesα were computed by applying (13) to the real data in Figure 5 , with the resulting intensitiesλ rendered onto their corresponding regions as described in Sec. 3.4 to generate the images shown. The different rows correspond to hypothesized orientations at 45 degree increments. The columns correspond to different numbers of terms in the expansion: 1, 3, 9, and 50, from left to right. Each tank image is scaled separately in order to display detail, hence the same grey value may denote different intensities in different images. The signatures clearly become more intricate as more eigentanks are employed in the expansion.
Some fascinating features are apparent in these profiles. The second to last row corresponds to the correct orientation. The first eigentank incorporates the exhaust ports, while the remainder brightens the engine region, as well as the treads. Note that in the third row from the top, in which the tank is facing the detector, the eigentanks cannot describe the data as well. In fitting the bright part of the data, they can heat up the barrel, but not the remaining part of the tank face.
Another interesting characteristic in the tanks oriented perpendicular to the line of sight of the detector is the tendency to heat up the entire tread region in the middle two columns, and the tendency to heat up smaller sections along the turret-body border in the rightmost column. Consider the upper-rightmost tank; while the algorithm might like to brighten a small part of the body above the wheels to accommodate the exhaust region apparent in the data, the eigentank model does not allow it, as that would be an unnatural way for the tank to heat up. Most interesting of all, perhaps, is that the principal component model, while allowing natural tank signatures to be represented, also readily accommodates a few unnatural ones. Consider the middle two tanks in the last and third to last rows: the exhaust ports actually appear colder than the surrounding tank. Recall that the coefficients on the eigentanks are free real parameters which can run both positive and negative; hence the eigentank which permits heating of the exhaust can also "cool" the exhaust, if that provides a better match to the data. Of course, such unnatural tanks only appear at incorrect hypothesized poses, so we do not consider this a substantial limitation of the PCA approach. The left panel of Fig. 7 illustrates the loglikelihood surface with respect to orientation of a hypothesized M60 for the data shown in Fig. 5 . From bottom to top, the lines in Fig. 7 correspond to using 1, 3, 9, and 50 eigentanks in the expansion. Of course, employing more eigentanks results in larger likelihoods, as they provide more degrees of freedom in fitting the data. Each surface peaks sharply around the correct orientation. It is interesting to note that the difference between the peak for the 9 and 50 eigentank curves is small compared to the region surrounding the peak. At the correct orientation, the extra eigentanks cannot provide a much better fit compared to what they can do at incorrect orientations.
The right panel of Fig. 7 shows how the loglikelihood varies with respect to the number of terms in the eigenexpansion for two different cases. The top line assumes a correctly oriented tank, facing away from the detector; the bottom line is for an incorrectly oriented tank, facing left from the view of the detector. Notice that the loglikelihood, with the correct orientation, rises rapidly at first, and then much more slowly; with the incorrect orientation, it rises more slowly, but does not level off the way it does for the correct orientation. We continue to achieve substantial increases in likelihood from the higher-order eigentanks. Now consider the effect of adding a Schwarz penalty term. Fig. 8 shows the penalty term varying with number of eigentanks for different hypothesized orientations. Although the overall trend is for the penalty to increase with the number of eigentanks, it is not a strictly increasing function. This seems counterintuitive at first; however, note that with the addition of eigentanks, the algorithm's confidence in its estimates of the lower-order eigentanks may change.
The top line of the left panel of Fig. 8 shows the penalty for the correct hypothesized orientation; the bottom line, for a tank facing towards the left. The penalties for these two cases are relatively close. The penalty for a tank facing towards the detector, shown in the right panel of Fig. 8 , is substantially lower. It also seems to rise and then asymptote more rapidly than the cases presented in the left panel.
The panels in Fig. 9 show the loglikelihood (top lines) and penalized loglikelihood (bottom lines), varying with the number of eigentanks, for tanks oriented at the correct orientation (facing away from the detector, left panel) and the opposite orientation (facing towards the detector, right panel). For the correct orientation, the Schwarz criterion chooses 28 eigenvalues. Dramatically, for the opposite orientation, it chooses only two. This is borne out by a quick glance at the third row of Fig. 6 ; the higher-order eigentanks can adjust the small number of pixels surrounding the gun barrel, but cannot do much more. Fig. 10 shows the number of eigenvalues chosen by the Schwarz criterion with respect to the orientation of the hypothesized M60. The PCA model used has a maximum of 50 eigentanks. Note that the optimum number can change rather abruptly with respect to orientation.
CONCLUSIONS
We have presented two primary contributions to pattern-theoretic ATR with infrared imagery: 1) While the use of principal component analysis to represent the thermodynamic state of targets via "eigentanks" has appeared previously in publications by our coworkers, [12] [13] [14] estimating the expansion coefficients in closed form, presented in Section 3, is new. Our method permits inference algorithms to focus on the more challenging pose parameters. Previous work has required searches over the coefficients via computationally costly techniques such as gradient ascent.
2) We have proposed exploiting concepts from model order estimation theory in order to balance the descriptive power of different representations in ATR systems. In particular, we investigated the Schwarz criterion for estimating the optimum number of eigentanks to use in a given representation. This has particular relevance for future extensions of this work to accommodate cluttered scenes.
In both this paper and Ref. 9 , we have assumed that only objects in the target library are present in the scene. Ref. 33 and Chapter 2 of Ref. 32 describe generic, flexible shape models which can bend and mold to accommodate various kinds of clutter. Introducing such flexible representations presents a dilemma. Why would the ATR algorithm, then, want a rigid target library at all? In fact, the algorithm might be able to do a better job of fitting a nonparametric shape -which can bend to accommodate every nook and cranny of noise -to a tank than the actual tank model in its library. Schwarz's criterion is closely related to the more general techniques of Rissanen's Minimum Description Length and Wallace's Minimum Message Length principles for balancing the brevity of descriptions against their fidelity to the data; such principles permit the eigentank models and flexible object models to coincide without any particular model having an unfair advantage. This paper focused solely on representations for targets in the library; further discussion of clutter modeling may be found in Refs. 33,32,34. 
