Climate change poses new challenges for natural resource managers. Predictive modeling of species-environment relationships using climate envelope models can enhance our understanding of climate change effects on biodiversity, assist in assessment of invasion risk by exotic organisms, and inform life-history understanding of individual species. While increasing interest has focused on the role of uncertainty in future conditions on model predictions, models also may be sensitive to the initial conditions on which they are trained. Although climate envelope models are usually trained using data on contemporary climate, we lack systematic comparisons of model performance and predictions across alternative climate data sets available for model training. Here, we seek to fill that gap by comparing variability in predictions between two contemporary climate data sets to variability in spatial predictions among three alternative projections of future climate. Overall, correlations between monthly temperature and precipitation variables were very high for both contemporary and future data. Model performance varied across algorithms, but not between two alternative contemporary climate data sets. Spatial predictions varied more among alternative general-circulation models describing future climate conditions than between contemporary climate data sets. However, we did find that climate envelope models with low Cohen's kappa scores made more discrepant spatial predictions between climate data sets for the contemporary period than did models with high Cohen's kappa scores. We suggest conservation planners evaluate multiple performance metrics and be aware of the importance of differences in initial conditions for spatial predictions from climate envelope models.
Introduction
Climate change creates new challenges for natural resource managers by changing the dynamics between species and their environment (Thomas et al. 2004 ). For example, species ranges may shift and current protected area networks may no longer encompass suitable climate space for the species for which they were designed (Hannah et al. 2007) . In recognition of these potential effects, many efforts have been initiated to assess vulnerability of species to climate change and develop strategies for responding to climate change in ways that continue to protect species and habitats (Povilitis and Suckling 2010; Rowland et al. 2011; Reece and Noss 2013) . The use of modeling for forecasting potential impacts of climate change and aiding in development of strategies is becoming increasingly common (Araú jo and Peterson 2012).
Climate envelope models (CEMs) are one type of model widely used to forecast potential climate change effects on biodiversity (Thomas et al. 2004; Lawler et al. 2009) . A general approach to climate envelope modeling is to describe the climate conditions currently experienced by a species (the climate envelope) and forecast the future spatial distribution of the climate envelope according to projections of future climate change, assuming the contemporary species-climate relationship will hold true (Franklin 2009 ). There are numerous sources of uncertainty in predictions from CEMs (Dormann et al. 2008) , including errors in the georeferenced species occurrences used in model training (Guisan et al. 2007) , differences in the algorithm used to model species-environment relationships (Elith et al. 2006) , potential sample biases in data used for model building (Kadmon et al. 2004; McCarthy et al. 2012) , and differences among the future climate scenarios being modeled (Real et al. 2010) .
Although the calibration of initial conditions can have substantive impacts on model performance and predictions (Araú jo and New 2007) , few studies have evaluated the consequences of using alternative climate data sets to define initial conditions in CEMs (but see Morin and Chuine 2005 and Monahan 2008) . In this paper we address that gap by quantifying performance and spatial predictions of CEMs using two different contemporary data sets and then directly contrasting variability in spatial predictions from CEMs developed with different contemporary climate data sets to the variability in spatial predictions across three alternative projections of future climate.
Climate change is expected to be an important driver of ecological change in the 21st century and beyond (Rosenzweig et al. 2008) , and there are many data sets available to describe historical, contemporary, and future climate conditions (http://www.ipcc-data.org). Given uncertainty in the course of future climate change (often described in the context of alternative carbon dioxide [CO 2 ] emissions scenarios; Nakicenović and Swart [2000] ), and in the projections of alternative Atmospheric-Oceanic General Circulation Models (hereafter, GCMs; Diniz-Filho et al. 2009 ), an increasingly common approach in predictive modeling uses ensemble forecasts that draw on multiple projections from different models to describe some of the uncertainty in projections of future conditions (Araú jo and New 2007) . Much less attention has been directed at understanding how variation in contemporary climate data sets influences model predictions. However, a previous study found considerable variation in model performance and spatial predictions between two contemporary climate data sets for predictions of mammals in California using a single modeling algorithm (Parra and Monahan 2008) .
Models are an important tool for natural resource decision-making, but uncertainties and limitations of models should be described as explicitly as possible when used to guide conservation policy (Real et al. 2010) . Because protection of threatened and endangered species is a global environmental policy priority, our study provides a real-world example for quantifying variability in the climate data used to construct CEMs, and understanding effects of that variability on performance and spatial predictions of models describing species responses to climate change. We created CEMs for 12 species of federally listed threatened and endangered terrestrial vertebrates occurring in peninsular Florida (U.S. Endangered Species Act, ESA 1973, as amended; Table 1 ). The species differ in range size and degree of ecological specialization, allowing us to test performance and predictions of CEMs across a range of ecological contexts. We selected these species because their precarious status in the United States makes them likely candidates for vulnerability assessments (USFWS 2010), for which climate envelope models may provide key information. Development of robust, data-driven CEMs can play an integral role in determining future management strategies for these and other species in the face of climate change.
Because little is known about how differences in contemporary climate data sets affect CEMs, our overarching objective was to examine variation in spatial predictions from models calibrated using two alternative climate data sets. We compared variation in spatial predictions attributable to differences in the contemporary climate data set on which models were calibrated to the variation in predictions made using different GCMs describing future climate. To make our comparisons as generalizable as possible, we used three different modeling algorithms and 12 different species in our study. We asked four specific questions, the first about the climate data themselves, followed by three questions about the effects of climate data on the outputs of the species' CEMs. First, is the discrepancy between contemporary climate data sets greater or less than the discrepancy among data sets describing future climate? Second, does CEM performance differ between models constructed using two alternative data sets of contemporary climate? Third, is the discrepancy in spatial predictions from CEMs using two alternative contemporary climate data sets less than the discrepancy in spatial predictions of future conditions made using data from three alternative GCMs? Fourth, is the discrepancy in spatial predictions using two alternative climate data sets associated with model performance?
Methods
We used two alternative climate data sets-the WorldClim data set (Hijmans et al. 2005 ) and the Climate Research Unit (CRU) data set (New et al. 2002) -to describe the contemporary climate conditions on which models were calibrated. The WorldClim data set is global in extent, covers a time span of approximately 50 years and is available at spatial resolutions ranging from approximately 30 arc-seconds to 10 arcminutes. The CRU data set is also global in extent, covers a time span of 29 years and is available at a resolution of approximately 10 arc-min (all models described herein were created at the common resolution shared by the two data sets, 10 arc-min, or 1/6th of a degree). Both data sets draw on observations from ground-based climate stations and are widely used by researchers to forecast climate change effects on species. A preliminary comparison between the two data sets was made by Hijmans et al. (2005) , who suggested that differences between the WorldClim and CRU data may be attributable to differences in the elevation data used as covariates in the interpolation of climate surfaces, differences in the number of weather stations included in the two studies, and differences in the way the climate surfaces were described for each 10 arc-min grid cell (an average value was used for the WorldClim data, whereas estimated climate in the middle of the grid cell was used for the CRU data). We used untransformed monthly climate variables rather than derived bioclimate variables because previous work showed that model performance and predictions were similar whether monthly or bioclimate data were used (Watling et al. 2012) , and we assumed that many users would be more likely to use untransformed data. We compiled georeferenced species occurrences from a variety of online databases and the primary literature (Table S1 , Supplemental Material). Occurrences were preprocessed to remove erroneous data, dubious records, or occurrences falling far outside the native geographic range of species. Occurrences from coastal areas that fell just outside the domain of the climate data were 'snapped' to the nearest terrestrial grid cell, and all duplicate observations per grid cell were removed. We used a modification of the target group approach (Phillips et al. 2009 ) to define an ecologically relevant domain for model development. Briefly, the target group approach specifies that model domain be defined by the composite geographic range of ecologically similar species sampled using similar methods as the focal species. Details on the delineation of the target group domain for each species are included in Text S1 (Supplemental Material). Georeferenced observations of all target group species were obtained from a single online database (the Global Biodiversity Information Facility; www.gbif.org), data were preprocessed as described for the species being modeled, and the 100% minimum convex polygon defining each target group was used as a mask to extract climate data from the two climate databases.
Predictor variables for each model were drawn from a pool of 24 candidate variables (12 monthly observations each of mean temperature and precipitation) using ecological niche factor analysis (Hirzel et al. 2002) . To reduce the effects of colinearity among predictor variables, we removed highly correlated (r . 0.85) variables from the analysis based on inspection of the cluster diagram of variable correlation in the Biomapper program (Hirzel et al. 2002) . When multiple intercorrelated variables were included in a cluster, we retained the variable that was most associated with species presence (based on its marginality, the extent to which a species occurs in areas where climate differs most significantly from average conditions in the study area; Hirzel et al. 2002) but less correlated (r , 0.85) with other selected variables. We arbitrarily chose to use the CRU data set to identify predictor variables for modeling, after which the corresponding subset of predictor variables was extracted from the WorldClim data set.
Climate envelope models were constructed for each species using three different algorithms: Maximum entropy Phillips and Dudík 2008) , Generalized Linear Models (GLMs; McCullugh and Nelder 1989) and Random Forests (RF; Cutler et al. 2007 ). All three algorithms are capable of generating high-performance models (Elith et al. 2006; Guisan et al. 2007; Elith and Graham 2009) . Maximum entropy models were coded in R (R Development Core Team 2005) but run in the program Maxent , and the remaining algorithms were run in the program R. Because we lack true absence data for all species, we randomly generated 10,000 pseudo-absences (Chefaoui and Lobo 2008) for model development. Although the use of 10,000 pseudo-absences is somewhat arbitrary, many studies use this number of points for model training (e.g., Guisan et al. 2007; Phillips et al. 2009; VanDerWal et al. 2009 ). For all models, 75% of the presence data were used for model training and 25% used for model testing. For Maxent, we used default settings except to define randomization conditions, which were the same as for models run in R (see below). For GLMs, we transformed the binary (presence or absence) response using the logit transformation (calculated as the natural log of the odds of presence or absence), and considered only additive effects of predictor variables (e.g., we did not include interactions among predictors). For RFs, we 'grew' 500 trees per species and the number of predictors used to construct each individual tree was p/3 where p = number of predictors in the full model (which varied for each species, Table 1 ; Liaw and Wiener 2002) . In all cases, we included linear predictor combinations only, ran 100 replicate models using random subsets of the presence data for the training-testing split, and calculated performance metrics for each replicate model run. Prediction maps were created using all species observations.
The total number of observations for a species differed slightly because the climate grids had slightly different spatial configurations and therefore a different number of grid cells was occupied by each species (e.g., three nearby coordinates may occupy three different grid cells in one climate grid, but only two cells in another grid because the grids themselves are not perfectly aligned). In addition, the CRU data set contained slightly fewer cells than the WorldClim data set (see Figure 1 for a visual comparison of the two data sets). We allowed the number of observations to differ between data sets because we used the same process (snapping of occurrences to nearest grid cell and removal of duplicate observations from all grid cells) for both climate data sets, and therefore our results represent those that would be obtained using a single data set.
We used two performance metrics for model evaluation. The area under the receiver-operator curve (AUC) measures the tendency for a random occupied grid cell to have a higher suitability than a random pseudoabsence cell (Fielding and Bell 1997) . High AUC values indicate models that are best able to discriminate between sites occupied by a species and random points. Cohen's kappa (hereafter, kappa) is a measure of agreement between predicted and observed presence or absence that corrects for agreement resulting from random chance (Fielding and Bell 1997) . Kappa requires that the user define a threshold beyond which a probability is interpreted as presence. There are many approaches to defining this threshold (Freeman and Moisen 2008) and we chose one of the most robust methods by identifying the threshold that resulted in maximum kappa. To identify this threshold, we made five replicate model runs using random subsets of the species occurrence data as described above for each 0.01-unit change in threshold between 0.01 and 0.99 and calculated kappa for each randomization. We calculated the average kappa for each incremental change in the threshold to identify the threshold at which kappa was maximized. This threshold was used in the 'full' series of 100 randomizations described above. We summarized model performance by averaging results across the 100 randomizations for each species by algorithm and climate data set partition. Example code for running species models is included as Text S2 (Supplemental Material), and occurrence data sets used for analyses of CRU and WorldClim data are included as Tables S2 and  S3 (Supplemental Material), respectively.
Statistical analyses
To answer our first research question (Is the discrepancy between contemporary climate data sets greater or less than the discrepancy between projections of future climate?), we calculated spatial correlations (wherein the observation of a given cell in one map was paired with the corresponding cell from a second map, and Pearson's correlation calculated across all cells in the two maps; Syphard and Franklin 2009) between CRU and WorldClim maps as contemporary estimates of monthly precipitation and monthly mean temperature and among pairwise combinations of GCM projection maps of future climate. We then used t-tests to assess spatial correlation between time steps by comparing the average spatial correlation between contemporary climate data sets with the average spatial correlation across GCM projections for temperature and precipitation separately (N = 12 monthly observations of temperature and precipitation). We also used t-tests to compare the average spatial correlation among temperature variables to the average spatial correlation among precipitation variables for each time step (contemporary and future) separately.
To evaluate the potential for spatial autocorrelation in the climate data layers to influence our results, we used the Clifford et al. correction (Clifford et al. 1989) to test whether correlations between CRU and WorldClim temperature and precipitation maps were significantly different from zero. The Clifford et al. correction reduces the effect of spatial autocorrelation by adjusting the estimate for the degrees of freedom when conducting ttests to determine significance of a spatial correlation. Code for implementing the Clifford et al. correction was taken from Plant (2012) , and we used 20 distance classes to generate correlograms (plots showing the degree of autocorrelation in each distance class) for each data set.
To answer question two (Does performance differ between models constructed using two alternative data sets of contemporary climate?), we used a linear mixedeffects model. Mixed-effects models include both fixed terms (e.g., the explanatory variables that one is interested in modeling) as well as random effects (variables treated as random samples from a larger population). In general, fixed effects have informative levels that one is interested in comparing, whereas comparisons of different levels of a random effect are not of interest (Crawley 2007) . In our study we tested for significant fixed effects of algorithm (Maxent, GLM, or RF), climate data set (CRU or WorldClim), or their interaction on AUC and kappa, while specifying species as a random effect. Separate models were run for the two model performance metrics. The effects of algorithm were coded as dummy variables, and the significance of fixed effects were tested as the likelihood ratio between the full model and models with the effect being tested removed (Fox 2002) .
To answer question three (Is the discrepancy in spatial predictions from models using two alternative contemporary climate data sets less than the discrepancy in spatial predictions of future conditions made using data from three alternative GCMs?), we calculated the spatial correlation between contemporary prediction maps constructed from WorldClim and CRU input data for each species and algorithm separately. We also calculated the average spatial correlation among the future projection maps across the three GCMs based on models built with data from the CRU data set (results were qualitatively similar when projections were compared with CEMs constructed from the WorldClim data). We used a linear mixed-effects model to test for significant fixed effects of algorithm, time step (contemporary or future) or their interaction on the spatial correlation between prediction maps, again specifying species as a random effect. The use of time in our model allows us to directly compare the variation in spatial prediction maps between contemporary climate data sets (CRU and WorldClim) with the variation in spatial predictions across the GCMs used to describe future climate. Model significance was tested as described for question two above. We used the Clifford et al. correction as described for question one to evaluate the potential for spatial autocorrelation in CRU and WorldClim prediction maps to influence our results.
To answer question four (Is the discrepancy in spatial predictions using two alternative climate data sets associated with model performance?), we used linear regression to associate the spatial correlation between CRU and WorldClim prediction maps with AUC and kappa scores for each species model. Performance metrics were averaged between CRU and WorldClim models. We also test for an association between sample size (the number of presences used in each model) and the spatial correlation between contemporary prediction maps. Unless indicated otherwise, all statistical analyses were conducted in R (R Development Core Team 2005).
Results
Is the discrepancy between contemporary climate data sets greater or less than the discrepancy between projections of future climate?
Spatial correlations between contemporary climate data sets averaged r = 0.972 6 0.007 and r = 0.997 6 0.002 for monthly precipitation and monthly temperature respectively, and spatial correlations across future climate projections averaged r = 0.966 6 0.007 and r = 0.996 6 0.002 for precipitation and temperature, respectively ( Table 2 ). Use of the Clifford et al. correction to test for significance of spatial correlations indicated that all correlations were significant after adjusting for spatial autocorrelation (all P , 0.001). There was no difference in the average spatial correlation between contemporary and future climate data sets for either temperature (t = 20.948, df = 22, P = 0.350) or precipitation (t = 21.854, df = 22, P = 0.080). Average spatial correlations were greater among temperature variables than among precipitation variables for both the contemporary (t = 212.611, df = 12.40, P , 0.001) and future time steps (t = 214.003, df = 12.91, P , 0.001).
Does performance differ between models constructed using two alternative data sets of contemporary climate?
Between 5 and 9 uncorrelated predictor variables were selected to create CEMs for each species (Table 1) . Model performance based on the AUC metric was universally high, exceeding 0.90 in all but one case (Table 3) . Kappa scores were more variable, ranging from 0.060 to 0.920. The linear mixed-effects model indicated a significant effect of algorithm on performance of species models using both AUC and kappa as response metrics (all P , 0.01), whereas the effect of climate data set was not significant in either case (x 2 = 0.13, df = 1, P = 0.71 and x 2 = 0.70, df = 1, P = 0.40 for models of AUC and kappa, respectively). Random forests were the bestperforming models, followed by maximum entropy, with generalized linear models showing the lowest performance. In contrast, spatial correlations between prediction maps created describing climate suitability for the 12 species did not vary significantly among algorithms (x 2 = 0.21, df = 1, P = 0.65 and x 2 = 3.09, df = 1, P = 0.08 for tests of RF vs. GLM and Maxent vs. GLM, respectively) and ranged from 0.246 to 0.980 (Table 4) .
Is the discrepancy in spatial predictions from models using two alternative contemporary climate data sets less than the discrepancy in spatial predictions of future conditions made using data from three alternative GCMs?
The effect of time (contemporary or future) in the mixed model was significant (x 2 = 5.11, df = 1, P = 0.02), indicating that spatial correlations of predictions with contemporary climate data sets were greater (mean r = 0.845 6 0.099 for the best-performing random forest algorithm) than correlations of predictions among future climate projections (mean r for random forest models = 0.766 6 0.094; Table 4 ). Use of the Clifford et al. correction indicated that all correlations between prediction maps were significant after adjusting for spatial autocorrelation (all P , 0.001). Contemporary prediction maps for the 12 species using CRU and WorldClim data are included in Figure 2 .
Is the discrepancy in spatial predictions using two alternative climate data sets associated with model performance? There was no association between AUC scores (mean of AUC from CRU and WorldClim models) and spatial correlations of either contemporary or future prediction maps (both P . 0.343). Spatial correlations between contemporary prediction maps were positively associated with kappa scores however (F 1,10 = 9.01, P = 0.013; Figure 3 ), although there was no relationship between kappa and spatial correlations among future prediction maps (F 1,10 = 0.08, P = 0.778). Spatial correlations between CRU and WorldClim prediction maps were independent of sample size (F 1,10 = 0.21, P = 0.660).
Discussion
Neither performance nor spatial predictions of CEMs for 12 species of threatened and endangered vertebrates in the southeastern United States varied significantly between two different contemporary climate data sets. In contrast, CEM performance was significantly affected by the choice of modeling algorithm, and spatial predictions were significantly more discrepant for the future than for the contemporary period. We therefore conclude that the choice of contemporary climate data set from which CEMs are constructed contributes relatively little to uncertainty in model predictions compared with other parameters such as algorithm and GCM selection. However, species with relatively low kappa scores (Everglades snail kite Rostrhamus sociabilis plumbeus, whooping crane Grus americana, red-cockaded woodpecker Picoides borealis, and American crocodile Crocodylus acutus) had more discrepant prediction maps between climate data sets than species with high kappa scores. Herein we discuss the implications of our results for applied conservation. Although spatial correlations between contemporary prediction maps constructed from WorldClim and CRU data were generally high, and greater than spatial correlations among future prediction maps constructed from three alternative GCMs, there was interspecific variation in correlations for contemporary prediction maps (Table 4) . We found that the most discrepant maps resulted from the models with the lowest average kappa scores. Kappa describes a model's ability to correctly classify contemporary presences and absences (Fielding and Bell 1997) . Because different applications of CEMs may differ in their tolerance for misclassified presences or absences (omission and commission errors; Fielding and Bell 1997) , low kappa scores per se do not necessarily mean that a model is not useful for a particular application. For example, a model may receive a low kappa score because it misclassifies many absences (i.e., it has low specificity), but if a user prioritizes correctly classified presences when using CEMs to define suitable areas for restoration or translocation, for example, the model's inability to correctly classify absences may be of little concern. However, users of CEMs for applied conservation should also be aware that a low kappa score may also indicate the sensitivity of prediction maps to variation in climate data inputs. We noted no obvious ecological correlates uniting species for which kappa scores were low, although identifying such correlates would be useful for prioritizing species for assessment using CEMs.
One important message resulting from our work is the importance of considering multiple performance metrics when evaluating models. Here we found that kappa, but not AUC, was associated with spatial discrepancy in prediction maps resulting from models with uniformly high AUC scores. Although the utility of AUC as a performance metric has been questioned it remains an important means by which CEMs are evaluated and compared with one another. Kappa is less frequently reported in the literature than AUC, but we found that it was a more sensitive indicator of spatial discrepancy in alternative CEM prediction maps. We recommend using multiple metrics to assess CEM performance because alternative metrics may provide different insight into model behavior. More generally, our research illustrates that similarly high-performing models (using the widely applied AUC metric) can sometimes make inconsistent spatial predictions. This observation may have important implications if CEMs are to be used to make management decisions in support of species adaptation to climate change. Our results underscore the importance of thoughtful approaches to model training, algorithm selection, and the selection of climate data projections. Models trained using different sources of contemporary data may show considerable differences in spatial predictions (Figure 2) , translating into different interpretations regarding the spatial implementation of conservation actions, such as designing natural corridors through the landscape that may allow species to track shifts in climate suitability (Williams et al. 2005) or protecting areas in anticipation of them being suitable climate space in the future. Our work suggests that kappa may be a potential indicator of the extent to which spatial predictions from CEMs are sensitive to the data on which they are constructed. Because of the implications of alternative spatial predictions for applied conservation, users may want to evaluate alternative models when kappa scores are low to assess potential differences in alternative prediction maps (Jones-Farrand et al. 2011) .
Random forests models are only recently gaining widespread use in predictive modeling of climate change effects on species, but they showed high performance as measured by our two evaluation metrics (Table 3) . Although another methods comparison found somewhat lower performance of RF compared with other methods using simulated species distribution data , our comparison of real occurrence data indicated consistently high performance of RF relative to other algorithms, and other studies confirm the high performance of random forest models (Prasad et al. 2006; Watling et al. 2012) . Furthermore, although performance is often lower for widespread species compared with range-limited species (Hernandez et al. 2006; Guisan et al. 2007) , model performance was generally high for even the most geographically widespread species we modeled.
We acknowledge some key limitations of our study. First, the use of independent survey data (e.g., McCarthy et al. 2012) to validate model performance may result in lower performance for all algorithms than reported here. We also acknowledge that our results may differ if statistical models that attempt to account for spatial autocorrelation were used (Dormann et al. 2007 ). However, we saw little change in the spatial correlations between CRU and WorldClim prediction maps when grid cells were removed from prediction maps to reduce spatial autocorrelation. By focusing on relative comparisons between prediction maps, we assumed that any bias resulting from spatial autocorrelation is present in all maps and would have less impact on our results than if we were comparing absolute species-climate relationships. Finally, we have focused on climate predictors in this study because climate is believed to play an important role in limiting the coarse-scale distribution of many species (Jiménez-Valverde et al. 2011 ). However, finer scale distributions of species may be related to many other factors besides climate (e.g., topography, habitat availability, etc.), and we have not included such additional explanatory variables here because our primary purpose was to make methodological comparisons.
In conclusion, across all species there were no significant differences in model performance or spatial predictions between CEMs constructed with WorldClim or CRU data. Thus, the importance of the contemporary climate data set used to create models contributes relatively little to model uncertainty compared with other factors. However, there were differences in prediction maps between CRU and WorldClim models for some species, and the most discrepant maps came from models with low kappa scores. We advise users to be aware that a low kappa score may indicate a model that is particularly sensitive to the conditions on which it is trained. When using CEMs for conservation planning, it is wise to evaluate alternative models that make competing spatial predictions so that a range of alternatives may be evaluated.
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