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ON RECTIFICATION AND ENRICHMENT OF INFINITY
PROPERADS
HONGYI CHU AND PHILIP HACKNEY
Abstract. We develop a theory of infinity properads enriched in a general
symmetric monoidal infinity category. These are defined as presheaves, satisfy-
ing a Segal condition and a Rezk completeness condition, over certain categories
of graphs. In particular, we introduce a new category of level graphs which also
allow us to give a framework for algebras over an enriched infinity properad.
We show that one can vary the category of level graphs without changing the
underlying theory.
We also show that infinity properads cannot always be rectified, indicating
that a conjecture of the second author and Robertson is unlikely to hold. This
stands in stark contrast to the situation for infinity operads, and we further
demarcate these situations by examining the cases of infinity dioperads and
infinity output properads. In both cases, we provide a rectification theorem
that says that each up-to-homotopy object is equivalent to a strict one.
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1. Introduction
Properads, first introduced by Vallette [Val07] in the context of Koszul duality
theory for props, are an intermediate notion between operads and props that are
capable of governing certain types of bialgebraic structures. Morphisms in operads
take the form f : a1, . . . , an → b, that is, they can be interpreted as many-to-one
operations. If g : c1, . . . , cm → d is some other operation, then we can form
g ◦i f : c1, . . . , ci−1, a1, . . . , an, ci+1, . . . , cm → d
whenever 1 ≤ i ≤ m and b = ci. Properads, or more precisely the many-colored
variant of them discovered independently Duncan in his thesis [Dun06, §6.1] under
the name “compact symmetric polycategories,” are an extension of operads that
allows one to consider many-to-many operations
f : a1, . . . , an → b1, . . . , bp.
Composition, rather than connecting one output with one input, is designed to
connect several (meaning ‘at least one’) outputs with inputs. These should be
regarded as props (in the sense of [ML65, §24]) without horizontal composition.1
Infinity properads were introduced by the second author, Robertson, and Yau in
[HRY15], in part as a potential structural framework for chain-level string topology
operations. In the present work we study infinity properads enriched in an arbitrary
(presentably symmetric monoidal ∞-)category V. The main examples the reader
should keep in mind are when V is the category of chain complexes over a field of
characteristic zero (which is the original context for the properads in [Val07]) or
the category of spaces (which can be regarded as the ‘unenriched’ case of infinity
properads). The method for V-enrichment presented here works more generally, a
story that will be told in forthcoming work of the first author and Haugseng [CHa].
The basic idea for V-enrichment is as follows. There is a category of graphs
equipped with a suitable amount of structure so that one may identify ordinary
properads as certain set-valued presheaves over this graph category, namely those
presheaves satisfying a “Segal condition.” Infinity properads are then space-valued
presheaves satisfying a (homotopical) Segal condition (as well as a discreteness
condition for objects). One then builds a new indexing∞-category (Definition 3.2.10)
of V-decorated graphs and then V-enriched infinity properads are a subclass of Segal
1See also [Dun06, p.80].
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presheaves on this new ∞-category (Definition 3.2.18, Definition 6.2.7). When V is
just spaces, this recovers the usual unenriched notion of infinity properads.
The present paper concentrates on two major questions in the theory:
(1) Given a V-enriched infinity properad P , what should be meant by the
∞-category of algebras of P? We address this question by showing that
the ∞-category of V-enriched infinity properads, PrpdV∞, is tensored over
∞-categories (Theorem 4.2.2 and Proposition 6.2.12), so by adjunction
one can produce the desired ∞-category of algebras (Corollary 4.2.8 and
Corollary 6.2.13).
(2) Suppose V is a symmetric monoidal ∞-category associated to a symmetric
monoidal model category and suppose P is a V-enriched infinity properad,
is it possible to rectify it to a strict properad enriched in V? We explain why
we expect the answer to this question to be negative in general (even when
V is spaces, see Theorem 7.2.5), but give an affirmative answer in certain
special cases such as chain complexes (Theorem 7.2.10) and symmetric
spectra (Remark 7.2.11). We also give an affirmative answer in related
situations, such as for dioperads (i.e., symmetric polycategories) and for
output properads. In particular, we expect that Conjecture 4.14 of [HR18],
which occurs in the setting of model categories, is false as stated, but that
analogues will be true for both dioperads and for output properads.
The two preceding questions each require us to approach enriched infinity proper-
ads using a different base indexing category of graphs. For the second question, it is
most appropriate to use the properadic graphical category from [HRY15], which was
further developed in [Koc16] and [HRY18]. This is a category of directed graphs with
loose ends which are acyclic as directed graphs and connected as undirected graphs.
In [HRY15] it was shown that Segal set-valued presheaves on this category are pre-
cisely the ordinary properads. In this paper we give a new, conceptual presentation
of morphisms of this category as certain homomorphisms on the partially-ordered
set of subgraphs. The new description of the properadic graphical category then
reveals its tight connection to the operads governing properads which is in turn
essential for our rectification procedure.
The first question requires a different approach. Namely, we introduce a new
category of directed level graphs, which admits a cartesian fibration to the simplex
category. This extra structure allows for an alternative description of the Segal
condition. This enhanced relationship between the level graph category and the
simplex category induces a relationship between infinity properads and infinity
categories. Of course level graphs also played a prominent role in [Val07]. Indeed,
the ‘vertical’ structure of our level graph category is already visible in the simplicial
bar construction (see the second remark [Val07, p.4920]), though we will need the
full structure below.
In each instance, we have utilized a graph category especially suited to the task
at hand. In the first question, we used the level graph category which bears a close
relationship with the simplex category, while in the second we used the directed
graph category which is closely related to operads for properads. A third question
arises, which is whether we are really talking about the same kind of enriched infinity
properads in both instances. This is indeed the case (Corollary 5.1.6), though the
proof is rather involved (§5.2).
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In the second question above, we alluded to there being related developments
for infinity dioperads and output (or input) properads. For the most part, these
developments are entirely parallel to the case of properads, and simply amount to
restricting to full subcategories of various graph categories.
Dioperads are like properads, in that operations can have many inputs and
outputs, but are also like operads, in that the only compositions we have connect
one output with one input. The name ‘dioperad’ first appeared in work of Gan
[Gan03], again in the context of Koszul duality theory, but the many-colored version
‘polycategory’ had appeared earlier (see [Sza75] for the non-symmetric version and
[Hyl02, §5.1] or [Gar08] for the symmetric version). To treat this case we will restrict
all of our graph categories to the full subcategory whose objects are graphs which,
as topological spaces, have trivial fundamental groups.
Output properads are those properads having the property that if f : a1, . . . , an →
b1, . . . , bp is an operation, then p is positive. For input properads one instead
requires that n is positive. Many interesting properads are, in fact, output (or input)
properads. For instance, there are several homological conformal field theories for
string topology [CM12, CG04, God, HL15], all of which require at least some type
of positive boundary condition (or even noncompactness condition). In the closed
part of the theory of [God], this amounts to the structure of an algebra over the
output properad given by the homology of the moduli spaces of connected Riemann
surfaces with at least one outgoing boundary (see §1 of [Tam09]). It is not possible
to relax this condition in string topology situations, that is, to consider a full hcft
with both units and counits as the value on a circle would be finite-dimensional,
while the (co)homology of a free loop space is usually infinite dimensional (see §1.5
of [HL15] for further details). Further examples of this phenomenon abound, e.g.
the topological conformal field theories of [Cos07, §1.1] have a similar restriction.
Though the development of the theory of enriched infinity properads, dioperads
and output/input properads follow the same path, we do not have the same recti-
fication theorems in the first case. The main difference is that properads, unlike
dioperads or output properads, are not modeled by a Σ-cofibrant operad. At the
very least, this means that one does not have access to standard tools (such as
[BM03, Theorem 4.4], which even provides a Quillen equivalence of model cate-
gories) for rectifying homotopy properads. We prove slightly more in Theorem 7.2.5,
showing that when working over simplicial sets and for a specific model of homotopy
properads, that the standard comparison adjunction between strict properads and
homotopy properads is not a Quillen equivalence.
We should compare the preceding paragraph to the classical setting of the operads
Ass and Com in topological spaces: the former is Σ-free while the latter is not.
Connected A∞-spaces can be rectified to topological monoids (see [BV73, May72,
Sta63]), whereas it can be shown by vanishing of k-invariants or Dyer–Lashof
operations for commutative topological monoids that it is not possible to rectify
all E∞-spaces to commutative monoids (see, e.g., [BV73, p.203]). By analogy, our
interpretation of the non-rectification result is that infinity properads are more free
than strict properads, and are the correct notion for homotopy theory.
Remark 1.0.1. The homotopical setting for this paper is that of∞-categories, and
we avoid Quillen model categories until the very end (§7.2). This added flexibility
is important when studying enriched properads and their algebras, and much of
what we do has no obvious counterpart in the realm of model categories and Quillen
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functors. Let us point to two concrete situations where it is clear that the rigidity
of model categories and Quillen functors would be an impediment.
• Let p be a prime number and let Chk be the category of chain complexes over
the field k with p elements. As was observed in [BM03, 3.3.3], it is not possible
to have a model structure on (unreduced, monochrome) operads in Chk so the
forgetful functor to symmetric sequences simultaneously creates weak equivalences
and is a right Quillen functor. The key step in this argument is that in positive
characteristic the free graded commutative algebra functor from chain complexes
to the category of CDGAs can take an acyclic chain complex to a CDGA with
nontrivial homology. A similar consideration applies in the case of properads;
related concerns for props manifest in [Fre10, 4.10].
• If P is a (monochrome) properad in a symmetric monoidal category V, then
the forgetful functor from P -algebras to V often does not have a left adjoint.
In particular, when V is a monoidal model category, we cannot expect to have
a model structure on P -algebras so that the forgetful functor is right Quillen,
since this functor is not even a right adjoint for many choices of V and P (and
similarly for left adjoints). To have the desired model structure, there seem to be
substantial restrictions on at least one of V or P , such as requiring that P be an
operad [BM03], or that V be cartesian [JY09, Theorem 1.4].
1.1. Notation and conventions. We write ∆ for the usual simplicial indexing
category and [n], n ≥ 0, for its objects. The category of simplicial sets will be
denoted by sSet, and the category of small categories by Cat.
The category of all small properads and properad maps will be denoted by
Prpd(Set). Objects are unenriched properads, that is properads with sets of mor-
phisms a1, . . . , an → b1, . . . , bp. We won’t give a formal definition here as it is
somewhat involved (see §6.1 [Dun06] or Definition 11.25 or Definition 11.27 of
[YJ15]), but one will appear much later in this paper as well, in Definition 7.1.4
(the operad governing S-colored properads) and Definition 7.2.6 (the category of all
properads).
We let Fin and Fin∗ denote the category of finite sets and pointed finite sets,
respectively. An object in Fin∗ is denoted by A+ = Aq {∗} where A ∈ Fin and ∗ is
the base point. We write F for a skeleton of the category Fin, spanned by objects
n := {1, . . . , n}. Similarly, we write F∗ for a skeleton of the category Fin∗, spanned
by 〈n〉 := {1, . . . , n} q {∗}. We will often implicitly identify an object K+ ∈ Fin
such that |K| = n with 〈n〉 ∈ F∗.
This paper is mostly written ∞-categorically, that is, using the quasicategorical
formalism for (∞, 1)-categories presented in [Lur09]. We will regard 1-categories
as special ∞-categories and all categorical constructions such as taking (co)limits
should be interpreted in the ∞-categorical setting.
We write S for the∞-category of spaces (or∞-groupoids) and, for an∞-category
C, we write P(C) for the ∞-category Fun(Cop,S) of presheaves of spaces on C. We
will use Cat∞ to denote the ∞-category of ∞-categories.
Given a functor f : C → D between ∞-categories and an object d ∈ D. We let
Cd/ denote the pullback C ×D Dd/ whose objects are pairs (c, α) where c ∈ C and
α : d → f(c). For such an object we will often write c and leave f implicit. We
define C/d analogously.
In this paper, U will always refer to a small symmetric monoidal ∞-category,
while V and W will denote arbitrary symmetric monoidal ∞-categories. That said,
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often V will denote a presentably symmetric monoidal ∞-category, (i.e., V is a
presentable ∞-category and the tensor product preserves colimits in each variable).
The results generally remain true for large symmetric monoidal ∞-categories by
passage to a larger universe as in [CH20, Remark 3.5.9] and [GH15, Theorem 5.6.6],
but we will not comment further on that here.
1.2. Outline. Section 2 is devoted to several categories of directed graphs without
(directed) cycles. Key among these is the new category L of level graphs, introduced
in §2.1. In §2.2, we give a new, conceptual presentation of the properadic graphical
category from [HRY15]; for narrative purposes, a proof of the relevant equivalence is
postponed until Appendix A. We also introduce a functor from the full subcategory
Lc of L on the connected graphs to the properadic graphical category in §2.3, which
plays a key role in later comparison results. Several other graph categories appear in
§2 as subcategories of the main two, which are useful for studying structures related
to properads (trees and forests are for operads, directed graphs without undirected
cycles are for dioperads, and so on).
In Section 3, we introduce the algebraic version of V-enriched ∞-properads and
give the first results. Section 4 restricts attention to categories of level graphs, shows
how to tensor by Segal simplicial spaces, and introduces categories of algebras. At
this point, we have two competing notions of V-enriched ∞-properads, one based
on L and the other based on G. We show in Section 5 that these two approaches
coincide.
We leave the algebraic world behind in Section 6, where we introduce a com-
pleteness condition for enriched ∞-properads. Finally, in Section 7 we compare our
notion of enriched ∞-properads to enriched ordinary properads.
1.3. Further directions. The goal of this paper is to build a foundational frame-
work for enriched ∞-properads and their algebras. We now propose several interest-
ing areas of exploration based on the machinery developed here:
• Enriched ∞-properads as monoids: First of all, one should be able to describe
enriched ∞-properads as monoids in bicollections in a similar way as Vallette first
introduced properads in [Val07]. More precisely, the goal would be to construct
a Day convolution double ∞-category L˜V by using the double ∞-categorical
structure of LV (Remark 3.2.11) introduced in Definition 3.2.10. This naturally
generalizes the constructions given by [Hau] for the ∞-operadic setting. The
universal property of L˜V should then show that the ∞-category of monoids in L˜V
is equivalent to the ∞-category SegLop,V (S) of Segal objects and by restricting to
the ∞-category PrpdV∞ of V-enriched ∞-properads viewed as a full subcategory
of SegLop,V (S) we obtain the desired description of enriched ∞-properads as
monoids.
One of the reasons for introducing LV in this paper is the fact that in contrast
to other∞-categories governing enriched∞-properads such as GV the∞-category
LV admits a natural double ∞-categorical structure which is essential for the
construction of L˜V mentioned above.
• Algebras as modules: As a first application of the previous item, for any enriched
∞-properad P we wish to describe P -algebras as certain module in bicollections.
This would improve on the results about algebras from the present paper by
not only proving the existence, but also giving an explicit formula of computing
algebras.
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• Koszul duality or bar-cobar construction: Built on the description of enriched
∞-properads as monoids in bicollections Lurie’s theory of Koszul duality for
associative algebras [Lur, §5.2] then gives a adjunction between enriched ∞-
properads and enriched ∞-coproperads which are coassociative coalgebras in
bicollections. We expect that this approach generalizes the bar-cobar construction
in the setting of ordinary properads and by restricting our general construction
we should then obtain the Koszul duality for enriched ∞-operads with the most
interesting case being the enrichment over spectra. As was observed by Ching and
Harper [Chi12, CH19], the coalgebraic structures in spectra are difficult to work
with using model categorical methods, enticing one to work in the ∞-categorical
setting and to study Koszul duality occurring for any stable symmetric monoidal
∞-categories instead of spectra. In [FG12] Francis and Gaitsgory have used the
expected properties of enriched ∞-operads to obtain Koszul duality equivalences
under certain finiteness hypotheses and also conjectured how this should generalize.
It would be interesting to compare our ∞-categorical construction with the
approach suggested by Francis–Gaitsgory.
• Tensor product for ∞-properads: In Section 4, we use the level graph structure
of object in LV to define the tensor product of enriched ∞-properads with ∞-
categories. Replacing LV with L, one can extend the construction from §4 to give
a tensor product of unenriched ∞-properads generalizing the tensor product on
strict properads from [HRY15, §4.2] and the Boardman–Vogt tensor product of
(∞-)operads. Although there is no known tensor product of V-enriched∞-operads
unless V is cartesian, we expect that in presence of a cartesian symmetric monoidal
∞-category V a natural generalization of our construction of the tensor product
in Section 4 then gives a closed symmetric monoidal structure on the ∞-category
of V-enriched ∞-properads.
• Simplicial localization of P -algebras: Let P be a properad in the category of chain
complexes in characteristic zero. As mentioned in Remark 1.0.1, we do not expect
the category of P -algebras to have a meaningful Quillen model structure as the
ground category is not cartesian. Nonetheless, one can consider the category
of P -algebras as a relative category, where the weak equivalences are the quasi-
isomorphisms. At this stage, one can use Dwyer–Kan simplicial localization (as
in [DK80]) to obtain an ∞-category (see [BK12, 6.10]); it would be interesting
to see how this compares with the construction of algebras from the present
paper. Homotopy-invariance properties of this construction were proved by Yalin
in [Yal14] (for props, rather than properads), a remarkable result given the lack
of a suitable model structure on P -algebras. As our construction of algebras is
manifestly homotopy-invariant, it is to be expected that any comparison would
be closely related to Yalin’s theorem.
Acknowledgments. The authors give warm thanks to Michael Batanin, Rune
Haugseng, Joachim Kock, Steve Lack, Dmitri Pavlov, Marcy Robertson, David
White, and Donald Yau for valuable discussions related to this paper.
2. Categories of directed graphs
In this paper, we are concerned with (finite) graphs which are directed, have loose
ends, and are acyclic. Each graph (with loose ends) G is given by two sets E(G)
and V(G) together with incidence data. Namely, each vertex v ∈ V(G) should come
equipped with two subsets in(v) and out(v) of E(G) (so that no edge is the input or
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output of two different vertices), but a given edge need not be an input (or output)
for any vertex of the graph. This last bit is what gives the distinction of ‘loose ends.’
Let us give a convenient, short formalism for graphs having the first two properties,
which we learned from [Koc16, 1.1.1].
Definition 2.0.1. Let G denote the category
e i
o v.
p
s
t
q
A graph G is a functor G → Fin which sends s and t to monomorphisms, that is, a
diagram of finite sets of the form
E
s←↩ I p→ V q← O t↪→ E.
• The image of e, denoted by E or E(G), is the set of edges.
• The image v, denoted by V or V(G), is the set of vertices.
• If v ∈ V, we write in(v) = p−1(v) and out(v) = q−1(v).
• We write in(G) = E \ t(O) and out(G) = E \ s(I).
We will typically regard I ∼= ∐v∈V in(v) and O ∼= ∐v∈V out(v) as actual subsets
of E. Thus the set E admits two decompositions
E = in(G)q
∐
v∈V
out(v) E = out(G)q
∐
v∈V
in(v).
A na¨ıve morphism of graphs is simply a natural transformation of functors. In
[Koc16, 1.1.7] these were called morphism of graphs and defined a full subcategory
Gr+ ⊆ Fun(G ,Fin). We won’t have too much use for na¨ıve morphisms as such
in the present work (the one exception being as an alternative characterization of
‘structured subgraph,’ in Definition 2.2.2 – see the proof of Lemma 2.3.1) but they
are useful in discussing the concepts of connectedness and acyclicity, as in [Koc16,
§1.2].
Remark 2.0.2. There are other possible definitions of directed graph with loose
ends, and also of basic notions like connectedness and acyclicity. For instance, in
[HRY15, §2.1.2] the definition of ‘generalized graph’ is given; this formalism was
extensively developed in [YJ15]. This Yau–Johnson formalism for directed graphs
is nearly equivalent to the one from Definition 2.0.1, the only exception being
that in that formalism graphs are allowed to have components that are vertex-free
loops. Since we will only be interested in acyclic directed graphs in what follows,
this difference would not appear anyway. The equivalence of these approaches can
be chained together from [Koc16, 1.1.12], [BB17, Proposition 15.2], and [BB17,
Proposition 15.6], noting that the directionality is preserved across all of these
bijections.
Definition 2.0.3 (E´tale map). A na¨ıve morphism of graphs G→ H is called e´tale
if the middle two squares in the commutative diagram
E(G) I(G) V(G) O(G) E(G)
E(H) I(H) V(H) O(H) E(H)
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are pullbacks. We write Kint for the category whose objects are isomorphism classes
of graphs which are both connected and acyclic, and whose morphisms are the e´tale
maps.
The category Kint was called Gr in [Koc16]. Kock also had a larger category of
graphs G˜r whose morphisms are more complicated; this category is equivalent to K
from the following definition.
Definition 2.0.4. Given a connected, acyclic graph G which is equipped with a
total ordering on each of the sets in(v) and out(v), an associated E(G)-colored
properad is defined in [HRY15, Definition 5.7]. For each object in Kint, make a
choice of representative of the isomorphism class and a choice of total ordering on
all of the sets in(v) and out(v). Let K denote the full subcategory of the category
of colored properads (in Set, see [HRY15, Definition 3.5]) spanned by the objects of
Kint, considered as colored properads.
2.1. Level graphs. A level graph is a graph whose vertices and edges are arranged
in several distinct layers, so that each edge in a middle layer connects vertices in the
adjacent layers. More precisely, we have the following, which we will later package
as Definition 2.1.8.
Preliminary Definition 2.1.1. A level graph of height n is a directed graph G
together with an assignment of an integer in [0, n] = {0, 1, . . . , n} to each edge and
an assignment of a number in [1, n] = {1, . . . , n} to each vertex. The functions
hE : E(G)→ [0, n] and hV : V(G)→ [1, n] should satisfy
hE(e) =

0 if e ∈ in(G),
n if e ∈ out(G),
hV (v)− 1 if e ∈ in(v), and
hV (v) if e ∈ out(v).
See Figure 1 for an example for a level graph of height 4. In general, the extremal
layers will be edge layers, whose edges are connected to vertices only at one side,
allowing us to glue graphs together. We want to think of the vertices as ‘functions’
or ‘processes’ and the edges as ‘inputs’ or ‘outputs’ of these, and gluing corresponds
to composition of total functions.
Notice that any directed graph which admits this extra structure is automatically
acyclic, i.e., wheel-free. On the other hand, there are acyclic graphs that do not
admit any level structure, for instance, the graph in Example 2.2.3 below.
Remark 2.1.2. Suppose G is a level graph of height n and suppose there exists an
edge e ∈ E which is not attached to any vertex in G. Then the decompositions E =
in(G)q∐v∈V out(v) and E = out(G)q∐v∈V in(v) imply that e ∈ in(G)∩ out(G),
and the condition on hE implies that 0 = hE(e) = n. Hence, the underlying graph
of a level graph containing a loose edge is of height zero, that is, is a finite collection
of loose edges.
Example 2.1.3 (Elementary level graphs). The following level graphs will be called
elementary :
• If p, q ≥ 0, the level graph cp,q has height 1, p edges in level 0, q edges in
level 1, and a single vertex. We call such a level graph a corolla and we
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Figure 1. A level graph of height 4
write c for it if we do not want to emphasize the numbers of input and
output edges.
• The level graph e which has height 0 (hence no vertices) and a single edge.
Remark 2.1.4. If G is a connected graph with in(G) 6= ∅ 6= out(G), then G is a
level graph in at most one way. In particular, the height of G is uniquely determined.
This is not the case when either in(G) or out(G) is empty. For example, consider
the graph G with a single vertex and no edges. If n ≥ 1, then each of the n functions
hV : ∗ ' V(G)→ [1, n] exhibits G as a level graph of height n. Conversely, if G is a
connected level graph of height n that admits no other level graph structures, then
both in(G) and out(G) are nonempty sets.
In the following we want to give an equivalent definition using certain category
L n0 (Definition 2.1.6) to the category of finite sets. This will allow us to compare
(connected) level graphs with objects in the Hackney–Robertson–Yau category Γ
(Theorem A.1 and Corollary 2.3.3). For this purpose we introduce the following
definitions.
Definition 2.1.5 (Twisted arrow category). If C is a category, then the twisted
arrow category Tw(C) has as objects the morphisms of C, and morphisms f → f ′ in
Tw(C) are given by commutative squares of the form
• •
• •
f f ′
in C. Let  : ∆ → ∆ denote the functor [n] 7→ [n]op ? [n]. Then the twisted
arrow category is the restriction (to Cat) of the functor ∗ : sSet→ sSet given by
precomposition with .
Let n ≥ 0 and consider the twisted arrow category Tw(∆n). This category is, in
fact, a partially-ordered set, and we will give it the alternative name L n ∼= Tw(∆n)
when we have identified the morphism i → j of ∆n with the pair (i, j). In other
words, objects of L n are pairs (i, j) with 0 ≤ i ≤ j ≤ n and there is a unique
morphism (i, j) → (i′, j′) exactly when i′ ≤ i and j ≤ j′. As an example, here is
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the category L 3.
0, 0 1, 1 2, 2 3, 3
0, 1 1, 2 2, 3
0, 2 1, 3
0, 3
Notice that every square in L n is both a pushout and a pullback. The opposite
category of Definition 2.1.6(2) appears as [Hau, Definition 2.2.7].
Definition 2.1.6. Let n ≥ 0.
(1) The category L n has objects pairs (i, j) with 0 ≤ i ≤ j ≤ n and a unique
morphism (i, j)→ (i′, j′) exactly when 0 ≤ i′ ≤ i ≤ j ≤ j′ ≤ n.
(2) Let L n0 denote the full subcategory of L
n spanned by the objects (i, j)
where j − i ≤ 1.
In other words, L n0 is the full subcategory of L
n consisting of all objects of the
form (i, i) and (i, i+ 1), that is,
L n0 =
 0, 0 1, 1 · · · n−1, n−1 n, n
0, 1 · · · n−1, n
 .
Notation 2.1.7. If G : L n → Fin is a functor, we denote its value at an object
(i, j) ∈ L n by Gi,j , and similarly for functors from L n0 .
Definition 2.1.8. A level graph of height n is a functor G : L n0 → Fin.
Note that natural transformations of functors correspond to na¨ıve morphisms of
graphs. We will cut out a more appropriate class of level-preserving morphisms of
height n level graphs in Definition 2.1.16.
Lemma 2.1.9. Preliminary Definition 2.1.1 is equivalent to Definition 2.1.8.
Proof. Given a functor G : L n0 → Fin, the correspondence is realized by h−1E (i) =
Gi,i for 0 ≤ i ≤ n and h−1V (i) = Gi−1,i for 1 ≤ i ≤ n. That is, the underlying
directed graph (as in Definition 2.0.1) is given by
n∐
i=0
Gi,i
s←↩
n−1∐
i=0
Gi,i
p→
n∐
i=1
Gi−1,i
q←
n∐
i=1
Gi,i
t
↪→
n∐
i=0
Gi,i
where p restricts to Gi,i → Gi,i+1 and q restricts to Gi,i → Gi−1,i. 
We instantly see that level graphs of height 1 are just cospans of finite sets.
But cospans assemble into a (weak) double category, as in [GP17, §5], which we
could use as a starting point to define a category L of level graphs. We take an
alternative approach, noting that a functor L n0 → Fin is essentially the same thing
as a pushout-preserving functor L n → Fin. This observation is fruitful, as there is
a faithful functor ∆→ Cat sending [n] to L n (since Tw from Definition 2.1.5 is a
functor), but no such functor which sends [n] to L n0 .
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Definition 2.1.10. We say a functor L n → C is special if it is a left Kan extension
of its restriction to L n0 . We write M˜ : ∆
op → Cat for the functor which takes [n]
to the full subcategory M˜n of Fun(L n,Fin) spanned by the special functors.
Since every functor L n0 → Fin admits a left Kan extension L n → Fin, we see
that M˜n contains all of the level graphs of height n. Notice that a functor L n
is special if and only if it is pushout-preserving; this is equivalent to saying that
every square in L n is sent to a pushout. Given any α : [n] → [m], the functor
L α : L n → Lm is automatically pushout-preserving since every square in both
categories is a pushout square.
Remark 2.1.11. If F : L n → Fin is a special functor, then Fi,j is a quotient of(
j∐
k=i
Fk,k
)
q
(
j−1∐
k=i
Fk,k+1
)
.
One can see this via induction on j − i. The base cases don’t utilize the assumption
at all: for j − i = 0 the statement is clear. For j − i = 1, elements of Fi,i and
Fj,j = Fi+1,i+1 are identified with their images in Fi,i+1 = Fi,j . For higher values,
we have that Fi,j is a pushout of Fi,j−1 ← Fi+1,j−1 → Fi+1,j , so the result follows.
Lemma 2.1.12. Suppose that F : L n → Fin is a special functor and let H be the
directed graph associated to F |Ln0 as in Lemma 2.1.9. The graph H is connected if
and only if F0,n is a one-element set.
Proof. If F0,n = A1 q A2, then F = F 1 q F 2 where F ki,j = (Fi,j → F0,n)−1(Ak) ⊆
Fi,j for k = 1, 2. Each F
k is a left Kan extension of F k|Ln0 ; further, if Ak 6=
∅, then F k|Ln0 is not the trivial functor (which sends each objects to ∅) by
Remark 2.1.11. Thus if A1 and A2 are both nonempty, we get a nontrivial coproduct
decomposition F |Ln0 = F 1|Ln0 q F 2|Ln0 . The correspondence from Lemma 2.1.9
preserves coproducts, which tells us that H is not connected.
In the other direction, suppose that H is not connected. As the correspondence
preserves coproducts, we obtain a nontrivial decomposition F |Ln0 = G1qG2. Letting
F k be a left Kan extension of Gk (k = 1, 2), we then have F ∼= F 1 q F 2. As each
Gk is nonempty, so is F k0,n by Remark 2.1.11. Thus we have F0,n
∼= F 10,n qF 20,n as a
decomposition into disjoint nonempty sets. 
We now endeavor (in Remark 2.1.15) to isolate and generalize the construction
from the proof of this lemma.
Definition 2.1.13 (Level subgraphs). Suppose that F : L n → Fin is a special
functor. Elements of Fi,j will be called (i, j)-level subgraphs of the level graph F |Ln0 .
Figure 2 provides a graphical representation of this concept, where each element
of the set Fi,j is depicted as a connected level graph.
Definition 2.1.14. If 0 ≤ i ≤ j ≤ n, write L ni,j for the full subcategory consisting
of those objects (k, `) so that i ≤ k ≤ ` ≤ j. In other words, if α : [j − i] → [n] is
given by α(t) = t+ i, then L ni,j is the image of the functor L
α : L j−i → L n.
Remark 2.1.15. Each (i, j)-level subgraph of G determines a connected, height
(j− i)-level graph. Specifically, given a special functor F : L n → Fin and an element
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Figure 2. Special functor associated to a level graph of height four.
x ∈ Fi,j , define for i ≤ k ≤ ` ≤ j a set F˜k,` as the pullback
F˜k,` Fk,`
{x} Fi,j .
This determines a functor K : L j−i
∼=→ L ni,j → Fin (see Definition 2.1.14) by Ka,b =
F˜a+i,b+i. The functor K is special because the pullback functor Fin/Fi,j → Fin/{x}
preserves colimits. The underlying level graph K|L j−i0 is connected by Lemma 2.1.12
since K0,j−i = F˜i,j ∼= {x}.
We now give a crucial definition of this section, which is inspired by the Φ-
sequences of [Bar18] (though we are not actually considering a category of Φ-
sequences; see Remark 2.1.36 below). It will tell us that any morphism of level
graphs which fixes levels is a monomorphism on edge and vertex sets (1), and
preserves sets of edges incident to a given vertex (2).
Definition 2.1.16. Define a functor M : ∆op → Cat by declaring that Mn is the
wide subcategory of M˜n containing those morphisms F → F ′ which satisfy the
following two properties:
(1) For every i ≤ j, the map Fi,j → F ′i,j is a monomorphism in Fin.
(2) For every 0 ≤ k ≤ i ≤ j ≤ ` ≤ n, the naturality square
Fi,j F
′
i,j
Fk,` F
′
k,`
is cartesian in Fin.
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Definition 2.1.17 (Category of level graphs). Let E →∆ denote the Grothendieck
fibration associated to the functor M . We write L → ∆ for the Grothendieck
fibration2 obtained by choosing a skeleton L of E . We call L the category of level
graphs. Write Ln for the fiber over [n] ∈∆.
Remark 2.1.18. It follows from the previous definition that L→∆ is associated
to a categorical object in Cat, i.e. Ln ' L1×L0 . . .×L0 L1. In other words, it induces
a double categorical structure.
Notation 2.1.19. For each height n level graph G, there is a unique special functor
F : L n → Fin which is an object of Ln so that F |Ln0 is isomorphic to G. Further,
every object of L arises in this way. We therefore simplify matters and identify every
level graph with its corresponding object in L, and call objects in L level graphs as
well. Henceforth, we generally use G to denote a special functor L n → Fin since it
is essentially the same thing as the level graph G|Ln0 .
Let us unravel Definition 2.1.17 explicitly. Suppose that G and H are two level
graphs, of height n and m respectively. Then a morphism from G to H consists of
two pieces of data:
• A map α : [n]→ [m] in ∆ and
• A natural transformation
L n Lm
Fin
Lα
G
η
H
from G to H ◦L α.
These should satisfy the following two conditions:
(1) For 0 ≤ i ≤ j ≤ n, the map ηi,j : Gi,j → Hα(i),α(j) is a monomorphism.
(2) For every 0 ≤ k ≤ i ≤ j ≤ ` ≤ n, the naturality square
Gi,j Hα(i),α(j)
Gk,` Hα(k),α(`)
ηi,j
ηk,`
is a pullback.
Given a 1-category C, a factorization system (or orthogonal factorization system)
consists of a pair of subcategories (CL, CR), each containing all isomorphisms of C,
so that each morphism f admits a factorization f = r ◦ ` where r ∈ CR and ` ∈ CL,
and this factorization is unique up to unique isomorphism (cf., [AHS06, Proposition
14.7]). This notion is subsumed by Definition 3.1.1 in the ∞-categorical context.
Example 2.1.20. The category Fin∗ of finite pointed sets coincides with the
opposite category of Segal’s category Γ introduced in [Seg74, Definition 1.1]. In
particular, a map f : A+ → B+ in Fin∗ can be identified with a partial map from A
to B. The category Fin∗ has an inert-active factorization system (see, for instance,
[Lur, Remark 2.1.2.2]), where a map f : A+ → B+ is inert if |f−1(b)| = 1 for every
b ∈ B, and active if f−1(∗) = {∗}. This factorization system restricts to one on the
skeleton, F∗, of Fin∗.
2Since ∆ is a skeletal category, the composite L→ E →∆ is again a Grothendieck fibration.
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Example 2.1.21. Let α : [m]→ [n] be a morphism in ∆. We call it active if it is
boundary preserving, i.e. α(0) = 0 and α(m) = n, and inert if there is a constant
cα so that α(t) = cα + t for all t. It is standard that this constitutes an active-inert
factorization system on ∆.
Definition 2.1.22. Let (α, η) : G→ H be a morphism in L where α : [m]→ [n].
• The map is called inert if α is inert in ∆.
• The map is called active if α is active in ∆ and ηi,j : Gi,j → Hα(i),α(j) is
an isomorphism for every 0 ≤ i ≤ j ≤ m.
We have the following three subcategories of L:
• Write Lint for the wide subcategory of L consisting of the inert maps.
• Write Lel for the full subcategory of Lint spanned by the elementary graphs
from Example 2.1.3.
• Write Lact for the wide subcategory of L containing only active morphisms.
Remark 2.1.23. Inert maps are, in particular, monomorphisms. Suppose (α, η) : G→
H is an inert map in L. As α is inert, it is of the form α(i) = i + t. By Defini-
tion 2.1.16(1), Gi,j → Hα(i),α(j) = Hi+t,j+t is a monomorphism. It follows that
E(G) =
∐
Gi,i →
∐
Hk,k = E(H) and
V(G) =
∐
Gi−1,i →
∐
Hk−1,k = V(H)
are monomorphisms. Together with Lemma 2.1.9, we see that every inert morphism
in L determines an inclusion of a subgraph.
Remark 2.1.24 (Weaker condition for active maps). To show that a map as in
Definition 2.1.22 is active, it is enough that α be active and η0,m : G0,m → H0,n be
a bijection. Indeed, for every 0 ≤ i ≤ j ≤ m, the diagram
Gi,j Hα(i),α(j)
G0,m Hα(0),α(m)
ηi,j
η0,m
∼=
is a pullback by (2) of Definition 2.1.16, which implies that ηi,j is an isomorphism.
Lemma 2.1.25. The pair of subcategories (Lact,Lint) constitute an orthogonal
factorization system on L.
Proof. Let us construct a factorization of a morphism (α, η) : (n,G)→ (m,H) in L.
For 0 ≤ i ≤ j ≤ α(n)− α(0) = p, let Ki,j be the pullback
Ki,j Hi+α(0),j+α(0)
G0,n Hα(0),α(n).
η0,n
As in Remark 2.1.15, the functor K : L p → Fin is a special functor. Letting
β : [p]→ [m] be β(i) = i+ α(0) and γ : [n]→ [p] be γ(i) = α(i)− α(0), we have a
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factorization
G K β∗H H
[n] [p] [p] [m]
γ id β
lying above the usual active-inert factorization in ∆. The morphism (γ, ε) : G→ K
is defined via the diagram
Gi,j
Kγ(i),γ(j) Hα(i),α(j)
G0,n Hα(0),α(n);
εi,j
ηi,j
since both the inner and outer squares are pullbacks, εi,j is a bijection. It follows
that (γ, ε) is active. The map K → H is inert since β is.
Suppose we have some other factorization
G K ′ H
(γ′,ε′) (β′,µ′)
into an active map followed by an inert map. By uniqueness of factorizations in
∆, we know that γ′ = γ and β′ = β. Since γ is active, for each 0 ≤ i ≤ j ≤ p,
there exists 0 ≤ k ≤ ` ≤ n with 0 ≤ γ(k) ≤ i ≤ j ≤ γ(j) ≤ p. Since (γ, ε′) is active,
we know that ε′k,` : Gk,` → K ′γ(k),γ(`) is a bijection, hence we have an isomorphism
ε′k,`ε
−1
k,` : Kγ(k),γ(`)
∼= K ′γ(k),γ(`). If t = β(0), then (2) of Definition 2.1.16 gives that
both squares in
Ki,j Hi+t,j+t K
′
i,j
Kγ(k),γ(`) Hα(k),α(`) K
′
γ(k),γ(`)
∼=
are pullbacks, exhibiting an isomorphism so that the following diagram commutes.
K
G H
K ′
∼=
As inert maps are monomorphisms (Remark 2.1.23), there is at most one such
isomorphism K → K ′ making the right triangle commute. Thus every morphism
in L factors as an active map followed by an inert map, and this factorization is
unique up to unique isomorphism. 
We now want to define a vertex functor VL : L→ Finop∗ which takes every level
graph to the set of its vertices with added base point. Recall that if H is a height
m level graph, then we have a decomposition V(H) =
∐m−1
k=0 Hk,k+1.
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Definition 2.1.26 (The functor L → Finop∗ ). Suppose that G : L n → Fin and
H : Lm → Fin are level graphs and f : G → H is a morphism of L lying over
α : [n]→ [m]. Define
VL(f) : V(H)+ → V(G)+
by specifying that VL(f)(v) = w just when there is a commutative square
∗ Hk,k+1
Gi,i+1 Hα(i),α(i+1),
v
w
f
and otherwise VL(f)(v) = ∗.
In other words, VL(f)(v) = w if v is in the level subgraph associated to f(w) and
VL(f)(v) is the base point otherwise. The following proposition shows that this rule
defines a functor.
Proposition 2.1.27. The function VL(f) from the previous definition is well-
defined. Further, this assignment is compatible with composition.
Proof. First, note that for any k there is at most one i so that
(1) (k, k + 1)→ (α(i), α(i+ 1))
exists in Lm. Suppose that there are i < i′ so that (1) exists. The existence of (1)
for i means that k + 1 ≤ α(i+ 1), while (1) for i′ implies α(i′) ≤ k. But i+ 1 ≤ i′
and so we have k + 1 ≤ α(i+ 1) ≤ α(i′) ≤ k, a contradiction.
If k is such that (1) does not exist for any i, then VL(f) takes every vertex in
Hk,k+1 to the base point. Otherwise, form the pullback
P Hk,k+1
Gi,i+1 Hα(i),α(i+1);
since the bottom map is a monomorphism, so is the top. Hence it gives us a
morphism V(Hk,k+1)+ → V(P )+ which takes every vertex in V(Hk,k+1) that does
not lie in the image of the monomorphism to the base point. Composing with
V(P )+ → V(Gi,i+1)+ ↪→ V(G)+, we attain our desired map VL(f) : V(H)+ → V(G)+.
We now show that VL is a functor. It clearly sends identities to identities.
Consider maps f : G → H and f ′ : H → K (lying over α and β, respectively).
We wish to show that VL(f
′f) = VL(f)VL(f ′). Let S ⊆ V(K) be the preimage of
V(G) under VL(f
′f), and let T ⊆ V(K) be the preimage of V(G) under VL(f)VL(f ′).
Our goal is to show that S = T and that the two functions agree on this subset. To
that end, let x ∈ K`,`+1 and consider the following diagram.
∗ K`,`+1
Hk,k+1 Kβ(k),β(k+1)
Gi,i+1 Hα(i),α(i+1) Kβα(i),βα(i+1)
x
w
u
f ′
f f ′
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It instantly shows that if VL(f
′)(x) = w and VL(f)(w) = u, then VL(f ′f)(x) = u =
VL(f)(VL(f
′)(x)). Hence T ⊆ S, and the two functions agree on T .
To see that VL(f
′f) = VL(f)VL(f ′), it remains to show that S ⊆ T . Suppose
that x ∈ K`,`+1 is such that VL(f ′f)(x) = u ∈ V(G), that is, so that the outer
rectangle exists. Since βα(i) ≤ ` < `+ 1 ≤ βα(i+ 1), there exits a unique k so that
α(i) ≤ k < α(i + 1), β(k) ≤ `, and β(k + 1) > `. It follows that the lower-right
rectangle exists in the diagram; it is a pullback since f ′ is a morphism of L. Thus
the indicated w exists and we have that S ⊆ T . 
Proposition 2.1.28. The functor VL : L→ Finop∗ preserves the active-inert factor-
ization systems.
Proof. If (α, η) : G → H is an active map in L, then α : [n] → [m] is boundary
preserving. Therefore, if a vertex v ∈ V(H) lies in Hk,k+1 for some 0 ≤ k ≤ m, then
by the previous proposition there exists a unique 0 ≤ i ≤ n such that α(i) ≤ k and
k + 1 ≤ α(i+ 1). Since ηi : Gi,i+1 → Hα(i),α(i+1) is an isomorphism, the composite
Hk,k+1 → Hα(i),α(i+1) → Gi,i+1 exists. It induces a map VL(f) : V(H)+ → V(G)+
by the construction of Definition 2.1.26 which takes only the base point to the base
point, hence, VL preserves active morphisms.
Now suppose (α, η) : G → H is inert and v ∈ V(H) lies in Hk,k+1 for some k.
Since α is inert, i.e. an interval inclusion, the construction of VL(f) : V(H)+ → V(G)+
shows that the preimage of every element in V(G) ⊆ V(G)+ has cardinality 1. This
proves that the functor VL also preserves inert maps. 
Notation 2.1.29. We will also write VL for a composite L→ Finop∗ ' Fop∗ .
We now discuss several important subcategories of L. Recall that the any level
graph has an underlying directed graph (see Lemma 2.1.9). See Figure 3 for a
schematic.
Definition 2.1.30 (Other categories of level graphs). We define several full sub-
categories of L, so that the restriction of L→∆ is again a Grothendieck fibration.
• The most important is Lc, which is the full subcategory on the connected
level graphs. By Lemma 2.1.12, these are characterized by the property that
the the associated special functor F : L n → Fin preserves terminal objects.
• The full subcategory Lsc consists of the simply-connected level graphs.
• There is also the larger subcategory L0-type, consisting of possibly discon-
nected graphs where each connected component is simply-connected.
• The full subcategory Lout consists of those level graphs G so that each
vertex has at least one output. That is, the functions Gk,k → Gk−1,k are
surjective.
• The full subcategory Lout,c consists of those level graphs G which are both
connected and so that each vertex has at least one output.
• Likewise there is a subcategory consisting of level graphs G which so that
each Gk,k → Gk,k+1 surjective, and a subcategory of that where additionally
the graphs are connected. By symmetry, all theorems concerning Lout and
Lout,c also hold for these nonempty input versions, so we will not mention
them again.
ON RECTIFICATION AND ENRICHMENT OF INFINITY PROPERADS 19
• There is a subcategory of L consisting of the level forests, which are those
graphs level G so that Gk,k → Gk−1,k is bijective. Following Proposi-
tion 2.1.34 below we identify this category with the category ∆F of Fin-
sequences defined in [Bar18]. Likewise, there is subcategory of level trees,
which are the level forests G so that Gn,n is a point. Again by Propo-
sition 2.1.34 this category is equivalent to the category ∆1F defined in
[CHH18].
• The simplex category ∆ can be identified with a full subcategory of all of
the above. It is spanned by the linear graphs, i.e. those graphs G such that
Gk,k is a point for all k.
Remark 2.1.31 (Simply-connected graphs). Most of the types of level graphs
above are characterized by clear properties of G : L n0 → Fin or of the associated
special functor – certain maps are surjections or bijections, or certain sets like G0,n
or Gn,n are terminal. The exceptions are Lsc and L0-type. Though it is possible
to give a criterion for a level graph G to be in one of these subcategories strictly
in terms of the associated special functor, the only criterion we know is somewhat
unsatisfactory, as it simply reformulates the notion of ‘undirected path’ in the
underlying directed graph. It does not seem worthwhile to do so here, as we have
developed other tools in this paper that do the job just as well. Namely, in §2.3
we define a functor τ : Lc → G which takes a level graph to its underlying directed
graph. The codomain of τ is the properadic graphical category from [HRY15], so we
may use theorems therein. For example, we have the following proposition, which
says that Lsc ⊆ Lc and L0-type ⊆ L are both sieves. We emphasize that there is
no logical circularity here: nothing in §2.2 and §2.3 (including Appendix A and
Appendix B) depends on this result.
Lemma 2.1.32. Suppose that G→ H is a map in L with H ∈ L0-type. Then G is
also an object of L0-type. In particular, if G is connected then G ∈ Lsc.
Proof. Let G′ be an arbitrary connected component of G, and let H ′ be the unique
connected component of H so that the following factorization exists
G′ H ′
G H.
Apply τ from §2.3 to the morphism G′ → H ′ of Lc. By assumption τH ′ is
simply-connected, so [HRY15, Proposition 5.2.8] gives that the graph τG′ is also
simply-connected. Each component of G is simply-connected, hence G ∈ L0-type. 
We will show that several other of these subcategory inclusions are sieves in
Lemma 2.1.37 below.
Lemma 2.1.33. The active-inert factorization system on L restricts to one on
each of the subcategories from Definition 2.1.30.
Proof. Let G→ K → H be the active-inert factorization of a morphism in L, where
G has height m and K has height n. If G is connected, then Lemma 2.1.12 implies
that G0,m ∼= {∗}. By definition of active morphisms we have G0,m ∼−→ K0,n where
n is the height of K, hence, K is connected as well. It follows that the active-inert
factorization system on L restricts to one on Lc.
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L
L0-type Lc Lout
Lsc ∆F Lout,c
∆1F
∆
Figure 3. The lattice of subcategories from Definition 2.1.30
Now suppose that G is connected and H is simply-connected. By the previous
paragraph, we know that K is connected, and by Lemma 2.1.32, K is simply-
connected as well. Thus the active-inert factorization system on Lc further restricts
to one on Lsc.
The remaining cases are proved in a similar manner, with K inheriting properties
from G or H. 
Proposition 2.1.34. There is an equivalence between the full subcategory of L
consisting of the forests and the category ∆F defined in [Bar18].
Proof. It follows from [Lur09, Proposition 4.3.2.15] or classical results about Kan
extension that M˜n ' Fun(L n0 ,Fin) for every n ≥ 0 (see Definition 2.1.10). This
equivalence shows that the full subcategory in M˜n spanned by forests can be
identified with Fun([n],Fin). The two conditions in Definition 2.1.16 implies that
Mn is equivalent to the subcategory of Fin-sequences in Fun([n],Fin) in the sense
of [Bar18, Definition 2.4]. Hence, we have an equivalence of the corresponding
cartesian fibrations, which implies the result. 
Remark 2.1.35. In [Bar18], Barwick uses the full subcategory ∆F of L to construct
‘complete Segal operads’ and proves that they are equivalent to Lurie’s ∞-operads.
In [CHH18] the authors further show that Barwick’s approach to ∞-operads is
equivalent to dendroidal Segal spaces, which are in turn equivalent to simplicial
operads by [CM13].
Remark 2.1.36. In contrast to the level forest situation, the category L does not
arise from an operator category Φ in the sense of [Bar18, Definition 1.2]. Indeed, if
L was the category of of Φ-sequences ([Bar18, Definition 2.4]) for some operator
category Φ, then
• height 0 level graphs would correspond to functors [0]→ Φ, and
• height 1 level graphs would correspond to functors [1]→ Φ.
It would then follow that the objects of Φ are finite sets and the the morphisms
of Φ are cospans of finite sets. In particular, each hom(X,Y ) is infinite, so neither
(1.2.1) nor (1.2.3) from [Bar18] is satisfied.
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Lemma 2.1.37. Suppose that A ⊆ B is one of the fully-faithful inclusions appearing
in the following diagram
∆ ∆1F Lout,c ∆F Lout
Lsc Lc L0-type L
including the two red dashed maps.
(1) If f : G→ H is a morphism in B and H ∈ A, then G ∈ A.
Now suppose that A ⊆ B is one of the solid black arrows.
(2) If G ∈ B is such that for each corolla c of B and each inert map c→ G, we
have that c ∈ A, then G ∈ A.
Proof. Item (1) for the two red dashed maps is exactly the content of Lemma 2.1.32.
We thus concentrate on the cases where A ⊆ B is one of the solid black arrows. In
each case, we can characterize objects F in A among those in B by the following
conditions on the functions comprising F : L n0 → Fin
∆ ∆1F Lout,c
Lsc Lc
Fk,k∼=Fk+1,k Fk,k∼=Fk−1,k
Fk,k∼=Fk−1,k Fk,kFk−1,k
and likewise for the other solid black arrow maps. As bijections and surjections
are preserved by pushouts, we get extended conditions when working with special
functors F : L n → Fin. For example, a special functor F : L n → Fin with F0,n = ∗
(that is, a connected graph) is in Lout,c if and only if Fk,` → Fk−1,` is a surjection
whenever 0 < k ≤ ` ≤ n. It follows that if H ∈ Lout,c and G→ H is a morphism,
then we have a pullback square
Gi,i Hα(i),α(i)
Gi−1,i Hα(i−1),α(i)
y
which implies G ∈ Lout,c as well. The other six black arrow cases of (1) follow
similarly.
For (2) again consider the case Lout,c → Lc, as the others are similar. Fixing k,
for each x ∈ Gk−1,k there is a corresponding inert map cx → G, which assembles
into an inert map
∐
x cx → G in L. This map is a bijection on the level k− 1 and k
edges and the level k vertices, and we see that Gk,k → Gk−1,k is surjective if and
only if each cx is in Lout,c. 
2.2. The category G of connected, acyclic graphs. In [HRY15] the authors
introduced ∞-properads as presheaves on an indexing category Γ, called the ‘graph-
ical category’ or ‘properadic graphical category.’ In this section, we give a new
presentation for a category G (see Definition 2.2.11 and Definition 2.2.14), and
in Appendix A we show that our G is indeed equivalent to the category Γ from
[HRY15].
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Let G and H be directed graphs, and suppose that we are given a vertex v ∈ G
as well as bijections bi : in(v) ∼= in(H) and bo : out(v) ∼= out(H). Then we can
define a new graph G(H), the graph substitution of H into G, where the vertex
v has been replaced by the graph H. We call the quintuple (G,H, v, bi, bo) graph
substitution data. See Figure 4 for an example (where all edges are oriented by
gravity and the bijections are left implicit). Basic facts about graph substitution
(including associativity, unitality, and so on) may be found in [YJ15].
v
G H G(H)
Figure 4. Substitution of the graph H into the vertex v of G.
Definition 2.2.1. Suppose that K is a directed graph.
• An ordinary subgraph H of K consists of a pair of subsets E(H) ⊆ E(K) and
V(H) ⊆ V(K), with incidence data inherited from K. That is, if v ∈ V(H),
then we define inH(v) to be inK(v) ∩ E(H), and likewise for out(v).
• An open subgraph H of K is an ordinary subgraph so that inH(v) = inK(v)
and outH(v) = outK(v) for all v ∈ V(H).
• If G and H are both open subgraphs of K, then write G ∩· H and G ∪· H
for the open subgraphs with
E(G ∩· H) = E(G) ∩ E(H) V(G ∩· H) = V(G) ∩ V(H)
E(G ∪· H) = E(G) ∪ E(H) V(G ∪· H) = V(G) ∪ V(H).
Suppose that we are given graph substitution data so that G(H) is well-defined.
Then H is an open subgraph of G(H). We are primarily interested in acyclic graphs
(that is, graphs without directed cycles), and in that case the reverse implication
does not hold.
Definition 2.2.2. Suppose that K is a connected acyclic directed graph.
• An ordinary subgraph H of K is said to be a structured subgraph if
– H is connected, and
– there exists a connected acyclic directed graph G, graph substitution
data (G,H, v, bi, bo), and an isomorphism G(H) ∼= K which is the
identity on H.
• If H is a structured subgraph of K, we write H @ K.
• Write Sb(K) for the set of structured subgraphs of K.
Note that the data which guarantees that H is a structured subgraph of K is
unique up to isomorphism, and we generally disregard it. Also note that structured
subgraphs are automatically open subgraphs.
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We note that any vertex v of K determines a subgraph Cv, which consists of v
and all edges incident to v. Indeed, K(Cv) is canonically isomorphic to K (unitality
of graph substitution). Likewise, every edge e of K determines a subgraph ↓e.
Example 2.2.3. Consider the following three-vertex graph.
u
v
w
The open subgraph with vertices u and w is not a structured subgraph. The open
subgraph with vertices u and v is a structured subgraph. Informally, collapsing
the first subgraph down to a vertex yields a graph that contains a directed cycle,
whereas collapsing the second graph down to a vertex yields a graph with no directed
cycles.
Remark 2.2.4. In [HRY15], structured subgraphs were simply called subgraphs.
In [Koc16], structured subgraphs are called convex open subgraphs and by reformu-
lating [Koc16, 1.6.5] and [Koc16, 1.6.10] we obtain the following characterization of
structured subgraphs:
Suppose G is an open subgraph of K. Then G is a structured subgraph of K if
and only if the associated inclusion i : G → K has the right lifting property with
respect to all na¨ıve morphisms of graphs ↓0 q ↓m→ L, where L is a linear graph
(see Definition 2.1.30) of height m ≥ 0 and which take ↓0 and ↓m to the unique
edges in in(L) and out(L), respectively. In other words, every commutative square
↓0 q ↓m G
L K
ik
of na¨ıve morphisms has a lift k.
Notice in the case when m = 0, the map ↓0 q ↓m→ L from the remark is just
the 2-fold cover of ↓.
Proposition 2.2.5. Suppose that G @ K is a structured subgraph of K and H is
an ordinary subgraph of G. Then H @ K if and only if H @ G.
Proof. According to the previous remark being a structured subgraph is equivalent
to being right orthogonal to all na¨ıve maps of inclusions of endpoints into linear
graphs L. If H is a structured subgraph of K, then we can extend any commutative
square
↓0 q ↓m H
L G
a
ii
b
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to a commutative diagram
↓0 q ↓m H
G
L K
a
i1
i2
i2b
b
c
The assumption H @ K gives the existence of the map c such that cf = a and
i2i1c = i2b. It follows from the definition of ordinary subgraphs that the morphism
i2 is an monomorphism of graphs, hence, i1c = b and the ‘only if’ direction is
established. The ‘if’ direction is just closure under composition of maps in a right
orthogonality class; alternatively, one can use associativity of graph substitution
K ∼= G′(G) ∼= G′(H ′(H)) ∼= ((G′(H ′))(H). 
Remark 2.2.6. The set Sb(K) is a partially-ordered set, ordered by inclusion of
subgraphs. In light of the previous proposition, it does not matter whether we
take H ≤ G to mean ‘H is an ordinary subgraph of G,’ the stronger ‘H is an
open subgraph of G,’ or the strongest ‘H is a structured subgraph of G.’ This
partially-ordered set has a unique maximal element, K. Each edge of K is a minimal
element.
Definition 2.2.7. Suppose that G,H ∈ Sb(K). If G ∪· H is a structured subgraph
of K, we write G ∪˜H := G ∪· H ∈ Sb(K). If not, we say that G ∪˜H does not exist.
The following is immediate.
Proposition 2.2.8. Suppose that G,H ∈ Sb(K). If G∪· H is a structured subgraph
of K, then it is the least upper bound of G and H. 
It is possible to have least upper bounds in Sb(K) which are not of this form,
and we are entirely uninterested in those. For example, in the graph
u v w
the structured subgraphs Cu and Cw have a least upper bound, namely the entire
graph.
Example 2.2.9. It may be that H1 ∪· H2 is connected, but still is not a structured
subgraph. This should be immediate since V(K) ↪→ Sb(K) is a monomorphism, but
there can exist open connected subgraphs that are not structured subgraphs. For
example, in the graph from Example 2.2.3, the open subgraph Cu ∪· Cw is connected,
but is not a structured subgraph.
Definition 2.2.10. If K is a connected acyclic directed graph, then there are two
functions in and out that go from Sb(K) to the powerset ℘(E(K)) of E(K). The
first takes a subgraph H to its set of input edges, while the second takes H to its
set of output edges.
The following definition was inspired both by a question from Steve Lack and by
Definition 1.12 of [HRY19], which concerned morphisms in a category of undirected
trees.
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Definition 2.2.11. Let G and K be connected acyclic directed graphs. A morphism
f : G → K consists of two functions f0 : E(G) → E(K) and f1 : Sb(G) → Sb(K).
These should satisfy the following:
(1) The diagram
℘(E(G)) Sb(G) ℘(E(G))
℘(E(K)) Sb(K) ℘(E(K))
℘(f0) f1
in out
℘(f0)
in out
commutes.
(2) Suppose that H1, H2 ∈ Sb(G) and H1 ∪˜ H2 exists, then f1(H1 ∪˜ H2) =
f1(H1) ∪˜ f1(H2).
This definition of morphism turns out to be equivalent to the (properadic)
graphical maps from [HRY15, Definition 6.46]. We show this in Theorem A.1. This
implies that a morphism f : G → K is completely determined by f0 by [HRY15,
Corollary 6.62].
The reader familiar with [HRY19, Definition 1.12] may wonder why Defini-
tion 2.2.11 does not mention intersections of subgraphs. This may be understood
with an example.
Example 2.2.12. Properadic graphical maps in the sense of [HRY15] need not
preserve intersections of subgraphs, hence this is not part of the definition of
morphism. Indeed, consider the following situation.
u
v
w
a
b
e
There is a properadic graphical map f which sends Cu to Ca, Cw to Cb, and Cv to ↓e.
But Cu ∩· Cw consists of a single edge. On the other hand, f(Cu)∩· f(Cw) = Ca ∩· Cb
consists of two edges, and is not a structured subgraph. Morphisms of this type
are essential in establishing the nerve theorem (see [HRY15, Theorem 7.42]) in this
setting.
Example 2.2.13. Consider the following two graphs G and K.
u0 u1
v0 v1
u
v
There is no morphism f : G → K. Such a morphism would necessarily have
f1(Cu0) = f1(Cu1) = Cu as there is exactly one structured subgraph of K with
two outputs; likewise f1(Cv0) = f1(Cv1) = Cv. But H = Cu1 ∪˜ Cv1 ∈ Sb(G), so
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G
Gsc Gout
Ω
∆
Figure 5. Lattice of subcategories (see Definition 2.2.14)
is required that f1(H) = f1(Cu1) ∪˜ f1(Cv1) = Cu ∪˜ Cv = K. But then H has one
input and one output, whereas K has an empty set of inputs and empty set of
outputs. Likewise, there is no morphism g : K → G. If one existed, we would have
g1(Cu) = Cui and g1(Cv) = Cvj for some i, j. But then Cui ∪˜ Cvj is a structured
subgraph with one input and one output, whereas Cu ∪˜ Cv = K has no inputs or
outputs.
Definition 2.2.14 (Properadic Graphical Category). We let G denote the category
whose objects are (isomorphism classes of) connected acyclic directed graphs together
with the morphisms of Definition 2.2.11. Composition is given by composition of
pairs of functions. Similar to Definition 2.1.30 we write
• Gout for the full subcategory of G spanned by graphs whose vertices have
at least one output and
• Gsc for the full subcategory of G spanned by simply-connected graphs.
The dendroidal category, Ω, from [MW07] is the full subcategory of Gout so that
each vertex has precisely one output.
Under the equivalence of Theorem A.1, the subcategory Gsc was called ‘Θ’ in
[HRY15]. The dendroidal category Ω is a full subcategory of both Gout and Gsc.
See Figure 5.
Example 2.2.15. If H ∈ Sb(K), then there is a canonical morphism H → K given
by inclusion of subsets E(H) ⊆ E(K) and Sb(H) ⊆ Sb(K).
Remark 2.2.16 (Alternative characterization of morphisms). Definition 2.2.11
is not the original definition of graphical map that appeared in [HRY15]. Let us
give an alternative definition more closely aligned with the original. Suppose that
f : G → K is a morphism. We can identify each vertex with a corolla in Sb(G),
which induces a function V(G)→ Sb(K) so that the diagram
℘(E(G)) V(G) ℘(E(G))
℘(E(K)) Sb(K) ℘(E(K))
℘(f0) f1
in out
℘(f0)
in out
commutes. Condition (2) no longer makes sense, as taking the union of two corollas
will yield a graph that is not a corolla. Instead, we have the following two potential
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conditions (essentially borrowed from [HRY15]), where we write Hv ∈ Sb(K) for
the image of Cv under f1.
(3) For each J ∈ Sb(G), the induced e´tale map J{Hv}v∈V(J) → K is convex
open.
(4) The induced e´tale map G{Hv}v∈V(J) → K is convex open.
Combining one of these two conditions with (1) yields a definition equivalent to the
one from Definition 2.2.11. This equivalence follows from Theorem A.1.
Definition 2.2.17. Let f : G→ K be a morphism.
• If f1(G) = K, then f is said to be active.
• If f is isomorphic to a morphism of the form of Example 2.2.15, then f is
said to be inert.
Notice that active maps are automatically bijective on boundaries. The reverse
implication also holds.
Lemma 2.2.18. If f : G → K is a morphism of G inducing a bijection between
the inputs / outputs of G and K, then f is active.
Proof. There is at most one subgraph possessing a given boundary by [HRY15,
Lemma 6.39]. Our assumption is that the inputs / outputs of f1(G) are the same
as those of K, so it follows that f1(G) = K. 
Kock described a weak factorization system on K (see Definition 2.0.4) with Kint
as the right class. As observed in [Koc16, 2.4.14], this restricts to an orthogonal
factorization system (Gact,Gint) on G.
Theorem 2.2.19 (Kock). The pair (Gact,Gint) is an orthogonal factorization
system on G. 
Remark 2.2.20. The equivalence G ' Γ of Theorem A.1 and [Koc16, 2.4.14]
show that G → H is inert in G if and only if G is a convex open subgraph of H.
Therefore, if H lies in Gout, Gsc, Ω, or ∆, so does G. In particular, the active-inert
factorization system on G restricts to each of these subcategories. This restricted
factorization system on ∆ coincides with the one described in Example 2.1.21 and
with the restriction of the factorization system on L from Lemma 2.1.33.
We also have the following analogue of Lemma 2.1.37(1). The corresponding
statement for item (2) of Lemma 2.1.37 is immediate from Definition 2.2.14.
Lemma 2.2.21. Suppose that A ⊆ B is one of the fully-faithful inclusions appearing
in the following diagram
∆ Ω Gout
Gsc G.
If f : G→ H is a morphism in B and H ∈ A, then G ∈ A.
Proof. The statement for the dashed map is [HRY15, Proposition 5.2.8]. We thus
concentrate on the cases where A ⊆ B is one of the solid black arrows. In each case,
we may distinguish graphs in A among those in B by a corresponding property not
just for vertices, but for subgraphs. For instance,
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• a graph G ∈ G is in Gout if and only if each structured subgraph of G has
at least one output,
• a graph G ∈ Gsc is in Ω if and only if each structured subgraph has exactly
one output,
and so on. We have the active-inert factorization G→ G{Kv} → H from [HRY15,
Lemma 6.42]. As each Kv is a structured subgraph of H, we have Kv ∈ A. But Kv
has the same number of inputs and outputs as the vertex v ∈ G, hence G ∈ A as
well. 
We now introduce the functor VG : G→ Finop∗ .
Definition 2.2.22. We define the functor VG : G → Finop∗ by requiring that it
takes
• an object G ∈ G to the set V(G)+ of its vertices together with a base point,
• a morphism f : G→ K to the based map
VG(f) : V(K)+ → V(G)+
defined by the rule
(2) VG(f)(v) = w if and only if v ∈ V(f1(w))
and otherwise VG(f)(v) = ∗.
We will also write VG for the composite G→ Finop∗ ' Fop∗ .
We now want to check that VG is indeed a functor. First note that since f
is a graphical map, there is at most one w so that v ∈ V(f1(w)), hence this is a
well-defined map.
Suppose that g : H → G is another graphical map; let us verify that VG(fg) =
VG(g)VG(f). We have VG(fg)(v) = w if and only if v ∈ V((fg)1(w)). By definition
of composition in G,
V((fg)1(w)) =
∐
x∈V(g1(w))
V(f1(x));
it follows that v ∈ V((fg)1(w)) if and only if v ∈ V(f1(x)) for some (unique)
x ∈ V(g1(w)). This of course happens if and only if VG(f)(v) = x and VG(g)(x) = w.
Thus if VG(fg)(v) is in V(H), then so is VG(g)(VG(f)(v)), and we have the equality
VG(fg)(v) = VG(g)(VG(f)(v)).
To finish showing that VG(fg) = VG(g)VG(f), simply observe that VG(g)(VG(f)(v))
is in V(H) if and only if VG(f)(v) is in V(G) and VG(g)(VG(f)(v)) is in V(H), which
in turn implies that VG(fg)(v) is in V(H).
Proposition 2.2.23. The functor VG : G→ Finop∗ preserves the active-inert fac-
torization systems (see Example 2.1.20).
Proof. If f : G→ K is an active map in G then f(G) = K. Therefore, we have
V(K) = V(f(G)) =
∐
w∈V(G)
V(f1(w))
and VG(f) is active by construction. If f is inert then it easily follows from the
definition of VG(f) that for a subgraph we have |V(f1(w))| = 1 for every w ∈ V(G).
In other words, the functor VG : G→ Finop∗ also preserves inert morphisms. 
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2.3. From connected level graphs to connected acyclic graphs. Let Lc de-
note the full subcategory of L spanned by the connected level graphs. The present
goal is to define a functor τ : Lc → G. On objects, τ simply forgets the level
structure, that is, τ(G) is the directed graph from Lemma 2.1.9.
Lemma 2.3.1. If G ∈ Lc, then any level subgraph (Definition 2.1.13) is a structured
subgraph (Definition 2.2.2) of τ(G).
Proof. Suppose that x ∈ Gi,j is a level subgraph. As in Remark 2.1.15, let H˜ : L ni,j →
Fin be given by pullbacks
(3)
H˜k,` Gk,`
{x} Gi,j
and let H be the composite L j−i
∼=→ L ni,j → Fin with H˜k,` = Hk−i,`−i. As this is
defined by pullbacks, τ(H) is automatically an open subgraph of τ(G). Remark 2.2.4
implies that it suffices to construct a lift k for any commutative square
↓0 q ↓m τ(H)
L τ(G)
a
f
k
of na¨ıve morphisms of graphs (that is, in Fun(G ,Fin)), where L is a linear graph of
height m ≥ 0 with E(L) = {↓0, . . . , ↓m} and V(L) = {•1, . . . , •m}. When m = 0 this
is automatic, as τ(H)→ τ(G) is a monomorphism.
There is a p with f(↓w) ∈ Gp+w,p+w, f(•w) ∈ Gp+w−1,p+w, and i ≤ p, p+m ≤ j.
In G, we have commutative diagrams
{f(↓w)} {f(•w+1)} {f(•u)} {f(↓u)}
Gp+w,p+w Gp+w,p+w+1 Gi,j Gp+u−1,p+u Gp+u,p+u
for 0 ≤ w ≤ m− 1 and 1 ≤ u ≤ m. Since f(↓0) maps to x ∈ Gi,j by assumption, it
follows that all of f(↓w) and f(•w) map to x ∈ Gi,j . The vertical maps thus factor
through the pullbacks from (3), yielding the dashed maps in the following diagram.
{f(↓0)} {f(↓1)} · · · {f(↓m)}
Hp−i,p−i {f(•1)} Hp−i+1,p−i+1 {f(•m)} Hp−i+m,p−i+m
Gp,p Hp−i,p+1−i Gp+1,p+1 · · · Hp−i+m−1,p−i+m Gp+m,p+m
Gp,p+1 Gp+m−1,p+m
This determines the na¨ıve morphism k : L→ τ(H). By uniqueness of the map to the
pullback, we have k(↓0) = a(↓0) and k(↓m) = a(↓m), hence k is the desired lift. 
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We now want to construct a functor τ : Lc → G which is on objects is taking the
underlying directed graph (see Lemma 2.1.9). To define τ on morphisms, note that
a morphism in Lc lying over α : [n]→ [m] consists of the following data:
(1) For each 0 ≤ i ≤ n, a monomorphism Gi,i → Hα(i),α(i); these assemble into
a function E(τ(G))→ E(τ(H)).
(2) If 1 ≤ i ≤ n, a monomorphism Gi−1,i → Hα(i−1),α(i). In light of the
previous lemma, these assemble into a function V(τ(G))→ Sb(τ(H)).
As a provisional definition, we would like τ(G→ H) to be specified by the above
data. Let us first check that this is plausible. From the definition of morphism in L,
the following diagrams are pullbacks
Gi,i Hα(i),α(i) Gi,i Hα(i),α(i)
Gi,i+1 Hα(i),α(i+1) Gi−1,i Hα(i−1),α(i)
whenever i is in the appropriate range. In particular, for every v ∈ V(G), there
exists i such that in(v) ' {v}×Gi,i+1 Gi,i ' {v}×Hα(i),α(i+1) Hα(i),α(i) and similarly
for out(v). Hence, the diagram
℘(E(G)) V(G) ℘(E(G))
℘(E(H)) Sb(H) ℘(E(H))
℘(−)
in out
℘(−)
in out
from Remark 2.2.16 commutes.
Proposition 2.3.2. If f : G→ H is a morphism in Lc lying over α : [n]→ [m], then
the pair E(τ(G))→ E(τ(H)), V(τ(G))→ Sb(τ(H)) from above indeed constitutes a
morphism in G.
The proof this proposition is rather involved, utilizing the equivalence of G with
the graphical category Γ from [HRY15] (see Theorem A.1). As the methods used
are rather different than what we are dealing with otherwise, we have separated this
proof out into Appendix B.
Corollary 2.3.3. The assignment τ : Lc → G is a functor.
Proof. We wish to show that τ(f)τ(g) = τ(fg) whenever f and g are composable
morphisms in Lc. By Corollary 6.62 of [HRY15], the functor E : G→ Set is faithful,
so it is enough to show that E(τ(fg)) is equal to E(τ(f)τ(g)) = E(τ(f))E(τ(g)).
This follows because the assignment on objects G 7→ E(τ(G)) constitutes a functor
Lc → Set, so we have Eτ(fg) = Eτ(f)Eτ(g). 
Lemma 2.3.4. The functor τ : Lc → G is compatible with the active-inert factor-
ization systems. Further, τ restricts to an isomorphism Lel ∼= Gel.
Proof. We first show that τ preserves active-inert factorization systems. Let f : G→
H be an active morphism in Lc. We need to show that τ(f)1(G) = H. This is clear
if H consists of just one edge. For a non-trivial graph H the connectivity implies
that τ(f)1(G) 6= H can only happen if there is a vertex w ∈ V(H) such that there is
no v ∈ V(G) with w ∈ V(τ(f)1(v)). But this case cannot occur due to the fact that
VL(f) is active in Fin
op
∗ by Lemma 2.1.28.
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Suppose f : G→ H is inert in Lc lying over an interval inclusion α : [m]→ [n].
Then the monomorphisms Gi,j ↪→ Hα(i),α(i)−i+j = Hα(i),α(j) for every 0 ≤ i ≤ j ≤
m and the connectivity of G show that G is a level subgraph of H. By Lemma 2.3.1,
τ(f) : τ(G)→ τ(H) is the inclusion of a structured subgraph and inert by definition.
The definition of τ implies that the restriction Lel = Lc,el
∼−→ Gel is an equivalence.
It is an isomorphism as both L and G are skeletal categories. 
3. The Segal condition and an algebraic version of enriched
∞-properads
In this section, we give a preliminary version of the notion of enriched∞-properad.
We first recall in §3.1 a general framework for Segal objects. This is applied in
§3.2 to give and compare definitions for ‘algebraic’ V-enriched ∞-properads. For
many purposes (in particular, for existence of certain adjoints), it is important to
work with small symmetric monoidal ∞-categories U rather than general symmetric
monoidal ∞-categories V. In §3.3 we make precise how one can work in the small,
rather than presentable, setting.
There is some overlap between the material in this section and that which will
appear in the forthcoming [CHa], but many of the constructions and results below
depend on special properties of the category of level graphs L. These will be
important in the next section, where we take up the question of algebras over
∞-properads.
3.1. Algebraic patterns and homotopy-coherent algebraic structures. We
have already encountered (Example 2.1.20, Example 2.1.21, Lemma 2.1.25, Theo-
rem 2.2.19) inert-active factorization systems on several 1-categories
Fin∗ ' F∗,∆op,Lop,Gop
as well as several restrictions of the latter two (Lemma 2.1.33 and Remark 2.2.20). By
declaring certain objects to be ‘elementary objects,’ these categories and factorization
systems allow us to define Segal objects. As the remainder of the paper deals with
∞-categories, we recall the definition of a factorization system in that context.
Definition 3.1.1. Let C be an ∞-category and let (CL, CR) be a pair of wide
subcategories of C. Suppose FunL,R(∆2, C) denotes the full subcategory of Fun(∆2, C)
spanned by those diagrams σ such that σ|∆{0,1} is in CL and σ|∆{1,2} is in CR. Then
we say C has factorization system if the the functor
FunL,R(∆
2, C)→ Fun(∆1, C)
given by restriction to ∆{0,2} is an equivalence.
The following is our first important example of factorization system that is not
1-categorical in nature.
Example 3.1.2 (Symmetric monoidal ∞-categories). Recall that a symmetric
monoidal ∞-category is a cocartesian fibration V⊗ → F∗ so that
∏
ρi! : V⊗n →
(V⊗1 )×n is an equivalence, where ρi! : V⊗n → V⊗1 denotes the cocartesian pushout
along the inert map ρi : 〈n〉 → 〈1〉 determined by ρi(i) = 1. Any symmetric monoidal
∞-category V⊗ → F∗ has a canonical inert-active factorization system by [Lur,
Proposition 2.1.2.4]. Here a map in V⊗ is called inert if it is cocartesian and lies
over an inert map in F∗, and active if it lies over an active map in F∗.
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The categories from Section 2, along with several others, fit into a general
framework developed by the first author with Haugseng in [CHb].
Remark 3.1.3. Let Q be an ∞-category with an active-inert factorization system,
and let Qop be its opposite, which comes with an inert-active factorization system.
Fix a full subcategory Qopel of Qopint whose objects are called elementary objects. In
[CHb] this data is called an algebraic pattern and following [CHb, Definition 2.7] we
can define Segal Q-spaces to be functors F : Qop → S such that the canonical map
F (X)→ lim
E∈(Qopel )X/
F (E)
is an equivalence for each X ∈ Qop. In other words, F is a Segal Q-space if and
only if the restriction F |Qopint is the right Kan extension of F |Qopel along the inclusion
Qopel ↪→ Qopint (see [CHb, Lemma 2.9]). We write Seg(Q) for the full subcategory
of P(Q) = Fun(Qop,S) spanned by Segal Q-spaces (this is denoted by SegQop(S)
in [CHb]). The description of Segal Q-spaces as right Kan extensions and [Lur09,
Proposition 4.3.2.15] imply that Seg(Qint) ' P(Qel).
The most prominent example is Q = ∆ which has an active-inert factorization
system where the inert morphisms are interval inclusions and active morphisms are
boundary preserving maps (see Example 2.1.21). By choosing the elementary objects
to be [1] and [0], we see that ∆op admits the structure of an algebraic pattern and
Segal ∆-spaces are exactly Segal spaces in the sense of [Rez01], which turn out
to model ∞-categories. The basic idea of the construction of Segal Q-presheaves
is that the elementary objects play the role of building blocks of an algebraic
structure while the Segal condition, i.e. the requirement that the canonical maps
F (X)→ limE∈(Qopel )X/ F (E) are equivalences, says that every space F (X) is given
by gluing these building blocks along inert morphisms. The algebraic operations
such as compositions are induced by active morphisms. In general, we observe that
every ∞-category with an inert-active factorization system and elementary objects
defines a kind of homotopy-coherent algebra. As we will see in the next section this
construction recovers the notion of ∞-properads.
Following the idea that the algebraic structure of objects in Seg(Q) are controlled
by inert/active morphisms in Qop, it is natural that a functor f : Q → R induces
a functor Seg(R) → Seg(Q) (by precomposition) when f is compatible with the
additional data. A precise characterization can be found in [CHb, Lemma 4.5], which
includes that f must preserve both the factorization system and the elementary
objects.
3.2. Segal presheaves and decorated graph categories. In this section, we
introduce ‘V-decorated graph categories’ and use the framework from §3.1 to give a
first model for enriched ∞-properads (Definition 3.2.18). We also provide another
model in terms of algebras over categories of graphs whose edges are decorated
by elements of a space (Definition 3.2.32); these two approaches are equivalent
(Theorem 3.2.33).
It is a theorem of the first author, Robertson, and Yau that the full subcategory
of Fun(Gop,Set) on the Segal objects is equivalent to the category Prpd(Set) (see
[HRY15]). We thus regard a Segal object in P(G) = Fun(Gop,S) to be, at least as
a first approximation, a reasonable notion of an ∞-properad.
We will shortly unravel the following definition (see Remark 3.2.6).
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Definition 3.2.1. We now introduce a few algebraic structures given by the con-
struction described in Remark 3.1.3.
(1) We write Gopel for the full subcategory of G
op
int of Theorem 2.2.19 spanned
by the corollas and the edge ↓. This yields the ∞-category Seg(G) ⊆
Fun(Gop,S) of Segal G-spaces.
(2) We write Lopel (resp. L
op
c,el) for the full subcategory of L
op
int (resp. L
op
c,int)
spanned by the elementary level graphs (Example 2.1.3). Note that Lopel =
Lopc,el. We let Seg(L) and Seg(Lc) denote the ∞-category of Segal L-spaces
and Segal Lc-spaces.
As we will see in the next section, the ∞-category of Segal G-spaces is equivalent
to that of Segal L-spaces.
Notation 3.2.2 (Graph categories Ξ). So far, we have seen several examples of
categories of directed graphs which we will return to again and again. In what
follows, we will use a generic symbol Ξ for L, G, or any of the variations from
Definition 2.1.30 and Definition 2.2.14. We refer generically to these types of
categories as graph categories. The common features that we will utilize are the
following:
• A factorization system (Ξact,Ξint). See Lemma 2.1.25, Lemma 2.1.33, and
Theorem 2.2.19.
• A full subcategory Ξel ⊆ Ξint of elementary graphs, whose objects are the
corollas and the edge. We generically denote these by cp,q and e, respectively.
As an example, when Ξ = G, we take cp,q := Cp,q and e := ↓.
• A vertex functor VΞ : Ξ→ Finop∗ ' Fop∗ preserving the factorization systems.
See Proposition 2.1.28 and Proposition 2.2.23.
• A canonical inclusion ∆→ Ξ as the linear level graphs. (This will become
relevant only in Section 6.)
The subcategories Ξel are all isomorphic for Ξ ∈ {L,Lc,L0-type,Lsc,G,Gsc}; like-
wise, the subcategories Ξel are all isomorphic for Ξ ∈ {Lout,Lout,c,Gout}. Note
that Gout,el is missing the objects cp,0 which are present in Gel.
Remark 3.2.3.
(i) All the opposites of these graph categories are in particular algebraic patterns,
but they come equipped with more structure. In particular, for each Ξ we
have an ∞-category Seg(Ξ) ⊆ Fun(Ξop,S).
(ii) The category K from Definition 2.0.4 is unfortunately not a graph category
in this sense: it has only a weak factorization system, rather than an
orthogonal one, and it does not admit a vertex functor (see Remark 7.1.10
below).
(iii) Corollas of the form C0,n or Cm,0 in G will admit many level graph structures
(as in Remark 2.1.4), though only one of those will be elementary in the
sense of Example 2.1.3. It thus seems harmless to use cp,q as a common
notation for corollas.
We do not pursue an abstract version of Notation 3.2.2 here.
Remark 3.2.4 (Spans of graph categories). In [CH20], the graph categories
∆1F,∆F, and Ω (all of whose objects are trees or forests) played a primary role. Each
of these three indexing categories is suitable to define (enriched) ∞-operads. Indeed,
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these fit into a span ∆F ← ∆1F → Ω of algebraic patterns respecting the extra
structure specified in Notation 3.2.2. Both of these functors induce equivalences at
the level of Segal objects.
At a high level, much of the present paper is about extending constructions of
[CH20] to the corresponding span L ← Lc → G of graph categories. The graph
categories L and G each give a different approach to (enriched) ∞-properads,
and this zig-zag allows us to compare them. Likewise, we will utilize the spans
L0-type ← Lsc → Gsc (for ∞-dioperads) and Lout ← Lout,c → Gout (for ∞-output-
properads), as well as the inclusions among these four spans. For notational reasons
we generally deemphasize the final two contexts.
Definition 3.2.5 (Segal cores). Let Ξ be a graph category. We will not distinguish
between a graph G ∈ Ξ and its image in Fun(Ξop,S) under the Yoneda embedding.
• If G ∈ Ξ is a directed graph, define the Segal core to be
GSeg := colim
H∈(Ξopel )G/
H
in Fun(Ξop,S). The map GSeg → G will be called a Segal core inclusion.
• A level graph L ∈ L will be called short if the height of L is 0 or 1. A short
Segal core inclusion is just a Segal core inclusion LSeg → L where L is a
short level graph.
Remark 3.2.6. It follows directly from the previous definition and the Yoneda
embedding that an object F ∈ Fun(Ξop,S) lies in Seg(Ξ) if and only if F is local
with respect to the Segal core inclusions. The main advantage of working with Lop
instead of Gop is that its “rigid” structure allows us to reformulate this description
of Segal L-spaces by rewriting the colimits LSeg in various ways. In Section 4.2 we
will use an alternative characterization of Segal L-spaces, given in Proposition 3.2.9,
to construct the tensor product between ∞-properads and Segal spaces.
Example 3.2.7. We emphasize that representable G-presheaves do not necessarily
possess the Segal property. We saw, in Example 2.2.13, a pair of graphs G and
K so that hom(G,K) is empty. But in this same example, the set hom(GSeg,K)
is inhabited. Indeed, there is a map Cu0 q Cu1 q Cv0 q Cv1 → K which factors
through GSeg. Hence K is not local with respect to all Segal core inclusions. A
similar phenomenon occurs in other settings where there is a distinction between
the representable presheaf on a graph and the nerve of the free object generated by
the graph (see, for example, [HRY19, Remark 5.10]).
Definition 3.2.8 (Segmentation map). Suppose L : L n → Fin is a height n level
graph. For 1 ≤ i ≤ n, let L{i−1,i} be the composite
L 1 ' L ni−1,i L−→ Fin,
(see Definition 2.1.14) that is, the restriction of L to height i vertices and their
adjacent edges, and similarly for L{i} : L 0 ' L ni,i L−→ Fin (0 ≤ i ≤ n). Each of
these objects admits an evident inert map in L with codomain L, and we define the
segmentation map associated to L to be the morphism
L|∆nSeg := L{0,1} qL{1} L{1,2} qL{2} · · · qL{n−1} L{n−1,n} → L
in Fun(Lop,S). In particular, when n ≤ 1, the segmentation map is the identity.
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Observe that we do not define segmentation maps in the setting of Lc-presheaves.
Indeed, if L ∈ Lc, then the restricted graphs L{i−1,i} and L{i} are usually not
connected (they will all be connected if and only if L is a linear graph). This
problem disappears when working with the categories of disconnected level graphs
L0-type and Lout (Definition 2.1.30). In particular, a similar statement to the
following holds when L is replaced by L0-type or Lout.
Proposition 3.2.9. Suppose F ∈ Fun(Lop,S). The following are equivalent:
(1) F is a Segal L-space.
(2) F is local with respect to all Segal core inclusions LSeg → L (Definition 3.2.5).
(3) F is local with respect to the short Segal core inclusions (Definition 3.2.5)
and the segmentation maps (Definition 3.2.8).
Proof. The first two are equivalent by Remark 3.2.6. If L is a height n level graph,
then the Segal core inclusion factors as the following composite.
LSeg (L
{0,1})Seg q(L{1})Seg · · · q(L{n−1})Seg (L{n−1,n})Seg
L L{0,1} qL{1} · · · qL{n−1} L{n−1,n}
'
If (2) is satisfied, then F is local with respect to the vertical maps in the diagram.
Hence, the 2-of-3 property implies that F is local with respect to the bottom
horizontal segmentation map. Further, it is automatic that if F satisfies (2), then
F is local with respect to the short Segal core inclusions. Hence (2) implies (3).
On the other hand, the right vertical map of the diagram above is a pushout of
short Segal core inclusions, so if F is local with respect to short Segal core inclusions
then it is local with respect to this map. As the bottom map is a segmentation map,
we see that (3) implies (2). 
In the 1-categorical setting, the concept of properads is a generalization of
that of operads, which in turn is a generalization of categories. Following Rezk
[Rez01], [CM13] and the previous definition in the ∞-categorical setting these
algebraic structures can be described as presheaves satisfying Segal conditions.
Using the terminology of Remark 3.1.3, ∞-categories, ∞-operads, and ∞-properads
are modeled by objects in Seg(∆), Seg(Ω), and Seg(G), respectively, and the
two generalization steps are induced by embeddings ∆op
i
↪→ Ωop j↪→ Gop of the
corresponding indexing categories which respect both the inert-active factorization
systems and the elementary objects. More precisely, the precompositions with i and
j induce functors (see [CHb, Lemma 4.5])
i∗ : Seg(Ω)→ Seg(∆) and j∗ : Seg(G)→ Seg(Ω),
where j∗ takes any ∞-properad to its underlying ∞-operad while i∗ associates to
any ∞-operad its underlying ∞-category (see Proposition 3.2.27 below).
By writing ∆1,opF for the full subcategory of ∆
op
F (see Proposition 2.1.34) spanned
by connected objects, that is, trees instead of forests, we then obtain a commutative
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diagram
∆1,opF Ω
op
Lopc G
op,τ
where the bottom horizontal map is the morphism τ of Lemma 2.3.4. In [CH20],
the upper horizontal map was first extended to a functor ∆1,op,VF → Ωop,V for any
symmetric monoidal ∞-category V, where the objects of ∆1,op,VF and Ωop,V are
trees with each vertex decorated by an object of V. Then it is was shown that
this functor induces an equivalence of two corresponding models for V-enriched
∞-operads. We want to generalize this idea to the ∞-properadic setting and extend
τ to τ : Lop,Vc → Gop,V (these ∞-categories are defined just below). Our focus lies
on studying the various properties of the associated ∞-categories of Segal spaces.
Finally, by a careful examination of the map τ we will prove in Section 5 that Lop,Vc
and Gop,V describe V-enriched ∞-properads. The reason for introducing Lop and
Lopc will be clear in Section 4.2, where we use the particular structure of L
op
c to
prove that ∞-properads are tensored over Segal spaces, which then gives us the
notion of algebras by adjunction.
We now introduce the ∞-categories used to define enriched ∞-properads:
Definition 3.2.10. Let Ξ be a graph category (Notation 3.2.2) and let q : V⊗ → F∗
be a symmetric monoidal ∞-category. Write q′ : Vop,⊗ → F∗ for the opposite
symmetric monoidal ∞-category. More precisely, q′ is the cocartesian fibration
associated to the composite
F∗ → Cat∞ op−→ Cat∞
whose first map classifies the cocartesian fibration q.3 We let Ξop,V be given by the
pullback
Ξop,V Vop,⊗
Ξop F∗.
q′
V
op
Ξ
Remark 3.2.11. Similar to Remark 2.1.18 it is easy to see that LV admits a double
∞-categorical structure.
Notation 3.2.12. By definition an object in Ξop,V is given by a pair (G, (vc)c∈VΞ(G)),
consisting of an object of Ξop and an object of Vop,⊗. We think of this as a graph
G ∈ Ξop whose vertices are labeled by objects of V. We will write G for the object
(G, (vc)c∈VΞ(G)) when we do not wish to emphasize the labeling. When we do wish
to emphasize the labeling, we will write such an object as G(vc)c∈VΞ(G). Since
Ξop,Ve ' {∗} we also use e to denote the edge in Ξop,Ve ⊆ Ξop,V .
Remark 3.2.13. Every morphism in Ξop,V is a pair (f, g) where f and g are
morphisms in Ξop and Vop,⊗, respectively. Hence, the inert-active factorization
systems on Ξop and Vop,⊗ induce one on Ξop,V . More explicitly, a morphism in
Ξop,V is inert if and only if its images in Ξop and Vop,⊗ are both inert. Active maps
3The reader wishing an explicit description of these dualities is encouraged to consult [BGN18].
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and elementary objects are defined similarly, but we can be more specific in these
cases.
• A morphism (f, g) of Ξop,V is active if and only if f is active in Ξop. To
see this, suppose that f is active. Then its image in F∗ is active, so by
Example 3.1.2, g is active as well.
• Each elementary object of Ξop maps to 〈0〉 or 〈1〉 in F∗. It follows that
elementary objects in Ξop,V are those of the form c(v) where c is a corolla
and v ∈ V, and also e.
Following Remark 3.1.3 we can define the ∞-category Seg(ΞV) of Segal ΞV -spaces.
Definition 3.2.14. Let G denote an object of Ξop,V lying over the graph G.
• The Segal core inclusion of G is
GSeg := colim
E∈(Ξop,Vel )G/
E → G
in Fun(Ξop,V ,S), where GSeg is called the Segal core of G.
• If L is a level graph, a Segal core inclusion LSeg → L is called a short
Segal core inclusion just when the underlying level graph L is short (Defini-
tion 3.2.5).
• Suppose that L ∈ L has height n and L ∈ LV . Defining L{i} and L{i−1,i}
analogously to Definition 3.2.8, the segmentation map associated to L is
L|∆nSeg := L
{0,1} q
L
{1} · · · q
L
{n−1} L
{n−1,n} → L
in Fun(Lop,V ,S).
Notice that if p : LV → L → ∆ denotes the canonical cartesian fibration, then
L|∆nSeg fits into a pullback
L|∆nSeg L
p∗(∆nSeg) p
∗(∆n)
in the ∞-topos P(LV).
As in Remark 3.2.6 the next proposition easily follows from the Yoneda embedding.
Proposition 3.2.15. An object F ∈ Fun(Ξop,V ,S) is a Segal ΞV -space if and only
if it is local with respect to all Segal core inclusions GSeg → G. 
Remark 3.2.16. It follows from the definition that the cocartesian fibration
Ξop,V → Ξop restricts to a cocartesian fibration Ξop,Vint → Ξopint. By applying
(the dual of) [CH20, Lemma 2.3.13] to this cocartesian fibration and the full subcat-
egory Ξopel , we see that the ∞-categories (Ξop,Vel )G/ and (Ξopel )G/ are equivalent. In
particular, GSeg = colim(Ξop,Vel )G/
E can be identified with colimE∈(Ξopel )G/ E where
G→ E are cocartesian lifts.
In the special case Ξ = L, we can give the following improvement, which can be
proven in the same manner as Proposition 3.2.9. A similar statement holds when L
is replaced by L0-type or Lout.
Proposition 3.2.17. Suppose F ∈ Fun(Lop,V ,S). The following are equivalent:
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(1) F is a Segal LV -space.
(2) F is local with respect to all Segal core inclusions LSeg → L.
(3) F is local with respect to the short Segal core inclusions and the segmentation
maps from Definition 3.2.14. 
Definition 3.2.18 (Fibrewise representability). Let V be a presentably symmetric
monoidal ∞-category and p : Ξop,V → Ξop be the cocartesian fibration constructed
in Definition 3.2.10.
• If F ∈ Seg(ΞV) and cm,n is a corolla in Ξel, write
F (cm,n(–)) : Vop ' (Ξop,V)cm,n → S/F (e)m+n ' Fun(F (e)m+n,S)
for the functor induced by the p-cocartesian lifts of the m+ n morphisms
cm,n → e in Ξopel .
• We say that F ∈ Seg(ΞV) is fibrewise representable if for each corolla
cm,n ∈ Ξel and each object xy = (x1, . . . , xm; y1, . . . , yn) ∈ F (e)m+n, the
composite functor
F (cm,n(–, xy)) : Vop Fun(F (e)m+n,S) SF (cm,n(–)) ev
(with ‘ev’ being evaluation at xy) is representable. In this case we let
MapF (x1, . . . , xm; y1, . . . , yn) denote the object in V representing the com-
posite F (cm,n(–, xy)) = ev ◦ F (cm,n(–)).
• We write Segrep(ΞV) for the full subcategory of Seg(ΞV) spanned by the
fibrewise representable Segal ΞV -spaces.
Suppose that F ∈ Segrep(ΞV). Unraveling the definition, we have, for each v ∈ V
and each xy = x1, . . . , xm; y1, . . . , yn a pullback
MapV(v,MapF (x1, . . . , xm; y1, . . . , yn)) F (cm,n(v))
{x1, . . . , xm; y1, . . . , yn} F (e)m+n.
Remark 3.2.19. Informally, we occasionally refer to objects of the ∞-categories
Segrep(LV), Segrep(GV), and Segrep(LVc ) as algebraic V-enriched ∞-properads. We
later will see that the choice among the three graph categories L, G, and Lc give
equivalent notions for this term. This is a preliminary definition, and V-enriched
∞-properads will appear below in Definition 6.2.7. Likewise, we refer to fibrewise
representable GVout-Segal spaces and L
V
out-Segal spaces as algebraic V-enriched ∞-
output-properads, and fibrewise representable GVsc-Segal spaces and L
V
0-type-Segal
spaces as algebraic V-enriched ∞-dioperads.
Remark 3.2.20. As we will see in Corollary 5.1.6, the ∞-categories Segrep(LV)
and Segrep(GV) are equivalent, while the interpretation of Corollary 7.1.24 says that
the objects in these ∞-categories can be interpreted as enriched V-properads. In
this picture the object MapF (x1, . . . , xm; y1, . . . , yn) ∈ V in Definition 3.2.18 should
be thought of as the mapping object of the V-enriched ∞-properad F .
Remark 3.2.21. In [CH20] the authors apply the construction of Definition 3.2.10
to the subcategory ∆F of L mentioned in Proposition 2.1.34. The resulting ∞-
category ∆VF is then used in [CH20, Definition 2.3.9] to define continuous Segal
presheaves, which model enriched ∞-operads. Although the definition of fibrewise
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representable Segal LV -spaces from above naturally generalizes the continuous
definition [CH20, Definition 2.3.9] we prefer to use “fibrewise representable” instead
of “continuous” as we believe that it describes the phenomenon better.
We now give alternative characterizations of fibrewise representable Segal ΞV -
spaces:
Proposition 3.2.22. Let V be a presentably symmetric monoidal ∞-category and
let ∅ denote the initial object in V. For F ∈ Seg(ΞV) the following are equivalent:
(1) F is fibrewise representable.
(2) For every corolla cm,n ∈ Ξel, the restriction
Vop ' (Ξop,V)cm,n
F (cm,n(–))−−−−−−−→ S/F (e)m+n → S
preserves weakly contractible limits, and the natural map F (cm,n(∅)) →
F (e)m+n is an equivalence.
(3) F is local with respect to the maps
∐
m+n e → cm,n(∅) and the maps
colimI cm,n(φ) → cm,n(colimI φ) in Fun(Ξop,V ,S), where φ is a weakly
contractible diagram in V.
Proof. By definition F is fibrewise representable if for every corolla cm,n and every
xy ∈ F (e)m+n the functor Vop → S given by composite of F (cm,n(–)) and the
evaluation map evxy is representable. The assumption that V is presentable implies
that a functor Vop → S is representable if and only if it preserves all limits. Since
limits in Fun(F (e)m+n,S) are computed objectwise, (1) is equivalent to saying that
the functor F (cm,n(–)) : Vop → S/F (e)m+n ' Fun(F (e)m+n,S) preserves all limits.
This is equivalent to saying that F (cm,n(–)) preserves terminal objects and weakly
contractible limits by [GHK, Lemma 2.2.7]. The terminal object in S/F (e)m+n is
F (e)m+n and the forgetful functor S/F (e)m+n → S preserves and detects weakly
contractible limits. Hence, (1) holds if and only F (cm,n(–)) takes the terminal object
∅ to F (e)m+n and preserves weakly contractible limits, which is equivalent to (2).
The equivalence between (2) and (3) follows from the Yoneda lemma. 
Definition 3.2.23. Let Ξ be a graph category (Notation 3.2.2).
(1) A map X → X ′ in P(Ξ) = Fun(Ξop,S) (resp. P(ΞV)) is called a Segal
equivalence if Map(X ′, F ) → Map(X,F ) is an equivalence for every F ∈
Seg(Ξ) (resp. F ∈ Seg(ΞV)),
(2) A map X → X ′ in P(ΞV) is called a V-Segal equivalence if Map(X ′, F )→
Map(X,F ) is an equivalence for every F ∈ Segrep(ΞV).
Note that each Segal equivalence in P(ΞV) is also a V-Segal equivalence.
Definition 3.2.24. We call a class S of morphisms in a cocomplete ∞-category C
strongly saturated if
(i) it satisfies the 2-of-3 property,
(ii) it is stable under pushouts along any morphism in C,
(iii) the full subcategory of Fun(∆1, C) spanned by S is stable under small
colimits.
We say that the strongly saturated class S is strongly generated by S if S is the
smallest strongly saturated class containing S. In this case we call elements in S the
generators of S.
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Remark 3.2.25. If S is a proper set of morphisms in a presentable ∞-category C,
then [Lur09, Proposition 5.5.4.15] implies that the strongly saturated class generated
by S coincides with the class of morphisms f such that MapC(f,X) is an equivalence
for every S-local object X in C.
Example 3.2.26. By [Lur09, Lemma 5.5.4.11] the class of Segal equivalences is
strongly saturated, and likewise for V-Segal equivalences. The previous remark
and Remark 3.2.6 show that the class of Segal equivalences in P(Ξ) is generated
by Segal core inclusions. If U is a small symmetric monoidal ∞-category, then by
Proposition 3.2.15 the class of Segal equivalences in P(ΞU ) is generated by Segal
core inclusions. In addition, Proposition 3.2.9 (resp. Proposition 3.2.17) gives that
the class of Segal equivalences in P(L) (resp. P(LU )) can instead be generated by
the set of short Segal core inclusions together with the segmentation maps.
Even in the case of a small U , one cannot immediately produce generators for
U -Segal equivalences since, by Proposition 3.2.22, one would want to index some of
these generators by the proper class of all weakly contractible diagrams in U . In the
present paper we will never need explicit generators for U or V-Segal equivalences.
One could ask about compatibility between the above constructions for various
graph categories. Along these lines, we have the following.
Proposition 3.2.27. Suppose that i : Ξ→ Υ is one of the fully-faithful inclusions of
graph categories appearing in Figure 3 or Figure 5. Then i∗ : P(Υ)→ P(Ξ) restricts
to i∗ : Seg(Υ) → Seg(Ξ). Likewise, we have restrictions ı¯∗ : Seg(ΥV) → Seg(ΞV)
and ı¯∗ : Segrep(ΥV)→ Segrep(ΞV).
Proof. By declaring the edge and each corolla to be elementary objects, by Re-
mark 3.2.3(i) we have the opposites of all categories appearing in Figure 3 and
Figure 5 are algebraic patterns. According to [CHb, Lemma 4.5] and [CHb, Remark
4.4] the functor i∗ : P(Υ)→ P(Ξ) given by the precomposition with iop : Ξop → Υop
restricts to Seg(Υ) → Seg(Ξ) if for every object G ∈ Ξop the functor i induces
an equivalence Ξopel,G/
∼−→ Υopel,i(G)/. Note that the existence of an inert morphism
i(G) → E with E ∈ Υopel implies that E ' i(E′) for some E′ ∈ Ξopel . The fully
faithfulness of i then implies that Ξopel,G/ → Υopel,i(G)/ is essentially surjective as well
as fully faithful.
Suppose G = G(vc)c∈VΞ(G), then it follows from Remark 3.2.13 that Ξ
V,op
el,G/
'
Ξopel,G/×F∗,VΞ(G)/ V
op,⊗
(vc)c/
. Hence the equivalence Ξopel,G/
∼−→ Υopel,i(G)/ induces an equiv-
alence ΞV,op
el,G/
∼−→ ΥV,op
el,G/
which shows that P(ΥV)→ P(ΞV) restricts to Seg(ΥV)→
Seg(ΞV) by [CHb, Lemma 4.5]. Finally, it further restricts to Segrep(ΥV) →
Segrep(ΞV) as being fibrewise representable is a property that only concerns elemen-
tary objects and the map ΞV → ΥV preserves elementary objects. 
Lemma 3.2.28. Let i : Lc → L be the inclusion. The functor i∗ : P(Lc) → P(L)
given by the right Kan extension along iop restricts to a functor Seg(Lc)→ Seg(L).
Similarly, if U is a small symmetric monoidal ∞-category, then the right Kan
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extension restricts to Segal objects:
Seg(LUc ) P(L
U
c )
Seg(LU ) P(LU ).
In both cases, the restricted functors are right adjoints to the precomposition functors
appearing in Proposition 3.2.27. Similar statements hold when the pair (Lc,L) is
replaced by (Lsc,L0-type) or (Lout,c,Lout).
Proof. We write i : Ξc → Ξ for any of the three inclusions under consideration. For
the first part, it suffices to show that both adjoint functors i∗ : P(Ξ) P(Ξc) : i∗
restrict to functors between the corresponding ∞-category of Segal objects. By the
previous proposition this is true for i∗. By [CHb, Proposition 6.3] the right adjoint i∗
restricts to Seg(Ξc)→ Seg(Ξ) if iop has unique lifting of active morphisms. Suppose
we have an active map f : H → i(G) in Ξop lying over some active morphism
[n]→ [m] in ∆op, then we have H0,n ∼−→ G0,m. By Lemma 2.1.12, G is an object of
Ξc if and only if G0,m ' {∗}. The same lemma then implies that H ∈ Ξc. Hence f
lifts to an active map of Ξopc , and since i is fully-faithful the unique lifting property
holds.
Since a morphism in ΞU is active if and only if its projection to Ξ is active (see
Remark 3.2.13), the same argument shows that the inclusion ΞUc → ΞU induces a
right adjoint Seg(ΞUc )→ Seg(ΞU ) given by restriction. 
Proposition 3.2.29. The inclusion i : Lc ↪→ L induces an equivalence i∗ : Seg(L) ∼−→
Seg(Lc). For every small symmetric monoidal∞-category U , the inclusion LUc ↪→ LU
induces an equivalence Seg(LU ) ∼−→ Seg(LUc ). Similar statements hold when the pair
(Lc,L) is replaced by (Lsc,L0-type) or (Lout,c,Lout).
Proof. We only give a proof for (Lc,L), as the other two situations are entirely
analogous. By Proposition 3.2.27 and Lemma 3.2.28 the adjunction i∗ : P(L) 
P(Lc) : i∗, where the right adjoint i∗ is given by right Kan extension, restricts to an
adjunction
i∗ : Seg(L) Seg(Lc) : i∗
Since i is fully faithful, the right adjoint i∗ is fully faithful and the counit is an
equivalence. It only remains to show that the unit id→ i∗i∗ is an equivalence after
evaluating at any object F ∈ Seg(L) and I ∈ Lop. The description of right Kan
extension give i∗i∗F (I) ' limJ∈(Lopc )I/ F (iJ). Let us regard the set {Ij} of objects
I → Ij in (Lopc )I/ such that Ij is a connected component of I. We now want to
see that the inclusion of {Ij} into (Lopc )I/ is final. According to [Lur09, Theorem
4.1.3.1] this is can be proven by verifying that for every φ ∈ (Lopc )I/ the category
{Ij}/φ is weakly contractible. As the codomain of φ : I → J in Lop is connected,
the morphism φ necessarily factors through a unique connected components Ij , and
thus, the category {Ij}/φ contains only the object (I → Ij)→ (I → J).
This implies that limJ∈(Lopc )I/ F (iJ) '
∏
j F (Ij) and the assumption that F ∈
Seg(L) implies that
∏
j F (Ij) '
∏
j limE∈(Lopel )Ij/ F (E) ' limE∈(Lopel )I/ F (E) where
the last equivalence is given by writing (Lopel )I/ as a coproduct of (L
op
el )Ij/.
The equivalence Seg(LU ) ' Seg(LUc ) is proved in essentially the same way. 
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In the 1-categorical setting, taking the underlying set of colors gives a forgetful
functor from the category of properads to the category of sets such that each fibre can
be constructed as algebras over an operad (see Lemma 7.1.5 below). Theorem 3.2.33
below can be interpreted as an ∞-categorical version of this classical fact where
taking the underlying set corresponds to evaluation at the edge e in Ξop,V . As in
the classical case the fibres are certain algebras.
Definition 3.2.30 (Edge decorations). Given a space X ∈ S, we can construct
pictured right Kan extension
{e} Ξop
S
X
and we write ΞopX → Ξop for the left fibration associated to Ξop → S. We call a
morphism in ΞopX
• inert if it is cocartesian and lies over an inert morphism in Ξop, or
• active if it lies over an active morphism in Ξop.
Likewise, we say that an object is elementary if its image in Ξop is elementary. This
gives ΞopX the structure of an algebraic pattern. We let Ξ
op,V
X denote the pullback
ΞopX ×Ξop Ξop,V ' ΞopX ×F∗Vop,⊗ whose inert/active morphisms as well as elementary
objects are defined by the components.
Notation 3.2.31. By unwinding the previous definition the fibre of ΞopX → Ξop
over a graph G is given by the evaluation of the associated functor Ξop → S at G.
If G has n edges, then this functor takes G to Xn. Therefore, we can view an object
in ΞopX as an object in Ξ
op together with a labeling of its edges by elements of the
space X. We write G(xe)e∈E(G) for an object in Ξ
op
X and G(vc, xe)c,e for an object
in Ξop,VX .
Definition 3.2.32. Let V⊗ → F∗ be a symmetric monoidal∞-category. We define
a ΞopX -algebra in V to be a functor ΞopX → V⊗ which renders the diagram
ΞopX V⊗
Ξop F∗
V
op
Ξ
commutative and takes the inert morphisms lying over ρi to inert morphisms in
V⊗. We write AlgΞopX (V) for the full subcategory of FunF∗(Ξ
op
X ,V⊗) spanned by the
ΞopX -algebras. This construction is (contravariantly) functorial in X, and we write
AlgΞop/S(V)→ S for the cartesian fibration associated to the functor Sop → Cat∞
which sends X to AlgΞopX (V).
In particular, when X is a point, the ∞-category AlgGopX (S) coincides with the∞-category presented by the model structure for Segal properads given in Theorem
5.3 of [HRY18].
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The following analogue of Theorem 2.4.4 of [CH20] can be proved in a similar
manner, after replacing ∆op,VF with Ξ
op,V . Recall from Remark 3.2.21 that the
continuous condition from [CH20] is called fibrewise representability here.
Theorem 3.2.33. Let V be a presentably symmetric monoidal ∞-category. There
is an equivalence
Segrep(ΞV) AlgΞop/S(V)
S
∼
of cartesian fibrations where the left diagonal functor is given by the evaluation at
the edge e. 
The next two items, regarding base change along lax monoidal functors, constitute
analogues of Proposition 2.4.11 and Corollary 2.4.12 of [CH20] and are proved
similarly.
Proposition 3.2.34. Suppose V and W are presentably symmetric monoidal ∞-
categories.
(i) If F : V → W is a lax monoidal functor, then F induces a functor
F∗ : AlgΞopX (V)→ AlgΞopX (W).
(ii) If F : V → W is a symmetric monoidal left adjoint, with (lax monoidal)
right adjoint G, then there is an adjunction
F∗ : AlgΞopX (V) AlgΞopX (W) :G∗.
(iii) If L : V → W is a symmetric monoidal localization with (lax monoidal) fully
faithful right adjoint i, then the right adjoint i∗ : AlgΞopX (W)→ AlgΞopX (V)
is fully faithful. The image consists of those algebras A : ΞopX → V⊗ so that
that A takes each object of ΞopX lying over a corolla in Ξ
op to an object in
i(W). 
Corollary 3.2.35. Suppose V and W are presentably symmetric monoidal ∞-
categories.
(i) If F : V → W is a lax monoidal functor, then F induces a functor F∗ : Segrep(ΞV)→
Segrep(ΞW).
(ii) If F : V → W is a symmetric monoidal left adjoint, with (lax monoidal)
right adjoint G, then there is an adjunction
F∗ : Segrep(ΞV) Segrep(ΞW) :G∗.
Moreover, the functor G∗ can be identified with F ∗.
(iii) If L : V → W is a symmetric monoidal localization with (lax monoidal)
fully faithful right adjoint i, then the right adjoint i∗ ' L∗ : Segrep(ΞW)→
Segrep(ΞV) is fully faithful. The image consists of those F ∈ Segrep(ΞV) so
that the functors
F (cm,n(–, xy)) : Vop → S
from Definition 3.2.18 are representable by objects in W for every corolla
cm,n in Ξ and every xy = (x1, . . . , xm; y1, . . . , yn) ∈ F (e)m+n. 
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3.3. Enrichment in presheaves. In this subsection we recall some results which
can be proven in a similar manner to their ∞-operadic counterparts in [CH20, §2.5
and §2.6], by replacing replacing ∆F with a graph category Ξ.
Let U be a small symmetric monoidal ∞-category, then according to [Lur,
Corollary 4.8.1.12] the presheaf ∞-category P(U) has a unique symmetric monoidal
structure (called ‘Day convolution’) such that the tensor product preserves colimits
in each variable and the Yoneda embedding y : U → P(U) is symmetric monoidal.
Theorem 3.3.1. For every small symmetric monoidal ∞-category U , the fully
faithful functor ΞU → ΞP(U), induced by the symmetric monoidal Yoneda embedding
y : U → P(U), gives a fully faithful functor y∗ : Seg(ΞU ) ↪→ Seg(ΞP(U)). The functor
y∗ restricts to an equivalence
y∗ : Seg(ΞU )
∼−→ Segrep(ΞP(U)).
Proof. As in [CH20, Theorem 2.5.2]. 
Applying this theorem to the case Ξ = G and U = ∗ yields the following.
Corollary 3.3.2. Segal G-spaces are equivalent to fibrewise representable GS-
spaces. 
By taking the full subcategory of Seg(G) for those functors which send the edge
to a point, we obtain the ∞-category presented by the model structure for Segal
properads from [HRY18, Theorem 5.3]. Thus we may regard fibrewise representable
GS -spaces as a good algebraic version of ∞-properads.
Definition 3.3.3. Suppose that U is a small symmetric monoidal ∞-category U
and S is a set of morphisms in P(U) such that the strongly saturated class generated
by S is closed under tensor products. Let y : U → P(U) be the Yoneda embedding.
(i) We write PS(U) for the full subcategory of P(U) spanned by the S-local
objects. By [Lur, Proposition 2.2.1.9], it inherits a symmetric monoidal
structure such that the localization P(U)→ PS(U) is symmetric monoidal.
(ii) We let SegrepS (Ξ
P(U)) denote the full subcategory of Segrep(ΞP(U)) spanned
by functors which are local with respect to the maps c(s) where c is a corolla
in Ξ and s is in S.
(iii) We write SegS(Ξ
U ) for the full subcategory of Seg(ΞU ) spanned by functors
which are local with respect to the maps y∗c(s) where c is a corolla in Ξ
and s is in S.
Remark 3.3.4. It follows from the definition that an object F ∈ Seg(ΞU ) lies in
SegS(Ξ
U ) if and only if for every corolla cm,n the induced functor
Uop S/F (e)m+n S
F (cm,n(–))
is local with respect to all maps in S. Analogously, F ∈ Seg(ΞP(U)) lies in
SegrepS (Ξ
P(U)) if and only if for every corolla c, the induced functor F (c(–, xy)) : P(U)op →
S is representable, and the representing object in P(U) is local with respect to all
maps in S.
Since Lc and L have the same set of corollas, Proposition 3.2.29 and the first
part of the previous remark imply the following.
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Proposition 3.3.5. If U is a small symmetric monoidal ∞-category and S is a set
of morphisms in P(U) so that the strongly saturated class generated by S is closed
under tensor products, then SegS(L
U )→ SegS(LUc ) is an equivalence. 
Under the same hypotheses, and by the same reasoning, we also have SegS(L
U
0-type) '
SegS(L
U
sc) and SegS(L
U
out) ' SegS(LUout,c).
After replacing ∆F by Ξ in the proof of [CH20, Corollary 2.6.3], we obtain the
following result:
Proposition 3.3.6. Let U and S be as in Definition 3.3.3.
(i) The equivalence Seg(ΞU ) ∼−→ Segrep(ΞP(U)) of Theorem 3.3.1 restricts to an
equivalence
SegS(Ξ
U ) ∼−→ SegrepS (ΞP(U)).
(ii) Let ΞP(U) → ΞPS(U) be the functor induced by the symmetric monoidal
localization P(U)→ PS(U). Precomposition induces an equivalence
Segrep(ΞPS(U)) ∼−→ SegrepS (ΞP(U)).
Combined, these imply that SegS(Ξ
U ) ' Segrep(ΞPS(U)). 
As an immediate consequence we have:
Corollary 3.3.7. The ∞-category Segrep(ΞPS(U)) is given by an accessible localiza-
tion of Seg(ΞU ). In particular, it is presentable.
Proof. Lemma 2.11 of [CHb] shows that Seg(ΞU ) is presentable. By the previous
proposition we can identify Segrep(ΞPS(U)) with SegS(Ξ
U ). This latter ∞-category
is given by an accessible localization of the presentable ∞-category Seg(ΞU ) with
respect to the set of maps y∗c(s), where c is a corolla and s ∈ S (see [Lur09,
Proposition 5.5.4.2]). It follows that Segrep(ΞPS(U)) is presentable. 
This result implies the following.
Corollary 3.3.8. If V is a presentably symmetric monoidal ∞-category, then
Segrep(ΞV) is a presentable ∞-category.
Proof. According to [CH20, Proposition 2.6.9] and [Lur09, Theorem 5.5.1.1], there
is an equivalence V ' PS(U) of symmetric monoidal∞-categories, where U is a small
symmetric monoidal ∞-category admitting all κ-small colimits for some regular
cardinal κ and S is the set of maps of the form colim y ◦ φ → y(colimφ) and φ
runs over a set of representatives for equivalence classes of κ-small colimits in U .
The previous corollary shows that this ∞-category Segrep(ΞV) ' Segrep(ΞPS(U)) is
presentable. 
Theorem 3.3.9. If V is a presentably symmetric monoidal ∞-category, then the
map
Segrep(LV)→ Segrep(LVc )
from Proposition 3.2.27 is an equivalence.
A similar proof to the following will also give equivalences Segrep(LV0-type) '
Segrep(LVsc) and Seg
rep(LVout) ' Segrep(LVout,c).
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Proof. Let S and U be as in the proof of the previous corollary, with V ' PS(U).
We have a diagram
SegS(L
U ) SegrepS (L
P(U)) Segrep(LPS(U)) Segrep(LV)
SegS(L
U
c ) Seg
rep
S (L
P(U)
c ) Seg
rep(L
PS(U)
c ) Seg
rep(LVc )
'
' ' '
' ' '
where the first two equivalences on each row are from Proposition 3.3.6 and the
vertical equivalence is from Proposition 3.3.5. 
4. Algebras over enriched ∞-properads
The purpose of this section is to introduce, for two V-enriched ∞-properads
Q and R, the ∞-category AlgVQ(R) of Q-algebras in R. Often we have that V
is self-enriched, and we take R to be V, appropriately regarded as a V-enriched
∞-properad.
We begin with an extension of the notion of ‘inner anodyne map’ to L and
LU -presheaves; this is a key technical tool which has no analogue for G-presheaves.
The core of the section is in §4.2, where we show that Segrep(LV) is tensored over
Seg(∆). This tensor product is a partial extension of a Boardman–Vogt-style tensor
product of properads (see [HRY15, §4]) in the unenriched case. The adjoint functor
theorem then provides us with our notion of algebras (and also cotensors).
Everything in this section is in the setting of algebraic V-enriched ∞-properads.
We will return to the complete case in §6.2.
4.1. Inner horn inclusions and inner anodyne maps. In this subsection we
generalize the definition of inner anodyne maps in P(∆) to the setting of P(L) and
P(LV). After some formal observations we then finally prove the main result is
Proposition 4.1.6 which says that inner anodyne maps in P(LV) are Segal equiva-
lences. Its proof is a properadic generalization of the operadic case treated in [CH20,
§2.7].
Definition 4.1.1. Let p : L → ∆ denote the cartesian fibration from Defini-
tion 2.1.17 and let I ∈ L be of height n. For 0 ≤ k ≤ n, define ΛnkI by the
pullback
ΛnkI I
p∗Λnk p
∗(∆n).
Likewise, suppose that V is a presentably symmetric monoidal ∞-category, and
q : LV → L denote the cartesian fibration from Definition 3.2.10. If I ∈ LV is of
height n, we define ΛnkI := (pq)
∗Λnk ×(pq)∗(∆n) I. When 0 < k < n, we call the
inclusions ΛnkI ↪→ I and ΛnkI ↪→ I inner horn inclusions. The class of inner anodyne
maps in P(L) or P(LV) is the weakly saturated class generated by the inner horn
inclusions, that is, the smallest class which both contains the inner horn inclusions
and is closed under pushouts, transfinite compositions, and retracts.
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We make use of the following notion of ‘simple’ morphism from [CH20, Definition
2.7.11].
Definition 4.1.2. Let p : E → C be a cartesian fibration between small∞-categories.
For F ∈ P(E) and Y ∈ P(C), we say a morphism F → p∗(Y ) is simple if for every
map σ : X → Y from a representable object X, in the pullback
F ′ F
p∗(X) p∗(Y )
the presheaf F ′ is representable and the adjunct p!F ′ → X is an equivalence.
Remark 4.1.3. It is immediate from the definition, and was pointed out in Remark
2.7.12 of [CH20], that
(1) if F ∈ E , then the counit map F → p∗p!F ' p∗(pF ) is simple, and
(2) the pullback of a simple map is simple.
We record a relative version of (1), whose conception and proof are joint with
Rune Haugseng.
Lemma 4.1.4. Let
(4)
D E
B C
β
q p
α
be a pullback of small ∞-categories with p and q cartesian fibrations. For each e ∈ E,
the unit map β∗e→ q∗q!β∗e is simple with respect to q.
Since the square is a pullback and Eop → Cop is a cocartesian fibration, a
Beck–Chevalley condition gives α∗p! ' q!β∗ : P(E) → P(B); see Lemma 9.2.6 and
Proposition 9.5.8 of [RV]. We use this fact freely in the following proof. We note
also that β∗e→ q∗q!β∗e is equivalent to β∗ applied to the unit e→ p∗p!e.
Proof. Fix e ∈ E as in the statement, and let f : b→ q!β∗e ' α∗p!e be an arbitrary
map of P(B) whose domain is representable. We need to show that the pullback of
the unit map β∗e→ q∗q!β∗e along q∗(f) is the unit map at a representable object
d ∈ D. Let f ′ : α(b)→ p(e) be adjunct to f . By [CH20, Lemma 2.7.10], there is a
pullback
(5)
e′ e
p∗(αb) p∗(pe)
f
′
p∗(f ′)
where f
′
in E is a p-cartesian lift of f ′ and p(e′) ' αb. Since (4) is a pullback, there
exists an object d ∈ D given by the pair (b, e′). Suppose we define the morphism
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f : d→ β∗e to be adjunct to f ′ : e′ ' βd→ e then we have a commutative diagram
d β∗e
q∗b q∗q!β∗e
f
q∗(f)
where the vertical maps are units. The statement of the lemma holds if we can
show that this square is cartesian. In other words, it suffices to show that the image
of this diagram under the functor MapP(D)(x,−) is a pullback of spaces for every
x ∈ D.
We first note that since the left adjoint p! preserves representable objects, for every
x ∈ D the functor MapP(E)(βx,−) takes the pullback square (5) to the pullback
diagram
MapE(βx, βd) MapE(βx, e)
MapC(pβx, αb) MapC(pβx, pe).
On the other hand, since (4) is a pullback, we also have a pullback square
MapD(x, d) MapE(βx, βd)
MapB(qx, b) MapC(αqx, αb).
Pasting these together, we have the left-displayed pullback
MapD(x, d) MapE(βx, e)
MapB(qx, b) MapC(pβx, pe)
MapP(D)(x, d) MapP(D)(x, β
∗e)
MapP(D)(x, q
∗b) MapP(D)(x, q
∗q!β∗e)
which is equivalent to the right-hand square. Hence, the functor MapP(D)(x,−)
indeed takes the commutative square (5) to a pullback. 
Lemma 4.1.5. Let p∗ : P(C) → P(E) be the functor induced by the composition
with a cartesian fibration p : E → C. Suppose that A,L ∈ C, and let f : A→ L×B
and g : L×B → L be two morphisms in P(C) where g is the projection map. Let
F L× p∗B L
p∗A p∗(L×B) p∗L.p
∗f p∗g
be a commutative diagram in P(E) where the left-hand and the right-hand squares
are pullbacks and the right vertical map is the adjunction unit. Then the presheaf F
is represented by the object (gf)∗L ∈ E given by the p-cartesian lift (gf)∗L→ L of
gf : A→ L×B → L.
Proof. The outer rectangle is a pullback, so [CH20, Lemma 2.7.10] shows that
F ' (gf)∗L. 
Proposition 4.1.6. The inner anodyne maps in P(LV) are Segal equivalences.
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Proof. As the class of Segal equivalences in P(LV) is strongly saturated (Exam-
ple 3.2.26), and inner anodyne maps are the weakly saturated class generated by the
inner horn inclusions, it suffices to show that every inner horn inclusion ¯ : ΛnkI → I
in P(LV) is a Segal equivalence. If T is a class of morphisms in a cocomplete
∞-category, write 〈T〉r for the right-cancellative class generated by T, that is, the
smallest class of morphisms containing T and closed under finite compositions,
pushouts, and right cancellations (i.e. fg ∈ 〈T〉r and g ∈ 〈T〉r implies f ∈ 〈T〉r).
Let S1 denote the set of spine inclusions ∆mSeg → ∆m in P(∆); by the proof of
Lemma 3.5 of [JT07], each inner horn inclusion Λnk → ∆n is contained in 〈S1〉r.
Suppose we are given an inner horn inclusion
ΛnkI I
(pq)∗(Λnk ) (pq)
∗(∆n).
¯
j
Let S2 denote the class (depending on I) of maps s2 in P(LV) appearing in a diagram
of the form
(6)
A B I
(pq)∗(∆mSeg) (pq)
∗∆m (pq)∗∆n
s2
(pq)∗s1
where both squares are pullbacks, s1 ∈ S1, and the bottom right map is arbitrary.
Since inner horn inclusions Λnk → ∆n are in 〈S1〉r, by Proposition 2.7.8 of [CH20],
we have that ¯ : ΛnkI → I is contained in 〈S2〉r. In particular, ¯ is contained in the
strongly saturated class generated by S2.
As the right-hand map of (6) is a unit map it is simple, hence so too is the
pullback B → (pq)∗∆m. In particular, B is representable and has height m. It
follows that s2 is equivalent to a segmentation map, thus is also a Segal equivalence.
Since S2 is contained in the strongly saturated class of Segal equivalences, so too is
¯. 
Corollary 4.1.7. Let U be a small symmetric monoidal ∞-category, and let LU q−→
L
p−→∆ be the usual cartesian fibrations.
(1) If f : F → (pq)∗K ′ is a simple map in P(LU ) and K → K ′ is an inner
anodyne map in P(∆), then (pq)∗K ×(pq)∗K′ F → F in P(LU ) is inner
anodyne.
(2) If f : F → q∗B is a simple map in P(LU ) and A→ B is an inner anodyne
map in P(L), then q∗A×q∗B F → F in P(LU ) is inner anodyne.
In both cases, the indicated map is also a Segal equivalence.
Proof. For the first item, let S denote the set of inner horn inclusions {Λnk → ∆n |
0 < k < n} in P(∆). Applying [CH20, Lemma 2.7.14], we have that the map under
consideration is in the weakly saturated class generated by the inner horn inclusions
ΛnkI → I in P(LU ). This is the definition of being inner anodyne. The proof of the
second item is similar, except that S should be taken to be the set of inner horn
inclusions {ΛnkI → I} in P(L). 
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4.2. Tensoring with Segal spaces. In this subsection we prove that that for a
presentably symmetric monoidal ∞-category V, the ∞-category Segrep(LV) is a
module over the symmetric monoidal∞-category Seg(∆) of Segal spaces. At the end
we will see that by applying the adjoint functor theorem to this tensoring functor we
get an algebra functor which takes two objects in Segrep(LV) to the corresponding
∞-category of algebras between them. Notice that we are no longer working with
an arbitrary graph category Ξ (Notation 3.2.2), but rather just4 with L. This
shift is important for our proofs, though eventually we shall see (Corollary 5.1.6)
that Segrep(GV) ' Segrep(LV), so our main results extend to that context (e.g.,
Proposition 5.1.7).
Definition 4.2.1. Let U be a small symmetric monoidal ∞-category, and let
p∗ : P(∆)→ P(LU ) be the functor induced by p : LU →∆ given by the composition
of the two cartesian fibrations LU → L and L→∆. The two presheaf categories are
symmetric monoidal ∞-categories with respect to the cartesian product. Since p∗ is
right adjoint to the functor p! given by left Kan extension, p
∗ preserves products
and hence, it is a morphism of commutative algebra objects in Cat∞ (or even in the
∞-category PrL of presentable ∞-categories). Hence, by [Lur, Corollary 3.4.1.7],
the functor
–× p∗(–) : P(LU )× P(∆)→ P(LU ).
exhibits P(LU ) as a module over P(∆). This functor then preserves preserves
colimits in each variable, because the cartesian product in S does and p∗ is left
adjoint to p∗ (given by right Kan extension).
The main result of this section is the following theorem.
Theorem 4.2.2. Let U be a small symmetric monoidal∞-category and let L denote
the localization P(LU )→ Seg(LU ). The P(∆)-module structure on P(LU ) induces a
Seg(∆)-module structure on Seg(LU ) and the tensor product
⊗ : Seg(LU )× Seg(∆)→ Seg(LU )
is given by F ⊗K = L(F ×p∗K). In particular, the tensor product preserves colimits
in each variable.
If follows from [Lur, Proposition 2.2.1.9] that for the proof of Theorem 4.2.2 it
suffices to show that the module structure on P(LU ) is compatible with the Segal
equivalences in the following sense:
Proposition 4.2.3. Suppose f : F → F ′ is a Segal equivalence in P(LU ) and
g : K → K ′ is a Segal equivalence in P(∆). Then f×p∗(g) : F×p∗(K)→ F ′×p∗(K ′)
is a Segal equivalence in P(LU ).
As already mentioned in Definition 4.2.1 the tensor functor –× p∗(–) preserves
colimits in each variable. This allows us to prove the proposition by reducing it to a
few key special cases of Segal equivalences. We start with two easy cases.
Proposition 4.2.4. Given an object I ∈ LU of height n and a Segal equivalence
Z → ∆n, we write f : I|Z → I for the map I ×p∗(∆n) p∗(Z)→ I. For g : K → K ′
in P(∆), consider the map
f × p∗(g) : I|Z × p∗(K)→ I × p∗(K ′).
4Our techniques are slightly more general than this, and apply to Lout and L0-type as mentioned
in Remark 4.2.9.
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(1) If K ∈ P(∆) and f : I|∆nSeg → I is a segmentation map, then f × p∗(K) is
a Segal equivalence in P(LU ).
(2) If g : K → K ′ is a Segal equivalence in P(∆), then I × p∗(g) is a Segal
equivalence in P(LU ).
Proof. Suppose Z → ∆n and K → K ′ are inner anodyne maps of simplicial sets.
Two applications (first to (Z → ∆n,∅→ K) and then to (∅→ ∆n,K → K ′)) of
[Lur09, Corollary 2.3.2.4] gives that the product Z ×K → ∆n ×K ′ of inner horn
inclusions is inner anodyne. We have a commutative diagram
I|Z × p∗(K) I × p∗(K ′) I
p∗(Z)× p∗(K) p∗(∆n)× p∗(K ′) p∗(∆n)
f×p∗(g)
consisting of two pullback squares. Remark 4.1.3 implies that the right two vertical
maps are simple. Corollary 4.1.7 gives that the left upper horizontal map f × p∗(g)
is inner anodyne, hence a Segal equivalence.
Since spine inclusions are inner anodyne by [Joy08, Proposition 2.13], the first
item (1) follows immediately from the previous paragraph by taking Z = ∆nSeg and
K → K ′ an identity.
For the second statement, first observe that the class of maps g ∈ P(∆) so that
I × p∗(g) is a Segal equivalence is strongly saturated by [Lur09, Remark 5.5.4.10].
In the first paragraph we showed that if g is an inner horn inclusion then I×p∗(g) is
inner anodyne, hence a Segal equivalence. On the other hand, inner horn inclusions
in P(∆) generate the strongly saturated class of Segal equivalences (see [CH20,
Proposition 2.7.7]), so (2) holds. 
For the proof of Proposition 4.2.3 we need to understand explicitly the tensor
product of a corolla with ∆1. For this purpose, it is convenient to introduce some
notation:
Definition 4.2.5. Given an object I ∈ LU of height 1, write I+, I− → I for the
cartesian lifts of s0, s1 : [2] → [1], respectively. If I lives over I ∈ L of the form
m
f→ k g← n, then the objects I+, I− lie over the height 2 level graphs (see Figure 6)
I+ =
 m m n
m k
id id f g
 , I− =
 m n n
k n
f g id id
 .
If I is connected, that is, if I = cm,n(v) then the corolla in I
+
, I
−
corresponding
to cm,n is labeled by v while all other corollas are of the form c1,1 and labeled by
the unit 1 ∈ U ; see Figure 7 for an illustration in the disconnected case. We write
c±m,n(v) for I
±
when I is connected.
Lemma 4.2.6. For a height 1 object I ∈ LU , there is an equivalence
I
+ qI I
− → I × p∗(∆1).
In particular, in the connected case where I = cm,n(v), we have an equivalence
c+m,n(v)qcm,n(v) c−m,n(v)→ cm,n(v)× p∗(∆1), natural in v.
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Figure 6. An example I (of the form 2→ 2← 4), I+, and I−.
v1 v1
v2 v2
1
1
Figure 7. An example of I and I
+
Proof. First, let us introduce some notation for a simplicial subdivision of the square.
Namely, let σ+, σ− : ∆2 → ∆1 ×∆1 denote the two non-degenerate 2-simplices of
∆1×∆1, taking (0, 1, 2) to ((0, 0), (0, 1), (1, 1)) and ((0, 0), (1, 0), (1, 1)), respectively,
and let δ : ∆1 → ∆1×∆1 denote the diagonal map. Then the maps σ± and δ induce
an equivalence ∆2 q∆1 ∆2 ∼−→ ∆1 ×∆1.
Let A+ and A denote the pullbacks
A+ I × p∗(∆1) A I × p∗(∆1)
p∗(∆2) p∗(∆1)× p∗(∆1) p∗(∆1) p∗(∆1)× p∗(∆1)p
∗(σ+) p∗(δ)
and similarly for A−. We can extend these diagrams by projection onto the first
factor, yielding in the first case
A+ I × p∗(∆1) I
p∗(∆2) p∗(∆1)× p∗(∆1) p∗(∆1).p
∗(σ+)
p∗(s0)
It follows from this diagram and Lemma 4.1.5 that A+ ' I+. Using the correspond-
ing diagrams for A− and A, one concludes also that A− ' I− and A ' I. Since
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pullbacks in P(LU ) preserve colimits, we have a natural pullback square
I
+ qI I
−
I × p∗(∆1)
p∗(∆2)qp∗(∆1) p∗(∆2) p∗(∆1)× p∗(∆1),
∼
∼
which completes the proof. 
Proof of Proposition 4.2.3. The map f × p∗(g) : F × p∗(K) → F ′ × p∗(K ′) in the
statement factors as F × p∗(K)→ F ′ × p∗(K)→ F ′ × p∗(K ′) and below we prove
separately that both morphisms are Segal equivalences.
By Proposition 4.2.4(2) the map id×p∗(g) : L× p∗(K)→ L× p∗(K ′) is a Segal
equivalence for every object L ∈ LU and every Segal equivalence g : K → K ′ in
P(∆). Since –× p∗(–) preserves colimits in each variable and Segal equivalences are
closed under colimits, the map F × p∗(K)→ F × p∗(K ′) is a Segal equivalence for
every F ∈ P(LU ) and every Segal equivalence K → K ′ in P(∆).
In the remaining part of this proof we show that the first map F × p∗(K) →
F ′ × p∗(K) is a Segal equivalence as well. As –× p∗(–) preserves colimits the map
F × p∗(K)→ F ′× p∗(K) is a Segal equivalence if it is true in the case where K is a
simplex ∆n. Therefore, it suffices to show that the bottom map of the commutative
diagram
F × p∗(∆nSeg) F ′ × p∗(∆nSeg)
F × p∗(∆n) F ′ × p∗(∆n)
is a Segal equivalence. The previous paragraph shows that the vertical morphisms
are Segal equivalences and the definition of ∆nSeg implies that the upper horizontal
map is a colimit of maps of the form f × p∗(∆1). Hence, we only need to prove that
these maps are a Segal equivalences. By Proposition 3.2.17, we can further reduce
to the case where f is either a segmentation map or a short Segal core inclusion
(Definition 3.2.14).
For the segmentation maps, the claim follows from Proposition 4.2.4(1). We
now consider the case where f :
∐
Li → L a short Segal core inclusion, L is of
height 1 and each Li is connected. Using that –× p∗(∆1) commutes with colimits,
Lemma 4.2.6 tells us that to show f × p∗∆1 is a Segal equivalence, it suffices to
show that(∐
i
L
+
i
)
q(∐i Li)
(∐
i
L
−
i
)
'
∐
i
(L
+
i qLi L
−
i )→ L
+ qL L
−
is a Segal equivalence. We know that f :
∐
i Li → L is a short Segal core inclusion,
hence a generating Segal equivalence. It remains to show that
∐
i L
+
i → L
+
and∐
i L
−
i → L
−
are Segal equivalences; we consider only the first case (the other is
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similar). There is a commutative square∐
i L
+
i |∆2Seg L
+|∆2Seg
∐
i L
+
i L
+
,
where the vertical maps are Segal equivalences and the upper horizontal map is of
the form ∐
i
(
L
+,{0,1}
i qL+,{1}i L
+,{1,2}
i
)
→ L+,{0,1} q
L
+,{1} L
+,{1,2}
.
To show that the bottom map in the square is a Segal equivalence, it suffices to
show that the top map is such. This top map is a pushout of the following:∐
i
L
+,{0,1}
i → L
+,{0,1}
(7)
∐
i
L
+,{1,2}
i → L
+,{1,2}
(8)
∐
i
L
+,{1}
i → L
+,{1}
(9)
Since we generally have I
+,{1,2}
= I, map (8) is a short Segal core inclusion. If m
is the number of input edges of L, then there are commutative triangles∐
j∈m
c1,1(1) L
+,{0,1}
∐
i
L
+,{0,1}
i
(7)
∐
j∈m
e L
+,{1}
∐
i
L
+,{1}
i
(9)
where the top maps are short Segal core inclusions, and the downward arrows are
coproducts of such. Hence (7) and (9) are Segal equivalences as well. It follows that
f × p∗∆1 is a Segal equivalence when f is the Segal core inclusion into a height 1
graph.
It remains to consider the case where f :
∐
i∈n e → L is a short Segal core
inclusion and L is of height 0. As above, we must understand L×p∗(∆1), but unlike
the height 1 case (Lemma 4.2.6), in the height 0 case this object is representable. We
first note that canonical equivalence σ : ∆1
∼−→ ∆0 ×∆1 induces a pullback square
X L× p∗(∆1)
p∗(∆1) p∗(∆0)× p∗(∆1)
∼
p∗σ
where the horizontal maps are equivalences. Lemma 4.1.5 implies that the presheaf
X is represented by s0L determined by the cartesian lift s0L→ L of the projection
s0 : ∆1 → ∆0. Hence, the presheaf X is represented by L′(1c)c∈VL(L′), where L′
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is the graph n
id−→ n id← n and 1 denotes the unit in U . In particular, we have
e× p∗(∆1) ' (c1,1,1). Therefore, the map f × p∗(∆1) is given by(∐
i∈n
e
)
× p∗(∆1) '
∐
i∈n
(
e× p∗(∆1)) '∐
i∈n
c1,1(1)→ L′(1c)c∈VL(L′) ' L× p∗(∆1),
which is a short Segal core inclusion. 
This completes the proof of Theorem 4.2.2. As a consequence, we get:
Corollary 4.2.7. Let U be a small symmetric monoidal ∞-category and let S be a
set of morphisms in P(U) compatible with the symmetric monoidal structure. Then
the Seg(∆)-module structure on Seg(LU ) induces a Seg(∆)-module structure on
SegS(L
U ). Moreover, this tensor product preserves colimits in each variable.
Proof. By definition SegS(L
U ) is a localization of Seg(LU ) with respect to maps of
the form y∗c(s), s ∈ S, according to [Lur, Proposition 2.2.1.9] the Seg(∆)-module
structure on Seg(LU ) induces one on SegS(L
U ) if for every map s : X → Y in S and
every K ∈ Seg(∆), the map
y∗c(s)× p∗K : y∗c(X)× p∗K → y∗c(Y )× p∗K
is an S-Segal equivalence. The proof of Proposition 4.2.3 shows that it suffices
to verify the this for the case K = ∆1. By Lemma 4.2.6, there is an equivalence
I
+ qI I
− → I × p∗(∆1) for every I ∈ LU of height 1. Since y∗c(X) is a colimit of
these objects, the map y∗c(s)× p∗(∆1) is equivalent to
y∗c+(X)qy∗c(X) y∗c−(X)→ y∗c+(Y )qy∗c(Y ) y∗c−(Y ).
It then suffices to show that the morphisms y∗c±(X)→ y∗c±(Y ) are both S-Segal
equivalences. We consider the case of c+; the proof for c− is the same. If c = cm,n
then the definition of cm,n implies that the upper horizontal map of the commutative
diagram
y∗c+(X)Seg y∗c+(Y )Seg
y∗c+(X) y∗c+(Y )
is given by (
∐
m c1,1(1))q(∐m e)y∗c(X)→ (
∐
m c1,1(1))q(∐m e)y∗c(Y ). As a pushout
of y∗c(X) → y∗c(Y ), this map is an S-Segal equivalence. The vertical maps are
Segal equivalences by definition, hence, the bottom horizontal map is also an S-Segal
equivalence. 
Corollary 4.2.8. Let V be a presentably symmetric monoidal ∞-category. There
exists a tensor product ⊗ : Segrep(LV)× Seg(∆)→ Segrep(LV) and it induces
AlgV(–)(–) : (Seg
rep(LV))op × Segrep(LV)→ Seg(∆)
such that
MapSeg(∆)(C,AlgVQ(R)) ' MapSegrep(LV)(Q⊗ C,R)
and a cotensor product
(–)(–) : Segrep(LV)× (Seg(∆))op → Segrep(LV)
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such that
MapSegrep(LV)(Q,RC) ' MapSegrep(LV)(Q⊗ C,R).
Moreover, both of these functors preserve limits in each variable.
Proof. Since V is presentable there exists a small ∞-category U and a set of
morphisms S in P(U) such that V ' PS(U). The existence of the tensor product
then follows from Corollary 4.2.7 and the equivalence SegS(L
U ) ' Segrep(LV)
of Proposition 3.3.6. The remaining statements follow from the adjoint functor
theorem. 
Remark 4.2.9. All proofs and statements in §4.2 hold equally well if L is replaced
by Lout or L0-type from Definition 2.1.30. This leads to the natural question about the
compatibility of the various tensor products. We will address this in Theorem 6.1.3
below, where we show that they are related via left Kan extension.
5. Comparison of Lc and G presheaves
In Theorem 3.3.9 we have shown the canonical inclusion LVc ↪→ LV induces
an equivalence Segrep(LV) ' Segrep(LVc ). In this section we introduce a functor
τ : LVc → GV lying over τ : Lc → G from Lemma 2.3.4. The main result is
Theorem 5.1.4, which shows that τ induces an equivalence τ∗ : Segrep(GV) ∼−→
Segrep(LVc ). The key step is to show that these ∞-categories are the ∞-categories
of algebras of the same monad. Once this is proven an ∞-categorical version of the
Barr–Beck Theorem gives the desired equivalence.
5.1. The equivalence and its consequences. Let V be a symmetric monoidal
∞-category. Recall that the category of connected level graphs admits a vertex
functor Lc ↪→ L VL−→ Finop∗ (see Definition 2.1.26), which was used in Definition 3.2.10
to define Lop,Vc as the pullback
Lop,Vc Vop,⊗
Lopc F∗.
The functor τ : Lc → G from Lemma 2.3.4 fits into the commutative diagram
L Lc G
Finop∗
VL VG
(where VG is from Definition 2.2.22). It follows that there is a commutative diagram
Lop,V Lop,Vc G
op,V
Lop Lopc G
op
yx
τop
in which both squares are pullbacks.
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Definition 5.1.1. For a symmetric monoidal ∞-category V, write
τop : Lop,Vc → Gop,V
for the arrow appearing in the preceding pullback diagram.
Remark 5.1.2. The functor τ restricts to an isomorphism of categories Lel ∼= Gel
(Lemma 2.3.4), hence the restriction LVc,el → GVel of τ is an equivalence.
Lemma 5.1.3. For L ∈ Lop,Vc and E ∈ Lop,Vc,el , we have equivalences (Lop,Vc,el )L/ '
(Gop,Vel )τL/ and (L
op,V
c )E/ ' Lop,Vc ×Gop,V (Gop,V)τE/.
Proof. The definitions of inert maps in L and G imply that τ induces an equivalence
MapLc,int(E,L)
∼−→ MapGint(τE, τL). Since the images L and τL in Fin∗ coincide,
the constructions of Lop,Vc and G
op,V show that the map
MapLop,Vc,int
(L,E)
∼−→ MapGop,Vint (τL, τE)
is an equivalence. This shows that the fibres of the vertical maps of the commutative
square
(Lop,Vc,el )L/ (G
op,V
el )τL/
Lop,Vc,el G
op,V
el∼
are equivalent and therefore, the upper horizontal map is an equivalence.
For the second equivalence we first observe that that a map τL → τE in G is
either active or factors through τe = ↓. If τL → τE is active, then it is given by
contracting all inner edges, i.e. edges bounded by two vertices. It follows that in both
cases τL→ τE lies in the image of τ and hence MapLc(L,E)
∼−→ MapG(τL, τE) is
an equivalence. Once again this gives this equivalence
MapLop,Vc (E,L)
∼−→ MapGop,V (τE, τL)
which proves that the fibres of the vertical maps of the commutative square
(Lop,Vc )E/ (G
op,V)τE/
Lop,Vc G
op,V
are equivalent. It follows that the this square is cartesian, giving the second desired
equivalence. 
Our goal is to prove:
Theorem 5.1.4. Let U be a small symmetric monoidal ∞-category. The functor
τ∗ : P(GU )→ P(LU ) given by composition with τop restricts to an equivalence
Seg(GU )→ Seg(LUc ).
Before we give the proof, we want to derive some consequences from this theorem.
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Corollary 5.1.5. Given a small symmetric monoidal ∞-category U and a small set
S of morphisms in P(U) which is compatible with the symmetric monoidal structure.
Then the following hold:
(i) The functor τ : LUc → GU induces an equivalence
τ∗ : SegS(G
U ) ∼−→ SegS(LUc ).
(ii) The functor τ : L
PS(U)
c → GPS(U) induces an equivalence
τ∗ : Segrep(GPS(U)) ∼−→ Segrep(LPS(U)c ).
Proof. By Definition 3.3.3, SegS(G
U ) and SegS(L
U
c ) are the full subcategories of the
respective ∞-categories Seg(GU ) and Seg(LUc ), spanned by objects which are local
with respect to the same set of morphisms under the equivalence LUc,el
∼−→ GUel of
Remark 5.1.2. Hence, the equivalence τ∗ : Seg(GU ) ∼−→ Seg(LUc ) of Theorem 5.1.4
restricts to an equivalence τ∗ : SegS(G
U ) ∼−→ SegS(LU ) of (i).
The equivalence (ii) follows by combining Proposition 3.3.6 with (i). 
Corollary 5.1.6. If V is a presentably symmetric monoidal ∞-category, then the
following ∞-categories are equivalent
Segrep(GV) ' Segrep(LVc ) ' Segrep(LV).
Proof. The first equivalence can be identified with Segrep(GPS(U)) ∼−→ Segrep(LPS(U)c )
of Corollary 5.1.5(ii) for some small symmetric monoidal ∞-category U and some
set S and the second equivalence is given by Theorem 3.3.9. 
Proposition 5.1.7. For every presentably symmetric monoidal ∞-category V, the
∞-category Segrep(GV) has a Seg(∆)-module structure where the tensor product
preserves colimits in each variable.
Proof. The previous corollary shows that Segrep(GV) ' Segrep(LV) which by Propo-
sition 3.3.6 can be identified with SegS(L
U ). This ∞-category has a Seg(∆)-module
structure by Corollary 4.2.7. 
Remark 5.1.8. The functor τ : Lc → G restricts to functors Lout,c → Gout and
Lsc → Gsc (from Definition 2.1.30 and Definition 2.2.14), and the proofs of all of
the above statements remain valid when applied to these restrictions. For instance,
the analogue of Theorem 5.1.4 tells us that
Seg(GUout)→ Seg(LUout,c) & Seg(GUsc)→ Seg(LUsc)
are equivalences. The proof of Corollary 5.1.6 gives equivalences
Segrep(GVsc) ' Segrep(LVsc) ' Segrep(LV0-type)
Segrep(GVout) ' Segrep(LVout,c) ' Segrep(LVout).
Finally, the proof of Proposition 5.1.7 along with Remark 4.2.9 tells us that both
Segrep(GVsc) and Seg
rep(GVout) have appropriate Seg(∆)-module structures.
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5.2. Towards the proof of Theorem 5.1.4. The proof of Theorem 5.1.4 relies
on certain intricate filtrations. We build these decompositions in this subsection,
and conclude with a proof of the theorem.
Definition 5.2.1. Suppose that G ∈ G, I is a connected, height n level graph, and
ϕ : I → τ∗G is a morphism in P(Lc).
• We say that ϕ is non-degenerate if, whenever I → J → τ∗G is a factorization
of ϕ with I → J in L lying over a surjective morphism in ∆, we have that
I → J is an isomorphism.
• We let ϕ also denote the adjoint map τI → G in G and we say that ϕ is
admissible if the following conditions hold:
(1) If v ∈ In−1,n is a bottom vertex, then ϕ(v) is either an edge or a corolla.
(2) There is a unique bottom vertex v ∈ In−1,n so that ϕ(v) is a corolla.
Proposition 5.2.2. Let I, J ∈ Lc be of height m and n, respectively, and G ∈ G a
graph with at least one vertex. Suppose
I J
τ∗G
ψ ϕ
τI τJ
G
h
g f
are adjoint commutative diagrams in P(Lc) and G, where I → J lies over α : [m]→
[n]. If g is active, ϕ is admissible, and ψ is non-degenerate and not admissible, then
n > m.
Proof. Since ψ is non-degenerate, the map α is injective, hence n ≥ m. Since g is
active and G has at least one vertex, we have m > 0.
We first show that that α(m) = n. Let v ∈ Jn−1,n be the unique vertex so that
f(Cv) is a corolla, and let w ∈ V(G) be the vertex in this corolla. The diagram
V(τI)+ V(τJ)+ 3 v
V(G)+ 3 w
V(h)
V(f)V(g)
in Fin∗ commutes and V(g) is active (Example 2.1.20), so V(h)(v) is not the base
point. In other words, since g is active, there exists a vertex u ∈ V(τI) with
w ∈ g(Cu). Since u ∈ Ik−1,k and v ∈ Jn−1,n, then α(k − 1) ≤ n − 1 < n ≤ α(k),
which implies that n = α(k). This implies that α(m) = n.
By injectivity, we know that α(m−1) < α(m) = n; now suppose that α(m−1) =
n− 1. Then h(v) is a corolla for each v ∈ Im−1,m ⊂ V(τI). In particular, if (1) fails
for ψ, then there exists a v ∈ Im−1,m with g(v) contains more than one vertex. But
this implies that ϕ also fails (1) for the vertex h(v) ∈ Jn−1,n. On the other hand, if
(1) holds for ψ, then non-degeneracy and the fact that (2) fails for ψ implies that
there are distinct vertices v, v′ ∈ Im−1,m which are both sent to corollas by ψ. But
this can’t happen, otherwise ϕ would fail (2) for h(v) 6= h(v′) ∈ Jn−1,n.
We conclude that α(m− 1) cannot be n− 1, hence n− 1 is not in the image of
the injective map α and the conclusion follows. 
Lemma 5.2.3. Suppose that ϕ : I → τ∗G is non-degenerate and admissible. If
I ∈ Lc is of height n > 1, then the composite dn−1I → I → τ∗G is not admissible.
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Proof. Write ϕ′ : dn−1I → I → τ∗G for the induced map. As ϕ is admissible, there
is a unique bottom vertex v ∈ In−1,n with ϕ(v) a corolla. Consider the commutative
square
[1] [2]
[n− 1] [n]
d1
β γ α
dn−1
where α(t) = t+ n− 2 and β(t) = t+ n− 2. We have that α∗I → I is a (possibly
disconnected) height two subgraph, whose connected components are in bijection
with the vertices of γ∗I. Since ϕ is non-degenerate, there exists at least one vertex
w ∈ In−2,n−1 so that ϕ(w) is not an edge.
If w and v are in the same component of α∗I, then there is a bottom vertex x of
dn−1I so that both w and v are in the image of x. In this case, ϕ′ does not satisfy
(1) since ϕ′(x) contains ϕ(w) and ϕ(v), hence contains more than one vertex.
If w and v are in different components of α∗I, then there are distinct bottom
vertices y and x of dn−1I with w 7→ y and v 7→ x under V(I)+ → V(dn−1I)+. We
have ϕ(w) ⊆ ϕ′(y) and ϕ(v) ⊆ ϕ′(x), so ϕ′(y) and ϕ′(x) are not edges. If ϕ′(y) and
ϕ′(x) are both corollas, then ϕ′ does not satisfy (2), while if one of them is not a
corolla, then ϕ′ does not satisfy (1). 
Lemma 5.2.4. Suppose that ϕ : I → τ∗G is admissible and I ∈ Lc is of height n.
If 0 < k < n− 1, then the composite dkI → I → τ∗G is admissible.
Proof. The map dkI → I in L identifies the sets of bottom vertices. 
Lemma 5.2.5. Suppose that ϕ : I → τ∗G is non-degenerate and I ∈ Lc is of height
n. If 0 < k < n, then the composite dkI → I → τ∗G is non-degenerate.
Proof. Write ψ′ for this composite. Since dkI → I restricts to an identity for vertices
v ∈ dkI which are not in (dkI)k−1,k, we only need to exclude the possibility that
ψ′(v) is an edge for each vertex v in (dkI)k−1,k ∼= Ik−1,k+1 = Ik−1,k qIk,k Ik,k+1. If
this were the case, then every vertex w ∈ Ik−1,kqIk,k+1 maps to some v ∈ (dkI)k−1,k
under this isomorphism and ψ(w) ⊂ ψ′(v). Thus each vertex of I in level k or k + 1
must go to an edge, a contradiction. 
We now endeavor to show that there is a sufficient supply of non-degenerate,
admissible maps I → τ∗G. The next construction, which proves the existence
of certain factorizations, is essential for the proof of Proposition 5.2.8. In the
construction, we say that a vertex v of a graph G is a bottom vertex if all of its
outgoing edges are also outgoing edges for the graph, out(v) ⊆ out(G). Given a
bottom vertex v, we can form a (possibly disconnected) graph G \ v with V(G \ v) =
V(G) \ {v}, E(G \ v) = E(G) \ out(v) with the rest of the structure evident. We
have have Cv qin(v) G \ v ∼= Cv ∪G \ v = G, where the second expression is a union
as subobjects of G. If H is a connected component of G \ v, then H ∈ Sb(G) is a
structured subgraph.
Construction 5.2.6. Let I ∈ Lc be of height n > 0, G ∈ G, and suppose that
ψ : τI → G is an active map whose adjoint I → τ∗G is non-degenerate. We assume
that the adjoint of ψ is not admissible, and construct a factorization τI → τJ → G
with I → J in L so that J → τ∗G is admissible and non-degenerate. The level
graph J will have height n+ 1 or n+ 2, depending on ψ. A schematic picture is
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n
n+ 1
n+ 2
dnI
In−1,n \ {v0}
u1 uk
w0
Figure 8. Schematic of the level graph J
given in Figure 8, where the ut and w0 will be explained below. The map τJ → G
will send all of the 1, 1 vertices in the picture to edges, and will behave as ψ on
dnI and on In−1,n \ {w0}. The schematic tells us that we should have Jk,k = Ik,k
and Jk−1,k = Ik−1,k for k ≤ n− 1, so that the top of J coincides with the (possibly
disconnected) level graph dnI of height n− 1.
Since the adjoint of ψ is non-degenerate, there exists a vertex v0 in level n of I
(that is, v0 ∈ In−1,n) with ψ(v0) ∈ Sb(G) not an edge. Let w0 be a bottom vertex
of the graph ψ(v0), and let H1, . . . ,Hk ∈ Sb(ψ(v0)) ⊆ Sb(G) be the connected
components of the (possibly disconnected) graph ψ(v0) \ w0. For each t = 1, . . . , k,
the set in(w0) ∩ out(Ht) is nonempty, otherwise ψ(v0) would be disconnected.
Notice that
(10) in(ψ(v0) \ w0) = in(H1 q · · · qHk) ∼= in(v0) ⊆ In−1,n−1,
and let
(11) out(ψ(v0) \ w0) ∼= X q Y
where X = in(w0) and Y ⊆ out(v0) ⊆ In,n is the subset so that ψ(Y )q out(w0) =
out(ψ(v0)) ∼= out(v0). Let U = {u1, . . . , uk} be a set of size k (equal to the number
of components of ψ(v0) \ w0). Define a level graph K : L 30 → Set of height 3 which
is of the form
In−1,n−1 in(v0)q (In,n \ out(v0)) X q Y q (In,n \ out(v0)) In,n
in(v0)q (In−1,n \ {v0}) U q (In,n \ out(v0)) {w0} q Y q (In,n \ out(v0))
We must of course define these maps. All of these functions are defined to be the
identity when possible (for example, the two maps on the left are the identity on
in(v0) ⊆ In−1,n−1), and otherwise the two maps on the left are induced from the
maps in I. The third function involves a map in(v0)→ U , which sends a ∈ in(v0)
to ut if a corresponds to an input of Ht under the isomorphism (10). Likewise, the
map X q Y → U in the fourth map comes from sending a to ut if a corresponds to
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an output of Ht under the isomorphism (11). The fifth map sends X to w0 and the
final map sends those elements of In,n which map to out(w0) under ψ to w0.
Let us now define f : τK → G on vertices. At level one, f is given by
in(v0)q (In−1,n \ {v0}) ↪→ E(τI)q V(τI) ψ−→ Sb(G).
The binary vertices labeled by In,n \ out(v0) in levels two and three are sent to the
appropriate elements of E(G) ⊆ Sb(G) using ψ. The remainder of level two is the
set U , and we declare that f(ut) = Ht. At level three, we define f(w0) = Cw0 and
f(y) = ψ(y) ∈ E(G) for y ∈ Y .
As constructed, it is possible that the adjoint of f : τK → G is degenerate.
This will happen either when ψ(v0) = Cw0 , in which case f sends every vertex in
level two to edges, or when there is a unique vertex v0 ∈ In−1,n with ψ(v0) not
an edge, in which case f sends all vertices in level one to edges. Notice that we
cannot have both of these situations occur simultaneously, otherwise the adjoint of ψ
would have been admissible already. We thus let f ′ : τK ′ → G be a non-degenerate
factorization, where K ′ is of height two or three and K → K ′ lives over s0 : [3]→ [2],
s1 : [3]→ [2], or id : [3]→ [3]. We do not say that the adjoint of f ′ is admissible and
non-degenerate, but only because those terms were only defined when the domain is
a connected level graph. Let
J := dnI
∐
In−1,n−1
K ′
be the graph of height n+ 1 or n+ 2, and ψ′ : τJ → G be induced by dnψ and f ′.
Note that J is connected, ψ′ is active, and the adjoint of ψ′ is admissible and non-
degenerate. Further, we either have I = dnJ or I = dndn+1J , and τI → τJ → G is
just ψ.
Definition 5.2.7 (External boundary).
• Suppose that G ∈ G is a graph, and let Sub(G) be the full subcategory of
(Gint)/G spanned by the non-invertible morphisms. We let ∂extG be the
colimit of the composition
Sub(G)→ G→ P(G),
which we call the external boundary of G.
• There is an analogous functor Sub(G)→ P(G) which takes H to HSeg. We
write (∂extG)Seg for the colimit of this functor, which is the same as
colim
H∈Sub(G)
HSeg ' colim
H∈Sub(G)
(H ×G GSeg) ' (∂extG)×G GSeg.
• Analogously, suppose we are given an object G ∈ GV . We write Sub(G)
for the full subcategory of (GVint)/G spanned by non-equivalence morphisms
and we define ∂extG to be the colimit of the composition Sub(G)→ GV →
P(GV). We call ∂extG the external boundary of G.
Proposition 5.2.8. For every object G in G with at least two vertices, the map
τ∗(∂extG)→ τ∗G is an inner anodyne map in P(Lc).
Proof. The presheaf τ∗(∂extG) is a subpresheaf of τ∗G, which is a presheaf of sets.
For n ≥ 0, we define the presheaf Fn by declaring that Fn(I) is the union of
τ∗(∂extG)(I) with the set of maps I → τ∗G which factor through an admissible
and non-degenerate morphism J → τ∗G with J of height ≤ n and whose adjoint
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τI → G is active. Note that then τJ → G has to be active too. To see this let
τJ → K → G be the active-inert factorization of τJ → G and let τI → L→ K the
active-inert factorization of τI → τJ → K. Since τI → L is active, L→ K → G is
inert and their composition equals the active morphism τI → G, the uniqueness of
the factorization implies that L→ G is an equivalence. Now, the equivalence G ' Γ
of Theorem A.1 shows that G is a generalized Reedy category by [HRY15, Theorem
6.70]. According to [HRY15, Lemma 6.65] inert morphisms such as G ' L → K
and K → G preserve or raise degrees. Since their composite is an equivalence, it
preserves the degree, hence, G→ K and K → G also preserve the degree and are
isomorphisms by the definition of generalized Reedy categories [BM11, Definition
1.1]. In particular, we see that τJ → G is active if τI → G is.
Each morphism I → τ∗G whose adjoint is not active is automatically contained
in τ∗(∂extG). Thus each map e → τ∗G (where e is the unique height zero object
of Lc) is in τ
∗(∂extG). On the other hand, e → G is never active when G has at
least one vertex, hence F0 = τ
∗(∂extG). By Construction 5.2.6, every active map
τJ → G with J ∈ Lc necessarily factors through a non-degenerate, admissible map,
hence the filtration
F0 = τ
∗(∂extG) ⊆ F1 ⊆ · · · ⊆ colim
n→∞ Fn = τ
∗G
is exhaustive.
It suffices to show that each inclusion Fn−1 ↪→ Fn is inner anodyne. Let Sn
denote the set of isomorphism classes of non-degenerate, admissible, active maps
ϕ : τ(I)→ G where I ∈ Lc is has height n. Since G has at least two vertices, there
is no map ϕ : c → τ∗G which is admissible and has active adjoint, so S1 = ∅. It
follows that F0 = F1. In general, for ϕ ∈ Fn (n ≥ 2) the following hold:
• For i ∈ {0, n}, the assumption that ϕ is non-degenerate and the definition
of τ∗(∂extG) imply that the faces diI → I → τ∗G factor through τ∗(∂extG),
and thus through Fn−1.
• For 0 < i < n− 1, admissibility and non-degeneracy of ϕ implies the same
about the faces diI → I → τ∗G (by Lemma 5.2.4 and Lemma 5.2.5) which
thus factor through Fn−1.
• The face dn−1I → I → τ∗G is not admissible by Lemma 5.2.3. Further, it
is non-degenerate (by Lemma 5.2.5) and its adjoint is active, so Proposi-
tion 5.2.2 applies that it can only factor through an admissible map whose
domain has at least height n. In particular, dn−1I → I → τ∗G cannot lie
in Fn−1.
This shows that there exists a pushout diagram∐
Sn
Λnn−1I Fn−1
∐
Sn
I Fn.
Since the left vertical morphism is inner anodyne by definition, so is the right vertical
map. 
Proposition 5.2.9. Let U be a symmetric monoidal ∞-category. The functor
τ∗ : P(GU )→ P(LUc ) preserves Segal equivalences.
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Proof. It suffices to show that τ∗ preserves Segal core inclusions, which generate
Segal equivalences. In other words, for every G ∈ GU , the map τ∗GSeg → τ∗G needs
to be a Segal equivalence in P(LUc ). We prove this by inducting on the number of
vertices of G. Since the statement is vacuous if G has zero or one vertices, we assume
that G has at least two vertices and lies over G ∈ G. Let pi∗ : P(G)→ P(GU ) be
given by composition with the opposite of the natural projection pi : GU → G. We
then define ∂extG to be the presheaf given by the pullback square
∂extG G
pi∗∂extG pi∗G.
We let (∂extG)Seg be defined analogously (see Definition 5.2.7). By applying the
idea of the proof of [CHH18, Lemma 5.8] to our case, we see that the canonical map
(∂extG)Seg → GSeg is an equivalence.
Since P(GU ) is an ∞-topos, pullbacks commute with colimits, and the map
(∂extG)Seg
∼−→ GSeg, given by the pullback of pi∗(∂extG)Seg ∼−→ pi∗GSeg, is an equiva-
lence. We now have a commutative square
(∂extG)Seg ∂extG
GSeg G.
o
The upper horizontal morphism is a colimit indexed by Sub(G) of generating Segal
equivalences for graphs with fewer vertices than G, and is therefore mapped to a
Segal equivalence in P(LUc ) by the inductive hypothesis. By the 2-of-3 property
the claim follows if τ∗∂extG→ τ∗G is a Segal equivalence. Let p : LUc → Lc be the
projection. Since τp ' piτ and the right adjoint τ∗ preserves pullbacks we have a
cartesian square
τ∗∂extG τ∗G
p∗τ∗∂extG p∗τ∗G.
The previous proposition shows that τ∗∂extG→ τ∗G is an inner anodyne map in
P(L). The right-hand map τ∗G→ p∗τ∗G is equivalent to the unit τ∗G→ p∗p!τ∗G,
so by Lemma 4.1.4 is simple. By Corollary 4.1.7, the top map is inner anodyne,
hence a Segal equivalence. 
Proposition 5.2.10. Let U be a small symmetric monoidal ∞-category. The
adjunction τ∗ : Fun(Gop,U ,S) Fun(Lop,Uc ,S) :τ∗ restricts to an adjunction
τ∗ : Seg(GU ) Seg(LUc ) :τ∗.
Proof. The claim is saying that the functors τ∗ and τ∗ preserve local objects which
is equivalent to requiring that the corresponding left adjoints τ∗ and τ ! preserve
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Segal equivalences. The functor τ∗ preserves Segal equivalences by the previous
proposition and it remains to prove that the same is true for τ !. Since the left
adjoint τ ! preserves colimits and τ !K is represented by τK we have
τ !(LSeg) ' colim
E∈(Lop,Uel )L/
τE.
The equivalence LUc,el → GUel and (Lop,Uc,el )L/ ' (Gop,Uel )τL/ of Remark 5.1.2 and
Lemma 5.1.3 implies that
τ !(LSeg) ' colim
G∈(Gop,Uel )τL/
G.
Hence, τ ! takes a generating Segal equivalence LSeg → L to a generating Segal
equivalence (τL)Seg → τL. 
Proof of Theorem 5.1.4. We have a commutative square
Seg(GU ) Seg(LUc )
Seg(GUint) Seg(L
U
c,int)
ı¯∗G
τ∗
ı¯∗L
τ∗int
of right adjoints (where τ int : L
U
c,int → GUint is the restriction of τ), where the vertical
morphisms induced by precompositions of the canonical inclusions ı¯G : G
U
int → GU ,
ı¯L : L
U
c,int → LUc are monadic according to [CHb, Corollary 8.2]. Let FG and FL
denote the corresponding left adjoints. By Remark 3.1.3, the bottom horizontal map
τ∗int can be identified with P(G
U
el)→ P(LUc,el) which is an equivalence by Remark 5.1.2.
Then [Lur, Corollary 4.7.3.16] implies that τ∗ is an equivalence if the canonical
natural transformation FL → τ∗FG(τ∗int)−1 is an equivalence, which is the same
as requiring that the corresponding transformation of right adjoints τ∗int ı¯
∗
Gτ∗ → ı¯∗L
is an equivalence. In other words it suffices to show that for every F ∈ Seg(LUc )
and E ∈ LU,elc,int, the canonical map τ∗int ı¯∗Gτ∗F (E) ' ı¯∗Lτ∗τ∗F (E) → ı¯∗LF (E) is an
equivalence.
The description of right Kan extension allows us to identify the domain of this
map with
(12) (τ∗F )(τE) ' limF (L)
where the limit is over Lop,Uc ×Gop,U (Gop,U )τE/. The equivalence
Lop,Uc ×Gop,U (Gop,U )τE/ ' (Lop,Uc )E/
of Lemma 5.1.3 implies that this ∞-category has an initial object idE , hence the
limit in (12) is equivalent to F (E). 
6. Completeness and enriched ∞-properads
Two ordinary properads are equivalent if there is a fully faithful and essentially
surjective functor between them. These two notions have natural generalizations in
the ∞-categorical setting, and the ∞-category of V-enriched ∞-properads should
be given by a localization of the algebraic model Segrep(GV) for V-enriched ∞-
properads with respect to fully faithful and essentially surjective functors. In [Rez01],
Rezk introduced the notion of completeness and proved that complete Segal spaces
model ∞-categories. This idea was generalized to enriched ∞-operads in [CH20].
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After defining completeness for objects in Segrep(LV) ' Segrep(GV) we show that
the full subcategory of complete objects is the correct ∞-category of V-enriched
∞-properads, in the sense that it is given by localizing Segrep(GV) with respect to
fully faithful and essentially surjective functors.
There are analogues of the statements in this section to dioperads and output
properads, which will be discussed in Remark 6.2.14. We begin with a necessary
detour comparing Segal objects for presheaves over various graph categories.
6.1. Free functors. Consider any of the functors appearing in the following dia-
gram.
(13)
∆
Ω ∆1F ∆F
Gout Lout,c Lout
Gsc Lsc L0-type
G Lc L
Write i : Ξ→ Υ for such a functor, and, for a small symmetric monoidal∞-category
U , write ı¯ : ΞU → ΥU . We have previously shown that we have restrictions
(14)
Seg(Υ) P(Υ) Segrep(ΥU ) Seg(ΥU ) P(ΥU )
Seg(Ξ) P(Ξ) Segrep(ΞU ) Seg(ΞU ) P(ΞU )
i∗ i∗ ı¯∗ ı¯∗ ı¯∗
of i∗ and ı¯∗ (see Proposition 3.2.27 and Proposition 5.2.10 along with Remark 5.1.8).
These should generally be considered as forgetful functors. For example, the map
Segrep(LU )→ Segrep(LUsc) takes an enriched ∞-properad to its underlying enriched
∞-dioperad.
By [CHb, Proposition 4.7], each dashed arrow in (14) admits a left adjoint, given
by first taking the left Kan extension and then localizing.5 We generically denote
this by Li! a i∗ (resp. Lı¯! a ı¯∗). Our main goal is to prove Theorem 6.1.3, which says
that the various Seg(∆)-module structures are compatible via these left adjoints.
For several of the functors in (13), we can actually get away with just using the
raw left Kan extension, rather than composing with localization. For example, the
free ∞-properad generated by an ∞-operad is just given by left Kan extension at
the presheaf level. This will be convenient in the next section.
5In the case of the horizontal functors, which induce equivalences, this left adjoint can instead
be described as the restriction of the right Kan extension.
ON RECTIFICATION AND ENRICHMENT OF INFINITY PROPERADS 67
Lemma 6.1.1. Suppose i : Ξ→ Υ is one of the fully-faithful functors appearing in
the diagram
∆
Ω ∆1F ∆F
Gout Lout,c Lout
Gsc Lsc L0-type
G Lc L
and let U be a small symmetric monoidal ∞-category. Then we have restrictions
Seg(Ξ) P(Ξ)
Seg(Υ) P(Υ)
i!
Segrep(ΞU ) Seg(ΞU ) P(ΞU )
Segrep(ΥU ) Seg(ΥU ) P(ΥU )
ı¯!
which we also call i! and ı¯!. These restrictions are left adjoint to the restrictions i
∗
and ı¯∗.
Proof. We give the proof for the version without ‘U ,’ the other is similar. We know
that i! takes representable presheaves to representable presheaves, and, since i!
preserves colimits, that i!(KSeg → K) = KSeg → K for any K ∈ Ξ. Further, since i
is fully-faithful, the unit of the adjunction i! a i∗ is an equivalence. Suppose that A
is an object of Seg(Ξ). As A ' i∗i!A is again Segal, we have, for each K ∈ Ξ, the
right equivalence in the following natural diagram.
MapP(Υ)(K, i!A) MapP(Υ)(i!K, i!A) MapP(Ξ)(K, i
∗i!A)
MapP(Υ)(KSeg, i!A) MapP(Υ)(i!(KSeg), i!A) MapP(Ξ)(KSeg, i
∗i!A)
' '
'
' '
It follows that the left-hand map is also an equivalence.
It remains to show that the map MapP(Υ)(K, i!A)→ MapP(Υ)(KSeg, i!A) is an
equivalence for A ∈ Seg(ΞU ) and K /∈ Ξ. If G → H is a morphism in Υop with
G ∈ Ξ, then H is also in Ξ (Lemma 2.1.37(1) and Lemma 2.2.21). We thus have
(Ξop)/K is empty whenever K /∈ Ξ, hence MapP(Υ)(K, i!A) = (i!A)(K) = ∅. But
by Lemma 2.1.37(2) or Definition 2.2.14 we see that K /∈ Ξ implies that there exists
an inert map K → c of Υop with c a corolla in Υop. As (i!A)(c) = ∅, it follows that
MapP(Υ)(KSeg, i!A) = ∅. Thus i!A is a Segal presheaf. 
By adjointness, we have that i! commutes with the localization functors
P(Ξ) Seg(Ξ)
P(Υ) Seg(Υ)
i! i!
(and likewise for ı¯!), hence is a retract of i! : P(Ξ)→ P(Υ).
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Example 6.1.2. The proof Lemma 6.1.1 fails for i : Lsc → Lc, since even if G is
not in Lsc, all its elementary subgraphs will be. But the result also does not hold.
Indeed, if F ∈ Seg(Lsc) and L is the graph • • then, as in the proof of
Lemma 6.1.1, (i!F )(L) = ∅. On the other hand,
Map(LSeg, i!F ) ' F (c1,2)×F (e)2 F (c2,1),
which is often not equivalent to ∅.
The distinction between the two situations should not be too surprising. To pass
from an operad O to the free properad P it generates, we have
P (a1, . . . , am; b1, . . . , bn) =
{
∅ n 6= 1
O(a1, . . . , am; b1) n = 1.
On the other hand, to go from a dioperad D to the free properad P it generates,
we likely have that P (a1, . . . , am; b1, . . . , bn) and D(a1, . . . , am; b1, . . . , bn) are both
inhabited, but very different. The properad P has many operations formally
generated from those in D.
Theorem 6.1.3. Let U be a small symmetric monoidal ∞-category and let i : Ξ→
Υ be a composite of fully-faithful functors appearing in Lemma 6.1.1. Then for
A ∈ Seg(ΞU ) and C ∈ Seg(∆), we have
ı¯!(A⊗ C) ' (¯ı!A)⊗ C
in Seg(ΥU ). If instead i appears in the diagram (13), then Lı¯!(A⊗C) ' (Lı¯!A)⊗C.
The tensorings here are those from Theorem 4.2.2, Remark 4.2.9, and [CH20].
Proof. It is enough to prove the result for functors between categories of possibly
disconnected level graphs (that is, in the rightmost part of (13)), as the other
tensorings are defined along the compatible equivalences induced by the horizontal
functors. We prove the statement for ı¯!, as the proof for Lı¯! is nearly identical.
Write q and p for the relevant composite cartesian fibrations from ΞU and ΥU to
∆, that is, the following diagram commutes:
ΞU Ξ
∆
ΥU Υ
ı¯
q
i
p
Write L1 : P(Ξ
U ) → Seg(ΞU ) and L2 : P(ΥU ) → Seg(ΥU ) for the localization
functors.
For B ∈ Seg(ΥU ) and C ∈ Seg(∆), we have that B⊗C is defined to be L2(B×p∗C).
We apply ı¯∗ to the localization map B × p∗C → B ⊗ C in P(ΥU ). As ı¯∗ preserves
Segal objects, ı¯∗(B ⊗ C) is Segal and we have the indicated factorization
ı¯∗(B × p∗C) ı¯∗(B ⊗ C)
(¯ı∗B)× q∗C (¯ı∗B)⊗ C
'
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in P(ΞU ). We thus have constructed a map
(¯ı∗B)⊗ C → ı¯∗(B ⊗ C)
natural in B ∈ Seg(ΥU ) and C ∈ Seg(∆), hence we have
A⊗ C → (¯ı∗ ı¯!A)⊗ C → ı¯∗((¯ı!A)⊗ C)
natural in A ∈ Seg(ΞU ) and C ∈ Seg(∆). By adjointness, this amounts to
(15) ı¯!(A⊗ C)→ (¯ı!A)⊗ C
where both sides commute with colimits in each variable.
First note that objects A in Seg(ΞU ) are colimits over corollas cm,n(v) where
cm,n ranges over corollas of Ξ. As usual it is true that any presheaf is a colimit of
representables G, and applying L1 each of these representables splits into a colimit of
elementary representables. Moreover, e is a retract of c1,1(1). Finally, A was already
assumed to be Segal, so the result follows for A and not just L1(A). Similarly, every
object of Seg(∆) is a colimit of ∆1.
By cocontinuity, to see that (15) is an equivalence it suffices to show that
ı¯!(c(v)⊗∆1)→ (¯ı!c(v))⊗∆1 is an equivalence for each corolla c ∈ Ξ. This follows
more or less by Lemma 4.2.6. Specifically, the lemma gives that the left hand-side is
ı¯!L1(c(v)× q∗∆1) ' ı¯!L1(c+(v)qc(v) c−(v))
' (¯ı!L1c+(v)qı¯!L1c(v) ı¯!L1c−(v))
' c+(v)qc(v) c−(v),
using that representables lying over simply-connected graphs are already local, and
that ı¯! sends representables to representables. Likewise, the right-hand side is
(¯ı!c(v))⊗∆1 ' c(v)⊗∆1
' L2(c(v)× p∗∆1)
' L2(c+(v)qc(v) c−(v))
' L2c+(v)qL2c(v) L2c−(v)
' c+(v)qc(v) c−(v). 
We can extend these results to the presentable case in the usual way, by choosing
a suitable subcategory of κ-compact objects. This gives the following result.
Corollary 6.1.4. Suppose that i : Ξ→ Υ is one of the maps in (13). Let V be a
presentably symmetric monoidal ∞-category and let ı¯ : ΞV → ΥV . Then
(i) There is an adjunction
ı¯M : Seg
rep(ΞV) Segrep(ΥV) : ı¯∗.
(ii) The left adjoint ı¯M is compatible with the tensoring with Seg(∆) in the sense
that there is a natural equivalence ı¯M(X⊗C) ' (¯ıMX)⊗C for X ∈ Segrep(ΞV)
and C ∈ Seg(∆).
(iii) There is a natural equivalence ı¯∗(AC) ' (¯ı∗A)C for A ∈ Segrep(ΥV) and
C ∈ Seg(∆).
Proof. Note that there exists a small symmetric monoidal ∞-category U and a set
S such that V ' PS(U). The claims (i) and (ii) then follow from Segrep(ΞV) '
SegS(Ξ
U ) and the previous theorem. In particular, ı¯M is induced along equivalences
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from either ı¯! or Lı¯! from SegS(Ξ
U ) to SegS(Υ
U ) (depending on the domain and
codomain of i).
We show only (iii); let Q ∈ Segrep(ΞV) be arbitrary. On the one hand we have
(see Proposition 4.2.8)
Map(Q, (¯ı∗A)C) ' Map(Q⊗ C, ı¯∗A) ' Map(¯ıM(Q⊗ C), A),
while on the other we have
Map(Q, ı¯∗(AC)) ' Map(¯ıMQ,AC) ' Map((¯ıMQ)⊗ C, A).
These coincide by (ii). 
Notice that we have written ı¯M for the left adjoint, rather than ı¯!, as the functor is
not literally given by left Kan extension even in the situation of Lemma 6.1.1. This
contrasts with the conventions of [CH20], see Warning 2.9.7 there. This notation
will only be used again at the end of §6.2.
6.2. Fully faithfulness, essential surjectivity and completeness. In this sec-
tion, we generalize the definition of the ∞-category OpdV∞ of V-enriched ∞-operads
from [CH20, §3.2] to give ∞-categories of V-enriched ∞-properads, ∞-output-
properads, and ∞-dioperads. In each case, these are full subcategories of repre-
sentable presheaves on the objects whose underlying simplicial presheaf is complete.
Given a graph category Ξ, there is a functor Ξ→ ΞV which on objects sends an
object G to G(1c)c∈V(G). We thus have functors, both denoted by u,
u : ∆→ GV u : ∆→ LVc .
By similar techniques to above, one can show that u∗ : P(GV) → P(∆) and
u∗ : P(LVc )→ P(∆) restrict to Segal objects, and we have:
Definition 6.2.1 (Underlying ∞-category). Given F in Segrep(LVc ) or Segrep(GV),
we write call
u∗F ∈ Seg(∆)
the underlying ∞-category of F .
Remark 6.2.2 (Another description of the underlying ∞-category). Let ϕ :=
MapV(1, –) : V → S denote the lax monoidal functor which is right adjoint to the
unique colimit-preserving functor S → V taking ∗ to the unit 1. Let ϕ∗ : Segrep(GV)
Segrep(GS) be the right adjoint of Corollary 3.2.35 induced by ϕ. Given an object
F ∈ Segrep(GV), we can use the equivalence Segrep(GS) ' Seg(G) of Corollary 3.3.2
to consider ϕ∗F ∈ Seg(G). This object restricts further, along i : ∆→ G, and we
have i∗ϕ∗F ' u∗F is the underlying enriched ∞-properad associated to F .
Definition 6.2.3. Let MapF (x1, . . . , xm; y1, . . . , yn) be as defined in Definition 3.2.18.
We say a morphism f : F → F ′ in Segrep(LV) is
• fully faithful if it induces an equivalence
MapF (x1, . . . , xm; y1, . . . , yn)
∼−→ MapF ′(fx1, . . . , fxm; fy1, . . . , fyn)
in V for every corolla cm,n and every xy ∈ F (e)m+n, and
• essentially surjective if the induced functor u∗(f) : u∗(F )→ u∗(F ′) of the
underlying Segal space is essentially surjective.
Definition 6.2.4. We write En for the indiscrete category (viewed as a Segal space)
with n+ 1 objects, i.e. it has a unique morphism between any pair of objects.
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Remark 6.2.5. The category E1 is the “generic isomorphism,” so giving a mor-
phism of Segal spaces E1 → X corresponds to giving two objects of X and an
equivalence between them. Similarly, giving a map En → X is equivalent to
specifying n+ 1 equivalent objects in X.
Remark 6.2.6. Following [Rez01], the correct space of objects of a Segal space C
should be given by ιC defined as the colimit of the simplicial space MapSeg(∆)(E(–), C).
Using this notation, the functor f of Definition 6.2.3 is essentially surjective if and
only if pi0(ιu
∗(f)) : pi0(ιu∗(F ))→ pi0(ιu∗(F ′)) is a surjection of sets.
The following extends Definition 3.2.1 and Definition 4.4.12 of [CH20] to the
setting of properads.
Definition 6.2.7. Let V be a presentably symmetric monoidal ∞-category.
(1) We say a Segal space F is complete if the map
F ([0]) ' Map(E0, F )→ Map(E1, F )
induced by the map s0 : E1 → E0 ' {[0]}, is an equivalence of spaces. We
write Cat∞ for the full subcategory of Seg(∆) spanned by the complete
Segal spaces.
(2) We say an object F ∈ Segrep(LVc ) is complete if its underlying Segal space
u∗F is complete and we let Ŝegrep(LVc ) denote the full subcategory of
Segrep(LVc ) spanned by the complete objects.
(3) A similar definition holds for objects of Segrep(GV), and we write Ŝegrep(GV)
for the full subcategory of Segrep(GV) spanned by complete objects. The
equivalence Segrep(LVc ) ' Segrep(GV) of Corollary 5.1.6 induces an equiva-
lence Ŝegrep(LVc ) ' Ŝegrep(GV).
(4) A V-enriched ∞-properad is a complete, fibrewise representable GV -Segal
space or LVc -Segal space.
Remark 6.2.8. It follows from the previous definition and [CH20, Definition 3.2.1]
that an object in Segrep(LVc ) ' Segrep(GV) is complete if and only if the underlying
object in Segrep(∆1,VF ) ' Segrep(ΩV) is complete.
By replacing ∆VF with L
V
c the proofs of [CH20, §3.5] give the following result.
Theorem 6.2.9. There is a completion functor
Segrep(LVc )→ Ŝegrep(LVc )
which takes every object in Segrep(GV) to a complete one and is left adjoint to the
inclusion Ŝegrep(LVc ) ↪→ Segrep(LVc ) of the full subcategory. Moreover, it exhibits
Ŝegrep(LVc ) as a localization of Seg
rep(LVc ) with respect to the class of fully faithful
and essentially surjective functors. 
Of course a similar theorem holds if LVc is replaced by G
V . This theorem says that
the∞-categories Ŝegrep(LVc ) ' Ŝegrep(GV) are the correct∞-category of V-enriched
∞-properads. We now introduce a new notation, similar to OpdV∞ for V-enriched
∞-operads from Notation 3.2.2 of [CH20].
Notation 6.2.10. We write PrpdV∞ for Ŝeg
rep(LVc ) or Ŝeg
rep(GV) when we do
not want to emphasize the specific implementation of ∞-category of V-enriched
∞-properads.
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It follows from the definition that a lax symmetric monoidal functor F : V → W
induces a functor AlgLopc /S(V)→ AlgLopc /S(W) of ∞-categories. This functor can
be identified with Segrep(LVc )→ Segrep(LWc ) under the equivalence Segrep(LVc ) ∼−→
AlgLopc /S(V) of Theorem 3.2.33. We then obtain the next proposition by localizing
Segrep(LVc ) → Segrep(LWc ) with respect to fully faithful and essential surjective
functors.
Proposition 6.2.11. The ∞-category PrpdV∞ is functorial in V with respect to lax
symmetric monoidal functors. Moreover, if F : V → W is a colimit-preserving sym-
metric monoidal functor then F∗ : PrpdV∞ → PrpdW∞ preserves colimits; thus Prpd(–)∞
defines a functor CAlg(PrL) → PrL where PrL is the ∞-category of presentable
∞-categories. 
The proof of [CH20, Proposition 3.4.9] gives the following proposition.
Proposition 6.2.12. The tensor product ⊗ : Segrep(LV) × Seg(∆) → Segrep(LV)
of Proposition 5.1.7 restricts to a tensor product functor
⊗ : PrpdV∞ × Cat∞ → PrpdV∞
of presentable ∞-categories which preserves colimits in each variable. 
The adjoint functor theorem gives the following corollary.
Corollary 6.2.13. Let C ∈ Cat∞ and Q,R ∈ PrpdV∞. The tensor product
⊗ : PrpdV∞ × Cat∞ → PrpdV∞ induces
AlgV(–)(–) : (Prpd
V
∞)
op × PrpdV∞ → Cat∞
such that
MapCat∞(C,AlgVQ(R)) ' MapPrpdV∞(Q⊗ C,R)
and a cotensor product
(–)(–) : PrpdV∞ × Catop∞ → PrpdV∞
such that
MapPrpdV∞(Q,RC) ' MapPrpdV∞(Q⊗ C,R).
Moreover, both of these functors preserve limits in each variable. 
Though we are using the same notation for algebras and cotensors as we did in
Corollary 4.2.8, we do not know that these two notions coincide. Specifically, we do
not know that the objects produced by Corollary 4.2.8 are complete even when the
inputs are.
Remark 6.2.14. As is usual, the theorems and definitions of this section can be
carried out using other graph categories. We write
DOpdV∞ ' Ŝegrep(LVsc) ' Ŝegrep(GVsc)
for the ∞-category of V-enriched ∞-dioperads and
Prpdout,V∞ ' Ŝegrep(LVout,c) ' Ŝegrep(GVout)
for the ∞-category of V-enriched ∞-output-properads. These are defined as full
subcategories of the appropriate Segrep(ΞV) on the complete objects (where com-
pleteness is created by Segrep(ΞV)→ Seg(∆)), and then shown to be localizations
at the fully-faithful and essentially surjective functors (as in Theorem 6.2.9). Similar
statements also hold for OpdV∞, and previously appeared in [CH20].
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Proposition 6.2.15. There are adjunctions
DOpdV∞ Opd
V
∞ Prpd
out,V
∞ Prpd
V
∞⊥ ⊥ ⊥
restricted from those in Corollary 6.1.4(i). The left adjoints preserve tensors.
Proof. For concreteness, we only prove the statement about Prpdout,V∞  PrpdV∞
and we do so in terms of GVout and G
V -presheaves. Write ı¯ : GVout → GV . The key
fact that we use about this situation, which falls under the setting of Lemma 6.1.1,
is that the unit 1 → ı¯∗ ı¯M of the adjunction ı¯M : Segrep(GVout)  Segrep(GV) : ı¯∗ of
Corollary 6.1.4(i) is an equivalence. Indeed, this follows from the corresponding fact
for the equivalent adjunction SegS(G
U
out) SegS(GU ) (for an appropriately chosen
U and S), using that GUout → GU is fully-faithful.
We name two additional functors
∆ GVout
GV .
u′
u ı
An object F ∈ Segrep(GV) is complete if and only if u∗F = (u′)∗ ı¯∗F ∈ Segrep(∆)
is complete if and only if ı¯∗F ∈ Segrep(GVout) is complete. Thus ı¯∗ restricts to
Ŝegrep(GV)→ Ŝegrep(GVout). Now suppose that A ∈ Segrep(GVout) is complete. As
(16) u∗ ı¯MA ' (u′)∗ ı¯∗ ı¯MA ' (u′)∗A,
it follows that ı¯MA ∈ Segrep(GV) is also complete. Thus ı¯M a ı¯∗ restricts to an
adjunction ı¯M : Ŝegrep(GVout)  Ŝegrep(GV) : ı¯∗. Using the two tensorings (from
Proposition 6.2.12 and Remark 6.2.14) we know that ı¯M(A ⊗ C) ' (¯ıMA) ⊗ C by
Corollary 6.1.4(ii). 
Remark 6.2.16. The proof of the preceding proposition can be modified to show
that if i : Gsc → G is the inclusion, then ı¯∗ : Segrep(GV)→ Segrep(GVsc) restricts to
PrpdV∞ → DOpdV∞. By Theorem 6.2.9 this functor will have a left adjoint, though
it is not clear whether or not it is restriction of the functor ı¯M : Seg
rep(GVsc) →
Segrep(GV) from Corollary 6.1.4. Indeed, ı¯M will typically significantly enlarge the
underlying Seg(∆) object, meaning that the equivalence corresponding to (16) will
not hold. This is in the same spirit as Example 6.1.2, since ı¯M requires a localization.
That said, [HRY17, §4] provides evidence that the adjunction
ı¯M : Seg
rep(GVsc) Segrep(GV) : ı¯∗
restricts to DOpdV∞  PrpdV∞. Suppose that F is the functor from simplicially-
enriched dioperads to simplicially-enriched properads, left adjoint to the forgetful
functor. One consequence of Proposition 4.4 of [HRY17] is that if D is a nice-enough
dioperad, then the underlying simplicially-enriched categories of D and FD will
have the same classes of equivalences. The main idea is that the new operations
in FD are obtained by decorating graphs having nonzero first betti number by
operations in D. Composing operations in FD is additive on first betti numbers
of said graphs, so in particular the newly added operations are never invertible. It
would be interesting to see if a similar argument can be carried out in the present
situation, but such a detailed argument is beyond what we are trying to achieve
here. Thus we leave this as Conjecture 6.2.17 below. Notice that if A and ı¯MA have
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the same objects and same equivalences, then A will be complete if and only if ı¯MA
is complete. This tells us that the rest of the proof of Proposition 6.2.15 carries
through without change.
Conjecture 6.2.17. If A ∈ Segrep(GVsc), then the equivalences in ı¯MA ∈ Segrep(GV)
coincide with the equivalences in A. Consequently, ı¯M restricts to Ŝegrep(GVsc) →
Ŝegrep(GV) which preserves tensors.
7. Rectification theorems
The aim of this section is to understand whether the homotopy theory of enriched
∞-properads is equivalent to a Dwyer–Kan-type homotopy theory for ordinary
enriched properads. In §7.1 we show that G (resp. Gsc, Gout) and the operads
governing properads (resp. dioperads, output properads) induce the same∞-category
of algebras. Then, in §7.2 we turn to the question of rectifying enriched∞-properads.
This we can do only over very particular bases (see Theorem 7.2.5), though for
enriched ∞-dioperads and enriched ∞-output-properads rectification holds quite
generally (Theorem 7.2.9).
7.1. Operads governing properads. In this subsection we first recall, for a set
S, the operad whose algebras in a symmetric monoidal ∞-category are enriched
S-colored properads. The main result of this subsection is that the ∞-category GopS
is an “approximation” to this operad in the sense of [Lur, §2.3.3]. This observation
immediately implies that an enriched ∞-properad in our sense is indeed equivalent
to an enriched ∞-properad defined as an algebra over the operad for properads.
Definition 7.1.1. Let Z be a finite set. For our purposes, a Z-graph will consist of
a connected, acyclic graph G together with total orderings on each of the sets in(G),
out(G), in(v) (for each v ∈ V(G)), and out(v), as well as a bijection Z ∼−→ V(G).
Likewise, an S-colored Z-graph will additionally come with a function E(G)→ S.
We say that two Z-graphs are strictly isomorphic if there is a graph isomorphism
preserving all of the structure.
Note that there is at most one strict isomorphism between any two Z-graphs.
We now recall, from [YJ15, §14.1], a colored operad PrpdS which controls S-
colored properads. Before we define a colored operad PrpdS , we first introduce the
special case where S is the terminal set.
Definition 7.1.2. Let Z be a finite set. Suppose that ~k and ~kz (indexed over
z ∈ Z) are elements of N× N. Define
Prpd({~kz}z∈Z ;~k)
to be the set of strict isomorphism classes of Z-graphs G with (|in(vz)|, |out(vz)|) =
~kz for each z ∈ Z and (|in(G)|, |out(G)|) = ~k. This forms an N× N-colored operad
Prpd with operadic composition given by graph substitution. As all of the sets
in(v), in(G) and so on are totally ordered, we use the unique order-preserving
isomorphisms as our graph substitution data.
• For Z a one-element set, the identity element in Prpd({~k};~k) is a corolla
C with vertex v so that the two orderings on in(C) = in(v) agree, and
likewise for out(C) = out(v).
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• If σ : Z → Z ′ is a bijection, there is an isomorphism
Prpd({~kz′}z′∈Z′ ;~k)→ Prpd({~kσ(z)}z∈Z ;~k)
given on a Z ′-graph G by precomposing the bijection Z ′ → V(G) with σ.
A special case of this definition is when Z is the empty set. As there is a unique
graph G in G which does not have any vertices, we have
Prpd({ };~k) =
{
{e} if ~k = (1, 1), and
∅ otherwise.
Remark 7.1.3. Note that the operad from [YJ15, §14.1] is actually the ‘skeletal’
version of this one, that is, is only indexed on the finite sets Z = n. As is customary,
we will write the corresponding set of operations as
Prpd(~k1, . . . ,~kn;~k)
since n has a natural total order.
We now want to extend Prpd to a colored operad PrpdS .
Definition 7.1.4. Let S be a nonempty set. The operations in PrpdS as are strict
isomorphism classes of S-colored Z-graphs (where strict isomorphism is interpreted
to mean strict isomorphism preserving the coloring functions). The set of colors is
(
∐
n≥0 S
×n)×2, the set of pairs of ordered lists of elements of S. Given an S-colored
Z-graph, the vertex vz has an associated pair of lists of elements of S using the two
functions in(vz)→ S and out(vz)→ S, as does the whole graph using in(G)→ S
and out(G)→ S. This determines the profile where this operation lives. Otherwise,
the structure is very similar to that of Prpd.
Lemma 7.1.5 (Section 14.1 of [YJ15]). For a set S, the PrpdS-algebras in a
symmetric monoidal category C are C-enriched properads with S as the set of colors.
Let us now look at some special cases of PrpdS . Notice that there is an operad
map PrpdS → Prpd which forgets the edge colorings on operations, and whose
color map is induced from S → ∗:∐
n≥0
S×n
×
∐
n≥0
S×n
→
∐
n≥0
∗
×
∐
n≥0
∗
 ∼= N× N.
Example 7.1.6.
(1) For S = ∗, Prpd∗ coincides with Prpd of Definition 7.1.2.
(2) Let CatS denote the full suboperad of PrpdS with color set the pullback of
{1}× {1} ↪→ N×N. Algebras over CatS are categories with S as the set of
objects (see [GH15, 2.1]). Likewise, letting OpdS denote the full suboperad
of PrpdS with color set the pullback of N× {1} ↪→ N× N, we recover the
operad whose algebras are S-colored operads (see [CH20, Definition 5.1.5]).
(3) Let PrpdoutS denote the full suboperad of PrpdS with color set the pullback
of N×{1, 2, 3, . . . } = N×N+ ↪→ N×N. Algebras over PrpdoutS are S-colored
properads in which every operation has at least one output color. Likewise,
there is a colored operad PrpdinS with color set N+ × N.
(4) Let DOpdS be the suboperad of PrpdS with the same color set, with the
requirement that the underlying graph of any operation is simply-connected.
Algebras over DOpdS are S-colored dioperads (see [YJ15, §11.5]).
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Remark 7.1.7. The operad PrpdS is not Σ-free. Indeed, consider the left graph
from Example 2.2.13 with the output orderings at ui and the input orderings at
vi are given from left to right, and with vertex ordering u0, u1, v0, v1. With this
convention, the graph represents an element of Prpd((0, 2), (0, 2), (2, 0), (2, 0); (0, 0)).
This element is fixed by the group element (12)(34) ∈ Σ4. This issue is intrinsic,
that is, any other operad governing properads will also have such a fixed point.
In particular, this means that our conception of properads is different from that
of [BB17, 10.4] which arises as algebras over a finitary polynomial monad in Set,
as a polynomial monad always describes a Σ-free colored operad (see Section 6 of
[BB17]).
The other colored operads from Example 7.1.6 are Σ-free. Indeed, for each of the
other types of graphs, the only strict automorphisms are identities. For DOpdS ,
this fact is [YJ15, Proposition 4.14], while for the others (PrpdoutS , OpdS , and so
on) this is [YJ15, Lemma 4.8].
For the reader’s convenience we now recall the definition of the ∞-operad associ-
ated to a symmetric operad introduced in [Lur, Construction 2.1.1.7].
Definition 7.1.8. For a symmetric operad O, we define its associated ∞-operad
O → F∗ to be the functor determined by the following:
(1) The objects in O are finite sequences (x1, . . . , xm) of colors in O.
(2) For two objects (x1, . . . , xm), (y1, . . . , yn) in O, we define the set of mor-
phisms
O((x1, . . . , xm), (y1, . . . , yn)) :=
∐
α∈Hom(〈m〉,〈n〉)
∏
1≤j≤n
O({xi}α(i)=j , yj).
(3) The composition in O is induced by that of F∗ and O.
(4) The map O → F∗ is the obvious projection map.
Notation 7.1.9. We let PrpdS → F∗ denote the ∞-operad associated to the
simplicial operad PrpdS .
If S is a set and V is a symmetric monoidal∞-category, then we can can consider
the ∞-category AlgPrpdS (V) of algebras over PrpdS . We should consider objects
of this ∞-category as S-colored, V-enriched ∞-properads. Our next main goal is
to show this is reasonable, by proving in Corollary 7.1.20 that this ∞-category
is equivalent to the ∞-category AlgGopS (V) from Definition 3.2.32. The stated
equivalence utilizes a relationship between PrpdS and GopS . Our initial task is to
define a family of functors ΘS : G
op
S → PrpdS . Before doing so, we explain in the
next remark why we do not use the category K, and then we replace G with a
convenient, equivalent category.
Remark 7.1.10. In Proposition 2.2.23, we studied a functor VG : G → Finop∗
which took a graph to its set of vertices. There is no corresponding functor
from K (Definition 2.0.4), or even from Kint. Indeed, consider the graphs from
Example 2.2.13. In Kint there is an e´tale map from G to K which takes each ui
to u and each vi to v, so it is unclear how one should construct a meaningful base
point preserving function
V(K)+ = {u, v, ∗} → {u0, u1, v0, v1, ∗} = V(G)+
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in the same manner. Certainly the rule (2) from Definition 2.2.22 is not single-valued.
As there is no meaningful vertex functor K→ Finop∗ , there will not be a meaningful
functor Kop → Prpd.
A variant of the following notion appeared in Appendix A.
Notation 7.1.11 (Ordered variant of G). For the remainder of this section, we
will work with the category whose objects are graphs together with orderings on
the sets in(v), out(v), and also on V(G) (but not on in(G) or out(G)). Morphisms
are just morphisms in G, that is, they ignore this extra structure. This category is
equivalent to the usual G. To avoid clutter, we will simply write G for this category
until the end of §7.1.
Definition 7.1.12. Define a functor Θ: Gop → Prpd as follows. Each graph in G
comes equipped with a chosen ordering of the vertices. On objects, send a graph G
to (~k1, . . . ,~kn) where ~ka = (|in(va)|, |out(va)|). Now suppose that f : H → G is a
morphism in G. We already know there is a functor VG : G
op → Fin∗ ' F∗ from
just above Proposition 2.2.23, which is one part of the morphism Θ(f). That is, we
have a morphism q : 〈n〉 → 〈m〉, so that q(a) = b means that va ∈ V(G) is a vertex of
the structured subgraph f(Cwb) ∈ Sb(G). On the other hand, for b = 1, . . . ,m, we
write Gb for the structured subgraph f(Cwb) ∈ Sb(G) together with the following
data:
• the induced bijection
q−1(b) V(f(Cwb))
〈n〉 V(G),
⊆
∼=
⊆
∼=
• for each v ∈ V(f(Cwb)), an ordering on in(v) and out(v) from the corre-
sponding orderings in G, and
• an ordering on in(f(Cwb)) and out(f(Cwb)) from the corresponding order-
ings on in(wb) and out(wb).
In this way, Gb, for b = 1, . . . ,m is considered as an element of
Prpd({~ka}a∈q−1(b);~b).
Declare the value of Θ(f) to be
(G1, . . . , Gm) ∈
m∏
b=1
Prpd({~ka}q−1(b);~b) ⊆q Prpd(~k1, . . . ,~kn;~1, . . . ,~m).
Lemma 7.1.13. Θ is a functor.
Proof. For composition, suppose we have
K H G in G
〈`〉 〈m〉 〈n〉 in F∗
g f
p q
with
(H1, . . . ,H`) ∈
∏`
c=1
Prpd({~b}p−1(c);~ıc) ⊆p Prpd(~1, . . . ,~m;~ı1, . . . ,~ı`)
78 HONGYI CHU AND PHILIP HACKNEY
equaling Θ(g),
(J1, . . . , J`) ∈
∏`
c=1
Prpd({~ka}(pq)−1(c);~ıc) ⊆pq Prpd(~k1, . . . ,~kn;~ı1, . . . ,~ı`)
equaling Θ(fg), and Θ(f) = (G1, . . . , Gm) as given in Definition 7.1.12. Note that Jc
is the graph f(g(Cuc)) ∈ Sb(G) together with the bijection (pq)−1(c)→ V(f(g(Cuc)))
and the above indicated orderings on inputs and outputs.
On the other hand, the composition Θ(g)Θ(f) is also in the pq component of
Prpd(~k1, . . . ,~kn;~ı1, . . . ,~ı`). Its cth projection is given by applying the operadic
composition
Prpd({~b}p−1(c);~ıc)×
∏
b∈p−1(c)
Prpd({~ka}q−1(b);~b)
Prpd({~ka}(pq)−1(c);~ıc)
to Hc, {Gb}b∈p−1(c). This graph substitution Hc{Gb}b∈p−1(c) is isomorphic to Jc
since ∐
p−1(c)
q−1(b) (pq)−1(c)
∐
V(g(Cuc ))
V(f(Cwb)) V(f(g(Cuc)))
∼=
∼=
∼=
∼=
commutes, and the input / output orderings are induced from the same places. Thus
Θ(fg) = Θ(g)Θ(f). 
Definition 7.1.14. Given a set S, we let GS be the category where an object
consists of a graph G in G together with a function E(G)→ S. Morphisms should
respect the coloring function. In other words, if E : G→ Set is the functor which
takes G to its set of edges E(G), then GS is the comma category E ↓ S. Analogously
we define the categories Gout,S and Gsc,S .
The category GS is given by applying the construction of Notation 3.2.31 to
the special case where Ξ = G and S is a discrete space. We will not need such
generality here, and our GopS (for S a set) will be an ordinary category, rather than
an ∞-category. Moreover, notice that GS ∼= G if S = ∗.
Notation 7.1.15. For a set S, the functor Θ: Gop → Prpd from Definition 7.1.12
naturally extends to a functor GopS → PrpdS which we denote by ΘS .
We want to prove that the functor ΘS is an approximation in the sense of [Lur,
Definition 2.3.3.6]:
Definition 7.1.16. Given an ∞-operad p : O → F∗ and an ∞-category C. We say
a functor f : C → O is an approximation to O, if it satisfies the following conditions:
(1) Suppose p′ = p ◦ f , c ∈ C is an object and p′(c) = 〈n〉. For every 1 ≤ i ≤ n,
the inert map ρi : 〈n〉 → 〈1〉 has a locally p′-cocartesian lift ρ˜i : c→ ci in C
such that f(ρ˜i) in O is inert.
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(2) Every active morphism α : x→ f(c) in O has an f -cartesian lift α˜ : x˜→ c
in C.
Proposition 7.1.17. The functor ΘS : G
op
S → PrpdS is an approximation to
PrpdS.
Proof. For simplicity, we restrict the proof to the case where S is a point. The
general case is similar.
(1) Let p : Prpd→ F∗ be the structure map and let p′ = p ◦Θ. Then it follows
from the definition of p and Θ that for each G with p′(G) = 〈n〉, every inert
map ρi : 〈n〉 → 〈1〉 has a unique inert lift g : G → Ci in Gop. Notice that
Θ(g), which is represented by
id~ki ∈ Prpd(~ki;~ki) ⊆ρi Prpd(~k1, . . . ,~kn;~ki)
is p-cocartesian, hence it is inert in Prpd. It remains to show that g is
locally p′-cocartesian. That is, given the pullback
Gopi G
op
∆1 F∗
q p′
ρi
we must show that the morphism (g, 0→ 1) in Gopi is q-cocartesian. Hence,
for every corolla C ′ ∈ Gop, we have to show that the commutative diagram
MapGopi ((C, 1), (C
′, 1)) MapGopi ((G, 0), (C
′, 1))
Map∆1(1, 1) Map∆1(0, 1)
is a pullback square. This is automatic as the horizontal maps are equiva-
lences.
(2) Let G be an object of G and let
(♥) (~1, . . . ,~m)→ Θ(G) = (~k1, . . . ,~kn)
be an active morphism of Prpd lying over α : 〈m〉 → 〈n〉, which is exhibited
by
(Ha)a ∈
n∏
a=1
Prpd({~b}b∈α−1(a);~ka).
Suppose that G′ is G with some ordering of in(G) and out(G) and that ~k is
(|in(G)|, |out(G)|). Let H ′ be the image of (G′, (Ha)a) under the operadic
composition
Prpd(~k1, . . . ,~kn;~k)×
n∏
a=1
Prpd({~b}b∈α−1(a);~ka)→ Prpd(~1, . . . ,~m;~k)
and let H ∈ G be the graph obtained by forgetting the orderings on inputs
and outputs of H ′. We then have an active map f : H → G of Gop which
sends Ha ∈ Sb(H) to Ca ∈ Sb(G) (using [HRY15, Theorem 6.50] since
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G{Ha} = H), and the image of this map under Θ is (♥). The map f is our
proposed Θ-cartesian lift of (♥).
Suppose that we are in the situation of having g : K → G in Gop and
t : Θ(K)→ Θ(H) in Prpd satisfying Θ(f)t = Θ(g).
(♦)
K
H G
Θ(K)
Θ(H) Θ(G)
g
∃!t˜
f
Θ(g)
t
Θ(f)
Our goal is to show there exists a unique t˜ : K → H so that Θ(t˜) = t and
f t˜ = g.
We first reduce to the active case. Observe that if g = g¯g˚ : K → L→ G
is a decomposition of g with g˚ inert and g¯ active, then Θ(˚g) =: t˚ is part of
a similar decomposition t = t¯˚t since Θ(f) is active.
K L
H G
Θ(K) Θ(L)
Θ(H) Θ(G)
g˚
g¯
f
t˚
Θ(g¯)
t¯
Θ(f)
If we knew that there is a unique s : L→ H so that fs = g¯ and Θ(s) = t¯,
then s˚g gives existence of a solution to (♦). Further, s must be active
since f and g¯ are active. Suppose that q is some other solution satisfying
Θ(q) = t and fq = g, and write q = q¯q˚ for an inert-active factorization
K → J → H. There are unique isomorphisms z : L→ J , r : Θ(L)→ Θ(J),
and w : Θ(L)→ Θ(J) making the following diagrams commute:
J
K G
L
fq¯q˚
g˚
z
g¯
Θ(J)
Θ(K) Θ(H)
Θ(L)
Θ(q¯)Θ(q˚)
t˚
r
t¯
Θ(J)
Θ(K) Θ(G)
Θ(L)
Θ(fq¯)Θ(q˚)
Θ(˚g)
w
Θ(g¯)=Θ(f)t¯
As replacing w in the third diagram by either Θ(z) or r makes it commute,
we have that r = Θ(z). Since f q¯z = g¯ = fs and Θ(q¯z) = Θ(q¯)r = t¯, we see
that q¯z = s. It follows that s˚g = q¯zg˚ = q¯q˚ = q. Hence we have showed that
s˚g is the unique solution to (♦).
It remains to show that (♦) has a unique solution in the case when
g is active. Let the morphism t : Θ(K) = (~ı1, . . . ,~ı`) → Θ(H) lying over
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β : 〈`〉 → 〈m〉 be exhibited by
(Kb) ∈
m∏
b=1
Prpd({~ıc}c∈β−1(b);~b).
Commutativity of the bottom triangle of (♦) is simply the assertion if La
is the image of Ha, {Kb}b∈α−1(a) under operadic composition
Prpd({~b}b∈α−1(a);~ka)×
∏
b∈α−1(a)
Prpd({~ıc}c∈β−1(b);~b)→ Prpd({~ıc}c∈β−1α−1(a);~ka),
then
(La) ∈
n∏
a=1
Prpd({~ıc}c∈β−1α−1(a);~ka).
exhibits Θ(g) : Θ(K)→ Θ(G). But as graphs,
(17) g(Ca) ∼= La ∼= Ha{Kb}b∈α−1(a),
so since g(Ca) is a structured subgraph of K, so is Kb. Define t˜ : K → H in
Gop by setting t˜(Cb) = Kb. This is a graphical map by [HRY15, Theorem
6.50] since its image under H{Kb} ∼= G{Ha}{Kb} ∼= G{Ha{Kb}b∈α−1(a)} ∼=
G{La} ∼= K is a structured subgraph of K. By construction, Θ(t˜) = t, and
f t˜ = g by (17). Finally, Θ is a faithful functor, so t˜ is unique. 
Corollary 7.1.18. Let PrpdoutS be the ∞-operad associated to the operad PrpdoutS
defined in Example 7.1.6. Then ΘS : G
op
S → PrpdS restricts to an approximation
Gopout,S → PrpdoutS .
Proof. According to [Lur, Remark 2.3.3.9] the pullback of the approximation
ΘS : G
op
S → PrpdS along the morphisms PrpdoutS → PrpdS induced by the canoni-
cal inclusions PrpdoutS → PrpdS is again an approximation and the construction of
ΘS implies that the pullback G
op
S ×PrpdS PrpdoutS coincides with Gopout,S introduced
in Definition 7.1.14. 
Let DOpdS be the ∞-operad associated to the operad DOpdS defined in Exam-
ple 7.1.6. Contrary to the previous corollary Gopsc,S is not given by the pullback of ΘS
along the canonical inclusion DOpdS → PrpdS . Nevertheless, a small adaptation of
the proof of Proposition 7.1.17 yields the following result.
Lemma 7.1.19. The functor ΘS : G
op
S → PrpdS restricts to an approximation
Gopsc,S → DOpdS.
Proof. We assume that S = ∗ as the general case can be proven analogously. After
replacing Prpd with DOpd in the proof of Proposition 7.1.17 we see that the first
part of the proof is still valid since the graph corresponding to id~ki is a corolla and in
particular simply-connected. The second part of the proof is also not affected by the
change because Gopsc is closed under graph substitutions (G
op
sc is a full subcategory
of Gop). 
The following corollary is an easy application of Proposition 7.1.17.
Corollary 7.1.20. For every symmetric monoidal∞-category V, the precomposition
with ΘS induces an equivalence
Θ∗S : AlgPrpdS (V)
∼−→ AlgGopS (V).
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Proof. Since ΘS obviously restricts to an equivalence G
op
S ×F∗ {〈1〉} ∼−→ PrpdS,〈1〉
of fibres over 〈1〉, by [Lur, Theorem 2.3.3.23] the functor Θ∗S is an equivalence. 
A similar statement holds in the Gopout,S / PrpdoutS and Gopsc,S / DOpdS contexts
as well, by using Corollary 7.1.18 and Lemma 7.1.19 instead of Proposition 7.1.17.
Indeed, the four remaining items from this subsection have analogues in both of
these contexts.
Definition 7.1.21. We write AlgPrpd/Set(V) → Set for the cartesian fibration
corresponding to the functor Setop → Cat∞ taking S to AlgPrpdS (V), and we let
AlgGop/Set(V)→ Set denote the pullback of the cartesian fibration AlgGop/S(V)→ S
along the inclusion Set ↪→ S. Since the functors ΘS are natural in S, they induce a
functor for which we write
Θ∗ : AlgPrpd/Set(V)→ AlgGop/Set(V)
of cartesian fibrations over Set.
Corollary 7.1.22. The functor
Θ∗ : AlgPrpd/Set(V)→ AlgGop/Set(V)
is an equivalence.
Proof. The functor Θ∗ is an equivalence because it is one at each fibre by Corol-
lary 7.1.20. 
Proposition 7.1.23. For every presentably symmetric monoidal ∞-category V, the
inclusion AlgGop/Set(V) ↪→ AlgGop/S(V) induces an equivalence
AlgGop/Set(V)[FFES−1] ∼−→ AlgGop/S(V)[FFES−1]
after localizing with respect to the class FFES of fully faithful and essential surjective
functors.
Proof. It can be proven in as in [GH15, Theorem 5.3.17]. 
Corollary 7.1.24. For every presentably symmetric monoidal ∞-category V, there
is equivalence of ∞-categories
AlgPrpd/Set(V)[FFES−1] ' Segrep(GV)[FFES−1] ' PrpdV∞.
Proof. The first equivalence is induced by that of Corollary 7.1.22, Proposition 7.1.23
and Theorem 3.2.33, while the second is given by Theorem 6.2.9 and Notation 6.2.10.

7.2. Rectification. In this subsection we compare our ∞-categorical definition of
V-enriched ∞-properads with the strict notion of properad enriched in a symmetric
monoidal model category V. One of our main findings, Theorem 7.2.5, is that it is
not always possible to rectify an enriched ∞-properad to a strict one. We show in
Theorem 7.2.10 that it is possible to perform such rectification when working over
a field of characteristic zero. The situation is very different for dioperads and for
output properads, where we prove a rectification result over an arbitrary base in
Theorem 7.2.9.
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Definition 7.2.1. Let V be a simplicial symmetric monoidal model category. We
call an operad O admissible in V (alternatively, V is admissible for O) if there
is a model structure on AlgO(V) such that the weak equivalences and fibrations
are those maps whose underlying maps in V are weak equivalences and fibrations,
respectively.
Examples 7.2.2. According to [PS18b, §7] following model categories are admissi-
ble for all operads:
(i) the category of simplicial sets, equipped with the Kan–Quillen model struc-
ture,
(ii) the category of compactly generated weak Hausdorff spaces, equipped with
the usual model structure,
(iii) the category of chain complexes of k-vector spaces, where k is a field
of characteristic 0 (or more generally a commutative ring containing Q),
equipped with the projective model structure, and
(iv) the category of symmetric spectra, equipped with the positive stable model
structure.
Moreover, by [NS17] we know that for any presentably symmetric monoidal ∞-
category V there exists a symmetric monoidal simplicial combinatorial model cate-
gory modeling V for which all (simplicial) operads are admissible.
We are of course especially interested in the operad Prpd. The relevant model
structure for properads in chain complexes over a field of characteristic 0 was first
constructed in the appendix of [MV09].
Definition 7.2.3. If V is a simplicial symmetric monoidal model category and an
operad O which is admissible for V, and let V , O denote the associated ∞-category
and ∞-operad, respectively. We refer to the map
AlgO(V)→ AlgO(V)
as the canonical map. Here, we regard AlgO(V) as the ∞-category associated to
the model category AlgO(V), i.e. we implicitly identify it with the nerve of the
localization of the full subcategory of AlgO(V) spanned by cofibrant objects with
respect to weak equivalences.
Theorem 7.2.4. If O is either of PrpdoutS or DOpdS and is admissible in V,
then the canonical map
AlgO(V)→ AlgO(V)
is an equivalence.
Proof. The proof of the theorem is based on the verification of the assumptions of
[PS18a, Theorem 7.11] which gives a necessary and sufficient condition for under
which the canonical map is an equivalence. By Remark 7.1.7, the operads PrpdoutS
and DOpdS are Σ-free which implies that the symmetric flatness condition of [PS18a,
Theorem 7.11] is satisfied. This gives the equivalence AlgO(V)
∼−→ AlgO(V). 
Theorem 7.2.4 is a key component in the proof of our Rectification Theorem 7.2.9
below. Unfortunately it is a statement about dioperads and output (or input)
properads, rather than about general properads. This is simply because it does not
hold in generality:
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Theorem 7.2.5. Let sSet denote the model category of simplicial sets equipped with
the Kan–Quillen model structure, and suppose that S is a nonempty set. Then the
canonical map of Definition 7.2.3
AlgPrpdS (sSet)→ AlgPrpdS (S)
is not an equivalence.
Proof. Let P = PrpdS and let φ : O → P be a Σ-cofibrant replacement of P in
the category of T -colored simplicial operads (by taking, for instance, a suitable
product of P with the Barratt–Eccles operad), where T is the color set of P (see
Definition 7.1.4). We let x ∈ P(a, a, b, b; c) be the left graph from Example 2.2.13,
where all edges are colored by some fixed s ∈ S (so a = ( ; s, s), b = (s, s; ), and
c = ( ; ) are elements of T ). Let V = {e, (12), (34), (12)(34)} ⊆ Σ4 be the group
of permutations fixing the profile a, a, b, b and let Σ2 = {e, (12)(34)} ⊆ V . As
mentioned in Remark 7.1.7, the stabilizer group of x is Σ2. Let X ⊆ O(a, a, b, b; c)
be the fiber over x, which is a summand of O(a, a, b, b; c) (since P is a discrete
colored operad). We have that X = φ−1(x)→ {x} is a weak equivalence, and using
that O is Σ-cofibrant, one can show that the the Σ2-action on X is free.
Let FP : sSet
T → AlgP(sSet) be the free P-algebra functor, and likewise for FO.
Letting ∗T be the terminal T -colored object, we have a commutative diagram
X {x}
O(a, a, b, b; c) P(a, a, b, b; c)
FO(∗T )c FP(∗T )c
where the vertical composites are surjective onto summands. More specifically,
O(a, a, b, b; c)/V is naturally a summand of FO(∗T )c, and φ−1(x ·V ) ⊆ O(a, a, b, b; c)
is a V -summand, so
X/Σ2 ∼= φ−1(x · V )/V
is a summand of O(a, a, b, b; c)/V .
As the left vertical map factors through X/Σ2 ' BΣ2, the map FO(∗T )c →
FP(∗T )c has a summand of the form BΣ2 → {x}/Σ2 = ∗. It follows that FO(∗T )→
φ∗FP(∗T ) is not a weak equivalence of O-algebras.
We are now in a position to see that
φ! : AlgO(sSet) AlgP(sSet) : φ∗
is not a Quillen equivalence. Both model structures are right-induced from the
forgetful functors to sSetT , hence φ∗ creates weak equivalences and fibrations. In
particular, φ∗ is right Quillen and reflects weak equivalences between fibrant objects,
so by [Hov99, Corollary 1.3.16], φ! a φ∗ is a Quillen equivalence if and only if
A → φ∗(φ!A)f is a weak equivalence for all cofibrant A in AlgO(sSet). But the
fibrant replacement φ!A → (φ!A)f is a weak equivalence and φ∗ preserves weak
equivalences, so by 2-of-3, φ! a φ∗ is a Quillen equivalence if and only if A→ φ∗φ!A
is a weak equivalence for all cofibrant A in AlgO(sSet).
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The algebra A = FO(∗T ) is cofibrant. Since the diagram
AlgO(sSet) AlgP(sSet)
sSetT
φ∗
commutes, we have φ!A = φ!FO(∗T ) ∼= FP(∗T ). But as we saw, A = FO(∗T ) →
φ∗φ!FO(∗T ) = φ∗FP(∗T ) is not a weak equivalence, so φ! a φ∗ is not a Quillen
equivalence.
Since this is not a Quillen equivalence, [PS18a, Theorem 7.5] shows that φ is
not symmetric flat in sSet. Using their terminology, O = QP, so the fact that
φ : O → PrpdS is not symmetric flat implies, by [PS18a, Theorem 7.11], that
AlgPrpdS (sSet)→ AlgPrpdS (S) is not an equivalence. 
Definition 7.2.6. Given a symmetric monoidal model category V for which the
operads PrpdS are admissible for all sets S. Let V denote the associated∞-category.
We write Prpd(V) → Set for the Grothendieck fibration (and opfibration) which
corresponds to the functor Set → Cat taking S to AlgPrpdS (V). It follows from
[Hau15, Proposition 4.25] or [HP15, Theorem 3.0.12] that the model structure on
AlgPrpdS (V) induces one on Prpd(V) where weak equivalences are those morphisms
that are bijective on objects and weak equivalences on all multimorphism objects.
We write Prpd(V) for the ∞-category associated to the model category Prpd(V).
Similarly, we define ∞-categories Prpdout(V) and DOpd(V) when V is a symmetric
monoidal model category so that the operads PrpdoutS (respectively, DOpdS) are
admissible for all sets S.
We should emphasize here that the model structures Prpd(V) and so on are only
intermediate model structures, and not of independent interest for us. The reader
should also be careful to distinguish between this model structure and others that
may exist on the same underlying category. For example (with some restriction
on V) there is a model structure on Prpd(V) whose weak equivalences are the
Dwyer–Kan equivalences from Definition 7.2.8 below (see [HRY17] for the case
V = sSet and [Yau] for certain other V).
Corollary 7.2.7. Let V be a symmetric monoidal model category. If PrpdoutS is
admissible in V for all sets S, then there is an equivalence
Prpdout(V) ∼−→ AlgPrpdout/Set(V)
over Set. Likewise, if DOpdS is admissible in V for all sets S, then there is an
equivalence
DOpd(V) ∼−→ AlgDOpd/Set(V)
over Set.
Proof. We prove the first statement, as the second is entirely analogous. According
to [Hau15, Corollary 4.22] or [Hin16, Proposition 2.1.4], Prpdout(V)→ Set is the
cartesian (and cocartesian) fibration corresponding to the functor taking S to the
∞-category AlgPrpdoutS (V) associated to AlgPrpdoutS (V). This shows that the functor
Prpdout(V)→ AlgPrpdout/Set(V)
over Set is a functor between cartesian fibrations that preserves cartesian morphisms
which is then an equivalence as it is one on each fibre by Theorem 7.2.4. 
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Suppose that V is a symmetric monoidal model category. The functor V→ hV
to the homotopy category is symmetric monoidal, so to a V-enriched operad P we
can associate an hV-enriched operad hP.
Definition 7.2.8. If V is a symmetric monoidal model category, we say a morphism
F : P→ P′ of V-enriched properads is a Dwyer–Kan equivalence if:
(1) The map
P(x1, . . . , xm; y1, . . . , yn)→ P′(F (x1), . . . , F (xm);F (ym), . . . , F (yn))
is a weak equivalence in V for all x1, . . . , x, y1, . . . , yn in P.
(2) The induced functor of hV-enriched operads hF : hP→ hP′ is essentially
surjective (i.e. its underlying functor of enriched categories is essentially
surjective).
Dwyer–Kan equivalences for V-enriched dioperads are defined similarly.
We are now ready to prove our main rectification result.
Theorem 7.2.9. Suppose V is a symmetric monoidal model category for which
the operads PrpdoutS are admissible for all sets S. Then the ∞-category Prpdout,V∞
(Notation 6.2.10) can be identified with the localization of Prpdout(V) at the class
of Dwyer–Kan equivalences:
Prpdout,V∞ ' Prpdout(V)[DK−1].
Likewise, if DOpdS is admissible in V for all sets S, then the ∞-category DOpdV∞
of V-enriched ∞-dioperads can be identified with the localization of DOpd(V) at the
Dwyer–Kan equivalences.
Proof. We prove the first statement, as the second is similar. Under the equivalence
of Corollary 7.2.7 the class of Dwyer–Kan equivalences corresponds to the class of
fully faithful and essentially surjective morphisms in AlgPrpdout/Set(V). Hence, the
localization of Prpdout(V) with respect to Dwyer–Kan equivalences is equivalent to
AlgPrpdout/Set(V)[FFES−1] which can be identified with Prpdout,V∞ by the appropriate
variation of Corollary 7.1.24. 
In light of Theorem 7.2.5, the method of proof used in this theorem breaks
down if one tries to prove that PrpdV∞ is equivalent to Prpd(V)[DK−1] in generality.
However, we are able to adapt this proof when working over very special bases.
Theorem 7.2.10. Let k be a commutative ring containing Q, let Chk be the
category of unbounded chain complexes equipped with the projective model structure,
and let Chk denote the ∞-category associated to Chk. Then there is an equivalence
(see Notation 6.2.10)
Prpd(Chk)[DK−1] ' PrpdChk∞
after localizing at the class of Dwyer–Kan equivalences.
Proof. It was observed in [PS18b, §7.4] that Chk is symmetric flat, so the proof of
Theorem 7.2.4 can be adapted to show that the canonical map
AlgPrpdS (Chk)→ AlgPrpdS (Chk)
is an equivalence for all S. A variation on the proof of Corollary 7.2.7 gives that
Prpd(Chk)
∼−→ AlgPrpd/Set(Chk)
is an equivalence. The remainder of the proof follows that of Theorem 7.2.9. 
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Remark 7.2.11. The key to the proof of the previous theorem is that the model
structure on Chk is symmetric flat. In particular, it is also true that
Prpd(V)[DK−1] ' PrpdV∞
when V is the positive stable model structure on symmetric spectra. Indeed, [PS19,
Proposition 3.5.1] shows that this V is symmetric flat (actually this holds for
spectra over more general ‘nice’ bases as in [PS19, Definition 2.3.1]), so the proof of
Theorem 7.2.10 is readily adapted.
Question 7.2.12. In Theorem 7.2.9, we showed that the∞-category of∞-dioperads,
DOpdS∞, is equivalent to DOpd(S)[DK−1]. On the other hand, [HRY17, Theorem
5.4] shows that the category DOpd(sSet) (see Definition 7.2.6) admits a model struc-
ture whose weak equivalences are the Dwyer–Kan equivalences from Definition 7.2.8.
We do not know if the ∞-category presented by this model category is equivalent
to DOpd(S)[DK−1] or not, but it would be interesting to explore. One difficulty
in addressing this in the present context is simply that the model structure from
[HRY17, Theorem 5.4] is not a Bousfield localization of the model structure in
Definition 7.2.6. In fact, more is true: the identity functor on this category is not a
Quillen functor between the two model structures.
Similar questions can be raised for other ground symmetric monoidal categories
V and for properads instead of dioperads.
Appendix A. Equivalence of G with the properadic graphical
category
This section is devoted to a proof of the following theorem.
Theorem A.1. The category G is equivalent to the category Γ from [HRY15].
One difference between the setup of [HRY15] and that of the present paper is
that the graphs in that book always come equipped with orderings of in(v), out(v),
in(G), and out(G). As such, we first replace G with an equivalent category G′
whose objects are graphs together with orderings on the sets in(v), out(v), in(G),
and out(G). Morphisms ignore this extra structure entirely.
We will show that G′ is isomorphic to the category Γ from [HRY15]. Both
categories have the same set of objects.
Given a morphism f : G → K in G′, we define a corresponding properadic
graphical map fγ : G→ K in Γ. This map has fγ0 = f0, while fγ1 (v) := f1(Cv) (see
[HRY15, Lemma 5.19]). At the moment, this is just a map of the corresponding
colored properads.
Lemma A.2. If H ∈ Sb(G), then fγ(H) is equal to f1(H).
Proof. We induct on deg(H) = |V(H)|. The result is either automatic for deg(H) ∈
{0, 1}. Suppose that deg(H) ≥ 2. By [HRY15, Corollary 2.76], H has an almost
isolated vertex v. We have H = Cv ∪˜H ′, where H ′ ∈ Sb(H) ⊆ Sb(G)6 has V(H)\{v}
as its set of vertices (see [HRY15, Definition 2.60 & §6.1.2]). Then by the induction
hypothesis, we have
(18) f1(H) = f1(Cv) ∪˜ f1(H ′) = fγ(Cv) ∪˜ fγ(H ′).
6Using Proposition 2.2.5.
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If fγ(Cv) = ↓e, then fγ(H ′) = fγ(H) and we are done. Otherwise, the subgraph
from (18) is an open subgraph with the same set of vertices as fγ(H) (see [HRY15,
Definition 6.40]), hence must be equal to fγ(H). 
Proof of Theorem A.1. As G′ and Γ have the same set of objects it suffices to show
that there is a bijection of morphisms which respects compositions and identities.
The previous lemma shows fγ(G) = f1(G) is a structured subgraph of K, so that
the assignment f 7→ fγ takes a morphism in G′ to a properadic graphical map in Γ
introduced in [HRY15, Definition 6.46].
In the reverse direction, suppose that f : G→ K is a properadic graphical map
in Γ. Define fυ by fυ0 = f0 and f
υ
1 (H) = f(H), which we know is a structured
subgraph by [HRY15, Theorem 6.50]. The fact that Definition 2.2.11(1) holds follows
from the fact that f is a map between the corresponding colored properads, as in
the second part of [HRY15, Lemma 5.19]. We have that
V(f(H)) ∼=
∐
v∈V(H)
V(f1(v))
for any H ∈ Sb(G) by [HRY15, Definition 6.40 & Remark 2.42(1)], thus
V(fυ1 (H1 ∪˜H2)) = V(fυ1 (H1)) ∪ V(fυ1 (H2)) = V(fυ1 (H1) ∪· fυ1 (H2)).
Further, we have fυ1 (H1) ∪· fυ1 (H2) is an open subgraph of fυ1 (H1 ∪˜H2) since fυ1
preserves the partial order @. Here we have two open subgraphs which have the
same set of vertices. If that vertex set is non-empty, then the containment becomes
an equality.
We now show that the operations f 7→ fγ and f 7→ fυ are inverse to each other.
First suppose that f is a morphism in G′, we wish to show that (fγ)υ = f . Since
this is true by definition on edge sets, we must show (fγ)υ1 = f1. Let H ∈ Sb(G).
Then we have
(fγ)υ1 (H) = f
γ(H) = f1(H)
where the first equality is the definition and the second equality is given by
Lemma A.2.
Likewise, if f is a properadic graphical map in Γ, we wish to show that (fυ)γ = f .
But
(fυ)γ0 = f
υ
0 = f0
hence (fυ)γ = f by [HRY15, Corollary 6.62]. Thus we have established a bijective
correspondence between morphisms of G′ and properadic graphical maps of Γ.
It remains to show that this bijection constitutes a functor between the two
categories in question. But if f, g are two composable morphisms in G′, then
fγgγ = (fg)γ using [HRY15, Corollary 6.62], since
(fγgγ)0 = f
γ
0 g
γ
0 = f0g0 = (fg)0 = (fg)
γ
0 .
Likewise, (idG)
γ
0 = (idG)0 is an identity, hence (idG)
γ must be an identity. 
Remark A.3. By Theorem A.1, the category G is equivalent to the category
Γ which can be identified with a wide subcategory of Kock’s category K (from
Remark 2.0.4) containing fewer inert morphisms and the same active morphisms
(see [Koc16, 2.4.14]).
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Appendix B. Proof of Proposition 2.3.2
In this section, graph will always mean acyclic graph. The following is a variation
of the construction in Definition 2.0.4, which was only about connected graphs.
Definition B.1. If G is a (possibly disconnected) graph, then there is an E(G)-
colored properad P(G) generated by the vertices of G. Each connected, open
subgraph H of G determines (up to a choice of orderings on inputs and outputs) an
element in P(G).
In general, there are many other elements of P(G) that do not come from
connected, open subgraphs. The reader concerned about disconnected graphs can
either define P(
∐
iGi) :=
∐
iP(Gi) where each Gi is connected, or note that
Definition 5.3 and 5.7 of [HRY15] make no real use of connectedness of G. The
properads acquired in these two ways will be isomorphic.
Many examples of this construction, as well as for properad maps P(G)→ P(H),
are given for connected graphs in [HRY15, Chapter 5]. Thus we will give a single
example for a disconnected graph here.
1
2 3
4
5 6
Figure 9. The graph G from Example B.2
Example B.2. Consider the disconnected graph G from Figure 9 with edge set
{1, 2, 3, 4, 5, 6}. Up to orderings, P(G) has elements precisely in the following profiles
(where n ≥ 1):
P(G)(1; 2, 3) P(G)(2, 3; )
P(G)(1,
n· · ·, 1; ) P(G)(1, n· · ·, 1, 2; 2)
P(G)(1,
n· · ·, 1, 2, 3; ) P(G)(1, n· · ·, 1, 3; 3)
P(G)(1,
n· · ·, 1; 2, 3) P(G)(4; 5, 6).
See Figure 10 for pictures of some of these elements.
If (α, η) : G→ H is in L, then there is a well-defined map of properads P(G)→
P(H) sending v ∈ Gi,i+1 to ηi,i+1(v) ∈ Hα(i),α(i+1) ↪→ P(H). The goal of this
section is to show, when G→ H is in Lc, that the map f : P(G)→ P(H) is actually
a ‘graphical map.’ That is, the functor from Lc → Prpd(Set) factors through the
(non-full) subcategory Γ. Thus we are using Theorem A.1 in an essential way in
this section.
Each C-colored properad P has an underlying bimodule (see §3.6.1 of [HRY15]),
that is, for each pair of lists of colors c1, . . . , cn and c
′
1, . . . , c
′
m, a set
P (c1, . . . , cn; c
′
1, . . . , c
′
m),
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Figure 10. Elements of P(G)(1, 1; ), P(G)(1, 1, 1, 3; 3), and
P(G)(4; 5, 6) in the graph G from Figure 9.
along with isomorphisms
P (c1, . . . , cn; c
′
1, . . . , c
′
m) P (cσ′(1), . . . , cσ′(n); c
′
σ−1(1), . . . , c
′
σ−1(m))
∼=
(σ′;σ)
for σ′ ∈ Σn and σ ∈ Σm. These give a right Σn action and a left Σm action on
P (n;m) :=
∐
Cn×Cm
P (c1, . . . , cn; c
′
1, . . . , c
′
m).
Definition B.3. If P is a C colored properad (in Set), let P denote the bigraded
set
P (n;m) := P (n;m)/(Σopn × Σm)
along with the induced functions
P (n;m)→ (Cn/Σn)× (Cm/Σm).
Another way of phrasing this is that if MC is the free commutative monoid on
C, then P is a set equipped with a function P → MC×MC. As we’ve taken the
underlying object of P and removed all symmetry, the object P will not typically
admit a properad structure.
Why do we consider this structure? Each vertex v ∈ V(G) with n inputs and m
outputs will generate n!m! different morphisms in the properad P(G) generated by
a graph G, one for each choice of ordering on in(v) and out(v). For our current
purposes, this extra data is a distraction, hence we have use for P(G), which admits
a well-defined function
V(G) ↪→ P(G)
sending v to the set of morphisms it generates.
Definition B.4. Let us say that a map of properads f : P(H) → P(G) has a
vertex lift if the dotted arrow f˜ exists in the diagram
(19)
V(H) V(G)
P(H) P(G).
f˜
f
Lemma B.5. Let H be a connected graph, and let f : P(H) → P(G) be a map
of properads. If f has a vertex lift, then f comes from an e´tale map H → G. If,
ON RECTIFICATION AND ENRICHMENT OF INFINITY PROPERADS 91
in addition, f is injective on colors (that is, if E(H) → E(G) is injective), then f
comes from an e´tale monomorphism H → G.
Proof. Let
x ∈ P(H)(e1, . . . , en; e′1, . . . , e′m)
be a representative for a vertex v. This implies that in(v) = {e1, . . . , en} is an
n-element subset of E(H) and out(v) = {e′1, . . . , e′m} is an m-element subset of E(H).
We know
fx ∈ P(G)(fe1, . . . , fen; fe′1, . . . , fe′m)
and that this element represents the vertex f˜(v) ∈ V(G). As is the case whenever
we look at an element representing a vertex in P(G), we have that in(f˜(v)) =
{fe1, . . . , fen} is an n-element set and out(f˜(v)) = {fe′1, . . . , fe′m} is an m-element
set. Define a na¨ıve morphism f ′ : H → G which is f |E(H) on edges and f˜ on vertices.
We have seen that f ′ preserves numbers of inputs and outputs, hence f ′ is an e´tale
map (Definition 2.0.3).
With the first statement proved, let us now suppose that E(H) → E(G) is
injective. For the second statement, we must show that f˜ : V(H)→ V(G) is injective.
Suppose f˜(v1) = f˜(v2), from which it follows that in(f˜(v1)) = in(f˜(v2)) and
out(f˜(v1)) = out(f˜(v2)). If in(f˜(vk)) = ∅ = out(f˜(vk)), then we also have that
in(vk) = ∅ = out(vk). Since H is connected, this implies that V(H) has a unique
element, so v1 = v2.
We may thus assume that one of the two sets in(f˜(vk)) or out(f˜(vk)) is nonempty;
without loss of generality, assume in(f˜(v1)) = f(in(v1)) = f(in(v2)) is nonempty.
Since f |E(H) is injective, this set is inhabited by an element f(e) with e ∈ in(v1) ∩
in(v2), so v1 = v2. Thus f˜ is injective, so the e´tale map f
′ given in the first
paragraph is a monomorphism. 
We now turn to the case when f is not injective on colors.
Lemma B.6. Let H be a connected graph, and let f : P(H)→ P(G) be a map of
properads. Suppose that f has a vertex lift f˜ : V(H)→ V(G) which is injective. If
e1 6= e2 are edges of H so that f(e1) = f(e2), then (e1, e2) or (e2, e1) is an element
of in(H)× out(H).
Proof. Suppose e1 6= e2 and f(e1) = f(e2). It suffices to show that (e1, e2) /∈
in(H) × out(H) implies (e2, e1) ∈ in(H) × out(H). For this we first prove that
(e1, e2) /∈ in(H)× out(H) implies e1 /∈ in(H) and e2 /∈ out(H).
The existence of e1 6= e2 shows that H 6∼= ↓, hence, if e1 /∈ in(H) then e1 ∈ out(v)
for some vertex v. If e2 ∈ out(H) then there exists a vertex u with e2 ∈ out(u).
On the one hand, the injectivity of f |out(v) implies that u 6= v. On the other,
f(e1) = f(e2) can be an output for at most one vertex. Thus, f˜(u) = f˜(v) and
the injectivity of f˜ gives u = v. This contradiction proves that e1 /∈ in(H) implies
e2 /∈ out(H) and a symmetric argument shows that the reverse implication also
holds. Therefore, if (e1, e2) /∈ in(H)× out(H) then e1 /∈ in(H) and e2 /∈ out(H).
Now let us assume that e1 ∈ out(v) and e2 ∈ in(w) for some vertices v, w. To
show that (e2, e1) ∈ in(H)× out(H) it is necessary to exclude that possibility that
e1 ∈ in(u) for some u. If such a vertex u exists, then f(e1) ∈ in(f˜(u)) equals
f(e2) ∈ in(f˜(w)), so we must have f˜(u) = f˜(w) which implies that u = w. But
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f |in(w) is a monomorphism, so this would imply e1 = e2, contrary to our hypothesis.
Thus no such u exists and e1 ∈ out(H). The symmetric argument establishes that
e2 ∈ in(H), so (e2, e1) ∈ in(H)× out(H). 
The following example, which appeared as Example 5.25 of [HRY15], shows that
the behavior of Lemma B.6 actually occurs.
Example B.7. There is an evident e´tale map from the graph H on the left to
the graph G on the right which is not injective on edge sets. The induced map of
properads f : P(H)→ P(G) has an injective vertex lift, but does not satisfy the
hypothesis of the next corollary.
u
v
u
v
Corollary B.8. Let H be a connected graph, and let f : P(H)→ P(G) be a map
of properads. Suppose that f has a vertex lift f˜ : V(H)→ V(G) which is injective. If
f |in(H)∪out(H) is injective, then f comes from an e´tale monomorphism.
Proof. Lemma B.6 shows that f is injective on edges, so Lemma B.5 applies. 
Lemma B.9. Suppose H1 and H2 are connected open subgraphs of a connected
graph G. If in(H1) = in(H2) and out(H1) = out(H2), then H1 = H2.
Proof. Notice that if H is an open connected subgraph of G, then in(H)∩out(H) 6=
∅ if and only if H is an edge. Moreover, if this holds then H is uniquely determined
by in(H), a one element set. Thus it suffices to consider the case when in(Hk) ∩
out(Hk) = ∅ (k = 1, 2). Forgetting the direction, the two inclusions become
embeddings of undirected graphs in the sense of [HRY20]. The conclusion follows of
the lemma follows by applying [HRY20, Proposition 1.25] to these two inclusions
(in their notation we have ð(fk) = in(Hk)q out(Hk), k = 1, 2). 
Theorem B.10. Let ϕ = (α, η) : G → H be a morphism of Lc. Suppose that
x ∈ Gi,j is an (i, j)-level subgraph with associated level graph K. Let V(K) ∼=
{v1, . . . , vn} ⊆
∐j−1
p=i Gp,p+1 be the set of vertices that map to x, and let H` be the
graph associated to η(v`) ∈ Hα(p),α(p+1). Then there is an e´tale monomorphism
f ′ : K{H1, . . . ,Hn} → H whose image is η(x).
Proof. We know that
V(K{H1, . . . ,Hn}) =
∐
`
V(H`)
and we can use this to define a properad map
f : P(K{H1, . . . ,Hn})→ P(H)
whose restriction to the generators in V(H`) is just the inclusion V(H`) ⊆ V(H).
Since VL(ϕ)(w) = v` when w is in H`, we see that the graphs H` have disjoint sets
of vertices. Thus the properad map f induces a monomorphism
f˜ : V(K{H1, . . . ,Hn})→ V(H).
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Moreover, we have
in(K{H1, . . . ,Hn}) = in(K)
out(K{H1, . . . ,Hn}) = out(K)
and the map f |in(K{H1,...,Hn}) is just the restriction of ηi,i and likewise for outputs.
Since ηi,i and ηj,j are monomorphisms, this gives that f |in∪out is a monomorphism
except in the case when α(i) = α(j). If α(i) = α(j) then η(v`) = η(x) is always an
edge, as is K{H1, . . . ,Hn}. Thus the requirements of Corollary B.8 are satisfied,
and we have that f ′ : K{H1, . . . ,Hn} → H is an e´tale monomorphism.
We will now show that the image of this monomorphism is η(x). The set
in(K{H1, . . . ,Hn}) ∼= in(K) maps to the inputs (in Hα(i),α(i)) of η(x) ∈ Hα(i),α(j).
A similar statement holds for outputs. By Lemma B.9, the result follows. 
Proof of Proposition 2.3.2. By Theorem A.1, it is sufficient to show that this be-
comes a morphism in Γ. Let f : P(G)→ P(H) be the properad morphism associated
to a morphism (α, η) : G→ H in Lc, where G has height k. Apply Theorem B.10 to
the unique element x ∈ G0,k, representing G itself. As η(x) represents a structured
subgraph of H by Lemma 2.3.1, it follows that f(G) ∼= K{H1, . . . ,Hn} can be
considered as a structured subgraph of H. Thus we have verified the condition from
[HRY15, Definition 6.46], so f is a morphism of Γ. 
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