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Resumen
Una cinta de acero es el producto final de un molino de laminacio´n en caliente,
el mismo esta´ tomado por uno de los procesos industriales ma´s importantes dentro
de la esfera de la metalurgia. Dicho producto debe cumplir con ciertos requisitos de
calidad, en donde los ma´s importantes son la temperatura de acabado y el espesor
de la cinta. De manera que la investigacio´n esta´ dirigida para disen˜ar un algoritmo
de control para el lazo de espesor que lo haga robustamente estable y cumpla con
el requisito de desempen˜o robusto. Se estudiara´ la planta nominal, se modelara´n las
incertidumbres en el dominio de la frecuencia, todo esto con base en la Teor´ıa de
Retroalimentacio´n Cuantitativa.
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Cap´ıtulo 1
Introduccio´n
El acero es uno de los materiales ma´s importantes en la vida moderna, ya que
tiene muchas y muy variadas aplicaciones en la industria. Desde juguetes, aparatos
electrodome´sticos, utensilios para el hogar, equipo me´dico, fabricaciones de chasis
en la industria automotriz, hasta maquinaria con tecnolog´ıa de punta. Entre sus
aplicaciones, esta´n aquellas que cuentan con un perfil plano, por lo que el proceso
de laminacio´n en caliente se encuentra en la esfera de los procesos industriales ma´s
relevantes.
El producto final de un molino de laminacio´n en caliente (HSM) es un rollo de
la´mina de acero, cuyos requisitos de calidad ma´s importantes son el espesor y la
temperatura de acabado, esta u´ltima para lograr las propiedades meca´nicas desea-
das [1], [2].
En el HSM existen interacciones entre las diferentes variables de control, as´ı co-
mo incertidumbre en sus para´metros, actuadores y sensores. En cuanto a estrategias
de control para un HSM, las ma´s destacadas son las acciones de control: P, PI y
PID; no obstante, debido a que las tres acciones antes mencionadas no consideran
las incertidumbres como parte de su ana´lisis ni las interacciones entre sus compo-
nentes se consideran insuficientes.
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Se han propuesto te´cnicas de control robusto para mantener estabilidad y desem-
pen˜o ante la inminente presencia de incertidumbres, adema´s de reducir el nivel de
interaccio´n entre los lazos de control. En este proyecto se explorara´n las caracter´ısti-
cas de la planta, se modelara´n las incertidumbres en los para´metros del modelo en
la frecuencia y se propondra´ el disen˜o de un control robusto para el espesor de la
cinta. El control estara´ disen˜ado de acuerdo a la metodolog´ıa propuesta por la te´cni-
ca de teor´ıa de retroalimentacio´n cuantitativa (QFT), la cual se basa en el uso de
diagramas de Nichols.
1.1 Antecedentes
El trabajo anterior concerniente al HSM reporta te´cnicas de control robusto
para reducir el impacto de interacciones, manteniendo desempen˜o y estabilidad en
presencia de las incertidumbres o perturbaciones, as´ı mismo evitar un alto consumo
de energ´ıa.
Se ha propuesto un modelo multivariable linealizado en un punto de operacio´n en
el dominio de Laplace. Se reporta una buena aproximacio´n del proceso real [3], [4].
En [5] y [6] las te´cnicas propuestas de control son multivariables aplicadas al espe-
sor, ignorando los lazos relacionados con el flujo de masa. En [7] se muestra una
aplicacio´n de te´cnicas multivariables al espesor y al flujo de masa, sin estudiar la
robustez del sistema. No muestran el modelo multivariable completo. El sistema de
control se implemento´ en un molino real y se reportaron beneficios. Tambie´n se ha
propuesto un esquema robusto para el control de espesor en un HSM considerando
incertidumbres en el mo´dulo de deformacio´n del molino [8].
Hearns y Grimble [9] proponen el control basado en la te´cnica H∞ a los lazos de
espesor y flujo de masa; no obstante disen˜aron para lograr robustez a fallas en los
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sensores; no muestran el modelo del proceso, ni el modelo de incertidumbres . Zhang
et al. disen˜an un control basado en la te´cnica “s´ıntesis-µ” (extensio´n de la te´cnica
H∞) y sintonizando mediante QFT para el espesor de salida con incertidumbre aditi-
va y multiplicativa en el modulo del molino, σ y θ son considerados parte del vector
de estados. La sintonizacio´n QFT mejoro´ la respuesta con respecto a la obtenida
solamente mediante s´ıntesis-µ [10]. En [11] se presenta la historia de la te´cnica QFT,
su metodolog´ıa y las diferentes aplicaciones en las que se ha implementado. Yu et
al. proponen dos controladores H∞ robustos de tensio´n de la cinta, uno mediante el
me´todo de Lyapunov-Ka´sovskii y desigualdades matriciales lineales y el otro usando
el me´todo convencional basado en Riccati; los desempen˜os de ambos controladores se
comparan presentando el primero una respuesta ma´s ra´pida y con menor sobrepaso
bajo condiciones de incertidumbre parame´trica [12].
En [13] se propone un control inferencial para la tensio´n de la cinta en el cual el
control es disen˜ado mediante la te´cnica QFT, pero no se proporciona la regio´n de in-
certidumbre de los para´metros. En [14] los mismos autores aplican un control basado
en la misma te´cnica para el HSM, el cual no se aplica de la manera t´ıpica que propo-
ne la bibliograf´ıa en [15] y [16]. Don Juan R´ıos et al. propusieron dos controladores
en lazo individual para mantener estabilidad y desempen˜o robusto en presencia de
incertidumbres parame´tricas en el HSM mediante la te´cnica QFT. Dichos controla-
dores son disen˜ados para tensio´n de cinta y posicio´n angular del formador de onda, a
su vez se realizo´ una comparativa con un controlador de tipo PI [17]. Evers propuso
por vez primera un disen˜o del HSM con incertidumbres parame´tricas en un sistema
MIMO de 4× 4, aplicando un control basado en QFT [18].
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1.2 Hipo´tesis
Si la te´cnica QFT utiliza un controlador con un ancho de banda bajo, junto con
retroalimentacio´n unitaria para reducir el impacto de la incertidumbre parame´trica,
el error entre las perturbaciones, ruido y la salida, entonces dicha te´cnica mejora
considerablemente el impacto de la incertidumbre en el HSM, asegurando tanto es-
tabilidad robusta como desempen˜o robusto.
1.3 Objetivos
1.3.1 Objetivo General
Disen˜ar un sistema de control robusto en presencia de incertidumbre parame´tri-
ca para el espesor de la cinta en un molino de laminacio´n en caliente mediante la
te´cnica de disen˜o de Teor´ıa de Retroalimentacio´n Cuantitativa.
1.3.2 Objetivos Particulares
Modelar las incertidumbres parame´tricas en el dominio de la frecuencia.
Encontrar un algoritmo de control que cumpla con las condiciones suficientes
para asegurar estabilidad robusta y desempen˜o robusto.
Implementar el controlador, as´ı como garantizar correctamente su funciona-
miento.
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Mejorar el desempen˜o del proceso en presencia de interacciones, atenuar el
ruido y reducir el ancho de banda.
Evaluar el desempen˜o y comparar con un controlador PI.
1.4 Contenido de la tesis
En el Cap´ıtulo 2 se explicara´ el proceso de laminacio´n en caliente, as´ı como las
principales etapas en la que consiste, las partes fundamentales del HSM y el modelo
matema´tico con el que se trabajara´ a lo largo de esta tesis.
El Cap´ıtulo 3 se enfocara´ en el contexto del control QFT, el origen de sus fun-
damentos y los pasos que conforman la te´cnica. Aunado a ello, se mostrara´ el disen˜o
del control basado en QFT para el lazo del espesor (hi).
Se planteara´n cuatro escenarios diferentes para evaluar el control disen˜ado en el
Cap´ıtulo 3 para el sistema 1 × 1 y 2 × 2 (conformado por espesor y tensio´n (σi);
espesor y posicio´n angular (θi)), compara´ndolo con un controlador PI, como el que
esta´ implementado en el molino actualmente, todo esto se vera´ en el Cap´ıtulo 4.
En el Cap´ıtulo 5 se hara´ un ana´lisis para el sistema 3 × 3 con los controladores
disen˜ados en trabajos anteriores [17], evalua´ndolos para cuatro casos y analizando
el nivel de interaccio´n entre lazos.
El Cap´ıtulo 6 resumira´ las conclusiones obtenidas en esta tesis y anexara´ el tra-
bajo futuro.
Cap´ıtulo 2
Molino de Laminacio´n en
Caliente
2.1 Principales Etapas de un HSM
El producto final de un molino de laminacio´n en caliente es una cinta de acero
que debe cumplir con tres requerimientos principales: el espesor del rollo, la tempe-
ratura de acabado y la temperatura de enrollado, las dos u´ltimas caracter´ısticas son
las que definen las propiedades meca´nicas segu´n el cliente [19].
Figura 2.1: L´ınea de laminacio´n en caliente
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A continuacio´n, se explicara´ brevemente cada etapa que conforma el proceso
de una l´ınea de laminacio´n en caliente (ver Figura 2.1).
1. Hornos de recalentamiento:
La materia prima entra aqu´ı para ser calentada, de manera que llegue a una
temperatura alrededor de los 1300◦, a partir de ah´ı el plancho´n se prepara para
ser deformado. Posteriormente entra al rompedor de o´xido, donde se inyecta
agua a presio´n para quitar la pel´ıcula de o´xido que se formo´ cuando el plancho´n
estaba dentro del horno.
2. Molinos desbastadores
Los planchones se deforman meca´nicamente para darle un espesor t´ıpico de
25.4 mm, este subproducto se llama barra de transferencia (BT). La cinta pa-
sa por un proceso de corte, donde se le corta la punta para hacer ma´s fa´cil su
pase hacia el primer castillo. Se vuelve a lavar el o´xido, producto de las altas
temperaturas.
3. Molino continuo
Consta de 6 a 7 molinos o castillos. En esta etapa se busca reducir el es-
pesor de la BT para obtener el espesor final de la cinta. Se debe cumplir con
una temperatura de acabado en especial. El espesor final oscila entre 2 mm y
15.7 mm, el ancho final esta´ alrededor de los 900 mm.
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4. Enrolladores
Aqu´ı la cinta de acero debe tener una temperatura determinada, para ello
es necesario que entre a la mesa de enfriamiento (ROT), cuya localizacio´n se
encuentra entre el u´ltimo castillo y los enrolladores. Este proceso se logra con
cortinas de agua. La cinta de acero se enrolla, lista para almacenarse. Se hace
hincapie´ nuevamente en que la temperatura de enrollado es un requisito crucial
para asegurar las propiedades meca´nicas deseadas, esta se encuentra entre los
500◦ y 650◦. El acero que ma´s se emplea en este proceso es acero al carbono
1006.
2.2 Molino Continuo
Una de las etapas ma´s cr´ıticas es el molino continuo (FM), ya que entra en jue-
go las dimensiones y especificaciones que necesita el producto terminado. De modo
que el control de las variables de esta etapa son muy importantes. Por otro lado, la
interaccio´n entre los castillos, las interacciones entre variables e incertidumbres de
los para´metros del modelo esta´n presentes.
2.2.1 Partes del molino continuo (FM)
En la Figura 2.2 se muestra la geometr´ıa de dos castillos contiguos con las
variables que juegan un papel importante en el proceso.
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Figura 2.2: Diagrama esquema´tico de dos castillos contiguos de laminacio´n continua
2.2.1.1 Castillo
Un castillo tiene cuatro partes fundamentales:
Ca´psula hidra´ulica: Su sistema hidra´ulico, incorporado con un regulador de
posicio´n, se utiliza para aplicar la fuerza de rolado1.
Rodillo de apoyo: Esta´n en contacto con el sistema hidra´ulico. Tienen el
trabajo de transferir la fuerza y el movimiento a los rodillos de trabajo, que les
suministra la ca´psula hidra´ulica. Poseen un dia´metro que va de 1200 mm-1563
mm.
1Es la fuerza necesaria que aplican los rodillos para deformar meca´nicamente un metal a una
forma determinada.
Cap´ıtulo 2. Molino de Laminacio´n en Caliente 10
Rodillo de trabajo: Esta´n en contacto directo con la cinta de acero y son los
que se encargan de imprimirle fuerza a la misma. Su dia´metro abarca desde
440 mm-740 mm.
Celda de carga: Es un transductor de fuerza, que convierte una sen˜al meca´ni-
ca a una ele´ctrica
2.2.1.2 Looper
Es un brazo meca´nico cuya localizacio´n se encuentra entre dos castillos, tiene
un rodillo en el extremo superior. Tiene dos tareas: controlar el flujo de masa por
medio de la tensio´n y absorber el error que se forma entre la diferencia de velocidades
(ve´ase Figura 2.3).
Figura 2.3: Looper
2.2.2 Funcionamiento del molino (FM)
La cinta de acero entra al castillo i con un espesor inicial (Hi), aqu´ı el castillo
i se encarga de reducir su espesor hasta que esta tiene el espesor de salida, huelga
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decir que esta cantidad es menor que Hi, dependiendo de la reduccio´n que tenga ese
castillo. Como se menciono´ en la Seccio´n 2.2.1.2, el looper regula el flujo de masa,
de modo que se genera una posicio´n angular (θi) y una tensio´n (σi), descrita por el
castillo actual (i) y el siguiente (i+ 1) (ver Figura 2.2).
Un ajuste en el hi implica ajustar la posicio´n angular del FO anterior (θi−1) y
en θi, la misma altera a su vez σi. Ya que la entrada manipulada para θi es Vri (ver
Figura 2.5), afecta la temperatura de acabado, esto se debe a que la fuerza de sepa-
racio´n de los rodillos depende de la velocidad de laminacio´n [1], [2]. La interaccio´n
entre variables provoca que los ajustes sean lentos para reducir su efecto, ya que los
controladores ba´sicos so´lo atenu´an la interaccio´n a bajas frecuencias.
2.3 Modelo lineal multivariable
En el trabajo de Obrego´n [3], [4] se derivo´ un modelo matema´tico multivariable
de un FM, linealizado alrededor de un punto de operacio´n en el dominio de Laplace.
El modelo toma en cuenta dos castillos vecinos (el actual i y el pro´ximo i+ 1) y la
geometr´ıa del looper, dicho modelo demostro ser una buena aproximacio´n del proceso
real [4]. Aunque el proceso es no lineal, el comportamiento lineal es realista una vez
que la barra esta´ siendo enhebrada en el FM. El punto de operacio´n se determina
por un producto en particular, que se trata del acero AIST 1006, calibre 2× 10−3 m
y ancho 0.9 m. Este material es el ma´s utilizado para el rolado. Un esquema´tico del
modelo matema´tico se muestra en la Figura 2.4.
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Figura 2.4: Modelo matema´tico multivariable 4× 4
La notacio´n kyx es la representacio´n de las ganancias esta´ticas
δy
δx
, evaluadas en
el punto de operacio´n [4]. El sistema es MIMO de dimensio´n 4× 4 (cuatro entradas-
cuatro salidas), en la Figura 2.5 se muestra la relacio´n de las entradas del modelo con
las salidas, adema´s de mostrar las sen˜ales de perturbacio´n que afectan a la planta.
La nomenclatura correspondiente se presenta en la Tabla 2.1.
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Figura 2.5: Esquema de entradas-salidas-perturbaciones para el HSM
Variable Concepto Unidades Tipo de sen˜al
Sri Espacio entre rodillos del castillo i m Entrada
Sri+1 Espacio entre rodillos del castillo i+1 m Entrada
Vri Velocidad de los rodillos de trabajo del castillo i m/s Entrada
τri Par del looper i N-m Entrada
hi Espesor de salida del castillo i m Salida
σi Tensio´n de salida del castillo i N Salida
θi Posicio´n angular del looper del castillo i Grados Salida
hi+1 Espesor de salida del castillo i+1 m Salida
Hi Espesor de entrada del castillo i m Perturbacio´n
σi−1 Tensio´n del castillo i-1 N Perturbacio´n
σi+1 Tensio´n del castillo i+1 N Perturbacio´n
Vi+1 Velocidad del rodillo de trabajo del castillo i+1 m/s Perturbacio´n
Tabla 2.1: Nomenclatura para entradas, salidas y perturbaciones del HSM
En esta tesis se puntualizara´ en el disen˜o de un controlador, que aplicado a la
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funcio´n de transferencia relacionada con hi y el espacio entre el castillo i y el castillo
i+1 (Sri), haga al lazo robusto.
2.4 Resumen del cap´ıtulo
Se explico´ como se lleva a cabo un proceso de una l´ınea de laminacio´n en
caliente, as´ı como las partes ma´s relevantes que conforman un HSM, las interacciones
que existen entre los elementos del FM y para finalizar, se hizo una descripcio´n de las
entradas, salidas y sen˜ales de perturbacio´n que forman parte del modelo matema´tico
del molino de laminacio´n en caliente.
Cap´ıtulo 3
Teor´ıa de Retroalimentacio´n
Cuantitativa
La literatura menciona que existen diversas te´cnicas de control que logran mi-
nimizar la interaccio´n entre lazos (control multivariable) y que hacen a un sistema
insensible ante la aparicio´n de incertidumbre parame´trica y sen˜ales de perturbacio´n
(lo que se conoce como control robusto). Estas son: H∞ (abordada en [20]), teor´ıa
de retroalimentacio´n cuantitativa [16] y control predictivo basado en modelo [21]
(MPC). La u´ltima, si bien no es catalogada como una te´cnica de control robusto
como la H∞ y la QFT, toma conceptos del mismo y atenu´a el efecto de la incerti-
dumbre, obteniendo buenos resultados. La tesis esta´ enfocada al estudio de la te´cnica
QFT para controlar hi, a continuacio´n se contara´ su metodolog´ıa de disen˜o y la ma-
nera en que se desarrollo un controlador para el lazo de espesor.
3.1 Antecedentes histo´ricos
En [11] se resume el contexto en el que surgio´ esta te´cnica. En los an˜os 40’s,
Hendrik W. Bode publico´ una de las obras que marcar´ıa un antes y un despue´s en
la ingenier´ıa de control: Network Analysis and Feedback Amplifier, en la misma se
15
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resumen los cimientos de la retroalimentacio´n para sistemas (“feedback” en el contex-
to anglosajo´n), del disen˜o de compensadores y ana´lisis en el dominio de la frecuencia.
En [22], Isaac M. Horowitz propuso que hab´ıa necesidad de cuantificar el controlador,
de acuerdo a las especificaciones y la incertidumbre de sus para´metros. El trabajo
de Horowitz tiene como idea principal que la funcio´n de sensibilidad (S = (1+L)−1,
donde L , GP es la funcio´n en lazo abierto), sea insensible al ruido y al ancho de
banda. G es el controlador y P es la planta. A partir de aqu´ı, la funcio´n de transfe-
rencia en lazo abierto es elegida por lo general para el disen˜o de controladores.
No ser´ıa hasta 1972 cuando Horowitz y su estudiante Marcel Sidi nombrar´ıan a
este concepto como Teor´ıa de Retroalimentacio´n Cuantitativa en [23], que emplea
en su ana´lisis la carta de Nichols. A partir de aqu´ı, Horowitz comenzar´ıa a darle for-
ma a su idea, en compan˜´ıa de otro destacado investigador, Constantine H. Houpis.
Para ma´s detalle, se remite al lector al art´ıculo de Garc´ıa-Sanz [11].
3.2 Marco teo´rico
3.2.1 Declaracio´n del problema
En la vida real, una planta tiene para´metros que son inciertos. Cuando se re-
fiere a que un para´metro es “incierto”, no quiere decir que se desconozca su valor
nominal, sino que este puede tomar cualquier valor dentro de una cota conocida [16].
La teor´ıa de retroalimentacio´n cuantitativa es llamada as´ı porque se tiene conoci-
miento de la banda de incertidumbre de sus para´metros cuantitativamente hablando
y el objeto del disen˜o es alcanzar desempen˜os cuantitativos. Esta te´cnica es una
poderosa herramienta de disen˜o para el logro de tolerancias de desempen˜o asignadas
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sobre un rango espec´ıfico de incertidumbres parame´tricas de una planta estructurada
[24]. La idea principal con la que opera esta te´cnica es que con ayuda de la retro-
alimentacio´n, se puede reducir el efecto de la incertidumbre parame´trica y cumplir
con las especificaciones de disen˜o. Para lograr ello, Horowitz propone el siguiente
diagrama de control (ver Figura 3.1)
Figura 3.1: Diagrama cano´nico 2GDL
donde:
G(s) es el controlador
F (s) es el prefiltro
P (s) es la planta incierta
n es el ruido producido a la salida
y es la salida
r es la sen˜al de referencia
r1 es la entrada al sistema
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e es el error producido por la diferencia entre la entrada y la retroalimentacio´n
d1 es la sen˜al de perturbacio´n a la entrada
d es la sen˜al de perturbacio´n a la salida
Las ecuaciones que se encargan de describir al diagrama de la Figura 3.1 esta´n
conformadas por (3.1)-(3.7).
T (s) ,
y(s)
r(s)
= F (s)
L(s)
1 + L(s)
(3.1)
donde L(s) , G(s)P (s), que es la funcio´n de transferencia en lazo abierto. A (3.1)
se le conoce como funcio´n de sensibilidad complementaria, que es la funcio´n de
transferencia de lazo cerrado que relaciona la sen˜al de referencia con la salida [20].
Td1(s) ,
y(s)
d1(s)
=
P (s)
1 + L(s)
≡ SI(s) (3.2)
La expresio´n (3.2) relaciona las perturbaciones a la entrada con la salida, a esta se
le conoce como funcio´n de sensibilidad a la entrada.
Td(s) ,
y(s)
d(s)
=
1
1 + L(s)
≡ S(s) (3.3)
La ecuacio´n (3.3) se le conoce como funcio´n de sensibilidad a la salida, cuya funcio´n
de transferencia en lazo cerrado relaciona las perturbaciones en la salida con la salida
del sistema.
Tun(s) ,
u(s)
n(s)
=
−G(s)
1 + L(s)
= −G(s)S(s) =
−1
P (s)
L(s)
1 + L(s)
(3.4)
T1(s) ,
y(s)
r1(s)
=
L(s)
1 + L(s)
≡ Tuf (s) (3.5)
Tud(s) ,
u(s)
d(s)
=
−G(s)
1 + L(s)
(3.6)
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Tyn(s) ,
y(s)
n(s)
= −
L(s)
1 + L(s)
(3.7)
Es necesario aclarar que la ecuacio´n (3.5) es la funcio´n de sensibilidad com-
plementaria que no toma en cuenta la participacio´n del prefiltro. Por cuestiones de
complejidad, el prefiltro no formara´ parte del disen˜o del control QFT [16]. Otra cosa
interesante a notar es que el nombre de sensibilidad complementaria proviene de la
expresio´n (3.8), bajo el supuesto que F (s) = 1.
S(s) + T1(s) = 1 (3.8)
Partiendo de lo anterior, el problema es disen˜ar un controlador G(s) tal que el
sistema cumpla con las condiciones de estabilidad robusta y desempen˜o robusto
para un conjunto de plantas dado {P (s)}.
3.2.2 Metodolog´ıa
Los pasos para desarrollar un algoritmo de control dentro del contexto QFT se
resumen en seis, dependiendo de la naturaleza del sistema (ma´s concretamente de
la ubicacio´n de los polos y ceros), algunos pasos pueden cambiar significativamente
[16]. El proceso es iterativo, lo que significa que debe repetirse el disen˜o tantas veces
sea necesario. Ve´ase la Figura 3.2.
1. Definir las especificaciones cuantitativas de disen˜o en el dominio de la frecuen-
cia. Estas son representadas por las ecuaciones (3.2), (3.3) y (3.5).
2. Representar la incertidumbre parame´trica en la carta de Nichols por medio de
plantillas (“templates”).
3. Calcular las cotas (“bounds”en la literatura anglosajona) del lazo abierto de
transmisio´n L(s).
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4. Disen˜o del lazo nominal con retroalimentacio´n unitaria Ln(s) que cumpla con
las cotas del paso anterior.
5. Obtener el controlador G(s) a partir del lazo Ln(s).
6. Evaluar en la frecuencia el control QFT. En caso de ser necesario, redisen˜ar
desde el Paso 3.
Figura 3.2: Diagrama de flujo de la metodolog´ıa para el disen˜o de un control QFT
A continuacio´n, se explicara´ cada paso de manera amplia, adema´s de mostrarse
como se fue disen˜ando el control para el lazo de hi.
3.3 Disen˜o del algoritmo de control para el
espesor
En [17] se eligieron los para´metros en los que cuya incertidumbre, afectar´ıa el
looper. Debido a que se trabaja con el lazo de espesor, se agrego´ el para´metro del
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mo´dulo del molino, pues el mismo afecta al lazo [4]. En la Tabla 3.1 se presentan los
para´metros y sus respectivas regiones de incertidumbre con las que se trabajara´ a lo
largo de esta tesis2. En la pra´ctica, no existe un criterio para seleccionar la banda
de incertidumbre de los para´metros, en trabajos anteriores ya se han utilizado los
mismos porcentajes [25], [17]. En [26] menciona ciertas consideraciones del porque
se eligieron estas bandas de incertidumbre parame´trica.
Para´metro Unidades Concepto Incertidumbre
kτiθi kg ·mm Ganancia esta´tica ±5%
kLiθi mm Ganancia esta´tica ±5%
kτiσi mm Ganancia esta´tica ±5%
Ji kg ·mm · s
2 Inercia del looper ±10%
Di kg ·mm · s Amortiguamiento ±5%
1
Mi
mm
kg
Constante en el mo´dulo del molino ±5%
Ei
kg
mm
Mo´dulo de Young de la cinta ±10%
Li mm Distancia entre centros de los rodillos de apoyo ±1%
Tabla 3.1: Incertidumbre Parame´trica del HSM
Tanto Ei como Li se considerara´n como un solo para´metro, ya que ambos
coeficientes pertenecen a un mismo integrador (ver Figura 2.4). Eso ser´ıa un total
de siete para´metros, en los que dentro de su banda de incertidumbre, toman valores
en cinco niveles; con 57 combinaciones, da un total de 78125 plantas posibles.
Antes de iniciar, se estudio´ la ubicacio´n de los polos y ceros del conjunto de
plantas {P (s)}, ya que su localizacio´n es crucial para categorizar su naturaleza.
Dependiendo de ello, los pasos de la metodolog´ıa pueden cambiar o no. En la Figura
3.3 se muestra el mapa de polos y ceros para un conjunto {P (s)} de 2178 plantas
2En el Ape´ndice A.1 se presenta un archivo m que tiene los valores nominales de los para´metros
y de otras variables para el modelo matema´tico (ver Figura 2.4).
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posibles3.
Figura 3.3: Mapa de polos y ceros del conjunto de plantas {P (s)} (2178)
Obse´rvese que los polos y ceros del conjunto {P (s)} caen dentro del semiplano
izquierdo, por lo que el mismo es estable [27]. Las plantas son de fase mı´nima, por
lo que la metodolog´ıa procede sin cambios en sus etapas [16].
3.3.1 Paso 1. Definicio´n de las especificaciones de disen˜o
Para esta etapa se definen las restricciones para asegurar estabilidad robusta
(RS) y desempen˜o robusto (RP), las cuales adema´s se trasladan al dominio de la
frecuencia. Primero se elige una funcio´n de ponderacio´n que condicione T (jω) para
el sistema en lazo abierto G(s)Pn(s), y as´ı asegurar RS. Es importante destacar que
en la pra´ctica no existe una funcio´n que asegure RS, pero en trabajos anteriores [17]
y en control de regulacio´n, se utiliza una restriccio´n que tiene una respuesta ante un
3Debido al costo computacional que requiere obtener el pzmap de 78125 plantas, se obtuvo en
cambio para 37 combinaciones.
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escalo´n unitario con sobrepaso ma´ximo del 20%.
T (jω) ,
∣∣∣∣ L(jω)1 + L(jω)
∣∣∣∣ < 1.2 ∀ω (3.9)
El disen˜o de estas restricciones son para lazos sencillos. Se escoge tambie´n una
funcio´n de peso que limite la condicio´n que asegura desempen˜o robusto ante las
perturbaciones a la salida.
S(jω) ,
∣∣∣∣ 11 + L(jω)
∣∣∣∣ < Wd ∀ω (3.10)
donde Wd se elige en funcio´n de las frecuencias de perturbacio´n del HSM. En [28] se
propone una funcio´n de peso que en trabajos anteriores se ha utilizado [25]. La misma
filtra las frecuencias de las sen˜ales reales de las perturbaciones a bajas frecuencias.
Wd =
0.02s3 + 1.28s2 + 14.96s+ 48
s2 + 14.4s+ 169
(3.11)
La u´ltima condicio´n es tambie´n para asegurar RP en presencia de perturbaciones, pe-
ro que afectan a la entrada. Esta cota debe cumplir con el rechazo de perturbaciones
a la entrada.
SI(jω) ,
∣∣∣∣ P (jω)1 + L(jω)
∣∣∣∣ < 0.01 ∀ω (3.12)
3.3.2 Paso 2. Modelado de la Incertidumbre
Parame´trica
Ba´sicamente, este paso consiste en representar la incertidumbre en la carta de
Nichols mediante plantillas, que no son ma´s que la respuesta para cada frecuencia
de trabajo de un nu´mero finito de plantas mediante combinaciones de los valores de
sus para´metros. Si bien, esta te´cnica no garantiza el peor caso, se eligio´ un nu´mero
grande de plantas posibles (78125), a mayor nu´mero de plantas posibles en la carta
de Nichols, se “aproximara´” ma´s a la plantilla original.
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Las frecuencias de trabajo se eligieron tal que afecten de manera significati-
va las incertidumbres y las perturbaciones en el HSM, en el trabajo de Don Juan
R´ıos et al. [17] se seleccionaron 6, 31, 50, 62, 94 y 250 rad/seg. Para este disen˜o,
se incluyo´ 43 rad/seg, pues se encontro´ que en esta frecuencia el HSM presenta in-
certidumbre. En la Figura 3.4 se muestra el modelado de las incertidumbres para el
HSM. En el Ape´ndice A.2 esta´ documentado el programa que se utilizo´ para obtener
las plantillas. El software matema´tico que se empleo´ para disen˜ar el controlador fue
la QFT-Toolbox, interfaz de MatLab➤.
Figura 3.4: Plantillas para hi (78125)
Las plantillas son representadas en la carta de Nichols a cada frecuencia de trabajo.
Cada “*” negro representa la planta nominal para cada frecuencia, la cual a partir
de las 78125 plantas se selecciono´ al arbitrio. Las plantillas que presentan mayor
incertidumbre son las que esta´n modeladas en los 43 y 50 rad/seg. En la mayor´ıa de
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los casos, algunas plantas tienen mayor ca´ıda de ganancia que la planta nominal, esto
anticipa limitaciones del sistema para cumplir RS y RP. Pn(s) es como se muestra:
Pn(s) =
14.99s4 + 61.51s3 + 3.355× 104s2 + 2.647× 104s+ 4919
s5 + 38.15s4 + 2399s3 + 7.65× 104s2 + 6.363× 104s+ 1.008× 104
(3.13)
3.3.3 Paso 3. Ca´lculo de las cotas
Las condiciones (3.9), (3.10) y (3.12) de lazo cerrado se convierten en curvas
en la carta de Nichols para cada frecuencia de intere´s, las mismas son para todas las
posibles plantas. Para cada frecuencia y en cada condicio´n, se elige una sola curva
(el peor caso), estas formas se crean con desplazamientos verticales y horizontales de
las plantillas, de manera que todas cumplan con las especificaciones de disen˜o. Los
l´ımites se forman mediante los c´ırculos M [16], [27]. En las Figuras 3.5, 3.6 y 3.7 se
presentan las cotas en el dominio de la frecuencia.
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Figura 3.5: Condicio´n para estabilidad robusta T (s)
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Figura 3.6: Condicio´n para rechazo de perturbaciones a la salida S(s)
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Figura 3.7: Condicio´n para rechazo de perturbaciones a la entrada SI(s)
No´tese que para las condiciones (3.10) y (3.12) utilizan las frecuencias de tra-
bajo menores, ya que generalmente es donde existe mayor demanda de rechazo de
perturbaciones [16]. Las curvas que presentan problemas para RS y RP son aquellas
que se encuentran en las frecuencias de 43 y 50 rad/seg. En la Figura 3.8 se incluyen
todas las cotas.
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Figura 3.8: Total de cotas
Ahora se derivara´n los l´ımites globales en lazo abierto para hi, estos no son
ma´s que los l´ımites ma´s restrictivos a cada frecuencia (el peor caso), que aseguran
RS y RP a cada frecuencia de trabajo (ver Figura 3.9).
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Figura 3.9: L´ımites globales para hi
La Figura 3.9 es la base para disen˜ar el lazo nominal Ln(s), que se vera´ en el
siguiente paso4.
3.3.4 Paso 4. Disen˜o del lazo nominal Ln(s)
Las cotas se superponen en la carta de Nichols y se procede con el disen˜o del
lazo nominal Ln(s) , G(s)Pn(s), empezando con un control inicial G0 = 1, como se
muestra en la Figura 3.10.
4En el Ape´ndice A.3 puede encontrarse la documentacio´n relacionada para la derivacio´n de las
bounds y la sesio´n de loop-shaping.
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Figura 3.10: Lazo inicial L0(s)
Para lograr un lazo nominal tal que cumpla con las especificaciones de disen˜o
a cada frecuencia, se van agregando polos y ceros (ya sean reales o complejos) para
aumentar o disminuir fase y ganancia, dependiendo de lo que se requiera. Cabe
aclarar que un detalle sumamente importante durante la conformacio´n del lazo es
el no rodear el punto cr´ıtico en la carta de Nichols (0 dB, −180◦), pues so´lo se
conseguir´ıa un control inestable. El lazo debe encontrarse por arriba de las curvas
a frecuencias pequen˜as y fuera de las curvas a frecuencias altas para asegurar una
ca´ıda de ganancia. La experiencia del disen˜ador entra en juego para lograr un buen
desempen˜o del controlador. En la Figura 3.11 se presenta el disen˜o final del lazo
Ln(s) para hi.
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Figura 3.11: Lazo nominal Ln(s)
3.3.5 Paso 5. Obtencio´n del control G(s)
A partir de la expresio´n Ln(s) = G(s)Pn(s), se obtiene el control que se requiere
para el lazo de espesor. En la interfaz de QFT-Toolbox de MatLab➤ es posible
visualizar la forma que va obteniendo G(s). El controlador es como se muestra:
Ghi(s) =
1.4721× 1011(s+ 385.4)(s+ 2.831× 104)
s(s+ 4415)(s2 + 1.337× 105s+ 7.577× 109)
(3.14)
Obse´rvese que Pn(s) (ver (3.13)) tiene una ganancia baja, por ello el control
tiene una ganancia alta.
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3.3.6 Paso 6. Validacio´n del controlador
En el paso final se comprueba si el control cumple con las condiciones impuestas
en lazo cerrado para hi dentro de un espectro grande de frecuencia. En dado caso
que no se cumpla alguna condicio´n, en [28] se propone aumentar la ganancia durante
la sesio´n de “loop shaping”. El mismo autor tambie´n sugiere usar un conjunto de
plantillas ma´s denso para la evaluacio´n del control que el que se utiliza a lo largo del
ana´lisis, por lo que se generaron 37 combinaciones posibles. Las Figuras 3.12, 3.13 y
3.14 muestran la evaluacio´n del control en el dominio de la frecuencia (ver Ape´ndice
A.4 para ma´s informacio´n).
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Figura 3.12: Ana´lisis de T (s) para Ghi(s)
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Figura 3.13: Ana´lisis de S(s) para Ghi(s)
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Figura 3.14: Ana´lisis de SI(s) para Ghi(s)
En general, las tres condiciones (3.9), (3.10) y (3.12) cumplen para todo el
espectro de la frecuencia. Sin embargo es importante notar algunos detalles; en el
caso de T (s) la condicio´n esta cerca del l´ımite entre los 500 y 800 rad/seg. Para
SI(s), entre los 800 y los 1100 rad/seg la condicio´n esta´ cerca del l´ımite, ma´s no
transgrede el mismo.
Tambie´n se muestra la respuesta en la frecuencia del lazo nominal en lazo
abierto Ln(s) = G(s)Pn(s) en un diagrama de Bode, que se presenta en la Figura
3.15.
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Figura 3.15: Diagrama de Bode de Ln(s) para hi
El MG es positivo (48.4 dB) y el MF tambie´n es positivo (58.7◦), por lo tanto,
el sistema nominal en lazo cerrado es estable.
3.4 Resumen del cap´ıtulo
Se explico´ sobre las ideas fundamentales que conforman la te´cnica de control
QFT. Se explico´ paso por paso el disen˜o de un controlador que asegure RS y RP
para el lazo sencillo de hi. Las frecuencias en las que el sistema presenta proble-
ma es alrededor de los 43 y 50 rad/seg. Este algoritmo demostro´ cumplir con las
especificaciones de disen˜o para control y desempen˜o robusto.
Cap´ıtulo 4
Ana´lisis SISO y MIMO (2× 2) del
HSM en el dominio del tiempo
Ha llegado el momento de evaluar la respuesta en el dominio del tiempo del
sistema en lazo cerrado, usando el control QFT bajo cuatro diferentes escenarios y
realizando simulta´neamente una comparacio´n con el controlador PI. Los casos son
como se enumeran a continuacio´n:
1. Caso nominal. Sin considerar incertidumbre para´metrica ni perturbaciones.
En este mismo escenario se hara´ la prueba de desacoplamiento entre lazos
para cuando se vea el ana´lisis del sistema 2× 2 y 3× 3.
2. Con incertidumbre parame´trica. Con el fin de obtener un mayor nu´mero de
combinaciones, se hace que los para´metros var´ıen aleatoriamente cada 2 se-
gundos, aunque estos se consideran para el disen˜o invariantes en el tiempo.
3. Con perturbaciones. Para todas las simulaciones, se toman en cuenta solamente
la sen˜al de tensio´n en el castillo anterior σi−1 y la tensio´n en el castillo siguien-
te σi+1 como sen˜ales reales extra´ıdas del HSM. La frecuencia de las sen˜ales
senoidales del espesor inicial Hi y la velocidad de rolado Vri+1 tomara´ un valor
aleatorio dentro de una ventana que va de 0 Hz-7 Hz. Las sen˜ales del HSM
son significativamente perio´dicas, ya que la frecuencia fundamental depende
37
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de la velocidad de los rodillos. Se llevo a cabo el ana´lisis de Fourier en algunas
sen˜ales (tomadas de σi−1 a σi+1), concluyendo que la amplitud de las armo´nicas
superiores a 7 Hz son ma´s significativas, es por ello que se eligio´ dicho rango.
4. Con incertidumbre parame´trica y perturbaciones. Los para´metros var´ıan cada
2 segundos aleatoriamente y la frecuencia de las sen˜ales de perturbaciones antes
mencionadas var´ıan entre 0 Hz-7 Hz.
Otro factor a tomar en cuenta antes de hacer la evaluacio´n, tanto para el siste-
ma 1×1, 2×2 y 3×3, las entradas de referencia correspondientes son suministradas
con un escalo´n igual al valor nominal y las salidas son normalizadas, con el u´nico
objetivo de comparar magnitudes adimensionales. Las simulaciones se llevaron a ca-
bo en Simulink➤. Para los Casos 3 y 4 se corrieron 200 simulaciones y se eligio´ el
caso ma´s significativo (es decir, el peor caso). Para la prueba de desacoplamiento
en los sistemas MIMO, se aplico´ un escalo´n igual al valor nominal a la entrada de
referencia, mientras que la otra permanece en cero.
Es necesario aclarar, que como se menciono´ en el Cap´ıtulo 2, el modelo matema´tico
del HSM es de naturaleza MIMO 4×4, de manera que tambie´n se hara´ un ana´lisis en
el dominio del tiempo para el sistema MIMO 2×2, considerando los lazos de espesor
y tensio´n (hi − σi), as´ı como espesor y posicio´n angular (hi − θi). En el siguiente
cap´ıtulo se realizara´ el ana´lisis para el sistema MIMO 3 × 3 en conjuncio´n con los
tres lazos para los que se ha trabajado. En [17] se han disen˜ado controladores QFT
para la posicio´n y tensio´n respectivamente, suponiendo sistema SISO.
4.1 Control Proporcional-Integral (PI)
El controlador PI, como se menciono´ en cap´ıtulos anteriores, es el controlador
utilizado actualmente en planta. A continuacio´n se hara´ un breve repaso sobre los
efectos que ejercen las acciones proporcional e integral en el comportamiento del
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sistema, se mostrara´ la principal ecuacio´n que lo caracteriza, as´ı como las ganancias
disen˜adas para el HSM.
4.1.1 Accio´n Proporcional
La relacio´n entre la salida del controlador u(t) y la sen˜al del error e(t) para un
controlador proporcional esta´ dada por:
u(t) = Kpe(t) (4.1)
Aplicando la transformada de Laplace
U(s)
E(s)
= Kp (4.2)
Donde se tiene que Kp es la ganancia proporcional que el disen˜ador puede ajustar,
segu´n las necesidades del sistema. No obstante, la ecuacio´n (4.2) carece de integrador,
por lo que su respuesta en el dominio del tiempo ante una entrada escalo´n ocasio-
nar´ıa un error en estado estacionario o un desplazamiento (offset), esto es posible
suprimirlo gracias a la accio´n integral [27].
4.1.2 Accio´n Integral
La accio´n integral es una funcio´n de atraso, pero podra´ eliminar la sen˜al de
error estacionario. En cuanto a su ecuacio´n, si se considera una tasa de cambio en
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la sen˜al del controlador con respecto al tiempo.
du(t)
dt
= Kie(t) (4.3)
En el control integral del sistema, la sen˜al de control es en todo instante el a´rea
bajo la curva de la sen˜al de error, por lo que si se integra en el tiempo [27].
u(t) = Ki
∫ t
0
e(t)dt (4.4)
Ki es una ganancia ajustable, la ecuacio´n 4.4 se transforma en el dominio de s.
U(s)
E(s)
=
Ki
s
(4.5)
Ve´ase la presencia del integrador en la anterior expresio´n
4.1.3 Accio´n de control proporcional-integral
Un controlador con accio´n proporcional e integral tiene la siguiente expresio´n:
u(t) = Kpe(t) +
Kp
Ti
∫ t
0
e(t)dt (4.6)
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Transformando a Laplace
U(s)
E(s)
= Kp(1 +
1
Tis
) (4.7)
Ti se le conoce como tiempo integral, y al igual que Kp, pueden ajustarse. Entre
menor sea el tiempo de integracio´n y mayor la ganancia proporcional, la respuesta
en el tiempo tendra´ un tiempo de estabilizacio´n menor y habra´ menos oscilaciones
durante el transitorio. Para ejemplificar lo anterior, se supone un integrador al que
se le implementa un controlador PI en lazo cerrado, su respuesta se observa en la
Figura 4.1.
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Figura 4.1: Respuesta en el tiempo de un integrador con control PI
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Teniendo en cuenta lo anterior, en la Tabla 4.1 se mostrara´n las ganancias para
cada control PI para los lazos de espesor, tensio´n y posicio´n.
Ganancia Espesor hi Tensio´n σi Posicio´n Angular θi
Kp 4 -125624604.590971 1
Ki 1.5 0.759944583346676 100
Tabla 4.1: Valores de las ganancias del PI para los diferentes lazos
Se realizo´ un ana´lisis en el dominio de la frecuencia de la funcio´n de lazo abier-
to G(s)Pn(s), donde G(s) es el controlador PI y Pn(s) es la planta nominal para
el lazo hi con la que se ha hecho el ana´lisis en el Cap´ıtulo 3. En la Figura 4.2 se
muestra el diagrama de Bode del sistema.
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Figura 4.2: Diagrama de Bode para el sistema G(s)Pn(s) con el controlador PI
Se puede observar que el MG es infinito, pues no existe ωp que este´ en −180
◦.
El MF es 121, que es positivo, entonces el sistema es estable.
Al igual que con el controlador QFT, se hizo el estudio de cumplimiento de las
tres especificaciones para el controlador PI, mostradas en las Figuras 4.3, 4.4 y 4.5.
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Figura 4.3: Ana´lisis de T (s) para el controlador PI
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Figura 4.4: Ana´lisis de S(s) para el controlador PI
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Figura 4.5: Ana´lisis de SI(s) para el controlador PI
Puede verse como el control PI, es robustamente estable, pues cumple para toda
frecuencia la condicio´n T (s); sin embargo, existen problemas con las condiciones
SI(s) y S(s). En la Figura 4.4 se observa como entre los 0.6 y 3 rad/seg la respuesta
viola por completo la especificacio´n (3.10). Para el caso de rechazo de perturbaciones
a la entrada SI(s) es transgredido dentro de una ventana ma´s grande que va de los
0.025 a los 1080 rad/seg. Estos incumplimientos se vera´n reflejados cuando se analice
el comportamiento del PI en el dominio del tiempo.
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4.2 Prueba del algoritmo de control bajo
esquema SISO
4.2.1 Caso #1-Nominal
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Figura 4.6: Caso #1-Nominal (hi)
En la Figura 4.6 se ve como la respuesta ante el controlador QFT (l´ınea con-
tinua) tiene un sobrepaso menor del 20% que dura 0.0148 segundos, por lo que se
le cataloga como aceptable, adema´s que el tiempo de estabilizacio´n es menor que el
que presenta la respuesta del PI (l´ınea segmentada), que es de al menos 4.8 seg; el PI
tiene un sobrepaso ma´ximo del 27%. El estado estacionario de ambos controladores
es semejante.
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4.2.2 Caso #2-Incertidumbre Parame´trica
Se realizaron 200 simulaciones en total, los resultados fueron semejantes en
todas ellas, ve´ase la Figura 4.7 5.
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Figura 4.7: Caso #2-Incertidumbre Parame´trica (hi)
El tiempo de estabilizacio´n del control QFT es de 0.014 seg, el sobrepaso ma´xi-
mo es del 18%. En el caso del control PI, el tiempo de estabilizacio´n es de 4.8 seg y
el sobrepaso ma´ximo es de 25%. Las oscilaciones de las incertidumbres con el control
QFT son menores que las del PI, por lo que dicho controlador mejora los ma´rgenes
de estabilidad en presencia de incertidumbre parame´trica.
5Se opto´ por separar los resultados de la respuesta en el dominio del tiempo del QFT y el PI en
una figura misma, ya que al juntarlas es dif´ıcil apreciar las oscilaciones de la incertidumbre.
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4.2.3 Caso #3-Perturbaciones
De entre 200 simulaciones que se realizaron, se escogio´ la ma´s significativa.
En la Tabla 4.2 se muestra para cada concepto su frecuencia correspondiente, cuyos
datos son u´nica y exclusivamente los que resultaron de esta simulacio´n.
Variable Descripcio´n Unidades Frecuencia
Hi Espesor de entrada mm 2.1514 Hz
Vi+1 Velocidad de rolado mm/s 5.1779 Hz
Tabla 4.2: Perturbaciones y sus frecuencias del sistema 1×1 para la simulacio´n #119
Para observar la respuesta en el tiempo del sistema al estar bajo el efecto de
las perturbaciones, ve´ase la Figura 4.8.
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Figura 4.8: Caso #3-Perturbaciones (hi) para la simulacio´n #119
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En “estado estacionario”(estacionario entre comillas, ya que en realidad la
respuesta en el tiempo oscila alrededor del valor unitario), el control QFT es pra´cti-
camente insensible ante el efecto de las perturbaciones, mientras que el PI mantiene
oscilaciones a altas frecuencias, con una amplitud pico a pico mayor.
4.2.4 Caso #4-Incertidumbre parame´trica y
perturbaciones
Se eligio´ la simulacio´n ma´s significativa dentro de las 200 que se hicieron. La
Tabla 4.3 muestra la frecuencia de las perturbaciones. Ve´ase la Figura 4.9.
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Figura 4.9: Caso #4-Incertidumbre parame´trica y perturbaciones para la simulacio´n
#31 (hi)
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Variable Descripcio´n Unidades Frecuencia
Hi Espesor de entrada mm 3.0079 Hz
Vi+1 Velocidad de rolado mm/s 1.8085 Hz
Tabla 4.3: Perturbaciones y sus frecuencias del sistema 1× 1 para la simulacio´n #31
La amplitud pico a pico de la respuesta transitoria con perturbaciones para el
control QFT es del 0.85 mm, mientras que la que presenta el PI es mayor (0.9 mm).
Con respecto a la incertidumbre, el efecto de la perturbacio´n en el PI es tan grande
que es dif´ıcil notarlo; el QFT atenu´a las incertidumbres, cuya amplitud pico a pico
es de 0.05 mm.
4.3 Prueba del algoritmo de control bajo
esquema MIMO
En [17] conformaron controladores QFT para σi y para θi, por lo que en con-
juncio´n con el controlador para hi disen˜ado en esta tesis, se analizara´ el sistema por
medio de control descentralizado para hi − σi, tanto para hi − θi.
4.3.1 Control Descentralizado
Para realizar el ana´lisis del sistema MIMO del HSM, se recurre a la te´cnica
Control descentralizado con elementos en la diagonal, que se muestra en las Figuras
4.10 y 4.11.
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Figura 4.10: Control Descentralizado MIMO (hi − σi)
Figura 4.11: Control Descentralizado MIMO (hi − θi)
Las entradas de referencia del sistema tienen una magnitud igual al valor no-
minal. Las entradas restantes permanecen como constantes. Cabe aclarar que una
parte fundamental de esta evaluacio´n es el ana´lisis de acoplamiento entre las en-
tradas, ya que como se menciono´ anteriormente, los controladores son en su natu-
raleza, disen˜adas para lazos sencillas. Para ello, una de las entradas de referencia
quedara´ nula mientras que la otra estara´ inyectada con una sen˜al escalo´n igual en
magnitud al valor nominal y viceversa. Al igual que en la seccio´n anterior, se plan-
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tean cuatro escenarios posibles, realizando una comparativa entre el control QFT y
el proporcional-integral como los que esta´n instalados actualmente en planta (ve´ase
la Tabla 4.1).
4.3.2 Sistema MIMO espesor-tensio´n (hi-σi)
4.3.2.1 Caso #1-Nominal
Tomando como base la Figura 4.10, se obtiene la respuesta en el tiempo, que
se muestra en la Figura 4.12.
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Figura 4.12: Caso #1-Nominal (hiref = hinom σiref = σinom)
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En el lazo de hi, el control QFT tiene una respuesta similar a la que se pre-
sento´ en la Figura 4.6, el sobrepaso en cambio en el PI aumento´ (30%). Para σi, el
tiempo de estabilizacio´n para ambos controladores es semejante, pero el PI tiene un
sobrepaso del 20%, mientras que el QFT no tiene sobrepaso.
Lo siguiente es realizar una prueba de desacoplamiento, σiref toma su valor
nominal, mientras que el lazo de espesor permanece en cero. Ve´ase la Figura 4.13.
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Figura 4.13: Caso #1-Nominal (hiref = 0 σiref = σinom)
El control PI en el lazo de espesor tiene un nivel de desacoplamiento ma´ximo del
6.7%, pero el nivel para el control QFT es casi nulo, estos porcentajes se consideran
aceptables.
En [17] se establece que un nivel de desacoplamiento aceptable sea menor o
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igual al 10%; sin embargo, el control QFT es mejor (0.07%), adema´s de tener menor
tiempo de estabilizacio´n que el PI. En estado estacionario los dos algoritmos tienen
buen desacoplamiento.
Para finalizar, a hiref se le aplica un escalo´n igual al valor nominal y σiref permanece
nula, ve´ase la respuesta en la Figura 4.14.
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Figura 4.14: Caso #1-Nominal (hiref = hinom σiref = 0)
El control QFT del lazo de tensio´n presenta oscilaciones a altas frecuencias
al inicio, pero su nivel de desacoplamiento es del 6.4%, que es aceptable. El PI
tiene 12% de desacoplamiento, que es ligeramente por encima del valor aceptable;
el tiempo de estabilizacio´n para ambos controladores son semejantes. En estado
estacionario tambie´n ambos controles tienen buen nivel de desacoplamiento.
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4.3.2.2 Caso #2-Incertidumbre Parame´trica
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Figura 4.15: Caso #2-Incertidumbre Parame´trica (hi-σi)
En la Figura 4.15 se nota como la respuesta con el control PI de hi ha cambiado
significativamente en comparacio´n de lo que se observa en la Figura 4.7, la amplitud
de las oscilaciones aumento´; el control QFT permanece con oscilaciones pequen˜as.
En el caso de la tensio´n los cambios son ma´s significativos; las oscilaciones ante la
incertidumbre para ambos controladores aumento´ [25], siendo la del QFT ligeramente
menor, aunado a ello su tiempo de estabilizacio´n es menor al del PI.
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4.3.2.3 Caso #3-Perturbaciones
Se procede a presentar la Tabla 4.4 que muestra la frecuencia de las perturba-
ciones pertenecientes a la simulacio´n con los resultados ma´s significativos. La Figura
4.16 presenta el resultado correspondiente.
Variable Descripcio´n Unidades Frecuencia
Hi Espesor de entrada mm 3.4834 Hz
Vi+1 Velocidad de rolado mm/s 2.9127 Hz
Tabla 4.4: Perturbaciones y sus frecuencias del sistema 2× 2 (hi − σi) para la simu-
lacio´n #11
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Figura 4.16: Caso #3-Perturbaciones para la simulacio´n #11 (hi − σi)
Claramente se nota como la amplitud de las oscilaciones en las perturbacio-
nes es significativamente grande a altas frecuencias para el control PI del lazo de
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espesor. La respuesta para el QFT es similar a la que se tuvo en la Figura 4.8. En
el lazo σi existen oscilaciones a altas frecuencias durante el transitorio para ambos
controladores, pero la amplitud de las perturbaciones del QFT son menores a las
que tiene el PI.
4.3.2.4 Caso #4-Incertidumbre Parame´trica y Perturbaciones
En la Tabla 4.5 se muestran las frecuencias de las perturbaciones de la simu-
lacio´n #9, en la Figura 4.17 se presenta la respuesta en el dominio del tiempo para
este escenario.
Variable Descripcio´n Unidades Frecuencia
Hi Espesor de entrada mm 2.8074 Hz
Vi+1 Velocidad de rolado mm/s 2.0726 Hz
Tabla 4.5: Perturbaciones y sus frecuencias del sistema 2× 2 (hi − σi) para la simu-
lacio´n #9
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Figura 4.17: Caso #4 - Incertidumbre Parame´trica y Perturbaciones (hi − σi) para
la simulacio´n #9
La respuesta para hi por parte del control QFT se muestra suficientemente
robusta, ya que el efecto de la incertidumbre y la perturbacio´n no le afecta de manera
significativa; en contraste con el PI, cuyas amplitudes pico a pico de la perturbacio´n
son mayores (0.39 mm), el impacto de la incertidumbre es mayor.
Para el lazo de σi, las oscilaciones causadas por las perturbaciones en el control
QFT son menores en contraste con el PI. Con respecto de la incertidumbre, se observa
que el impacto es similar en ambos controladores, pero las oscilaciones son menores
en el control QFT.
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4.3.3 Sistema MIMO espesor-posicio´n angular (hi-θi)
Con base en el esquema de la Figura 4.11, se prueban los cuatro casos para el
sistema hi − θi, e´stos se muestran a continuacio´n.
4.3.3.1 Caso #1-Nominal
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Figura 4.18: Caso #1-Nominal (hiref = hinom θiref = θinom)
No´tese como el estado transitorio del control QFT para hi presenta un sobrepaso
ma´ximo del 58% pra´cticamente instanta´neo; dado que las inercias y constantes de
tiempo del equipo meca´nico en el HSM son grandes, se considerara´ despreciable dicho
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sobrepaso. Aunque el PI presenta un sobrepaso del 20%, su tiempo de estabilizacio´n
es alrededor de 377 veces ma´s grandes que el del QFT (siendo 5 seg del primero y
0.01325 seg del u´ltimo). En la Figura 4.19 se muestra un acercamiento de la respuesta
para hi mostrada en la Figura 4.18, a su vez se presenta el tiempo de duracio´n del
sobrepaso ma´ximo.
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Figura 4.19: Caso #1-Nominal: Acercamiento (hiref = hinom θiref = θinom)
Para el caso de θi, el control QFT muestra un sobrepaso del 11%, menor que
el del PI (21%). Ambos controladores presentan un tiempo de respuesta semejante.
Lo siguiente es probar el nivel de interaccio´n entre los lazos, para ello la sen˜al
para hiref sera´ nula. Esto esta´ mostrado en la Figura 4.20.
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Figura 4.20: Caso #1-Nominal (hiref = 0 θiref = θinom)
La repuesta es ra´pida en el control QFT (0.013 seg), aunque tiene un nivel de
desacoplamiento del 58% que no es aceptable; sin embargo, por ser instanta´neo se le
puede negligir. El PI tiene un nivel de desacoplamiento del 18%, que es inaceptable
y adema´s su tiempo de estabilizacio´n es de 5 seg. El nivel de desacoplamiento en
estado estacionario es nulo por parte de ambos controladores.
Se prueba ahora cuando θiref sea igual a cero. Obse´rvese la Figura 4.21.
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Figura 4.21: Caso #1-Nominal (hiref = hinomθiref = 0)
Aqu´ı tanto el nivel de desacoplamiento para el lazo de posicio´n angular, es
menor en el control PI (3.1%) que en el control QFT (5.5%); sin embargo ambos
son aceptables. El control PI presenta ventaja sobre el QFT en cuanto a tiempo de
estabilizacio´n se refiere. En el estado estacionario ambos algoritmos presentan buen
nivel de desacoplamiento.
4.3.3.2 Caso #2-Incertidumbre Parame´trica
La respuesta en el tiempo para el sistema 2× 2 se muestra en la Figura 4.22.
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Figura 4.22: Caso #2-Incertidumbre Parame´trica (hi − θi)
Se puede observar que el sistema para el espesor hi se muestra pra´cticamente
insensible al efecto de las incertidumbres, ya que sus oscilaciones son poco significa-
tivas a diferencia del control PI. Para el lazo de θi, el efecto de la incertidumbre es
similar para ambos controladores cuando convergen al valor final, pero el PI presenta
mayor sobrepaso.
4.3.3.3 Caso #3-Perturbaciones
En la Tabla 4.6 se presentan las frecuencias de las perturbaciones que arrojo´ la
simulacio´n #13. La Figura 4.23 presenta la respuesta en el tiempo para ambos lazos
del HSM.
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Variable Descripcio´n Unidades Frecuencia
Hi Espesor de entrada mm 2.1863 Hz
Vi+1 Velocidad de rolado mm/s 6.8548 Hz
Tabla 4.6: Perturbaciones y sus frecuencias del sistema 2× 2 (hi − θi) para la simu-
lacio´n #13
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Figura 4.23: Caso #3-Perturbaciones para la simulacio´n #13 (hi − θi)
En el lazo hi, el comportamiento del control QFT es similar al que se vio´ en
las Figuras 4.8 y 4.16, el control PI tiene oscilaciones a altas frecuencias.
Para θi, el control QFT presenta una mejor respuesta que el PI, ya que la
amplitud de sus oscilaciones son ma´s pequen˜as.
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4.3.3.4 Caso #4-Incertidumbre Parame´trica y Perturbaciones
La Tabla 4.7 muestra la frecuencia de las sen˜ales de perturbacio´n para el caso
ma´s significativo, en la Figura 4.24 se muestra la respuesta en el tiempo para el
sistema 2× 2.
Variable Descripcio´n Unidades Frecuencia
Hi Espesor de entrada mm 3.3406 Hz
Vi+1 Velocidad de rolado mm/s 5.9951 Hz
Tabla 4.7: Perturbaciones y sus frecuencias del sistema 2× 2 (hi − θi) para la simu-
lacio´n #173
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Figura 4.24: Caso #4-Incertidumbre Parame´trica y Perturbaciones para la simula-
cio´n #173 (hi − θi)
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En el caso de hi, la incertidumbre afecta de manera poco significativa al control
QFT, adema´s que las oscilaciones causadas por el efecto de las perturbaciones son
semejantes a lo que se vio´ en casos anteriores (ver Figuras 4.9 y 4.17); en cambio el
control PI tiene oscilaciones tan grandes que es imposible observar el efecto de las
incertidumbres.
Con respecto a θi, ambos controles tienen amplitudes pra´cticamente grandes,
por lo que no se aprecia la incertidumbre, pero el control QFT es favorecido al tener
una amplitud pico a pico menor que el PI.
De manera resumida, en la Tabla 4.8 se presenta para cada caso los resultados ma´s
importantes, compara´ndolos entre los que arrojo´ el control QFT y el PI dentro de
un contexto SISO. La Tabla 4.9 presenta la nomenclatura utilizada para la tabla de
los resultados. La Tabla 4.10 muestra los resultados del ana´lisis multivariable 2× 2
para hi − σi y la Tabla 4.11 presenta los de hi − θi.
Control Caso 1 Caso 2 Caso 3 Caso 4
QFT ts=0.0148 seg MS=18%  App=0.87 mm  App = 0.85 mm
PI ts=4.8 seg MS=27%  App = 1.21 mm App = 0.9 mm NA
Tabla 4.8: Resultados para el ana´lisis SISO
4.4 Resumen del cap´ıtulo
Se presento´ un repaso breve sobre el control proporcional-integral y sus ecua-
ciones principales, se estudio´ su respuesta en el dominio de la frecuencia por medio
de diagramas de Bode y se analizo´ si cumplio´ o no con las especificaciones de di-
sen˜o en lazo cerrado, el algoritmo PI no cumplio con las Ecuaciones (3.10) y (3.12).
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Simbolog´ıa
ts → tiempo de estabilizacio´n
MS → Ma´ximo sobrepaso
App → Amplitud pico a pico
Incertidumbre → “” Buena atenuacio´n; “” Excelente atenuacio´n
NA → No aplica
Nd → Nivel de desacoplamiento
Tabla 4.9: Nomenclatura para las tablas de resultados
Control
hi
Caso 1 Caso 2 Caso 3 Caso 4 Nd
QFT
MS=19%
ts=0.010 seg
 App = 0.31 mm

App = 0.25 mm
0.07%
ts=0.01 seg
PI
MS=30%
ts=6 seg
 App = 0.84 mm

App = 0.39 mm
6.7%
ts=9 seg
σi
Caso 1 Caso 2 Caso 3 Caso 4 Nd
QFT
MS=0%
ts=11 seg
 App = 0.5 N

App = 0.5 N
6.4%
ts=16.5 seg
PI
MS=20%
ts=10 seg
 App = 2 N

App = 2.2 N
10%
ts=16 seg
Tabla 4.10: Resultados para el ana´lisis MIMO (hi − σi)
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Control
hi
Caso 1 Caso 2 Caso 3 Caso 4 Nd
QFT
MS=58%
ts=0.013 seg
 App = 0.35 mm

App = 1.14 mm
58%
ts=0.013 seg
PI
MS=20%
ts=5 seg
 App = 0.16 mm
NA
App = 1.18 mm
18%
ts=5 seg
θi
Caso 1 Caso 2 Caso 3 Caso 4 Nd
QFT
MS=11%
ts=12 seg
 App = 0.40
◦
NA
App = 0.5101
◦
5.5%
ts=20 seg
PI
MS=21%
ts=12 seg
 App = 0.46
◦
NA
App = 0.613
◦
3.1%
ts=19 seg
Tabla 4.11: Resultados para el ana´lisis MIMO (hi − θi)
Se evaluo´ en el dominio del tiempo el control QFT para el HSM, compara´ndolo si-
multa´neamente con el control PI que se halla en la planta actualmente; analizando
cuatro diferentes escenarios para el sistema 1×1 y 2×2 (hi−σi;hi−θi). En general, el
control QFT hace robusto al sistema, es decir, lo hace insensible ante la incertidum-
bre parame´trica y las sen˜ales de perturbacio´n. Los mejores resultados fueron para el
sistema hi − σi en cuanto a niveles de interaccio´n, atenuacio´n de perturbaciones e
incertidumbre parame´trica gracias al control QFT.
Cap´ıtulo 5
Ana´lisis MIMO (3× 3) del HSM
En conjuncio´n con los controladores SISO que en [17] se disen˜aron mediante
QFT para los lazos de la tensio´n, posicio´n angular y el algoritmo que se desarrollo´ a lo
largo de este estudio para el espesor, se analizara´ el sistema 3×3 del HSM, evaluando
estos tres controladores en cuatro escenarios y compara´ndolos simulta´neamente con
los controles PI. Aunado a ello se estudiara´ el nivel de desacoplamiento entre lazos
sencillos. Los cuatro casos proceden de la misma manera que se vio´ en el Cap´ıtulo
4. Todo el sistema estara´ fundamentado en la Figura 5.1, con hi+1ref considera´ndola
como constante.
Figura 5.1: Control Descentralizado 3× 3
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5.1 Prueba del algoritmo bajo esquema MIMO
3× 3
5.1.1 Caso #1-Nominal
La respuesta ante los tres controles se observa en la Figura 5.2.
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Figura 5.2: Caso #1-Nominal (hiref = hinom θiref = θinom σiref = σinom)
Los controles QFT en general, tienen un tiempo de estabilizacio´n menor que el
control proporcional integral, donde existen problemas es el sobrepaso ma´ximo. La
respuesta de hi aumento´ con respecto a lo que se vio´ en la Figura 4.7; la respuesta del
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lazo de tensio´n tambie´n presenta deterioro con respecto al caso MIMO; sin embargo,
estos sobrepasos son pra´cticamente instanta´neos por lo que se les considerara´ des-
preciables. La respuesta de θi tiene un sobrepaso ma´ximo del 11% y un tiempo de
estabilizacio´n menor al del PI, el u´ltimo tiene un sobrepaso del 20.4%.
Para empezar la prueba de desacoplamiento, lo primero es mantener σiref y θiref
como nulas, en la Figura 5.3 se muestran los resultados.
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Figura 5.3: Caso #1-Nominal (hiref = hinom σiref = 0 θiref = 0)
En el lazo de σi se presenta un nivel de desacoplamiento del 5.57% por parte
del QFT, aunque es mayor al que tiene el PI (2.54%), el QFT es favorecido por
su tiempo de estabilizacio´n; no obstante ambos controladores son aceptables por
su porcentaje de desacoplamiento por debajo del 10%. Tambie´n ambos controles
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presentan buen desacoplamiento en estado estacionario.
Con respecto a θi, el porcentaje de desacoplamiento del QFT es 5.81%, mien-
tras que el del PI es de 3.33%, ambos niveles son aceptables. El tiempo de estabili-
zacio´n es similar para los dos controles6, los mismos presentan buen desacoplamiento
en estado estable.
A continuacio´n, en la Figura 5.4 se plantea cuando hiref y θiref tienen ceros
como entradas.
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Figura 5.4: Caso #1-Nominal (hiref = 0 σiref = σinom θiref = 0)
Para el lazo de espesor, se ve como tiene un porcentaje de interaccio´n muy
pequen˜o ante la accio´n del control QFT y un tiempo de estabilizacio´n menor. El
6Se hicieron simulaciones para 20 seg y en ellas se aprecia mejor el tiempo de estabilizacio´n para
los controles de θi.
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control PI tiene un nivel del 8.5%. La respuesta en el tiempo para θi cuando se somete
al control QFT, tiene un nivel de desacoplamiento cerca del 9.26%, mientras que el
control PI tiene un porcentaje menor que el QFT (5%); el tiempo de estabilizacio´n es
similar para ambos controles y tienen desacoplamiento nulo en el estado estacionario.
Se procede a evaluar el desacoplamiento que θiref ejerce sobre hiref y σiref .
Ve´ase la Figura 5.5.
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Figura 5.5: Caso #-1Nominal (hiref = 0 σiref = 0 θiref = θinom)
Para hi, el nivel de interaccio´n es de 55.19%; no obstante, la respuesta es
tan ra´pida que se le puede despreciar, adema´s de tener un tiempo de estabilizacio´n
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menor que el PI (que tiene un porcentaje de desacoplamiento de 14.96%). En estado
estacionario existe buen desacoplamiento por parte de ambos controles.
Para σi, el control QFT tiene un nivel de desacoplamiento es de 480%, pero
negligible, su tiempo de estabilizacio´n es de 0.80 seg, menor al del PI (con 105% de
desacoplamiento y 5.8 seg de estabilizacio´n). En estado estacionario, ambos controles
tienen buenos niveles de desacoplamiento.
5.1.2 Caso #2-Incertidumbre Parame´trica
Obse´rvese la respuesta en el tiempo para el sistema que la Figura 5.6 muestra.
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Figura 5.6: Caso #2-Incertidumbre Parame´trica (Sistema 3× 3)
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Las respuestas de ambos controladores para los tres lazos mejoraron, pues
atenu´an de manera eficiente el impacto de la incertidumbre.
5.1.3 Caso #3-Perturbaciones
En la Tabla 5.1 se muestra el respectivo valor frecuencial de la simulacio´n que
se selecciono´ dentro de las 200 que se realizaron.
Variable Descripcio´n Unidades Frecuencia
Hi Espesor de entrada mm 3.4353 Hz
Vi+1 Velocidad de rolado mm/s 5.5143 Hz
Tabla 5.1: Perturbaciones y sus frecuencias del sistema 3× 3 para la simulacio´n #3
La respuesta en el tiempo para el sistema 3× 3 se presenta en la Figura 5.7
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Figura 5.7: Caso #3-Perturbaciones para la simulacio´n #3 (Sistema 3× 3)
El control QFT en los tres lazos atenu´a el efecto de las perturbaciones, pues
tienen amplitudes menores que las que presentan los controles PI.
5.1.4 Caso #4-Incertidumbre Parame´trica y
Perturbaciones
La Tabla 5.2 muestra los valores de frecuencia pertenecientes a la simulacio´n
ma´s significativa. La respuesta ante estos feno´menos se ilustra en la Figura 5.8.
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Variable Descripcio´n Unidades Frecuencia
Hi Espesor de entrada mm 3.2049 Hz
Vi+1 Velocidad de rolado mm/s 6.4154 Hz
Tabla 5.2: Perturbaciones y sus frecuencias del sistema 3× 3 para la simulacio´n #6
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Figura 5.8: Caso #4-Incertidumbre Parame´trica y Perturbaciones para la simulacio´n
#6 (Sistema 3× 3)
El control QFT es favorecido por atenuacio´n de perturbacio´n para los tres lazos,
mientras que tanto el QFT como el PI presentan robustez ante las incertidumbres
en los tres lazos.
Para resumir los valores obtenidos a lo largo de las simulaciones, en la Tabla
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5.3 se presentan los resultados para cada uno de los casos estudiados.
5.2 Resumen del cap´ıtulo
Se estudio´ el comportamiento del sistema 3×3 del HSM en cuatro diferentes es-
cenarios. En general, se observa que el control QFT hace al sistema robusto y atenu´a
el efecto de las perturbaciones. La prueba de desacoplamiento se realizo´ durante el
ana´lisis nominal. Los niveles de interaccio´n son muy altos durante el transitorio, esto
es debido a que los tres lazos fueron disen˜ados suponiendo sistema SISO, otras te´cni-
cas multivariables (como la H∞, que es inherentemente multivariable) son capaces
de reducir estos porcentajes.
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hi
Control Caso 1 Caso 2 Caso 3 Caso 4 Nd
QFT
MS=56%
ts=0.0094 seg
 App = 0.3133 mm

App = 0.32 mm
σiref
ts=2.5 seg
5.57%
θiref
ts=13 seg
5.81%
PI
MS=20%
ts=4.5 seg
 App = 1.1371 mm

App = 1.029 mm
σiref
ts=8 seg
2.54%
θiref
ts=13 seg
3.33%
σi
QFT
MS=408%
ts=1 seg
 App = 0.356 N

App = 0.25 N
hiref
ts=0.0012 seg
0.0173%
θiref
ts=10 seg
9.26%
PI
MS=45%
ts=1.8 seg
 App = 0.646 N

App = 0.57 N
hiref
ts=8.5 seg
7.921%
θiref
ts=10 seg
5%
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θi
QFT
MS=11%
ts=1.5 seg
 App = 0.508
◦

App = 0.438
◦
hiref
ts=0.099 seg
55.19%
σiref
ts=0.80 seg
480%
PI
MS=20.4%
ts=1.7 seg
 App = 0.5317
◦

App = 0.5416
◦
hiref
ts=5.99 seg
14.96%
σiref
ts=5.8 seg
105%
Tabla 5.3: Resultados para el ana´lisis 3× 3
Cap´ıtulo 6
Conclusiones y trabajo
posterior
6.1 Conclusiones
Sin duda alguna, la laminacio´n en caliente es uno de los procesos industriales
ma´s u´tiles dentro de la sociedad moderna, ya que trabaja con el acero plano que
se encuentra en diversas aplicaciones que facilitan al ser humano en su diario vivir.
De manera que es importante el estudio de herramientas ingenieriles que hagan ma´s
eficientes el HSM, como en este caso disen˜ar un control que haga robustamente es-
table el proceso, adema´s de reducir el efecto de las interacciones entre los lazos de
las variables de control y atenu´e las sen˜ales de perturbaciones que entren al siste-
ma. Un HSM esta´ compuesto por cuatro entradas de control endo´genas (sen˜ales que
el usuario puede manipular), cuatro salidas y cuatro entradas de control exo´genas
(perturbaciones).
Para este trabajo de tesis se realizo´ un algoritmo basado en la te´cnica QFT pa-
ra el lazo de espesor, que por medio de diagramas de Nichols permite redisen˜ar la
misma cuantas veces sea necesario hasta cumplir con las especificaciones de disen˜o
que aseguren estabilidad robusta, rechazo de perturbaciones a la salida y rechazo de
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perturbaciones a la entrada en el dominio de la frecuencia. Primero se hizo un ana´li-
sis de la ubicacio´n de polos y ceros del conjunto de plantillas {P (s)}, conformada
por 57 combinaciones de sus para´metros inciertos y tener un nu´mero exhaustivo de
plantas; el mapa de polos y ceros arrojo´ que el conjunto {P (s)} es de fase mı´nima
(polos y ceros en el semiplano izquierdo en el dominio de Laplace), por lo tanto la
metodolog´ıa que conlleva la QFT se procede de la misma forma sin cambios en sus
seis pasos base. Al momento de obtener las plantillas en la carta de Nichols del con-
junto de plantas y eligiendo una de ellas como la nominal, se observo´ que la regio´n
ma´s cr´ıtica en la que la incertidumbre es mayor es aquella perteneciente a los 50 ra-
d/seg. Se eligio´ agregar 43 rad/seg al grupo de frecuencias de trabajo, esta tambie´n
demostro´ tener una porcio´n de incertidumbre grande. Igualmente se reflejan estos
problemas al momento de calcular las cotas de las tres especificaciones, donde la
incertidumbre es mayor en 43 y 50 rad/seg. A partir de la interseccio´n de los l´ımites
del peor caso, se disen˜o´ el lazo nominal de control Ln(s) a base de agregar polos
y/o ceros al controlador inicial G0 = 1, la experiencia del disen˜ador es importante
para ello. Se evaluo´ la respuesta en el dominio de la frecuencia de Ln(s) para las
tres consideraciones de disen˜o, el algoritmo de control cumplio´ con ellas para toda
la frecuencia. El mismo ana´lisis en el dominio a la frecuencia se hizo para con el
controlador proporcional-integral (instalado actualmente en planta), en la que tanto
para S(s) como para SI(s) no cumple para toda la frecuencia, siendo en especial
SI(s) la que presenta mayor problema al tener un nivel de incumplimiento en ma´s
de una de´cada.
Se procedio´ a validar el controlador QFT en el dominio del tiempo bajo cuatro
eventos distintos, simulta´neamente se le equiparo´ con el controlador PI para siste-
mas SISO y MIMO 2× 2 (hi−σi, hi− θi y 3× 3 (hi−σi− θi). Para el caso SISO, el
control QFT tiene una respuesta ma´s ra´pida que el que tiene el PI, adema´s de tener
oscilaciones ma´s pequen˜as por parte del efecto de las incertidumbres y de atenuar
las perturbaciones. Para el caso 2 × 2, se realizo´ una prueba de desacoplamiento
para ver los niveles de interaccio´n entre los lazos en el escenario nominal (sin per-
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turbaciones ni incertidumbre parame´trica). Aunque para ambos sistemas, el control
QFT es mejor que el PI para la atenuacio´n de perturbaciones y los para´metros in-
ciertos, se tienen niveles de interaccio´n altos en el transitorio, en especial para el
sistema formado por hi − θi, esto es debido a que los tres controles QFT esta´n di-
sen˜adas suponiendo lazos sencillos; sin embargo, debido a que estos porcentajes son
instanta´neos (≈ 0.0010seg), se les considera negligibles. Durante el estado estaciona-
rio, los controladores tienen buen nivel de desacoplamiento. El sistema formado por
hi−σi demostro´ tener mejores resultados en cuanto a atenuacio´n de perturbaciones,
de incertidumbres en los para´metros y niveles de desacoplamiento. En el caso 3× 3,
tanto las oscilaciones de las perturbaciones como de las incertidumbres son mucho
menores que las del sistema 1× 1 y 2× 2.
Como conclusiones a ra´ız de lo mencionado anteriormente, se tiene que:
Ambos controladores son robustamente estables en presencia de incertidum-
bres, pero el control QFT tiene respuestas en el dominio del tiempo con un
menor tiempo de estabilizacio´n, menores sobrepasos y oscilaciones en presencia
de incertidumbre parame´trica, mejorando as´ı los margenes de estabilidad.
El control QFT mejora el efecto de la incertidumbre parame´trica, ya que el
disen˜o del algoritmo considera como parte de su ana´lisis el observar las fre-
cuencias donde la incertidumbre en los para´metros es cr´ıtica.
El control QFT atenu´a las sen˜ales de perturbaciones en la salida como la
entrada, con ayuda del cumplimiento de las condiciones de S(s) y SI(s).
A pesar que el control QFT fue disen˜ado suponiendo lazos sencillos del HSM,
tiene un buen nivel de desacoplamiento en altas y bajas frecuencias en estado
estable para cuando se hizo el estudio del sistema 2 × 2, aunque en algunos
caso es superado por el PI.
A medida que el sistema se va acercando al sistema multivariable original,
se mejora el efecto de la incertidumbre y las perturbaciones, haciendo sus
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oscilaciones casi nulas.
6.2 Trabajo futuro
El disen˜o de todo tipo de controladores que aseguren RS, RP y buen nivel de
acoplamiento no se puede dar por concluido. La l´ınea de investigacio´n del control
robusto aplicado a este tipo de procesos industriales sigue en pie. Dentro de lo que
se tiene contemplado para futuras investigaciones es:
Disen˜ar un controlador QFT aplicada al lazo de espesor del castillo siguiente
hi+1.
Desarrollar un algoritmo de control basado en H∞ aplicado a otros lazos de
control.
Realizar una comparacio´n entre controladores robustos y multivariables para
el HSM.
Evaluar si es posible implementar los controladores disen˜ados en lugar del PI
en la industria, as´ı como conocer las ventajas que tienen los mismos de ser
ocasio´n de ello.
Disen˜ar una controlador QFT MIMO para el sistema 4× 4.
Buscar otros para´metros del modelo matema´tico en los que existan problemas
de incertidumbre.
Ape´ndice A
Ape´ndice
A.1 Para´metros del HSM
%%%%%%%%%%%%%% gains for MTYHSM model %%%%%%%%%%%%%%%%%
% The number after each gain is a indication for how sure the value is,
% 1= equation is known an all the parameters for the equation or sure data from
%%Hylsa
% 2= no real equation, unsure data from Hylsa, or equation but estimated
%%parameters used
% 3= no equation or estimation from Hylsa, roughly estimated
% After the number the m-file or other destination the value is obtained from
is given
clear
clc
a1=1;
a2=1;
a3=1;
a4=1;
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Ia=1;
I=1;
IH=1;
IHi=1;
IM=1;
%%###################### D E R I V A D A S ################################
%%
u1 = 0; %dbi+1/dSi+1 [-/mm] - Backwards.m
u2 = IH*-0.0986; %dbi+1/dHi+1 [-/mm] 1 Backwards.m
u3 = 0; %dbi+1/dsigmai [mm^2/Kg] - Backwards.m
u4 = 0; %dbi+1/dsigmai+1 [-/mm] - Backwards.m
u5 = IHi*0.1467 ; %dbi+1/dhi+1 [-/mm] 1 Backwards.m
D1 = IH*0.0187; %dfi/dHi [-/mm] 1 Forward.m
D2 = IHi*-0.0309; %dfi/dhi [-/mm] 1 Forward.m
D3 = 0; %dfi/dsigmai-1 [mm^2/Kg] - Forward.m
D4 = 0; %dfi/dSi [-/mm] - Forward.m
D5 = 0; %dfi/sigmai [mm^2/Kg] - Forward.m
F1 = Ia*203190; %dPi/dHi [kg/mm] 1 Force.m
F2 = I*-7162.6; %dPi/dsigmai-1 [mm^2] 1 Force.m
F3 = I*1.0771e+006; %dPi/dsigmai [mm^2] 1 Force.m
F4 = I*-289090; %dPi/dhi [kg/mm] 1 Force.m
X1 = Ia*306550; %dPi+1/dHi+1 [kg/mm] 1 Force.m
X2 = I*9.3172e+005; %dPi+1/dsigmai [mm^2] 1 Force.m
X3 = I*-6208.7; %dPi+1/dsigmai+1 [mm^2] 1 Force.m
X4 = I*-423930; %dPi+1/dhi+1 [kg/mm] 1 Force.m
B1 = 3.7184e+006; %dTload/dthetai [Kgmm] 1 Torque.m
B2 = -8.8355e+007; %dTload/dsigmai [mm^3] 1 Torque.m
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L1 = -92.9235; %dLi/dthetai [mm] 1 Lenght.m
% ##############################################################################
K1 = IM*4.0318e-006; %1/Mi [mm/Kg] 2 Hilsa Paper (
K2 = IM*4.5358e-006; %1/Mi+1 [mm/Kg] 2 Hilsa Paper (
K3 = 1.09; %1+fi [-] 1 Forward.m
K4 = .7302; %1-(bi+1) [-] 1 Backward.m
K5 = 2.3935e3; %Vi [mm/s] 1 Rollspeed.m
K6 = 3.5724e3; %Vi+1 [mm/s] 1 Rollspeed.m
% #########################################################################
K7 = 1000; %Damping [Kgmms] 3 estimation
% #########################################################################
T1 = 0.03; %Tsigmai [s] ?
T2 = 2.04; %TDi [s] ?
T3 = 0.2; %TMi [s] ?
T4 = 0.03; %Tsigmai+1 [s] ?
T5 = 0.2; %Thetai [s] ? ###
T6 = 18.89e3; %Ji [Kgmms^2] 2 estimation
T7 = 1.93e1; %Ei [Kg/mm^2] 3 estimation
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T8 = 4876.8; %Li [mm] 1 Lenght.m
T9=T7/T8; %Quotient (T7/T8)
% #########################################################################
%########################### I N P U T S #################################
Sri0 = a1*002.5481; %[mm] 2 Par_S.m
Sriplus10 = a2*000.6540; %[mm] 2 Par_S.m
Vri0 = a3*2393.5; %[mm/s] 1 Rollspeed.m
Tri0 = a4*7.0052e+005; %[Kgmm] 1 Torque.m
%#####################################REVISADO###########################
Sri = a1*002.5481; %[mm] 2 Par_S.m
Sriplus1 = a2*000.6540; %[mm] 2 Par_S.m
Vri = a3*2393.5; %[mm/s] 1 Rollspeed.m
Tri = a4*7.0052e+005; %[Kgmm] 1 Torque.m
%##########################################################################
%########################D I S T U R B A N C E ############################
% ##########################################################################
Hi = 1*9.37387; %[mm] 1 Hylsa data
sigmaiminus1 = 1*0.5624; %[Kg/mm^2] 1 Hylsa data
Vriplus1 = 1*3572.4; %[mm/s] 1 speed.m
sigmaiplus1 = 1*0.703; %[Kg/mm^2] 1 Hylsa data
% ###########################################################################
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OHi = 1*9.37387; %[mm] 1 Hylsa data
Osigmaiminus1 = 1*0.5624; %[Kg/mm^2] 1 Hylsa data
OVriplus1 = 1*3572.4; %[mm/s] 1 speed.m
Osigmaiplus1 = 1*0.703; %[Kg/mm^2] 1 Hylsa data
%######################## C O N T R O L G A I N S ######################
K_AGCi= 0.9; % P gain for AGC stand i
K_AGCiplus1= 0.95; % P gain for AGC stand i+1
K_L= -1000; % P gain for looper control
K_L_I= -1000; % I gain for looper control
K_T= 0.98; % P gain for strip tension control
K_hi1= -16; % P gain for thickness control stand i
K_hiplus1= -1; % P gain for thickness control stand i+1
K_V= 0.67; % P gain for Mass flow control
K_Mi= IM*-4.0318e-006; % -1/Mi inverse Mill Moodulus
K_Miplus1= IM*-4.0318e-006; % -1/Mi+1 inverse Mill Moodulus
K_B1= 3.7127e+006; % dTload/dthetai
K_B2= 5.0877e+005; % dTload/dsigmai
hiref= 5.99; %Espesor de salida target para molino i
hiplus1ref= 4.01; %Espesor de salida target para molino i+1
Sigma_ref= .6327; %Referencia para Tension
Theta_ref= 15.79; %Referencia para el angulo
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%Regiones de incertidumbre
PB1=B1*0.05; %Porcentaje del parametro B1
B1min=B1-PB1;
B1max=B1+PB1;
PL1=L1*0.05; %Porcentaje del parametro L1
L1min=L1-PL1;
L1max=L1+PL1;
PB2=B2*0.05; %Porcentaje del parametro B2
B2min=B2-PB2;
B2max=B2+PB2;
PT6=T6*0.10; %Porcentaje del parametro T6
T6min=T6-PT6;
T6max=T6+PT6;
PK7=K7*0.05; %Porcentaje del parametro K7
K7min=K7-PK7;
K7max=K7+PK7;
PT7=T7*0.20; %Porcentaje del parametro T7
T7min=T7-PT7;
T7max=T7+PT7;
PT8=T8*0.01; %Porcentaje del parametro T8
T8min=T8-PT8;
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T8max=T8+PT8;
T9min=T7min/T8min; %Division T7/T8
T9max=T7max/T8max;
PK1=K1*0.05; %Porcentaje del parametro K1
K1min=K1-PK1;
K1max=K1+PK1;
A.2 Para el modelado del conjunto de
plantillas {P(s)} (78125)
close all
clc
%
% a continuous-time, siso feedback system
% | D1(s) | D2(s)
% ---- ---- | ---- | ----
% ------->|G(s)|--Vr--|A(s)|-->V---|P1(s)|--->T--->|P2(s)|--->theta---->
% R(s) | ---- ---- ---- ---- | Y(s)
% | |
% ------------------------------------------------------
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% PROBLEM DATA
% PARAMETROS DEL SISTEMA
%Corremos Archivo .m con sus parametros
run(’gains_MTYHSM’)
%Nota: En el archivo "gains_MTYHSM" viene la region de incertidumbre de
%cada parametro ya derivada.
%##############################################################################
%######################### CALCULANDO PARAMETROS ############################
k = 1; %Contador
%Forma las combinaciones
for B1 = linspace(B1min,B1max,5);
for B2 = linspace(B2min,B2max,5);
for T6 = linspace(T6min,T6max,5);
for T9 = linspace(T9min,T9max,5);
for K1 = linspace(K1min,K1max,5);
for L1 = linspace(L1min,L1max,5);
for K7 = linspace(K7min,K7max,5);
[A,B,C,D]=linmod(’Molino_LC’); %%Modelo matematico
SYS=ss(A,B,C,D);
G4x4=tf(SYS);
G11(k) = G4x4(1,1);
k = k + 1
end
end
end
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end
end
end
end
for t = 1:1:78125
P(1,1,t) = G11(t);
t
end
%##########################################################################
%######################## T E M P L A T E S ###############################
nompt = 78125; %Eleccion de la planta nominal al arbitrio
w = [6,31,43,50,62,94,250]; %Frecuencias de trabajo
plottmpl(w,P,nompt)
%%Nota: Debido a que el algoritmo tarda mucho
%%tiempo en terminar y al gasto computacional,
%%se recomienda guardar P como variable del workspace
%%en la misma carpeta con el resto de archivos m.
A.3 Del ca´lculo de bounds y disen˜o del lazo
nominal Ln(s)
%%Calculo de los margenes de Robustez%%
%% Ing. Norma Liliana Pliego Reyes
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load(’Set_de_plantas’) %%Conjunto de plantas (78125)
nompt = 78125; %Eleccion de la planta nominal al arbitrio
w = [6,31,43,50,62,94,250]; %Frecuencias de trabajo
R=0;
%%Restricciones%%
wdb1=w;
W1=1.2; %Restriccion para asegurar estabilidad robusta L*(1+L)^-1
bdb1=sisobnds(1,w,W1,P,R,nompt);
plotbnds(bdb1)
title(’Margen de estabilidad robusta (T(s))’)
wdb2=[6,31,43,50,62,80,94];
W2=tf(0.02*[1,64,748,2400],[1,14.4,169]); %Funcion de peso para asegurar
%desempe~no robusto 1*(L+1)^-1
bdb2=sisobnds(2,wdb2,W2,P,R,nompt);
plotbnds(bdb2)
title(’Rechazo de perturbaciones a la salida (S(s))’)
wdb3=wdb2;
W3=0.01; %Restriccion de rechazo a perturbaciones en la entrada
bdb3=sisobnds(3,wdb3,W3,P,R,nompt);
plotbnds(bdb3)
title(’Rechazo de perturbaciones a la entrada (SI(s))’)
%Interseccion y Conjuncion de todas las cotas
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bdb=grpbnds(bdb1,bdb2,bdb3);
plotbnds(bdb)
title(’Todas las cotas juntas’)
ubdb=sectbnds(bdb);
plotbnds(ubdb)
title(’Lı´mites Globales’)
%%Para el lazo nominal
%Derivacion del lazo de transmision
wl = logspace(-2,3,100); %Ventana de frecuencia recomendada
%para tiempo continuo
L0=P(1,1,nompt); %Lazo Inicial
G = tf(1,1); %Controlador inicial
L0.ioDelay = 0; % no delay
lpshape(wl,ubdb,L0,G)
%%Ya que se obtenga un control adecuado,
%%se recomienda guardarlo
%%como variable de workspace
A.4 De la validacio´n del controlador en la
frecuencia
%%%Comprobacion del algoritmo de control
%% Norma Liliana Pliego Reyes
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load(’Plantillas_2178’) %%Set de plantillas (3^7)
load(’Control’) %%Ley de control
w=logspace(-2,4); %Frecuencia de trabajo
R=0;
W1=1.2;
W2=tf(0.02*[1,64,748,2400],[1,14.4,169]);
W3=0.01;
%%%Comprobacion del lazo
%%Bound1
chksiso(1,w,W1,PT,R,G1)
title(’Ana´lisis de T(s)’)
%%Bound2
chksiso(2,w,W2,PT,R,G1)
title(’Ana´lisis de S(s)’)
%%Bound3
chksiso(3,w,W3,PT,R,G1)
title(’Ana´lisis de SI(s)’)
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