This paper concerns some design issues and tradeoffs of communication systems equipped with multiple transmit and receive antennas. The general space-time coding/modulation structure by Tarokh et al. (1999) is considered. Several design issues are investigated for this structure. The layered space-time architecture by Foschini (1996) is revisited as a special case of the general structure. It is also used to demonstrate the design and complexity tradeoffs of the system. Through intuitive and analytical explanations, as well as simulations, the design considerations for these space-time transmission structures and their contributions to the performance are shown.
INTRODUCTION
The growing demand of high data rate service has inspired studies on multi-antenna wireless communication systems in recent years (e.g., [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] ). From an information theoretic point of view, multiple antennas can increase the capacity of wireless channels [3, 4] . In practice, this increased capacity amounts to improved error performance when the communication data rate is fixed.
When there are not enough antennas at the receiver to resolve the transmission signal spaces, joint detection of the signals transmitted from different antennas may be necessary at the receiver. In this scenario, proper coordination of the signals transmitted on different antennas can help improving the performance without additional cost. The space-time coding techniques in [8, 9, 10, 11] , which integrate channel coding, modulation and antenna diversity to allow simultaneous exploitation of coding gain (temporal diversity) and antenna diversity, are examples in this category. The drawback of such signal coordination is intractable joint detection complexity when the number of transmit antennas is large, unless certain throughput-inefficient signal coordinations are introduced [11] .
If the number of receive antennas is large enough to resolve the transmission signal spaces, the signals from individual transmit antennas can be detected separately after proper signal space separation. Signal coordination is not necessary in this case, and the throughput can be kept high. The layered space-time (LST) architecture in [2] is an attempt to realizing the information theoretic result in [3, 4] , namely, the multi-antenna channel capacity grows linearly with the smaller of the number of transmit antennas and the number of receive antennas. The LST uses one-dimensional signal per data layer. Its focus is more on the signal space separation at the receiver. While the channel coding method is, contrary to the space-time coding techniques, conventional.
In order to attain a compromise between throughput and performance when the receiver has a certain number of antennas, the authors of [8] later on extended their work to consider grouped space-time transmission (GST) [1] . In this system, the space-time coding advantages are explored by the antennas within the same group, while the system throughput can be kept high by transmitting the groups independently. As in the LST, signal processing at the receiver is required in order to separate the signal groups. A zero-forcing method was employed in [1] for signal space separation.
The GST design possesses the fundamental ingredients of a multi-antenna system: space-time coding, data allocation, and antenna array processing. It therefore can be seen as a general space-time transmission structure, with the LST being a special case which has one antenna per group. In this paper, we investigate the system properties and design issues of this general structure. Some design considerations and tradeoffs are revealed through intuitive, as well as analytical discussions. The issues discussed are then verified with simulations. Note that the issues considered in this paper pertain to an "open-loop" system, meaning there is no channel information feedback from the receiver to the transmitter.
This paper is organized as follows. In Section 2, the system model of the GST is given. We then discuss the antenna array processing issues in Section 3, which is followed by the power allocation issue in Section 4. In Section 5, spatial interleaving is discussed in the context of diversity advantage. Section 6 revisits the LST in terms of diversity and coding gain. In Section 7, we describe the application of the iterative minimum-mean-squared-error (MMSE) multiuser detection algorithm [13, 14] to the GST. Section 8 then verifies and concludes the design issues discussed with comprehensive simulation results. Finally, some concluding remarks are given in Section 9.
SYSTEM MODEL
In the remainder of this paper, the superscripts * , T, and H are used to denote complex conjugate, matrix transposition, and Hermitian transposition, respectively. The communication system considered consists of a transmitter which is equipped with n antennas and a receiver which has m antennas. At the transmitter, data is encoded by the channel encoder, the encoded symbols are then divided into n streams which will be transmitted simultaneously using n distinct antennas after modulation.
The signal at each receive antenna is a noisy superposition of the n transmitted signals corrupted by the fading channel which is assumed to be flat, Rayleigh, and spatially independent, meaning fading is statistically independent from one transmit-receive antenna pair to another. Following the convention of [1, 2] , we assume that fading remains constant within a data frame and varies from one frame to another. This assumption amounts to the worst case situation where temporal diversity is not available, and can serve as an upper bound on the error probability. For this system, the signal r j t received by antenna j (1 ≤ j ≤ m) at time t is given by
where i is the transmit antenna index, E i is the symbol energy of the ith transmit antenna, c i t is the symbol transmitted from antenna i at time t, and α i, j is the path gain from the ith transmit antenna to the jth receive antenna. The noise η j t is assumed to be additive white Gaussian (AWGN) with variance N 0 /2 for both real and imaginary components.
For notational simplicity, we redefine α i, j as the product of the channel gain α i, j and the symbol amplitude E i in (1).
This change in notation does not affect the zero-forcing array processing, while it allows more concise presentation of our alternative approach. With this new notation, we now rewrite (1) in the vector form 
In the GST, the data to be transmitted are divided into q groups, each space-time coded and transmitted with one group of antennas. The antenna groups are disjoint. The purpose of space-time coding is to ensure maximal spatial diversity, hence the steepest asymptotic slope of the performance curve [8] . Two 2-antenna space-time trellis code examples are shown in Figure 1 . They both use the same trellis diagram but different input-output associations. The code to the right (Tarokh et al.) was proposed in [8] , 1 while the other (Code A) is a slight alteration of it.
At the receiver, the signal groups are successively decoded. Once a group is decoded, its contribution to the received signal is removed before decoding the next group. Let n j denote the number of transmit antennas in group j, 1 ≤ j ≤ q, we have n 1 + n 2 + · · · + n q = n. In decoding a specific group, the uncanceled groups are considered as interferences, therefore antenna array processing is necessary to suppress them. The array processing issues are discussed in Section 3.
ARRAY PROCESSING
In [1] , a zero-forcing approach was used for array processing. In this section, we recapitulate this approach first. Then we propose an alternative approach which can improve the performance.
Zero-forcing array processing
Without loss of generality, we consider the decoding of the first group code denoted by Ꮿ 1 and assume that the channel gain matrix Ω is known to the receiver. Assuming that m ≥ n − n 1 + 1, the zero-forcing group interference suppression method proposed in [1] uses the null space of the interference space spanned by the columns of
as the array processor to remove completely the signals from other groups, however, at the expense of sacrificing some energy of the desired signals. Let
be the array processor, where υ j , j = 1, . . . , m − n + n 1 , form the null space of Λ(Ꮿ 1 ), the received signal is processed with
we arrive atr 
Maximum signal-to-noise ratio (SNR) array processing
The performance of the array processor can be improved if the balance between interference suppression and noise enhancement can be found. We derive in this section the maximum SNR array processor. For a given time t, since the space-time coded symbols are unknown at the array processing stage, the SNR can only be maximized statistically. For this purpose, the signal and interference covariance matrices are defined, considering decoding the first group code, as
respectively, with 
Using the canonical representation of the MMSE filter in [15] , the maximum SNR array processor will require the same number of linear filters as the dimension of the signal space in order to collect all energy of the desired signal. Each of these linear filters can be decomposed into two components: one in the signal space and the other in the orthogonal space. The maximum SNR array processor is obtained using the following theorem. 
consists of a set of k linearly independent eigenvectors corresponding to the nonzero eigenvalues, counting multiplicities, of the generalized eigenvalue problem
where k ≤ min(m, n 1 ) is the rank of R s . The filtering outputs of these eigenvectors {w
are uncorrelated with one another.
Proof. See the appendix.
This theorem generalizes the MMSE filtering for multidimensional signals. When n 1 = 1 (single antenna transmission) or c
t (repetitive transmission), the maximum SNR array processor becomes the conventional (one-dimensional) MMSE filter. Intuitively, the maximum SNR array processor prewhitens the interference and orthogonalizes the desired signal. Maximum ratio combining of the maximum SNR array processor outputs is done at the decoder by substituting Θ(Ꮿ 1 ) in (7), (8), (9), (10), (11) with Θ M (Ꮿ 1 ). Using Gaussian approximation of the array processor outputs [16] , the decoding becomes maximum likelihood. Compared to the zero-forcing approach, the decoder now only needs to process at most min(m, n i ) samples per trellis branch instead of (m − n + i j=1 n j ) [1] when decoding Ꮿ i . Unlike the zero-forcing method, the maximum SNR approach does not impose any requirement on the number of receive antennas. It works even when (m − n + i j=1 n j ) ≤ 0. The performance under this situation, however, will suffer.
The principal ratio combining (PRC) method proposed in [17] is also a subset of the maximum SNR method. The PRC filter is the eigenvector of (16) corresponding to the largest eigenvalue. In practice, when the number of filters is limited by the equipment cost, the best possible performance can be achieved by using the eigenvectors of (16) corresponding to the largest eigenvalues (SNRs).
Given similar optimization procedures and the existence of local optima, the adaptive algorithm in [15] can be applied to find the maximum SNR filters when only the channel gains of the desired signal (i.e., Ω(Ꮿ 1 )) are known.
POWER ALLOCATION
As shown in [1] , the diversity gains of the zero-forcing approach at different decoding stages can be expressed as an increasing sequence {n i (m−n+
. The authors of [1] thus proposed to allocate power among the antenna groups according to a geometrically decreasing sequence.
In the case of maximum SNR filtering, the optimization of power allocation is extremely difficult due to the fact that the filter outputs contain interference from other groups, and the contribution of this interference depends on the operating point (in terms of channel gains and AWGN power spectral density) of the filter. By fixing the overall power consumption, we nevertheless can see that, giving one group more power by depriving the power of the others increases the SNR two-fold: the signal power is increased and the interference power is decreased. We therefore argue that the power allocation pattern does not need to decrease so rapidly.
This conclusion can also be reached from a different perspective. From the discussion in Section 3, we can see that the desired signal energy is completely collected by the maximum SNR array processor, while this is not true in the zero-forcing case. The receive diversity gain of the maximum SNR method is therefore larger than that of the zero-forcing method. This diversity advantage, however, decreases as the transmission groups are decoded and canceled. For the last decoded group, both zero-forcing and maximum SNR methods give the same diversity. With this observation, we again can conclude that the power allocation pattern of the maximum SNR approach does not need to decrease so rapidly as the zero-forcing approach. In the simulation, we will compare geometric power allocation with arithmetic power allocation.
SPATIAL INTERLEAVING
The focus so far has been on maximizing the transmit and receive diversities within a group. When the number of transmit antennas is larger than required for one group (i.e., more than one group is allowed), it is possible to increase the transmit diversity beyond what is provided by space-time coding, if spatial interleaving is used. In other words, it might be beneficiary if the association between data groups and transmit antenna groups varies with time. One must bear in mind that, although the concept of improving the diversity gain by spatial interleaving is very intuitive and straightforward, inappropriate spatial interleaving can decrease instead of increasing the diversity.
We consider the case where the total number of transmit antennas is divisible by the number of code streams per group. A "group-based" spatial interleaving is realized by dividing the transmit antennas into q disjoint groups, then at every symbol duration, each space-time code group is transmitted on one distinct antenna group. The mapping from code groups to antenna groups may vary with time, but no change in the code stream order is made within a group. At the receiver, the array processing methods discussed previously still apply, except that the matrix indices need to be reordered accordingly. 
Proof. Using column operations can leave B k , 1 ≤ k ≤ q, with r k nonzero columns, respectively. Therefore, the rank of B must be smaller than q k=1 r k .
Since our focus is on the transmit diversity, and the receive diversity only depends on the number of receive antennas and the decoding order, we can consider, without loss of generality, the case where the code group of interest is transmitted alone. Assume that after the group-based spatial interleaving the space-time coded symbols are transmitted from the kth antenna group if t ∈ -k , 1 ≤ k ≤ q, where the -k 's represent disjoint sets of time instants with their sizes l k 's 
is transmitted, is upper bounded by [8] 
where E s is the symbol energy, n is the number of transmit antennas per group, m is the number of receive antennas (or the receive diversity level after array processing in the presence of the other groups 
By taking expectation over the complex Gaussian variables α k i, j , inequality (19) becomes 
Let r k denote the rank of the matrix A k , and reorder the notations so that λ k i , i = 1, 2, . . . , r k , are the nonzero eigenvalues of A k , it follows that
Thus a diversity advantage of code streams per group, the antenna group index in (23) can be dropped to arrive at the original bound in [8] 
with diversity advantage rm .
For notational simplicity, we give new, consecutive indices to the elements in -k and denote them with a " ." By construction, the matrix
is a square root of A k , and the ranks of A k and B k are the same. Based on (23), (24) , and (25), the following proposition is an immediate result of Lemma 1.
Proposition 1. When the number of transmit antennas is divisible by the number of space-time code streams per group, the diversity gain after the group-based spatial interleaving is no less than that provided by the space-time coding.
Since errors in trellis decoding usually appear in clusters, letting consecutive code symbols experience independent fadings might give larger transmit diversity ( q k=1 r k ). We consider in this paper a cycled spatial interleaving termed "rotation" (see Figure 2) . In this interleaving scheme, the kth antenna group is devoted to the ith space-time code group when t ∈ -i k , where -
When the number of transmit antennas is large, the diversity advantage with rotation is dominated by the minimum free distance of the code.
LAYERED SPACE-TIME ARCHITECTURE
The LST proposed in [2] can be seen as a special case of the GST with one transmission stream per group. On the other hand, it is different from the space-time coded GST in that the coded symbols from the same group are multiplexed in time instead of simultaneously transmitted. With the same throughput (code rate 1/n ), the LST transmits the codeword 2T antennas Rate 1/2 codes Space-time code
S-T ENC
Interference suppression Column permutation 
where the time indices have been modified to reflect the actual transmission order. As mentioned in [2] , the LST uses only one-dimensional coding without signal coordination among antennas, so the design is much simpler. We elaborate in the following, using specific arguments on diversity and coding gain not found in [2] , the LST design advantages.
Diversity
We, again, consider the transmission of a specific group in the absence of the other groups. Assume that the number of transmit antennas is divisible by n and "rotation" is used. For each of the n code streams (rows in (18)), a matrix as in Lemma 1 can be constructed with time shuffling 
and are subject to independent fadings. According to the discussion in Section 5, the diversity of this code stream is no less than the rank of B i , which is always one provided that the code considered is useful, meaning no two distinct input sequences share the same codeword on this code stream. With the number of transmit antennas being divisible by n and each code stream using a distinct set of antennas, we can construct for the entire transmission sequence of this group a matrix
with the constituent matrices subject to independent fadings. It is now straightforward that the transmit diversity of a group is no less than n as long as a useful code is employed.
To illustrate such a design simplicity of the LST, an example where n = 2 and the number of transmit antennas equals n is given in Figure 3 . In this figure, the superscript is the code stream index, while the subscript is the group index which is not used by the space-time coding case as it has only one group. In order to achieve full (two) transmit diversity, the space-time coded system has to be carefully designed subject to the rank criterion in [8] . The LST with rotation, on the contrary, can provide full transmit diversity for both groups with any useful codes, assuming that the receiver has enough antennas to perform interference suppression. This much relaxed code design criterion facilitates the use of a larger class of good codes.
Similar interpretation of the LST is also given in [18] , with detailed diversity derivations.
Coding gain
In this section, we consider the coding gain when the system complexity is constrained. From Theorem 1, we can see that, if there are enough receive antennas, the array processing complexity depends only on the number of transmit antennas, no matter how the transmit antennas are grouped. In other words, antenna grouping and coding may only affect the system complexity through decoding complexity, which is defined by the number of trellis branch computations per information bit. For the LST, the decoding of each group only involves one-dimensional signal, so the in-phase and quadrature components can be decoded separately. This is not true for a GST with more than one antenna per group, because the channel induced phase shifts are not the same for every dimension. Using the two-dimensional QPSK spacetime codes in Figure 1 as examples, their decoding complexity is 64 trellis branch computations per information bit. A complexity-wise equivalent LST can allow 32 states for both in-phase and quadrature components, if they are binary coded. As a result, while the two-dimensional QPSK space-time code has constraint length 4, a complexity-wise equivalent LST can have constraint length 6 for both inphase and quadrature components. This increased constraint length not only gives better coding gain, it also increases the transmit diversity when the number of transmit antennas is large and rotation is used.
ITERATIVE PROCESSING
With a maximum SNR based front-end filter followed by the group decoders at the receiver, the GST finds itself an immediate application of the MMSE based iterative algorithm proposed in [13, 14] . In the GST application, multigroup is equivalent to multiuser in [13, 14] . The CDMA chip sampling is replaced by the spatial (antenna array) sampling, and the spreading sequences are replaced by the random channel gains seen by individual antennas. This algorithm has been implemented recently for the LST in [18, 19] .
The iterative maximum SNR array processing and decoding algorithm is depicted in Figure 4 . The basic idea of this algorithm is to concatenate the maximum SNR based front-end filter with the group decoder, then apply iterative processing [20] by properly exchanging soft information between them. The front-end filter provides interferencesuppressed inputs to the group decoder. While the group decoder, being soft-input soft-output (SISO), computes the a posteriori probabilities of the coded symbols needed in the (soft) interference cancellation. The goal of the interference cancellation is to minimize the residual interference power after cancellation. It can be shown that the reconstructed interfering signals used in the cancellation should be the MMSE estimates of the original signals [21] . These MMSE estimates can be computed by taking expectations using the a posteriori probabilities. After the interference cancellation is done, a new maximum SNR filter is computed for the next iteration based on the residual interference powers. Intuitively, one can see that if the decoding result of a symbol (from other groups) is less reliable, its MMSE estimate will be farther away from the original, and its residual power after cancellation will be higher. When updating the maximum SNR filter, the filter weights will be adjusted to deemphasize the signal space of this symbol.
As the iterations go on, one can expect that the decoding results, as well as the cancellation, becomes better. In the end, the cancellation might be good enough that the maximum SNR filters become matched filters which maximum ratio combine full receive diversity for all groups. When this is the case, the optimal power allocation is to assign equal power to every group. To accelerate the convergence of the iterative process, it is desirable to (temporally) interleave the groups independently before rotation so the neighboring symbols in the two estimation stages (front-end filter and decoder) are as different as possible. For the GST with space-time coding, group-based temporal interleaving can be used to maintain the same transmit diversity after interleaving. For the LST, the same effect can be achieved by separately interleaving the code streams within a group.
NUMERICAL RESULTS
The design issues discussed in this paper are verified through simulation of an 8-transmit 8-receive multi-antenna system over a flat, Rayleigh, quasi-static (constant within a frame), and spatially independent channel. For the GST, we use similar simulation parameters as in [1] . That is, every transmit group contains two antennas; and a rate 1/2, 32-state, 4PSK space-time trellis code (Tarokh et al. in Figure 1 ) is used. The space-time codes for all groups are the same. Each frame consists of a total of 131 transmissions (128 data + 3 tail) from each transmit antenna. Using Figure 1 and the assumption of equally distributed source sequence, we have diagonal
The extreme case with one antenna per group, namely, the LST, encodes its in-phase and quadrature components separately using rate 1/2 binary convolutional codes with maximal minimum free distances. Again, all groups use the same code. Each frame still consists of 128 data transmissions from each transmit antenna. The number of tail transmissions, however, depends on the allowable constraint lengths of individual systems.
We first demonstrate in Figure 5 the array processing and power allocation issues. The case in [1] with zero-forcing array processing and geometrically decreasing power allocation (8 : 4 : 2 : 1) among groups is reproduced. We then apply maximum SNR array processing and/or an arithmetically decreasing power allocation (4 : 3 : 2 : 1) to the same system. In this figure, it is shown clearly that the maximum SNR approach outperforms the zero-forcing approach. When the same (geometric) power allocation is used, the maximum SNR approach is 1.5 dB better at 10 −2 frame error rate (FER), and its advantage increases as the signal power increases due to the steeper FER slope. The steeper slope is a result of higher receive diversity, as the maximum SNR array processor does not preclude the received signal components lying in the interference space. The divergence of the asymptotic performances of the zeroforcing and the maximum SNR approaches might seem contradictory to the common understanding. It is, however, necessary to clarify that the common understanding was built on the model which has a deterministic channel gain. With the quasi-static, random channel gains in our simulation, there is always a possibility that some of the channel gains are very small and the AWGN cannot be ignored, no matter how high the transmitted power is. It is these worst cases which limit the average error performance.
When arithmetic power allocation is applied, the maximum SNR approach performs even better. Its gain over the zero-forcing method is 3 dB. As arithmetic power allocation is not matched to the zero-forcing diversity gains, it worsens the performance 1 dB at 10 −2 FER. Figure 6 gives a comprehensive illustration of the design issues discussed. First, three curves from Figure 5 are shown again to demonstrate the advantages of the maximum SNR algorithm and the arithmetic power allocation, respectively. Then the performance when rotation is applied in addition to these two design considerations is shown (dia- The solid curve with square marks uses rotation and the iterative maximum SNR array processing and decoding described in Section 7. It has equal transmission powers for all groups. Due to the necessity of SISO decoding, the soft output Viterbi algorithm (SOVA) [22] is modified to generate soft outputs of the coded symbols. The SOVA decoding complexity is approximately twice the Viterbi decoder. Therefore, to maintain similar complexity, the space-time code used is the best 4-state code found in [23] , and the number of array processing and decoding iterations is four. Group-based random temporal interleaving is applied to accelerate the decoding convergence. Due to its extremely small constraint length, this system only shows a diversity gain similar to the non-iterative system without rotation. Nevertheless, iterative processing does improve the decoding performance when SNR is low.
The LST performances are also given. The decoding complexities of these examples are kept the same as the GST configurations. According to the discussion in Section 6.2, when there is only one antenna per group, the in-phase and quadrature components can be separately encoded to increase the coding gain. The curve with triangular marks uses a rate 1/2 binary convolutional code with polynomials (65 8 , 57 8 ) (32 states). For fair comparison with the corresponding GST cases, the power allocation of this system is the same (4 : 4 : 3 : 3 : 2 : 2 : 1 : 1). Its array processing method is MMSE. From Figure 6 , we can see that the increased coding gain improves the performance. The slope of this curve, on the other hand, is very similar to the GST case with Code A. This is an implication that both codes (QPSK space-time code with constraint length 4 and binary convolutional code with constraint length 6) have the same degree of diversity after rotation.
The LST with iterative MMSE algorithm and equal group powers uses a (5 8 , 7 8 ) (4 states) convolutional code. The number of decoding iterations is four. Random temporal interleaving is applied, separately and independently, to each of the four code streams (two in-phase, two quadrature) of every group. The performance of this system is about 2 dB better than the LST case with single-sweep decoding and hard decision feedback cancellation. As to the diversity gain, although this system has higher receive diversity due to better interference cancellation, its transmit diversity suffers from the shortened minimum free distance. The resultant performance slope of this system is very similar to that of the singlesweep LST case which has larger minimum free distance. At 10 −2 FER, this system is about 4 dB away from the channel outage capacity [3, 4] . Figure 6 also shows that, due to either imperfect signal (code) design or sub-optimal decoding, all these practical systems do not achieve the performance slope given by information theory.
Similar experiment was conducted for the 2-transmit 2-receive case where the space-time coding (GST with one group) system uses optimal joint detection, while the LST suffers from inefficient interference suppression due to the small number of receive antennas (see Figure 7) . With spacetime coding being able to achieve maximum diversity, the LST is not superior anymore. At 10 −2 FER, all these systems are about 2.5 dB away from the channel outage capacity. They also seem to be able to achieve the information theoretic performance slope.
CONCLUSION
In this paper, we discussed some design issues of the openloop space-time coded multi-antenna system. Through intuitive, as well as analytical explanations, we revealed one by one the advantages of the design considerations. To summarize, the zero-forcing array processing method in [1] can be improved with a maximum SNR approach. This new array processing approach then necessitates a different power allocation among the transmission groups. To increase the transmit diversity when there are more than one group, groupbased spatial interleaving ("rotation") can be applied. We also considered the LST as a special case of the GST which has one antenna per group. When the number of receive antennas is large enough to resolve the transmission signal spaces, the LST allows easier code design and separate inphase and quadrature encoding/decoding. These advantages can increase the coding gain and possibly the transmit diversity when the decoding complexity is constrained. The GST with maximum SNR array processing also finds itself a direct application of the iterative algorithm proposed in [13, 14] . In the 8-antenna LST example we gave, the iterative algorithm improves the performance about 2 dB.
APPENDIX
Proof of Theorem 1. We consider the linear filtering in two steps. First, a linear filter bank Θ M (Ꮿ 1 ) is used to filter the receive antenna outputs. The outputs of this filter bank are then combined to achieve maximum SNR. Without loss of generality, we assume that the interference components of the filter bank outputs are uncorrelated with one another. In other words, Θ H M (Ꮿ 1 )R n Θ M (Ꮿ 1 ) is diagonal. This assumption is reasonable since for any filter bank consisting of k linear filters, we can find, using the singular-value decomposition (SVD) [24] on Θ H M (Ꮿ 1 )R n Θ M (Ꮿ 1 ), a nonsingular k × k matrix to transform it and diagonalize the interference covariance matrix of its outputs. This transformation is reversible and does not destroy the information contained in the filter bank outputs.
As one of our goals is to minimize the number of linear filters required, we further assume that the linear filters of this filter bank are linearly independent of one another. If this is not true, we can always combine some of the filters to form a linearly independent filter bank with fewer filters.
With the above assumptions and the fact that R n is nonsingular, the filter bank outputs will have nonzero and uncorrelated interference components. Under this condition, the maximum SNR combining of the filter bank outputs is maximum ratio combining. Given independent group transmission so that the signal and interference codeword (c 
