Modern digital circuits consist of logic gates implemented in the complementary metal oxide semiconductor (CMOS) technology. The time taken for a logic gate output to change after one or more inputs have changed is called the delay of the gate. A conventional CMOS gate is designed to have the same input to output delay irrespective of which input caused the output to change. We propose a new gate design that has different delays along various input to output paths within the gate. This is accomplished by inserting selectively sized "permanently on" series transistors at the inputs of the logic gate. We demonstrate the use of the variable input delay CMOS gates for a totally glitch-free minimum dynamic power implementation of a digital circuit. Applying a previously described linear programming method to the c7552 benchmark circuit, we obtained a power saving of 58% over an unoptimized design. This power consumption was 18% lower than that for an alternative low power design using conventional CMOS gates. All circuits had the same overall delay. Since the overall delay was not allowed to increase, the glitch elimination with conventional gates required insertion of delay buffers on non-critical paths. The use of the variable input delay gates drastically reduced the required number of delay buffers.
Introduction
There are many ways of combining transistors to perform the logic functions such as NOT, NAND and NOR. We will describe the CMOS design style which is the most prominent in current day technologies. CMOS gates are constructed by a combination of MOSFETs to realize a logic function. But a MOS-FET is not an ideal switch. When open it provides a large but finite resistance between its source and drain terminals. When closed it provides a small non-zero resistance. For a CMOS gate the output signal change follows the input change with a certain delay. First, the closing and opening of MOSFETs in the gate depends upon the slope of input signals. Then, the output signal change requires charging or discharging of the output capacitance through a low resistance path provided by the "on" MOSFETs.
Gate Delay is the time taken for a signal at the output of a gate to reach 50% of Vdd (logic 1 level) after the signal at the input of the gate has reached 50% of Vdd.
Gate delay is a function of the amount of resistance and capacitance in the current path. A MOSFET when closed offers a finite resistance R on that is a function of the width and length of the device. Since gate delay is given by R on × C L (where C L is the load capacitance) it can be varied by changing the width and length of the transistor [15, 17] . For example, a NAND gate output rises due to current flow in its pFETs. Hence, the delay of the NAND gate for a rising transition, can be altered by changing the sizes of pFETs. To increase the delay, we increase the resistance of a transistor by increasing its length. Similarly the output delay for a falling transition can be varied by changing the length of the nFETs. The delay can also be reduced by increasing the width of the transistor. The delay is effectively changed by manipulating the width and length of the transistors in the gate. Note that it is possible only to manipulate the overall delay of a gate but not the individual delays along different paths through it. For instance, the delay of a gate when one input transitions cannot be independently controlled without altering the delay when the other input transitions. These delays are inter-related. This is a drawback in some applications.
Every signal transition consumes a finite amount of energy. For the correct functioning of the logic circuit, every signal net needs to transition at most one time in one clock cycle. But in reality, the gate outputs transition more than once and these unnecessary transitions are called glitches. These transitions consume energy and are quite unnecessary for the correct functioning of the circuit. Glitch power consumption can be as much as 40% (or higher) as compared to the overall power consumption and it is advantageous to eliminate the glitches in the circuit as power consumption is critical in today's chips. Glitches arise due to the differences in the arrival times of signal transitions at the inputs of the gate.
Differential Delay is the maximum difference in the signal arrival times at different inputs of a multi-input gate.
Consider the circuit shown in Figure 1 . The signal arrival at the lower input of the NAND gate is always The inverter has a delay of 2 and the NAND gate has a delay 1. Due to differing arrival times at the inputs of the NAND gate, the output produces a glitch consisting of two transitions.
2 time units later than the signal arrival at the upper input due to the inverter in its path. Thus the differential delay at the NAND gate is 2. This differential delay makes the output of NAND gate transition twice when in reality, it should have no logic transition at all. These extra transitions are the glitches and they waste energy.
There have been many techniques proposed to eliminate the glitches. In delay balancing, the inputs are made to arrive at the same time by inserting extra delay buffers on selected paths [11-13, 18, 23] . In hazard filtering, the gate delay is made greater than the differential delay at the inputs of the gate to filter the glitch [1] . In gate sizing, every gate is assumed to be an equivalent inverter [3] [4] [5] [6] [7] [8] . Transistor sizing treats every transistor's size as a variable and tries to find a glitch-free design [14, 16, 24, 25, 27, 28] . However, these techniques are either greedy approaches or have nonlinear convergence problems [19] .
Some techniques use linear programming where the gate delays are treated as variables and the optimum delays are found by solving a linear program (LP) [2, 19, 21] . The problem with this technique is that it inserts delay buffers in the circuit. These extra inserted elements also consume power themselves and hence reduce the achievable power savings. In all of the above techniques, the problem of buffer insertion arises due to the conventional gate design. The conventional CMOS gates have a single delay, no matter which input of the gate causes the transition. A new technique by Raja et al. proposed a LP technique using a new gate delay model, where the input delay of the gate can also be varied [22] . This makes the gate delay different for different input-output paths through the gate. The advantage of this gate model is that the glitches can be completely eliminated in the circuit without the insertion of any delay buffers, thus achieving more power savings. A novel implementation of this technique is the focus of this paper.
Proposed Gate Design
As described above, it is advantageous to design a gate with differing delays along different input-output paths of the gate. We define such a gate as a variable Figure 2 : Schematic of the proposed variable input delay gate: A conventional 2-input CMOS NAND gate characterized by a single output delay (top), and two ways of varying input delays by always-on nMOS pass transistor (center) and by always-on CMOS transmission gate (bottom).
input-delay gate. In this section, we propose a transistor level implementation of the gate and its characteristics [20] . Consider a two-input NAND gate shown in Figure 2 . Suppose, the delay required along the path 1-3 is 2 units and 2-3 is 1 unit.
where C in is the input gate capacitance seen at the inputs of the gate and R on is the series resistance of the ON transistor in the previous stage. A conventional CMOS gate (top figure) is characterized by a single delay normally assigned to the output. To control the delay along the different paths we examine four different implementations.
• Input capacitance manipulation is the technique by which C in1 is increased without altering C in2 . This is achieved by increasing the sizes of the transistors connected to input 1 such that C in1 > C in2 . Now the delays along different paths are:
The problem with this implementation is that ON resistances of transistors in the series path are interrelated and hence the output delay is also altered. The formulation becomes non-linear.
• Resistance with a single nMOS pass transistor can be added in series to the path in which extra delay is desired. This scheme is shown in Figures 2(a) and (b). This nMOS transistor is always ON and hence adds a series resistance R s to the path 1 → 3. Now the delays are:
The resistance R s can be controlled by increasing the size of the nMOS transistor. The delay along the path 1 → 3 can be controlled independent of the delay along path 2 → 3. Hence the gate has different delays along different input-output paths through it. The disadvantage of this design is that the nMOS pass transistor degrades the signal when it passes a logic 1. This causes the transistors in the next stage to have a higher leakage current. This aspect is further discussed in the next subsection.
• Resistance with a CMOS pass transistor can be added to introduce the extra resistance in the path as shown in Figures 2(c) and (d). The principle is the same as adding a single nFET, but the CMOS pass transistor contains both nMOS and pMOS transistors that are always ON. This does not degrade the signal but has the disadvantage that it adds an additional transistor.
• Resistance with a feedthrough resistive cell is a technique of adding the resistance using a polysilicon serpentine resistor overlaid with silicide blocking. This is the standard way of creating a resistance in analog layout design but can be used for this purpose. The advantage of using these cells is the continuous controllability of resistance rather than the discrete control provided by transistors [26] .
Design Issues
There are several design issues regarding the variable input delay gate design. The delay along a path can be changed by changing the series resistance. R s is a function of the length of the transistor/transmission gate and hence the delay along the line can be altered by changing the length of the extra transistor/transmission gate. • This transistor cannot be infinitely large as this would increase the voltage drop across the transistor and cause signal integrity issues at the output of the gate. Hence there is a realistic limit to the length of the transistor added and this determines the maximum differential delay that can be added. Raja et al. describe this as the gate differential delay upper bound u b in their low power design [22] . This parameter u b is related to the technology the gate is implemented in and hence is called the feasibility condition. Our calculations have predicted and measured a u b of 10 units for the 0.25µ fabrication process [20] .
• If the voltage drop across the transistor is too large, it does not drive the gate transistors in the fanout into cut-off. This increases the leakage from the supply to the ground through the gate transistors as they are not completely off. This problem can be alleviated by using a CMOS transmission gate instead of a single transistor. The effect of increased leakage is shown in the results section.
• The placement of the series transistor with respect to the routing capacitance also needs to be examined. If the routing capacitance is small it does not matter where the transistor is placed in the path. But if the routing capacitance is large, then the delay at the input of the gate changes as the transistor is moved along the path as it sees a different capacitance at every stage. We have inserted the transistor at the end of the routing path in our designs [20] .
Results
In this section we present an application of the new gate design in implementing custom circuits for minimum dynamic power. An Unoptimized Example Circuit. Consider the simple example circuit of Figure 3 . Assume that the delays of all gates are the minimum allowed by the technology. We observe that the differential delay, at gates 5 and 6, exceeds the inertial delay and we expect these gates to glitch. The circuit was simulated for rising signals at all three inputs. The simulation was done using the Spectre analog simulator from Cadence. As expected, gates 5 and 6 transition 2 and 3 times, respectively. These are the glitches we wish to eliminate in the following designs. Buffer Optimized Circuit. The buffer optimization using conventional gates requires the use of one buffer for the circuit to operate at the same speed [2, 21] . The optimized circuit with the buffer is shown in Figure 4 . It is implemented using two CMOS inverters and has an overall delay of 2 units. The buffer optimized circuit was simulated for the same vector-pair as the unoptimized circuit. As expected, the optimization eliminated all glitches. Low-Power Design with Proposed Gate. When variable input-delay gates are used the optimized circuit is shown in Figure 5 . We have used the single nMOS transistor implementation here but any of the proposed designs could have been used. The circuitlevel simulation of the two vectors, 000 and 111, for the three circuits is shown in Figure 6 . The glitches at the outputs of gates 5 and 6 are eliminated in the optimized designs. However, the buffer optimization requires that the transition of input 1 should pass through the two inverters of the buffer. This increases the total transitions in that circuit as shown in Table 1.
Energy Consumption
During the simulation for the three circuits described above, we measured the supply current for the given input vectors and computed the energy. The results are shown in Table 1 . The simulations were done with Spectre analog simulator from Cadence [10] . As recorded in the table, the unoptimized circuit consumes 800fJ, the buffer optimized circuit consumes 550fJ and the new gate optimized circuit consumes 300fJ. Thus the energy savings of the new design are 62.5% with respect to the unoptimized circuit. The new gate design achieves 36.8% more savings than the buffer optimized design with respect to the unoptimized circuit. The total power obtained from the simulator includes the short circuit and leakage components as well. However, for the 0.25µ CMOS technology used the dynamic power dominates as discussed in the next subsection. Table 1 also shows a good correlation between the reduction in the number of transitions and power saving.
Leakage Current
The introduction of an nMOS pass transistor degrades the signal at the gates of the transistors. This increases the leakage current of the circuit and may even drive the transistors out of cut-off. The current flowing in the steady state is called the quiescent current (I DDQ ) and is due to the leakage through off transistors. The quiescent current is a function of the input vectors at the PIs of the circuit. To analyze the relative effect, we simulated circuits with two input vectors and let the circuit settle for a long time after each vector. Three circuits were simulated for leakage. These were the unoptimized circuit of Figure 3 , the optimized circuit of Figure 5 , and another optimized circuit obtained by replacing the nMOS pass transistors in Figure 5 with CMOS transmission gates. The leakage currents for the vector 000 showed no change for the three circuits as in this state the nMOS transistors are passing logic 0, which is not degraded (Table 1). For vector 111, however, there was an increase of 0.45% in leakage due to the nMOS pass transistors. The circuit with the CMOS transmission gates had an increase of only 0.2%. This increase is not due to the degradation of the signal but is due to the leakage path added from V dd to Gnd through the sidewall capacitance. This is a very minor increase for the 0.25µm fabrication technology but further analysis needs to be done for more recent technologies.
Benchmark Circuits
We optimized several ISCAS'85 benchmark circuits for dynamic power. The results in Table 2 compare the designs done with the new variable-input delay gates to original versions of circuits, and to circuits optimized using conventional gates [19, 21] . For each method, two optimized designs were created, one, where no increase in the overall delay (maxdelay) was permitted and, second, where the overall delay was allowed to increase to twice that of the original design. The original designs were optimized not for power but for speed in the given 0.25µ CMOS technology. For each circuit, first an original version (not optimized for glitch removal) was created as a reference. This version used the fastest gates available in our 0.25µ CMOS technology. These gates have larger transistors and typically consume more power. This design functions somewhat similar to a unit-delay logic circuit, which is known to consume more power [23] . Power consumption was estimated by an event-driven simulator, which assumed that each gate has the same delay and that the power consumed per signal tran- sition is proportional to the number of fanouts. The simulator uses a glitch-filtering procedure [9] . Thus, whenever a new event is scheduled such that a previously scheduled event on the same signal is still pending, then both events are cancelled. Estimates of peak and average power were obtained for a set of vectors. These vectors were generated for a complete or almost complete stuck-at fault coverage. It is assumed that such vectors provide appreciable logic activity and hence a reasonable measure of power. In Table 2 , the power of original circuits is normalized to unity and transistor counts for all circuits are given. Power estimation for all other designs (discussed below) was similar but used the delays obtained from the LP. Next, we redesigned the circuits with variable-input delay gates. An LP determined the input and output delays for all gates under an input diffrential delay constraint of u b = 10 (see Subsection 2.1). Each circuit was designed for two overall delays, maxdelay = 1 and 2, respectively, normalized with respect to the corresponding reference design. Columns 4, 5 and 6 of Table 2 show the number of transistors added (see next paragraph) and the power consumption normalized with respect to the corresponding original design. To meet the maxdelay constraint, some circuits used delay buffers. But in most cases no buffers were required. In the linear program optimization, an upper bound (u b ) is used on the input differential delay that can be achieved. This upper bound is a technology parameter and is determined through actual design and simulation of gates. When the circuit topology requires very large differential delays, delay buffers must be used to satisfy the glitch removal conditions. The linear program, however, keeps the number of such buffers to a minimum. The circuit c6288 is a typical case where a large number of buffers were essential. Since each delay buffer has two inverters, which provide additional node capacitances to be charged and discharged during operation, extra power is consumed. The maxdelay = 2 design of c6288 did not require buffers and all glitch removal conditions were satisfied by the gate input delays.
The added transistors are mostly for the nMOS transmission gates inserted at gate inputs. As explained above some circuits needed a few delay buffers. Each buffer was implemented with four transistors (two inverters). Those transistors are included in the counts given in column 4 of the table. If the designs were to be done with CMOS transmission gates, the added transistor counts will double only for transmission gates and will remain unchanged for buffers.
The last three columns of Table 2 provide a comparison with an alternative method in which conventional CMOS gates are used. These gates were designed for 
Chip Design and Total Power
We did the physical design of the ISCAS'85 benchmark circuit c7552. First, an "unoptimized" design was created. This circuit contained 3,827 gates and was implemented with 15,512 transistors. We used gates with smallest size transistors as compared to the fastest gates used in the "original" design of the previous subsection. The unoptimized circuit, therefore, is slower but consumes less power. Its physical layout was done by the Cadence layout editor. We redesigned the circuit using the proposed variable input delay gates and that design contained 1,435 nMOS transmission gates and one delay buffer, requiring 1,439 extra transistors. This design is the maxdelay = 1 version of c7552, shown in Table 2 (columns 4 to 6). A third design using the conventional CMOS gates (last three columns in Table 2 ) was also implemented. It required 366 delay buffers or 1,464 extra transistors added to the unoptimized version. All three designs were implemented in 0.25µ CMOS technology and worked at the same speed [20] . Two layouts shown in Figure 7 are for the unoptimized design and the variable-input delay gate design. The areas of these chips are 710µ × 710µ and 760µ × 760µ, respectively. Power consumption was evaluated in two ways. First, the logic siumlation method of the previous subsection was used with few differences. For the unoptimized circuit, gate delays were assumed to be proportional to fanouts instead of being the same, and the signal activity was weighted by the node capacitance extracted from the chip layout. The circuits were simulated for a set of 156 fault coverage test vectors. As shown in Table 3 the variable-input delay gate design saves 58% average and 66% peak power. In comparison with the conventional CMOS gate design using 366 delay buffers, the variable-input delay gate design consumed about 17% less average power.
These power savings, though appreciable, are lower than those estimated in Table 2 . The reason for the discrepancy is that our "unoptimized" design uses the smallest gates and consumes less power as compared to the "original" design, which used the fastest gates. Indeed, the "original" design is faster than the "unoptimized" design.
A second evaluation of power was done with a circuit-level simulator. The results of instantaneous and average power measurements are shown in Figures 8 and 9 . These results were obtained by the Spectre simulator from Cadence [10] . The measurement here includes all components of power, namely, dynamic, short-circuit and leakage. For simulation, node capacitances were extracted from the layouts. The cir- cuits were simulated for the same set of 156 vectors. These plots show a peak power saving of 68% and average power saving of 58%, which are very close to those obtained by logic simulation (Table 3) . The circuitlevel simulation thus confirms that the short-circuit and leakage power components were indeed negligible, as is expected for the 0.25µ CMOS technology, for both optimized and unoptimized circuits. 
Conclusion
We have proposed a new variable input delay gate design, which has different delays along different input-output paths through the gate [20] . This new design has applications to low power design of digital CMOS circuits. Using the new gate design significant energy savings have been achieved. The delays of the gates tend to change due to process variations such as temperature, fabrication impurities, etc. These variations make the delay vary over a range rather than being a single static number. This can be accounted for in our technique during the linear program (LP) stage, where the constraints can be slightly modified to incorporate the maximum gate delay value in the latest time of arrival constraints and the minimum gate delay value in the earliest time arrival constraints. The future work should include the design of larger circuits using this technique and the application of the technique to newer fabrication technologies, especially in the environment of higher leakage. The use of multi-threshold transistors for reduced leakage may be incorporated in the LP for a simultaneous glitch elimination. The problem of glitch-free standard cell based design of appication-specific integrated circuits (ASIC) is also relevant [26] .
