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Re´sume´
La pre´sente the`se fait e´tat des avance´es en logique de´ontique et propose des outils formels
pertinents a` l’analyse de la validite´ des infe´rences le´gales. D’emble´e, la logique vise
l’abstraction de diffe´rentes structures. Lorsqu’applique´e en argumentation, la logique per-
met de de´terminer les conditions de validite´ des infe´rences, fournissant ainsi un crite`re afin
de distinguer entre les bons et les mauvais raisonnements. Comme le montre la multitude
de paradoxes en logique de´ontique, la mode´lisation des infe´rences normatives fait cepen-
dant face a` divers proble`mes. D’un point de vue historique, ces difficulte´s ont donne´ lieu
a` diffe´rents courants au sein de la litte´rature, dont les plus importants a` ce jour sont ceux
qui traitent de l’action et ceux qui visent la mode´lisation des obligations conditionnelles.
La pre´sente the`se de doctorat, qui a e´te´ re´dige´e par articles, vise le de´veloppement d’outils
formels pertinents a` l’analyse du discours juridique. En premie`re partie, nous proposons
une revue de la litte´rature comple´mentaire a` ce qui a e´te´ entame´ dans Peterson (2011).
La seconde partie comprend la contribution the´orique propose´e. Dans un premier temps,
il s’agit d’introduire une logique de´ontique alternative au syste`me standard. Sans pre´ten-
dre aller au-dela` de ses limites, le syste`me standard de logique de´ontique posse`de plusieurs
lacunes. La premie`re contribution de cette the`se est d’offrir un syste`me comparable re´pon-
dant au diffe´rentes objections pouvant eˆtre formule´es contre ce dernier. Cela fait l’objet
de deux articles, dont le premier introduit le formalisme ne´cessaire et le second vulgarise
les re´sultats et les adapte aux fins de l’e´tude des raisonnements normatifs. En second
lieu, les diffe´rents proble`mes auxquels la logique de´ontique fait face sont aborde´s selon la
perspective de la the´orie des cate´gories. En analysant la syntaxe des diffe´rents syste`mes a`
l’aide des cate´gories mono¨ıdales, il est possible de lier certains de ces proble`mes avec des
proprie´te´s structurelles spe´cifiques des logiques utilise´es. Ainsi, une lecture cate´gorique de
la logique de´ontique permet de motiver l’introduction d’une nouvelle approche syntaxique,
de´finie dans le cadre des cate´gories mono¨ıdales, de fac¸on a` pallier les proble`mes relatifs a`
la mode´lisation des infe´rences normatives. En plus de proposer une analyse des diffe´rentes
logiques de l’action selon la the´orie des cate´gories, la pre´sente the`se e´tudie les proble`mes
relatifs aux infe´rences normatives conditionnelles et propose un syste`me de´ductif type´.
Mots cle´s: Logique de´ontique, Logique cate´gorique, Syste`me de´ductif, Logique
modale, Logique line´aire, Logique non-monotone, Action, Alge`bre, The´orie des cate´-
gories, Cate´gorie mono¨ıdale

Abstract
The present thesis develops formal tools relevant to the analysis of legal discourse. When
applied to legal reasoning, logic can be used to model the structure of legal inferences and,
as such, it provides a criterion to discriminate between good and bad reasonings. But
using logic to model normative reasoning comes with some problems, as shown by the
various paradoxes one finds within the literature. From a historical point of view, these
paradoxes lead to the introduction of different approaches, such as the ones that emphasize
the notion of action and those that try to model conditional normative reasoning. In the
first part of this thesis, we provide a review of the literature, which is complementary to
the one we did in Peterson (2011). The second part of the thesis concerns our theoretical
contribution. First, we propose a monadic deontic logic as an alternative to the standard
system, answering many objections that can be made against it. This system is then
adapted to model unconditional normative inferences and test their validity. Second,
we propose to look at deontic logic from the proof-theoretical perspective of category
theory. We begin by proposing a categorical analysis of action logics and then we show
that many problems that arise when trying to model conditional normative reasoning
come from the structural properties of the logic we use. As such, we show that modeling
normative reasoning within the framework of monoidal categories enables us to answer
many objections in favour of dyadic and non-monotonic foundations for deontic logic.
Finally, we propose a proper typed deontic system to model legal inferences.
Keywords: Deontic logic, Categorical logic, Deductive system, Modal logic,
Linear logic, Non-monotonic logic, Action logic, Algebra, Category theory, Monoidal
category
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Chapitre 1
Introduction
Un peu d’histoire...
La logique de´ontique se veut d’emble´e une application de la logique aux discours e´thique
et juridique. Le terme « de´ontique (δo´ντικ)» provient de la racine grecque δo´ν et du
suffixe ικ, qui signifient respectivement « ce qu’il convient de faire» et « qui porte sur».
Litte´ralement, l’expression « logique de´ontique» signifie donc « la logique qui porte sur ce
qu’il convient de faire (McNamara 2010, note 1)». Par conse´quent, la logique de´ontique
est souvent pre´sente´e comme la logique qui traite des obligations, des permissions et des
interdictions. Meˆme si l’e´tude des modalite´s de´ontiques se retrace jusqu’a` l’e´poque me´die´-
vale (cf. Knuuttila 1981), la premie`re tentative de formalisation est apparue avec Ernst
Mally (1926).1 Cela dit, c’est suite aux travaux de von Wright (1951) que la logique de´on-
tique est devenue un domaine d’e´tudes en tant que tel. Initialement, l’ide´e de von Wright
e´tait de mettre en paralle`le les notions d’obligation et de permission avec les modalite´s
ale´thiques de necessite´ et de possiblite´. Ainsi, depuis l’article se´minal de von Wright, la
logique de´ontique est souvent conc¸ue comme une logique modale.
Malgre´ qu’un tel mode de pre´sentation soit re´ducteur, la logique est parfois pre´sente´e
comme l’e´tude de la transmission des valeurs de ve´rite´ entre les e´nonce´s. Lorsque la
logique est utilise´e a` des fins d’analyse d’arguments et de raisonnements, les connecteurs
sont conside´re´s comme ve´rifonctionnels et les propositions e´tudie´es sont pre´suppose´es eˆtre
de´clarative, c’est-a`-dire qu’elles doivent minimalement avoir le potentiel d’eˆtre vraies ou
fausses.2 Or, une modalite´ 2 est un ope´rateur qui transforme un e´nonce´ de´claratif en un
autre e´nonce´ de´claratif. En ce sens, une modalite´2 est quelque chose qui influence la valeur
de ve´rite´ d’une proposition ϕ. Un exemple de modalite´ serait la modalite´ temporelle du
passe´. Au meˆme titre que la proposition « Jean commet l’adulte`re» n’est pas vraie dans les
meˆmes conditions que « Jean a commis l’adulte`re», le premier e´nonce´ n’est pas vrai dans
les meˆmes conditions que « Jean ne devrait pas commettre l’adulte`re». De fait, lorsque
conside´re´e en tant que logique modale, la logique de´ontique met en jeu des ope´rateurs qui
1 Voir Føllesdal et Hilpinen (1970) et McNamara (2010) pour une introduction a` la logique de´ontique.
Quant a` son histoire, voir Hilpinen et McNamara (2013).
2 A` ce sujet, voir Peterson (2013b), chapitre 3.
modifient la valeur de ve´rite´ des e´nonce´s de´claratifs.
En logique de´ontique, l’obligation, la permission et l’interdiction sont respectivement
repre´sente´es par les ope´rateurs O, P et F .3 Il s’agit d’ope´rateurs plutoˆt que de pre´dicats
dans la mesure ou` les modalite´s de´ontiques peuvent eˆtre applique´es a` des propositions afin
de former de nouvelles propositions (possiblement d’un autre type). Chez von Wright, les
ope´rateurs de´ontiques e´taient applique´es a` des actions plutoˆt qu’a` des propositions. En ce
sens, l’approche initiale de von Wright proposait un paralle`le entre la logique de´ontique et
la logique modale ale´thique sans pour autant pre´senter l’ope´rateur O comme une modal-
ite´, c’est-a`-dire comme un ope´rateur qui influence la valeur de ve´rite´ d’une proposition
de´clarative.
Ainsi, les ope´rateurs de´ontiques peuvent eˆtre interpre´te´s de deux manie`res distinctes
et mutuellement exclusives (cf. von Wright 1999b), de´pendamment de si l’on conside`re
que les ope´rateurs portent sur des actions ou des propositions (de´claratives). D’un coˆte´,
l’interpre´tation de type Ought-to-do est telle que les e´nonce´s qui se trouvent dans la porte´e
des ope´rateurs de´ontiques re´fe`rent a` des actions. Selon cette interpre´tation, les ope´rateurs
de´ontiques expriment « ce qui doit eˆtre fait». Conside´rant que ce sont les actions qui
sont faites, et non les propositions, l’interpre´tation Ought-to-do contraint la de´finition des
expressions bien forme´es et seule une action peut se trouver dans la porte´e d’un ope´rateur
de´ontique. Par conse´quent l’ite´ration des ope´rateurs de´ontiques n’est pas possible. A`
l’oppose´, il y a l’interpre´tation de type Ought-to-be, ou` les propositions dans la porte´e des
ope´rateurs de´ontiques sont de´claratives. Il s’agit la` de l’interpre´tation modale de la logique
de´ontique, ou` les ope´rateurs sont vus comme des modalite´s qui influencent la valeur de
ve´rite´ des e´nonce´s. Selon cette interpre´tation, une modalite´ de´ontique indique ce qui doit
eˆtre plutoˆt que ce qui doit eˆtre fait. Souvent, l’interpre´tation de type Ought-to-be prendra
place dans le cadre d’une se´mantique des mondes possibles. Par exemple, alors que selon la
premie`re interpre´tation l’e´nonce´ « il est obligatoire de respecter la loi» signifie que l’action
respecter la loi doit eˆtre accomplie, cela signifie plutoˆt, selon la seconde, que la description
« la loi est respecte´e» doit eˆtre vraie.
Plusieurs objections ont e´te´ formule´es contre l’approche initiale de von Wright. La
premie`re a e´te´ avance´e par Prior (1954) et visait a` montrer que la notion d’engagement
n’e´tait pas ade´quate dans les contextes mettant en jeu des obligations de´rive´es. Cette
objection fut prise au se´rieux par von Wright (1956), qui pre´senta la base de ce que l’on
nommera plus tard la logique de´ontique dyadique. Meˆme si la logique de´ontique dyadique
a inte´resse´ plusieurs philosophes a` l’e´poque, notamment Rescher (1958), le syste`me initial
de von Wright est demeure´ l’objet de plusieurs critiques. En 1958, Prior pre´senta le
paradoxe du bon samaritain, pre´curseur du paradoxe du voleur (cf. Nozick et Routley
1962), qui visait a` montrer que la relation de conse´quence de´ontique menait a` des re´sultats
inde´sirables. Cela dit, l’objection la plus dommageable contre l’approche initiale de von
Wright fut formule´e par Chisholm (1963), qui montra que la logique de´ontique monadique
n’est pas assez puissante pour rendre compte des infe´rences normatives conditionnelles et
3 La logique de´ontique est majoritairement entendue comme une logique modale. Cela dit, soulignons
qu’il y a ne´anmoins plusieurs approches qui ne la traitent pas ainsi. Outre ceux qui traitent les notions
de´ontiques comme des pre´dicats, on trouve aussi la logique input/output.
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des obligations contraires au devoir. Suite a` ces objections, von Wright (1967) introduisit
plusieurs syste`mes de logique de´ontique dyadique afin de re´soudre les objections touchant
aux obligations conditionnelles. Malgre´ les objections contre l’approche initiale de von
Wright, celle-ci s’est ne´anmoins vue reformule´e suite aux avance´es faites en logique modale
et a` l’introduction de la se´mantique des mondes possibles, ce qui a donne´ lieu au fameux
syste`me standard de logique de´ontique (sdl), a` savoir le syste`me modal KD.4 Par la suite,
Forrester (1984) pre´senta un argument contre le syste`me standard afin de montrer que la
relation de conse´quence ne permettait pas de repre´senter ade´quatement la conse´quence
de´ontique que l’on trouve au sein de nos infe´rences dans la langue naturelle.
Structure de la the`se et objectifs
Bien que cela ne soit pas toujours explicite dans la litte´rature, la logique de´ontique peut
eˆtre utilise´e a` diffe´rentes fins. Un premier objectif possible est l’utilisation de la logique
de´ontique afin de de´terminer les conditions de validite´ des infe´rences normatives. En ce
sens, la logique de´ontique peut eˆtre vue comme l’analyse de la structure des infe´rences
normatives, autant e´thiques que le´gales. Cette perspective s’ancre autant dans la logique
philosophique que dans la philosophie formelle et la pense´e critique. Il s’agit de cette per-
spective que nous allons adopter. En second lieu, la logique de´ontique peut eˆtre utilise´e afin
de mode´liser les situations ou` le comportement de plusieurs agents est re´gi par des normes
et des contraintes. Selon cet angle d’approche, la logique de´ontique est un outil visant a`
e´tudier l’e´volution des syste`mes normatifs. Cette perspective est pertinente notamment en
informatique et en droit. Dans un troisie`me temps, la logique de´ontique peut eˆtre utilise´e
afin d’e´tudier la structure d’un ensemble de normes, comme dans les cas ou` l’on cherche
a` e´tudier la structure des lois. Ce genre d’analyse permet la repre´sentation de la con-
naissance le´gale et la construction de bases de donne´es. Finalement, la logique de´ontique
peut servir a` la programmation, autant par la mode´lisation des contraintes (obligations,
permissions et interdictions d’un programme informatique) que dans le de´veloppement de
l’intelligence artificielle.
E´videmment, la vise´e d’un objectif plutoˆt que d’un autre de´terminera en partie les
caracte´ristiques de la logique de´ontique que l’on doit utiliser. Pareillement, le domaine
d’application vise´ orientera les critiques et les objections que l’on peut faire envers les
diffe´rents syste`mes. Or, l’objectif de cette the`se est d’utiliser la logique de´ontique afin
d’e´tudier la structure des infe´rences normatives. Plus pre´cise´ment, notre objectif est de
mode´liser la structure des infe´rences le´gales. Le but n’est pas d’examiner ou de de´crire
la structure des infe´rences normatives comme elles se font au quotidien: il s’agit plutoˆt
de de´terminer les conditions dans lesquelles les infe´rences normatives sont valides. En ce
sens, l’objectif est de fournir un cadre de travail permettant de de´terminer la structure
que devrait avoir une infe´rence normative. Notre taˆche n’est donc pas descriptive mais
prescriptive.
4 Voir A˚qvist (2002). Soulignons que le syste`me initial de von Wright n’est pas e´quivalent au syste`me
standard.
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Parmi les discours normatifs, on trouve notamment les discours e´thique et juridique.
Contrairement au discours e´thique, les re`gles gouvernant les conditions dans lesquelles
les infe´rences juridiques sont acceptables sont bien de´finies, ou du moins sont souvent
explicites. Lorsque le juriste raisonne et intepre`te la loi, ses infe´rences sont guide´es par
des principes d’interpre´ation bien e´tablis, et souvent meˆme ancre´s dans la jurisprudence.
Conside´rant cet avantage du discours le´gal, nous avons choisi de concentrer notre analyse
sur ce dernier afin de pouvoir apporter des fondements philosophiques solides a` notre
approche. En un mot, l’ide´e derrie`re ce choix est fort simple: pour que la logique soit
pertinente au discours le´gal, le syste`me formel doit eˆtre construit sur la base de principes
fondamentaux au droit. Ainsi, notre analyse sera oriente´e sur le discours le´gal de fac¸on a`
pouvoir fonder notre approche sur des principes bien e´tablis en droit. Cela dit, malgre´ que
l’objectif principal de la the`se soit de de´velopper des outils formels pertinents a` l’analyse
des infe´rences le´gales, la possibilite´ que ces outils soient utilise´s afin d’analyser les infe´rences
normatives en ge´ne´ral reste ouverte.
A` la lumie`re de ces remarques, il est possible de mieux comprendre le titre du pre´sent
ouvrage: Analyse de la structure logique des infe´rences le´gales et mode´lisation du discours
juridique. Notre objectif est de de´velopper des outils formels capables d’expliciter la struc-
ture des infe´rences le´gales, et ce de fac¸on a` de´terminer leurs conditions de validite´. En ce
sens, le cadre de travail propose´ permet l’analyse des infe´rences le´gales du point de vue
de leur structure, ce qui ultimement permet la mode´lisation de la structure du discours
jurique. Ainsi, l’objet de notre analyse est la structure du discours juridique, et non pas,
par exemple, l’analyse de la structure de la le´gislation canadienne: notre objectif est de
de´terminer certaines conditions qui marquent une utilisation correcte d’une infe´rence au
sein du discours juridique.
La pre´sente the`se se divise en deux parties et s’inse`re dans la continuite´ de ce qui
a de´ja` e´te´ entame´ dans Peterson (2011). La premie`re partie se veut une revue de la
litte´rature et comple`te nos travaux pre´ce´dents. L’objectif principal e´tant de de´finir un
cadre de travail permettant l’analyse des infe´rences le´gales, la revue de la litte´rature ainsi
que les critiques qui sont propose´es seront faites a` la lumie`re de cet objectif. Meˆme
si plusieurs approches peuvent eˆtre pertinentes selon diffe´rents objectifs, nous taˆcherons
d’expliciter en quoi ce que l’on trouve actuellement au sein de la litte´rature ne permet
pas de de´terminer un cadre de travail ade´quat a` l’analyse des raisonnements juridiques.
Ayant de´ja` propose´ une revue critique de la litte´rature en abordant les paradoxes de la
logique de´ontique ainsi que les syste`mes monadiques, dyadiques et temporels, nous ne
re´pe´terons pas ce qui a de´ja` e´te´ expose´ dans Peterson (2011), auquel le lecteur est re´fe´re´
pour une plus ample analyse. Ne´anmoins, afin que cette the`se comprenne tout le mate´riel
ne´cessaire a` sa compre´hension, nous proposerons d’abord au chapitre 2 un re´sume´ concis
des paradoxes, des syste`mes standards ainsi que de la logique de´ontique dyadique. Les
logiques de l’action sont aborde´es aux chapitres 3 et 4, et une bre`ve analyse des logiques
multi-modales sans logique d’action est pre´sente´e au chapitre 5. Cela fait, les logiques
input-output, qui sont des logiques non-modales, sont pre´sente´es au chapitre 6. Enfin,
diffe´rentes approches qui utilisent plutoˆt des structures alge´briques sont pre´sente´es au
chapitre 7, et la logique non-monotone est aborde´e au chapitre 8. Le chapitre 9 cloˆt la
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premie`re partie, ou` les fondements philosophiques de notre analyse ainsi qu’une critique
de la litte´rature sont expose´s.
La seconde partie pre´sente la contribution the´orique de cette the`se, qui a e´te´ re´dige´e
par articles. Le chapitre 10 fait le pont avec le chapitre pre´ce´dent et introduit les diffe´rents
articles en spe´cifiant comment ceux-ci re´pondent aux critiques avance´es. Notre objectif,
qui est de de´finir un cadre de travail ade´quat pour l’analyse de la structure des infe´rences
le´gales, est aborde´ en deux temps.
D’abord, cette the`se a e´te´ re´dige´e avec le souci pe´dagogique de rendre accessible
aux e´tudiants en philosophie ainsi qu’aux juristes une me´thode leur permettant de faire
l’analyse des infe´rences normatives. Notre objectif ge´ne´ral est donc aborde´ dans un premier
temps du point de vue de la pense´e critique et de l’argumentation. Alors que les e´tudiants
dans les cours de pense´e critique sont ge´ne´ralement introduits a` la logique propositionnelle
classique et au calcul des pre´dicat, ces derniers ont rarement le mate´riel requis pour faire
l’analyse de la validite´ des infe´rences normatives. Ce constat et la ne´cessite´ d’une nouvelle
approche afin de re´pondre a` ce proble`me sont expose´s au chapitre 12, qui se veut un
chapitre de vulgarisation s’adressant a` un lecteur ayant peu de bagage en logique. Le
syste`me formel a` partir duquel la me´thode pre´sente´e au chapitre 12 est construite est
expose´ au chapitre 11, ou` les fondements de notre analyse sont pre´sente´s et ou` les paradoxes
de la logique de´ontique sont discute´s.
En plus d’aborder la question de la validite´ des infe´rences le´gales du point de vue de la
pense´e critique et de l’argumentation, notre objectif ge´ne´ral a aussi e´te´ traite´ a` partir d’un
cadre plus formel, qui s’enracine au sein de la philosophie formelle et de la logique. Malgre´
que le syste`me propose´ au chapitre 11 ait des avantages face a` la logique propositionnelle,
au calcul des pre´dicats ainsi qu’aux syste`mes que l’on retrouve dans la litte´rature quant
a` l’e´tude de la validite´ des infe´rences le´gales, il n’en demeure pas moins que ce dernier
posse`de ses limites. Afin d’y re´pondre, un cadre de travail ge´ne´ral et unificateur a e´te´
de´veloppe´ a` partir d’une analyse de la logique selon la the´orie des cate´gories. La the´orie
des types de Lambek en relation avec la the´orie des cate´gories et la logique de´ontique
est pre´sente´e au chapitre 13, et une analyse des logiques de l’action selon la the´orie des
cate´gories est propose´e au chapitre 14. Le chapitre 15 aborde les obligations conditionnelles
et les conflits normatifs a` partir du meˆme cadre de travail, et le chapitre 16 propose la
synthe`se des autres articles en introduisant un cadre unificateur permettant l’analyse des
infe´rences le´gales. Enfin, une re´capitulation de nos principaux re´sultats est pre´sente´e au
chapitre 17. En un mot, la contribution de cette the`se consiste a` fournir un nouveau regard
sur les proble`mes auxquels la logique de´ontique fait face, montrant qu’une interpre´tation
de la logique selon la the´orie des cate´gories permet de mettre en relation ces proble`mes
avec certaines proprie´te´s structurelles des logiques utilise´es.
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Partie I
Revue de la litte´rature

Chapitre 2
Syste`mes standards et paradoxes
Le pre´sent chapitre se veut essentiellement une synthe`se des re´sultats pre´sente´s dans Pe-
terson (2011). La logique de´ontique standard et les paradoxes e´tant des points de re´fe´rence
au sein de la litte´rature, nous avons juge´ ne´cessaire de les exposer brie`vement, principale-
ment de fac¸on a` ce que le lecteur trouve dans le pre´sent ouvrage tout le mate´riel ne´cessaire
a` la compre´hension du propos qui y est ve´hicule´. Cela dit, ces sujets ont de´ja` e´te´ couverts
pre´ce´demment, et de fait, le pre´sent chapitre a e´te´ re´dige´ de manie`re extreˆmement concise,
prenant pour acquis que le lecteur est au fait de nos travaux ante´rieurs. Afin que cela ne
soit pas redondant, nous allons seulement exposer les notions principales et le lecteur est
re´fe´re´ a` Peterson (2011) pour une analyse approfondie.
Logique de´ontique standard
Tel que pre´sente´ dans Peterson (2011, p.32), les travaux de von Wright (1951) ont donne´
lieu aux syste`mes standards de logique de´ontique (sdl), dont le repre´sentant est le syste`me
modal KD. Ici, une pre´cision s’impose concernant une petite ambigu¨ıte´ que l’on trouve
dans la litte´rature: meˆme si sdl re´fe`re a` la classe des syste`mes syntaxiquement e´quiva-
lents a` KD, l’expression syste`me standard de logique de´ontique est parfois utilise´e afin de
re´fe´rer a` des syste`mes qui ne sont pas e´quivalents a` KD. Conforme´ment a` la pre´sentation
de A˚qvist (2002, p.155), la classe des syste`mes dits standards inclut les syste`mes normaux
et fortement normaux. Alors que les syste`mes normaux de logique de´ontique admettent
minimalement les the´ore`mes du syste`me modal K, les syste`mes fortement normaux con-
tiennent au moins ceux de KD.
Une logique peut eˆtre vue comme un ensemble de propositions (bien forme´es) con-
tenant certains axiomes et e´tant ferme´ sous certaines re`gles. Ainsi, un syste`me ∆ de
logique de´ontique est normal si K ⊆ ∆ et fortement normal si KD ⊆ ∆. Notons que la
de´finition propose´e par A˚qvist pour les syste`mes normaux est e´quivalente a` celle propose´e
par Chellas (1980, p.114). Soulignons aussi que le syste`me pre´sente´ par von Wright (1951)
n’est pas e´quivalent au syste`me standard, notamment en raison du fait que von Wright
rejette les proposition de la forme O>, ou` > est une tautologie.1
La logique de´ontique standard est un incontournable dans la litte´rature conside´rant
que lorsqu’elle n’est pas utilise´e comme syste`me de base a` partir duquel on cre´er une exten-
sion, elle est utilise´e comme point de re´fe´rence afin de pre´ciser quelles re`gles sont rejete´es
et pourquoi. Suivant la pre´sentation faite dans Peterson (2011, p.30), le syste`me modal
KD, extension de K, est le repre´sentant de la classe des syste`mes standards. Lorsque
pre´sente´ en tant que syste`me de de´duction naturelle, le syste`me K est une extension de
la logique propositionnelle classique (CL), a` laquelle on ajoute l’ope´rateur 2 ainsi que
deux re`gles qui gouvernent l’introduction (2in) et l’e´limination (2out) de l’ope´rateur (cf.
Garson 2006, chapitre 1).
1 2
2
...
3 A
4 2A 2in l.1-3
1
...
2 2A
3 2
4 A 2out l.2,3
Le langage L = {(, ),⊃,2, P rop} de K, ou` Prop = {⊥, p1, ..., pn, ...}, contient un
connecteur logique primitif ⊃, a` l’aide duquel il est possible de de´finir (classiquement) les
autres connecteurs logiques lorsque le symbole ⊥ est conside´re´.
¬A =def A ⊃ ⊥ (def. ¬)
A ∧B =def ¬(A ⊃ ¬B) (def. ∧)
A ∨B =def ¬A ⊃ B (def. ∨)
A ≡ B =def ((A ⊃ B) ∧ (B ⊃ A)) (def. ≡)
L’ope´rateur dual de 2 est de´fini par (def.♦). Dans le cas de la logique de´ontique, les
ope´rateur 2 et ♦ sont remplace´s respectivement par O et P . L’ope´rateur F , qui repre´sente
l’interdiction, est de´fini par (def. F).
♦A =def ¬2¬A (def.♦)
FA =def O¬A (def. F)
L’ensemble des expressions bien forme´es (EBF ) est de´fini re´cursivement de manie`re
a` permettre l’ite´ration des ope´rateurs de´ontiques.
1. si p ∈ Prop, alors p ∈ EBF ;
2. si A,B ∈ EBF , alors A ⊃ B ∈ EBF ;
3. si A ∈ EBF , alors 2A ∈ EBF .
1 Il s’agit du principe de contingence normative. Voir Peterson (2011, p.29) pour l’approche monadique
de von Wright, lequel acceptera e´ventuellement ce type d’e´nonce´ en adoptant le sche´ma d’axiome
O(A ∨ ¬A) (cf. von Wright 1983, p.120).
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La pre´sentation de K en tant que syste`me de de´duction naturelle est e´quivalente a` sa
pre´sentation axiomatique usuelle (cf. Garson 2006, p.37), ou` K = CL+ (Nec) + (Dist).2
` A (Nec)` 2A
` 2(A ⊃ B) ⊃ (2A ⊃ 2B) (Dist)
Le syste`me KD est obtenu avec l’ajout de l’axiome (D).
2A ⊃ ♦A (D)
Suivant Peterson (2011, p.31 et p.35), les syste`mes standards utilisent la se´mantique
habituelle pour les logiques modales (cf. Kripke 1963). Un mode`le M = 〈U,R, a〉 est
construit a` partir d’une structure S = 〈U,R〉, ou` U est un univers (non vide) et R un
ensemble de relation(s) au sein de U . Formellement, U 6= ∅ et R ⊆ U × U . La fonction
a : U −→ {>,⊥} attribue des valeurs de ve´rite´ aux propositions dans U . Une proposition
A est dite vraie pour un sce´nario w ∈ U a` condition qu’elle soit un e´le´ment de w:
aw(A) = > ⇔ A ∈ w
Par convention, un sce´nario qui ne contient pas A contient ¬A. La clause se´mantique
quant a` l’ope´rateur 2 est que 2A est vrai pour un sce´nario w si et seulement si A est vrai
pour tout sce´nario v en relation R avec w. Formellement, nous avons:
aw(2A) = > ⇔ av(A) = > ∀v t.q. wRv
Un e´nonce´ est dit valide lorsqu’il est vrai pour toute interpre´tation M. Dans le cas
du syste`me KD, l’axiome (D) induit une relation se´rielle sur le mode`le se´mantique, et
donc la relation R est restreinte par la condition suivante.
∀w,∃v t.q. wRv
La logique de´ontique standard est une logique monadique, c’est-a`-dire une logique
pour laquelle l’ope´rateur 2 est unaire. Autrement dit, une logique de´ontique monadique
met en jeu un ope´rateur de´ontique qui ne contient qu’une seule proposition dans sa porte´e.3
Notons que de´pendamment de l’approche pre´fe´re´e, la se´mantique peut aussi eˆtre
de´finie re´cursivement en faisant re´fe´rence aux ensembles qui contiennent les sce´narios ou`
les propositions sont vraies. En prenant par exemple l’ensemble ‖VA‖ = {w :|=w A}, on
peut reformuler la clause se´mantique par:
aw(A) = > ⇔ w ∈ ‖VA‖
2 (Nec) est une re`gle de fermeture alors que (Dist) est un sche´ma d’axiome. La diffe´rence peut
s’apercevoir par le fait que 0 p ⊃ 2p mais ` 2(p ⊃ q) ⊃ (2p ⊃ 2q).
3 Le lecteur est re´fe´re´ a` Peterson (2011, chapitre 3).
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Similairement, on peut de´finir re´cursivement ‖VA‖ a` partir des atomes et des con-
necteurs logiques:
‖Vp‖ = {w : |=w p}
‖V¬A‖ = {w : w ∈ U − ‖VA‖}
‖VA∧B‖ = {w : w ∈ ‖VA‖ ∩ ‖VB‖}
‖VA∨B‖ = {w : w ∈ ‖VA‖ ∪ ‖VB‖}
‖VA⊃B‖ = {w : w ∈ ‖V¬A‖ ∪ ‖VB‖}
Logique de´ontique dyadique
Suivant Peterson (2011, chapitre 4), la logique de´ontique dyadique s’est de´veloppe´e en
re´action aux paradoxe de Chisholm (1963), lequel met en e´vidence la ne´cessite´ d’avoir un
ope´rateur dyadique O(/) primitif afin de pouvoir rendre compte de la notion d’obligation
contraire au devoir. L’ope´rateur dyadique O(A/C), qui se lit «A est obligatoire dans les
conditions C », vise a` rendre compte des obligations conditionnelles. De manie`re ge´ne´rale,
l’ope´rateur dual de O(/) est de´fini de fac¸on similaire a` ce que l’on retrouve au sein de la
litte´rature sur la logique de´ontique monadique. En effet, la permission conditionnelle est
souvent de´finie comme ce dont la ne´gation n’est pas obligatoire dans un certain contexte.
P (A/C) =def ¬O(¬A/C) (def. P (/))
Afin de faciliter la lecture, l’ope´rateur O(A/C) est parfois remplace´ par OCA, lequel
se lit plus naturellement de la gauche vers la droite.
Tel que mentionne´ par Chellas (1980, p.201), la de´finition de l’ope´rateur dyadique
O(/) en termes monadiques pose proble`me. Par exemple, de´finir O(A/C) par C ⊃ OA
nous donne une version du paradoxe de Prior (1954) puisque ¬C ⊃ (C ⊃ OA). Autrement
dit, si Pierre ne paie pas ses taxes, alors s’il paie ses taxes, il doit commettre l’adulte`re!
En ce sens, la de´finition de l’obligation conditionnelle en termes d’obligation incondition-
nelle pose certaines difficulte´s, ce qui est souvent re´solu par le fait de prendre l’ope´rateur
dyadique comme primitif.4 La litte´rature sur la logique de´ontique dyadique est tre`s vaste,
et le lecteur est re´fe´re´ a` Peterson (2011, chapitre 4) pour de plus amples informations
concernant son origine, son e´volution et les proble`mes auxquels elle fait face.
Cela dit, le proble`me le plus important de l’obligation conditionnelle est certainement
celui du de´tachement (Peterson 2011, pp.60-1). Le proble`me du de´tachement se re´sume a`
la question de savoir dans quelle mesure l’obligation conditionnelle O(A/C) devient une
obligation inconditionnelle OA. Ce proble`me se re´sume au fait que les deux propositions
suivantes sont plausibles mais incompatibles:
1. si A est une obligation conditionnelle au contexte C et que le contexte C se pre´sente,
alors il est possible de conclure que A (dans le contexte C) est une obligation actuelle;
4 Ce n’est toutefois pas la solution propose´e par Chellas (1974), lequel introduit un nouvel ope´rateur
⇒ afin de rendre compte des obligations conditionnelles (cf. Peterson 2011, section 4.4).
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2. meˆme si A est une obligation conditionnelle au contexte C, il est tout a` fait possible
que des circonstances C ′ s’ajoutent au contexte C et que A ne soit pas obligatoire
dans le contexte C ∧ C ′.
En ce sens, le proble`me du de´tachement consiste a` rendre compte ade´quatement
du fait que dans certains cas le de´tachement peut se faire, alors que dans d’autres cas
le de´tachement peut eˆtre empeˆche´. Les proble`mes concernant la de´finition de l’ope´rateur
dyadique, le de´tachement, et l’obligation conditionnelle sont analyse´s en de´tails au chapitre
15.
Paradoxes
Les paradoxes de la logique de´ontique se trouvent au cœur de la litte´rature conside´rant
que la plupart des approches se sont de´veloppe´es de manie`re a` re´pondre a` l’un ou l’autre
de ces proble`mes. Dans la pre´sente section, les paradoxes sont seulement e´nonce´s, sans
plus, principalement en raison du fait que ceux-ci ont de´ja` e´te´ discute´s ante´rieurement (cf.
Peterson 2011, chapitre 2).
Suivant A˚qvist (2002, pp.161-173), les paradoxes de la logique de´ontique re´sultent
d’une inade´quation entre les syste`mes formels et la langue naturelle (normative). Soit
∆ un syste`me de logique de´ontique et NDL (pour natural deontic logic) un ensemble de
propositions formant une repre´sentation intuitive de la langue naturelle. Un paradoxe
e´merge lorsque ∆ n’est pas une repre´sentation ade´quate de NDL. Soit t : NDL −→
∆ une fonction de traduction de la langue naturelle vers une logique de´ontique, et soit
t−1 : ∆ −→ NDL l’inverse de t (qui associe une traduction possible dans NDL a` chaque
proposition de ∆). La fonction t permet de traduire les e´nonce´s de la langue naturelle
dans le langage du syste`me formel ∆. Par exemple, pour
si Pierre vole un ve´lo, alors Pierre commet un crime
un e´nonce´ de la langue naturelle,
t(si Pierre vole un ve´lo, alors Pierre commet un crime) = p ⊃ q
et
t−1(p ⊃ q) = si Pierre vole un ve´lo, alors Pierre commet un crime.
Deux situations peuvent donner lieu a` un paradoxe:
1. il y a une proposition t(ϕ) ∈ ∆ telle que ϕ /∈ NDL parce que intuitivement ϕ ne
devrait pas eˆtre valide;
2. il y a une proposition t(ϕ) /∈ ∆ pour laquelle ϕ ∈ NDL puisque ϕ est intuitivement
valide.
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A˚qvist (2002, p.173) nomme respectivement ces deux formes d’inade´quation comme
une inade´quation de la droite vers la gauche et une inade´quation de la gauche vers la
droite. Le sens de l’inade´quation va de la non-appartenance /∈ vers l’appartenance ∈.
Dans la pre´sentation qui suit, ∆ sera utilise´ afin de de´noter un syste`me fortement normal
(i.e., pour lequel KD ⊆ ∆).
Le dilemme de Jørgensen
Le dilemme formule´ par Jørgensen (1937) remet en doute la possibilite´ d’appliquer la
logique au discours normatif. A` strictement parler et conforme´ment a` la pre´sentation
susmentionne´e, le dilemme de Jørgensen n’est pas un paradoxe, mais plutoˆt un proble`me
pour la logique de´ontique. Le dilemme se re´sume aux trois propositions suivantes (Peterson
2011, pp.8-9).
1. les propositions normatives n’ont pas de condition de ve´rite´;
2. la logique traite de la transmission des valeurs de ve´rite´ entre les propositions;
3. les raisonnements normatifs semblent ne´anmoins valides, notamment dans le cas des
arguments le´gaux et moraux.
On trouvera une discussion du dilemme au chapitre 12.
Le paradoxe de l’obligation de´rive´e
Suivant Peterson (2011, p.11), le paradoxe de l’obligation de´rive´e, avance´ par Prior (1954),
visait principalement la traduction formelle de la notion d’engagement (commitment)
telle que propose´e par von Wright (1951, p.5): si une action A est obligatoire et que
poser l’action A nous engage a` poser l’action B, alors B est aussi obligatoire. La no-
tion d’engagement est formellement traduite par l’implication O(A ⊃ B), et de fait le
raisonnement susmentionne´ se traduit par (E).
(OA ∧O(A ⊃ B)) ⊃ OB (E)
Le paradoxe se re´sume au fait que:
`∆ ¬PA ⊃ O(A ⊃ B)
De fait, l’e´nonce´ ¬PA ⊃ O(A ⊃ B) est un (me´ta-) the´ore`me des syste`mes standards.5
Conside´rant la lecture que fait von Wright de la notion d’engagement, cet e´nonce´ signifie
dans le langage naturel qu’enfreindre une action interdite nous engage a` poser n’importe
quelle autre action. Dans une perspective plus ge´ne´rale et en laissant de coˆte´ le traitement
5 Il s’agit d’un me´ta-the´ore`me conside´rant que A et B sont des me´ta-variables.
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que von Wright fait de l’engagement, cet e´nonce´ est paradoxal pour les syste`mes standards
conside´rant que son interpre´tation dans la langue naturelle est contre intuitive: s’il n’est
pas permis a` Paul de voler, alors il est obligatoire que si Paul vole, alors Paul commet
l’adulte`re. D’un point de vue normatif, ce n’est pas parce qu’il n’est pas permis de voler
que cela permet de conclure qu’il est obligatoire que voler implique commettre l’adulte`re!
Le paradoxe de Prior montre une inade´quation de la droite vers la gauche:
¬PA ⊃ O(A ⊃ B) ∈ ∆
t−1(¬PA ⊃ O(A ⊃ B)) /∈ NDL
Le paradoxe de Chisholm
Le paradoxe propose´ par Chisholm (1963) a non seulement fait couler le plus d’encre, mais
est surtout le plus important dans la litte´rature. En effet, ce paradoxe met en e´vidence
l’incapacite´ des syste`mes monadiques a` rendre compte des obligations contraires au devoir
(contrary to duty obligations, CTD). Une obligation contraire au devoir survient dans un
contexte de violation. L’objection avance´e par Chisholm vise a` montrer que les syste`mes
monadiques ne sont pas capables de rendre compte des obligations qui e´mergent dans des
contextes ou` d’autres obligations ont e´te´ enfreintes. Le paradoxe se re´sume a` ce que l’on
nomme souvent Chisholm’s set, soit l’ensemble des propositions suivantes (Peterson 2011,
pp.15-6).
O¬p
O(¬p ⊃ ¬q)
p ⊃ Oq
p
Dans la langue naturelle, le paradoxe s’e´nonce par
1. Paul ne doit pas voler;
2. il devrait eˆtre le cas que si Paul ne vole pas, alors il ne remet pas l’argent vole´;
3. si Paul vole, alors il doit remettre l’argent vole´;
4. Paul vole.
Suivant A˚qvist (2002, p.190), ces quatre propositions sont inde´pendantes dans la
langue naturelle, d’ou` les traductions diffe´rentes de 2 et 3 respectivement par O(¬p ⊃ ¬q)
et p ⊃ Oq afin de pre´server l’inde´pendance des e´nonce´s au sein du syste`me formel.
Le paradoxe de Chisholm montre une inade´quation de la droite vers la gauche. En
effet, ce dernier met en e´vidence que l’ensemble des e´nonce´s susmentionne´s, qui est in-
tuitivement cohe´rent dans la langue naturelle, est inconsistant lorsque traduit dans le
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langage d’une logique de´ontique standard. Soit ϕ la conjonction des e´nonce´s traduits dans
le langage de ∆.
ϕ = O¬p ∧ (O(¬p ⊃ ¬q) ∧ ((p ⊃ Oq) ∧ p))
Le paradoxe de Chisholm est tel que:
ϕ ⊃ ⊥ ∈ ∆
t−1(ϕ ⊃ ⊥) /∈ NDL.
Le paradoxe de Ross
Le paradoxe de Ross (1941) montre lui aussi une inade´quation de la droite vers la gauche.
Op ⊃ O(p ∨ q) ∈ ∆
t−1(Op ⊃ O(p ∨ q)) /∈ NDL.
D’une part, Op ⊃ O(p ∨ q) est un the´ore`me des syste`mes standards en vertu des
re`gles (Nec) et (Dist). Par ailleurs, la traduction de cet e´nonce´ dans la langue naturelle
semble contre intuitive: si Paul doit poster une lettre, alors Paul doit soit poster la lettre
ou la bruler!
Le paradoxe du bon Samaritain
Le paradoxe du bon Samaritain a d’abord e´te´ formule´ par Prior (1958) mais a ensuite
e´te´ reformule´ par A˚qvist (1967).6 A` l’instar des paradoxes susmentionne´s, le paradoxe
du bon Samaritain montre une inade´quation de la droite vers la gauche. Conside´rons les
propositions suivantes:
1. Pierre ne doit pas voler Paul;
2. le bon Samaritain doit aider Paul, lequel a e´te´ vole´ par Pierre.
Dans le langage de ∆, 1 et 2 sont respectivement traduits par O¬p et O(q∧p). Alors
que les propositions 1 et 2 sont cohe´rentes dans la langue naturelle, O¬p et O(q ∧ p) sont
inconsistantes dans le langage d’un syste`me standard ∆, principalement en vertu du fait
que:
`∆ O(q ∧ p) ⊃ Op
6 La version initiale du paradoxe met en jeu une utilisation injustifie´e de la re`gle de´rive´e (ROM) des
syste`mes standards (Peterson 2011, pp.25-6). Cette premie`re version est similaire au paradoxe du voleur
propose´ par Nozick et Routley (1962, p.378) et au paradoxe du meurtre gentil avance´ par Forrester (1984).
Voir Peterson et Marquis (2012) pour une analyse de´taille´e.
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Par conse´quent, cela entraine une contradiction avec l’axiome (D). Nous avons donc:
(O¬p ∧O(q ∧ p)) ⊃ ⊥ ∈ ∆
t−1((O¬p ∧O(q ∧ p)) ⊃ ⊥) /∈ NDL.
La solution est de traduire la seconde proposition par p∧Oq plutoˆt que O(q ∧ p), ce
qui permet d’e´viter le paradoxe.
* * *
Ceci conclut notre re´sume´ des principaux re´sultats pre´sente´s dans Peterson (2011).
Ce re´sume´ e´tait e´videmment tre`s succinct et plusieurs de´tails ont e´te´ laisse´s de coˆte´. Le
pre´sent ouvrage e´tant la continuation de ce que nous avons entame´ pre´ce´demment, il e´tait
ine´vitable de mentionner certains points auxquels nous re´fe`rerons dans le pre´sent texte.
Les points importants ont e´te´ mentionne´s extreˆmement brie`vement, l’objectif e´tant que le
lecteur ait a` sa disposition tout le mate´riel ne´cessaire a` la compre´hension de notre propos.
Pour une analyse de´taille´e des paradoxes, le lecteur est invite´ a` consulter Peterson (2011,
chapitre 2). Pour une discussion des paradoxes susmentionne´s ainsi que d’autres paradoxes
de la logique de´ontique, le lecteur est invite´ a` consulter les chapitres 11, 13 et 15 du pre´sent
ouvrage.
39

Chapitre 3
Logique stit
Les de´veloppements re´cents en logique de´ontique qui proposent une analyse du discours
le´gal sont souvent base´s sur une logique de l’action. Suivant Segerberg et al. (2009, p.1), la
bannie`re logique de l’action regroupe deux principaux types bien distincts en philosophie,
a` savoir les logiques stit et les logiques dynamiques. Alors que le pre´sent chapitre porte
sur les logiques de l’action de type stit, les logiques de´ontiques dynamiques seront con-
side´re´es au chapitre 4. L’inte´reˆt d’inte´grer une logique de l’action a` la logique de´ontique
se comprend en fonction des notions de syste`me normatif (ns, pour normative system) et
de syste`me normatif avec plusieurs agents (nmas, pour multiagent normative system).
Malgre´ que l’on retrouve une certaine ambigu¨ıte´ au sein de la litte´rature quant a`
l’utilisation de ces deux termes, la distinction entre un syste`me normatif et un nmas se
comprend en fonction de l’emphase mise sur la notion d’agent. Cette ambigu¨ıte´ vient
principalement du fait que le concept de nmas est parfois subsume´ sous le concept de
syste`me normatif. En effet, alors que le concept de syste`me normatif est actuellement
majoritairement utilise´ conforme´ment a` la de´finition propose´e par Carmo et Jones (2002),
ce dernier est aussi parfois utilise´ selon sa signification originelle, que l’on retrouve chez
Alchourro´n et Bulygin (1971).
D’entre´e de jeu, Alchourro´n et Bulygin (1971, p.54) conside`rent un syste`me normatif
comme un ensemble de normes qui contient toutes ses conse´quences (i.e., un ensemble de
normes de´ductivement ferme´). Cette de´finition est similaire a` celle de Føllesdal et Hilpinen
(1970, p.16): « by a ‘normative system’ we understand simply any set of normative sen-
tences closed under deduction ». Elle a e´te´ reprise par plusieurs auteurs, trop nombreux
pour tous les e´nume´rer. A` l’inverse, Carmo et Jones (2002, p.265) proposent la de´finition
suivante1:
Deontic logic is one of the formal tools needed in the design and specification of
normative systems, where the latter are understood to be sets of agents (human
or artificial) whose interactions can fruitfully be regarded as norm-governed; the
norms prescribe how the agents ideally should and should not behave, what they are
permitted to do, and what they have a right to do.
1 Voir aussi Jones et Sergot (1993).
D’autres auteurs ont aussi utilise´ cette de´finition de syste`me normatif, par exemple
Pacheco et Santos (2004, p.210), pour qui un syste`me normatif est un « set of interact-
ing agents whose behaviour is ruled by norms ». E´videmment, ces dernie`res conceptions
d’un syste`me normatif correspondent plutoˆt a` un nmas. Afin d’e´viter toute ambigu¨ıte´,
nous proposons d’utiliser la de´finition d’Alchourro´n et Bulygin (1971) pour les syste`mes
normatifs et celle de Carmo et Jones (2002) pour les nmas.2
Conside´rant que la logique de´ontique peut servir a` la mode´lisation des nmas, l’inte´reˆt
d’y intre´grer une logique de l’action devient e´vident. Les logiques stit, dont l’acronyme
signifie seeing to it that, sont des logiques qui visent a` rendre compte de la re´alisation de
certaines actions par des agents.3 Ces logiques visent la mode´lisation des nmas dans la
mesure ou` l’on observe l’impact des normes sur le comportement des agents et des groupes
d’agents.
Bien que l’origine de la logique stit soit ge´ne´ralement attribue´e a` Belnap et Perloff
(1988), qui ont introduit l’ope´rateur [i stit : ϕ], l’origine des logiques de type stit peut
eˆtre retrace´e aux travaux de Kanger (1957)4, qui a e´te´ le premier a` traiter des notions
de´ontiques a` l’aide d’une logique de l’action (cf. Kanger 1972, p.111). Quoique Chellas
(1969) ait e´te´ le premier a` proposer une se´mantique bien de´finie pour les logiques de type
stit (cf. Segerberg 1992, p.369), l’ope´rateur Ei indexe´ a` un agent i est apparu avec Po¨rn
(1970) (cf. Carmo et Pacheco 2001, p.131), ou` l’auteur cherchait a` rendre compte des
relations d’influences et des relations normatives qui se trouvent entre certains agents.
L’ope´rateur Ei, qui en franc¸ais peut se lire ‘i re´alise ...’, se comprend mieux en fonction de
sa formulation anglaise, ou` l’ope´rateur signifie « i sees to it that ...» ou encore « i brings
it about that...». C’est d’ailleurs en raison de cette premie`re formulation que Belnap et
Perloff (1988) ont utilise´ l’acronyme stit pour de´finir l’ope´rateur [i stit : ϕ]. A` strictement
parler, la logique stit telle que de´veloppe´e Belnap et Perloff (1988) inclue une dimension
temporelle, conforme´ment aux travaux de Chellas (1969). Ne´anmoins, le pre´sent chapitre
aborde ce que nous nommons les logiques de type stit, qui incluent les approches ou` l’on
utilise un ope´rateur du type « i re´alise...».
E´tant donne´ que les logiques de types stit utilisent un formalisme similaire a` celui
de´veloppe´ par Po¨rn (1970), nous avons juge´ bon de pre´senter son approche afin de don-
ner un aperc¸u de l’origine de ce genre de logique. Nous avons aussi choisi de pre´senter
l’approche de Horty (2001) conside´rant qu’il s’agit, a` notre avis, de l’ouvrage le plus com-
plet proposant une analyse de la logique de´ontique dans le cadre d’une logique stit. Con-
side´rant que l’objectif du pre´sent ouvrage est d’utiliser la logique de´ontique afin d’analyser
la structure des infe´rences le´gales, les deux autres approches pre´sente´es ont e´te´ choisies
en fonction du fait qu’elles utilisent la logique de´ontique afin d’e´claircir certaines notions
2 Certains auteurs, comme Boella et al. (2006), refusent la de´finition de Carmo et Jones (2002) pour les
nmas et proposent de les de´finir comme la jonction entre un syste`me multi-agents et un syste`me normatif
au sens de Alchourro´n et Bulygin (1971).
3 Le lecteur inte´resse´ par les logiques de l’action est invite´ a` consulter Segerberg (1992) et Peterson
(2014a).
4 Le texte de Kanger (1957) a e´te´ re´imprime´ dans Kanger (1971) et ses travaux se sont de´veloppe´s
dans Kanger et Kanger (1966) et Kanger (1972).
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juridiques. Nous pre´senterons d’abord l’approche de Pacheco et Carmo (2003), qui s’inse`re
plutoˆt dans la tradition de Po¨rn (1970), et ensuite celle de Broersen (2011a), qui propose
d’augmenter la logique stit a` l’aide d’une modalite´ e´piste´mique.
E´videmment, plusieurs auteurs utilisent des logiques de type stit, et faire une revue
comple`te de cette litte´rature de´passerait la porte´e de notre propos. Le lecteur inte´resse´
est invite´ a` consulter Xu (1995) pour le de´veloppement formel de la logique stit, et Horty
et Belnap (1995) pour une introduction de´taille´e a` la logique de´ontique de type stit.
Ingmar Po¨rn
Dans son ouvrage intitule´ The logic of power, Po¨rn (1970) visait a` de´velopper une logique
capable de rendre compte des relations de pouvoir coercitif et de pouvoir d’influence entre
certains agents.5 Plus pre´cise´ment, son objectif e´tait de de´velopper un langage formel
capable de rendre compte de plusieurs nuances de la langue naturelle (normative), telles
les notions de droit, de devoir, d’obligation, de tole´rance ou encore de controˆle. Suiv-
ant les travaux de Hohfeld (1917), le langage de´veloppe´ a pour but de rendre compte de
certaines paires de concepts normatifs, comme droit/devoir, pouvoir/imputabilite´ et im-
munite´/imputabilite´ (Po¨rn 1970, p.46). Les travaux de Po¨rn visaient a` rendre compte de
ces concepts de manie`re ge´ne´rale, en de´veloppant une logique qui facilite leur analyse.
L’ouvrage de Po¨rn est ge´ne´ral dans la mesure ou` il s’inte´resse aux concepts de droit
ou d’imputabilite´, par exemple, sans s’inte´resser a` la logique sous-jacente aux droits ou a`
l’imputabilite´. En ce sens, l’approche de Po¨rn posse`de ses lacunes: son syste`me ne permet
pas de rendre compte des notions d’intention ou de responsabilite´ du point de vue de
l’action (Po¨rn 1970, p.77), ce qui est crucial dans la mesure ou` l’on cherche a` formaliser
une logique de l’imputabilite´.
La logique de l’action de´veloppe´e par Po¨rn (1970) est base´e sur un langage similaire
au calcul de premier ordre augmente´ a` l’aide de deux ope´rateurs (modaux) visant a` rendre
compte de l’action.6 Du coˆte´ de la syntaxe, le langage
L = {(, ),¬,⊃, Ei, Ci, ∀,=, B,P,CV}
contient les connecteurs ¬, ⊃ et le quantificateur ∀, a` partir desquels les autres connecteurs
sont de´finis de fac¸on habituelle. Les ope´rateurs Eiϕ et Ciϕ signifient respectivement
« l’agent i re´alise ϕ » et «ϕ est compatible avec les actions pose´es par i». Les symboles
= et B sont des pre´dicats qui repre´sentent respectivement l’identite´ et le fait qu’un agent
5 Po¨rn de´finit les relations (binaires) de pouvoir entre les agents comme des ensembles qui contiennent
des formules d’un certain type. Voir Po¨rn (1970, p.18 et p.32) pour les relations d’influence et les relations
normatives.
6 Le symbolisme utilise´ par Po¨rn a e´te´ modifie´ de fac¸on a` ce que la pre´sentation de son approche soit
plus concise et cohe´rente avec la notation utilise´e dans le pre´sent ouvrage. Nous avons d’ailleurs formule´ la
se´mantique qu’il propose dans le cadre d’une se´mantique de Kripke plutoˆt que la se´mantique de´veloppe´e
par Hintikka. Voir Peterson (2011, p.35) pour un aperc¸u historique de l’utilisation de la se´mantique des
mondes possibles pour la logique de´ontique.
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subisse quelque chose de mauvais (B est utilise´ pour bad). Autrement dit, Bi signifie que
« i subit quelque chose de mauvais» (Po¨rn 1970, p.31), ce qui sera utilise´ afin de de´finir
l’obligation. Comme l’auteur le souligne (Po¨rn 1970, p.32), cette de´finition ressemble a`
celle propose´e par Anderson (1958a), mais l’approche n’y est pas e´quivalente.
Les ensembles P = {P 11 , ..., P nm, ...}, C = {Agc, Objc} et V = {Agv, Objv} sont re-
spectivement des ensembles de pre´dicats (ou` P 1 est un pre´dicat unaire, P 2 binaire, etc.),
de constantes d’agents et d’objets ainsi que de variables d’agents et d’objets. L’ensemble
des expressions bien forme´es (EBF ) est de´fini re´cursivement (cf. Po¨rn 1970, pp.1-9):
1. si s1, s2, ..., sn ∈ C ∪ V et P ni ∈ P, alors s1 = s2, P ni (s1, ..., sn) ∈ EBF ;
2. si ϕ, ψ ∈ EBF , x ∈ V, alors ¬ϕ, ϕ ⊃ ψ, (∀x)ϕ ∈ EBF ;
3. si ϕ ∈ EBF et i ∈ Agc ∪ Agv, alors Eiϕ,Ciϕ,Bi ∈ EBF .
La se´mantique est de´finie suivant les travaux de Hintikka, lequel distingue entre un
ensemble mode`le (model set) et un syste`me de mode`le (model system). Cela dit, ces notions
peuvent eˆtre comprises en termes de sce´nario et de mode`le dans le cadre d’une se´mantique
des mondes possibles. Un sce´nario w doit satisfaire les conditions suivantes (Po¨rn 1970,
pp.9-10).
ϕ ∈ w ⇒ ¬ϕ /∈ w (1)
¬¬ϕ ∈ w ⇒ ϕ ∈ w (2)
ϕ ⊃ ψ ∈ w ⇒ ¬ϕ ∈ w ou ψ ∈ w (3)
¬(ϕ ⊃ ψ) ∈ w ⇒ ϕ ∈ w et ¬ψ ∈ w (4)
(∀x)ϕ ∈ w ⇒ ϕ(s/x) ∈ w pour tout s ∈ C (5)
(∀x)ϕ ∈ w ⇒ ϕ(s/x) ∈ w pour au moins un s ∈ C (6)
¬(∀x)ϕ ∈ w ⇒ ¬ϕ(s/x) ∈ w pour au moins un s ∈ C (7)
ϕ, s1 = s2 ∈ w et ϕ(x/s1) = ψ(x/s2)⇒ ψ ∈ w (8)
s1 6= s1 /∈ w pour tout s1 ∈ C ∪ V (9)
Les conditions 1 et 2 assurent la consistance de w ainsi que le tiers exclu. Les clauses
3 et 4 repre´sentent les conditions se´mantiques habituelles pour l’implication mate´rielle.
En un mot, les conditions 1–4 assurent que les sce´narios, qui sont des ensembles de
propositions, sont ferme´s d’un point de vue syntaxique sous les re`gles et axiomes de la
logique propositionnelle classique. La condition 5 exprime que la quantification se fait sur
l’ensemble du domaine de w, repre´sente´ par les constantes de C, ou` ϕ(s/x) est la proposi-
tion obtenue apre`s avoir substitue´ x par s au sein de ϕ (avec s e´le´ment du domaine). La
clause 6 indique qu’une quantification se fait sur un domaine non vide, au meˆme titre que
7 exprime que la ne´gation d’une quantification sur ϕ est vraie a` condition qu’il y ait au
moins un objet du domaine pour lequel ϕ est faux. La clause 8 signifie que pour deux ob-
jets s1 et s2 identiques, si ϕ et ψ sont similaires, c’est-a`-dire que lorsque toute occurrence
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de s1 ou de s2 est remplace´e par x dans chaque e´nonce´ entraˆıne que ϕ(x/s1) = ψ(x/s2),
alors la proposition ψ est aussi vraie. Autrement dit, les e´nonce´s obtenus apre`s substi-
tution d’objets identiques dans la porte´e des pre´dicats se trouvent aussi dans le sce´nario.
Finalement, 9 assure que tout e´nonce´ d’identite´ est vrai pour un ensemble mode`le, et donc
que dans le sce´nario aucun objet (ou aucune constante) n’est diffe´rent de lui-meˆme.
Le mode`le est de´fini comme une paire ordonne´e (U,R), ou` U est un ensemble de
sce´narios et R ⊆ U × U une relation binaire de´finie pour tout agent i (Po¨rn 1970, p.10).7
Cette paire ordonne´e doit satisfaire les conditions suivantes.
Eiϕ ∈ w et wRiv ⇒ ϕ ∈ v (10)
¬Eiϕ ∈ w ⇒ Ci¬ϕ ∈ w (11)
Ciϕ ∈ w ⇒ il y a au moins un v t.q. wRiv et ϕ ∈ v (12)
¬Ciϕ ∈ w ⇒ Ei¬ϕ ∈ w (13)
wRiw pour tout w ∈ U (14)
La clause 10 correspond a` la condition usuelle pour la valeur de ve´rite´ de 2 dans
le syste`me modal K et 11 signifie que s’il est faux que i re´alise ϕ, alors les actions de i
sont compatibles avec l’e´tat de choses de´crit par ¬ϕ. La condition 12 exprime que si les
actions de i sont compatibles avec ϕ pour un sce´nario w, alors ϕ est vrai dans au moins
une alternative v en relation Ri avec w. Autrement dit, ϕ n’est pas contradictoire. La
condition 13 signifie que s’il est faux que les actions de i sont compatibles avec ϕ, alors i
re´alise ¬ϕ. Notons que cela implique que tout agent re´alise toute tautologie. Finalement,
la dernie`re condition exprime que la relation Ri est re´flexive.
Malgre´ que l’on ne trouve pas d’axiomatisation du syste`me propose´ dans l’ouvrage
de Po¨rn, les restrictions du mode`le se´mantique nous donnent une bonne ide´e de ce a` quoi
le syste`me axiomatique ressemblerait. Les clauses 10 et 14 donnent a` l’ope´rateur Ei le
sche´ma d’axiome (M).8 Les clauses 11 et 13 font que d’un point de vue syntaxique Ci est
l’ope´rateur dual de Ei, et donc le syste`me aurait pu eˆtre axiomatise´ a` l’aide de l’e´quivalence
Ciϕ ≡ ¬Ei¬ϕ. La raison pour avoir pris chaque ope´rateur comme primitif est probable-
ment que l’interpre´tation de «ϕ est compatible avec les actions de i » en termes de « il
est faux que i re´alise ¬ϕ » ne rendait pas compte ade´quatement de la signification ac-
corde´e par Po¨rn a` Ci. Bref, notons simplement que la modalite´ d’action aurait pu eˆtre
axiomatise´e comme une modalite´ de type KM (cf. Po¨rn 1970, p.11 pour la comparaison
entre son approche et les logiques modales).9
Po¨rn (1970, p.31) utilise le pre´dicat Bi afin de de´finir les e´nonce´s normatifs. Ce
dernier propose d’abre´ger la formule Ei(Ejϕ ⊃ Bj) par:
BiEjϕ =def Ei(Ejϕ ⊃ Bj)
7 Notons que, a` strictement parler, il s’agit d’une structure et non d’un mode`le (un mode`le e´tant une
structure a` laquelle on ajoute une fonction qui assigne des valeurs de ve´rite´).
8 Certains auteurs re´fe`rent parfois a` cet axiome par (T).
9 Le lecteur familier avec les logiques modales reconnaˆıtra d’ailleurs plusieurs the´ore`mes et axiomes de
KM dans la liste des e´nonce´s valides pre´sente´e par Po¨rn (1970, p.14)
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Cela signifie « i s’assure que si j re´alise ϕ, alors j subit quelque chose de mauvais».10
D’emble´e, cette de´finition permet de rendre compte de la relation de pouvoir coercitif
conside´rant que l’autorite´ i contraint j a` agir d’une certaine manie`re (a` re´aliser ϕ), sans
quoi j fera face a` des conse´quences ne´gatives. Po¨rn (1970, p.32) se sert de ce type d’e´nonce´
afin de de´finir plusieurs concepts normatifs. Pour eˆtre pre´cis, l’auteur de´finit des relations
normatives. Soit R ⊆ Agc × (Agc × EBF ) une relation binaire qui associe un agent avec
une paire ordonne´e qui contient un agent et une proposition. Conside´rant que i, j ∈ Agc
et ϕ ∈ EBF , la relation normative est de´finie comme un ensemble de paires ordonne´es
R = {< i,< j, ϕ >>: ...} qui re´pondent a` certaines conditions « ...». L’ensemble
{< i,< j, ϕ >>: Bi¬Ejϕ}
repre´sente une relation normative d’obligation (Po¨rn 1970, p.32) et contient les paires
ordonne´es qui satisfont l’e´nonce´ de type Bi¬Ejϕ. Autrement dit, il est obligatoire que j
fasse ϕ ou encore j doit faire ϕ signifie qu’une autorite´ i s’assure que si j ne re´alise pas ϕ,
alors j subit quelque chose de mauvais. En ce sens, s’il est faux que ϕ est une description
vraie du monde suite aux actions pose´es par j, alors j subira une conse´quence ne´gative.11
Dans le meˆme ordre d’ide´es, l’ensemble
{< i,< j, ϕ >>: BiEjϕ}
repre´sente une relation normative d’interdiction. L’e´nonce´ il est interdit que j fasse ϕ
signifie que i s’assure que si j re´alise ϕ, alors j subit une conse´quence ne´gative. Finalement,
l’ensemble
{< i,< j, ϕ >>: ¬BiEjϕ}
est une relation de permission. L’e´nonce´ il est permis que j re´alise ϕ signifie qu’il est faux
que i s’assure que j subisse une conse´quence ne´gative s’il re´alise ϕ. En bref, une obligation,
une interdiction et une permission s’expriment respectivement par:
Ei(¬Ejϕ ⊃ Bj) (O)
Ei(Ejϕ ⊃ Bj) (F)
¬Ei(Ejϕ ⊃ Bj) (P)
Il est possible de montrer que si ϕ est obligatoire, alors ¬ϕ est interdit. Voici la
10 La formulation anglaise rend mieux compte du sens de l’e´nonce´: i sees to it that if j brings it about
that ϕ, then something bad happens to j.
11 Soulignons que cette conception de l’obligation est similaire, comme nous le verrons, a` la de´finition
se´ve`re de l’obligation propose´e par Broersen.
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preuve avec les re`gles de KM en de´duction naturelle (restreintes a` un ope´rateur indexe´).
1 Ei(¬Ejϕ ⊃ Bj) H
2 Ei H
3 ¬Ejϕ ⊃ Bj Eiout 1,2
4 Ej¬ϕ H
5 Ejϕ H
6 ¬ϕ (M) 4
7 ϕ (M) 5
8 ⊥ ⊥in 6,7
9 ¬Ejϕ RAA 5-6
10 Bj MP 3,9
11 Ej¬ϕ ⊃ Bj ⊃in 4-10
12 Ei(Ej¬ϕ ⊃ Bj) Eiin 2-11
Cela dit, conside´rant que ¬Ejϕ n’implique pas Ej¬ϕ, il est faux que l’interdiction
implique l’obligation. De fait, nous n’avons pas l’e´quivalence habituelle Oϕ ≡ F¬ϕ. Dans
la langue naturelle, cela signifie qu’il est vrai que si ϕ est obligatoire, alors ¬ϕ est interdit,
mais qu’il est faux que si ¬ϕ est interdit, alors ϕ est obligatoire. Par exemple, cela implique
que (1) s’il est obligatoire de respecter la loi, alors il est interdit de ne pas respecter la loi,
mais que (2) il est faux que s’il est interdit de voler, alors il est obligatoire de ne pas voler.
Le second exemple peut eˆtre reformule´ de la manie`re suivante: il est logiquement possible
qu’il soit interdit de voler mais qu’il ne soit pas obligatoire de ne pas voler. Notons que
cela implique directement que Pϕ n’est pas e´quivalent a` ¬O¬ϕ. L’e´quivalence entre ¬Fϕ
et Pϕ est triviale puisque l’interdiction et la permission se traduisent par la meˆme formule:
¬Ei(Ejϕ ⊃ Bj) (¬Fϕ)
¬Ei(Ejϕ ⊃ Bj) (Pϕ)
Cette e´quivalence exemplifie la relation entre O et P . Conside´rant que Oϕ implique
F¬ϕ et que F¬ϕ implique ¬P¬ϕ, cela nous donne Oϕ implique ¬P¬ϕ. La re´ciproque
n’est cependant pas vraie. En ce sens, la permission ne se re´sume pas a` ce dont la ne´gation
n’est pas obligatoire. En fait, la permission se re´sume a` ce qui n’est pas explicitement
interdit.
Du coˆte´ de la se´mantique, Po¨rn (1970, pp.34,35,37) ajoute trois conditions afin de
rendre compte de la cohe´rence d’un syste`me normatif (entendu comme un ensemble de
relations normatives entre des agents).12
12 La de´finition propose´e par Po¨rn utilise en fait une me´ta-me´ta-variable φ(j) pour les clauses C1 et C2
(cf. Po¨rn 1970, p.31), laquelle re´fe`re a` un e´nonce´ de la forme Ejψ, ou` ψ est un e´nonce´ de premier ordre
(atomique ou complexe, et donc qui ne contient pas d’ope´rateur Ei), ou encore a` un e´nonce´ complexe
compose´ a` partir d’e´nonce´s de cette forme. En ce qui nous concerne, nous allons nous restreindre a` la
pre´sentation de la clause pour les e´nonce´s de la forme Ejψ.
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Ei(¬Ejϕ ⊃ Bj) ∈ w ⇒ Ei(Ejϕ ⊃ Bj) /∈ w (C1)
Ei(¬Ejϕ ⊃ Bj) ∈ w ⇒ Ek(Ejϕ ⊃ Bj) /∈ w (C2)
Ei(¬Ejϕ ⊃ Bj) ∈ w ⇒ Ei(Ek¬ϕ ⊃ Bk) ∈ w (C3)
Autrement dit, (C1) stipule que si ϕ est obligatoire selon une autorite´ i, alors ϕ n’est
pas interdit par cette meˆme autorite´. Plus encore, (C2) indique que si ϕ est obligatoire
en vertu d’une autorite´ i, alors ϕ n’est pas interdit par une autre autorite´ k. Alors que la
premie`re clause vise a` assurer une cohe´rence horizontale, la seconde assure une cohe´rence
verticale (cf. chapitre 9). Finalement, la clause (C3) signifie que si i rend ϕ obligatoire
pour j, alors i interdit a` tout autre agent k de re´aliser ¬ϕ.13 Cette clause vise a` assurer
que j est en mesure de remplir ses obligations.
Soulignons que le rejet de l’e´quivalence entre les concepts d’obligation et d’interdiction
est discutable d’un point de vue philosophique. A` ce sujet, le lecteur est re´fe´re´ au chapitre
16. Pour une analyse approfondie de la distinction entre action et omission, voir le chapitre
14.
Somme toute, Po¨rn propose d’analyser les e´nonce´s normatifs comme des relations
entre des agents et des propositions, un syste`me normatif e´tant un ensemble d’agents lie´s
par des relations normatives (cf. Po¨rn 1970, p.32). Un e´nonce´ d’obligation, par exemple,
marque une relation normative entre une autorite´ i, un subordonne´ j et une proposition
ϕ, ou` l’obligation pour j de faire ϕ signifie que i s’assure de punir j dans l’e´ventualite´ ou`
il ne re´alise pas son obligation ϕ. Comme le mentionne Po¨rn (1970, p.9), la logique de
l’action a` elle seule ne permet pas de rendre compte ade´quatement de l’imputabilite´ et de
l’intention puisque celle-ci n’inclut pas de modalite´s e´piste´miques et temporelles. Il s’agit
donc d’une limite des logiques de type stit, lesquelles ne parviennent pas a` distinguer
entre le re´sultat de la performance de l’action, un e´tat de choses qui prend place suite a`
l’action ou encore la conse´quence de l’action (Po¨rn 1970, p.5). Les approches pre´sente´es
dans les sections qui suivent tentent de pallier ces limites. Pacheco et Carmo cherchent
a` rendre compte de la notion de responsabilite´ en introduisant le concept d’agir dans un
roˆle, et Broersen introduit des modalite´s e´piste´miques et temporelles afin de rendre compte
de l’intentionnalite´. Avant d’aborder ces approches, voyons en premier lieu celle de Horty
afin de nous familiariser avec la logique stit.
John Horty
Le livre de Horty (2001), intitule´ Agency and deontic logic, est a` ce jour probablement
l’ouvrage le plus complet qui propose une analyse de la logique de´ontique dans le cadre
d’une logique stit. Bien que le propos de Horty ne soit pas axe´ sur l’analyse du discours
13 Nous avons modifie´ (C3) avec une formulation e´quivalente afin d’exprimer explicitement l’explication
que l’on trouve a` la page 38: if i makes it punishable for j not to bring it about that ϕ, then i makes it
punishable for an arbitrary k to bring it about that ¬ϕ (Po¨rn 1970, p.38).
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le´gal (ce dernier propose plutoˆt une analyse de la notion d’agentivite´ (agency) dans un
cadre utilitariste), nous avons juge´ bon de pre´senter sa position conside´rant que celle-ci
offre une excellente vue d’ensemble concernant l’inte´reˆt d’utiliser une logique stit pour
l’analyse du discours normatif. Malgre´ que l’approche de Horty vise l’analyse de ce que les
agents doivent faire (ought-to-do), l’analyse qu’il propose prend place dans le cadre plus
large de ce qui doit eˆtre (ought-to-be). Cela se justifie par le fait que ce qu’un agent doit
faire peut eˆtre identifie´ par ce qui doit eˆtre en vertu des actions de cet agent (Horty 2001,
p.4). En ce sens, ce qu’un agent doit faire est subsume´ par ce qui doit eˆtre dans le monde:
The study of what agents ought to do, it is thought, can naturally be subsumed
under the broader study of what ough to be, for the simple reason that among the
various things that ought or ought not to be are the things that agents do, the
actions they perform or refrain from (Horty 2001, p.3).
Ainsi, l’objectif de Horty est de « formuler pre´cise´ment l’ide´e a` savoir que ce qu’un
agent doit faire peut s’identifier par ce qui doit eˆtre suite aux actions d’un agent (traduction
libre, mes italiques, Horty 2001, p.5) ».14
Malgre´ que le syste`me syntaxique ne soit pas explicitement de´fini dans l’ouvrage,
nous allons tenter de pre´senter la syntaxe implicite a` l’approche de Horty.15 Le langage
L = {(, ), P rop,¬,∧,2, [a stit], O,}
comprend un ensemble de´nombrable de propositions Prop = {p1, ..., pn, ...}, les con-
necteurs logiques ¬ et ∧, a` partir desquels les autres connecteurs ∨, ⊃ et ≡ sont de´finis
usuellement (Horty 2001, p.9), et l’ope´rateur modal 2 repre´sente la ne´cessite´ historique.
Conside´rant qu’un meˆme sce´nario peut faire partie de plusieurs histoires diffe´rentes, la
ne´cessite´ historique est a` comprendre en termes de ce qui est fixe´ pour toute histoire:
The formula 2A is taken to mean that A is settled, or historically necessary; ♦A,
that A is still open as a possibility. The intuitive idea is that 2A should be true at
some moment if A is true at that moment no matter how the future turns out, and
that ♦A should be true if there is still some way in which the future might evolve
that would lead to the truth of A (Horty 2001, p.9).
Autrement dit, ce qui est historiquement ne´cessairement vrai pour un sce´nario est
ce qui est vrai pour toute histoire qui passe par ce sce´nario. Reformulons cette ide´e: soit
une histoire une suite de sce´narios wi, . . . , wj, . . . , wk. La notion de ne´cessite´ historique
signifie que ce qui est ne´cessairement vrai pour wj correspond a` ce qui est vrai pour toute
histoire incluant wj.
14 Malgre´ cette remarque, Horty assumera ne´anmoins deux ope´rateurs primitifs de types Ought-to-be
et Ought-to-do.
15 Horty (2001, p.18) laisse de coˆte´ les conside´rations syntaxiques relatives a` la the´orie de la preuve de
son approche.
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L’ope´rateur [a stit]A, plus pre´cise´ment [{a} stit]A comme nous le verrons bientoˆt,
signifie l’agent a re´alise A, ou` A est un e´tat du monde qui advient suite aux actions ou
aux choix de l’agent a.16
A statement of the form [a stit]A, expressing the idea that the agent a sees to it
that A, is defined as true at an index (w,h) just in case the action performed by a at
that index garantees the truth of A; the action might result in a variety of possible
outcomes, but the statement A must be true in each of them (Horty 2001, p.15).
L’ope´rateur O repre´sente ce qui doit eˆtre, alors que  de´note ce qui doit eˆtre fait,
ou`  ne s’applique qu’aux propositions de la forme [a stit]A et signifie a doit re´aliser A
(Horty 2001, p.79).
En vertu de la clause se´mantique (4) de´finie plus bas, 2 peut eˆtre axiomatise´ comme
une modalite´ de type S5.17 En effet, le sche´ma (M) est trivial en vertu de la condition (4)
et le sche´ma (5) peut aise´ment eˆtre de´montre´.
The´ore`me 3.1. 2 est une modalite´ de type S5.
De´monstration: Supposons que |=Mw,h ♦A mais que |=Mw,h ¬2♦A. D’une part, cela
signifie que 6|=Mw,h 2¬A, et donc qu’il y a au moins une histoire h′ ∈ Hw pour laquelle
|=Mw,h′ A. D’autre part, cela signifie que 6|=Mw,h 2♦A, et donc qu’il y a un k ∈ Hw tel
que |=Mw,k ¬♦A. Or, cela implique que |=Mw,k 2¬A, et donc que |=Mw,h′ ¬A pour tout
h′ ∈ Hw, ce qui contredit l’hypothe`se de de´part. Le sche´ma d’axiome (5) ♦A ⊃ 2♦A est
donc valide, ce qui conjointement a` (M) signifie que 2 est une modalite´ axiomatisable par
S5.18
Par ailleurs, [a stit] est aussi un ope´rateur de type S5, alors que O est de type
KD45 (Horty 2001, p.17 et pp.35-6,43).19 L’ope´rateur  quant a` lui est une modalite´
de type KD (cf. Horty 2001, p.79). Notons aussi que  n’est pas une modalite´ de type
KD45 conside´rant que l’ite´ration de l’ope´rateur  n’est pas permise,  e´tant une modalite´
de type Ougth-to-do (cf. Horty 2001, p.74). Prenant tout cela en compte, l’approche de
Horty peut eˆtre axiomatise´e a` l’aide des sche´mas d’axiomes suivants, assumant les sche´mas
d’axiomes ainsi que les re`gles d’infe´rence du syste`me modal K.
16 A` l’instar de Broersen, nous utilisons [a stit]A plutoˆt que [a stit : A] afin d’insister sur le fait que
l’ope´rateur [a stit] est une modalite´.
17 Voir le tableau 3.2 pour les types de modalite´.
18 Une manie`re plus triviale de voir la chose est de conside´rer les sche´mas (M) , (4) et (B), ce qui est
aussi e´quivalent a` S5 (cf. Garson 2006, p.222).
19 Soulignons qu’une modalite´ de type KD45 est plus faible qu’une modalite´ de type S5.
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2A ⊃ A (M2)
♦A ⊃ 2♦A (52)
[a stit]A ⊃ A (Mstit)
¬[a stit]¬A ⊃ [a stit]¬[a stit]¬A (5stit)
¬(OA ∧O¬A) (DO)
¬O¬A ⊃ O¬O¬A (5O)
OA ⊃ OOA (4O)
¬([a stit]A ∧ [a stit]¬A) (D)
Le principe devoir implique pouvoir est repre´sente´ par les axiomes (♦O) et (♦)
pour les modalite´s de types Ought-to-be et Ought-to-do.
OA ⊃ ♦A (♦O)
 [a stit]A ⊃ ♦[a stit]A (♦)
Finalement, la cohe´rence entre ce qui doit eˆtre et ce qui doit eˆtre fait est exprime´e
par le sche´ma d’axiome suivant (Horty 2001, p.80):
¬([a stit]A ∧O[a stit]¬A) (DO)
L’ensemble des expressions bien forme´es EBF peut eˆtre de´fini re´cursivement par:
1. si p ∈ Prop, alors p ∈ EBF ;
2. si A,B ∈ EBF , alors ¬A,A ∧B ∈ EBF ;
3. si A ∈ EBF , alors 2A, [a stit]A,OA ∈ EBF ;
4. si A ∈ EBF , alors [a stit]A ∈ EBF .
Comme Horty (2001, p.6) le mentionne, son approche repose sur les logiques tem-
porelles (theory of branching time) propose´es par Prior (1967) et Thomason (1970, 2002).
Ces logiques, qui reposent sur la notion d’arbre temporel, conc¸oivent le passe´ comme de´ter-
mine´ mais l’avenir comme incertain (inde´termine´). Une structure temporelle S = 〈U,<〉
est compose´e d’un univers U non vide de moments, lesquels peuvent aussi eˆtre consid-
e´re´s comme des sce´narios, a` l’inte´rieur duquel se trouve une relation d’ordre transitive et
antire´flexive <. Dans une structure temporelle, une histoire h est une suite temporelle
maximale de moments lie´s par la relation <, et Hw repre´sente l’ensemble des histoires qui
contiennent le moment w (Horty 2001, pp.6,8).
Hw = {h : w ∈ h}
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En ce sens, Hw repre´sente l’ensemble des suites d’e´ve`nements possibles pouvant
passer par w. Un mode`le temporel M = 〈U,<, a〉 est de´fini a` partir de la structure S,
a` laquelle on ajoute une fonction a qui de´termine les paires moment/histoire auxquelles
les propositions dans U appartiennent (Horty 2001, p.8).20 La ve´rite´ dans le mode`le est
de´finie re´cursivement (Horty 2001, pp.9-10)21:
|=M(w,h) p⇔ (w, h) ∈ a(p) (1)
|=M(w,h) ¬A⇔ 6|=M(w,h) A (2)
|=M(w,h) A ∧B ⇔ |=M(w,h) A et |=M(w,h) B (3)
|=M(w,h) 2A⇔ |=M(w,h′) A pour toute histoire h′ ∈ Hw (4)
La ve´rite´ et la validite´ sont de´finies comme a` l’habitude, ou` valide signifie vrai pour
toute interpre´tation M(w,h), c’est-a`-dire pour tout mode`le M indexe´ a` une paire mo-
ment/histoire (Horty 2001, p.9).
Jusqu’a` pre´sent, seul un mode`le temporel a e´te´ de´fini. Afin de pouvoir de´finir un
mode`le stit, Horty (2001, p.11) introduit l’ensemble:
‖A‖Mw = {h ∈ Hw : |=M(w,h) A}
Cet ensemble contient toutes les histoires h ou` la proposition A est vraie selon le mod-
e`le M au moment w. Clairement, nous avons ‖A‖Mw ⊆ Hw, c’est-a`-dire que l’ensemble
qui contient les histoires ou` A est vrai pour w est un sous-ensemble de l’ensemble qui
contient toutes les histoires qui passent par le moment w. Il est aussi e´vident que
‖¬A‖Mw = Hw − ‖A‖Mw , a` savoir que l’ensemble qui contient les histoires ou` A est faux
est le comple´ment relatif a` Hw de l’ensemble qui contient les histoires ou` A est vrai. Un
mode`le stit est obtenu en ajoutant un ensemble non vide d’agent(s) Ag et une fonction
de choix Ch au mode`le temporel (Horty 2001, p.14).
M = 〈U,<,Ag, Ch, a〉
La fonction de choix Chwa est indexe´e a` un moment w et a` un agent (ou groupe
d’agents) a. Informellement, la fonction Chwa isole les histoires possibles qui s’offrent a` a
au moment w (Horty 2001, p.13). En ce sens, Chwa est un ensemble d’histoires.
L’auteur utilise l’expression Chwa (h) afin de re´fe´rer a` l’action que a pose au moment w
afin d’obtenir l’histoire h (Horty 2001, p.13). Autrement dit, alors que Chwa offre l’ensemble
des alternatives possibles, Chwa (h) de´note le choix effectue´ par a au moment w. Il s’agit
d’un ensemble d’histoires se´lectionne´es par les actions de a. La clause se´mantique ajoute´e
pour obtenir un mode`le stit est la suivante (Horty 2001, p.15).
|=M(w,h) [a stit]A⇔ Chwa (h) ⊆ ‖A‖Mw (5)
20 C’est-a`-dire que a(A) = {(w, h) : A ∈ w et w ∈ h}.
21 Le mode`le tel que de´fini dans le livre inclut des clauses pour les ope´rateurs repre´sentant le passe´ et
le futur. Cela dit, ces ope´rateurs ne seront pas re´utilise´s dans l’ouvrage, et de fait nous les avons laisse´s
de coˆte´.
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Cette clause est justifie´e par le fait que l’on assume que si un agent a re´alise A (ou`
A est une description du monde), alors A est vrai suite aux actions pose´es par a.
The idea that an agent a sees to it that A is taken to mean that the truth of the
proposition A is guaranteed by an action, or choice, of a (Horty 2001, p.12).
En ce sens, la clause signifie que s’il est vrai que a re´alise A, alors l’ensemble des choix
possibles que a peut faire au moment w et qui me`nent a` l’histoire h est un sous-ensemble
de l’ensemble qui contient les histoires ou` la proposition A est vraie au moment w.
Notons au passage que cela marque la principale distinction entre l’approche de
Broersen, base´e sur une logique Xstit, et la logique stit. Dans le mode`le propose´ par
Horty, l’effet de l’action est imme´diat et prend place dans le meˆme moment (dans le meˆme
sce´nario), alors que chez Broersen l’effet de l’action prend place dans le sce´nario suivant.
La principale distinction entre Xstit et stit est que Xstit diffe´rencie entre les sce´narios
et les moments alors que pour stit il s’agit de la meˆme chose.
Soulignons aussi que Horty utilise en fait l’ope´rateur [a cstit], qui repre´sente le
«Chellas stit» (Horty 2001, p.14), inspire´ des travaux de Chellas (1969) et auquel nous
avons re´fe´re´ par [a stit]. Horty (2001, p.16) met en opposition l’ope´rateur [a cstit] avec
un ope´rateur de´libe´ratif [a dstit], lequel diffe`re du premier de par l’ajout d’une condition
ne´gative sur la clause se´mantique (Horty 2001, p.16).
|=M(w,h) [a dstit]A⇔ Chwa (h) ⊆ ‖A‖Mw et ‖A‖Mw 6= Hw
Cette condition ne´gative vise a` rendre compte du fait que les e´tats du monde re´alise´s
par un agent apre`s de´libe´ration sont des e´tats qui n’e´taient pas ine´vitables (Horty 2001,
p.16). Autrement dit, l’ope´rateur [a dstit] est caracte´rise´ par le fait que si a re´alise A
apre`s de´libe´ration, alors A n’est ni une tautologie ni une ne´cessite´ historique.22 En effet,
si ‖A‖Mw = Hw, alors A est vrai pour toute histoire passant par le moment w, et donc
par la clause (4) A est une ne´cessite´ historique. Cela dit, apre`s une discussion sur les
vertus de chacun des ope´rateurs (cf. Horty 2001, pp.16-19), Horty (2001, p.19) en vient a`
montrer que les ope´rateurs [a cstit] et [a dstit] sont interde´finissables, et donc qu’il suffit
de prendre le «Chellas stit» comme primitif (Horty 2001, p.29).
[a dstit]A =def [a cstit]A ∧ ¬2A (def. dstit)
En plus de de´velopper un mode`le qui permet de rendre compte de l’action d’un
individu, Horty (2001, p.32) adapte le mode`le afin rendre compte des actions faites en
groupe (group agency). Pour ce faire, Horty (2001, p.31) introduit dans le mode`le un
ensemble Se de fonctions de se´lection s : Ag −→ Hw qui associent une histoire a` un agent.
Sew = {s : s(a) ∈ Chwa }
22 Notons qu’une tautologie est une ne´cessite´ historique en vertu de la de´finition de cette dernie`re.
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Informellement, les fonctions de se´lection isolent, lorsqu’elles sont regroupe´es, les
histoires compatibles avec les choix de tous les agents. En effet, cette fonction doit satisfaire
la condition (I), qui stipule que l’intersection de tous les s(a) pour tout a ∈ Ag n’est pas
vide.23 ⋂
a∈Ag
s(a) 6= ∅ (I)
Cette condition assure qu’il y a au moins une histoire h dans laquelle chaque agent
peut re´aliser son choix inde´pendamment du choix des autres agents (Horty 2001, p.31). A`
l’aide de cet ensemble, Horty rede´finit la fonction ChwΓ relativement a` un groupe d’agents
Γ ⊆ Ag.24
ChwΓ = {
⋂
a∈Γ
s(a) : s ∈ Sew}
Cela fait, Horty (2001, p.32) modifie la clause se´mantique pour l’ope´rateur [Γ stit]
par:
|=M(w,h) [Γ stit]A⇔ ChwΓ (h) ⊆ ‖A‖Mw (5’)
Il pose comme de´finition:
[a stit]A =def [{a} stit]A (def. [a stit])
En mots, (5’) exprime qu’un groupe d’agent re´alise A a` condition que l’ensemble des
histoires accessibles au groupe soit sous-ensemble de l’ensemble qui contient les histoires
ou` A est vrai.
La conception que Horty se fait de l’ensemble des choix d’un groupe s’explique par
le fait qu’il conside`re qu’un groupe d’agents se re´sume aux agents qui le composent.
As our example suggests, group actions can be defined as patterns of individual
actions: an action available to a group of agents can be defined as an intersection
of the actions available to the individual agents belonging to that group, one action
for each agent (Horty 2001, p.30).
Notons que cette conception serait critique´e par Carmo et Pacheco (2001, p.137),
lesquels soutiennent qu’un groupe ne se re´duit pas aux agents individuels qui le composent.
Ayant expose´ sa logique de l’action, l’auteur en vient a` conside´rer les ope´rateurs
de´ontiques.25 L’auteur en vient a` de´velopper un mode`le utilitariste en introduisant une
23 Soulignons que la notation devrait plutoˆt eˆtre
⋂
a∈Ag{s(a)} 6= ∅. La condition ne vise pas a` dire
que chaque histoire s(a) contient au moins un meˆme sce´nario, ce qui est trivial conside´rant que chaque
h ∈ Hw, mais bien que l’ensemble des histoires accessibles lorsque l’on conside`re chaque agent n’est pas
vide.
24 Idem: nous devrions plutoˆt lire ChwΓ =
⋂
a∈Γ{s(a)} : s ∈ Sew.
25 Par souci d’e´conomie, nous ne conside´rerons que les ope´rateurs de type Ought-to-be et Ought-to-do,
laissant de coˆte´ les obligations conditionnelles analyse´es a` l’aide d’une relation de pre´fe´rence.
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fonction de valeur V ainsi qu’un ordre partiel v. Le mode`le utilitariste ge´ne´ral est de´fini
a` partir d’un mode`le stit.
M = 〈U,<,Ag, Ch, a, V,v〉
Soulignons que le mode`le utilitariste ne pre´suppose aucune the´orie morale autre
qu’une forme d’utilitarisme en son sens large (Horty 2001, p.38). En effet, l’auteur ne
pre´cise pas quels crite`res permettent de de´terminer l’ordre partiel, mais ne fait que pre´-
supposer une se´mantique des pre´fe´rences qui assume que certains sce´narios sont meilleurs
que d’autres, nonobstant ce que signifie la relation eˆtre meilleur que. Informellement, la
fonction Vw(h) de´termine la valeur d’un moment w relativement a` une histoire h. La rela-
tion d’ordre partiel v est une relation re´flexive, transitive et antisyme´trique et repre´sente
informellement la pre´fe´rence. Le mode`le doit satisfaire deux conditions (Horty 2001, p.41):
1. V : U × ℘(U) −→ R est une fonction qui associe a` chaque paire (w, h) une valeur
dans les nombres re´els;
2. l’assignation de valeurs pour une histoire ne varie pas d’un moment a` l’autre, c’est-
a`-dire que Vw(h) = Vw′(h) pour tout moment w ∈ h et w′ ∈ h.
La premie`re condition vise simplement a` fournir un moyen de quantifier la valeur
accorde´e a` une histoire alors que la seconde signifie que la valeur d’une histoire est base´e
sur l’histoire dans son ensemble. La clause se´mantique pour O est repre´sente´e par (6).
|=M(w,h)OA⇔ il y a h′ ∈ Hw t.q. (6)
1. |=M(w,h′) A et
2. |=M(w,h′′) A pour tout h′′ ∈ Hw t.q. Vw(h′) v Vw(h′′)
Autrement dit, il est vrai que A devrait eˆtre pour un moment w dans la mesure ou`
A est vrai dans au moins une histoire h′ qui passe par w et ou` A est vrai pour toute autre
histoire qui a une plus grande valeur que h′ (Horty 2001, p.37). La premie`re sous-condition
assure qu’il est possible de re´aliser A alors que la seconde implique que toute histoire ou`
A est vrai a plus de valeur qu’une histoire ou` A est faux.
Bien que Horty (2001, p.45) propose une analyse de ce qui doit eˆtre fait en termes de
ce qui doit eˆtre, ce dernier en vient a` de´finir un ope´rateur primitif  pour repre´senter ce
qui doit eˆtre fait plutoˆt que de le de´finir en fonction de O. La principale raison pour cette
manœuvre est que la re´duction de ce qui doit eˆtre fait a` ce qui doit eˆtre pose proble`me
dans un cadre utilitariste (cf. Horty 2001, p.58 et le gambling problem). Horty (2001,
p.74) introduit l’ope´rateur , lequel ne porte que sur des expressions bien forme´es de type
[a stit]A et signifie que l’agent a doit re´aliser A. Informellement, la clause se´mantique pour
cet ope´rateur est que a doit re´aliser A a` condition que pour toute action accessible a` a
pour un moment w qui ne garantit pas la ve´rite´ de A, il y a une autre action pre´fe´rable qui
la garantit (Horty 2001, p.77). Afin de bien saisir cette clause, il faut cependant introduire
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quelques notions. Conside´rons d’abord le cas de la pre´fe´rence entre les propositions (Horty
2001, p.60). Une proposition A est dite pre´fe´rable a` une proposition B pour un moment
w a` condition que toute histoire ou` A est vrai pour w soit pre´fe´rable a` toute histoire ou`
B est vrai pour w. Formellement:
B v A⇔ ‖B‖Mw v ‖A‖Mw
⇔ V (h) v V (h′) pour tout h ∈ ‖B‖Mw et h′ ∈ ‖A‖Mw
Soit Swa = Ch
w
Ag−{a} l’ensemble qui comprend les choix accessibles a` tous les agents
excluant ceux accessibles a` l’agent a (Horty 2001, p.67). Chaque s ∈ Swa repre´sente une
histoire accessible a` un agent autre que a. L’expression k ∩ s repre´sente l’intersection
entre deux histoires a` un moment w. Autrement dit, k ∩ s repre´sente ce qui est vrai
conjointement de k et de s au moment w. En ce sens, k ∩ s peut eˆtre vue comme une
proposition complexe qui de´crit ce qui est vrai de w a` la fois dans l’histoire k et l’histoire
s. Ayant cela en teˆte, Horty (2001, p.68) introduit une relation  de dominance entre les
choix (actions) des agents. Informellement, cette relation vise a` exprimer que l’histoire
re´alise´e par un agent (en vertu de ses actions ou de ses choix) est pre´fe´rable a` une autre
dans la mesure ou` les actions de l’agent me`nent a` une histoire qui a une plus grande valeur
peu importe les actions des autres agents. Si l’on conside`re que k ∩ s repre´sente la suite
des e´ve`nements qui prend place apre`s les actions de a avec celles d’un autre agent b, alors
la relation de dominance exprime que k est pre´fe´rable a` toute autre histoire k′ accessible
a` a peu importe le choix de n’importe quel agent b.26 Formellement, nous avons:
k  k′ ⇔ k ∩ s v k′ ∩ s pour tout s ∈ Swa
Autrement dit, k domine k′ a` condition que k soit pre´fe´rable a` k′ nonobstant les
actions des autres agents. Ayant tout cela en teˆte, la clause se´mantique pour  s’exprime
formellement par la condition suivante (Horty 2001, p.77)27:
|=M(w,h) [a stit]A⇔ pour tout k ∈ Chwa t.q. k /∈ ‖A‖Mw (7)
il y a k′ ∈ Chwa t.q.
1. k ≺ k′
2. k′ ∈ ‖A‖Mw
3. k′′ ∈ ‖A‖Mw pour tout k′′ ∈ Chwa t.q. k′  k′′
En mots, cela signifie qu’il est vrai que a doit re´aliser A au moment w a` condition que
pour toute histoire k ou` A est faux, il y a une histoire k′ ou` A est vrai qui est strictement
26 On trouve une coquille au niveau de la notation dans l’approche de Horty relativement a` la relation
de dominance. En effet, relativement a` la condition (7), ce dernier e´crit k ⊆ ‖A‖Mw plutoˆt que k ∈ ‖A‖Mw .
Or, k est une histoire et ‖A‖Mw est un ensemble d’histoire, et de fait k peut eˆtre un membre de ‖A‖Mw
mais n’est pas un sous-ensemble.
27 Notons que Chwa doit eˆtre fini afin de s’assurer qu’il y ait au moins une suite d’e´ve`nements pre´fe´rable.
Voir Horty (2001, p.73) pour l’argument en faveur de cette condition.
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pre´fe´rable a` k et pour laquelle toute autre histoire k′′ ou` A est vrai est pre´fe´rable a` k′.
La premie`re condition assure que k′ est pre´fe´rable (conside´re´e conjointement aux suites
d’e´ve`nements possibles pouvant eˆtre engendre´es par les autres agents) a` tout autre histoire
k ou` A est faux. La seconde signifie que A est vrai dans cette histoire, et la troisie`me
implique que A est vrai dans toute autre histoire qui y est pre´fe´rable.
Tout compte fait, notre pre´sentation de Horty (2001) s’est limite´ aux chapitres 2,
3 et 4 de son ouvrage, principalement en raison du fait que cela constitue le cœur de
son approche. L’analyse qu’il propose dans les chapitres 5 et 6 vise certains proble`mes
spe´cifiques a` la logique de´ontique, comme l’introduction d’un ope´rateur dyadique pour la
formalisation des obligations contraires et la notion d’obligation de groupe. Le chapitre
7 introduit des conside´rations relatives aux strate´gies employe´es en vue de certaines fins,
prenant en compte la capacite´ que les agents ont a` accomplir certaines actions.28 L’ouvrage
de Horty occupe une place conside´rable dans la litte´rature portant sur la logique de´ontique,
et le langage qu’il fournit est riche et permet de rendre compte de la complexite´ du discours
normatif quotidien. Outre l’analyse de Horty, qui s’inte´resse plutoˆt au discours e´thique,
d’autres approches en logique de´ontique de type stit se sont penche´es explicitement sur
la formalisation du discours le´gal. Voyons maintenant deux exemples de telles approches.
Olga Pacheco et Jose´ Carmo
Parmi les approches qui utilisent les logiques de type stit, certains cherchent a` mod-
e´liser la structure d’un nmas par le biais de la notion de roˆle. Pacheco et Carmo (2003,
p.148) introduisent cette notion en se basant sur l’analyse de la loi. D’emble´e, le premier
point qu’ils mettent en e´vidence est qu’un agent n’est pas ne´cessairement une personne
physique et qu’il existe des agents artificiels (Pacheco et Carmo 2003, p.149). Cela est
mis en e´vidence par le fait que d’un point de vue le´gal, certaines institutions (ou organi-
sations) posse`dent la personnalite´ juridique (p. ex., une entreprise), et sont donc sujettes
a` des obligations, des droits, des permissions, etc. Notons que cette conception de l’agent
n’est pas surprenante d’un point de vue informatique, perspective dans laquelle s’inse`re
l’approche de Pacheco et Carmo: un agent peut tre`s bien eˆtre un programme, lequel
pose des actions et dont le comportement est contraint par des re`gles (des normes, des
instructions). Cela dit, un agent peut eˆtre non seulement artificiel mais peut aussi eˆtre
complexe, voire collectif. Au meˆme titre qu’un programme informatique peut eˆtre compose´
de sous-programmes, une organisation qui posse`de la personnalite´ juridique est compose´e
de membres, et possiblement de sous-organisations. L’analyse du discours le´gal que font
Pacheco et Carmo (2003, p.149) met en e´vidence qu’une organisation, en tant qu’agent
collectif, posse`de certaines caracte´ristiques:
1. l’organisation est un agent artificiel qui n’agit pas directement mais agit plutoˆt indi-
rectement par le biais des actions pose´es par les agents individuels qui le composent;
28 Voir aussi Kooi et Tamminga (2006) pour l’analyse des actions de groupe.
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2. elle posse`de un ensemble de roˆles de´termine´s, un ensemble de normes qui carac-
te´risent ces roˆles et une structure stable (inde´pendante des agents qui remplissent
les roˆles);
3. certains roˆles peuvent eˆtre de´le´gue´s, c’est-a`-dire qu’un agent peut agir en tant que
repre´sentant pour un autre agent.
Le point fondamental que soulignent les auteurs et sur lequel repose leur approche
est qu’un agent agit toujours dans un certain roˆle (Pacheco et Carmo 2003, p.152). Cela
se comprend notamment en raison du fait que le comportement d’un agent est e´value´ en
fonction du roˆle dans lequel il a pose´ une action (Pacheco et Santos 2004, p.213). Par
exemple, un policier qui utilise son arme dans une situation de le´gitime de´fense sera juge´
en tant que policier, et non en tant que simple citoyen. En un mot, ce ne sont pas tous
les roˆles qui jouissent des meˆmes privile`ges, des meˆmes droits, et qui sont contraints par
les meˆmes restrictions.
Le caracte`re innovateur de Pacheco et Carmo (2003, p.159) est de modifier l’ope´rateur
de type stit afin d’indexer l’action d’un agent a` un roˆle. L’ope´rateur Ea:rB se lit « l’agent
a, qui agit dans le roˆle r, re´alise B ». Dans le meˆme ordre d’ide´es, ils indexent les ope´rateurs
Oa:r, Pa:r et Fa:r a` des agents qui agissent dans certains roˆles. Notons que les ope´rateurs
sont une abre´viation de OEa:r, PEa:r et FEa:r, lesquels se lisent respectivement « il est
obligatoire que a dans le roˆle r re´alise...», « il est permis que a dans le roˆle r re´alise...» et
« il est interdit que a dans le roˆle r re´alise... ». Contrairement aux syste`mes standards,
l’ope´rateur Pa:r est pris en tant que primitif et l’ope´rateur Fa:r est de´fini par:
Fa:r =def ¬Pa:r (def. Fa:r)
L’argument en faveur de ne pas de´finir l’interdiction et la permission en termes
d’obligation repose sur le fait que les e´nonce´s OEa:r¬B et O¬Ea:rB ne sont pas e´quivalents
(cf. Carmo et Pacheco 2000, p.100). D’une part, le premier e´nonce´ signifie que l’agent a
dans le roˆle r a l’obligation de re´aliser l’e´tat de choses de´crit par la proposition ¬B.
Autrement dit, ¬B est le re´sultat des actions de a. De l’autre coˆte´, O¬Ea:rB signifie qu’il
est obligatoire que a dans le roˆle r ne re´alise pas l’e´tat de choses de´crit par B, ce qui peut
re´sulter autant d’une omission que d’une abstention. De fait, Oa:r et Pa:r sont tous deux
pris en tant que primitifs afin d’avoir Oa:r¬B ≡ OEa:r¬B, O¬Ea:rB ≡ Fa:rB mais Oa:r¬B
non e´quivalent a` Fa:rB. Cela de´coule du fait que la combinaison des ope´rateurs de´ontiques
a` un ope´rateur de type stit engendre que l’obligation et l’interdiction ne signifient pas la
meˆme chose.
La syntaxe de leur approche est de´finie de la manie`re suivante (Pacheco et Carmo
2003, p.160). Le langage LDA contient un nombre fini (s1, ..., sn) de types de variables et
de constantes, incluant Ag (les variables/constantes d’agents), R (les variables/constantes
de roˆle) et AgR (les variables/constantes d’agents dans des roˆles). Ces types contiennent
quant a` eux un nombre de´nombrable de variables et au moins une constante. De plus,
LDA contient un ensemble P de pre´dicats, incluant rg (un ge´ne´rateur de roˆle), is− rg un
pre´dicat de qualification, ou` is − rg(a, t1, ..., tn) = qual(a : rg(t1, ..., tn)) et signifie que a
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est qualifie´ pour le roˆle rg(t1, ..., tn), ou de fac¸on e´quivalente que le roˆle de a est de´crit
par r(t1, ..., tn). Par exemple, is−membre(k, i) pourrait signifier que k est un membre de
l’organisation i. En ce sens, un ge´ne´rateur de roˆle associe un pre´dicat a` un roˆle.
Afin de de´finir l’ensemble des expressions bien forme´es (EBF ), les auteurs doivent
d’abord de´finir ce qu’est un terme.
1. Si rg est de type (s1, ..., sn, R) et que t1, ..., tn sont des variables de type (s1, ..., sn),
alors rg(t1, ..., tn) est un terme (de type R).
2. Si t est un terme de type Ag et rg(t1, ..., tn) un terme de type R, alors t : rg(t1, ..., tn)
est un terme de type AgR.
En un mot, un terme d’un certain type est construit a` partir de variables ou de
constantes du meˆme type. De manie`re plus ge´ne´rale, les constantes et les variables sont
des termes. Cela nous ame`ne a` la de´finition de l’ensemble des expressions bien forme´es
(Pacheco et Carmo 2003, p.161):
1. si p ∈ P et ta, ..., tn sont des termes du meˆme type que p, alors p(t1, ..., tn) ∈ EBF ;
2. si B, ∈ EBF , alors ¬B,B ∧ C ∈ EBF ;
3. si B ∈ EBF et xs est une variable de type s, alors (∀xs)B ∈ EBF ;
4. si B ∈ EBF et a : r est un terme de type AgR, alors Ea:rB,Oa:rB,Pa:rB ∈ EBF .
Les autres connecteurs logiques ∨, →, ↔ et ∃ sont de´finis usuellement a` partir de
¬, ∧ et ∀. Conside´rant qu’un agent agit a` l’inte´rieur d’un roˆle donne´, une obligation B
dans un roˆle r signifie que tout agent a qualifie´ au roˆle r doit re´aliser B, c’est-a`-dire que
OrB signifie:
(∀x)(qual(x : r)→ Ox:rB)
Similairement, si B est permis pour un roˆle R, alors B est permis a` tout agent qualifie´
pour le roˆle r, et donc PrB signifie:
(∀x)(qual(x : r)→ Px:rB)
Finalement, les auteurs pre´sentent leur syste`me sous forme axiomatique, dont les
axiomes et re`gles d’infe´rence se divisent en trois groupes (Pacheco et Carmo 2003, p.162)29,
sans compter les axiomes de la logique propositionnelle classique:
1. Les axiomes et re`gles d’infe´rence de premier ordre:
` B ⇒ ` (∀x)B (Gen)
(∀x)(B → C)→ ((∀x)B → (∀x)C) (A1)
B → (∀x)B (x n’est pas libre pour B) (A2)
(∀x)B → B(x/t) (A3)
29 Voir Pacheco et Santos (2004, p.212) pour une pre´sentation plus concise.
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ou` B(x/t) est obtenu en remplac¸ant les occurrences libres de x par t.
Notons que (Gen) est la re`gle d’infe´rence que l’on retrouve dans la pre´sentation
classique du calcul de premier ordre.30 (A1) est un axiome de distributivite´ et (A3) est
aussi un axiome du calcul des pre´dicats. (A1) et (A2) permettent de de´river l’axiome usuel
(∀x)(B → C)→ (B → (∀x)C)
du calcul des pre´dicats (ou` B ne contient pas d’occurence libre de x).
En plus des axiomes de premier ordre, on trouve les axiomes propres a` la logique de
l’action, qui forment le second groupe.
2. Les axiomes et re`gles d’infe´rence stit:
Ea:rB → B (A4)
(Ea:rB ∧ Ea:rC)→ Ea:r(B ∧ C) (A5)
Ea:rB → qual(x : r) (A6)
(∀x)qual(x : itself) (A7)
` B ↔ C ⇒ ` Ea:rB ↔ Ea:rC (SubE)
L’axiome (A4) correspond a` l’axiome (M) qui repre´sente la ne´cessite´ en logique
ale´thique (cf. Garson 2006, p.38). En un mot, cet axiome signifie que s’il est vrai que a
dans le roˆle r re´alise B, alors B est vrai. L’axiome (A5) est un axiome d’agre´gation qui
stipule que si a re´alise B et re´alise C (dans le roˆle r), alors a re´alise la conjonction B et
C.31 L’axiome (A6) quant a` lui spe´cifie que si un agent re´alise une action dans le cadre
d’un certain roˆle, alors cet agent est qualifie´ pour le roˆle. Cet axiome est, en quelque sorte,
un axiome de le´gitimite´: un agent ne peut pas re´aliser une action dans le cadre d’un roˆle
qu’il ne posse`de pas. En ce sens, un agent ne peut pas agir de manie`re ille´gitime, voire
frauduleuse: il est impossible que Pierre donne une contravention a` Paul dans le cadre
de son roˆle de policier, mais que Pierre ne soit pas un policier qualifie´. Autrement dit,
un agent ne peut pas faire semblant d’agir dans un roˆle.32 L’axiome (A7) signifie que
tout agent est qualifie´ a` agir dans son propre roˆle, ou` itself est une forme de roˆle sans
convention.33 Finalement, la re`gle d’infe´rence (SubE) est une re`gle de substitution qui
implique que si B et C sont des propositions e´quivalentes dans LDA, alors Ea:rB et Ea:rC
le sont aussi.
30 Voir par exemple Kleene (1952, p.82) ou encore Mendelson (2009, p.62).
31 L’auteur souligne en conclusion que ce syste`me gagnerait a` eˆtre augmente´ a` l’aide d’une logique tem-
porelle. Soulignons que, en effet, sans temporalite´, cet axiome peut amener a` des conse´quences e´tranges.
Supposons par exemple qu’a` un temps t1 a ne chante pas (Ea:r¬c) et qu’a` un temps t2 a chante (Ea:rc).
Dans une telle situation, l’agre´gation permet de dire que a chante et ne chante pas!
32 Il s’agit la` d’une limite de leur approche, qui ne peut rendre compte des agents qui agissent de manie`re
ille´gitime.
33 Voir Pacheco et Carmo (2003, p.155) pour l’analyse des relations entre le roˆle itself et les autres
roˆles.
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En dernier lieu, l’axiomatisation comprend les re`gles qui gouvernent les ope´rateurs
de´ontiques et leurs relations avec l’ope´rateur stit.
3. Les axiomes et re`gles d’infe´rence de´ontiques:
(Oa:rB ∧Oa:rC)→ Oa:r(B ∧ C) (A8)
Oa:rB → Pa:rB (A9)
Oa:rB → ¬Pa:r¬B (A10)
(Oa:rB ∧ Pa:rC)→ Pa:r(B ∧ C) (A11)
` B ↔ C ⇒ ` Oa:rB ↔ Oa:rC (SubO)
` B → C ⇒ ` Pa:rB → Pa:rC (RMP )
` Ea1:r1B → Ea2:r2C ⇒ ` Pa1:r1B → Pa2:r2C (RMEP )
L’axiome (A8) est, au meˆme titre que (A5), un axiome d’agre´gation pour les obliga-
tions. L’axiome (A9) correspond a` l’axiome (D) du syste`me standard et stipule que ce qui
est obligatoire est aussi permis. L’axiome (A10) quant a` lui vise a` de´finir la relation entre
Oa:r et Pa:r. Conside´rant que Pa:r est pris en tant que primitif (et donc contrairement a`
la de´finition usuelle ¬Oa:r¬ 6=def Pa:r), l’axiome indique que si a doit, dans le roˆle r, faire
B, alors il est faux qu’il est permis a` a (dans le roˆle r) de ne pas faire B. Le dernier
axiome (A11) assure une certaine cohe´sion entre les obligations et les permissions qui car-
acte´risent un roˆle. En effet, il assure que ce qui est permis puisse eˆtre fait en conjonction
avec ce qui est obligatoire. En ce qui concerne les re`gles d’infe´rence, (SubO) est une re`gle
de substitution a` l’instar de (SubE), alors que (RMP ) et (RMEP ) sont des analogues de la
re`gle (RM) en logique modale (cf. Chellas 1980, p.17):
` A→ B (RM)` 2A→ 2B
De´finis ainsi, les ope´rateurs de´ontiques et l’ope´rateur d’action ne sont pas normaux
au sens de Chellas (1980, p.114).
Du coˆte´ de la se´mantique, Carmo et Pacheco (2001, p.148) de´finissent un mode`le
M = 〈W, I, fe, fo〉
a` l’aide de la se´mantique des mondes possibles, ou` W 6= ∅ est un ensemble de sce´narios
possibles.34 I est une interpre´tation du langage de premier ordre LDA pour chaque w ∈ W
telle que:
34 Le syste`me syntaxique utilise´ par Pacheco et Santos (2004) est celui de´veloppe´ par Pacheco et Carmo
(2003). Cela dit, dans les deux cas les auteurs renvoient a` la se´mantique de´veloppe´e dans Carmo et
Pacheco (2000, 2001). Ici, nous proposons une synthe`se de l’approche propose´e dans l’article de 2003,
utilisant la se´mantique des articles de 2000 et 2001. Cela dit, la position des auteurs a e´volue´e depuis
et la se´mantique qu’ils ont propose´e ne rend pas pleinement compte de la syntaxe telle que de´veloppe´e
par la suite. Cette dichotomie vient principalement du fait que leur syste`me a e´volue´ en fonction de leurs
objectifs. Nous renvoyons le lecteur au dernier paragraphe de cette section.
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1. le domaine associe´ a` chaque type s est le meˆme pour tout sce´nario et est de´note´ par
Ds = I(w, s);
2. si g est une fonction de type (s1, ..., sn, R), alors I(s, g) = Ds1 × ...×Dsn → DR;
3. si p est un pre´dicat de type (s1, ..., sn), alors I(w, s) ⊆ Ds1 × ...×Dsn ;
4. si c est une constante, alors I(w, c) = I(w1, c);
5. I(w, itself) = DAg.
Autrement dit, la premie`re condition stipule que le domaine est stable, et donc qu’il
ne varie pas d’un sce´nario a` l’autre. Cette contrainte assure que les sce´narios posse`dent
tous les meˆmes types de pre´dicats avec des extensions e´quivalentes. La seconde condition
ne fait qu’assurer que le domaine d’un roˆle est du meˆme type que les parties dont il est
compose´. La troisie`me implique que le domaine qui contient un pre´dicat d’un certain type
est inclus dans l’ensemble qui contient les domaines de chacun des types. La quatrie`me
clause signifie que les individus restent les meˆmes d’un sce´nario a` l’autre, et finalement
la cinquie`me condition stipule que le domaine des objets qui peuvent remplir le roˆle itself
pour un sce´nario donne´ est l’ensemble de tous les agents.
A` cela s’ajoute une de´finition re´cursive des domaines de type R et AgR:
1. si r est un roˆle de type (s1, ..., sn, R), que xj ∈ Dsj(ou` j = 1, ..., n) et que a ∈ DAg,
alors r(x1, ..., xn) ∈ DR et a : r(x1, ..., xn) ∈ DAgR;
2. si r est un roˆle de type (AgR, s1, ..., sn, R), xj ∈ Dsj(ou` j = 1, ..., n), a ∈ DAg et
b ∈ DAgR, alors r(b, x1, ..., xn) ∈ DR et a : r(b, x1, ..., xn) ∈ DAgR;
La premie`re condition implique que si r est un roˆle dont le type est sj, que le pre´dicat
xj est du meˆme type et que a est un agent, alors le roˆle caracte´rise´ par le pre´dicat est
e´le´ment du domaine, de meˆme que la combinaison agent : roˆle. La seconde stipule que les
roˆles peuvent se combiner. En ce sens, si r est un roˆle d’un type sj et qu’un pre´dicat xj
est du meˆme type, alors si b est un roˆle que peut prendre un agent, alors le roˆle caracte´rise´
par b, xj est aussi e´le´ment du domaine.
Les deux autres fonctions servent a` isoler les sce´narios dans lesquels les propositions
Ea:rB et Oa:rB sont vraies. D’une part,
fe : (DAg ∪DAgR)× 2W −→ 2W
est de´finie de fac¸on a` ce que si a ∈ DAg et Z est un sous-ensemble de W , alors fe(a : r, Z)
de´note l’ensemble qui contient tous les sce´narios ou` a re´alise Z dans le roˆle r, Z e´tant une
description du sce´nario qui est vraie suite aux actions pose´es par a. D’autre part,
fo : 2
W −→ 2W
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isole les sce´narios ou` un e´tat de choses Z est obligatoire: si Z ⊆ W , alors fo(Z) est
l’ensemble qui contient tous les sce´narios ou` Z est obligatoire. Cela est similaire aux
clauses se´mantiques propose´es par Chellas (1974) et Jones (1991) afin de rendre compte
des obligations conditionnelles (cf. Peterson 2011, p.58 note 10). Notons au passage qu’en
vertu de cette de´finition, cette approche s’inse`re dans le cadre des logiques de type Ought-
to-be: l’agent n’a pas l’obligation de faire une action, mais doit plutoˆt faire advenir un
e´tat de choses (dans le monde).
La ve´rite´ dans M est de´finie de manie`re usuelle. Carmo et Pacheco (2001, p.149)
introduisent une fonction d’e´valuation v qui assigne pour tout sce´nario et a` tout terme t
de type s un objet membre du domaine Ds. La fonction est de´finie de manie`re re´cursive et
attribue ultimement aux constantes l’objet qui leur correspond a` l’inte´rieur du domaine.
Les conditions de ve´rite´ sont les suivantes.
M |=w,v p(t1, ..., tn)⇔ v(w, t1), ..., v(w, tn) ∈ I(w, p) (1)
M |=w,v ¬B ⇔ M 6|=w,v B (2)
M |=w,v B ∧ C ⇔ M |=w,v B et |=w,v C (3)
M |=w,v (∀xs)B ⇔ M |=w,v1 B pour tout v1 qui assigne les meˆmes
valeurs que v aux variables d’autres types (4)
M |=w,v OB ⇔ w ∈ fo(‖B‖v) ou` ‖B‖v = {w :M |=w,v B} (5)
Finalement, si t est un terme de type Ag ou AgR, alors
M |=w,v EtB ⇔ w ∈ fev(t)(‖B‖v) (6)
La clause (1) signifie qu’une proposition de premier ordre est vraie dans la mesure
ou` les objets dans la porte´e du pre´dicat sont dans l’extension du concept pour un sce´nario
donne´. Les conditions (2)–(3) sont les conditions habituelles pour la ne´gation (classique) et
la conjonction. (4) assure que si une quantification universelle est vraie, alors la proposition
dans la porte´e du quantificateur est vraie pour tout autre e´valuation qui assigne les meˆmes
valeurs aux variables des diffe´rents types. En d’autres termes, (4) assure une certaine
stabilite´, c’est-a`-dire que la clause assure que la quantification tient dans les sce´narios
qui ont le meˆme domaine et dont les pre´dicats identiques ont des extensions identiques.
Notons que la quantification est indexe´e a` un type, et donc ne porte par sur le domaine
en entier, mais seulement sur la portion Ds. La condition (5) stipule qu’une proposition
de la forme « obligatoirement B » est vraie pour un sce´nario w a` condition que ce sce´nario
soit membre de l’ensemble qui contient tous les sce´narios ou` l’ensemble qui contient tous
les sce´narios pour lesquels B est vrai selon l’e´valuation v est obligatoire. Cette dernie`re
condition me´rite d’eˆtre reformule´e: l’ensemble ‖B‖v de´note l’ensemble qui contient tous
les sce´narios ou` la proposition B est vraie pour l’e´valuation v.35 L’e´nonce´ OB est vrai pour
35 La combinaison de l’indexation sce´nario/e´valuation permet de faire varier les descriptions des sce´nar-
ios de manie`res diffe´rentes. Par exemple, en fixant w et en faisant varier v, on pose que les propositions
vraies restent les meˆmes mais que les extensions des pre´dicats varient. De l’autre coˆte´, en posant que v
mais en faisant varier w, on garde le meˆme domaine mais on regarde ce qui peut eˆtre vrai conside´rant ce
domaine.
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w et l’e´valuation v a` condition que tout sce´nario x ou` B est vrai pour la meˆme e´valuation
est obligatoire. Autrement dit, fo(‖B‖v) de´note les sce´narios obligatoires pour lesquels
B est vrai (selon l’e´valuation v), et OB est vrai pour w a` condition que w fasse partie
de cet ensemble. Notons que cette clause pre´sume l’ide´alite´ du mode`le, liant la ve´rite´
de la proposition normative OB a` celle de la proposition descriptive B dans la porte´e
de l’ope´rateur de´ontique. En dernier lieu, la clause (6) rend compte de l’axiome (A4) et
signifie que si la proposition «x re´alise B dans le roˆle r » est vraie pour w, alors w est
membre de l’ensemble qui contient tous les sce´narios ou` B est vrai (et ou` l’e´tat de choses
B est le re´sultat des actions de x dans le roˆle r).
Une proposition est dite vraie pour un mode`leM a` condition qu’elle soit vraie pour
tout sce´nario et toute interpre´tation dans M, et elle est dite valide lorsqu’elle est vraie
pour tout mode`le (Carmo et Pacheco 2001, p.150).
Afin de rendre compte de la structure exprime´e par les axiomes, les auteurs ajoutent
des clauses supple´mentaires au mode`le se´mantique. D’abord, Carmo et Pacheco (2001,
p.151) ajoutent la clause
fea:r(X) ⊆ fea(X) ⊆ X
ou` X ⊆ W . En conjonction avec la clause (6) susmentionne´e, cela vise a` assurer la validite´
de l’axiome (A4). En mots, cela signifie que l’ensemble qui contient les sce´narios ou` il est
vrai qu’un agent re´alise X dans un roˆle est sous-ensemble de l’ensemble ou` a re´alise X,
lequel est sous-ensemble de X (pre´suppose´ vrai). Autrement dit, s’il est vrai qu’un agent
(dans un roˆle ou non) re´alise X, alors X est vrai: mais ce n’est pas parce que X est vrai
que l’agent a re´alise´ X. Les deux conditions suivantes visent a` valider respectivement les
axiomes (A5) et (A8).36
feb(X) ∩ feb(Y ) ⊆ feb(X ∩ Y )
fob(X) ∩ fob(Y ) ⊆ fo(X ∩ Y )
Dans chacun des cas, la clause est conforme a` la conception ensembliste de la con-
jonction: l’ensemble qui contient les sce´narios ou` A est vrai et B est vrai est inclus dans
l’ensemble qui contient les sce´narios ou` A et B est vrai. Cela dit, conside´rant que Oa:r est
une abre´viation pour OEa:r, la clause se´mantique pour l’axiome (A8) est mieux repre´sente´e
par:
fo(feb(X)) ∩ fo(feb(Y )) ⊆ fo(feb(X ∩ Y ))
L’axiome (A9), e´quivalent a` (D), va de paire avec la clause:
fob(X) ∩ fob(W −X) = ∅
Cela signifie que l’ensemble qui contient les sce´narios ou` X est obligatoire ne partage
aucun membre avec celui qui contient les sce´narios ou` le comple´ment de X dans W est
36 Notons que la seconde clause n’est pas retenue dans le texte de 2001 conside´rant qu’a` ce moment les
auteurs rejetaient l’agre´gation pour l’obligation (cf. Carmo et Pacheco 2001, p.151). De plus, soulignons
aussi que nous avons ajoute´ l’indexation de fo a` b afin d’eˆtre conforme au texte de 2003.
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obligatoire. En ce sens, les sce´narios ou` X est vrai qui sont obligatoires ne peuvent pas
se retrouver a` l’inte´rieur d’autres sce´narios obligatoires ou` X est faux. L’axiome (A11)
quant a` lui est repre´sente´ se´mantiquement par la clause (Carmo et Pacheco 2001, p.152):
(fo(feb(X))− fo(W − feb(Y ))) ∩ fo(W − feb(X ∩ Y )) = ∅
Cette clause me´rite quelques explications. Allons-y e´tape par e´tape:
1. W − feb(Y ) est le comple´ment de l’ensemble qui contient les sce´narios ou` Y (re´alise´
par b) est vrai par rapport a` W . Il s’agit donc de l’ensemble qui contient les sce´narios
ou` Y (re´alise´ par b) est faux;
2. fo(W − feb(Y )) est l’ensemble qui contient les sce´narios ou` «Y (re´alise´ par b) est
faux » est obligatoire;
3. (fo(feb(X)) − fo(W − feb(Y )) est le comple´ment de l’ensemble qui contient les sce´-
narios ou` «Y (re´alise´ par b) est faux» est obligatoire par rapport a` l’ensemble
qui contient les sce´narios ou` «X (re´alise´ par b) est vrai» est obligatoire. De fait,
l’ensemble contient «X (re´alise´ par b) est vrai» est obligatoire et «Y (re´alise´ par
b) est vrai» est obligatoire;
4. fo(W − feb(X ∩ Y )) est l’ensemble qui contient les sce´narios obligatoires ou` soit X
(re´alise´ par b) est faux ou Y (re´alise´ par b) est faux.
En ce sens, l’ensemble qui contient «X (re´alise´ par b) est vrai» est obligatoire et «Y
(re´alise´ par b) est vrai» est obligatoire ne partage aucun membre avec celui qui contient
les sce´narios ou` «X et Y » (re´alise´ par b) est faux est obligatoire.
Le lecteur attentif aura remarque´ que nous n’avons pas encore discute´ de tous les
axiomes propose´s. Le cas des axiomes et re`gles d’infe´rence de premier ordre est trivial, et
de fait nous n’en discuterons pas davantage. En ce qui concerne les axiomes stit, nous
n’avons pas encore discute´ de (A6), (A7) et (SubE). Carmo et Pacheco (2001, p.153)
mentionnent au passage (en une ligne) que l’axiome (A7) est d’emble´e valide dans leur
se´mantique, la raison e´tant que sinon il faudrait un sce´nario w et une e´valuation v tels que
is− itself(x) est faux, et donc que x n’est pas membre de l’extension du concept eˆtre x.37
L’axiome (A6) quant a` lui est valide´ par l’ajout de la condition:
w ∈ fea:r(X)⇒ qual(w, a : r)
Si w est un sce´nario membre de l’ensemble qui contient les sce´narios ou` a re´alise X
dans le roˆle r, alors a est qualifie´ pour le roˆle r dans w.38 La validite´ de la re`gle (SubE)
est triviale, a` supposer la comple´tude (dont la preuve n’est pas fournie par les auteurs),
conside´rant la clause de ve´rite´ (6).
37 On ne trouve d’ailleurs pas plus d’explication dans Carmo et Pacheco (2000, p.119).
38 Le lecteur est renvoye´ au texte pour la de´finition re´cursive de qual.
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Cela nous ame`ne aux axiomes et re`gles d’infe´rence de´ontiques. Jusqu’a` pre´sent, nous
avons traite´ des axiomes (A8), (A9) et (A11). La re`gle SubO se comprend dans la meˆme
mesure que SubE. Les autres cas sont moins e´vidents et quelques remarques s’imposent.
Le syste`me syntaxique est pre´sente´ dans l’article de Pacheco et Carmo (2003), ou` les
auteurs justifient le choix des axiomes et des re`gles d’infe´rence et analysent en profondeur
les notions d’action commune, de contrat, d’organisation et de roˆle. L’article de Pacheco
et Santos (2004) reprend la syntaxe propose´e par Pacheco et Carmo (2003) afin d’analyser
la de´le´gation de roˆle, d’obligation et de responsabilite´ au sein d’une organisation (un
nmas). De l’autre coˆte´, la se´mantique est pre´sente´e dans les articles de Carmo et Pacheco
(2000, 2001), ou` le texte de 2001 est en fait une reformulation de celui de 2000. Cela
dit, Pacheco et Santos (2004, pp.210-1) renvoient a` Pacheco et Carmo (2003) et Carmo
et Pacheco (2001) pour la discussion sur les ope´rateurs de´ontiques primitifs, ou` Pacheco
et Carmo (2003, p.159) ne font que re´sumer l’analyse propose´e dans le texte de 2001.
Par surcroˆıt, Pacheco et Carmo (2003, p.159) renvoient aux textes de Carmo et Pacheco
(2000, 2001) pour les de´tails relatifs a` la se´mantique. Or, le fait est que la syntaxe propose´e
dans les textes de 2004 et 2003 ne se trouve pas comple`tement dans ceux de 2001 et 2000.
Autrement dit, les conside´rations se´mantiques propose´es dans le texte de 2001 ne couvrent
pas la totalite´ du syste`me syntaxique propose´ en 2003. Le lecteur ne trouvera donc pas
la clause se´mantique de (A10) et la discussion propose´e dans Carmo et Pacheco (2001,
p.152) ne traite pas des re`gles (RMP ) et (RMEP ).
Somme toute, Pacheco et Carmo proposent une fac¸on inte´ressante de combiner les
logiques de premier ordre, stit et de´ontique. Cette approche vise a` rendre compte de
phe´nome`nes complexes comme la de´le´gation d’obligations au sein d’une organisation,
l’interaction entre les obligations, les agents et les roˆles au sein d’une organisation et,
de fac¸on plus ge´ne´rale, des obligations collectives. Un aspect original de leur approche
est qu’ils ne conside`rent pas que l’institution se re´duit aux agents individuels qui la com-
posent (cf. Carmo et Pacheco 2001, p.137).39 L’institution va au-dela` de ses membres.
Conforme´ment a` leur analyse de la loi, ils introduisent la notion d’agent artificiel afin de
rendre compte des organisations en tant qu’agents complexes, caracte´rise´s par les roˆles qui
les composent et par les normes qui re´gissent ces roˆles.
Jan Broersen
La logique stit vise la mode´lisation des nmas, et de fait, conforme´ment a` la tradition
engendre´e par Belnap et Perloff (1988), elle inclut une dimension temporelle qui sert a`
mode´liser l’e´volution des obligations. En plus de cette dimension temporelle, la logique
stit peut aussi eˆtre augmente´e de fac¸on a` rendre compte de phe´nome`nes plus com-
plexes, comme l’interaction entre les modalite´s temporelles, de´ontiques et e´piste´miques.40
Broersen (2011a), par exemple, propose une logique multi-modale fonde´e sur une logique
39 Voir aussi Pacheco et Carmo (2003, p.146) et Pacheco et Santos (2004, p.210).
40 Pour une introduction a` la logique e´piste´mique et a` l’e´piste´mologie formelle, le lecteur est invite´ a`
consulter Hendricks (2006).
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de´ontique stit et augmente´e par une modalite´ e´piste´mique Ka.
41
D’emble´e, l’approche de Broersen (2011a) vise la repre´sentation de l’action intention-
nelle. En effet, ce dernier propose une nouvelle interpre´tation de l’ope´rateur Ka lorsque
celui-ci est combine´ avec l’ope´rateur [A stit] : la proposition Ka[a stit]ϕ signifie « l’agent a
re´alise ϕ sciemment (Broersen 2011a, p.145)».42 La motivation principale de l’auteur est
de formaliser certaines notions de droit criminel, notamment l’imputabilite´ d’un accuse´.
En Common law, le fait qu’un accuse´ soit imputable ou non d’un crime de´pend de deux
facteurs, l’actus reus et la mens rea, qui renvoient a` l’acte et a` l’e´tat mental de l’individu
au moment du crime. Afin qu’un crime soit imputable, il faut e´tablir d’une part que le
crime a effectivement e´te´ commis (l’actus reus), et d’autre part que l’individu e´tait en
controˆle de ses capacite´s intellectuelles.43 Broersen (2011a, p.137) souligne que plusieurs
syste`mes de droit criminel distinguent entre diffe´rents modes de mens rea, comme faire
en vue d’un but, faire en connaissance de cause ou encore faire ne´gligeamment. De fait,
le syste`me propose´ vise la repre´sentation formelle de ces diffe´rents modes de mens rea, de
l’actus reus, et, de manie`re ge´ne´rale, de la culpabilite´ (Broersen 2011a, p.138).
Meˆme si le syste`me de Broersen s’inse`re dans le cadre des logiques de type stit, celui-
ci utilise en fait une logique stit augmente´e. En effet, Broersen (2011a, p.139) utilise la
logique Xstit, qui se distingue de la logique stit dans la mesure ou` les actions n’ont pas
d’effet imme´diat : l’effet d’une action prend place dans un e´tat subse´quent.44 Usuellement,
l’ope´rateur stit satisfait le sche´ma d’axiome (M): s’il est vrai que a re´alise ϕ dans le
sce´nario w, alors ϕ est vrai pour w. Or, avec Xstit, ϕ sera vrai dans l’e´tat subse´quent. A`
supposer que, dans une conception line´aire du temps, le monde se trouve dans un certain
e´tat a` chaque moment, l’effet d’une action pose´e au temps ti prend place au moment ti+1,
ou` ti+1 est le successeur imme´diat de ti.
Le langage
LXstit = {Prop,Ags, (, ),¬,∧,2, [ xstit], X,Ka}
contient un ensemble de´nombrable de propositions atomiques Prop, un ensemble fini
Ags = {a1, ..., aj} d’agents (ou` A ⊆ Ags est un ensemble d’agents), les connecteurs pour
la ne´gation et la conjonction ainsi que les ope´rateurs pour la ne´cessite´, l’action, l’e´tat
subse´quent et la connaissance.45
L’ensemble des expressions bien forme´es (EBF ) est de´fini re´cursivement (Broersen
2011a, p.139)46:
1. si p ∈ Prop, alors p ∈ EBF ;
41 L’article de Broersen (2011a) provient d’un acte du colloque DEON’08 (cf. Broersen 2008). Il a aussi
traite´ (diffe´remment) de ce sujet dans Broersen (2009).
42 Traduction libre de « the agent a knowingly sees to it that ϕ».
43 Pour une analyse de´taille´e de ces notions, le lecteur peut consulter Parent (2007, 2008).
44 Nous utilisons l’expression « e´tat subse´quent» comme traduction de «next state ».
45 Notons que l’auteur e´crit [A xstit]ϕ plutoˆt que [A xstit ϕ], comme on le retrouve chez Belnap et
Perloff (1988), afin d’insister sur le fait qu’il s’agit d’une modalite´. De plus, [a xstit] est une abre´viation
de [{a} xstit] (cf. Broersen 2011a, p.139 et p.145).
46 Cette de´finition permet l’ite´ration des ope´rateurs.
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2. si ϕ, ψ ∈ EBF , alors ¬ϕ, ϕ ∧ ψ,2ϕ, [A xstit]ϕ,Xϕ,Kaϕ ∈ EBF .
L’ope´rateur 2 repre´sente la ne´cessite´ historique et Xϕ exprime la transition d’un
e´tat (statique) a` un autre (son successeur). Les connecteurs →, ↔, ∨ et l’ope´rateur dual
♦ sont de´finis de manie`re usuelle et 〈A xstit〉 est l’abre´viation de ¬[A xstit]¬.
La notion de ne´cessite´ historique vise la repre´sentation de ce qui est vrai pour tout
sce´nario accessible (cf. Thomason 2002). Conside´rons par exemple le diagramme suivant
(figure 3.1).
ti ti+1 ti+2
w
v1
v2 x1
x2
x3
Figure 3.1: La ne´cessite´ historique
Les sce´narios v1 et v2 sont accessibles au sce´nario w au temps ti, ou` v1 et v2 sont les
deux e´tats subse´quents possibles a` w. De la meˆme manie`re, x3 et x2 sont les deux sce´narios
subse´quents possibles a` v1 au temps ti+1. Une histoire peut informellement eˆtre conside´re´e
comme un « chemin» qui passe par diffe´rents sce´narios, c’est-a`-dire une suite. En ce sens,
nous avons dans cet exemple trois histoires (ou suite d’e´ve`nements) possibles: (w, v1, x3),
(w, v1, x2) et (w, v2, x1). La ne´cessite´ historique est ponctuelle et est de´termine´e a` un
certain moment tj. Ce qui est ne´cessairement (historiquement) vrai a` ti+2 par exemple est
ce qui est vrai pour x1, x2 et x3. Autrement dit, la ne´cessite´ historique a` ti+2 correspond
a` l’ensemble de propositions (vraies) Λ = {Γ : Γ ⊆ x1,Γ ⊆ x2 et Γ ⊆ x3}. Cela dit, ce qui
est historiquement ne´cessairement vrai peut changer dans le futur.
Le syste`me axiomatique est construit a` partir d’une axiomatisation de la logique
propositionnelle classique ainsi que des re`gles d’infe´rence usuelles pour les ope´rateurs
modaux (cf. Garson 2006, p.37). Autrement dit, pour ? une modalite´ de Xstit, le (sche´ma
de) re`gle d’infe´rence et le sche´ma d’axiome suivants s’appliquent.
` A (Nec?)` ?A
` ?(A→ B)→ (?A→ ?B) (Dist?)
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L’axiomatisation se fait par les sche´mas d’axiomes suivants:
2ϕ→ ϕ (M)
♦ϕ→ 2♦ϕ (5)
[A xstit]ϕ→ 〈A xstit〉ϕ (D)
¬X¬ϕ→ Xϕ (A1)
[∅ xstit]ϕ↔ 2Xϕ (A2)
[Ags xstit]ϕ↔ X2ϕ (A3)
[A xstit]ϕ→ [A ∪B xstit]ϕ (A4)
(♦[A xstit]ϕ ∧ ♦[B xstit]ψ)→ ♦([A xstit]ϕ ∧ [B xstit]ψ) (A5)
Les axiomes (M) et (5) donnent a` la ne´cessite´ historique une structure de type S5
et l’axiome (D) donne a` l’ope´rateur [A xstit] une structure de type KD (cf. Garson 2006,
p.115). (M) signifie que ce qui est ne´cessairement vrai pour un sce´nario est vrai. L’axiome
(5) exprime que s’il est possible que ϕ soit vrai pour un sce´nario v au moment ti, qui est un
e´tat subse´quent d’un sce´nario w a` ti−1, alors ϕ est aussi vrai pour les autres alternatives
v′ de w. (D) stipule que si A re´alise ϕ, alors il est faux que A re´alise ¬ϕ. L’axiome
(A1) signifie que s’il est faux que ¬ϕ est le cas a` un e´tat subse´quent, alors ϕ est le cas
pour cet e´tat. Il s’agit d’une instance de l’axiome (CD) et indique que l’e´tat subse´quent
est unique (cf. tableau 3.1). (A2) stipule que si ϕ advient « naturellement», c’est-a`-dire
que ϕ n’est re´alise´ par aucun agent, alors c’est une ne´cessite´ historique que ϕ prenne
place dans l’e´tat subse´quent. Autrement dit, un changement qui n’est cause´ par aucun
agent est une ne´cessite´ historique pour l’e´tat subse´quent. (A3) signifie que si ϕ est re´alise´
par tous les agents, alors dans l’e´tat subse´quent ϕ est une ne´cessite´ historique. En ce
sens, les propositions qui ne sont pas des ne´cessite´s historiques dans les e´tats subse´quents
repre´sentent des e´tats de choses qui peuvent eˆtre re´alise´s suite aux actions et aux choix
des agents. L’axiome (A4) exprime que si ϕ est re´alise´ par A, alors il est aussi re´alise´
conjointement par un ensemble qui contient A.47 Soulignons que cet axiome implique que
les actions d’un groupe se re´duisent aux actions de chaque membre. L’axiome (A5) quant
a` lui est restreint par la clause A ∩ B = ∅ et signifie que s’il est possible que A re´alise ϕ
et qu’il est possible que B re´alise ψ, alors il est possible que A re´alise ϕ et que B re´alise
ψ.
Broersen (2011a, p.145) propose ensuite d’ajouter trois axiomes e´piste´miques afin de
mode´liser ade´quatement la notion de « re´aliser sciemment». Les axiomes sont:
KaXϕ→ Ka[a xstit]ϕ (A6)
Ka[a xstit]ϕ→ XKaϕ (A7)
♦Kaϕ→ Ka♦ϕ (A8)
(A6) exprime que si a sait que ϕ sera le cas dans l’e´tat subse´quent, alors a re´alise
47 Cela ne veut toutefois pas dire que [B −A xstit]ϕ.
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sciemment ϕ.48 (A7) signifie que si a re´alise sciemment ϕ, alors dans l’e´tat subse´quent a
sait que ϕ. Finalement, (A8) stipule que s’il est possible que a sache que ϕ, alors a sait
que ϕ est possible.49
Cette axiomatisation se traduit litte´ralement sur le plan de la se´mantique. Suivant
les re´sultats de Sahlqvist (1975), qui a montre´ que les axiomes modaux induisent des
relations pre´cises sur les mode`les se´mantiques (cf. Garson 2006, p.211), Broersen (2011a,
p.143) pre´sente le mode`le se´mantique en explicitant avec quelle condition est lie´ chaque
axiome. Conforme´ment au tableau pre´sente´ dans Garson (2006, p.115), les principaux
re´sultats peuvent eˆtre re´sume´s par le tableau 3.1, ou` 2 est une modalite´ quelconque et
♦ =def ¬2¬ (l’ajout de (2B) est duˆ a` A˚qvist 2002, p.209).
Axiome Condition sur M Relation
(D) 2A ⊃ ♦A ∀w ∃v t.q. wRv Se´rielle
(M) 2A ⊃ A ∀w, wRw Re´flexive
(4) 2A ⊃ 22A ∀w, v, u (wRv et vRu)⇒ wRu Transitive
(5) ♦A ⊃ 2♦A ∀w, v, u (wRv et wRu)⇒ vRu Euclidienne
(B) A ⊃ 2♦A ∀w, v wRv ⇒ vRv Syme´trique
S5 (M) + (5) ∀w, v wRv E´quivalence
(2M) 2(2A ⊃ A) ∀w, v wRv ⇒ vRv Quasi-re´flexive
(2B) 2(A ⊃ 2♦A) ∀w, v, u (wRv et vRu)⇒ uRv Quasi-syme´trique
(CD) ♦A ⊃ 2A ∀w, v, u wRv et wRu⇒ v = u Unique
(C4) 22A ⊃ 2A ∀w, v wRv ⇒ ∃u(wRu et uRv) Dense
(C) ♦2A ⊃ 2♦A ∀w, v, (wRv et wRu)⇒ Convergent
∃x (vRx et uRx)
(L) 2(2A ⊃ B)∨ ∀w, v, u (wRv et wRu)⇒ Antisyme´trique
2((B ∧2B) ⊃ A) vRu, uRv ou v = u
Tableau 3.1: Les relations induites sur les mode`les se´mantiques
Le mode`le se´mantique M = 〈F , pi〉 est de´fini a` partir d’une structure
F = 〈S,H,RX , R2, RA,∼a〉
et d’une fonction pi : P → 2S×H qui attribue a` chaque proposition l’ensemble des e´tats
dynamiques dans lesquels la proposition est vraie (cf. Broersen 2011a, p.140).
Conside´rons d’abord la structure F . S est un ensemble de´nombrable d’e´tats sta-
tiques et H 6= ∅ est un ensemble non de´nombrable d’histoires h, ou` h est un ensemble
de´nombrable ordonne´ de sous-ensembles de S. Autrement dit, H contient toutes les com-
binaisons de´nombrables possibles que l’on peut faire a` partir des membres de S. Une
histoire h est ordonne´e par RX , une relation d’e´tat subse´quent. Cette relation permet
d’ordonner les e´tats dynamiques 〈s, h〉, c’est-a`-dire est une paire ordonne´e qui contient un
48 Cet axiome est discutable. Supposons que nous somme le 27 aouˆt 2013, et que Paul sait que le
lendemain la situation en E´gypte ne se sera pas ame´liore´e. Donc Paul re´alise sciemment que la situation
en E´gypte ne s’ame´liore pas?
49 Cet axiome aussi est discutable. Il est possible que Simon, qui a quatre ans, sache les principes de la
me´canique quantique, sans ne´cessairement que Simon sache qu’il est possible qu’il connaisse les principes
de la me´canique quantique.
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e´tat (statique) et une histoire. Un e´tat s′ est subse´quent a` s dans une histoire h si et
seulement si 〈s, h〉RX〈s′, h〉. La relation RX est se´rielle et de´terministe, ce qui est exprime´
respectivement par les axiomes (D) et (A1). Par surcroˆıt, la relation RX est contextuelle a`
une histoire. En effet, si 〈s, h〉RX〈s′, h′〉, alors h = h′, et donc dans l’e´tat subse´quent s′, les
agents demeurent dans la meˆme histoire. R2 est une relation de ne´cessite´ historique telle
que 〈s, h〉R2〈s′, h′〉 si et seulement si s = s′. En ce sens, la relation de ne´cessite´ historique
est ponctuelle et s’e´value a` un moment donne´ et pour un sce´nario donne´ (elle e´value ce
qui est vrai pour toute histoire a` un moment donne´). Conside´rons la figure 3.2.
ti ti+1 ti+2
w1
w2
w3 v1
v2 x1
x2
x3
Figure 3.2: La ne´cessite´ historique (2)
Les diffe´rentes histoires visent a` repre´senter les choix que les agents peuvent faire
afin de faire advenir des e´tats subse´quents spe´cifiques. A` l’e´tat w1 par exemple, un agent
peut soit faire advenir v1 ou v2. Cela dit, la ne´cessite´ historique e´value ce qui est commun
a` chaque histoire pour un moment et un e´tat donne´. Par exemple, si l’on fixe le moment a`
ti+2 et l’e´tat a` x3, la ne´cessite´ historique e´value ce qui est commun a` (w3, v1, x3), (w2, v1, x3)
et (w1, v1, x3). Quant aux relations RA, ou` A ⊆ Ags, ce sont des relations efficaces50 telles
que:
1. R∅ = R2 ◦RX ;
2. RAgs = RX ◦R2;
3. si B ⊂ A, alors RA ⊆ RB;
4. si A ∩B = ∅, 〈s1, h1〉R2〈s2, h2〉 et 〈s1, h1〉R2〈s3, h3〉, alors
(a) il existe 〈s4, h4〉 tel que 〈s1, h1〉R2〈s4, h4〉;
(b) si 〈s4, h4〉RA〈s5, h5〉, alors 〈s2, h2〉RA〈s5, h5〉;
(c) si 〈s4, h4〉RB〈s6, h6〉, alors 〈s3, h3〉RB〈s6, h6〉.
Avant d’expliquer en mots ce que ces conditions signifient, notons que dans chacun
des cas (RX , R2 et RA), les relations sont des sous-ensembles de (S ×H)× (S ×H) qui
50 La relation effectivity est utilise´e en the´orie du choix social et signifie que les choix que les individus
font et que les actions qu’ils posent en fonction de ces choix re´alisent l’effet de´sire´ (cf. Pauly 2002, p.151).
71
respectent certaines conditions. De fait, ces relations peuvent eˆtre compose´es a` l’aide de
◦. Conside´rant que nous avons
S ×H R2 // S ×H
et
S ×H RX // S ×H
il est possible d’obtenir les compositions
R2 ◦RX : S ×H RX // S ×H R2 // S ×H
et
RX ◦R2 : S ×H R2 // S ×H RX // S ×H
La premie`re condition signifie que les « actions » du groupe vide d’agent ∅ de´termi-
nent ce qui est ne´cessairement historiquement vrai pour tout sce´nario subse´quent (RX isole
les sce´narios subse´quents possibles, puis R2 de´termine ce qui est vrai dans chaque sce´nario
subse´quent possible). Cette condition va de paire avec (A2). La seconde condition accom-
pagne (A3) et signifie que les actions du groupe Ags de´terminent les e´tats subse´quents
possibles et fixent, pour chaque e´tat, ce qui y sera historiquement ne´cessairement vrai (en
vertu des actions de chaque agent). (A4) signifie que si B est un sous-groupe de A, alors
A est minimalement autant efficace que B (ou encore que les choix possibles d’un agent
sont inclus dans les choix possibles pour la collectivite´). La dernie`re condition repre´sente
l’axiome (A5). Conforme´ment a` la clause susmentionne´e pour la relation R2, deux e´tats
dynamiques sont en relation de ne´cessite´ historique a` condition que l’e´tat statique soit le
meˆme. En ce sens, dans la condition 4 nous pouvons conclure qu’il s’agit du meˆme e´tat
s = s1 = s2 = s3. A` supposer que A et B sont deux groupes d’agents qui ne partagent
aucun membre et que 〈s, h1〉, 〈s, h2〉 et 〈s, h3〉 sont en relation de ne´cessite´ historique, 4(a)
signifie qu’il y a un autre e´tat dynamique 〈s4, h4〉 en relation de ne´cessite´ historique avec
〈s, h1〉 (et donc s4 = s1 = s). Informellement, h1 peut eˆtre conside´re´ comme l’histoire ou`
A et B n’agissent pas, h2 comme celle ou` A agit, h3 celle ou` B agit et h4 celle ou` les deux
agissent. Dans l’e´ventualite´ ou` les deux agissent, les conditions 4(b) et 4(c) marquent
l’inde´pendance des actions de A et de B: 4(b) signifie que si l’e´tat dynamique 〈s5, h5〉
prend place apre`s 〈s, h4〉 et est re´alise´ par A, alors il prend place apre`s 〈s, h2〉, et (c) sig-
nifie que si l’e´tat dynamique 〈s6, h6〉 prend place apre`s 〈s, h4〉 et est re´alise´ par B, alors
il prend place apre`s 〈s, h3〉. De fait, il est possible que h5 = h6 mais que ne´anmoins A
et B soient responsables de leurs actions respectives, dans la mesure ou` l’histoire dans
laquelle on se trouve re´sulte de deux choix diffe´rents. Finalement, ∼a (avec a ∈ Ags)
sont des relations d’e´quivalences e´piste´miques par rapport aux e´tats dynamiques, ou` deux
e´tats sont en relation ∼a d’e´quivalence e´piste´mique lorsque les connaissances de a sont les
meˆmes dans chaque e´tat.
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La ve´rite´ dans un mode`leM relativement a` un e´tat dynamique 〈s, h〉, note´e |=M〈s,h〉 ,
est de´finie re´cursivement (cf. Broersen 2011a, p.142):
|=M〈s,h〉 p⇔ 〈s, h〉 ∈ pi(p) (1)
|=M〈s,h〉 ¬ϕ⇔ 6|=M〈s,h〉 ϕ (2)
|=M〈s,h〉 ϕ ∧ ψ ⇔ |=M〈s,h〉 ϕ et |=M〈s,h〉 ψ (3)
|=M〈s,h〉 2ϕ⇔ 〈s, h〉R2〈s′, h′〉 ⇒ |=M〈s′,h′〉 ϕ (4)
|=M〈s,h〉 [A xstit]ϕ⇔ 〈s, h〉RA〈s′, h′〉 ⇒ |=M〈s′,h′〉 ϕ (5)
|=M〈s,h〉 Xϕ⇔ 〈s, h〉RX〈s′, h′〉 ⇒ |=M〈s′,h′〉 ϕ (6)
|=M〈s,h〉 Kaϕ⇔ 〈s, h〉 ∼a 〈s′, h′〉 ⇒ |=M〈s′,h′〉 ϕ (7)
La clause (1) stipule qu’un atome propositionnel p est vrai dans un e´tat dynamique a`
condition que cet e´tat soit membre de l’ensemble qui contient tous les e´tats dynamiques ou`
p est vrai et la condition (2) est la bivalence classique, a` savoir que ce qui n’est pas vrai est
faux, et vice versa. (3) est la condition se´mantique usuelle pour la conjonction. La clause
(4) signifie qu’une proposition ϕ est une ne´cessite´ historique pour un e´tat dynamique a`
condition que cette proposition soit vraie pour tout autre e´tat dynamique en relation de
ne´cessite´ historique avec lui. (5) implique que A re´alise ϕ est vrai pour un e´tat dynamique
dans la mesure ou` ϕ est vrai pour tout e´tat dynamique subse´quent re´alise´ par A. La
condition (6) exprime que ϕ est vrai dans le prochain e´tat a` condition que ϕ soit vrai
pour tout e´tat dynamique subse´quent possible. Finalement, (7) signifie qu’il est vrai que
a sait ϕ pour un e´tat dynamique 〈s, h〉 a` condition que ϕ soit vrai pour tout autre e´tat
dynamique en relation d’e´quivalence e´piste´mique avec 〈s, h〉.
En ce qui concerne les trois axiomes propose´s pour rendre compte des interactions
entre les modalite´s [A xstit] et Ka, les restrictions respectives sur le mode`le se´mantique
sont:
∼a ◦Ra ⊆ ∼a ◦RX (8)
RX◦ ∼a⊆ ∼a ◦Ra (9)
〈s1,h1〉R2〈s2, h2〉 et 〈s1, h1〉 ∼a 〈s3, h3〉 ⇒
∃s4, h4 t.q. 〈s2, h2〉 ∼a 〈s4, h4〉 et 〈s3, h3〉R2〈s4, h4〉 (10)
Cela nous ame`ne aux conside´rations quant aux ope´rateurs de´ontiques. A` l’instar
de la tendance en logique dynamique, inspire´e par Anderson (1958a), Broersen (2011a,
p.147) ne prend pas l’ope´rateur de´ontique comme primitif mais le de´finit plutoˆt a` l’aide de
l’ope´rateur [A xstit] et d’une constante de violation V . L’auteur propose deux de´finitions
possibles pour l’obligation.
O[a xstit]ϕ =def 2(¬[a xstit]ϕ→ [a xstit]V ) (def. O)
O′[a xstit]ϕ =def 2([a xstit]¬ϕ→ [a xstit]V ) (def. O’)
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Ces deux de´finitions jouent sur une nuance que le langage de Xstit est capable
d’exprimer.51 Conside´rant que l’axiomatisation de l’ope´rateur [A xstit] en fait un ope´ra-
teur de type KD, il s’ensuit que nous obtenons d’une part
[A xstit]¬ϕ→ ¬[A xstit]ϕ (3.1)
mais d’autre part nous n’avons pas
¬[A xstit]ϕ→ [A xstit]¬ϕ (3.2)
Autrement dit, il est vrai que si A re´alise ¬ϕ alors il est faux que A re´alise ϕ, mais
il n’est pas vrai que s’il est faux que A re´alise ϕ (i.e., A ne re´alise pas ϕ), alors A re´alise
¬ϕ: ce n’est pas parce que Paul ne chante pas qu’il fait expre`s de ne pas chanter. Ainsi,
« ne pas re´aliser ϕ» n’est pas e´quivalent a` « re´aliser la ne´gation de ϕ».52
Conforme´ment a` cette distinction, l’ope´rateur O est plus se´ve`re que O′. En effet,
dans le premier cas « il est obligatoire que a re´alise ϕ» signifie que pour toute histoire (au
moment ti et pour l’e´tat statique s), si a ne re´alise pas ϕ, alors a re´alise une violation V .
Dans le second cas, la de´finition stipule que « il est obligatoire que a re´alise ϕ» exprime
que pour toute histoire (au moment ti et pour l’e´tat statique s), si a re´alise ¬ϕ, alors a
re´alise une violation V . La premie`re de´finition est plus se´ve`re dans la mesure ou` l’absence
d’action (la non re´alisation) d’un agent peut mener au fait qu’il re´alise ne´anmoins une
violation, alors que dans le second cas la violation est re´alise´e seulement lorsque ¬ϕ est
re´alise´. Autrement dit, la premie`re de´finition implique que pour ne pas qu’il y ait de
violation, un agent doit s’assurer que ses obligations sont remplies. En ce sens, cela exclut
la possibilite´ de respecter ses obligations en omettant d’agir.
Outre ces de´finitions, l’auteur propose aussi d’autres de´finitions en conjonction avec
l’ope´rateur Ka afin de pouvoir exprimer diffe´rents modes de mens rea (cf. Broersen 2011a,
p.148). E´ventuellement, Broersen (2011b, p.509) introduira un ope´rateur d’intention afin
de rendre compte de certains modes de mens rea, ou` un agent agit non seulement en
connaissance de cause, mais agit aussi en vue d’accomplir un certain but.
* * *
Ceci conclut le chapitre sur les logiques de type stit. La caracte´ristique principale de
ce genre d’approches est que celles-ci rendent compte de l’action en mode´lisant l’e´volution
d’un sce´nario, ou` l’action est associe´e a` une description du monde. En plus des logiques
stit, on trouve aussi les logiques dynamiques, qui assument une ontologie de l’action plutoˆt
que de conside´rer les actions en tant que propositions de´claratives. Passons maintenant a`
ces approches.
51 E´tant donne´ que KM est une extension de KD, cette nuance peut aussi eˆtre exprime´e dans un
langage stit.
52 A` ce sujet, voir le chapitre 14.
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Chapitre 4
Logique dynamique
Tel que mentionne´ au chapitre pre´ce´dent, les logiques de l’action en philosophie se divisent
en deux principales cate´gories, a` savoir les logiques stit et les logiques dynamiques. Bien
que les logiques stit permettent de rendre compte de certaines nuances du point de vue
de l’action, comme la diffe´rence entre omettre d’agir ¬EiA et s’abstenir d’agir Ei¬A, ces
dernie`res ne sont toutefois pas en mesure de rendre compte du fait que ce sont les actions
qui sont obligatoires, et non des descriptions du monde. Le principal avantage des logiques
dynamiques par rapport aux logiques stit est leur capacite´ a` distinguer entre les actions
et les propositions, ce qui est ne´cessaire afin d’exprimer que ce ne sont pas les propositions
qui sont obligatoires, mais bien les actions. En ce sens, les logiques dynamiques sont de
type Ought-to-do.
Une logique de´ontique est dite re´ductible lorsqu’aucun ope´rateur de´ontique n’est pris
en tant que primitif, et donc que toute proposition qui contient un ope´rateur de´ontique
est e´quivalente a` une proposition qui n’en contient pas (Anglberger 2009, pp.179-80). De
manie`re ge´ne´rale, les logiques de´ontiques dynamiques sont des re´ductions similaires a` celle
propose´e par Anderson (1958a), chez qui une proposition est obligatoire lorsque la faussete´
de cette proposition entraˆıne ne´cessairement une sanction S.1 Dans le meˆme ordre d’ide´es,
l’obligation est de´finie en logique de´ontique dynamique a` l’aide d’une constante de violation
V , une action e´tant interdite lorsque sa performance entraˆıne un e´tat ou` la constante de
violation est vraie.
Malgre´ que la principale utilite´ de la logique de´ontique dynamique soit en informa-
tique the´orique et en programmation, plusieurs auteurs voient un inte´reˆt philosophique a`
la dichotomie entre actions et propositions. Dans ce qui suit, nous aborderons d’abord le
texte de Meyer, qui a e´te´ le premier a introduire la logique dynamique au sein de la lit-
te´rature afin de re´soudre certains paradoxes. Cela sera suivit de l’approche de Royakkers,
qui utilise explicitement la logique de´ontique dynamique afin de mode´liser les obligations
le´gales en indexant les obligations a` des agents et des groupes d’agents. Ensuite, il sera
question de l’approche de Segerberg, qui va au-dela` du syste`me de Meyer en ajoutant des
modalite´s temporelles a` la logique de´ontique dynamique. Enfin, nous aborderons le sys-
te`me de van der Meyden, qui insiste sur la permission plutoˆt que sur l’obligation, et nous
1 Voir aussi Anderson (1958b, 1967).
terminerons le chapitre avec l’analyse propose´e par Broersen quant aux actions ne´gatives
en logique dynamique.
John-Jules Meyer
La logique de´ontique dynamique est d’abord apparue avec les travaux de Meyer (1987,
1988), qui cherchait a` re´pondre aux paradoxes du bon Samaritain et de Forrester. La
principale distinction entre la logique stit et la logique dynamique est que cette dernie`re
distingue entre les propositions et les actions. Contrairement a` la logique stit, la logique
dynamique permet de distinguer entre les effets d’une action et l’action elle-meˆme.2 Le
langage
L = {Prop,Act, (, ), [ ], ; ,&,→ /,∪,¯ ,∨,∧,⊃,≡,¬}
est construit a` partir des connecteurs habituels, auxquels on ajoute un ope´rateur [ ] ainsi
que cinq connecteurs pour les actions. Tout comme pour l’ope´rateur stit, l’utilisation des
crochets a pour objectif de marquer la similarite´ avec l’ope´rateur 2. Soit
Act = {∅, U, a1, ..., an, ...}
un ensemble de´nombrable d’actions atomiques et
Prop = {V, p1, .., pn, ..}
un ensemble de´nombrable d’atomes propositionnels. La constante V repre´sente une vi-
olation dans un sce´nario et les constantes d’action ∅ et U repre´sentent respectivement
l’action qui e´choue et l’action universelle. Les connecteurs pour les actions se lisent de la
manie`re suivante (Meyer 1988, p.111):
1. α¯: non α (l’action ne´gative, nie´e);
2. α&β: α et β (la conjonction d’actions);
3. α; β : α et ensuite β (la se´quence d’actions);
4. α∪β: α ou β (le choix inclusif);
5. A→ α/β: si A, alors α, sinon β (l’action conditionnelle).
6. [α]A: si α est re´alise´e, alors A est une description vraie du monde.3
A` l’instar des logiques modales, l’ope´rateur [ ] posse`de un ope´rateur dual (Meyer
1988, p.114).
〈α〉ϕ =def ¬[α]¬ϕ (def. 〈 〉)
2 Pour une introduction a` la logique dynamique, voir Harel et al. (2000).
3 Notons que dans les deux derniers cas, A est une proposition de´clarative, et non une action.
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Conside´rons maintenant l’ensemble d’actions complexes Act∗, de´fini re´cursivement
par:
1. si α ∈ Act, alors α ∈ Act∗;
2. si α, β ∈ Act∗, alors α¯, α; β, α&β, α ∪ β ∈ Act∗.
L’ensemble des expressions bien forme´es EBF est de´fini re´cursivement de la manie`re
suivante:
1. si p ∈ Prop, alors p ∈ EBF ;
2. si A,B ∈ EBF , alors ¬A,A ⊃ B,A ∨B,A ∧B,A ≡ B ∈ EBF ;
3. si A ∈ EBF et α, β ∈ Act∗, alors A→ α/β ∈ Act∗;
4. si α, β ∈ Act∗ et A ∈ EBF , alors [α]A ∈ EBF .
Tel que susmentionne´, une logique de´ontique est dite re´ductible lorsque les ope´rateurs
de´ontiques se de´finissent a` l’aide d’e´nonce´s qui ne contiennent pas d’ope´rateur de´ontique,
et donc qu’aucun ope´rateur de´ontique n’est pris en tant que primitif (Anglberger 2009,
p.180). Dans le cas de la logique de´ontique dynamique, Meyer offre une re´duction a` l’image
de celle pre´sente´e par Anderson (1958a), lequel de´finissait Op par 2(¬p ⊃ S), c’est-a`-dire
« ne´cessairement, si p est faux, alors il y aura une sanction S ». Inspire´ de ce genre de
re´duction, Meyer (1988, p.111) propose les de´finitions suivantes.
Fα =def [α]V (def. F)
Oα =def Fα¯ (def. O)
Pα =def ¬Fα (def. P)
Une action α est interdite si sa performance implique une violation V , elle est obli-
gatoire si sa ne´gation est interdite, et elle est permise lorsqu’elle n’est pas interdite. Dans
le langage de la logique dynamique, O et P signifient:
Oα ≡ [α¯]V
Pα ≡ ¬[α]V
L’axiomatisation de la logique de´ontique dynamique propositionnelle PDeL est simi-
laire a` celle du syste`me modal K, auquel on ajoute d’autres axiomes afin de rendre compte
des relations entre les connecteurs pour actions (Meyer 1988, pp.115-6). A` l’instar de K,
PDeL pre´suppose les axiomes du calcul des propositions, l’axiome de distribution (Dist)
pour [ ], le modus ponens et la re`gle de ge´ne´ralisation (Nec).
[α](A ⊃ B) ⊃ ([α]A ⊃ [α]B) (Dist)
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` A (Nec)` [α]A
` A ⊃ B, ` A
(MP)` B
A` cela s’ajoutent les axiomes pour les actions.
[α]A ≡ [α]A (A1)
[α; β]A ≡ [α]([β]A) (A2)
[α; β]A ≡ [α]A ∧ [α]([β]A) (A3)
[α∪β]A ≡ [α]A ∧ [β]A (A4)
[α]A ∨ [β]A ⊃ [α∪β]A (A5)
[α]A ∨ [β]A ⊃ [α&β]A (A6)
[α]A ∧ [β]A ≡ [α&β]A (A7)
[A→ α/β]B ≡ (A ⊃ [α]B) ∧ (¬A ⊃ [β]B) (A8)
[A→ α/β]B ≡ (A ⊃ [α]B) ∧ (¬A ⊃ [β]B) (A9)
[∅]A (A10)
L’axiome (A1) exprime le tiers exclu du point de vue de l’action, a` savoir qu’une
action est e´quivalente a` la ne´gation de sa ne´gation. (A2) signifie que l’expression « l’action
α suivie de l’action β entraˆıne A» est e´quivalente a` « si l’action α est re´alise´e, alors si
l’action β est re´alise´e alors A est une description vraie du monde». Soulignons que cet
axiome implique que le connecteur pour la se´quence d’actions n’est pas primitif, et que
par conse´quent celui-ci aurait pu eˆtre omis.
L’axiome (A3) exprime que si la ne´gation de l’action «α suivie de β » entraˆıne A,
alors la ne´gation de α entraˆıne A et α entraˆıne que la ne´gation de β entraˆıne A. Autrement
dit, si A est la conse´quence de la ne´gation de l’action combine´e α; β, alors A est re´alise´
suite a` non α, et, suite a` α, A est re´alise´ suite a` non β.
(A4) signifie que si A est vrai apre`s un choix entre α ou β, alors A est vrai apre`s que
α soit exe´cute´ et apre`s que β le soit. (A5) exprime que si la ne´gation de α me`ne a` A ou la
ne´gation de β me`ne a` A, alors la ne´gation de l’action disjointe α∪β me`ne aussi a` A. De
la meˆme manie`re, (A6) signifie que si α me`ne a` A ou β me`ne a` A, alors l’action conjointe
de α et β y me`ne aussi. Les axiomes (A5) et (A6) doivent cependant mettre en jeu des
actions qui ont la meˆme dure´e dans le temps.
(A7) stipule que si la ne´gation de α me`ne a` A, de meˆme que la ne´gation de β,
alors la ne´gation de l’action conjointe de α et β y me`nera aussi (et vice versa). L’action
conditionnelle, quant a` elle, n’a pas a` eˆtre comprise dans les meˆme termes que pour une
implication mate´rielle. En termes simples, A→ α/β signifie que A entraˆıne α et que ¬A
entraˆıne β. En ce sens, si cela me`ne a` une description B, alors A entraˆıne que α me`ne
a` B et ¬A entraˆıne que β y me`ne aussi. Il en va de meˆme pour la ne´gation de l’action
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conditionnelle et l’interpre´tation de (A9). L’expression A→ α/β signifie que A entraˆıne
non α et que ¬A entraˆıne non β. Notons que ce connecteur ne sera pas utilise´ par la suite.
Finalement, l’axiome (A10) signifie qu’une action impossible me`ne a` n’importe quel e´tat.
Du coˆte´ de la se´mantique, Meyer (1988, p.127) introduit les notions d’ensemble de
simultane´ite´ (synchronicity set) et de trace de simultane´ite´. Les ensembles de simultane´ite´
S1, ..., Sn, ..., sont tels que Si est fini, Si 6= ∅ et Si ⊂ Act, et une trace de simultane´ite´ est
une suite ti d’ensembles de simultane´ite´ (laquelle peut eˆtre finie ou non). Ces notions sont
introduites afin de pouvoir rendre compte formellement de la se´mantique qui gouverne
les ope´rateurs d’action. Informellement, un ensemble de simultane´ite´ correspond a` un
sce´nario ou` les actions (atomiques) sont faites au meˆme moment (ou dans la meˆme pe´riode
de temps) et une trace de simultane´ite´ correspond a` une histoire (voire a` l’e´volution d’un
sce´nario).
L’ide´e derrie`re ces notions est qu’une action re´fe`re aux sce´narios dans lesquels elle est
pose´e (Meyer 1988, p.128). Afin de pouvoir isoler certaines parties des diffe´rentes traces
de simultane´ite´, Meyer (1988, p.128) introduit une fonction de pertinence, qui attribue 1
a` un ensemble de simultane´ite´ lorsque celui-ci est pertinent et 0 lorsqu’il ne l’est pas, ce
qui est note´ S(i).
Soit T1, ..., Tn des ensembles de traces de simultane´ite´. Meyer (1988, p.128) de´finit le
domaine du mode`le comme la collection C d’ensembles qui contiennent des traces infinies,
lesquelles contiennent une partie finie pertinente suivie d’une partie infinie non pertinente.
Par exemple, T2 peut contenir t1 = S
(1)
1 , S
(1)
4 , S
(0)
5 ..., ou` S1 et S4 forment la partie pertinente
de t, suivie d’une partie non pertinente infinie. Afin de rendre compte des connecteurs
pour l’action conjointe et l’action nie´e, Meyer de´finit un ope´rateur ∩· pour l’intersection
entre les ensembles de simultane´ite´. S
(i1)
1 ∩· S(i2)2 = S(j) si S1 = S2 = S (ou` j = i1 si i2 ≤ i1,
sinon j = i2), sinon S
(i1)
1 ∩· S(i2)2 = ∅ lorsque S1 6= S2.
Comme Meyer (1988, p.129) le mentionne, l’intersection de´finie par T1∩· T2 est sim-
ilaire a` l’intersection T1 ∩ T2 a` la diffe´rence que la premie`re prend en compte les traces
pertinentes. L’intersection entre deux traces isole les ensembles de simultane´ite´ qui ap-
partiennent aux deux traces en plus d’y associer le plus haut niveau de pertinence. En
plus de cette nouvelle ope´ration, Meyer introduit aussi une ope´ration pour rendre compte
se´mantiquement de l’action nie´e: ∼ S(i) = (℘(Act)−S)(i), ou` ℘(Act)−S est le comple´ment
de S par rapport a` l’ensemble des parties de Act.
Cela fait, Meyer (1988, p.129) introduit les conditions se´mantiques pour les ope´ra-
teurs d’action. Soit ‖α‖ l’ensemble qui contient toutes les traces possibles ou` α peut avoir
lieu. Cet ensemble est construit dans le meˆme esprit que ‖VA‖ au chapitre 2: il isole tous
les sce´narios ou` α peut eˆtre pose´e (et donc ou` «α est re´alise´e» est vrai). Les conditions
se´mantiques sont de´finies re´cursivement, ou` S1 ◦ S2 est la composition d’ensembles de
simultane´ite´ et ou` cut() isole la sous-trace pertinente d’une trace infinie.
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‖a‖ = {Si : a ∈ Si}(1) ◦ (℘(Act)(0))ω (1)
‖α‖ =∼ ‖α‖ (2)
‖α; β‖ = cut(‖α‖) ◦ ‖β‖ (3)
‖α∪β‖ = ‖α‖ ∪ ‖β‖ (4)
‖α&β‖ = ‖α‖ ∩· ‖β‖ (5)
‖∅‖ = ∅ (6)
‖U‖ = ℘(Act)(1) ◦ (℘(Act)(0))ω (7)
En mots, (1) signifie que l’ensemble qui contient toutes les traces possibles ou` une
action atomique a est re´alise´e correspond a` un ensemble de traces qui est compose´ de tous
les ensembles de simultane´ite´ pertinents qui contiennent a suivi de toutes les combinaisons
non pertinentes possibles. (2) signifie que l’ensemble qui contient les traces possibles ou`
l’action nie´e α est re´alise´e e´quivaut au comple´ment (relativement a` ℘(Act)) de l’ensemble
qui contient toutes les traces possibles ou` α est re´alise´e.
La troisie`me condition indique que l’ensemble qui contient toutes les traces possibles
ou` l’action α suivie de β est re´alise´e est la composition de l’ensemble qui contient les
traces pertinentes possibles ou` α est re´alise´e avec celui qui contient les traces possibles ou`
β l’est. (4) exprime que l’ensemble qui contient les traces possibles ou` l’action disjointe
α∪β est re´alise´e correspond a` l’union des ensembles qui contiennent respectivement les
traces possibles ou` α et β sont re´alise´es.
La condition (5) stipule que l’ensemble qui contient les traces possibles ou` l’action
conjointe α&β est re´alise´e correspond a` l’intersection qui contient les traces pertinentes
possibles ou` respectivement α et β sont re´alise´es. (6) indique que l’ensemble qui contient
les traces possibles ou` l’action impossible est re´alise´e est vide, et finalement (7) stipule
que l’ensemble qui contient les traces possibles ou` l’action universelle est re´alise´e e´quivaut
a` l’ensemble des parties pertinentes de Act compose´ avec toute les combinaisons non
pertinentes possibles.
Ayant maintenant a` sa disposition une se´mantique pour les actions, Meyer (1988,
p.133) doit faire le pont entre les traces d’actions possibles et les sce´narios possibles qui
peuvent en re´sulter. Soit W 6= ∅ l’univers du discours qui contient des sce´narios possibles
et r : ℘(Act)×W −→ W une fonction qui identifie l’e´tat r(Si, w) subse´quent a` w lorsque
les actions de Si sont accomplies. La fonction R est de´finie re´cursivement a` partir de r
(Meyer 1988, p.133):
R(Si, w) = r(Si, w)
R(ti ◦ tj, w) = R(tj,R(ti, w))
Conside´rant qu’une trace ti est une suite de Sj, la seconde condition stipule que
l’e´tat subse´quent a` w lorsque les actions membres de la combinaison de traces ti et tj
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sont re´alise´es e´quivaut a` l’e´tat subse´quent de « l’e´tat subse´quent de w lorsque ti est re´al-
ise´» lorsque tj est re´alise´. Autrement dit, l’e´tat subse´quent pour une combinaison ti ◦ tj
se comprend de la manie`re suivante: soit v l’e´tat subse´quent de w lorsque ti est re´alise´,
i.e. R(ti, w) = v, alors l’e´tat subse´quent de ti ◦ tj pour w est l’e´tat subse´quent de tj pour
v, i.e. R(ti ◦ tj, w) = R(tj, v).
E´tant donne´ Ti un ensemble de traces, R(Ti, w) correspond a` l’ensemble qui contient
les sce´narios v pour lesquels v est l’e´tat subse´quent de w pour une trace e´le´ment de Ti.
R(Ti, w) = {v : v = R(t, w) pour un t ∈ Ti}.
A` l’aide de cette fonction, Meyer (1988, p.134) de´finit la fonction
‖α‖R(w) = R(cut(‖α‖), w) (def. ‖‖R)
qui permet d’isoler l’e´tat subse´quent a` w par rapport a` l’ensemble qui contient les traces
pertinentes possibles qui contiennent α. Autrement dit, cut(‖α‖) isole les traces perti-
nentes a` l’inte´rieur de ‖α‖ et ‖α‖R(w) isole les e´tats subse´quents possibles relativement
aux traces pertinentes de ‖α‖.
Cela fait, il est maintenant possible de rede´finir ‖α‖ de fac¸on a` prendre en compte
l’e´tat w dans lequel on se trouve.
‖a‖(w) = {Si : a ∈ Si}(1) ◦ (℘(Act)(0))ω (1’)
‖α‖(w) =∼ ‖α‖(w) (2’)
‖α; β‖(w) = cut(‖α‖(w)) ◦ ‖β‖(‖α‖R(w)) (3’)
‖α∪β‖(w) = ‖α‖(w) ∪ ‖β‖(w) (4’)
‖α&β‖(w) = ‖α‖(w) ∩· ‖β‖(w) (5’)
‖∅‖(w) = ∅ (6’)
‖U‖(w) = ℘(Act)(1) ◦ (℘(Act)(0))ω (7’)
Seule la signification de la clause (3) change: l’ensemble qui contient toutes les traces
possibles ou` l’action α suivie de β est re´alise´e dans w est la composition de l’ensemble qui
contient les traces pertinentes possibles ou` α est re´alise´e dans w avec celui qui contient
les traces possibles ou` β est re´alise´e dans l’e´tat subse´quent a` w relativement a` l’ensemble
qui contient les traces pertinentes qui contiennent α. Conside´rant que l’action α; β mar-
que la re´alisation de deux actions conse´cutives, l’e´tat dans lequel β est re´alise´e est l’e´tat
subse´quent de celui dans lequel α est re´alise´e. Dans les autres cas, il suffit de rajouter un
« relativement a` l’e´tat w » a` la lecture que nous avons propose´ des clauses (1)–(7).
Ayant fait le pont entre la se´mantique relative aux actions et celle des propositions,
Meyer (1988, p.134) est en mesure d’exprimer la condition pour l’ope´rateur d’action con-
ditionnelle → /.
‖A // α/β‖(w) =
{
‖α‖(w) si |=w A
‖β‖(w) si 6|=w A
(8’)
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A` cela s’ajoute la clause (9’), qui est une le´ge`re modification de (def. ‖‖R) ou` l’on
indexe ‖α‖ a` w.
‖α‖R(w) = R(cut(‖α‖(w)), w) (9’)
Tout ce mate´riel nous permet d’en arriver a` la condition de ve´rite´ pour [α]A.
|=w [α]A⇔|=v A pour tout v ∈ ‖α‖R(w)
En mots, cela signifie qu’il est vrai que re´aliser l’action α entraˆıne A pour un sce´nario
w a` condition que A soit vrai pour toute alternative subse´quente v re´sultant de l’action
α. Malgre´ que le mode`le ne soit pas explicitement de´fini chez Meyer, il est possible de
repre´senter la se´mantique a` l’aide d’un mode`leM = 〈W,Act, ‖‖(), r, V 〉, ou` W est l’univers
(non vide) du discours, Act est un ensemble d’actions atomiques, ‖‖() est une fonction
qui de´termine l’ensemble des traces pertinentes possibles relativement a` un sce´nario, r une
fonction qui de´termine les e´tats subse´quents possibles et V (A) une fonction qui de´termine
l’ensemble qui contient tous les sce´narios ou` une proposition A est vraie. Les clauses pour
les autres connecteurs sont de´finies de manie`re habituelle.
Meyer proposera d’augmenter PDeL avec un axiome de cohe´rence pour les obliga-
tions similaire a` l’axiome (D), et il proposera l’introduction de plusieurs constantes de
violation afin de rendre compte des conflits normatifs.
En somme, le principal attrait de la logique de´ontique dynamique est que celle-
ci permet une distinction nette entre les actions et les propositions, ce qui permet une
repre´sentation plus ade´quate des propositions normatives dans la mesure ou` O porte sur
des actions plutoˆt que sur des propositions. Par surcroˆıt, la logique dynamique posse`de un
avantage sur la logique stit conside´rant qu’elle permet de distinguer entre l’action et son
effet dans le monde. Le lecteur trouvera une analyse approfondie de l’approche de Meyer
au chapitre 14.
Lambe`r Royakkers
Malgre´ que les logiques de´ontiques dynamiques aient l’avantage face aux logiques de´on-
tiques standards d’eˆtre en mesure de distinguer entre les les propositions descriptives et les
actions (sur lesquelles portent les ope´rateurs de´ontiques), il n’en demeure pas moins que
la logique de´ontique dynamique de´veloppe´e par Meyer (1988) ne permet pas de distinguer
entre les obligations de groupe et les obligations individuelles. De fait, PDeL ne permet
pas de spe´cifier a` qui la norme est adresse´e. Puisque les normes le´gales sont adresse´es a` des
individus spe´cifiques, Royakkers (1998, p.65) est d’avis qu’une logique de´ontique visant a`
formaliser le discours le´gal se doit d’eˆtre en mesure de spe´cifier les agents a` qui les normes
s’adressent.
L’ouvrage de Royakkers (1998), intitule´ Extending deontic logic for the formalisation
of legal rules, est une version retravaille´e de la the`se de doctorat de l’auteur, ou` ce dernier
cherchait a` formaliser les contradictions inhe´rentes au discours le´gal. La consistance nor-
82
mative, par opposition avec la consistance logique4, est telle que l’on ne trouve pas d’e´nonce´
B pour lequel a` la fois OB et O¬B sont dans l’ensemble des conse´quences logiques d’un
ensemble de propositions Γ (Royakkers 1998, p.41). La consistance normative s’exprime
ge´ne´ralement a` l’aide du sche´ma d’axiome (D) de la logique de´ontique standard, lequel est
propositionnellement e´quivalent a` l’e´nonce´ suivant:
¬(OA ∧O¬A)
Soulignons que si une logique admet cet axiome, alors un ensemble d’e´nonce´(s) nor-
mativement inconsistant sera aussi par le fait-meˆme logiquement inconsistant. En effet,
si Γ est normativement inconsistant, alors il y a B tel que OB et O¬B se trouvent dans
l’ensemble de ses conse´quences, et donc OB ∧O¬B et ¬(OB ∧O¬B) se trouveront aussi
dans l’ensemble des conse´quences de Γ. Par conse´quent, l’ajout de (D) permet de re´duire
l’inconsistance normative a` l’inconsistance logique.
La principale innovation de Royakkers est d’augmenter la logique de´ontique afin de
rendre compte des individus a` qui les normes s’adressent. Conside´rant que la logique
de´ontique standard et que la logique de´ontique dynamique permettent respectivement de
repre´senter les e´nonce´s du type Ougth-to-be et Ought-to-do, Royakkers propose d’augmenter
chacun de ces syste`mes. Dans ce qui suit, nous avons choisi de pre´senter brie`vement son
analyse de la logique de´ontique standard e´tant donne´ que cela nous ame`nera a` expliciter
certaines conside´rations relatives aux diffe´rentes interpre´tations de l’ope´rateur O. Notre
pre´sentation sera toutefois restreinte aux points innovateurs de sa proposition, princi-
palement afin que nous puissions nous concentrer sur le syste`me de logique de´ontique
dynamique qu’il avance ainsi que sur les applications qu’il en fait.
Dans le chapitre 4 de son livre, Royakkers (1998, p.67) propose d’indexer l’ope´rateur
O de la logique de´ontique standard a` un agent i, lequel peut eˆtre conside´re´ autant comme
une constante qu’une variable sur laquelle on quantifie. Du coˆte´ de la se´mantique, cela
se traduit par l’indexation de la relation R sur le mode`le se´mantique a` un agent i et a`
l’augmentation du mode`le par un ensemble d’agents Ag.
Cet ope´rateur repre´sente l’obligation personnelle et permet de de´finir quatre autres
ope´rateurs (Royakkers 1998, p.78), ayant chacun une interpre´tation bien spe´cifique.
O+(A) =def ∀i∈Ag Oi(A) (def. O+)
P+(A) =def ∃i∈Ag Pi(A) (def. P+)
O−(A) =def ∃i∈Ag Oi(A) (def. O−)
P−(A) =def ∀i∈Ag Pi(A) (def. P−)
Ces ope´rateurs repre´sentent respectivement l’obligation ge´ne´rale, la permission non
spe´cifique, l’obligation non spe´cifique et la permission ge´ne´rale. L’obligation (ou la per-
mission) ge´ne´rale est valable pour tous les agents, alors que l’obligation (ou la permission)
4 Un ensemble de propositions Γ est logiquement consistant s’il n’y a pas d’e´nonce´ B pour lequel B et
¬B se trouvent a` la fois dans l’ensemble des conse´quences logiques de Γ.
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non spe´cifique ne s’adresse qu’a` au moins un individu (cf. Royakkers 1998, p.79 pour les
relations entre ces ope´rateurs). Du coˆte´ se´mantique, chaque ope´rateur sera repre´sente´ par
une restriction. Par exemple, alors qu’usuellement nous avons OA vrai pour w si et seule-
ment si A est vrai pour tout v t.q. wRv, nous aurons OiA vrai pour w si et seulement si
A est vrai pour tout v t.q. wRiv. Dans le cas de O
+, nous obtenons que O+(A) est vrai
pour w si et seulement si pour tout i, A est vrai pour tout v t.q. wRiv. Pour O
−, il suffira
d’avoir au moins un i qui satisfait la condition.
L’inte´reˆt de l’approche de Royakkers est l’introduction de groupes d’agents. Celui-ci
propose deux interpre´tations de la notion d’obligation collective, a` savoir l’interpre´tation
stricte et l’interpre´tation faible (Royakkers 1998, p.85). L’interpre´tation stricte est telle
que l’obligation s’adresse a` tout le groupe, alors que pour l’interpre´tation faible elle ne
s’adresse qu’a` un sous-groupe. Pour des raisons d’e´conomie, nous n’allons pre´senter que
l’interpre´tation stricte. L’augmentation du mode`le standard, afin de rendre compte des
groupes d’agents, se fait de manie`re similaire a` ce qui a e´te´ susmentionne´. En un mot, il
suffit d’indexer la relation R a` un groupe d’agent X .
Alors que dans le cas de l’obligation personnelle Oi l’agent i est membre de l’ensemble
d’agents Ag, l’obligation collective OX met en jeu un groupe qui est membre de l’ensemble
des parties de Ag, c’est-a`-dire que X ∈ ℘(Ag) et donc X ⊆ Ag. Le mode`le se´mantique
M = 〈W,Ag,RAg, a〉 est de´fini a` l’aide d’un ensemble d’agents Ag 6= ∅ et d’un ensemble
RAg = {RX : X ∈ ℘(Ag)} de relations indexe´es a` des groupes d’agents (cf. Royakkers
1998, p.84). W est un ensemble non vide de sce´narios possibles et a est une fonction qui
attribue des valeurs de ve´rite´ aux propositions dans W . La clause se´mantique pour OX
est simplement que OXA est vrai pour w si et seulement si A est vrai pour tout v t.q.
wRXv. Dans le cas de l’obligation collective stricte, Royakkers admet le sche´ma d’axiome
(D), et donc RX est se´rielle.
Cela fait, Royakkers (1998, p.88) introduit les obligations collectives fortes (O⊕) et
faibles (O	). Alors que l’obligation O+(A) signifie que tous les agents ont l’obligation A,
O⊕(A) exprime que tout groupe X posse`de une obligation collective forte, ou` l’obligation
s’applique a` tous les groupes. A` partir de l’ope´rateur O indexe´ a` un groupe d’agents
X, l’auteur de´finit quatre ope´rateurs d’obligations collectives, a` l’instar des obligations
personnelles ge´ne´rales et non spe´cifiques.
O⊕(A) =def ∀X∈℘(Ag) OX(A) (def. O⊕)
O	(A) =def ∃X∈℘(Ag) OX(A) (def. O	)
P	(A) =def ∀X∈℘(Ag) PX(A) (def. P	)
P⊕(A) =def ∃X∈℘(Ag) PX(A) (def. P⊕)
Les clauses se´mantiques sont de´finies similairement. Par exemple, O⊕(A) est vrai
pour w si et seulement si pour tout X, A est vrai pour tout v tel que wRXv. Le lecteur
est invite´ a` consulter Royakkers (1998, p.94) concernant les relations entre les diffe´rents
ope´rateurs de´ontiques et les deux interpre´tations de l’obligation collective.
Passons maintenant a` l’analyse de la logique de´ontique dynamique. Nous allons
suivre la pre´sentation de l’auteur, introduisant d’abord la logique de´ontique dynamique
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afin de la modifier par la suite pour rendre compte des agents et des groupes d’agents.
Royakkers utilise essentiellement l’approche propose´e par Meyer (1988), qu’il modifiera
afin de mieux servir son propos. Soit le langage suivant:
L = {(, ), Act, Prop,¯ ,&,∪,¬,⊃,∧,∨, [ ], any, fail, skip, change}
D’emble´e, on remarque que Royakkers (1998, p.52) exclut les se´quences d’actions
et les actions conditionnelles, repre´sente´es chez Meyer par les connecteurs ; et → /.
L’ensemble Act = {any, change, α1, ..., αn, ...} contient un nombre de´nombrable d’actions
atomiques ainsi que les actions any (l’action universelle, « peu importe laquelle») et
change (« peu importe laquelle sauf skip»). L’ensemble Act∗ d’actions complexes est
de´fini re´cursivement a` l’instar de chez Meyer et la lecture des connecteurs est similaire:
1. si α ∈ Act, alors α ∈ Act∗;
2. fail, skip ∈ Act∗;
3. si α, β ∈ Act∗, alors α, α&β, α ∪ β ∈ Act∗.
Alors que l’action skip n’apporte aucun changement au sce´nario, fail repre´sente
l’action qui e´choue et apre`s laquelle aucun sce´nario n’est accessible (Royakkers 1998, p.53).
Prop = {p1, ..., pn, ...} est un ensemble de´nombrable d’atomes propositionnels et l’ensemble
des expressions bien forme´es (EBF ) est de´fini re´cursivement par:
1. si p ∈ Prop, alors p ∈ EBF ;
2. si A,B ∈ EBF et α ∈ Act∗ , alors ¬A,A ⊃ B,A ∨B,A ∧B, [α]A ∈ EBF .
L’axiomatisation de la logique dynamique chez Royakkers se fait a` l’instar de celle
de PDeL, ou encore de la logique modale K. On prend les re`gles de ge´ne´ralisation (Nec),
de de´tachement (MP) ainsi qu’une re`gle de substitution d’e´quivalences pour les actions
(Subst).5
` A (Nec)` [α]A
` A ⊃ B ` A (MP)` B
α = β
(Subst)` [α]A ≡ [β]A
5 Comme le souligne Royakkers (1998, p.62), la re`gle (Subts) est formellement inade´quate puisqu’elle
met en jeu une expression qui n’est pas bien forme´e. Cela dit, il serait aise´ de de´finir l’identite´ sur les
actions, et de fait il s’agit d’une lacune mineure. L’identite´ est a` entendre en termes de classe d’e´quivalence.
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A` cela s’ajoutent les axiomes du syste`me, prenant pour acquis ceux de la logique
propositionnelle classique (Royakkers 1998, p.63).
[α](A ⊃ B) ⊃ ([α]A ⊃ [α]B) (A1)
[α ∪ β]A ≡ ([α]A ∧ [β]A) (A2)
([α]A ∨ [β]A) ⊃ [α&β]A (A3)
[skip]A ≡ A (A4)
[fail]A (A5)
L’axiome (A1) est l’axiome de distribution habituel, (A2) exprime que si un choix
entre deux actions me`ne a` une description A, alors chaque action individuellement y me`ne.
Le troisie`me axiome signifie que si deux actions me`nent individuellement a` une description
A, alors les deux actions faites conjointement y me`nent aussi. L’axiome (A4) stipule que
faire l’action skip e´quivaut a` ne rien faire, et finalement (A5) signifie que n’importe quoi
est vrai lorsque le syste`me e´choue.
Du coˆte´ de la se´mantique, Royakkers (1998, p.53) utilise, a` l’instar de Meyer, la
notion d’ensemble de simultane´ite´ (synchroniticity set). D’entre´e de jeu, {fail}, {skip} et
tout sous-ensemble non vide de Act sont des ensembles de simultane´ite´. Soit S1, ..., Sn, ...
des ensembles de simultane´ite´ et T1, ..., Tn, ... des ensembles d’ensembles de simultane´ite´.
Maintenant, soit T fail une ope´ration sur les ensembles telle que (cf. Royakkers 1998, p.54):
T fail =
{
T − {{fail}} s’il y a un Si ∈ T t.q. S 6= {fail}
{{fail}} sinon
Autrement dit, T fail est l’ensemble qui contient les ensembles de simultane´ite´ qui ne
contiennent pas l’action fail lorsqu’il y a au moins un ensemble de simultane´ite´ diffe´rent
de l’ensemble qui contient fail, et si aucun ensemble de simultane´ite´ dans T est diffe´rent de
celui qui contient fail, alors T est l’ensemble qui contient l’ensemble qui contient fail (T −
{{fail}} e´tant le comple´ment de {{fail}} relativement a` T ). Les ope´rations se´mantiques
ensemblistes repre´sentant respectivement les actions ne´gatives, disjointes et conjointes sont
donne´es par ∼,unionsq et u.
∼ S = (℘(Act) ∪ {skip})− S
∼ T = u{∼ S : S ∈ T}
T1 unionsq T2 = (T1 ∪ T2)fail
T1 u T2 =
{
T1 ∩ T2 si T1 ∩ T2 6= ∅
{{fail}} sinon
En mots, l’ope´ration u est similaire a` l’intersection ensembliste usuelle dans la mesure
ou` l’intersection n’est pas vide, sans quoi T1 u T2 se re´sume a` l’ensemble qui contient
l’ensemble de simultane´ite´ qui contient fail. L’ope´ration unionsq est similaire a` l’union ensemb-
liste a` l’exception qu’elle s’assure d’exclure l’ensemble de simultane´ite´ fail lorsqu’au moins
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un ensemble de simultane´ite´ de T1 ou T2 y est diffe´rent. Finalement, ∼ S pour un en-
semble de simultane´ite´ S est le comple´ment de S relativement a` l’ensemble des parties
de Act joint avec l’ensemble qui contient skip, et ∼ T pour un ensemble d’ensembles de
simultane´ite´ e´quivaut a` l’intersection u de tous les ∼ S pour lesquels S est e´le´ment de T .
Ayant ces ope´rations en main, Royakkers (1998, p.55) de´finit re´cursivement la se´-
mantique pour les connecteurs d’actions.
‖α‖ = {Si : α ∈ Si} pour un atome α
‖α‖ =∼ ‖α‖
‖α ∪ β‖ = ‖α‖ unionsq ‖β‖
‖α&β‖ = ‖α‖ u ‖β‖
‖skip‖ = {{skip}}
‖fail‖ = {{fail}}
‖any‖ = ℘(Act) ∪ {{skip}}
‖change‖ = ℘(Act)
Cela fait, on ajoute une fonction qui permet de de´terminer les sce´narios accessibles
suite a` l’accomplissement de certaines actions. Soit l’ensemble:
Ω = ℘(Act) ∪ {{fail}} ∪ {{skip}}
Soit W un ensemble de sce´narios et W∗ l’ensemble qui contient les sous-ensembles
de W qui eux contiennent au plus un e´le´ment. La de´finition de W∗ a pour objectif de
pouvoir spe´cifier qu’aucun sce´nario n’est accessible apre`s avoir pose´ l’action qui e´choue.
Royakkers (1998, p.60) introduit une fonction ρ : (Ω×W ) −→ W∗ telle que:
ρ({fail})(w) = ∅
ρ({skip})(w) = {w}
Autrement dit, il n’y a aucun monde possible accessible a` w lorsque l’action fail est
pose´e et le monde accessible a` w apre`s l’action skip est w lui-meˆme.6 A` supposer que
les ensembles de sce´narios ne sont pas vide, l’auteur utilise ρ afin de de´finir la fonction
R : ℘(W ) −→ ℘(W ) telle que pour W0 ⊆ W et Si ∈ Ω:
R(Si)(W0) =
⋃
w∈W0
ρ(Si)(w)
R(Ti)(W0) =
⋃
Si∈Ti
R(Si)(W0)
6 Notons qu’il y a une coquille dans la notation utilise´e par Royakkers. Ce dernier e´crit ρ({skip})(w) =
w plutoˆt que ρ({skip})(w) = {w}. Or, ρ a pour image W∗, qui est un ensemble de singletons (et sans
lequel l’auteur ne pourrait pas e´crire ρ({fail})(w) = ∅).
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En ce sens, la fonction R permet de de´terminer pour un ensemble de simultane´ite´
et un ensemble de mondes possibles l’ensemble de tous les sce´narios accessibles suite aux
actions pose´es dans Si, de meˆme que pour un ensemble d’ensembles de simultane´ite´ Ti. A`
l’aide de cette fonction, Royakkers (1998, p.61) de´finit re´cursivement une fonction se´man-
tique ‖‖R:
‖α‖R(w) = R(‖α‖R)(w)
‖α‖R(W0) =
⋃
w∈W0
‖α‖R(w)
Le lecteur aura certainement remarque´ que cette approche est fort similaire a` celle
de Meyer. L’ide´e de base est la meˆme: de´terminer les ensembles qui indiquent quelles
actions sont pose´es et de´finir une fonction qui permet d’isoler l’ensemble des alternatives
possibles a` un sce´nario (ou un ensemble de sce´narios) relativement a` un ensemble d’actions
pose´es. Le mode`le se´mantique M = 〈W,Act, ‖‖R, a〉 est de´fini usuellement, avec W un
ensemble de sce´narios, Act un ensemble d’actions atomiques, ‖‖R une fonction qui isole les
sce´narios accessibles et a une fonction qui attribue des valeurs de ve´rite´ aux propositions.7
La clause se´mantique pour l’ope´rateur dynamique est la meˆme que chez Meyer, a` savoir
que [α]A est vrai pour w si et seulement si A est vrai pour tout sce´nario v accessible a` w
lorsque α est pose´e. Les autres clauses se´mantiques sont de´finies de manie`re usuelle.
|=w [α]A⇔|=v A pour tout v ∈ ‖α‖R(w)
L’originalite´ de Royakkers est d’augmenter la logique de´ontique dynamique afin de
rendre compte des agents et groupes d’agents. Pour ce faire, il modifie la se´mantique
en introduisant de nouvelles de´finitions pour les ensembles de simultane´ite´. D’abord, il
augmente le langage L a` l’aide des connecteurs ∪? et &? pour les actions individuelles
et ∪′ et &′ pour les actions collectives. Soit Ag un ensemble d’agent. Royakkers (1998,
p.98,111) de´finit re´cursivement un ensemble Ev d’e´ve`nements par la condition suivante:
si i ∈ Ag, alors
(a) si α ∈ Act∗, alors [i : α] ∈ Ev;
(b) si α, β ∈ Ev, alors α, α ∪? β, α&?β ∈ Ev.
Notons une certaine ambigu¨ıte´ quant a` la notion d’e´ve`nement nie´ α. En effet, Roy-
akkers (1998, p.104) conside`re que [i : β] = [i : β], et donc la ne´gation se comporte de la
meˆme manie`re pour les e´ve`nements et les actions, mais les autres connecteurs diffe`rent.
Par surcroˆıt, cela signifie que « il est faux que i fait l’action β » est e´quivalent a` « i fait
l’action β », ce qui est contestable sur le plan philosophique (cf. chapitres 3 et 14). Cela
7 Autre coquille: de´fini ainsi, fail et skip ne font pas partie du mode`le se´mantique. Il faudrait plutoˆt
Act ∪ {fail} ∪ {skip}.
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va a` l’encontre de la distinction entre ne pas faire (omettre) et ne pas faire de´libe´re´ment
(s’abstenir).
La meˆme augmentation (ainsi que la meˆme critique) s’ope`re pour les e´ve`nements
collectifs Ev′ (ou` X ∈ ℘(Act) et Act est un ensemble non vide d’agents):
1. si α ∈ Act∗, alors [X : α] ∈ Ev′;
2. si α, β ∈ Ev′, alors α, α ∪′ β, α&′β ∈ Ev′.
Dans chacun des cas, les ensembles EBF ? et EBF ′ sont de´finis respectivement par
l’ajout des clauses suivantes:
1. si α ∈ Ev, alors [α]A ∈ EBF ?;
2. si α ∈ Ev′, alors [α]A ∈ EBF ′.
Au niveau axiomatique, Royakkers (1998, p.107 et p.120) ne fait qu’ajouter les ax-
iomes (A2?) et (A3?) pour les e´ve`nements individuels et (A2’) et (A3’) pour les e´ve`nements
collectifs. Les autres sche´mas d’axiomes et re`gles s’appliquent aux modalite´s [i : α] et
[X : α].
[α ∪? β]A ≡ ([α]A ∧ [β]A) (A2?)
([α]A ∨ [β]A) ⊃ [α&?β]A (A3?)
[α ∪′ β]A ≡ ([α]A ∧ [β]A) (A2’)
([α]A ∨ [β]A) ⊃ [α&′β]A (A3’)
Ces diffe´rents ope´rateurs d’action permettent de construire trois logiques dynamiques
distinctes DDL, DDL? et DDL′.
A` l’instar des ope´rations ∼, u et unionsq, Royakkers (1998, p.101) de´finit les ope´rations ∼?,
u? et unionsq? pour les ope´rateurs individuels et ∼′, u′ et unionsq′ pour les ope´rateurs collectifs. Dans
le cas des ope´rateurs individuels, il faut d’abord reconside´rer les ensembles de simultane´ite´.
Soit Sji un ensemble de simultane´ite´ pour un agent i qui contient des e´ve`nements (relatifs
a` i). Soit S∗i l’ensemble qui contient tous les ensembles de simultane´ite´ pour l’agent i
(incluant [i : skip]). Soit Σ l’ensemble qui contient le produit carte´sien de tous les S∗i (ou`
i ∈ Ag). Une trace t est un e´le´ment de Σ, c’est-a`-dire une suite d’ensembles de simultane´ite´
(qui peuvent mettre en jeu diffe´rents agents).
Tout cela peut informellement eˆtre conside´re´ de la manie`re suivante. On consid-
e`re d’abord tous les ensembles de simultane´ite´ possibles pour un agent i. En faisant le
produit carte´sien de tous les ensembles de simultane´ite´ pour tous les agents i, on obtient
un ensemble de n-uplets (ou` Ag contient n agents) qui propose toutes les combinaisons
d’actions possibles pour tous les agents. En ce sens, une trace t correspond a` un n-uplet et
repre´sente les actions pose´es par chacun des agents. Cela permettra d’e´valuer les sce´narios
accessibles suite aux actions de tous les agents.
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Maintenant, soit Ti un ensemble de traces.
8 Les ope´rations sont de´finies a` l’instar
des ope´rations susmentionne´es pour la logique de´ontique dynamique, a` l’exception que l’on
conside`re des traces plutoˆt que des ensembles de simultane´ite´.
T fail?i =
{
Ti − {{fail}} s’il y a un t ∈ Ti t.q. t 6= {fail}
{{fail}} sinon
∼? t = Σ− {t}
∼? Ti = u?{∼? t : t ∈ Ti}
T1 unionsq? T2 = (T1 ∪ T2)fail
T1 u? T2 =
{
T1 ∩ T2 si T1 ∩ T2 6= ∅
{{fail}} sinon
Royakkers (1998, p.101) de´finit re´cursivement la se´mantique pour les connecteurs
d’actions et d’e´ve`nements individuels.
‖i : α‖ = {t ∈ Σ : α ∈ Sji et Sji est dans t} pour un atome α
‖α‖ =∼? ‖α‖
‖i : α ∪ β‖ = ‖i : α‖ unionsq? ‖i : β‖
‖i : α&β‖ = ‖i : α‖ u? ‖i : β‖
‖i : α‖ =∼? ‖i : α‖
‖α ∪? β‖ = ‖α‖ unionsq? ‖β‖
‖α&?β‖ = ‖α‖ u? ‖β‖
‖i : skip‖ = {t ∈ Σ : skip ∈ Sji et Sji est dans t}
‖fail‖ = {{fail}}
‖any‖ = Σ
‖change‖ = Σ− ‖i : skip‖
Encore une fois, la signification de ces conditions est similaire a` ce que l’on trouve
en logique dynamique sans agent. La premie`re clause exprime que l’ensemble qui contient
les e´ve`nements ou` il est vrai que i pose l’action atomique α est l’ensemble qui contient les
traces dans lesquelles se trouvent les ensembles de simultane´ite´ qui contiennent α pour i.
L’e´ve`nement nie´ α est repre´sente´ par le comple´ment de α relativement a` Σ. Les e´ve`nements
qui mettent en jeu des actions disjointes et conjointes s’interpre`tent de la meˆme manie`re,
a` l’exception que l’on parle de trace d’ensembles de simultane´ite´ plutoˆt que d’ensembles
de simultane´ite´. Les e´ve`nements disjoints et conjoints se repre´sentent se´mantiquement
8 Les autres conditions pour les ensembles de simultane´ite´ restent les meˆmes, c’est-a`-dire que {fail},
{skip} et [i : A] pour tout sous-ensemble non vide A de Act∗ sont des ensembles de simultane´ite´.
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par les ope´rations ensemblistes de´finies plus haut, et finalement les constantes d’actions
s’interpre`tent trivialement selon leur signification respective.
En somme, du point de vue syntaxique, la notation change mais l’interpre´tation
se´mantique requiert simplement que l’on prennent en compte des combinaisons d’actions
possibles pour tous les agents, par opposition avec de simples ensembles de simultane´ite´.
En un certain sens, nous aurions pu parler d’ensembles collectifs de simultane´ite´, lesquels
repre´senteraient toutes les actions pose´es par tous les agents a` un moment donne´ et e´quiv-
audrait a` la notion de trace.
On ajoute au mode`le se´mantique M = 〈W,Act, Ag, ‖‖R, a〉 un ensemble non vide
d’agents, ou` ‖‖R est rede´finie en termes de traces.9
ρ({fail})(w) = ∅
R(t)(w) = ρ(t)(w)
R(Ti)(w) = {v : v = R(t)(w) pour tous les t ∈ Ti}
‖α‖R(w) = R(‖α‖)(w)
La fonction ρ identifie le sce´nario accessible a` w lorsque toutes les actions (atom-
iques) d’une trace t sont re´alise´es par les agents. E´videmment, l’action qui e´choue ne
me`ne a` aucun sce´nario possible. Lorsqu’une trace met en jeu des e´ve`nements complexes,
l’ensemble des sce´narios accessibles a` w est donne´ par R(Ti)(w), qui contient les sce´narios
accessibles a` chaque trace t de Ti. La clause se´mantique pour [i : α]A est identique a` celle
de [α]A, a` l’exception des remarques susmentionne´es par rapport a` ‖α‖R(w). Il est vrai
pour w que i pose l’action α, ce qui rend la description A vraie, a` condition que A soit
vraie pour tout sce´nario accessible a` w apre`s que i ait pose´ l’action α.
Dans le cas de la logique dynamique mettant en jeu des groupes d’agent, la se´man-
tique de DDL′ est identique a` celle de DDL?, a` l’exception du fait que l’on rede´finit les
ope´rations sur des traces collectives plutoˆt que sur des traces (cf. Royakkers 1998, pp.111-
121). Que ce soit pour DDL, DDL? ou DDL′, la de´finition de l’obligation se fait a` l’instar
de chez Meyer, ou` V est une constante de violation et [ ] la modalite´ approprie´e.
F (α) =def [α]V, (def. F)
Notons au passage que Royakkers propose la meˆme analyse pour la logique de´ontique
dynamique que pour la logique de´ontique standard concernant les obligations ge´ne´rales,
non spe´cifiques, collectives fortes et collectives faibles. A` ce sujet, le lecteur peut consulter
le chapitre 5 de l’ouvrage de Royakkers.
En guise de conclusion, notons que les travaux de Royakkers sont fortement in-
spire´s de ceux de Dignum et al. (1996), qui utilisent une logique dynamique augmente´e de
certaines modalite´s temporelles, mais ne formalisent pas les agents et groupes d’agents.
9 Soulignons que la de´finition de ρ pose encore proble`me puisque {fail} n’est pas une trace mais bien
un ensemble de simultane´ite´. En ce sens, il faudrait plutoˆt indiquer que ρ(t)(w) = ∅ pour une trace t
dans laquelle {fail} est un ensemble de simultane´ite´.
91
Par ailleurs, Hughes et Royakkers (2008) utilisent la logique de´ontique dynamique afin
de rendre compte des obligations qui perdurent dans le temps et n’ont pas de « date
d’expiration». Les auteurs introduisent une constante I de dette et de´finissent Oα comme
[α]I, c’est-a`-dire que tant que α n’est pas re´alise´e, l’agent reste en dette (Hughes et Roy-
akkers 2008, p.72). Le lecteur peut consulter l’article de Royakkers (2000) pour une critique
de la logique stit en faveur de la logique dynamique.10
Kirster Segerberg
Krister Segerberg est un logicien qui a surtout travaille´ en logique modale, principale-
ment en logique dynamique e´piste´mique ainsi qu’en logique de l’action. Ce dernier of-
fre une logique de´ontique dynamique enrichie permettant de rendre compte de beaucoup
plus de subtilite´ que celle propose´e par Meyer. L’originalite´ de l’approche de Segerberg
est d’augmenter la logique dynamique avec des modalite´s temporelles, l’objectif e´tant de
fournir une repre´sentation formelle ade´quate de l’action. Dans ce qui suit, nous pre´sen-
terons la se´mantique telle que pre´sente´e dans Segerberg (2009). Le lecteur peut aussi
consulter Segerberg (2007, 2012) pour l’essentiel de sa position en logique de´ontique dy-
namique.
Afin de bien comprendre la se´mantique propose´e, il faut d’abord expliquer certains
concepts. Le mode`le propose´ par Segerberg (2009, p.389) comprend un univers U (non
vide), lequel contient des points. Les suites non vides (finies ou infinies) de points sont
nomme´es des traces (ou chemins, en anglais path), auxquelles l’auteur re´fe`re par les lettres
p, q, r, etc.11 Deux traces p et q peuvent eˆtre combine´es en une trace pq a` condition
que le dernier point de p soit le premier point de q. L’ensemble Ev est un ensemble
d’e´ve`nements12, lequel est aussi conside´re´ comme un ensemble d’actions (i.e., un ensemble
de choses qui sont re´alise´es). Un e´ve`nement a ∈ Ev, ou` Ev ⊆ ℘(U) est tel que les e´ve`ne-
ments de Ev ne contiennent que des traces finies, est un ensemble de traces finies. En ce
sens, U contient des points, ℘(U) contient des traces et ℘(℘(U)) contient des e´ve`nements.
Informellement, une action a peut eˆtre re´alise´e (advenir) de plusieurs manie`res. Par
exemple, si la porte est ouverte, alors Paul peut ouvrir la porte, la garder ouverte avec
son pied, mettre un objet pour empeˆcher que la porte se ferme, etc. Plusieurs traces
diffe´rentes peuvent donc faire advenir le meˆme e´ve`nement (la meˆme action). L’e´ve`nement
est formellement conc¸u comme un ensemble qui contient toutes les traces (finies, sans quoi
l’e´ve`nement n’adviendrait jamais) qui peuvent y mener.
Les e´ve`nements trivial et impossible correspondent respectivement a` any et fail chez
Royakkers, ou encore a` U et ∅ chez Meyer.
L’ensemble H est un ensemble d’histoires maximales (a` comprendre de la meˆme
10 Dans cet article, l’auteur inte`gre le connecteur ⇒s de Jones et Sergot (1996) a` la logique dynamique
pour actions collectives.
11 Attention a` ne pas confondre les traces avec les variables propositionnelles.
12 A` ne pas confondre avec la notion d’e´ve`nement chez Royakkers, qui associe un agent ou groupe
d’agents a` une action.
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manie`re que dans le cas des logiques temporelles), ou` une histoire hg = (h, g) est une
trace infinie pour laquelle le dernier point de h est le premier point de g et repre´sente
le pre´sent (et donc h et g repre´sentent respectivement le passe´ et le futur). L’ensemble
cont(h) = {g : hg ∈ H} de´note les continuations possibles (les futurs possibles) de h.
Le langage contient un ensemble de´nombrable de propositions atomiques
Prop = {P1, ..., Pn, ...} (en majuscule pour ne pas confondre avec les traces) et un ensem-
ble de´nombrable de termes T = {e1, ..., en, ...} qui repre´sentent des e´ve`nements atomiques.
Le mode`le M = 〈U,Ev,H, V 〉 contient les ensembles susmentionne´s (l’univers U , un en-
semble d’e´ve`nements Ev et un ensemble d’histoires H) ainsi qu’une fonction d’e´valuation
V qui assigne des valeurs de ve´rite´ aux propositions.
Formellement, V : (Prop∪T ) −→ ℘(U) de´termine les ensembles a` l’inte´rieur desquels
se trouvent (respectivement) les atomes propositionnels et les termes. Informellement,
V de´termine les sce´narios ou` les atomes propositionnels sont vrais et les termes sont
vrais, ce qui est de´note´ par V (A) = ‖A‖. La fonction est de´finie re´cursivement de fac¸on
habituelle pour les propositions (ou` ϕ, ψ ∈ EBFprop, les expressions bien forme´es e´tant
de´finis usuellement):
V (Pi) = ‖Pi‖
‖¬ϕ‖ = U − ‖ϕ‖
‖ϕ ∨ ψ‖ = ‖ϕ‖ ∪ ‖ψ‖
‖ϕ ∧ ψ‖ = ‖ϕ‖ ∩ ‖ψ‖
Quant aux actions (ou` α, β ∈ EBFT pour un ensemble de termes bien forme´s)13:
V (ei) = ‖ei‖
‖α + β‖ = ‖α‖ ∪ ‖β‖
‖α; β‖ = ‖α‖ ↑ ‖β‖
‖α; ; β‖ = ‖α‖ ⇑ ‖β‖
Cette dernie`re de´finition (cf. Segerberg 2009, p.390) utilise les ensembles de´finis par
(ou` A et B contiennent des traces finies):
A ↑ B = {pq : p ∈ A, q ∈ B et pq est une combinaison}
A ⇑ B = {prq : p, r ∈ A, q ∈ B et pr et rq sont des combinaisons}
Le connecteur + permet d’ouvrir des choix possibles pour les suites d’e´ve`nements et
les connecteurs ; et ; ; permettent de concate´ner respectivement des traces finies et infinies.
En ce sens, + repre´sente l’action disjonctive et ; la se´quence d’actions.
13 La de´finition des expressions bien forme´es n’est pas explicite chez Segerberg. Ne´anmoins, conside´rant
que celui-ci introduira des ope´rateurs dynamiques, on peut en comprendre que ceux-ci sont de´finis de
manie`re usuelle en logique dynamique.
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Cela fait, Segerberg (2009, p.390) introduit des ope´rateurs (temporels) modaux afin
de repre´senter le passe´ ~P , le futur ~F et la ne´cessite´ historique 2.14 Un sce´nario peut eˆtre
repre´sente´ par une histoire (h, g). Soit w le point (pre´sent) qui constitue le dernier point
de h et le premier point de g. Les clauses se´mantiques pour ces ope´rateurs sont:
|=(h,g) ϕ⇔ w ∈ ‖ϕ‖ (1)
|=(h,g) ~Fϕ⇔|=(h′,g′) ϕ pour tout v, h′, g′ t.q. hv = h′ et vg′ = g (2)
|=(h,g) ~Pϕ⇔|=(h′,g′) ϕ pour tout v, h′, g′ t.q. h′v = h et g′ = vg (3)
|=(h,g) 2ϕ⇔|=(h′,g′) ϕ pour tout g′ ∈ cont(h) (4)
Les clauses (1) et (4) vont de soi: une proposition est vraie pour un sce´nario lorsque
ce sce´nario fait partie de l’ensemble qui contient les sce´narios ou` la proposition est vraie et
une proposition est historiquement ne´cessairement vraie pour un sce´nario w relativement
a` un passe´ h a` condition que la proposition soit vraie pour tout futur possible accessible
a` w relativement a` h. Les clauses (3) et (4) quant a` elles se comprendront mieux a` la
lumie`re de la figure 4.1.
v
g′
g
h
h′
Figure 4.1: Futur
En un mot, l’ide´e est de dire qu’une proposition ~Fϕ est vraie pour un sce´nario w
d’une histoire hg a` condition que ϕ soit vrai pour tout sce´nario v de la meˆme histoire qui
vient apre`s w. Soulignons qu’un sce´nario est un ensemble de points, et qu’une histoire
peut eˆtre vue comme la repre´sentation de l’e´volution d’un sce´nario (global) ou` chaque
point repre´sente un e´tat statique, voire une description, du sce´nario a` un moment donne´.
Dans la figure 4.1, on voit clairement que hv = h′ et que g = vg′. Ainsi, une propo-
sition ~Fϕ est vraie lorsque ϕ est vrai dans toutes les e´volutions possibles d’une histoire.
Notons qu’une proposition est vraie pour un futur relativement a` un passe´ spe´cifique. La
proposition ~Fϕ est vraie lorsque ϕ est vrai pour tous les de´ploiements possibles de w.
La clause pour le passe´ se comprend dans le meˆme ordre d’ide´es. Il est vrai a` un
moment w pour une histoire hg que ϕ e´tait vrai a` condition que ϕ soit vrai pour tout
moment qui vient avant w sur hg.
14 Ici, nous avons modifie´ la notation de Segerberg afin de ne pas confondre avec les ope´rateurs dy-
namiques.
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En plus de ces ope´rateurs temporels, Segerberg de´finit un ope´rateur binaire ~U qui
signifie jusqu’a` (until). L’e´nonce´ ~Uϕψ signifie ψ jusqu’a` ce que ϕ. L’interpre´tation se´man-
tique de cet e´nonce´ est similaire a` celle du a` moins que en logique propositionnelle.
|=(h,g)~Uϕψ ⇔ soit (5)
1. 6|=(h′,g′) ϕ pour tout h′, g′ t.q. h′g′ = hg ou
2. |=(h′,g′) ϕ pour un v t.q. h′ = hv et g = vg′ et
|=(h′′,g′′) ψ pour tout x t.q. h′′ = hx et g = xg′′
Autrement dit, il est vrai pour w relativement a` hg que ψ jusqu’a` ce que ϕ a` condition
que soit 1. ϕ soit faux pour tout sce´nario v de hg ou 2. ϕ est vrai pour un v de hg qui
suit w et que ψ est vrai pour tout x de hg qui vient avant w.
Cela nous ame`ne aux ope´rateurs dynamiques. Alors qu’en logique dynamique propo-
sitionnelle on peut simplement exprimer qu’une description est vraie apre`s qu’une action
soit re´alise´e, l’approche de Segerberg permet de rendre compte de beaucoup plus de subtil-
ite´s. En effet, ce dernier introduit les ope´rateurs does, realises, occurs, done, realised
et occured.15 Pour des raisons d’e´conomie (et parce que leur interpre´tation se´mantique est
triviale), nous ne pre´senterons pas en de´tails la se´mantique de ces ope´rateurs. Soulignons
simplement que leur signification est univoque et se traduit directement a` l’aide des modal-
ite´s temporelles de´veloppe´es jusqu’a` pre´sent. La diffe´rence entre does et realises est que
le premier s’applique aux actions alors que le second s’applique aux propositions, au meˆme
titre que occurs et occured s’appliquent seulement a` des actions.
En ce qui concerne les notions de´ontiques, Segerberg (2009, p.392) mentionne que
son approche, e´tant base´e sur une logique dynamique, s’inse`re dans le cadre des approches
de type Ougth-to-do. D’abord, Segerberg (2009, p.393) conside`re les normes simples, c’est-
a`-dire les normes qui assignent a` un passe´ plusieurs futurs ide´aux possibles. E´tant donne´
que cont(h) correspond a` l’ensemble des futurs possibles suite au passe´ h, N(h) ⊆ cont(h)
isole les futurs accessibles ide´aux. Cet ensemble doit satisfaire a` la condition suivante, qui
exprime la cohe´rence normative.
g = vg′ ⇒ [g′ ∈ N(hv)⇒ g ∈ N(h)]
En d’autres termes, si g′ est un futur ide´al accessible a` l’histoire hv, alors g est un
futur accessible a` l’histoire h lorsque g est vg′. Segerberg adopte aussi la condition de
se´rialite´ (i.e., N(h) 6= ∅) mais souligne que celle-ci pourrait tre`s bien ne pas eˆtre incluse.
De fait, le sche´ma d’axiome (D) est valide. Cela fait, l’auteur est en mesure d’introduire
quatre modalite´s de´ontiques locales et quatre modalite´s de´ontiques normales (Segerberg
2009, pp.293-5). Les quatre modalite´s sont l’obligation, la permission, l’interdiction et
l’omission. Commenc¸ons d’abord par les modalite´s locales. Soit les quatre conditions
se´mantiques suivantes:
15 A` ce sujet, soulignons que la signification de ces ope´rateurs est beaucoup plus clair dans Segerberg
(2012, p.13) que dans Segerberg (2009, p.391).
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|=(h,g)Oα⇔ (6)
1.pour tout g′ ∈ N(h) il y a v ∈ ‖α‖ (v sous-trace de g′)
2.pour tout v ∈ ‖α‖ il y a g′ ∈ N(h) (v sous-trace de g′)
|=(h,g)Pα⇔ (7)
2.pour tout v ∈ ‖α‖ il y a g′ ∈ N(h) (v sous-trace de g′)
|=(h,g)Fα⇔ (8)
3.pour tout g′ ∈ N(h) et pour tout v ∈ ‖α‖ (v n’est pas sous-trace de g′)
|=(h,g)OMMIα⇔ (9)
4. il y a un g′ ∈ N(h) t.q. pour tout v ∈ ‖α‖ (v n’est pas sous-trace de g′)
En mots, il est vrai que α est obligatoire relativement a` (h, g) si et seulement si 1.
tout futur accessible a` partir de h contient au moins une partie v membre de l’ensemble
qui contient les sce´narios ou` α est re´alise´e et 2. pour tout sce´nario v qui est membre de
l’ensemble qui contient les sce´narios ou` α est re´alise´e il y a au moins une trace g′ membre
de l’ensemble des futurs ide´aux a` partir de h et dont v fait parti. Il est vrai que α est
permise si et seulement si pour tout sce´nario v qui est membre de l’ensemble qui contient
les sce´narios ou` α est re´alise´e il y a au moins une trace g′ membre de l’ensemble des futurs
ide´aux a` partir de h et dont v fait partie. Il est vrai que α est interdite si et seulement
si pour tout futur ide´al accessible a` h et pour tout sce´nario v membre de l’ensemble qui
contient les sce´narios ou` α est re´alise´e, v ne fait pas partie de g′. Autrement dit, si α est
interdite, alors chaque futur ide´al accessible ne contient pas de traces qui font partis de
l’ensemble qui contient les traces ou` α est re´alise´e. Finalement, α peut eˆtre omise si et
seulement s’il y a au moins un futur accessible ide´al qui ne contient pas de trace qui fait
partie de l’ensemble qui contient les traces ou` α est re´alise´e.
Dans le cas des modalite´s normales, nous avons besoin de la condition suivante, a`
laquelle nous re´fe`rerons par (C): « pour toute trace finie v telle que hv est une combinaison
(et donc le dernier point de h est le premier point de v), s’il n’existe pas de trace x e´le´ment
de ‖α‖ telle que x est une sous-trace de v, alors ...»:
|=(h,g)OFα⇔ (C) (6’)
1.pour tout g′ ∈ N(hv) il y a x ∈ ‖α‖ (x sous-trace de g′)
2.pour tout x ∈ ‖α‖ il y a g′ ∈ N(hv) (x sous-trace de g′)
|=(h,g)PFα⇔ (C) (7’)
2.pour tout x ∈ ‖α‖ il y a g′ ∈ N(hv) (x sous-trace de g′)
|=(h,g)FFα⇔ (C) (8’)
3.pour tout g′ ∈ N(hv) et pour tout x ∈ ‖α‖ (x n’est pas sous-trace de g′)
|=(h,g)OMMIFα⇔ (C) (9’)
4. il y a un g′ ∈ N(hv) t.q. pour tout x ∈ ‖α‖ (x n’est pas sous-trace de g′)
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Chacune des clauses utilise la condition (C), laquelle exprime que s’il n’y a pas de
sous-trace x incluse dans v pour hv (pour toute trace v), alors les conditions 1–4 doivent
eˆtre remplies de´pendamment des cas. Autrement dit, s’il n’y a pas de v tel que x est une
sous-trace de v et x est membre de l’ensemble des traces ou` α est re´alise´e, alors: dans le
cas de l’obligation normale, cela implique que tout futur accessible a` hv contient au moins
une trace qui fait partie de l’ensemble des traces ou` α est re´alise´e et que toute trace qui fait
partie de l’ensemble des traces ou` α est re´alise´e fait partie d’au moins un futur accessible
a` hv. Pour la permission, cela implique que toute trace qui fait partie de l’ensemble des
traces ou` α est re´alise´e fait partie d’au moins un futur accessible a` hv. Pour l’interdiction,
cela signifie que les traces qui font parties de l’ensemble qui contient les traces ou` α est
re´alise´e ne sont pas des sous-traces des futurs accessibles a` hv. Finalement, dans le cas
de l’omission, cela implique qu’il y a au moins un futur accessible a` hv qui ne contient
aucune trace dans laquelle α est re´alise´e.
Apre`s avoir conside´re´ les normes simples, Segerberg (2009, p.395) en vient a` con-
side´rer les normes comple`tes, la principale distinction e´tant que la dernie`re ne se´lectionne
pas l’ensemble des futurs ide´aux accessibles, mais plutoˆt un sous-ensemble (pre´fe´rable) de
l’ensemble des futurs ide´aux accessibles. Le formalisme est similaire a` celui des normes
simples, a` l’exception du fait que l’on conside`re une histoire (h, g) relativement a` un
S ⊆ N(h) ou` tout futur accessible membre de S est pre´fe´rable aux futurs accessibles qui
ne sont pas membres de S. Cela se fait notamment en introduisant un ope´rateur qui
permet de se´lectionner un ensemble de sce´narios ou` une certaine proposition est vraie.
Tout compte fait, l’approche de Segerberg concernant la logique de´ontique dynamique
a ses me´rites, incluant le fait d’introduire plusieurs modalite´s dynamiques afin de rendre
compte des modes d’actions. En plus de la richesse de son langage, un aspect inte´ressant
de l’approche de Segerberg est que celui-ci propose une se´mantique pour les logiques dy-
namiques diffe´rente de celle de Meyer. Plutoˆt que de de´finir des ensembles de simultane´ite´
et des mondes possibles, Segerberg fait d’une pierre deux coups en conside´rant les mondes
possibles comme des suites d’e´ve`nements.
Outre ses travaux en logique dynamique, Segerberg a aussi propose´ une formalisation
de la logique de´ontique reposant sur une logique de l’action base´e sur une alge`bre de
Boole. Nous reviendrons sur ses travaux dans le chapitre 7. Les travaux de Segerberg ont
notamment e´te´ repris par Demolombe (2014), lequel supple´mente le cadre de travail de
Segerberg afin de rendre comte des obligations qui ont une date de tombe´e.16
Ron van der Meyden
Alors que la plupart des logiciens se concentrent sur la formalisation de l’obligation, certains
sont d’emble´e attire´s par la permission. Van der Meyden (1996), par exemple, a propose´
un cadre de travail diffe´rent de celui de Meyer afin de pouvoir rendre compte autant des
permissions de choix (free-choice permission) que des permissions qui re´sultent de ce qui
16 Concernant les obligations sujettes a` certains deadlines, voir Broersen et al. (2004).
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n’est pas interdit (van der Meyden 1996, p.467).17
Une premie`re particularite´ de l’approche de van der Meyden est d’utiliser l’ope´rateur
dynamique 〈α〉 comme primitif plutoˆt que [α]. Cela se comprend en fonction du fait que
ce dernier met l’emphase sur la permission plutoˆt que sur l’obligation. Rappelons que la
permission est usuellement de´finie comme l’ope´rateur dual de l’obligation. Par ailleurs,
cette approche provient plutoˆt de la tradition de l’informatique the´orique que de la logique
philosophique (cf. van der Meyden 1996, p.466). En effet, l’action est plutoˆt conside´re´e
comme un programme qui, suite a` son exe´cution, fait que le syste`me est dans un certain
e´tat ϕ. Ainsi, ϕ est la description de l’e´tat dans lequel le syste`me se trouve suite a`
l’exe´cution du programme. Le langage
L = {(, ), Act, Prop,∪, ; ,∗ ,∨,¬, 〈 〉, , pi}
contient un ensemble de´nombrable d’actions atomiques Act = {a1, ..., an, ...}, un ensem-
ble de´nombrable de propositions atomiques Prop = {p1, ..., pn, ...} et les connecteurs
d’actions repre´sentant respectivement le choix, la se´quence d’actions et l’ite´ration d’action.
Soulignons que ces connecteurs correspondent a` ceux de la logique dynamique telle que
de´veloppe´e initialement par Pratt (1976, 1980) et qui est souvent utilise´e en programmation
(cf. chapitre 14). Le langage propose´ par van der Meyden diffe`re donc conside´rablement
de celui propose´ par Meyer: meˆme si ∪ et ; s’interpre`tent (informellement) de la meˆme
manie`re, on ne trouve pas d’action ne´gative chez van der Meyden, mais plutoˆt une action
re´pe´te´e, ou` a∗ est l’action obtenue en re´pe´tant a un nombre fini de fois (van der Meyden
1996, p.467).
Outre les connecteurs pour les actions, on trouve les connecteurs propositionnels
usuels, l’ope´rateur dynamique 〈α〉ϕ, qui se lit «ϕ est vrai apre`s certaines exe´cutions de
α» et les ope´rateurs de´ontiques  et pi, ou` (α, ϕ) et pi(α, ϕ) signifient respectivement que
ϕ est vrai suite a` certaine exe´cutions de α qui ne sont pas interdites et que toute exe´cution
de α qui me`ne ϕ est permise (van der Meyden 1996, p.469). L’ope´rateur dynamique
[α]ϕ est de´fini par ¬〈α〉¬ϕ et signifie que ϕ est vrai dans tous les sce´narios possibles qui
prennent place suite a` l’exe´cution de α. Finalement, O(α, ϕ) est utilise´ comme abre´viation
de ¬  (α,¬ϕ) et signifie que toute exe´cution permise (non interdite) de α me`ne a` un e´tat
de´crit par ϕ (van der Meyden 1996, p.467,469). Les connecteurs propositionnels sont
de´finis normalement.
L’ensemble des expressions bien forme´es (EBF ) est de´fini re´cursivement par:
1. si α ∈ Act, alors α ∈ Act∗;
2. si α, β ∈ Act∗, alors α ∪ β, α; β, α∗ ∈ Act∗
3. si p ∈ Prop, alors p ∈ EBF ;
4. si ϕ, ψ ∈ EBF , alors ¬ϕ, ϕ ∨ ψ ∈ EBF ;
17 La seconde notion renvoit a` la permission faible, voire implicite.
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5. si ϕ ∈ EBF et α ∈ Act∗, alors 〈α〉ϕ, (α, ϕ), pi(α, ϕ) ∈ EBF .
L’axiomatisation se fait en quatre temps. D’abord, on introduit les axiomes pour la
modalite´ dynamique. Pour ce faire, on utilise le symbole ⊥ afin de re´fe´rer a` une contra-
diction arbitraire (p. ex., p ∧ ¬p).
〈α〉⊥ ≡ ⊥ (1)
〈α; β〉ϕ ≡ 〈α〉〈β〉ϕ (2)
〈α ∪ β〉ϕ ≡ 〈α〉ϕ ∨ 〈β〉ϕ (3)
〈α∗〉ϕ ≡ (ϕ ∨ 〈α;α∗〉ϕ) (4)
〈α〉(ϕ ∨ ψ) ≡ (〈α〉ϕ ∨ 〈α〉ψ) (5)
(ϕ ∧ [α∗](ϕ ⊃ [α]ϕ)) ⊃ [α∗]ϕ (6)
Le premier axiome signifie qu’une contradiction prend place suite a` α si et seulement
s’il y a de´ja` une contradiction dans le syste`me. Comme van der Meyden (1996, p.471)
le souligne, les axiomes (2)–(5) permettent d’e´liminer les actions complexes de la porte´e
de l’ope´rateur dynamique. L’axiome (2), comme chez Meyer, signifie que ϕ est vrai suite
a` l’action complexe «α suivie de β » si et seulement si «ϕ est vrai suite a` β » est vrai
suite a` α. (3) stipule qu’un choix entre α ou β me`ne a` ϕ a` condition que chacune des
actions y me`ne individuellement. Le quatrie`me axiome signifie que si ϕ est vrai suite a`
une se´quence finie d’action α, alors soit ϕ est vrai ou ϕ est le re´sultat de α suivie d’une
se´quence finie de α. (5) exprime que α me`ne a` ϕ ou ψ si et seulement si α me`ne a` ϕ ou
α me`ne a` ψ. Finalement, (6) signifie que si ϕ est vrai et que «ϕ implique que ϕ est le
re´sultat de toute exe´cution de α» est le re´sultat d’une se´quence finie d’exe´cutions de α,
alors ϕ est le re´sultat d’une se´quence finie d’exe´cutions de α.
Dans un deuxie`me temps, van der Meyden (1996, p.472) propose d’axiomatiser la
modalite´ non interdit, c’est-a`-dire la permission faible, de la meˆme manie`re que l’ope´rateur
〈 〉.
 (α, ϕ) ⊃ 〈α〉ϕ (7)
 (α; β, ϕ) ≡ (α, (β, ϕ)) (8)
 (α ∪ β, ϕ) ≡ (α, ϕ) ∨ (β, ϕ) (9)
 (α∗, ϕ) ≡ ϕ ∨ (α;α∗, ϕ) (10)
 (α, ϕ ∨ ψ) ≡ (α, ϕ) ∨ (α, ψ) (11)
(ϕ ∧O(α∗, ϕ ⊃ O(α, ϕ))) ⊃ O(α∗, ϕ) (12)
(7) signifie que s’il n’est pas interdit que ϕ soit le re´sultat de (d’une certaine exe´cution
de) α, alors ϕ est le re´sultat d’une certaine exe´cution de α. L’axiome (8) exprime que s’il
n’est pas interdit que ϕ soit le re´sultat de l’exe´cution de la se´quence «α suivie de β », alors
il n’est pas interdit que « il n’est pas interdit que ϕ soit le re´sultat de β » soit le re´sultat
de α. (9) stipule que s’il n’est pas interdit que ϕ soit le re´sultat du choix entre α ou β,
alors soit il n’est pas interdit que ϕ soit le re´sultat de α ou il n’est pas interdit que ϕ soit
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le re´sultat de β. Le dixie`me axiome signifie que s’il n’est pas interdit que ϕ soit le re´sultat
d’une suite d’exe´cutions de α, alors soit ϕ est d’emble´e vrai ou il n’est pas interdit que ϕ
soit le re´sultat de α suivie d’une suite d’exe´cutions de α. L’axiome (11) exprime que s’il
n’est pas interdit que ϕ ou ψ soit vrai suite a` α, alors soit il n’est pas interdit que ϕ soit
le re´sultat de α ou il n’est pas interdit que ψ soit le re´sultat de α. En dernier lieu, (12)
signifie que si ϕ est vrai et que toute se´quence d’exe´cutions non interdite de α me`ne a` un
sce´nario ou` la proposition « si ϕ est vrai, alors toute exe´cution non interdite de α me`ne a`
ϕ» est vraie, alors toute se´quence d’exe´cutions non interdite de α me`ne a` un sce´nario ou`
ϕ est vrai.
En troisie`me lieu, l’axiomatisation de la permission se fait aussi de manie`re similaire
a` celle de l’ope´rateur dynamique.
[α]¬ϕ ⊃ pi(α, ϕ) (13)
pi(α; β, ϕ) ≡ pi(α, 〈β〉ϕ) ∧ [α]pi(β, ϕ) (14)
pi(α ∪ β, ϕ) ≡ pi(α, ϕ) ∧ pi(β, ϕ) (15)
pi(α∗, ϕ) ≡ pi(α;α∗, ϕ) (16)
pi(α, ϕ ∨ ψ) ≡ pi(α, ϕ) ∧ pi(α, ψ) (17)
[α∗]pi(α, 〈α∗〉ϕ) ⊃ pi(α∗, ϕ) (18)
L’axiome (13) signifie que si toute exe´cution de α me`ne a` ¬ϕ, alors toute exe´cution
de α qui me`ne a` ϕ est permise, ce qui ne pose pas proble`me puisque par hypothe`se aucune
exe´cution de α ne me`nera a` ϕ. (14) exprime que si toute exe´cution de «α suivie de β » qui
me`ne a` ϕ est permise, alors toute exe´cution de α qui me`ne a` « certaines exe´cutions de β
me`nent a` ϕ» est permise et toute exe´cution de α me`ne a` un sce´nario ou` toute exe´cution
ou` β me`ne a` ϕ est permise. (15) signifie que si toute exe´cution de α ou β qui me`ne a` ϕ
est permise, alors toute exe´cution de α qui me`ne a` ϕ est permise et toute exe´cution de β
qui me`ne a` ϕ est permise. (16) stipule que si toute se´quence d’exe´cutions de α qui me`ne
a` ϕ est permise, alors toute action α suivie d’une se´quence d’exe´cutions de α qui me`ne
a` ϕ est permise. L’axiome (17) signifie que si toute exe´cution de α qui me`ne a` ϕ ou ψ
est permise, alors toute exe´cution de α qui me`ne a` ϕ est permise et toute exe´cution de
α qui me`ne a` ψ est permise. Finalement, (18) signifie que si apre`s toute exe´cution d’une
se´quence d’exe´cutions de α il en re´sulte que toute exe´cution de «α qui me`ne a` un sce´nario
ou` certaines exe´cutions de se´quences d’exe´cutions de α me`nent a` ϕ» est permise, alors
toute se´quence d’exe´cutions de α qui me`ne a` ϕ est permise.
La quatrie`me e´tape consiste a` e´tablir des liens entre les diverses modalite´s.
(pi(α, ϕ) ∧ 〈α〉ϕ) ⊃ (α, ϕ) (19)
((α, ϕ) ∧ [α](ϕ ⊃ ψ)) ⊃ (α, ψ) (20)
(pi(α, ψ) ∧ [α](ϕ ⊃ ψ)) ⊃ pi(α, ϕ) (21)
L’axiome (19) signifie que si toute exe´cution de α qui me`ne a` ϕ est permise et que
certaines exe´cutions de α me`nent a` ϕ, alors certaines exe´cutions de α qui me`nent a` ϕ
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ne sont pas interdites. (20) signifie que si certaines exe´cutions de α qui me`nent a` ϕ ne
sont pas interdites et que toute exe´cution de α me`ne a` un sce´nario ou` ϕ implique ψ, alors
certaines exe´cutions de α qui me`nent a` ψ ne sont pas interdites. L’axiome (21) quant a`
lui signifie que si toute exe´cution de α qui me`ne a` ψ est permise et que toute exe´cution
de α me`ne a` un sce´nario ou` ϕ implique ψ, alors toute exe´cution de α qui me`ne a` ϕ est
permise.18
A` ces axiomes s’ajoutent les re`gles usuelles de modus ponens et de ge´ne´ralisation
pour l’ope´rateur dynamique dual [ ]. Soulignons qu’en vertu de l’axiome (1) la re`gle de
ge´ne´ralisation semble superfe´tatoire. En effet, cela implique que ` [α]> ≡ >, et donc
` > ⊃ [α]>, ce qui permet de conclure par modus ponens que ` [α]ϕ pour tout ϕ tel que
` ϕ (puisque > repre´sente n’importe qu’elle tautologie).
La se´mantique propose´e par van der Meyden est dans la ligne´e de celle de Segerberg
plutoˆt que celle de Meyer. En effet, ce dernier propose d’interpre´ter une action comme
re´fe´rant a` une suite d’e´tats statiques. Par exemple, si l’on suppose que w est un sce´nario
dynamique, alors w1, w2 peuvent eˆtre utilise´s afin de de´crire certains e´tats statiques du
sce´nario w. Au meˆme titre que Segerberg conside`re un univers rempli de points, van der
Meyden conside`re un ensemble d’e´tats et une action re´fe`re a` un ensemble de suites d’e´tats.
Autrement dit, une action re´fe`re a` un ensemble qui contient les suites d’e´tats e1, ..., en,
ou` e1 est l’e´tat actuel, en est l’e´tat final (le re´sultat de l’action) et « ...» est ce qui me`ne
a` l’e´tat final. En ce sens, conside´rant que plusieurs suites d’e´ve`nements peuvent mener
au meˆme re´sultat, une action est conside´re´e comme l’ensemble des suites d’e´ve`nements
possibles pouvant mener a` ce re´sultat. Soit U 6= ∅ un univers d’e´tats et U+ ⊂ ℘(U)
l’ensemble de toutes les suites d’e´tats de longueur finie n ≥ 1.
Avant d’aller plus loin, voyons d’abord un exemple informel afin de bien mettre en
e´vidence la conception de l’action que se fait van der Meyden. Son approche est base´e
sur une logique dynamique, et cet aspect est crucial pour quiconque veut bien saisir l’effet
d’une action sur le monde.19 Mettons-la en opposition avec Meyer et Royakkers. Chez
ces derniers, l’exe´cution de certaines actions restreint l’ensemble des sce´narios qui sont
accessibles au sce´nario actuel: il y a un ensemble d’actions, un ensemble de sce´narios et
une fonction qui permet de de´terminer quels sce´narios sont accessibles suite a` l’exe´cution
de certaines actions. Bien que l’ide´e soit similaire chez van der Meyden (et Segerberg,
l’approche de van der Meyden e´tant base´e sur une logique dynamique pour programmation
telle qu’expose´e dans Segerberg (1982a)), il y a une diffe´rence relativement a` la conception
qu’il se fait de l’action. En un certain sens, une action chez van der Meyden re´fe`re a` une
(un ensemble de) transition(s) dans le monde. Autrement dit, une action correspond a`
un (ensemble d’) e´tat(s) dynamique(s). Soit w le monde actuel. Chez van der Meyden,
l’univers U du mode`le se´mantique n’est pas un ensemble de sce´narios, mais plutoˆt un
ensemble de points, voire de tranches de sce´narios. En effet, chaque point est conside´re´
comme la description d’un sce´nario a` un moment pre´cis. D’un point de vue formel, la
diffe´rence est mineure, mais au niveau de l’interpre´tation elle est conside´rable. L’e´tat
18 Re´ite´rons que dans les explications pre´ce´dentes, l’ope´rateur dynamique apre`s doit eˆtre compris au
sens de certaines exe´cutions de ... me`nent a` ....
19 Van der Meyden n’aborde toutefois pas la question de la causalite´.
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dynamique w, qui est soumis au changement, peut eˆtre vue comme un ensemble d’e´tats
statiques qui de´crivent l’e´tat dynamique a` chaque moment.
Dans un telle perspective, l’action est conside´re´e comme une suite d’e´tats statiques
ou, plus pre´cise´ment, comme un ensemble de suite d’e´tats statiques. L’action «Paul vole
une bicyclette», par exemple, peut eˆtre vue comme la suite s1, s2, s3 ou` a` s1 Paul met la
main sur la bicyclette, a` s2 il embarque sur la bicyclette et a` s3 il part avec la bicyclette.
E´videmment, cette conception pose proble`me si l’on postule la densite´ de l’action et du
temps, ou` s1, s2 et s3 peuvent eux-meˆmes eˆtre conside´re´s comme des ensembles d’e´tats
(i.e., mettre la main sur le ve´lo peut eˆtre conside´re´ aux 1
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ie`me de seconde et ainsi de
suite).20 Ne´anmoins, l’intuition est assez claire: le vol du ve´lo peut eˆtre vu comme la
suite s1, s2, s3. Plus encore, conside´rant qu’il y a plusieurs manie`res de voler la bicyclette,
l’action «Paul vole une bicyclette» peut eˆtre conside´re´e comme l’ensemble de toutes les
suites d’e´tats possibles qui peuvent eˆtre interpre´te´es comme le vol d’une bicyclette par
Paul. Dans une certaine mesure, l’action re´fe`re a` toutes les manie`res de la re´aliser.21
Le mode`leM = 〈U, P, τ, a〉 est constitue´ d’un univers U 6= ∅ d’e´tats, d’un ensemble
P ⊆ U × U de paires d’e´tats, d’une fonction τ : Act −→ ℘(U+) qui associe a` chaque
action atomique un ensemble de suites d’e´tats et a : Prop × U −→ {⊥,>} une fonction
qui attribue des valeurs de ve´rite´ aux propositions relativement a` certains e´tats (van der
Meyden 1996, p.468). Informellement, l’ensemble P est un ensemble de transitions per-
mises. Pour bien comprendre la se´mantique de van der Meyden, il faut voir que ce n’est
pas un e´tat qui est permis ou non, mais bien la transition d’un e´tat a` un autre. En ce
sens, si < w1, w2 >∈ P , alors la transition de w1 a` w2 est permise.
Afin de rendre compte se´mantiquement des actions, van der Meyden doit de´finir
de nouvelles ope´rations sur les ensembles pour mode´liser les connecteurs ; et ∗. Soit
σj, σk ∈ U+ des suites de longueur respective n et m. Autrement dit, σj = (s1, ..., sn) et
σk = (t1, ..., tm). Laissons σ[i] et σ[f ] de´noter respectivement l’e´le´ment initial et l’e´le´ment
final de la suite σ. La composition de suite σk;σj n’est de´finie que lorsque σj[i] = σk[f ].
Ayant cela en main, van der Meyden (1996, p.468) de´finit les ope´rations suivantes pour
A,B ∈ ℘(U+) des ensembles de suites.
A;B = {(σk;σj) : σk ∈ A, σj ∈ B et σj[i] = σk[f ]}
A∗ = {w : w ∈ U} ∪ A ∪ A;A ∪ ...
Alors que la premie`re de´finition indique que A;B est l’ensemble de toutes les combi-
naisons possibles (de´finies) des suites deA etB, la seconde de´pend du nombre d’ite´ration(s).
En enlevant les ‘...’ de la de´finition pre´ce´dente, cela donnerait par exemple A ite´re´ 3 fois.
De´pendamment du nombre d’ite´ration(s), l’ensemble A∗ contiendra tous les sce´narios pos-
sibles (en effet, {w : w ∈ U} est e´gal a` U !) ainsi que toutes les suites de A, toutes les
combinaisons des suites de A, toutes les combinaisons de se´quences de suites de A avec les
20 Il s’agit la` selon nous d’une objection contre la re´duction d’une action a` des suites de descriptions.
21 Cela fait place a` une seconde objection: le me´rite de la logique dynamique est d’ope´rer une distinc-
tion entre les propositions de´claratives et les actions. Toutefois, en re´duisant l’action a` un ensemble de
descriptions, la distinction devient floue.
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suites de A, etc. De fait, pour les connecteurs d’actions, nous avons:
τ(α; β) = τ(α); τ(β)
τ(α ∪ β) = τ(α) ∪ τ(β)
τ(α∗) = τ(α)∗
En ce sens, la se´quence d’action α; β de´note l’ensemble qui contient toutes les combi-
naisons possibles de α et de β (n’oublions pas qu’une action est conside´re´e comme re´fe´rant
a` un ensemble qui contient des suites possibles). Le choix entre α et β est e´quivalent a`
l’union qui contient les suites auxquelles re´fe`rent α et β, alors que l’action ite´re´e re´fe`re a`
l’ensemble ite´re´.
Maintenant, soit τw(α) l’ensemble qui contient toutes les se´quences σj de τ(α) pour
lesquelles σj[i] = w, c’est-a`-dire pour lesquelles l’e´tat (initial) w est le point de de´part. La
ve´rite´ est de´finie re´cursivement.22 Soit ‖p‖ l’ensemble qui contient les e´tats pour lesquels
p est vrai.
|=w p⇔ w ∈ ‖p‖
|=w ¬ϕ⇔ 6|=w ϕ
|=w ϕ ∨ ψ ⇔|=w ϕ ou |=w ψ
|=w 〈α〉ϕ⇔|=σj [f ] ϕ pour un σj ∈ τ(α)
|=w (α, ϕ)⇔|=σj [f ] ϕ pour un σj ∈ τ(α) vert
|=w pi(α, ϕ)⇔ tout σj ∈ τ(α) t.q. |=σj [f ] ϕ est vert
Les quatre premie`res clauses sont usuelles pour la logique dynamique, les trois
premie`res e´tant les clauses propositionnelles classiques et la quatrie`me e´tant celle pour
l’ope´rateur apre`s, laquelle stipule qu’il est vrai que ϕ est la conse´quence de α pour un e´tat
w a` condition que ϕ soit vrai pour l’e´tat final d’une suite d’e´tats membre de l’ensemble
qui contient les suites auxquelles re´fe`re l’action α. Autrement dit, conside´rant que α re´fe`re
a` un ensemble de suites, il est vrai que ϕ est le cas apre`s l’action α a` condition que ϕ
soit vrai pour au moins un e´tat qui est l’e´tat final d’une suite a` laquelle re´fe`re l’action
α. Les cinquie`me et sixie`me clauses se comprennent a` l’aide de la notion de suite verte.
Cela n’a rien d’e´cologique, mais est plutoˆt a` comprendre en analogie avec le code de la
route! Soit σj = (s1, ..., sn) une suite ou` chaque si, si+1 repre´sente un e´tat transitoire (dy-
namique entre deux e´tats statiques). On dit que σj est une suite verte lorsque pour tout
e´tat transitoire si, si+1 de σj, < si, si+1 >∈ P . La cinquie`me clause exprime qu’il est vrai
qu’il n’est pas interdit que l’action α entraˆıne ϕ pour l’e´tat w a` condition que ϕ soit vrai
pour l’e´tat final d’au moins une suite verte membre de l’ensemble qui contient les suites
auxquelles l’action α re´fe`re. En d’autres termes, soit σj une suite verte d’e´tats a` laquelle
re´fe`re l’action α. Il est vrai qu’il n’est pas interdit d’exe´cuter α et d’obtenir ϕ a` condition
22 L’auteur de´finit la se´mantique avec une implication de la droite vers la gauche. Nous avons cependant
de´fini la se´mantique avec un bi-conditionnel conforme´ment a` ce que l’on trouve usuellement en logique
dynamique.
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que ϕ soit vrai pour l’e´tat final de cette suite verte (pour au moins une suite verte). Quant
a` la sixie`me clause, cela signifie qu’il est vrai qu’il est permis que l’exe´cution de α me`ne a`
ϕ a` condition que toute les suites auxquelles re´fe`re l’action α et pour lesquelles ϕ est vrai
pour le dernier e´tat soient vertes. Autrement dit, l’action α re´fe`re seulement a` des suites
vertes et ϕ est vrai pour l’e´tat final de chaque suite.
L’inte´reˆt de l’approche de van der Meyden vient du fait que ce dernier met l’emphase
sur la permission plutoˆt que sur l’obligation. Soulignons que van der Meyden (1996, p.467)
propose cette approche sous pre´texte que celle de Meyer ne rend pas compte ade´quatement
de la notion de permission le´gale. Par ailleurs, comme van der Meyden (1996, pp.477-8)
le mentionne, meˆme si son approche permet de rendre compte de diffe´rents types de per-
missions, celle-ci n’est toutefois pas en mesure de rendre compte de la notion d’obligation,
laquelle est fondamentale au discours le´gal. Plus encore, van der Meyden ne traite pas
explicitement de la notion d’interdiction, ce qui se comprend en fonction du fait qu’il ne
pre´sente pas de se´mantique pour l’action nie´e. Cela est d’ailleurs plutoˆt proble´matique:
meˆme si la formalisation de l’action ne´gative pose proble`me, il n’en demeure pas moins
que celle-ci est ne´cessaire dans la mesure ou` l’on veut rendre compte de l’abstention.
L’action ne´gative a notamment e´te´ e´tudie´e par Broersen (2004), ce que nous aborderons
dans la prochaine section (voir aussi le chapitre 14). Outre les suites vertes introduites
par van der Meyden, Csirmaz (1990) a aussi introduit d’autres couleurs (et d’autres en-
sembles de paires d’e´tats) afin de rendre compte de diffe´rents degre´s de permission. Enfin,
van der Meyden (1991) a aussi travaille´ sur des syste`mes ou` les actions re´alise´es changent
l’ensemble des suites vertes.
Jan Broersen
Dans un article ou` il cherche a` fournir une formalisation ade´quate du concept d’action
ne´gative, Broersen (2004) reprend une partie des travaux qu’il a fait pour sa the`se de
doctorat. (cf. Broersen 2003). E´tant donne´ que nous avons jusqu’a` pre´sent donne´ un
bon aperc¸u de ce que sont les logiques de´ontiques dynamiques, nous n’exposerons pas
l’approche de Broersen en de´tails mais pre´senterons seulement son analyse de l’action
ne´gative dans le cadre de la logique dynamique ainsi que les caracte´ristiques originales de
son approche.23
D’emble´e, l’objectif de Broersen (2004, p.155) est de proposer un formalisme ade´quat
a` la repre´sentation de l’action ne´gative −α, interpre´te´e comme une abstention (de´libe´re´e),
par opposition avec une simple omission. Autrement dit, −α (lorsque conside´re´e avec
un ope´rateur dynamique) signifie s’abstenir de faire α (to refrain from doing α). Selon
l’auteur, le formalisme doit eˆtre en mesure de rendre compte de trois caracte´ristiques:
1. l’interpre´tation doit eˆtre plausible lorsque la ne´gation est combine´e avec les autres
connecteurs pour actions;
23 Notons que Broersen (2004, p.154) utilise une logique dynamique plus complexe que celle propose´e
par Meyer, ou` l’ite´ration, l’action inverse et l’action test sont conside´re´es.
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2. cela n’introduit pas de restriction ad hoc sur la se´quence ou l’ite´ration;
3. l’interpre´tation doit eˆtre plausible dans un contexte normatif.
Broersen (2004, p.165) refuse de re´duire les de´finitions de O, F ou P a` l’un ou l’autre
de ces ope´rateurs et ne fait que poser quelques conditions de cohe´rence normative en tant
qu’axiomes.24 Plutoˆt, il propose d’introduire trois constantes de violations VP , VO et VF
afin de rendre compte individuellement de chaque ope´rateur de´ontique.
Pα =def [α]¬VP (def. P)
Oα =def Pα ∧ [oIα]¬VO (def. O)
Fα =def 〈α〉VF (def. F)
La de´finition de la permission signifie que α est permise pour w lorsque tous les sce´-
narios accessibles a` w suite a` l’exe´cution de α ne contiennent pas de violation VP . L’action
α est interdite pour w lorsque son exe´cution me`ne a` une violation VF dans certains sce´nar-
ios accessibles a` w suite a` l’exe´cution de α. La de´finition de O se comprend a` la lumie`re de
l’interpre´tation que Broersen fait de l’action ne´gative. Comme il le mentionne (Broersen
2004, p.160), le connecteur pour l’action ne´gative s’interpre`te diffe´remment de´pendam-
ment des autres connecteurs avec lesquels il peut se jumeler. En ce sens, la logique du
connecteur oI de´pend de l’ensemble de connecteurs pour actions qui sont conside´re´s.25
Brie`vement, Broersen identifie les ensembles de connecteurs suivants, ou` l’interpre´tation
se´mantique de la ne´gation varie d’un ensemble a` l’autre.
(∪, oK)
(←,∪, oB)
(; ,∪, o4)
(∗, ; ,∪, oS4)
(←, ; ,∪, oB4)
(←,∗ , ; ,∪, oS5)
Autrement dit, lorsque conside´re´ avec l’action disjointe, la relation se´mantique sur
le mode`le pour l’action ne´gative est celle de K, elle est syme´trique lorsque l’on ajoute
le connecteur pour l’action inverse, elle est transitive lorsque l’on conside`re l’action dis-
jointe et la se´quence d’actions, elle est transitive et re´flexive lorsque l’on ajoute a cela
l’ite´ration d’actions, elle est syme´trique et transitive lorsque l’on conside`re l’action in-
verse, la se´quence et l’action disjointe, et finalement elle est universelle lorsque l’on ajoute
l’ite´ration. Prenant cela en conside´ration, la de´finition de l’obligation signifie que α est obli-
gatoire pour w lorsque α est permis et que dans tout sce´nario accessible suite a` l’exe´cution
de oIα (ou` oI est mode´lise´ de´pendamment de l’ensemble des connecteurs pour actions de
la logique dynamique utilise´e) il n’y a pas de violation VO.
24 Voir Broersen (2004, pp.164-5) pour les conditions.
25 Voir Broersen (2004, pp.158-9) pour une bre`ve revue des diffe´rentes formalisations de l’action ne´gative.
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* * *
Pour conclure, le lecteur inte´resse´ par la logique de´ontique dynamique est aussi in-
vite´ a` consulter Anglberger (2008), ou` l’auteur montre que la logique de´ontique dynamique
laisse place a` de nouveaux paradoxes, et ce malgre´ qu’elle soit en mesure d’e´viter la ma-
jorite´ des paradoxes de la logique de´ontique standard. Par ailleurs, le lecteur peut aussi
consulter Anglberger (2009) pour un bref survol des diffe´rentes re´ductions propose´es pour
la logique dynamique (re´duction d’un ope´rateur de´ontique a` une proposition qui ne con-
tient pas d’ope´rateur de´ontique) ainsi que pour une re´duction alternative, ou` plusieurs
constantes de violations sont introduites et sur lesquelles on impose un ordre partiel afin
de rendre compte des alternatives qui sont pre´fe´rables a` d’autres. E´tant donne´ que la
logique dynamique provient de l’informatique et que plusieurs informaticiens s’inte´ressent
a` la logique de´ontique, le lecteur ne sera pas surpris de trouver beaucoup d’applications
de la logique de´ontique dymamique a` la programmation. Herzig et al. (2011) par exemple
augmente le langage de la logique dynamique afin de pouvoir programmer des nmas. Pour
une analyse approfondie des proprie´te´s alge´briques des logiques dynamiques ainsi que de
leur the´orie de la preuve, le lecteur est invite´ a` consulter le chapitre 14 du pre´sent ouvrage.
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Chapitre 5
Logique multi-modale
Meˆme si le pre´sent chapitre s’intitule Logique multi-modale, celui-ci ne regroupe pas toutes
les approches qui tombent sous cette banie`re. En effet, plusieurs approches en logique
stit (p. ex., Horty 2001, Pacheco et Carmo 2003 et Broersen 2011a) et en logique dy-
namique (p. ex., Segerberg 2009 et van der Meyden 1996), sont des approches multi-
modales qui utilisent diffe´rentes modalite´s primitives. Ne´anmoins, nous avons pre´fe´re´
regrouper les logiques stit au chapitre 3 et les logiques dynamiques au chapitre 4 dans
la mesure ou` celles-ci posse`dent d’autres caracte´ristiques distinctives. Le pre´sent chapitre
porte sur les approches multi-modales qui ne formalisent pas explicitement l’action. Tel
que vu au chapitre 3, la logique de´ontique peut eˆtre conside´re´e comme un outil pertinent
a` l’analyse des syste`mes normatifs et des nmas. Dans chaque cas, l’objectif est de voir
l’impact des normes sur le comportements d’un agent, la diffe´rence entre les deux e´tant
que du coˆte´ du nmas, on conside`re les interactions entre les agents, alors que pour le sys-
te`me normatif (entendu en un sens plus ge´ne´ral), on ne conside`re l’impact des normes que
sur un seul agent. Malgre´ que l’objectif soit de raisonner par rapport a` ce que les agents
doivent faire, l’objectif principal n’est pas de mode´liser l’infe´rence, mais est bien d’e´tudier
l’influence des normes sur les comportements d’un individu. Dans ce qui suit, nous verrons
d’abord l’approche de Carmo et Jones (2002), qui utilisent une myriade de modalite´s afin
de pallier les proble`mes et paradoxes de la logique de´ontique standard. Nous aborderons
ensuite brie`vement l’approche de Dellunde (2008), qui propose des fondations communes
pour les diffe´rentes logiques de´ontiques multi-modales.
Jose´ Carmo et Andrew Jones
Suite aux nombreux paradoxes de la logique de´ontique standard, mais surtout en re´action
au paradoxe de Chisholm (1963), les approches en logique de´ontique se sont complexifie´es
afin de mode´liser certains parame`tres mis en lumie`re par ces proble`mes. Meˆme si d’emble´e
la logique de´ontique visait l’analyse de l’infe´rence normative, les travaux des chercheurs
ayant un inte´reˆt en informatique et en droit ont fait que la logique de´ontique est parfois
conside´re´e comme un outil pertinent a` la mode´lisation d’un syste`me normatif. Par syste`me
normatif, Carmo et Jones (2002, p.265) entendent un ensemble d’agents dont le comporte-
ment et les interactions sont contraints par des normes. Bien que leur objectif soit de
formaliser l’impact des normes sur les agents individuels, ceux-ci n’incluent cependant pas
de logique de l’action a` leur approche.
L’objectif de Carmo et Jones est de mode´liser l’interaction qui se trouve entre un
ensemble de normes et le comportement d’un agent. Outre la dimension temporelle im-
plicite a` l’e´volution des obligations d’un agent expose´e par le paradoxe de Chisholm, ce
dernier met aussi en e´vidence qu’une logique de´ontique qui traite d’un syste`me normatif
doit eˆtre en mesure de rendre compte du fait que certaines obligations sont parfois vi-
ole´es. De telles situations donnent souvent lieu a` des obligations contraires au devoir
(contrary-to-duty obligations). Afin de rendre compte de ce phe´nome`ne mais en laissant
de coˆte´ la dimension temporelle, Jones et Po¨rn (1985) ont introduit la notion d’alternative
sous-ide´ale (sub-ideal world), ou` certaines obligations ne sont pas re´alise´es.
Cela dit, en plus de mettre en e´vidence que les obligations d’un agent e´voluent dans
le temps et varient lorsque certaines obligations sont viole´es, le paradoxe de Chisholm
montre aussi que certaines obligations sont conditionnelles. Or, les obligations condition-
nelles, qui sont souvent traite´es a` l’aide d’un ope´rateur dyadique, font face au proble`me
du de´tachement et a` celui de la de´finition de l’ope´rateur dyadique.1 Plus encore, il y a la
question de de´terminer quels sont les liens qui se trouvent entre les obligations condition-
nelles et les obligations actuelles, et quelles sont les re`gles qui gouvernent le passage d’une
obligation conditionnelle a` une obligation actuelle.
Afin de re´pondre a` ces proble`mes, Carmo et Jones (2002) ont de´veloppe´ une logique
de´ontique multi-modale conforme´ment a` la notion d’alternative sous-ide´ale introduite par
Jones et Po¨rn (1985).2 Leur syste`me vise a` rendre compte de sept principales caracte´ris-
tiques mises en e´vidence par le paradoxe de Chisholm. Rappelons nous brie`vement le
paradoxe (cf. chapitre 2):
OA (1)
O(A ⊃ B) (2)
¬A ⊃ O¬B (3)
¬A (4)
Parmi les caracte´ristiques mises de l’avant par Carmo et Jones (2002, pp.275-7), les
plus importantes sont:
1. les propositions 1–4 sont cohe´rentes dans la langue naturelle;
2. les propositions 1–4 sont inde´pendantes dans la langue naturelle;
3. il est possible de de´river des obligations actuelles;
1 Voir le chapitre 15 du pre´sent ouvrage.
2 Voir aussi Jones et Po¨rn (1986) et Jones (1991). Voir Peterson (2011, p.45) pour une synthe`se de
leur approche.
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4. il est possible de de´river des obligations ide´ales;
5. les obligations sont parfois viole´es, ce qui donne lieu a` des alternatives sous-ide´ales.
Principalement en raison du fait que le paradoxe de Chisholm peut survenir meˆme
dans un contexte ou` il n’y a aucune conside´ration temporelle (Carmo et Jones 2002, p.275),
les auteurs proposent une logique multi-modale sans modalite´ temporelle. A` la base, l’ide´e
est de distinguer entre les obligations ide´ales et les obligations actuelles d’un agent, ce qui
a une incidence sur la distinction entre les contextes qui de´pendent des agents versus ceux
qui n’en de´pendent pas.
Du coˆte´ de la syntaxe, le langage
L = {Prop, (, ),¬,⊃,∧,∨,≡, O(/), Oa, Oi,2,}
contient les connecteurs logiques usuels, un ensemble de´nombrable de variables proposi-
tionnelles Prop = {⊥,>, p1, ..., pn, ...} ainsi que les ope´rateurs O(/), Oa, Oi, 2 et 
(Carmo et Jones 2002, p.289). Les ope´rateurs ♦ et  sont respectivement les ope´rateurs
duaux de 2 et , de´finis par:
♦A =def ¬2¬A (def. ♦)
A =def ¬¬A (def. )
L’ensemble des expressions bien forme´es (EBF ) n’est pas explicitement de´fini mais
les auteurs mentionnent que celui-ci est de´fini de manie`re habituelle. Conside´rant que
l’axiome (A9) admet la combinaison de diffe´rentes modalite´s, cela sugge`re que l’ite´ration
et la combinaison des ope´rateurs est possible, et donc que l’ensemble peut eˆtre de´fini
re´cursivement par:
1. si p ∈ Prop, alors p ∈ EBF ;
2. si A,B ∈ EBF , alors ¬A,A ⊃ B,A ∧B,A ∨B,A ≡ B ∈ EBF ;
3. si A,B ∈ EBF , alors O(A/B), OaA,OiA,2A,A ∈ EBF .
En prenant pour acquis les axiomes de la logique propositionnelle classique, les sche´-
mas d’axiomes propose´s sont (Carmo et Jones 2002, p.293):
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KM pour 2 (A1)
KD pour  (A2)
2A ⊃ A (A3)
¬O(⊥/C) (A4)
(O(A/C) ∧O(B/C)) ⊃ O(A ∧B/C) (A5)
O(A/C) ⊃ O(A/A ∧ C) (A6)
♦O(A/C) ⊃ 2O(A/C) (A7)
(♦(A ∧ (B ∧ C)) ∧O(A/C)) ⊃ O(A/C ∧B) (A8)
(OiA ∧OiB) ⊃ Oi(A ∧B) (A9)
(OaA ∧OaB) ⊃ Oa(A ∧B) (A10)
A ⊃ (¬OaA ∧ ¬Oa¬A) (A11)
2A ⊃ (¬OiA ∧ ¬Oi¬A) (A12)
(A ≡ B) ⊃ (OaA ≡ OaB) (A13)
2(A ≡ B) ⊃ (OiA ≡ OiB) (A14)
[O(A/C) ∧ (C ∧ (A ∧ ¬A))] ⊃ OaA (A15)
[O(A/C) ∧ (2C ∧ (♦A ∧ ♦¬A))] ⊃ OiA (A16)
O(A/C) ∧ ((A ∧ C) ∧ ((¬A ∧ C))) ⊃ Oa(C ⊃ A) (A17)
O(A/C) ∧ (♦(A ∧ C) ∧ (♦(¬A ∧ C))) ⊃ Oi(C ⊃ A) (A18)
Les axiomes (A1) et (A2) signifient que les modalite´s 2 et  sont axiomatise´s re-
spectivement par les syste`mes modaux KM et KD. L’ope´rateur 2 repre´sente une forme
de ne´cessite´ qu’un agent ne peut e´viter (Carmo et Jones 2002, p.287). Autrement dit,
2A signifie que A est ne´cessairement vrai, inde´pendamment des choix ou des actions d’un
agent. De la meˆme manie`re, ♦A signifie que A a le potentiel d’eˆtre re´alise´ (A n’est pas fixe´
actuellement). L’ope´rateur  repre´sente ce qui est ne´cessaire relativement aux choix et
aux actions pose´es par l’agent. Il s’agit de ce qui est ne´cessaire en vertu de ce qui est fixe´
actuellement. Quant a` , cela repre´sente la possibilite´ actuelle. Par exemple, il peut eˆtre
physiquement possible pour un agent de sauver une personne de la noyade (♦A) sans pour
autant qu’il soit actuellement possible de le faire (¬A), comme dans un cas ou` l’agent ne
sait pas nager. Informellement, l’ope´rateur  restreint l’ensemble de choix possibles pour
un agent relativement au contexte et a` ses capacite´s.
L’axiome (A3) signifie que ce qui est ne´cessaire est aussi ne´cessaire actuellement. La
contrapose´e de cet axiome permet de mieux en saisir le sens: ce qui est possible d’eˆtre fait
actuellement est possible. En ce sens, la notion de possibilite´ exprime´e par ♦ est plus large
que celle exprime´e par . S’il est possible actuellement de faire A, alors il est logiquement,
physiquement et temporellement possible de faire A.
Dans le meˆme ordre d’ide´es, l’ope´rateur Oi repre´sente ce qui est ide´alement obliga-
toire, c’est-a`-dire ce qui est obligatoire dans toutes les alternatives ide´ales a` un sce´nario.
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De l’autre coˆte´, Oa repre´sente ce qui est actuellement obligatoire, et qui peut eˆtre le fruit
de la violation d’une obligation ide´ale. L’ope´rateur dyadique O(A/C) se lit « dans les cir-
constances C, A est obligatoire », et l’axiome (A4) signifie que dans toutes circonstances
C, il est faux que l’absurde (l’impossible, le faux) est obligatoire. (A5) est le principe
d’agre´gation pour les obligations dues a` un meˆme contexte: si A est obligatoire dans le
contexte C et que B l’est aussi, alors la conjonction de A et B est aussi obligatoire dans
ce contexte. (A6) stipule que si A est obligatoire conditionnellement au contexte C, alors
A est aussi obligatoire dans un contexte ou` la conjonction C ∧ A est vraie.
L’axiome (A7) ge`re la relation entre la ne´cessite´ et l’obligation conditionnelle. Se´-
mantiquement, l’axiome exprime que s’il est possible que A soit obligatoire dans le contexte
C pour un sce´nario w, alors il est vrai que A est une obligation conditionnelle a` C dans
les alternatives possibles a` w. En d’autres termes, si O(A/C) est vrai pour un sce´nario
accessible, alors O(A/C) est vrai pour tous les sce´narios accessibles. Quant a` l’axiome
(A8), cela signifie que s’il est possible que trois e´ve`nements A, B et C se produisent con-
jointement, alors si A est obligatoire dans les conditions C, A est aussi obligatoire dans
les conditions C ∧B.
Les axiomes (A9) et (A10) repre´sentent respectivement l’agre´gation pour les obliga-
tions ide´ales et les obligations actuelles. Les axiomes (A11) et (A12) posent que la ne´cessite´
influence ce qui est obligatoire. (A11) indique que si A est actuellement ne´cessaire, alors
ni A ni ¬A n’est actuellement obligatoire. De meˆme pour l’obligation ide´ale: si A est
ne´cessaire, alors ni A ni ¬A n’est ide´alement obligatoire. Ces axiomes expriment qu’il doit
eˆtre possible pour un agent d’agir a` l’encontre de ses obligations. Il s’agit du principe de
contingence.
(A13) et (A14) expriment que les e´quivalences peuvent eˆtre substitue´es au sein des
obligations. (A13) signifie que si A et B sont e´quivalent dans un contexte, alors A est
actuellement obligatoire si et seulement si B l’est aussi. Par exemple, si dans un contexte
«Paul sauve la vie de Pierre si et seulement si Paul conduit a` 150 km/h », alors si Paul
dans ce contexte a l’obligation actuelle de sauver la vie de Pierre, il aura aussi l’obligation
actuelle de conduire a` 150 km/h. La meˆme interpre´tation s’applique pour (A14): s’il est
ne´cessaire que A est vrai si et seulement si B est vrai, alors A est une obligation ide´ale si
et seulement si B en est aussi une. Notons que la ne´cessite´ actuelle rend ne´cessairement
actuellement vraies des propositions qui ne sont pas ne´cessairement vraies. L’ope´rateur
 restreint les interpre´tations ou` une proposition est vraie a` un certain contexte.
L’axiome (A15) quant a` lui signifie que si A est une obligation conditionnelle a` un
contexte C, alors si C est ne´cessairement actuellement vrai (les interpre´tations sont re-
streintes aux sce´narios ou` C est vrai), qu’il est actuellement possible que A soit vrai et qu’il
est actuellement possible que A soit faux, alors A est actuellement obligatoire. Autrement
dit, si A est une obligation conditionnelle a` C et que le contexte C est ne´cessairement
vrai dans les circonstances actuelles (il est actuellement impossible que C soit faux), alors
si un agent a la possibilite´ actuelle de faire A ou de ne pas faire A, et donc que l’agent
n’est pas contraint dans le contexte a` ne pas faire A, alors A est actuellement obligatoire.
La condition (¬A ∧ C) vise a` assurer que l’agent a la possibilite´ d’agir a` l’encontre de
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ses obligations. La meˆme lecture s’applique pour (A18) quant a` l’obligation ide´ale et a` la
ne´cessite´.
La pre´sentation axiomatique est accompagne´e de quelques re`gles d’infe´rences usuelles,
incluant le modus ponens et les deux re`gles de substitution suivantes, qui permettent de
rendre compte des e´quivalences logiques du point de vue de l’ante´ce´dent (REA) et du
conse´quent (REC).
` B ≡ C (REA)` O(A/B) ≡ O(A/C)
` C ⊃ (A ≡ B)
(REC)` O(A/C) ≡ O(B/C)
En ce qui a` trait a` la se´mantique, Carmo et Jones (2002, p.289) de´finissent un
mode`le M = 〈W,av, pv, ob, V 〉, ou` W 6= ∅ est un ensemble de sce´narios possibles et
V : Prop −→ ℘(W ) une fonction qui de´termine l’ensemble des sce´narios pour lesquels une
proposition atomique est vraie. La fonction av : W −→ ℘(W ), ou` av 6= ∅, de´termine
l’ensemble des alternatives actuelles a` un sce´nario w (cf. Carmo et Jones 2002, p.287),
lesquelles prennent en compte le contexte.3 Dans le meˆme ordre d’ide´es, la fonction
pv : W −→ ℘(W ) de´termine les alternatives potentielles a` w (Carmo et Jones 2002, p.288).
La fonction pv est restreinte par les clauses av(w) ⊆ pv(w) et w ∈ pv(w). Autrement dit,
toute alternative actuelle est une alternative potentielle (cf. axiome A3) et tout sce´nario
w est une alternative potentielle a` lui meˆme (cf. KM). Cependant, w n’est pas ne´ces-
sairement une alternative actuelle a` lui-meˆme puisque  est axiomatise´ par KD, et de
fait la relation induite sur le mode`le se´mantique n’est pas re´flexive pour cet ope´rateur.
Finalement, la fonction ob : ℘(W ) → ℘(℘(W )) se´lectionne les sce´narios dans lesquels
une proposition est obligatoire relativement a` un certain contexte (Carmo et Jones 2002,
p.286). Elle prend un ensemble de sce´narios et l’associe a` un ensemble d’ensembles de
se´cnarios. Si Y ∈ ob(X), alors Y est un ensemble de sce´narios qui sont obligatoires dans
le contexte X. La fonction est restreinte par quatre conditions (Carmo et Jones 2002,
p.290), ou` X, Y, Z ∈ ℘(W ):
1. ∅ /∈ ob(X);
2. si Y ∩X = Z ∩X, alors Y ∈ ob(X) ssi Z ∈ ob(X);
3. si Y, Z ∈ ob(X), alors Y ∩ Z ∈ ob(X);
4. si Y ⊆ X, Y ∈ ob(X) et X ⊆ Z, alors ((Z −X) ∪ Y ) ∈ ob(Z).
3 Tel que mentionne´ dans Peterson (2011, p.58, note 10), il y a un fort paralle`le entre l’ope´rateur
Oδ, introduit par Jones (1991) afin de rendre compte des obligations conditionnelles et le traitement de
l’obligation conditionnelle que fait Chellas (1974). On trouve ici le meˆme paralle`le en ce qui concerne les
clauses se´mantiques pour 2 et .
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Carmo et Jones (2002, p.291) mentionnent que la premie`re condition indique qu’une
contradiction ne peut pas eˆtre obligatoire (cf. axiome A4): l’absurde n’est pas obligatoire
dans un contexte exprime´ par un sce´nario membre de X. En fait, la condition exprime que
la relation pour l’obligation conditionnelle est se´rielle (rappelons-nous que dans KD il y a
une e´quivalence entre D et ¬O⊥): pour n’importe quel contexte exprime´ par un sce´nario
membre de X, il y a minimalement une alternative obligatoire, c’est-a`-dire que l’ensemble
qui contient les ensembles qui contiennent les sce´narios obligatoires dans le contexteX n’est
pas vide. La seconde condition vise a` assurer que si deux propositions sont e´quivalentes
dans un contexte, alors l’une est obligatoire dans le contexte X si et seulement si l’autre
l’est aussi (cf. REC et Carmo et Jones 2002, p.291). Cela se comprend par le fait qu’un
sce´nario est un ensemble de propositions, lesquelles de´crivent un e´tat de choses dans le
monde. A` supposer que l’intersection des ensembles X et Y est e´gale a` celle de X et Z, et
donc que chacune des intersections de´crit la meˆme chose, alors la description faite par Y
est membre de l’ensemble qui contient les sce´narios obligatoires relativement au contexte
X si et seulement si celle faite par Z l’est aussi. La troisie`me condition correspond au
principe d’agre´gation et signifie que si deux propositions sont obligatoires dans un contexte
X, alors leur conjonction l’est aussi (cf. A5, A9 et A10). Finalement, dans les mots de
Carmo et Jones (2002, p.292), la dernie`re condition signifie que si Y est sous-ensemble de
X, que X est sous-ensemble d’un contexte Z et que Y est obligatoire dans le contexte
X, alors ce qui est obligatoire dans le contexte Z se trouve soit dans Y ou dans la partie
de Z qui ne contient pas X. En quelque sorte, l’ide´e est d’isoler l’ensemble de sce´narios
obligatoires Y relativement a` un contexte plus large X, ou` le comple´ment de Y par rapport
a` X n’est pas ne´cessairement obligatoire, et de dire que dans un contexte encore plus large
Z, ce qui est obligatoire dans le contexte Z est soit dans Y ou dans le comple´ment de X
par rapport a` Z.
La ve´rite´ dans le mode`le se´mantique est de´finie re´cursivement de manie`re usuelle
(Carmo et Jones 2002, p.290). Soit ‖A‖ = {w ∈ W : |=M,w A} l’ensemble qui contient les
sce´narios ou` la proposition A est vraie pour le mode`le M.4
|=M,w p⇔ w ∈ V (p) (1)
|=M,w ¬A⇔ 6|=M,w A (2)
|=M,w A ∧B ⇔|=M,w A et |=M,w B (3)
|=M,w A ∨B ⇔|=M,w A ou |=M,w B (4)
|=M,w A ⊃ B ⇔ 6|=M,w A ou |=M,w B (5)
|=M,w A ≡ B ⇔ (|=M,w A et |=M,w B) ou ( 6|=M,w A et 6|=M,w B) (6)
|=M,w A⇔ av(w) ⊆ ‖A‖ (7)
|=M,w 2A⇔ pv(w) ⊆ ‖A‖ (8)
4 Nous avons explicite´ les conditions se´mantiques des connecteurs propositionnels, laisse´es implicites
chez Carmo et Jones.
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|=M,w O(A/C)⇔ ‖A‖ ∩ ‖C‖ 6= ∅ et
X ⊆ ‖C‖ et X ∩ ‖A‖ 6= ∅⇒ ‖A‖ ∈ ob(X) (9)
|=M,w OaA⇔ ‖A‖ ∈ ob(av(w)) et av(w) ∩ ‖¬A‖ 6= ∅ (10)
|=M,w OiA⇔ ‖A‖ ∈ ob(pv(w)) et pv(w) ∩ ‖¬A‖ 6= ∅ (11)
Comme a` l’habitude, A est vrai pour un mode`le M a` condition que |=M,w A pour
tout w, et A est valide lorsque A est vrai pour tout mode`le.
Les six premie`res clauses sont les conditions habituelles pour les connecteurs clas-
sique. Les clauses (7) et (8) signifient respectivement que A est vrai a` condition que
l’ensemble qui contient les alternatives actuelles a` w soit inclus dans l’ensemble qui con-
tient les sce´narios ou` A est vrai, et 2A est vrai a` condition que l’ensemble qui contient
les alternatives potentielles a` w est inclus dans l’ensemble qui contient les sce´narios ou` A
est vrai. La clause (9) signifie que la proposition «A est obligatoire dans les conditions
C » est vraie si et seulement si il y a au moins un sce´nario ou` a` la fois A est vrai et C
est vrai et que si X est un ensemble de sce´narios ou` C est vrai et qu’il y a au moins un
sce´nario membre de X ou` A est vrai, alors l’ensemble qui contient les sce´narios ou` A est
vrai est obligatoire dans les conditions exprime´es par les sce´narios de X. Autrement dit,
O(A/C) est vrai pour w a` condition qu’il y ait au moins un sce´nario v tel que A,C ∈ v
et que s’il y a au moins un sce´nario v′ membre de X ∩ ‖A‖ (ou` X contient des sce´narios
ou` la condition C est vraie), alors tout sce´nario ou` A est vrai est obligatoire dans un
contexte ou` les membres de X sont vrais. En isolant un ensemble X ⊆ ‖C‖, on de´termine
des sce´narios ou` la proposition C est vraie mais ou` il n’y a pas d’autres conditions C ′
qui viennent s’ajouter au sce´nario et qui pourraient faire changer la valeur de ve´rite´ de
l’obligation actuelle Oa.
La premie`re partie de la clause (10) indique que A est actuellement obligatoire pour
un sce´nario w si tout sce´nario ou` A est vrai est obligatoire dans les conditions v, ou`
v est une alternative actuelle a` w. La seconde indique qu’il y a au moins un sce´nario
v′ qui est une alternative actuelle a` w mais ou` A est faux pour v′. En ce sens, ce qui
est obligatoire n’est pas ine´vitable. Enfin, la clause (11) stipule qu’il est vrai que A est
ide´alement obligatoire pour un sce´nario w si tout sce´nario ou` A est vrai est obligatoire dans
les conditions v, ou` v est une alternative potentielle a` w, et qu’il y a au moins un sce´nario
v′ tel que v′ est une alternative potentielle a` w et A est faux pour v′. La seconde partie
de cette clause exprime, a` l’instar de la clause (10), que ce qui est ide´alement obligatoire
n’est pas ine´vitable. La seconde partie des clauses (10) et (11) se comprend en fonction
de l’argument de Jones et Po¨rn (1985, p.279): puisqu’il est impossible d’agir a` l’encontre
d’une tautologie, il s’ensuit que les tautologies ne sont pas obligatoires.
Somme toute, le syste`me propose´ par Carmo et Jones vise a` rendre compte des
obligations conditionnelles dans un cadre qui admet des situations non ide´ales, ou` certaines
obligations sont enfreintes. L’ide´e de base est d’eˆtre en mesure de de´terminer ce qu’un
agent devrait faire, et ce meˆme dans des situations ou` le comportement de l’agent n’est
pas conforme a` celui prescrit par les normes. Le lecteur inte´resse´ par l’approche de Carmo
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et Jones trouvera une critique et une re´duction de leur syste`me dans l’article de Gabbay
et Schlechta (2010), ainsi que la preuve de comple´tude et de la de´cidabilite´ du syste`me
dans Carmo et Jones (2013).
Pilar Dellunde
La majorite´ des approches qui visent a` mode´liser l’interaction entre un syste`me normatif
et un syste`me multi-agents utilisent une variante ou une autre des logiques modales. Cela
dit, trois logiques importantes utilise´es afin de mode´liser l’e´volution d’un syste`me dans le
temps (en informatique), de par la repre´sentation du passage d’un e´tat a` un autre, sont
les logiques dynamiques (cf. chapitre 4), ATL (Alternating-Time Temporal Logic) et CTL
Computational Tree Logic (cf. Dellunde 2008, p.265).
L’approche de Dellunde (2008) vise a` construire une logique ge´ne´rale qui permet de
rendre compte de plusieurs logiques diffe´rentes. Ainsi, plutoˆt que de de´finir une logique
de´ontique spe´cifique, Dellunde pre´sente un cadre de travail ge´ne´ral pouvant servir de fon-
dation pour la construction de diffe´rentes logiques multi-modales. L’ide´e est d’obtenir des
fondements unificateurs permettant d’englober diffe´rentes approches qui partagent des car-
acte´ristiques communes. En ce sens, Dellunde de´finit un syste`me qui englobe une classe
de syste`mes spe´cifiques, lesquels varieront de´pendamment des axiomes (ou re`gles) ajoute´s.
Plutoˆt que de pre´senter l’analyse propose´e par Dellunde en de´tails, ce qui recouperait
plusieurs chapitres vus jusqu’a` maintenant, nous allons seulement pre´senter le mate´riel
ne´cessaire a` la compre´hension du syste`me ge´ne´ral permettant la repre´sentation et la
comparaison de diffe´rentes logiques multi-modales. Nous avons juge´ bon de pre´senter
l’approche de Dellunde conside´rant, d’une part, que cela offre un cadre commun a` partir
duquel diffe´rentes logiques peuvent eˆtre analyse´es, et que d’autre part, l’auteur propose
une interpre´tation d’un syste`me normatif diffe´rente de ce que l’on retrouve usuellement
dans la litte´rature.
L’objectif de Dellunde est de de´finir un cadre de travail commun pour les logiques qui
visent a` formaliser la structure d’un syste`me normatif (Dellunde 2008, p.262). Cependant,
contrairement a` la de´finition usuelle d’un syste`me normatif, Dellunde (2008, p.261) conc¸oit
un syste`me normatif η comme un ensemble de contraintes restreignant la transition d’un
e´tat a` un autre dans un syste`me.
Plus pre´cise´ment, a` supposer une structure 〈U,R〉, ou` U est un ensemble d’e´tats et R
un ensemble de paires ordonne´es (voire une relation, R ⊆ U ×U), η ⊆ R contient les tran-
sitions interdites pour un syste`me donne´. En ce sens, si (w, v) ∈ η (ou encore wRηv), alors
la transition de l’e´tat w a` l’e´tat v est interdite. (Soulignons que dans les approches qui sont
plutoˆt axe´es vers l’informatique, nous parlons d’e´tats (statiques) plutoˆt que de sce´narios
conside´rant qu’il y a toujours une forme ou une autre de logique temporelle en arrie`re
plan.) En supposant une logique L visant a` mode´liser un syste`me multi-agent, Dellunde
(2008, p.262) conside`re la logique d’un syste`me normatif Lη comme l’augmentation de L a`
l’aide d’un ensemble de syste`mes normatifs (i.e., un ensemble d’ensembles de contraintes).
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Meˆme si le langage de´veloppe´ par Dellunde (2008, p.264) peut, dans une certaine
mesure, eˆtre compris comme un me´ta-langage (il s’agit d’un langage ge´ne´ral qui permet de
parler de plusieurs autres langages plus spe´cifiques), il faut garder a` l’esprit que l’objectif
est de de´velopper un cadre de travail abstrait permettant de voir sous le meˆme angle des
syste`mes qui sont fondamentalement diffe´rents. Soit τ = 〈F, ρ〉 un type qui contient un
ensemble de modalite´s F pour lesquelles ρ : F −→ N assigne un nombre naturel a` chaque
modalite´ (et T l’ensemble de tous les types). Un langage L pour un type τ est compose´
des connecteurs logiques (propositionnels classiques) usuels, des symboles > et ⊥ (qui
repre´sentent respectivement une tautologie et une contradiction arbitraire) et un nombre
fini de modalite´s 21, ...,2n.
Rappelons-nous qu’une logique peut eˆtre de´finie comme « le plus petit ensemble
de formules bien forme´es e´tant ferme´ sous les re`gles r1, ..., rk et contenant les axiomes
(A1),...,(An)». Lorsque conc¸ue ainsi, on conside`re un ensemble d’axiomes Γ avec qu’une
relation de conse´quence ` (ou encore Cn) qui re´pond aux re`gles d’infe´rence de´sire´es, et
on de´finit la logique (i.e., l’ensemble des the´ore`mes) comme Cn(Γ), soit l’ensemble qui
contient toutes les conse´quences logiques de Γ. Autrement dit, Cn(Γ) est la logique ayant
comme axiomes Γ et comme re`gles d’infe´rence les conditions sur Cn.
L’objectif de Dellunde est de proposer une logique contenant le plus petit ensemble
d’axiomes (communs a` toutes logiques modales) possibles, En ce sens, Dellunde (2008,
p.264) de´finit une relation de conse´quence `τ relativement a` un type τ (i.e., relativement
a` un langage; un langage contient un nombre fini de modalite´s et Dellunde de´finit la logique
pour tout langage modal). La relation de conse´quence se re´sume de la manie`re suivante:
1. `τ contient les axiomes de la logique propositionnelle classique;
2. `τ est ferme´e sous le modus ponens;
3. `τ est compacte;
4. `τ est transitive;
5. `τ est monotone;
6. `τ est ferme´e sous une re`gle de substitution pour les propositions e´quivalentes;
7. `τ est ferme´e sous la re`gle (RE) pour chaque modalite´ 2i du langage;
8. toute proposition membre d’un ensemble de propositions est la conse´quence de cet
ensemble.
Malgre´ que Dellunde (2008, p.265), faisant appel a` l’ouvrage de Gabbay (1994),
nomme les logiques qui re´pondent a` ces crite`res des logiques modales classiques, il s’agit en
fait de la de´finition propose´e par Chellas (1980, p.231). Notons que la de´finition est plus
succincte chez Chellas: un syste`me classique est ferme´ sous (RE) et posse`de la de´finition
de l’ope´rateur dual par 2 =def ¬♦¬ (cette dernie`re condition est introduite par la suite
chez Dellunde).
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` A ≡ B (RE)` 2A ≡ 2B
Notons qu’un syste`me classique ne doit pas eˆtre confondu avec un syste`me normal.
En ge´ne´ral, le syste`me K est la logique modale utilise´e comme point de re´fe´rence dans la
litte´rature pour quiconque veut mode´liser un phe´nome`ne avec une logique modale. Cela
dit, K est un syste`me normal (cf. Chellas 1980, p.114). Un syste`me normal, plutoˆt que
d’eˆtre ferme´ sous (RE), est ferme´ sous (RK).
` (A1 ∧ · · · ∧ An) ⊃ B
(RK) avec n ≥ 0` (2A1 ∧ · · · ∧2An) ⊃ 2B
Au meˆme titre que KD est une extension de K, les syste`mes normaux sont des
extensions (conservatrices) des syste`mes classiques. En ce sens, le syste`me classique est
plus faible que le syste`me normal, c’est-a`-dire qu’il permet de prouver moins de the´ore`mes.
Les conditions 2–6 repre´sentent la notion de conse´quence pour la logique proposi-
tionnelle classique, que l’on obtient en ajoutant la condition 1. La condition 3 (compacite´)
signifie que si une proposition est la conse´quence d’un ensemble de propositions Γ, alors
elle est la conse´quence d’un sous-ensemble fini de Γ. Autrement dit, s’il existe une de´ri-
vation de A a` partir de Γ, alors il existe une de´rivation de A a` partir d’un sous-ensemble
fini de Γ (ou de manie`re similaire, si A est prouvable a` partir de Γ, alors il existe une
de´rivation de longueur finie de A a` partir de Γ). La condition 7 fait appel a` la re`gle (RE),
que l’on retrouve dans la de´finition de Chellas.
` A ≡ B (RE)` 2iA ≡ 2iB
Finalement, 5 signifie que si A est la conse´quence de Γ et que Γ ⊆ ∆, alors A est
aussi la conse´quence de ∆.
Nous avons donc la logique L = {Lτ : τ ∈ T} ou` Lτ = {A : `τ A}. En d’autres
termes, L est la logique multi-modale qui contient toutes les logiques multi-modales de
type τ .
En supposant un type τ et une structure S = 〈U,R〉 (avec U 6= ∅ et un ensemble de
relations d’accessibilite´ pour chaque modalite´ R = {Rf : f ∈ F}), Dellunde (2008, p.265)
de´finit un syste`me normatif η comme un sous-ensemble de l’ensemble:
U∗ = {(w1, ..., wn) : pour tout i < n il y a f t.q. wiRfwi+1}
Autrement dit, U∗ est un e´le´ment de ℘(U) qui contient des se´quences finies d’e´tats
pour lesquelles chaque wi+1 est accessible a` son pre´de´cesseur wi par le biais d’une relation
Rf pour une modalite´ f donne´e. L’ensemble U∗ contient donc des se´quences w1, . . . , wn
ou` chaque e´tat wi+1 est un successeur a` son pre´decesseur wi en vertu d’une modalite´ (et
de la clause se´mantique qui l’accompagne) du langage.
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Ainsi, e´tant un sous-ensemble de U∗, un syste`me normatif isole les se´quences finies ou`
chaque transition de wi a` wi+1 est interdite. Le syste`me normatif stipule qu’une se´quence
d’accessibilite´ est interdite, peu importe le chemin par lequel on passe de w1 a` wn. En
ce sens, U∗ contient les se´quences (w1, ..., wn) pour lesquelles toute sous-se´quence binaire
(wi, wi+1) est interdite. Un syste`me normatif est un ensemble qui contient des se´quences
finies a` l’inte´rieur desquelles chaque wi+1 est accessible a` l’e´tat qui le pre´ce`de wi de par
une relation Rf quelconque, mais ou` le passage de wi a` wi+1 est interdit.
A` partir d’un type τ , le langage est augmente´ afin d’obtenir un type τ η, ou` η ∈ N
est e´le´ment d’un ensemble de symboles de´notant des syste`mes normatifs. Le langage est
alors augmente´ par les modalite´s 2η1, ...,2
η
n, ou` 2
η
iA se lit «A est obligatoire selon le
syste`me normatif η (cf. Dellunde 2008, p.261)». En ce sens, A appartient a` tout sce´nario
accessible a` w, c’est-a`-dire que les se´quences qui admettent la transition d’un sce´nario w
a` un sce´nario ou` A est faux sont interdites.
En un mot, l’ide´e est de prendre une logique multi-modale L et de cre´er une extension
conservatrice Lη a` l’inte´rieur de laquelle la relation d’accessibilite´ Rηf ⊆ Rf de´termine les
transitions interdites, ou` le langage de Lη est celui de L augmente´ par τ η. Autrement
dit, pour chaque Lτ = {A : `τ A} on de´finit Lτη = {A : `τη A} afin d’obtenir
Lη = {Lτη : τ η ∈ T η}, ou` T η est l’ensemble qui contient tous les types et types aug-
mente´s (Dellunde 2008, p.265). La relation de conse´quence pour `τη est de´finie de la
meˆme manie`re, seul le langage est augmente´. De fait, nous obtenons une logique multi-
modale pour les syste`mes normatifs capable de rendre compte d’une diversite´ de logiques
spe´cifiques qui seront obtenues en ajoutant des conditions sur Cn et des axiomes.
Dans la suite de son article, Dellunde (2008, pp.267-8) concentrera son attention
sur les syste`mes normatifs e´le´mentaires, a` savoir ceux dont la structure (et plus partic-
ulie`rement les relations d’accessibilite´) peut eˆtre de´crite par une logique de premier ordre
monadique. Le lecteur inte´resse´ par les formules de Sahqlvist trouvera chez Dellunde
(2008, p.268) une de´finition pre´cise.
* * *
Tout compte fait, les logiques multi-modales offrent un cadre de travail riche permet-
tant une analyse de´taille´e du discours. Bien qu’il se trouve une panoplie d’approches multi-
modales en logique de´ontique, celles-ci utilisent toutes les diffe´rentes relations qui peuvent
eˆtre de´finies sur un mode`le se´mantique afin de mode´liser le langage et les raisonnements.
Dans chaque cas, l’ide´e est de repre´senter se´mantiquement une modalite´ en de´finissant des
relations qui permettent d’isoler les sce´narios qui seront accessibles suite a` son instanci-
ation. Le pre´sent chapitre cloˆt pour le moment la pre´sentation des logiques de´ontiques
modales, auxquelles nous retournerons brie`vement a` la fin de cette partie au chapitre 8.
Pour l’heure, nous allons tourner notre attention a` deux autres types d’approches, notam-
ment les logiques i/o et les approches alge´briques.
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Chapitre 6
Logique input/output
Le pre´sent chapitre porte sur les logiques input-output, que nous nommons les logiques
i/o. Il regroupe trois approches, incluant la pre´sentation des logiques i/o comme on la
retrouve chez Makinson et van der Torre (2000). Meˆme si la seconde approche ne porte
pas sur la logique i/o, nous avons pre´fe´re´ pre´senter le texte de Jones et Sergot (1996) au
sein de ce chapitre puisque celle-ci a e´te´ incorpore´e a` la logique i/o dans l’approche de
Boella et van der Torre (2006c), que nous aborderons en troisie`me lieu.
David Makinson et Leendert van der Torre
Les logiques i/o offrent un cadre de travail diffe´rent de celui des logiques modales et sont
apparues chez Makinson et van der Torre (2000). Plutoˆt que de tenter de de´velopper une
logique de´ontique qui soit en mesure de rendre compte de l’infe´rence normative dans sa
totalite´, ceux-ci introduisent les logiques i/o en guise d’assistants qui peuvent eˆtre utilise´s
afin d’aider un processus de transformation (Makinson et van der Torre 2000, p.384). Les
logiques i/o sont a` comprendre en termes d’entre´e et de sortie: on cherche a` de´terminer
certaines re`gles qui permettent de gouverner le processus de transformation qui part d’un
input et donne un output.
D’entre´e de jeu, on conside`re un langage propositionnel boole´en (qui obe´it aux re`gles
de la logique propositionnelle classique) a` l’aide duquel on de´finit des paires
(a, x) ∈ EBF × EBF , lesquelles sont interpre´te´es comme des re`gles qui de´terminent
le output x relativement a` l’input a (Makinson et van der Torre 2001, p.155).1 Meˆme si le
paralle`le peut eˆtre fait entre une paire (a, x) et un conditionnel a ⊃ x, la paire ne doit pas
eˆtre entendue au sens de l’implication mate´rielle. Cela se comprend notamment en raison
du fait qu’une norme (exprime´e par une paire) est sans valeur de ve´rite´ (Makinson et
van der Torre 2003b, p.163), sans compter que les re`gles qui gouvernent les paires diffe`rent
1 Par convention les premie`res lettres de l’alphabet sont souvent utilise´es comme des constantes et les
dernie`res comme des variables, alors que les lettres p, q, r sont utilise´es comme variables propositionnelles.
Ici, les premie`res lettres de l’alphabet sont utilise´es comme variables propositionnelles pour input et
les dernie`res comme variables propositionnelles pour output. Par ailleurs, EBF ici est l’ensemble des
expressions bien forme´es de la logique propositionnelle classique.
de celles qui re´gissent l’implication.
Un ensemble ge´ne´rateur G ⊆ EBF × EBF est un ensemble qui contient des paires
(a, x) et l’ensemble G(A) = {x : (a, x) ∈ G pour certains a ∈ A} est un ensemble qui
contient le outputs x pour certains a e´le´ments d’un ensemble de propositions A relative-
ment a` l’ensemble ge´ne´rateur G. Autrement dit, G est un ensemble de re`gles (de normes)
et G(A) est un ensemble de propositions contenant les outputs x pour lesquels a ∈ A et
(a, x) ∈ G.
Makinson et van der Torre (2001, p.156) introduisent l’ope´ration out(G,A), qui, a`
partir d’un ensemble ge´ne´rateur et d’un ensemble de inputs, donne un ensemble de outputs.
Cette ope´ration est utilise´e afin de de´finir quatre ope´rateurs, qui a` leur tour donneront
quatre logiques i/o. Soit Cn(A) l’ensemble des conse´quences classiques de A. Soulignons
que > ∈ out(G,A) pour toute tautologie classique. Les ope´rateurs (qui repre´sentent des
ope´rations sur des ensembles) sont:
out1(G,A) =def Cn(G(Cn(A)))
out2(G,A) =def
⋂
V
Cn(G(V )) t.q. A ⊆ V et V est complet
out3(G,A) =def
⋂
B
Cn(G(B)) t.q. B = Cn(B), A ⊆ B et G(B) ⊆ Cn(B)
out4(G,A) =def
⋂
V
Cn(G(V )) t.q. A ⊆ V,G(V ) ⊆ V et V est complet
Examinons chacune de ces de´finitions une par une.2 La premie`re de´finition est telle
que l’ensemble qui contient les outputs pour les paires de G forme´es a` partir des inputs
de A est l’ensemble qui contient les conse´quences logiques de l’ensemble qui contient les
paires ayant pour inputs les conse´quences logiques de A. Reprenons cette de´finition a`
l’envers: Cn(A) repre´sente l’ensemble des conse´quences de l’ensemble de propositions A.
Autrement dit,
Cn(A) = {x : a ∈ A et a `LC x}.
L’ensemble G(Cn(A)) correspond a` l’ensemble qui contient les outputs pour lesquels
l’ensemble qui contient les conse´quences de A sont des inputs. Si par exemple
G = {(a, x), (a ∨ b, y)}, alors G(a) = {x} et G(Cn(a)) = {x, y}.3 Le output de type
1 est par de´finition l’ensemble qui contient les conse´quences logiques de G(Cn(A)). In-
formellement, on entre l’ensemble A comme input, on conside`re ses conse´quences, ensuite
on conside`re le output des conse´quences de A (relativement a` G) et enfin les conse´quences
du output des conse´quences de A.
La seconde de´finition requiert l’introduction de la notion d’ensemble complet. Un
ensemble est complet lorsqu’il est soit maximalement consistant (i.e., Γ tel que pour tout
2 A` partir de ces de´finitions, les auteurs introduisent aussi out+i (G,A) = outi(G
+, A) avec G+ = G∪ I
et I = {(a, a) : a ∈ EBF}. Nous laissons ces de´finitions de coˆte´ par souci d’e´conomie. Les auteurs notent
que out+2 = out
+
4 et que cela redonne la logique classique.
3 Afin de faciliter la lecture, les auteurs e´crivent G(a) ou Cn(a) plutoˆt que G({a}) ou Cn({a}) lorsqu’il
s’agit d’un singleton.
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A ∈ EBF , soit A ∈ Γ ou ¬A ∈ Γ et ⊥ /∈ Γ) ou qu’il est e´quivalent a` l’ensemble de toutes
les propositions du langage (Makinson et van der Torre 2001, p.156). Conforme´ment au
lemme de Lindenbaum, a` savoir que tout ensemble consistant posse`de une extension max-
imalement consistante, il est possible de construire un nombre de´nombrable d’extensions
maximalement consistantes pour un ensemble (consistant) de inputs A. Un ensemble
complet est un ensemble auquel on ne peut rien ajouter de plus. Dans le cas d’un ensem-
ble maximalement consistant, on ne peut rien ajouter de plus sans briser sa consistance
Lorsqu’il s’agit de l’ensemble de tous les e´nonce´s du langage, alors clairement rien ne
peut y eˆtre ajoute´ puisque tous les e´nonce´s s’y trouvent. Dans l’e´ventualite´ ou` l’ensemble
correspond a` tous les e´nonce´s du langage, ce dernier est trivialement inconsistant.
La de´finition de out2 conside`re l’intersection de tous les ensembles des conse´quences
des outputs qui ont V comme input, ou` V est une extension comple`te de A. Par opposition
avec out1 qui ne fait que conside´rer l’ensemble de inputs, out2 permet de prendre en con-
side´ration tout ce qui est commun avec toute extension comple`te de l’ensemble de inputs.
En plus de conside´rer les outputs de A relativement a` G (ainsi que leurs conse´quences), on
conside`re aussi les outputs des extensions maximalement consistantes de A. Par exemple,
si G contient des paires pour lesquelles le input n’est pas e´le´ment de A, alors out2 permet
d’isoler les outputs qui sont consistants avec les outputs de A.
La troisie`me de´finition (qui ressemble a` la deuxie`me) fait appel aux conditions
B = Cn(B) et A ⊆ B, ce qui peut sembler e´trange a` premie`re vue. En fait, il suffit de
remarquer que EBF = Cn(EBF ) et que V = Cn(V ) pour un ensemble V maximalement
consistant. Par surcroˆıt, il est trivial que Cn(Cn(A)) = Cn(A) puisque la conse´quence est
transitive (i.e., les conse´quences des conse´quences de A sont des conse´quences de A). En
ce sens, il est possible de conside´rer toute extension B de A sans pour autant que B soit
comple`te. Il suffit d’avoir B = Cn(X) avec A ⊆ X, ce qui trivialement donne A ⊆ B.
La troisie`me condition de la de´finition, soit queG(B) ⊆ Cn(B), signifie que l’ensemble
des outputs qui ont B comme input (relativement a` G) est sous-ensemble de l’ensemble
des conse´quences de B. De fait, les outputs peuvent eˆtre re´utilise´s comme inputs. Sachant
que G(B) ⊆ Cn(B), cela implique que Cn(G(B)) ⊆ Cn(B): B contient toutes ses con-
se´quences et contient G(B), et donc contient toutes les conse´quences de G(B). Mais
puisque Cn(G(B)) ⊆ Cn(B), il s’ensuit que l’ensemble des conse´quences de l’ensemble
qui contient les outputs qui ont B comme input fait partie de l’ensemble des conse´quences
de B. E´tant donne´ que B est conside´re´ comme input dans G(B), il s’ensuit que les outputs
de G(B) sont aussi d’emble´e conside´re´s en tant qu’inputs. La de´finition de out3 donne
l’intersection des ensembles de conse´quences de outputs qui ont pour inputs B (relative-
ment a` G) lorsque B e´quivaut a` l’ensemble de ses conse´quences, A est sous-ensemble de B
et l’ensemble des outputs qui ont pour input B fait partie de B. Cette dernie`re condition
ame`ne la possibilite´ de re´utiliser les outputs comme inputs.
Une fac¸on peut-eˆtre un peu plus simple de voir la chose serait de de´finir
out3(G,A) = Cn(G(A∗)) ou` A∗ est le plus petit ensemble ferme´ sous Cn et G tel que
A ⊆ A∗ (Makinson et van der Torre 2000, p.393). Autrement dit, A∗ est le plus petit en-
semble pour lequel A est un sous-ensemble et qui est ferme´ sous la relation de conse´quence
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et G.
En dernier lieu, la de´finition de out4 est a` l’image de celle de out2, a` l’exception
que l’on permet de reprendre les outputs comme inputs a` l’instar de out3. Il s’agit de
prendre l’intersection des conse´quences de toute extension comple`te V de A ou` l’ensemble
des outputs de V est sous-ensemble de V .
E´videmment, les outputs varient en fonction de l’ensemble ge´ne´rateur G. Les auteurs
nomment ces de´finitions respectivement le simple minded output, le basic output, le reusable
simple minded output et le reusable basic output. Les points cruciaux a` souligner sont que
les inputs ne se retrouvent pas dans les outputs (sauf pour les out+i ) et que la contraposition
ne s’applique pas dans chacun des cas (Makinson et van der Torre 2000, p.407)
Le lecteur qui consulte les articles portant sur les logiques i/o ne verra peut-eˆtre pas
tout de suite ce qui distingue les quatre types de output du point de vue de la se´mantique,
sans compter que certains exemples donne´s par les auteurs contribuent a` engendrer la
confusion. Par exemple, Makinson et van der Torre (2001, p.159) donnent l’exemple
suivant.
Exemple 6.1. Soit G = {(>,¬a), (a, x)}). Dans ce cas, outi(G, a) = Cn({¬a, x} pour
i ∈ {1, 2, 3, 4}.
Conside´rons chacun des outputs.
1. out1(G, a) = Cn(G(Cn(a))) et puisque >, a ∈ Cn(a) il s’ensuit que G(Cn(a)) =
{¬a, x} et donc que out1(G, a) = Cn({¬a, x}).
2. Si l’on prend en compte tout G(V ) pour toute extension comple`te V de a, nous ob-
tiendrons encoreG(V ) = {¬a, x} pour chaque V , et de fait out2(G, a) =
⋂
Cn(G(V )) =
{¬a, x}.
3. G(B) ou` B = Cn(B) et {a} ⊆ B donne aussi seulement G(B) = {¬a, x}, donc
out3(G, a) =
⋂
Cn(G(B) = {¬a, x}.
4. Le meˆme raisonnement s’applique que pour 2 et 3.
Mais alors, qu’est-ce qui diffe´rencie chacun des outputs? D’abord, il faut insister
sur le fait que l’intersection dans les de´finitions susmentionne´es ne porte pas sur V mais
bien sur Cn(G(V )). Voyons deux exemples afin de mettre en lumie`re les diffe´rences qui
se trouvent entre le simple minded et le basic output, d’un coˆte´, et le simple minded et le
reusable simple minded output de l’autre.
Conside´rons l’ensemble G = {(a, x), (b, x)}. Quel est out1(G, a∨ b) et out2(G, a∨ b)?
Alors que out1(G, a ∨ b) = Cn(G(Cn(a ∨ b))) = Cn(∅), out2(G, a ∨ b) =
⋂
Cn(G(V )) =
Cn(x). En effet, toute extension comple`te de {a ∨ b} contient soit a, b ou a et b. De
fait, dans chacun des cas, G(V ) = {x}. En ce sens, la se´mantique de out2 permet d’aller
chercher ce qui est commun a` toutes les extensions comple`tes de a ∨ b du point de vue de
leur output relativement a` G. La distinction entre out1 et out2 se transpose a` out3 et out4.
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Quant a` la diffe´rence entre out1 et out4 (ou encore out2 et out3), conside´rons l’ensemble
G = {(a, x), (a ∧ x, y)}. Quels sont out1(G, a) et out4(G, a)? D’un coˆte´, out1(G, a) =
Cn(G(Cn(a))) = Cn(x). De l’autre coˆte´, out4(G, a) =
⋂
Cn(G(V )). Puisque a ∈ V , il
s’ensuit que x ∈ G(V ). Or, conside´rant que G(V ) ⊆ V , il en re´sulte que x ∈ V , et donc
que y ∈ G(V ). De fait, out4(G, a) = Cn({x, y}). Le lecteur est invite´ a` consulter les
figures dans Makinson et van der Torre (2000) afin de mieux visualiser les diffe´rents types
de outputs. Voir Makinson et van der Torre (2000, p.407) pour un re´sumer des proprie´te´s
des logiques i/o.
Les de´finitions se´mantiques des diffe´rents types de outputs s’accompagnent du coˆte´
de la syntaxe par des re`gles (Makinson et van der Torre 2001, p.157). (SI) signifie que si
x est le output de a et que a est une conse´quence logique de b, alors x est le output de b.
(a, x)
(SI) (lorsque b `LC a)
(b, x)
(AND) signifie que si x et y sont les outputs de a, alors x ∧ y est le output de a.
(a, x) (a, y)
(AND)
(a, x ∧ y)
(WO) stipule que si y est la conse´quence de x et que x est le output de a, alors y est
le output de a.
(a, x)
(WO) (lorsque x `LC y)
(a, y)
(OR) exprime que si x est le output de a et est le output de b, alors c’est aussi le
output de a ∨ b.
(a, x) (b, x)
(OR)
(a ∨ b, x)
(CT) signifie que si x est le output de a et que y est le output de a ∧ x, alors y est
le output de a.
(a, x) (a ∧ x, y)
(CT)
(a, y)
Conjointement a` chaque de´finition de outputs se joignent des re`gles de de´rivation
spe´cifiques. Soit derivi(G) le plus petit ensemble qui contient G, les paires (>,>) ou` >
est une tautologie, et qui est ferme´ sous les re`gles faisant parties de Ri.
R1 = {(SI), (AND), (WO)}
R2 = {(SI), (AND), (WO), (OR)}
R3 = {(SI), (AND), (WO), (CT )}
R4 = {(SI), (AND), (WO), (OR), (CT )}
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Les notions de de´rivabilite´ deriv1(G)− deriv4(G) correspondent respectivement aux
outputs out1 − out4.4
Les logiques i/o ont e´te´ de´veloppe´es par Makinson et van der Torre afin de s’appliquer
a` la logique de´ontique. Jusqu’a` pre´sent, nous avons vu que le discours normatif met en jeu
deux formes d’inconsistances, a` savoir l’inconsistance propositionnelle et l’inconsistance
normative. Le paradoxe de Chisholm met en e´vidence que tout syste`me qui veut rendre
compte des obligations contraires au devoir se doit d’eˆtre capable d’exprimer (dans une
certaine mesure) les inconsistances normatives. Or, les logiques i/o permettent d’emble´e
de faire la distinction entre les deux types d’inconsistance. Makinson et van der Torre
(2001, p.159) distinguent entre l’inconsistance du output, qui ultimement est une in-
consistance propositionnelle, et l’inconsistance entre les inputs et les outputs, qui est
une forme d’inconsistance normative. Alors qu’un output de type i est dit inconsistant
lorsque ⊥ ∈ outi(G,A), l’inconsistance entre les inputs et les outputs advient lorsque
⊥ ∈ Cn(outi(G,A)∪A). Voici l’exemple qu’offrent les auteurs afin de mettre en e´vidence
la diffe´rence entre les deux types d’inconsistance.
Exemple 6.2. Soit G = {(>,¬a), (a, x)}. Informellement, G affirme l’existence d’une
obligation conditionnelle: en ge´ne´ral le output ¬a est pre´fe´re´, mais s’il advient que a est
donne´, alors le output x sera de´sire´. Tel que susmentionne´, outi(G, a) = Cn({¬a, x}) pour
i ∈ {1, 2, 3, 4}. Le output est consistant puisque ⊥ /∈ Cn({¬a, x}). Cependant, le output
est inconsistant avec le input puisque ⊥ ∈ Cn({¬a, x} ∪ {a}).
Cela dit, les logiques i/o permettent d’arriver a` un re´sultat e´trange: conside´rant
que a `LC >, la re`gle (SI) nous donne dans l’exemple pre´ce´dent que (>,¬a) entraˆıne
(a,¬a).5 Ce re´sultat semble peu probable, surtout si l’on conside`re que les obligations
contraires au devoir surviennent a` un certain moment dans le temps. Par exemple, si a
tient pour «Paul vole de l’argent» et x pour «Paul remet l’argent vole´», alors on obtient
que dans toutes circonstances ide´ales Paul ne vole pas, que dans une circonstance sous-
ide´ale ou` Paul vole il remet l’argent vole´, mais que dans une circonstance ou` Paul vole il
ne vole pas. Il ne s’agit pas d’une contradiction a` proprement parler puisqu’il s’agit d’une
paire input/output, mais ne´anmoins cela pose proble`me dans un contexte de´ontique. Plus
pre´cise´ment, une fois que l’action qui ne devait pas eˆtre faite a e´te´ accomplie, on veut
mettre de coˆte´ les sce´narios ou` l’action n’e´tait pas faite et se concentrer uniquement sur
ceux ou` elle est accomplie.
La strate´gie pour parvenir a` ce re´sultat est d’utiliser une technique propre aux
logiques e´piste´miques:
Our strategy is to adapt a technique that is well-known in the logic of belief change –
cut back the set of norms to just below the threshold of making the current situation
contrary-to-duty. In effect, we carry out a contraction on the set G of given norms.
4 Afin d’obtenir les outputs out+i , il suffit d’ajouter la re`gle (ID) qui permet d’ajouter (a, a) a` tout
moment (Makinson et van der Torre 2001, p.157).
5 Un exemple plus complexe est donne´ dans Makinson et van der Torre (2003b, pp.169-70).
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Specifically, we look at the maximal subsets G′ ⊆ G such that out(G′, A) is consistent
with input A. (Makinson et van der Torre 2003b, p.170)
Pour ce faire, les auteurs introduisent des contraintes sur les outputs (Makinson et
van der Torre 2001, p.160). Soit C un ensembles de contraintes qui contient des propo-
sitions. L’ensemble maxfamily(G,A,C) est de´fini comme l’ensemble de tous les plus
grands H ⊆ G pour lesquels out(H,A) est consistant avec C (i.e., ⊥ /∈ Cn(out(H,A)∪C)).
L’ensemble outfamily(G,A,C) est l’ensemble des outputs ge´ne´re´s parmaxfamily(G,A,C),
a` savoir que outfamily(G,A,C) = {out(H,A) : H ∈ maxfamily(G,A,C)}.
Par exemple (Makinson et van der Torre 2001, p.162), afin de restreindre l’ensemble
des normesG en excluant celle qui stipule que Paul ne doit pas voler, on ajoute la contrainte
C = {a}. Alors que dans le cas sans contrainte on obtient maxfamily(G, a,∅) = {G}
et outfamily(G, a,∅) = {Cn({¬a, x})}, l’ajout de la contrainte C = {a} permet d’isoler
maxfamily(G, a, a) = {{(a, x)}} puisque
⊥ ∈ Cn(out(G, a) ∪ {a} = Cn(Cn({¬a, x}) ∪ {a})
et outfamily(G, a, a) = {Cn({x})}.6
A` l’aide de l’imposition d’une contrainte sur les diffe´rents types de outputs, Makin-
son et van der Torre (2001, p.166) introduisent la notion de contrainte i/o (input/output
constraint). Pour un output out(G,A), l’ajout de la contrainte i/o correspond a` la restric-
tion de l’ensemble des outputs a` l’ensemble de inputs maxfamily(G,A,C) pour C = A.
Ainsi, on s’assure que l’ensemble de outputs est consistant et que ce dernier est consistant
avec l’ensemble des inputs.
Les logiques i/o contraintes s’obtiennent d’un point de vue syntaxique en ajoutant
la notion de de´rivation contrainte. Conforme´ment aux quatre types de outputs ainsi qu’a`
leur notion conjointe de de´rivation, les outputs contraints s’obtiennent de par leur notion
respective de de´rivation contrainte, ou` une de´rivation est contrainte lorsque (a,¬a) /∈
derivi(L) pour tout L ⊆ G (Makinson et van der Torre 2001, p.169). Le lecteur est invite´
a` consulter Makinson et van der Torre (2001, p.177) pour un re´sume´ des re´sultats sur les
logiques i/o contraintes.
Jusqu’a` pre´sent, les logiques i/o nous offrent une fac¸on de formuler des obligations
qui tiennent dans tous les contextes, p. ex., (>, a), et des obligations qui sont contraires
au devoir, p. ex., {(>, a), (¬a, x)}. Traite´ de la sorte, un ensemble G est conside´re´ comme
un ensemble de normes, lesquelles dictent des obligations (des outputs) dans certains
contextes (des inputs). Ainsi, la paire (>, a) signifie que dans toutes circonstances a doit
eˆtre alors que {(>, a), (¬a, x)} signifie que a doit eˆtre, mais que si jamais a n’est pas le cas
alors x doit eˆtre. Les logiques i/o fournissent donc une manie`re de traiter des obligations
contraires au devoir et des obligations conditionnelles.
Mais qu’en est-il de la permission? Makinson et van der Torre (2003a, pp.391-
2) assument une distinction entre les permissions explicites et implicites, ce a` quoi on
6 Pour d’autres exemples, voir Makinson et van der Torre (2001, pp.162-3).
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re´fe`re aussi par le biais de permissions forte et faible. Une permission implicite, voire une
permission faible, correspond a` quelque chose qui n’est pas interdit par un ensemble de
normes. Par exemple, il est implicitement permis de se baigner en une chaude journe´e d’e´te´
puisque la le´gislation canadienne ne l’interdit pas. Cela dit, le pendant de la permission
implicite est la permission explicite, voire la permission forte: une action est explicitement
permise lorsqu’un ensemble de norme le mentionne. Par exemple, il est explicitement
permis par la le´gislation d’arreˆter son ve´hicule sur la voie d’accotement d’une autoroute
en cas d’urgence, notamment si le ve´hicule tombe en panne. Une autre fac¸on de nommer
ces types de permissions serait de les appeler les permissions ne´gatives et positives.
D’abord, les auteurs conside`rent la permission implicite conditionnelle. Une action
est dite implicitement permise par un ensemble de normes dans un certain contexte lorsque
cet ensemble de normes n’interdit pas cette action dans les meˆmes conditions (Makinson
et van der Torre 2003a, p.393). Dans le langage des logiques i/o, x ∈ negperm(G, a) si
et seulement si ¬x /∈ outi(G, a) pour i ∈ {1, 2, 3, 4}. Conside´rant que G est un ensemble
de normes qui exprime des obligations conditionnelles, quelque chose est implicitement
permis dans un certain contexte relativement a` G lorsque la ne´gation de ce quelque chose
n’est pas obligatoire dans ce contexte. Soulignons que de´fini ainsi, negperm(G, a) n’est
pas ne´cessairement consistant.
Outre la notion de permission implicite, les auteurs adaptent aussi leur approche
afin de rendre compte de la permission explicite. Toutefois, ces derniers distinguent entre
deux types de permission explicite: la permission statique et la permission dynamique
(Makinson et van der Torre 2003a, p.392). Voici les trois passages ou` les auteurs les
comparent.
Roughly speaking, static positive permission inherits many properties from the un-
derlying intput/output operation, and behaves like a diminished obligation. On the
other hand, dynamic positive permission behaves like an amplified negative permis-
sion (Makinson et van der Torre 2003a, pp.392-3).
Static permission seems to answer to the needs of the citizen, who needs to anticipate
the deontic status of his actions. [...] On the other hand, dynamic permission
corresponds to the needs of the legislator, who needs to anticipate the effect of
changing an existing corpus of norms by adding a prohibition. If prohibiting x
in condition a would commit us to forbidding something that has been positively
permitted in a certain realizable situation, then adding the prohibition would give
rise to a certain kind of incoherence (Makinson et van der Torre 2003a, p.398).
Static positive permission guides the citizen in the deontic assessment of specific ac-
tions, and behaves like a weakened obligation. Dynamic positive permission guides
the legislator by describing the limits on what may be prohibited without violating
static permissions. It behaves like a strenghened negative permission in many re-
spects, but differs in those in which the set G of explicit obligations is allowed to
vary (Makinson et van der Torre 2003a, p.408).
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Ainsi, alors que la permission statique est celle qui de´termine explicitement le cadre
a` l’inte´rieur duquel un agent peut agir, la permission dynamique guide le le´gislateur, qui
doit s’assurer de ne pas le´gife´rer a` l’encontre des actions permises statiquement. Voyons
maintenant les de´fintions formelles de ces notions.
Conside´rons d’abord la permission statique. Soit l’ensemble G un ensemble ge´ne´ra-
teur d’obligations et P un ensemble ge´ne´rateur de permissions explicites. La de´fini-
tion de la permission statique est telle que x ∈ statpermi(P,G, a) si et seulement si
x ∈ outi(G ∪ {(c, z)}, a) pour i ∈ {1, 2, 3, 4} et une paire (c, z) ∈ P (Makinson et van der
Torre 2003a, p.397). Prenons par exemple le cas de out1, ou` G∗ est la fonction qui isole
les outputs potentiels de G ∪ {(c, z)}.
x ∈ statperm1(P,G, a)⇔ x ∈ out1(G ∪ {(c, z)}, a)
⇔ x ∈ Cn(G ∗ (Cn(a)))
Si l’on pose G = {(b, y), (a ∨ b, u)} et P = {(b ∧ c, w), (a, z), (a ∨ c, v)}, alors nous
obtenons (en re´pe´tant l’ope´ration pour chaque paire de P ) G ∗ (Cn(a)) = {u, v, z}, ce
qui nous donne statperm1(P,G, a) = Cn({u, v, z}). Le lecteur aura remarque´ que tout ce
qui est (explicitement) obligatoire est par le fait meˆme explicitement statiquement permis.
Soulignons aussi que dans le cas ou` P = ∅, l’ensemble de permissions statiques se re´duit
aux outputs de a relativement a` G. La de´finition est telle que l’ensemble des permissions
statiques se construit en observant une a` une les paires de P et le contexte (le input)
dans la permission, qui est un e´le´ment de P , peut eˆtre une conse´quence de a. En ce sens,
l’ensemble de permissions statiques offre a` un agent toutes les permissions explicites qu’il
a dans un certain contexte relativement aux ensembles de normes G et P .
Toutefois, ce type de permission pourrait tre`s bien mener a` une impasse. Par exem-
ple, posons G = {(b, y), (a∨ b, u), (a,¬v)} et P = {(b∧c, w), (a, z), (a∨c, v)}. En ajoutant
¬v obligatoire dans le contexte a, on contrevient a` une permission explicite statique, ce
qui engendre statperm1(P,G, a) = Cn({u, v,¬v, z}). Meˆme si un ensemble de permissions
peut eˆtre inconsistant (une action et sa ne´gation peuvent toutes les deux eˆtre permises,
voire indiffe´rentes), cela pose proble`me dans le cas de la permission explicite puisque si
l’on pose que v est explicitement permis dans le contexte a, alors dans le meˆme contexte
v ne doit pas eˆtre interdit. Cela serait une forme d’inconsistance normative.
C’est la` qu’entre en jeu la notion de permission explicite dynamique. Formellement,
x ∈ dynpermi(P,G, a) si et seulement si ¬z ∈ outi(G ∪ {(a,¬x)}, c) pour i ∈ {1, 2, 3, 4}
et un z ∈ statpermi(P,G, c) et ou` c n’est pas contradictoire (Makinson et van der Torre
2003a, p.398). En ce sens, l’ensemble des permissions dynamiques correspond aux actions
que l’on ne peut interdire sans engendrer d’inconsistance normative. Autrement dit, il
s’agit d’un ensemble de permissions qui, si elles e´taient interdites, engendreraient des
inconsistances normatives. Reprenons l’exemple susmentionne´:
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G = {(b, y), (a ∨ b, u)}
G′ = G ∪ {(a,¬v)}
P = {(b ∧ c, w), (a, z), (a ∨ c, v)}
statperm1(P,G, a) = Cn({u, v, z})
Dans ce cas, il y a un v ∈ statperm1(P,G, a) pour lequel ¬v ∈ out1(G′, a), et donc
v ∈ dynperm(P,G, a). Autrement dit, dans le contexte a, v est une permission dynamique,
c’est-a`-dire une permission qui ne peut eˆtre interdite sans engendrer d’inconsistance nor-
mative. E´videmment, si l’on veut absolument interdire v, il y a toujours une possibilite´
de rede´finir P .7
En laissant de coˆte´ l’aspect « ve´rite´» des propositions, les logiques i/o offrent une
solution inte´ressante au dilemme de Jørgensen (1937), en mettant simplement de coˆte´
l’aspect ve´rifonctionnel des normes, similairement a` ce que fait Alchourro´n (1990). Cela
dit, malgre´ que la question de savoir si les normes sont sujettes a` une attribution de valeur
de ve´rite´ ou non ait fait couler beaucoup d’encre, il n’est pas si e´vident que la solution
soit simplement de mettre de coˆte´ cette hypothe`se et de se concentrer seulement sur les
crite`res syntaxiques qui gouvernent les infe´rences normatives. Apre`s tout, malgre´ que les
normes soient sans valeur de ve´rite´, les propositions normatives demeurent de´claratives:
il est tout a` fait le´gitime de se demander si un e´nonce´ de la forme « a est obligatoire» est
vrai ou non.
Comme nous le verrons dans les sections qui suivent, les logiques i/o sont utilise´es
dans le domaine de l’informatique afin de rendre compte de la structure des syste`mes
normatifs et des nmas. Cependant, avant de voir comment cela s’ope`re, il nous faut
d’abord pre´senter l’approche de Jones et Sergot (1996).
Andrew Jones et Marek Sergot
L’approche de Jones et Sergot (1996) vise a` rendre compte de la notion de pouvoir in-
stitutionnalise´, c’est-a`-dire de pouvoir accorde´ a` un agent par le biais d’une institution
(p. ex., le pouvoir d’un policier de donner une contravention). Afin de rendre compte de
cette notion, ceux-ci introduisent un ope´rateur⇒s en conjonction avec une logique de type
stit. La raison pour laquelle nous n’avons pas place´ l’approche de Jones et Sergot dans
le chapitre 3 est que celle-ci est utilise´e en conjonction avec les logiques i/o par Boella et
van der Torre (2003b, 2004, 2006a,b,c) afin d’analyser la structure d’un nmas.
Du coˆte´ de la syntaxe, le langage utilise´ par Jones et Sergot utilise les connecteurs
habituels et permet l’ite´ration de l’ope´rateur d’action Ex. Cependant, meˆme si leur ap-
proche est de type stit, celle-ci est cependant axiomatise´e de manie`re diffe´rente. Plutoˆt
7 Le lecteur qui de´sire avoir plus de de´tails formels concernant les proprie´te´ des diffe´rents ensembles
de permissions est invite´ a` consulter plus en de´tails Makinson et van der Torre (2003a).
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que d’eˆtre axiomatise´ comme une modalite´ de type K, l’ope´rateur Ex re´pond a` la re`gle
(RE) de substitution d’e´quivalences logiques dans la porte´e de l’ope´rateur E, au sche´ma
d’axiome (M) de la logique ale´thique ainsi qu’a` la re`gle (non Nec) qui permet de repre´senter
le fait qu’un agent ne re´alise pas une tautologie (Jones et Sergot 1996, p.434).
ExA ⊃ A (M)
` A ≡ B (RE)` ExA ≡ ExB
` A (non Nec)` ¬ExA
Les auteurs mentionnent que le sche´ma d’axiome pourrait eˆtre ajoute´, sans pour
autant l’adopter. Cependant, le sche´ma d’axiome est a` rejeter afin de ne pas obtenir
(ROM), ce qui contredirait la re`gle (non Nec).8 L’ope´rateur Ex est donc axiomatise´ a`
l’aide d’une logique modale classique (cf. Chellas 1980, p.231).
(ExA ∧ ExB) ⊃ Ex(A ∧B) (Agg)
Ex(A ∧B) ⊃ (ExA ∧ ExB) (Agg’)
En plus de la logique de l’action sur laquelle se base leur approche, Jones et Sergot
(1996, pp.435-6) introduisent le connecteur conditionnel ⇒s. En assumant les re`gles de
la logique propositionnelle classique, ce connecteur est re´git par les re`gles et sche´mas
d’axiomes suivants:
` B ≡ B′ (EqC)` (A⇒s B) ≡ (A⇒s B′)
` A ≡ A′ (EqA)` (A⇒s B) ≡ (A′ ⇒s B)
((A⇒s B) ∧ (A⇒s C)) ⊃ (A⇒s (B ∧ C)) (Aggs)
((A⇒s B) ∧ (C ⇒s B)) ⊃ ((A ∨ C)⇒s B) (Disj)
Les re`gles (EqC) et (EqA) permettent de substituer les e´quivalences logiques respec-
tivement dans le conse´quent et l’ante´ce´dent du connecteur conditionnel. Le connecteur
A ⇒s B s’interpre`te comme A compte pour B relativement a` s. En ce sens, le sche´ma
d’axiome (Aggs) exprime que si A compte pour B et A compte pour C, alors A compte
pour B et C. Dans le meˆme ordre d’ide´es, (Disj) indique que si A compte pour B et que
C compte aussi pour B, alors la disjonction A ou C compte pour B.
8 A` supposer que le syste`me contient (Agg) et 2> (cf. Chellas 1980, p.115).
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E´tant donne´ que les auteurs rejettent la re`gle (Nec) et (Agg’), la se´mantique de
l’ope´rateur Ex se traduit en termes de mode`le minimal. Bien que Jones et Sergot (1996,
p.437) renvoient le lecteur au chapitre 7 de l’ouvrage de Chellas (1980) pour la de´finition du
mode`le minimal, nous allons ne´anmoins l’expliciter brie`vement. En un mot, la particularite´
d’un mode`le minimal est que ce dernier permet de rejeter la re`gle (Nec) ainsi que les
sche´mas (Agg) et (Agg’). Les mode`les minimaux sont donc des mode`les pour les logiques
modales classiques, monotones et re´gulie`res.
Un mode`le minimal M = 〈W,N, a〉 est constitue´ d’un univers non vide W et d’une
fonction qui assigne des valeurs de ve´rite´ aux propositions relativement aux sce´narios. La
principale diffe´rence est que N est une collection de sous-ensembles de W (Chellas 1980,
p.280), par opposition avec la relation R dans les mode`les normaux qui est un ensemble de
paires ordonne´es. Informellement, Nw est un ensemble de propositions qui sont ne´cessaires
au moment w. Il faut insister sur la notion de ne´cessite´ dans la mesure ou` il ne s’agit pas
d’une ne´cessite´ logique, comme dans le cas des mode`les normaux. Plutoˆt, cette notion
doit eˆtre entendue comme une notion arbitraire de ne´cessite´: il s’agit de ce qui est postule´
comme ne´cessaire dans un sce´nario donne´. De fait, il est possible d’avoir Nw = ∅, et donc
> /∈ Nw pour > une tautologie du syste`me.
Le mode`le se´mantiqueM = 〈W,E, fs, V 〉 contient un universW 6= ∅, un ensemble E
contenant diffe´rentes collections de sous-ensembles Ew ou` certaines propositions sont juge´es
ne´cessaires, une fonction fs qui de´termine les sce´narios dans lesquels «A compte pour
B » est vrai relativement a` une institution s, et finalement V un ensemble d’assignations
‖A‖M = {w : A ∈ w}, ou` ‖A‖M est l’ensemble qui contient les sce´narios ou` A est vrai
(relativement au mode`le M).
|=w p⇔ w ∈ ‖p‖M (1)
|=w ¬A⇔ 6|=w A (2)
|=w A ⊃ B ⇔ 6|=w A ou |=w B (3)
|=w ExA⇔ ‖A‖M ∈ Ew (4)
|=w A⇒s B ⇔ ‖B‖M ∈ fs(w, ‖A‖M) (5)
Les clauses (1)–(3) sont usuelles et (4) exprime que «x re´alise A» est vrai pour w
si et seulement si l’ensemble qui contient les sce´narios ou` A est vrai est e´le´ment de la
collection d’ensembles qui contiennent les propositions ne´cessairement vraies pour w. La
clause (5) signifie que «A compte pour B » est vrai relativement a` l’institution s pour le
sce´nario w si et seulement si l’ensemble qui contient les sce´narios ou` B est vrai est e´le´ment
de l’ensemble qui contient les sce´narios ou` A est vrai. Autrement dit, fs isole les sce´narios
accessibles a` w ou` A est vrai. En ce sens, «A compte pour B » est vrai si et seulement si
tout sce´nario ou` B est vrai est une alternative a` w dans laquelle A est vrai.
A` cela s’ajoutent les conditions (C1) et (C2) pour assurer la validite´ de (Aggs) et
(Disj) respectivement (Jones et Sergot 1996, p.437).
Y ∈ fs(w,X) et Z ∈ fs(w,X)⇒ Y ∩ Z ∈ fs(w,X) (C1)
X ∈ fs(w, Y ) et X ∈ fs(w,Z)⇒ X ∈ fs(w, Y ∪ Z) (C2)
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En mots, (C1) signifie que si les ensembles de propositions Y et Z sont vrais dans
les sce´narios accessibles a` w et ou` X est vrai, alors l’intersection de Y et Z est aussi vraie
dans les alternatives a` w ou` X est vrai. Quant a` (C2), cela signifie que si X est vrai dans
les alternatives a` w ou` Y est vrai et que X est vrai dans les alternatives a` w ou` Z est
vrai, alors X est vrai dans les alternatives a` w ou` l’union de Y et Z est vraie (autant les
sce´narios ou` Y est vrai que ceux ou` Z l’est me`nent a` des alternatives ou` X est vrai).
L’introduction de l’ope´rateur ⇒s ame`ne Jones et Sergot (1996, p.439) a` conside´rer
la modalite´ (de contrainte) Ds: si A compte pour B dans l’institution s, alors A implique
B est une contrainte pour l’institution s. Autrement dit, a` partir du moment ou` l’on
accepte que A compte pour B relativement a` une institution s, alors cette institution est
contrainte par le fait que A ⊃ B est vrai. En ce sens, «A et non B » n’est pas acceptable
pour s. Cela se traduit syntaxiquement par le sche´ma d’axiome suivant.
(A⇒s B) ⊃ Ds(A ⊃ B) (Ds)
Outre ce sche´ma d’axiome, la modalite´ Ds est axiomatise´e par KD. Du coˆte´ de la
se´mantique, le mode`leM = 〈W,E, fs, ds, V 〉 est augmente´ par une relation d’accessibilite´
ds, laquelle de´termine les sce´narios accessibles a` w relativement a` une institution s. La
relation ds est se´rielle (en vertu de KD) et doit satisfaire la condition (C3).
Y ∈ fs(w,X)⇒ ds(w) ∩X ⊆ Y. (C3)
En d’autres termes, (C3), qui vise a` assurer la validite´ du sche´ma (Ds), signifie que
si Y est vrai dans les sce´narios accessibles a` w ou` X est vrai, alors les sce´narios accessibles
a` w ou` X est vrai sont sous-ensembles de ceux ou` Y est vrai. La clause se´mantique (cf.
Jones et Sergot 1996, p.440) est que:
|=w DsA⇔ ds(w) ⊆ ‖A‖M, (6)
S’il est vrai que A est une contrainte pour l’institution s, alors les sce´narios accessibles
a` w sont parmi ceux ou` A est vrai.
A` la fin de leur article, Jones et Sergot (1996, pp.442-3) soulignent l’inte´reˆt de leur
approche du point de vue du discours normatif, sans pour autant de´velopper d’extension
de´ontique de leur syste`me. L’approche pre´sente´e jusqu’a` pre´sent vise a` formaliser la notion
de pouvoir institutionnel. Cela a ne´cessite´ l’introduction du connecteur⇒s afin de pouvoir
repre´senter le fait que certaines actions comptent pour d’autres actions dans le cadre d’une
institution. Par exemple, Paul prend l’argent de Pierre sans sa permission compte pour
un vol du point de vue le´gal. Meˆme si l’approche de Jones et Sergot ne fait pas partie
des logiques i/o, celle-ci a e´te´ reprise e´ventuellement par des logiciens dont l’attention
est porte´e sur la repre´sentation informatique d’un syste`me normatif, ce que nous allons
maintenant aborder.
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Guido Boella et Leendert van der Torre
Une bonne partie de la litte´rature portant sur la logique de´ontique vise ses applications
en informatique et en programmation. L’approche de Boella et van der Torre (2006c), qui
jumelle les logiques i/o de Makinson et van der Torre (2000, 2001, 2003a) avec l’analyse
de Jones et Sergot (1996), s’inse`re dans cette cate´gorie.9 En effet, leur objectif est de
de´velopper des outils formels pertinents a` la mode´lisation de l’architecture d’un syste`me
normatif, facilitant ainsi l’automatisation des raisonnements. Dans ce qui suit, l’ide´e
est de de´finir re´cursivement un syste`me normatif par le biais d’ope´rations input/output.
L’obectif est de de´buter a` partir de de´finitions de base (p. ex., la permission, l’obligation,
les contraintes institutionnelles, etc.) et ensuite de de´terminer les outputs combine´s de
ces ope´rations, l’objectif ultime e´tant d’obtenir une ope´ration qui repre´sente le syste`me
global. En ce sens, l’objectif est de de´finir un syste`me normatif comme une seule ope´ration
input/output, ou` l’on « entre A et on obtient B ».
L’approche de 2006c est notamment base´e sur ce qui a e´te´ pre´sente´ dans Boella et
van der Torre (2006a), ou` les auteurs introduisent l’architecture d’un syste`me normatif.
D’entre´e de jeu, Boella et van der Torre (2006c, p.27) utilisent l’approche de Jones et
Sergot (1996), a` laquelle ils ajoutent un axiome pour la transitivite´ (Tran) ainsi que la
condition (C4) sur le mode`le se´mantique. Cette dernie`re signifie simplement que si Y est
vrai pour les alternatives a` w ou` X est vrai et que Z est vrai pour les alternatives a` w ou`
Y est vrai, alors Z est vrai pour les alternatives a` w ou` X est vrai.10
((A⇒s B) ∧ (B ⇒s C)) ⊃ (A⇒s C) (Tran)
Y ∈ fs(w,X) et Z ∈ fs(w, Y )⇒ Z ∈ fs(w,X) (C4)
Cela dit, Boella et van der Torre (2006c, p.27) reformulent la logique des count-as
conditionals de Jones et Sergot en termes de logique i/o. Alors que chez Makinson et van
der Torre on parlait d’ensemble ge´ne´rateur G, Boella et van der Torre parlent d’ensemble
de paires CA (pour count-as), lequel s’e´value relativement a` un syste`me normatif ou a` une
institution s.
L’ensemble CA est fonction de l’ensemble de normes qui caracte´rise le syste`me nor-
matif. L’ope´ration outCA(CA, s, a) est re´gie par les re`gles (AND), (OR) et (T), la dernie`re
exprimant la transitivite´.
(a, x)(x, y)
(T)
(a, y)
Empruntant l’ide´e de contrainte institutionnelle exprime´e par l’ope´rateur modal Ds
de Jones et Sergot, Boella et van der Torre (2006c, p.29) introduisent l’ensemble de paires
9 Voir aussi notamment Boella et van der Torre (2003b, 2004, 2006a,b,c).
10 Dans leur article, Jones et Sergot (1996, p.438) acceptent l’axiome par de´faut simplement parce qu’ils
n’ont pas de contre-exemple en teˆte pour le rejeter. Nous l’avons mis de coˆte´ dans la pre´sentation de leur
approche puisqu’ils n’insistent pas sur ce dernier.
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IC (institutional constraints), dont le output outIC(IC, s, a) est re´gi par les re`gles (SI),
(WO) et (Id).
(Id)
(a, a)
La de´finition de outIC est plutoˆt simple:
outIC(IC, s, a) =def Cn({a} ∪ {a ⊃ y : (a, y) ∈ IC}) (def. outIC)
Autrement dit, le output des contraintes institutionnelles pour un input a correspond
a` l’ensemble des conse´quences de a avec a ⊃ y pour toute paire (a, y) ∈ IC.
L’axiome (Ds) de Jones et Sergot est remplace´ par la re`gle suivante sur les outputs.
x ∈ outCA(CA, s, a)
(outIC+CA)
x ∈ outIC+CA(IC,CA, s, a)
Le output outIC+CA re´pond aux re`gles (AND), (OR), (T), (SI), (WO) et (Id) et est
se´mantiquement de´fini re´cursivement par (Boella et van der Torre 2006c, p.30):
outIC+CA(IC,CA, s,X) (def. outIC+CA)
=def outIC(IC ∪ CA, s,X)
=def Cn(X ∪ {x ⊃ y : x ∈ X et (x, y) ∈ IC ∪ CA})
En mots, cela signifie que outIC+CA est par de´finition l’ensemble des outputs de IC
en union avec CA relativement a` une institution s et a` un input X. Tout ce qui est un
output outCA est un output outIC+CA, mais certaines contraintes institutionnelles peuvent
ne pas eˆtre des count-as. Le output outIC+CA(IC,CA, s, x) e´quivaut donc a` l’ensemble
des conse´quences des tous les {x, x ⊃ y} pour lesquels x ⊃ y est soit dans IC ou dans CA.
Cela fait, les auteurs introduisent une ope´ration pour les obligations conditionnelles
(Boella et van der Torre 2006c, pp.30-1). L’introduction de l’obligation conditionnelle se
fait exactement dans le meˆme esprit que la de´finition de l’ensemble ge´ne´rateur G chez
Makinson et van der Torre. En effet, Boella et van der Torre introduisent l’ensemble de
paires O, ou` chaque paire de O donne une obligation (output) conditionnelle a` un contexte
(input). L’ope´ration outiO est de´finie au meˆme titre que les outputs 1–4 chez Makinson et
van der Torre. Ensuite, les auteurs introduisent le output relatif aux contraintes institu-
tionnelles, a` l’ensemble CA ainsi qu’a` l’ensemble d’obligations conditionnelles. L’ope´ration
outIC+CA+O est donne´e par la re`gle (nous avons omis le i):
x ∈ outIC+CA(IC,CA, s, a), y ∈ outO(O, s, x)
(outIC+CA+O)
y ∈ outIC+CA+O(IC,CA,O, s, a)
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Cette re`gle est accompagne´e par la de´finition se´mantique suivante.
outIC+CA+O(IC,CA,O, s, a) (def. outIC+CA+O)
=def outO(O, s, outIC+CA(IC,CA, s, a))
=def outO(O, s, outIC(IC ∪ CA, s, a))
=def outO(O, s, Cn({a} ∪ {a ⊃ y : (a, y) ∈ IC ∪ CA}))
En d’autres termes, le output conjoint outIC+CA+O ayant a comme input correspond
au output outO (relativement a` l’ensemble ge´ne´rateur O) lorsque le input est l’ensemble
des conse´quences logiques de l’ensemble {a, a ⊃ y} qui contient tous les a ⊃ y pour lesquels
(a, y) est soit une contrainte institutionnelle, soit un count-as.
Conforme´ment a` ce que l’on trouve dans Makinson et van der Torre (2001), Boella
et van der Torre (2006c, pp.31-2) introduisent aussi les contraintes sur les outputs afin de
mieux rendre compte des obligations conditionnelles. Toutefois, ces derniers utilisent une
notion qui avait e´te´ laisse´e de coˆte´ chez Makinson et van der Torre, a` savoir la notion de
meet, voire de geatest lower bound. Tel que mentionne´ au de´but de ce chapitre, l’ensemble
outfamily est obtenu apre`s avoir mis comme input l’ensemble maxfamily, lequel permet
de de´terminer tous les sous-ensembles de l’ensemble ge´ne´rateur qui sont consistants avec
le output. Cela dit, outfamily est une collection d’ensembles, laquelle contient tous les
outputs des sous-ensembles de l’ensemble ge´ne´rateur qui, lorsque pris en tant que input,
sont consistants avec le output.
Il y a deux ope´rations possibles sur outfamily que nous avions laisse´ de coˆte´ dans
la pre´sentation de Makinson et van der Torre, principalement en raison du fait que ces
notions, bien que mentionne´es, n’e´taient pas a` l’e´tude dans leur article. Ces deux ope´ra-
tions sont celles du meet et du join, voire du greatest lower bound et du least upper bound,
repre´sente´es respectivement par: ⋂
outfamily(G,A,C)⋃
outfamily(G,A,C)
En un mot, le meet identifie le plus petit ensemble commun a` tous les membres de
outfamily (l’intersection) alors que le join se´lectionne le plus grand (l’union). A` l’aide
de la de´finition du meet, Boella et van der Torre de´finissent un nouvel output, soit out∩O,
ou` C est un ensemble de contraintes (a` ne pas confondre avec l’ensemble des contraintes
institutionnelles IC).
out∩O(O, s, a, C) =def
⋂
outfamily(O, s, a, C) (def. out∩O)
Le i a encore une fois e´te´ laisse´ de coˆte´ afin de ne pas encombrer l’e´criture. Ayant
cette ope´ration en main, Boella et van der Torre (2006c, p.32) de´finissent re´cursivement
out∩IC+CA+O par:
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out∩IC+CA+O(IC,CA,O, s, a) (def. out
∩
IC+CA+O)
=def out
∩
O(O, s, outIC+CA(IC,CA, s, a), outIC+CA(IC,CA, s, a))
=def
⋂
outfamily(O, s, outIC+CA(IC,CA, s, a), outIC+CA(IC,CA, s, a))
=def
⋂
outfamily(O, s,Γ,Γ)
Ici, nous avons:
Γ = Cn({a} ∪ {a ⊃ y : (a, y) ∈ IC ∪ CA})
Autrement dit, l’ope´ration out∩IC+CA+O garantit la consistance du output des obli-
gations avec les contraintes institutionnelles en isolant le plus petit ensemble commun a`
tous les membres de outfamily.
Ayant traite´ des obligations conditionnelles et de l’ajout de contraintes au syste`me
normatif afin que les obligations soient consistantes avec les contraintes institutionnelles de
s, Boella et van der Torre (2006c, p.32) introduisent un ensemble de paires P repre´sentant
des permissions conditionnelles. Conjointement a` cet ensemble, il de´finissent l’ope´ration
suivante.
outP (P, s, A) (outP )
=def {Cn(x) : (ai ∧ ... ∧ an, x) ∈ P pour certains ai, ..., an ∈ A}
Cette de´finition est univoque: le output outP relativement a` l’input A correspond a`
l’ensemble qui contient les ensembles des conse´quences de x pour lesquels x est la permis-
sion conditionnelle a` la conjonction de certaines propositions membres de A. Autrement
dit, on observe toutes les combinaisons possibles des propositions de A en termes de con-
jonction, on isole les x qui sont les permissions conditionnelles a` ces combinaisons et on
de´termine l’ensemble qui contient les ensembles des conse´quences de chacun de ces x.
En plus des permissions explicites introduites par le output outP , les auteurs de´finis-
sent l’ope´ration merge afin de de´terminer l’ensemble qui contient non seulement les per-
missions explicites, mais aussi les permissions qui de´coulent du fait que quelque chose est
obligatoire (ce qui valide le sche´ma d’axiome (D) des syste`mes standards).
merge(X, Y ) = {Cn(x ∪ Y ) : x ∈ X} (def. Merge)
En ce sens, l’ope´ration merge de´termine l’ensemble qui contient tous les ensembles des
conse´quences de x∪Y , ou` x est un ensemble de permissions et Y un ensemble d’obligations.
Dans cette de´finition, X est donc un ensemble de sous-ensembles de propositions, alors
que Y est un ensemble de propositions, conforme´ment a` la de´finition de outP .
Les dernie`res e´tapes consistent a` de´finir les outputs du syste`me global. Pour ce
faire, les auteurs doivent d’abord de´finir le output conjoint outIC+CA+P , de´fini de la meˆme
manie`re que outIC+CA+O par:
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outIC+CA+P (IC,CA, P, s, a) (def. outIC+CA+P )
=def outP (P, s, outIC+CA(IC,CA, s, a))
=def outP (P, s, outIC(IC ∪ CA, s, a))
=def outP (P, s, Cn({a} ∪ {a ⊃ y : (a, y) ∈ IC ∪ CA}))
Ce dernier est re´gi par la re`gle suivante.
x ∈ outIC+CA(IC,CA, s, a), y ∈ outP (P, s, x)
(outIC+CA+P )
y ∈ outIC+CA+P (IC,CA, P, s, a)
Cela fait, il reste deux ope´rations a` de´finir. En premier lieu, l’ope´ration out∩IC+CA+P+O
s’assure que le output conjoint de IC, CA, P etO est consistant avec les contraintes institu-
tionnelles. Dans la de´finition qui suit, nous avons e´crit outIC+CA plutoˆt que
outIC+CA(IC,CA, s, a) afin de faciliter la lecture.
out∩IC+CA+P+O(IC,CA, P,O, s, a) (def. out
∩
IC+CA+P+O)
=def out
∩
O(O,merge(outIC+CA+P , outIC+CA), s, outIC+CA)
=def
⋂
outfamily(O, s,merge(outIC+CA+P , outIC+CA), outIC+CA)
Autrement dit, on prend le plus petit ensemble commun a` tous les outputs de O
consistants avec les outputs de IC et CA et qui ont pour input l’ensemble qui contient
toutes les combinaisons possibles entre les permissions (prises en conside´rations avec les
contraintes institutionnelles) et les contraintes institutionnelles. En d’autres termes, on
prend comme input l’ensemble de tous ce qui est permis (au sens large, et non seulement
explicite) en fonction des contraintes institutionnelles et des count-as afin de de´terminer
le plus petit output consistant avec les contraintes institutionnelles.
Finalement, l’ope´ration outIC+CA+P+O+P de´termine le output du syste`me normatif
global. Cette ope´ration est de´finie par (nous avons encore laisse´ de coˆte´ ce qui se trouve
dans la porte´e des ope´rations):
outIC+CA+P+O+P (IC,CA, P,O, s, a) (def. outIC+CA+P+O+P )
=def merge(outIC+CA+P , out
∩
IC+CA+P+O)
Somme toute, l’ide´e de Boella et van der Torre est de de´finir re´cursivement un sys-
te`me normatif a` l’aide d’ope´rations input/output. Ayant de´fini e´tape par e´tape les dif-
fe´rents types de outputs ainsi que leurs combinaisons possibles, les auteurs parviennent a`
la de´finition d’un syste`me normatif en termes d’entre´e et de sortie. Voici une reconstruc-
tion de l’explication a` partir de la dernie`re de´finition. Prenons out1 pour les de´finitions
de outP et outO, avec P (A) et O(A) de´finis dans le meˆme esprit que G(A) au de´but de
ce chapitre. De plus, pre´supposons que le input de de´part est a. Le output d’un syste`me
136
normatif est conside´re´ comme le merge de outIC+CA+P et de out
∩
IC+CA+P+O. Le merge
est l’ensemble qui contient l’ensemble des conse´quences de X ∪ out∩IC+CA+P+O pour tout
X ∈ outIC+CA+P . Un X ∈ outIC+CA+P est un e´le´ment de outP , ou` outP = Cn(P (Cn(Γ))),
Γ e´tant l’ensemble qui contient les conse´quences des unions de {a} avec {a ⊃ y} pour tous
y tel que (a, y) ∈ IC ∪CA. En ce sens, un X ∈ outIC+CA+P est un ensemble qui contient
les conse´quences de {a} ∪ {a ⊃ y} pour un y tel que (a, y) ∈ IC ∪ CA. De fait, le merge
consiste a` prendre les conse´quences de X ∪ out∩IC+CA+P+O pour chaque X qui contient
les conse´quences de {a} ∪ {a ⊃ y} pour un y tel que (a, y) ∈ IC ∪ CA. De manie`re
informelle, outIC+CA+P e´quivaut a` conside´rer le outP ayant comme input toutes les paires
de IC∪CA qui partagent le meˆme output. On prend cela, on observe les conse´quences, on
regarde ce que cela donne comme output relativement a` P lorsqu’on met ces conse´quences
en input et on observe les conse´quences du tout. Quant a` out∩IC+CA+P+O, il s’agit du
plus petit sous-ensemble partage´ par tous les outputs consistants avec outIC+CA et ayant
comme input des sous-ensembles de merge(outIC+CA+P , outIC+CA). En ce sens, on prend
l’ensemble qui contient les conse´quences de X ∪ outIC+CA pour tout X ∈ outIC+CA+P
(ou` outIC+CA contient les conse´quences de tout ce que a implique dans IC ∪ CA) et
ensuite on de´termine l’intersection de outO(O, s,Γ) consistant avec IC ∪ CA pour tout
Γ ⊆ merge(outIC+CA+P , outIC+CA).
L’approche de Boella et van der Torre est de´cide´ment tre`s complexe et il est e´vident
que de tenter de la re´sumer en quelques phrases simples nous e´loignerait de la subtilite´ du
formalisme. Ne´anmoins, par souci pe´dagogique, voici comment nous pourrions tenter de la
re´sumer: le syste`me normatif est conside´re´ comme une entite´ qui se comprend en termes
de inputs et de outputs; on entre des donne´es dans la « boˆıte», on brasse et ensuite on
observe ce qui sort. La « boˆıte» du syste`me normatif et divise´e en « sous-boˆıtes». Dans le
cas des obligations conditionnelles, on entre le input, on ajoute certaines contraintes pour
s’assurer que le re´sultat est cohe´rent (et ainsi e´viter le paradoxe de Chisholm), on brasse
et on observe ce qui sort (c’est-a`-dire les obligations qui s’appliquent). Il est aussi possible
de regarder la « sous-boˆıte» de la permission de la meˆme manie`re. Au total, on peut cre´er
une « boˆıte» qui est constitue´e d’une ou plusieurs « sous-boˆıte(s)» afin d’observer ce qui
se passe lorsqu’on augmente l’information que l’on prend en compte. Au final, le syste`me
normatif peut se comprendre ainsi (en supposant qu’a` chaque e´tape on brasse la boˆıte!):
on entre un input a, on regarde les permissions contextuelles a` a relativement a` l’ensemble
de permissions explicites et l’ensemble de contraintes institutionnelles (i.e., tout ce que
a implique dans le cadre du syste`me normatif s), on observe les conse´quences de cela en
rapport avec toutes les obligations qui tiennent dans ce contexte, et on brasse a` nouveau
la boˆıte afin d’observer les conse´quences que cela nous donne.
En un mot, l’ope´ration input/output d’un syste`me normatif consiste a` prendre en
compte tout ce que le syste`me pre´suppose (les contraintes institutionnelles, les implications
conside´re´es vraies dans le syste`me, les e´quivalences entre les actions et les descriptions de
faits, les count-as, etc.), toutes les permissions explicites et obligations relatives au input et
finalement a` conside´rer les conse´quences logiques du tout. Malgre´ l’inte´reˆt de ce genre de
de´finition re´cursive pour la programmation de syste`mes normatifs, l’approche de Boella et
van der Torre n’est pas destine´e a` servir a` l’analyse du discours et des raisonnements. Par
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surcroˆıt, les auteurs assument qu’un syste`me le´gal se re´duit a` une ope´ration inputs/outputs
bien de´finie, ce qui est non seulement conteste´ par la majorite´ des juristes mais va aussi
a` l’encontre des principes qui guident l’interpre´tation des lois (cf. Coˆte´ 2006): au moment
de la re´daction des lois, le le´gislateur ne pouvait pas pre´voir toutes les fac¸ons possibles
dont un syste`me le´gal pouvait e´voluer, et par conse´quent, si a posteriori il faut re´e´valuer
cette le´gislation a` la lumie`re de l’information actuelle, il faut se questionner sur l’intention
du le´gislateur et sur l’esprit de la loi, chose qui n’est pas de´finissable d’emble´e par un
ensemble de contraintes institutionnelles et de count-as.
Pour une extension de l’article de 2006c ou` l’on cherche a` rendre compte autant
des syste`mes normatifs que des nmas, le lecteur peut consulter Boella et van der Torre
(2006b).
* * *
En guise de conclusion, les logiques i/o offrent une alternative aux logiques modales,
fournissant un cadre de travail permettant d’e´viter le dilemme de Jørgensen. Ainsi, en les
utilisant en vue de l’analyse des raisonnements, les logiques i/o permettent l’analyse des
infe´rences normatives dans une se´mantique autre que celle des mondes possibles. Cela dit,
le principal inte´reˆt de ce genre d’approche se trouve surtout en informatique, et d’ailleurs
la lourdeur du formalisme inhe´rent aux logiques i/o rend leur applications en argumen-
tation et en analyse du discours une taˆche difficile. Passons maintenant aux approches
alge´briques.
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Chapitre 7
Alge`bre
Outre les logiques i/o ainsi que les logiques modales, on trouve aussi plusieurs approches
alge´briques au sein de la litte´rature en logique de´ontique. Alors que les logiques modales
sont souvent de type Ought-to-be, les approches de type Ought-to-do utilisent usuellement
une alge`bre d’actions afin de bien distinguer entre les propositions de´claratives et les
actions dans la porte´e des ope´rateurs de´ontiques. Ne´anmoins, on trouve des approches
alge´briques de types Ought-to-be, et certains auteurs pre´fe`rent conside´rer les syste`mes
normatifs comme des ensembles sujets a certaines ope´rations. Tel est le cas de Lindahl et
Odelstad (2000), dont il sera d’abord question. Par la suite, nous pre´senterons quelques
approches alge´briques mettant l’accent sur la structure des actions dans une perspective
Ought-to-do, incluant l’approche de Segerberg (1982b), qui par la suite aura influence´
celle de Trypuz et Kulicki (2009). Finalement, il sera question de l’approche de Castro
et Maibaum (2009), qui introduisent une logique dynamique fonde´e sur une logique de
l’action, et en dernier lieu nous conside´rerons les travaux de Lucas, qui propose de faire
une analyse de la logique de l’action de von Wright dans le cadre de la the´orie des cate´gories.
Pour une analyse approfondie des alge`bres d’action, le lecteur est re´fe´re´ au chapitre 14 du
pre´sent ouvrage.
Lars Lindahl et Jan Odelstad
L’article de Lindahl et Odelstad (2000), ou` les auteurs proposent une analyse alge´brique
des syste`mes normatifs, est tre`s fortement inspire´e du texte de Odelstad et Lindahl (2000).
Outre la similarite´ entre ces deux article, l’approche de Lindahl et Odelstad (2000) s’inse`re
dans la ligne´e des travaux de Alchourro´n et Bulygin (1971). Sans proposer de de´finition
pre´cise, Lindahl et Odelstad (2000, p.261) entendent un syste`me normatif comme un
ensemble de lois. En un mot, l’ide´e de Lindahl et Odelstad est de repre´senter un syste`me
normatif de par la jonction de deux (ou plusieurs) fragments d’une alge`bre de Boole. Plus
pre´cise´ment, leur objectif est d’eˆtre en mesure repre´senter formellement la jonction d’un
fragment normatif a` un fragment descriptif (Lindahl et Odelstad 2000, p.265).1
1 Voir aussi Odelstad et Lindahl (2000, p.161).
Dans le meˆme esprit que celui des logiques i/o, Lindahl et Odelstad conc¸oivent un
syste`me normatif comme un processus input/output qui permet de de´duire a` partir de
certains faits les conse´quences le´gales applicables dans une situation donne´e (Lindahl et
Odelstad 2000, p.262).
Essentiellement, Lindahl et Odelstad (2000, p.266) conside`rent un syste`me normatif
comme un pre´-ordre boole´en. Cette notion repose sur celle d’une alge`bre de Boole. Pour le
dire en trois mots, une alge`bre de Boole est un treillis distributif comple´mente´ (Goldblatt
2006, p.134). Un treillis est un poset, c’est-a`-dire un ensemble partiellement ordonne´
(Partially Ordered SET ) pour lequel chaque paire d’e´le´ments posse`de un g.l.b. (greatest
lower bound) et un l.u.b. (least upper bound) (Goldblatt 2006, p.55). Un poset P est une
structure 〈P,v〉, ou` P est un ensemble et v est une relation d’ordre partiel (Goldblatt
2006, p.29). Un ordre partiel est un pre´-ordre antisyme´trique, c’est-a`-dire une relation
re´flexive, transitive et antisyme´trique (Goldblatt 2006, pp.28-9). Soulignons qu’un ordre
partiel n’est pas ne´cessairement line´aire. Un g.l.b., ici de´note´ par x u y, est tel que (cf.
Goldblatt 2006, p.49):
1. x u y v x et x u y v x;
2. si z v x et z v y, alors z v x u y.
Un l.u.b., ici de´note´ par x unionsq y, est tel que (cf. Goldblatt 2006, p.55):
1. x v x unionsq y et y v x unionsq y;
2. si x v z et y v z, alors x unionsq y v z.
Un treillis est donc un poset pour lequel chaque paire d’e´le´ments posse`de un g.l.b.
et un l.u.b.. Un treillis est dit distributif lorsque les deux lois suivantes sont respecte´es
pour tout x, y et z (Goldblatt 2006, p.134):
1. x u (y unionsq z) = (x u y) unionsq (x u z);
2. x unionsq (y u z) = (x unionsq y) u (x unionsq z).
Finalement, un treillis est dit comple´mente´ lorsque chaque e´le´ment posse`de un com-
ple´ment, c’est-a`-dire que pour tout x il y a un y tel que:
1. x unionsq y = 1;
2. x u y = 0.
Ici, 0 est un objet initial et 1 est un objet terminal, c’est-a`-dire des objets pour
lesquels (respectivement) 0 v x et x v 1 pour tout x (Goldblatt 2006, pp.43-4). Pour une
analyse plus de´taille´e des alge`bres, le lecteur est invite´ a` consulter le chapitre 14.
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Mais quel est le rapport entre un syste`me normatif et un treillis distributif comple´-
mente´? D’emble´e, il faut voir que la logique propositionnelle classique se re´sume a` une
alge`bre de Boole (cf. chapitre 14). En effet, en logique classique, le g.l.b. est la conjonc-
tion, le l.u.b. la disjonction, l’objet initial est le falsum ⊥ et l’objet terminal est le verum
>. De plus, nous pouvons aise´ment prouver que:
1. p ∧ (q ∨ r) = (p ∧ q) ∨ (p ∧ r);
2. p ∨ (q ∧ r) = (p ∨ q) ∧ (p ∨ r);
3. p ∨ ¬p = >;
4. p ∧ ¬p = ⊥.
Le symbole = renvoit a` l’e´quivalence logique et l’ordre partiel a` la conse´quence
logique.2 C’est dans cet esprit que Lindahl et Odelstad parlent d’un syste`me normatif en
tant que pre´-ordre boole´en. Leur objectif est de de´terminer les proprie´te´s de la relation R
d’un syste`me normatif qui permettent d’interpre´ter aRb comme a ⊃ b.
Let S be a normative system and let a, b be two conditions. The subject-matter of
our inquiry is a relation R such that aRb represents that it follows from S that a
implies b (Lindahl et Odelstad 2000, p.262).
Une condition peut eˆtre soit une proposition atomique au sens du calcul des proposi-
tions ou une proposition atomique au sens du calcul des pre´dicats. Malgre´ que cela ne soit
pas pre´sente´ ainsi, voici une fac¸on de comprendre la notion de condition. Soit Ci un ensem-
ble de´nombrable de conditions qui ont i variable(s) dans leur porte´e. Si i = 0, alors nous
obtenons l’ensemble des conditions qui ne portent sur aucune variable et qui sont repre´sen-
te´es par des atomes propositionnels. Lorsque i = 1, on obtient les conditions repre´sente´es
par des pre´dicats unaires (p. ex., x est majeur), i = 2 donne des pre´dicats binaires (p. ex.,
x est le pe`re de y), i = 3 des pre´dicats ternaires, etc. Lorsque la condition ai est de´finie, la
condition a′i(x1, ..., xi) repre´sente la ne´gation de la condition ai(x1, ..., xi), (ai∧bi)(x1, ..., xi)
la conjonction ai(x1, ..., xi) et bi(x1, ..., xi), et la condition (ai ∨ bi)(x1, ..., xi) repre´sente la
disjonction ai(x1, ..., xi) ou bi(x1, ..., xi), ou` a∨ b =def (a′ ∧ b′)′ (Lindahl et Odelstad 2000,
p.263). Soit
C =
⋃
i∈N
Ci
l’ensemble de toutes les conditions atomiques (portant sur le nombre de variables i possi-
bles, avec Ci = {cji : j ∈ N} . L’ensemble des expressions bien forme´es pour les conditions
est de´fini re´cursivement a` partir de l’ensemble C de toutes les conditions atomiques (Lin-
dahl et Odelstad 2000, p.264).3
2 Notons cependant que lorsque l’on traite la logique classique dans un cadre alge´brique, il faut con-
side´rer un ordre partiel entre des classes d’e´quivalences de propositions (en vertu de l’antisyme´trie).
3 Nous avons modifie´ la formulation de la de´finition re´cursive des expressions bien forme´es afin que
cela soit cohe´rent avec la suite de leur texte ainsi qu’avec la position de Odelstad et Lindahl (2000).
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1. si a ∈ C, alors a ∈ EBF ;
2. si A,B ∈ EBF , alors A′, A ∧B ∈ EBF .
Ainsi, en posant EBF = 〈EBF,v〉, on obtient une alge`bre de Boole 〈EBF,∧,′ 〉, ou`
⊥ et > sont respectivement l’objet initial et l’objet terminal.
A` partir de cela, les auteurs de´finissent un syste`me normatif S = 〈N ,∧,′ , R〉 (ou`
N ⊆ EBF est un poset) lorsque pour tout a, b ∈ N , aRb si et seulement si a implique
b selon S (Lindahl et Odelstad 2000, p.265). Un paralle`le me´rite d’eˆtre fait entre la
conception d’un syste`me normatif chez Lindahl et Odelstad et l’ensemble des contraintes
institutionnelles chez Boella et van der Torre. Au meˆme titre que l’ensemble des contraintes
institutionnelles contient les paires (a, x) pour lesquelles a compte pour x au sein du
syste`me normatif (i.e., pour lesquelles a ⊃ x est vrai), un syste`me normatif est conc¸u chez
Lindahl et Odelstad comme une structure qui de´termine un ensemble de paires < a, b >∈ R
pour lesquelles a ⊃ b est vrai dans le syste`me normatif. La principale diffe´rence est
que chez Lindahl et Odelstad, S contient a` la fois les contraintes institutionnelles et les
ensembles (ge´ne´rateurs) d’obligations et de permissions. Cela dit, dans les cas ou` a est
descriptif et que b est normatif, et donc que (a, b) est plutoˆt dans un ensemble ge´ne´rateur
d’obligations ou de permissions chez Boella et van der Torre, Lindahl et Odelstad parleront
de corre´lations normatives (Lindahl et Odelstad 2000, p.265).
Afin de formaliser la notion de syste`me normatif, Lindahl et Odelstad (2000, pp.264-
5) introduisent la notion de pre´-ordre boole´en. En termes simples, un pre´-ordre boole´en
est une alge`bre de Boole sur laquelle on impose un pre´-ordre R, c’est-a`-dire une relation
re´flexive et transitive, qui doit satisfaire les conditions suivantes (cf. Lindahl et Odelstad
2000, p.266):
1. si aRb et aRc, alors aR(b ∧ c);
2. si aRb, alors b′Ra′;
3. (a ∧ b)Ra;
4. non >R⊥.
Le lecteur familier avec la logique propositionnelle aura remarque´ que cela se re´sume
aux conditions suivantes:
1. si a implique respectivement b et c, alors a implique la conjonction de b et c;
2. si a implique b, alors non a implique non b (contraposition);
3. une conjonction implique chacun de ses membres;
4. le vrai n’implique pas le faux.
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Soulignons au passage une remarque technique. Lindah et Odestad utilisent un pre´-
ordre boole´en plutoˆt qu’une alge`bre de Boole afin de repre´senter l’implication mate´rielle
par la relation R et ainsi e´viter de traiter des classes d’e´quivalences. En utilisant un ordre
partiel plutoˆt qu’un pre´-ordre, on obtient que aRb et bRa implique que a = b, ce qui
requiert que l’on parle d’identite´ sur les classes d’e´quivalences des propositions plutoˆt que
sur les propositions elles-meˆmes. Les auteurs pre´fe`rent utiliser un pre´-ordre afin de pouvoir
distinguer entre deux propositions qui ont une signification diffe´rente malgre´ que aRb et
bRa.
Dans le but de rendre compte des corre´lations normatives, c’est-a`-dire des condi-
tionnels qui mettent en jeu un ante´ce´dent descriptif et un conse´quent normatif, Lindahl
et Odelstad (2000, p.267) repre´sentent un syste`me normatif S comme la jonction de deux
(ou plusieurs) sous-structures N1 et N2. Dans un tel contexte, S1 = 〈N1,∧,′ , R1〉 et
S2 = 〈N2,∧,′ , R2〉 sont des fragments de N , c’est-a`-dire des sous-structures pour lesquelles
N1,N2 ⊂ N et Ri ⊂ R est une sous-relation qui isole les implications pertinentes a` Ni
(Lindahl et Odelstad 2000, p.269). Deux fragments peuvent eˆtre joints par le biais de deux
manie`res, en l’occurrence la connexion et l’assemblage (coupling).
A` supposer deux fragments S1 et S2, une connexion a lieu lorsqu’il y a a ∈ N1 et
b ∈ N2 tels que aRb et un assemblage est tel qu’il y a une et une seule connexion entre
S1 et S2. En fait, l’assemblage se distingue de la connexion dans la mesure ou` S1 et S2
sont uniquement connecte´s de par le l.u.b. de S1 et le g.l.b. de S2. En ce sens, dans le
cas d’une connexion, il y a des liens directs entre les conditions de S1 et celles de S2, alors
que dans le cas de l’assemblage, toute relation est indirecte et requiert le passage par un
interme´diaire (voir la repre´sentation graphique dans Lindahl et Odelstad 2000, pp.267-8).
L’assemblage permet de mettre l’ensemble S1 en relation avec S2 alors que la con-
nexion ne met qu’une partie de S1 en relation avec S2. Conside´rons la figure 7.1, ou` a, a∗
et b, b∗ repre´sentent respectivement des membres de S1 et S2. A` gauche, la fle`che entre a
et b repre´sente une connexion a` partir de laquelle il est seulement possible de lier a∨ a∗ et
a a` b et b∗. En ce sens, la connection ne permet de lier qu’une partie des deux fragments.
Notons qu’il pourrait tre`s bien y avoir une autre connexion de a∗ a` b∗. Dans le cas de
droite, la fle`che repre´sente plutoˆt un assemblage puisqu’il s’agit de la seule connexion,
laquelle permet de lier chaque membre de S1 avec ceux de S2.
L’ide´e de Lindahl et Odelstad est donc de repre´senter un syste`me normatif complexe,
par exemple la le´gislation canadienne, par le biais d’un pre´-ordre boole´en S que l’on peut
diviser en fragments, comme le Code criminel, le Code civil, la Charte des droits et liberte´s,
etc., lesquels peuvent eux aussi eˆtre divise´s en fragments, et ainsi de suite. Cela dit, chaque
fragment peut lui aussi eˆtre divise´ en deux fragments, l’un descriptif et l’autre normatif.
En ce sens, la le´gislation canadienne consiste en la jonction d’un fragment descriptif et
d’un normatif, de meˆme pour le Code criminel, le Code civil, etc. Selon cette conception,
un syste`me normatif peut donc eˆtre divise´ de plusieurs manie`res afin d’obtenir diffe´rents
fragments de´pendamment de ce que l’on cherche a` e´tudier. Dans l’ensemble, un syste`me
normatif correspond a` la jonction d’un fragment qui contient des « ve´rite´s» descriptives
(ou du moins des conventions, ce qui est pris pour acquis) avec un fragment qui contient
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a ∧ a∗
a a∗
a ∨ a∗
b ∧ b∗
b b∗
b ∨ b∗
b ∧ b∗
b b∗
b ∨ b∗
a ∧ a∗
a a∗
a ∨ a∗
Figure 7.1: Connexion et assemblage
des normes.
Il s’agit la` d’un portrait brosse´ a` gros traits. Pour rendre justice a` l’approche de Lin-
dahl et Odelstad, il faudrait plutoˆt comprendre un syste`me normatif comme la jonction
d’un fragment descriptif, d’un fragment de corre´lations normatives (qui font le pont entre
le descriptif et le normatif) et d’un fragment purement normatif. Dans la suite de leur ar-
ticle, les auteurs utilisent leur conception d’un syste`me normatif comme pre´-ordre boole´en
afin d’e´tudier les notions de concepts interme´diaires et de conse´quence le´gale, laquelle se
comprend en fonction de la relation R transitive qui permet de passer d’un fragment a`
l’autre. La notion de concept interme´diaire se comprend en paralle`le avec la notion de
count-as chez Jones et Sergot ou chez Boella et van der Torre (cf. chapitre 6).
A` titre d’exemple de concept interme´diaire, conside´rons l’e´nonce´ suivant: tout citoyen
canadien a le droit de vote. Autrement dit, si x est un citoyen canadien, alors x a le droit
de vote. Mais qu’est-ce qui compte pour (count-as) un citoyen canadien? Notamment, le
fait que x soit ne´e au Canada de parents ayant la citoyennete´ canadienne et qu’il re´side au
Canada compte pour «x est un citoyen canadien». Dans ce cas, « citoyen canadien» est
un concept interme´diaire entre les conditions et le fait que x ait le droit de vote.
Le lecteur inte´resse´ par cette approche trouvera dans Lindahl et Odelstad (2004) une
combinaison des pre´-ordres boole´ens avec une forme de logique de l’action. Dans Lindahl et
Odelstad (2002), les normes sont conc¸ues comme des corre´lations normatives, c’est-a`-dire
comme les connections entre les fragments purement descriptifs et les fragments purement
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normatifs. Lindahl et Odelstad (2003) utilisent les pre´-ordres boole´ens afin d’e´tudier les
changements de normes ainsi que la pre´servation de la cohe´rence du syste`me normatif dans
les cas d’obligations contraires au devoir. Lindahl et Odelstad (2006) reprennent ce qui a
e´te´ pre´sente´ dans Lindahl et Odelstad (2000) par rapport aux concepts interme´diaires et
un exemple le´gal plus complexe est donne´ dans Lindahl et Odelstad (2008b). Les travaux
de Lindahl et Odelstad (2006, 2008b) sont repris dans Lindahl et Odelstad (2008a, 2011).
Finalement, Lindahl et Odelstad (2004) reprennent l’analyse des concepts interme´diaires
dans le cadre alge´brique afin de la vulgariser et rendre le tout pertinent pour les juristes.
Krister Segerberg
En plus de ses travaux en logique de´ontique dynamique, Segerberg (1982b) a aussi de´veloppe´
la notion de mode`le urne, base´e sur une alge`bre de´ontique d’action. A` l’instar de son
approche en logique de´ontique dynamique, une action est conside´re´e en paralle`le avec
l’ensemble des se´quences d’e´tats qui me`nent a` un certain re´sultat. De meˆme, une distinc-
tion est faite entre les actions et les propositions.
Le langage L = {Act,`,a,¯ ,=, P, F,¬,⊃} distingue entre les termes, qui re´fe`rent
aux actions, et les propositions (Segerberg 1982b, p.269). Le langage contient un ensemble
de´nombrable d’actions atomiques (d’e´ve`nements) ainsi que les constantes 0 et 1, c’est-a`-
dire que Act = {0,1, α1, . . . , αn, . . . }, ou` 0 et 1 sont respectivement les actions impossible
et universelle. Le langage contient les symboles `, a et ,¯ qui repre´sentent respectivement
l’union, la conjonction et la ne´gation d’action, le symbole = pour l’identite´ entre les actions,
les ope´rateurs P et F pour la permission et l’interdiction, et finalement les connecteurs
usuels de la logique propositionnelle classique a` l’aide desquels les autres connecteurs sont
de´finis.
L’ensemble des expressions bien forme´es est de´fini re´cursivement de la manie`re suiv-
ante (ou` Prop est un ensemble de propositions atomiques):
1. si α ∈ Act, alors α ∈ Act∗;
2. si α, β ∈ Act∗, alors α, α ` β, α a β ∈ Act∗;
3. si α, β ∈ Act∗, alors α = β, Pα, Fα ∈ Prop;
4. si A ∈ Prop, alors A ∈ EBF ;
5. si A,B ∈ EBF , alors ¬A,A ⊃ B ∈ EBF .
Une structure S = {A,a,`,−, 0, 1, F, P} (A ⊆ Act) est qualifie´e d’alge`bre de´ontique
d’action lorsque celle-ci respecte les trois conditions suivantes:
1. S = {A,a,`,−, 0, 1} est une alge`bre de Boole;
2. F et P sont des ensembles d’alternatives ide´ales;
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3. F ∩ P = {0} (i.e., rien n’est a` la fois permis et interdit).
Les conditions se´mantiques sont repre´sente´es par la fonction v : Act −→ {0, 1} qui
attribue des valeurs de ve´rite´ aux actions atomiques. Les clauses se´mantiques sont (cf.
Segerberg 1982b, p.270):
v(0) = 0
v(1) = 1
v(α a β) = v(α) a v(β)
v(α ` β) = v(α) ` v(β)
v(α) = −v(α)
v(α = β) =
{
> si v(α) = v(β)
⊥ sinon
v(Fα) =
{
> si v(α) ∈ F
⊥ sinon
v(Pα) =
{
> si v(α) ∈ P
⊥ sinon
Quelques explications s’imposent. Le cas des deux premie`res clauses est relativement
simple: pour toute alge`bre de´ontique d’action, v(0) est l’objet initial 0 et v(1) est l’objet
terminal 1. Du point de vue de l’action, α est une action tautologique, c’est-a`-dire uni-
verselle, lorsque v(α) = 1 et α est une action contradictoire (impossible) lorsque v(α) = 0.
Dans les autres cas, il s’agit d’actions satisfiables, c’est-a`-dire d’actions qui ont le potentiel
d’eˆtre re´alise´es ou non. Cela dit, le lecteur aura remarque´ que v(α) n’est pas de´fini pour les
actions atomiques. La premie`re chose a` noter est qu’il ne faut pas y re´fle´chir en termes en-
semblistes: dans les ensembles, nous dirions que v(α) correspond a` l’ensemble qui contient
les sce´narios ou` l’action α est accomplie. Ici, ce n’est pas tout a` fait juste. Un paralle`le
qui peut eˆtre fait (et qui sera explicite´ sous peu lorsque nous aborderons les mode`les de´on-
tiques d’actions) est que l’action est conside´re´e comme un e´ve`nement, et donc que celle-ci
est informellement comprise comme re´fe´rant a` une multitude de se´quences de descriptions
qui peuvent eˆtre interpre´te´es comme « l’action α». Toutefois, dans le cas d’une alge`bre
de´ontique d’action, la clause se´mantique ne signifie pas simplement que v(α) = 1 lorsque
α ∈ A. Plutoˆt, il faut concevoir (informellement) une infinite´ de valeurs interme´diaires:
v(α) est e´gal a` quelque chose, ce quelque chose n’e´tant pas re´ductible a` 0 ou 1 dans le
cas des actions atomiques. Toujours informellement, ce quelque chose peut eˆtre entendu
comme un ensemble de regroupements de points (ou` chaque regroupement constitue une
exe´cution de α). En ce sens, l’attribution faite par v a`
1. l’action impossible est 0;
2. l’action universelle est 1;
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3. la conjonction d’actions correspond aux regroupements de points conjoints de chaque
action;
4. la disjonction d’actions correspond a` au moins un regroupement de points d’une
action;
5. la ne´gation d’actions correspond aux regroupements de points autres que ceux qui
correspondent a` α.
Soulignons que cette explication en termes de regroupements de points est informelle
et a une vise´e purement pe´dagogique. Il ne s’agit pas de ce qui est pre´sente´ dans l’article
de Segerberg. En fait, il s’agit d’une interpre´tation de ce qui est pre´sente´, interpre´tation
principalement motive´e par le fait qu’aucune explication relativement a` v(α) pour une
action atomique n’y est pre´sente´e. Cette interpre´tation provient notamment du paral-
le`le qui est fait entre l’alge`bre de´ontique d’action et le mode`le de´ontique d’actions. Pour
l’instant, poursuivons l’analogie avec les regroupements de points. Conside´rons la fig-
ure 7.2. Selon l’analogie pre´sente´e jusqu’a` pre´sent, une action peut eˆtre informellement
repre´sente´e comme un ensemble de regroupements de points. En ce sens, une action atom-
ique α peut eˆtre vue comme de´notant les regroupements a,b,c et d. Pour les fins de notre
exemple, supposons que α correspond aux regroupements a et b et que β correspond a`
c et d. La conjonction d’actions α a β correspond a` l’accomplissement simultane´ d’un
regroupement (p. ex., a et b et c et d). La disjonction d’actions α ` β correspond a`
l’accomplissement de l’un des regroupements pour l’une des actions (p. ex., a ou b, ou c
ou d). Quant a` la ne´gation α, il s’agit de tous les regroupements autres que a et b. En
ce sens, v(α) pour une action atomique correspond a` un ensemble de regroupements de
points dans A.
a
b
c
d
A
Figure 7.2: Actions et regroupements de points
Alors que dans le cas de l’attribution faite par v pour les actions on ne peut pas
re´ellement parler de valeur de ve´rite´, v assigne les valeurs ⊥ (faux) et > (vrai) pour les
propositions atomiques. La sixie`me clause signifie qu’il est vrai que α = β a` condition
que v(α) = v(β). Conside´rant que v(α) pour une action atomique re´fe`re a` l’ensemble
des regroupements de points qui correspondent a` l’action α, deux actions atomiques α
et β sont dites identiques lorsque v(α) renvoit exactement aux meˆmes regroupements
que v(β). Les clauses pour la permission et l’interdiction sont a` comprendre de la meˆme
147
manie`re. A` supposer que F et P renvoient a` des ensembles d’actions interdites et permises,
Fα (respectivement, Pα) est vrai lorsque v(α) est membre de F (respectivement, de
P ). Dans ce cas, l’interpre´tation de v comme une fonction qui attribue des valeurs de
ve´rite´ serait e´trange: une action est interdite lorsque sa valeur de ve´rite´ est membre
d’un ensemble de valeurs de ve´rite´ interdites? De fait, v est plutoˆt a` comprendre comme
une fonction qui, concernant des actions, de´termine des ensembles de points (lesquels
repre´sentent des actions). Il est vrai que α est interdite a` condition que l’ensemble qui
contient les regroupements de points qui correspondent a` des exe´cutions de α, soit v(α), est
membre d’un ensemble qui contient des regroupements de points interdits. Dans le cas des
propositions complexes forme´es par le biais des connecteurs propositionnels, l’attribution
faite par v se fait usuellement.
Une proposition A est dite vraie pour S lorsque v(A) = > et elle est valide lorsqu’elle
est vraie pour tout S et tout v (Segerberg 1982b, p.270).
Outre l’interpre´tation alge´brique propose´e par Segerberg, ce dernier construit aussi
un mode`le en termes ensemblistes (cf. Segerberg 1982b, p.271). Soit S = 〈U, Ill,Leg〉 ou`
U 6= ∅ est un ensemble de points (d’e´tats) et Ill et Leg sont des sous-ensembles de U
qui ne partagent aucun membre. Informellement, les sous-ensembles de Ill repre´sentent
des ensembles ille´gaux de points alors que ceux de Leg repre´sentent des ensembles le´gaux
de points. Soulignons que Leg et Ill ne sont pas le comple´ment l’un de l’autre dans
U . Un mode`le M = 〈U, Ill,Leg, V 〉 est construit a` l’aide d’une fonction d’attribution de
valeurs de ve´rite´ V qui se comporte dans le meˆme esprit que v pour les alge`bres de´ontiques
d’actions. C’est d’ailleurs ici que le paralle`le susmentionne´ devient e´vident relativement
a` l’interpre´tation informelle de ce qu’est une action: une action est conside´re´e comme
un e´ve`nement, c’est-a`-dire comme un ensemble de re´sultats (outcome) qui prennent place
suite a` une se´quence d’e´tats subse´quents (Segerberg 1982b, p.271). La fonction V est
de´finie de manie`re similaire a` v.
V (0) = ∅
V (1) = U
V (α a β) = V (α) ∩ V (β)
V (α ` β) = V (α) ∪ V (β)
V (α) = U − V (α)
V (α = β) =
{
> si V (α) = V (β)
⊥ sinon
V (Fα) =
{
> si V (α) ⊆ Ill
⊥ sinon
V (Pα) =
{
> si V (α) ⊆ Leg
⊥ sinon
Autrement dit, l’action impossible et l’action universelle sont repre´sente´es respec-
tivement par l’ensemble vide et l’univers en entier. La conjonction d’actions se repre´sente
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par le biais de l’intersection entre les re´sultats possibles pour chaque action. En d’autres
termes, la conjonction d’actions correspond aux se´quences qui me`nent a` des re´sultats
communs a` chacune des actions. La disjonction d’actions correspond a` l’union entre les
ensembles qui correspondent a` la re´alisation de chacune des actions. La ne´gation d’une
action e´quivaut au comple´ment dans U de l’action elle-meˆme. Les clauses pour les proposi-
tions atomiques sont similaires a` celles de v: deux actions sont identiques si elles renvoient
exactement aux meˆmes ensembles de points, une action est interdite lorsque les ensembles
de points auxquels elle renvoit sont ille´gaux et une action est permise lorsque les ensem-
bles de points auxquels elle renvoit sont le´gaux. Encore une fois, les conditions pour les
connecteurs propositionnels sont usuelles. Tout comme dans le cas de v, un e´nonce´ est dit
vrai pour un mode`le lorsque V (A) = > et valide lorsque vrai pour tout mode`le.
En ce qui concerne la syntaxe, le syste`me axiomatique propose´ est assez direct.
Segerberg (1982b, pp.271-2) n’utilise que la re`gle modus ponens, les sche´mas d’axiomes de
la logique propositionnelle classique, les axiomes qui correspondent a` une alge`bre de Boole
pour les actions (distributivite´ et comple´mentation), les axiomes usuels pour l’identite´.
α = α (Id)
α = β ⊃ (A ⊃ A(α|β)) (Subst)
Le premier axiome exprime l’identite´ de chaque action avec elle-meˆme et le second
indique que si deux actions sont identiques, alors elles peuvent eˆtre substitue´es dans une
proposition. Finalement, il y a les axiomes pour les ope´rateurs de´ontiques:
F (α ` β) ≡ (Fα ∧ Fβ) (1)
P (α ` β) ≡ (Pα ∧ Pβ) (2)
a = 0 ≡ (Fα ∧ Pα) (3)
L’axiome (1) exprime que si une disjonction d’actions est interdite, alors chaque
action est interdite individuellement. (2) repre´sente la notion de permission libre de choix
(free choice permission), a` savoir que si une disjonction d’actions est permise, alors chaque
action prise individuellement est permise. Finalement, (3) signifie que si une action est
impossible, alors elle est a` la fois permise et interdite.
Dans la suite de son article, Segerberg e´tudie les syste`mes clos ou` Ill est le com-
ple´ment de Leg dans U (et donc ou` toute action est explicitement permise ou interdite).
De plus, ce dernier propose aussi deux de´finitions distinctes sur la base d’un seul ope´ra-
teur primitif (cf. Segerberg 1982b, p.279). Par exemple, il propose de de´finir une forme
d’obligation et de permission sur la base de l’ope´rateur F , ou`
OFα =def Fα (def. OF )
PFα =def ¬Fα (def. PF )
Lorsque de´finis ainsi, les ope´rateurs se comportent comme les ope´rateurs usuels en
logique de´ontique standard. Contrairement a` la permission de´finie par P qui exprime
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un choix libre entre deux actions, la permission de´finie par PF est une permission faible
(implicite, ne´gative, qui de´note ce qui n’est pas interdit).
Somme toute, Segerberg propose une interpre´tation inte´ressante de la logique de´on-
tique en termes de ce qui doit eˆtre fait, ou` les ope´rateurs de´ontiques portent sur les actions
plutoˆt que sur les propositions. Comme nous le verrons cependant au chapitre 14, il est
toutefois peu plausible qu’une alge`bre de Boole soit le meilleur candidat pour mode´liser
ade´quatement l’action humaine.
Robert Trypuz et Piotr Kulicki
Les travaux de Segerberg (1982b) ont notamment influence´ ceux de Trypuz et Kulicki
(2009).4 Leur objectif est de construire diverses extensions et ainsi comparer les travaux
de Segerberg avec l’approche plus re´cente de Castro et Maibaum (2009). Dans ce qui
suit, nous allons nous limiter a` pre´senter la syntaxe ainsi que la conception que Trypuz et
Kulicki (2009) se font de l’action atomique.
Conforme´ment aux travaux de Segerberg, Trypuz et Kulicki distinguent entre les
actions et les propositions. Soit le langage L = {(, ), GA, 0, 1,¯ ,u,unionsq,¬,∧,⊥, P, F}. La
logique de l’action est formalise´e par une alge`bre de Boole et est construite a` partir des
connecteurs usuels. Comme nous le verrons plus bas, GA est un ensemble de ge´ne´rateurs
d’action. L’ensemble des expressions bien forme´es pour la logique de l’action est de´fini
re´cursivement par (Trypuz et Kulicki 2009, p.255):
α := ai | 0 | 1| α | α u β | α unionsq β
Les connecteurs sont interpre´te´s usuellement comme la ne´gation (le comple´ment), la
conjonction et la disjonction d’action. L’ordre partiel est de´fini par:
α v β =def (α u β) = α
Cette logique de l’action se combine a` une logique propositionnelle construite a` partir
de l’ensemble d’expressions bien forme´es de´fini re´cursivement par:
ϕ := > | α = β | P (α) | F (α) | ¬ϕ | ϕ ∧ ψ
Les autres connecteurs propositionnels sont de´finis de manie`re usuelle. L’ope´rateur
P repre´sente la permission forte alors que F de´note l’interdiction. La permission faible est
de´finie par Pw(α) =def ¬F (α).
Le syste`me DAL0 est construit a` partir de L, des axiomes du calcul proposition-
nel, des axiomes d’identite´s (AI1) et (AI2), et des axiomes (D1), (D2) et (D3) pour les
ope´rateurs de´ontiques (Trypuz et Kulicki 2009, p.257).
4 Ce texte est repris dans Trypuz et Kulicki (2010).
150
α = α (AI1)
(α = β) ⊃ (ϕ ⊃ ϕ(α/β)) (AI2)
P (α ∪ β) ≡ P (α) ∧ P (β) (D1)
F (α ∪ β) ≡ F (α) ∧ F (β) (D2)
(α = 0) ≡ P (α) ∧ F (β) (D3)
Plusieurs extensions sont construites sur la base de DAL0 (cf. Trypuz et Kulicki
2009, pp.262-8) et la se´mantique est inspire´e des travaux de Segerberg (cf. Trypuz et
Kulicki 2009, pp.259-261).
L’inte´reˆt de cette approche s’aperc¸oit notamment lorsque l’on conside`re la conception
que les auteurs se font de l’action atomique. Trypuz et Kulicki (2009, p.256) distinguent
enre une action atomique et un ge´ne´rateur d’action. Alors qu’un ge´ne´rateur d’action
est membre de l’ensemble fini GA = {a1, . . . an}, une action atomique est compose´e de
ge´ne´rateurs d’action:
We shall think about the action generators as the bricks from which all actions are
made up. [...] Every atom is a combination of all action generators and has the
form δ1u · · ·u δn where δk is a generator or its complement (Trypuz et Kulicki 2010,
p.134).
Cette distinction est importante dans la mesure ou` les auteurs soutiennent qu’une
action est la description comple`te de ce qu’un agent accomplit:
In other words an atom of action algebra is a complete description of what an agent
is doing in a certain situation (Trypuz et Kulicki 2010, p.134).
Bien que cette perspective puisse eˆtre utile en informatique (l’utilisation d’un ensem-
ble fini de ge´ne´rateurs permet la description finie d’un programme), celle-ci est cependant
douteuse d’un point de vue philosophique lorsque l’on conside`re l’action humaine. Cela
peut s’apercevoir sous deux angles.
D’une part, la description comple`te de ce qu’un agent accompli actuellement est
impossible, surtout conside´rant que les auteurs incluent les comple´ments d’action au sein
de la description. Une telle description (finie) est impossible dans la mesure ou` il y a un
nombre de´nombrable d’actions que nous n’accomplissons pas, et ce meˆme si l’on accepte
un ensemble fini de ge´ne´rateurs: prenons simplement une action ai qui n’est pas accomplie.
Si ai n’est pas accomplie, alors la conjonction de ai avec ai n’est pas accomplie, au meˆme
titre que la conjonction de ai avec ai avec ai, etc. Par ce raisonnement, on peut aise´ment
montrer qu’il y a un nombre de´nombrable d’actions qui ne sont pas accomplies. Par
conse´quent, si la description comple`te de ce qu’un agent accomplit requiert la description
comple`te de ce qu’il n’accomplit pas, alors une description comple`te (finie) de ce qu’un
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agent accomplit est impossible puisqu’il y a un nombre de´nombrable d’actions que l’agent
n’accomplit pas.5
D’autre part, cette restriction est ad hoc: malgre´ qu’un agent ne puisse accomplir
qu’un nombre fini d’actions, pourquoi supposer qu’il n’y a qu’un nombre fini de ge´ne´ra-
teurs d’action? Meˆme si cela n’est pas explicitement mentionne´ chez Trypuz et Kulicki,
probablement que cette hypothe`se vise l’application de leur syste`me en informatique. En
supposant un nombre fini de ge´ne´rateurs d’action, on peut faire une description comple`te
de chaque action atomique pouvant eˆtre accomplie par le programme, et ainsi une de-
scription comple`te du programme est possible, incluant ce qu’il peut faire, ce qu’il doit
faire et ce qu’il ne doit pas faire. Cela dit, du point de vue de l’action humaine, cette
hypothe`se est superflue dans la mesure ou` le nombre d’actions possibles pouvant eˆtre ac-
complies par un agent est tellement grand qu’une description totale de ce que l’agent fait
est actuellement impossible. Prenons simplement l’ensemble des endroits possibles dans
l’univers ou` quelqu’un peut se trouver. La description comple`te de «Paul est dans son
bureau» requiert que l’on spe´cifie partout ou` Paul ne se trouve pas, ce qui, lorsque l’on
conside`re l’univers en entier, entraˆıne beaucoup de possibilite´s! Par surcroˆıt, il faudra spe´-
cifier tout ce que Paul ne fait pas a` chacune de ces positions, et par conse´quent l’hypothe`se
d’un nombre fini de ge´ne´rateurs d’action perd son utilite´ conside´rant que la description
totale ne pourra pas eˆtre actuellement accomplie.
Par ailleurs, les auteurs affirment qu’un ge´ne´rateur d’action s’interpre`te comme
l’ensemble des e´tats possibles qu’il est susceptible d’engendrer:
From those definitions it is clear that every action generator is interpreted as a set
of (its) possible outcomes (Trypuz et Kulicki 2009, p.259).
Il s’agit la` de la meˆme ide´e que l’on retrouve chez Segerberg: une action renvoit a`
l’ensemble des re´sultats possibles qui peuvent en de´couler. Bien qu’elle soit inoffensive en
elle-meˆme, cette conception peut cependant difficilement eˆtre jumele´e a` l’autre hypothe`se
de Trypuz et Kulicki, a` savoir qu’une action peut eˆtre de´crite dans sa totalite´. En effet,
si l’action se re´sume a` l’ensemble de re´sultats possibles et que l’action peut eˆtre de´crite
comple`tement, alors il s’ensuit que l’ensemble des re´sultats possible peut, lui aussi, eˆtre
de´crit comple`tement. Or, l’ensemble des re´sultats possibles est une totalite´, et une totalite´
ne peut eˆtre de´crite comple`tement que si chacune de ses parties l’est aussi, sans quoi une
partie de la totalite´ ne serait pas de´crite comple`tement, et de fait la totalite´ ne le serait
pas non plus. Par conse´quent, il s’ensuit que si une action peut eˆtre de´crite comple`tement,
alors chaque e´tat peut aussi eˆtre de´crit comple`tement. Rappelons-nous ici qu’un e´tat
dans l’interpre´tation ensembliste correspond a` un sce´nario et que l’action est interpre´te´e
5 Rappelons-nous que l’objectif de cette the`se est d’utiliser la logique de´ontique afin d’e´tudier la struc-
ture des infe´rences le´gales. La pre´sente critique doit donc eˆtre comprise en fonction de l’application que
nous visons. Il ne s’agit pas de soutenir que l’approche de Trypuz et Kulicki (2009) est inade´quate en
informatique, mais plutoˆt de montrer que celle-ci ne peut pas simplement eˆtre importe´e et applique´e a`
l’analyse des infe´rences le´gales. Les auteurs ont en teˆte l’analyse des actions d’un programme. Or, cette
analyse n’est pas simplement transfe´rable aux actions humaines, qui doivent ne´cessairement eˆtre prise en
compte lors de la mode´lisation du discours le´gal.
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comme un regroupement d’e´tats (de points). Le proble`me avec ce raisonnement est que,
comme le souligne Hansson (1969, p.376), une description totale d’un sce´nario est au mieux
proble´matique, sinon peu plausible.
Un e´tat correspond a` une description de l’univers a` un certain moment. Il s’agit, en
un certain sens, d’une photo: en un clique, on fige l’univers et on en obtient une descrip-
tion. Or, malgre´ que la description comple`te de l’univers dans le cas d’une application
informatique puisse eˆtre faite, cela pose proble`me lorsque l’on conside`re des syste`mes plus
complexes. Prenons simplement le Canada. Est-il possible de faire une description totale
du Canada au moment pre´sent? Cela est logiquement possible, certes, mais, pour repren-
dre le raisonnement de Hempel (1972, p.17), cela est irre´aliste d’un point de vue pratique:
il faudrait notamment de´crire l’emplacement de chaque grain de sable, de chaque roche,
de chaque insecte, de chaque bacte´rie, etc. Au mieux, nous ne pouvons avoir qu’une de-
scription partielle d’un e´tat du syste`me. Conside´rant que l’utilite´ de l’hypothe`se a` savoir
que les actions atomiques sont en nombre fini vise la possibilite´ (actuelle) de faire une
description totale du syste`me, et que, conside´rant l’action humaine, il est actuellement
(dans les faits, mais non pas logiquement) impossible de de´crire la totalite´ d’un syste`me,
il en re´sulte que cette hypothe`se est inutile a` la mode´lisation de l’action humaine.
En dernier lieu, soulignons un dernier proble`me avec la conception de l’action atom-
ique que se font Trypuz et Kulicki. La notion de ge´ne´rateur d’action n’est qu’intuitive et
mal de´finie: un ge´ne´rateur d’action est une brique a` partir de laquelle une action atom-
ique est construite. L’exemple que donne les auteurs est celui des ge´ne´rateurs eˆtre assis
(sit) et fumer (smoke). Les quatre actions atomiques possibles construites a` partir de ces
ge´ne´rateurs sont:
sit u smoke
sit u smoke
sit u smoke
sit u smoke
Prenons simplement le cas du ge´ne´rateur sit, qui est un « fondement a` partir duquel il
est possible de construire des actions atomiques».6 Nous allons montrer que ce fondement
n’est en fait pas si fondamental et que le crite`re qui permet de diffe´rencier un ge´ne´rateur
de ce qui n’est pas un ge´ne´rateur n’est pas si e´vident. En fait, nous allons montrer qu’une
action peut toujours eˆtre divise´e en sous-actions. L’action de boire un verre d’eau, par
exemple, se re´sume a` lever le bras, serrer les doigts autour du verre, lever le verre, ouvrir
la bouche, pencher le verre afin de faire couler l’eau dans la bouche, avaler l’eau, etc.
Serait-il possible de trouver un ge´ne´rateur d’action qui lui-meˆme ne soit pas re´-
ductible a` des sous-ge´ne´rateurs d’action? L’intuition derrie`re ce raisonnement est que,
conside´rant qu’une action implique un mouvement, le seul bloque indivisible possible d’une
action est une description statique de chaque moment de l’action dans le temps. Pensons
6 Soulignons d’ailleurs que l’usage de l’expression action atomique est curieux conside´rant qu’une action
atomique est divisible en ge´ne´rateurs d’action.
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a` l’action de serrer les doigts autour du verre d’eau: au temps 1 les doigts sont immobiles,
au temps 2 ils ont bouge´ un peu, au temps 3 un peu plus, et ainsi de suite. Mais si l’on
conside`re que l’action est un mouvement, ce qui implique le passage d’un moment a` un
autre, alors conceptuellement il est toujours possible de penser a` une subdivision de ce
mouvement en intervalles plus petits.
Le proble`me ici est que l’action, en tant que totalite´, n’est pas re´ductible a` la somme
de ses descriptions. Une action peut eˆtre de´crite, certes, mais cette description ne capture
pas conceptuellement ce que signifie pour une action d’eˆtre une action. Revenons au
ge´ne´rateur sit. Est-ce re´ellement un bloque indivisible? Si l’on pense seulement au re´sultat
de l’action de s’asseoir, alors eˆtre assis, pris en tant que description d’un e´tat statique, est
effectivement un bloque indivisible. Cela dit, une action est quelque chose de dynamique:
une action est quelque chose qui est fait, et la notion de faire quelque chose requiert une
e´volution dans le temps. En ce sens, l’action eˆtre assis ne se re´sume pas a` une description
statique: l’action eˆtre assis est une action qui est faite par un agent a` partir d’un temps
t1 jusqu’a` un temps tn. Si l’on re´fle´chit au ge´ne´rateur sit, on se rend rapidement compte
que l’action d’eˆtre assis ne´cessite plusieurs sous-actions. Par exemple, les muscles du dos
doivent travailler afin de pre´server la posture assise de l’agent, les muscles des jambes
travailleront afin de les garder dans une certaine position, cela sans compter toutes les
autres actions vitales ne´cessaires a` l’accomplissement de l’action sit.
Par ailleurs, l’action d’un muscle peut elle-meˆme eˆtre analyse´e en termes d’autres ac-
tions: le processus de transformation d’e´nergie des cellules, la ge´ne´ration d’influx nerveux,
les sous-mouvements ne´cessaires a` l’accomplissement du mouvement total, etc. Bien que
informellement on comprenne la conception que Trypuz et Kulicki se font d’une action
atomique, il n’en demeure pas moins que leur notion de ge´ne´rateur d’action est vague et
mal de´finie. Ou` trace-t-on la ligne afin de de´terminer les bloques fondamentaux? L’action
sit, prise comme bloque de de´part pour construire des actions atomiques, peut elle-meˆme
eˆtre conc¸ue comme action atomique construite a` partir d’autres ge´ne´rateurs d’action plus
pre´cis.
Ces arguments seraient en toute probabilite´ rejete´s par la communaute´ informatique
e´tant donne´ que la re´duction d’une action a` une se´quence de descriptions (une suite d’e´tats
du syste`me) est fondamentale a` la programmation. Mais cela ne fait qu’exemplifier les
diffe´rences qui se trouvent entre les diverses applications de la logique de´ontique. Est-ce
que la logique de´ontique vise l’analyse du discours, ou vise-t-elle plutoˆt la programmation?
En informatique, la logique de´ontique a une vise´e pratique. On veut des re´sultats et
des applications. On veut eˆtre en mesure de de´terminer le comportement d’une base de
donne´es lorsque sujette a` certaines contraintes (p. ex., Carmo et al. 2001; Carmo et Jones
1996), de formaliser les ententes contractuelles (p. ex., Boella et van der Torre 2004; Brown
2005; Prisacariu et Schneider 2012), de ge´rer le comportement et l’e´volution d’un syste`me
informatique (p. ex., Boella et van der Torre 2003a), de ge´rer l’e´volution des obligations
qui sont sujettes a` des e´che´ances (p. ex., Broersen et al. 2004; Demolombe 2014; Dignum
et al. 2005; Dignum et Kuiper 1997, 1998), ou encore de construire des robots capables
d’agir conforme´ment a` certaines normes (p. ex., Bringsjord et Taylor 2012; Bringsjord
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et al. 2011). Certains vont meˆme jusqu’a` vouloir formaliser un syste`me le´gal de fac¸on a`
pouvoir de´terminer sans e´quivoque le re´sultat normatif d’une situation lorsque l’on entre
certains faits avec certaines normes.
Le lecteur est invite´ a` consulter Wieringa et Meyer (1993) pour un survol des appli-
cations de la logique de´ontique en informatique. Dans chacun des cas, la logique de´ontique
a une vise´e pratique, et malgre´ les lacunes conceptuelles de la conception de l’action on
justifie la re´duction de l’action a` une description (une se´quence de descriptions d’e´tats)
par un argument pragmatique. En ce qui nous concerne, le principal objectif de cette
the`se n’est pas pratique mais bien the´orique: l’objectif est d’utiliser les outils de la logique
contemporaine afin de clarifier la structure conceptuelle propre au discours juridique, et ce
par l’analyse de la relation de conse´quence dans les infe´rences normatives. L’action sera
analyse´e plus en de´tails au chapitre 14. Pour le moment, passons a` l’approche de Castro
et Maibaum.
Pablo Castro et Tom Maibaum
L’approche de Castro et Maibaum (2009) pre´sente une logique dynamique construite sur
la base d’une logique de l’action boole´enne, d’ou` sa pre´sentation au sein de ce chapitre.
Soit Prop = {p1, . . . , pn, . . . } un ensemble de´nombrable de propositions atomiques et
Act = {a1, . . . , an} un ensemble fini d’actions atomiques. Soit le langage
L = {(, ), P rop, Act, 0, 1,¯ ,u,unionsq,=,¬,⊃, [ ], P, Pw,>,⊥}
avec les de´finitions usuelles pour les autres connecteurs propositionnels. Au niveau des
actions, les expressions bien forme´es sont de´finis re´cursivement par:
α := ai | 0 | 1 | α | α u β | α unionsq β
Quant aux propositions, elles sont de´finies par (Castro et Maibaum 2009, p.442):
ϕ := pi | ⊥ | > | α = β | ¬ϕ | ϕ ⊃ ψ | [α]ϕ | P (α) | Pw(α)
L’obligation est de´finie par:
O(α) =def P (α) ∧ ¬Pw(α)
Ici, Pw repre´sente la permission faible et P la permission forte. Une action est
obligatoire lorsqu’elle est explicitement permise et que sa ne´gation n’est pas faiblement
permise (non interdite).
Le syste`me axiomatique est construit a` partir des axiomes du calcul propositionnel
et d’une alge`bre de Boole pour les actions.7 L’ope´rateur [ ] est axiomatise´ de manie`re
usuelle par une modalite´ de type K, et les axiomes pour les autres ope´rateurs sont:
7 L’axiomatisation propose´e dans Castro et Maibaum (2009) est redondante. Par conse´quent, nous
nous sommes limite´ a` ne pre´senter que ce qui est pertinent.
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[0]ϕ (A1)
[α unionsq β]ϕ ≡ [α]ϕ ∧ [β]ϕ (A2)
[α]ϕ ⊃ [α u β]ϕ (A3)
P (0) (A4)
P (α unionsq β) ≡ P (α) ∧ P (β) (A5)
P (α) ∨ P (β) ⊃ P (α u β) (A6)
¬Pw(0) (A7)
Pw(α unionsq β) ≡ Pw(α) ∨ Pw(β) (A8)
Pw(α u β) ⊃ Pw(α) ∧ Pw(β) (A9)
(P (α) ∧ α 6= 0) ⊃ Pw(α) (A10)
En plus de cela, on trouve des re`gles de substitution pour les e´galite´s et des con-
traintes sur l’e´le´ment terminal (cf. Castro et Maibaum 2009, p.446).
(A1) stipule qu’apre`s une action impossible toute proposition est vraie et (A2) assure
que lorsqu’une action disjointe me`ne a` un e´tat alors chaque membre de l’action me`ne
individuellement l’e´tat. (A3) implique que si un e´tat est le re´sultat d’une action, alors
ce sera aussi le re´sultat de la combinaison de cette action avec une autre action. (A4)
stipule que l’action impossible est fortement permise alors que (A7) indique qu’elle n’est
pas faiblement permise (d’ou` l’impossibilite´ de l’accomplir, voir les remarques de Castro et
Mailbaum sur ce point). (A5) exprime qu’une disjonction d’action est fortement permise
lorsque chaque action l’est individuellement et (A6) signifie que lorsque soit α ou β est
fortement permise, alors leur conjonction l’est aussi. (A8) et (A9) signifient respectivement
qu’une disjonction d’action est faiblement permise lorsque l’une ou l’autre des actions l’est
et que si une conjonction est faiblement permise, alors chaque action prise individuellement
l’est aussi. Finalement, (A10) stipule que si une action est fortement permise et qu’elle
n’est pas impossible, alors elle est aussi faiblement permise.
Le lecteur est invite´ a` consulter Castro et Maibaum (2009, pp.443-4) pour la se´man-
tique, qui est construite dans les ensembles de manie`re usuelle a` l’aide du comple´ment, de
l’intersection et de l’union pour les ope´rateurs en prenant l’ensemble des sce´narios ou` une
proposition est vraie. Par ailleurs, notons que l’approche de Castro et Maibaum (2009) a
e´te´ reprise dans Castro et Maibaum (2012).
Thierry Lucas
Thierry Lucas est l’un des rares logiciens ayant applique´ explicitement la the´orie des cate´-
gories a` la logique de´ontique. La logique qu’il propose s’inspire des travaux de von Wright
et est construite a` partir du langage:
L = {Prop, (, ),¬,∧, Ac(−,−,−),2}
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Prop = {p1, ..., pn, ...} est un ensemble de´nombrable d’atomes propositionnels de-
scriptifs et ¬ et ∧ sont des connecteurs boole´ens (Lucas 2006, p.87). Une action atomique
Ac(ϕ, χ, ψ) est la description de trois e´tats: l’e´tat pre´sent ϕ, l’e´tat χ qui re´sulterait des
actions d’un agent et l’e´tat ψ qui re´sulterait advenant que l’agent n’agisse pas. Les e´non-
ce´s dans la porte´e de Ac(ϕ, χ, ψ) sont uniquement propositionnels et appartiennent a`
l’ensemble de´fini re´cursivement de la manie`re suivante:
ϕ := pi | ¬ϕ | ϕ ∧ ψ
L’ensemble des expressions bien forme´es est de´fini par:
ϕ := pi | a | ¬ϕ | ϕ ∧ ψ | 2ϕ
Les autres connecteurs sont de´finis de manie`re usuelle (avec a une action atomique).
Les axiomes pour l’action sont:
Ac(ϕ1 ∨ ϕ2, χ, ψ) ≡ Ac(ϕ1, χ, ψ) ∨ Ac(ϕ2, χ, ψ) (A1)
Ac(ϕ, χ1 ∨ χ2, ψ) ≡ Ac(ϕ, χ1, ψ) ∨ Ac(ϕ, χ2, ψ) (A2)
Ac(ϕ, χ, ψ1 ∨ ψ2) ≡ Ac(ϕ, χ, ψ1) ∨ Ac(ϕ, χ, ψ2) (A3)
Ac(ϕ1 ∧ ϕ2, χ1 ∧ χ2, ψ1 ∧ ψ2) ≡ Ac(ϕ1, χ1, ψ1) ∧ Ac(ϕ2, χ2, ψ2) (A4)
ϕ ≡ Ac(ϕ,>,>) (A5)
¬Ac(ϕ,⊥, ψ) (A6)
¬Ac(ϕ, χ,⊥) (A7)
Et les re`gles comprennent le modus ponens ainsi que:
ϕ ≡ ϕ′, χ ≡ χ′, ψ ≡ ψ′
Ac(ϕ, χ, ψ) ≡ Ac(ϕ′, χ′, ψ′)
L’ope´rateur 2 est un ope´rateur de ne´cessite´ axiomatise´ par KM .
L’axiome (A1) indique que si l’action est telle que la disjonction ϕ1 ∨ ϕ2 est vraie
pour l’e´tat pre´sent, que χ sera vrai si l’action est accomplie et que ψ sera vrai si elle ne l’est
pas, alors soit Ac(ϕ1, χ, ψ) est vrai ou Ac(ϕ2, χ, ψ) est vrai. (A2) exprime que si l’action
est telle que ϕ est vrai, que χ1 ∨ χ2 serait vrai advenant que l’action soit accomplie, et
que ψ le serait si elle ne l’e´tait pas, alors soit Ac(ϕ, χ1, ψ) est vrai ou Ac(ϕ, χ2, ψ). Dans
le meˆme ordre d’ide´es, (A3) stipule que si l’action est telle que ϕ est vrai, χ serait vrai
si l’action est accomplie et ψ1 ∨ ψ2 serait vrai si elle ne l’e´tait pas, alors soit Ac(ϕ, χ, ψ1)
est vrai ou Ac(ϕ, χ, ψ2) l’est. Le quatrie`me axiome permet d’e´liminer les conjonctions
a` l’inte´rieur de la porte´e de Ac, et le cinquie`me indique qu’une description ϕ e´quivaut
a` l’action de´crite par Ac(ϕ,>,>). Finalement, (A6) indique qu’il est faux qu’il y a une
action telle que ϕ est vrai mais que ⊥ serait re´alise´ advenant que l’action soit accomplie, et
donc il est impossible de faire une action contradictoire, au meˆme titre que (A7) exprime
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qu’il est faux qu’il y a une action telle que ⊥ serait re´alise´ advenant que l’action ne soit
pas accomplie. La re`gle permet la substitution d’e´quivalences.
Lucas (2006, p.88) de´finit un mode`le se´mantique M = 〈U,Ag,R,M〉 par:
a : U −→ U
n : U −→ U
R ⊆ U × U
M : U × Prop −→ {0, 1}
La fonction a repre´sente l’action d’un agent, a` savoir la transition d’un e´tat a` un
autre, tandis que la fonction n repre´sente les « actions» de la nature, c’est-a`-dire la tran-
sition d’un e´tat a` un autre advenant l’absence d’action de la part de l’agent. La relation
d’accessibilite´ R entre les sce´narios est re´flexive et M est une assignation de valeurs de
ve´rite´ qui assigne a` chaque paire <sce´nario,proposition> une valeur de ve´rite´. Les condi-
tions de ve´rite´ pour les e´nonce´s propositionnels sont de´finies usuellement et la condition
de ve´rite´ pour les actions est:
|=w Ac(ϕ, χ, ψ) ssi |=w ϕ et |=a(w) χ et |=n(w) ψ
Autrement dit, l’action Ac(ϕ, χ, ψ) est vraie pour w si et seulement si ϕ est vrai
pour w, χ est vrai pour les sce´narios accessibles a` w qui correspondent aux sce´narios
qui re´sultent des actions de l’agent, et ψ est vrai pour les sce´narios accessibles a` w qui
correspondent aux actions qui re´sultent de la nature.
L’originalite´ de l’approche de Lucas (2006, p.101) est que ce dernier conside`re les
actions en tant que morphismes dans le cadre de la the´orie des cate´gories. En effet, il
entend les actions comme des fle`ches allant d’un ensemble de conditions initiales a` un
ensemble de re´sultats.
Lucas (2008, p.370) de´finit une alge`bre d’action comme un triplet 〈B,ACT , C〉 avec
B et C deux alge`bres de Boole (possiblement diffe´rentes l’une de l’autre) et
ACT = 〈A, 0, 1,¬,∧,∨, C0, 〉 un ensemble partiellement ordonne´ se comportant comme
une logique bi-intuitionniste (Lucas 2006, p.86). (La notion de co-support C0 est intro-
duite pour repre´senter les conditions dans lesquelles la ne´gation d’une action est obtenue.)
Supposant que F1 et F2 sont respectivement les ensembles d’expressions bien forme´es de
B et C, Lucas (2006, p.102) conc¸oit une action comme un morphisme a : Σ → F2, avec
Σ ⊆ F1. En ce sens, une action est vue comme un morphisme d’un ensemble de condi-
tions a` un ensemble de re´sultats. Les actions doivent satisfaire une condition de cohe´rence
telle que a(σ) = a(σ′) pour σ, σ′ ∈ Σ, c’est-a`-dire que l’action a donne le meˆme re´sultat
pour toute sous-condition σ ∈ Σ. En d’autres termes, les sous-conditions sont cohe´rentes
entres-elles, c’est-a`-dire que deux sous-conditions d’un ensemble Σ donnent les meˆmes
re´sultats.
Les actions sont pre´-ordonne´es par ≤ (Lucas 2008, p.369), 1 est l’action vide et 0
l’action nulle. L’action vide correspond a` ne rien faire, alors qu’il est impossible d’accomplir
l’action nulle.
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Sur la base de (A, 0, 1,∧,∨), Lucas (2006, p.106) de´finit (A, 0, 1,∧,∨,∼,→) comme
un syste`me de´ductif intuitionniste avec → l’adjoint de ∧ et ∼ la ne´gation intuitionniste,
de´finie par ∼ α = α → 0 (voir aussi Lucas 2008, p.383). Cela dit, Lucas ajoute aussi un
adjoint a` la disjonction en plus d’une ne´gation v. L’adjoint a` la disjonction est gouverne´
par (cl’) et la ne´gation est de´finie par:
vα = 1\α
:
γ ≤ α ∨ β
(cl’)
γ\β ≤ α
C’est en vertu de cette seconde ne´gation que ACT est de´fini comme une logique
bi-intuitionniste. Une logique bi-intuitionniste est entendue comme une alge`bre de bi-
Heyting, c’est-a`-dire un treillis distributif qui comprend une alge`bre de Heyting et une
alge`bre de co-Heyting.
Lucas (2008, p.370) utilise une troisie`me ne´gation afin de dualiser les connecteurs,
en introduisant les connecteurs duaux (−)∗ a` l’aide de:
α ≤∗ β ⇔ ¬β ≤ ¬α
α ≤ β ⇔ ¬β ≤∗ ¬α
α ∧∗ β = ¬(¬α ∨ ¬β)
α ∨∗ β = ¬(¬α ∧ ¬β)
1∗ = ¬0
0∗ = ¬1
α\∗β = ¬(¬β → ¬α)
v∗α = ¬ ∼ ¬α
α→∗ β = ¬(¬β\¬α)
∼∗ α = ¬v¬α
Ainsi, ∧ et ∧∗ distribuent sur ∨. L’interpre´tation de ces connecteurs n’est cependant
pas explicite´e.
Outre les avance´es faites par Lucas (2006) et reprises dans Lucas (2007), Lucas
(2008) propose d’utiliser sa logique de l’action afin de construire une logique de´ontique.
En un mot, l’ide´e est de de´finir l’obligation de α comme la ne´cessite´ que la description
des conditions entraˆıne les re´sultats. Autrement dit, une action est obligatoire lorsque les
conditions entraˆınent ne´cessairement les re´sultats. Cette conception est a` entendre dans
les meˆmes lignes qu’en logique modale, ou` la relation induite sur le mode`le se´mantique par
l’axiomatisation de l’obligation permet d’isoler les sce´narios ou` l’obligation est re´alise´e. En
ce sens, il s’agit d’une se´mantique ide´ale: on met de coˆte´ les sce´narios ou` l’obligation n’est
pas re´alise´e. De meˆme, chez Lucas, la conception de l’obligation est telle que la ve´rite´
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des conditions entraˆınera ne´cessairement la ve´rite´ du re´sultat. Comme Lucas (2008, p.79)
le mentionne, sa conception de l’obligation permet de de´river plusieurs conse´quences du
syste`me standard, notamment l’agre´gation, la distribution de O sur l’implication, (ROM)
et le paradoxe de Ross.
Un point inte´ressant de l’approche de Lucas est que celui-ci adopte la distinction
courante en logique dynamique entre la logique de l’action et la logique propositionnelle.
En effet, l’ide´e fondamentale derrie`re son approche est que la structure alge´brique des
actions est fondamentalement diffe´rente de la structure alge´brique des propositions que
l’on utilise afin de parler de ces actions. Il s’agit la` d’un principe auquel nous adhe´rons et
qui, comme nous le verrons, sera au fondement de l’analyse propose´e au chapitre 14.
* * *
Ceci clos notre la revue de la litte´rature portant sur les approches alge´briques en
logique de´ontique. Au total, outre l’approche de Lucas (qui n’a d’ailleurs malheureusement
pas eu e´norme´ment d’impact au sein de la litte´rature), on voit aise´ment que toute approche
en logique de´ontique qui repose sur une alge`bre d’action utilise en fait une alge`bre de Boole.
Au chapitre 14, nous analyserons plus en de´tails d’autres logiques de l’action, qui ne sont
pas ne´cessairement utilise´es en vue de la logique de´ontique. Pour l’instant, passons a` la
logique non-monotone avant de conclure cette revue de la litte´rature.
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Chapitre 8
Logique non-monotone
La logique de´ontique non-monotone constitue une branche importante de la logique de´on-
tique. Ses principales applications se trouvent en informatique the´orique et en program-
mation, plus pre´cise´ment en intelligence artificielle, ou` l’on cherche a` mode´liser le raison-
nement et l’apprentissage. La logique non-monotone est pertinente en intelligence ar-
tificielle conside´rant qu’elle permet de mode´liser les raisonnements qui se font a` la lu-
mie`re d’une information spe´cifique, ou` la conclusion du raisonnement peut varier lorsque
l’information change. L’objectif de ce chapitre est de familiariser le lecteur avec la logique
de´ontique non-monotone. Notre objectif n’est pas de dresser un portrait exhaustif de la
litte´rature sur le sujet, mais plutoˆt de fournir au lecteur le mate´riel ne´cessaire a` la com-
pre´hension des approches que l’on y trouve, ainsi que des enjeux fondamentaux qui guident
cette discipline. Le lecteur inte´resse´ par la logique de´ontique non-monotone est invite´ a`
consulter l’ouvrage e´dite´ par Nute (1997).
La premie`re section expose les principales motivations qui guident l’introduction des
logiques de´ontiques non-monotones. Les notions de monotonie et de non-monotonie y
sont explique´es, et les arguments en faveur de la non-monotonie des infe´rences normatives
sont expose´s. Par la suite, l’approche de Horty (1997) est pre´sente´e a` titre d’exemple
d’approche non-monotone en logique de´ontique. Ce choix a e´te´ re´alise´ en fonction du fait
que l’approche de Horty est tre`s claire et est moins axe´e vers ses applications en informa-
tique, ce qui rend le texte plus abordable pour le lecteur qui provient de la philosophie
plutoˆt que de l’informatique the´orique. Finalement, diffe´rentes notions de de´faisabilite´
sont pre´sente´es a` la dernie`re section, conforme´ment a` la proposition de van der Torre et
Tan (1997).
Motivations
La logique non-monotone vise la formalisation des infe´rences quotidiennes (ou ordinaires),
qui se font a` la lumie`re d’une information qui est plus souvent qu’autrement incomple`te.
Ce type d’approche a une incidence directe en intelligence artificielle, ou` l’objectif est de
programmer des machines capables de raisonner a` l’instar de l’homme. Ainsi, la logique
non-monotone permet la repre´sentation formelle des infe´rences ou` les conclusions sont
adapte´es en fonction de l’information que l’on a. Elle permet a` une machine de « changer
d’ide´e». En termes de input et de output, la logique non-monotone permet de faire
varier le output de´pendamment du input, ce qui n’est pas possible dans les cadres de
travail monotones. Outre ses applications en informatique et en intelligence artificielle,
la logique de´ontique non-monotone vise aussi la repre´sentation des infe´rences le´gales, ou`
certaines conclusions sont parfois renverse´es, notamment lorsque celles-ci sont prises a`
partir d’information incomple`te.
Grossie`rement, l’ide´e de base derrie`re les cadres de travail non-monotones est de
fournir des syste`mes qui permettent de modifier les conclusions auxquelles on arrive en
fonction de l’information que l’on posse`de. Une relation de conse´quence est dite monotone
lorsque l’ajout de certaines pre´misses a` une infe´rence valide ne change pas la conclu-
sion. Autrement dit, une relation de conse´quence monotone respecte la re`gle structurale
d’affaiblissement (i.e., weakening, cf. Gentzen 1934):
A ` B (wk)
A,C ` B
Si B est une conse´quence de A et que la relation de conse´quence est monotone, alors
B sera aussi la conse´quence d’un ensemble de pre´misses qui contient A. Une relation de
conse´quence est donc monotone lorsque celle-ci est stable et produit toujours le meˆme
re´sultat a` partir d’un ensemble de pre´misses. Lorsque la relation de conse´quence est
monotone, l’ajout de certaines pre´misses ne change pas la conclusion.
Certains raisonnements quotidiens ne respectent cependant pas ce sche´ma d’infe´rence.
En effet, certaines infe´rences peuvent eˆtre de´faites, voire de´construites. Dans certains cas,
l’ajout d’information change la conclusion a` laquelle on parvient. Cela peut eˆtre mis en
e´vidence a` l’aide des deux exemples suivants. Conside´rons d’abord les e´nonce´s qui suivent.
p = Il pleut.
q = Paul va au cine´ma.
r = Marie appelle Paul.
s = Paul va chez Marie.
Supposons que Paul planifie sa journe´e et qu’il en arrive a` la conclusion que s’il pleut,
alors il va au cine´ma, mais cependant si Marie appelle, alors il ira chez elle. Supposons
maintenant que cette information est transmise a` Pierre, et qu’en plus on lui dit que cette
journe´e la` il pleuvait. On demande a` Pierre ce qu’a fait Paul. Son raisonnement sera alors
p ⊃ q, r ⊃ s, p ` q
et ce dernier conclura que Paul est alle´ au cine´ma. Cela dit, si par la suite on apprend a`
Pierre que Marie a appele´ Paul, alors son raisonnement sera
p ⊃ q, r ⊃ s, p, r ` s
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et il conclura plutoˆt que Paul est alle´ chez Marie. De plus, si on lui demande si Paul
est alle´ au cine´ma, alors Pierre re´pondra que non puisque Paul est alle´ chez Marie. De
fait, l’ajout de l’information r a` l’ensemble de pre´misses {p ⊃ q, r ⊃ s, p} fait changer la
conclusion. En ce sens, l’infe´rence de Pierre n’est pas monotone conside´rant que
p ⊃ q, r ⊃ s, p ` q
mais
p ⊃ q, r ⊃ s, p, r 0 q
et donc que la re`gle (wk) n’est pas respecte´e.
Par ailleurs, la non-monotonie s’aperc¸oit aussi de par le fait que certaines infe´rences
ne respectent pas la re`gle (cut), qui repre´sente la transitivite´ de la relation de conse´quence.1
A ` B B ` C (cut)
A ` C
Cette re`gle indique que lorsque B est une conse´quence de A et que C est une con-
se´quence de B, alors ne´cessairement il en re´sulte que C est une conse´quence de A. Cepen-
dant, certaines infe´rences quotidiennes ne respectent pas cette re`gle. Prenons par exemple
les propositions suivantes.2
p = Paul est que´be´cois.
q = La langue maternelle de Paul est le franc¸ais.
r = Paul est ne´ en France.
Supposons que l’on transmet l’information suivante a` Pierre:
1. La langue maternelle de la plupart des que´be´cois est le franc¸ais.
2. La plupart des franc¸ais sont ne´s en France.
Pierre acceptera donc comme pre´misses que p ⊃ q et que q ⊃ r. Toutefois, ce
n’est pas parce que Pierre accepte ces deux pre´misses qu’il acceptera aussi ne´cessairement
que p ⊃ r. Malgre´ que, de manie`re ge´ne´rale, si une personne est que´be´coises, alors sa
langue maternelle est le franc¸ais, et que dans la plupart des cas si la langue maternelle
d’un individu est le franc¸ais alors celui-ci est ne´ en France, cela n’implique pas que si un
individu est que´be´cois alors celui-ci est ne´ en France.
1 Soulignons cependant que ce type d’argument n’est pas pre´sente´ en faveur de la non-monotonie des
infe´rences normatives.
2 L’exemple est adapte´ de Antonelli (2012).
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Dans le cas de la logique de´ontique, l’introduction d’un cadre de travail non-monotone
peut eˆtre justifie´e de deux manie`res. Alors que certains utilisent la logique de´ontique non-
monotone afin de pouvoir repre´senter les conflits d’obligations, comme Ryu et Lee (1997)
et Horty (1997), d’autres l’utlisent plutoˆt afin de pouvoir repre´senter formellement les
obligations conditionnelles, par exemple van der Torre et Tan (1997).
Prenons le syste`me standard a` titre d’exemple. Conside´rant l’axiome (D), qui est
propositionnellement e´quivalent a`
¬(OA ∧O¬A)
il en re´sulte que dans une situation ou` il y a un conflit d’obligations, alors n’importe quelle
action est obligatoire puisque:
`KD (OA ∧O¬A) ⊃ OB
Il s’agit la` de l’explosion de´ontique. Si, par exemple, Paul a le devoir d’aider sa patrie
en allant a` la guerre, mais qu’il a aussi le devoir moral de rester a` la maison pour aider
sa me`re qui est paraple´gique, alors Paul est dans une situation ou` il est dans l’obligation
d’aller a` la guerre et de ne pas aller a` la guerre. Au sein de KD, cela entraˆıne que Paul est
dans l’obligation de voler une banque, ce qui, e´videmment, n’est pas un re´sultat de´sire´.
Par ailleurs, la non-monotonie des infe´rences normatives s’aperc¸oit de par le fait que
celles-ci ne respectent pas le sche´ma d’infe´rence (wk). Le lecteur est re´fe´re´ au chapitre 15
pour une analyse de´taille´e des arguments en faveur de la logique de´ontique non-monotone.
Ayant maintenant vu les principales motivations pour l’introduction de la logique de´on-
tique non-monotone, passons maintenant a` l’approche de Horty (1997), qui nous servira
a` titre de paradigme afin d’exemplifier la strate´gie derrie`re les cadres de travail non-
monotones.
John Horty
L’introduction des relations de conse´quences non-monotones vise la repre´sentation des
infe´rences ordinaires ou quotidiennes, ou` les conclusions auxquelles on parvient varient
en fonction de l’information que nous avons. En plus de viser a` repre´senter comment
les individus re´fle´chissent au quotidien, ces relations de conse´quences sont aussi applique´es
dans le domaine de l’intelligence artificielle, ou` l’objectif est de faire le tri dans l’information
fournie afin d’obtenir les conclusions de´sire´es. Ainsi, on s’assure que les machines soient en
mesure d’atteindre certains de leurs buts meˆme lorsque que ceux-ci sont contradictoires.
Un des principaux objectifs qui a motive´ l’introduction des logiques non-monotones e´tait
de de´velopper une logique qui soit capable de rendre compte des infe´rences humaines afin
de pouvoir servir a` des fins de programmation en intelligence artificielle (Horty 1997, p.23).
Dans le contexte de la logique de´ontique, les logiques non-monotones sont pertinentes
lorsque l’on cherche a` formaliser les conflits d’obligations ou les obligations conditionnelles.
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Le texte de Horty (1997) offre une introduction quant aux motivations qui guident les
de´veloppements de la logique de´ontique non-monotone (voir aussi Horty 1994). D’emble´e,
ce dernier conside`re que la logique non-monotone est pertinente lorsque l’on cherche a`
formaliser les conflits d’obligations. Un conflit d’obligations survient lorsque deux normes
dictent des actions incompatibles, c’est-a`-dire qui ne peuvent eˆtre re´alise´es simultane´ment.
Afin de mettre en e´vidence l’importance des fondements non-monotones pour une logique
de´ontique, Horty (1997, p.18) insiste sur le fait que les conflits d’obligations ne sont pas
possibles au sein du syste`me standard. En vertu de l’axiome (D), il est impossible d’avoir
une situation telle que OA∧O¬A est vrai, et par conse´quent le syste`me standard ne permet
pas de rendre compte des conflits d’obligations. Conside´rant que les conflits d’obligations
sont courants, Horty en conclut qu’une logique de´ontique digne de ce nom se doit de rendre
compte de telles situations.
Comme il le mentionne (Horty 1997, p.20), on trouve de´ja` des approches monotones
au sein de la litte´rature qui permettent de rendre compte des conflits d’obligations. Le
syste`me propose´ par Chellas (1974), par exemple, permet la repre´sentation des conflits
d’obligations. La proposition de Chellas est de mode´liser les obligations conditionnelles a`
l’aide d’une logique modale non-normale plus faible que le syste`me K, construite comme
une extension de la logique propositionnelle a` laquelle on ajoute la re`gle d’infe´rence (ROM)
et l’axiome ¬O⊥.3 Les conflits d’obligations sont possibles au sein d’un tel syste`me dans
la mesure ou`, contrairement au syste`me standard, il n’y a pas d’e´quivalence entre (D) et
¬O⊥, ce qui re´sulte du fait que l’agre´gation (OA ∧OB) ⊃ O(A ∧B) n’est pas de´rivable.
Or, Horty (1997, p.22) soutient que le rejet complet de l’agre´gation rend le sys-
te`me de Chellas trop faible. En effet, malgre´ qu’il soit souhaitable de rejeter l’e´nonce´
(OA ∧ O¬A) ⊃ O(A ∧ ¬A), sans quoi nous obtiendrions (OA ∧ O¬A) ⊃ OB puisque
O(A ∧ ¬A) ⊃ OB en vertu de (ROM) et du fait que (A ∧ ¬A) ⊃ B, l’agre´gation est
ne´anmoins parfois de´sirable, notamment lorsqu’il n’y a pas de conflit.
Afin de mettre ce point en e´vidence, Horty (1997, p.21) propose l’argument suivant,
qui pour eˆtre valide´ dans une approche comme celle de Chellas doit utiliser une instance
du principe d’agre´gation. Supposons qu’un agent est dans l’obligation de soit payer ses
taxes en un seul paiement ou de les payer en deux versements. Supposons maintenant que
cet agent est dans l’obligation de ne pas payer ses taxes en un seul paiement en raison
de contraintes financie`res familiales. Dans une telle situation, nous voulons conclure que
l’agent est dans l’obligation de payer ses taxes en deux versements. Cependant, afin que
ce raisonnement soit valide dans le syste`me de Chellas, il faudrait eˆtre en mesure de passer
de O(p∨ q)∧O¬p a` O((p∨ q)∧¬p) a` l’aide de l’agre´gation afin de pouvoir ensuite utiliser
(ROM) et le fait que ((p ∨ q) ∧ ¬p) ⊃ q pour conclure que Oq. Cependant, l’agre´gation
n’est pas disponible au sein du syste`me de Chellas, et par conse´quent ce dernier n’est pas
en mesure de valider l’argument susmentionne´.
La conclusion a` laquelle arrive Horty est que le principe d’agre´gation ne doit pas
permettre de conclure un conflit d’obligations, mais doit ne´anmoins pouvoir eˆtre utilise´
3 Pour une pre´sentation de´taille´e, voir Chellas (1980) sections 6.5 et 10.2 et Peterson (2011) section
4.4.
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lorsque les conflits sont pre´venus. La solution propose´e par Horty (1997, p.22) est inspire´e
de la de´finition de la conse´quence de´ontique chez van Fraassen (1973, p.17). Soit Γ un
ensemble de propositions qui contient des e´nonce´s du type OA et M un mode`le de la
logique classique. Le pointage d’un mode`le M relativement a` un ensemble Γ est de´fini
par:
scoreΓ(M) = {OA ∈ Γ : |=M A}
Autrement dit, l’ensemble scoreΓ(M) contient les propositions OA membres de Γ
pour lesquelles A est vrai dans M. Par exemple, si
Γ = {Op,O¬q, O(p ⊃ q)}
alors il y a
M1 = {p}
M2 = {p,¬q}
M3 = {p, p ⊃ q}
M4 = {¬q}
M5 = {¬q, p ⊃ q}
M6 = {p ⊃ q}
tels que
scoreΓ(M1) = {Op}
scoreΓ(M2) = {Op,O¬q}
scoreΓ(M3) = {Op,O(p ⊃ q)}
scoreΓ(M4) = {O¬q}
scoreΓ(M5) = {O¬q, O(p ⊃ q)}
scoreΓ(M6) = {O(p ⊃ q)}
Cependant, il n’y a pas de mode`le M qui satisfasse a` la fois p, ¬q et p ⊃ q. Main-
tenant, soit |A| = {M : |=M A} l’ensemble qui contient les mode`les pour lesquels A est
vrai. Par exemple, |p| = {M1,M2,M3}.
Ayant ces notions en mains, la conse´quence de´ontique `F est de´finie par:
Γ `F OA⇔ il y a M1 ∈ |A| pour lequel il n’y a pas de
M2 ∈ |¬A| t.q. scoreΓ(M1) ⊆ scoreΓ(M2)
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Conforme´ment a` l’exemple pre´ce´dent, nous avons:
scoreΓ(M1) ⊆ scoreΓ(M2)
scoreΓ(M1) ⊆ scoreΓ(M3)
scoreΓ(M4) ⊆ scoreΓ(M2)
scoreΓ(M4) ⊆ scoreΓ(M5)
scoreΓ(M6) ⊆ scoreΓ(M3)
scoreΓ(M6) ⊆ scoreΓ(M5)
et
|q| = {M3}
|¬q| = {M1,M2,M4,M5,M6}
Selon cet exemple, on voit aise´ment que Γ `F O¬q puisque M2 ∈ |¬q| et
scoreΓ(M2) 6⊆ scoreΓ(M3). De meˆme, nous pouvons conclure que Γ `F Oq puisqu’il
n’y a pas de mode`le dans |¬q| tel que scoreΓ(M3) ⊆ scoreΓ(Mi) pour i ∈ {1, 2, 4, 5, 6}.
Cependant, nous avons Γ 0F O(q ∧ ¬q) puisque |q ∧ ¬q| = ∅ et donc il n’y a pas de
M∈ |q ∧ ¬q| qui satisfait la condition.
L’objectif de Horty est donc de repre´senter ces ide´es dans le cadre d’une logique
non-monotone. Pour ce faire, il utilise la logique des conditions de base (default logic)
de Reiter (1980). Ici, l’ide´e est d’indexer une infe´rence de A vers B a` une condition C.
Autrement dit, plutoˆt que de repre´senter une infe´rence comme une paire (A,B), ou` A est
une pre´misse et B une conclusion, l’infe´rence est repre´sente´e par un triplet (A,B|C) ou`
la conclusion B ne peut eˆtre infe´re´e a` partir de A que lorsque cela est consistant avec C
(Horty 1997, p.24).
Une the´orie de base (a default theory) ∆ = 〈W ,D〉 est de´finie comme un ensemble de
propositionsW auquel on ajoute un ensemble de re`gles D qui guident les infe´rences. Ayant
une the´orie de base a` notre disposition, l’objectif est de de´finir ce qu’est une extension E
pour une the´orie ∆. Une extension E pour une the´orie ∆ = 〈W ,D〉 est de´finie par les trois
conditions suivantes.
W ⊆ E (8.1)
E = Cn(E) (8.2)
pour tout (A,B|C) ∈ D, A ∈ E et ¬C /∈ E ⇒ B ∈ E (8.3)
Alors que la premie`re condition stipule que E est une extension de W , c’est-a`-dire
que toute formule de W est contenue dans E , la seconde indique que l’extension contient
l’ensemble de ses conse´quences logiques. La troisie`me condition assure que l’extension
contient les conclusions qui peuvent eˆtre de´rive´es a` partir des re`gles de base (default rules),
et donc pour chaque re`gle de la forme B est de´rivable a` partir de A a` condition que cela
est consistant avec C, on conclut que B est dans l’extension lorsque A s’y trouve et que
rien ne permet de contredire C.
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Cela fait, Horty (1997, p.28) en vient a` faire le paralle`le entre la relation de con-
se´quence `F et le cadre de travail non-monotone. En de´finissant la the´orie de base ∆Γ
pour un ensemble d’obligations Γ par W = ∅ et l’ensemble de re`gles de base par
D = {(>, A|A) : OA ∈ Γ}
Horty obtient que Γ `F OA si et seulement si A ∈ E pour une extension E de ∆Γ. En mots,
ce re´sultat signifie qu’une obligation OA peut eˆtre infe´re´e d’un ensemble d’obligations
lorsque A est consistante avec les autres propositions au sein d’une extension de la the´orie
de base.
Afin d’illustrer cela, conside´rons l’exemple susmentionne´. L’ensemble de re`gles de
base de ∆Γ est D = {(>, p|p), (>,¬q|¬q), (>, p ⊃ q|p ⊃ q)}. Cette the´orie posse`de
plusieurs extensions, de´pendamment de l’ordre dans lequel elles sont construites. Par
exemple, si l’on prend d’abord (>, p|p), alors nous avons > ∈ E1 puisque W = ∅ et
> ∈ Cn(∅), et puisque ¬p /∈ E1 nous obtenons p ∈ E . Ensuite, il y a deux possibilite´s.
Si l’on conside`re d’abord (>, p ⊃ q|p ⊃ q), alors on obtient p ⊃ q ∈ E1 par le meˆme
raisonnement et puisque E1 = Cn(∅ ∪ {p, p ⊃ q}), on obtient que q ∈ E1, voire que
¬¬q ∈ E1. Dans cette optique, la condition (3) ne permet pas de conclure que ¬q ∈ E1 e´tant
donne´ que ¬¬q ∈ E (pour que ce soit le cas il faudrait que ¬¬q /∈ E1). Par ailleurs, si plutoˆt
nous avions opte´ pour l’ajout de (>,¬q|¬q), alors nous aurions obtenu que ¬q ∈ E2 puisque
> ∈ E2 et ¬¬q /∈ E2, et par conse´quent ¬(p ⊃ q) ∈ E2 puisque ¬(p ⊃ q) ∈ Cn(∅∪{p,¬q}).
Finalement, si l’on de´bute par conside´rer (>, p ⊃ q|p ⊃ q) et ensuite (>,¬q|¬q), on
obtient une extension E3 = Cn(∅ ∪ {p ⊃ q,¬q}) pour laquelle ¬p ∈ E3. En ce sens,
de´pendamment de l’ordre dans lequel les propositions sont conside´re´es, on peut obtenir
diffe´rentes extensions pour une meˆme the´orie.
E1 = Cn(∅ ∪ {p, p ⊃ q})
E2 = Cn(∅ ∪ {p,¬q})
E3 = Cn(∅ ∪ {p ⊃ q,¬q})
Certaines the´ories peuvent avoir aucune, une ou plusieurs extensions. Lorsqu’il y a
plusieurs extensions disponibles, les deux strate´gies possibles sont soit la strate´gie cre´dule,
qui consiste a` prendre une extension au hasard et a` accepter comme conclusion ce qui
se trouve dans cette extension, ou la strate´gie sceptique, qui consiste a` n’accepter comme
conclusion que ce qui fait partie de chaque extension (Horty 1997, p.26).
Le fait qu’une the´orie de base puisse posse´der plusieurs extensions ame`ne Horty
(1997, p.32) a` de´finir une relation de conse´quence de´ontique sceptique `S, pour laquelle
une obligation OA peut eˆtre de´rive´e d’un ensemble d’obligations Γ seulement lorsque A
appartient a` toutes les extensions E de ∆Γ. Autrement dit, la relation de conse´quence est
de´finie par Γ `S OA si et seulement si A ∈ E pour tout E extension de ∆Γ. Selon cette
de´finition et conforme´ment a` l’exemple susmentionne´, cela entraˆıne que meˆme si
Γ `F Op
Γ `F O¬q
Γ `F O(p ⊃ q)
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nous avons cependant
Γ 0S Op
Γ 0S O¬q
Γ 0S O(p ⊃ q)
puisque E1 ∩ (E2 ∩ E3) = Cn(∅). Cela dit, si nous avions plutoˆt Γ′ = Γ ∪ {Or}, alors
E ′1 = Cn(∅ ∪ {p, p ⊃ q, r})
E ′2 = Cn(∅ ∪ {p,¬q, r})
E ′3 = Cn(∅ ∪ {p ⊃ q,¬q, r})
et donc Γ′ `S Or.
Outre la relation de conse´quence de´ontique sceptique, Horty discute des relations
qui se trouvent entre le syste`me de Chellas, KD et la relation de conse´quence `F . Par
la suite, ce dernier aborde aussi la question des obligations conditionnelles, ce qui ne sera
pas pre´sente´ conside´rant que les de´veloppements qu’il propose ne sont que pre´liminaires
et sujets a` plusieurs proble`mes (cf. Horty 1997, p.40).
Pour conclure, soulignons que meˆme si les approches non-monotones peuvent sembler
souhaitable, celles-ci laissent ne´anmoins place a` des re´sultats inde´sirables. Dans le cas de
Horty, par exemple, autant `F que `S nous laissent dans une impasse.
D’un coˆte´, l’interpre´tation de `F nous laisse le choix entre les diffe´rentes extensions
qui s’offrent a` nous. Ainsi, conforme´ment a` l’exemple susmentionne´, on peut autant choisir
entre Γ `F Op et Γ `F O(p ⊃ q) que Γ `F O¬q. Cependant, certaines obligations au
sein d’un conflit sont prioritaires a` d’autres, et par conse´quent il est plausible que plutoˆt
que d’avoir un choix a` faire entre deux obligations, l’une domine l’autre. En ce sens,
si l’objectif de la logique de´ontique non-monotone est de permettre de de´terminer quelles
sont les obligations en place lors d’un conflit, la strate´gie cre´dule ne permet pas d’atteindre
cet objectif puisqu’elle laisse le choix a` l’agent. Dans le meˆme ordre d’ide´es, la relation de
conse´quence de´ontique sceptique e´limine simplement toutes les obligations qui sont lie´es
au conflit et ne garde que les obligations qui n’y sont pas rattache´es. Dans l’exemple
pre´ce´dent, nous n’avions ni Γ `S Op, ni Γ `S O¬q, ni Γ `S O(p ⊃ q).
Or, l’inte´reˆt de pouvoir mode´liser les conflits d’obligations est d’eˆtre en mesure de
pouvoir de´terminer les obligations actuelles d’un agent. De manie`re ge´ne´rale, un conflit
d’obligations ne se re´soud pas simplement en se de´barassant des obligations qui sont en
conflit les unes avec les autres. Lorsqu’un conflit d’obligations surgit, il est plutoˆt plausible
que l’une des obligations domine l’autre. Certains, notamment Royakkers et Dignum
(1997) et van der Torre et Tan (1997), re´pondent a` cette intuition en introduisant une
relation de pre´fe´rence (de hie´rarchie) entre les obligations. Ce type de solution est inspire´
des travaux de Alchourro´n et Makinson (1981).
Toutefois, il n’en demeure pas moins qu’il soit possible d’avoir une situation ou` les
deux obligations sont incommensurables, comme demander a` un parent ce qu’il pre´fe`re
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entre sauver l’un ou l’autre de ses enfants. Dans une telle situation, meˆme si l’on accepte
une hie´rarchie entre les obligations, la relation de conse´quence ne permettra pas de conclure
ce qui devrait eˆtre fait.
En ce sens, meˆme si l’approche de Horty permet de re´pondre a` certaines objections
qui peuvent eˆtre souleve´es contre la logique de´ontique standard, son approche ne parvient
pas a` mode´liser ade´quatement les conflits d’obligations. Lorsqu’un conflit d’obligations
prend place, la solution ne consiste pas simplement a` tout rejeter, mais consiste plutoˆt,
lorsque cela est possible, a` se´lectionner l’obligation qui devrait prendre place.
Diffe´rents types de de´faisabilite´
Ces conside´rations nous ame`nent aux diffe´rentes manie`res de de´faire un argument.4 Dans
un article portant sur le traitement de l’obligation conditionnelle, van der Torre et Tan
(1997, p.82) distinguent entre trois types de de´faisabilite´, notamment la de´faisabilite´
factuelle (factual defeasability), la de´faisabilite´ de priorite´ forte (strong overridden de-
feasability) et la de´faisabilite´ de priorite´ faible (weak overridden defeasability).
La de´faisabilite´ factuelle survient lorsqu’un fait contredit une re`gle de base. Prenons
le fameux exemple de Tweety. Dans le raisonnement
P1 Les oiseaux volent.
P2 Tweety est un oiseau.
C Tweety vole.
la re`gle de base Les oiseaux volent peut eˆtre de´faite par l’ajout de l’information Tweety
ne vole pas. Il s’agit donc d’un cas de de´faisabilite´ factuelle dans la mesure ou` la re`gle de
base est rejete´e en vertu d’un fait.
La de´faisabilite´ de priorite´ quant a` elle survient lorsqu’une re`gle annule une autre.
Dans le cas de Kant et du nazi, par exemple, la re`gle Il faut toujours dire la ve´rite´ peut
eˆtre surpasse´e par la re`gle il faut mentir si cela permet de sauver la vie de quelqu’un. En
ce sens, le raisonnement
P1 Il faut toujours dire la ve´rite´.
C Paul doit avouer au nazi qu’il cache une famille
juive dans son grenier.
peut eˆtre de´fait en accordant priorite´ a` la re`gle il faut mentir si cela permet de sauver la
vie de quelqu’un. Comme le mentionnent van der Torre et Tan (1997, p.83), la de´faisabilite´
de priorite´ est pertinente dans les cas de conflits d’obligations ou` l’une doit eˆtre retenue
en faveur de l’autre.
4 Faute d’une meilleure traduction, nous allons utiliser les termes de´faire, de´faisable ainsi que de´fais-
abilite´ pour re´fe´rer aux concepts de defeasible reasoning et de defeasibility en logique non-monotone.
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La diffe´rence entre la de´faisabilite´ de priorite´ faible et forte peut s’apercevoir a` l’aide
de la distinction entre l’annulation d’une obligation et son surpassement contextuel (over-
shadowing). Alors que la de´faisabilite´ de priorite´ forte survient lorsqu’il y a ne´cessairement
annulation (rejet), la de´faisabilite´ de priorite´ est faible lorsqu’il y a possibilite´ de surpasse-
ment contextuel. Dans l’exemple susmentionne´, l’obligation de dire la ve´rite´ n’est pas
comple`tement rejete´e, mais est seulement mise de coˆte´ en faveur d’une autre obligation
qui a pre´se´ance sur celle-ci. En ce sens, il s’agit d’un cas de de´faisabilite´ de priorite´ faible
puisque le surpassement de l’obligation il faut mentir pour sauver la vie de quelqu’un sur
il faut dire la ve´rite´ de´pend du contexte dans lequel Paul se trouve.
Un cas de de´faisabilite´ de priorite´ forte survient lorsqu’une re`gle est comple`tement
abandonne´e en faveur d’une autre. Cela peut se produire lorsque dans un certain contexte
une obligation n’est simplement plus applicable.
La conclusion a` laquelle parviennent les auteurs est que chaque type de de´faisabilite´
s’applique a` une situation pre´cise. Alors que la de´faisabilite´ factuelle permet de repre´senter
les cas ou` certaines obligations sont viole´es, la de´faisabilite´ de priorite´ forte permet de
repre´senter les cas ou` certaines obligations sont plus spe´cifiques et la de´faisabilite´ faible
repre´sente les obligations prima facie (van der Torre et Tan 1997, p.118).
Selon van der Torre et Tan (1997, p.98), les obligations contraires au devoir mettent
en jeu des violations et doivent eˆtre mode´lise´es a` l’aide de de´faisabilite´ factuelle. Par
exemple, dans le cas du paradoxe de Chisholm, nous avons
O¬p (8.4)
O(¬p ⊃ ¬q) (8.5)
p ⊃ Oq (8.6)
p (8.7)
et dans le syste`me standard cela permet de de´river O¬q et Oq. Dans cette situation, la
de´faisabilite´ de l’argument en faveur de Oq vient du fait que l’obligation O¬p a e´te´ viole´e.
Ainsi, la de´faisabilite´ du paradoxe de Chisholm en faveur de Oq vient du fait que p.
Les conflits d’obligations qui ne de´coulent pas d’obligations contraires au devoir,
quant a` eux, sont mieux repre´sente´s par la de´faisabilite´ de priorite´ (van der Torre et Tan
1997, p.99). La de´faisabilite´ de priorite´ faible repre´sente les conflits d’obligations entre
des obligations actuelles (toutes choses conside´re´es) et des obligations prima facie dans
la mesure ou` meˆme si les obligations actuelles ont priorite´ dans un contexte donne´, les
obligations prima facie restent en force. Dans l’exemple du nazi, l’obligation de ne pas
mentir reste en force, meˆme si l’on opte plutoˆt pour mentir afin de sauver la vie de la
famille juive.
Finalement, la de´faisabilite´ de priorite´ forte s’applique lorsque les conflits d’obligations
proviennent d’un conflit de normes. En effet, ce type de de´faisabilite´ permet de repre´senter
les cas ou` certaines re`gles sont rejete´es en faveur d’autres re`gles plus spe´cifiques. Afin de
mettre ce point en e´vidence, van der Torre et Tan (1997, p.115) utilisent l’exemple de la
cloˆture, tel qu’expose´ dans Prakken et Sergot (1996). Supposons un re`glement municipal
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tel que:
1) il ne doit pas y avoir de cloˆture autour de la villa;
2) si la villa est au bord de la mer, alors il peut y avoir une cloˆture autour de la villa.
A` supposer que la villa est au bord de la mer, cela est inconsistant au sein du syste`me
standard dans la mesure ou` nous obtenons O¬c et ¬O¬c en vertu de:
O¬c (8.8)
v ⊃ ¬O¬c (8.9)
v (8.10)
Ce raisonnement peut cependant eˆtre de´fait par le biais d’une priorite´ forte dans la
mesure ou` la re`gle (8.9) a priorite´ sur la re`gle (8.8) puisqu’elle est plus spe´cifique. Dans
une telle situation, la re`gle (8.9) annule la re`gle (8.8), c’est-a`-dire que, contrairement a` la
de´faisabilite´ de priorite´ faible, l’obligation qu’il n’y ait pas de cloˆture n’est plus en place.
* * *
Somme toute, les arguments en faveur de fondations non-monotone pour la logique
de´ontique ope`rent de deux manie`res distinctes: soit on insiste sur le fait que les syste`mes
standards ne permettent pas de rendre compte des conflits d’obligations, soit on insiste
sur le fait qu’ils ne sont pas en mesure de mode´liser ade´quatement les obligations con-
ditionnelles et les conflits potentiels qui peuvent en re´sulter. Dans le chapitre qui suit,
diffe´rents arguments contre les approches pre´sente´es jusqu’ici seront avance´s. La seconde
partie de cette the`se, ou` plusieurs articles sont pre´sente´s, vise a` re´pondre a` la majorite´
de ces objections. Pour une plus ample analyse des arguments en faveur de la logique
non-monotone, le lecteur est invite´ a` consulter le chapitre 15.
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Chapitre 9
Conclusion
Ce chapitre cloˆt la revue de la litte´rature, et par le fait meˆme la premie`re partie de cette
the`se. E´videmment, il va sans dire que la revue propose´e ne couvre pas la totalite´ des
publications sur le sujet et que certains auteurs n’ont pas e´te´ traite´s.1 Ne´anmoins, lorsque
combine´e avec ce que nous avons fait pre´ce´demment dans Peterson (2011), la revue est
exhaustive dans la mesure ou` elle couvre les diffe´rents types d’approches que l’on retrouve
en logique de´ontique. Ainsi, nous avons taˆche´ de dresser un portrait le plus complet
possible, fournissant au lecteur le mate´riel de base ne´cessaire a` la compre´hension des
approches que l’on retrouve au sein de la litte´rature.
Le pre´sent chapitre vise a` faire la transition entre la premie`re et la deuxie`me partie de
cette the`se. Dans ce qui suit, nous allons d’abord pre´senter les fondements philosophiques
et juridiques de notre position afin d’expliciter la pertinence de notre analyse pour le
discours le´gal. Cela sera suivi d’une liste d’arguments pouvant eˆtre objecte´s contre les
diffe´rents types d’approches que l’on retrouve en logique de´ontique. Par le fait meˆme, cela
nous permettra de mettre en lumie`re les points importants a` conside´rer lors de l’analyse
du discours normatif.
Fondements philosophiques
Du coˆte´ des fondements, notre position s’inse`re dans la continuite´ de ce qui a e´te´ pre´sente´
dans Peterson (2011, chap. 6). Afin de bien saisir les fondements philosophiques de notre
approche, il faut d’abord comprendre quel est notre objectif. Tel que mentione´ au de´but de
cette partie, l’objectif principal de cette the`se est de de´vlopper des outils formels pertinents
a` l’analyse des infe´rences le´gales. En ce sens, notre objectif n’est pas de de´velopper des
outils pertinents a` l’informatique ou a` la mode´lisation des nmas: l’objectif est de fournir
une compre´hension approfondie de la structure des infe´rences le´gales, et par le fait meˆme
de pre´ciser la structure du discours juridique. Une conse´quence directe de cet objectif est
1 Par exemple, nous n’avons pas pris la peine de traiter explicitement des approches qui se qualifient
de re´ductions andersonniennes, puisque l’ide´e de base derrie`re ces approches est similaire a` la re´duction
que l’on retrouve en logique de´ontique dynamique.
que notre taˆche n’est pas d’expliciter la structure des lois: le but est de de´terminer la
structure des infe´rences faites sur la base des lois.
D’entre´e de jeu, nous sommes d’avis que si la philosophie formelle pre´tend eˆtre
pertinente a` l’analyse du discours le´gal, alors celle-ci doit minimalement re´fle´chir sur les
principes de base qui sont admis en droit. Ainsi, une logique de´ontique pertinente a`
l’analyse des infe´rences le´gales doit a` tout le moins eˆtre fonde´e sur certains principes
ou caracte´ristiques que l’on retrouve au sein du discours juridique. En ce sens, pour
qu’une logique de´ontique soit d’une quelconque utilite´ quant a` l’analyse des infe´rences
le´gales, celle-ci doit eˆtre fonde´e sur des principes admis au sein de la le´gislation et de la
jurisprudence.
En cherchant a` de´terminer les conditions dans lesquelles les infe´rences le´gales sont
valides ou non, on vise a` de´terminer certains crite`res de rationalite´ permettant de distinguer
entre les infe´rences le´gales dont la forme est acceptable de celle dont elle ne l’est pas.
L’objectif de cette the`se n’est cependant pas de fournir une the´orie de la rationalite´, et par
conse´quent notre conception de ce qu’est un argument dont la forme est rationnellement
acceptable repose un crite`re de rationalite´ plutoˆt minimal.
Par un argument rationnel, nous entendons simplement un argument qui respecte
le principe de non-contradiction. Le crite`re de rationalite´ qui se trouve au fondement de
notre analyse est donc la non-contradiction, voire la cohe´rence ou encore la consistance. A`
titre de pre´cision terminologique, notons que l’usage du terme consistance est re´serve´ a` son
utilisation en logique, ou` la consistance est une proprie´te´ (syntaxique) formelle d’un sys-
te`me. Le terme cohe´rence sera utilise´ afin de re´fe´rer a` la cohe´rence de la langue naturelle,
lorsqu’une de´finition formelle explicite n’est pas donne´e. Soulignons aussi la distinction
entre la cohe´rence propositionnelle et la cohe´rence normative. Alors que la premie`re in-
dique qu’une proposition ne peut eˆtre a` la fois vraie et fausse, la seconde implique qu’une
action et son contraire ne peuvent eˆtre obligatoires en meˆme temps. Formellement, la co-
he´rence normative est re´ductible a` la cohe´rence propositionnelle que si l’on admet le sche´ma
d’axiome (D) de la logique de´ontique standard, qui est propositionnellement e´quivalent a`
¬(Oϕ ∧O¬ϕ).
Or, il s’ave`re que la non-contradiction est non seulement un principe fondamental en
droit, mais qu’il s’agit aussi d’un crite`re de rationalite´ pour le discours juridique. E´videm-
ment, quiconque est au fait du syste`me juridique verra aise´ment que les lois sont souvent
contradictoires, ou du moins incompatibles. Cela dit, re´ite´rons que notre objectif n’est
pas d’e´tudier la structure des lois mais que le but est plutoˆt d’e´tudier la structure des
infe´rences le´gales. En ce sens, notre approche se place apre`s interpre´tation. A` supposer
que le sens des lois est fixe´2, notre objectif est de de´terminer les conditions de validite´ des
infe´rences qui peuvent eˆtre faites sur la base de cette le´gislation.
Notre analyse prenant place apre`s interpre´tation, nous avons investigue´ du coˆte´ des
principes qui guident l’interpre´tation des lois afin de fournir des fondements philosophiques
solides a` notre approche. Malgre´ que les diffe´rentes le´gislations soient souvent contradic-
2 L’analyse de la signification de la loi se fait en fonction de l’acceptabilite´ des pre´misses d’un argument.
L’analyse de la validite´ d’un argument fait abstraction de la valeur de ve´rite´ actuelle des pre´misses.
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toires, il n’en demeure pas moins que les lois sont pre´suppose´es cohe´rentes apre`s interpre´-
tation, et donc la pre´somption de cohe´rence est un principe qui guide l’interpre´tation de la
loi. Cette pre´somption de cohe´rence du syste`me juridique re´sulte notamment du fait que
le le´gislateur est pre´suppose´ rationnel, et donc que sa pense´e est pre´supose´e rationnelle et
logique (Coˆte´ 2006, p.387). La cohe´rence se veut une « valeur fondamentale des syste`mes
juridiques, dont elle contribue a` assurer l’autorite´, l’accessibilite´ et l’e´quite´ (Coˆte´ 2006,
p.387).»
La pre´suppose´e cohe´rence d’un syste`me juridique est triviale lorsque l’on conside`re
que l’objectif des lois est de guider l’action (Weinberger 2001, p.134). En effet, l’objectif
d’un syste`me juridique est de de´terminer le cadre a` l’inte´rieur duquel un agent peut ou
doit agir. En le´gife´rant de manie`re contradictoire, on obtient un cadre « vide», ou` aucune
action ne peut eˆtre accomplie sans que l’on contrevienne a` la loi. Ainsi, sans le pre´suppose´
de cohe´rence, un syste`me juridique ne pourrait atteindre son objectif: si l’objectif de la
loi est de guider l’action du citoyen, alors les lois doivent minimalement eˆtre cohe´rentes,
sans quoi le citoyen ne pourra agir conforme´ment aux actions qui lui sont prescrites.
La pre´somption de cohe´rence est non seulement fondamentale au discours juridique,
mais est aussi un crite`re de rationalite´. D’une part, il s’agit d’un principe fondamental
puisqu’elle permet de justifier d’autres principes d’interpre´tation des lois. Par exemple,
la pre´somption de cohe´rence se trouve au fondement de la re`gle nemo intelligere possit
antequam iterum perlegerit : nul ne saurait comprendre avant d’avoir lu et relu le tout au
complet.3 Ce principe, qui dicte qu’une loi doit eˆtre comprise a` la lumie`re de l’ensemble
de la le´gislation, sert a` assurer que l’interpre´tation d’une loi n’engendre pas d’incohe´rence.
D’autre part, la pre´somption de cohe´rence est un crite`re assurant la rationalite´ du dis-
cours juridique. En effet, la Cour supreˆme, citant Sullivan (1994, p.176), affirme que la
pre´somption de cohe´rence vise l’atteinte d’un « cadre rationel».4 En ce sens, la pre´somp-
tion de cohe´rence des lois (apre`s interpre´tation) vise a` assurer et pre´server la rationalite´
du discours juridique.
Suivant la Cour supreˆme5, la pre´somption de cohe´rence est reconnue en Common
law depuis le 16e sie`cle6 et a e´te´ reformule´ par le Conseil prive´7. Cette reformulation,
qui exprime essentiellement qu’une loi doit eˆtre interpre´te´e de manie`re a` pre´server la
cohe´rence de la le´gislation, a e´te´ re´adopte´e par la Cour supreˆme en 1952 dans l’affaire The
King c. Assessors of the Town of Sunny Brae8. Plus tard, dans 2747-3174 Que´bec Inc. c.
Que´bec (Re´gie des permis d’alcool), la Cour supreˆme s’appuiera sur Sullivan (1994, p.176)
afin de conclure que la pre´somption de cohe´rence vise non seulement l’obtention d’un
3 2747-3174 Que´bec Inc. c. Que´bec (Re´gie des permis d’alcool), [1996] 3 RCS 919, paragraphe 207.
4 2747-3174 Que´bec Inc. c. Que´bec (Re´gie des permis d’alcool), [1996] 3 RCS 919, paragraphe 209.
5 2747-3174 Que´bec Inc. c. Que´bec (Re´gie des permis d’alcool), [1996] 3 RCS 919, paragraphe 207.
6 Cf. Chamberlain’s Case (1611), Lane 117, 145 E.R. 346.
7 Voir City of Victoria c. Bishop of Vancouver Island, [1921] 2 A.C. 384 (C.P.), p. 388. Le Conseil
prive´ est l’un des plus haut tribunaux du Royaume-Uni, qui e´tait le plus haut tribunal au Canada avant
que la Cour supreˆme ne soit instaure´e. Voir aussi 2747-3174 Que´bec Inc. c. Que´bec (Re´gie des permis
d’alcool), [1996] 3 RCS 919, paragraphe 208.
8 The King c. Assessors of Sunny Brae (Town), [1952] 2 SCR 76, page 97.
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« cadre rationel», mais qu’il s’agit surtout d’un principe « virtuellement irre´fragable».9
En conse´quence, la pre´somption de cohe´rence des lois (apre`s interpre´tation) est un principe
fondamental qui ne peut eˆtre re´fute´ sans contrevenir a` la rationalite´ du discours juridique.
En droit, ce pre´suppose´ de cohe´rence se re´alise de diverses fac¸ons. D’abord, la co-
he´rence est pre´suppose´e de manie`re horizontale (Coˆte´ 2006, p.388). La cohe´rence horizon-
tale s’applique a` un meˆme ensemble de normes, comme le Code civil, le Code criminel ou
la Constitution canadienne. Ce type de cohe´rence pre´suppose que les normes a` l’inte´rieur
d’un meˆme ensemble sont cohe´rentes les unes avec les autres. Par ailleurs, il y a aussi une
pre´supposition de cohe´rence verticale (Coˆte´ 2006, p.388). La cohe´rence verticale s’applique
entre les diffe´rents ensembles de normes: on pre´suppose que les diffe´rents ensembles de
normes sont cohe´rents les uns avec les autres. Par exemple, le Code civil est pre´suppose´
cohe´rent avec la Constitution canadienne, tout comme le Code criminel est pre´suppose´
cohe´rent avec la Charte canadienne des droits et liberte´s. Ainsi, l’ensemble des lois est
pre´suppose´ former un tout cohe´rent (Coˆte´ 2006, p.433). La cohe´rence du syste`me juridique
re´sulte du fait que l’on pre´suppose « la volonte´ d’un le´gislateur logique qui, a` l’inte´rieur
de l’ensemble des lois sur une meˆme matie`re, est cense´ proce´der syste´matiquement, c’est-
a`-dire sans contradiction, et donner a` des proble`mes semblables des solutions semblables
(Coˆte´ 2006, p.439).»10
La pre´somption de cohe´rence a notamment deux corollaires jouant un roˆle important
d’un point de vue fondationnel. Le premier est celui du principe de hie´rarchisation des
lois. En effet, la hie´rarchie des lois permet de pre´server la cohe´rence du syste`me juridique,
autant de manie`re verticale que horizontale. Alors que cette hie´rarchie peut eˆtre explicite-
ment mentionne´e dans la loi, celle-ci peut aussi provenir de la construction des diffe´rents
ensembles de normes (Coˆte´ 2006, pp.45,450). Au Canada, par exemple, aucune le´gislation
ne peut aller a` l’encontre de la Constitution canadienne. En ce sens, la Constitution pos-
se`de un statut supe´rieur aux autres le´gislations, et en cas de conflit entre certaines normes
celles de la Constitution pre´vaudront. En philosophie formelle, cette strate´gie, qui consiste
a` introduire une (ou des) relation(s) de hie´rarchie a` l’inte´rieur d’un mode`le se´mantique afin
de pre´server la cohe´rence et de re´soudre les conflits d’obligations a e´te´ utilise´e notamment
par Alchourro´n et Makinson (1981).
Le second corollaire est que le discours juridique est re´git par une relation de con-
se´quence « logique». En pre´supposant la cohe´rence du discours juridique, on pre´suppose
par le fait meˆme que les conclusions auxquelles on parvient par le biais d’infe´rences a`
partir de la loi sont cohe´rentes avec la le´gislation. Ainsi, en acceptant le pre´suppose´ de
cohe´rence, on accepte du meˆme coup un principe de « conse´quence logique», qui permet
d’infe´rer ade´quatement certaines choses a` partir de la loi et des principes d’interpre´tation.
De fait, en pre´supposant que le discours juridique est cohe´rent, on assume d’emble´e que
les infe´rences le´gales sont sujettes a` des re`gles « logiques» gouvernant leur bon usage. En
ce sens, la cohe´rence implique que l’on peut « de´duire des normes expresse´ment formule´es
9 2747-3174 Que´bec Inc. c. Que´bec (Re´gie des permis d’alcool), [1996] 3 RCS 919, paragraphe 209.
10 La cohe´rence peut e´videmment s’aperc¸evoir sous d’autres angles. Par exemple, il doit y avoir co-
he´rence entre la loi, les faits admis a` un proce`s et le verdict d’un juge, tout comme il doit y avoir cohe´rence
entre les diffe´rentes de´cisions prises aux tribunaux.
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certaines re`gles implicites qui s’en de´gagent logiquement (Coˆte´ 2006, p.422)».
Cela dit, l’utilisation de l’expression « conse´quence logique» au sein du discours ju-
ridique est au mieux me´taphorique. En effet, cette notion est utilise´e de manie`re intuitive,
sans qu’il y ait de de´finition explicite de ce que signifie la conse´quence logique au niveau
du discours le´gal. Ainsi, on pre´suppose que le discours juridique est cohe´rent et qu’il existe
des re`gles permettant de de´terminer ade´quatement les conclusions que l’on peut infe´rer,
mais aucune de´finition le´gale de la « conse´quence logique» n’est propose´e.
Or, un des objectifs de cette the`se est pre´cise´ment de faire un pas de plus en faveur
d’une telle de´finition. Comme nous le verrons dans la prochaine partie, une des contribu-
tions the´oriques de cette the`se est de fournir une de´finition formelle explicite de la notion
de conse´quence logique a` l’œuvre au sein des infe´rences le´gales. Pour ce faire, nous dis-
tinguerons entre les infe´rences qui mettent en jeu des obligations inconditionnelles de celles
qui se font sur la base d’obligations conditionnelles.
Du coˆte´ de la philosophie formelle, outre les relations de conse´quences implicites aux
divers syste`mes qui ont e´te´ propose´s afin de rendre compte des infe´rences normatives (et
qui ont donc tente´ de fournir une de´finition formelle explicite de la relation de conse´quence
logique a` l’œuvre au sein des infe´rences le´gales), il est ge´ne´ralement admis que les infe´rences
normatives sont sujettes a` une forme ou une autre du principe de conse´quence de´ontique.
En ce qui nous concerne, nous adopterons l’interpre´tation propose´e par Castan˜eda (1968,
p.13), a` savoir que si ϕ est obligatoire et que ϕ implique ψ, alors ψ est aussi obligatoire.
Lorsqu’on le conside`re en termes d’interdiction, la validite´ (intuitive) de ce principe est
triviale d’un point de vue le´gal: il serait absurde que ϕ soit interdit, que ψ entraˆıne ϕ mais
que ψ soit permis. Autrement dit, il serait absurde de permettre une action ψ qui viole
directement une interdiction O¬ϕ.
Par ailleurs, une conse´quence directe de la pre´somption de cohe´rence est l’adoption
du sche´ma d’axiome (D) de la logique de´ontique standard. Cela n’implique cependant pas
que la logique qui sera propose´e aux chapitres 11 et 16 soit une logique modale ou encore
une logique fortement normale (au sens de A˚qvist 2002).11
Tout compte fait, il re´sulte de notre analyse que la cohe´rence est non seulement un
principe fondamental au discours juridique, mais qu’il s’agit aussi d’un crite`re permettant
d’en assurer le caracte`re rationnel. En outre, le principe de cohe´rence permet de de´river
d’autres principes fondationnels pertinents, notamment ceux de la hie´rarchie des lois afin
de pre´server la cohe´rence du syste`me juridique et de la « conse´quence logique» re´gissant les
infe´rences le´gales correctes. Ces principes seront utilise´s tout au long de la seconde partie,
ou` notre taˆche sera de de´finir une relation de conse´quence logique ade´quate aux infe´rences
le´gales. La relation de hie´rarchie sera plutoˆt utilise´e lors de l’analyse de l’acceptabilite´ des
pre´misses.
Avant de poursuivre avec la contribution the´orique de la the`se, voyons d’abord
quelques arguments que l’on peut avancer contre les principaux courants en logique de´on-
tique. Cela nous permettra de mettre en e´vidence plusieurs points a` prendre en conside´ra-
11 Ni K ni KD n’est une extension de OL.
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tion pour la mode´lisation du discours juridique, qui seront repris aux chapitre 10 et 17 afin
de montrer comment la the`se permet de re´pondre a` plusieurs lacunes que l’on retrouve au
sein de la litte´rature.
Critique et arguments
Par souci de clarte´ et de concision, nous allons d’abord lister les arguments ge´ne´raux
pouvant eˆtre objecte´s aux principaux courants en logique de´ontique, en les justifiant d’un
point de vue juridique. Soulignons que cette critique s’ope`re relativement a` notre objectif
de de´part, a` savoir l’utilisation de la logique aux fins de l’analyse des infe´rences le´gales.
Cela fait, nous discuterons de chacun des types d’approches pre´sente´s jusqu’a` pre´sent en
respectant l’ordre de pre´sentation de la revue de la litte´rature. D’autres arguments seront
inse´re´s dans les sections approprie´es lorsque cela sera pertinent.
D’emble´e, une logique de´ontique ade´quate a` la mode´lisation du discours juridique
doit eˆtre de type Ought-to-do. En effet, d’un point de vue le´gal, ce ne sont pas des
propositions qui sont obligatoires mais bien des actions. Lorsqu’un acuse´ est inculpe´ d’un
crime, on ne lui reproche pas d’avoir « rendu une certaine description du monde vraie»:
on lui reproche d’avoir agit a` l’encontre de certaines lois.
Argument 1: Une logique de´ontique ade´quate a` la mode´lisation du discours le´gal est de
type Ought-to-do.
Argument 2: Ce sont les actions qui sont obligatoires, et non les propositions. Par
conse´quent, une logique de´ontique doit distinguer entre les actions et les propositions, et
seules les actions doivent pouvoir eˆtre place´es dans la porte´e des ope´rateurs de´ontiques.
Par ailleurs, la ve´rite´ des propositions le´gales ne de´pend pas d’une forme na¨ıve de
correspondance avec une « re´alite´ normative». La ve´rite´ des propositions normatives, en
droit, est le re´sultat d’un processus de construction. Comme le mentionne l’honorable
Jean-Louis Baudoin, la ve´rite´ « se cache dans le discours du le´gislateur qui d’autorite´
de´cre`te ce qui est vrai et ce qui doit eˆtre cru et vu comme tel pour la bonne ordonnance
du syste`me juridique dans son ensemble (Baudoin 2010, p.5).»
Argument 3: Toute obligation de´pend d’une norme, laquelle est e´tablie par une certaine
autorite´ (Alchourro´n et Bulygin 1981, pp.97,102). La valeur de ve´rite´ d’une proposition
de la forme Oϕ ne de´pend pas de la valeur de ve´rite´ de la proposition ϕ dans la porte´e
de l’ope´rateur de´ontique. La valeur de ve´rite´ de Oϕ de´pend d’une norme, qui e´tablit que
l’action de´crite par la proposition ϕ est obligatoire.
Argument 4: Il y a une dichotomie se´mantique entre les propositions descriptives et les
propositions normatives. La valeur de ve´rite´ d’une proposition descriptive ne de´pend pas
des meˆmes conditions que de celle d’une proposition normative (cf. Hume 1740, Poincare´
1913 et Jørgensen 1937).
178
Argument 5: En vertu de l’argument 3 et suivant Chellas (1974, p.24), une logique
de´ontique ∆ ne doit donc pas admettre d’obligation absolue, c’est-a`-dire de the´ore`me
de la forme `∆ O>, ou` > est une tautologie. Autement dit, il est possible d’avoir une
situation ou` aucune obligation n’est en force.
Argument 6: Une obligation peut potentiellement eˆtre viole´e (Jones et Po¨rn 1985,
p.279). De fait, une logique de´ontique ∆ ne doit pas admettre de tautologie comme
obligation de´rive´e, et donc elle doit satisfaire 0∆ Oϕ ⊃ O>.
Argument 7: Une conse´quence de l’argument 2 est que l’ite´ration d’un meˆme ope´rateur
de´ontique n’est pas acceptable, puisque seule une action peut se trouver dans la porte´e
d’un ope´rateur de´ontique.
Argument 8: L’ite´ration d’un meˆme ope´rateur de´ontique n’est pas acceptable (Cas-
tan˜eda 1981, p.66). En effet, la signification d’un ope´rateur de´ontique change lorsque
celui-ci est ite´re´ (Jones et Po¨rn 1985, p.286).
Argument 9: Une logique de´ontique ade´quate a` la mode´lisation du discours juridique
doit eˆtre fonde´e sur la pre´somption de cohe´rence normative.
Les corollaires de l’argument 9 sont:
Argument 10: Une logique de´ontique ade´quate a` la mode´lisation du discours juridique
doit admettre le sche´ma d’axiome (D): une meˆme action ne peut eˆtre a` la fois obligatoire
et interdite au meˆme moment et selon la meˆme autorite´.
Argument 11: Dans un syste`me qui admet plusieurs types d’obligations, et donc ou` il y
a des conflits potentiels, une relation de hie´rarchie doit pouvoir eˆtre utilise´e afin de pouvoir
re´soudre les conflits d’obligations.
Argument 12: Une logique de´ontique ade´quate a` la mode´lisation du discours juridique
doit inclure une relation de conse´quence logique permettant de valider le principe de con-
se´quence de´ontique.
Interpre´tation modale
L’interpre´tation modale de la logique de´ontique occupe une place importante dans la lit-
te´rature. Meˆme si, comme nous l’avons vu, plusieurs approches ne traitent pas l’obligation
comme une modalite´ de type K, il n’en demeure pas moins que la logique de´ontique est
souvent pre´sente´e comme une branche des logiques modales. De manie`re ge´ne´rale, les
interpre´tations modales de la logique de´ontique, ou` l’obligation est interpre´te´e comme
une modalite´ O faisant changer la valeur de ve´rite´ d’une proposition ϕ dans sa porte´e,
succombent aux arguments 1, 2, 3, 4, 7 et 8.
Cela dit, les syste`mes normaux preˆtent le flanc a` encore plus d’objections. Une
logique de´ontique normale, au sens de A˚qvist (2002), est un syste`me ou` l’obligation est ax-
iomatise´e comme une modalite´ de type K, et donc qui admet minimalement les the´ore`mes
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du syste`me K. Un syste`me fortement normal admet minimalement les the´ore`mes de KD.
Sans compter les arguments de´coulant du paradoxe de Chisholm en faveur des logiques
dyadiques ou des logiques non-monotones, mettant en e´vidence que les logiques de´on-
tiques normales ne traitent pas ade´quatement des obligations conditionnelles et des conflits
d’obligations, les syste`mes normaux succombent aussi aux arguments 5 et 6. Lorsqu’un
syste`me est simplement normal, et non fortement normal, le syste`me tombe aussi sous
l’argument 10. Par ailleurs, un syste`me normal ou fortement normal succombera aussi a`
l’argument 12, a` moins d’admettre d’autres modalite´s ou certaines restrictions ad hoc sur
le mode`le se´mantique (a` ce sujet, voir Peterson et Marquis 2012).
Logique dyadique
E´tant des interpre´tations modales, les arguments 1, 2, 3, 4, 7 et 8 peuvent s’objecter aux
logiques dyadiques. De meˆme, les logiques dyadiques normales ou fortements normales
succombent aux arguments 5 et 6, et aussi a` l’argument 12, a` moins d’admettre d’autres
modalite´s ou certaines restrictions ad hoc sur le mode`le se´mantique. On peut aussi objecter
l’argument 10 a` un syste`me dyadique simplement normal.
Malgre´ que les logiques dyadiques permettent la re´solution du paradoxe de Chisholm,
il s’ave`re qu’elles ne permettent pas la mode´lisation ade´quate des obligations condition-
nelles, puisque soit elles admettent (sans restriction) le de´tachement factuel, soit elles
l’excluent totalement, sans compter qu’elles ne sont pas en mesure de rendre compte des
conflits d’obligations. Comme nous le verrons au chapitre 15, les raisonnements qui se
font sur la base d’obligations conditionnelles sont beaucoup plus nuance´s, et une logique
ade´quate a` la repre´sentation des raisonnements normatifs conditionnels doit admettre une
forme restreinte de de´tachement.
Argument 13: Une logique de´ontique capable de repre´senter formellement les raison-
nements le´gaux conditionnels doit eˆtre en mesure de permettre le de´tachement restreint.
Argument 14: Une logique de´ontique capable de repre´senter formellement les raison-
nements le´gaux conditionnels doit bloquer l’augmentation.
Finalement, a` l’instar des syste`mes monadiques, la logique dyadique ne permet pas
de ge´rer les conflits d’obligations.
Argument 15: Une logique de´ontique capable de repre´senter formellement les raison-
nements le´gaux conditionnels doit eˆtre capable de repre´senter les diffe´rents types de de´-
faisabilite´s (cf. van der Torre et Tan 1997).
Argument 16: Une logique de´ontique capable de repre´senter formellement les raison-
nements le´gaux conditionnels doit e´viter l’explosion.
Argument 17: Une logique de´ontique ade´quate a` la repre´sentation du discours le´gal
doit eˆtre en mesure de repre´senter de manie`re consistante les conflits (conditionnels)
d’obligations.
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Logique stit
Bien que la logique stit tente de traiter de l’obligation par rapport a` l’action, celle-ci
succombe malgre´ tout aux arguments 1, 2, 3 et 4. De plus, si l’obligation est axiomatise´e
comme une modalite´ de type K, alors les meˆmes arguments que pour les syste`mes normaux
et fortement normaux pourront eˆtre objecte´s.
Par ailleurs, la logique stit n’offre pas une repre´sentation formelle ade´quate de
l’action. En effet, la logique stit re´duit l’action a` une description du monde, et cela
n’est simplement pas repre´sentatif de ce qu’est une action. Une description ϕ peut eˆtre le
re´sultat de´sire´ d’une action, tout comme elle peut eˆtre un re´sultat non de´sire´, ou meˆme une
conse´quence (de´sire´e ou non) de l’action. En ce sens, meˆme si l’action engendre quelque
chose dans le monde, l’action ne se re´duit pas a` la description qu’elle engendre: meˆme si
un agent i, en volant une banque (disons) fait advenir qu’un ancien crime est re´solu (p.
ex., i fait tomber une pile de vieux documents ou` un e´le´ment de preuve est trouve´), on ne
dira pas que l’agent a accompli l’action de re´soudre le crime meˆme si dans les faits il est
vrai que [i : stit]ϕ.
Logique dynamique
D’entre´e de jeu, la logique dynamique re´duit l’obligation a` la re´alisation d’une violation
dans un e´tat, et en ce sens elle tombe sous l’argument 3 puisqu’elle fait de´pendre la valeur
de ve´rite´ d’une proposition normative a` la valeur de ve´rite´ d’une proposition descriptive.
Par le fait meˆme, elle est aussi sujette a` l’argument 4. Cela dit, un argument important
que l’on peut objecter a` la logique dynamique est le suivant.
Argument 18: Une logique de´ontique approprie´e doit reposer sur une alge`bre d’action
ade´quate a` la mode´lisation des actions humaines.
En effet, la logique dynamique est principalement une logique de la programmation.
Or, comme nous le verrons au chapitre 14 (auquel le lecteur est re´fe´re´ pour une anal-
yse de´taille´e du sujet), la logique dynamique n’est pas fonde´e sur une alge`bre visant a`
repre´senter les action humaines. En ce sens, puisque la logique dynamique ne fournit pas
une mode´lisation ade´quate de l’action humaine, et que les infe´rences le´gales portent sur
les actions humaines, il en re´sulte que la logique dynamique n’est pas suffisante a` l’analyse
des raisonnements juridiques.
Logique i/o
Les logiques i/o offrent un cadre de travail inte´ressant autre que celui de la logique modale
K. Cela dit, d’un point de vue fondationnel, elles contreviennent a` l’argument suivant.
Argument 19: Un syste`me formel ade´quat a` la repre´sentation du discours juridique doit
laisser place a l’interpre´tation de la loi.
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La pertinence d’une logique de´ontique quant a` l’analyse des infe´rences le´gales est
du coˆte´ de leur forme. En effet, la logique vise l’e´tude des structures, et, lorsqu’elle est
utilise´e comme outil en vue de l’analyse des raisonnements, elle permet l’analyse de la
structure des infe´rences. Elle permet l’analyse de la structure des raisonnements, mais pas
de leur contenu. En ce sens, l’e´valuation des pre´misses afin de de´terminer si, en plus d’eˆtre
valide, un argument est probant, ne rele`ve pas de la logique (cf. Peterson 2013b). Bien
que la logique puisse eˆtre utilise´e afin d’analyser et d’aider les raisonnements des juristes,
l’e´valuation des pre´misses et l’interpre´tation des lois sont de leur ressort.
La signification des lois n’est pas univoque, et les ensembles de normes ainsi que
la jurisprudence sont des choses qui e´voluent dans le temps. En ce sens, l’information
pertinente a` un jugement en 1996 n’est pas la meˆme que celle qui serait pertinente si le
meˆme jugement avait plutoˆt e´te´ fait en 2011. Les lois et la jurisprudence ne sont pas des
choses fixes, elles e´voluent, et cette e´volution ne peut pas eˆtre anticipe´e logiquement. D’ou`
la ne´cessite´ d’un facteur humain dans l’e´valuation des pre´misses d’un argument le´gal: la
ve´rite´ d’une pre´misse le´gale ne peut pas eˆtre de´termine´e uniquement par un algorythme et
requiert l’examen attentif d’un juriste. D’un point de vue me´ta-logique, un syste`me formel
doit donc laisser place a` l’interpre´tation des lois afin de pouvoir mode´liser ade´quatement
le discours juridique.
Or, les logiques i/o e´chouent a` rendre compte de ce principe fondationnel. En con-
side´rant un syste`me normatif comme un simple processus input-output, on pre´suppose
que le syste`me formel, les ensembles de normes ainsi que les ensembles de count-as conti-
ennent d’emble´e toute l’information pertinente et ne´cessaire a` la prise de de´cision. Cette
vision du discours le´gal est cependant re´ductrice et ne tient pas compte ade´quatement du
facteur humain prenant place lors des raisonnements juridiques. Dans les logiques i/o, on
pre´susuppose que l’ensemble des count-as est bien de´fini. Au niveau du discours juridique,
cela est toutefois trivialement faux: la question de savoir si une action particulie`re compte
pour une action qui est interdite, ou encore si une action particulie`re tombe dans la porte´e
d’une loi ou d’un jugement sont souvent l’objet de litige.
En pre´supposant qu’un syste`me normatif est bien de´fini et posse`de toute l’information
pertinente et ne´cessaire a` la prise de de´cision, les logiques i/o ne parviennent pas a` rendre
compte ade´quatement du principe de conse´quence de´ontique. Brie`vement, la conse´quence
de´ontique permet de conclure des obligations de´rive´es a` partir d’obligations fixes. Le
principe est tel que si ϕ est obligatoire et que ϕ implique ψ, alors ψ est aussi obligatoire.
Au sein des logiques i/o, la conse´quence de´ontique se formalise par un ensemble ge´ne´rateur
G = {(>, x), (>, x→ y)}, ou` l’on obtient y ∈ outi(G, x) par (AND) et (WO).
Cependant, cela pose proble`me lors de l’interpre´tation normative de G. En effet, si
G repre´sente un code normatif, c’est-a`-dire un ensemble de normes, il est peu plausible
que celui-ci contienne d’emble´e (>, x → y). Le propre de la conse´quence de´ontique est
de prendre un ensemble fini de normes afin d’en de´river les conse´quences (de´nombrables).
Conside´rant que le propre d’une obligation de´rive´e est, par de´finition, de ne pas eˆtre une
obligation fixe, il s’ensuit que les obligations de´rive´es pour un syste`me normatif donne´ ne
peuvent pas simplement eˆtre de´termine´es a` l’aide d’un ensemble ge´ne´rateur fixe´ au de´part.
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Lorsque l’on cherche a` de´terminer si Oψ est la conse´quence de´ontique de Oϕ, il faut
e´valuer premie`rement s’il est vrai que Oϕ, et deuxie`mement s’il est vrai que ϕ ⊃ ψ. En ce
sens, l’e´valuation d’une conse´quence de´ontique se fait a` partir d’un ensemble ge´ne´rateur de
normes et d’un ensemble de propositions qui sont postule´es vraies. Meˆme si la question de
savoir si ψ compte pour ϕ peut eˆtre d’entre´e de jeu fixe´e au sein de G, il n’en demeure pas
moins qu’il est possible que cela soit l’objet d’un litige. En ce sens, un raisonnement le´gal
ne se re´duit pas simplement a` un processus intput-output qui contient toute l’information
pertinente et ne´cessaire a` la prise de de´cision.
E´videmment, on pourrait re´pondre a` cette objection qu’un syste`me normatif ope`re
selon un processus input-output, et que les re´sultats obtenus (les outputs) de´pendent de ce
que l’on met dedans (le input) au de´part. En ce sens, le syste`me normatif, conc¸u comme
un proce´de´ input-output, n’est qu’un outil preˆt a` eˆtre utilise´ par les juristes. Il y a la
boˆıte, et il y a ce que l’on met dans la boˆıte.
A` cette objection, on pourrait alors re´pondre que les logiques i/o ne rendent pas
compte ade´quatement du discours juridique dans la mesure ou` elles succombent aux ar-
guments 5 et 6.
Approches alge´briques
La critique que l’on peut faire a` l’e´gard des approches alge´briques s’inse`rent dans la ligne´e
de l’argument 18. Dans le cas des approches qui utilisent des alge`bres d’action, il n’est pas
e´vident que la structure propose´e soit repre´sentative des actions humaines. En fait, mis
a` part les logiques dynamiques ainsi que l’approche de Lucas, les syste`mes fonde´s sur des
alge`bres d’action utilisent des alge`bres de Boole. Cependant, comme nous le verrons au
chapitre 14, la logique de l’action humaine, si elle existe, n’a certainement pas la structure
d’une alge`bre de Boole (le lecteur est re´fe´re´ au chapitre susmentionne´ pour une analyse
de´taille´e).
Logique non-monotone
De manie`re usuelle, la logique non-monotone est pre´sente´e comme une alternative aux
logiques monadiques et dyadiques, permettant de re´pondre a` la fois aux proble`mes du de´-
tachement, de l’augmentation et aux conflits d’obligations. Cela dit, les logiques de´ontiques
non-monotones sont souvent de´veloppe´es en vue de l’intelligence artificielle, ou` l’objectif
est de de´veloper un cadre de travail permettant de mode´liser ade´quatement les infe´rences
normatives quotidiennes.
Or, il s’ave`re que la non-monotonie de l’infe´rence normative quotidienne vient prin-
cipalement du fait que les agents ne posse`dent pas toute l’information pertinente a` leur
raisonnement. Le proble`me de l’augmentation, par exemple, vient du fait qu’il est possible
que l’on ajoute de l’information pertinente qui viendra changer la conclusion a` laquelle
on parvient. Cela dit, de`s que toute l’information pertinente a` un raisonnement normatif
est pre´sente, la non-monotonie de l’infe´rence normative et le proble`me de l’augmentation
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disparaissent. En droit, par exemple, un juge prendra en conside´ration la le´gislation, la
jurisprudence ainsi que la doctrine pertinente et prendra sa de´cision a` la lumie`re des faits
admissibles. Si l’on fait appel a` cette de´cision en Cour d’appel et que l’on cherche a` de´-
faire l’infe´rence du juge de premie`re instance, alors on tentera d’e´tablir qu’il y a eu une
erreur de droit et que ce n’est pas toute la le´gislation et la jurisprudence pertinente qui
ont e´te´ prises en compte (sans compter les questions d’interpre´tation). En ce sens, une
logique de´ontique ade´quate a` la repre´sentation du discours juridique doit eˆtre en mesure
de repre´senter que certaines infe´rences sont de´faisables alors que d’autres ne le sont pas.
En logique non-monotone, on « complexifie» la syntaxe et la se´mantique afin de
re´pondre aux objections contre les logiques standards. Comme nous le verrons au chapitre
15, il est cependant possible de re´pondre a` ces objections en « simplifiant» le syste`me
utilise´ pour raisonner a` l’aide d’obligations conditionnelles.
Notons qu’en plus de mode´liser les conflits d’obligations et leur re´solution, les logiques
de´ontiques non-monotones visent aussi a` repre´senter les conflits irre´ductibles d’obligations,
c’est-a`-dire les conflits qui ne peuvent eˆtre re´solus. En ce qui nous concerne, nous sommes
d’avis qu’une the´orie qui admet des conflits irre´ductibles d’obligations est irrationnelle.
L’objectif d’une the´orie normative est de de´terminer l’action d’un individu, et lorsqu’il
y a conflit irre´ductible, la the´orie ne permet pas de dire comment l’agent devrait agir.
En ce sens, une the´orie qui admet des conflits irre´ductibles d’obligations est une the´orie
qui d’emble´e ne peut atteindre son objectif (qui est de guider l’action). D’ailleurs, en
vertu de la pre´somption de cohe´rence, cela est impossible en droit: tout conflit sera re´-
solu, localement (au cas par cas) ou globalement, soit par une nouvelle le´gislation ou par
un jugement. Rappelons-nous que la cohe´rence est un crite`re assurant la rationalite´ du
discours juridique.
Par ailleurs, soulignons que l’objectif principal de cette the`se n’est pas de mode´liser
les infe´rences normatives quotidiennes, mais est plutoˆt de de´velopper un cadre de travail
permettant d’e´valuer les infe´rences normatives. Notre taˆche n’est pas descriptive mais
prescriptive. L’objectif n’est pas de de´terminer comment les infe´rences normatives se font,
mais bien de de´terminer comment elles devraient se faire.
* * *
Cela conclut la premie`re partie de cette the`se. Passons maintenant a` la contribution
the´orique.
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Partie II
Articles

Chapitre 10
Introduction
Objectifs the´oriques
D’un point de vue the´orique, l’objectif de la pre´sente the`se est de montrer qu’il existe
d’autres avenues satisfaisantes, qui n’ont pas encore e´te´ explore´e dans la litte´rature, afin
de mode´liser les infe´rences normatives conditionnelles et inconditionnelles. Ainsi, l’une
des principales motivations de cette the`se est le rejet de trois dogmes: l’interpre´tation
modale de la logique de´ontique, l’utilisation des alge`bres de Boole pour mode´liser l’action
humaine et la ne´cessite´ des logiques non-monotones ou adaptatives afin de mode´liser les
conflits d’obligations et les obligations conditionnelles. On voit donc se tracer les trois
principaux axes sur lesquels sont fonde´s les articles de cette deuxie`me partie:
1. de´veloppement d’un cadre conceptuel permettant l’analyse de la validite´ des in-
fe´rences le´gales inconditionnelles;
2. de´veloppement d’une logique de l’action ade´quate a` la repre´sentation des actions
humaines;
3. mode´lisation des raisonnements normatifs conditionnels et des conflits d’obligations.
En premier lieu, cette the`se vise le de´veloppement d’un cadre de travail diffe´rent
de la logique modale K afin de mode´liser ade´quatement les infe´rences normatives in-
conditionnelles et non-conflictuelles. Cela fait l’objet principalement des chapitres 11
et 12, ou` la logique propose´e vise la repre´sentation de la transmission de la proprie´te´
« obligation» entre les actions.
Actuellement, on ne trouve pas de cadre de travail permettant l’analyse des infe´rences
normatives inconditionnelles et visant a` eˆtre enseigne´ dans les cours de pense´e critique et
d’introduction a` la logique. En effet, seules la logique propositionnelle classique et le
calcul de premier ordre sont usuellement pre´sente´s dans les cours d’introduction, et il faut
attendre un cours de logique avance´e (lorsqu’il y en a) ou` l’on traite de la logique modale
avant de pouvoir meˆme penser a` introduire l’e´tudiant a` la logique de´ontique et a` l’analyse
des infe´rences normatives.
Historiquement, la logique est apparue afin d’offrir un cadre de travail permettant
l’analyse des raisonnements mathe´matiques et scientifiques. En quelques mots, l’objectif
e´tait d’obtenir une me´thode capable de garantir qu’une conclusion peut effectivement
eˆtre de´rive´e de certaines hypothe`ses. Cela dit, au fils du temps, la logique s’est vue eˆtre
applique´e a` l’analyse des infe´rences en ge´ne´ral. Ainsi, ayant perdu de vue son objectif
originel, la logique est utilise´e afin d’analyser des raisonnements qui ne sont pas ne´ces-
sairement mathe´matiques ou scientifiques. En philosophie, par exemple, il est pratique
courante d’initier les e´tudiants a` la logique propositionnelle et au calcul de premier ordre
de fac¸on a les pre´parer a` bien structurer leur pense´e et a` pouvoir analyser la forme de
diffe´rents arguments.
Or, il s’ave`re que les infe´rences normatives ont une place importante au sein des
de´bats philosophiques. A` ce titre, on peut juger que les cours de pense´e critique et
d’introduction a` la logique e´chouent a` pre´parer l’e´tudiant a` l’analyse des raisonnements.
En effet, nonobstant le dilemme de Jørgensen, ces logiques sont insuffisantes a` la mode´li-
sation des infe´rences normatives, qui requie`rent un degre´ d’analyse plus fin. Par surcroˆıt,
meˆme si l’on restreint l’utilisation de la logique de´ontique standard a` l’analyse des obliga-
tions inconditionnelles et non-conflictuelles, il n’en demeure pas moins que celle-ci posse`de
des lacunes philosophiques conside´rables, comme nous l’avons expose´ au chapitre 9. En
conse´quence, un des objectifs de cette the`se est de re´pondre a` ces deux insuffisances en
fournissant un syste`me de base alternatif a` la logique modale K pour traiter des obligations
inconditionnelles et qui puisse eˆtre adapte´ a` des cours de pense´e critique afin d’analyser
les infe´rences normatives. L’alternative a` la logique modale K est pre´sente´e au chapitre
11 et le chapitre 12 en fait l’adaptation pour l’analyse des raisonnements inconditionnels.
Dans un second temps, cette the`se propose une analyse des diffe´rentes logiques de
l’action que l’on retrouve au sein de la litte´rature et propose une nouvelle approche qui,
selon nous, est plus approprie´e a` la mode´lisation des actions humaines. Alors que la ma-
jorite´ des logiques de l’action vise une application en informatique, ce sont usuellement
les alge`bres de Boole qui sont utilise´es afin de repre´senter l’action humaine. Nous taˆchons
d’expliquer en quoi ces logiques e´chouent a` mode´liser ade´quatement l’action humaine en
insistant sur les proprie´te´s des connecteurs logiques utilise´s. Cet objectif est atteint au
chapitre 14, ou` une distinction entre une logique de l’action AL et une logique proposi-
tionnelle d’action PAL est faite.
Troisie`mement, les proble`mes relie´s aux infe´rences normatives conditionnelles et aux
conflits d’obligations sont analyse´s au chapitre 15. Les principaux arguments en faveur
de fondations non-monotones pour la logique de´ontique sont expose´s et les proble`mes
de l’augmentation et du de´tachement ainsi que les conflits d’obligations sont analyse´s a`
la lumie`re de la the´orie des cate´gorie. D’un point de vue the´orique, la contribution de
ce chapitre est de montrer que plusieurs proble`mes fondamentaux a` la mode´lisation des
infe´rences normatives conditionnelles peuvent eˆtre corre´le´s aux proprie´te´s structurelles
des logiques utilise´es lorsque celles-ci sont analyse´e selon la perspective de la the´orie des
cate´gories.
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Finalement, le chapitre 16 re´unit les trois objectifs de la the`se et propose un cadre de
travail unificateur qui incorpore une logique des obligations inconditionnelles et une logique
pour les infe´rences normatives conditionnelles, les deux e´tant fonde´es sur une logique de
l’action pertinente a` la mode´lisation des actions humaines. Ce chapitre fait la synthe`se
des articles pre´ce´dents et propose une logique type´e (cf. chapitre 13) qui re´unit a` la fois
une logique de l’action, une logique propositionnelle d’action (cf. chapitre 14), une logique
pour les obligations inconditionnelles (cf. chapitre 11) et une logique pour les infe´rences
normatives conditionnelles (cf. chapitre 15). Cette logique type´e est base´e principalement
sur les re´sultats pre´sente´s au chapitre 13, qui fait le pont entre les travaux initiaux de
Lambek en linguistique, la the´orie des cate´gories et la logique de´ontique en montrant la
pertinence de l’utilisation d’une logique type´e afin d’e´viter (ou de re´soudre) les paradoxes.
A` l’instar de la logique pre´sente´e au chapitre 11, le syste`me pre´sente´ au chapitre 16 vise
explicitement la mode´lisation des infe´rences le´gales et est fonde´ sur des principes admis
en droit.
Les relations entre les chapitres sont repre´sente´es a` la figure 10.1. Notons que chaque
chapitre a fait l’objet d’un article et a e´te´ re´dige´ en vue d’eˆtre autonome. Ainsi, malgre´
cette interde´pendance, chaque article posse`de ses objectifs propres et contient tout le
mate´riel ne´cessaire a` sa compre´hension.
Chapitre 16
Chapitre 11
Chapitre 12
Chapitre 13 Chapitre 14 Chapitre 15
Figure 10.1: Structure des chapitres
Cadre the´orique
Avant d’entamer la contribution the´orique de cette the`se, il convient d’exposer brie`vement
les fondements de notre approche, dont les de´tails techniques seront expose´s aux chapitres
13, 14, 15 et 16. Dans les chapitres qui suivent, la logique est aborde´e d’un point de vue
syntaxique sous l’angle de la the´orie des cate´gories. Dans une perspective e´piste´mique, la
the´orie des cate´gories offre un cadre de travail riche et unificateur permettant de re´unir
divers domaines sur les meˆmes fondations.1 En ce qui nous concerne, la the´orie des cate´-
1 Le lecteur est re´fe´re´ a` Marquis (2009) pour des arguments en faveur des vertus e´piste´miques de la
the´orie des cate´gories. Voir aussi Baez et Stay (2011) pour une comparaison entre la physique, la logique
et l’informatique the´orique selon les cate´gories.
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gories est utilise´e comme cadre de travail en vue de l’analyse de la the´orie de la preuve de
diverses logiques.
Cette compre´hension de la logique s’inse`re dans la tradition engendre´e par Joachim
Lambek, qui voyait un paralle`le net entre la notion de cate´gorie et celle de syste`me de´ductif.
Sans entrer dans les de´tails techniques, l’ide´e est de concevoir une logique comme un
syste`me de´ductif, c’est-a`-dire une cate´gorie ou` les objets sont des propositions et les fle`ches
sont des preuves. L’inte´reˆt d’un tel regard est que cela permet de de´terminer l’ordre pre´cis
dans lequel les connecteurs logiques sont introduits et que cela permet d’expliciter les
relations qui se trouvent entre les proprie´te´s des connecteurs et la structure cate´gorique
de la logique. Ainsi, meˆme si d’emble´e certains syste`mes semblent incommensurables, la
the´orie des cate´gories permet de comparer diverses logiques selon les proprie´te´s de leurs
connecteurs et offre un moyen de les classifier selon leur structure cate´gorique (i.e., comme
diffe´rentes cate´gories mono¨ıdales).
Or, il s’ave`re que les proble`mes relatifs a` la mode´lisation des infe´rences normatives
conditionnelles et des conflits d’obligations sont relie´s a` la structure carte´sienne des logiques
utilise´es. Similairement, on peut montrer que les diffe´rentes logiques d’actions e´chouent a`
mode´liser ade´quatement l’action humaine de par le fait que celles-ci n’ont pas la structure
mono¨ıdale approprie´e.
Cette the`se doit donc eˆtre vue comme une contribution a` la philosophie formelle,
ou` la the´orie des cate´gories est applique´e a` la logique afin de re´pondre aux proble`mes
philosophiques qui re´sultent de la mode´lisation des infe´rences normatives.
Re´sume´s des articles
Formal philosophy and legal reasoning:
The validity of legal inferences
Cet article propose un cadre de travail alternatif a` la logique modale K pour l’analyse
des infe´rences le´gales. Le syste`me propose´ est fonde´ sur certains principes inhe´rents au
droit, notamment la pre´somption de cohe´rence du discours le´gal, le fait que la hie´rarchie
des normes sert a` pre´server cette cohe´rence et le fait que les infe´rences le´gales soient
sujettent a` un principe de conse´quence de´ontique. La logique OL, repre´sentant la logique
de l’obligation, est fonde´e sur ces principes et les re´sultats d’ade´quation et de comple´tude
du syste`me sont fournis.
Normative inferences and validity:
A heuristic
Ce texte reprend les re´sultats obtenus au chapitre 11 et les adapte en vue d’introduire
les lecteurs non-initie´s a` la logique a` l’analyse des infe´rences normatives. La ne´cessite´ de
de´finir un cadre de travail alternatif aux logiques propositionnelle et de premier ordre est
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explique´e. La me´thode des arbres se´mantiques est applique´e a` l’analyse de la validite´ des
arguments, puis l’acceptabilite´ des pre´misses normatives est e´tudie´e.
From linguistics to deontic logic via category theory
Le paradoxe de Forrester est analyse´ a` la lumie`re des travaux de Lambek (1958) en gram-
maire cate´gorielle. Son calcul syntaxique est pre´sente´ dans le cadre de la the´orie des
cate´gories et le paradoxe de Forrester est analyse´ selon ce cadre de travail. Nous montrons
comment une syntaxe type´e permet de re´soudre ou d’e´viter certains proble`mes auxquels
la logique de´ontique fait face.
A categorical analysis of action logics
Cet article propose une analyse des diffe´rentes logiques de l’action selon la perspective de
la the´orie des cate´gories. Les logiques de l’action sont compare´es en fonction des proprie´te´s
de leurs connecteurs et sont classifie´es en tant que diffe´rentes cate´gories mono¨ıdales. Nous
proposons une interpre´tation philosophique des connecteurs logiques d’action et distin-
guons entre une logique d’action et une logique propositionnelle d’action, conforme´ment a`
la distinction que l’on retrouve au sein de la litte´rature entre les actions et les propositions.
Contrary-to-duty reasoning:
A categorical approach
Ce texte met en e´vidence que plusieurs proble`mes relatifs a` la mode´lisation des infe´rences
normatives conditionnelles sont relie´s aux proprie´te´s structurelles des logiques utilise´es.
Nous montrons qu’il est possible de re´pondre aux arguments usuels en faveur des logiques
de´ontiques dyadiques et non-monotones en utilisant une logique qui posse`de la structure
d’une cate´gorie ∗-autonome. Cela permet de mode´liser les infe´rences normatives condi-
tionnelles a` l’aide d’une logique monadique sans ajouter d’ope´rateur additionnel.
The categorical imperative:
Category theory as a foundation for deontic logic
Cet article introduit une logique visant a` mode´liser le discours le´gal canadien. Un syste`me
de´ductif de´ontique est de´fini par deux fibrations, utilisant une logique visant a` mode´liser les
obligations inconditionnelles et une autre pour la repre´sentation des infe´rences normatives
conditionnelles et des conflits d’obligations. Une syntaxe type´e est utilise´e et il est montre´
comment le syste`me de´ductif de´ontique permet l’analyse des infe´rences le´gales.
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Chapitre 11
Formal philosophy and legal reasoning:
The validity of legal inferences
Abstract
The aim of the present paper is to introduce a method to test the validity of legal
inferences. We begin by presenting the rationale of our method and then we expose
the philosophical foundations of our analysis. If formal philosophy is to be of help to
legal discourse, then it must first reflect upon the law’s fundamental characteristics
that should be taken into account. Our analysis shows that (Canadian) legal dis-
course possesses three fundamental characteristics which ought to be considered if
one wants to represent the formal structure of legal arguments. These characteristics
are the presupposed consistency of legal discourse, the fact that there is a hierar-
chy between norms and obligations to preserve this consistency and the fact that
legal inferences are subjected to the principle of deontic consequences. We present
a formal deontic logic which is built according to these characteristics and provide
the completeness results. Finally, we present a semi-formal method (based on the
proposed deontic logic) to test the validity of legal inferences. This paper contributes
to the literature insofar as it provides a method that covers a portion of the intuitive
validity of legal inferences which is not covered by other frameworks.
Keywords: Legal obligations, Legal discourse, Normative consistency, Deontic con-
sequence, Non Kripkean semantics, Deontic logic, Contingency
Introduction
Deontic logic began with the work of von Wright (1951) and has since been interpreted in
many different ways.1 Although the approaches that we find nowadays within the litera-
ture vary significantly, most share a common feature: the use of possible world semantics
1 There was also a previous proposal made by Mally (1926), but it did not have as much impact as
von Wright’s at the time.
and the interpretation of deontic logic as a modal logic.2 Among these approaches the
reader will find monadic, dyadic, temporal, non-monotonic, first-order, dynamic and stit
deontic logics (for an overview, see Peterson 2011).3 The modal interpretations are usually
characterized by the fact that the truth value of a normative proposition depends upon
the truth value of the descriptive proposition in the scope of the deontic operator. Modal
interpretations are usually of the Ougth-to-Be type, as opposed to the Ought-to-Do inter-
pretation of deontic modalities (for the distinction, see von Wright 1999b). In the modal
interpretations, a deontic proposition Oϕ usually expresses that a specific description ϕ of
the world ought to be the case, or that the world ought to be in a specific state. However,
one can nonetheless find some modal interpretations of the Ought-to-Do type, which are
characterized by the fact that the proposition in the scope of a deontic operator is instead
interpreted as the name of an action. This kind of interpretation can be found notably
within the dynamic approach to deontic logic4, where an action is forbidden when its per-
formance implies that the world is in a state within which there is a violation V .5 It can
also be found in deontic logics based upon a Boolean algebra.6
The present paper does not aim at criticizing these approaches but rather aims
at providing a new one, based on different philosophical foundations. We propose an
interpretation of deontic logic based upon the analysis of (Canadian) legal norms. Our goal
is not to provide an analysis of how we use ‘ordinary deontic language’ or how ‘ordinary
deontic reasonings’ work, as Castan˜eda (1981, p.38) would say, but is rather to show
how a normative reasoning should work. The objective is to define a proper consequence
relation according to some basic properties that govern a ‘correct’ use of a (legal) normative
inference. We begin by exposing the rationale behind our framework and present the
philosophical foundations of our system. The formal deontic logic and the completeness
results are then presented. On these grounds, a semi-formal method that can be used
to analyze the validity of legal inferences is introduced. The method consists in testing
the validity of an argument through its graphical representation. Some insights regarding
the analysis of the premises of a legal argument are given and the paradoxes of deontic
logic are discussed. We conclude in the last section by summarizing the limitations of our
2 Some approaches do not use possible world semantics, see for instance Makinson and van der Torre
(2000).
3 See for example Castan˜eda (1981), Schotch and Jennings (1981), Jones and Po¨rn (1985; 1986),
Hansson (1990) or Jones (1991) for monadic deontic logic; Al-Hibri (1978), Chellas (1974), Mott (1973)
and van Fraassen (1972) for dyadic deontic logic; Chellas (1969), McKinney (1977), A˚qvist and Hoepelman
(1981), Thomason (1981), van Eck (1982a; 1982b) or Bailhache (1991; 1993) for temporal deontic logic
and Nute (1997) for non monotonic deontic logic. See also Broersen (2011a), Carmo and Pacheco (2001),
Carmo and Jones (2002), Horty (2001) for multi-modal deontic logics, and Belnap and Perloff (1988),
Broersen (2008; 2009; 2011a; 2011b), Carmo and Pacheco (2000; 2001), Horty and Belnap (1995), Horty
(2001), Pacheco and Carmo (2003), Pacheco and Santos (2004) and Xu (1995) for stit logics. The reader
may consult Wolenski (1990) for a sketch of possible world semantics in deontic logic.
4 See Meyer (1987, 1988) for the introduction of dynamic deontic logic and, among others, see Royakkers
(1998), Broersen (2004), Hughes and Royakkers (2008), Segerberg (2009), Anglberger (2009), Demolombe
(2014), Segerberg (2012) or Prisacariu and Schneider (2012).
5 This type of reduction is inspired by the work of Anderson (1958a).
6 See for instance Segerberg (1982b) and Trypuz and Kulicki (2009; 2010).
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approach and we present avenues for future research.
Philosophical assumptions
Contra the modal interpretation of deontic logic, we do not consider deontic propositions
as being of the Ought-to-Be type. Following Solt (1984, p.350), the truth value of a
normative proposition Oϕ for the actual world does not depend upon the truth value of ϕ
at any ‘deontic alternative’. The truth value of a deontic proposition Oϕ does not rely on
the performance value of ϕ in every accessible ‘deontically perfect world’. The fact that ϕ
is obligatory depends upon the existence of a norm, which is established by some authority
(Alchourro´n and Bulygin 1981, pp.97,102) and aims to guide one’s actions (Weinberger
2001, p.134). This is consistent with the legal adage nullum crimen sine lege: there is
no crime without law, nor any obligation without a norm. Therefore, the truth value
of a normative proposition Oϕ does not depend upon the truth value of the descriptive
proposition ϕ in the scope of the deontic operator but depends upon the fact that there
is a norm which makes ϕ obligatory.7 Following the same reasoning, the truth value of a
deontic proposition does not depend upon the fact that there is a ‘violation’ in every state
where the action is performed.
We do not wish to analyze legal obligations within the framework of modal logics
since the operator Oi does not behave as a modality of the type 2i. Although Oi marks the
property of an action, this operator is not interpreted as a predicate since it can be applied
to combinations of actions, which are expressed by molecular compounds of descriptive
formulas. The operator Oi is not interpreted as a modality of type 2i since we do not wish
to obtain formulas such as Oi(A ∨ ¬A) or OiA ⊃ Oi(B ∨ ¬B), which are dubious from a
legal point of view.
It is noteworthy that we are not considering legal discourse as a normative system,
that is a “set of agents (human or artificial) whose interactions can fruitfully be regarded
as norm-governed (Carmo and Jones 2002, p.265)”. This point is important: we are not
trying to describe how agents interact within a normative system. Rather, we wish to
define a semantical consequence relation for the validity of legal inferences. Our approach
is normative rather than descriptive. It concerns the analysis of legal reasoning from a
critical point of view. This is mainly why we will not use stit or dynamic logic: we are not
focusing on the notion of agency. Rather, we are analyzing the semantical consequence
relation within a legal argument.
According to the semantical dichotomy between facts and norms (cf. Jørgensen 1937),
descriptive and normative propositions are not true in the same conditions. While a
descriptive proposition is true or false with regard to the world it describes, the truth of
a normative proposition (which says how the world should be or how people should act,
rather than how the world is) depends on the existence of a norm, which is established by
some authority. We distinguish between a norm and a normative proposition: the former is
7 This position is also consistent with the legal literature. See Baudoin (2010).
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neither true nor false while the latter can be true or false (the truth value of the normative
proposition depending upon the existence of a norm). A normative proposition expresses
that an action (either a specific action or a class of specific actions) possesses a deontic
property. For example, from the Canadian Criminal Code we can conclude that the action
‘stealing a red bicycle’ possesses the propriety ‘forbidden’ or, equivalently, that the action
negation ‘not stealing a red bicycle’ possesses the property ‘obligatory’. Assuming that an
action possesses a deontic property, we want to develop a basic logic that can represent
how this property can be transmitted from one action to another.
One property of legal discourse is that there are no obligations without norms. Fol-
lowing Chellas (1974, p.24), we want to be able to represent situations where there are no
obligations, and thus our system must not include ‘absolute’ or ‘unconditional’ obligations.
Likewise, following Jones and Po¨rn (1985, p.279), it is always possible for someone to act
against one’s obligations. Hence, tautologies are not obligations unless there is a norm
that makes it so. This is the principle of normative contingency, first introduced by von
Wright (1951). Formally, we do not want our system to validate theorems of the form
` Oi> or ` A ⊃ Oi> (with > a tautology). Also, since the meaning of a deontic operator
changes when it is iterated (Jones and Po¨rn 1985, p.286), it follows that, according to
Castan˜eda (1981, p.66), it must not be possible to iterate the same deontic operator. For
now, our system will concentrate on propositions within which there is only one type of
deontic operator (one authority) that cannot be iterated. Finally, we will not be consider-
ing mixed propositions (i.e., propositions composed with both descriptive and normative
atoms). Indeed, it is unclear whether or not a material conditional is sufficient to rep-
resent the transmission of truth value between descriptive and normative propositions
since the truth-value assignment for a descriptive proposition differs from the truth-value
assignment of a normative one. The connective ‘⊃’ does not preserve truth from a de-
scriptive proposition to a normative one. When one tries to model deontic conditionals
and contrary-to-duty reasoning, one faces the problems of augmentation and detachment
(cf. Jones 1991). For example, it is possible to have a situation where p ⊃ Piq is true but
(p ∧ p′) ⊃ Piq is false.8 Hence, the descriptive antecedent of a deontic conditional cannot
be augmented, as the normative consequent cannot always be detached.9 These are also
arguments in favour of non-monotonic foundations for deontic logic.10 This, however, will
be the topic of another paper.11 For now, we will not be considering mixed formulas and
will only concentrate on normative ones.
The deontic logic we propose is based upon an analysis of Canadian legal discourse.
Since legal norms are meant to guide one’s actions, it follows that norms must be consistent
since it would be impossible to act accordingly with an inconsistent set of norms. Thus, we
assume the criterion of normative consistency : obligations are supposed to be consistent
8 If Paul has a driver’s license, then he is permitted to drive, but if in addition he is drunk, then he is
not.
9 This is why dyadic deontic logics were introduced. See Loewer and Belzer (1983) and Vorobej (1986)
for a discussion.
10 As a result, we will not be considering defeasible reasoning (see for example Horty (1994), Sartor
(1994), van der Torre and Tan (1997) or Governatori and Rotolo (2004)).
11 See Peterson (2014b; 2014d).
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(at least after interpretation) since the legislator is presupposed to be rational, meaning
that it is assumed that he thinks rationally and logically (Coˆte´ 2006, p.387). The set of
norms created by the legislator is therefore presupposed to be consistent, and thus legal
obligations must not be interpreted as contradictory. Consistency is a rational criterion
that ensures the accessibility, the authority and the equity of the law (Coˆte´ 2006, p.387).
Canadian legal discourse is considered as forming a ‘logical system’ which is horizontally
and vertically consistent (after interpretation). As such, obligations from the same set of
norms must be consistent with each other, as are the different sets of norms (Coˆte´ 2006,
p.388). In other words, the set of all legal laws is presupposed to form a consistent whole
(Coˆte´ 2006, p.433). Consistency is a rational criterion that enables one to judge the value
of a set of norms, which can be examined through the consistency of the set of obligations
that it generates.12
The relation of hierarchy between norms is meant to preserve a legal system’s consis-
tency. It is necessary to insure vertical and horizontal consistency. Since there can be (a
priori) contradictions between different sets of laws or different laws within a set of norms,
hierarchy enables us to preserve the consistency of the whole system by resolving potential
conflicts of obligations. Moreover, laws are constructed in an hierarchical manner. For
example, in Canada, no legislation can go against the Canadian Constitution. The fact
is that there are sets of laws that are superior to others by construction, although these
relations of hierarchy can also be explicitly mentioned in the law itself (Coˆte´ 2006, p.45
and p.450).13
Legal reasoning is characterized by the fact that it is hypothetical: a legal conclusion
cannot be drawn without a legal premise. This is consistent with semantical dichotomy. A
valid legal inference implies that there is a set of hypothetical norms (or obligations) from
which legal conclusions are drawn. Thus, an obligation is conditional to a set of norms (or
principles), which is established by some authority. The fact that obligations are derived
from norms implies that normative inferences are governed by a specific criterion of validity.
Since there is a finite number of norms, it would seem that there is also a finite number
of obligations that will derive directly from these norms. For example, we can derive from
the law that it is forbidden to steal. However, norms are often formulated in order to be
applied to a class of specific actions. The obligation that derives directly from the law is
to not steal, but clearly it is meant to be applied to a class of actions: not stealing a car,
not stealing money, not stealing Paul’s money, not stealing Peter’s car, not stealing Paul’s
car and Peter’s bicycle, etc. In other words, there is a much greater number of obligations
that can be derived from a specific norm. But how do we legitimately conclude them since
they are not explicitly mentioned by the norms?
To answer this question, we follow Alchourro´n and Bulygin (1981, p.102) and distin-
guish between fixed and derived obligations. A fixed obligation stems from a norm and can
12 The fact that many deontic logics that satisfy the axiom schema (D) cannot represent conflicting
obligations is often seen as an argument in favour of non-monotonic deontic logic (see for example Horty
1997). Since we only concentrate on one authority, normative consistency can be assumed, otherwise the
legal authority would force us to act within an impossible frame.
13 The use of hierarchy to solve normative conflicts was advocated by Alchourro´n and Makinson (1981).
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be general in order to be applied to a class of specific actions. A finite number of norms
will hence entail a finite number of fixed obligations. A derived obligation can be inferred
from a fixed one. From it is forbidden to steal we can derive Paul has the obligation to
not steal Peter’s money. The rule which governs this type of inference is the principle of
deontic consequences (Castan˜eda 1968, p.13)14: if A is an obligation and A implies B, then
B is also an obligation. The mere formulation of the law implies that there are derived
obligations. In French Civil Law it is obvious since the law is formulated in a general
way and applies implicitly to each particular case that falls within its scope. Even though
it seems to be the contrary in Common Law, where the law is constructed upon each
particular judgment, the same principle applies nonetheless since a judgment applies to a
class of particular actions.15 Even if a judgment comes from a particular action, the case
law applies to other similar cases. Put differently, there are actions that are obligatory
(or forbidden) even though they are not mentioned explicitly by the law (or the case law).
The law is not an enumeration of all possible cases. The law says that it is forbidden to
steal. What it means is that it is forbidden to do any action that implies (or count-as)
stealing.16 Furthermore, normative consistency implies that legal obligations are governed
by the principle of deontic consequences. Indeed, assuming that the legislator is rational,
it is possible to deduce from the law certain things that logically follow (Coˆte´ 2006, p.422).
The aim of the present paper is to define this consequence relation.
To sum up, the analysis of Canadian legal norms brought to light three fundamental
characteristics of legal discourse, namely its presupposed consistency, the fact that hier-
archy is meant to preserve that consistency and the validity of the principle of deontic
consequences, which enables one to infer derived obligations from fixed ones. If one is to
apply formal philosophy to law, then one must take these characteristics into account.
The logic of legal obligations
According to these characteristics, the logic we propose relies upon a consequence relation
which is defined as a function of normative consistency and deontic consequences. For
now, we do not need to include hierarchy within the formal definition since we are only
considering one type of deontic operator which cannot be iterated. However, as we will
see, hierarchy will play a role for the analysis of the soundness of an argument. The
basic idea of our approach is to define a consequence relation which can represent how
the property ‘obligatory’ can be transmitted from an action (or a combination of actions)
to another. We follow Castan˜eda (1981, p.46) and assume a distinction between different
types of obligations, where the type of an obligation depends upon the set of norms from
which it can be derived (Alchourro´n and Bulygin 1981, p.120).
14 See also van Fraassen (1972, p.421).
15 Note that Quebec’s legislation (in Canada) is composed of both French Civil Law and Common Law.
16 We are not pretending that logic can resolve the problem of interpreting the law. We only say that
laws are formulated in order to include different kinds of actions, which has nothing to do with deciding
whether the action falls within the scope of the law or not.
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According to the semantical dichotomy between facts and norms, the idea is to
develop a framework which distinguishes between factual and normative truth. As such,
the language L will be divided in two sub-languages LPL and LOL, respectively representing
the language of descriptive propositions expressed by propositional logic (PL) and the
language of normative propositions expressed by the logic of (unconditional) obligations
OL.17 Similarly, the semantical model M will be divided in two sub-modelsM and N , the
first being descriptive and the other normative. We assume that the modelM of LPL is a
standard model of propositional logic. A proposition is said to be derivable in L if and only
if either it is a consequence of PL or it is a consequence of OL. Similarly, a proposition A
is said to be valid for M if and only if either it is descriptively or normatively valid. For
the rest of this paper, we concentrate only upon the normative fragments LOL and N .
Syntax
The formulas of OL have the form OiA, where Oi is a single type of obligation and A is a
proposition that refers to an action or a combination of actions. We assume a language
L = {(, ), P rop,¬,⊃, Oi}
where Prop = {p1, . . . , pn, . . . } is a denumerable set of propositional descriptive atoms and
descriptive propositions are understood as descriptions of actions (not any descriptions).
The other logical connectives ∧, ∨, ≡, Fi and Pi are defined as usual, with:
FiA =def Oi¬A (Interdiction)
PiA =def ¬Oi¬A (Weak permission)
We use A,B and C as meta-variables. The set WFFL of well-formed formulas of L
is defined recursively by:
pi ∈ WFFLPL for all pi ∈ Prop (11.1)
if A,B ∈ WFFLPL , then ¬A, A ⊃ B ∈ WFFLPL (11.2)
if A ∈ WFFLPL , then OiA ∈ WFFLOL (11.3)
if A,B ∈ WFFLOL , then ¬A, A ⊃ B ∈ WFFLOL (11.4)
if A ∈ WFFLPL or A ∈ WFFLOL , then A ∈ WFFL (11.5)
Thus defined, WFFL does not contain any mixed formulas or any formula where
there is an iteration of a deontic operator. The axiom schema for normative consistency
17 Since we assumed that every obligation derives from a norm (established by some authority), it
follows that every obligation is ‘conditional’ in nature (i.e., obligations are conditional to the existence of
norms). This type of conditionality, however, is different from the distinction between conditional and
unconditional obligations. A conditional obligation is formulated in such a way that it specifies in which
context the obligation holds. An unconditional obligation is understood as an obligation that always
holds, unless specified by another norm in some specific context. Note that in such a context, OL would
not apply anymore and we would need a logic for conditional normative reasoning.
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is represented by (A1), which is propositionally equivalent to the axiom (D) of standard
deontic logic.
¬(OiA ∧Oi¬A) (A1)
The principle of deontic consequences is represented by the rule of inference (R1)
and its use is restricted by two conditions.
1
...
2 OiA1 ∧ · · · ∧OiAn (n ≥ 1)
3 (A1 ∧ · · · ∧ An) ⊃ B
4 OiB R1 l.2,3
(R1)
First, {A1, . . . , An} cannot be the empty set (n ≥ 1), otherwise B would be a theorem
of PL and there would be a set of absolute obligations. Since every obligation is conditional
to a norm, it follows that B must be a consequence that depends upon A1∧· · ·∧An. This
condition is meant to preserve the principle of normative contingency. Put differently,
(R1) cannot be used if there is no normative hypothesis. Second, the conditional
(A1 ∧ · · · ∧ An) ⊃ B
must be either a theorem of PL or a hypothesis. As a result, (R1) cannot be applied to
any material conditional but can only be applied to a conditional which is either a theorem
of PL or a hypothesis. For instance, the following use would be an incorrect application
of (R1).
1 p H
2 Oiq H
3 p ⊃ (q ⊃ p) PL
4 q ⊃ p MP 1,3
5 Oip incorrect use of R1
Let us note that since (R1) can be applied to an hypothesis, it follows that this rule
is invalid in a standard system such as KD. We introduce OL in a natural deduction
system. We say that A is a theorem of OL, written `OL A, when there is a proof of A
without the use of any hypothesis. In addition to (R1), we assume the rules of PL (and
hence also the derived rules of PL) of Garson (2006, p.35), that is:
1. hypothesis (H);
2. reiteration (Reit);
3. detachment (⊃ out);
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4. conditional proof (⊃ in);
5. double negation (DN).
Since negation is taken as a primitive, we also need a rule to govern its introduction:
1 A H
2
...
3 B
4 ¬B
5 ¬A (¬in)
Although OL contains only normative propositions, the proofs of the theorems are
done in L. Thus constructed, OL (and moreover L) behaves at the propositional level
according to the rules of PL. We write ‘PL’ as a justification in a proof when the formula
is a theorem of PL.18
Semantics
Let Act = {ΓA : ΓA is a positive action} be a denumerable set of positive actions (e.g.,
walking, talking, stealing, etc.), where ΓA stands for the action described by the proposition
A, and Act = {ΓA : ΓA is a negative action} a denumerable set of negative actions (e.g.,
not walking, not talking, not stealing, etc.). The set A = Act∪Act is thus the denumerable
set of all possible actions (actions in Act do not need to be atomic).19 Each action in A
can be described by a proposition of WFFPL.
Let the sequence sα =< sα1 , ..., s
α
n, ... > be an arbitrary enumeration of Act and the
sequence sα =< sα1 , ..., s
α
n, ... > an enumeration of Act, where s
α
i refers to the negation of
the action sαi . A propositional variable pi (or a molecular compound Ai) refers to an action
sαi member of an arbitrary sequence s
α, while ¬pi (or ¬Ai) refers to sαi . If Ai refers to sαi ,
then sαi is the action ΓAi (described by Ai), that is the i
th member of sα. An arbitrary
sequence sα (and its counterpart sα) is an interpretation of the language L. It assigns a
descriptive proposition of WFFPL to each object of the domain (i.e., each action).
20
18 One the one hand, it should be noted that our syntactical system is similar to that of von Wright
(1951) (see the axiomatization in von Wright (1967)). However, the two are not equivalent, since
0OL Oi(A ⊃ A) ⊃ Oi(A ∨ ¬A). On the other hand, even if (R1) may look like the Rule 0 in Al-
chourro´n (1990), they differ from the important fact that {A1, ..., An} cannot be the empty set. Also, his
syntactical system is equivalent to KD, which is not equivalent to OL since (R1) is invalid in the standard
system.
19 Note that our understanding of ‘action’ includes both action types and action tokens.
20 To be precise, it assigns an equivalence class of propositions to an equivalence class of actions.
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In order to formalize semantically the principle of deontic consequences, we assume
that the set A is pre-ordered by ‘v’. For example, if we suppose that
p1 = Peter steals a red bicycle
p2 = Peter steals a bicycle
p3 = Peter steals
then we have Γp1 v Γp2 v Γp3. This allows us to give a semantical account of the relation
of implication between actions. If an action ΓA implies another action ΓB, then ΓA v ΓB.
Thus, if we assume that ‘stealing implies not violating the law’ is true in some (descriptive)
interpretation, then we assume that ‘stealing’ v ‘not violating the law’ in some normative
model. Let M be a standard model of PL. In other words, if |=M p1 ⊃ p2 (i.e., p1 ⊃ p2
is assumed to be true in M), then Γp1 v Γp2 holds in the normative interpretation. We
do not assume the converse because it would lead us to ideality. (It is not because an
entailment between actions is assumed in a normative interpretation that it is necessarily
true in the descriptive one. For instance, one can assume that ‘it is obligatory that if one is
in a public place, then one is not naked ’ holds in a normative model while the conditional
in the scope of the operator is false in a descriptive one.)
Let N = 〈W,A,v, a〉 be a normative model, where W 6= ∅ is the universe of
discourse and contains normative propositions (which are members of WFFLOL), A is a
denumerable set of actions pre-ordered by ‘v’ and a : W −→ {>,⊥} a function which
assigns truth values to propositions in W . Let O be a proper subset of A (O ( A).
Informally, O is a set of actions which have the property ‘obligatory’, meaning that O is
the extension of the concept ‘obligatory’ within a normative interpretation.21 The set has
to satisfy three conditions:
If ΓA ∈ O, then ΓA /∈ O (C1)
If ΓA ∈ O, then ΓB ∈ O for any ΓA v ΓB (C2)
such that 6|=PL B
If ΓA ∈ O and ΓA v ΓB⊃C , then ΓB v ΓC (C3)
The first condition represents normative consistency and the second implies that O
is closed ‘upwards’ when B is not a tautology of the (classical) propositional calculus. The
second part of C2 insures that normative contingency is respected. The third condition
says that if the action described by A is semantically linked to the action described by
B ⊃ C, then the action described by B is semantically linked to the action described by
C insofar as the action described by A is obligatory. C2 and C3 allow us to represent
the principle of deontic consequences. For a normative interpretation N , aN (A) = > if
and only if there is a sequence sα =< sα1 , ..., s
α
n, ... > which satisfies A. We now define
satisfaction recursively.
Definition 11.1. For any A, sα satisfies A if and only if
21 If there are more than one authority, O can be indexed by i.
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1. If A is OiB, then
(a) If B is pi, then s
α satisfies A iff sα satisfies pi iff s
α
i ∈ O (i.e. the ith member
of sα is a member of O).
(b) If B is ¬C, then sα satisfies A iff sα satisfies C.
i. sα satisfies pi iff s
α
i ∈ O
ii. sα satisfies ¬D iff sα = sα satisfies D
iii. sα satisfies D ⊃ E iff sα satisfies D and sα satisfies E
(c) If B is C ⊃ D, then sα satisfies A iff either
i. there is sαm = ΓC⊃D such that s
α
m ∈ O or
ii. sα satisfies D (provided that ΓC is not ΓD).
22
2. If A is ¬B, then sα satisfies A iff sα does not satisfy B.
3. If A is B ⊃ C, then sα satisfies A iff sα does not satisfy B or sα satisfies C.23
We say that a normative proposition A is normatively valid, written |= A, when it
is true for any normative interpretation N .24
Completeness
The following lemmas will be useful. As a notational convention, we will write sαA to refer
to the action ΓA (i.e., the action described by the descriptive proposition A), and which
is the mth member of sα. We also write sα¬A instead of s
α
A.
Lemma 11.1. If sα satisfies OiA, then s
α
A ∈ O.
Proof. We proceed inductively on the length of the formula. Suppose that sα satisfies OiA
but that sαA /∈ O. (The inductive step (HI) is that if the property holds for l = n, then it
also holds for l = n+ 1.)
1. A is pi, thus s
α satisfies pi and s
α
pi
∈ O.
2. A is ¬B, thus sα satisfies B.
(a) B is pi, thus s
α satisfies pi and s
α
¬pi ∈ O.
22 Informally, the first condition means that the conditional represents a fixed obligation while the
second represents a derived obligation. The condition that ΓC is not ΓD is meant to preserve normative
contingency.
23 Let us note that it would be incorrect to infer from the fact that sα satisfies pi that it also satisfies
A ⊃ pi from condition 1c). Rather, if sα satisfies pi, then sα satisfies ¬pi, and thus sα satisfies A ⊃ ¬pi.
24 There is an equivalence of notation between |=N A and aN (A) = >. Also, from this definition it
follows that aN (A) = > ⇔ aN (¬A) = ⊥.
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(b) B is ¬C, thus sα satisfies ¬C, meaning that sα satisfies C and by (HI) sαC ∈ O,
and thus sα¬¬C ∈ O by C2 since |=PL C ⊃ ¬¬C and ΓC v Γ¬¬C .
(c) B is C ⊃ D, thus sα satisfies C ⊃ D, meaning that sα satisfies C and sα satisfies
D. But by (HI) sαC ∈ O and sα¬D ∈ O, and since |=PL C ⊃ (¬D ⊃ ¬(C ⊃ D)),
we have sαC v sα¬D⊃¬(C⊃D), thus by C3 we have sα¬D v sα¬(C⊃D), and by C2 we
obtain sα¬(C⊃D) ∈ O since sα¬D ∈ O.
3. A is B ⊃ C, thus either
(a) sα satisfies Γm = B ⊃ C and thus sαB⊃C ∈ O
(b) sα satisfies C (ΓB 6= ΓC) and by (HI) sαC ∈ O and by C2 sαB⊃C ∈ O since
|=PL C ⊃ (B ⊃ C) and thus ΓC v ΓB⊃C .
Lemma 11.2. If sαA ∈ O, then sα satisfies OiA.
Proof. We proceed inductively on the length of the formula. Suppose that sαA ∈ O but
that sα does not satisfy OiA.
1. A is pi, thus s
α
pi
∈ O and so sα satisfies pi.
2. A is ¬B, thus sα does not satisfy B.
(a) B is pi, thus s
α
¬pi ∈ O and so sα satisfies pi
(b) B is ¬C, thus sα does not satisfy ¬C, meaning that sα does not satisfy C.
Since |=PL ¬¬C ⊃ C, we obtain sα¬¬C v sαC and by C2 we have sαC ∈ O, and by
(HI) sα satisfies C.
(c) B is C ⊃ D, thus sα does not satisfy C ⊃ D, meaning that either sα does not
satisfy C or sα does not satisfy D. By hypothesis, we have sα¬(C⊃D) ∈ O, and
by PL we obtain sα¬(C⊃D) v sαC and sα¬(C⊃D) v sα¬D since |=PL ¬(C ⊃ D) ⊃ C
and |=PL ¬(C ⊃ D) ⊃ ¬D. Therefore, by C2 we obtain sαC ∈ O and sα¬D ∈ O,
which by (HI) implies that sα satisfies C and sα satisfies D.
3. A is B ⊃ C, thus sα does not satisfy Γm = B ⊃ C and either sα does not satisfy C
or sαB = s
α
C . However, by definition if s
α does not satisfy Γm, it implies that s
α
m /∈ O,
that is sαB⊃C /∈ O.
Lemma 11.3. If ΓA v ΓB, 6|=PL B and sα satisfies OiA, then sα satisfies OiB.
Proof. Assume ΓA v ΓB, 6|=PL B and sα satisfies OiA but sα does not satisfy OiB. By
lemma 11.1 we have sαA ∈ O, thus by C2 sαB ∈ O and by lemma 11.2 sα satisfies OiB.
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Lemma 11.4. (A1) preserves validity.
Proof. Suppose that (A1) does not preserve validity. Thus, we have `OL ¬(OiA ∧ Oi¬A)
and 6|=N ¬(OiA ∧ Oi¬A). However, if 6|=N ¬(OiA ∧ Oi¬A), then |=N OiA ∧ Oi¬A. It
follows that sα satisfies OiA and Oi¬A, meaning that sα satisfies A and it satisfies ¬A.
By lemma 11.1, it implies that both sαA ∈ O and sα¬A ∈ O, which contradicts C1.
Lemma 11.5. (R1) preserves validity.
Proof. Assume that (R1) does not preserve validity. This means that we have a situation
where OiA `OL OiB is obtained by the use of (R1) but OiA 6|=N OiB, that is |=N OiA
and 6|=N OiB, and so sα satisfies OiA but does not satisfy OiB. By the use of (R1), we
know that A ⊃ B is true by hypothesis and that 6|=PL B, and moreover that ΓA v ΓB.
Therefore, by lemma 11.3 sα satisfies OiB.
Theorem 11.1 (Adequacy). If `OL A, then |= A.
Proof. Since OL is based upon PL, it suffices to show that (A1) and (R1) preserve validity,
which follows from lemmas 11.4 and 11.5.
Lemma 11.6 (Lindenbaum’s lemma). OL has a maximally consistent extension.
Suppose K =
⋃∞
0 Ki, with K0 = OL the smallest set of wffs of L closed under the
rules of PL, (A1) and (R1). Let A1, . . . , An, . . . be an arbitrary enumeration of OL’s wffs.
If `Kn−1 ¬An, then Kn = Kn−1, else Kn = Kn−1 ∪ {An}. This way, we have Ki extension
of OL for all i ≥ 0. It is obvious that K is maximal since by construction either Ai ∈ K
or ¬Ai ∈ K for all i. We now show that K is consistent.
Proof. Assume K ` ⊥. Thus, there is a finite proof of ⊥ from a finite subset of K, meaning
that there is Kn such that Kn ⊂ K and Kn ` ⊥. If Kn is inconsistent, it implies that by
construction the proposition An added to Kn−1 broke Kn’s consistency. However, such a
situation is impossible. Indeed, this means that Kn ` An ∧ ¬An, with Kn = Kn−1 ∪ {An}
and Kn−1 ` ¬An. But if Kn−1 ` ¬An, then Kn = Kn−1, thus Kn 0 ⊥. And if Kn−1 0 ¬An,
then Kn = Kn−1 ∪ {An}, thus Kn 0 ⊥ since Kn 0 ¬An. Therefore, K is consistent.
Lemma 11.7. N is a model of K.
Proof. Assume thatN is not a model of some maximally consistent extension K. It follows
that there is a proposition A such that `K A and K 6|=N A. But if `K A, it means that
there is a finite proof of A from a finite subset of K, thus `Kn A and Kn 6|=N A. However,
since every subset of K is an extension of OL, it implies that Kn `OL A. By theorem
11.1, if Kn `OL A, then Kn |=N A, which contradicts our first hypothesis. Therefore, N
is a model of K.
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Theorem 11.2 (Completeness). If H |= C, then H `OL C.
Proof. Assume that there is a maximally consistent extension of OL where H |=N C and
H 0K C. Since K is maximally consistent, it follows that H `K ¬C, and since N is a
model of K it implies that H |=N ¬C. However, if H |=N C, then H 6|=N ¬C, which
contradicts our first hypothesis. Therefore, if H |=N C, then H `K C for any N .
The reader may note that the deduction theorem does not need to be proven in a
natural deduction system since it follows immediately from the conditional proof rule.
Validity of legal reasoning
Graphical representation
The idea that lies behind this approach is that, according to the semantical dichotomy,
a scenario w is divided in two parts : one descriptive (D) and the other normative (N),
which contains a set of obligations O.25 A scenario w is inconsistent if either D or N
is. The scenario can be seen as a model M where the descriptive part represents M
and the normative one N . The validity of an argument is tested via the notion of a
counterexample, that is, a scenario w in which the premises are assumed to be true but
the conclusion is false. Since a valid argument does not possess any counterexample, it
follows that if the scenario is consistent, then the argument is invalid. As such, if the
scenario is consistent, there is a truth-value assignment which makes the premises true
but the conclusion false. Otherwise, if the scenario is inconsistent (i.e., it is impossible
for the premises to be true while the conclusion is false), then the argument is valid. The
propositional rules (figure 11.1) representing schematically truth conditions for complex
propositions are quite straightforward (cf. Garson 2006, p.91).
A ⊃ B
¬A B
¬(A ⊃ B)
A
¬B
A ∨B
A B
¬(A ∨B)
¬A
¬B
¬(A ∧B)
¬A ¬B
A ∧B
A
B
¬¬A
A
Figure 11.1: Propositional rules
The semantical dichotomy implies that normative and descriptive atoms are not true
in the same conditions. Otherwise, complex normative formulas behave schematically as
complex descriptive formulas since both are composed of the same logical connectives
(figure 11.1). The difference between the truth value of normative and descriptive formulas
can be seen at the atomic level. While the truth of a descriptive proposition can be
25 This section summarizes the results presented in Peterson (2013a).
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represented by the fact that it belongs to the descriptive part of a scenario, the truth of a
normative proposition depends upon a norm established by some authority. A normative
proposition A is obligatory if and only if there is a norm which makes the action described
by A (i.e., ΓA) an obligation. As such, if a normative proposition OiA is true for a
scenario w, then there is a norm (established by authority i) which makes ΓA obligatory
and the action described by A pertains to a set of obligations. Considering that the logical
connectives can (classically) be reduced to compositions of ¬ and ⊃, we only represent
schematically the truth conditions for Oip, Oi¬A and Oi(A ⊃ B) (figure 11.2). Note,
however, that derived rules could easily be constructed from the lemmas that the reader
will find at the end of this section. These rules, combined with conditions C1, C2 and
C3, allow us to test the validity of a normative inference. Their construction is possible
according to lemmas 11.1 and 11.2.
O
Γp
N
Oip O
Γ¬p
N
Oi¬p O
ΓA
N
OiA
O
ΓA
Γ¬B
N
Oi¬(A ⊃ B)
O
ΓA⊃B
N
Oi(A ⊃ B)
OiB (ΓA 6= ΓB)
N
Oi¬¬A
OiA
Figure 11.2: Truth conditions of normative atoms
As an example, let us test (R1)’s validity with n = 1 (figure 11.3). Assume that w
is a counter-example for (R1). Then, place the assumptions in their respective descriptive
or normative part of w. According to the rules for normative atoms, Γp is in O. Since
p ⊃ q is assumed to be true in the descriptive part of w, it follows that Γp v Γq holds in
its normative part. By C2 we obtain Γq in O, hence Oq can be concluded in the normative
part of w. The only branch in the normative part closes (schematically represented by
×) since it contains a contradiction (i.e., Oiq and ¬Oiq). Therefore, there is no possible
scenario in which the premises of (R1) are true while its conclusion is false, hence the
proof of (R1)’s validity.
We now list some semantical properties of the model. These properties are useful for
both the formal semantical proofs and the graphical representation. The following lemmas
can be used to construct derived rules.
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wO
D N
Oip
p ⊃ q
¬Oiq
Oip
¬Oiq
p ⊃ q
¬p q Γp
Γq
Oiq
×
Figure 11.3: Test of (R1)’s validity
Lemma 11.8. If ΓA ∈ O, then ΓB⊃A ∈ O for any B.
Proof. Assume that ΓA ∈ O. By PL we know that A ⊃ (B ⊃ A) is true in D, thus
ΓA v ΓB⊃A holds in N. Hence, by C2 ΓB⊃A ∈ O.
Lemma 11.9. If ΓA ∈ O and ΓB ∈ O, then ΓA∧B ∈ O.
Proof. Assume ΓA ∈ O and ΓB ∈ O. By PL we have A ⊃ (B ⊃ (A ∧ B)) true in D,
thus ΓA v ΓB⊃(A∧B) holds in N. By C2, we obtain ΓB⊃(A∧B) ∈ O, and by C3 ΓB v ΓA∧B.
Therefore, by C2 we have ΓA∧B ∈ O.
Lemma 11.10. If ΓA∧B ∈ O, then ΓA ∈ O.
Proof. Assume ΓA∧B ∈ O. By PL we have (A∧B) ⊃ A true in D, thus ΓA∧B v ΓA holds
in N, and by C2 ΓA ∈ O.
Lemma 11.11 (Deontic detachment). If ΓA ∈ O and ΓA⊃B ∈ O, then ΓB ∈ O.
Proof. Assume that ΓA ∈ O and ΓA⊃B ∈ O. Then by lemma 11.3 ΓA∧(A⊃B) ∈ O. Since
by PL (A∧ (A ⊃ B)) ⊃ B is true in D, we have ΓA∧(A⊃B) v ΓB in N, and by C2 ΓB ∈ O.
Equivalently, assume that ΓA ∈ O and ΓA⊃B ∈ O. By C3 ΓA v ΓB holds in N and by C2
ΓB ∈ O.
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Lemma 11.12 (De Morgan). ΓA∧B ∈ O if and only if Γ¬(¬A∨¬B) ∈ O.
Proof. (⇒) Assume ΓA∧B ∈ O. Since by PL we have (A ∧ B) ⊃ ¬(¬A ∨ ¬B) true in D,
we have ΓA∧B v Γ¬(¬A∨¬B) in N, thus Γ¬(¬A∨¬B) ∈ O by C2.
(⇐) Assume Γ¬(¬A∨¬B) ∈ O. Since by PL we have ¬(¬A ∨ ¬B) ⊃ (A ∧ B) true in
D, we have Γ¬(¬A∨¬B) v ΓA∧B in N, thus ΓA∧B ∈ O by C2.
Lemma 11.13. The next lemmas are consequences of (De Morgan) or lemma 11.8.
If ΓA ∈ O, then ΓA∨B ∈ O (11.6)
If ΓA ∈ O, then Γ¬(¬A∧¬B) ∈ O (11.7)
If Γ¬A ∈ O, then Γ¬A∨¬B ∈ O (11.8)
If Γ¬A ∈ O, then Γ¬(A∧B) ∈ O (11.9)
If Γ¬(A∨B) ∈ O, then Γ¬A ∈ O (11.10)
If Γ¬(¬A∨¬B) ∈ O, then ΓA ∈ O (11.11)
Soundness of legal inference
Formal logic is relevant to legal discourse and critical thinking insofar as it enables one
to have a well-defined concept of validity, and hereby to have a method to prove that
inferences are valid or not. However, each formal framework that tries to model the
validity of our natural language possesses its limits, the natural language being vast and
rich and, as we will see below, ours possesses its limitations too. Hence, it might be
useful to present some informal considerations one must take into account when analyzing
normative inferences. A sound inference is valid and has true (or acceptable) premises
(cf. Peterson 2013b). As such, not all valid inferences are sound. Without pretending
to be exhaustive, we provide the reader with some philosophical insights regarding the
acceptability of the premises within a legal argument (see also Peterson 2013a).
A sound inference must be valid. Note, though, that our framework possesses its
limits (e.g., it cannot model deontic conditionals), and therefore it is not because an
argument is invalid within OL that it must be rejected. When the logical form of the
argument falls within the scope of OL, the second step after verifying its validity is to
determine whether or not its premises are acceptable. Since the truth of a normative
proposition depends upon a norm, which is established by some authority, the first thing
to do is to contextualize the normative propositions to a legal authority: is it true according
to the Constitution? the Civil Code? the Criminal Code? the Canadian Charter of Rights
and Freedom? It is noteworthy that some inferences can be fallacious when the meaning
of ‘ought’ is not the same throughout the argument.
In addition to the normative propositions, the descriptive propositions within the
argument should also be contextualized to some authority. For instance, the meaning of
‘Paul respects his neighbour’ will vary depending whether the legal authority is the Civil
Code or the Criminal Code or the Canadian Charter of Rights and Freedoms. Then, one
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must determine what legally counts as a lack of respect from the Civil Code’s point of
view. In other words, one must answer the question ‘what action counts as A from the
authority’s standpoint?’.26
The context of the argument must also be considered to establish the truth of the
normative premises. For example, if ‘ought’ is understood legally, the proposition ‘Paul
ought to tell the truth’ is not true in general but is true if Paul is providing testimony in a
court of justice. Furthermore, the descriptive propositions used together with (R1) must
be analyzed in terms of necessity and sufficiency. One must determine whether or not the
conditional represents a semantical entailment between actions and see if the consequent
is necessarily entailed by the action described in the antecedent.
Also, since our framework is not able to deal properly with contrary-to-duty reasoning
and deontic conditionals, it might happen that conflicting obligations arise within a given
situation. For example, consider the following argument (and assume a context in which
premises 2 and 3 hold).
1. Paul ought to rescue Peter from drowning.
2. If Paul rescues Peter, then Paul calls 911.
3. If Paul calls 911, then Paul breaks into Sam’s house.
∴ Paul ought to break into Sam’s house.
Assuming that breaking and entering is legally forbidden, this yields a conflict of
obligations when we add the following implicit premise.
4. Paul ought to not break into Sam’s house.
Alchourro´n and Makinson (1981) suggested that conflicts of obligations can be re-
solved by introducing a relation of hierarchy (or priority) between obligations. This idea
was used by many logicians in non-monotonic deontic logic. Among others, van der Torre
and Tan (1997) provided an insightful analysis of how conflicts of obligations can emerge
in various situations. According to their analysis, the aforementioned example is a case
of weak overridden defeasibility, where the contradiction appears because there is a con-
flict between the prima facie obligation to not break into Sam’s house and the obligation
to rescue Peter under the circumstances that he is drowning. Even though Paul has in
general the obligation to not break into Sam’s house, there might be specific situations in
which it can be excused (but not allowed nor justified), namely if it is necessary to save
Peter’s life.
The assumption that premise 3 holds implies that Paul could argue that he should
not be punished for breaking and entering since it was necessary to break into Sam’s
house to save Peter’s life. Indeed, under specific circumstances, the defense of necessity
26 For an analysis of ‘count as’, see Jones and Sergot (1996) and Boella and van der Torre (2006c).
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can be invoked to excuse (but not justify) the violation of the law.27 In the aforementioned
example, Paul’s actions are not morally voluntary given that he has no realistic choice:
all things considered, it is reasonable to expect that Paul will break into Sam’s house to
call 911 if it is indeed the only possible course of action he has to save Peter’s life. In such
a context, the obligation to not break into Sam’s house is overshadowed (as opposed to
cancelled) by the obligation to break into Sam’s house so that Paul can save Peter’s life.
Hence, in this context, Paul can be excused to break into Sam’s house. Even though the
obligation to not break into Sam’s house is still in force (i.e., it does not simply disappear
when a conflict arises), it is not actual in the sense that it should not be guiding Paul’s
actions in that context. Having this information at hand, one can thus reject premise 4
and the argument can be formalized within our framework while avoiding the conflict.
At last, the premises of a normative inference can be analyzed in the light of the
ought-implies-can principle. Instead of the aforementioned example, consider the following
argument.
1. Paul ought to rescue Peter from drowning.
2. If Paul rescues Peter from drowning, then Paul jumps in the water to retrieve Peter.
∴ Paul ought to jump in the water to retrieve Peter.
If for some reasons Paul cannot swim (e.g., if Paul has two broken arms), then
premise 2 is a violation of the ought-implies-can principle. Thus, it must be rejected since
in this case ‘rescuing Peter from drowning’ does not entail that Paul jumps in the water
to retrieve him.
The paradoxes of deontic logic
Having presented some insights regarding the analysis of the soundness of legal inferences,
let us now examine how our framework deals with the notorious paradoxes of deontic
logic. Following A˚qvist’s (2002) presentation, a formula A is a paradox for a deontic logic
∆ either if it is derivable in ∆ but its translation does not seem derivable within the
natural normative language, or it is not derivable in ∆ but its translation seems derivable
within the natural normative language. In other words, a formula is a paradox either when
it can be derived but it should not, or when it cannot be derived but it should.
Ross’s paradox
Ross’s Ross (1941) disjunctive paradox appeared in reaction to Jørgensen’s (1937) dilemma
and aimed to show that a logic for imperatives does not behave similarly to propositional
logic. For instance, the satisfaction of the imperative Mail the letter! does not imply that
Mail the letter or burn it! is also satisfied.
27 This has been accepted by the Supreme Court. See Perka c. La Reine, [1984] 2 R.C.S. 232.
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Theorem 11.3. `OL Oip ⊃ Oi(p ∨ q)
Proof. Assume |=N Oip but |=N ¬Oi(p ∨ q). Thus, sα satisfies Oip but does not satisfy
Oi(p ∨ q), which by definition is Oi(¬p ⊃ q). Thus, sα satisfies p and sαp ∈ O but sα does
not satisfy ¬p ⊃ q, and so sα does not satisfy Γm = ¬p ⊃ q. By PL, we have Γp v Γm,
and so by C2 sα satisfies Γm.
1 Oip H
2 p ⊃ (p ∨ q) PL
3 Oi(p ∨ q) (R1) 1,2
4 `OL Oip ⊃ Oi(p ∨ q) ⊃ in 1-3
Prior’s paradox
Prior’s (1954) paradox of derived obligations was an objection against von Wright’s (1951)
initial approach to deontic logic. It aimed to show that von Wright’s notion of commitment,
represented by O(p ⊃ q), fails in contexts of derived obligations: it is not because p is
forbidden that doing p commits one to do q.
Theorem 11.4. `OL Fip ⊃ Oi(p ⊃ q)
Proof. Assume |=N Fip but |=N ¬Oi(p ⊃ q). By definition it means that sα satisfies Oi¬p,
thus sα satisfies ¬p, meaning that sα satisfies p, and sα does not satisfy Oi(p ⊃ q), thus
does not satisfy p ⊃ q. Therefore, sα does not satisfy Γm = p ⊃ q and sαm /∈ O. However,
we have sαp v Γm since |=PL ¬p ⊃ (p ⊃ q), and so by C2 sαm ∈ O.
1 Fip H
2 Oi¬p def F 1
3 ¬p ⊃ (p ⊃ q) PL
4 Oi(p ⊃ q) (R1) 2,3
5 `OL Fip ⊃ Oi(p ⊃ q) ⊃ in 1-4
Theorem 11.5. `OL Oip ⊃ Oi(q ⊃ p)
Proof. Assume |=N Oip but |=N ¬Oi(q ⊃ p). Thus, sα satisfies Oip but does not satisfy
Oi(q ⊃ p), meaning that sα satisfies p, and so sαp ∈ O, but sα does not satisfy q ⊃ p.
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Therefore, sα does not satisfy Γm = (q ⊃ p) and sαm /∈ O. However, sαp v sαm since
|=PL p ⊃ (q ⊃ p), and thus by C2 sαm ∈ O.
1 Oip H
2 p ⊃ (q ⊃ p) PL
3 Oi(q ⊃ p) (R1) 1,2
4 `OL Oip ⊃ Oi(q ⊃ p) ⊃ in 1-3
Although it might surprise the reader, we think that Ross’s and Prior’s paradoxes are
both desirable consequences of OL. Both paradoxes can be compared with theorem 11.6
since there is an equivalence between Oi(p∨ q) and Oi¬(¬p∧¬q), and between Oi(p ⊃ q)
and Oi¬(p ∧ ¬q).
Theorem 11.6. `OL Fip ⊃ Fi(p ∧ q)
Proof. Assume |=N Fip but |=N ¬Fi(p ∧ q). By definition it means that sα satisfies Oi¬p
but does not satisfy Oi¬(p ∧ q). Thus, sα satisfies ¬p, meaning that sα satisfies p and so
sαp ∈ O, but sα does not satisfy ¬(p∧ q), which by definition is p ⊃ ¬q. Therefore, sα does
not satisfy Γm = p ⊃ ¬q, and so sαm /∈ O. However, sαp v Γm since |=PL ¬p ⊃ (p ⊃ ¬q),
and so by C2 sαm ∈ O.
1 Fip H
2 Oi¬p def F 1
3 ¬p ⊃ ¬(p ∧ q) PL
4 Oi¬(p ∧ q) (R1) 2,3
5 Fi(p ∧ q) def F 4
6 `OL Fip ⊃ Fi(p ∧ q) ⊃ in 1-5
Recall that OL aims to model how the property obligatory is transmitted from an
action to another. Thus, while Ross’s paradox says that if the action described by p is
obligatory, then any conjunction of actions which includes the action described by ¬p is
forbidden, Prior’s paradox says that if the action described by p is forbidden, then any
conjunction of actions which includes the action described by p is also forbidden. Hence
the comparison with theorem 11.6: if the action described by p is forbidden, then so is
the action described by p∧ q for any q. When considered from a legal point of view, these
theorems are desirable. If an action is legally forbidden, then any conjunction of action
which includes the forbidden action is also forbidden, notwithstanding the nature of the
other action. If it is forbidden to steal a car, then it is also forbidden to steal a car while
eating ice cream.
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Chisholm’s paradox
Chisholm’s (1963) contrary-to-duty paradox is the most damaging for monadic deontic
logic. It shows that monadic frameworks are not able to properly represent conditional
obligations. Although Prior’s paradox motivated von Wright (1956; 1967) to introduce
dyadic deontic logic (see A˚qvist (2002) for an overview of dyadic deontic logic and Tomber-
lin (1981) for a discussion of conditional obligations), the need for a dydadic deontic logic
arises when one considers Chisholm’s puzzle. While the following sentences are perfectly
consistent within the natural normative language, the conjunction of their translation is
inconsistent in standard monadic deontic logic, i.e., the modal logic KD (cf. A˚qvist 2002,
p.155).28
1. Paul ought to not steal.
2. It ought to be that if Paul does not steal, then he does not give back what was
stolen.
3. If Paul steals, then he ought to give back what was stolen.
4. Paul steals.
These are translated in KD by:
O¬p (11.12)
O(¬p ⊃ ¬q) (11.13)
p ⊃ Oq (11.14)
p (11.15)
Propositions 11.13 and 11.14 must be translated differently since they are indepen-
dent within the natural normative language (cf. A˚qvist 2002). Translating 11.13 by
¬p ⊃ O¬q (11.16)
would make 11.16 a consequence of 11.15, as translating 11.14 by
O(p ⊃ q) (11.17)
would make 11.17 a consequence of 11.12.
We agree with the literature that material conditionals cannot adequately model
deontic conditionals. As such, we do not think thatO(p ⊃ q) is the appropriate formulation
to model an obligation Oq conditional to a context p. Since mixed formulas are not
28 See A˚qvist (1967), Decew (1981) or Tomberlin (1981, 1983) for a discussion of the paradox.
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available within our framework, it follows that Chisholm’s paradox cannot be formulated
appropriately. The available translations are:
Oi¬p (11.18)
Oi(¬p ⊃ ¬q) (11.19)
Oi(p ⊃ q) (11.20)
p (11.21)
Oi¬p (11.22)
Oi¬p ⊃ Oi¬q (11.23)
Oi(p ⊃ q) (11.24)
p (11.25)
Oi¬p (11.26)
Oi(¬p ⊃ ¬q) (11.27)
Oip ⊃ Oiq (11.28)
p (11.29)
Oi¬p (11.30)
Oi¬p ⊃ Oi¬q (11.31)
Oip ⊃ Oiq (11.32)
p (11.33)
It is noteworthy that each of these translations is consistent within our language. All
imply Oi¬q but none implies Oiq since Γp /∈ O. However, they fail to model Chisholm’s
paradox insofar as the propositions within these translations are not independent from
each other. Indeed, 11.20 (=11.24) is a consequence of 11.18 (=11.22) in virtue of theorem
11.4, and 11.28 (=11.32) is a consequence of 11.26 (=11.30) and theorem 11.7.
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Theorem 11.7. `OL Oi¬p ⊃ (Oip ⊃ Oiq)
Proof.
1 Oi¬p H
2 ¬(Oi¬p ∧Oi¬¬p) (A1)
3 Oip¬ ⊃ ¬Oi¬¬p def ∧ 2
4 ¬Oi¬¬p ⊃ out 1,3
5 ¬Oi¬¬p ⊃ (Oi¬¬p ⊃ Oiq) PL
6 Oi¬¬p ⊃ Oiq ⊃ out 4,5
7 Oip H
8 p ⊃ ¬¬p PL
9 Oi¬¬p (R1) 5,6
10 Oi¬¬p ⊃ Oiq (Reit) 6
11 Oiq ⊃ out 4,5
12 Oip ⊃ Oiq ⊃ in 7-11
Chisholm’s paradox is thus a limitation of our framework. However, the aim of this
paper was not to model deontic conditionals but was rather to define a proper consequence
relation for inferences within which there are no mixed formulas. The aim was to model the
transmission of the property obligatory between normative propositions. The discussion
of contrary-to-duty reasoning and deontic conditionals goes far beyond this paper and is
an avenue for future research (see Peterson 2014d).
Detachment and Augmentation
Chisholm’s paradox is related to the problems of detachment and augmentation of deontic
conditionals (cf. Jones 1991).29 The problem of (factual) detachment can be summarized
as follows: although the detachment of a conditional obligation from its context seems
suitable, as in Chisholm’s paradox where we want to derive that Paul ought to give back
what was stolen from the contrary-to-duty p ⊃ Oq and the fact that Paul stole, there are
situations where some extra conditions can make detachment undesirable. For instance,
even though Paul has the conditional obligation to drive his wife to the hospital if she
is near delivering, he does not have this obligation under the conditions that she is near
delivering and (for some reason) he is drunk. As such, only a form of restricted detach-
ment seems desirable, namely when we can insure that no other information will thwart
29 There is a distinction between deontic detachment, which is expressed by lemma 11.11, and factual
detachment, which is the detachment problem we are discussing within this section. See Loewer and
Belzer (1983) for the distinction.
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detachment.30
The problem of (unrestricted) detachment is related to the problem of augmentation.
In a nutshell, the problem of augmentation comes from the fact that one cannot strengthen
the antecedent of a deontic conditional. Hence,
p ⊃ Oq
(p ∧ r) ⊃ Oq
is not a valid inference pattern for deontic conditionals since the other conditions r might
block the detachment of Oq. If one wants to model Chisholm’s paradox and contrary-to-
duty reasoning, then one will need to address these problems. This, which is also why we
only concentrated upon the consequence relation of normative inferences in which there
are no mixed formulas, will be the subject of another paper.31
Forrester’s paradox
Forrester’s (1984) paradox aims to show that (R1) is not an acceptable rule for normative
reasoning. The paradox is similar to Prior’s (1958) initial good Samaritan paradox and
Nozick’s and Routley’s (1962) robbery paradox.32 Assume a legal system in which a murder
must be gentle. The original formulation of the paradox uses a conditional obligation (i.e.,
if Jones murders Smith, then he ought to do it gently)33, but since in this respect it does
not tell us more than what was already pointed out by Chisholm, we will only present the
argument against (R1). The paradox follows from:
1. Jones ought to murder Smith gently.
2. If Jones murders Smith gently, then Jones murders Smith.
3. Jones ought to murder Smith.
According to Forrester, (R1) must be rejected since it allows one to conclude that
Jones ought to murder Smith in a context where gentle murders are preferable to violent
ones. The validity of this inference in our framework follows from lemma 11.14.
Lemma 11.14. If |=N Oip and |=M p ⊃ q, then |=N Oiq.
This represents the principle of deontic consequences. Notice that both |=N Oip and
|=M p ⊃ q say that the propositions are true (respectively in a normative model N and a
30 On this point, see Decew (1981), Loewer and Belzer (1983), Vorobej (1986), Jones (1991), Alchourro´n
(1996) and Bonevac (1998).
31 See Peterson (2014d).
32 The good Samaritan paradox was reformulated by A˚qvist (1967).
33 The original paradox also insists on the contradiction between the assumption that Jones ought to
not murder Smith and the conclusion from (R1) that Jones ought to murder Smith.
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descriptive model M), which does not mean that the propositions are valid, that is, true
in every models.
Proof. Assume |=N Oip and |=M p ⊃ q but |=N ¬Oiq. Therefore, sα satisfies Oip but does
not satisfy Oiq, meaning that it satisfies p but not q, thus s
α
p ∈ O but sαq /∈ O. However,
by hypothesis |=M p ⊃ q, so Γp v Γq, and therefore sα satisfies q by C2.
However, despite its validity, this argument is not sound. As it was argued by
Jacquette (1986, p.762), the first premise is to be rejected. Of course, if one accepts a
legal system where Jones ought to murder Smith gently, then one accepts a system where
Jones ought to murder Smith! But the obligation of ‘murdering gently’ must be rejected in
favour of the obligation of ‘not murdering violently’, and this does not lead to paradoxical
results.34
Lemmon’s paradox
Lemmon’s (1962) paradox insists on the possibility of moral dilemmas and conflicting
obligations. Although it is possible to face conflicting obligations in real life situations, a
deontic logic which accepts (A1) as an axiom for normative consistency cannot model such
situations. Moreover, when such a conflict happens, a deontic logic which satisfies (A1)
will dictate that anything is obligatory insofar as any extension of classical propositional
logic validates ` ⊥ ⊃ A for any A (cf. Horty 1997).35 Thus, from Paul’s obligation to pick
up his kids at the kindergarten by 5 p.m. and from his obligation to help the victim of
a car accident that just happened, Paul can conclude that he ought to commit adultery,
assuming that he picks up his kids by 5 p.m. if and only if he does not help the victim.
This, however, is not a paradox for OL. Indeed, axiom (A1) says that an authority
i cannot state that both A and ¬A are obligatory at the same time. This is acceptable
insofar as norms are meant to guide one’s actions, and it would be impossible to act within
the frame dictated by inconsistent norms. That being said, the obligation to pick up his
kids in the aforementioned example is not of the same type as his obligation to help the
victim of the car accident. Hence, the conflict can be translated by Oip ∧ Oj¬p, which is
not inconsistent in OL. In the eventuality that the conflict arises from contrary-do-duty
reasoning or conditional obligations, it can be solved through the relation of hierarchy as
we saw previously.
Aggregation
Aggregation of obligations is sometimes contested insofar as it can lead to conflicting obli-
gations (see for instance Schotch and Jennings (1981) and Horty (1997)). These conflicts,
however, often arise from different types of obligations. Since OL concerns only one type
34 For an analysis of Forrester’s paradox, see Peterson and Marquis (2012).
35 See also theorem 11.7 above.
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of obligation, it is acceptable to accept that if an authority makes A and B obligatory,
then it makes both obligatory together. This is represented by theorem 11.8.36
Theorem 11.8. `OL Oi(p ∧ q) ≡ (Oip ∧Oiq)
Proof. It follows from theorems 11.9 and 11.10.
Theorem 11.9. `OL Oi(p ∧ q) ⊃ (Oip ∧Oiq)
Proof. Assume |=N Oi(p∧ q) but |=N ¬(Oip∧Oiq). Thus, sα satisfies Oi(p∧ q), which by
definition means that sα satisfies ¬(p ⊃ ¬q), and so sα satisfies p ⊃ ¬q. Thus, sα satisfies
p and sα satisfies ¬q, meaning that sα satisfies q. However, sα does not satisfy (Oip∧Oiq),
meaning that either (a) sα does not satisfy Oip or (b) it does not satisfy Oiq.
(a) If sα does not satisfy Oip, it implies that it does not satisfy p, which is inconsistent
with our hypothesis
(b) If sα does not satisfy Oiq, it implies that it does not satisfy q which is also inconsistent
with our hypothesis
1 Oi(p ∧ q) H
2 (p ∧ q) ⊃ p PL
3 Oip (R1) 1,2
4 (p ∧ q) ⊃ q PL
5 Oiq (R1) 1,4
6 Oip ∧Oiq ∧in 3,5
7 `OL Oi(p ∧ q) ⊃ (Oip ∧Oiq) ⊃ in 1-6
Theorem 11.10. `OL (Oip ∧Oiq) ⊃ Oi(p ∧ q)
Proof. Assume |=N Oip∧Oiq but |=N ¬Oi(p∧ q). Thus, sα satisfies Oip and satisfies Oiq,
meaning that it satisfies p and it satisfies q, and so sαp , s
α
q ∈ O, but it does not satisfy
Oi(p ∧ q). By definition, it implies that sα does not satisfy ¬(p ⊃ ¬q), thus sα does
not satisfy p ⊃ ¬q. Thus, either sα does not satisfy p, which is inconsistent with our
36 This principle can be contested if we consider contrary-to-duty reasoning and conditional obligations.
As the reader will see, we will change our mind in Peterson (2014b) and reject the aggregation principle
on the grounds that ∧ does not adequately represent action conjunction.
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hypothesis, or sα does not satisfy ¬q, meaning that sα does not satisfy q, which is also
inconsistent with our hypothesis.
1 Oip ∧Oiq H
2 (p ∧ q) ⊃ (p ∧ q) PL
3 Oi(p ∧ q) (R1) 1,2
4 `OL (Oip ∧Oiq) ⊃ Oi(p ∧ q) ⊃ in 1-3
Contingency
The principle of normative contingency was first advocated by von Wright (1951). It has
since then been defended by Chellas (1974) and Jones and Po¨rn (1985). This principle
implies that tautologies are neither unconditional nor derived obligations. As it is shown
by the following lemmas, our approach respects contingency.
Lemma 11.15. 0OL Oip ⊃ Oi(¬p ⊃ ¬p)
Proof. We show that there is a model N such that |=N ¬(Oip ⊃ Oi(¬p ⊃ ¬p)). Suppose
|=N Oip and |=N ¬Oi(¬p ⊃ ¬p). So sα satisfies Oip and thus sαp ∈ O but sα does not
satisfy Oi(¬p ⊃ ¬p), meaning that sα does not satisfy ¬p ⊃ ¬p and either sα does not
satisfy ¬p, thus sα does not satisfy p, or Γ¬p = Γ¬p. Both cases are consistent with C1–C3
and the definition of satisfaction.
Lemma 11.16. 0OL Oip ⊃ Oi(p ∨ ¬p)
Proof. We show that there is a model N such that |=N ¬(Oip ⊃ Oi(p ∨ ¬p)). Assume
|=N Oip and |=N ¬Oi(p ∨ ¬p). Thus, sα satisfies Oip but does not satisfy Oi(p ∨ ¬p). By
definition, it means that sα satisfies p but does not satisfy ¬p ⊃ ¬p (theorem 11.15).
Lemma 11.17. 0OL Oip ⊃ Oi(p ⊃ p)
Proof. We show that there is a model N such that |=N ¬(Oip ⊃ Oi(p ⊃ p)). Assume
|=N Oip and |=N ¬Oi(p ⊃ p). Thus, sα satisfies Oip but does not satisfy Oi(p ⊃ p),
meaning that sα satisfies p and sαp ∈ O, but sα does not satisfy p ⊃ p. Therefore, sα
does not satisfy Γm = p ⊃ p, which is consistent with C2 since |=PL p ⊃ p, and either sα
does not satisfy p, which is inconsistent with our hypothesis, or Γp = Γp, which is true.
Therefore, it is possible that sα satisfies Oip but does not satisfy Oi(p ⊃ p).
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Lemma 11.18. 0OL Oi(p ∨ ¬p)
Proof. It follows from theorem 11.16.
Lemma 11.19. 0OL Oi(¬p ⊃ ¬p)
Proof. It follows from theorem 11.15.
Also, it must be possible to represent that some actions are neither obligatory nor
forbidden, which follows from the following lemma.
Lemma 11.20. 0OL Oip ∨Oi¬p
Proof. Assume |=N ¬Oip ∧ ¬Oi¬p. Thus, sα does not satisfy Oip and does not satisfy
Oi¬p, meaning that sα does not satisfy p and does not satisfy ¬p. Therefore, sα does not
satisfy p and sαp /∈ O and sαp /∈ O, which is not inconsistent.
This would have been violated if we had assumed an ‘if and only if’ instead of a
simple ‘if then’ in condition C1.
Disjunctive permission
A consequence of OL is that if an action is permitted, then a disjunctive action which
includes said action is also permitted. Hence, if it is permitted to walk in the park, then
it is permitted to either walk in the park or rob a bank. This reasoning, which follows
from theorem 11.11, is also derivable in standard deontic logic (it is actually derivable in a
normal deontic logic, in the sense of A˚qvist (2002, p.155), i.e., an extension of the modal
logic K). But this paradox is no more puzzling than the fact that from p’s truth one can
infer the truth of p∨q in PL. Moreover, theorem 11.11 appears as a desirable consequence
when one considers theorem 11.12.
Theorem 11.11. `OL Pip ⊃ Pi(p ∨ q)
Proof. It follows from theorem 11.12 by contraposition.
Theorem 11.12. `OL Fi(p ∨ q) ⊃ Fip
Proof. Assume |=N Fi(p ∨ q) but |=N ¬Fip. By definition it means that sα satisfies
Oi¬(p ∨ q), thus sα satisfies ¬(p ∨ q), which by definition is ¬(¬p ⊃ q), and sα does not
satisfy ¬p, thus sα does not satisfy p and sαp /∈ O. Since sα satisfies ¬(¬p ⊃ q), sα satisfies
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¬p ⊃ q, thus sα satisfies ¬p, and so sα satisfies p.
1 Fi(p ∨ q) H
2 Oi¬(p ∨ q) def F 1
3 ¬(p ∨ q) ⊃ ¬p PL
4 Oi¬p (R1) 2,3
5 Fip def F 4
6 `OL Fi(p ∨ q) ⊃ Fip ⊃ in 1-5
Theorem 11.12 says that if a disjunction of actions is forbidden, then each member
of the disjunction is forbidden too. This is a desirable consequence. For instance, if Paul
tells his son Peter that he is forbidden to either take the car or the motorcycle, we do not
expect Peter to answer ‘Fine! I’ll take the motorcycle then!’.
Conclusion
To sum up, we introduced a method to test the formal validity of legal inferences. Although
the main contribution of this paper was to develop a formal method to test validity, we also
provided the reader with a brief analysis of some important aspects of sound normative
inferences. It is our view that if formal philosophy is to be of help to legal discourse,
then it must first reflect upon the law’s fundamental characteristics that should be taken
into account. We provided the reader with a brief analysis of Canadian legal discourse
and we exposed three fundamental characteristics which ought to be considered if one
wants to represent the formal structure of legal arguments. These characteristics are the
presupposed consistency of legal discourse, the fact that there is a hierarchy between norms
and obligations to preserve this consistency and the fact that legal inferences are subjected
to the principle of deontic consequences. The formal logic that was built according to
these characteristics is restricted to normative inferences in which there is only one type
of obligation, no iteration of deontic operator and no mixed formulas (i.e., no conditional
obligations). This is both a strength and a weakness of our approach. It is a strength
insofar as the paradoxes which use these properties cannot be formulated in our framework.
But it is a weakness since we cannot formulate contrary-to-duty reasoning and conditional
obligations, which are of central importance in legal reasoning.
The main contribution of this paper is that our method covers a portion of the
intuitive validity of legal inferences that was not covered by other monadic frameworks in
the literature. For instance, the principle of deontic consequences is not valid in standard
deontic logic. Although the principle of deontic consequences can be formulated (and
validated) in a multi-modal deontic logic which includes a minimal necessity operator 2,
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our aim was to develop a system which can easily be applied to test the validity of some
basic legal inferences and where the principles of contingency and deontic consequences
are handled with very little formalism. Our intention was to introduce an alternative to
the modal logic K, which is usually used as a building block for the construction of deontic
logics. This framework also provides a method to graphically represent legal arguments
and test their validity. It is our view that our framework is better suited than K to
formalize the transmission of the property ‘legally obligatory’ between actions.
For future research, we intend to extend this method to arguments in which there
are different types of obligations which can be iterated and are linked by a relation of
hierarchy to prevent conflicts of obligations. We will also work on the representation
of mixed formulas, conditional obligations and contrary-to-duty reasoning. It would be
interesting to see if (and how) this system can deal with agency and incorporate (or be
incorporated in) the frameworks of dynamic and stit logics. Another avenue will be to
redefine the propositions within the scope of the deontic operator Oi. Instead of using
descriptive formulas that refer to actions, the satisfaction of normative atoms could be
redefined in terms of an action algebra.37 However, this would require to study carefully
action logics and determine the proper formal framework to represent the structure of
actions.38 Finally, another avenue for future research will be to see how this approach can
be reformulated within the framework of categorical logic.
* * *
Cet article re´pond en partie au premier objectif de cette the`se, a` savoir proposer un
cadre d’analyse diffe´rent de la logique modale K et de la logique de´ontique standard pour la
mode´lisation des infe´rences normatives inconditionnelles et non-conflictuelles. Le prochain
chapitre adapte le pre´sent syste`me en vue d’une introduction a` l’analyse des infe´rences
normatives et s’adresse a` un public qui ne maˆıtrise pas ne´cessairement la logique. Les
ide´es aux fondements de OL seront reprises au chapitre 16 quant a` la mode´lisation des
infe´rences inconditionnelles.
37 See Peterson (2014b).
38 See Peterson (2014a).
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Chapitre 12
Normative inferences and validity:
A heuristic
Abstract
Although there are various formal methods to analyze the validity of arguments,
undergraduate students are often only introduced to classical propositional logic and
first-order logic as tools to analyze reasoning. Classical and predicate logics are
tools that can be used to study declarative statements (i.e., statements which have
the potential to be true or false). The notion of truth is often understood using a
correspondence theory of truth, where a sentence ϕ is said to be true when it is an
adequate description of the world. But what about normative propositions? Are
they declarative? To answer this question is to enter into a widely controversial
debate in metaethics. But one can safely assume that if they are, then it seems that
they are not potentially true or false in the same way that descriptive propositions
are. Thus, it is unclear whether classical logic and predicate logic are tools that can
help in the study of normative reasoning, notwithstanding that many valid normative
inferences are invalid in these frameworks. But the fact is that normative reasoning is
at the core of philosophical reflections. So what are the tools one can use to analyze
normative inferences? In this paper, we present an informal method based on the
formal deontic logic OL, which provides an easy and efficient tool to analyze the
validity of normative inferences.1
Keywords: Deontic logic, Normative consistency, Deontic consequence, Argumen-
tation, Reasoning, Critical thinking
Introduction
One of the main purposes of argumentation theory is to provide rational criteria that enable
one to judge the value of reasons. Although the aim of argumentation is to convince of
a thesis, rational thinking, at least as it was conceived in Greek philosophy, is not only
1 This chapter has been published in Peterson (2013a).
concerned about the aim (convincing) but also about the manner employed to persuade.
One must not simply convince but must convince rightfully. But how, from a rational
point of view, does one rightfully convince someone of a thesis? The obvious answer
would be to say that one rightfully convinces someone of a thesis by means of rational
arguments, but this, if not circular, would simply beg another question: what is a rational
argument? In a wider sense, an argument can be thought of as a form of persuasion, where
one provides reasons or data to justify a standpoint. In a narrower sense, an argument
can be thought of as a sequence of sentences, where there is at least one premise and a
conclusion. The latter is the definition we will adopt throughout this paper. Understood
this way, an argument is similar to a reasoning or an inference. This distinction is similar
to Walton’s (1997) distinction between an argument, which uses reasoning to convince
and correspond to our conception of an argument in a wider sense, and a reasoning, that
is, a sequence of inferences, which corresponds to our conception of an argument in a
narrower sense. An argument can be complex and contain intermediary conclusions. In
this case, a complex argument can be thought of as an embodiment of simple arguments.
But what distinguishes an argument that is rational from one that is not? Although
questions regarding the definition of rationality are of philosophical significance, to try to
answer them would lead us astray from our main objective. Instead of trying to provide
a definition of rationality, our analysis will simply assume the criterion of consistency.
Assuming consistency as a minimal criterion of rationality is not too demanding.2 The
least we can expect from an interlocutor is to be not contradictory. A rational argument
is thus understood as an argument which at least respects the criterion of consistency.3
But what does it mean for an argument to respect the criterion of consistency?
Obviously, the premises of an argument must be consistent with each other, otherwise ex
falso sequitur quodlibet. But consistency can be more subtle than that. Consider the two
following sentences:
(1) Paul ought to respect the law.
(2) It is not the case that Paul ought to respect the law.
Clearly, these two propositions are in contradiction with each other: the first says ϕ
while the other says not-ϕ. What about (1) and (3)?
(3) Paul ought to not respect the law.
Are they in contradiction? The sentences (2) and (3) do not have the same meaning,
and so (3) does not have the form not-ϕ. While in (2) the negation applies to the whole
sentence, it is inside the scope of the ‘ought to’ in (3). However, although (1) and (3)
2 Of course, advocates of paraconsistency might reject that assumption.
3 It would be accurate to distinguish between the syntactical consistency of a formal language and the
intuitive coherence of our natural language. While the former is well defined, the latter is not. We will
use the term ‘consistency’ throughout this paper despite this distinction.
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are not inconsistent from a propositional point of view, they seem inconsistent from a
normative one. Indeed, both cannot be true at the same time (even though they could be
false together).4 This brings to light an interesting point: if we accept that consistency is
a minimal criterion of rationality, then we must assume both propositional and normative
consistency as foundational principles. We defined an argument as being a sequence of
sentences where a conclusion is inferred from some premises. This relation of inference
between the premises and the conclusion is a consequence relation. Formally, consistency
relies upon the definition of the consequence relation, and thus an argument’s rationality
can be examined through it. But what are the properties of a proper consequence relation
for normative inferences?
The aim of the present paper is to answer this question with the help of formal deontic
logic, but without the formal framework. We wish to provide the reader with a tool to
analyze the validity of normative inferences without requiring any background expertise
in formal logic. First, we will explain why there is a need for a framework other than the
classical ones, that is, classical propositional logic (CL) and first-order logic (FOL), with
which most philosophers are familiar. That being done, we will expose how our approach
should be understood from the point of view of critical thinking and informal logic. Then,
we will present an informal method to analyze a normative inference’s validity and provide
some philosophical insights regarding its soundness.
Why another framework?
Logic is about abstract structures, and hence it is a useful and powerful tool for argumen-
tation theory. To see this, consider the following definition.
Definition 1 (Validity). An argument is valid if and only if it is impossible for its con-
clusion to be false while its premises are true.
In other words, an argument is valid if and only if the truth of the premises necessarily
entails the truth of the conclusion. Now, consider the following well-known first-order
reasoning.
P1 Socrates is a man.
P2 All men are mortal.
C Socrates is mortal.
Intuitively, this reasoning seems valid (and formally it is). But how can we prove
that it is valid? To prove it, one needs a well-defined method to prove that it is actually
impossible for the premises to be true while the conclusion is false. The aforementioned
4 In this respect, Oϕ and O¬ϕ can be seen as contraries rather than contradictory propositions. That
being said, assuming the axiom for normative consistency, the conjunction Oϕ∧O¬ϕ can still be seen as
a contradiction given that it is logically impossible for Oϕ ∧O¬ϕ to be true.
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definition of validity relies upon a central concept, namely the concept of possibility. If
one wants a well-defined notion of validity, then one will need a well-defined notion of
possibility, otherwise the definition is vague, imprecise and relies only upon an intuitive
understanding of this notion. This is precisely why logic is useful for critical thinking:
while the intuitive conception of validity is not well defined, the formal one is. The formal
conception of validity relies upon the notion of logical possibility, which in turn depends
on the (well defined) consequence relation of the logic.
Informally, the notion of intuitive validity for our natural language can be represented
as a set of intuitively valid inferences (nl), as in figure 12.1.5 A logic can be thought of
as a set of formally valid inferences (i.e., a set of theorems), which cover a portion of the
intuitively valid inferences. Formal logic is about the representation of structures. This
representation is an abstraction, and there are different levels of abstraction. Consider
for example Aristotle and Plato. Clearly, these two individuals were different. However,
if one shifts perspective and looks at them from another standpoint, then one can see
many similarities. For instance, assuming that there is a proper definition of human, then
this definition can be seen as a criterion of identity. In this respect, one could say that
Aristotle and Plato are ‘identical’. One can have an even more general point of view
and consider them as mammals. As humans, Plato and Aristotle are the same, and from
that perspective they are different from Bucephalus. However, as mammals, these three
individuals are not different.
nl
CL
FOL
Figure 12.1: Validity and natural language
It is the same kind of abstraction that is done when logic is applied to the natural
language. Consider the following sentences.
(1) Socrates is a man.
(2) Felix is a cat.
(3) John is the brother of Sam.
5 CL is not actually included in FOL since the formulas of CL are not well-formed in FOL (and vice
versa). There is however a common denominator since FOL behaves at the propositional level according
to the rules of CL. On this point, see Peterson (2013b, chapter 7).
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The propositional point of view of CL is the most general one. It identifies the
logical connectives (i.e., negation ¬, conjunction ∧, disjunction ∨, entailment ⊃) in the
natural language and then considers atomic propositions, from which one obtains complex
propositions with the combination of atoms and logical connectives. From this standpoint,
these three sentences are atomic and can be represented by propositional variables. But one
can refine that perspective with FOL and see similarities between these atomic sentences.
For instance, (1) and (2) are both of the form ‘x is P ’, with x an object and P some
property. From this perspective, both propositions are different from (3), which is of the
form ‘x is in relation R with y’. In short, depending on the level of abstraction your looking
from, formal logic helps to represent the structure of a portion of our natural language.
When applied to natural language, logic is often viewed as the study of the transmis-
sion of truth value between propositions. In other words, logic is truth functional, meaning
that the truth value of a complex proposition depends upon the truth value of its logical
connectives and its atoms. Assuming that logic studies the transmission of truth values
between propositions, it follows that atomic sentences should (at least in principle) have
the potential to be true or false. This is why logic is often understood as the study of
declarative statements. A statement is declarative if it is (in principle) subject to truth-
value assignment. Returning to figure 12.1, CL allows one to determine which inferences
of our natural language are valid propositionally, while FOL gives us a richer insight and
determines which are valid from a first-order standpoint (i.e., the transmission of proper-
ties between objects). In both cases, the portion of the natural language which is studied
contains only declarative statements.
Declarative statements are usually understood as sentences that have the potential
to be true or false in regards to the correspondence theory of truth: a sentence is true if
and only if it is an accurate description of the reality (e.g., ‘snow is white’ is true if and
only if snow is white).6 In short, a sentence has the potential to be true or false if it says
something about how the world is. Thus, when truth is understood as a correspondence
with the world, declarative statements are understood as descriptive propositions. What
about proposition (4)?
(4) Paul should tell the truth.
Is it declarative? Clearly, (4) does not say how the world is but rather says how the
world should be, and thus it is not descriptive. In his Treatise of human nature, David
Hume (1993) introduced the semantical dichotomy between facts and norms, also known
as the is-ought thesis.7 There is a semantical dichotomy insofar as one cannot infer a
normative proposition from a set of purely descriptive sentences, and vice versa. In other
words, inferring an is from a should always results in invalid reasoning, and vice versa.
According to this dichotomy, normative propositions (i.e., propositions that says how the
world should be or how people should act) are semantically different from descriptive ones.
6 See Tarski (1944) for a formal definition.
7 See also Poincare´ (1913) and Jørgensen (1937).
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Therefore, if normative propositions have the potential to be true or false, then it is not
in the same way that descriptive propositions do.
There are two options: either normative propositions are declarative and thus we
must adopt a theory other than the (realistic) correspondence theory of truth or we keep
this theory and reject normative propositions as declarative statements.8 This is, in a nut-
shell, the underlying issue behind the debate between cognitivism and non-cognitivism in
ethical philosophy (cf. van Roojen 2011). In the present paper, we do not pretend to offer
a definitive solution to this debate. However, for practical reasons, we will nonetheless
assume that normative propositions are declarative and thus reject the realistic interpre-
tation of the correspondence theory of truth.9 This choice is motivated by the fact that
if one accepts that normative propositions are not declarative, then it seems that logic
cannot be applied to normative inferences since logic concerns the transmission of truth
values between propositions.10 However, normative inferences are an integral part of our
day to day life, if not from an ethical point of view, then at least from a legal one. More-
over, there are some normative inferences that intuitively seem valid while others do not.
Hence, we assume that normative propositions are declarative so that we can use (deontic)
logic to formalize normative validity.
But if normative statements are declarative, then normative inferences can be an-
alyzed within the framework of CL or FOL. So why would we need another framework?
Without entering into the formal details, CL and FOL are not powerful enough to represent
the formal validity of normative inferences. Consider the following example.
P1 It is forbidden to steal
C Paul ought to not steal
Assuming a predicate F for interdiction and a binary relation O for obligation, this in-
ference is clearly invalid in CL and FOL since it would be (respectively) translated by a
contingent conditional of the form ϕ ⊃ ψ and Fx ⊃ ¬pOx. Moreover, the translation of
the conclusion by ¬pOx would not be accurate since the negation in C is applied inside
the ‘ought to’ while it is applied to the whole sentence in ‘Paul does not ought to steal
(¬pOx)’.
The usual formal framework to analyze normative inferences is deontic logic, which is
(roughly) the logic of obligations, permissions and interdictions.11 Although there are var-
ious approaches in deontic logic12, these are formulated in reaction to the basic framework
8 See for example Ayer (1946) for the latter.
9 It should be noted that ‘correspondence theory’ is not understood here as a class including every type
and variation of the correspondence theory of truth. Rather, we refer to the (naive) realistic conception
which says that a proposition ϕ is true in as much as it corresponds to what is or to (some form of
normative) reality.
10 This is Jorgensen’s (1937) dilemma. But this problem is not unsolvable. Although truth is a useful
tool in logic, it is dispensable (e.g., think of proof theory).
11 See McNamara (2010) for an introduction.
12 See Peterson (2011) for an overview.
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of standard deontic logic (i.e., the modal logic KD).13 The following argument is invalid
in the standard system, and thereby the reader may see why we will use a framework other
than KD in the next section.14
P1 If Paul respects the law, then Paul does not steal
P2 Paul must respect the law
C Paul must not steal
As we will see, this argument is an instance of the principle of deontic consequences.
Informal logic and argumentation theory
Despite the semantical dichotomy, approaches in the literature do not put much emphasis
on normative inferences. Although the reader can find conceptual clarifications regarding
normative statements within the deontic logic literature15, these considerations are not
taken into account when logic is used to analyze inferences16. Even informal logic does
not distinguish between normative and descriptive inferences.17 Moreover, informal logic
tends to treat normative statements as if they were descriptive (predicative) statements18,
which is a conceptual mistake according to the dichotomy.
This is not to say that formal logic is superior to informal logic. It is rather to
say that formal logic can help informal logic in clarifying some conceptual issues regarding
normative inferences. Most approaches in informal logic and critical thinking reject formal
methods as tools to analyze arguments (Walton and Godden 2007, p.3), mainly because
formal logic studies forms of arguments and “the form of the argument is not sufficient
to enable one to arrive at an evaluation of the argument as weak or strong, reasonable
or fallacious (Walton 1995, p.45).” But this conception of formal logic as a method that
enables one to determine the strength of an argument is misleading: formal logic is a tool
which enables one to determine if an argument is valid or not. When one evaluates the
strength of an argument, one is studying its soundness rather than its validity.
Definition 2 (Soundness). An argument is sound if and only if:
1. it is valid;
2. it has true premises.
13 See Chellas (1980) or Garson (2006) for an introduction to modal logics.
14 Note that some multi-modal approaches validate this reasoning. See Peterson and Marquis (2012).
15 See for instance Horty (2001).
16 See for example Gabbay et al. (2002).
17 See for example Walton (1997), Walton and Gordon (2005), Walton et al. (2010) or Macagno and
Walton (2010; 2012).
18 See for example Walton (2010), Macagno and Walton (2009) and Gordon and Walton (2009). Pincione
(2009) merely makes the distinction but uses Kelsen’s notion of validity instead of truth in order to be
able to use the usual frameworks.
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Soundness cannot be determined by logic alone. Formal logic enables one to prove
that some arguments in the natural language are valid. When this is done, one must evalu-
ate the acceptability of the premises and this is not, unfortunately, a well defined process.
Following Tomassi (1999), formal and informal logic are to be seen as complementary
rather than incompatible.
Normative inferences: a heuristic
Prerequisite
The present section is based upon the formal framework OL, which is a (deontic) logic
of obligation. Prior knowledge of this work is not necessary but the reader interested in
the formal details and the philosophical justifications of the system can consult Peterson
(2014e). A normative inference is understood as an argument within which the conclusion
is a normative proposition. It often has at least one normative premise but can also have
none, as we will see with the formulation of the principle of deontic consequences. Let
Prop = {p, q, r, ...} be a denumerable set of atomic descriptive propositions. Here, descrip-
tions are not understood as in CL. Rather than being any kind of description, propositional
atoms are understood as descriptions of actions (but not descriptions of facts). A descrip-
tive proposition is either a descriptive atom or a complex formula composed of descriptive
atoms and logical connectives. Let Act = {Γ1, ...,Γn, ...} be a set of actions (not considered
as declarative statements). These actions do not need to be atomic. For our purpose, it
suffices to understand that each action can be descripbed by a descriptive proposition.
Thus, every action in Act can be described by a descriptive proposition (either atomic or
complex). We will write ΓA for the action described by the descriptive formula A. We
assume that Act is pre-ordered by v in such a way that if A ⊃ B is taken to be true in the
descriptive part of a scenario, then ΓA v ΓB holds in its corresponding normative part.
Informally, v represents the relation of entailment between actions. (We do not assume
the converse because it would lead us to ideality.)
An atomic normative proposition is of the form OiA (‘it is obligatory that A’), where
Oi is a deontic operator for obligation and A is a descriptive formula (either atomic or
complex). The subscript i stands for a specific type of obligation (e.g., legal, moral, con-
tractual, etc.). From Oi we can define the notion of (weak) permission PiA =def ¬Oi¬A
and interdiction FiA =def Oi¬A.19 In short, A is permitted when ¬A is not obligatory and
A is forbidden when it is not permitted. A normative proposition is either a normative
atom or a complex formula composed of normative atoms and logical connectives. For
technical reasons and because the meaning of a deontic operator changes when it is iter-
ated20, we will concentrate only on normative propositions in which there is only one type
of deontic operator and where there is no iteration of operators. For example, a sentence
19 These definitions are sometimes contested, mainly because this does not represent the concept of
strong permission (cf. Makinson and van der Torre 2003a).
20 See Castan˜eda (1981) and Jones and Po¨rn (1985).
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such as ‘it ought to be that stealing is not permitted’ is not studied by our method.
As we saw, normative validity is subtler than propositional validity. In addition to
propositional validity, there seems to be a finer criterion at work in the transmission of
the property ‘obligation’ between actions. Even normative consistency is finer than mere
propositional consistency (cf. Royakkers 1998). Considering that norms aim at guiding
one’s actions (Weinberger 2001) and that it would be impossible to act accordingly to an
inconsistent set of norms, it follows that norms must (at least after interpretation) prescribe
consistent actions. Normative consistency can be represented by the axiom schema (D)
of standard deontic logic, which states that it is false that both A and ¬A are obligatory
(according to the same authority at the same time).21
¬(OiA ∧Oi¬A) (D)
This also means that if A is obligatory, then A is permitted. This axiom is taken to
be true in all interpretations, hence valid. (D) allows us to reduce normative consistency
to propositional consistency. In addition to (D), the validity of normative inferences is
ruled by the principle of deontic consequences. Intuitively, this principle means that:
If an act A entails an act B, then (1) the obligatoriness of A entails the obligatoriness
of B, and (2) the forbiddenness of B entails the forbiddenness of A (Castan˜eda 1968,
p.13).
This principle allows one to infer a normative conditional from a descriptive one. At
first glance, this may seem in contradiction with the semantical dichotomy. However, this
does not mean that we infer a norm from a fact, but rather that we infer a normative
entailment from a descriptive entailment. This is not to say that from ‘Paul steals’ one
can infer ‘it is obligatory that Paul steals’: it is rather to say that from the descriptive
entailment ‘if Paul takes Peter’s money without his consent, then Paul steals’ it is possible
to infer the normative entailment ‘if it is forbidden that Paul steals, then it is forbidden
that Paul takes Peter’s money without his consent’.
This principle can be reformulated: if A is obligatory and A implies B, then B is
also obligatory. Formally, this can be represented by the rule (∆),
1
...
2 OiA1 ∧ · · · ∧OiAn (n ≥ 1)
3 (A1 ∧ · · · ∧An) ⊃ B
4 OiB ∆ 2,3
(∆)
The rule can be applied either when the conditional is a hypothesis or when it is
a logical consequence of propositional logic, provided it respects two conditions. First,
21 Note that the usual formulation of (D) is rather OiA ⊃ ¬Oi¬A. The two formulas are propositionally
equivalent.
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following Chellas (1974, p.24), it is always possible to have a situation in which there is no
norm, and thus it must be possible to represent a situation where there is no obligation at
all. In short, there must be no ‘absolute’ or ‘unconditional’ obligations. This is why (∆) is
restricted by the condition that n ≥ 1. Second, following Jones and Po¨rn (1985, p.279), it
is always possible for someone to act against one’s obligations, and thus a tautology is not
an obligation unless there is a norm that makes it so. Hence, B must not be a tautology.22
Validity
From a semantical point of view, (D) and (∆) are represented by the following conditions.
Assume that O is a set of obligations, then O has to satisfy:
C1 if ΓA ∈ O, then Γ¬A /∈ O;
C2 if ΓA ∈ O, then ΓB ∈ O for any ΓA v ΓB such that 6|=CL B;
C3 If ΓA ∈ O and ΓA v ΓB⊃C , then ΓB v ΓC
An argument’s validity can be tested through a counterexample: assume a scenario
w in which the premises are true but the conclusion is false and see if it is inconsistent.
If it is, then the argument is valid (and if it is not inconsistent (i.e., consistent), then it is
invalid). A scenario w is divided in two parts, one descriptive (D) and the other normative
(N).23 The normative part contains a set of obligations O. As an example, let us test
(∆)’s validity with n = 1 (figure 12.4).
Assume that w is a counter-example for (∆). Then, place the assumptions in their
respective descriptive or normative part of w. The propositional rules (figure 12.2) repre-
senting schematically truth conditions for complex propositions are quite straightforward
(cf. Garson 2006, p.91). The semantical dichotomy implies that normative and descriptive
¬(A ⊃ B)
A
¬B
A ⊃ B
¬A B
¬¬A
A
A ∨B
A B
¬(A ∨B)
¬A
¬B
¬(A ∧B)
¬A ¬B
A ∧B
A
B
Figure 12.2: Propositional rules
propositions are not true in the same conditions. While the truth of a descriptive propo-
sition can be represented by the fact that it belongs to the descriptive part of a scenario,
the truth of a normative proposition depends upon a norm established by some authority
22 For technical reasons, we do not consider mixed propositions (which contain both normative and
descriptive atoms), mainly because it is unclear that ⊃ preserve truth between descriptive and normative
formulas (e.g., it is possible to have p ⊃ Piq true but (p ∧ r) ⊃ Piq false). This is related to the problem
of detachment for deontic conditional (see Vorobej 1986).
23 w is inconsistent if either D or N is.
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(Alchourro´n and Bulygin 1981, pp.97,102): A is obligatory if and only if there is a norm
which makes the action described by A (i.e., ΓA) an obligation. From a propositional
standpoint, complex normative formulas behave schematically as complex descriptive for-
mulas since both are composed of the same logical connectives (figure 12.2). The difference
of truth conditions between normative and descriptive propositions can be seen through
the representation of normative atoms: if OiA is true for w, then
1. there is a norm (established by authority i) which makes A obligatory;
2. the action described by A pertains to a set of obligations.
Since logical connectives can (classically) be reduced to some composition of ¬ and
⊃, we will only represent schematically truth conditions for Oip, Oi¬A and Oi(A ⊃ B)
(figure 12.3).24
O
Γp
N
Oip O
Γ¬p
N
Oi¬p
N
Oi¬¬A
OiA
O
ΓA
N
OiA
O
ΓA⊃B
N
Oi(A ⊃ B)
OiB (ΓA 6= ΓB)O
ΓA
Γ¬B
N
Oi¬(A ⊃ B)
Figure 12.3: Truth conditions of normative atoms
These rules, combined with conditions C1, C2 and C3, allow us to verify the validity
of a normative inference. Returning to figure 12.4, we can put the action Γp in the set O
by the rules for normative atoms. Since p ⊃ q is assumed to be true in the descriptive
part of w, it follows that Γp v Γq holds in its normative part. By C2 we obtain Γq in O,
meaning that we can conclude Oq in the normative part of w. The only branch in the
normative part closes (schematically represented by ×) since it contains a contradiction
(i.e., Oiq and ¬Oiq). Therefore, there is no possible scenario in which the premises of (∆)
are true while its conclusion is false, hence the proof of (∆)’s validity.
This proof can be rephrased as following. Assume that p is obligatory, that p implies
q but that q is not obligatory. Since p is obligatory, it follows that the action described
by p pertains to a set of obligation. Considering that p implies q is taken to be true in
24 The definitions are A∧B =def ¬(A ⊃ ¬B), A∨B =def ¬A ⊃ B and A ≡ B =def (A ⊃ B)∧(B ⊃ A).
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wO
D N
Oip
p ⊃ q
¬Oiq
Oip
¬Oiq
p ⊃ q
Γp
Γq
Oiq
×
Figure 12.4: Test of validity
the descriptive part of w, it follows that there is a semantical relation between the action
described by p and the action described by q. From this relation and the condition C2,
we can conclude that the action described by q also pertains to the set of obligations, and
thus q is obligatory, which contradicts our hypothesis.
Soundness
In addition to the formal method developed so far, one might want some hints to test
the soundness of a normative inference. Without pretending to be exhaustive, we only
give some philosophical insights regarding relevant questions one might try to answer.
A sound inference is valid and has true premises. The first question is thus: are the
normative premises true? The truth of a normative proposition depends upon the fact
that there is an authority which establishes that norm. Hence, one must first contextualize
the normative proposition to an authority: is it a legal ought? a moral ought? If it is a
moral ought, according to which ethical theory is it understood? Utilitarianism? Kant’s
deontology? When the authority is specified, it will be easier to tell if the normative
statement is actually true. It is noteworthy that some inferences can be fallacious when
the meaning of ‘ought’ is not the same throughout the argument.
The context of the argument is also relevant. Consider the premise ‘Paul ought to
tell the truth’. Assume that ‘ought’ is understood legally. While one is not legally obliged
to tell the truth in one’s day to day life, one is however legally obliged to tell the truth in
a court of justice.
In addition to the truth of the normative premises, it might be useful to analyze the
descriptive propositions used in conjunction with (∆). The conditional must be analyzed
in terms of necessity and sufficiency. Is the conditional representing a semantical relation
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of entailment between two actions? Consider for example the following premise.
P1 If Paul does not steal,
then Paul does not break Peter’s window.
Is this a necessary entailment between two actions? Is the action described by ‘Paul
steals’ necessarily entailed by ‘Paul breaks Peter’s window’? Clearly not: it is perfectly
plausible that Paul breaks Peter’s window without stealing (e.g., while playing hockey).
Moreover, one must contextualize the descriptive proposition in regards to the nor-
mative authority. Consider the following argument.
P1 Paul ought to respect his neighbour.
P2 If Paul respects his neighbour,
then Paul does not insult his neighbour.
C Paul ought to not insult his neighbour.
If one understands ‘ought’ in terms of common sense morality, then it is acceptable
to see an insult as a lack of respect. But if one understands ‘ought’ legally, then it is not
clear that P2 is an acceptable premise. Assuming that the first premise is legally true,
the question would be: what legally counts as a lack of respect? Would Paul insulting
his neighbour count as violating his legal obligation to respect his neighbour? It seems
not, since ‘respecting his neighbour’ would in all likelihood legally mean to respect his
neighbour’s rights, property, belongings, etc. In short, one must answer the question
‘what action counts as A from the authority’s standpoint?’.25
Now, consider the following argument and assume a context in which premises P2
and P3 are acceptable.
P1 Paul ought to rescue Peter from drowning.
P2 If Paul rescues Peter from drowning,
then Paul calls 911.
P3 If Paul calls 911,
then Paul breaks into Sam’s house.
C Paul ought to break into Sam’s house.
Assuming that breaking and entering is legally forbidden, this argument leads to a
conflict of obligations, hence to a contradiction into our current framework. The contra-
diction can be obtained with the addition of P0.
P0 Paul ought to not break into Sam’s house.
25 For an analysis of ‘count as’, see Jones and Sergot (1996) and Boella and van der Torre (2006c).
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Despite its validity, this argument is however not sound. Indeed, either P0 or P1
must be rejected. In order to see this, let us borrow from legal discourse the concept
of hierarchy. Even though there are often (a priori) inconsistencies in the law, a legal
system preserves its consistency after interpretation by means of hierarchy (Coˆte´ 2006).
The conflict of obligations can be overruled with the relation of hierarchy since it allows
one to prioritize P1 over P0. Indeed, it is likely that preserving the integrity of one’s life
would overrule preserving the integrity of one’s property: if the only possible course of
action for Paul to save Peter’s life is to break into Sam’s house, then the obligation to save
Peter will have priority. Hence, premise P0 can be rejected and the conflict of obligations
is solved.
A final clue is to consider the principle ought-implies-can. Consider the following
argument.
P1 Paul ought to rescue Peter from drowning.
P2 If Paul rescues Peter from drowning,
then Paul jumps in the water to retrieve Peter.
C Paul ought to jump in the water to retrieve Peter.
If Paul cannot swim, then the action described by ‘rescuing Peter from drowning’
does not entail the action described by ‘jumping in the water to retrieve Peter’. Thus, in
this context, one could reject premise P2 on the ground that it is a violation of the ought
imply can principle.
Conclusion
To sum up, we introduced a method to test the formal validity of normative inferences.
This method is restricted to normative inferences in which there is only one type of obli-
gation and where there is no iteration of deontic operator. For technical reasons, we also
did not study ‘mixed’ formulas, and as such the method does not apply to conditional
normative reasoning. A formal method for testing the validity of normative inferences
is a useful tool in critical thinking since it allows one to obtain a definitive proof of an
argument’s validity. This follows from the fact that formal validity is well defined while
intuitive validity is not. Our method covers a portion of the intuitive validity of normative
inferences which was not covered by other frameworks in the literature. In addition to the
fact that the usual frameworks (CL and FOL) used in critical thinking are not rich enough
to represent the formal validity of normative inferences, these framework are not able to
distinguish between truth conditions of normative and descriptive propositions, and thus
are not able to represent the semantical dichotomy between facts and norms. Although
the main contribution of this paper was to develop a formal method to test validity for
normative inferences, we also provided the reader with a brief analysis of some important
aspects of sound normative inferences.
All things considered, we introduced a method which can help to determine the
‘validity part’ of a sound normative inference. As a contribution to the field of critical
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thinking, it is our view that this method would be best used in conjunction with informal
approaches to verify the acceptability of a normative inference’s premises.
* * *
Le pre´sent chapitre re´pondait a` la seconde partie du premier objectif de cette the`se,
soit de fournir un cadre de travail en vue de l’analyse des infe´rences normatives incondi-
tionnelles s’adressant a` un public non ou peu initie´ a` la logique philosophique. Il se base
sur les re´sultat du chapitre pre´ce´dent et vise a` expliciter la ne´cessite´ et la pertinence d’une
analyse plus fine quant a` la mode´lisation des infe´rences normatives. Le prochain article
ne re´pond pas directement a` l’un des objectifs de la the`se mais introduit ne´anmoins la
the´orie des types pertinente a` ce qui sera pre´sente´ plus tard au chapitre 16. Nous avons
pre´fe´re´ introduire ce chapitre de`s maintenant conside´rant que celui-ci explicite davantage,
a` l’instar du chapitre 14, les notions relatives a` la the´orie des cate´gories.
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Chapitre 13
From linguistics to deontic logic via category theory
Abstract
The present paper aims to bridge the gap between deontic logic, categorial grammar
and category theory. We propose to analyze Forrester’s (1984) paradox through the
framework of Lambek’s (1958) syntactic calculus. We first recall the definition of the
syntactic calculus and then explain how Lambek (1988) defines it within the frame-
work of category theory. Then, we briefly present Forrester’s paradox in conjunction
with standard deontic logic, showing that this paradox contains some features that
reflect many problem within the literature. Finally, we analyze Forrester’s paradox
within the framework of the syntactic calculus and we show how a typed syntax can
provide conceptual insight regarding some of the problems that deontic logic faces.
Keywords: Categorial grammar, Joachim Lambek, Forrester’s paradox, Modal logic,
Deductive systems, Type theory
Introduction
Categorial grammar, understood as a (well defined) formal syntax, was introduced in
the work of Ajdukiewicz (1935) and Bar-Hillel (1953), although the expression ‘categorial
grammar’ appeared later (see Bach 1988). In contrast with approaches that concentrate
on the phrase’s structure, categorial grammar analyzes sentences in terms of syntactical
categories (Bach 1988, p.1). In 1958, Lambek introduced a syntactical calculus based on
Gentzen’s (1934) sequent calculus as a tool to analyze these syntactical categories. Later,
Lambek (1968, 1969) realized that his syntactic calculus behaved as a closed category,
and so Lambek (1988) revisited categorial grammar within the framework of category
theory. Although the term ‘category’ is used to refer to syntactical categories in categorial
grammar, ‘category’ in the context of category theory refers to the concept introduced in
the work of Eilenberg and Mac Lane (1945). Following Lambek (1988, p.298), we shall
restrict the use of the term ‘category’ to category theory only. We will speak of syntactic
types rather than syntactic categories to avoid confusion.
Also introduced in the fifties but utterly unrelated to categorial grammar and cate-
gory theory, von Wright (1951) proposed to construct a (monadic) deontic logic in analogy
with alethic modal logic to formalize the behaviour of terms such as obligatory, permitted
or forbidden. It did not take much time for his work to become the target of multiple
objections, now known as the paradoxes of deontic logic. The first objection was formu-
lated by Prior (1954) and aimed to show that von Wright’s notion of commitment fails in
context of derived obligations. Von Wright (1956) took this paradox very seriously and
answered it by introducing the building blocks of what is nowadays known as dyadic de-
ontic logic. Even though dyadic deontic logic attracted the interest of some philosophers
(for instance Rescher 1958), the initial system of von Wright stayed a choice target for
the paradoxes. In 1958, Prior presented the paradox of the good Samaritan, precursor of
Nozick’s and Routley’s (1962) robbery paradox, which aimed to show that the relation
of deontic consequence in von Wright’s system leads to paradoxical results. But the coup
de graˆce against his approach was given by Chisholm (1963), who showed that monadic
deontic logic is simply not powerful enough to represent conditional obligations, a cen-
tral notion for normative reasoning. Dyadic deontic logic was further developed by von
Wright (1967) and has since then become a distinct field of study in philosophical logic
(for an overview, see Tomberlin 1981). Chisholm’s objection was however not literally a
mortal blow to monadic deontic logic. After the introduction of possible world semantics
by Kripke (1963), von Wright’s system was analyzed in the framework of modal logics,
which gave rise to the well-known standard system of deontic logic (sdl for short).1 De-
spite many objections against sdl as a logic that represents deontic entailment, it remains
a central point in the literature insofar as philosophers either build their systems as ex-
tensions of sdl or position themselves according to it, pointing out which principles they
reject and why. Some times after the development of sdl, Forrester (1984) presented an
objection against the standard system to show that sdl’s notion of consequence simply
does not represent the relation of deontic entailment within the natural language.
Although deontic logic was introduced roughly at the same time as categorial gram-
mar and category theory, it has been developed and utilized independently from both
these fields.2 The present paper aims at making the bridge between deontic logic, on
the one hand, and category theory and categorial grammar, on the other. This will be
done by analyzing Forrester’s paradox through the categorical framework of Lambek’s
syntactic calculus. We will first present the syntactical calculus in the context of category
theory, and then we will briefly present sdl and Forrester’s paradox, explaining why we
concentrate on this paradox rather than others. We will analyze the paradox through
the framework developed so far and conclude in the last section with remarks for future
research.
1 Note that von Wright’s initial system is not equivalent to the standard system.
2 To the best of our knowledge, there has been no approach joining categorial grammar with deontic
logic and scant few regarding deontic logic and category theory. Johanson (1996) used category theory to
model normative systems but there was no follow up, and Lucas (2006, 2007, 2008) used category theory
to model actions in deontic contexts.
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Lambek’s syntactic calculus
The general idea of categorial grammar is to analyze sentences in terms of syntactical types
rather than to concentrate on the phrase’s structure (Bach 1988, p.1). Assuming a finite
set of primitive types T = {τ1, . . . , τn}, the set of complex types is defined recursively
from the language L = {(, ),⊗, /, \, T } by:
ϕ := τi | ϕ⊗ ψ | ϕ/ψ | ϕ\ψ
The operator ⊗ expresses concatenation of types and ϕ⊗ψ is read ‘ϕ times ψ’. The
types ϕ/ψ and ϕ\ψ are respectively read ‘ϕ over ψ’ and ‘ϕ under ψ’. Here, a syntactical
type is understood as a linguistic functor (not to be confused with a functor between two
categories), which takes a type and transforms it into another. For instance, if we assume
a set T = {s, n} of two primitive types s (for declarative sentences) and n (for nouns),
then the type n\s is understood as a linguistic functor which takes a noun and transforms
it into a declarative sentence from the right. Similarly, the type s/n would be understood
as a linguistic functor which takes a type n and transforms it into a declarative sentence
from the left. Let us borrow two examples from Lambek (1958, p.156) to see how it works.
Paul steals
n n\s
While ‘Paul’ is of type n, ‘steals’ is of the type that takes a noun and transforms
it into something of type s from the right. Similarly, the word ‘poor’ in the following
sentence is of the type that takes a noun and transforms it into a noun from the left, thus
n/n.
poor Paul steals
n/n n n\s
A word must be of at least one type, but it can have different types depending on
the context. For instance, ‘steals’ in the latter example could also be understood as of
the type ((n/n)⊗ n)\s, that is, of the type which takes something of type (n/n)⊗ n and
transforms it into a declarative sentence from the right. By concatenation, the sentence
‘poor Paul steals’ is of the following type.
((n/n)⊗ n)⊗ (n\s)
Having this in mind, an obvious question would be to ask: how can one prove that
something which is of type ((n/n) ⊗ n) ⊗ (n\s) is of type s? Put differently, how can
we prove that ‘poor Paul steals’ is a sentence? This is where Lambek’s syntactic calculs
enters the picture.
The syntactic calculus is defined on the grounds of a deductive system, which in turn
is defined within the framework of category theory. Let us consider first the axiomatic
definition of a category (cf. Mac Lane 1971, pp.7-8).
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Definition 13.1. A category C is composed of:
1. C-objects;
2. C-arrows;
3. an operation which assigns to each C-arrow two C-objects (the domain and the
codomain);
4. an operation which assigns to each pairs of C-arrows f and g for which g’s domain
is f ’s codomain the composite arrow gf and which respects the associative law,
meaning that the diagram
d coo
h
a
h(gf)=(hg)f

b
f //
g

hg

gf

commutes;
5. an operation which assigns to each C-object an identity arrow 1a : a // a which
respects the identity law, meaning that the diagram
a b
f //
b
f

1b

cg
//

g

commutes.
Now, consider Lambek’s (1988, pp.302,307) definition of a deductive system.
Definition 13.2. A deductive system is composed of:
1. types, considered as objects;
2. proofs, considered as arrows between types;
3. the identity arrow 1A : A // A for any type A respecting the identity law;
4. composition gf : A // C of arrows f : A // B and g : B // C respecting the
associative law.
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f1A = f = 1Bf (Identity law)
h(gf) = (hg)f (Associative law)
As such, a deductive system can be defined as a category where the arrows are
proofs (deductions) and the objects are formulas (types).3 Now, consider the definition of
a monoidal category (cf. Mac Lane 1971, p.161).4
Definition 13.3. A monoidal category is a category C composed of:
1. a tensor product ⊗ (i.e., a functor ⊗ : C × C // C);
2. a unit object 1 such that there are arrows (natural isomorphisms) fx and gx;
fx : 1⊗ x // x
gx : x⊗ 1 // x
3. an arrow ax,y,z for associativity (which is a natural isomorphism);
ax,y,z : (x⊗ y)⊗ z // x⊗ (y ⊗ z)
4. the following commutative diagrams, representing respectively the triangle and pen-
tagon identities.
(x⊗ 1)⊗ y
x⊗ y''
x⊗ (1⊗ y)ax,1,y //
ww
((w ⊗ x)⊗ y)⊗ z
(w ⊗ x)⊗ (y ⊗ z)
99
(w ⊗ (x⊗ y))⊗ z
%%
w ⊗ (x⊗ (y ⊗ z))//
w ⊗ ((x⊗ y)⊗ z)//
OO
In a nutshell, a monoidal category is a category C together with an associative tensor
product and a unit. From the definition of a deductive system, Lambek (1988, p.302)
proposes the following definition for the syntactic calculus. As we will see, a deductive
system is defined as a monoidal category given that concatenation of types is an associative
tensor product that comes with a unit I.
3 It should be noted that Lambek (1988, 1999) proceeds backwards and defines a category on the
grounds of a deductive system instead of defining a deductive system as a category, although he himself
points out that this definition of a category is unorthodox (cf. Lambek 1988, p.298). Since Lambek’s
work, it has been shown that there is a strong connection between logical systems and different kinds
of categories. As such, from a conceptual point of view, it is better to define a deductive system as a
category that respects specific criteria, and this is what will be done within this paper.
4 See also the nlab entry on monoidal category: http://ncatlab.org/nlab/show/monoidal+category.
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Definition 13.4. The syntactic calculus is a deductive system with a special type I and
which is closed under three binary operations ⊗, / and \ that satisfy the axiom schemata
(ρA)–(α
−1
A ), which are natural transformations, and the rules of inference (f
∗)–(+g).
ρA : A⊗ I // A (ρA)
ρ−1A : A // A⊗ I (ρ−1A )
λA : I ⊗ A // A (λA)
λ−1A : A // I ⊗ A (λ−1A )
αA,B,C : (A⊗B)⊗ C // A⊗ (B ⊗ C) (αA,B,C)
α−1A,B,C : A⊗ (B ⊗ C) // (A⊗B)⊗ C (α−1A,B,C)
f : A⊗B // C
(f ∗)
f ∗ : A // C/B
f : A⊗B // C
(∗f)∗f : B // A\C
g : A // C/B
(g+)
g+ : A⊗B −→ C
g : B // A\C
(+g)+g : A⊗B // C
Taken together, the axiom schemata (ρ), (ρ−1), (λ) and (λ−1) make I into a nullary
type (we can think of I as a space), and the axiom schemata (α) and (α−1) state that ⊗
respects associativity. Note that Lambek (1988, p.309) assumes the following proofs, and
as such the syntactic calculus satisfies the triangle and pentagon identities.
m1 : A⊗B // (A⊗ I)⊗B
m2 : (A⊗ I)⊗B // A⊗ (I ⊗B)
m3 : A⊗ (I ⊗B) // A⊗B
n1 : ((A⊗B)⊗ C)⊗D // (A⊗B)⊗ (C ⊗D)
n2 : (A⊗B)⊗ (C ⊗D // A⊗ (B ⊗ (C ⊗D))
n3 : A⊗ (B ⊗ (C ⊗D)) // A⊗ ((B ⊗ C)⊗D)
n4 : A⊗ ((B ⊗ C)⊗D) // (A⊗ (B ⊗ C))⊗D
n5 : (A⊗ (B ⊗ C))⊗D // ((A⊗B)⊗ C)⊗D
To understand properly the categorical structure induced on the syntactic calculus
via the operations / and \, we must introduce the notion of a closed category. Following
the nLab entry on closed monoidal categories5, a monoidal category is closed insofar as
there is an isomorphism between the class of morphisms (of C) from A⊗ B to C and the
class of morphisms from A to [B,C], with [B,C] a right adjoint functor of ⊗. In other
words, we have:
HomC(A⊗B,C) ∼= HomC(A, [B,C])
5 http://ncatlab.org/nlab/show/closed+monoidal+category
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In Lambek’s terminology, the syntactic calculus is defined as a biclosed monoidal
category, that is, a monoidal category which is right closed and left closed.6 In the syntactic
calculus, / : C×C //C is a right adjoint of ⊗ inasmuch as the isomorphism can be proven
from (f ∗) and (g+). Hence, the syntactic calculus, when considered as a monoidal category,
is left closed. But it is also right closed seeing that ⊗ also possesses another right adjoint
[A,C], namely \ : C × C // C, such that:
HomC(A⊗B,C) ∼= HomC(B, [A,C])
This isomorphism can be proven from (∗f) and (+g). Lambek defines the syntactical
calculus as a biclosed monoidal category given that it is a monoidal category where the
tensor product ⊗ possesses two right adjoints, namely \ and /, and as such it is both left
and right closed.
It is noteworthy that it is not assumed that there are proofs from A⊗B to B⊗A, nor
from B⊗A to A⊗B. Hence, the syntactic calculus is not a symmetric biclosed monoidal
category, nor a braided biclosed monoidal category. Actually, the fact that the syntactic
calculus is not a symmetric monoidal closed category implies that the two right adjoints
are different.
Returning to the aforementioned example, we can now prove within the syntactic
calculus that a sentence of type ((n/n) ⊗ n) ⊗ (n\s) is of type s. To do so, it suffices to
show that there is a proof of s from ((n/n)⊗ n)⊗ (n\s).
Theorem 13.1. There is an arrow h : ((n/n) ⊗ n) ⊗ (n\s) // s, namely the arrow
[((+(1n\s))∗)(1n/n)+]+.
1n/n : n/n −→ n/n
(1n/n)
+ : n/n⊗ n −→ n
1n\s : n\s −→ n\s
+(1n\s) : n⊗ (n\s) −→ s
(+(1n\s))∗ : n −→ s/(n\s)
((+(1n\s))∗)(1n/n)+ : n/n⊗ n −→ s/(n\s)
[((+(1n\s))∗)(1n/n)+]+ : n/n⊗ n⊗ n\s −→ s
Note that one could have found an easier way to obtain that arrow. Intuitively,
one could be tempted to assume that if it is possible to prove that there is an arrow
f : (n/n)⊗ n // n, and then another arrow g : n⊗ (n\s) // s, then one would obtain a
proof from ((n/n)⊗ n)⊗ (n\s) to s. The intuition would be to go from ((n/n)⊗ n) to n,
and then from n⊗ (n\s) to s, as represented in the following tree.
6 Note that ‘closed’ is more common than ‘biclosed’.
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poor Paul steals
(n/n) n n\s
n n\s
s
But this is not how it works. Indeed, the composite arrow gf would not be defined
in that case since g’s domain would be different from f ’s codomain. In order to apply
transitivity, one would first need to prove that there is h : ((n/n)⊗n)⊗(n\s) //n⊗(n\s)
and then show i : n ⊗ (n\s) // s, which is quite different from our starting intuition.
Nonetheless, it is still possible to show that there is a derived rule such that if one assumes
that there are arrows f : A ⊗ B // C and g : C ⊗D // E, then one can conclude that
there is an arrow h : (A⊗B)⊗D // E.7
(H) f : A⊗B // C
(H) g : C ⊗D // E
g∗ : C // E/D
(β)
(g∗)f : A⊗B // E/D
((g∗)f)+ : (A⊗B)⊗D // E
This makes the proof more intuitive insofar as it is easier to show the two following
arrows.
1n/n : n/n // n/n
(1n/n)
+ : (n/n)⊗ n // n
1n\s : n\s // n\s
+(1n\s) : n⊗ n\s // s
Hence, the aforementioned derived rule can be applied to obtain the following proof.
(1n/n)
+ : (n/n)⊗ n // n +(1n\s) : n⊗ n\s // s
[((+(1n\s))∗)1n/n]+ : ((n/n)⊗ n)⊗ (n\s) // s
Summing up, Lambek’s syntactic calculus can be defined through category theory as
a biclosed monoidal category since the operations respect the minimal properties of a tensor
product with its adjoint(s). From a semantical point of view, Lambek interpreted the
syntactic calculus within a topos semantics via a structure preserving functor (see Lambek
1988, p.313 for details).8 Note, however, that the syntactic calculus can be interpreted in
7 I am indebted to Marc-Kevin Daoust for that idea.
8 This requires the introduction of the usual lattice operations of a Heyting algebra (cf. Lambek 1999,
p.281).
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some semantics that differ from toposes. The advances that have been made in category
theory showed that monoidal categories, and not just toposes, play an important role in the
development of logical frameworks. There are actually many semantical interpretations
available in structures weaker than toposes. For instance, various substructural logics
are extension of the syntactic calculus and can be interpreted within the framework of
residuated lattices (cf. Galatos et al. 2007). Already in 1968, Lambek (1968, p.292) defined
his syntactic calculus as a residuated category, which was defined a year later as a bi-closed
monoidal category (Lambek 1969, p.98). As such, one can see why / and \ are sometimes
named the left and right residuals of ⊗.
While linear logic was introduced by Girard in 1987, Abrusci (1990a; 1990b) showed
how Lambek’s syntactic calculus is actually a fragment of non-commutative intuitionnistic
linear logic (i.e., NILL without intuitionnistic negation).9 The non-commutativity of the
syntactic calculus comes from the fact that it is defined as a bi-closed monoidal category
instead of a symmetric (or braided) monoidal closed category. Casadio and Lambek (2002)
then showed how different categorial grammars can be obtained through the extension of
the calculus via some additional properties, depending on whether one wants commuta-
tivity, compact duality or involutive duality. In these cases, one would respectively obtain
classical bilinear logic, compact bilinear logic or Curry’s semantic calculus. The reader
may consult Casadio and Lambek (2002) for details. See also Moortgat (2009) for sym-
metric categorial grammar, which would be an extension of classical bilinear logic (where
the tensor is non-commutative).
SDL and Forrester’s paradox
Leaving aside the categorical framework of the syntactic calculus, we now turn our atten-
tion to modal logic. It is worth mentioning that the term ‘standard system’ in the deontic
logic literature is sometimes used ambiguously. A distinction must be made between the
standard system and a standard system (or the standard systems). The standard sys-
tem, sdl, is equivalent to the modal logic KD. Following A˚qvist (2002, p.205), sdl is
the smallest set constructed from the language L = {(, ), P rop,¬,⊃, O} (with the usual
definitions for the other logical connectives, interdiction FA =def O¬A and weak per-
mission PA =def ¬O¬A, and Prop a denumerable set of atomic propositions) which is
closed under the rules modus ponens, O-necessitation and contains the axiom schemata
(A1)–(A4).
` A ⊃ B ` A (modus ponens)` B
` A (O-necessitation)` OA
9 See also Casadio et al. (2004) for the comparison between the syntactic calculus and NILL.
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every propositional tautology of L (A1)
PA ≡ ¬O¬A (A2)
O(A ⊃ B) ⊃ (OA ⊃ OB) (A3)
OA ⊃ PA (A4)
While (A1) implies that sdl is an extension of the (classical) propositional calculus,
(A2) assumes that weak permission is the dual operator of O, (A3) is the K axiom of
distribution and (A4) is the well-known axiom schema (D). The set of well-formed formulas
is defined recursively by:
ϕ := pi | ¬ϕ | ϕ ⊃ ψ | Oϕ
The modal logic KD is the smallest set which satisfies these conditions. On the
other hand, a standard system is a conservative extension of KD. Following A˚qvist
(2002, p.155), ∆ is a normal system of deontic logic if K ⊆ ∆, and a strongly normal
deontic logic if KD ⊆ ∆. Thus, a standard system is a strongly normal deontic logic or,
put differently, the class of standard systems contains extensions of KD.
Forrester’s paradox aims to show that the rule (ROM), a derived rule in KD, fails
to represent the intuitive notion of deontic entailment in the standard system.
` A ⊃ B (ROM)` OA ⊃ OB
The paradox can be formulated as following (see Peterson and Marquis 2012):
(1) Jones murders Smith (p)
(2) Jones ought to not murder Smith (O¬p)
(3) If Jones murders Smith, then Jones ought to murder Smith gently (p ⊃ Oq)
(4) If Jones murders Smith gently, then Jones murders Smith (q ⊃ p)
By modus ponens between (1) and (3) we get (5).
(5) Jones ought to murder Smith gently (Oq)
By (ROM) and modus ponens, (6) follows from (4) and (5).
(6) Jones ought to murder Smith (Op)
But from (A4) and (6) we can derive (7), which contradicts (2).
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(7) it is false that Jones ought to not murder Smith (¬O¬p)
We follow A˚qvist’s (2002, pp.161-173) presentation of the paradoxes. Let
τ : NDL −→ KD be a translation function from the Natural Deontic Language to KD’s
language, and τ−1 be the inverse map of τ from KD to NDL. Paradoxical results arise
in two situations. Either there is a formula ϕ ∈ KD such that τ−1(ϕ) /∈ NDL because
intuitively τ−1(ϕ) seems invalid, or there is a formula ϕ /∈ KD such that τ−1(ϕ) ∈ NDL
because τ−1(ϕ) seems intuitively valid. These are respectively a right-to-left inadequacy
and a left-to-right inadequacy. Let:
φ = p ∧ [(p ⊃ Oq) ∧ (q ⊃ p)]
pi = O¬p ∧ φ
Forrester’s paradox states two right-to-left inadequacies, that is:
φ ⊃ Op ∈ KD τ−1(φ ⊃ Op) /∈ NDL
pi ⊃ ⊥ ∈ KD τ−1(pi ⊃ ⊥) /∈ NDL
It was shown in Peterson and Marquis (2012) that Forrester’s paradox is actually
not a paradox for the standard system, although it is a paradox for a standard system,
which either admits q ⊃ p as an axiom or includes a necessity operator of type 2 and can
translate (4) by 2(q ⊃ p). Forrester’s paradox is not a paradox for sdl per se since:
φ ⊃ Op /∈ KD
pi ⊃ ⊥ /∈ KD
Nonetheless, Forrester’s paradox can be objected to some extensions of KD.
We chose to analyze Forrester’s paradox insofar as it incorporates three different
problems for deontic logic. First, given that the paradox uses an obligation that arises
in a context of violation, it incorporates Chisholm’s (1963) paradox and shows that the
standard systems cannot deal appropriately with conditional obligations. Secondly, the
step from (4), (5) and (ROM) to (6) is an instance of Prior’s (1958) good Samaritan
paradox, or of Nozick’s and Routley’s (1962) robbery paradox.10 In addition to these two
features, Castan˜eda (1986) pointed out that Forrester’s paradox brought to light a more
subtle, linguistic problem for deontic logic. Indeed, Castan˜eda (1986) argued that the
paradox appears when one does not distinguish between propositions and practitions. In
other words, if one wants to avoid the paradox, then one must distinguish between the
context in which an obligation arises (described by a proposition) and the action which is
in the scope of the deontic operator. While a proposition can be true or false (i.e., it is
declarative), a practition cannot (Castan˜eda 1986, p.37).11 We chose to analyze Forrester’s
10 This step cannot be done in KD, but assume a standard system in which it can.
11 Note that his formal framework was not proposed as a tool that was meant to resolve Forrester’s
paradox but rather that it was a happy consequence that the framework provided the material to deal with
the paradox. Indeed, Forrerster’s paradox was published in 1984 (although Castan˜eda became aware of
the paradox in 1982), and the solution proposed by Castan˜eda (1986) is based upon the formal framework
presented in Castan˜eda (1981), which is the result of his work done in Castan˜eda (1959, 1968, 1970, 1977).
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paradox through the framework of categorial grammar via category theory insofar as it
involves:
1. contrary-to-duties (cf. Chisholm’s paradox);
2. the notion of deontic entailment (cf. the good Samaritan paradox);
3. a syntactical distinction between propositions and practitions (cf. Castan˜eda’s anal-
ysis of Forrester’s paradox).
As we will see, these three aspects can be dealt with by using a typed syntax.
The paradox revisited
Deontic logic within a typed syntax
Deontic logic is usually interpreted as a modal logic. It should be noted, however, that our
approach is neither oblivious to nor incompatible with the modal tradition. Indeed, there
have been many approaches that developed modal logics within categorical settings.12
Even though these approaches mostly dealt with S4 modalities, it remains that modal
logic can be incorporated within a categorical framework. We wish to show how this could
be beneficial for deontic logic. In what follows, we illustrate how category theory provides
an interesting framework to analyze many problems that deontic logic faces. We show
that most of these problems can be solved using a typed theory. Since categorical logic,
once the quantifiers are introduced, is mainly a typed theory, our analysis suggests that
category theory is a likely candidate for the formalization of deontic logic.
Obviously, the application of categorial grammar to deontic logic requires more prim-
itive types than only s and n. In his 1958 paper, Lambek introduced nc, ns and np for
count nouns, substance nouns and plural nouns. A year after, Lambek (1959) introduced
more syntactic types to analyze the English verb phrase. For instance, he augmented T
with i, p and q, standing respectively for the types of infinitive of intransitive verb, present
participle of intransitive verb and past of intransitive verb. Of course, more syntactical
types can be introduced, as it is done in Casadio and Lambek (2002), where one can find
types for past and present questions, past and present declarative sentences and objects.
Although our analysis does not require that we burden ourselves with types for questions,
the analysis of Forrester’s paradox requires that we introduce types for tensed declarative
sentences. As was noted by Lambek (1988, p.315), thus constructed, the syntactic cal-
culus does not account for imperative sentences, which we often distinguish from factual
propositions as a result of Hume’s is-ought thesis.
12 See for instance Reyes and Zolfaghari (1991) and Makkai and Reyes (1995). See also the unpublished
work of Awodey and Kishida (2007).
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It is worth pausing here to consider carefully the type we wish to introduce for
imperative sentences (or, more accurately, normative propositions).13 Hume’s semantical
dichotomy between facts and norms states that one cannot infer a descriptive sentence
from a set constructed only of normative premises and, vice versa, that one cannot infer a
normative sentence from a set of descriptive premises. This semantical dichotomy causes
some issues when one considers Jørgensen’s (1937) dilemma. In a nutshell, the dilemma
arises if one assumes that the truth value of a declarative sentence depends upon the world,
that is, if one adopts a (naive) correspondence theory of truth. Since there is a semantical
dichotomy between facts and norms, one can safely assume that if normative propositions
can be true or false, then it is not in the same conditions that descriptive propositions do.
But if one assumes that the truth value of a sentence depends upon its correspondence
with reality, then, assuming the semantical dichotomy, normative propositions are not
declarative given that normative propositions cannot be verified empirically. Thus the
dilemma: normative inferences seem to follow some logical rules, but since the object of
logic (when applied to inferences) is declarative sentences, it seems that logic cannot deal
with normative inferences seeing that normative propositions are not declarative (assuming
the correspondence theory of truth).14
Our solution to the dilemma is to reject the correspondence theory of truth. Norma-
tive propositions are declarative. For example, it is true that one should not steal since
there are legal norms that forbid stealing. However, we nonetheless assume Hume’s se-
mantical dichotomy since normative propositions are not true in the same conditions that
descriptive propositions are.15 But still, both are declarative. This leads us to distinguish
between two syntactic types. While sd is the syntactic type of descriptive (declarative)
sentences, sn is the syntactic type of normative (declarative) sentences.
Thus, we assume a language L as defined earlier but constructed from the set of
primitive types T = {sd, sn, n, i, p, q}. As it was mentioned in Lambek (1999, p.281), one
must assign to each word at least one syntactical type by means of a dictionary. This
begs the question of the syntactical types of words such as ought, should, can or must in
a normative context, but also of words such as obligatory, permitted or forbidden. Since
von Wright, the tradition has been to interpret these words as modalities that influence
declarative sentences. For instance, the following sentence would be translated in sdl by
Op, with p being ‘John eats’.
John ought to eat
13 We distinguish between a norm (or an imperative) and a normative proposition. While the latter is
declarative, the former is not.
14 See Peterson (2011) for an analysis of the dilemma.
15 Following Alchourro´n and Bulygin (1981), the truth value of a normative proposition depends upon
a norm.
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From the point of view of syntactical types, this would require that the sentence be
written as
ought (John eats) (8)
sn/sd n n\sd
sn/sd sd
sn
In this case, ‘ought’ would be of type sn/sd, that is, of the type that takes a descrip-
tive sentence and transforms it into a normative one from the left.
Another option would be to consider the term ‘ought’ as it was written in the first
sentence:
John ought (to eat) (9)
n n\sn/i i
sn
In both cases, it can easily be proven that the sentences are of type sn. The proof of
(8) requires (but not necessarily) a derived rule similar to β as presented previously. The
proof (left to the reader) becomes obvious when one can prove (δ):
(H) g : B ⊗ C //D
(H) f : A⊗D // E
∗f : D // A\E
(δ)
(∗f)g : B ⊗ C // A\E
+[(∗f)g] : A⊗ (B ⊗ C) // E
The proof of (δ) can be visualized by the following tree:
A B C
A D
E
The proof of (9) is straightforward:
1n\sn/i : n\sn/i // n\sn/i
(1n\sn/i)
+ : (n\sn/i)⊗ i // n\sn
+[(1n\sn/i)
+] : n⊗ ((n\sn/i)⊗ i) // sn
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Now, an obvious question would be to determine whether these two types are equiv-
alent, that is, if there are arrows:
γ : sn/sd // n\sn/i
γ−1 : n\sn/i // sn/sd
Without pretending that such arrows do not exist, we did not find any (although this
may be unsatisfactory for the reader). For now, we assume that the distinction between
the two different syntactical types is sound.
With that in mind, we can revisit Forrester’s paradox and see which type each
sentence is. Let us consider the first type for ‘ought’ (hereafter the a-translations):
(1) Jones murders Smith
n n\sd/n n
(2a) ought (not (Jones murders Smith))
sn/sd sd/sd n n\sd/n n
(3a) Jones murders Smith implies ought (Jones
n n\sd/n n sd\sn/sn sn/sd n
murders Smith gently)
n\sd/n n sd\sd
(4) Jones murders Smith gently implies Jones murders Smith
n n\sd/n n sd\sd sd\sd/sd n n\sd/n n
(5a) ought (Jones murders Smith gently)
sn/sd n n\sd/n n sd\sd
(6a) ought (Jones murders Smith )
sn/sd n n\sd/n n
(7a) not (ought (not (Jones murders Smith )))
sn/sn sn/sd sd/sd n n\sd/n n
The proofs of the types of these sentences are relatively easy and so are left to the
reader.16 Let us now look at the translations for the second interpretation of ‘ought’
(hereafter the b-translations):
(2b) Jones ought to not murder Smith
n n\sn/i i/i i /n n
16 Hint: construct a tree and then use (β) and (δ).
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(3b) Jones murders Smith implies Jones ought
n n\sd/n n sd\sn/sn n n\sn/i
to murder Smith gently
i/n n i\i
(5b) Jones ought to murder Smith gently
n n\sn/i i/n n i\i
(6b) Jones ought to murder Smith
n n\sn/i i/n n
(7b) not ( Jones ought to not murder Smith)
sn/sn n n\sn/i i/i i/n n
Ought-to-be/Ought-to-do
The reader familiar with the deontic logic literature will in all likelihood have noticed that
the first interpretation of ‘ought’ is related to the Ought-to-be interpretation of norma-
tive sentences, while the second interpretation refers to the Ought-to-do (see von Wright
1999b). While the Ought-to-be interpretation takes ‘ought’ as a modality that changes the
truth value of a descriptive proposition (e.g., modal deontic logic within possible worlds
semantics), the Ought-to-do interpretation considers that there are actions (rather than
propositions) in the scope of the deontic operator (as in dynamic deontic logic and deontic
logic with algebras for actions).
It is noteworthy that from the perspective of categorial grammar, the Ought-to-do
interpretation of the operator O allows us to construct normative sentences that are more
closely related to the English language. Indeed, the compositionality of n\sn/i seems to
be naturally related to the natural language. When interpreted in terms of Ought-to-be,
‘ought’ is taken as a modality that modifies the truth value of a descriptive statement, and
thus the formal translation requires that we rearrange the phrase’s structure. This results
in an asymmetry between the formal language and the English language. Interpreting
‘ought’ in terms of Ought-to-do allows us to preserve the phrase’s structure within the
formal language of the syntactic calculus, allowing for a more faithful representation of
the sentence into the formal language. Hence, the analysis of normative sentences from the
point of view of syntactical types suggests that normative (declarative) sentences should
be interpreted as being of the Ought-to-do type rather than of the Ought-to-be, meaning
that the deontic operator O is of type n\sn/i rather than sn/sd.
That being said, if one wants an Ought-to-do interpretation of O, then one might
want to replace the primitive type i by a primitive type a for actions. Understood this
way, the deontic operator O would be of type n\sn/a rather than n\sn/i. This would
mean that O is of the type that takes a noun and an action and transforms it into a
normative sentence. This view is consistent with Hume’s semantical dichotomy given that
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it implies that the truth value of a normative proposition does not rely upon the descriptive
proposition in the scope of O. Thus, the Ought-to-do interpretation should be preferred
to the Ought-to-be insofar as it preserves the syntactical structure of normative sentences
within the English language and that it is consistent, contra the modal interpretation,
with Hume’s is-ought thesis.
Conditional obligations and detachment
In addition to revealing the Ought-to-do structure of normative sentences, the analysis of
Forrester’s paradox through the framework of the syntactic calculus allows us to provide
a formal explanation to the problem that is implicit to Chisholm’s paradox, i.e., that a
material conditional is inappropriate to deal with conditional obligations. Indeed, one
can see in both the a-translations and the b-translations that the material conditional
in (3) is of the type that takes a normative statement and a declarative statement and
turns it into a normative statement (a conditional obligation). Our analysis provides
a formal explanation as to why the material conditional is not appropriate to translate
conditional obligations: the conditional ⊃ should not be interpreted as a connective of type
sd\sn/sn. As such, Chisholm’s paradox arises when a deontic conditional is interpreted
as a connective of the type that takes a descriptive sentence (a context) and a normative
sentence and transforms it into a normative sentence.
Many deontic logicians think that material conditionals are not sufficient to represent
the formal properties of conditional obligations. We agree.17 In a nutshell, to model con-
ditional obligations, one requires a primitive operator that can represent situations where
the initial conditions for the obligation are encountered.18 In a possible worlds semantics,
this is usually done in minimal models, where one can define the accessibility relation for
the primitive operator in terms of a subset of a more general accessibility relation (see for
example Chellas 1974). Another way of answering this problem is to introduce temporal
deontic logics. Decew (1981) for instance argued that the solution to the conditional obli-
gations problem requires temporal modalities. The main objection is that dyadic systems
fail to represent the temporal character implicit to conditional obligations. An interesting
solution was proposed by van Eck (1982a; 1982b), who introduced a quantified temporal
deontic logic.
With that being said, one can see that there are (at least) two things going on with
conditional obligations. First, it is clear that a material conditional such as ⊃ is not of
type sd\sn/sn, and thus neither (3a) nor (3b) are appropriate translations. This, which
begs the question of the syntactical type of a conditional obligation, brings us to the
next point: some might argue that there is a temporal parameter implicit to conditional
obligations. Hence, using . to represent conditional obligations, one could try to define
the type of . with the help of primitive types that are indexed to some states, allowing the
17 As it is shown in Peterson (2014d), it is nonetheless possible to model conditional obligations with a
monadic O and a connective similar to the linear implication.
18 There are however problems regarding the detachment of conditional obligations. See Vorobej (1986)
for an overview.
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representation of the temporal parameter. A possible solution would be to consider the
conditional . as of the syntactical type that takes a descriptive proposition in the past (or
the present) and makes it into a normative proposition in the present (or in some possible
future related to that present). Put differently, if one considers that the world is in a
specific state at a moment i, then . is of the type that takes a descriptive sentence at i
and a normative sentence in a state i+ 1 (accessible from i) and makes it into a normative
conditional in state i. Hence, a solution is to consider that . is of the type s
(i)
d \s(i)n /s(i+1)n ,
where the set of primitive types is augmented with types that are indexed to states.
Issues concerning conditional obligations can also be seen through the problem of
detachment. Following van Eck (1982a, p.263), the problem of detachment comes from
the fact that although sometimes one might want to conclude the normative consequent
from the conjunction of the descriptive antecedent and the normative conditional, as in
the following reasoning, it remains that sometimes the addition of other conditions results
in situations where one does not want to detach the normative consequent.
P1 If Jones drinks alcohol, then he must not drive.
P2 Jones drinks alcohol.
∴ Jones must not drive.
From a categorical perspective, the problem of detachment can be reduced to the
fact that there is not always a proof of the normative consequent from the conjunction of
the conditional obligation and the descriptive antecedent. Put differently, we do not have
the following arrow for every A and B.19
f : A ∧ (A . B) //B
From a categorical point of view, the classical connectives ∧, ¬ and ⊃ can be defined
on the basis of a deductive system (i.e., a category) where arrows are proofs and objects
are propositions. In doing so, one obtains a Cartesian closed category with conjunction
commutative and idempotent, respecting the triangle and pentagon identities and the
associative law (with ¬ defined as ¬A =def A ⊃ ⊥ and ⊥ an initial object). From this
perspective, ∧ and ⊃ are adjoint. This can easily be seen from the fact that
g : A ∧B // C
g′ : A //B ⊃ C
h : A //B ⊃ C
h′ : A ∧B // C
Using these rules, one can easily show that:
19 Note that we are looking at the logical connectives from a categorical perspective rather than from
the point of view of the syntactic calculus.
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1A⊃B : A ⊃ B // A ⊃ B
g′(1A⊃B) : (A ⊃ B) ∧ A //B
In other words, there is a proof from A implies B and A to B. The problem of
detachment follows from the fact that it might happen that one does not want to conclude
the normative consequent from the descriptive antecedent in a normative conditional.
When modelling a conditional obligation through a material conditional, the problem of
detachment arises from the fact that ⊃ is the adjoint of ∧. As such, to solve this problem,
one would need to define a connective . for conditional obligations which is not an adjoint
to classical conjunction.20
All things considered, our analysis provides two arguments to support that ⊃ is not
an adequate connective to model conditional obligations. On the one hand, a material
conditional is not sufficient to represent conditional obligations insofar as a connective
for conditional obligations is not of the same syntactical type as a material conditional.
On the other hand, the detachment problem shows that the connective for conditional
obligations is not an adjoint to conjunction (∧), and hence that it cannot be represented
by a material conditional.
Action negation
Returning to the syntactic calculus, the analysis of the paradox enables us to specifically
formulate one of the problem that dynamic deontic logic (and more generally action log-
ics) faces. Consider the logical connective ‘not’, as it is used in (7a) and (7b). In the
a-translations, ‘not’ can be considered as of two types: either it takes a (declarative) de-
scriptive sentence and transforms it into a descriptive sentence or it takes a (declarative)
normative sentence and turns it into a normative one. This is perfectly consistent with
our assumption that normative inferences are governed by logical rules and that normative
sentences are declarative. In this case, negation can be applied to both descriptive and
normative statement. An interesting fact is that the b-translation admits a third type for
‘not’. Indeed, ‘not’ can be seen as something which takes an action (or an intransitive
verb) and turns it into another action (or intransitive verb).
It seems fairly uncontroversial to assume that the ‘nots’ of types sd/sd and sn/sn
behave according to the same logical rule inasmuch as they both apply to declarative state-
ments. In other words, they are propositional negations that can be applied to declarative
statements. But is this also the case for the ‘not’ of type a/a (or i/i)?
The work of Kanger (1957) and Po¨rn (1970) lead, with the help of Belnap and Perloff
(1988) and Xu (1995), to a broad class of approaches that can be regrouped under the name
action logics. Action logics in philosophy can be divided in two main groups, namely the
stit logics (where an agent sees to it that...) and dynamic logic, introduced in the deontic
logic literature by Meyer (1988). The main difference between these approaches is that
dynamic logic requires an algebra for actions and another for propositions, while stit logics
20 On this subject, see Peterson (2014d).
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only need truth functional connectives (dynamic deontic logics are of the Ought-to-do type
while stit logics are of the Ought-to-be). However, there are still problems regarding the
behaviour of logical connectives when applied to actions (or descriptions of actions in the
case of stit logics). While the tradition in deontic logic is to use Boolean algebras for
actions (see for example Segerberg 1982b), it is noteworthy that there are still problems
regarding the formalization of action negation.21
In short, the problem revolves around the interpretation of the negation of an action:
must the negation of an action be considered as something which is simply not done or
as something which is deliberately not done? This problem becomes clear when one
introduces a deontic operator. There is a distinction between not doing an action and
doing the negation of an action, and so O¬p will mean two completely different things
depending on how one interprets the action negation ¬p. Does O¬p mean that one must
do ¬p or does it mean that one must not do p? Although it is not the aim of the present
paper to argue in favour of that point (this is the subject of another paper, see Peterson
2014a), we think that a monoidal deductive system weaker than intuitionistic logic would
be better suited than a Boolean algebra to represent the formal behaviour of complex
actions. The main reason for this assumption is that the equivalence a ≡ ¬¬a is dubious
when a is considered as an action proposition. Is doing a equivalent to refraining from
refraining from doing a? If it is false that one did not do a, then can we conclude that one
actually did a? In a nutshell, the negation of an action proposition does not seem to have
a classical behaviour. As a result, the negation of a declarative sentence and the negation
of an action proposition should not be considered as of the same syntactical type. While
the ‘not’ of types sd/sd or sn/sn are truth functional and classical, it is unclear whether
or not the ‘not’ of type a/a is truth functional or classical.22
Deontic entailment
So far, we have seen how our analysis sheds light upon Chisholm’s paradox and the Ought-
to-be/Ought-to-do distinction, and moreover it has shown us how to formulate precisely
the problems of action negation and detachment of conditional obligations. In addition
to these points, our analysis also enables us to see the good Samaritan paradox from a
different perspective. The paradox of the good Samaritan in Forrester’s argument can be
seen through the step from (4) to (F).
(F) Jones ought to murder Smith gently implies
n n\sn/i i/n n i\i sn\sn/sn
Jones ought to murder Smith
n n\sn/i i/n n
Although this is not mentioned in Forrester (1984), the step from (4) to (F) is an
21 See Broersen (2004) for a definition of action negation within the framework of dynamic deontic logic.
22 See Peterson (2014a) for a discussion.
260
instance of the principle of deontic consequences, as stated in Castan˜eda (1968, p.13):
If an act A entails an act B, then (1) the obligatoriness of A entails the obligatoriness
of B and (2) the forbiddenness of B entails the forbiddenness of A.
Clearly, if Jones ought to murder Smith in a gentle fashion, then obviously he also
ought to murder Smith. We argued elsewhere (cf. Peterson and Marquis 2012) that, contra
Forrester, his paradox is not problematic at all since despite its validity, the argument is
not sound. But still, one could wonder whether there is something that can be done via the
syntactical types to solve that problem. La Palme Reyes et al. (1994) used category theory
to analyze the relations between types, nouns and properties. One of their example shows
how some properties cannot be passed between two nouns, although these two nouns are
related somehow. For instance, although a baby is a person, a big baby is not a big person.
So perhaps the same kind of phenomenon is at work here. Although a gentle murder is
a murder, it does not necessarily follows that a gentle murder which is obligatory is also
a murder which is obligatory. The question would thus be to determine how one can
represent this phenomenon through the syntactic calculus. One way of answering this
problem is to fix a primitive class of types A = {a1, ..., an} (replacing i) which would be
composed of a finite number of types of actions. It is thus possible to obtain (?).23
(?) Jones ought to murder Smith gently
n n\sn/a2 a1/n n a1\a2
On these grounds, one could then argue that the step from (4) to (F) requires that
both actions in the scope of ‘ought’ be of the same type, which is not the case in Forrester’s
paradox. Indeed, the action of ‘murdering Smith’ is of type a1 while ‘murdering Smith
gently’ is of type a2. Therefore, the step from (4) to (F) is illegitimate insofar as the
property ‘obligatory’ cannot be passed between actions that are not of the same type.
The same strategy can be applied to the good Samaritan paradox, which goes from
(10) to (11).24
(10) The good Samaritan binds the traveler’s wounds implies
the traveler is wounded
(11) The good Samaritan ought to bind the traveler’s wounds implies
the traveler ought to be wounded
In this case, it is easy to argue that the action ‘binding the traveler’s wound’ is not
of the same type as ‘the traveler is wounded’. Indeed, the action of being wounded only
concerns the traveler while the action of binding the traveler’s wound is performed by
the good Samaritan. Hence, this use of (ROM) is illegitimate: in order to be correct, its
23 Here, we are not following the solution proposed by La Palme Reyes et al. (1994).
24 This version is taken from Garson (2006, p.46). Note, however, that thus formulated it is not derivable
neither in K or KD. That said, the formulation of A˚qvist (1967) can be derived.
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use must be restricted to actions that are of the same type in both the antecedent and
the consequent of the conditional. As such, the application of (ROM) requires that the
actions in the scope of the deontic operator are of the same syntactic type, otherwise the
application is illegitimate.
Propositions and actions
Finally, it is worth mentioning that our approach implicitly incorporates Castan˜eda’s
(1986) distinction between propositions and practitions. In showing that the syntactical
type of the ‘ought’ operator in the English language behaves according to the Ought-to-
do interpretation, our approach implies a distinction between declarative statements and
action statements. Since the syntactical type of ‘ought’ is n\sn/ai rather than sn/sd, it
follows that Castan˜eda’s distinction is implicit to our framework. However, there is more
to our approach than that. Indeed, in addition to distinguishing between declarative state-
ments and action statements, our approach also allows us to distinguish between different
types of declarative statements, namely descriptive propositions of type sd and norma-
tive propositions of type sn. To the best of our knowledge, this is something that has not
been previously done within the literature. Thus, our framework incorporates Castan˜eda’s
distinction and goes beyond: it also incorporates Hume’s semantical dichotomy between
facts and norms, which is important if one wants to apply logic to normative inferences.
Furthermore, although Castan˜eda distinguishes between propositions and practitions, he
still uses the same logical rules to govern both, and as we saw this is problematic if we
consider action negation and conditional obligations.
Conclusion
Summing up, the contribution of the present paper was to open the dialog between three
disciplines that were otherwise blind to each other. Although the bridge between category
theory and linguistics was made by Lambek and further developed by Moot and Retore´
(2012)25, category theory and categorial grammar remained unrelated to deontic logic. The
present paper contributes to the literature given that it provides new conceptual insights
on many important features of deontic logic. First, we showed how one can formally
explain the problems regarding the Ought-to-be/Ought-to-do distinction, the connective
for conditional obligations and action negation. In a nutshell, these issues arise since
they involve different syntactical types. We showed that the Ought-to-do interpretation of
normative sentences is a more faithful representation of the English language, and thus that
it is the one that should be adopted. Moreover, we showed how our approach implicitly
involves Castan˜eda’s distinction between propositions and practitions, but goes further
insofar as it distinguishes between different syntactical types for declarative statements.
Incidentally, it enables us to give a formal representation of Hume’s semantical dichotomy.
25 The use of deductive systems in categorial grammar is actually an active field of study and develop-
ments were made by many authors. See Moortgat (2012) for an overview.
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Our framework also provided a different perspective on Forrester’s and the good Samaritan
paradoxes, showing that they only arise when (ROM) is applied to a conditional that
contains different types of actions. Hence, the analysis of deontic logic via Lambek’s
syntactic calculus shed light upon many issues that it faces.
As a result of our analysis, we can see that the problems concerning conditional
obligations and action negation could benefit from category theory. For instance, we saw
that the detachment problem happens when the connective for conditional obligations is
considered as an adjoint to conjunction. Although the main aim of this paper was to
expose that deontic logic can benefit from Lambek’s type theory, we also saw a glimpse
of how deontic logic could benefit from a categorical analysis. As such, it opens the door
to the application of category theory to deontic logic. Since categorical logic is in the
first place a theory of types, our analysis suggests that deontic logic could benefit from
the formal framework of category theory. For future research, we intend to provide a
categorical analysis of deontic and action logics in order to precisely define the categories
within which their connectives behave. Furthermore, we intend to analyze the problems
regarding conditional normative inferences through the framework of categorical logic.
Now that the dialog between deontic logic and category theory is open, we face a broad,
rich and interesting research avenue for deontic logic.
* * *
Cet article montrait la pertinence d’analyser la logique de´ontique selon une the´orie
des types. En plus de nous permettre d’introduire la notion de syste`me de´ductif, qui
nous sera utile tout au long des prochains chapitres, nous avons aussi vu comment une
logique type´e peut re´soudre certains proble`mes et paradoxes de la logique de´ontique. Pour
l’heure, nous allons laisser de coˆte´ la the´orie des types de Lambek jusqu’au chapitre 16
afin de porter notre attention sur les deuxie`me et troisie`me objectifs de cette the`se. Nous
allons d’abord traiter des diffe´rentes logiques de l’action du point de vue de la the´orie
des cate´gories, et ensuite nous analyserons les infe´rences normatives conditionnelles et
les conflits d’obligations. La notion de syste`me de´ductif sera reprise tout au long des
prochains chapitres et notre cadre d’analyse de la logique selon la the´orie des cate´gories
sera explicite´.
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Chapitre 14
A categorical analysis of action logics
Abstract
The present paper provides a categorical analysis of action logics using the proof-
theoretical perspective of category theory. Action logics are compared through the
properties of their logical connectives and are classified as different variations of
monoidal deductive systems. A philosophical analysis of action connectives is pro-
vided and we propose, according to the usual distinction between actions and propo-
sitions in dynamic logic, to distinguish between an Action Logic, representing the
formal structure of actions, and a Propositional Action Logic, expressing the formal
structure of the language we use to talk about actions. Our conclusion is that an
Action Logic should be defined as a compact symmetric monoidal closed deductive
system with sequence while a Propositional Action Logic should be defined as an
intuitionistic deductive system.
Keywords: Categorical logic, Deductive system, Monoidal category, Intuitionistic
logic, Action negation, Linear logic, Kleene algebra, Boolean algebra
Introduction
The concept of action is of obvious philosophical significance given its place in many
disciplines, including law, ethics, psychology, computer science, physics and metaphysics.
As propositional logic and predicate logic are meant to represent the formal structure of
sentences, philosophers wondered whether it was possible to develop some kind of logic of
actions that could represent the formal structure of actions. Action logics began with the
work of Kanger (1957) and Po¨rn (1970), but the notion of action in deontic contexts was
also studied at length by von Wright (1963). Following Segerberg et al. (2009, p.1), action
logics in philosophy can roughly be divided in two broad classes. On the one hand, the
work of Kanger (1957) and Po¨rn (1970) lead, with the help of Belnap and Perloff (1988)
and Xu (1995), to what is nowadays known as stit logics. Dynamic logic on the other
hand was introduced by Pratt (for an introduction and a historical sketch, see Balbiani
2008) and was introduced in deontic contexts by Meyer (1988). Common to both dynamic
and stit logics is the fact that these frameworks have often been presented as tools that
can help to analyze and clarify some notions that are relevant to the legal and the ethical
discourses, either from a philosophical or a computational point of view.
The aim of the present paper is to provide a categorical analysis of action logics used
in deontic contexts. Category theory will be used as a foundational framework to analyze
the proof theory of action logics. This analysis will be made from a philosophical stand-
point rather than a computational one. Our main objective is to develop an action logic
that is relevant to human actions, and this is not, as Segerberg (1992, p.377) pointed out,
the aim of the logics that are used for programming. From an epistemological perspective,
category theory offers a rich and insightful foundational framework that allows one to see
how different logics are identical up to equivalence.1 In this paper, our aim will first be to
show how different fragments of action logics can be compared insofar as they are different
variations of monoidal categories, or, more accurately in our terms, different variations of
monoidal deductive systems. Then, we propose a new action logic AL, defined as a com-
pact symmetric monoidal closed deductive system with sequence, but where the adjoint
to conjunction is not understood as entailment, contra the usual action logics one will find
within the literature.
In the first section, we begin by presenting the categorical framework, exploiting the
intimate relations between monodial categories and deductive systems. This is followed
by a review of the main action logics one can find within the literature, including dy-
namic logic, Kleene algebras, Pratt’s action logic, linear logic, Boolean algebras of actions,
stit logics and Lucas’s formalization of von Wright’s conception of actions. We will bring
to light the relations between these logics by using the properties of their action connec-
tives and show how they are different variations of monoidal deductive systems. Then, we
provide a philosophical analysis of action connectives and propose to distinguish between
an Action Logic, which represents the structure of actions, and a Propositional Action
Logic, which expresses the propositional structure of the language we use to talk about
actions. A Propositional Action Logic PAL will be defined as an intuitionistic deductive
system, while an Action Logic AL will be defined as a compact one.
Logic categorically conceived
From a categorical point of view, logical systems can be defined through the properties of
their connectives. The starting point of our analysis is the proof-theoretical perspective of
category theory, where deductive systems are defined as monoidal categories that respect
specific criteria. Following Mac Lane (1971, pp.7-8), a category C is composed of
1. C-objects ;
1 When deductive systems are presented as categories, the criterion of identity is equivalence between
deductive systems, as opposed to isomorphism between propositions. While equivalence is the criterion
of identity between categories, isomorphism is the criterion of identity within a category. For arguments
in favour of the epistemological virtues of category theory, see Marquis (2009).
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2. C-arrows ;
3. an operation assigning to each arrow a domain and a codomain within the C-objects;
4. composition of arrow gf for each pair f : x // y and g : y // z that respects
associativity, i.e. h(gf) = (hg)f ;
5. an identity arrow 1y for each C-object y such that 1yf = f and g1y = g for each pair
f : x // y and g : y // z (the identity law).
The definition of a deductive system is intimately related to the definition of a
category. Indeed, one simply has to see that the notion of proof (or deduction) used in
logical systems possesses two specific properties, namely the reflexivity and transitivity of
the consequence relation. From ϕ one can prove ϕ, and if from ϕ one can prove ψ and from
ψ one can prove ρ, then from ϕ one can prove ρ. Hence, a deductive system can be defined
as a category C, where objects are propositions and arrows are proofs. An arrow f : ϕ //ψ
represents a proof (a deduction) of ψ from ϕ. If there is such an arrow f : ϕ //ψ, then ψ is
a logical consequence of ϕ within the deductive system. The reflexivity of the consequence
relation is captured via the identity arrow (1) for each formula ϕ:
(1)
1ϕ : ϕ // ϕ
The identity arrow is an axiom (schema) of the deductive system and it respects the
identity law. The transitivity of the consequence relation is represented by the rule (cut)
and composition of arrows respects associativity:
f : ϕ −→ ψ g : ψ −→ ρ
(cut)
gf : ϕ −→ ρ
So far, only the consequence relation is defined and there are no logical connectives.
But one can easily add some via the definition of a monoidal category. Following Mac Lane
(1971, pp.161-2), a monoidal category is a category equipped with a tensor product ⊗ and
a unit object I. The tensor product is associative, meaning that there is an arrow ax,y,z
for each C-objects x, y and z, and the unit object respects lx and rx for each C-objects x:
ax,y,z : (x⊗ y)⊗ z // x⊗ (y ⊗ z)
lx : I ⊗ x // x
rx : x⊗ I // x
The arrows αx,y,z, lx and rx are natural isomorphisms.
2 Moreover, the tensor product
and the unit object have to respect the triangle and pentagon identities, expressed by the
two following commutative diagrams:
2 Hence we also have a−1x,y,z : x⊗ (y ⊗ z) // (x⊗ y)⊗ z, l−1x : x // 1⊗ x and r−1x : x // x⊗ 1. See
also the nlab entry on monoidal category http://ncatlab.org/nlab/show/monoidal+category.
267
(x⊗ I)⊗ y
x⊗ y''
x⊗ (I ⊗ y)ax,I,y //
ww
((w ⊗ x)⊗ y)⊗ z
(w ⊗ x)⊗ (y ⊗ z)
99
(w ⊗ (x⊗ y))⊗ z
%%
w ⊗ (x⊗ (y ⊗ z))//
w ⊗ ((x⊗ y)⊗ z)//
OO
As a category can be represented via the logical rules and axioms of a deductive
system, a monoidal category can be expressed by a deductive system in additions with
some rules to govern the tensor product and the unit object. Following Baez and Stay
(2011, p.140), these rules are (t), (a), (l) and (r). The double line means that the rule
can be applied both ways (with a, l and r natural transformations and the tensor product
respecting the triangle and pentagon identities).
f : ϕ // ψ g : ρ // τ
(t)
h : ϕ⊗ ρ // ψ ⊗ τ
f : τ // (ϕ⊗ ψ)⊗ ρ
(a)
g : τ // ϕ⊗ (ψ ⊗ ρ)
f : ϕ // I ⊗ ψ
(l)
g : ϕ // ψ
f : ϕ // ψ ⊗ I
(r)
g : ϕ // ψ
In addition to the associativity of the tensor product and the properties of the unit
object, one can augment a monoidal category with a commutative tensor product. A
braided monoidal category is a monoidal category obtained through the addition of a
natural isomorphism βx,y, with the tensor product respecting the two hexagon identities
(cf. Mac Lane 1971, pp.251-3).3
βx,y : x⊗ y // y ⊗ x
3 See also Baez and Stay (2011, p.115).
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x⊗ (y ⊗ z) (x⊗ y)⊗ z//
(y ⊗ z)⊗ x y ⊗ (z ⊗ x)oo y ⊗ (x⊗ z)oo

(y ⊗ x)⊗ z//

(x⊗ y)⊗ z x⊗ (y ⊗ z)//
z ⊗ (x⊗ y) (z ⊗ x)⊗ yoo (x⊗ z)⊗ yoo

x⊗ (z ⊗ y)//

The tensor product in a braided monoidal category is commutative up to isomor-
phism. A symmetric monoidal category is a braided monoidal category which satisfies
βy,xβx,y = 1x⊗y, and hence the tensor product is commutative (in which case one of the
hexagon implies the other, see Mac Lane 1971, p.253).
Following Baez and Stay (2011, p.130), a braided monoidal category in terms of
deductive systems is obtained when one adds the rule (b) to the rules for a monoidal
category (with (b) a natural transformation satisfying the hexagon identities).
f : ϕ // ψ ⊗ τ
(b)
g : ϕ // τ ⊗ ψ
In order to obtain a symmetric monoidal category, one simply has to assume that
(b) is its own inverse, hence βψ,ϕβϕ,ψ ∼= 1ϕ⊗ψ.
When the unit object is terminal and binary products are defined for each C-objects
x and y, a symmetric monoidal category becomes a Cartesian monoidal category. Put
differently, a monoidal category is Cartesian if the product respects the universal property
defined by the following commutative diagram.
x x⊗ yoo prx ypry //
z
f

〈f,g〉

g

This diagram must be interpreted as follows: for all f and g such that f : z // x
and g : z // y there is one and only one arrow 〈f, g〉 : z // x ⊗ y making the diagram
commute.
From a proof-theoretical point of view, a Cartesian category is obtained by adding
the axiom schema (!) and the rule (Cart) to those of a monoidal category. Actually, since
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(b), (t), (a), (l) and (r) can be proven from (Cart) and (!), it can be obtained by adding
them to (1) and (cut).
(!)
!ϕ : ϕ // I
f : ϕ // ψ g : ϕ // ρ
(Cart)〈f, g〉 : ϕ // ψ ⊗ ρ
An interesting property of a Cartesian category is that it satisfies idempotence for
products. An operation ◦ is said to be idempotent when x ◦ x ∼= x. One can see that
product satisfies idempotence insofar as two special cases of (Cart) are:
1ϕ : ϕ // ϕ 1ϕ : ϕ // ϕ
〈1ϕ, 1ϕ〉 : ϕ // ϕ⊗ ϕ
prϕ : ϕ⊗ ϕ // ϕ prϕ : ϕ⊗ ϕ // ϕ
1ϕ⊗ϕ : ϕ⊗ ϕ // ϕ⊗ ϕ
Therefore, ϕ ∼= ϕ⊗ ϕ. Note that in the first case the rule is applied top-down while
in the second one it is applied bottom-up.
So far, we have seen how one can build a logical system as a monoidal category by
adding some rules to represent the properties of the tensor product. That being said, each
of these categories can be transformed into a closed category by adding the appropriate
adjoint connective. A closed monoidal category is a monoidal category for which the tensor
product has right adjoint. Note, however, that when the tensor is not commutative (i.e.,
when C is not symmetric), the tensor can have two different right adjoints. Following
Baez and Stay (2011, p.120), a monoidal category is said to be left closed when there is
an isomorphism between the class of morphisms (of C) from x ⊗ y to z and the class of
morphisms from x to [y, z], and it is right closed when there is an isomorphism between
the class of morphisms from x ⊗ y to z and the class of morphisms from y to [x, z].4 In
other words, a monoidal category is left closed when:
HomC(x⊗ y, z) ∼= HomC(x, [y, z])
As such, for each arrow f : x ⊗ y // z there is an arrow g : x // [y, z], and vice
versa. Similarly, a monoidal category is right closed when:
HomC(x⊗ y, z) ∼= HomC(y, [x, z])
Following the nlab entry on closed monoidal categories, if C is symmetric, then both
adjoints are the same since x ⊗ y ∼= y ⊗ x. However, if C is not symmetric, then x ⊗ y is
4 See also http://ncatlab.org/nlab/show/closed+monoidal+category.
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not the same functor as y ⊗ x, and hence each can have a right adjoint. In such a case,
the monoidal category can be left closed, right closed, or biclosed.
Identifying the internal Hom [ϕ, ψ] with ϕ . ψ, one obtains a (left) closed monoidal
category by adding the rule (cl).
f : ϕ⊗ ψ // ρ
(cl)
h : ϕ // ψ . ρ
If C is not symmetric and one also wants it to be right closed, then one simply has
to add the rule (cl’).
f : ϕ⊗ ψ // ρ
(cl’)
h : ψ // ϕ I ρ
At this point, we have only considered monoidal categories with a unit object, a
tensor product and its adjoint(s). That being said, one can easily introduce dual objects
on the ground of a closed monoidal deductive system by defining x∗ =def x . ∗, in which
case dual objects satisfy ∗x.
∗x : x // x∗∗
In the case of deductive systems, the morphism ∗ϕ : ϕ // ϕ∗∗ follows from:
1ϕ⊗ϕ∗ : ϕ⊗ ϕ∗ // ϕ⊗ ϕ∗
(b)
b(1ϕ⊗ϕ∗) : ϕ⊗ ϕ∗ // ϕ∗ ⊗ ϕ
1ϕ∗ : ϕ
∗ // ϕ∗
(def ∗)
1ϕ∗ : ϕ
∗ // ϕ . ∗
(cl)
cl(1ϕ∗) : ϕ
∗ ⊗ ϕ // ∗
(cut)
cl(1ϕ∗)b(1ϕ⊗ϕ∗) : ϕ⊗ ϕ∗ // ∗
(cl)
cl(cl(1ϕ∗)b(1ϕ⊗ϕ∗)) : ϕ // ϕ∗ . ∗
(def ∗)∗ϕ : ϕ // ϕ∗∗
Moreover, if ∗ is a dualizing object, then ∗x becomes a natural isomorphism and one
gets x ∼= x∗∗.5
Now, let us return to the definition of a symmetric monoidal category. Following
Blute and Scott (2004, p.24), if one adds a dualizing object ∗ and defines the dual object
by x∗ =def x . ∗, then one obtains a *-autonomous category, satisfying the two following
isomorphisms (cf. Barr 1979).
x . y ∼= y∗ . x∗
x⊗ y ∼= (x . y∗)∗
If one goes further and adds the following natural isomorphism to a *-autonomous
category, then one gets a compact symmetric monoidal closed category (cf. Barr 1991).
x . y ∼= x∗ ⊗ y
5 Following Barr (1991, p.161), ∗ is a dualizing object specifically when x ∼= x∗∗ for each x.
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Following lemma 2.18 of Blute and Scott (2004, p.28), compact symmetric monoidal
closed categories are *-autonomous categories where the unit is a dualizing object. Note,
however, that the converse is not true: a *-autonomous category where the unit is a
dualizing object is not necessarily a compact closed category.6 From the point of view
of deductive systems, one obtains the tensor’s fragment of a *-autonomous category by
defining x∗ =def x . ∗ and by adding the axiom (**), which is a natural isomorphism, to
the rules and axioms for a symmetric monoidal closed deductive system.
(**)∗∗ϕ : ϕ∗∗ // ϕ
A compact symmetric monoidal closed deductive system is obtained by the addition
of the following axioms.
(cpt1)
cpt1ϕ,ψ : ϕ . ψ // ϕ
∗ ⊗ ψ
(cpt2)
cpt2ϕ,ψ : ϕ
∗ ⊗ ψ // ϕ . ψ
Returning to monoidal categories, one may want to consider a larger set of connective
through duality. Having a category C, one can define the dual (opposite) category Cop of a
category C, where the objects of Cop are the objects of C but where the arrows are reversed
(see Mac Lane 1971, p.33). In the case of Cartesian categories, the co-tensor is defined
by the universal property of the co-product. A co-Cartesian category Cop is obtained by
defining a coproduct  via the universal property expressed by the following commutative
diagram and by adding an initial object 0.
x x yix //
z
f

yoo
iy
[f,g]

g

The universal property of the coproduct means that for all f : x // z and g : y // z
there is one and only one arrow x y // z making the above diagram commute. In this
case, one can add the rule (co-Cart) and the axiom schema (0) to a Cartesian category.
In this case, we will speak of a bi-Cartesian closed deductive system.
f : ϕ // ρ g : ψ // ρ
(co-Cart)
[f, g] : ϕ ψ // ρ
(0)
0ϕ : 0 // ϕ
6 Thanks to Micheal Barr for this clarification.
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An interesting case of (co-Cart) is that similarly to (Cart), it satisfies idempotence
for coproduct. Indeed, we have:
1ϕ : ϕ // ϕ 1ϕ : ϕ // ϕ
[1ϕ, 1ϕ] : ϕ ϕ // ϕ
iϕ : ϕ // ϕ ϕ iϕ : ϕ // ϕ ϕ
1ϕϕ : ϕ ϕ // ϕ ϕ
Hence ϕ ∼= ϕ ϕ.
If one adds duals to a bi-Cartesian closed deductive system by defining x∗ =def x.∗,
then one will obtain the proof theory of intuitionistic logic, with the symbols {⊗, ., I,, 0}
corresponding respectively to {∧,⇒,>,∨,⊥}.7 Classical propositional logic is obtained
on the ground of a bi-Cartesian closed deductive system (with dualizing object) via the
addition of the axiom (**), which satisfies the natural isomorphism x ∼= x∗∗. Hence, from a
proof-theoretical perspective, both intuitionistic logic and classical logic take place within
a bi-Cartesian closed deductive system, the latter obtained with the addition of involutive
negation.
We conclude this section with a brief recapitulation of what was presented so far.
Figure 14.1, which is inspired by Baez’s and Stay’s (2011, p.99) presentation, shows the
relations between the tensor’s fragment of the deductive systems. From a proof-theoretical
standpoint, logical systems can be defined as monoidal categories that satisfy specific rules
and axioms, depending on the properties of their connectives. Table 14.1 provides a list
of the main deductive systems that were presented using the tensor’s fragment {⊗, ., I}.
The upshot of this mode of presentation is that the categorical framework enables us to
see that different logical systems can be built upon weaker systems by focusing on specific
properties of the logical connectives. Logical systems built in the opposite categories
from the co-tensor’s fragment are obtained by reversing the arrows, in which case one
obtains a co-monoidal deductive system, a co-symmetric deductive system, a co-Cartesian
deductive system, etc. If one wants to consider a full set of connectives with both C and
Cop, then one gets a bi-monoidal deductive system, a bi-symmetric deductive system, a bi-
Cartesian deductive system, etc. According to our appellation, a co-symmetric Cartesian
deductive system for example would refer to a deductive system in which the co-tensor
is axiomatized via a co-symmetric deductive system and the tensor is axiomatized via a
Cartesian deductive system.
Our analysis is based upon the intimate relations that can be found between cat-
egories and deductive systems. On the one hand, it is possible to construct a category
which will have specific properties from a deductive system within which the consequence
relation is reflexive and transitive and where the tensor respects some specific rules. This
way of thinking was advocated namely by Lambek, who explicitly defined categorical no-
tions on the grounds of deductive systems (see for instance Lambek 1968, 1969). On the
7 See Blute and Scott (2004, p.21).
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other hand, it is also possible to define a deductive system as a category (as opposed
to defining a category as a deductive system), where the tensor will have some specific
properties depending on the characteristics of the category. Before introducing some ter-
minology, let us clarify our epistemic standpoint. It is our view that category theory is
somewhat epistemically superior to logic (for arguments in favour of this point, we re-
fer the reader to Marquis 2009). Indeed, category theory provides a rich, powerful, but
more importantly abstract framework that can be used to analyze a variety of domains,
including logic. Hence, reducing a category to a deductive system would be too restrictive.
As such, although the terminology we introduce and the presentation we made suggest a
reduction of categories to deductive systems (or a conceptual equivalence between these
two notions), let us emphasize that we understand a deductive system as a particular
instance of some category. Put differently, despite the fact that one can find a conceptual
equivalence between categories and deductive systems within the literature, it is our view
that deductive systems should be defined as categories that respect specific criteria (rather
than the converse). Keeping these remarks in mind, we propose the following terminology.
Terminology 1. A Classical deductive system is a bi-Cartesian closed deductive system
with dualizing object.
Terminology 2. An Intuitionistic deductive system is a bi-Cartesian closed deductive
system with negation.
Terminology 3. A *-autonomous deductive system is a bi-symmetric closed deductive
system with a dualizing object.
Terminology 4. A compact deductive system is a compact symmetric monoidal closed
deductive system such that ϕ . ψ ∼= ϕ∗ ⊗ ψ.
Terminology 5. A distributive deductive system is a deductive system where the tensor
distributes over the co-tensor and α⊗ 0 ∼= 0⊗ α ∼= 0.8
8 Not to be confused with a distributive category (see the nlab entry
http://ncatlab.org/nlab/show/distributive+category for the latter).
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Deductive system
Monoidal Monoidal closed Monoidal closed
with negation
Monoidal closed
with dualizing object
Symmetric Symmetric closed Symmetric closed
with negation
Symmetric closed
with dualizing object
Compact
Cartesian Cartesian closed Cartesian closed
with negation
Cartesian closed
with dualizing object
Figure 14.1: Relations between deductive systems
Logical systems Logical rules and axioms
Deductive system (1), (cut)
reflexivity and transitivity of deduction
Monoidal deductive system (1), (cut)
associativity of ⊗, absorption of > (t), (a), (l), (r)
Monoidal closed deductive system (1), (cut), (t), (a), (l), (r)
⊗ possesses adjoint(s) (cl), (cl’)
Symmetric deductive system (1), (cut), (t), (a), (l), (r)
commutativity of ⊗ (b)
Symmetric closed deductive system (1), (cut), (t), (a), (l), (r)
only one adjoint (b), (cl)
Symmetric closed deductive system (1), (cut), (t), (a), (l), (r)
with dualizing object (b), (cl), (**)
Compact deductive system (1), (cut), (t), (a), (l), (r)
ϕ . ψ ∼= ϕ∗ ⊗ ψ (b), (cl), (**), (cpt1), (cpt2)
Cartesian deductive system (1), (cut), (Cart), (!)
idempotence, > is terminal
Cartesian closed deductive system (1), (cut), (Cart), (!), (cl)
with negation x∗ =def x . ∗
Cartesian closed deductive system (1), (cut), (Cart), (!), (cl), (**)
with dualizing object
Table 14.1: Deductive systems with their corresponding rules and axioms
A survey of action logics
Now turning our attention to the action logic literature, our aim is to illustrate how
different approaches can be compared through the properties of their tensor product. We
will briefly present some of the main approaches one can find within the literature and
show how each can be viewed as a variation of a monoidal deductive system. We begin
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by presenting dynamic logic and Kleene algebras, which will be followed by Pratt’s action
logic, linear logic, Boolean algebras of actions, stit logics and Lucas’s formalization of
von Wright’s conception of actions. We conclude this section with a comparison of these
systems.
Dynamic logic
Dynamic logic was developed by Vaughan Pratt (cf. Segerberg 1992, p.375) and was meant
to represent the evolution of a scenario after the execution of some actions, or, in Pratt’s
case, after the execution of some computer program (see Pratt 1976, 1980). The main
characteristic of dynamic logic is that it distinguishes between propositions (or assertions)
and actions (or programs). It began with the introduction of a modal operator [α]ϕ, which
is read after the execution of α, ϕ holds, and complex actions were composed from the
connectives ∪, ; and ∗, representing respectively the choice action, the sequence of action
and iteration of action (for an introduction, see Harel et al. 2000). The set of well-formed
formulas is defined from the language L = {Prop,Act, (, ),∪, ; ,∗ ,¬,⊃, [ ]} (with Prop and
Act denumerable sets of atomic propositions and actions) by:
ϕ := pi | ¬ϕ | ϕ ⊃ ψ | [α]ϕ
The set of complex actions Act∗ defined by (see Harel et al. 2000, p.165):
α := ai | α ∪ β | α; β | α∗
The [ ] modality is axiomatized as a normal 2 modality within the modal system
K. It is known that the action structure inherent to dynamic logic can be expressed by
a Kleene algebra (Harel et al. 2000, p.389). A Kleene algebra KA∗ = (K,∪, ; , 0, 1, ∗) is
an idempotent semiring which satisfies the three following equations (Harel et al. 2000,
p.419).
1 ∪ (α;α∗) = 1 ∪ (α∗;α) = α∗ (K*1)
if β ∪ (α; γ) ≤ γ, then α∗; β ≤ γ (K*2)
if β ∪ (γ;α) ≤ γ, then β;α∗ ≤ γ (K*3)
The definition of α ≤ β is α ≤ β =def α ∪ β = β. Concentrating only on the
fragment for choice and sequence, let KA = (K,∪, ; , 0, 1). The logic of programs implicit
to propositional dynamic logic can be expressed via an idempotent semiring. Indeed, a
KA has to satisfy the axioms:
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α ∪ (β ∪ γ) = (α ∪ β) ∪ γ (K1)
α ∪ β = β ∪ α (K2)
α ∪ 0 = α = α ∪ α (K3)
α; (β; γ) = (α; β); γ (K4)
α; 1 = α = 1;α (K5)
α; 0 = 0 = 0;α (K6)
α; (β ∪ γ) = (α; β) ∪ (α; γ) (K7)
(α ∪ β); γ = (α; γ) ∪ (β; γ) (K8)
In short, 0 is the unit of ∪, which is associative (K1), commutative (K2) and idem-
potent (K3). Hence, (K,∪, 0) can be seen as an idempotent symmetric monoid. As a
result, ∪ can be defined via the universal property of a co-product within a co-Cartesian
category. This follows from the fact that a Kleene algebra is an idempotent semiring.
Since a semiring is by definition a semigroup9, it follows that (K,∪, 0) is a join-semilattice
insofar as any commutative idempotent semigroup is a semilattice.10 Thus, a Kleene al-
gebra is a join-semilattice. This can also be seen insofar as (K1), (K2) and (K3) give us
the equations (L2), (L4), (L6) and (L8) for a join-semilattice (see the section on Boolean
algebras below). Hence, (K,∪, 0) possesses all finite joins, meaning that for all α and β
we have the injection maps:
α ≤ α ∪ β
β ≤ α ∪ β
Moreover, it means that if α ≤ γ and β ≤ γ, then α ∪ β ≤ γ. Replacing ‘≤’ by a
deduction arrow ‘ // ’, one can easily derive (co-Cart). Indeed, the latter condition gives
us:
α ≤ γ β ≤ γ
α ∪ β ≤ γ
The other direction of (co-Cart) follows directly from the transitivity of the preorder:
assume α ∪ β ≤ γ, then we have:
α ≤ α ∪ β ≤ γ
β ≤ α ∪ β ≤ γ
Similarly, if one assumes that (K,∪, 0) is axiomatized by a co-Cartesian deductive
system, then one can show that K possesses all finite joins (the proof is left to the reader).
9 See http://ncatlab.org/nlab/show/rig.
10 See http://ncatlab.org/nlab/show/semilattice.
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As a result, the logic of (K,∪, 0) can be axiomatized within a co-Cartesian deductive
system. In the case of (K, ; , 1), one can see that 1 is the unit of ;, which is associative,
and thus (K, ; , 1) can be seen as a monoid, implying that the logic of (K, ; , 1) can be
represented by a monoidal deductive system. Finally, ; distributes over ∪ and (K6) gives
us
α; 0 = 0 = 0;α
Therefore, a Kleene algebra KA = (K,∪, ; , 0, 1) can be seen as a distributive co-
Cartesian monoidal deductive system.
After Pratt’s developments, dynamic logic was introduced in the context of deontic
logic by Meyer (1988), who introduced the connectives α¯, α ∩ β and ϕ → α/β, respec-
tively representing action negation, joint action and the conditional action ‘if ϕ, then α
else β’. In addition to a denumerable set of atomic actions Act = {∅, U, a1, ..., an, ...},
Meyer includes the action which fails ∅ and the universal action U . The modality [α]
is axiomatized as a K modality with the necessitation rule and the K axiom for distri-
bution together with the propositional axioms and the modus ponens rule. The set of
well-formed formulas of propositional dynamic logic is defined recursively from the lan-
guage L = {Prop,Act, (, ), ,¯∪,∩, ; ,¬,⊃, [ ]} (we leave aside the connective → / since it
has not been considered further) by
ϕ := pi | ¬ϕ | ϕ ⊃ ψ | [α]ϕ
The set of complex actions Act∗ defined by
α := ai | α¯ | α ∩ β | α ∪ β | α; β
The other logical connectives are defined as usual. The axioms for actions are
[α]ϕ ≡ [α]ϕ (A1)
[α; β]ϕ ≡ [α]([β]ϕ) (A2)
[α; β]ϕ ≡ [α]ϕ ∧ [α]([β]ϕ) (A3)
[α∪β]ϕ ≡ [α]ϕ ∧ [β]ϕ (A4)
[α]ϕ ∨ [β]ϕ ⊃ [α∪β]ϕ (A5)
[α]ϕ ∨ [β]ϕ ⊃ [α ∩ β]ϕ (A6)
[α]ϕ ∧ [β]ϕ ≡ [α ∩ β]ϕ (A7)
[∅]ϕ (A9)
It is noteworthy that (A2) implies that sequence is not primitive. Hence, let us
concentrate on the fragment constructed from ,¯ ∩ and ∪. Without explicitly defining the
algebra of actions inherent to his approach, Meyer (1988, p.132) asserts that the following
equations are satisfied.
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α = α (DL1)
α ∪ β = α ∩ β (DL2)
α ∩ β = α ∪ β (DL3)
α ∪∅ = α (DL4)
α ∪ α = α (DL5)
α ∩ α = α (DL6)
α ∩ α = ∅ (DL7)
α ∩ (β ∪ γ) = (α ∩ β) ∪ (α ∩ γ) (DL8)
α ∪ (β ∩ γ) = (α ∪ β) ∩ (α ∪ γ) (DL9)
When writing on the algebraic properties of actions, Meyer did not refer to a Boolean
algebra of actions, and hence it is fair to assume that the algebra of actions he had in mind
for his approach was somewhat weaker than a Boolean algebra. But he did not either refer
explicitly to a Kleene algebra, and so it is difficult to see exactly what he had in mind
regarding the action logic inherent to his approach. Let DDL refer to the (fragment of
the) action logic inherent to the Dynamic Deontic Logic presented in Meyer (1988). In
what follows, we will first expose without any extra assumption the properties of the
action connectives we can infer from Meyer’s presentation. We will compare his approach
to a Kleene algebra, then we will examine what needs to be done if one wants to define
explicitly DDL as a Boolean algebra, and finally we will show that DDL actually is a
Boolean algebra.
Although Meyer did not mention whether ∩ and ∪ were associative or commutative,
associativity and commutativity of ∪ can be recovered from (A4). Idempotence of both
∩ and ∪ is given by (DL5) and (DL6), and distributivity of ∩ over ∪ is given by (DL8).
Moreover, distributivity of ∪ over ∩ is given by (DL9). Finally, (DL1) gives us involutive
negation.
Now, let us compare DDL and KA. Associativity and commutativity of choice can
be recovered in DDL from (A4), and hence (K1) and (K2) can also be recovered. (K3)
is given by (DL4) and (DL5). (K7) is given by (DL8). There are no references to (K4),
(K5), (K6) or (K8).
When one looks at (DL1), (DL2) and (DL3), one gets the feeling that Meyer wanted
the structure of his action algebra to be classical. Anticipating on the following sections, let
us note that Meyer’s algebra of actions must be stronger than the multiplicative fragment
MLL of linear logic insofar as he assumes the distributivity of ∩ over ∪. Hence, since
Meyer’s action algebra cannot be reduced to MLL, it seems that the only way to obtain
both De Morgan dualities and involutive negation is to assume a Boolean algebra for
actions.
The question we now want to examine is what extra assumptions are required to go
from DDL to a Boolean algebra BA. By definition, a BA is a distributive complemented
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lattice (see the section below for the definition). From (DL8) and (DL9) we obtain the
two conditions for distributivity, and from (DL7) we obtain one part of the condition for
complementarity. Therefore, the extra assumptions one needs in order to obtain a BA
from DDL are that it is a lattice and that α ∪ α = U .
Looking at Meyer’s paper, it is hard definitively to assert (or deny) that he assumed
these two conditions. Meyer’s approach takes place within the dynamic logic tradition,
and hence it is reasonable to assume that he minimally considers ∩ to be associative and
U to be its unit, which would enable him to recover (K4) and (K5). Moreover, (K6) can
be recovered from distributivity and (DL7). Indeed, we have
α ∩ α = ∅ (DL7)
Hence from (DL4) we have
(α ∩ α) ∪∅ = ∅
By commutativity of ∪ and (DL9) we obtain
(∅ ∪ α) ∩ (∅ ∪ α) = ∅
Since α ∪∅ = α we get
α ∩ (∅ ∪ α) = ∅
By (DL8) we have
(α ∩∅) ∪ (α ∩ α) = ∅
Since α ∩ α = ∅ it gives us
(α ∩∅) ∪∅ = ∅
Hence from (DL4) we obtain
α ∩∅ = ∅
Finally, the commutativity of ∪ and the De Morgan dualities suggest that Meyer
assumed ∩ to be commutative. This would explain the absence of any reference to (K8),
which would hence be derivable from (DL8) and commutativity. As a result, it is quite
reasonable to assume that Meyer minimally presupposed the structure of a Kleene algebra
for DDL.
We saw that a Kleene algebra is an idempotent semiring, hence a join-semilattice.
Hence, to define explicitly DDL as a BA, one would need to assume that it is also a
meet-semilattice (hence a lattice) and that it is complemented. It is noteworthy that
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a Kleene algebra is not a meet-semilattice insofar as the sequence operator is neither
commutative nor idempotent. In Meyer’s case, though, we saw that it would be safe to
assume commutativity of ∩ and we already have idempotence, and as such assuming that
DDL is a lattice would be consistent with his position. Moreover, the complementarity
could easily be recovered. Indeed, from (DL4) and (DL7) we have:
α ∪ (α ∩ α) = α
By (DL9) we obtain:
(α ∪ α) ∩ (α ∪ α) = α
From (DL5) we know that α ∪ α = α, and therefore we have:
α ∩ (α ∪ α) = α
This suggests that α ∪ α is the unit of ∩, and hence that α ∪ α = U if we assume
that U is the unit of ∩.
So far, we have seen how one could (explicitly) define DDL as a BA from Meyer’s
initial remarks. Now we show that DDL is actually implicitly a BA. To do so, we need to
show that DDL satisfies the equations (L1)–(L14) that define a distributive complemented
lattice (see the section below). We already know that (L2) and (L4), which express the
associativity and commutativity of ∪ can be recovered from (A4), and that (L5) and (L6)
for idempotence are given by (DL5) and (DL6). The distributivity conditions (L11) and
(L12) are given by (DL8) and (DL9) and the first part of complementarity (L13) is given
by (DL7). (DL4) yields (L8). As such, we only need to show that DDL satisfies
α a (β a γ) = (α a β) a γ (L1)
α a β = β a α (L3)
α a 1 = α (L7)
α ` (α a β) = α (L9)
α a (α ` β) = α (L10)
α ` α¯ = 1 (L14)
Associativity and commutativity of ∩ expressed by (L1) and (L3) are recovered by:
α ∩ (β ∩ γ) = α ∪ β ∩ γ (by DL3)
= α ∪ (β ∪ γ) (by DL3)
= (α ∪ β) ∪ γ (by associativity)
= α ∩ β ∪ γ (by DL3)
= (α ∩ β) ∩ γ (by DL3)
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α ∩ β = α ∪ β (by DL3)
= β ∪ α (by commutativity)
= β ∩ α (by DL3)
(L7) can be derived from the fact that:
α = α ∪∅ (by DL4)
Therefore, we can derive:
α = α (by DL1)
= α ∪∅
= α ∩∅ (by DL2)
= α ∩∅ (by DL1)
Hence, ∅ is the unit of ∩. Moreover, since (K6) can be recovered in DDL, (DL3)
gives us:
∅ = α ∪∅
Thus, it follows that the absorption laws (L9) and (L10) can be derived:
α = α ∩∅ (by L7)
= α ∩ (β ∪∅) (by K6 and DL3)
= (α ∩ β) ∪ (α ∩∅) (by DL8)
= (α ∩ β) ∪ α (by L7)
= α ∪ (α ∩ β) (by commutativity)
α = α ∪∅ (by DL4)
= α ∪ (∅ ∩ β) (by K6)
= (α ∪∅) ∩ (α ∪ β) (by DL9)
= α ∩ (α ∪ β) (by DL4)
Finally, from (DL7) and (DL3) we have:
∅ = α ∪ α
Thus, by commutativity and (DL1) we have (L14):
∅ = α ∪ α
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As a result DDL satisfies the equations of a distributive complemented lattice.
The reader can compare Meyer’s definition of DDL and the properties of a Boolean
algebra in table 14.2. When compared through the properties of their connectives, the only
difference between them is that ∩ is not explicitly said to be commutative and associative
within DDL. Otherwise, the result is the same, and as we saw Meyer’s definition yields
implicitly a BA. As such, it is noteworthy that if Meyer explicitly assumed that DDL is
a lattice and that α ∪ α = U , then DDL would have been seen as a precursor of what
Kozen (1997) defined as a Kleene algebra with test, that is, a Kleene algebra embedded in
a Boolean algebra to model negation of programs (see Harel et al. 2000, p.421).
To sum up, from a categorical perspective, a Kleene algebra KA (without the Kleene
star ∗) can be seen as a distributive co-Cartesian monoidal deductive system and DDL as
a Classical deductive system, as we will see in the section below. Let us conclude this
section by mentioning that in addition to KA and DDL, there are other approaches in
dynamic logic which have explicitly used Boolean algebras for actions. For instance the
reader may look at the work of Castro and Maibaum (2009), who develop a dynamic logic
as an extension of a Boolean algebra of actions.11
Pratt
In addition to the introduction of dynamic logic, Pratt (1991) also introduced another form
of action logic, which looses the distinction between actions and assertions. Pratt’s action
logic is presented as a logic for programming that includes the three basic control elements
choice, sequence and iteration (Pratt 1991, p.100). The choice α + β between α and β is
introduced similarly to the additive disjunction of linear logic, where the choice implies
the performance of either one or the other, but not both. Sequence α; β is introduced
as a non-commutative conjunction where α can be performed before β or simultaneously
(hence the non commutativity), and iteration α∗ is the performance of α an arbitrary
number of times (Pratt 1991, p.100). The constant 0 and 1 are introduced as the empty
and the skip (or universal) actions respectively.
Following Pratt (1991, p.102), an Action algebra A∗ = 〈A,+, 0, ; , 1,→,←,∗ 〉 is
defined by two monoids (A,+, 0) and (A, ; , 1) with + commutative and idempotent, sat-
isfying the following rules.
α ≤ γ ← β
α; β ≤ γ
β ≤ α→ γ
α; β ≤ γ
11 For more information on categories and dynamic logic, the reader can consult van Benthem (1991),
and for other approaches in dynamic deontic logic, see van der Meyden (1996) for a dynamic logic of
permission, Royakkers (1998) for dynamic logic and agency and Broersen (2004) for the analysis of action
negation.
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As such, → and ← are the right adjoints of ;. Note that these rules are sometimes
called the residuation laws in the literature (see Galatos et al. 2007). An action algebra
also has to satisfy:
1 + β; β + α ≤ β
α∗ ≤ β
1 + α∗;α∗ + α ≤ α∗
The symbols → and ← stand respectively for pre-implication (had α, then β) and
post-implication (β if ever α). We concentrate only on the fragment for conjunctive action
and disjunctive action without iteration, hence let A = 〈A,+, 0, ; , 1,→,←〉.
An interesting result is that A∗ ⊆ KA∗ (see Pratt 1991, p.109). Hence, A ⊆ KA.
It trivially follows from the definition of an Action algebra that A satisfies (K1)-(K5).
Following Pratt (1991, p.104), since→ and← are adjoints of ;, it follows that one can also
derive (K6), (K7) and (K8). Pratt actually shows that in finite cases, every KA expands
to an Action algebra A. This results does not, however, hold for infinite cases (see Pratt
1991, p.109). Hence, there are some Kleene algebras that are not Action algebras (see
Pratt 1991, pp.109-10), and thus KA is a little stronger than A, although both can be
seen as idempotent semirings. From a proof-theoretical perspective, an Action algebra A
can be seen as a co-Cartesian monoidal closed deductive system.12
Linear logic
Linear logic was introduced by Girard (1987) and was meant to provide a constructive
framework other than intuitionistic logic. The main objective of linear logic is to be able
to deal with limited resources, and this led to the introduction of two types of conjunction
(with respect to their dual disjunction). The syntax of linear logic is built from the
language L = {Prop, ⊥,>,⊥,1,0,⊗,`,&,⊕, !, ?,∀,∃}, with Prop a denumerable set of
atoms, !/? operators to add and subtract resources and ∀/∃ the usual quantifiers. For the
sake of our analysis, we will only present the MALL fragment of linear logic, which is the
fragment constructed upon L = {Prop, ⊥,>,⊥,1,0,⊗,`,&,⊕}. The main feature of
linear logic is that it incorporates two pairs of dual connectives, namely ⊗,` and &,⊕,
with a linear implication ( defined as the adjoint of ⊗.
Before providing the categorical presentation of MALL, let us have an example to
illustrate the difference between the additive and the multiplicative fragments. Let:
p: Paul is at a T intersection
q: Paul turns right
r: Paul turns left
12 See also Bimbo´ et Dunn (2005) for Kleene algebras and Pratt’s action logic.
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Now, consider the four following formulas:
p( q ⊗ r (1)
p( q ` r (2)
p( q&r (3)
p( q ⊕ r (4)
The conjunction⊗ requires that both actions are done. In computer science, it means
parallel execution. Thus, (1) signifies that if Paul is at a T intersection, then he turns
both left and right, which is obviously impossible. On the other hand, & is a conjunction
that implies a choice where only one of the actions will be done. Hence, (3) makes sense
insofar as it means that if Paul is at a T intersection, then he turns right, else he turns
left. As Girard (1995, p.2) points out, this is the analogue of ‘if ... then ... else ... ’ in
computer science. The dual ⊕ of & is a disjunction that respects this reading. While &
implies that one has to decide which action in the conjunction will be done, ⊕ is a ‘choice’
without decision, Paul will turn right or left, but his action will be determined via external
causes. In other words, with & the choice is left to the agent but with ⊕ it is not, which
is the distinction between outer and inner non determinism (Girard 1995, p.3). Finally,
as Girard (1995, p.3) says, the disjunction ` expresses a dependency between two actions
according to the reading of ⊗, meaning that both action could be done at the same time.
Following Blute and Scott (2004), the proof theory of MALL can be reproduced by a
*-autonomus category with products and coproducts. This result was actually provided by
Seely (1989), who showed how the deductive system for the multiplicative fragment MLL
can be obtained through a *-autonomous category and the MALL fragment results by
adding products and coproducts. The MALL fragment of linear logic is constructed from
the multiplicative {⊗,`,(,1,⊥} and additive {&,⊕,0,>} fragments (see Girard 1995,
p.10 for the definitions). Recall the definition of a *-autonomous category: it is a symmetric
closed monoidal category with a dualizing object. Thus, the multiplicative fragment MLL
can be obtained through the axioms (1), (**) and the rules (cut), (t), (a), (l), (r), (b),
(cl) for a symmetric closed monoidal category, with `, ( and 1 being respectively the
dual, adjoint and unit of ⊗ and ⊥ the dualizing object satisfying ϕ ∼= ϕ⊥⊥. The MALL
fragment is obtained by adding the rules and axioms of a bi-Cartesian deductive system
for the additive fragment, with 0 the initial object and > the terminal. In short, MALL
is a *-autonomous deductive system with products and co-products.13
The multiplicative fragment of linear logic MLL is a *-autonomous deductive system,
that is, a bi-symmetric closed monoidal deductive system with a dualizing object. Hence,
the tensor product and the co-tensor are both associative and commutative, but neither
are idempotent. Note, however, that although closed, the multiplicative fragment is not
distributive (in the sense of terminology 5).14 There are, however, other variations of linear
logic that involve different properties for the multiplicative connectives. First, following
13 For a more succinct presentation of the MALL fragment in terms of sequent calculus than the one
of Girard, see Schalk (2004).
14 MLL is, however, weakly or linearly distributive, i.e., there are natural transformations
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Casadio (2001, p.167), there is the multiplicative (and exponential free) fragment of the
non-commutative intuitionistic linear logic NILL introduced by Abrusci (1990b), which
corresponds to Lambek’s (1958) Syntactic Calculus with negation (see also Abrusci 1990a).
Hence, the multiplicative fragment of NILL built from {⊗,(,›,1} corresponds to what
Lambek (1968) defined as a residuated category and can be axiomatized by a monoidal
bi-closed deductive system. NILL without negation (i.e., the Syntactic Calculus) also
corresponds to the (A, ; , 1) fragment of Pratt’s Action algebra A. Secondly, there is the
multiplicative fragment MNLL of the non-commutative linear logic NLL introduced by
Abrusci (1991). It can be obtained from a syntactical point of view when one introduces
involutive negation (see also Abrusci and Ruet 2000), and thus it can be seen as a monoidal
closed deductive system with a dualizing object.
Boolean algebras of actions
We now turn our attention to Boolean algebras of actions. The classical structure of action
propositions can be fully expressed when one uses a Boolean algebra of actions rather than
the usual propositional dynamic logic. Segerberg (1982b), for instance, proposed to define
a Deontic Action algebra on the ground of a Boolean algebra of actions. Also distinguishing
between actions and propositions, he assumes a language L = {Act,`,a, }¯ with Act a
denumerable set of atomic actions together with the impossible action 0 and the universal
action 1. Segerberg (1982b, p.269) uses `, a and ¯ to denote the union, the conjunction
and the negation of actions respectively. The set A of actions is recursively defined by:
α := 0 | 1 | ai | α¯ | α a β | α ` β
A logic of action is understood as a Boolean algebra. Following Goldblatt (2006,
p.134), a Boolean algebra BA = (A,a,`,¯ ,0,1) is by definition a distributive comple-
mented lattice. A lattice can algebraically be defined by the following equations.15
α a (β a γ) = (α a β) a γ (L1)
α ` (β ` γ) = (α ` β) ` γ (L2)
α a β = β a α (L3)
α ` β = β ` α (L4)
α a α = α (L5)
α ` α = α (L6)
α a 1 = α (L7)
α ` 0 = α (L8)
α ` (α a β) = α (L9)
α a (α ` β) = α (L10)
ϕ ⊗ (ψ ` ρ) // (ϕ ⊗ ψ) ` ρ and (ϕ ` ψ) ⊗ ρ // ϕ ` (ψ ⊗ ρ). See Blute and Scott (2004, p.28) or
the nlab entry http://ncatlab.org/nlab/show/linearly+distributive+category.
15 See http://ncatlab.org/nlab/show/lattice.
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(L1) and (L2) express associativity of ` and a, as (L3)-(L4) and (L5)-(L6) represent
commutativity and idempotence. (L7) and (L8) make 1 and 0 into the respective unit of
a and `, and (L9)-(L10) are the absorption laws.
Equivalently, a lattice can be defined as a a poset P = (A,≤) which possesses meets
and joins, that is, for each α, β, γ ∈ A:
α a β ≤ β and α a β ≤ β (meets)
if γ ≤ α and γ ≤ β, then γ ≤ α a β
α ≤ α ` β and β ≤ α ` β (joins)
if α ≤ γ and β ≤ γ, then α ` β ≤ γ
Moreover, for each α ∈ A:
α ≤ 1
0 ≤ α
Hence, α a β is a greatest lower bound and α ` β a least upper bound.
A lattice is said to be distributive when:
α ` (β a γ) = (α ` β) a (α ` γ) (L11)
α a (β ` γ) = (α a β) ` (α a γ) (L12)
It is complemented when:
α a α¯ = 0 (L13)
α ` α¯ = 1 (L14)
It trivially follows from these definitions that a lattice can be viewed as a Cartesian
monoidal category, with a the product, ` the co-product, 0 an initial object and 1 a
terminal object, the meets and the joins giving us (Cart) and (co-Cart).16
That being said, a BA can also be seen as a Cartesian closed poset. Indeed, one
simply has to define α . β by α¯ ` β, and distributivity will imply that . is the adjoint of
a (see Awodey 2006, p.129).
A logic of action which is understood as a Boolean algebra can thus be axiomatized
as a Classical deductive system. For approaches that consider the logic of action as a
Boolean algebra of actions, see for instance Lindahl and Odelstad (2011), Trypuz and
Kulicki (2010) or Castro and Maibaum (2009).
16 Note that when a poset is seen as a category, ≤ must be viewed as an arrow between equivalence
classes of actions rather than actions per se insofar as ≤ is an antisymmetric relation.
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Stit logics
The distinction between propositions and assertions is not always taken for granted. Fol-
lowing Segerberg et al. (2009, p.1), the banner of ‘action logics’ can be divided in two main
groups in philosophy, namely the stit logics and dynamic logic. Although the origin of
stit logic is usually attributed to the work of Belnap and Perloff (1988), who introduced
the modal operator [i stit : ϕ] (where stit stands for seeing to it that), this variant of
action logic can actually be traced back to the work of Kanger (1957).17 The first formal
semantics for stit logics was proposed by Chellas (1969) (cf. Segerberg 1992, p.369) and
the modal operator Ei (originally writtenDi), which is another version of the stit operator
and was meant to be read ‘agent i brings it about that ’, was introduced in the work of Po¨rn
(1970). The work of Belnap and Perloff (1988) was further developed by Xu (1995), and
nowadays one can find stit logics for instance in the work of Horty and Belnap (1995),
Horty (2001), Pacheco and Carmo (2003) and Broersen (2011a).
stit logics are modal logics that use a K modality indexed to an agent (or a set of
agents). The stit modality is usually axiomatized by KM , as in the work of Po¨rn (1970)
and Pacheco and Carmo (2003), but can also be axiomatized via an S5 modality (cf. Horty
2001) or by a KD modality as in the Xstit framework of Broersen (2011a). Assuming a
language L = {Prop, (, ),¬,⊃, [i stit]} (with Prop a denumerable set of atomic sentences),
one can recursively define the set of well-formed formulas by:
ϕ := pi | ¬ϕ | ϕ ⊃ ψ | [i stit]ϕ
The other connectives are defined as usual. The [i stit] modality is axiomatized
through the usual axioms and rules of modal logic together with suitable axiom(s), de-
pending on the framework adopted. If [i stit] behaves according to (M), then one can
infer from [i stit]ϕ that ϕ is true, which will be accompanied by a reflexive relation R on
the semantical model. Likewise, truth conditions for the [i stit] modality will be usually
defined via the accessibility relation on the model M, the only difference between the
usual model of modal logic being that M is augmented with a set of agent Ag and the
truth condition for [i stit] is indexed to a relation Ri, and thus one obtains a class of
accessibility relations indexed to some agents.18
One interest of stit logic is that it enables one to distinguish between doing a
negative action and simply not doing an action. Indeed, it enables one to distinguish
between not doing ϕ, represented by ¬[i stit]ϕ, and consciously doing ¬ϕ, expressed
by [i stit]¬ϕ. As the distinction between propositions and assertions can be seen as an
argument in favour of dynamic logic over stit logics, the fact that the latter allows to
distinguish between ‘not doing ϕ’ and ‘doing not ϕ’ can be seen as an argument in its
favour.
In a stit framework one considers descriptions of states rather than actions in them-
selves. The modal operator [i stit]ϕ means that the agent i brings about (makes true)
17 This was reprinted in Kanger (1971) and further developed in Kanger and Kanger (1966) and Kanger
(1972).
18 See Chellas (1980) or Garson (2006) for an introduction to modal logics.
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some description of the world ϕ. Therefore, the emphasis is not put on the action in
itself but is rather put upon the result of the action (i.e., its outcome), that is, some
specific description of the world. That being said, since stit logics are modal logics, it
follows that their structure is fundamentally classical (Boolean), and hence that the logic
of the connective ∧, ∨, ¬ and ⊃ can be axiomatized via a Classical deductive system, as
it is the case for Boolean algebras. Since the actions are viewed as descriptions within a
stit framework and the logic of description is Boolean, it follows that the logic of actions
inherent to the stit frameworks is classical.
Thierry Lucas
Lucas’s work stands among the few approaches that explicitly applied category theory to
deontic logic. His logic of action, inspired by the work of von Wright, is meant to express
the distinction between the algebraic structure of action sentences and the propositional
structure of normative sentences. In the first part of his paper, Lucas (2006) reconstructs
von Wright’s logic of actions using action operators and a modality for necessity. However,
for the sake of our analysis, we will only concentrate on the second part of the 2006 paper,
where Lucas emphasizes the algebraic structure of an action logic, which was further
analyzed in Lucas (2007, 2008).
The originality of Lucas’s (2006, p.101) approach is that he considers actions as
morphisms in a category-theoretic framework. Indeed, he understands actions as mapping
from a set of initial conditions to a set of results. Lucas (2008, p.370) defines an algebra
of action as a triple 〈B,ACT , C〉 with B and C two Boolean algebras (that may be
different from each other) and ACT = 〈A, 0, 1,¬,∧,∨, C0, 〉 a poset that behaves as a bi-
intuitionistic logic (Lucas 2006, p.86) (the notion of cosupport C0 is introduced to represent
the conditions under which the negation of the action is obtained). Assuming that F1 and
F2 are respectively the set of well-formed formulas of B and C, Lucas (2006, p.102) views
an action as a morphism a : Σ // F2, with Σ ⊆ F1. Hence, an action is considered as a
mapping from a set of conditions to a set of results (Lucas 2006, p.101). Actions have to
satisfy a coherence condition such that a(σ) = a(σ′) for σ, σ′ ∈ Σ, meaning that the action
a yields the same result for every sub-condition σ ∈ Σ. In other words, the sub-conditions
are consistent with each other, that is, the action regarding two sub-conditions of a set Σ
of conditions yields the same result. Actions are pre-ordered by ≤ (Lucas 2008, p.369), 1
is the empty action and 0 the total (or null) action. The empty action is the equivalent
of doing nothing (the trivial action) while the null action is impossible to be performed.
On the ground of (A, 0, 1,∧,∨), Lucas (2006, p.106) defines (A, 0, 1,∧,∨,∼,→) as an
intuitionistic deductive system, with → the adjoint of ∧ and ∼ the intuitionistic negation
defined by ∼ α =def α→ 0 (see also Lucas 2008, p.383). However, there is more to it: he
also defines an adjoint to disjunction, together with another negation v. The adjoint to
disjunction is governed by the rule (cl’), and negation is defined by vα = 1\α.
γ ≤ α ∨ β
(cl’)
γ\β ≤ α
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This is why Lucas defines ACT as a bi-intuitionistic logic. A bi-intuitionistic logic
is understood as a bi-Heyting algebra, that is, a bounded distributive lattice which is a
Heyting and a co-Heyting algebra.19
Although we will restrict our attention only to the (A, 0, 1,∧,∨) fragment of ACT ,
let us note that Lucas (2008, p.370) uses ¬ to dualize the connectives, introducing the
dual connectives (−)∗ defined by the following equations.
α ≤∗ β ⇔ ¬β ≤ ¬α
α ≤ β ⇔ ¬β ≤∗ ¬α
α ∧∗ β = ¬(¬α ∨ ¬β)
α ∨∗ β = ¬(¬α ∧ ¬β)
1∗ = ¬0
0∗ = ¬1
α\∗β = ¬(¬β → ¬α)
v∗α = ¬ ∼ ¬α
α→∗ β = ¬(¬β\¬α)
∼∗ α = ¬v¬α
Thus defined, both ∧ and ∧∗ distribute over ∨. Returning to the fragment that
concerns us, the logic of (A, 0, 1,∧,∨) can be seen as an intuitionistic deductive system
with an adjoint to disjunction and another negation.
Summing up
All of the aforementioned approaches can be compared on the ground that they are all
variations of monoidal deductive systems. Table 14.2 provides a comparison between the
systems discussed so far, concentrating only upon the fragments including tensor ⊗, co-
tensor, adjoint(s) ., I and negation ∗ when they are defined (with only the multiplicative
fragments for variations of linear logic). The notation has been made uniform according
to the categorical analysis provided at the beginning of this paper. We also introduced
a Heyting algebra HA (which corresponds to an Intuitionistic deductive system) and
Lambek’s Syntactic Calculus SC for comparison.20 Although we will not explicit each
consequence of the comparison made in table 14.2, let us note that:
1. ⊗ is non-commutative for NILL, MNLL, A and KA;
2. in every case except the linear fragments, ⊗ distributes over ;
19 Note that ‘bi-intuitionistic’ here refers to an intuitionistic logic with two negations rather than a ‘bi-’
deductive system as presented earlier. The relationship between bi-Heyting algebras and modal logic has
been discussed by Reyes and Zolfaghari (1996).
20 The abbreviations in table 14.2 stand for associativity, commutativity, idempotence and distributivity.
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3. negation is involutive in MNLL, DDL, MLL and BA;
4.  is commutative and idempotent in A, KA, DDL, HA, ACT and BA;
5. ⊗ is idempotent in DDL, HA, ACT and BA;
6. only NILL, HA and ACT provide a non-involutive negation.
Ass. Comm. Idem. Dist. Adjoint(s) Negation
SC ⊗ . I
NILL ⊗  . I α ≤ α∗∗
MNLL ⊗  . I α ∼= α∗∗
A ⊗    ⊗ over  . I
KA ⊗    ⊗ over 
DDL   ⊗  ⊗ over  α ∼= α∗∗
 over ⊗
MLL ⊗  ⊗  . α ∼= α∗∗
HA ⊗  ⊗  ⊗  ⊗ over  . α ≤ α∗∗
 over ⊗
ACT ⊗  ⊗  ⊗  ⊗ over  . \ α ≤ α∗∗
 over ⊗
BA ⊗  ⊗  ⊗  ⊗ over  . α ∼= α∗∗
 over ⊗
Table 14.2: Properties of action connectives
Categorical action logic
The starting point of our investigation is the distinction between actions and assertions. It
was already pointed out by Goldman (1970, p.47) that it is unclear whether or not propo-
sitional connectives could or should be applied to actions. It is our view that actions and
propositions have different structures, and as such they do not share the same connectives.
Following the dynamic logic tradition but also Lucas (2006), we assume that the algebraic
structure of actions is fundamentally different from the structure of propositions.21 In
what follows, we propose to define an Action Logic as a logic that can represent the for-
mal structure of actions, while a Propositional Action Logic is a logic that expresses the
structure of the language we use to talk about actions. Hence, actions are not understood
as declarative sentences in an Action Logic. What we mean by an action will be discussed
further below in the section on action negation. For now, it suffices to see an action as
something which can be referred to. We begin by providing a philosophical analysis of
action connectives and then propose to define an Action Logic and a Propositional Action
Logic respectively as a compact deductive system and an intuitionistic deductive system.
21 Segerberg (1982b) distinguishes between actions and assertions but uses a Boolean algebra of action
and Boolean propositional connectives.
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A logic of actions
The first thing that needs to be done is to determine which types of actions we wish to
consider for our Action Logic. Assuming that there are such things as atomic actions, we
must determine the action connectives that can be used to construct complex actions. It
was mentioned at the beginning of this paper that the aim is to provide an analysis of
action logics from a philosophical perspective rather than a computational one. Although
some action connectives are relevant for programming, we wish to develop an Action Logic
that is relevant for human actions in deontic contexts instead of a logic that is useful for
computer science.
Following Pratt (1991, p.99), the three basic control elements of imperative pro-
gramming languages are choice, sequence, and iteration. The first consequence of our
philosophical standpoint is that we will not consider iteration of action insofar as it is
not relevant for human actions. Iteration and recursion are fundamental for programming
languages and algorithms, but they are not part of human actions. Of course, there are
actions that require some form of repetition (e.g., a work chain or a serial killer), but these
actions can be seen as sequences rather than pure recursive actions. A second consequence
of our approach is that choice will not be considered as a connective of our Action Logic
but will rather be considered as a connective of the Propositional Action Logic. From the
perspective of human actions, choice is not an action in itself. Although one can have a
choice between two actions, in which case one will (ideally) perform one or the other, one
will not however be performing the action ‘choice’. The third connective, sequence, can
be used to construct complex human actions, but it will not be considered as the primary
connective.
Action conjunction and sequence
The primary action connective we consider is the conjunction of action ⊗, where α ⊗ β
means the action α together with β. The conjunction of actions expressed by ⊗ implies
that both actions are done simultaneously. It implies that α is done in conjunction with β
(hence the use of ⊗ to suggest simultaneity). Action conjunction is introduced similarly to
the multiplicative conjunction of linear logic. Since the ‘with’ operator implies simultane-
ity and sequence implies a temporal order, it follows that action conjunction and action
sequence are two different action connectives. While ⊗ is commutative and associative,
the sequence connective y is only associative (and not commutative, for obvious reasons).
A sequence action αy β means α and then β. We assume that the special action ∗ is the
unit of ⊗. ∗ is interpreted as the no change or the nothing action. Doing α together with
no change is the same as doing α, and vice versa. The special action ∗ is also the unit of
sequence. Doing α and then no change is the same as doing α, as it is the case for doing
no change and then α. Considering that we do not want choice to be included within our
Action Logic, we do not define the co-tensor.
Now, the question that needs to be asked is whether ⊗ possesses an adjoint, and if
so, then what is its philosophical interpretation. Since implication is usually the adjoint
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to conjunction, it seems natural to first ask if ⇒ is the adjoint of ⊗. While we answer
positively the first question (⊗ possesses an adjoint), its adjoint is not implication. A
conditional ‘if α, then β’ can have one of two meanings within the natural language when
talking about actions. In oder to illustrate this, consider the two following conditionals:
(1) If Jones murders Smith gently, then Jones murders Smith.
(2) If Jones murders Smith, then he will try to hide the body.
The first conditional expresses a semantical entailment. However, this kind of entail-
ment does not produce an action per se. Representing (1) by α⇒ β, ‘⇒’ is a propositional
connective (i.e., a connective that can be applied to declarative statements) rather than
an action connective. Hence, (1) expresses a semantical entailment between propositions
rather than actions. The conditional ‘If Jones murders Smith gently, then Jones murders
Smith’ is not an action in itself but is rather a semantical entailment between ‘murdering
Smith gently’ and ‘murdering Smith’. Rather than pertaining to our Action Logic, the
entailment expressed by (1) will be represented within the Propositional Action Logic.
The second conditional expresses that an action is conditional to another one. That
Jones tries to hide the body of Smith requires that he murdered Smith in the first place.
A conditional action happens when an action cannot be done unless some specific require-
ments have been met. In order to checkmate one’s opponent, the white must first open,
and then its opponent must do the same, then he will move another piece, etc. When
building a house, building the roof is conditional to building the foundations and the
walls. Similarly, do not try to frost a cupcake if it has not been done yet. Conditional
actions are not, however, actions per se. Whether an action is conditional or not can be
expressed when talking about actions. We can speak of conditional actions using ⇒ but
it does not produce a complex action. The fact that an action α is conditional to other
actions implies that α can only be accomplished when some requirements have been met
within a specific order. Hence, when saying that an action is conditional, we are saying
that this action can only be realized through some specific sequences.
The connective ⇒ is a propositional one and hence does not pertain to an Action
Logic. Thus, it is not the adjoint to action conjunction. Is the sequence connective an
adjoint to conjunctive action? If so, we would obtain:
α⊗ β // γ
(cl)
α // β y γ
However, the interpretation of this rule would not be philosophically accurate. In-
deed, an arrow between two actions represents logical entailment. Thus, (cl) would imply
that if γ is a deducible from α⊗β, then the sequence β y γ is deducible from α. But γ is
not something which would be done subsequently after β, it is only a logical consequence
of the conjunctive action. The distinction between sequence and conjunction is meant to
distinguish between simultaneity and succession. Assuming that sequence is the adjoint
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of conjunction would blur that distinction. It is not because the action α together with β
logically implies the action γ that α logically implies that γ will be done after β.
There is, however, an action connective than can be seen as the adjoint of ⊗. Indeed,
it is our view that the appropriate adjoint for the together with connective is the without
connective 	. To the best of our knowledge, the action connective ‘without’ has never
been considered within the action logic literature. The behaviour of 	 is represented by
(cl).
α⊗ β // γ
(cl)
β // γ 	 α
We wrote γ 	 α instead of α 	 γ to keep the intuitive reading of γ without α,
hence the notation reminding us of the subtraction γ minus α. In other words, if γ is a
consequence of α together with β, then γ without α is a consequence of β (and γ without
β is a consequence of α since we assumed that conjunction is commutative). That is to
say, if adding β to α gives us the action γ, then subtracting β to γ gives us α back. A
particular instance of (cl) is:
α⊗ β // α⊗ β
(cl)
β // (α⊗ β)	 α
For example, from the action of walking together with singing one can conclude that
the action of walking yields the action of walking and singing but without singing.
Having introduced the conjunction and its adjoint, we can now see that we do not
want ⊗ to be idempotent. First, if ⊗ is idempotent, then we obtain both α //α⊗α and
α⊗α //α. Although the latter might seem desirable, i.e., if one does α together with α it
logically follows that one does α, the former is not. One of the main concern of Girard when
developing linear logic was to be able to deal with limited resources. That said, α //α⊗α
violates this principle, and hence idempotence must be rejected. But moreover, since 	
is the adjoint of ⊗, idempotence would give us that from α ⊗ α // α (which seemed
a desirable consequence) one can infer α // α 	 α, which is clearly undesirable from a
philosophical perspective: doing the action α logically implies doing α without doing α?
As a result, it is our view that a proper Action Logic should not be constructed from a
Cartesian closed deductive system but should rather be constructed (minimally) upon a
symmetric monoidal closed deductive system, with sequence axiomatized by a monoidal
deductive system.22 Thus constructed, the logic of action conjunction can be compared
to the tensor’s fragment of MLL given that they both share a ∗-autonomous structure.
However, as we will see, 	 is not reducible to a linear implication (.
22 By the same reasoning, if we want to be able to deal with limited resources, sequence must not be
idempotent.
294
Action negation
The last action connective we wish to investigate is also the most intriguing from a philo-
sophical perspective. When applied to deontic logic, action logics usually include an action
connective for negative actions. But what does it mean, if it means anything, to say that
one is doing a negative action? It might make sense to use negation when talking about
actions23, but as Walton (1980, p.321) pointed out one must be careful when trying to
interpret action negation ontologically. Although action negation has a meaning when we
are talking about actions, it is unclear whether or not it makes any sense to speak of an
action negation within an Action Logic per se.
Negation of actions (or programs) are often introduced within the logic literature
without further ado. Wiseman (1970), for example, introduced a connective for action
negation but did not explain its meaning. He sees a problem with action logics but only
because they presuppose the existence of acts, which he finds dubious. In the computer
science literature, Meyer (1988) introduced action negation without explaining its mean-
ing, and negation of programs were introduced by Kozen (1997) to model tests, but the
significance of a program negation was left unexplained. Similarly, when thinking about
programs, Solin (2012) introduces the negation of a program as a mere useful fictional
technical tool, without saying more about what it means for a program to be negated.
All of these interrogations regarding action negation rely upon a much more funda-
mental question: what is an action? What is it to act? Von Wright (1968, p.38) answers
the latter by saying that acting is to intentionally bring about or prevent a change in the
world. This understanding is however not accepted unanimously. Davidson (1967, p.50)
for instance rather says that acting is to bring about a state of affair, but is “neutral with
respect to the question whether the action was intentional”or not. The main characteristic
of an action is that it (causally) brings change in the world. This change, however, need
not be voluntary: to act is not to be responsible for acting. Goldman (1970, p.46) would
agree with this understanding. These conceptions are also in accordance with Po¨rn (1970,
p.5), for whom acting is to bring about a state of affair, although this state of affair can
either be the end of the action, its result or one of its consequences.
Philosophers agree that there are such things as actions. These actions are charac-
terized by the fact that they have causal repercussions in the world. As such, actions are
often associated with the description of the state they produce. This is not to say that an
action is a mere change in the world (von Wright 1963, p.36), or that it can be reduced
to a description. Rather, it is to say that there are actions, and one way to see them is
to look at the changes they produce. In the stit literature, actions are associated with
the description of the state they bring about. It is presupposed that there are such things
as actions, and these actions can be performed to obtain results in the world. For Lucas,
actions are considered as mappings from the description of a state to another description.
An action is thus something which can influence the evolution of the world. Even though
dynamic logic tends to distinguish actions from assertions, its ontology of actions is un-
23 Walton (1980, p.320) for example distinguished between fourteen different locutions of action nega-
tion within the language.
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derstood similarly. When looking at the semantics of Segerberg (1982b) or Meyer (1988),
one sees that actions are considered as sequences of events (or points in time). Actions
are seen, in this case, as sequences of descriptions.
One can thus safely assume that an action has causal power and that it brings changes
in the world. This change may be done actively or passively, and it might also result from
not doing. As Goldman (1970, p.10) distinguishes between action-types and action-tokens,
von Wright (1963, p.36) speaks of act-categories and act-individuals. Act-categories are
classes of particular actions. For Goldman (1970, p.10), an act-token is an instance of an
act-type. Since the negation of an act-type is also an act-type (Goldman 1970, p.18), it
follows that an instance of the negation of an act-type is an act-token. Hence, Goldman
(1970, pp.47-8) admits that there are such things as negative acts, but he leaves the matter
open since it brings difficult problems. Von Wright on the other hand always sees an action
as positive. He distinguishes between productive and preventive actions (von Wright 1968,
p.38). One can either produce by bringing about that the state stays the same or by
bringing about a change, and one can prevent by leaving the state unchanged or by letting
a change happen.
This brings us to the notions of omission, refraining and forbearance. Although this
might seem paradoxical, the doing of a negative action is usually understood as not doing.
One performs a negative action by not performing said action. This non-performance can
be intentional or not. If it is, we speak of a forbearance, and if not, an omission. An
omission is thus understood as an intentional or unintentional not-doing (i.e., consciously
not-doing or unconsciously not-doing). Mossel (2009) presented a nice review of the lit-
erature on negative actions. He argued that there are such things as negative acts, and
they are characterized by the fact that they have causal power. Moreover, he argues that
we are responsible for our negative actions (Mossel 2009, p.330). While an omission is
not necessarily voluntary, forbearance (refraining) is. Hence, a negative action in Mos-
sel’s view is a form of forbearance, which is intentional. According to his understanding,
omissions are not negative acts.
For von Wright (1963, p.36), acting is to bring about ‘at will’ a change in the
world. On Davidson’s (1967, p.50) and Goldman’s (1970, p.46) accounts, acting should
be understood independently from intention and responsibility. It is peculiar though that
while Goldman asserts that the notion of action should be analyzed independently from
intentionality, he also says (Goldman 1970, p.48) that negative actions are characterized
by the fact that they are intentional omissions (i.e., forbearances). Similarly, although
von Wright asserts that to act is to bring about a state of affair intentionally, he also
says that forbearing to do something does not presuppose awareness (von Wright 1963,
pp.45-6). In both cases, the authors seem to assume some form of duality between acting
and not-acting. One considers that acting presupposes intentionality but not-acting does
not, while the other assumes that acting does not presuppose intentionality but not-acting
does.
It is noteworthy that Davidson’s and Goldman’s accounts are consistent with the
legal understanding of actions. In criminal law, liability is determined on two grounds:
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the mens rea and the actus reus. The actus reus corresponds to the action per se while the
mens rea refers to the agent’s mind, to his intention before and while acting. A convict
can only be held criminally responsible if he did indeed commit the crime and it was done
voluntarily.24 Hence, from a legal point of view, action and voluntariness are two notions
that should be treated separately.
But if acting does not presuppose any form of intentionality, and negative actions are
a form of acting, how can one be justified to assume that negative actions are intentional
per se? These dualities are quite puzzling. An action does not presuppose intentionality,
yet not-acting, which is also a form of action, does? Are these duality inherent to the
structure of actions?
In our view, no. Even though there are cases within the natural language where
these dualities are at play, there are also cases where they are not. In criminal law for
instance, if an agent did indeed commit a crime, then he did it (actus reus) intentionally
(mens rea). The actus reus is an action that does not presupposes intentionality, but the
action of committing the crime does. If the agent did not commit the crime in question,
then either he did it unintentionally, or he did not do it, whether it was intentional or
not. Thus, when one commits a crime it is intentional, but when one does not it may be
intentional or not. As such, assuming that acting is intentional does not necessarily entail
that not-acting is not. Similarly, if an agent respects the law, it needs not be intentional.
Consider ‘it is forbidden to steal’. One respects this norm either by omitting or forbearing
to steal (i.e., one respects the norm by not stealing). But if an agent breaks the law (does
not respect the law), it can be with or without intention: it is not because an agent broke
the law (actus reus) that he will be held responsible for it. In a nutshell, one can respect
the law intentionally or not, as one can not respect the law intentionally or not. Hence, it
is not a necessary assumption that acting (or not-acting) presupposes intentionality, while
not-acting (or acting) does not.25
It would be a mistake to presuppose that negative actions are intentional per se.
A negative action can either be a forbearance or an omission. Otherwise, if omission is
neither an act nor a negative act, how could we say that someone committed a crime
by omission? There are situations where one can break the law by omission, and thus
omission must be considered as some sort of negative action. We think that Goldman’s
and Davidson’s conceptions of action without intentionality should be preferred to von
Wright’s insofar as it is more faithful to our understanding of action in criminal law,
where one can act without being responsible for ones actions. This, however, also implies
that negative actions are not necessarily intentional.
24 To be precise, the mens rea refers to the agent’s state of mind. Acting volontarily does not presuppose
an explicit intention, but only means that the agent is in a state of mind such that he has the capacity to
understand what he is doing, even though he cannot anticipate every possile outcome of his actions.
25 Although criminal liability usually requires both an illegal act and a criminal mind, it should be noted
that there are exceptions within Canadian law. First, some cases involve the notion of absolute liability,
which depends on the act alone (see R. v. Canning, 2004 SKPC 13 for the definition). Second, there
are specific cases where murders are straightaway considered as first degree murders (e.g., the killing of a
police officer or a warden acting in the course of their duties), notwithstanding the intention of the person
perpetrating the act (see for instance the Criminal Code, R.S.C., 1985, c. C-46, art. 231.4-231.6.
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Actions are thus understood minimally as things that have causal powers. An action
is characterized by the fact that it affects the world. This is the minimal understanding
of action we adopt. To act is to affect the world, either by changing it or by not changing
it, intentionally or not. To act is to play a role within the evolution of the world. It might
seem paradoxical to say that one can play a role by not playing a role, but it actually
is not. By not acting, either intentionally or not, one influences (directly or not) how
the world changes. This understanding allows us to speak of both positive and negative
actions, the latter including omissions and forbearances.
It is sometimes argued within the literature that stit logics should be preferred to
dynamic logic insofar as they enable us to distinguish between doing the negation of an
action ([i stit]¬ϕ) and not doing an action (¬[i stit]ϕ), which are not (and should not)
be equivalent. In the stit frameworks, we usually have [i stit]¬ϕ ⊃ ¬[i stit]ϕ (unless
the stit modality is not axiomatized by KD or KM), but the converse does not hold.
Omission does not imply forbearance, but forbearance does imply omission. If it is true
that the agent saw to it that not-α was done, then it is true that he did not see to it
that α was. Note that the aforementioned duality is at play in this conditional. While
the [i stit] modality presupposes intentionality, its negation does not. It is noteworthy
that this duality appears when we are talking about actions (i.e., when we use declarative
statements). As such, this duality must be taken care of within a Propositional Action
Logic.
Lenk (1977) was, to the best of our knowledge, the first to explore the connections
between different lattice structures and action negation. Lenk distinguishes between three
types of negations: non-execution, omission and forbearance. He argued that Boolean
negation roughly represents non-execution (Lenk 1977, p.258) and that the negation within
a Heyting algebra is better suited to represent forbearance (Lenk 1977, p.260). He thus
concludes that a logic of action should include at least two negations, a classical and
an intuitionistic one, to represent respectively non-execution (not-doing) and forbearance.
The negation for non-execution is classical insofar as it respects the law of excluded middle:
either an action is performed or it is not. However, it is not because an action is not
performed that its negation is. Hence, negation representing forbearance is intuitionistic
since to refrain from forbearing to do α is different then doing α. Doing α implies not
refraining from doing it, but it is not because one is not refraining from doing α that one
is doing it (since one might simply not do α).
Lenk (1977, p.262) then suggests that if one wants to represent omission, then one
should look at a structure which is neither a Boolean nor a Heyting algebra. The distinction
between an omission and non-execution is meant to distinguish between actions that are
in one’s power to not do from actions that are not. For example, Paul cannot omit or
refrain to fly into the Sun, but Superman can. What is of interest to our approach is that
Lenk (1977, p.263) actually suggests that an action logic could be inspired by the logic of
quantum mechanics. Indeed, he hinted at the parallel that can be made between quantum
mechanics and action logics, where actions operators are not distributive but are linearly
(or weakly) distributive, and where actions have some form of complement.
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Neither the logical tools nor the terminology were available for him at the time, but
what Lenk hinted at is that one should look at a logic that has the structure of a compact
closed category to model the structure of actions. This is the basic idea that guides our
conception of an Action Logic, which will be obtained by making some slight modifications
to the ∗-autonomous’ structure.26
Although we came by this idea independently, Lenk’s suggestion that an action
logic could perhaps be constructed in the light of quantum mechanics and the properties
of particles is at the core of our approach. As Lenk suggested, we will use a structure
that is neither a Boolean nor a Heyting algebra to model negative actions that can be
omissions. In what follows, we understand an omission as an action which is not done,
whether it is intentional or not. Hence, an omission encompasses forbearance and is seen
as the complement of an action. Moreover, following Lenk’s suggestion, we will use an
intuitionistic negation to model forbearance in a propositional action logic.
It is our view that an action possesses a dual or a complement, which can be referred
to as a negative action. Since an action does not presuppose any intentionality, its dual also
does not, and hence a negative action is understood as either an omission or a forbearance.
Let α∗ be the dual (or the complement) of an action α. It can be understood as its negation,
although dual might be a proper unambiguous term. Dual actions are defined by:
α∗ =def ∗ 	 α
The dual of α is understood as no change without α. Consider the ‘no change’
situation, subtract α to it and one gets its dual. Four consequences of this definition are:
α⊗ α∗ // ∗ (14.1)
α // α∗∗ (14.2)
β 	 α ∼= α∗ 	 β∗ (14.3)
α⊗ β ∼= (β∗ 	 α)∗ (14.4)
Since neither α nor α∗ presuppose intentionality, α can be seen as an action which
is present (intentionally or not) while α∗ refers to the absence of α (intentionally or not).
The first consequence means that the action α together with its dual leads to no change.
That is, they cancel each other. This is consistent with Lenk’s suggestion. The second
consequence means that if an action is present, then its absence is absent. The third
consequence implies that β without α is isomorphic to α∗ without β∗. Equation 14.4
follows from the fact that 	 is the adjoint of ⊗ (see Barr 1991, p.161).
Let us pursue the analogy between quantum mechanics (Hilbert spaces) and an
Action Logic by considering the following property. An action and its dual in an Action
Logic can be compared to a particle and its corresponding antiparticle in physics.
α∗ ⊗ β ∼= β 	 α (14.5)
26 The co-tensor will not be defined, hence we cannot speak of linear distributivity. Moreover, the
adjoint to conjunctive action is not linear implication. An Action Logic will be defined as a compact
deductive system (with sequence) rather than a symmetric monoidal closed deductive system.
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Do we wish that our Action Logic satisfies that β without α is isomorphic to β
together with α∗? This principle is actually quite plausible. It means, for example, that
the action driving without drinking a bottle of scotch is isomorphic to driving together with
not drinking a bottle of scotch.
There is thus a strong connection between the structure of an Action Logic and
quantum mechanics since as an Hilbert space, an Action Logic can be seen as an instance
of a compact closed category in virtue of equation 14.5. Some consequences of adopting
14.5 are:
∗ // α⊗ α∗ (14.6)
α ∼= α∗∗ (14.7)
(α⊗ β)∗ ∼= α∗ ⊗ β∗ (14.8)
α⊗ β ∼= (β∗ ⊗ α∗)∗ (14.9)
Equations 14.6 and 14.7 follow from the fact that the unit dualizes, equation 14.8
is a consequence of equation 14.5 (see Kelly and Laplaza 1980, p.194) and equation 14.9
follows from 14.7, 14.8 and the fact that if α ∼= β, then α∗ ∼= β∗.27
To sum up, our proposal is to define an Action Logic where:
1. action conjunction ⊗ is commutative, associative, and has a unit ∗;
2. ⊗ possesses an adjoint 	;
3. action negation is defined by α∗ =def ∗ 	 α;
4. action negation is involutive (from equation 14.7);
5. α∗ ⊗ β ∼= β 	 α ;
6. sequence is associative and has a unit ∗.
While sequence can be axiomatized within a monoidal deductive system, the logic
of the fragment {⊗,	, ∗} possesses the characteristics of a compact deductive system.
A last thing to point out is that although one might argue that the without connective
should respect 14.10, this would violate our interpretation of action conjunction.
α	 β // α (14.10)
To see why one might want the without connective to respect 14.10, consider the
following sentence.
(a) If Paul drives his car without drinking a bottle of scotch, then he drives his car.
27 This is quite straightforward assuming that α ∼= β since α ∼= β ∼= β∗∗ ∼= ∗	β∗, and hence α⊗β∗ ∼= ∗
by the fact that 	 is the adjoint of ⊗, and by the same reasoning one obtains β∗ ∼= ∗ 	 α ∼= α∗.
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Despite that this might seem desirable within the natural language, recall that action
conjunction is understood similarly to the multiplicative conjunction. Hence, we do not
want to satisfy equation 14.11.
α∗ ⊗ β // β 	 α // β (14.11)
A logic of actions
As a result of our analysis, we propose to define an Action Logic as a compact deductive
system with sequence. More specifically, assume a category C where C-objects are actions
ai and C-arrows are proofs (deductions). Let Act stands for the collection of all atomic
actions. The language of an Action Logic AL is LAL = {Act,⊗,	,y, ∗, (, )}. Well-formed
formulas (WFFAL) are defined recursively by:
α := ai | ∗ | α⊗ β | α	 β | αy β
Definition 14.1. Sequence is axiomatized by a monoidal deductive system from
Ly = {Act,y, ∗, (, )} and WFFAL.
Definition 14.2. An Action Logic AL is defined on the grounds of LAL and WFFAL by:
1. Sequence;
2. The fragment {Act,⊗,	, ∗, (, )} is axiomatized by a compact deductive system, with:
(a) ∗ the unit of ⊗ (which also dualizes);
(b) α∗ =def ∗ 	 α.
Hence, an Action Logic is understood as a compact deductive system with sequence.
A logic for action propositions
We can now define a logic for action propositions. The idea is to develop a two-sorted
language that includes both descriptive propositions and action propositions. To avoid
confusion, let us define the set AP of action propositions by
if α ∈ WFFAL, then α ∈ AP
The bold notation α is used when actions are understood as declarative statements.
Hence, α is the proposition one uses to refer to the action α. A Propositional Action Logic
is understood as a two sorted deductive system where the collection of objects is composed
of members of AP and of a collection Prop of descriptive atoms pi (and where arrows are
proofs). Let LPAL = {AP, P rop,∧,∨,⇒,>,⊥, (, )} be the language of a Propositional
Action Logic. Well-formed formulas (WFFPAL) are defined recursively by:
ϕ := α | pi | > | ⊥ | ϕ ∧ ψ | ϕ ∨ ψ | ϕ⇒ ψ
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Definition 14.3. A Propositional Action Logic PAL is an intuitionistic deductive system
built from LPAL and WFFPAL.
It goes without justification that propositional conjunction, disjunction and impli-
cation can be axiomatized within a bi-Cartesian closed deductive system. The only thing
we need to show is that negation, when applied to action propositions, is not involutive.
The underlying issue is whether or not we want ¬¬α // α. Consider the action α and
the action proposition α:
α: Paul drives his car
Saying that α is false can have one of two meanings:
(1) Paul forbears to drive his car;
(2) Paul omits to drive his car.
Each time one adds a propositional negation before an action proposition, one will
obtain these two possibilities. As Lenk suggested, saying that it is false that an agent
forbears does not necessarily imply that the action was done since it might be false in
virtue of a simple omission. Hence, the negation of the negation of α will not necessarily
give us α back.
These two meanings can be exemplified using the distinction made within stit
frameworks between [i stit]¬ϕ and ¬[i stit]ϕ. As in the stit frameworks where one
wants [i stit]¬ϕ ⊃ ¬[i stit]ϕ but does not want the converse, one should want α //¬¬α
in PAL but not ¬¬α //α. When understanding actions as propositions, we tend to as-
sociate actions with some descriptions of the world. However, there is a difference between
the truth of a description and the fact that the truth of the description is a consequence
of one’s actions. As a result, the law of excluded middle does not hold when talking about
actions insofar as there is a third possibility, namely omission. It is entirely possible that
an agent omits to both α and α∗. The action α∗ ⊗ α∗∗ simply leads to no change. The
propositional negation thus has an intuitionistic behaviour since we do not necessarily
have that either ¬α or ¬¬α.
Conclusion
Summing up, we provided a categorical analysis of action logics by showing how action
logics within the literature can be compared through the properties of their connectives.
We began by presenting the categorical proof-theoretic framework and then showed how
action logics can be seen as variations of monoidal deductive systems. As a result of our
analysis, we saw that:
1. NILL is a bi-monoidal closed deductive system with negation;
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2. MNLL is a bi-monoidal closed deductive system with a dualizing object;
3. Pratt’s action logic A is a co-Cartesian monoidal closed deductive system;
4. A Kleene algebra KA is a distributive co-Cartesian monoidal deductive system;
5. The logic of action inherent DDL can be represented via a Classical deductive system;
6. MLL is a *-autonomous deductive system;
7. BA is a Classical deductive system.
We proposed to distinguish between an Action Logic and a Propositional Action
Logic. The former represents the logical structure of actions while the latter expresses the
propositional structure of the sentences we use to talk about actions. An Action Logic was
defined as a compact symmetric monoidal closed deductive system with sequence (in short,
a compact deductive system with sequence), and a Propositional Action Logic was defined
as an intuitionistic deductive system, which is consistent with our assumption that the
structure of actions is fundamentally different from the structure of the language we use
to talk about actions. The reader can compare tables 14.2 and 14.3 to see the differences
between our proposal and the action logics one can find within the literature.
Ass. Comm. Idem. Dist. Adjoint(s) Negation
AL ⊗ y ⊗ 	 α ∼= α∗∗
PAL ∧ ∨ ∧ ∨ ∧ ∨ ∧ over ∨ ⇒ α ≤ ¬¬α
Table 14.3: Properties of action connectives (2)
1. Choice is not an action but can be expressed in PAL via ∨.
2. Semantical entailment and conditional actions are represented in PAL by ⇒.
3. The tensor in AL is stronger than in NILL, MNLL, A and KA.
4. The tensor in AL is weaker than in DDL, HA, ACT and BA.
5. There is no co-tensor in AL.
6. As in NILL, MNLL, MLL, ACT , HA and BA the tensor in AL possesses an adjoint.
7. Contrary to NILL, MNLL, MLL, ACT , HA and BA, the adjoint in AL is not
implication.
8. Action negation in AL is involutive, as in MNLL, DDL, MLL and BA.
9. Propositional negation of action is not involutive.
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The closer system to our approach would be the tensor’s fragment of MLL but
without linear implication and with a radically different philosophical interpretation. Our
approach contributes to the literature insofar as the Action Logic AL provides a new sys-
tem of logic that has, to the best of our knowledge, never been explored by philosophers.28
In addition to the fact that we provided a framework that can help to analyze and compare
the different action logics, our proposal brings to light the differences between the struc-
ture of actions and the structure of action propositions by providing a structure which is
radically not propositional for the Action Logic.
Many consequences of this approach are yet to be explored and the philosophical
interpretation of these consequences are yet to be done. For future research, we intend to
extend this approach to deontic logic on the ground of a three-sorted language that includes
both descriptive and action propositions but also normative propositions. We will need to
explore the relations between AL and PAL and see how one can be embedded into the
other. We will also need to provide a proper semantics for this system. Another avenue
for research will be to determine how to interpret the co-tensor within an Action Logic
built upon a bi-compact deductive system. Finally, the framework will be used to analyze
the paradoxes of deontic logic and it will also be applied to legal discourse to see if it can
shed some light upon the validity of normative inferences.
* * *
Le pre´sent chapitre re´pond au second objectif de la the`se, a` savoir fournir une
logique de l’action capable de repre´senter l’action humaine. L’inte´reˆt d’une telle approche
s’apercevra notamment lors de la construction d’un syste`me de´ontic de´ductif au chapitre
16, ou` la logique d’action sera utilise´e en conjonction avec les ope´rateurs de´ontiques. Pour
l’instant, nous allons aborder le chapitre qui re´pond au troisie`me objectif de the`se et
montre comment notre cadre de travail permet de mode´liser ade´quatement les infe´rences
normatives conditionnelles.
28 It should be noted that logics that are analogues to compact deductive systems are used in quantum
physics and quantum logic. See for instance Duncan’s (2006) Ph.D. thesis and further work.
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Chapitre 15
Contrary-to-duty reasoning:
A categorical approach
Abstract
This paper provides an analysis of contrary-to-duty reasoning from the proof-
theoretical perspective of category theory. While Chisholm’s paradox hints at the
need of dyadic deontic logic by showing that monadic deontic logics are not able ade-
quately to model conditional obligations and contrary-to-duties, other arguments can
be objected to dyadic approaches in favour of non-monotonic foundations. We show
that all these objections can be answered at once by modeling conditional obligations
within a deductive system defined as a symmetric monoidal closed category. Using
category theory as a foundational framework for logic, we show that it is possible to
model conditional normative reasoning and conflicting obligations within a monadic
approach without adding further operators or considering deontic conditionals as
primitive.
Keywords: Conditional obligations, Factual detachment, Augmentation, Deontic
explosion, Normative consistency, Categorical logic
Introduction
Many paradoxes have impeded deontic logic since the work of von Wright (1951). The
first objection was formulated by Prior (1954) and is known as the paradox of derived
obligations. It intended to show that von Wright’s conception of commitment fails when
analyzed in terms of derived obligations. In response to Prior, von Wright (1956) intro-
duced what would later be known as dyadic deontic logic. Other paradoxes were formulated
against von Wright’s initial monadic approach1, but the most important of them all was
presented in 1963 by Chisholm. Chisholm’s contrary-to-duty paradox shows that monadic
frameworks cannot deal properly with conditional obligations and contrary-to-duties. As
a result, dydadic deontic logics were introduced by von Wright (1967) to model condi-
1 See McNamara (2010) for an overview.
tional normative reasoning. But even though dyadic deontic logics can solve Chisholm’s
puzzle, they still face important problems when trying to deal with conflicting obligations
and detachment. Non-monotonic deontic logics were introduced as solutions to all these
criticisms.
Since Chisholm’s paradox, it is generally admitted by scholars that a monadic de-
ontic framework without further operators cannot properly model conditional obligations
without considering them as primitive. In this paper, we show that it is actually possible,
although this possibility comes at a cost. Concentrating on the paradoxes that arise from
the properties of the consequence relation, as opposed to the paradoxes that come from the
rules governing the behaviour of the deontic operators, we show that all the usual objec-
tions against standard or dyadic deontic logic in favour of non-monotonic foundations can
be met simply by removing two structural properties of the classical consequence relation.
To see this, however, one needs to look at deontic logic from a categorical perspective.
We thus assume category theory as a foundational framework for logic and show how a
categorical analysis of the proof theory of deontic logic can help to answer these objections.
In the first section, we expose how Chisholm’s paradox raises a difficulty to standard
deontic logic and then show how dyadic deontic logic answers the problem. The necessity
of considering the dyadic operator O(/) as a primitive is discussed in conjunction with the
problems of augmentation and detachment of deontic conditionals. Then, we provide an
overview of the main arguments in favour of non-monotonic foundations for deontic logic.
Horty’s (1997) paper is taken as an example and we show how non-monotonic deontic
logic can deal with these challenges. The different forms of defeasibility in contrary-to-
duty reasoning introduced by van der Torre and Tan (1997) are discussed. Our conceptual
framework is then presented. Category theory is taken as a foundational framework and
logical systems are analyzed through the properties of their connectives, which allows us to
provide a classification for different types of deductive systems. Finally, we show that all
the objections against standard deontic logic and dyadic deontic logic can be met within a
monadic system CNR defined as a symmetric monoidal closed category. We analyze some
objections to standard deontic logic and show how CNR can handle conditional normative
reasoning. We briefly compare our approach to the input-output logics of Makinson and
van der Torre (2000) and to the deontic linear logic proposed by Lokhorst (1997), and we
conclude with remarks for future research in the last section.
Contrary-to-duties and dyadic deontic logic
Dyadic deontic logic was introduced by von Wright (1956) as a response to Prior’s (1954)
criticism. Although conditional permission drew the attention of Rescher (1958, 1962),
the first well defined dyadic deontic logic appeared with von Wright (1967).2 The need
for a dyadic deontic logic arises when we consider Chisholm’s objection against a monadic
deontic logic such as the standard system. The standard system of deontic logic (i.e., the
2 Rescher’s approach was seriously undermined by Anderson’s (1959; 1962) and Robison’s (1967) crit-
icisms.
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modal logic KD, see A˚qvist 2002, p.155), is a refinement of von Wright’s initial approach.
It can be defined from the language L = {(, ), P rop,¬,⊃, O}, with Prop = {p1, ..., pn, ...} a
denumerable set of atomic sentences and the set of well-formed formulas defined recursively
by:
ϕ := pi | ¬ϕ | ϕ ⊃ ψ | Oϕ
The modal logic KD is an extension of the classical propositional calculus, to which
we add the K axiom schema for distribution, the O-necessitation rule and the axiom
schema (D) for normative consistency.
`KD O(ϕ ⊃ ψ) ⊃ (Oϕ ⊃ Oψ) (K)
`KD Oϕ ⊃ Pϕ (D)
`KD ϕ (O-necessitation)`KD Oϕ
P represents weak permission and is defined by Pϕ =def ¬O¬ϕ. The other logical
connectives are defined as usual.3
Following A˚qvist’s (2002) presentation, a paradox arises in a deontic logic ∆ either
when there is a formula ϕ derivable in ∆ but for which the translation does not seem
derivable within the natural normative language, or there is a formula ϕ which is not
derivable in ∆ but for which the translation seems derivable within our natural normative
language. Chisholm’s contrary-to-duty paradox can be formulated as follows.
1. Paul ought to not steal.
2. It ought to be that if Paul does not steal, then he does not give back what was
stolen.
3. If Paul steals, then he ought to give back what was stolen.
4. Paul steals.
A contrary-to-duty is an obligation that arises in a context where a previous obliga-
tion has been violated. Hence, contrary-to-duties are meant to represent what should hap-
pen in sub-ideal situations (cf. Jones and Po¨rn 1985). In the standard system, Chisholm’s
set is translated by:
O¬p (15.1)
O(¬p ⊃ ¬q) (15.2)
p ⊃ Oq (15.3)
p (15.4)
3 Note that a standard system is a proper extension of KD, while the standard system is the normal
modal system KD (see A˚qvist 2002, p.155).
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The need to formulate the paradox using both 15.2 and 15.3 follows from the fact
that the propositions within Chisholm’s set are independent in the natural language, but
using 15.5 and 15.6 or 15.7 and 15.8 instead of the original formulation would yield that
15.6 is a consequence of 15.1, and 15.7 is a consequence of 15.4.4
O(¬p ⊃ ¬q) (15.5)
O(p ⊃ q) (15.6)
¬p ⊃ O¬q (15.7)
p ⊃ Oq (15.8)
The Chisholm set yields a paradox for standard deontic logic given that it is in-
consistent within KD while it seems consistent in the natural language. Put differently,
theorem 15.9 is derivable in KD but is not within our natural normative language, hence
a paradox.
`KD ¬(O¬p ∧ (O(¬p ⊃ ¬q) ∧ ((p ⊃ Oq) ∧ p))) (15.9)
Chisholm’s paradox entails a contradiction within the standard system since 15.1
and 15.2 yield O¬q by deontic detachment, 15.3 and 15.4 give Oq by factual detachment,
and hence we have O¬q ∧Oq, which is impossible according to the axiom schema (D).5
Dyadic deontic logic was thus introduced to model deontic conditionals. There
have been many developments in dyadic deontic logic since von Wright’s proposal (for
an overview, see A˚qvist 2002), including van Fraassen’s (1972), and many approaches
have been introduced to deal with conditional obligations (for a discussion, see Tomberlin
1981). For simplicity, we only present the dyadic version of KD. The dyadic deontic logic
KDdy can be obtained by replacing the monadic operator O within KD by the dyadic
O(ϕ/ψ), which reads ‘ϕ is obligatory under conditions ψ’.6 The well-formed formulas are
defined by:
ϕ := pi | ¬ϕ | ϕ ⊃ ψ | O(ϕ/ψ)
The dyadic Kdy axiom schema for distribution is:
`KDdy O(ϕ ⊃ ρ/ψ) ⊃ (O(ϕ/ψ) ⊃ O(ρ/ψ)) (Kdy)
The dyadic Ody-necessitation rule is:
`KDdy ϕ
(Ody-necessitation)`KDdy O(ϕ/ψ)
4 On this point, see A˚qvist (1967), Decew (1981), Hansen (1999) and Tomberlin (1981, 1983).
5 For other discussions on Chisholm’s paradox and conditional obligations, see among others A˚qvist
(1967), Mott (1973), Chellas (1974), Decew (1981), Tomberlin (1981) and Niles (1997).
6 Some authors write Oψϕ instead.
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And the dyadic axiom schema (Ddy) for normative consistency is:
`KDdy O(ϕ/ψ) ⊃ ¬O(¬ϕ/ψ) (Ddy)
Dyadic permission is defined by P (ϕ/ψ) =def ¬O(¬ϕ/ψ). The monadic operator O
is defined by Oϕ =def O(ϕ/>), i.e., an unconditional obligation holds under tautologous
conditions.
Chisholm’s set is translated in KDdy either by
O(¬p) (15.10)
O(¬p ⊃ ¬q) (15.11)
O(q/p) (15.12)
p (15.13)
or
O(¬p) (15.14)
O(¬q/¬p) (15.15)
O(q/p) (15.16)
p (15.17)
The paradox is avoided since both translations are consistent within KDdy and in
each translation the propositions are independent from each other.7
Nute and Yu (1997, p.6) argued that Chisholm’s paradox arises in standard deontic
logic since it does not discriminate between factual and deontic detachment.8 Indeed, in
KD, the paradox follows from the fact that we can deontically detach O¬q from O¬p and
O(¬p ⊃ ¬q), but we can also factually detach Oq from p and p ⊃ Oq. The resolution
of Chisholm’s paradox within a dyadic framework such as KDdy can be seen through the
fact that it (completely) lacks factual detachment. Since an unconditional obligation Oq
cannot factually be detached from the context p and the conditional obligation O(q/p), it
follows that there is no normative inconsistency with O¬q.
That detachment cannot be performed follows from the fact that O(/) is taken as a
primitive. Following Chellas (1980, p.201), the available definitions for a dyadic O(ϕ/ψ)
in terms of a monadic operator are:
ψ ⊃ Oϕ (15.18)
O(ψ ⊃ ϕ) (15.19)
2(ψ ⊃ Oϕ) (15.20)
7 For the construction of a KDdy-model, see A˚qvist (2002, pp.234-5) and replace the shift-reflexive
and transitive accessibility relation of a OdyS4-model by a serial one.
8 See Loewer and Belzer (1983) and Vorobej (1986) for a discussion on detachment.
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Here, 2 is a normal K-necessity operator. The first definition uses a plain material
conditional to model ‘if ψ, then ϕ ought to be the case’. Definition 15.18 is to be avoided
given that it would make O(ϕ/ψ) true whenever ψ is false. Hence, it would follow that
if Paul did not pay his taxes, then he has a conditional obligation to commit adultery
under the condition that he pays them. The second definition uses a material conditional
ψ ⊃ ϕ within the scope of a monadic O. Such a conditional was initially used by von
Wright (1951) to model the notion of commitment, but was also used by Hintikka (1970) to
model the notion of deontic consequence. Definition 15.19 is however to be avoided since it
makes O(ϕ/ψ) true whenever O¬ψ or Oϕ is. For instance, it would imply that if it is true
that Paul has the obligation help his neighbour, then he also has this obligation under the
conditions that it threatens his life. Similarly, it would imply that if Paul has an obligation
to not steal, then he has the obligation to commit adultery under the condition that he
steals. Finally, all of these definitions yield that if ϕ ought to be under conditions ψ, then
it ought also to be under conditions ρ ∧ ψ for any ρ. This last problem is also known as
the problem of strengthening the antecedent of a deontic conditional (cf. Alchourro´n 1996)
or the problem of augmentation (cf. Jones 1991). It arises whenever one tries to model
deontic conditionals with a material implication.
Although dyadic frameworks can solve Chisholm’s paradox by avoiding either factual
or deontic detachment, it remains that dyadic deontic logics face the (factual) detachment
problem (see van Eck 1982a): either a dyadic deontic logic completely lacks factual de-
tachment, or it has unrestricted factual detachment. However, these two situations are
undesirable. The (factual) detachment problem can be expressed as follows: even though
there are situations where we want to avoid detachment, there are other situations where
detachment seems desirable. In Chisholm’s paradox for example, we want to infer that
Paul ought to give back what was stolen from the contrary-to-duty if Paul steals, then
he ought to give back what was stolen and the fact that Paul steals. As such, it seems
that if there is a conditional obligation O(ϕ/ψ) and the conditions ψ are met, then one
can conclude that ϕ ought to be. But this pattern of inference can lead to undesirable
consequences. In some situations there might be other conditions ρ that could block the
inference. For instance, one has a conditional obligation to help his neighbour if he is
drowning, but one does not ought to help him if it puts one’s life at risk. Similarly, Paul
has a conditional obligation to drive his pregnant wife to the hospital if she is near de-
livering, but if for some reason he is drunk, then he does not. This is, in a nutshell, the
(factual) detachment problem for conditional obligations: we want to allow for restricted
detachment, when we can insure that no other information can thwart the detached obli-
gation, but we also want to avoid unrestricted detachment, in case of some extra relevant
information. Factual detachment is thus desirable only if it can be restricted to situations
in which we can guarantee that nothing else will defeat the conditional obligation.
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Contrary-to-duties and monotonicity
Detachment and augmentation bring us to non-monotonic deontic logics. A consequence
relation ` is monotonic when it respects the inference pattern (wk). It is an analogue of
Gentzen’s 1934 substructural rule weakening.
ϕ ` ψ
(wk)
ρ, ϕ ` ψ
In other words, if ψ is a consequence of ϕ, then adding ρ to ϕ will not change the
fact that ψ can be derived. There are two ways to argue in favour of the non-monotony
of normative inferences. The first one insists upon the non-monotonic character of condi-
tional obligations and contrary-to-duties, the other regards the capacity of non-monotonic
frameworks to deal with conflicting obligations. As such, non-monotonic deontic logic were
introduced as frameworks that are better suited to represent both contrary-to-duties and
conflicting obligations.9
On the one hand, the non-monotonic character of deontic conditionals appears when
one considers that normative inferences do not satisfy the inference pattern (wk).
ψ,O(ϕ/ψ) ` Oϕ
(wk)
ρ, ψ,O(ϕ/ψ) ` Oϕ
Since a monotonic consequence relation satisfies (wk), it follows that if normative
inferences do not satisfy (wk), then they are not monotonic. Even though Oϕ could be
detached from O(ϕ/ψ) and ψ, it does not follow that it can be detached from O(ϕ/ψ),
ψ and ρ, and thus reasoning with deontic conditionals is non-monotonic. The inference
pattern (wk), as we will see later, is related to the problems of augmentation and (factual)
detachment.
On the other hand, it can be argued that dyadic and monadic deontic logics should
be rejected since they cannot allow for conflicting obligations. In both KD and KDdy, it
is impossible to have a situation where ϕ and ¬ϕ are obligatory: the axiom schema for
normative consistency makes it impossible to have a situation where Oϕ∧O¬ϕ. As such,
standard deontic logic (or dyadic KD) is unable to model conflicting obligations.
But more importantly, a conflict of obligations in these systems entails that anything
can be seen as obligatory since we have the following theorems for any ψ.
`KD (Oϕ ∧O¬ϕ) ⊃ Oψ (15.21)
`KDdy (O(ϕ/ρ) ∧O(¬ϕ/ρ)) ⊃ Oψ (15.22)
9 See Nute (1997) for an introduction to non-monotonic deontic logics and Antonelli (2012) for an
introduction to non-monotonic logics.
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This is known as the problem of deontic explosion. Hence, even if one can deal
with Chisholm’s paradox through dyadic deontic logic, it remains unable to reason with
conflicting obligations (Ryu and Lee 1997, p.123). Horty (1997) for instance argues that
a non-monotonic framework should be preferred to the monotonic consequence relation of
KD or KDdy seeing that it does not allow for conflicting obligations.
10 Indeed, the axioms
(D) and (Ddy) are (respectively) propositionally equivalent to 15.23 and 15.24.
¬(Oϕ ∧O¬ϕ) (15.23)
¬(O(ϕ/ψ) ∧O(¬ϕ/ψ)) (15.24)
As a result, conflicting obligations are logically impossible within KD or KDdy.
However, there are situations within real life where conflicting obligations arise, and as
such a deontic logic should be able to represent normative conflicts.
In Horty’s (1997, p.22) view, the incapacity of the standard system to model con-
flicting obligations comes from the fact that it validates an unrestricted aggregation (in
his terms, agglomeration) principle, which in turn entails deontic explosion. In KD we
have:
Oϕ ∧O¬ϕ ` ⊥ ⊥ ` Oψ
Oϕ ∧O¬ϕ ` Oψ
But more generally in K we have:
Oϕ ∧O¬ϕ ` O(ϕ ∧ ¬ϕ) O(ϕ ∧ ¬ϕ) ` Oψ
Oϕ ∧O¬ϕ ` Oψ
So even though one might reject the axiom schema (D) to model conflicting obliga-
tions within K, it remains that aggregation together with the principle ex falso sequitur
quodlibet (from the false anything follows) entail deontic explosion.11 In both cases, Horty
argues that these two patterns of inference are to be avoided if one wants to program a
machine with automated reasoning: it would not be desirable that a machine considers
anything as a goal when there is a conflict regarding what it should do (Horty 1997, p.20).
His conclusion is that the aggregation principle 15.25 should be restricted to cases within
which no conflict arises.
Oϕ ∧O¬ϕ ` O(ϕ ∧ ¬ϕ) (15.25)
Horty’s (1997, p.28) solution is to define the relation of deontic consequence through
Reiter’s (1980) default logic. In a nutshell, the idea is to say that Oϕ is a consequence of
a set of ought statements Γ if and only if the proposition ϕ pertains to some extension E
of the default theory ∆Γ = 〈W ,D〉, where the set of formulas W is empty and the set of
defaults is defined by:
D = {(> : ϕ/ϕ) : Oϕ ∈ Γ}
10 See also Horty (1994).
11 See also Goble (2004, 2009) for a discussion of normative conflicts.
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This is the credulous strategy, which allows to conclude Oϕ as soon as ϕ pertains
to some E , as opposed to the skeptical strategy, which tells us to conclude Oϕ only when
ϕ pertains to every extension E of ∆Γ (Horty 1997, p.26). Generally, a default (ϕ : ψ/ρ)
means that in a context where ϕ is the case, one can conclude ψ unless ρ is the case.
Thus, a default (> : ϕ/ϕ) means that in a context where we have truth, one can infer ϕ
inasmuch as it is consistent with ϕ. An extension E for a default theory ∆Γ is defined by:
W ⊆ E
E = Cn(E)
for all (ϕ : ψ/ρ) ∈ D, ϕ ∈ E and ¬ρ /∈ E ⇒ ψ ∈ E
Hence, an extension E for a default theory ∆Γ contains its consequences and is
such that it contains every conclusion that can be drawn from the default rules when the
context is present and the ‘unless’ clause is not satisfied. As a result, an obligation can
only be derived when it is consistent with the other obligations that can be derived in
some extension E of ∆Γ.
As the following example shows, this strategy allows for conflicting obligations. Let
the default set for the default theory ∆Γ be:
D = {(> : p/p), (> : ¬q/¬q), (> : p ⊃ q/p ⊃ q)}
This theory possesses many extensions, depending on which proposition we consider
first. For instance, if we consider (> : p/p) first, then we have > ∈ E1 since W = ∅
and > ∈ Cn(∅), and since ¬p /∈ E1 we obtain p ∈ E1. Then, we can either consider
(> : p ⊃ q/p ⊃ q) or (> : ¬q/¬q). Considering the former first, we get p ⊃ q ∈ E1
by the same reasoning and since E1 = Cn({p, p ⊃ q}), we obtain q ∈ E1 and thus also
¬¬q ∈ E1. From the third condition we cannot conclude ¬q ∈ E1 since ¬¬q ∈ E (to do
so, we would need ¬¬q /∈ E1). Had we considered the latter first, we would have obtained
¬q ∈ E2 since > ∈ E2 and ¬¬q /∈ E2, thus ¬(p ⊃ q) ∈ E2 since ¬(p ⊃ q) ∈ Cn({p,¬q}).
Finally, if we begin by considering (> : p ⊃ q/p ⊃ q) and then (> : ¬q/¬q), we get
E3 = Cn({p ⊃ q,¬q}) for which ¬p ∈ E3. We therefore have:
E1 = Cn({p, p ⊃ q})
E2 = Cn({p,¬q})
E3 = Cn({p ⊃ q,¬q})
From the credulous strategy, one could then conclude both Op and O¬q from Γ since
p ∈ E1 and ¬q ∈ E2. However, since ¬q ∧ q is neither in E1, E2 or E3, O(¬q ∧ q) cannot be
deduced from Γ.
Although some authors insist on conflicting obligations to justify non-monotonic
foundations for deontic logic (e.g., Ryu and Lee 1997; Horty 1997), it can be argued that the
non-monotony of normative reasoning comes from contrary-to-duty reasoning and deontic
conditionals (e.g., van der Torre and Tan 1997). Indeed, conflicting obligations arise in
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specific contexts, that is, under given circumstances or conditions. As such, conflicting
obligations result from augmentation and detachment. Following van der Torre and Tan
(1997), conflicting obligations can arise in various situations, which lead to three different
types of defeasible reasoning. Factual defeasibility is meant to model the violation of a
contrary-to-duty (van der Torre and Tan 1997, p.103). In Chisholm’s paradox for instance,
the conflict of obligations comes from the violation of O¬p, in which case the contrary-
to-duty p ⊃ Oq dictates what should be done in the sub-optimal situation where O¬p is
violated by p. The contrary-to-duty obligation Oq does not cancel the previous obligation
but overshadows it, meaning that the obligation O¬p is still in force despite its violation.
Some authors (e.g., Decew 1981) argued that the solution to Chisholm’s paradox
requires the introduction of temporal parameters, since the obligation Oq applies only at a
moment that succeeds the violation of O¬p. However, there are other forms of conditional
normative reasoning that do not involve a temporal parameter (for the original example,
see Prakken and Sergot 1996), and thus temporal deontic logic is not enough to model
conditional normative reasoning (Straßer 2011, p.62).
Normative conflicts do not necessarily arise from contrary-to-duties. Consider for
instance the following example of Paul and the Nazi. Suppose that Paul is hiding a Jewish
family in his basement and that a Nazi comes to his house and asks him if there are Jews
in the neighbourhood. Paul has a prima facie obligation to not lie, but in the context
that lying could save the family, one could easily accept that Paul has an obligation to lie.
In such situation, there is a conflict between the prima facie obligation to tell the truth
and the conditional obligation to lie under the circumstances that it can save the family.
This is not a contrary-to-duty since the principle if it can save the family, Paul ought to
lie does not tell us what Paul should do in the sub-optimal situation that he violates his
ought to not lie, but it rather tells us that he ought to violate it. This is a case of weak
overridden defeasibility (van der Torre and Tan 1997, p.117). In this example, the prima
facie ought is not cancelled but is only overshadowed. Paul still has a prima facie ought
to not lie but the ought to lie takes priority in the context that it can save the family.
Finally, conflicts of obligations can also arise from conflicting norms. Consider the
following fence example (cf. Prakken and Sergot 1996).
1. There should be no fence.
2. But if the cottage is by the sea, then there can be a fence.
Some norms express exceptions. The first norm tells us that in general there ought
to be no fence around the cottage. However, if the cottage is by the sea, then there is
a more specific norm which states that there is an exception to the previous norm, and
in this case there can be a fence. The fence example shows a situation in which there
is strong overridden defeasibility (van der Torre and Tan 1997, p.115). If the cottage is
by the sea, the obligation that there be no fence is cancelled by the more specific norm
which states that there can be a fence. The first obligation is not simply overshadowed:
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the obligation that there be no fence is not still in force if the cottage is by the sea.12
The strategy to solve conflicts of obligations by prioritizing one over the other was
inspired by Alchourro´n and Makinson (1981). Van der Torre and Tan (1997) showed that
there are different ways to solve conflicts of obligations depending on the context in which
the conflict arises. To solve a conflict, one obligation must defeat the other, either by
cancelling it or by overshadowing it. That said, there can still be situations of unsolvable
conflicts. For instance, think of a mother who can only save one of her children but ought
to save both. In such a situation, it is unlikely that the mother will accept that the
obligation to save one child defeats the other. If this happens, one must however not be
able to conclude that anything follows.
Summing up, the logic of normative reasoning faces many challenges. First, it must
be able to block augmentation and allow for restricted detachment, but not allow for un-
restricted detachment. Second, it must be able to model conflicting obligations. Conflicts
of obligations take different forms, namely conflicts that arise in situations of contrary-
to-duty reasoning, conflicts between prima facie and conditional obligations and conflicts
that result from inconsistent norms. In such cases, a proper deontic logic must not only
be able to model the consistency of these inferences but must also be able to tell which
obligation holds. When conflicts of obligations are unsolvable, the logic must insure that
anything does not follow. We will see later that all these challenges can be met within
the framework of categorical logic. Before doing so, let us first expose the conceptual
framework we adopt.
Category theory and deductive systems
Having presented the challenges that must be met, we now turn our attention to the
framework of categorical logic. The present section is based on previous work (cf. Peterson
2014a). The notion of category was introduced by Eilenberg and Mac Lane (1945) to define
functors and natural transformations (cf. Marquis 2013). Since then, category theory has
however become a distinct, successful and fruitful field of studies. A category is defined
as a collection of objects together with a collection of arrows, the latter having objects for
domain and codomain and respecting composition and identity (Mac Lane 1971, pp.7-8),
i.e.,
1. for each pair f : x // y and g : y // z there is gf : x // z such that h(gf) = (hg)f ;
2. there is an identity arrow 1y : y // y for each object y such that for each pair
f : x // y and g : y // z, 1yf = f and g1y = g.
We assume category theory as a proof-theoretical foundational framework for logic.
The relation between category theory and logic can be traced back to Lambek (1958), who
12 See van der Torre and Tan (1999, p.53) for a summary of the examples used in non-monotonic
frameworks and contrary-to-duty reasoning.
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introduced the syntactic calculus, and later defined different categorical notions in terms
of deductive systems (Lambek 1968, 1969).
Although we follow Lambek in that we assume that there is an intimate relationship
between categories and deductive systems, we will not, however, define the former in
terms of the latter.13 Instead, let us define a deductive system as a category whose objects
are formulas and whose arrows are proofs (or deductions). Composition of arrows is
represented by the rule (cut), which respects associativity, and the axiom (1) represents
the identity arrow for each formula and it respects the identity law.
f : ϕ −→ ψ g : ψ −→ ρ
(cut)
gf : ϕ −→ ρ
(1)
1ϕ : ϕ // ϕ
Note that at this stage the definition of a deductive system is rather minimal: there
are no logical connectives and only the consequence relation is defined. A monoidal deduc-
tive system is a deductive system to which we add a tensor product ⊗ together with a unit
>. The tensor product is not necessarily commutative, but it is minimally associative.
Following Baez and Stay (2011, p.140), it is constructed from the rules (t), (a), (l) and
(r).14
f : ϕ // ψ g : ρ // τ
(t)
h : ϕ⊗ ρ // ψ ⊗ τ
f : τ // (ϕ⊗ ψ)⊗ ρ
(a)
g : τ // ϕ⊗ (ψ ⊗ ρ)
f : ϕ //>⊗ ψ
(l)
g : ϕ // ψ
f : ϕ // ψ ⊗>
(r)
g : ϕ // ψ
The rules (t) and (a) make the tensor product associative, while (l) and (r) make >
into the unit of ⊗. Note that (a), (l) and (r) are natural transformations and the tensor
product respects the triangle and pentagon identities. This makes a monoidal deductive
system into a monoidal category (see Mac Lane 1971, pp.161-3).
If one goes further and wants a commutative tensor product, one can define a sym-
metric deductive system as a monoidal deductive system where the tensor product respects
(b) and this rule is its own inverse.15
f : ϕ // ψ ⊗ τ
(b)
g : ϕ // τ ⊗ ψ
13 The rational behind that shift of perspective is that category theory can be seen as a foundational
framework for logic, but also for other disciplines. The reader is referred to Marquis (2009) for arguments
in favour of the epistemic superiority of category theory.
14 A double line means that the rule can be applied both ways.
15 Rejecting the condition that (b) is its own inverse would gives us a braided deductive system, where
the tensor is only commutative up to isomorphism (see Baez and Stay 2011, p.130). In a symmetric
deductive system, (l) can be proven from (r) and (b).
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The rule (b) is a natural transformation satisfying the hexagon identities. In such a
case, a symmetric deductive system is an instance of a symmetric monoidal category (see
Mac Lane 1971, p.253).
If one goes even further and adds the conditions that the unit is a terminal object
via the axiom (!) and that the tensor product is a categorical product by the rule (Cart)
to a symmetric deductive system, then one obtains a Cartesian deductive system. Note
that (b), (t), (a) and the top-down part of (r) or (l) can all be proven from (Cart), and the
bottom-up part of (l) or (r) can be proven from (Cart) and (!).16 In this case, a Cartesian
deductive system is an instance of a Cartesian category (see Mac Lane 1971, p.72 for
Cartesian categories, i.e., categories with finite products and a terminal object).
(!)
!ϕ : ϕ //>
f : ϕ // ψ g : ϕ // ρ
(Cart)〈f, g〉 : ϕ // ψ ⊗ ρ
So far, we have seen how one can construct different kinds of deductive systems by
specifying the properties of the tensor product. But each of these deductive system can be
augmented with other logical connectives. On the one hand, it is possible in each of the
aforementioned deductive systems to introduce an adjoint to the tensor product, in which
case we will speak of a closed deductive system. To do so, one simply has to add the rule
(cl), where . is a right adjoint functor to the tensor product.17
f : ϕ⊗ ψ // ρ
(cl)
h : ϕ // ψ . ρ
If the deductive system is not symmetric, then there can be two different (right)
adjoints to the tensor product. While a monoidal deductive system which satisfies (cl) is
left closed, a monoidal deductive system is right closed when it satisfies (cl’).
f : ϕ⊗ ψ // ρ
(cl’)
h : ψ // ϕ I ρ
If the monoidal deductive system is both left closed and right closed, we say that it
is biclosed.18 That said, if the deductive system is symmetric, then both adjoints are the
same, and hence it suffices to speak of a closed symmetric deductive system. In the case
16 The case of (t) might be less obvious. Proof: assume both ϕ // ψ and ρ // τ . By (Cart) we have
ϕ⊗ρ //ϕ, hence by (cut) ϕ⊗ρ //ψ. Similarly we obtain ϕ⊗ρ // τ , hence by (Cart) ϕ⊗ρ //ψ⊗ρ.
17 Note that ϕ, ψ and ρ are understood as meta-variables. For example, we could have ϕ = p, ψ = p . q
and ρ = q. The rule (cl) can be compared to the deduction theorem.
18 See the nlab entry http://ncatlab.org/nlab/show/closed+monoidal+category.
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of a symmetric deductive system, we will use the symbol ( for the adjoint to the tensor
product ⊗, and ⊃ for the adjoint to the product ∧ in Cartesian deductive systems.
Having the adjoint to the tensor product at our disposition, it is now possible to
define negation by introducing a special object ⊥ and defining ¬x =def x . ⊥. This
definition gives us both 15.26 and 15.27, which follows from the proof below. We thus
speak of a closed deductive system with negation.
⊥ϕ : ϕ // ¬¬ϕ (15.26)
cl(1¬ϕ)b(1ϕ⊗¬ϕ) : ϕ⊗ ¬ϕ //⊥ (15.27)
1ϕ⊗¬ϕ : ϕ⊗ ¬ϕ // ϕ⊗ ¬ϕ
(b)
b(1ϕ⊗¬ϕ) : ϕ⊗ ¬ϕ // ¬ϕ⊗ ϕ
1¬ϕ : ¬ϕ // ¬ϕ
(def ¬)
1¬ϕ : ¬ϕ // ϕ .⊥
(cl)
cl(1¬ϕ) : ¬ϕ⊗ ϕ //⊥
(cut)
cl(1¬ϕ)b(1ϕ⊗¬ϕ) : ϕ⊗ ¬ϕ //⊥
(cl)
cl(cl(1¬ϕ)b(1ϕ⊗¬ϕ)) : ϕ // ¬ϕ .⊥
(def ¬)⊥ϕ : ϕ // ¬¬ϕ
If one wants the negation to have a classical behaviour, then one simply has to assume
the axiom (¬¬) to a closed deductive system with negation, in which case one gets a closed
deductive system with classical negation, where ϕ ∼= ¬¬ϕ is a natural isomorphism.
(¬¬)¬¬ϕ : ¬¬ϕ // ϕ
On the other hand, one can define the co-tensor by considering a co-monoidal deduc-
tive system, which would be an instance of the opposite of a monoidal category Cop (see
Mac Lane 1971, p.33). The co-tensor  is obtained by reversing the arrows and replacing
⊗ and > respectively by  and ⊥ to obtain the rules (co-t), (co-a), (co-l), (co-r) and
(co-b). If the co-tensor is assumed to be a categorical co-product and ⊥ is initial, then
one obtains a co-Cartesian deductive system through the addition of the axiom (0) and
the rule (co-Cart). In such cases, we speak of a deductive system with co-tensor.19
(0)
0ϕ : ⊥ // ϕ
f : ϕ // ρ g : ψ // ρ
(co-Cart)
[f, g] : ϕ ψ // ρ
19 One could also speak of a co-deductive system if one only wanted to refer to the co-tensor’s fragment
of the deductive system.
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Following Peterson (2014a), figure 15.1 sums up the relations between the deductive
systems presented so far. The strength of category theory is that it provides a founda-
tional framework that enables us to see the common structure shared by different theories.
When applied to logic, the definition of a deductive system enables us to see that different
logical systems share the same categorical structure. For instance, a Heyting algebra, a
distributive lattice and intuitionistic logic are simply three ways to express the same struc-
ture, namely that of a Cartesian closed category. Hence, from a categorical perspective,
a Heyting algebra is similar to intuitionistic logic, although both are in fact different and
are formulated in different ways. Category theory allows us to see different things as iden-
tical from an abstract perspective. While isomorphism is the criterion of identity within a
category, equivalence is the criterion of identity between categories. The proof-theoretical
analysis of deductive systems from a categorical point of view allows us to compare differ-
ent logics and see that despite their differences, some share the same structural properties.
In what follows, we will see that the challenges that monadic and dyadic deontic logics face
can be met within a monadic approach defined as a symmetric closed deductive system
with classical negation and co-product.
We conclude this section by comparing the deductive systems presented so far with
the literature. We use well-known systems as representatives.
1. Lambek’s (1958) syntactic calculus SC is an instance of a (bi)closed monoidal de-
ductive system.
2. The multiplicative fragment of the non-commutative intuitionistic linear logic NILL
introduced by Abrusci (1990b) is an instance of a (bi)closed monoidal deductive
system with negation and co-tensor.
3. The multiplicative fragment MNLL of the non-commutative linear logic introduced
by Abrusci (1991) and further developed by Abrusci and Ruet (2000) is an instance
of a (bi)closed monoidal deductive system with classical negation and co-tensor.
4. The multiplicative fragment of intuitionistic linear logic MILL introduced by Girard
(1987) is a closed symmetric deductive system with negation and co-tensor.
5. The multiplicative fragment of linear logic MLL introduced by Girard (1987) is a
closed symmetric deductive system with classical negation and co-tensor.20
6. The proof theory of intuitionistic logic IL (or a Heyting algebra) corresponds to a
closed Cartesian deductive system with negation and co-product.
7. The proof theory of classical logic CL (or a Boolean algebra) corresponds to a closed
Cartesian deductive system with classical negation and co-product.
20 Seely (1989) showed that the MALL fragment of linear logic (i.e., the multiplicative and additive
fragment) can be defined as a ∗-autonomous category with product and co-product. In terms of deductive
systems, this means a symmetric closed deductive system with classical negation and co-tensor for the
multiplicative fragment together with a Cartesian deductive system with co-product for the additive one.
See also Blute and Scott (2004).
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Deductive system
Monoidal Monoidal closed Monoidal closed
with negation
Monoidal closed
with classical negation
Symmetric Symmetric closed Symmetric closed
with negation
Symmetric closed
with classical negation
Cartesian Cartesian closed Cartesian closed
with negation
Cartesian closed
with classical negation
Figure 15.1: Relations between deductive systems
Deductive systems and monotony
Preliminaries
The main objective of this paper is to show that the factual detachment problem and
deontic explosion can be solved within a monadic approach without adding further opera-
tors or considering deontic conditionals as primitive. There have been recent developments
in adaptive logic to answer the objections regarding normative conflicts (cf. Beirlaen et
al. 2013; Beirlaen and Straßer 2013) and the factual detachment problem (cf. Straßer
2011). Straßer (2011) actually provided a nice discussion of contrary-to-duty reasoning
and conditional obligations and proposed a dyadic adaptive framework that can properly
answer the (factual) detachment problem. That said, the aim of the present paper is to
show that all the objections against standard deontic logic and dyadic deontic logic can
be met within a monadic framework without going non-monotonic or adaptive. This is
not to say that this approach is preferable to what we find within the literature, but it is
rather to show that there is a possibility that has not been explored by the community
yet. We will show that the factual detachment problem and deontic explosion come from
the structural properties of the logic we use to reason with deontic conditionals. From a
categorical perspective, removing these properties brings us to a specific type of deductive
system.
What follows can thus be understood as a categorical argument in favour of non-
Cartesian foundations for conditional normative reasoning. But before going further, we
need to clarify the scope of our proposal. Our aim is to show that the factual detachment
problem and deontic explosion, which are the two main motivations in favour of non-
monotonic foundations for deontic logic, come from the properties of the consequence
relation. As a result, our analysis will be restricted to the problems that arise from the
properties of the consequence relation, leaving aside other principles that should or should
not govern the behaviour of the deontic operators, such as the principle of aggregation.
There are a few reasons for doing so. First, although it is not the aim of the present paper
to discuss this issue, we do not think that deontic logic is of the type ought-to-be (see
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von Wright 1999a for the distinction), and thus we do not want to assume unnecessary
conditions regarding the propositions that should or should not be in the scope of the
deontic operator. Furthermore, even if we adopt an ought-to-do interpretation of O, we
do not think that the available action logics are satisfying to model human action (see
Peterson 2014a), and as such we simply do not want to assume any restriction on the
behaviour of O regarding the formulas that are within its scope.
But more importantly, it is our view that the factual detachment problem and deontic
explosion are two problems that concern mainly the structural properties of the logic we
use to model conditional normative reasoning. Even though it can be argued that deontic
explosion comes from aggregation (see for example Horty 1997), which is not a property
of the consequence relation but is rather a principle that concerns the behaviour of O, it
remains that in the end deontic explosion comes from the fact that the logic satisfies ex
falso sequitur quodlibet (Goble 2009, p.78), which regards the structural properties of the
logic. Removing this principle might be seen as a drastic solution to solve the problem of
deontic explosion, but in our view it is actually the right one. Indeed, it is false that from
a normative contradiction anything follows. As such, a logic for normative reasoning that
allows for conflicting obligations must not satisfy ex falso sequitur quodlibet.21
Since we do not concern ourselves with the rules that should or should not govern
the behaviour of O, the deductive system we propose in the next section should be seen
as a foundational framework for conditional normative reasoning, to which one can add
the desired rules and axioms to model the deontic operators. Hence, the following section
should not be seen as an argument in favour of a specific deontic logic but should rather
be seen as a categorical argument in favour of a foundational framework for conditional
normative reasoning.
The roots of the problems
Although normative conflicts can be seen as the main motivation for non-monotonic foun-
dations in deontic logic (e.g., Horty 1997; Royakkers and Dignum 1997; Ryu and Lee
1997), we think that the non-monotony of normative inferences is best argued by the fact
that deontic conditionals do not satisfy (wk).
ϕ ∧ (ϕ ⊃ Oψ) //Oψ
(wk)
ρ ∧ (ϕ ∧ (ϕ ⊃ Oψ)) //Oψ
Since (wk) represents monotony and normative inferences do not satisfy (wk), it
follows that the consequence relation of normative inferences is non-monotonic.
21 It might be argued that ex falso sequitur quodlibet should not be rejected since doing so would imply
that we also reject the disjunctive syllogism (ϕ ∨ ψ) ∧ ¬ϕ // ψ (see for instance Goble 2004, p.79). We
will return on this point in the conclusion.
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The two main problems one faces when trying to model deontic conditionals are
the problem of augmentation and the problem of (factual) detachment.22 The problem
of augmentation operates at two levels. First, there is the problem of augmentation in
regards to (factual) detachment of deontic conditionals. In this aspect, augmentation
and detachment are two related issues. For simplicity, let us concentrate only upon the
consequence relation of the standard system. Standard deontic logic, as a modal logic, is
an extension of classical propositional logic. Therefore, its consequence relation satisfies
minimally (and trivially) the axioms and rules of a closed Cartesian deductive system with
classical negation and co-product. For visual clarity, we drop the names of the arrows.
Factual detachment follows from (cl):
(1)
ϕ ⊃ Oψ // ϕ ⊃ Oψ
(cl)
ϕ ∧ (ϕ ⊃ Oψ) //Oψ
This in turn yields augmentation insofar as:
(1)
ρ ∧ (ϕ ∧ (ϕ ⊃ Oψ)) // ρ ∧ (ϕ ∧ (ϕ ⊃ Oψ))
(Cart)
ρ ∧ (ϕ ∧ (ϕ ⊃ Oψ)) // ϕ ∧ (ϕ ⊃ Oψ)
(1)
ϕ ⊃ Oψ // ϕ ⊃ Oψ
(cl)
ϕ ∧ (ϕ ⊃ Oψ) //Oψ
(cut)
ρ ∧ (ϕ ∧ (ϕ ⊃ Oψ)) //Oψ
In this regard, standard deontic logic satisfies (wk) and allows for augmentation with
respect to detachment. Put differently, it allows to strengthen the premises of a normative
inference, and this is related to the monotony of the consequence relation. As we can
see from the proof above, this follows from the fact that the consequence relation satisfies
(Cart).
The second level at which the augmentation problem operates is represented by
(aug).
... (aug)
ϕ ⊃ Oψ // (ϕ ∧ ρ) ⊃ Oψ
This is, strictly speaking, the problem of augmentation (cf. Jones 1991), also known
as the problem of strengthening the antecedent of a deontic conditional (cf. Alchourro´n
1996). Omitting the steps for symmetry and associativity (which we will do in all the
proofs for the remaining of this paper), we can see that this problem also comes from
(Cart).
22 As we said earlier, there is also the problem of deontic detachment. See Loewer and Belzer (1983)
for a discussion, but also Vorobej (1986) and Jones (1991).
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(1)
(ϕ ∧ ρ) ∧ (ϕ ⊃ Oψ) // (ϕ ∧ ρ) ∧ (ϕ ⊃ Oψ)
(Cart)
(ϕ ∧ ρ) ∧ (ϕ ⊃ Oψ) // ϕ ∧ (ϕ ⊃ Oψ)
(1)
ϕ ⊃ Oψ // ϕ ⊃ Oψ
(cl)
ϕ ∧ (ϕ ⊃ Oψ) //Oψ
(cut)
(ϕ ∧ ρ) ∧ (ϕ ⊃ Oψ) //Oψ
(cl)
ϕ ⊃ Oψ // (ϕ ∧ ρ) ⊃ Oψ
It is noteworthy that in both cases the proof only depends upon the characteristics
of the propositional consequence relation.
It is also worth mentioning that unrestricted detachment comes from the fact that
the consequence relation satisfies (wk), which is due to (Cart). Since the consequence
relation satisfies (wk), it follows that one can (factually) detach Oψ from ϕ ⊃ Oψ as soon
as ϕ is in the context, even though some extra relevant information ρ might be present
and thwart Oψ. Similarly, if we assume that ψ is obligatory under condition ϕ, (Cart)
entails that it is also obligatory under conditions ϕ∧ρ, and thus Oψ can be detached from
ϕ ⊃ Oψ even though the context is ϕ ∧ ρ. Hence, it seems that if we were able to block
augmentation while keeping detachment, we would be able to block unrestricted factual
detachment.
The other arguments in favour of non-monotonic foundations for deontic logic con-
cern the representation of normative conflicts and deontic explosion. The impossibility of
normative conflicts in standard deontic logic comes from the axiom schema for normative
consistency (or from the principle ought implies can, see Goble 2009, p.458). Following
Goble (2004, p.78), deontic explosion comes from the principle ex falso sequitur quodlibet :
from the false, anything follows. In the modal logic K, deontic explosion comes from
aggregation of obligations and then ex falso sequitur quodlibet. Categorically speaking,
this amounts to considering ⊥ as an initial object, which is represented by the axiom (0).
Thus, if we were to reject (0), Oϕ ∧O¬ϕ would not entail Oψ for any ψ, whether or not
we accept an axiom schema for normative consistency or an axiom schema for aggregation.
In short, augmentation and unrestricted detachment come from (Cart), while deontic
explosion comes from (0). From a categorical standpoint, it can thus be argued that these
problems come from the fact that we use a Cartesian deductive system to model conditional
normative reasoning. Identifying deontic explosion with ex falso sequitur quodlibet or
(factual) detachment and augmentation with (wk) is not something new. What is new
however is that when we look at deontic logic from a categorical perspective, we see that
these problems are directly related to the two structural properties that characterize a
Cartesian deductive system. From this standpoint, we have an argument in favour of non-
Cartesian foundations for conditional normative reasoning. The reader who is not familiar
with category theory or who is (unfortunately) against it as a foundational framework
will in all likelihood not find this argument very convincing. In this eventuality, it might
be relevant to look at our proposal this way: from all the discussions we find within the
literature concerning (factual) detachment, augmentation, contrary-to-duty reasoning and
normative conflicts, it seems impossible to model conditional normative reasoning within
a monadic approach without further operators and without taking deontic conditionals as
primitive. As we will see in the remainder of this paper, this is actually possible, and in
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this respect it is a contribution to the literature. Furthermore, our approach provides a
new avenue for future research: even though it is possible to solve the problems of deontic
logic by keeping its Cartesian structure and modifying it to accommodate these problems,
it is possible to work ‘from below’ in a weaker structure (see figure 15.2 below). In this
respect, CNR is presented as a foundational framework from which one can approach
deontic logic from a different perspective.
Non-Cartesian foundations for conditional normative reasoning
Let CNR be a deductive system for conditional normative reasoning. It is defined from
the language LCNR = {(, ), P rop,⊗,>,(,`,⊥, O}, with Prop a collection of atomic
propositions pi. Propositionally, the well-formed formulas are defined recursively by:
ϕ := > | ⊥ | pi | ϕ⊗ ψ | ϕ( ψ | ϕ` ψ
As we said at the beginning of this section, it is not our aim to argue in favour (or
against) the rules that should govern the deontic operator O, nor is it our aim to argue
in favour of the type of formula that should be in its scope. Hence, assuming that ψ is
suited for O, we assume that Oψ is well-formed. CNR can thus be seen as a foundational
framework, to which one can add the desired rules, axioms and restrictions for O.
Definition 15.1. CNR is defined from LCNR and its well-formed formulas as a symmetric
closed deductive system with classical negation and co-tensor.
Thus defined, the propositional part of CNR (without O) is comparable to the
multiplicative fragment of linear logic MLL. It would be wrong, however, to assume that
we are working within the framework of MLL. Even though from a categorical standpoint
the propositional part of CNR shares a common structure with MLL, it remains that
CNR and MLL are two different logics.23 This is actually an epistemological virtue of
category theory: it allows us to see two different logical systems as identical from an
abstract perspective, when we consider only their categorical structure.24
Our conjunction ⊗ shares the same properties as the multiplicative conjunction and
is commutative, associative but not Cartesian. The conditional ( is comparable to the
linear implication and is the adjoint of ⊗. It will be used to model deontic conditionals.
A conditional obligation is formalized by ϕ ( Oψ and is read ‘under the condition (or
context) that ϕ holds, Oψ holds’.
Since our aim is to show that this framework can solve all the arguments that can
be objected to KD in favour of non-monotonic foundations, we will require that CNR
satisfies the axiom schema (D⊗) so that the comparison with KD may be more direct.
23 For instance, the consequence relation is defined between lists of propositions in MLL, while it is
defined only between propositions in CNR.
24 CNR and MLL share the same structure but are different, such as the ring (N,×, 1,+, 0) and a De
Morgan algebra (P,∧,>,∨,⊥).
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(D⊗)
Oϕ⊗O¬ϕ //⊥
Recall that the (factual) detachment problem is that we want to avoid unrestricted
detachment but we still want a form of restricted detachment. The first consequence of
dropping (Cart) is that our consequence relation no longer satisfies (wk). Indeed, one
motivation of Girard when introducing linear logic was to be able to restrict the use of
the structural rule weakening (and contraction). The multiplicative conjunction in linear
logic is meant to model limited resources. As a result, one cannot detach a member of
the conjunction: it must be considered as a whole.25 It is not because one has ϕ and ψ
together that one has both independently. By rejecting (Cart), one is no longer able to
detach ϕ ⊗ (ϕ ( Oψ) from ρ ⊗ (ϕ ⊗ (ϕ ( Oψ)), and thus one cannot apply (cut) to
obtain ρ ⊗ (ϕ ⊗ (ϕ ( Oψ)) // Oψ. Abandoning (Cart) hence allows us to avoid both
faces of the problem of augmentation, and thus it also enables us to avoid unrestricted
detachment.
Indeed, we still have a form of detachment since we have:
(1)
ϕ( Oψ // ϕ( Oψ
(cl)
ϕ⊗ (ϕ( Oψ) //Oψ
However, this does not yield unrestricted detachment insofar as augmentation is
avoided. The detachment problem for deontic conditionals is not that we never want de-
tachment but rather that detachment is only desirable under certain circumstances. While
unrestricted detachment is to be avoided, a form of restricted detachment is desirable when
there is nothing else to defeat it or that conflicts with the obligation which is detached.26
Hence, the problem of detachment arises from (the two faces of) augmentation. If a deontic
conditional satisfies (aug) or (wk), then it entails the problem of unrestricted detachment
since one will be able to detach the conditional obligation notwithstanding the extra con-
ditions that are assumed. But the detachment of Oψ is only suitable when we have (and
only have) ϕ and we know that Oψ holds under these conditions.
This is exactly what happens with CNR. The detachment of a conditional obliga-
tion Oψ from a context ϕ and a deontic conditional ϕ ( Oψ can only be done when
the conditions ϕ, but nothing else, are assumed. As such, we do not have unrestricted
detachment considering that there is no deduction arrow from ρ⊗ (ϕ⊗ (ϕ( Oψ)) to Oψ.
The formalization of deontic conditional by ϕ( Oψ thus allows us to solve the (factual)
detachment problem by insuring that detachment is suitable, but only when there are no
other conditions in addition to the antecedent of the deontic conditional.
For example, although we can conclude from Paul has a conditional obligation to
drive his pregnant wife to the hospital if she is near delivering and the fact that his wife is
near delivering that Paul ought to drive his wife to the hospital (cf. 15.28), it cannot be
25 In computer science, it is usually interpreted as a parallel process.
26 On this, see Decew (1981, p.69), Loewer and Belzer (1983, p.307), Vorobej (1986, p.23), Jones (1991),
Alchourro´n (1996) and Bonevac (1998, pp.253-4).
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deduced if we add the premise that Paul is drunk since there is no deduction arrow from
r ⊗ (p ⊗ (p( Oq)) to Oq. To conclude that Paul still ought to drive his wife, we would
need to assume that the obligation to drive his wife to the hospital still holds under the
conditions that Paul is drunk (i.e., (r ⊗ p)( Oq), which is unlikely.
p⊗ (p( Oq) //Oq (15.28)
It should be emphasized that we do not think that the (ideal) obligation to drive
his wife to the hospital is not still in force. In this resepct, the obligation is not simply
discarded or cancelled given the situation. Rather, in the context where Paul is drunk,
the obligation to drive his wife to the hospital will be overshadowed by the interdiction to
drive. As such, Paul still has an obligation to drive his wife to the hospital but it is not
actual in the sense that it should not be an obligation that guides Paul’s action at this
moment.
Note that from (t) we can derive 15.29.
r ⊗ (p⊗ (p( Oq)) // r ⊗Oq (15.29)
This perfectly makes sense since the context implies that even though Paul is drunk,
the ideal obligation to drive his wife to the hospital is still in force.27 In this context, the
obligation for Paul to drive his wife to the hospital is ideal, and he needs to evaluate his
actual obligations given the fact that he is drunk. But although Paul is in no way fit to
drive, that does not mean that ideally it is false that he should do it. It is not, however,
an actual obligation, and as such Oq cannot be derived alone.
The same phenomenon would happen if the extra information r was irrelevant. For
instance, if we added as a premise that Paul is wearing a white t-shirt, we would not be
able to conclude from r⊗ (p⊗ (p( Oq)) that Paul ought to drive his wife to the hospital.
This might seem counter intuitive at first glance, but it actually is not.
Although we introduced CNR as a foundational framework for conditional normative
reasoning, the application we have in mind for CNR is to legal reasoning. Consider for
example a case at trial in a Court of justice, where (everyone will agree) conditional
normative reasoning is at play. First, the judge will need to establish all the admissible
relevant facts, and then he will need to establish all the relevant legislation, case law
and doctrine. Only after everything is fixed will the judge be able to reason and draw a
conclusion. It is this exact phenomenon that is modeled by CNR: one cannot infer that
Paul ought to drive his wife to the hospital without having all the relevant information
at one’s disposal. As such, when new information is added, one must first examine if the
conditional obligation still holds under the new context. For instance, one would need
to ask oneself whether or not Paul still has an obligation to drive his pregnant wife to
the hospital if she is near delivering and he is wearing a white t-shirt. If the additional
information is relevant and the conditional obligation still holds under the new context,
27 See Carmo and Jones (2002) for the distinction between ideal and actual obligations.
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then one will assume that (r ⊗ p)( Oq. Otherwise, if it is irrelevant, then it will simply
be discarded from the context.
We will return on this point in the next section, but for now just note that the process
of determining the (relevant) context and the conditions under which obligations hold is,
from a legal point of view, something which cannot be done by logic alone. This process
requires a careful analysis, which often appeals to the general principles that govern the
interpretation of the law. Interpreting the law, however, is not something which can be
done by logic alone (cf. Coˆte´ 2006), and hence if logic is to be of help to legal discourse,
then it must be able to model this phenomenon.
The conjunction ⊗ enables us to reason from inseparable packages, which is exactly
what we need when we reason in a court of justice. Verdicts are drawn from the conjunc-
tion of the admissible relevant facts and the relevant legislation (case law and doctrine)
considered all together with no other information. The conjunction ⊗ provides us with
a way to represent this kind of conjunction, when everything is considered as a whole
and where all parts are glued together and are inseparable. From the perspective of le-
gal discourse, this type of conjunction, considered with its adjoint, enables us to model
conditional normative reasoning as it is done within a court of justice.
The logical connectives are not interpreted in terms of truth value but are rather
interpreted in terms of ‘things that hold’. The conjunction ⊗ enables us to consider
altogether the context that holds, and then from ( we can deduce the obligations that
hold exactly under that context. This kind of conjunction makes sense within conditional
normative reasoning seeing that contexts are things that must be interpreted as a whole.
For instance, the context:
1. Paul is at the bar;
2. Paul struck Peter.
is not the same context as:
1. Paul is at the bar;
3. Peter attacked Paul;
2. Paul struck Peter.
While reasoning with the context 1–3, one cannot simply discard 3 from (Cart)
and reason with only 1–2 on the grounds that the conjunction of 1–3 is true, hence the
conjunction of 1–2 is true and thus it implies that the obligations that can be derived from
context 1–2 are also true under context 1–3. When one is doing conditional normative
reasoning, one is considering a context altogether, and the question one is trying to answer
is “which obligation holds under the context 1–3?”: not under the context 1–2, nor in the
context 1–4 (whatever 4 is), but within the context 1–3. Interpreting the conjunction in
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terms of ‘things that hold’ instead of truthfulness enables us to represent that in a court
of justice, one is not reasoning with facts but is rather reasoning with all the admissible
facts, considered together. As such, the task is to determine which context holds, and
what are the obligations that hold in, and exactly in, that context.
Chisholm’s paradox
In order to solve Chisholm’s puzzle, a system must be able to:
1. preserve the consistency of Chisholm’s set;
2. preserve the independence between the sentences;
3. show how the right conclusion can be obtained.
Fortunately, CNR enables us to do all these things, and as such it is able to ade-
quately model contrary-to-duty reasoning. The translation of Chisholm’s set within CNR
which is the closest to the one in KD is:
O¬p (15.30)
¬p( O¬q (15.31)
p( Oq (15.32)
p (15.33)
From 15.34 and 15.35 we can conclude 15.36 from (t).
p⊗ (p( Oq) //Oq (15.34)
O¬p //O¬p (15.35)
O¬p⊗ (p⊗ (p( Oq)) //O¬p⊗Oq (15.36)
By the same reasoning we obtain:
(¬p( O¬q)⊗ (O¬p⊗ (p⊗ (p( Oq))) // (¬p( O¬q)⊗ (O¬p⊗Oq)
This, however, is perfectly consistent. From these premises, we obtain that it is
forbidden to steal and that it is obligatory to give back the money that was stolen: we
have a consistent package where the deontic conditional holds and the ideal obligation to
not steal holds together with the actual obligation for Paul to give back the money that
was stolen.
Moreover, all these sentences are independent from one another. The only case which
is not trivial is the relationship between 15.31 and 15.33. Sentence 15.31, however, is not
entailed by 15.33. To see this, consider how the proof would work:
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(1) ¬p // p( ⊥
(cl) ¬p⊗ p //⊥ (0)⊥ //O¬q
(cut)¬p⊗ p //O¬q
(cl)
p // ¬p( O¬q
But since ⊥ is not understood as an initial object, we do not have (0) and thus the
two sentences are independent. From this proof, we can also see that ϕ // (¬ϕ( ψ) or
ϕ // (ψ ( ϕ) do not hold in CNR (this will be important for the discussion of Prior’s
paradox below).
Chisholm’s paradox is a case of factual defeasibility where the obligation to not
steal is not cancelled but is only overshadowed, due to the violation. Put differently, it is
assumed that Oq holds under the circumstances that O¬p, ¬p( O¬q and p. Hence, to
derive Oq, one simply has to assume 15.37 so that we can derive 15.38 by (cl) and (1).
(O¬p⊗ ((¬p( O¬q)⊗ p))( Oq (15.37)
(O¬p⊗ ((¬p( O¬q)⊗ p))⊗ [(O¬p⊗ ((¬p( O¬q)⊗ p))( Oq] //Oq (15.38)
At this point, one might object that this solution of Chisholm’s paradox requires ad
hoc modifications to the premises. This would, however, be incorrect. The solution of
Chisholm’s puzzle requires, as we saw, that the logic be able to preserve the consistency
of Chisholm’s set as it is usually presented and the independence between the sentences,
which CNR does. Moreover, it must be able to model conditional normative reasoning,
and to do so one needs an appropriate translation from the natural language to CNR’s
language. As such, the assumption 15.37 is not an ad hoc modification to the premises
but is rather the proper translation of the third premise instead of 15.32 (and it preserves
the independence between the sentences).
But still, one might object that this is unsatisfying given that one must first evaluate
the conditions under which the conditional obligation holds, and as such it requires that
the reasoner makes previous inferences to encode the desired outcome within the premises
of his argument, and then uses the logic to derive said outcome. Formulated this way,
however, this objection presupposes a foundational position regarding what logic is and
what it aims at. Of course, if one assumes that logic ultimately aims at the automation
of reasoning, then one would expect that the formal system be able to do everything by
itself, and thus the fact that the reasoner must first provide an appropriate translation of
his argument before applying the logic would be seen as a shortcoming.
That being said, such a position is hardly defensible when one considers the role logic
has to (and can) play within legal discourse. When interpreting the law, it is admitted
(at least in Canada) that logic alone is insufficient to draw proper conclusions and that
a human factor is required to determine the intention of the legislator (cf. Coˆte´ 2006).
Moreover, one must take into consideration the aim of the judicial system, the values of
the society and the direction the judicial system should follow. But this is not a process
that can be done by logic alone. Hence, if logic is to be of help to the (Canadian) legal
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discourse, then it is not as a tool that could allow for the automation of legal reasoning and
eventually replace the reasoners themselves. If logic can be useful to the (Canadian) legal
discourse, it is by providing criteria that enable us to evaluate the reasoning process and
discriminates between good and bad legal inferences. From a foundational standpoint, this
amounts to consider logic as a tool that can help (or assist) the reasoner to evaluate the
adequacy of the logical form of his inferences. Such an understanding of logic is normative
rather than descriptive: it assumes that the task of logic is not to model how reasoning is
done but is rather to model how it should be done. On this account, the aforementioned
objection is not relevant anymore. This is not to say that one position is better than the
other, but it is rather to say that a system of logic must be evaluated in regards to what
it aims to do.
When one looks at (Canadian) legal discourse, one sees that conditional normative
reasoning requires that we first gather all the relevant information and evaluate under
which context conditional obligations hold. This is a task that cannot be done by logic
alone and requires a human factor. Thus, if a logic is to be of help to model (Canadian)
legal inferences, then it must make some place for this phenomenon. This is exactly
what CNR does: it allows for detachment of conditional obligations but only in contexts
where we know that the obligations hold. This is consistent with the (factual) detachment
problem: we can only detach an obligation from a deontic conditional and some context
when we can insure that no other information will thwart that obligation. Detachment
is only suitable when all things are considered. Legally speaking, insuring this amounts
to interpreting the law and determining the relevant context, and this is a process that
cannot be done deductively by a formal system.28
Returning to Chisholm’s paradox, the inconsistency of Chisholm’s set in the stan-
dard system arises from deontic detachment since O¬q can be derived from O¬p and
O(¬p ⊃ ¬q). Let us see what happens if instead we translate it with an ideal obligation
O¬q.
O¬p (15.39)
O¬q (15.40)
p( Oq (15.41)
p (15.42)
28 A last objection would be to say that the relations of cancellation and overshadowing are mentioned
by the norms, and hence a formal system should be able to model these situations and show how the
proper conclusion can be drawn from the correct premises. This would, however, be a mistake from the
perspective of (Canadian) legal norms. Indeed, interpreting the law is a necessary phenomenon because
everything is not explicit. The principles that guide the interpretation of the law are meant to insure that
we can (rightfully) conclude that such obligation override another, or that it cancels it. Establishing such
premises, however, requires a human factor and cannot be done by logic alone.
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Since we cannot detach any member of the multiplicative conjunction and since
augmentation is not satisfied, it follows that none of the following are derivable:
O¬p⊗ (O¬q ⊗ (p⊗ (p( Oq))) //Oq (15.43)
O¬p⊗ (O¬q ⊗ (p⊗ (p( Oq))) //O¬q (15.44)
O¬p⊗ (O¬q ⊗ (p⊗ (p( Oq))) //Oq ⊗O¬q (15.45)
What we do have is
O¬p //O¬p (1)O¬q //O¬q
(t)
O¬p⊗O¬q //O¬p⊗O¬q
(1)
p( Oq // p( Oq
(cl)
p⊗ (p( Oq) //Oq
(t)
(O¬p⊗O¬q)⊗ (p⊗ (p( Oq)) // (O¬p⊗O¬q)⊗Oq
But this only yields 15.46 from the previous proof, (cut) and:
(1)
O¬p //O¬p (D⊗)Oq ⊗O¬q //⊥
(t)
O¬p⊗ (Oq ⊗O¬q) //O¬p⊗⊥
(O¬p⊗O¬q)⊗ (p⊗ (p( Oq)) //O¬p⊗⊥ (15.46)
O¬p⊗⊥ //⊥ (15.47)
Note, however, that 15.47 is not available in CNR since it follows from (0) or (Cart)
and neither are available.
(0)⊥ //O¬p( ⊥
(cl)
O¬p⊗⊥ //⊥
(1)
O¬p⊗⊥ //O¬p⊗⊥
(Cart)
O¬p⊗⊥ //⊥
This is actually a nice property of CNR: a conjunction which contains ⊥ is not
necessarily a contradiction. Indeed, the formula ϕ ⊗ ⊥ is not isomorphic to ⊥ (while
ϕ∧⊥ ∼= ⊥ in a Cartesian deductive system). As such, ⊥ can be seen as a ‘failure’ in CNR
instead of a contradiction (in terms of truth values). This allows for the representation
of conflicting obligations in a set of premises. It is a nice property since equation 15.46
does not entail a total failure. Even though (O¬p ⊗ O¬q) ⊗ (p ⊗ (p ( Oq)) leads to a
failure in conjunction with O¬p, it does not imply that it fails altogether. The formula
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(O¬p ⊗ O¬q) ⊗ (p ⊗ (p ( Oq)) is not a ‘total normative failure’ or a ‘total normative
inconsistency’. Thus constructed, CNR allows us to represent normative conflicts insofar
as it enables us to model that even though a part of our assumptions ‘fails’, it does not
imply that all our assumptions fail altogether.29 Hence, equation 15.46 enables us to
represent the fact that (O¬p⊗O¬q)⊗ (p⊗ (p( Oq)) leads to ‘a failure and O¬p’. Put
differently, CNR allows us to show that some obligations are still in force even though
some part of a normative system might fail. Hence, although we have:
(1)
ϕ // ϕ
...
ψ ⊗ ¬ψ //⊥
(t)
ϕ⊗ (ψ ⊗ ¬ψ) // ϕ⊗⊥
It does not follow that:
ϕ⊗ (ψ ⊗ ¬ψ) //⊥ (15.48)
We saw that Chisholm’s paradox is a case of factual defeasibility in which the
contrary-to-duty obligation Oq overshadows the violated (ideal) obligation O¬p and the
deontically detached (ideal) obligation O¬q. Thus, Oq holds under the circumstances
that O¬p is violated and that O¬q is deontically detached but is overshadowed. This is
translated by 15.49 and thus one can derive Oq from 15.50.
(O¬p⊗ (O¬q ⊗ p))( Oq (15.49)
(O¬p⊗ (O¬q ⊗ p))⊗ ((O¬p⊗ (O¬q ⊗ p))( Oq) //Oq (15.50)
To derive a contradiction from this one would need to assume O¬q twice in order to
be able to use (t) and obtain:
O¬q⊗ [(O¬p⊗ (O¬q⊗ p))⊗ ((O¬p⊗ (O¬q⊗ p))( Oq)] //Oq⊗O¬q //⊥ (15.51)
However, 15.52 is not the context which is assumed, 15.53 is.
O¬q ⊗ (O¬p⊗ (O¬q ⊗ p)) (15.52)
(O¬p⊗ (O¬q ⊗ p)) (15.53)
Violation and contrary-to-duty reasoning can thus be formalized within CNR as
long as we specify the conditions under which a contrary-to-duty obligation holds. As
such, the paradoxical character of Chisholm’s set disappear seeing that only Oq can be
derived from the premises. One oddity of Chiholm’s paradox is that both O¬q and Oq
seem to hold simultaneously. By restricting the detachment of Oq to the proper context,
this oddity is avoided given that O¬q is used to derive Oq, and as a result there is only
one obligation in force.
29 This property might be relevant to artificial intelligence and programing.
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Paul and the Nazi
Conflicts between prima facie and conditional obligations can also be formalized. Consider
the aforementioned example of Paul and the Nazi. We have the three following sentences:
1. Paul ought to not lie;
2. Paul’s lies can save the family;
3. If it can save the family, Paul ought to lie.
Following the translation within standard deontic logic, this can be translated by:
O¬p (15.54)
q (15.55)
q( Op (15.56)
It is noteworthy that this yields a failure within our framework.
(1)
q( Op // q( Op
(cl)
q ⊗ (q( Op) //Op (1)O¬p //O¬p
(t)
(q ⊗ (q( Op))⊗O¬p //Op⊗O¬p (D⊗)Op⊗O¬p //⊥
(cut)
(q ⊗ (q( Op))⊗O¬p //⊥
However, contra the standard systems, this does not entail that anything is to be
considered as obligatory. One of Horty’s (1997) arguments in favour of non-monotonic
foundations for deontic logic is that in the standard system, a conflict of obligations entails
that anything can be seen as obligatory in virtue of the principle that from the false
anything follows (ex falso sequitur quodlibet), which is KD-valid. This is deontic explosion.
It is noteworthy, though, that by moving from a Cartesian deductive system to a symmetric
deductive system, we not only rejected (Cart) but also left aside the axiom (0).
(0)
0ϕ : ⊥ // ϕ
As a result, the following inference pattern does not hold within our approach.
...
(ρ⊗ (ρ( Oϕ))⊗O¬ϕ //⊥ (0)⊥ //Oψ
(cut)
(ρ⊗ (ρ( Oϕ))⊗O¬ϕ //Oψ
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Thus, Horty’s objection is met. From a categorical point of view, deontic explosion
arises when one considers ⊥ as an initial object within a logic that aims to model normative
reasoning. Hence, if one was to assume that 15.56 was an appropriate translation for the
conditional obligation, one would obtain a failure but deontic explosion would be blocked
given that (0) is not available.
That said, the example of Paul and the Nazi is not inconsistent within the natural
language, and therefore, if we want to avoid a paradox, we need to be able to represent it
within CNR. As it happens, the failure comes from a bad translation within our language.
Looking at the second premise, one is likely to accept that:
3. Even if Paul ought to not lie, if lying can save Peter’s life, then Paul ought to lie.
This is translated by 15.57.
(O¬p⊗ q)( Op (15.57)
In other words, when the conditional obligation is properly translated and we assume
that the (actual) obligation to lie overshadows the (prima facie) obligation to not lie in a
context where it can save the family, we obtain 15.58.
(O¬p⊗ q)⊗ [(O¬p⊗ q)( Op] //Op (15.58)
This is perfectly consistent and allows us to conclude that Paul should lie to save the
family. To obtain an inconsistency, one would need, as in Chisholm’s paradox, to assume
O¬p twice to obtain:
(1)
(O¬p⊗ q)( Op // (O¬p⊗ q)( Op
(cl)
(O¬p⊗ q)⊗ [(O¬p⊗ q)( Op] //Op (1)O¬p //O¬p
(t)
O¬p⊗ ((O¬p⊗ q)⊗ [(O¬p⊗ q)( Op]) //Op⊗O¬p (D⊗)Op⊗O¬p //⊥
(cut)
O¬p⊗ ((O¬p⊗ q)⊗ [(O¬p⊗ q)( Op]) //⊥
But again, it is 15.59 which is assumed and not 15.60.
(O¬p⊗ q)⊗ [(O¬p⊗ q)( Op] (15.59)
O¬p⊗ ((O¬p⊗ q)⊗ [(O¬p⊗ q)( Op]) (15.60)
The fence example
The fence example can also be analyzed through our framework:
1. there should be no fence;
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2. but if the cottage is by the sea, then there can be a fence.
The closest translation of these sentences to KD’s would be:
O¬q (15.61)
p( ¬O¬q (15.62)
p (15.63)
These are inconsistent within CNR since one can derive:
(1)
p( ¬O¬q // p( ¬O¬q
(cl)
p⊗ (p( ¬O¬q) // ¬O¬q (1)O¬q //O¬q
(t)
O¬q ⊗ (p⊗ (p( ¬O¬q)) // ¬O¬q ⊗O¬q
Since one can also derive:
(1)¬O¬q ⊗O¬q // ¬O¬q ⊗O¬q
(b)¬O¬q ⊗O¬q //O¬q ⊗ ¬O¬q
(1)¬O¬q // ¬O¬q
(def ¬)¬O¬q //O¬q( ⊥
(cl)
O¬q ⊗ ¬O¬q //⊥
(cut)¬O¬q ⊗O¬q //⊥
It is possible to apply (cut) to obtain:
...
O¬q ⊗ (p⊗ (p( ¬O¬q)) // ¬O¬q ⊗O¬q
...
¬O¬q ⊗O¬q //⊥
(cut)
O¬q ⊗ (p⊗ (p( ¬O¬q)) //⊥
Contra the two aforementioned paradoxes, the fence example follows from a propo-
sitional inconsistency instead of a normative one. That being said, depending on whether
we assume that ¬O¬q overshadows O¬q or cancels it, the fence example can be solved
either by properly translating the conditional permission by assuming that ¬O¬q holds
under the conditions that O¬q and p, which gives us 15.64, or by discarding the obligation
that there be no fence if it is cancelled, hence we get 15.65 and O¬q is not in the context
anymore.
(O¬q ⊗ p)⊗ ((O¬q ⊗ p)( ¬O¬q) // ¬O¬q (15.64)
p⊗ (p( ¬O¬q) // ¬O¬q (15.65)
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It is noteworthy that although we have 15.66 in classical logic, 15.67 is not derivable
in CNR.
(ϕ ∧ ψ) ⊃ ¬ψ // ¬(ϕ ∧ ψ) (15.66)
(ϕ⊗ ψ)( ¬ψ // ¬(ϕ⊗ ψ) (15.67)
Indeed, simply notice that to derive 15.68 one must first derive 15.69 through (Cart)
and then apply (Cart) again together with 15.70 to obtain 15.71, which by (cut) gives
15.72 and by (cl) yields 15.73.
(ϕ ∧ ψ) ⊃ ¬ψ // ¬(ϕ ∧ ψ) (15.68)
(ϕ ∧ ψ) ∧ [(ϕ ∧ ψ) ⊃ ¬ψ] // ψ (15.69)
(ϕ ∧ ψ) ∧ [(ϕ ∧ ψ) ⊃ ¬ψ] // ¬ψ (15.70)
(ϕ ∧ ψ) ∧ [(ϕ ∧ ψ) ⊃ ¬ψ] // ψ ∧ ¬ψ (15.71)
(ϕ ∧ ψ) ∧ [(ϕ ∧ ψ) ⊃ ¬ψ] //⊥ (15.72)
(ϕ ∧ ψ) ⊃ ¬ψ // (ϕ ∧ ψ) ⊃ ⊥ (15.73)
In standard deontic logic, we could not assume that ¬O¬q holds under the condition
O¬q ∧ p when these conditions are met since it would be inconsistent. In CNR, however,
it is possible. This is also a nice property of this system: it is possible to assume that ϕ
does not hold under the circumstances that a package including ϕ holds without obtaining
a failure. Normatively, this is an interesting property: even though there can be a prima
facie or an ideal obligation that holds, when it is considered to hold together with some
package that contains relevant information it might happen that as an actual obligation
it does not hold. Similarly, it allows for conflicts of obligations that come from conflicting
norms where one is more specific than the other: it is possible to assume that even though
a general obligation holds, when it is considered together with some context it might
happen that it does not anymore.
The dog example and the pragmatic oddity
The dog example is constructed from the following sentences (cf. Prakken and Sergot
1997):
1. There should be no dog.
2. However, if there is a dog, then there should be a fence.
3. There is a dog.
The usual translation of the dog example is:
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O¬p (15.74)
p( Oq (15.75)
p (15.76)
The dog example leads to what Prakken and Sergot (1996, p.95) call the pragmatic
oddity, represented by deduction 15.77. The pragmatic oddity follows from the intuitive
interpretation of O in terms of ideal worlds, where Oϕ holds for a scenario when ϕ holds
in every accessible ideal scenario. In this respect, equation 15.77 seems to suggest that in
all ideal scenarios, there is no dog but there is a fence.
O¬p⊗ (p⊗ (p( Oq)) //O¬p⊗Oq (15.77)
Carmo and Jones (2002, p.279) argued that a logic that aims to model contrary-to-
duty reasoning must be able to avoid the pragmatic oddity. In CNR, the pragmatic oddity
can be avoided if one uses the proper translation for the contrary-to-duty obligation and
specify adequately that the obligation that there be a fence holds under the circumstances
that there is a dog even though there should not be a dog. By using 15.78 instead of 15.75,
one avoid the pragmatic oddity and only obtains Oq.
(p⊗O¬p)( Oq (15.78)
Contraposition
It has been pointed out to us that modeling conditional obligations with( might lead to
undesirable results when we consider contraposition. Think for instance of Horty’s (1994,
p.52) asparagus example, which is structurally identical to the aforementioned example of
Paul and the Nazi:
1. Don’t eat with your fingers.
2. If you are served asparagus, you ought to eat with your fingers.
The usual translation of these sentences is:
O¬p (15.79)
q( Op (15.80)
It is easy to show that in a context where asparagus is served, we obtain ⊥. In
this respect, and assuming that this is a situation where a normative conflict arises from
specificity (i.e., from two conflicting norms, one more specific contradicts another more
general), this situation could be solved as in the fence example. There is, however, a
more disturbing consequence that can be derived from these premises. First, note that
contraposition can easily be proven.
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...
ϕ // ψ
(1)
ψ( ⊥ // ψ( ⊥
(cl)
ψ ⊗ (ψ( ⊥) //⊥
(cl)
ψ // (ψ( ⊥)( ⊥
(cut)
ϕ // (ψ( ⊥)( ⊥
(cl)
(ψ( ⊥)⊗ ϕ //⊥
(cl)
ψ( ⊥ // ϕ( ⊥
¬ψ // ¬ϕ
From the assumption that it is forbidden to eat with your fingers and the conditional
obligation to eat with your fingers when asparagus is served, one can conclude that it is
false that asparagus is served in virtue of the axiom schema (D⊗).
(D⊗)
O¬p⊗Op //⊥
(cl)
O¬p //Op( ⊥
O¬p // ¬Op (1)q( Op // q( Op
(t)
O¬p⊗ (q( Op) // ¬Op⊗ (q( Op)
...
q( Op // ¬Op( ¬q
(cl)¬Op⊗ (q( Op) // ¬q
(cut)
O¬p⊗ (q( Op) // ¬q
This result is counterintuitive given that it violates the semantical dichotomy between
facts and norms. As David Hume pointed out in his Treatise on human nature, one
cannot conclude a descriptive proposition from a set of purely normative premises (see
also Jørgensen’s 1937 dilemma). From the last result, however, it is possible to conclude
the fact that ¬q from a conditional obligation and an obligation, and this, strictly speaking,
violates the semantical dichotomy. This is not so damaging, however, since by assuming
a deontic conditional we assumed that there is a relation between q and Op via q( Op.
If one assumes that Op holds under the context q, then one also assumes that ¬q holds
under the context ¬Op (or that q does not hold when Op does not), and since from (D⊗)
we can conclude ¬Op from O¬p, it follows that if O¬p is in force, then Op does not hold,
which implies that q does not hold either.
But the situation becomes cumbersome when we consider the following theorem.
(1)
q // q
...
O¬p⊗ (q( Op) // ¬q
(t)
q ⊗ (O¬p⊗ (q( Op)) // q ⊗ ¬q
Hence, it would appear that the list q ⊗ (O¬p ⊗ (q ( Op)) does not only yield
a normative conflict, as it was shown by the example of Paul and the Nazi, but that it
also entails a factual conflict, which is clearly counterintuitive (note that this can also be
derived in KD).
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We will show in the remainder of this section how this problem can be solved by a
proper translation in CNR. But first, let us see how we can make sense of this last result.
It is noteworthy that in both cases, the conflict comes from (D⊗). Indeed, even in the case
of the ‘factual’ conflict, the derivation of 15.81 depends on the use of the axiom schema
for normative consistency.
O¬p⊗ (q( Op) // ¬q (15.81)
The ‘factual’ failure thus comes from (D⊗). That said, it is possible to make sense
of the last result if we leave aside the terms ‘normative’ and ‘factual’ failure, and only
speak of a failure.
q ⊗ ¬q ⊥g //
q ⊗ (O¬p⊗ (q( Op))
f

Op⊗O¬pi //
j

ϕ
m
++
n
((
o
  
This situation actually forms a pullback square: if there are ϕ o // q ⊗ ¬q and
ϕ
m //Op⊗O¬p, then there is one and only one n that makes the above diagram commute.
The path from q ⊗ (O¬p⊗ (q( Op)) to ⊥ is not relevant at all since gf = ji. The only
thing that matters is that q⊗ (O¬p⊗ (q( Op)) implies a failure, and this fundamentally
comes from (D⊗).
Furthermore, one could argue that the aforementioned counterintuitive result only
depends on a bad translation of the asparagus example within CNR. Firstly, it can be
argued that Op actually holds under circumstances that generally you should not eat with
your fingers but you ought to if you are served asparagus, i.e., (q⊗O¬p)( Op. Following
the lines of the previous proof, we can still derive 15.82, but we do not get 15.83 since we
only have 15.84 and we dot not have 15.85. To derive a contradiction, one would need to
assume O¬p twice.
O¬p⊗ ((O¬p⊗ q)( Op) // ¬(O¬p⊗ q) (15.82)
q ⊗ (O¬p⊗ ((O¬p⊗ q)( Op)) //⊥ (15.83)
q ⊗ (O¬p⊗ ((O¬p⊗ q)( Op)) // ¬(O¬p⊗ q)⊗ q (15.84)
q ⊗ (O¬p⊗ ((O¬p⊗ q)( Op)) // ¬(O¬p⊗ q)⊗ (q ⊗O¬p) (15.85)
Secondly, it is also possible to argue that the asparagus example would actually be
better translated by:
¬q( O¬p (15.86)
q( Op (15.87)
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Indeed, O¬p only holds when no asparagus is served. It is easy to show from (cl)
and (cut) that these premises entail both ¬O¬p( Op or its contraposition ¬Op( O¬p
(the proof is left to the reader). This result perfectly makes sense and only states that
one obligation holds when the other does not. Moreover, in order to derive a normative
conflict Op ⊗ O¬p, one would need to assume a factual inconsistency q ⊗ ¬q, which is
unlikely.
Finally, one could also argue that the proper translation for the asparagus example
is rather:
O¬p (15.88)
(O¬p⊗ q)( Or (15.89)
This would mean that one ought to not eat with one’s fingers, but when served
asparagus one must eat asparagus with one’s fingers (since in the context where asparagus
is served, the obligation to eat with your fingers only holds for asparagus, otherwise the
norm would lead to undesirable circumstances, for instance if asparagus is served as a side
dish to soup). Note that even if we assumed that r ( p, one would still obtain Or by
specifying that it holds under the context (r( p)⊗ (O¬p⊗ q).30
In short, the difficulty raised by contraposition can be solved by translating properly
the asparagus example within CNR’s language and interpreting ⊥ as a failure.
Input-output logics
One particularity of CNR is that, as in linear logic, its inputs can only be used once. For
instance, if we were to use ϕ together with ϕ( ψ to derive ψ, then ϕ would not be usable
anymore, since it would have been ‘depleted’ while going through ϕ( ψ and providing the
result ψ. As it happens, Makinson and van der Torre (2000)31 provide a framework which
enables us to model a comparable (but different) phenomenon. Syntactically, input-output
logics are defined from the following rules:
(a, x)
(SI) (with b `LC a)
(b, x)
(a, x) (a, y)
(AND)
(a, x ∧ y)
(a, x)
(WO) (with x `LC y)
(a, y)
(a, x) (b, x)
(OR)
(a ∨ b, x)
(a, x) (a ∧ x, y)
(CT)
(a, y)
A pair (a, x) represents that an input a gives an output x. Four different systems
30 The definition of CNR does not imply that it satisfies any distribution principle (cf. Goble 2009,
p.451), as for example r( p //Or( Op. But even if it did, we would not obtain a contradiction since
we would only be able to derive Op from (O¬p⊗ q)( Or, O¬p⊗ q and r( p. To derive Op⊗O¬p, one
would need to assume O¬p twice
31 See also Makinson and van der Torre (2001; 2003a; 2003b).
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are obtained, depending on which set of rules we adopt.
R1 = {(SI), (AND), (WO)}
R2 = {(SI), (AND), (WO), (OR)}
R3 = {(SI), (AND), (WO), (CT )}
R4 = {(SI), (AND), (WO), (OR), (CT )}
The important points that must be underlined are that in these systems, the inputs
are not found within the outputs and contraposition does not hold (Makinson and van der
Torre 2000, p.407). There is a fundamental difference between CNR and input-output
logics given that in the former, an input can only be used once, while in the latter it can
be used twice as long as it is considered as an input.32 That said, although the addition
of (CT) provides a system where the output is reusable, none of these system satisfy (I).
(I)
(x, x)
As such, inputs cannot be considered as outputs, unless the logics satisfies (I). In
this respect, input-output logics can be compared to CNR given that what comes in does
not necessarily come out.
The addition of the rule (CT) yields that output can be reused as input. Replacing
an input-output pair (a, x) by a deduction arrow a // x, one can easily see that (CT)
and (AND) do not hold in CNR.33 The rule (AND) enables one to recover a Cartesian
structure, which our approach does not satisfy.
From a categorical point of view, there is a fundamental distinction between Carte-
sian and monoidal structures. Makinson’s and van der Torre’s approach works very well,
as many others do. Nonetheless, these approaches use a Cartesian structure. This is not to
say that CNR is better suited than other Cartesian frameworks to deal with conditional
normative reasoning: our aim is to illustrate that even though some Cartesian approaches
work perfectly fine, there are other possibilities when one looks at deontic logic from a
categorical perspective. Instead of working ‘over’ the line of figure 15.2 by keeping the
Cartesian structure and modifying the logic to accommodate the problems that arise, one
can work ‘below’ the line within another weaker structure.
32 For instance, we do not have ϕ ⊗ ((ϕ ( ψ) ⊗ (ϕ ( ρ)) // ψ ⊗ ρ in CNR but we do have a
derivation of (p, q ∧ r) from (p, q) and (p, r). I am indebted to the comments of an anonymous referee for
this precision.
33 Strictly speaking, constrained input-output logics, and not simply input-output logics, are meant
to model contrary-to-duty reasoning and normative conflicts (see Makinson and van der Torre 2001 for
constrained input-output logics). In a nutshell, the idea is to impose a constraint that guarantees that
the outputs are consistent with each other and with the inputs. We do not discuss further constrained
input-output logics given that they are built from the same syntactical rules than input-output logics,
and as such the comparison we make is sufficient.
341
Cartesian
Monoidal
Figure 15.2: Monoidal and Cartesian categories
Deontic linear logic
We conclude this section by discussing the only approach within the literature which, to
the best of our knowledge, is comparable to CNR. Lokhorst (1997) proposed an Ander-
sonian reduction34 based on the MALL fragment of linear logic (i.e., the multiplicative
and additive fragment, without exponentials) to solve the paradoxes that come from the
idempotence of the conjunction in standard deontic logic. An operation ◦ is idempotent
if ϕ is isomorphic to ϕ ◦ ϕ. In the standard system, the idempotence of the conjunction
comes from (Cart).35
(1)
ϕ // ϕ (1)ϕ // ϕ
(Cart)
ϕ // ϕ⊗ ϕ
(1)
ϕ⊗ ϕ // ϕ⊗ ϕ
(Cart)
ϕ⊗ ϕ // ϕ
The idempotence of the conjunction in standard deontic logic becomes problematic
when one looks at the two following theorems.
`KD Oϕ ≡ (Oϕ ∧Oϕ) (15.90)
`KD Oϕ ≡ O(ϕ ∧ ϕ) (15.91)
As it happens, it is not because one has an obligation to do ϕ that one has two
obligations to do ϕ, which is implied by 15.90, and it is not because one has an obligation
to do ϕ once that one also has an obligation do to ϕ twice, which is implied by theorem
15.91. To solve this, Lokhorst’s (1997) proposal is to use the MALL fragment of linear
logic (see footnote 20 above for the definition) together with a reduction of the deontic
operators to a constant δ that represents what is desired. This kind of reduction of deontic
logic to alethic logic is inspired by the work of Kanger (1957, 1971) and Anderson (1958a).
The definition of Oϕ is δ ( ϕ, that is, if ϕ is obligatory, then if ‘what is desired’ is
true, ϕ follows. Since the multiplicative conjunction is defined within a symmetric closed
deductive system, it follows that it does not satisfy (Cart), and hence that it does not
satisfy idempotence, thus avoiding the two aforementioned theorems.
The paradoxes of deontic logic are not analyzed by Lokhorst but a few theorems and
non-theorems are listed (see Lokhorst 1997, p.6). Among the theorems of deontic linear
34 An anonymous referee pointed out to me that Lokhorst does not use an Andersonian reduction, which
would rather use a constant σ for sanctions (or a bad thing), but uses a reduction that was introduced by
Kanger (1971). See McNamara (2010) for a comparison.
35 Similarly, the idempotence of the disjunction comes from (co-Cart).
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logic we find:
(ϕ( ψ)( (Oϕ( Oψ) (15.92)
(Oϕ ∧Oψ) ∼= O(ϕ ∧ ψ) (15.93)
(ϕ( Oψ) ∼= O(ϕ( ψ) (15.94)
Theorem 15.92 represents deontic consequence and theorem 15.93 implies that O
still satisfies aggregation with the additive conjunction, although it does not with the
multiplicative one. Theorem 15.94 is a rather weird consequence of deontic linear logic,
which blurs the distinction between a conditional obligation and an obligation which is a
conditional. Note that in KD neither of the following is a theorem.
(ϕ ⊃ Oψ) ⊃ O(ϕ ⊃ ψ) (15.95)
O(ϕ ⊃ ψ) ⊃ (ϕ ⊃ Oψ) (15.96)
It is actually a very unpleasant consequence of deontic linear logic since it entails:
ϕ( Oψ ∼= O(ϕ( ψ) ∼= O(¬ψ( ¬ϕ) ∼= ¬ψ( O¬ϕ (15.97)
This makes deontic linear logic an unlikely candidate to model contrary-to-duty rea-
soning and conditional obligations. Counter-examples to 15.97 are quite easy to construct.
By contraposition, 15.97 yields 15.98.
ϕ( Oψ ∼= ¬O¬ϕ( ψ (15.98)
Counter-example: if Paul is in Canada, he ought to respect the law, therefore if it
is permitted for Paul to be in Canada (which it is, if he is a citizen), it follows that Paul
respects the law. Unfortunately for deontic linear logic, many Canadian citizens are in
prison.
Theorem 15.97 entails undesirable consequences for many of the examples using
conditional obligations. For brevity’s sake, we will limit our discussion to Chisholm’s case.
Chisholm’s puzzle within deontic linear logic is translated by
O¬p (15.99)
¬p( O¬q (15.100)
p( Oq (15.101)
p (15.102)
In virtue of theorem 15.94, it makes no difference whether or not we use 15.103 or
15.104 instead of 15.100 or 15.101.
O(¬p ⊃ ¬q) (15.103)
O(p ⊃ q) (15.104)
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A first thing to note is that we do not have the usual form of deontic detachment in
deontic linear logic. To see this, simply note that although in KD we have 15.105, ϕ( ρ
is not a consequence of 15.106.
(ϕ ⊃ ψ) ∧ (ϕ ⊃ (ψ ⊃ ρ)) `KD ϕ ⊃ ρ (15.105)
(ϕ( ψ)⊗ (ϕ( (ψ( ρ)) (15.106)
This follows from the properties of the multiplicative conjunction: to derive ρ from
15.106, one would need to assume ϕ twice. Hence, what we have is:
(1)
ϕ( ψ // ϕ( ψ
(cl)
ϕ⊗ (ϕ( ψ) // ψ
(1)
ϕ( (ψ( ρ) // ϕ( (ψ( ρ)
(cl)
ϕ⊗ (ϕ( (ψ( ρ)) // ψ( ρ
(t)
[ϕ⊗ (ϕ( ψ)]⊗ [ϕ⊗ (ϕ( (ψ( ρ))] // ψ ⊗ (ψ( ρ)
(1)
ψ( ρ // ψ( ρ
(cl)
ψ ⊗ (ψ( ρ) // ρ
(cut)
[ϕ⊗ (ϕ( ψ)]⊗ [ϕ⊗ (ϕ( (ψ( ρ))] // ρ
(cl)
[(ϕ( ψ)]⊗ [ϕ⊗ (ϕ( (ψ( ρ))] // ϕ( ρ
Therefore, deontic detachment is only possible when δ is assumed, in which case we
get:
δ ⊗ [(δ( ϕ)⊗ (δ( (ϕ( ψ))] // δ( ψ (15.107)
By definition, this enables us to derive Oψ from 15.108.
δ ⊗ (Oϕ⊗O(ϕ( ψ)) (15.108)
Otherwise, the only form of deontic detachment available is:
(1)
Oϕ //Oϕ
... (15.97)
O(ϕ( ψ) // ϕ( Oψ
(t)
Oϕ⊗O(ϕ( ψ) //Oϕ⊗ (ϕ( Oψ)
Oϕ⊗O(ϕ( ψ) // (δ( ϕ)⊗ (ϕ( (δ( ψ))
...
(δ( ϕ)⊗ (ϕ( (δ( ψ)) // δ( (δ( ψ)
(cut)
Oϕ⊗O(ϕ( ψ) // δ( (δ( ψ)
Oϕ⊗O(ϕ( ψ) //OOψ
It follows from the transitivity of (, which follows from the proof below.
(1)
ϕ( ψ // ϕ( ψ
(cl)
ϕ⊗ (ϕ( ψ) // ψ
(1)
ψ( ρ // ψ( ρ
(cl)
ψ ⊗ (ψ( ρ) // ρ
(cl)
ψ // (ψ( ρ)( ρ
(cut)
ϕ⊗ (ϕ( ψ) // (ψ( ρ)( ρ
(cl)
(ψ( ρ)⊗ (ϕ⊗ (ϕ( ψ)) // ρ
(cl)
(ψ( ρ)⊗ (ϕ( ψ) // ϕ( ρ
344
As a result, the inconsistency of Chisholm’s set can be avoided in deontic linear logic
if one does not presuppose δ. If one was to suppose it, however, we would obtain a conflict
of obligations by:
... (15.108)
δ ⊗ (O¬p⊗ (¬p( O¬q)) //O¬q
(1)
p( Oq // p( Oq
(cl)
p⊗ (p( Oq) //Oq
(t)
(δ ⊗ (O¬p⊗ (¬p( O¬q)))⊗ (p⊗ (p( Oq)) //O¬q ⊗Oq
This entails by (cut) and contraposition that ‘if we do have the desired result, then
we do not have the desired result’ since:
(1)
δ( q // δ( q
(cl)
δ ⊗ (δ( q) // q
(1)
q( ¬δ // q( ¬δ
(cl)
q ⊗ (q( ¬δ) // ¬δ
(cl)
q // (q( ¬δ)( ¬δ
(cut)
δ ⊗ (δ( q) // (q( ¬δ)( ¬δ
(cl)
(q( ¬δ)⊗ (δ ⊗ (δ( q)) // ¬δ
(cl)
(q( ¬δ)⊗ (δ( q) // δ( ¬δ
This leads to an impasse since it entails that no desired result can come out of
Chisholm’s paradox, even though contrary-to-duties are meant to provide the desired
outcome in sub-ideal situations.
Although deontic linear logic has some difficulties to model Chisholm’s paradox, it
remains that it is able to avoid Prior’s. Prior’s 1954 paradox of derived obligations aimed
to show that von Wright’s notion of commitment, which was represented by O(ϕ ⊃ ψ) and
meant ‘ϕ commits us to ψ’, is inadequate in contexts of derived obligations. Following
A˚qvist (2002, p.180), Prior’s initial formulation of the paradox is represented by theorem
15.111, but more generally the paradox amounts to the following four theorems in the
standard system (replacing ( by ⊃ for the translation in KD).
¬ϕ( (ϕ( Oψ) (15.109)
Oψ( (ϕ( Oψ) (15.110)
O¬ϕ( O(ϕ( ψ) (15.111)
Oψ( O(ϕ( ψ) (15.112)
The paradoxical character of 15.111 appears when we interpret it in terms of com-
mitment: if it is forbidden to do ϕ, then doing ϕ commits us to anything. This is dubious
from a normative point of view: it is forbidden to steal, hence stealing commits us to
adultery! As it is pointed out by Lokhorst (1997, p.6), 15.110 is not derivable within
deontic linear logic, and given equation 15.97 we can see how 15.111 and 15.112 are not
either. Moreover, since the multiplicative connective does not satisfy (0), it follows as we
saw earlier that 15.109 is not derivable.
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It is noteworthy that since CNR, as deontic linear logic, does not satisfy
ϕ // (¬ϕ( ψ) or ϕ // (ψ( ϕ), it follows that it can avoid Prior’s paradox. That said,
notwithstanding the objections that can be made against the definition of O in deontic lin-
ear logic36, CNR is a more likely candidate to model conditional normative reasoning, as
we saw with the analysis of Chisholm’s puzzle. In virtue of equation 15.97, deontic linear
logic fails to model properly deontic conditionals. As such, it is our view that conditional
normative reasoning should not be done within deontic linear logic but should rather be
done within the foundational framework of CNR, to which one can add the appropriate
axioms and rules of inference to model the behaviour of the formulas within the scope of
the deontic operator.
Closing remarks
To sum up, we analyzed (factual) detachment, augmentation and normative conflicts from
the perspective of category theory. From this standpoint, the usual objections against
standard deontic logic and dyadic deontic logic in favour of non-monotonic (or adaptive)
foundations can actually be seen as an argument in favour of non-Cartesian foundations for
conditional normative reasoning. We showed how the usual objections against monadic
and dyadic deontic logics in favour of non-monotonic foundations can be solved within
a monadic framework by using a conditional similar to a linear implication instead of
a classical (or intuitionistic) implication to model deontic conditionals and contrary-to-
duties. In this respect, our approach contributes to the literature insofar as it is usually
assumed that it is impossible for monadic frameworks that do not incorporate further
operators and that do not consider deontic conditionals as primitive to model properly
conditional normative reasoning. Our analysis showed that it is actually possible, and as
such it opens an avenue for research that is usually thought to be a deadlock.
We began by showing how Chisholm’s paradox undermines monadic frameworks and
how dyadic deontic logic can solve this. We then showed that there are still problems with
dyadic deontic logic, namely that it cannot allow for conflicting obligations and that it
cannot deal properly with factual detachment. We saw how all of these problems can be
solved within the framework of non-monotonic logic. In short, the arguments in favour of
non-monotonic foundations for deontic logic can be summarized as follows:
1. Deontic logic must allow for conflicting obligations.
2. In case of unsolvable conflicts, it must not satisfy that anything follows.
3. Reasoning with deontic conditional does not satisfy augmentation, i.e., (aug) or (wk).
4. Some form of restricted detachment must be allowed, but unrestricted detachment
must be avoided.
36 By definition, Oϕ means that ¬ϕ entails what is not desired. However, it is easy to imagine a
situation where not respecting an obligation actually does not entail what is not desired.
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5. Deontic logic must be able to model situations in which conflicts of obligations are
solved.
(a) It must be able to model violations and contrary-to-duty reasoning.
(b) It must be able to model conflicts between prima facie and actual obligations.
(c) It must be able to model conflicting norms and specificity.
Using category theory as a foundational framework, we showed how different logical
systems can be classified from a proof-theoretical perspective by focusing on the properties
of their connectives. The categorical analysis of logic shows that logical connectives do not
appear randomly. It begins with the tensor, its adjoint(s), which allows for the definition of
negation, and then the co-tensor. It is quite common within the deontic logic literature to
see the material conditional as the heart of the problem when trying to model conditional
obligations and contrary-to-duties. Interestingly, though, our analysis shows that the
problems come from the properties of conjunction.
Our analysis of augmentation, (factual) detachment and normative conflicts showed
how (wk) and ex falso sequitur quodlibet are the sources of the problem. In itself, this
is not new. Nonetheless, a categorical analysis of these problems showed that ex falso
sequitur quodlibet and (wk) actually come from the two fundamental characteristics of a
Cartesian deductive system, namely (0) and (Cart). We thus proposed to reject these two
characteristics and do conditional normative reasoning within the closest deductive system
at our disposition, namely a symmetric closed deductive system with classical negation
and co-tensor.
We only analyzed the problems that come directly from the properties of the conse-
quence relation and left open the issues regarding the rule that should or should not govern
the behaviour of the deontic operator.37 As such, CNR was presented as a foundational
framework to do conditional normative reasoning. The defeasibility of normative infer-
ences comes from the fact that there is a lack of information regarding the context, the
norms that are valid in that context and the conditions under which conditional obliga-
tions hold. This is actually why detachment is to be avoided, since additional conditions
under which the obligation does not hold can be added. Incidentally, this is also why
restricted detachment is allowed. A conditional obligation can be detached under certain
circumstances only when we are sure that there is no other information that will defeat
the obligation. Hence, restricted detachment is allowed when all things are considered and
every relevant information regarding the conditional obligation is known.38 These ideas
are captured by our framework. To detach an obligation Oψ from a deontic conditional
ϕ( Oψ, one must assume that Oψ holds under the circumstances ϕ, and moreover one
must be exactly under these circumstances. If additional information regarding the con-
text is provided, then additional information regarding what obligations hold within this
37 On this point, see Peterson (2014b).
38 This view is common within the literature. See for instance Alchourro´n (1996), Asher and Bonevac
(1997) or Morreau (1997).
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new context is required. Hence, the conditional obligation Oψ can be detached from a
context ϕ when and only when we know that it holds under these circumstances.39
Our analysis was limited to the presentation of CNR as a foundational framework,
and as such the properties of O were not analyzed. In the literature, one can find that
there are other criteria that a logic which aims to model conditional normative reasoning
should satisfy, as the deontic syllogism O(ϕ∨ψ)∧¬Oϕ //Oψ (see Horty 1997 and Goble
2009). Analyzing these other criteria was unfortunately beyond the scope of this paper,
which is only a first step towards the more general project of defining a categorical deontic
logic. It is our hope that the reader who was disappointed that we did not analyze these
criteria will be satisfied by our future research, which will treat of these issues. Moreover,
we only provided a syntactical analysis of these problems, concentrating only upon the
properties of the consequence relation, and hence our approach opens the way to further
investigations. For future research, we intend to analyze in details the structure of the
propositions that should be in the scope of the deontic operator and we will study the
rules and axioms that should be used in conjunction with CNR to properly model the
behaviour of O. A proper semantics for this system will also be provided, and we intend
to use category theory to provide a functiorial semantics for CNR.
* * *
Cet article re´pond au troisie`me objectif de cette the`se. En analysant les proble`mes
relatifs aux infe´rences normatives conditionnelles selon la perspective de la the´orie des cate´-
gories, nous avons mis en e´vidence que les proble`mes du de´tachement, de l’augmentation
et de l’explosion de´ontique viennent des proprie´te´s structurelles des syste`mes de´ductifs
carte´siens. Ayant maintenant en mains un outils pour mode´liser ade´quatement les in-
fe´rences normatives conditionnelles, le prochain chapitre fait la synthe`se de ce que nous
avons de´veloppe´ jusqu’a` pre´sent et propose un syste`me de´ductif de´ontique en vue de la
mode´lisation des infe´rences le´gales.
39 Valid deductive normative inferences are thus non-ampliative.
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Chapitre 16
The categorical imperative:
Category theory as a foundation for deontic logic
Abstract
This article introduces a deontic logic which aims to model Canadian legal discourse.
Category theory is assumed as a foundational framework for logic. A deontic deduc-
tive system DDS is defined as two fibrations: the logic for unconditional obligations
OL is defined within a Cartesian closed category on the grounds of an intuitionnistic
propositional action logic PAL and an action logic AL, while a logic for conditional
normative reasoning CNR is defined as a symmetric closed monoidal category. A
typed syntax and typed arrows are used to define properly DDS. We show how it
can solve the paradoxes of deontic logic and we provide some examples of application
to legal reasoning.1
Keywords: Legal discourse, Categorical logic, Deductive system, Conditional norma-
tive reasoning, Conflicting obligations, Paradoxes
Introduction
Deontic logic was introduced in analogy with modal logic by von Wright (1951) to model
normative reasoning.2 After the developments of possible world semantics with the work
of Hintikka, Montague and Kripke (see Wolenski 1990), von Wright’s initial approach
was redefined within the framework of modal logic. This gave rise to the well-known
standard system of deontic logic, the modal logic KD. Many objections were raised against
von Wright’s initial approach3, but Chisholm’s (1963) paradox was the most damaging
to the standard systems. It showed that monadic deontic logics cannot properly model
conditional normative reasoning, which is central to the normative discourse.
Chisholm’s objection was followed by various proposals. Some authors argued that
1 A revised version of this chapter has been published in Peterson (2014b).
2 See Føllesdal and Hilpinen (1970) and McNamara (2010) for an introduction.
3 See McNamara (2010) for an overview.
contrary-to-duty reasoning should be modeled through a dyadic framework, specifying
the conditions under which the obligations hold (see for example van Fraassen 1972; Al-
Hibri 1978).4 Others argued that Chisholm’s paradox arises because standard systems do
not take into account the temporal dimension implicit to conditional normative reasoning
(e.g., Decew 1981), and this lead to the introduction of temporal deontic logics (see for
example Thomason 1981; van Eck 1982a; 1982b). But still, other issues remained with
these approaches, such as their inability to properly model conflicting obligations and
factual detachment. This lead some authors to introduce different solutions to answer the
problems of detachment of deontic conditionals and, more importantly, to model conflicting
conditional obligations. In addition to Makinson and van der Torre (2000; 2001; 2003a),
who introduced input/output logics to model normative conditional and unconditional
reasoning, one can find various proposals in non-monotonic (see Nute and Yu 1997 for
an introduction) and adaptive logics (see for example Straßer 2011; Beirlaen et al. 2013;
Beirlaen and Straßer 2013).
Even though deontic logic was first meant as a formal framework to analyze and
evaluate normative reasoning, it has since then been used to serve different purposes. In
addition to the analysis of inferences, deontic logic has been used to model normative
systems (e.g., Lindahl and Odelstad 2000; Carmo and Jones 2002; Boella and van der
Torre 2006c) and multi-agent normative systems (e.g., Po¨rn 1970; Royakkers 1998; Horty
2001; Pacheco and Carmo 2003; Herzig et al. 2011; Broersen 2011a). It has been used
to model contracts (e.g., Boella and van der Torre 2004; Brown 2005; Prisacariu and
Schneider 2012) and obligations with deadlines (e.g., Dignum et al. 2005; Broersen et al.
2004; Demolombe 2014). It has been used in computer science (e.g., Wieringa and Meyer
1993; van der Meyden 1996; Carmo and Jones 1996; Carmo and Demolombe 2001; Boella
and van der Torre 2003a), artificial intelligence (e.g., Bringsjord et al. 2011; Bringsjord
and Taylor 2012) and in law (e.g., Sartor 1994; Walton and Gordon 2005; Prakken 2005;
Gordon and Walton 2009; Boella et al. 2010).
This list does not pretend to be exhaustive and is in all likelihood incomplete. There
is, however, a lesson that should be learned from this diversity: a system of deontic logic
cannot be criticized independently of its purpose. For instance, a deontic logic which aims
to model the evolution of a computer program will not require the same characteristics as
one that tries to model the structure of the law. Similarly, a deontic logic that aims to
model contracts will not need the same properties as one that models inferences. In the
present paper, our aim is to introduce a deontic logic adequate to analyze and evaluate the
structure of legal inferences. The aim is not to develop a deontic logic that can represent
the structure of the Canadian legislation, nor to develop a formal system that can model
how legal reasoning is done. Rather, our objective is to develop a formal system that can
help in the analysis of the structure of legal reasoning, specifying how it should be done.
The results of the present paper are built upon previous work. Following the seminal
work of Lambek (1958) and what was presented in Peterson (2014f), we introduce a typed
4 Historically, the building blocks of dyadic deontic logic were introduced by von Wright (1956) in
answer to Prior’s (1954) paradox of derived obligation. Dyadic deontic logic has however been used as a
solution to Chisholm’s puzzle.
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deontic logic within the framework of categorical logic. There are three main theoretical
motivations for this paper. Firstly, our aim is to introduce an alternative framework to
modal logic to model unconditional obligations. Secondly, we wish to introduce an alter-
native framework to Boolean algebras to model actions within deontic contexts. Finally,
the objective is to introduce a monadic formal system able to model conditional normative
reasoning and conflicting obligations without requiring the techniques of non-monotonic or
adaptive logics. As such, the deontic logic we propose will operate at three different levels.
In a nutshell, we propose to define a deontic deductive system DDS on the grounds of an
action logic AL and a propositional action logic PAL (cf. Peterson 2014a), an obligation
logic OL (cf. Peterson 2014e) to model unconditional obligations and a logic CNR that
can model conditional normative reasoning with a monadic O (cf. Peterson 2014d).
The structure of the paper is as follows. In the next section, we present the rationale
of our framework and expose the characteristics that a deontic logic which aims to model
Canadian legal discourse should satisfy. This will be followed by a brief exposition of
the foundational framework we adopt. Then, we present all the relevant material that is
required to define DDS and we provide the categorical definition. A comparison of DDS
with Goble’s (2009) analysis is provided, followed by a discussion of some paradoxes. We
also provide examples of applications of DDS to Canadian legal discourse. We conclude
in the last section with remarks for future research.
Preliminaries
Some characteristics
The purpose of the present paper is to develop a formal framework relevant to the analysis
of Canadian legal discourse. As such, it ought to be founded on some of the characteristics
of Canadian legal discourse. A first thing to mention is that truth, in Canadian law, is
a matter of construction. Following the honorable Jean-Louis Baudoin (2010, p.5), the
truth of normative propositions depends upon what is established by the legislator and
the case law. In the deontic logic literature, this is consistent with Alchourro´n’s and
Bulygin’s (1981, pp.97,102) conception, for whom obligations depend on norms, which
are established by legal authorities. Hence, we assume that normative propositions are
declarative statements, but which are not of the same type as descriptive propositions.
This difference of type between normative and descriptive declarative sentences can be
understood in the light of the semantical dichotomy between facts and norms (cf. Hume
1993; Poincare´ 1913; Jørgensen 1937). The semantical dichotomy implies that normative
and descriptive propositions are not true in the same conditions. As such, an inference
from (solely) normative propositions to a descriptive proposition will always be invalid,
and similarly for inferences that go from (solely) descriptive propositions to a normative
proposition.
From a legal point of view, actions, and not propositions, are obligatory, permitted
or forbidden. Therefore, a deontic logic that wants to adequately model legal discourse
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must be of the type ought-to-do rather than ought-to-be (see von Wright 1999a for the
distinction). Such a deontic logic must be founded upon a proper action logic able to
model human actions. Its deontic operators will be of the type that takes an action and
transforms it into a normative proposition. Iteration of deontic operators will thus be
impossible.
Assuming that the truth of a normative proposition depends upon a norm established
by some authority, it follows that tautologous actions are not obligatory (although, as we
will see, there will be no such thing as ‘tautologous’ actions within AL). As a result,
the formal system must not satisfy formulas such as ` O> or ` ϕ ⊃ O>, with > some
tautologous action. In the literature, this position is consistent with Chellas (1974), who
argued that it must be possible to model a situation where noting is obligatory (not even
tautologous actions), and with Jones and Po¨rn (1985), who argued that it is always possible
for someone to act against one’s obligations.
A last characteristic worth mentioning is the presumption of consistency of Canadian
legal discourse. Of course, there are contradictory laws, but recall that our aim is not to
model the structure of the legislation but is rather to model the structure of the inferences
we do with this (potentially contradictory) legislation. As it happens, even though there
can be a priori contradictions within the law, it remains that legal discourse is presupposed
to be consistent after interpretation. The presumption of consistency is considered as
a fundamental value of our judicial system, and as such the preservation of the legal
discourse’s consistency is a principle that guides the interpretation of the law (Coˆte´ 2006,
p.387).
That being said, the presumption of consistency is not only admitted within the law
literature but is also recognized by the Supreme Court of Canada as both a fundamental
principle and a rational criterion for legal discourse. On the one hand, it is a fundamental
principle given that it justifies other principles that govern the interpretation of the law,
such as the rule nemo intelligere possit antequam iterum perlegerit. This rule, which
means that no one can understand a part without reading and rereading the whole in full,
is meant to insure a consistent interpretation of the law.5 On the other hand, consistency
has been recognized by the Supreme Court as a criterion that enables us to evaluate
the legal discourse’s rationality. Quoting Sullivan (1994, p.176), the Supreme Court of
Canada stated that the presumption of consistency is a “virtually irrebuttable” principle
that insures that legal discourse forms a rational framework.6
Foundational framework
In this paper, we follow the foundational framework adopted in Peterson (2014a; 2014d;
2014f). We partially follow Lambek (1958; 1968; 1969) in his categorical understanding
of logic and assume category theory as a foundational framework to analyze the proof
theory of different systems of logic. In order to make this paper self-sufficient, we ex-
5 See 2747-3174 Que´bec Inc. c. Que´bec (Re´gie des permis d’alcool), [1996] 3 RCS 919, paragraphe 207.
6 2747-3174 Que´bec Inc. c. Que´bec (Re´gie des permis d’alcool), [1996] 3 RCS 919, paragraphe 209.
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pose the relevant material to construct deductive systems and we refer the reader to the
aforementioned papers for the technical details and the categorical definitions.
From an epistemological point of view, category theory offers a powerful foundational
framework that can enable us to classify different systems of logic through their proof
theory. A deductive system is understood as a category C whose objects are formulas and
whose arrows are proofs (deductions). The composition of arrows is represented by the
rule (cut)7 and the deduction of a formula from itself is represented by the identity axiom
(1)8.
ϕ −→ ψ ψ −→ ρ
(cut)ϕ −→ ρ (1)ϕ // ϕ
The interest of the categorical understanding of logic appears when one considers
how to introduce different logical connectives, with respect to the categorical structure of
the deductive system. It is noteworthy that the connectives do not appear randomly when
one defines a logical system from the proof-theoretical perspective of category theory. They
appear in a specific order, and the properties of the logical system will actually depend
upon the specific properties of some connectives.
From a deductive system, one can construct a monoidal deductive system by adding
a tensor product ⊗ with a unit >, who behave according to the rules (t) and (a) for the
associativity of the tensor product, and (l) and (r) to make > into the unit of ⊗.9
ϕ // ψ ρ // τ
(t)
ϕ⊗ ρ // ψ ⊗ τ
τ // (ϕ⊗ ψ)⊗ ρ
(a)
τ // ϕ⊗ (ψ ⊗ ρ)
ϕ //>⊗ ψ
(l)
ϕ // ψ
ϕ // ψ ⊗>
(r)
ϕ // ψ
A closed monoidal deductive system is obtained on the grounds of a monoidal de-
ductive system by introducing a right adjoint functor to the tensor product via the rule
(cl). This rule is an analogue to the deduction theorem.10 Having this connective at our
disposition, it is possible to introduce a special object ⊥ to define an intuitionistic negation
via ¬ϕ =def ϕ . ⊥. In such a situation, we speak of a closed monoidal deductive system
with negation. If one wants a classical negation, then one simply has to add the axiom
7 Which respects associativity, i.e., (hg)f = h(gf).
8 Which respects the identity laws, i.e., 1ψf = f and g1ψ = g.
9 A double line means that the rule can be applied both ways. The rules (a), (l) and (r) are natural
isomorphisms.
10 Since in a closed monoidal deductive system the tensor product is not commuta-
tive, it follows that it can possess two different right adjoints. See the nlab entry
http://ncatlab.org/nlab/show/closed+monoidal+category.
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(¬¬) to obtain a closed deductive system with classical negation.11
ϕ⊗ ψ // ρ
(cl)
ϕ // ψ . ρ
(¬¬)¬¬ϕ // ϕ
A commutative tensor product is obtained by adding a braiding rule (b), which is its
own inverse.12 We thus obtain a symmetric deductive system.13 If the deductive system is
symmetric, then (r) can be proven from (l), and vice versa, as for (cl) and (cl’).
ϕ // ψ ⊗ τ
(b)
ϕ // τ ⊗ ψ
From a symmetric closed deductive system with classical negation, one can define a
compact deductive system by adding the axioms (cpt1) and (cpt2).14
(cpt1)
ϕ . ψ // ϕ∗ ⊗ ψ (cpt2)ϕ∗ ⊗ ψ // ϕ . ψ
A Cartesian deductive system is a symmetric deductive system where the tensor
product is a categorical product and its unit is a terminal object. This is formally repre-
sented by the rule (Cart) and the axiom (!).
ϕ // ψ ϕ // ρ
(Cart)
ϕ // ψ ⊗ ρ
(!)
ϕ //>
The co-tensor  is obtained through the opposite category Cop by reversing the
arrows and replacing ⊗ and > respectively by  and ⊥ to obtain the rules (co-t), (co-
a), (co-l), (co-r) and (co-b). We thus speak of a deductive system with co-tensor (resp.
co-product for Cartesian deductive systems). In the case of a Cartesian deductive system
with co-product, the axiom and the rule are (0) and (co-Cart).
ϕ // ρ ψ // ρ
(co-Cart)
ϕ ψ // ρ
(0)⊥ // ϕ
The upshot of this mode of presentation is that the logical properties of a deductive
system mainly depend upon the properties of the tensor product and the definition of
negation. See Peterson (2014a; 2014d) for a proper presentation and a comparison between
deductive systems and the literature. For the purpose of this article, simply note that:
11 With ϕ ∼= ¬¬ϕ a natural isomorphism.
12 Otherwise the deductive system would only be braided instead of symmetric. The rule is also a
natural isomorphism.
13 If the symmetric deductive system is closed, then there is only one adjoint to the tensor product.
14 In this case, the unit is the dualizing object. See Barr (1991) for the definition of a dualizing object.
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1. the multiplicative fragment of linear logic MLL introduced by Girard (1987) corre-
sponds to a closed symmetric deductive system with classical negation and co-tensor;
2. intuitionistic logic is a closed Cartesian deductive system with negation and co-
product;
3. classical logic is a closed Cartesian deductive system with classical negation and
co-product.
Deontic deductive systems
The deontic logic we propose is called a deontic deductive system, DDS for short. It
operates at three different levels, which were previously discussed at length in other papers.
It incorporates an action logic, a logic for reasoning with unconditional obligations and
a logic to reason with contrary-to-duties and conflicting obligations. In what follows, we
only present what is relevant for the construction of DDS and we refer the reader to these
articles for further details, explanations and discussions.
We use a typed syntax and specify the types for the logical connectives, propositions
and consequence relations. This will be done to avoid some technical problems when
trying to incorporate both a classical negation and an intuitionistic one within DDS.
This solution follows the ideas presented in Peterson (2014f) and is inspired by the work
of Lambek (1958). Instead of using a unique arrow to model the consequence relation of
our deductive system, we will use different types of arrows within different categories.
The introduction of typed arrows is necessary to incorporate both an intuitionistic
negation and a classical one within DDS. Otherwise, since initial objects are identical
up to isomorphism, the classical negation would absorb the intuitionistic one. Although
we could use an intuitionistic logic with strong negation (or equivalently a Nelson alge-
bra, see Brignole 1969; Spinks and Veroff 2008), this would require that we consider the
strong negation as a primitive, which would imply that we step outside of our conceptual
framework and define the strong negation without using the structural properties of our
deductive system. As such, the typed syntax will allow us to stay within the framework
of categorical logic.
Action logic
The first step consists in defining a proper action logic to represent the structure of human
actions. It was argued in Peterson (2014a) that choice and iteration, although relevant for
programing, are not primitive human actions. On the one hand, even though one may face
a choice between two actions, one is not performing the action ‘choice’. One will choose,
and then ideally perform one of these actions, but one will not be ‘choice-ing’. On the
other hand, iteration in programing languages is meant to model recursive programs, and
this is not relevant to human actions. Iteration of human actions can be represented by
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finite sequences, and as such we do not need iteration as a primitive. In addition to atomic
actions, the two primitive complex human actions we assume are joint actions α • β and
sequence of actions αy β.
Following Peterson (2014a), we distinguish between an action logic AL, which rep-
resents the structure of actions, and a propositional action logic PAL, expressing the
structure of the language we use to talk about actions. Assume a category where arrows
are proofs and objects are actions. Let Act be the collection of all atomic actions ai.
The well-formed formulas WFFAL of type act are defined recursively from the language
LAL = {Act, •, ∗,	,y, (, )} by15:
α := ai | ∗ | α • β | α	 β | αy β
The connectives of AL are of the type that takes two actions and transforms them
into another action (i.e., of type act\act/act).
Definition 16.1. An Action Logic AL is defined on the grounds of LAL, WFFAL and
AL
// arrows by the two following fragments.
1. The fragment {Act,y, ∗, (, )} is axiomatized by a monoidal deductive system (with
∗ the unit of y).
2. The fragment {Act, •,	, ∗, (, )} is axiomatized by a compact deductive system, with:
(a) ∗ the unit of • (which also dualizes);
(b) α∗ =def ∗ 	 α.
(cpt1)
α∗ • β
AL
// β 	 α (cpt2)β 	 α
AL
// α∗ • β
α • β
AL
// γ
(cl)
β
AL
// γ 	 α
The connective • stands for action conjunction and is understood similarly to the
multiplicative conjunction of linear logic (cf. Girard 1987). It is the ‘with’ connective, α•β
meaning the action ‘α together with β’. In an action logic, actions are not understood as
declarative sentences. The conjunctive action α • β stands for the simultaneous action of
α and β, and as such it does not satisfy (Cart).
The connective 	 is introduced as the right adjoint of •. From (cpt1) and (cpt2),
it can be defined from • since we have an isomorphism between β 	 α and α∗ • β. It is
not, however, interpreted similarly to the linear implication. The formula α 	 β stands
for the action ‘α without β’. We wrote γ 	 α instead α 	 γ in (cl) to keep the intuitive
reading of ‘γ without α’. We can think of ‘with’ and ‘without’ informally as addition and
15 Note that in Peterson (2014a) ⊗ was used instead of •. Here, we reserve the use of ⊗ for the analogue
to the multiplicative conjunction in CNR.
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subtraction: as a complex conjunctive action can be obtained by gluing actions together,
an action can also be obtained by removing some parts of a more complex action.16
The connective y stands for action sequence, the formula α y β meaning ‘α and
then β’. While action conjunction implies simultaneity, action sequence implies an order.
Hence, the tensor product • is both associative and commutative, but sequence y is only
associative.
The special action ∗ is the no change or nothing action. As we will see in the next
paragraphs, it is also an action that cannot be done (i.e., it is impossible to perform).
Action negation is something which is often introduced without further ado within the
literature. Unfortunately, though, we will not propose a throughout analysis of the concept
within the present paper since it is beyond its scope (for a discussion, see Peterson 2014a).
Action negation is represented by the action α∗ and it is understood as some form of
complement of α.
An action is minimally understood as something which has causal powers, that is,
something that can bring changes in the world. This understanding is uncontroversial
within the literature (cf. Goldman 1970; Po¨rn 1970; Davidson 1967; von Wright 1968;
Mossel 2009). As such, negative actions are actions too, given that not-acting will have
repercussions in the world.17
That said, we understand a negative action as something which is either simply
not done (omitted) or intentionally not done (forborne). Hence, the complement of an
action can be seen as an absence of action (either intentional or not). Action negation is
understood as the complement of an action in regards to the no change action. From the
aforementioned definition, the dual action of α is ‘no change without α’.
An interesting consequence of defining an action logic as a compact deductive system
is that we get α∗ •β isomorphic to β	α. This result is actually quite plausible: the action
‘going to work without wearing a tie’ is isomorphic to ‘going to work while not wearing
a tie’. Another consequence of this definition is that we have ∗ logically equivalent to
α • α∗. From this we can see why ∗ is an action that cannot be accomplished: it would
be impossible to do both an action and its complement at the same time. As such, ∗ can
informally be understood as something that does not have any causal power. For instance,
if we understand the evolution of a scenario as a discrete process, ∗ can be understood as
the vacuous moment between the states.
Having an action logic at our disposition, we can now define a propositional ac-
tion logic PAL, which uses declarative sentences. We argued in Peterson (2014a) that a
propositional action logic should be defined as a closed Cartesian deductive system with
negation and co-product, that is, as an intuitionistic deductive system. In short, the ar-
gument in favour of an intuitionistic formulation of PAL revolves around the fact that an
action proposition can be considered as true only when we have a ‘proof’ that the action
16 Note that the ‘without’ action is part of our natural language and is often used to refer to actions
that are somewhat less than other actions.
17 Although all of these authors agree that an action has causal powers, they do not agree, however, on
the meaning of action negation. See Peterson (2014a) for a discussion.
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was actually done. This is consistent with legal discourse. Not having a proof that the
action was not done does not imply that it was done.
Let the collection of action propositions AP be defined by the following condition: if
α is a well-formed formula of AL (of type act), then α is an action proposition of type ap
(for action propositions). The bold notation α is used to refer to action propositions as
declarative sentences.
The well-formed formulas WFFPAL of type ap are defined recursively from
LPAL = {AP,∧,>,⊃,∨,⊥, (, )} by:
ϕ := α | > | ⊥ | ϕ ∧ ψ | ϕ ∨ ψ | ϕ ⊃ ψ
Definition 16.2. A Propositional Action Logic PAL is a closed Cartesian deductive
system with negation and co-product built from LPAL, WFFPAL and PAL // arrows. It
has to satisfy the rule (Ψ).
α
AL
// β
(Ψ) (with Ψ(∗) = ⊥)
α
PAL
// β
The rule (Ψ) enables us to import a part of the structure of AL into PAL.
Obligation logic
The second level at whichDDS operates regards unconditional normative reasoning. By an
unconditional normative reasoning, we mean an inference which deals with unconditional
or all things considered obligations. These reasonings are modeled through an obligation
logic OL inspired by Peterson (2014e).
Let LOL = LAL∪LPAL∪{O,Ps}. The formulas of OL are of type np, for normative
propositions. They are declarative sentences. The special propositions > and ⊥ are either
of type ap or np. Similarly, the connectives ∧, ∨ and ⊃ are either of the type that takes
two action propositions and transforms them into another action proposition (i.e., of type
ap\ap/ap), or of the type that takes two normative propositions and transforms them
into another normative proposition (i.e., of type np\np/np). They do not allow for mixed
formulas.
Given α a formula of type act, the well-formed formulas WFFOL of type np are
defined recursively by:
ϕ := Oα | Psα | > | ⊥ | ϕ ∧ ψ | ϕ ∨ ψ | ϕ ⊃ ψ
The operators O and Ps stand respectively for obligation and strong permission.
They are of a type that takes an action and transforms it into a normative proposition
(i.e., of type np/act). The introduction of strong permission as a primitive operator is
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necessary to model permissions that are explicitly mentioned by a legal system. From O
we define interdiction by (def F ) and weak permission by (def Pw).
Fα =def Oα
∗ (def F )
Pwα =def ¬Fα (def Pw)
The definition of weak permission in terms of ‘not forbidden’ is uncontroversial. If
an action is not explicitly forbidden, then it is implicitly permitted. The definition of the
F operator in terms of O is, however, sometimes contested.18 Semantically, interdictions
and obligations can be seen as two different things: an interdiction states that an action
must not be performed, while an obligation states that an action must be performed. One
says act and the other says do not act. As such, interdictions dictate the limits we must
not trespass, while obligations stipulate the things we are required to do.
We disagree, however, with this semantical distinction. To see this, consider what is
required to violate an interdiction and an obligation. In criminal law, there is a distinction
between the actus reus (the act) and the mens rea (the intention). To determine if someone
is imputable for a crime (or a fault), it must be established that the accused did indeed
commit the crime (or the fault) and that his judgment was not clouded.19 It does not imply
that the accused had the explicit intention to commit the crime (or the fault), but only
that his mind was such that he was able to understand the consequences of his actions.
Now, consider the two following propositions:
1. It is forbidden to not connect the lamp of a UV disinfection system.20 (Fα∗)
2. A sign P-270 indicates that a car driver has the obligation to stop and yield to
pedestrians on a pedestrian crossing.21 (Oβ)
When does one violate the interdiction Fα∗? One violates this interdiction of not
connecting the lamp of a UV disinfection system (in the context of sewage treatment)
by ‘not connecting the lamp of a UV disinfection system’. Hence, one violates Fα∗ by
performing α∗. That said, α∗ can be the result of either an omission or a forbearance, and
one who does not connect the lamp of a UV disinfection system (in the context of sewage
treatment) will be liable in both cases. On the other hand, one violates the obligation to
yield to pedestrian at a pedestrian crossing when there is a sign P-270 when ‘one does
not yield to pedestrians’ in that context. As such, one violates Oβ by performing β∗.
Hence, it is possible to argue that there is no fundamental semantical distinction between
obligations and interdictions insofar as in the end, they mean the same thing: Oα means
18 See for instance Hintikka (1970) and Cox (1978) for a discussion. See also Pacheco and Santos (2004),
Pacheco and Carmo (2003) and Broersen (2004).
19 With some exceptions, as noted in chapter 14 footnote 25.
20 Re`glement sur l’e´vacuation et le traitement des eaux use´es des re´sidences isole´es (regulation on sewage
for isolated residences), RRQ, c Q-2, r 22.
21 Re`glement sur la signalisation routie`re (regulation on road sign), RRQ, c C-24.2, r 41, A.M. 99-06-15,
a. 38.
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that α∗ should not be performed, as does Fα∗. Therefore, since both Oα and Fα∗ mean
the same thing and are violated in the same conditions, we assume that one can be defined
in terms of the other.
Definition 16.3. OL is defined by a closed Cartesian deductive system with classical
negation, co-product and arrows of type
OL
// . OL has to satisfy the axioms ( D) and
( P), and the rules (∆) and (Π).
( D)
Oα
OL
// Psα
( P)
Psα OL
// ¬Oα∗
α
PAL
// β
(∆) (with ∆(⊥) = ⊥)
Oα
OL
//Oβ
α
PAL
// β
(Π) (with Π(⊥) = ⊥)
Psα OL
// Psβ
The rules (∆) and (Π) allow to represent deontic consequence and can be used to
model deontic detachment.22 Note that ∆(>) and Π(>) are undefined. From these rules
and (Ψ), one can derive the rules (ΣO) and (ΣP ) that allow the substitution of actions
within the scope of O and Ps.
α
AL
// β
(ΣO) (with ΣO(∗) = ⊥)Oα
OL
//Oβ
α
AL
// β
(ΣP ) (with ΣP (∗) = ⊥)Oα
OL
//Oβ
Axiom (D) states that if an action is obligatory, then it is strongly (explicitly) per-
mitted, and axiom (P) expresses that if an action is strongly permitted, then it is weakly
(implicitly) permitted. Together with (cut), axioms (D) and (P) allow us to recover the
axiom schema (D) of standard deontic logic. From (D), the definition of negation and
(cl), we recover the theorem for normative consistency (NC). This theorem is necessary
to adequately model legal discourse. It represents the presumption of consistency of legal
discourse (after interpretation), which is considered by the Supreme Court of Canada as
a criterion of its rationality. As a result, a deontic logic which aims at modeling Canadian
legal discourse must validate the presumption of consistency for unconditional obligations.
22 That is, if Oα and α // β, then Oβ.
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An action and its complement cannot be obligatory at the same time and under the same
conditions.
Oα
OL
// ¬Oα∗ (D)
Oα ∧Oα∗
OL
//⊥ (NC)
Conditional normative reasoning
The last step is to introduce the appropriate material to model conditional normative
reasoning and conflicting obligations. In Peterson (2014d), the logic CNR was presented
as a foundational framework that can model conditional normative reasoning through a
monadic O without requiring further operators. The properties and the virtues of CNR as
a foundational framework were analyzed thoroughly and we refer the reader to the paper
for further details, explanations and discussion.
Let Prop be a collection of atomic descriptive (declarative) formulas pi of type d.
The language for conditional normative reasoning is defined by:
LCNR = {(, ),AP, P rop,⊗, 1,(,`, 0, O, Ps}
Assuming that α is a well-formed formula of type act, the well-formed formulas of
WFFLCNR are defined recursively by:
ϕ := 1 | 0 | α | pi | Oα | Psα | ϕ⊗ ψ | ϕ( ψ | ϕ` ψ
As in OL, the operators O and Ps are of type np/act. The main distinction between
LCNR and LOL is that the former allows for mixed formulas. Although the propositions
of CNR are of type np, the connectives ⊗, ( and ` are either of the type np\np/np,
ap\np/np, np\np/ap, d\np/np or np\np/d. The special propositions 0 and 1 are of type np
or ap. The connective ⊗ is similar to the multiplicative conjunction, ( is similar to the
linear implication and ` is similar to the multiplicative disjunction of linear logic.23
Let LPAL⊗ = {(, ),AP,⊗, 1,(,`, 0}. The connectives of PAL⊗ are of type ap\ap/ap.
The well-formed formulas WFFPAL⊗ are defined recursively by:
ϕ := α | 1 | 0 | ϕ⊗ ψ | ϕ` ψ | ϕ( ψ
Definition 16.4. PAL⊗ is defined from LPAL⊗ and WFFPAL⊗ by a closed symmetric
deductive system with negation, co-tensor and
PAL⊗
// arrows. It has to satisfy the rule
(Ψ⊗).
23 It would be wrong, however, to assume that we are working within the framework of linear logic. Thus
defined, the propositional part of CNR (without the deontic operators) and the multiplicative fragment
MLL of linear logic only share the same categorical structure. See Peterson (2014d) for details.
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α
AL
// β
(Ψ⊗) (with Ψ⊗(∗) = 0)α
PAL⊗
// β
Definition 16.5. CNR is defined from LCNR and WFFLCNR by a closed symmetric de-
ductive system with classical negation, co-tensor and
CNR
// arrows. Negation is defined
by ∼ ϕ =def ϕ ( 0. It also has to satisfy the axioms ( D⊗) and ( P⊗) together with the
rules (∆⊗) and (Π⊗).
( D⊗)Oα
CNR
// Psα
( P⊗)Psα CNR
// ∼ Oα∗
α
PAL⊗
// β
(∆⊗) (with ∆⊗(0) = 0)Oα
CNR
//Oβ
α
PAL⊗
// β
(Π⊗) (with Π⊗(0) = 0)Psα CNR
// Psβ
Definition 16.6. DDS is defined from AL, PAL, PAL⊗, OL and CNR.
Table 16.2 below summarizes the rules and axioms of the deductive systems presented
so far and table 16.1 summarizes the types of each logical connective and specifies the arrow
types that use them.
•,	,y ∗ ⊗,(,` 1, 0 ∧,⊃,∨ >,⊥ O,Ps
AL act\act/act act
PAL ap\ap/ap ap
OL np\np/np np np/act
PAL⊗ ap\ap/ap ap
CNR np\np/np np np/act
ap\np/np
d\np/np
np\np/ap
np\np/d
Table 16.1: Summary of types
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Arrow Language Axioms Rules
AL
AL
// (1) (cut)
• (t),(a),(l),(b)
	 (cl),(cpt1),(cpt2)
∗ (∗∗)
y (t),(a),(l),(r)
PAL
PAL
// (1) (cut),(Ψ)
∧ (Cart)
⊃ (cl)
∨ (co-Cart)
⊥ (0)
> (!)
PAL⊗
PAL⊗
// (1) (cut),(Ψ⊗)
⊗ (t),(a),(l),(b)
( (cl)
` (co-t),(co-a),(co-l),(co-b)
OL
OL
// (1) (cut)
∧ (Cart)
⊃ (cl)
∨ (co-Cart)
⊥ (0),(¬¬)
> (!)
O (D) (∆)
Ps (P) (Π)
CNR
CNR
// (1) (cut)
⊗ (t),(a),(l),(b)
( (cl)
` (co-t),(co-a),(co-l),(co-b)
0 (∼∼)
O (D⊗) (∆⊗)
Ps (P⊗) (Π⊗)
Table 16.2: Summary of rules and axioms
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Categorical definition of DDS
The definition of DDS will in all likelihood appear to the reader as a bunch of rules and
axioms. However, it happens that it has a specific categorical structure. Indeed, the
rules that relate the different deductive systems are actually functors that have specific
properties: they are fibrations.
Definition 16.7 (Mac Lane 1971, p.13). A functor C Φ // B is a morphism between two
categories such that:
1. there is Φ(c) in B for each c in C;
2. there is Φ(c1)
Φ(f) // Φ(c2) in B for each c1 f // c2 in C;
3. Φ(1c) = 1Φ(c);
4. Φ(g ◦ f) = Φ(g) ◦ Φ(f).
Definition 16.8 (Jacobs 1999, p.27). Let C Φ // B be a functor. Then, c1 f // c2 in C is
Cartesian over b1
u // b2 in B when:
1. Φ(f) = u;
2. for every c3
g // c2 in C such that Φ(g) = u ◦w for some Φ(c3) w // b1, there is one
and only one c3
h // c1 such that g = f ◦ h.
Definition 16.9 (Jacobs 1999, p.27). C Φ // B is a fibration when for every ci in C and
bi
u // Φ(ci) in B, there is f in C Cartesian over u.
Consider the following fragments.24
Definition 16.10. PALF is the (atomic) fragment of PAL where well-formed formulas
are defined by:
ϕ := α | ⊥
Definition 16.11. OLF is the (atomic) fragment of OL where well-formed formulas are
defined by:
ϕ := Oα | ⊥
24 Considering the whole fragment or the atomic fragment together with > would thwarth the possibility
of defining these rules as fibrations. We would have to define arrows Cartesian over ¬¬ϕ //ϕ and ϕ //>,
making the stronger structure absorb the other.
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The definition of (Ψ) as a fibration requires a little technical modification to AL.
Let us augment AL to ALδ with a dummy equivalence class of actions [δ], for which the
action δ is the representative. The dummy action has to satisfy the axiom (0), and thus
it is understood as a dummy initial object.
(0)
δ // ϕ
The technical usefulness of δ appears when we consider how to define f Cartesian
over 0α (see the two diagrams below). The first option would be to assign an arbitrary
∗ f // α Cartesian over 0α and define ∗ g // β as an isomorphism. This option, however,
is problematic. Firstly, this would turn ∗ into an initial object in AL, and this would
have devastating consequences. Indeed, anything would then be deducible from anything.
Recall that ∗ is the unit of •. We would have ∗ // β 	 α for any β and any α, hence by
(cl) we would have ∗ • α // β and by (l) α // β. The second option would be to define
both ∗ f // α and ∗ g // β as isomorphisms. However, this would imply that every action
in AL is isomorphic to ∗, hence impossible to perform.
∗ α
f
//
∗
1∗

f

⊥ α0α //
⊥
OO
1⊥
??
0α
∗ α
f
//
β
g−1

f◦g−1

⊥ α0α //
β
OO
0−1β
??
0α◦0−1β
The introduction of δ is meant to shadow the Cartesian structure induced by ⊥ in
PAL. Roughly speaking, the idea is to sit the compact closed structure of AL on some
dummy initial object δ. There is an obvious inclusion functor:
AL ALδ  //
Definition 16.12. ALδ Ψ // PALF is a fibration. The functor is defined by:
Ψ(∗) = ⊥
Ψ(δ) = ⊥
Ψ(α) = α
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1. ⊥
PAL
//α
δ α
0α
//
δ
1δ

0α

⊥ α0α //
⊥
OO
1⊥
??
0α
δ α
0α
//
β
0−1β

0α◦0−1β

⊥ α0α //
β
OO
0−1β
??
0α◦0−1β
2. α
PAL
//⊥
α ∗
f−1
//
∗
f

1∗

α ⊥0
−1
α //
⊥
OO
0α
??
1⊥
α ∗
f−1
//
β
f◦g−1

g−1

α ⊥0
−1
α //
β
OO
0α◦0−1β
??
0−1β
The first case deals with the fact that ⊥ is initial in PAL. It says that when β is
isomorphic to ⊥, β is isomorphic to δ.
The second case implies that α is isomorphic to ⊥. There is a Cartesian f−1 which
makes α isomorphic to ∗, and if there is β isomorphic to ⊥, then β will also be isomorphic
to ∗. We define f−1 such that f−1 ◦ f = 1∗ and f ◦ f−1 = 1α, similarly for g−1.
3. β
PAL
//α
β α
f
//
δ
0β

0α

β α
Ψ(f) //
⊥
OO
0β
??
0α
β α
f
//
γ
h

g

β α
Ψ(f) //
γ
OO
Ψ(h)
??
Ψ(g)
4. ⊥
PAL
//⊥
∗ ∗
1∗
//
∗
1∗

1∗

⊥ ⊥1⊥ //
⊥
OO
1⊥
??
1⊥
∗ ∗
1∗
//
α
f−1

f−1

⊥ ⊥1⊥ //
α
OO
0−1α
??
0−1α
In the third case, we assume that if there is an arbitrary Ψ(f), then it is the target of
an arbitrary f . We use the dummy δ to define f Cartesian over Ψ(f) for the case where
⊥ is initial, otherwise we simply use the fact that Ψ is a functor.
In the fourth case, we assume that α is isomorphic to ∗ when α is isomorphic to ⊥.
Definition 16.13. PALF ∆ //OLF is a fibration defined by:
∆(⊥) = ⊥
∆(α) = Oα
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1. ⊥
OL
//Oα 2. Oβ
OL
//Oα
⊥ α
0α
//
⊥
1⊥

0α

⊥ Oα0Oα //
⊥
OO
1⊥
??
0Oα
⊥ α
0α
//
β
0−1β

g

⊥ Oα0Oα //
Oβ
OO
0−1Oβ
??
∆(g)
β α
f
//
⊥
0β

0α

Oβ Oα
∆(f) //
⊥
OO
0Oβ
??
0Oα
β α
f
//
γ
h

g

Oβ Oα
∆(f) //
Oγ
OO
∆(h)
??
∆(g)
3. Oα
OL
//⊥ 4. ⊥
OL
//⊥
α ⊥
0−1α
//
⊥
0α

1⊥

Oα ⊥0
−1
Oα //
⊥
OO
0Oα
??
1⊥
α ⊥
0−1α
//
β
f

0−1β

Oα ⊥0
−1
Oα //
Oβ
OO
∆(f)
??
0−1Oβ
⊥ ⊥
1⊥
//
⊥
1⊥

1⊥

⊥ ⊥1⊥ //
⊥
OO
1⊥
??
1⊥
⊥ ⊥
1⊥
//
β
0−1β

0−1β

⊥ ⊥1⊥ //
Oβ
OO
0−1Oβ
??
0−1Oβ
Definition 16.14. PALF Π //OLF is a fibration defined by:
Π(⊥) = ⊥
Π(α) = Psα
The definition goes along the lines of definition 16.13 (replace O by Ps).
Since the composition of two fibrations yields another fibration (see lemma 1.5.5 of
Jacobs 1999), it follows that we also have substitution rules such that ΣO = ∆ ◦ Ψ and
ΣP = Π ◦Ψ that go directly from AL to OLF.
Definition 16.15. PAL⊗F is the (atomic) fragment of PAL⊗ defined from the well-formed
formulas:
ϕ := α | 0
Definition 16.16. CNRF is the (atomic) fragment of CNR where well-formed formulas
are defined by:
ϕ := Oα | 0
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Considering that 0 is not initial in PAL⊗, we do not need the dummy δ to define
Ψ⊗. Actually, the cost of keeping δ would be to induce AL’s dummy structure into PAL⊗,
turning 0 into an initial object (which is undesirable, otherwise we would obtain deontic
explosion).
Definition 16.17. AL Ψ⊗ // PAL⊗F is a fibration defined by:
Ψ⊗(∗) = 0
Ψ⊗(α) = α
1. 0
PAL⊗
//α 2. α
PAL⊗
// 0
∗ α
f
//
∗
1∗

f

0 α
Ψ⊗(f) //
0
OO
10
??
Ψ⊗(f)
∗ α
f
//
β
g−1

f◦g−1

0 α
Ψ⊗(f) //
β
OO
Ψ⊗(g−1)
??
Ψ⊗(f◦g−1)
α ∗
f−1
//
∗
f

1∗

α 0
Ψ⊗(f−1) //
0
OO
Ψ⊗(f)
??
10
α ∗
f−1
//
β
f◦g−1

g−1

α 0
Ψ⊗(f−1) //
β
OO
Ψ⊗(f◦g−1)
??
Ψ⊗(g−1)
In the first case, we define f−1 such that f−1 ◦f = 1∗ and f ◦f−1 = 1α, similarly for
g−1, when there is an arrow from 0 to α (resp. to β). We require that Ψ⊗(f−1) = Ψ⊗(f)−1,
and similarly for Ψ⊗(g−1). As such, if there is an arrow from 0 to α, then it is an
isomorphism, making α isomorphic to ∗.25
The same strategy is applied to the second case.
3. β
PAL⊗
//α 4. 0
PAL⊗
// 0
β α
f◦g−1
//
∗
g

f

β α
Ψ⊗(h) //
0
OO
Ψ⊗(g)
??
Ψ⊗(f)
β α
h
//
γ
g

f

β α
Ψ⊗(h) //
γ
OO
Ψ⊗(g)
??
Ψ⊗(f)
∗ ∗
1∗
//
∗
1∗

1∗

0 0
10 //
0
OO
10
??
10
∗ ∗
1∗
//
α
f−1

f−1

0 0
10 //
α
OO
Ψ⊗(f−1)
??
Ψ⊗(f−1)
25 This would not have been possible if 0 was initial.
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The third case also uses the strategy applied in the first and the second ones. On the
right side, we use the fact that Ψ⊗ is a functor.
The fourth case requires a proposition isomorphic to 0 and an action isomorphic to
∗, using the same strategy.
Definition 16.18. PAL⊗F
∆⊗ // CNRF is a fibration defined by:
∆⊗(0) = 0
∆⊗(α) = Oα
1. 0
CNR
//Oα 2. Oβ
CNR
//Oα
0 α
f
//
0
10

f

0 Oα
∆⊗(f) //
0
OO
10
??
∆⊗(f)
0 α
f
//
β
g−1

f◦g−1

0 Oα
∆⊗(f) //
Oβ
OO
∆⊗(g−1)
??
∆⊗(f◦g−1)
β α
g◦f−1
//
0
g

f

Oβ Oα
∆⊗(g◦f−1)//
0
OO
∆⊗(g)
??
∆⊗(f−1)
β α
f
//
γ
h

g

Oβ Oα
∆⊗(f) //
Oγ
OO
∆⊗(h)
??
∆⊗(g)
3. Oα
CNR
// 0 4. 0
CNR
// 0
α 0
f−1
//
0
f

10

Oα 0
∆⊗(f−1) //
0
OO
∆⊗(f)
??
10
α 0
f−1
//
β
f◦g−1

g−1

Oα 0
∆⊗(f−1) //
Oβ
OO
∆⊗(f◦g−1)
??
∆⊗(g−1)
0 0
10
//
0
10

10

0 0
10 //
0
OO
10
??
10
0 0
10
//
α
f−1

f−1

0 0
10 //
Oα
OO
∆⊗(f−1)
??
∆⊗(f−1)
As in the previous definition, we put f−1 such that f−1 ◦ f = 1∗ and f ◦ f−1 = 1α,
similarly for g−1, when there is an arrow from 0 to α (resp. to β). We require that
∆⊗(f−1) = Ψ⊗(f)−1, and similarly for ∆⊗(g−1).
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Definition 16.19. PAL⊗F
Π⊗ // CNRF is a fibration defined similarly to ∆⊗ (where Ps
replaces O).
From these two fibrations we can also define two substitution rules such that
Σ⊗O = ∆⊗ ◦Ψ⊗ and Σ⊗P = Π⊗ ◦Ψ⊗ are fibrations.
Monoidal structure Cartesian structure
Type: ap np act np ap
AL ALδ  //
PALF
Ψ
**PAL⊗F
Ψ⊗
tt
OLF
ΣP

ΣO

CNRF
Σ⊗P

Σ⊗O

∆
|| Π||
∆⊗
""Π⊗ ""
CNR
 _

OL
 _

PAL⊗
 _

PAL
 _

Figure 16.1: DDS
The structure ofDDS is represented in figure 16.1. On the left side of the dashed line,
the deductive systems have a monoidal structure, as opposed to the Cartesian structure
of the deductive systems on the right side.
Thus defined, DDS has an interesting property: actions that are isomorphic to ∗ are
necessarily false in PAL. This is accurate from a philosophical perspective since it would
be impossible to accomplish both an action and its complement at the same time.
Ψ(α • α∗
AL
// ∗) = α • α∗
PAL
//⊥
The definition of DDS as a fibration allows us to preserve the relations between
actions and obligations throughout AL, PAL and OL (resp. AL, PAL⊗ and CNR).
Hence, if two actions are related (by some arrow) in AL, then they will also be linked in
PAL and OL (resp. PAL⊗ and CNR). It also allows us to distinguish between actions
that are impossible to perform versus action propositions that are necessarily false. This
answers the philosophical intuitions that the notions of tautologous and contradictory
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actions do not make any sense. Although a conjunctive action might be impossible to
perform, the actions are not contradictory : they are only incompatible. That said, if it is
impossible to accomplish α and β together, then necessarily α • β will be false. This is
exactly what we obtain through the definition of (Ψ).
Ψ(α • β
AL
// ∗) = α • β
PAL
//⊥
Combined with (∆), this entails an interesting property: actions isomorphic to ∗
cannot be obligatory. The same results hold for PAL⊗ and CNR.
∆(α • α∗
PAL
//⊥) = O(α • α∗)
OL
//⊥
∆(α • β
PAL
//⊥) = O(α • β)
OL
//⊥
Looking at (ΣO), this allows us to formally represent the ought-implies-can principle:
if it is impossible to accomplish some action α (i.e., α ∼= ∗), then it is false that α is
obligatory. As such, actions that are isomorphic to the action which is impossible to
perform cannot be obligatory. Hence, ‘ought’ implies ‘can’. An interesting feature of
DDS is that it does not require any alethic modality to represent this principle.
To strengthen the ought-implies-can principle, one could add the axiom (♦) to DDS,
although it would not add much significance to the ought-implies-can principle.26
(♦)
O ∗
OL
//⊥
A comparison with Goble’s analysis
Goble (2009) provided a thorough analysis of the conditions that a logic which aims to
model normative conflicts should satisfy.27 His analysis is grounded on two fundamental
arguments (Goble 2009, pp.450-1).
Argument 1. Aggregation of obligations together with the ought-implies-can principle
lead to the impossibility of normative conflicts.
Argument 2. The distribution principle ‘if necessarily α implies β, then Oα implies Oβ’
together with the axiom schema for normative consistency lead to the impossibility of
normative conflicts.
26 Note that ∆(∗) = O∗.
27 See also Goble (2004).
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The four principles at play within these arguments are:
(Agg) If α is obligatory and β is obligatory, then their conjunction is also obligatory.
(Can) If α is obligatory, then it is possible to accomplish α.
(Dist) If α implies β, then if α is obligatory, then β is obligatory.
(D) If α is obligatory, then not-α is not.
Despite the second argument, Goble (2009, p.469) argues that (Dist) must not be
rejected altogether given that it is a fundamental principle for a logic of ought. We agree.
It enables us to infer from a set of ought statements other obligations that are not explicitly
mentioned themselves. In this respect, a form of distribution is necessary to minimally
represent the principle of deontic consequence (i.e., if α implies β, then Oα implies Oβ).28
In his paper, Goble analyzes carefully how all these principles are related and what
are the possible modifications one can make to try to answer the two aforementioned
arguments. But more importantly, he argues that a logic that wishes to model normative
conflicts and answer these arguments must satisfy four adequacy criteria (Goble 2009,
pp.458-60, 470)29:
1. consistency (a conflict must not entail a contradiction);
2. non-triviality (the logic must avoid deontic explosion);
3. the logic must satisfy the Smith argument;
4. the logic must satisfy the converse of (Agg).
To answer these concerns, Goble (2009, pp.451-2) argues that it is not the ought-
implies-can principle which is problematic, nor the aggregation principle for that matter,
but that it is rather the unrestricted distribution principle (Dist). Note, however, that in
Goble’s (2009, p.476) view, the principle (D) should be rejected since it is a ‘no-conflict’
principle which is not adequate to model obligations within real life. On this point, that (D)
should be discarded, we disagree. DDS aims at modeling the (Canadian) legal discourse,
and as such its presupposed consistency (after interpretation) is irrefutable.30
The first argument is attributed to Lemmon (1965), who argued that aggregation
and the ought-implies-can principle, together with the axiom schema (D) of standard
deontic logic, should be rejected since it thwarts the possibility of normative conflicts (see
also Lemmon 1962). Strictly speaking, this objection fails to affect DDS since it does
not satisfy (Agg). Nonetheless, it remains that our version of (Can) together with the
presumption of consistency (D) do imply the impossibility of normative conflicts.
28 See Castan˜eda (1968, p.13). This also enables us to represent the distinction between fixed and
derived obligations (cf. Alchourro´n and Bulygin 1981, p.102).
29 Another criterion might be added, namely that the formal system must not allow for the pragmatic
oddity (cf. Carmo and Jones 2002). CNR answers this criterion (see Peterson 2014d).
30 See 2747-3174 Que´bec Inc. c. Que´bec (Re´gie des permis d’alcool), [1996] 3 RCS 919, paragraphe 207.
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Consider only the case of CNR for example. Assuming that two actions α and β
cannot be performed together (i.e., assuming α • β
AL
// ∗), we obtain 16.1 by (Σ⊗O). Note
that it follows from an instance of (Dist). This allows us to derive that the assumption
Oα⊗Oβ fails within CNR (or that it is false in OL), which is represented by 16.2. From
16.2 we can derive 16.3. The proofs are listed below the theorems (we omit the steps using
associativity and symmetry).
Oα • β
CNR
// 0 (16.1)
Oα⊗Oβ
CNR
// 0 (16.2)
c⊗ (c( (Oα⊗Oβ))
CNR
// 0 (16.3)
Proof. 16.1, 16.2, 16.3
(H)
α • β
AL
// ∗
(Σ⊗O)Oα • β
CNR
// 0
(H)
α • β
AL
// ∗
(cl)
α
AL
// ∗ 	β
α
AL
// β∗
(Σ⊗O)Oα
CNR
//Oβ∗
(1)
Oβ
CNR
//Oβ
(t)
Oα⊗Oβ
CNR
//Oβ∗ ⊗Oβ
... (NC)
Oβ∗ ⊗Oβ
CNR
// 0
(cut)
Oα⊗Oβ
CNR
// 0
(1)
c( (Oα⊗Oβ)
CNR
// c( (Oα⊗Oβ)
(cl)
c⊗ (c( (Oα⊗Oβ))
CNR
//Oα⊗Oβ
... (from 16.2)
Oα⊗Oβ
CNR
// 0
(cut)
c⊗ (c( (Oα⊗Oβ))
CNR
// 0
As such, the following reformulation of argument 1 does affect DDS.
Argument 3. The ought-implies-can principle together with the presumption of norma-
tive consistency entail the impossibility of unconditional normative conflicts, or of condi-
tional conflicting obligations that hold under the same context.
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Thus formulated, however, this argument can be reduced to argument 2 since the
(Can) principle is derived from (Dist). That being said, it is important to see within the
previous reasonings that the impossibility of normative conflicts happens when we assume
that both Oα and Oβ hold together under the same circumstances. As a result, this
objection fails to affect DDS since it violates the presumption of normative consistency.
Legally speaking, conflicting obligations can only arise a priori within specific context.
Otherwise, if there were unconditional conflicting obligations or (a posteriori) conflicting
obligations that hold under the same conditions, the discourse would fail to be rational.31
Recall that DDS takes place after interpreting the law. As such, the aforementioned
normative conflicts are indeed impossible, and so arguments 2 and 3 are actually arguments
in favour of DDS.
Now, consider the possibility of conditional conflicting obligations. Suppose that
under circumstances c1, Oα holds, that in the context c2, Oβ holds, and that α and β
cannot be accomplished together. There are four possibilities:
1. neither c1 nor c2 holds;
2. c1 holds;
3. c2 holds;
4. c1 ⊗ c2 holds.
The first case is unproblematic since (c1 ( Oα) ⊗ (c2 ( Oβ) entails neither Oα,
Oβ nor Oα⊗Oβ.
The second and the third cases are analyzed similarly. Under the assumption that
c1 ⊗ ((c1 ( Oα) ⊗ (c2 ( Oβ)) holds, we can derive 16.4. Considering that α • β is
impossible to perform, we also have 16.5.
c1 ⊗ ((c1 ( Oα)⊗ (c2 ( Oβ)) CNR //Oα⊗ (c2 ( Oβ) (16.4)
Oα⊗ (c2 ( Oβ) CNR //Oβ
∗ ⊗ (c2 ( Oβ) (16.5)
Proof. 16.4, 16.5.
(1)
c1 ( Oα
CNR
// c1 ( Oα
(cl)
c1 ⊗ (c1 ( Oα)
CNR
//Oα c2 ( Oβ
CNR
// c2 ( Oβ
(t)
c1 ⊗ ((c1 ( Oα)⊗ (c2 ( Oβ))
CNR
//Oα⊗ (c2 ( Oβ)
31 As we said at the beginning of this paper, the Supreme Court of Canada assumes normative consis-
tency as a criterion that enables us to determine whether or not legal discourse is rational (cf. 2747-3174
Que´bec Inc. c. Que´bec (Re´gie des permis d’alcool), [1996] 3 RCS 919).
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... (from the assumption in the proof of 16.1)
α
AL
// β∗
(Σ⊗O)Oα
CNR
//Oβ∗ c2 ( Oβ
CNR
// c2 ( Oβ
(t)
Oα⊗ (c2 ( Oβ)
CNR
//Oβ∗ ⊗ (c2 ( Oβ)
However, since c2 is not assumed, Oβ cannot be derived. As a result, under the
context c1, we obtain that α is obligatory although Oβ holds under context c2, or that β
∗
is obligatory although Oβ holds under context c2, which are perfectly consistent. More-
over, their interpretation is meaningful within the natural language: even though β is a
conditional obligation that holds under context c2, if we are under context c1, then α is
an actual obligation.
The fourth case might appear as the most problematic, but it actually is not. Of
course, assuming that c1 ⊗ c2 holds would allow us to derive Oβ∗ ⊗ Oβ. However, the
presumption of consistency implies that after interpretation, the law must be consistent,
and as such if c1 ⊗ c2 holds, then one of the conflicting obligation will have priority over
the other, and hence the conflict will be solved.
Prioritizing an obligation in case of a conflict was advocated by Alchourro´n and
Makinson (1981). More recently, van der Torre and Tan (1997) argued that there are
three different types of resolution for normative conflicts, depending upon the nature of
the conflict. In a nutshell, they proposed that:
1. If a conflict arises from a contrary-to-duty, then the violated obligation is overshad-
owed by the contrary-to-duty obligation.
2. If there is a conflict between a prima facie and a conditional obligation, the prima
facie ought is overshadowed by the conditional obligation.
3. If there is a conflict between two norms in a specific context, then one norm will
override the other in that context.
Following van der Torre’s and Tan’s analysis, if c1 ⊗ c2 holds, then one obligation
will override the other, either by overshadowing it or by cancelling it. As such, we need
to specify which obligation is overridden by stipulating the conditions under which the
obligations hold. For instance, if Oα overrides Oβ in the context c1 ⊗ c2, then Oα holds
under the circumstances that c1, c2 and c2 ( Oβ. Put differently, the assumption that
Oα overrides Oβ can be translated by:
((c1 ⊗ c2)⊗ (c2 ( Oβ))( Oα
From this assumption and the context (c1 ⊗ c2)⊗ (c2 ( Oβ), one can easily derive
that Oα is the obligation in force.
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All things considered, DDS can properly model normative conflicts insofar as we
properly specify the conditions under which the obligations hold (see Peterson 2014d for
details). As such, arguments 1 and 2 fail to affect DDS, although (Can), (Dist) and (D)
are satisfied.
Let us now turn our attention to the four criteria advocated by Goble (2009). It was
shown in Peterson (2014d) that CNR, as a foundational framework, satisfies the criteria
of consistency and non-triviality. This will be exemplified later in the discussion, but for
now simply note that consistency is satisfied when we specify the conditions under which
the obligations hold, and non-triviality is satisfied given that CNR does not validate ex
falso sequitur quodlibet.
The third criterion requires the satisfaction of the following inference pattern.
1. It is obligatory that either α or β.
2. It is obligatory that not-α.
∴ It is obligatory that β.
This inference pattern was initially presented by Horty (1994, 1997) as the Smith
argument, which is an argument in favour of the aggregation principle (cf. Goble 2009,
p.459). The Smith argument goes along the following lines:
1. Smith ought to fight in the army or else perform alternative service
to his country.
2. Smith ought to not fight in the army (say, because he needs to stay home
to help his mother).
∴ Smith ought to perform alternative service to his country.
This can be seen as an argument in favour of the aggregation principle insofar as the
reasoning is usually translated by:
O(p ∨ q) O¬p
O((p ∨ q) ∧ ¬p)
Oq
Considering that ((p ∨ q) ∧ ¬p) ⊃ q, Oq follows from O((p ∨ q) ∧ ¬p). As we saw
earlier, there is no such thing, in our view, as a disjunctive action. As such, assuming that
only actions can be in the scope of a deontic operator, it follows that the aforementioned
translation of the Smith argument is not accurate. Even though this translation is not
available within DDS, it happens that it is nonetheless possible to model the validity
of the Smith argument. This, however, can be done without requiring any aggregation
principle. The Smith argument can be translated within DDS’s language by:
Oα ∨Oβ (16.6)
Oα∗ (16.7)
Oβ (16.8)
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By (D) and (P) we have Oα∗
OL
// ¬Oα, and thus it is easy to show 16.9 using
(Cart). By (cut), 16.9 and 16.10, we can easily derive 16.11.
Oα∗ ∧ (Oα ∨Oβ)
OL
// ¬Oα ∧ (Oα ∨Oβ) (16.9)
¬Oα ∧ (Oα ∨Oβ)
OL
//Oβ (16.10)
Oα∗ ∧ (Oα ∨Oβ)
OL
//Oβ (16.11)
Proof. 16.10
(1) ¬Oα
OL
//Oα ⊃ ⊥
(cl) ¬Oα ∧Oα
OL
//⊥ (0) ⊥
OL
//Oβ
(cut) ¬Oα ∧Oα
OL
//Oβ
(cl)
Oα
OL
// ¬Oα ⊃ Oβ
(!) ¬Oα
OL
//>
(1)
Oβ ∧ >
OL
//Oβ ∧ >
(Cart)
Oβ ∧ >
OL
//Oβ
(cl)>
OL
//Oβ ⊃ Oβ
(cut)¬Oα
OL
//Oβ ⊃ Oβ
(cl)¬Oα ∧Oβ
OL
//Oβ
(cl)
Oβ
OL
// ¬Oα ⊃ Oβ
(coCart)
(Oα ∨Oβ)
OL
// ¬Oα ⊃ Oβ
(cl) ¬Oα ∧ (Oα ∨Oβ)
OL
//Oβ
As a result, DDS satisfies Goble’s third criterion. It is noteworthy that Goble (2004,
p.78) argued that although deontic explosion comes from ex falso sequitur quodlibet, the
principle should not be discarded since otherwise the Smith argument cannot be validated.
As it happens, DDS does satisfy the Smith argument while rejecting ex falso sequitur
quodlibet.
The fourth criterion regards the following inference pattern.
1. It is obligatory that α and β.
∴ It s obligatory that α.
This is the converse of the aggregation principle, translated by:
O(p ∧ q) ⊃ (Op ∧Oq) (16.12)
A first thing to point out is that Goble (2009, p.470) mentions that any logic satis-
fying (Dist) immediately satisfies the fourth criterion. In light of DDS’s construction, this
assumption is inaccurate: DDS satisfies (Dist) but does not satisfy (Agg) or its converse.
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Secondly, Goble (2009, p.469) mentions that this inference pattern holds for any
type of ought statement, including legal oughts. On this point we disagree. Contra Goble,
we think that the fourth criterion does not represent a valid inference pattern for legal
reasoning. This is mainly motivated by the type of action conjunction we use to model
human actions. As we saw, an action conjunction α • β represents the complex action ‘α
together with β’, and this implies simultaneity. As such, it should be obvious to the reader
that O(α • β)
OL
// Oα does not hold. From a legal point of view, if the (simultaneous)
conjunction of two actions is obligatory, it does not imply that the actions are obligatory
individually (not simultaneously). Similarly, it is not because two actions α and β are
obligatory independently that the conjunctive (simultaneous) action α • β is obligatory.
For instance, even though it is true that Paul has an obligation to help John and Jane
who are drowning, this does not necessarily mean that he ought to help them at the same
time.
Although neither (Agg) nor its converse are satisfied, it is noteworthy that DDS
can still answer Goble’s fourth criterion. Indeed, the converse of (Agg) can be obtained
depending on the premises one adopts. For instance, if one was to assume 16.13, then by
(∆⊗) or (∆) one would be able to derive 16.14 or 16.15.
α • β
PAL⊗
// β (16.13)
O(α • β)
CNR
//Oβ (16.14)
O(α • β)
OL
//Oβ (16.15)
In addition to the satisfaction of Goble’s criteria, it is noteworthy that incidentally,
DDS’s construction enables us to answer Schotch’s and Jennings’s (1981) objection against
the modal system KD. Schotch and Jennings argued that the standard system fails to
distinguish between the ought-implies-can principle and the presumption of normative
consistency given the equivalence between the axiom schema (D) and ¬O⊥, which follows
from the unrestricted use of the aggregation principle Oϕ ∧Oψ `KD O(ϕ ∧ ψ).
In our framework, these two principle are independent: while the presumption of
normative consistency follows from (D) and (P), the ought-implies-can principle follows
from the definition of (ΣO) as a fibration. As such, whether or not we adopt (♦), DDS
answers the philosophical intuition that there is a distinction between the presumption of
consistency of obligations and the ought-implies-can principle.
Various aggregation principles could be added to DDS, but it is beyond the scope of
this paper to analyze the consequences of adding one or another. Instead, simply notice
that adding (A) as an axiom to OL (resp. CNR) would blur the distinction between
the presumption of normative consistency and the ought-implies-can principle. Indeed,
Oα ∧ Oα∗
OL
// ⊥ would be derivable from (A) and (ΣO). Thus, adding (A) to DDS
would reopen the door to Schotch’s and Jennings’s objection.
(A)
Oα ∧Oβ
OL
//O(α • β)
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Discussion
The capacity of CNR to model contrary-to-duty reasoning and normative conflicts has
already been discussed at length in Peterson (2014d). For the purpose of this paper, we
only exemplify how DDS satisfies Goble’s first and second criteria of consistency and non-
triviality. We also provide a discussion of the good Samaritan paradox and conclude with
some example of analysis of legal reasoning.
Contrary-to-duty
Chisholm’s (1963) paradox shows that von Wright’s (1951) initial approach and, more gen-
erally, that monadic standard systems cannot model properly contrary-to-duty reasoning.
Chisholm’s puzzle amounts to the fact that the following set of propositions is inconsistent
within a standard system, while it seems perfectly consistent in the natural language.
1. It is forbidden to exceed the speed limit on the highway (100 km/h).
2. If Paul exceeds the speed limit, then he ought to slowdown to 100 km/h.
3. Paul does not ought to slowdown to 100 km/h if he does not exceed the speed limit.
4. Paul exceeds the speed limit.
To solve Chisholm’s paradox, a deontic logic must be able to provide an independent
translation for each of these sentences (cf. A˚qvist 1967; Decew 1981; Tomberlin 1981,
1983; Hansen 1999), and these translations must be consistent with each other. Moreover,
one must be able to determine which obligation holds. In DDS, Chisholm’s puzzle is
translated by:
Oα∗ np/act (16.16)
α( Oβ ap\np/np (16.17)
α∗(∼ Oβ ap\np/np (16.18)
α ap (16.19)
These premises are non-redundant and give us the following result, which is perfectly
consistent.
(α∗(∼ Oβ)⊗ (Oα∗ ⊗ (α⊗ (α( Oβ)))
CNR
// (α∗(∼ Oβ)⊗ (Oα∗ ⊗Oβ) (16.20)
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Proof. 16.20
(1)
α∗(∼ Oβ
CNR
//α∗(∼ Oβ
(1)
Oα∗
CNR
//Oα∗
(1)
α( Oβ
CNR
//α( Oβ
(cl)
α⊗ (α( Oβ)
CNR
//Oβ
(t)
Oα∗ ⊗ (α⊗ (α( Oβ))
CNR
//Oα∗ ⊗Oβ
(t)
(α∗(∼ Oβ)⊗ (Oα∗ ⊗ (α⊗ (α( Oβ)))
CNR
// (α∗(∼ Oβ)⊗ (Oα∗ ⊗Oβ)
From these premises, we can also derive Oα∗⊗ ∼ α∗ (the proof is left to the reader),
which also is a desirable consequence: it is forbidden to exceed the speed limit on the
highway but it is false that Paul is not exceeding the speed limit. As such, DDS is able
to represent the fact that an obligation has been violated.
Nute and Yu (1997, p.6) argued that Chisholm’s paradox follows when a logic allows
for both factual and deontic detachment.32 In standard deontic logic, 16.16 and 16.18 are
translated respectively as O¬p and O(¬p ⊃ ¬q), which by deontic detachment leads to
O¬q. This contradicts Oq, which can be factually detached from the other premises. Let
us see what happens if we assumed a form of deontic detachment and instead translated
16.18 by 16.21, expressing that ideally it is false that Paul ought to slow down. From these
premises, we would obtain 16.22.
∼ Oβ np/np (16.21)
Oα∗ ⊗ (∼ Oβ ⊗ (α⊗ (α( Oβ)))
CNR
//Oα∗ ⊗ (∼ Oβ ⊗Oβ) (16.22)
Proof. 16.22
(1)
Oα∗
CNR
//Oα∗
(1) ∼ Oβ
CNR
// ∼ Oβ
(1)
α( Oβ
CNR
//α( Oβ
(cl)
α⊗ (α( Oβ)
CNR
//Oβ
(t)∼ Oβ ⊗ (α⊗ (α( Oβ))
CNR
// ∼ Oβ ⊗Oβ
(t)
Oα∗ ⊗ (∼ Oβ ⊗ (α⊗ (α( Oβ)))
CNR
//Oα∗ ⊗ (∼ Oβ ⊗Oβ)
32 See Loewer and Belzer (1983) and Vorobej (1986) for a discussion on detachment.
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Note, however, that since CNR does not satisfy (Cart), it follows that the members
of the conjunction cannot be detached. As such, neither Oα∗, Oβ, ∼ Oβ or ∼ Oβ⊗Oβ is
derivable. What we do have, from 16.22 and (cut), is 16.23. This result does not yield 0
since neither (Cart) nor (0) are available (see Peterson 2014d). Hence, interpreting 0 as a
failure, we obtain that even though some part of a package of normative premises leads to
a failure, it does not imply that the premises fail altogether. From a legal point of view,
this is an interesting property: it is not because some norms are inconsistent with each
other that the whole legal system fails altogether.33
Oα∗ ⊗ (∼ Oβ ⊗ (α⊗ (α( Oβ)))
CNR
//Oα∗ ⊗ 0 (16.23)
Proof. 16.23
...
16.22
(1)
Oα∗
CNR
//Oα∗
(1)∼ Oβ
CNR
//Oβ( 0
(cl)∼ Oβ ⊗Oβ
CNR
// 0
(t)
Oα∗ ⊗ (∼ Oβ ⊗Oβ)
CNR
//Oα∗ ⊗ 0
(cut)
Oα∗ ⊗ (∼ Oβ ⊗ (α⊗ (α( Oβ)))
CNR
//Oα∗ ⊗ 0
In both cases, the premises do not lead to 0, and as such DDS satisfies Goble’s
criterion of consistency. With both translation, DDS is able to represent the intuitive
consistency of Chisholm’s set. However, these premises do not allow us to conclude which
obligation is in force. To model that Oβ should follow from this set, we need to appropri-
ately translate the second premise. Van der Torre and Tan (1997) argued that Chisholm’s
paradox is a case of factual defeasibility, where the contrary-to-duty obligation Oβ over-
shadows the violated obligation Oα∗. As such, it is assumed that Oβ holds under the
circumstances that α, Oα∗ and α∗ (∼ Oβ hold. Hence, 16.17 would rather be trans-
lated in DDS by 16.24, and we would thus get the desired result via 16.25.34
(Oα∗ ⊗ (α⊗ (α∗(∼ Oβ)))( Oβ (16.24)
(Oα∗ ⊗ (α⊗ (α∗(∼ Oβ)))⊗ (Oα∗ ⊗ (α⊗ (α∗(∼ Oβ)))( Oβ
CNR
//Oβ (16.25)
33 This is also an interesting property if DDS is to have any repercussion on the field of artificial
intelligence: some instructions may still be in force even though others fail.
34 It can be objected that to obtain the desired result, one needs to make ad hoc modifications to the
premises and do some previous inferences to encode the desired result within the premises. This objection
has been dealt with in Peterson (2014d).
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Proof. 16.25
(1)
(Oα∗ ⊗ (α⊗ (α∗(∼ Oβ)))( Oβ
CNR
// (Oα∗ ⊗ (α⊗ (α∗(∼ Oβ)))( Oβ
(cl)
(Oα∗ ⊗ (α⊗ (α∗(∼ Oβ)))⊗ (Oα∗ ⊗ (α⊗ (α∗(∼ Oβ)))( Oβ
CNR
//Oβ
This last theorem exemplify the fact that CNR allows for restricted (factual) de-
tachment, but only under specific circumstances. It was shown in Peterson (2014d) that
CNR avoids the problem of augmentation (cf. Jones 1991), also known as the problem of
strengthening the antecedent of a deontic conditional (cf. Alchourro´n 1996). As a result,
it does not allow for unrestricted detachment. With CNR, (factual) detachment is only
possible when we are under the specific context of the conditional obligation. If more
information is added to the context, we need to evaluate whether or not the obligation
still holds under that context. From a legal point of view, this is a desirable property: to
assess whether or not an obligation holds under some conditions, one must interpret the
law, and this is a task which is done by lawyers and judges. But more importantly, it is a
task that cannot be done by logic alone (cf. Coˆte´ 2006).
Normative conflicts
Goble (2004, p.78) identified ex falso sequitur quodlibet as the “real culprit” for deontic
explosion. Categorically speaking, ex falso sequitur quodlibet is represented by the axiom
(0) and amounts to consider ⊥ or 0 as initial objects. Despite this recognition, Goble
(2004, 2009) proposed to keep ex falso sequitur quodlibet, arguing that it is required to
validate the Smith argument.
In DDS, there is no need to keep ex falso sequitur quodlibet given that the Smith
argument can be modeled through OL. By constructing CNR as a symmetric closed
deductive system, we reject (0) and therefore avoid deontic explosion, satisfying Goble’s
criterion of non-triviality.
Another interesting property of DDS is that it enables us to model that even though
a norm is in place, it might happen in some situation that the norm does not hold anymore.
Formally, this property is represented by the fact that the following does not hold for CNR.
(ϕ⊗ ψ)⊗ [(ϕ⊗ ψ)(∼ ψ] // 0
In a Cartesian deductive system, we would be able to obtain both ψ and ∼ ψ from
(ϕ⊗ ψ)⊗ [(ϕ⊗ ψ)(∼ ψ]. However, in CNR, ∼ ψ is obtained from (ϕ⊗ ψ), which can
only be used once. To obtain ψ⊗ ∼ ψ from the given premise, one would need to assume
ϕ twice. From a legal perspective, this allows us to model conflicts of norms that arise
from specificity (cf. van der Torre and Tan 1997). Even though some general norm holds,
it might happen that in some context it is cancelled and does not hold anymore.
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The good Samaritan
The good Samaritan paradox was first presented by Prior (1958), but different formulations
were offered by Nozick and Routley (1962), A˚qvist (1967) and later Forrester (1984). The
paradox goes along the following line of reasoning:
1. the good Samaritan ought to help the traveler who has been robbed;
2. if the good Samaritan helps the traveler who has been robbed, then the traveler has
been robbed.
By deontic consequence, this imply that it ought to be that the traveler is robbed,
which is a peculiar conclusion to be drawn. In DDS, there are three plausible translations
of the good Samaritan paradox. The first one is:
O(α • β) (np/act) (16.26)
α • β
PAL⊗
// β (16.27)
From this translation and (∆⊗), we obtain the undesired result that Oβ follows from
O(α • β). This translation is, however, unlikely. The obligation for the good Samaritan is
not to help the traveler while he is being robbed, but it is rather to help him afterwards.
Hence, O(α • β) is not an appropriate translation of the first premise given the properties
of action conjunction.
The second translation available to us is:
O(α • β) (np/act) (16.28)
α⊗ β
PAL⊗
// β ap (16.29)
Even though O(α • β) is still not an appropriate translation of the first premise, it
is noteworthy that with this translation, (∆⊗) cannot be applied, and as such we do not
obtain a deduction arrow from O(α • β) to Oβ.
This second translation could be a solution to a modified version of the good Samar-
itan paradox, which we call the Hero paradox (or, as we prefer, Batman’s paradox ):
1. Batman ought to help Robin, who is under attack by the Joker.
2. If Batman helps Robin, who is under attack by the Joker, then Robin
is under attack by the Joker.
∴ The Joker ought to attack Robin.
The main difference between Batman’s paradox and the good Samaritan paradox is
that in the former the conjunctive action is simultaneous while in the latter it is not. As
such, O(α • β) could be a translation of the first premise in Batman’s paradox. If it is,
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then the translation of the premises by 16.28 and 16.29 enables us to avoid the unlikely
conclusion that the Joker has an obligation to attack Robin. That being said, one could
easily argue that Batman’s obligation is not to ‘help Robin while he is under attack’, but
that it rather is to ‘help Robin’ under the circumstances that he is under attack. This is a
plausible interpretation seeing that if a conjunctive action is obligatory, then it is expected
that both parts of the conjunctive action can be accomplished by the same person. In this
case, β should not be a part of Batman’s obligations since it cannot be accomplished by
Batman. The first premise could thus be translated by β( Oα, in which case, assuming
that Robin is under attack, one could then conclude that Batman ought to help him.
The third translation of the good Samaritan paradox follows A˚qvist (1967) and is
more faithful to the meaning of the first premise in the natural language.
Oα⊗ β (np/act)\np/ap (16.30)
α⊗ β
PAL⊗
// β ap (16.31)
Considering that (∆⊗) cannot be applied to 16.31, there is no arrow which can link
the premises to Oβ.
Some useful deductions in AL
We now list some other useful deductions. First, it is quite easy to show from (cpt1) and
(cpt2) that α • β∗∼=α	 β.
(1)
α • β∗
AL
// α • β∗
(b)
α • β∗
AL
// β∗ • α (cpt1)β∗ • α
AL
// α	 β
(cut)
α • β∗
AL
// α	 β
(cpt2)
α	 β
AL
// β∗ • α
(1)
β∗ • α
AL
// β∗ • α
(b)
β∗ • α
AL
// α • β∗
(cut)
α	 β
AL
// α • β∗
Moreover, it is possible to show that α∼=α∗∗. The first part of the proof follows from
the definition of the dual object by α∗ =def ∗ 	 α.
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(1)
α • α∗
AL
// α • α∗
(b)
α • α∗
AL
// α∗ • α
(1)
α∗
AL
// α∗
α∗
AL
// ∗ 	α
(cl)
α∗ • α
AL
// ∗
(cut)
α • α∗
AL
// ∗
(cl)
α
AL
// ∗ 	α∗
α
AL
// α∗∗
From this proof, one can also see that α∗ • α
AL
// ∗. The other part is a bit more
tricky.
(from previous proof)
α∗
AL
// α∗∗∗ (1) α
AL
// α
(t)
α∗ • α
AL
// α∗∗∗ • α (cpt2)α∗∗∗ • α
AL
// α	 α∗∗
(cut)
α∗ • α
AL
// α	 α∗∗
(1)
α • α∗
AL
// α • α∗
(b)
α • α∗
AL
// α∗ • α
...
α∗ • α
AL
// α	 α∗∗
(cut)
α • α∗
AL
// α	 α∗∗
(1)
α • ∗
AL
// α • ∗
(r)
α • ∗
AL
// α
(cl) ∗
AL
// α	 α (cpt2) α	 α
AL
// α∗ • α
(cut) ∗
AL
// α∗ • α
(1)
α∗ • α
AL
// α∗ • α
(b)
α∗ • α
AL
// α • α∗
(cut)∗
AL
// α • α∗
(1)
α∗∗
AL
// α∗∗
(r)
α∗∗
AL
// α∗∗ • ∗
...
∗
AL
// α • α∗
...
α • α∗
AL
// α	 α∗∗
(cut)∗
AL
// α	 α∗∗
(cl)
α∗∗ • ∗
AL
// α
(cut)
α∗∗
AL
// α
From this proof, we also get ∗ ∼= α • α∗. Although it might seem curious at first
glance, it happens in AL that we have ∗∼=∗∗. This might seem peculiar since in terms of
truth value, this would mean that > ∼= ¬>. This is actually an interesting property of
compact deductive systems.
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(1) ∗∗
AL
// ∗∗
(r) ∗∗
AL
// ∗∗ • ∗
(1) ∗∗ • ∗
AL
// ∗∗ •∗
(b) ∗∗ • ∗
AL
// ∗ •∗∗
(1)∗∗
AL
// ∗∗
∗∗
AL
// ∗ 	∗
(cl)∗ • ∗∗
AL
// ∗
(cut)∗∗ • ∗
AL
// ∗
(cut)∗∗
AL
// ∗
(1)∗ • ∗
AL
// ∗ •∗
(r)∗ • ∗
AL
// ∗
(cl)∗
AL
// ∗ 	∗
∗
AL
// ∗∗
Here, one can easily see why formulas of AL should not be interpreted in terms of
declarative statements. The formula α •α∗ is neither a contradiction nor a tautology, and
∗ is neither true nor false.
Finally, one can prove that α∼=β if and only if α∗∼=β∗. This will help when we reason
with interdictions. The proof is quite straight forward. From left to right, assume α∼=β,
hence α∼=β∗∗, and thus:
α
AL
// β∗∗
α
AL
// ∗ 	β∗
β∗ • α
AL
// ∗
β∗
AL
// ∗ 	α
β∗
AL
// α∗
By the same reasoning, we obtain α∗
AL
// β∗ from α∗∗∼=β. From right to left, assume
α∗∼=β∗, hence we have (omitting symmetry):
α∗
AL
// β∗
α∗
AL
// ∗ 	β
β • α∗
AL
// ∗
β
AL
// ∗ 	α∗
β
AL
// α∗∗
And since we know that α∼=α∗∗, it follows from (cut) that β
AL
// α. We obtain
α
AL
// β by the same reasoning.
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Examples of analysis
We now show how DDS can help to model legal reasoning with the analysis of three
examples.
Example 16.1. Considering that it is forbidden to remove an elm tree without treating
the elm stump in a manner satisfactory to an inspector, it follows that it is forbidden
to remove an elm tree while not treating the elm stump in a manner satisfactory to an
inspector.35
This example is presented in an unconditional form. As such, it can be modeled
through OL and the premise can be translated by 16.32. The inference is thus obtained
by 16.33.
F (α	 β) np/act (16.32)
F (α	 β)
OL
// F (α • β∗) (16.33)
(from the proofs above)
α	 β∼=α • β∗
(α	 β)∗∼=(α • β∗)∗
(∆)
O(α	 β)∗
OL
//O(α • β∗)∗
(def F )
F (α	 β)
OL
// F (α • β∗)
Example 16.2. It is forbidden to make tributyltetradecylphosphonium chloride (Fα),
unless the following conditions are satisfied36:
1. the manufacture is for export only (β);
2. the manufacturer has notified the Minister (γ);
3. the manufacturer uses a fully contained process (η).
This regulation could be translated either by 16.34 or 16.35.
F (α	 (β ⊗ (γ ⊗ η))) (16.34)
Fα⊗ ((Fα⊗ (β ⊗ (γ ⊗ η)))( Psα) (16.35)
However, equation 16.34 does not imply that it is permitted to make tributyltetrade-
cylphosphonium chloride when the conditions are satisfied. Hence, 16.35 would be more
accurate to the signification of the regulation within the natural language. It is a case of
specificity, where Fα is more general and is overruled in some context.
35 Dutch Elm Disease Regulation, Manitoba Regulation 213/98.
36 Tributyltetradecylphosphonium Chloride Regulations, SOR/2000-66.
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The regulation specifies that the permission holds under the circumstances that Fα
and β ⊗ (γ ⊗ η) hold, hence the conditional permission can be formulated by:
(Fα⊗ (β ⊗ (γ ⊗ η)))( Psα (16.36)
Assuming a context where it is forbidden to make tributyltetradecylphosphonium
chloride, but that it is permitted under the aforementioned circumstances, and that these
circumstances are met, one can conclude that it is permitted to make tributyltetrade-
cylphosphonium chloride by (1) and (cl). In such a context, the interdiction would not be
in force anymore.
(Fα⊗ (β ⊗ (γ ⊗ η)))⊗ [(Fα⊗ (β ⊗ (γ ⊗ η)))( Psα] CNR // Psα (16.37)
Example 16.3. The sign P-110-5 indicates that it is forbidden to make a U-turn, unless
the vehicle is authorized.37
Assume that Paul, who did not drive an authorized vehicle, made a U-turn. In this
case, one might want to be able to conclude from the previous regulation that it was
forbidden for Paul to do so, and as such that he is liable. The first obvious translation for
the regulation is 16.38, which says that it is usually forbidden to make a U-turn but it is
permitted if the vehicle is authorized.
Fα⊗ (β( Psα) (16.38)
This, however, would not allow us to conclude that it was forbidden for Paul to make
a U-turn. In addition to this regulation, we would have in the context that Fα but ∼ β,
and since (Cart) is not satisfied, we would not be able to derive Fα. Another possible
translation would be 16.39, which states that the interdiction is conditional to a context
where there is a sign P-110-5 (c is of type d), and the U-turn is permitted in a context
where there is a sign but the vehicle is authorized.
(c( Fα)⊗ ((c ⊗ β)( Psα) (16.39)
But again, this would not allow us to conclude that Paul should not have made a
U-turn (i.e., that it was forbidden for him to do so), since the context would be c ⊗ ∼ β.
In order to be able to conclude that it was forbidden for Paul to make a U-turn, we need
to assume that this interdiction holds under the circumstances that:
1. there is a sign;
2. the vehicle is unauthorized;
3. there is a conditional permission of making a U-turn when the vehicle is authorized.
37 Quebec Regulations on Road Signs, RRQ, c C-24.2, r 41.
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((c ⊗ ∼ β)⊗ (β( Psα))( Fα)⊗ (β( Psα) (16.40)
Assuming this together with c ⊗ ∼ β, we would then be able to conclude Fα from
(1) and (cl).
Now assume that a police officer, who saw Paul make a U-turn, also made a U-turn
to pursue Paul. In this case, we want to be able to conclude that the police officer was
allowed to make the U-turn. The solution is, as in the case of the interdiction, to specify
adequately the conditions under which the permission holds. The conditional permission
is meant to hold when:
1. there is a sign;
2. the vehicle is authorized;
3. there is a conditional interdiction of making a U-turn when the vehicle is unautho-
rized.38
(((c ⊗ β)⊗ (∼ β( Fα))( Psα)⊗ (∼ β( Fα) (16.41)
Together with c ⊗ β, this yields Psα. This third example shows that interpreting
the law is a crucial part of legal reasoning. To do a proper legal inference, one must
first determine the context and the normative propositions that hold under that context.
As such, there is a human component to legal reasoning, which consists of assessing the
appropriate premises of the argument.
Conclusion
Summing up, we introduced a deontic deductive system DDS built upon an action logic
AL, a propositional action logic PAL, an obligation logic OL and a logic for conditional
normative reasoning CNR. An interesting fact about DDS is that all its components
have a different structure. From a philosophical point of view, this is not only a desirable
property, but it is foremost a necessary one. To model normative reasoning, one must
be able to reason with facts, with actions, with facts about actions, with norms and with
conditional norms. The complexity of our natural language relies namely upon the fact that
some of its parts do not share the same structure. Reasoning with conditional obligations
does not require the same characteristics as reasoning with unconditional obligations.
Similarly, reasoning about what actions are is not the same thing as reasoning about which
actions are true. By incorporating different structures, DDS allows for the representation
of the complexity of our natural normative language.
38 We could also use a general interdiction instead of a conditional one, or an interdiction conditional
to c⊗ ∼ β.
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Another upshot of DDS is that it possesses a familiar structure. Indeed, fibrations
are common structures in mathematics and in type theory. From an epistemological point
of view, defining DDS as a fibration hints at the possibility that the structure of our
natural language is more familiar than we think to some mathematical structures.
The main motivation of this article was to introduce a deontic logic that can be
used to model Canadian legal discourse. As such, it was constructed upon some of its
fundamental characteristics, including the presumption of normative consistency, which
insures its rationality. We showed howDDS can be used to solve some paradoxes of deontic
logic and provided some examples of analysis of legal reasoning. Building on previous work,
we used category theory as a proof-theoretical foundational framework for logic, and we
showed how some problems for deontic logic can be solved by using different types of
deductive systems. The present paper was, however, mainly a syntactical contribution to
the proof-theory of deontic logic, and as such the task of building a proper semantics for
this system remains. For future research, we intend to develop a functorial semantics for
DDS and its components.
All things considered, we hope to have convinced the reader that a categorical anal-
ysis of logic is relevant to philosophical issues, hence the categorical imperative.
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Chapitre 17
Discussion
Contribution the´orique
Tout compte fait, il s’ave`re que les objectifs fixe´s au chapitre 10 ont e´te´ atteints. Le premier
but e´tait de de´velopper un cadre conceptuel alternatif a` la logique modale K en vue de
l’analyse de la validite´ des infe´rences le´gales inconditionnelles. Cela a e´te´ fait au chapitre
11, ou` une logique de l’obligation a e´te´ de´veloppe´e et adapte´e aux fins de l’analyse des
infe´rences normatives au chapitre 12. Cela dit, meˆme si OL offre une alternative inte´res-
sante au syste`me modal K, il n’en demeure pas moins que ce dernier posse`de ses limites.
Notamment, OL n’est pas base´ sur une logique de l’action ade´quate a` la repre´sentation des
actions humaines et e´choue a` rendre compte de manie`re acceptable de la distinction entre
action et proposition. Cette limite se comprend dans la mesure ou` l’objectif e´tait de fournir
un cadre de travail diffe´rent mais comparable a` la logique modale K pour l’analyse des
infe´rences normatives. Ne´anmoins, OL a e´te´ reconstruit au chapitre 16 afin de re´pondre
a` ces lacunes.
Le second objectif de la the`se e´tait le de´veloppement d’une logique de l’action non-
boole´enne ade´quate a` la repre´sentation des actions humaines. Cela a e´te´ atteint au chapitre
14, ou` une logique d’action et une logique propositionnelle d’action ont e´te´ propose´es.
Finalement, cette the`se visait la mode´lisation des raisonnements normatifs condi-
tionnels et des conflits d’obligations dans un cadre de travail monadique sans ope´rateurs
supple´mentaires. Alors que le chapitre 15 montre comment il est possible de mode´liser les
infe´rences normatives conditionnelles dans un cadre de travail monadique, le chapitre 16
utilise la logique type´e pre´sente´e au chapitre 13 et les re´sultats obtenus aux chapitre 14 et
15 afin de de´velopper un syste`me de´ductif de´ontique capable de mode´liser les infe´rences
le´gales, autant inconditionnelles que conditionnelles.
Le tableau 17.1 indique comment les syste`mes propose´s permettent de re´pondre aux
objections avance´es au chapitre 9. Comme on peut le voir, meˆme si OL succombe aux
arguments 2 et 18, sa reconstruction a` l’aide d’une logique d’action approprie´e permet a`OL
d’y re´pondre. Puisque OL et OL visent la mode´lisation des obligations inconditionnelles,
les arguments 13-17 ne s’y appliquent pas.
On observe aussi que CNR, qui vise la mode´lisation des infe´rences normatives con-
ditionnelles et des conflits d’obligations, re´pond a` la majorite´ des objections avance´es au
chapitre 9. Les deux seuls arguments auxquels CNR ne parvient pas a` re´pondre sont les
arguments 3 et 4, qui spe´cifient que la se´mantique d’une logique de´ontique doit rendre
compte de la dichotomie se´mantique entre les e´nonce´s descriptifs et normatifs tout en
mode´lisant le fait que la valeur de ve´rite´ des propositions normatives de´pend de certaines
normes, e´tablies pas des autorite´s.
Ce de´faut se comprend notamment a` la lumie`re de notre contribution quant a` la
the´orie de la preuve de la logique de´ontique. Notre analyse des proble`mes dus a` la mod-
e´lisation des infe´rences normatives conditionnelles et des conflits d’obligations au chapitre
15 a mis en e´vidence le lien entre ces proble`mes et certaines proprie´te´s structurelles des
logiques utilise´es. Ainsi, outre le syste`me pre´sente´ au chapitre 11, la contribution the´orique
de cette the`se est principalement syntaxique. En assumant la the´orie des cate´gories comme
cadre de travail, nous avons de´veloppe´ une the´orie de la preuve ade´quate a` la mode´lisation
des infe´rences le´gales, laissant de coˆte´ les conside´rations se´mantiques du langage. De fait, a`
strictement parler, DDS ne permet pas de re´pondre aux arguments 3 et 4, qui s’adressent
a` la se´mantique du langage formel. Comme nous le verrons a` la section suivante, cela ne
constitue cependant pas une impasse pour notre approche.
Arguments OL OL CNR
1
√ √ √
2 × √ √
3
√ × ×
4
√ × ×
5
√ √ √
6
√ √ √
7
√ √ √
8
√ √ √
9
√ √ √
10
√ √ √
11
√ √ √
12
√ √ √
13 − − √
14 − − √
15 − − √
16 − − √
17 − − √
18 × √ √
19
√ √ √
Tableau 17.1: Re´ponse aux arguments
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Avenues de recherche future
La logique de´ontique est un domaine ayant des re´percussions dans plusieurs autres dis-
ciplines. A` la lumie`re de la contribution the´orique de cette the`se, plusieurs avenues de
recherche s’offrent a` nous. D’abord, conside´rant que cette the`se offrait principalement une
contribution syntaxique quant a` l’analyse des infe´rences le´gales, un de nos objectifs est de
de´velopper une se´mantique et de montrer la comple´tude de DDS.
D’un coˆte´, il s’agira de proposer une se´mantique alge´brique dans le cadre des treillis
re´sidue´s (cf. Galatos et al. 2007) et des mono¨ıdes commutatifs re´sidue´s involutifs par-
tiellement ordonne´s. Brie`vement, un mono¨ıde commutatif partiellement ordonne´ est un
ensemble partiellement ordonne´ M = 〈M,≤〉 posse´dant une ope´ration · associative et
commutative ainsi qu’une unite´ 1. Un mono¨ıde est re´sidue´ lorsque celui-ci satisfait ce que
l’on nomme la loi de re´siduation (R), et il est involutif lorsqu’il satisfait (p\0)\0 = p.
p · q ≤ r si et seulement si p ≤ q\r (R)
Or, on peut aise´ment montrer qu’une telle structure est en fait une instance d’une
cate´gorie ∗-autonome, et par conse´quent cela fournit un mode`le alge´brique pour CNR.
Nous avons de´ja` montre´ dans Peterson (2014b) que le syste`me de´ductif construit a` partir
de la fibration de AL avec CNR peut s’interpre´ter selon cette structure, qui fournit une
se´mantique ade´quate et comple`te. Ainsi, cela fait un premier pas en vue d’une se´mantique
pour DDS et une avenue de recherche consiste a` appliquer ces re´sultats afin d’obtenir une
se´mantique ade´quate et comple`te pour chaque fragment du syste`me. La se´mantique pour
AL requerra probablement l’introduction de la notion de mono¨ıde compact, instance d’une
cate´gorie compacte.
Par ailleurs, Baez et Stay (2011) ont montre´ que les diagrammes a` cordes offrent
un langage approprie´ pour les cate´gories mono¨ıdales. Ainsi, il est possible de construire
une se´mantique pour DDS dans a` l’aide de tels diagrammes. Nous avons de´ja` montre´
dans Peterson (2014c) que les diagrammes a` cordes offrent une se´mantique ade´quate et
comple`te pour CNR en plus de fournir une proce´dure de de´cidabilite´. L’inte´reˆt d’une
telle approche est que cela permet la repre´sentation visuelle des infe´rences, et par le fait
meˆme cela permet de de´finir une me´thode pour tester la validite´ des infe´rences normatives
conditionnelles. De fait, une fois que cette me´thode sera applique´e a` DDS dans son
ensemble, les diagrammes a` cordes permettront d’utiliser le syste`me de´ductif de´ontique
dans une perspective de pense´e critique afin d’analyser les infe´rences normatives.
En plus des pistes qui touchent a` la se´mantique de DDS, plusieurs applications
restent a` eˆtre explore´es. Outre les applications de DDS quant a` l’analyse des arguments
le´gaux, une avenue de recheche inte´ressante sera de voir dans quelle mesure ce dernier peut
eˆtre utilise´ en intelligence artificielle. Pavlovic (2013) a re´cemment de´veloppe´ la notion
d’ordinateur mono¨ıdal sur la base des diagrammes a` cordes. En un mot, un ordinateur
mono¨ıdal est de´fini comme une cate´gorie mono¨ıdale syme´trique avec une structure addi-
tionnelle. De fait, une avenue de recherche sera de voir dans quelle mesure CNR peut
s’inte´grer aux ordinateurs mono¨ıdaux en vue de programmer des agents intelligents dont
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le comportement est guide´ par certaines contraintes.
Conclusion
Somme toute, cette the`se offre un nouveau regard sur la logique de´ontique. En analysant
la the´orie de la preuve des syste`mes standards selon la the´orie des cate´gories, il est possible
de mettre en e´vidence que certains proble`mes importants auxquels la logique de´ontique
fait face sont relie´s aux proprie´te´s structurelles des logiques utilise´es. Ainsi, l’analyse de la
logique de´ontique sur la base de la the´orie des cate´gories permet d’identifier pre´cise´ment
les aspects proble´matiques dus a` la mode´lisation des infe´rences. Par le fait meˆme, cela
offre des pistes de solutions en identifiant les structures ou` ces difficulte´s peuvent faire
surface. Toutes choses conside´re´es, nous espe´rons since`rement avoir convaincu le lecteur
de la pertinence philosophique d’une analyse de la logique de´ontique a` partir de la the´orie
des cate´gories et e´rigeons comme maxime universelle que tout philosophe devrait aborder
la logique selon cette perspective.
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