The following supplementary material is provided separately: Table S1 , related to Figure 1 and 3, contains a summary of the stoichiometry of the human NPC (sheet 1), the full dataset of peptide measurements used for absolute quantification (sheet 2), and the MRM assays used for absolute (sheet 3) and relative (sheet 4) quantification of Nups. Table S2 , related to Figure 5 , contains the manually curated nuclear protein complexes definitions and their references (sheet 1), a summary table for the quantified complexes (sheet 2) and the full statistics for complewise protein expression analysis (sheet 3).
MAb414) or scaffold Nups (Nup107 and Nup43) was observed for ~120 min on ice in the supernatant (S) after spinning nuclei (P). In contrast, leakage of Nups was observed when nuclei were incubated at higher temperatures. (B, C) NPCs remain intact in nuclear envelopes isolated from HeLa cells. The characteristic punctuate NPC immunofluorescence staining is observed in nuclei and NEs using anti-Gp210 and the MAb414 antibodies (B, scale bar: 5 µm). Although the transmembrane Nup Gp210 was shown to have a relatively short mean residence time of ~5 min at the NPC in live rat cells (Rabut et al, 2004) , it remained stably integrated to nuclear pores during NE preparations from HeLa cells. (C) The permeability barrier of NPCs in isolated NEs was preserved as probed by their ability to exclude fluorescently labeled high molecular weight dextran (scale bars: 25 µm for overview; 5 µm for zoom-in). (D) Two thirds of the nuclear chromatin was removed in the NE preparations. The depletion of chromatin-associated proteins was quantified by comparing the ratio between the summed intensities of lamins and histones obtained from shotgun proteomics of nuclei and NEs. The displayed ratios correspond to mean ± standard error of the mean, obtained from three biological replicates. (E-G)
Performance of targeted proteomic measurements. (E) The score distribution of the combined targeted proteomics measurements for absolute quantification obtained from four biological replicates were statistically validated using mProphet (Reiter et al) , filtered with a normalized discrimination score > 4, corresponding to a false discovery rate (FDR) < 2.5x10 -5 , and show an excellent discrimination of target from decoy transitions. (F)
More than 80% of the selected multiple reactions monitoring (MRM) assays displayed a coefficient of variation < 0.2 across the four biological replicates, underlining the accuracy and reproducibility of the absolute quantification. (G) Absolute abundance across biological replicates is highly correlated. We assessed the reproducibility of the measurements at the protein level by arbitrarily splitting the four replicates in two groups and calculating the protein abundances independently for the two dataset. Nup abundances were calculated as the median of all the assays ± median absolute deviation and normalized to the Nup107-subcomplex as in Figure 1 . MDa of the human NPC based on the assumption that 32 copies of the Nup107 subcomplex occur per NPC.
Isosurface representations of the cryo-EM map of the human NPC (Maimon et al, 2012 ) are shown at different molecular weights that were calculated based on 16 copies of the majority of all scaffold Nups per NPC and alternatively for 32 copies. Transmembrane and FG-containing Nups were omitted in the calculation because they are likely averaged out in the cryo-EM map. The thresholds for the isosurface representations were set in a way that the enclosed volume matches the calculated molecular weight. While the electron optical density enclosed by the isosurface largely skeletonizes in case of 16 copies, it looks more realistic in case of 32 copies. Figure 2C . In (G) and (H) copies per NPC are shown after correction for the labeling efficiency but without correction for the maturation efficiency, which was set to 80% in the simulations but is unknown for the experimental data. The very bright spots seen in images (A-D) are fiducial markers used for drift correction. Scale bars: 1 µm and 150 nm for zoomed images. selected from the CORUM database (Ruepp et al, 2010) , complex-complex interaction resource (CCI) (Malovannaya et al, 2011) , and the available literature. (B-C) Pie charts comparing subunit redundancy in complexes definitions in the entire CORUM core dataset (Release February 2012) (B) and the manually curated dataset (C) by counting the number of proteins assigned to one or more entries. Figure 3A for comparison (targeted proteomics). Although not all seven dynamic Nups identified by targeted proteomics passed the significance threshold when applied to the less accurate shotgun data, we observed the same trend in almost all cases. (F) Complexes remodeling was analyzed using an alternative source of complex definitions (Havugimana et al, 2012) . As in Figure 5 , complexes were identified as dynamic if the expression of at least one subunit was significantly changed across the cell lines.
Despite a slight inflation in the proportion of dynamic complexes, the results are in agreement with our analysis (Figure 5 ), indicating that a significant fraction of nuclear protein complexes undergo cell-type specific compositional rearrangements. Medium (EMEM) supplemented with 2 mM L-glutamine, 1% non-essential aminoacids, and 1 mM sodium pyruvate. All media were supplemented with 10% heat inactivated fetal calf serum (FCS). All cell lines were propagated using standard procedures and grown at 37°C in 5% CO 2 .
Supplementary Materials and Methods

Isolation of nuclei and NEs from human cell lines
All following procedures were performed on ice or at 4°C. Cells growing in exponential phase (60-70% confluent) were harvested by scraping, collected by centrifugation and washed with cold PBS-Dulbecco (2.7 mM KCl, 1.5 mM KH 2 PO 4 , 137 mM NaCl, 8.1 mM Na 2 HPO 4 ). Cells were allowed to swell in hypotonic buffer (0.2 M sucrose, 10 mM Tris-HCl pH 7.5, 25 mM NaCl, 5 mM MgCl 2 ) for HEK293; 50 mM Tris-HCl pH 7.5 for the other cell lines, both supplemented with protease inhibitors (aprotinin 10 µg/mL, leupeptin 5 µg/mL) for 40 min, then lysed with 10-23 gentle strokes in a Dounce homogenizer using a tight pestle. Nuclei were collected by centrifugation at 1,000x g for 13 min, washed once with buffer NB (0.25 M sucrose supplemented with 50 mM Tris-HCl pH 7.5, 25 mM KCl, 5 mM MgCl 2 , 2 mM DTT and protease inhibitors). For RKO cells, final concentrations of 10 mM KCl, 5 mM MgCl 2 and 0.25 M sucrose were added before centrifugation.
Typically between 1 and 3e7 nuclei were then resuspended in 3 mL of a 2:1 mixture of buffer NC (2.3 M sucrose supplemented with 50 mM Tris pH 7.5, 25 mM KCl, 5 mM MgCl 2 , 2 mM DTT and protease inhibitors) and buffer NB, underlayed with 1.5 mL buffer NC and spun for 30 min at 15,000x g (45 min at 17,800x g for HEK293). Pellet was resuspended with 200 µL buffer NB, diluted to 5 mL with buffer NB and spun for 13 min at 1,000x g. Recovered nuclei were resuspended in buffer NB counted with hemocytometer and either further processed or directly lysed for MS analysis (see below).
For NE isolation, purified nuclei (typically between 0.5 and 1e7) were resuspended in 1 mL buffer NE-A 
Dextran staining
After isolation, NEs were diluted in wash buffer and transferred to a cold Lab-Tek 8 well imaging dish (Thermo Fisher Scientific GmbH, Bremen, Germany). The isolated organelles were spun gently at 4°C, 600x g for 6 min.
After centrifugation, the Lab-Tek dish was kept on ice until imaging. TRITC-Dextran (molecular weight > 155 kDa) (Sigma-Aldrich GmbH), a kind gift of the Mattaj Lab, was added 10 min before imaging. Images were obtained on a Leica SP5 confocal microscope using a 63x NA 1.4 oil λ objective (Leica Microsystems GmbH, Wetzlar, Germany) and the 561 nm laser line for fluorophore excitation. Images were acquired with Leica LAS AF imaging software.
Immunofluorescence
Immunofluorescence was performed following standard protocols using 0.2% (v/v) Triton X-100 in PBS as permeabilizing buffer, 2% (v/v) FCS in PBS supplemented with 2% (w/v) bovine serum albumin (BSA) as blocking buffer and 2% (w/v) paraformaldehyde in PBS as fixation buffer. Samples were incubated for 1 h at room temperature with primary antibodies diluted in blocking buffer (1:2,500 for MAb414, Covance, Princeton NJ, USA, and 1:100 for anti-Gp210 antibody, kind gift of Dr. Joseph Glavy) and 1h at room temperature with 1:1,000 dilution of secondary antibodies (anti-mouse IgG-Cy3, Sigma-Aldrich GmbH, and anti-rabbit IgG-Alexa
Fluor 488, Life Technologies) in blocking buffer. Samples were counterstained with Hoechst-33342 (SigmaAldrich GmbH) at 1 μg/mL for 5 min at room temperature. Samples were mounted with Mowiol (Carl Roth GmbH, Karlsruhe, Germany) on glass coverslips for imaging purpose. Imaging was performed on a LSM780
(Zeiss GmbH, Oberkochen, Germany) confocal microscope with a 63x objective (Plan-Apochromat 63x/1.4 Oil Zeiss) using the 514, 488 and 405 nm laser lines for fluorophore excitation.
Nup-release Western Blot
Nuclei were purified as described above, and resupended to a final concentration of 1e7 nuclei/mL. 100-200 µL were used per incubation condition. Each sample was incubated at the corresponding temperature and time, then spun at 10,000x g for 10 min at 4°C, and supernatant and pellet were collected. 4x Laemmli sample buffer was added to the supernantant fraction, and the pellet was resuspended in 1x-Laemmli buffer to the same final volume. Samples were incubated at 95°C for 10 min, and equal volumes were loaded for SDS-PAGE and WB.
Standard protocols were used for semi-dry transfer of the proteins onto a nitrocellulose membrane followed by WB. The primary antibodies used were MAb414 (Covance), anti-laminB1/B2 IQ176 (clone X223, Immuquest, Seamer, UK), anti-Nup107 and anti-Nup43 (kind gifts of Dr. Joseph Glavy). Secondary antibodies conjugated to HRP were from Jackson ImmunoResearch Inc. (West Grove PA, USA).
Sample preparation for mass spectrometry
Nuclei and NE were resuspended in the appropriate wash buffer without protease inhibitors at a concentration between 0.5 and 1.5e7/mL. Proteins were solubilized by adding urea buffer (10 M urea in 250 mM NH 4 HCO 3 ) and 2% (w/v) Rapigest (Waters) to a final concentration of 4 M and 0.2% (w/v), respectively. Samples were then sonicated in a vial tweeter for 3x 30 s, each time followed by one minute rest on ice, and stored at -80°C until further processing.
Samples were rapidly thawed in a bath sonicator and further sonicated in a vial tweeter for 3x 30 s, each time followed by one minute rest on ice. Samples were reduced using 10 mM DTT (30 min at 37°C) and cysteines were alkylated with 15 mM iodoacetamide (30 min in the dark). Protein digestion was performed in two steps, first using 1:100 (w/w) LysC (Wako Chemicals GmbH, Neuss, Germany) for 4 h at 37°C then finalized with 1:50 (w/w) trypsin (Promega GmbH, Mannheim, Germany) overnight at 37°C, after the urea concentration was diluted to 1.5 M. Samples were then acidified with 10% (v/v) TFA and the cleavage of Rapigest was allowed to proceed for 30 min at 37°C. Samples were clarified by centrifugation at 17,000x g for 5 min at room temperature and desalted using C18 spin columns (Harvard Apparatus, Holliston MA, USA) following standard procedures.
For absolute quantification, AQUA peptides mix (Thermo Fisher Scientific GmbH) was spiked into the samples prior the addition of LysC at a concentration of 1 pmol per peptide / 1e6 nuclei or NE. For relative quantification, crude synthetic peptides mix was spiked prior acidification. In both cases, the samples were spiked with 1:20 (v/v) retention time kit (RT-kit) (Biognosys AG, Schlieren, Switzerland) prior the injection in the mass spectrometer. Between 2,000 and 5,000 nuclei or NE equivalents (corresponding approximately to 300-700 ng protein) were analyzed by LC-MS/MS or targeted MS.
LC-MS/MS
Peptides were analyzed using a nanoAcquity UPLC system (Waters GmbH) connected online to a LTQ-Orbitrap strategy where up to 10 of the most abundant ions per full scan were fragmented by higher-energy collisionally activated dissociation (HCD, normalized collision energy = 35, activation Q = 0.100) and analyzed in the Orbitrap (R = 7,500 FWHM). In this case, ion target value for MS/MS scans was 50,000 (or 100 ms maximum fill time) for MS/MS scans. Charge states 1 and unknown were rejected. Dynamic exclusion was enabled with repeat count = 1, exclusion duration = 60 s, list size = 500 and mass window ± 15 ppm.
LC-MRM
A key step for the establishment of a successful targeted proteomic assay is the accurate selection of proteotypic peptides (PTPs) for the targets of interest. Therefore, we first performed a discovery phase aimed at the selection of PTPs, which was based on a deep proteomic characterization of NE samples. NE tryptic digests from four biological replicates were analyzed by LC-MS/MS (see LC-MS/MS section). At least two technical replicates per sample were analyzed to ensure the highest proteome coverage. In total, more than 2,500 NE-associated proteins were identified including all the known Nups. In particular, more than 1,000 unique Nup-derived peptides were identified. From this dataset, we selected PTPs using a semi-automated pipeline that assigned suitability scores based upon: LC-MRM assays were generated from high-resolution LC-MS/MS runs. Peptides were diluted, spiked with the iRT-kit (Biognosys AG) according to the manufacturer's instructions by LC-MS/MS in an Orbitrap Velos using HCD for peptide fragmentation. The best spectrum of each peptide served as template to derive the 12 most intense fragment ions (Picotti et al, 2009 ) and approximate retention times relative to the iRT-peptides (Escher et al, 2012) . The resulting 12 transitions were measured in scheduled MRM mode after retention time calibration according to the iRT-kit peptides' retention times on a TSQ Vantage triple quadrupole mass spectrometer (Thermo Fisher Scientific) equipped with a standard nano-electrospray source connected to a Proxeon Easy nLC II system (Thermo Fisher Scientific). Samples were loaded onto a nanoLC column prepared in house by packing PicoFrit emitters (360 µm OD, 75 µm ID, 10 µm tip, New Objective Inc., Wolburn MA, USA) with 11 cm of Magic C18 AQ resin (3 µm particle size, 200 Å pore size, Michrom Bioresources Inc., Auburn CA, USA). Data were processed using mProphet (Reiter et al, 2011) . Relative fragment intensities for the triple quadrupole mass spectrometer and exact iRTs were extracted. The five most intense transitions were selected for the final LC-MRM assay library that was split in three or four runs (corresponding to an average of 38 assays per run) with optimal spreading of iRTs over the runs in order to maximize the dwell time per peptide. Measurement in scheduled MRM mode using 3 min acquisition windows was carried out after calibration of retention times according to the iRT-kit (LC-MRM parameters as above). Assays were manually validated by the detection of co-eluting light and heavy traces in spiked NE samples.
Gradient elution was performed using solvents
A further selection was applied in order to establish the assays to be used for absolute quantification using AQUA peptides. Therefore, technical and biological replicates of spiked NE samples were measured in MRMmode and analyzed using mProphet. Only assays that could be reproducibly detected in all the replicates measured were considered as candidates for absolute quantification. If more than two candidates were available for a target protein, the two assays with the highest average mProphet score across replicates were selected.
Using this procedure, we selected 76 high-confidence PTPs that were purchased as isotopically labeled AQUAUltimate peptides (Thermo Fisher) and supplied as accurately quantified (± 5%) stock solutions. Stock solutions were pooled, acetonitrile was added to a final concentration of 20%, and aliquots were stored at -80°C. Each aliquot was thawed only once and then discarded. Peptides were spiked at 1 pmol per 1x10 6 nuclei or NEs extract.
Data processing: LC-MS/MS
Acquired raw files were converted to centroid mzXML format using readW and then to mgf format using the MzXML2Search script part of the Trans Proteomic Pipeline (TPP) (Deutsch et al, 2010) . After conversion, MS/MS spectra were searched using Mascot v2.2.03 (Matrix Science, London, UK) against a concatened targetdecoy database derived from the human Swiss-Prot entries of the Uniprot release 2010_09. The search criteria were set as follows: full tryptic specificity was required (cleavage after lysine or arginine residues, unless followed by proline); 2 missed cleavages were allowed; carbamidomethylation (C) was set as fixed modification; oxidation (M), acetylation (protein N-term), 13C6-15N2 (K) and 13C6-15N4 (R) were applied as variable modifications, if applicable; mass tolerance of 10 ppm (precursor) and 0.6 Da (fragments). The database search results were further processed using the PeptideProphet (Keller et al, 2002) and ProteinProphet (Keller et al, 2005) program. Protein hits were filtered at a false discovery rate of 1% using a target-decoy strategy (Elias & Gygi, 2007) .
For quantitative label-free analysis, raw files were analyzed using MaxQuant v1.2.2.5 (Cox & Mann, 2008) and protein abundance scores were calculated from the summed intensity of proteotypic peptides, similarly to what already described in (Eberl et al, 2012; Geiger et al, 2012; Schwanhausser et al, 2011) . MS/MS spectra were searched against the human Swiss-Prot entries of the Uniprot release 2011_12 using the Andromeda search engine (Cox et al, 2011) . The search criteria were set as follows: full tryptic specificity was required (cleavage after lysine or arginine residues, unless followed by proline); 2 missed cleavages were allowed; carbamidomethylation (C) was set as fixed modification; oxidation (M) and acetylation (protein N-term) were applied as variable modifications, if applicable; mass tolerance of 20 ppm (precursor) and 0.5 Da (fragments).
The reversed sequences of the target database were used as decoy database. Peptide hits were filtered at a false discovery rate of 1% using a target-decoy strategy (Elias & Gygi, 2007) . After the analysis with MaxQuant, the output data was processed as follows: i) peptides matching to at least one reverse or contaminant hit were filtered out; ii) peptides matching to a unique protein and having at least a second peptide partner matching to the same protein were kept (i.e., two unique peptides per protein); iii) protein intensity was calculated by summing up the intensity of all the unique peptides matching that protein; iv) finally, the intensity was normalized by dividing it over the molecular weight of the protein, and log2-transformed to obtain the final abundance score.
Data processing: LC-MRM
Raw files were converted to mzXML format using readW and processed using mProphet (Reiter et al, 2011) using a "reference peptide spike-in" workflow. The resulting peak groups were filtered using a normalized discrimination score (d_score) > 4, generally resulting in a FDR << 0.001, and manually inspected. L/H ratios were calculated from the apex sum of the selected transitions (at least 2, generally 5) using the "apex sum without outlier" option of mProphet. mProphet output files were processed using routines written in R statistical programming language.
For absolute quantification, four biological replicates were combined and protein ratios were calculated from the median value of all the measurements ± median absolute deviation (Table S1 ). All protein ratios were normalized to the average ratio of the iso-stoichiometric components of the Nup107 subcomplex (Nup107, Nup133, Nup160, Nup43, Nup37, Nup85 and Nup96), which was set as 1 (Figure 1 ). Since we detected a significant enrichment for Nup50 (1.5 fold, p = 1.08e-06, t-test) and Tpr (1.4 fold, p = 2.07e-06, t-test) in the whole nuclear extracts when compared to NE, we estimated the proportion of Nup50 and Tpr that co-purified with remaining chromatin-associated proteins in the NE extracts and corrected their abundance for this factor using the following formula:
where NCF (Nuclear Contamination Factor) is a general estimate of the fraction of chromatin-associated proteins that remains in the NE fraction after RNase and DNase digestion. NCF was derived from LC-MS/MS analysis of 3 biological replicates each of nuclei and NEs from HeLa cells as the ratio between the summed intensities peptides deriving from histones and lamins. The ratio histones/lamins should therefore provide an estimate of the chromatin-associated pool of proteins that has been depleted during the procedure. Peptides' intensities were extracted using MaxQuant; only proteotypic peptides from histone H4 (UniProt accession: P62805) and histone H1.5 (UniProt accession: P16401)), Prelamin A/C (UniProt accession: P02545), Lamin B1 (UniProt accession: P20700) and Lamin B2 (UniProt accession: Q03252)) were used. NCF was thus estimated at 0.384 ± 0.070, indicating that more 60% of the chromatin-associated pool of proteins was depleted during our procedure ( Figure S1D ).
For relative quantification, samples were analyzed in biological triplicates and selected ratios were normalized across samples using quantile normalization (Bolstad et al, 2003) as implemented in the package 'affy' of Bioconductor . Differential protein levels of human Nups in each cell line versus all others were evaluated using linear mixed-effect models (as implemented in R package 'nlme' (version 3.1-103)) with cell line as the fixed factor and multiple peptides as the random factor. Significant differences in protein levels of Nups were noted in individual cell lines with p-value cut-off 0.01 after false discovery rate (FDR) correction for multiple hypothesis testing.
Generation of HEK293_mEos2-Nup107_ miRNAs-αNup107 cell line
The HEK293-Flp-In-T-REx cell line was stably transfected with an inducible plasmid expressing mEos2-Nup107 and two microRNAs (miRNAs) against the endogeneous Nup107 mRNA (derived from the BLOCK-iT Inducible Pol II miRNA RNAi Expression Vector w/EmGFP from Life Technologies). Cells were treated for 96 h with 1 µg/mL of tetracycline to induce the expression of mEos2-Nup107 and the miRNAs.
Quantification of mEos2-Nup107 expression
Nuclei from HEK293_mEos2-Nup107_ miRNAs-αNup107 were purified as described above. Purified nuclei were boiled with Laemmli sample buffer, and loaded for SDS-PAGE and WB with anti-Nup107 antibody. The bands were visualized using a chemiluminiscence solution (Amersham ECL Western Blotting Detection Reagents) and the membrane was exposed onto X-ray films (Amersham Hyperfilm ECL). At least 3 different film exposures were quantified. The films were scanned in a Canon flatbed scanner in grayscale at a resolution of 1200 dpi. The analysis was done with ImageJ 1.46h (Abramoff et al, 2004) as follows: background was subtracted with the default parameters (rolling ball method, with radius=50), lanes were selected and the profile was plotted, a straight horizontal line was drawn to define the x-axis background, each peak was divided in half by a vertical line, and the area under the curve (of half peak) was measured. The percentage corresponding to each band (mEos2-Nup107 and endogenous Nup107) was calculated.
Measurement of Nup107 copies per NPC by super-resolution microscopy
The following procedure describes an imaging and analysis scheme that robustly permits counting the minimal number of mEos2 proteins in the nuclear envelope. In our conservative analysis, we do not take any maturation efficiency of mEos2 into account, which can reduce the number of photoactive and emitting fluorophores (Ulbrich & Isacoff, 2007) . The actual copy number will thus even be higher than the minimal value determined.
Imaging was performed on a custom built microscope centered around a 100x high numerical aperture total internal reflection fluorescence ( For imaging, purified nuclei were spun at 100x g for 9 min on an 8 well Lab-Tek chamber slide (Thermo Fisher Scientific GmbH) together with gold nanospheres (100 nm diameter, Corpuscolar Inc, Cold Spring NY, USA), used as drift fiducial during image acquisition. Imaging using the 488 nm laser line at low power (~1 mW at the back aperture) was used to focus on the nuclear envelope resting on the coverslip. Photo-conversion with 405 nm light (15 ms exposure time) converted sparse mEos2 from the green emitting state to the orange emitting state. This was followed by 17 images of the orange fluorescent state with a frame exposure time of 0.12 s using the 568 nm laser (100 mW). Cycles of photo-conversion and photo-bleaching were performed until complete bleaching of the sample (~1200 s). Complete photo-conversion was then verified by absence of green fluorescence using 488 nm excitation at the end of the experiment. In order to compensate for the decrease in the number of fluorophores during the experiment a hyperbolic power increase excitation strategy for the 405 laser was adopted. Power of the 405 laser at time t after the start of the image series was set according to:
Where I(t) is the excitation intensity I b = 4.7 mW, I 0 = 100 µW and τ = 121000 s µW.
In order to count the number of mEos2-Nup107 molecules in the sample, single fluorophores were activated in different NPCs in the TIRF field. To calculate the number of fluorophores in each NPC the different fluorescent spots need to be detected and assigned to the corresponding NPC. To achieve this goal the different NPCs were identified in the following way; a super-resolution image was reconstructed by summing all the single particles detected in the entire image series (Shroff et al, 2008) and isolated pores were located with a density based clustering algorithm. The analysis steps to perform such a task are shown in detail in Figure S3 and described hereof:
1. Event detection: converted mEos2-Nup107 show up as individual spots in the orange channel. These spots were detected in each frame (red circles in Figure S3A ) using the "Localizer package" (Dr. Peter Dedecker, Katholieke University, Louvain, Belgium) for IgorPro (WaveMetrics, Portland OR, USA) by applying a threshold on the Generalized Likelihood Ratio Test. The center of the spot was localized through Gaussian fitting with the known Point Spread Function with sub-pixel resolution ( Figure S3B ). The resolution, as
given by the localizer package (i.e. the precision of the localization), was at full width half maximum (FWHM)= 37 nm.
2. Super-resolution image reconstruction: a super-resolution image (15 nm*15 nm pixel size) was then reconstructed from binning all the detected events and convolving the resulting image with a Gaussian width according to the determined resolution of 37 nm ( Figure S3C ).
3. Isolated pores selection: in order to detect isolated pores we analyzed the detected events with a density based clustering algorithm, DBSCAN (Ester et al, 1996) . We used a threshold parameter for the clustering algorithm to ensure the retrieval of at least 80% of the data. The result of the clustering algorithm overlapped with the super-resolution image is shown in Figure S3D . To select isolated pores we filtered the resulting clusters on the base of the cluster size (calculated as average distance from the center of mass) and roundness (calculated as variance of distance from the center of mass). To remove noise particles outside of the nuclear rim (such as fluorescent particles sticking to the coverslip) from further analysis we fitted a 2D
Gaussian function on the entire image and selected the detected particles lying within 1.5 sigma from the center of the fitted Gaussian. The result of the pore selection is shown in Figure S3E .
4. Average pore number estimation: mEos2 is known to transiently undergo transitions into a non-fluorescent state (Annibale et al, 2010) . Such a transition can in theory lead to over-counting, e.g. if a particle recovered from the dark state is misinterpreted as a newly activated fluorophore. To eliminate this concern we followed the method presented by Annibale et al. to reliable extract the correct number of mEos2 particles from such an iterative photo-conversion / photo-bleaching experiment (Annibale et al, 2011) . Every particle appearing in the same pixel within a time t d was counted as one. t d was varied from 0 to 63 s and the average number of particles N in one NPC was calculated as a function of t d , which generated the N vs t d histogram in Figure S3G . A multi exponential decay is visible, that originates from blinking and photo-conversion kinetics. According to Annibale et al., the first part of the curve is purely mono-exponential as it contains only blinking kinetics. The exact mono-exponential fitting range was further validated by comparing the Akaike (Akaike, 1974) information criterion (AIC) for both mono-exponential (blue line in Figure S3G ) and bi-exponential decay (red line in Figure S3G ) for increasing fitting range. The N vs t d histogram was fit (blue line in Figure S3H ) until the maximal td that still allowed a significantly better mono-exponential fit (AIC for the mono-exponential decay lower than for the bi-exponential one) with the semi-empirical function Being N the number of fluorophores (which is the copy number of mEos2 per single NPC), n blink is the fraction of fluorophores blinking and t off is the average permanence time into the dark state.
5. mEos2-Nup107 distribution: the final copy number (N) frequency distribution was obtained from 172 clusters imaged from 5 nuclei and corrected for labeling efficiency ( Figure S3I ).
Monte-Carlo simulation of super-resolution images of NPCs
Simulated super-resolution images of NPCs were generated using the following steps:
1. Number of pores was set according to the estimated experimental pore density. NPC positions were generated extracting a random number from a uniform distribution along each axis.
2. For each pore, N fluorophores were distributed around the central axis at a fixed radius (45nm) following an 8-fold symmetry. For each fluorophore, a uniformly distributed random number between 0 and 1 was extracted and compared to the expected overall labeling efficiency, i.e. 0.64 assuming the measured 0.8 gene replacement efficiency and a realistic value for fluorophore maturation of 0.8 (Ulbrich & Isacoff, 2007) . If the extracted number was higher than the efficiency value the fluorophore was not considered for further analysis.
3. Taking the known photo physics properties of mEos2 into account (Lee et al, 2012) for each fluorophore, a 4-level system photodynamic approximation was assumed ( Figure S4E ). The photo-conversion was randomly extracted from a uniform distribution between the pulse periods along the total duration of the experiment (pulse frequency, total duration of the experiment and frame rate were set according to the actual experimental conditions). The rate constant value for k CD and k DC and k B were taken from literature (Lee et al, 2012) . For each frame in which the fluorophore was found in the converted emitting state the fluorophore
