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AUTOEQUIVALENCES OF DERIVED CATEGORIES VIA GEOMETRIC
INVARIANT THEORY
DANIEL HALPERN-LEISTNER, IAN SHIPMAN
Abstract. We study autoequivalences of the derived category of coherent sheaves of a variety
arising from a variation of GIT quotient. We show that these autoequivalences are spherical twists,
and describe how they result from mutations of semiorthogonal decompositions. Beyond the GIT
setting, we show that all spherical twist autoequivalences of a dg-category can be obtained from
mutation in this manner.
Motivated by a prediction from mirror symmetry, we refine the recent notion of “grade restriction
rules” in equivariant derived categories. We produce additional derived autoequivalences of a GIT
quotient and propose an interpretation in terms of monodromy of the quantum connection. We
generalize this observation by proving a criterion under which a spherical twist autoequivalence
factors into a composition of other spherical twists.
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1. Introduction
Homological mirror symmetry predicts, in certain cases, that the bounded derived category of
coherent sheaves on an algebraic variety should admit twist autoequivalences corresponding to a
spherical object [20]. The autoequivalences predicted by mirror symmetry have been widely studied,
and the notion of a spherical object has been generalized to the notion of a spherical functor [1] (See
Definition 3.10). We apply recently developed techniques for studying the derived category of a
geometric invariant theory (GIT) quotient [5,10,13,14,19] to the construction of autoequivalences,
and our investigation leads to general connections between the theory of spherical functors and the
theory of semiorthogonal decompositions and mutations.
We consider an algebraic stack which arises as a GIT quotient of a smooth quasiprojective variety
X by a reductive group G. By varying the G-ample line bundle used to define the semistable locus,
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one gets a birational transformation Xss− /G 99K Xss+ /G called a variation of GIT quotient (VGIT).
We study a simple type of VGIT, which we call a balanced wall crossing (See Section 3).
Under a hypothesis on ωX , a balanced wall crossing gives rise to an equivalance ψw : D
b(Xss− /G)→
Db(Xss+ /G) which depends on a choice of w ∈ Z, and the composition Φw := ψ−1w+1ψw defines an
autoequivalence of Db(Xss− /G). Autoequivalences of this kind have been studied recently under the
name window-shifts [10, 19]. We generalize the observations of those papers in showing that Φw is
always a spherical twist.
Recall that if B is an object in a dg-category, then we can define the twist functor
TB : F 7→ Cone(Hom q(B,F )⊗C B → F )
If B is a spherical object, then TB is by definition the spherical twist autoequivalence defined by
B. More generally, if S : A → B is a spherical functor (Definition 3.10), then one can define a twist
autoequivalence TS := Cone(S ◦ SR → idB) of B, where SR denotes the right adjoint. Throughout
this paper we refer to a twist autoequivalence corresponding to a spherical functor simply as a
“spherical twist.” A spherical object corresponds to the case where A = Db(k − vect).
It was noticed immediately [20] that if B were instead an exceptional object, then TB is the
formula for the left mutation equivalence ⊥B → B⊥ coming from a pair of semiorthogonal decom-
positions 〈B⊥, B〉 = 〈B,⊥B〉.1 In fact, we will show that there is more than a formal relationship
between spherical functors and mutations. If C is a pre-triangulated dg category, then the braid
group on n-strands acts by left and right mutation on the set of length n semiorthogonal de-
compositions C = 〈A1, . . . ,An〉 with each Ai admissible. Mutating by a braid gives equivalences
Ai → A′σ(i), where σ is the permutation that the braid induces on end points. In particular if one
of the semiorthogonal factors is the same subcategory before and after the mutation, one gets an
autoequivalence Ai → Ai.
Summary Theorem 1.1 (spherical twist=mutation=window shifts). If C is a pre-triangulated dg
category admitting a semiorthogonal decomposition C = 〈A,G〉 which is fixed by the braid (acting
by mutations)
then the autoequivalence of G induced by mutation is the twist TS corresponding to a spherical
functor S : A → G (Theorem 3.11). Conversely, if S : A → B is a spherical functor, then there is
a larger category C admitting a semiorthogonal decomposition fixed by this braid which recovers S
and TS (Theorem 3.15).
In the context of a balanced GIT wall crossing, the category C arises naturally as a subcategory
of the equivariant category Db(X/G), defined in terms of “grade restriction rules” (Section 2). The
resulting autoequivalence agrees with the window shift Φw (Proposition 3.4) and corresponds to a
spherical functor fw : D
b(Z/L)w → Db(Xss− /G), where Z/L is the “critical locus” of the VGIT,
which is unstable in both quotients (Section 3).
In the second half of the paper we revisit the prediction of derived autoequivalences from mirror
symmetry. Spherical twist autoequivalences of Db(V ) for a Calabi-Yau V correspond to loops in
the moduli space of complex structures on the mirror Calabi-Yau V ∨, and flops correspond, under
the mirror map, to certain paths in that complex moduli space. We review these predictions, first
studied in [15] for toric varieties, and formulate corresponding predictions for flops coming from
VGIT in which an explicit mirror may not be known.
By studying toric flops between toric Calabi-Yau varieties of Picard rank 2 (Section 4.1), we
find that mirror symmetry predicts more autoequivalences than constructed in Theorem 1.1. The
1Such semiorthogonal decompositions exist when Hom
q
(F
q
, B) has finite dimensional cohomology for all F
q
.
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expected number of autoequivalences agrees with the length of a full exceptional collection on the
critical locus Z/L of the VGIT. Motivated by this observation, we introduce a notion of “fractional
grade restriction windows” given the data of a semiorthogonal decomposition on the critical locus.
This leads to
Summary Theorem 1.2 (Factoring spherical twists). Given a full exceptional collection Db(Z/L)w =
〈E0, . . . , En〉, the objects Si := fw(Ei) ∈ Db(Xss− /G) are spherical, and (Corollary 4.13)
Φw = TS0 ◦ · · ·TSn .
This is a general phenomenon as well. Let S = E → G be a spherical functor of dg-categories
and let E = 〈A,B〉 be a semiorthogonal decomposition such that there is also a semiorthogonal
decomposition E = 〈FS(B),A〉, where FS is the cotwist autoequivalence of E induced by S. Then
the restrictions SA : A → G and SB : B → G are spherical as well, and TS ' TSA ◦ TSB (Theorem
4.14).
We propose an interpretation of this factorization theorem in terms of monodromy of the quantum
connection in a neighborhood of a partial large volume limit (Section 4.2).
1.1. Acknowledgements. The first author would like to thank the attendees of the School on
Algebraic Geometry and Theoretical Physics at the University of Warwick, July 2012 for many
stimulating mathematical conversations, with special thanks to Will Donovan, Ed Segal, and Tim-
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Kentaro Hori, Paul Horja, Hiroshi Iritani, Lev Borisov, and Alexander Kuznetsov. The second
author was partially supported by National Science Foundation award DMS-1204733. The first
author was partially supported by National Science Foundation award DMS-1303960, by Columbia
University, and by the Institute for Advanced Study.
2. Derived Kirwan surjectivity
In this section we fix our notation and recall the theory of derived Kirwan surjectivity developed
in [13]. We also introduce the category Cw and its semiorthogonal decompositions, which will be
used throughout this paper.
We consider a smooth projective-over-affine variety X over an algebraically closed field k of
characteristic 0, and we consider a reductive group G acting on X. Given a G-ample equivariant
line bundle L, geometric invariant theory defines an open semistable locus Xss ⊂ X. After choosing
an invariant inner product on the cocharacter lattice of G, the Hilbert-Mumford numerical criterion
produces a special stratification of the unstable locus by locally closed G-equivariant subvarieties
Xus =
⋃
i Si called Kirwan-Ness (KN) strata. The indices are ordered so that the closure of Si lies
in
⋃
j≥i Sj .
Each stratum comes with a distinguished one-parameter subgroup λi : C∗ → G and Si fits into
the diagram
Zi
σi 00
Yi ⊂ Si := G · Yi
pii
kk
ji // X , (1)
where Zi is an open subvariety of X
λi fixed, and
Yi =
x ∈ X −⋃
j>i
Sj
∣∣∣∣∣∣ limt→0λi(t) · x ∈ Zi
 .
σi and ji are the inclusions and pii is taking the limit under the flow of λi as t→ 0. We denote the
immersion Zi → X by σi as well. Throughout this paper, the spaces Z, Y, S and morphisms σ, pi, j
will refer to diagram 1.
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In addition, λi determines the parabolic subgroup Pi of elements of G which have a limit under
conjugation by λi, and the centralizer of λi, Li ⊂ Pi ⊂ G, is a Levi component for Pi. One key
property of the KN stratum is that Si = G×PiYi, so that G equivariant quasicoherent sheaves on Si
are equivalent to Pi-equivariant quasicoherent sheaves on Yi. When G is abelian, then G = Pi = Li,
and Yi = Si is already G invariant, so the story simplifies quite a bit.
Theorem 2.1 (derived Kirwan surjectivity, [13]). Let ηi be the weight of det(N
∨
Si
X)|Zi with respect
to λi. Choose an integer wi for each stratum and define the full subcategory
Gw := {F q ∈ Db(X/G)|∀i, σ∗i F q has weights in [wi, wi + ηi) w.r.t. λi}.
Then the restriction functor r : Gw → Db(Xss/G) is an equivalence of dg-categories.
The weight condition on σ∗i F
q
is called the grade restriction rule and the interval [wi, wi + ηi) is
the grade restriction window. The theorem follows immediately from the corresponding statement
for a single closed KN stratum by considering the chain of open subsets Xss ⊂ Xn ⊂ · · · ⊂ X0 ⊂ X
where Xi = Xi−1 \ Si.
The full version of the theorem also describes the kernel of the restriction functor r : Db(X/G)→
Db(Xss/G). For a single stratum S we define the full subcategory
Aw :=
{
F
q ∈ Db(X/G) ∣∣∣∣ H∗(σ∗F q) has weights in [w,w + η] w.r.t. λH∗(F q) supported on S
}
we have an infinite semiorthogonal decomposition
Db(X/G) = 〈. . . ,Aw−1,Aw,Gw,Aw+1, . . .〉
This means that the subcategories are disjoint, semiorthogonal (there are no RHom’s pointing to
the left), and that every object has a functorial filtration whose associated graded pieces lie in these
subcategories (ordered from right to left).2 These categories are not obviously disjoint, but it is a
consequence of the theory that no non-zero object supported on S can satisfy the grade restriction
rule defining Gw.
Let Db(Z/L)w ⊂ Db(Z/L) denote the full subcategory which has weight w with respect to λ,
and let (•)w be the exact functor taking the summand with λ weight w of a coherent sheaf on Z/L.
Lemma 2.2 ([13]). The functor ιw : D
b(Z/L)w → Aw is an equivalence, and its inverse can be
described either as (σ∗F
q
)w or as (σ
∗F
q
)w+η ⊗ det(NSX).
Using the equivalences ιw and r we can rewrite the main semiorthogonal decomposition
Db(X/G) = 〈. . . ,Db(Z/L)w,Db(Xss/G)w,Db(Z/L)w+1, . . .〉 (2)
When there are multiple strata, one can inductively construct a nested semiorthogonal decomposi-
tion using Db(Xi−1/G) = 〈. . . ,Aiw,Db(Xi/G),Aiw+1, . . .〉.
In this paper, we will consider the full subcategory
Cw := {F q ∈ Db(X/G) |H∗(σ∗F q) has weights in [w,w + η] w.r.t. λ} ⊂ Db(X/G)
If we instead use the grade restriction window [w,w + η), then we get the subcategory Gw ⊂ Cw.
The main theorem of [13] implies that we have two semiorthogonal decompositions
Cw = 〈Gw,Aw〉 = 〈Aw,Gw+1〉. (3)
We regard restriction to Xss as a functor r : Cw → Db(Xss/G). The subcategory Aw is the
kernel of r, but is described more explicitly as the essential image of the fully faithful functor
ιw : D
b(Z/L)w → Cw as discussed above.
2The early definitions of semiorthogonal decompositions required the left and right factors to be admissible, but
this requirement is not relevant to our analysis. The notion we use is sometimes referred to as a weak semiorthogonal
decomposition
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Lemma 2.3. The left and right adjoints of ιw : D
b(Z/L)w → Cw are ιLw(F
q
) = (σ∗F
q
)w and
ιRw(F
q
) = (σ∗F
q
)w+η ⊗ detNSX|Z .
Proof. Letting G
q ∈ Db(Z/L)w, we have HomX/G(F q, ιwG q) ' HomS/G(j∗F q, pi∗F q) and pi∗G q ∈
Db(S/G)w. In [13], we show that D
b(S/G) admits a baric decomposition, and using the baric
truncation functors
HomS/G(j
∗F
q
, pi∗G
q
) ' HomS/G(β<w+1j∗F
q
, pi∗G
q
)
' HomZ/L(σ∗β<w+1j∗F
q
, G
q
)
Where the last equality uses the fact that pi∗ : Db(Z/L)w → Db(S/G)w is an equivalence with
inverse σ∗. Finally, we have σ∗β<w+1j∗F
q
= (σ∗j∗F
q
)w = (σ
∗F
q
)w.
The argument for ιR is analogous, but it starts with the adjunction for j!F
q ' j!(OX) ⊗ j∗F q,
HomX/G(ιwG
q
, F
q
) ' HomS/G(pi∗G q, det(NSX)⊗ j∗F q). 
Lemma 2.4. The functor r : Cw → Db(Xss/G) has right and left adjoints given respectively by
rR : Db(Xss/G) ' Gw ⊂ Cw and rL : Db(Xss/G) ' Gw+1 ⊂ Cw+1.
Now because we have two semiorthogonal decompositions in Equation (3), there is a left mutation
[6] equivalence functor LAw : Gw+1 → Gw defined by the functorial exact triangle
ιwι
R
w(F
q
)→ F q → LAwF q 99K (4)
Note that restricting to Xss/G, this triangle gives an equivalence r(F
q
) ' r(LAwF
q
). Thus this
mutation implements the ’window shift’ functor
Gw+1
r %%
LAw // Gw
Db(Xss/G)
r−1=rR
99 (5)
meaning that LAwF
q
is the unique object of Gw restricting to the same object as F q in Db(Xss/G).
2.1. The category Db(Z/L)w. We will provide a more geometric description of the subcategory
Db(Z/L)w. We define the quotient group L
′ = L/λ(C∗). Because λ(C∗) acts trivially on Z, the
group L′ acts naturally on Z as well.
Lemma 2.5. The pullback functor gives an equivalence Db(Z/L′) '−→ Db(Z/L)0.
Proof. This follows from the analogous statement for quasicoherent sheaves, which is a consequence
of descent. 
The categories Db(Z/L)w can also be related to D
b(Z/L′). If λ : C∗ → G has the kernel µn ⊂ C∗,
then Db(Z/L)w = ∅ unless w ≡ 0 mod n. In this case we replace λ with an injective λ′ such that
λ = (λ′)n and Db(Z/L)[λ′=w] = Db(Z/L)[λ=nw]. Thus we will assume that λ is injective.
Lemma 2.6. Let L ∈ Db(Z/L)w be an invertible sheaf. Then pullback followed by L ⊗ • gives an
equivalence Db(Z/L′) '−→ Db(Z/L)w.
For instance, if there is a character χ : L → C∗ such that χ ◦ λ is the identity on C∗, then χ
induces an invertible sheaf on Z/L with weight 1, so Lemma 2.6 applies. If G is abelian then such
a character always exists.
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Remark 2.7. This criterion is not always met, for example when Z/L = ∗/GLn and λ is the
central C∗. What is true in general is that Z/L→ Z/L′ is a C∗ gerbe, and the category Db(Z/L)1
is by definition the derived category of coherent sheaves on Z/L′ twisted by that gerbe. The data of
an invertible sheaf L ∈ Db(Z/L)1 is equivalent to a trivialization of this gerbe Z/L '−→ Z/L′×∗/C∗.
3. Window shift autoequivalences, mutations, and spherical functors
In this paper we study balanced GIT wall crossings. Let L0 be a G-ample line bundle such that
the strictly semistable locus Xsss = Xss − Xs is nonempty, and let L′ be another G-equivariant
line bundle. We assume that Xss = Xs for the linearizations L± = L0 ± L′ for sufficiently small
, and we denote Xss± = Xss(L±). In this case, Xss(L0) − Xss(L±) is a union of KN strata for
the linearization L±, and we will say that the wall crossing is balanced if the strata S+i and S
−
i
lying in Xss(L0) are indexed by the same set, with Z
+
i = Z
−
i and λ
+
i = (λ
−
i )
−1. This is slightly
more general than the notion of a truly faithful wall crossing in [9]. In particular, if G is abelian
and there is some linearization with a stable point, then all codimension one wall crossings are
balanced.
In this case we will replace X with Xss(L0) so that these are the only strata we need to consider.
In fact we will mostly consider a balanced wall crossing where only a single stratum flips – the anal-
ysis for multiple strata is analogous. We will drop the superscript from Z±, but retain superscripts
for the distinct subcategories A±w . Objects in A±w are supported on S±, which are distinct because
S+ consist of orbits of points flowing to Z under λ+, whereas S− consists of orbits of points flowing
to Z under λ−. When there is ambiguity as to which λ± we are referring to, we will include it in
the notation, i.e. Db(Z/L)[λ+=w].
Observation 3.1. If ωX |Z has weight 0 with respect to λ±, then η+ = η− (see [13]). This implies
that C+w = C−w′, G+w = G−w′+1, and G+w+1 = G−w′, where w′ = −η − w.
This observation, combined with derived Kirwan surjectivity, implies that the restriction func-
tors r± : G−w → Db(Xss± /G) are both equivalences. In particular ψw := r+r−1− : Db(Xss− /G) →
Db(Xss+ /G) is a derived equivalence between the two GIT quotients. Due to the dependence on
the choice of w, we can define the window shift autoequivalence Φw := ψ
−1
w+1ψw of D
b(Xss− /G).
Lemma 3.2. If there is an invertible sheaf L ∈ Db(X/G) such that L|Z has weight w w.r.t. λ+,
then Φw = (L∨⊗)Φ0(L⊗). In particular, if L has weight 1, then for any v, w, ψ−1v ψw lies in the
subgroup of Aut Db(Xss− /G) generated by Φ0 and L⊗.
Proof. The commutativity of the following diagram implies that (L∨⊗)ψk(L⊗) = ψk+w
Db(Xss− /G)
⊗L
G−k+w //oo
⊗L
Db(Xss+ /G)
⊗L
Db(Xss− /G) G−k //oo Db(Xss+ /G)

Here we are able to give a fairly explicit description of Φw from the perspective of mutation.
Note that because G+w+1 = G−w′ , the inverse of the restriction G+w+1 → Db(Xss− /G) is the right adjoint
rR−, whereas the inverse of the restriction G−w′+1 → Db(Xss− /G) was the left adjoint rL− by Lemma
2.4.
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Proposition 3.3. The autoequivalence Φw of D
b(Xss− /G) makes the following diagram commute,
i.e. Φw = r− ◦ LA+w ◦ rR−.
G+w+1
LA+w // G+w
r−

Db(Xss− /G)
rR−=r
−1
−
OO
Φw // Db(Xss− /G)
Proof. This is essentially rewriting Diagram (5) using Observation 3.1 and its consequences. 
3.1. Window shifts are spherical twists. Next we show that the window shift autoequivalence
Φw is a twist corresponding to a spherical functor.
This generalizes a spherical object [20], which is equivalent to a spherical functor Db(k−vect)→
B. By describing window shifts both in terms of mutations and as spherical twists, we show why
these two operations have the “same formula” in this setting. In fact, in the next section we show
that spherical twists can always be described by mutations.
Let E := Y + ∩Xss− , it is P+-equivariant, and let E˜ = S+ ∩Xss− = G · E. Then we consider the
diagram
E/P+ = E˜/G
pi

j // Xss− /G
Z/L
(6)
This is a stacky form of the EZ-diagram used to construct autoequivalences in [15]. We define the
transgression along this diagram fw = j∗pi∗ : Db(Z/L)w → Db(Xss− /G). Note that we have used
the same letters pi and j for the restriction of these maps to the open substack E/P+ ⊂ Y +/P+,
but we denote this transgression fw to avoid confusion.
Proposition 3.4. The window shift functor Φw is defined for F
q ∈ Db(Xss− /G) by the functorial
mapping cone
fwf
R
w (F
q
)→ F q → Φw(F q) 99K
Proof. This essentially follows from abstract nonsense. By the definition of left mutation (4), and
by the fact that r−rR− = idDb(Xss− /G), it follows that the window shift autoequivalence is defined by
the cone
r−ι+w(ι
+
w)
RrR−(F
q
)→ F q → Φw(F q) 99K
Furthermore, by construction we have fw = r−ι+w , so fRw ' (ι+w)RrR−. The claim follows. 
Consider the case where Db(Z/L)w is generated by a single exceptional object E. The object
E+ := ι+wE ∈ A+w is exceptional, and the left mutation functor (4) acts on F
q ∈ G+w+1 by
HomX/G(E
+, F
q
)⊗ E+ → F q → LA+w(F q) 99K
To emphasize the dependence on E+ we write LE+ := LA+w . As we have shown, LE+(F
q
)|Xss− is the
window shift autoequivalence Φw(F
q|Xss− ). If we restrict the defining exact triangle for LE+(F q) to
Xss− we get
HomX/G(E
+, F
q
)⊗ E+|Xss− → F
q|Xss− → Φw(F q|Xss− ) 99K
Define the object S = E+|Xss− ∈ Db(Xss− /G). The content of Proposition 3.4 is that the canonical
map HomX/G(E
+, F
q
) → HomXss− /G(S, F
q|Xss− ) is an isomorphism, so that Φw = LE+ |Xss− is the
spherical twist TS by the object S. This can be verified more directly using the following
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Lemma 3.5. For F
q
, G
q ∈ C−w′,
RΓS−HomX/G(F
q
, G
q
) ' HomZ/L((σ∗F
q
)w′ , (σ
∗G
q ⊗ κ−)w′).
Equivalently we have an exact triangle
HomZ/L((σ
∗F
q
)w′ , (σ
∗G
q ⊗ κ−)w′)→ HomX/G(F q, G q)→ HomXss− /G(F q|Xss− , G q|Xss− ) 99K
Proof. Let C = 〈A,B〉 be a semiorthogonal decomposition of a pretriangulated dg-category, and let
ιA and ιB be the inclusions. Applying Hom(F, •) to the canonical exact triangle ιBιRBG → G →
ιAιLAG 99K gives the exact triangle
HomB(ιLBF, ι
R
BG)→ HomC(F,G)→ HomA(ιLAF, ιLAG) 99K
assuming B is left admissible. The lemma is just a special case of this fact for the semiorthogonal
decomposition C−w′ = 〈G−w′ ,A−w〉, using the description of the adjoint functors in Lemma 2.3. 
In summary, we have given a geometric explanation for the identical formulas for LE+ and TS :
the spherical twist is the restriction to the GIT quotient of a left mutation in the equivariant derived
category.
Example 3.6. Let X be the crepant resolution of the An singularity. It is the 2 dimensional toric
variety whose fan in Z2 has rays spanned by (1, i), for i = 0, . . . , n + 1, and which has a 2-cone
for each pair of adjacent rays. Removing one of the interior rays corresponds to blowing down a
rational curve P1 ⊂ X to an orbifold point with Z/2Z stabilizer. This birational transformation
can be described by a VGIT in which Z/L′ ' ∗. The spherical objects corresponding to the window
shift autoequivalences are OP1(m).
Remark 3.7. Horja [15] introduced the notion of an EZ-spherical object F
q ∈ Db(E/P+) for a
diagram Z/L′ q←− E/P+ j−→ Xss− /G – his notion is equivalent to the functor j∗(F
q ⊗ q∗(•)) being
spherical 3.10. Proposition 3.4 amounts to the fact that OE/P+ is an EZ-spherical object for this
diagram. By the projection formula q∗L is EZ-spherical for any invertible sheaf L on Z. The twist
functors corresponding to different choices of L are equivalent.
Remark 3.8. Our results also extend results in [10,19]. The first work formally introduced grade
restriction windows to the mathematics literature and showed that window shift equivalences are
given by spherical functors in the context of gauged Landau-Ginzburg models. (See subsection 4.4.)
In the second work, the authors study window shift autoequivalences associated to Grassmannian
flops, using representation theory of GL(n) to compute with homogeneous bundles.
3.2. All spherical twists are mutations. We have shown that the window shift Φw is a twist
Cone(fwf
R
w → id) corresponding to a functor fw : Db(Z/L)w → Db(Xss− /G). Now we show that
this fw is spherical [1], and in fact any autoequivalence of a dg-category arising from mutations as
Φw does is a twist by a spherical functor. Conversely, any spherical functor between dg-categories
with a compact generator arises from mutations.
Using the equalities of Observation 3.1, we have the following semiorthogonal decompositions of
C+w = C−w′ , all coming from (3):
〈A+w ,G+w+1〉
LA+w +3
KS
LG+w+1
〈G+w ,A+w〉
LG+w +3 〈A−w′ ,G+w 〉
LA−
w′ +3 〈G+w+1,A−w′〉 (7)
where we conclude a fortiori that each semiorthogonal decomposition arises from the previous one
by left mutation. Each mutation gives an equivalence between the corresponding factors in each
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semiorthogonal decomposition, and the autoequivalence Φw, interpreted as an autoequivalence of
G+w , is obtained by following the sequence of mutations.
Remark 3.9. The braid group Bn on n strands acts by mutations on the set of semiorthogonal
decompositions of length n (with admissible factors). The fact that the first and last semiorthog-
onal decompositions in 7 are equal means that this semiorthogonal decomposition has a nontrivial
stabilizer in B2 under its action on length two semiorthogonal decompositions of Cw. We would
like to point out that this may be a way to produce interesting autoequivalences more generally.
Let Gn be the groupoid whose objects are strong semiorthogonal decompositions (i.e. all factors
are admissible subcategories) of length n and whose morphisms are braids that take one to another
by mutation. Let e = 〈A1, . . . ,An〉 be a semiorthogonal decomposition in the category of interest.
Then AutGn(e) is a subgroup of Bn and for each i there is a representation
Aut(e)→ Aut(Ai),
the group of exact autoequivalences of Ai up to isomorphism of functors. By construction the
autoequivalences in the image of this representation are compositions of mutations. In the situation
above B2 = Z and Aut(〈G+w ,A+w〉) ⊂ B2 is the index four subgroup.
Let us recall the definition of spherical functor, which is motivated by [1]. However, one should
see [2] for the definition below and a complete, rigorous treatment of spherical functors in the
formalism of dg-categories and bimodules.
Definition 3.10 ([1, 2]). A dg-functor S : A → B of pre-triangulated dg-categories is spherical if
it admits right and left adjoints R and L such that
(1) the cone FS of id→ RS is an autoequivalence of A, and
(2) the natural morphism R→ FSL induced by R→ RSL is an isomorphism of functors.
If S is spherical, the cone TS on the morphism SR → id is an autoequivalence called the twist
corresponding to S.
Suppose that C is a pre-triangulated dg category admitting semiorthogonal decompositions
C = 〈A,B〉 = 〈B,A′〉 = 〈A′,B′〉 = 〈B′,A〉.
Denote by i q the inclusion functors. Since A,B,A′,B′ are admissible, i q admits right and left
adjoints iRq and iLq , respectively. We can use these functors to describe the mutations
LA = iLB′iB : B → B′, RA = iRB iB′ : B′ → B,
with analogous formulae for the other mutations.
Theorem 3.11. The functor S : A → B given by S = iLBiA is spherical. Moreover, the spherical
twist TS : B → B is obtained as the mutation
TS ∼= LA′ ◦ LA.
Proof. We must produce left and right adjoints for S, then check the two parts of the definition.
Clearly the right adjoint to S is R = iRAiB. In order to compute the left adjoint, we first apply i
L
B
to the triangle
iB′iRB′ → idC → iA′iLA′ 99K .
Since iLBiA′ = 0 we see that the map
LA′iRB′ = i
L
BiB′i
R
B → iLB
is an isomorphism. Using the fact that LA′ and RA′ are biadjoint, it follows that L = iLAiB′RA′ .
To establish (1), we will express FS in terms of mutations. Begin with the triangle,
idC → iBiLB → iA′iRA′ [1] 99K . (8)
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Then apply iRA on the right and iA on the left to get a triangle
idA → iRAiBiLBiA = RS → iRAiA′iRA′iA[1] = RB′RB[1] 99K .
Since iA is fully faithful, the first map is the unit of the adjunction between S and R so we see that
FS ∼= RB′RB[1]. Hence it is an equivalence. A very similar computation shows that TS ∼= LA′LA.
We now verify (2), that the composition R → RSL → FSL is an isomorphism. The map
R→ FSL is the composite
R = iRAiB → (iRAiB)(iLBiB′iRB′iA)(iLAiB′iRB′iB)→
RSL = (iRAiB)(i
L
BiA)(i
L
AiB′i
R
B′iB)→ FSL = iRAiA′iRA′iAiLAiB′iRB′iB
where the middle map comes from the isomorphism iLBiB′i
R
B′iA → S = iLBiA that we discussed in the
preceding paragraphs. The first map is obtained by applying RLA′ and RA′ to the left and right,
respectively of the unit morphism idB′ → (iRB′iA)(iLAiB′). To get the last map one applies iRA and
iAiLAiB′i
R
B′iB to the left and right, respectively of the map iBi
L
B → iA′iRA′ [1] from the triangle (8).
In order to understand the morphism R→ RSL, consider the commutative diagram
iLBiB′
id ◦ //
= %%
iLBiB′i
R
B′iB′
id ◦◦id//
id ◦η◦id

iLBiB′i
R
B′iAi
L
AiB′
id ◦η◦id

iLBiB′
id ◦◦id // iLBiAi
L
AiB′
In this diagram, units and counits of adjunctions are denoted  and η, respectively. The map
R → RSL is obtained by applying iRAiB and iRB′iB on the left and right, respectively, to the clock-
wise composition from the upper left to the lower right. On the other hand the counterclockwise
composite from the upper left to the lower right comes from the unit morphism idC → iAiLA by
applying iLB and iB′ on the right and left, respectively. Therefore we get R → RSL by applying
iRAiBi
L
B and iB′i
R
B′iB to the left and right of this unit morphism, respectively.
Next, consider the commutative diagram
iBiLB
id ◦ //

iBiLBiAi
L
A

iA′iRA′ [1]
id ◦// iA′iRA′iAi
L
A[1]
We have established now that the map R → FSL is obtained from the clockwise composition in
this diagram by applying iRA and iB′i
R
B′iB on the left and right, respectively. Let us examine what
happens when we apply these functors to the whole commutative diagram. From the triangle (8)
and the fact that iRAiB′ = 0 we see that the left vertical map becomes an isomorphism. Moreover,
the unit map fits into the triangle
iBiRB → idC → iAiLA 99K
and since iRA′iB = 0 it follows that the bottom horizontal map becomes an isomorphism as well. So
R→ FSL is an isomorphism. 
Remark 3.12. There are other functors arising from the sequence of semiorthogonal decomposi-
tions in the statement of Theorem 3.11, such as iRB′iA : A → B′, which are spherical because they
are obtained from S by composing with a suitable mutation. The corresponding spherical twist
autoequivalences can also be described by mutation in C.
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We can also obtain a converse to this statement. Suppose that A
q
and B
q
are dg-algebras over
k. Write D(•) for the derived category of right dg modules over •. We begin with a folklore
construction. Let F
q
be an A
q −B q bimodule defining a dg functor F : D(A q)→ D(B q) given by
F (M
q
) = M
q ⊗A F q. Define a new dg algebra
CF =
(
A
q
F
q
0 B
q) .
More precisely, as a complex CF = A
q ⊕ F q ⊕B q and the multiplication is given by
(a, f, b)(a′, f ′, b′) = (aa′, af ′ + fb′, bb′).
By construction C
q
F has a pair of orthogonal idempotents eA = (1, 0, 0) and eB = (0, 0, 1).
Every module splits as a complex M
q
= M
q
A ⊕M
q
B, where M
q
A := M
q
eA is an A
q
module and
M
q
B := M
q
eB is a B
q
module. In fact the category of right C
q
F modules is equivalent to the
category of triples consisting of M
q
A ∈ D(A
q
), M
q
B ∈ D(B
q
), and a structure homomorphism of B
q
modules MA ⊗A F q → M qB, with intertwiners as morphisms. In order to abbreviate notation, we
will denote the data of a module over C
q
F by its structure homomorphism [F (M
q
A)→M
q
B]
Let A,B ⊂ D(C q) be the full subcategories of modules of the form [F (M qA) → 0] and [F (0) →
M
q
B] respectively. Then A ' D(A
q
), B ' D(B q), and the projection D(C qF ) → A (resp. B) given
by [F (M
q
A) → M
q
B] 7→ M
q
A (resp. M
q
B) is the left (resp. right) adjoint of the inclusion. We have
semiorthogonality B ⊥ A and a canonical short exact sequence
[F (0)→M qB]→ [F (M qA)→M qB]→ [F (M qA)→ 0] 99K
and therefore D(C
q
F ) = 〈A,B〉.
Lemma 3.13. Suppose that G
q
is a B
q−A q bimodule such that ⊗G q is right adjoint to ⊗F q. Then
there is an equivalence Φ : D(C
q
F ) → D(C
q
G) such that Φ restricts to the identity functor between
the subcategories of D(C
q
F ) and D(C
q
G) which are canonically identified with D(A
q
).
Proof. Note that the adjunction allows us to identify a module over C
q
F by a structure homo-
morphism M
q
A → G(M
q
B) rather than a homomorphism F (M
q
A) → M
q
B. Letting M = [M
q
A →
G(M
q
B)] ∈ D(C
q
F ), we define
Φ(M)A = Cone(M
q
A → G(M
q
B))[−1] Φ(M)B = MB[−1]
with the canonical structure homomorphism G(M
q
B)→ Φ(M)A defining an object in D(C
q
G). This
construction is functorial.
For N = [G(NB)→ NA] ∈ D(C qG), the inverse functor assigns
Φ−1(N)A = Cone(G(N
q
B)→ N
q
A) Φ
−1(N)B = N
q
B[1]
with the canonical structure homomorphism Φ−1(N)A → G(N qB[1]) defining an object of D(C qF )
(again using the adjunction between F and G). 
Remark 3.14. If F
q
and G
q
are perfect bimodules, then D(•) can be replaced with Perf(•) in the
above lemma.
Consider a functor S : D(A
q
) → D(B q), given by a A q − B q bimodule S q, with right and left
adjoints R,L given by bimodules R
q
and L
q
respectively. Fix morphisms A
q → S q ⊗B q R q, etc.,
representing the units and co-units of the adjunctions. Note that from these choices we can produce
a bimodule F
q
S representing FS and a quasi-isomorphism R
q → L q ⊗A q F qS .
Theorem 3.15. If S is spherical then there is a pre-triangulated dg category C which admits
semiorthogonal decompositions
C = 〈A,B〉 = 〈B,A′〉 = 〈A′,B′〉 = 〈B′,A〉.
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such that S is the inclusion of A followed by the projection onto B with kernel A′, as in the previous
theorem.
Proof. Let S′ = S[−1], R′ = R[1], and L′ = L[1] and note that the same adjunctions hold. We will
show that C = D(C qS′) admits the desired semiorthogonal decomposition. The reason for introducing
S′, R′, and L′ is the following. We observe that S ' iLB ◦ iA. Indeed, A′ is the full subcategory of
D(C
q
S[−1]) of objects [S[−1](M
q
A) → M
q
B] where the structural morphism is an isomorphism. So
we see that for any M
q
A there is a triangle
[S[−1](M qA)→ S[−1](M qA)]→ [S[−1](M qA)→ 0]→ [S′(0)→ S(M qA)] 99K
Hence including A and projecting to B away from A′ gives S.
It follows from Lemma 3.13 that there are equivalences
D(C
q
R′)
Ψ1 --
D(C
q
S′)
Φ1
mm
Ψ2 --
D(C
q
L′)
Φ2
mm
By construction, D(C
q
S′) admits a semi-orthogonal decomposition 〈A,B〉. We define two more full
subcategories using the above equivalences. Let A′ = Φ2 D(A q) and B′ = Ψ1 D(B q). Then we have
the semiorthogonal decompositions
D(C
q
S′) = 〈B′,A〉 = 〈A,B〉 = 〈B,A′〉.
All that remains is to show that we have a semiorthogonal decomposition D(C
q
S′) = 〈A′,B′〉 as
well. We will produce an autoequivalence of D(C
q
S′) which carries A to A′ and B to B′, establishing
the existence of the remaining semiorthogonal decomposition.
The equivalence FS gives rise to another equivalence, X : D(C
q
L′) → D(C
q
R′). Let P
q
be a
C
q
L′-module. We define
X(P
q
)A = FS(P
q
A) = P
q
A ⊗A q F qS and X(P q)B = P qB.
Starting with the structural morphism P
q
B ⊗B q L q[1]→ P qA we produce the structural morphism
R′(P
q
B)
'−→ FS(L′(P qB))→ FS(P qA).
This is invertible because FS is an equivalence and we have an isomorphism F
−1
S R
′ → L′.
Consider the autoequivalence Ψ1XΨ2 of D(C
q
S′). We observe by a straightforward computation
that
Ψ1XΨ2(B) = B′.
Now, we compute Ψ1XΨ2(A). First, Ψ2(A) ⊂ D(C qL′) is the full subcategory of objects isomor-
phic to objects of the form [L′(S′(M
q
A)) → M
q
A], where the structure morphism is the counit of
adjunction. Next we compute that
X[L′(S′(M
q
A))→M
q
A] = [R
′(S′(M
q
A))→ FS(M
q
A)]
where the structure morphism is the composition of the map R′(S′(M
q
A)) → FSL′(S′(M
q
A)) with
the map FS(L
′S′(M
q
A)) → FS(M
q
A) induced by the counit morphism. This map is just the map
coming from the triangle
R′S′ = RS → FS → id[1] 99K
defining FS . Therefore, after applying Ψ1 we get
[S′(M
q
A)[1]→ S′(M
q
A)[1]]
where the structure morphism is the identity. This is exactly the condition defining the category
A′ = Φ2(D(A q)). Thus D(C qS′) admits the fourth semi-orthogonal decomposition
D(C
q
S′) = 〈A′,B′〉.
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
Remark 3.16. If S
q
, R
q
, and L
q
are perfect bimodules then we may replace D(•) with Perf(•) in
the above theorem. If A
q
and B
q
are smooth and proper, then all cocontinuous functors between
Perf(A
q
) and Perf(B
q
) are represesented by perfect bimodules.
Remark 3.17. There is an alternate formula for the twist. Suppose that we have
C = 〈A,B〉 = 〈B,A′〉 = 〈A′,B′〉 = 〈B′,A〉
as above. Then TS = i
L
B ◦ LA. (Compare with 3.3, where r plays the role of the quotient functor
iLB.)
4. Monodromy of the quantum connection and fractional grade restriction rules
In the remainder of this paper, we will refine the above construction of autoequivalences of
Db(Xss/G) from a variation of GIT quotient. We generalize the grade restriction rules of Theorem
2.1 in order to produce additional derived autoequivalences (see Corollary 4.13). Our motivation is
to explain additional autoequivalences predicted by homological mirror symmetry (HMS). We first
review Kontsevich’s observation on how HMS leads to autoequivalences, as studied in [15, 16, 20],
then we frame these predictions in the context of variation of GIT quotient. We would like to
emphasize that the following discussion of mirror symmetry is not meant to introduce new ideas of
the authors – we only hope to frame existing ideas regarding HMS in the context of GIT.
For simplicity we consider a smooth projective Calabi-Yau (CY) variety V of complex dimension
n. HMS predicts the existence of a mirror CY manifold Vˆ such that Db(V ) ' Db Fuk(Vˆ , β), where
β represents a complexified Ka¨hler class and Db Fuk(Vˆ , β) is the graded Fukaya category. The cate-
gory Db Fuk does not depend on the complex structure of Vˆ . Thus if Vˆ is one fiber in a family of com-
pact CY manifolds Vˆt over a base M, the monodromy representation pi1(M)→ pi0(Sympgr(Vˆ , β))
acting by symplectic parallel transport leads to an action pi1(M) → Aut Db Fuk(Vˆ , β). Via HMS
this gives an action pi1(M)→ Aut Db(V ) (see [20] for a full discussion).
Hodge theoretic mirror symmetry predicts the existence of a normal crossings compactification
M(Vˆ ) of the moduli space of complex structures on Vˆ along with a mirror map M(Vˆ ) → K(V )
to a compactification of the “complexified Ka¨hler moduli space” of V . Different regions of K(V )
correspond to different birational models of V , but locally K(V ) looks like the open subset of
H2(V ;C)/2piiH2(V ;Z) whose real part is a Ka¨hler class on V .3 Mirror symmetry predicts that the
mirror map identifies the B-model variation of Hodge structure Hn(Vˆt) over M with the A-model
variation of Hodge structure, which is locally given by the quantum connection on the trivial bundle⊕
Hp,p(V )×K(V )→ K(V ) (See Chapter 6 of [7] for details).
Finally, one can combine Hodge theoretic mirror symmetry and HMS: Let γ : S1 → K(V ) be the
image of a loop γ′ : S1 → M(Vˆ ) under the mirror map. Symplectic parallel transport around γ′
of a Lagrangian L ⊂ Vˆt corresponds to parallel transport of its fundamental class in the B-model
variation of Hodge structure Hn(Vˆt). Thus mirror symmetry predicts that the automorphism
Tγ ∈ Aut(Db(V )) corresponds to the the monodromy of quantum connection around γ under the
twisted Chern character ch2pii defined in [16].
From the above discussion, one can formulate concrete predictions in the context of geometric
invariant theory without an explicit mirror construction. For now we ignore the requirement that
V be compact (we will revisit compact CY’s in Section 4.4), and we restrict our focus to a small
subvariety of the Ka¨hler moduli space in the neighborhood of a “partial large volume limit.” Assume
that V = Xss− /G is a GIT quotient of a smooth quasiprojective X and that Xss− /G 99K Xss+ /G is a
3Technically, the complexified Ka¨hler moduli space is locally K(V )/Aut(V ), but this distinction is not relevant to
our discussion.
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balanced GIT wall crossing with a single stratum and ωX |Z has weight 0, as we studied in Section
3.
The VGIT is determined by a 1-parameter family of G-ample bundles L0+rL′, where r ∈ (−, ).
In fact we consider the two parameter space
U := {τ0c1(L0) + τ ′c1(L′)|<(τ0) > 0 and <(τ ′)/<(τ0) ∈ (−, )}
This is a subspace of H2(Xss− /G;C)/2piiH2(Xss− /G;Z) obtained by gluing K(Xss− /G) to K(Xss+ /G)
along the boundary where <(τ ′) = 0. Because we are working modulo 2piiZ, it is convenient to
introduce the exponential coordinates q0 = e
−τ0 and q′ = e−τ ′ . In these coordinates, we consider
the partial compactification U¯ as well as the annular slice Uq0 :
U¯ := {(q0, q′) ∈ C× C∗ ||q0| < 1 and |q′| ∈ (|q0|, |q0|−)}
Uq0 := {q0} × C∗ ∩ U¯ . (9)
In this setting, mirror symmetry predicts that the quantum connection on U converges to a
meromorphic connection on some neighborhood of U0 = {0} × C∗ ⊂ U¯ which is singular along U0
as well as a hypersurface ∇ ⊂ U¯ . To a path in U \∇ connecting a point in the region |q′| < 1 with
the region |q′| > 1, there should be an equivalence Db(Xss− /G) ' Db(Xss+ /G) coming from parallel
transport in the mirror family.
Restricting to Uq0 , one expects an autoequivalence of D
b(Xss− /G) for every element of pi1(Uq0 \∇),
which is freely generated by loops around the points ∇ ∩ U¯q0 and the loop around the origin. We
will refer to the intersection multiplicity of ∇ with the line {0} × C∗ as the expected number of
autoequivalences produced by the wall crossing. For a generic q0 very close to 0, this represents the
number of points in ∇∩ Uq0 which remain bounded as q0 → 0.
For the example of toric CY manifolds, the compactification of the Ka¨hler moduli space and
the hypersurface ∇ have been studied extensively. In Section 4.1, we compute these intersection
multiplicities, which will ultimately inspire the construction of new autoequivalences of Db(Xss− /G)
in section 4.2.
Remark 4.1 (Normalization). In the discussion above, making the replacements aL0 and bL′ for
positive integers a, b, and reducing  if necessary, does not effect the geometry of the VGIT at all,
but it replaces U with the covering corresponding to the map q0 7→ qa0 , q′ 7→ (q′)b. The covering in
the q0 direction has no effect on the expected number of autoequivalences defined above, but the
covering q′ 7→ (q′)b would multiply the expected number of autoequivalences by b. Fortunately, the
VGIT comes with a canonical normalization: When possible we will assume that L′|Z ∈ Db(Z/L)1,
and in general we will choose L′ which minimizes the magnitude of the weight of L′|Z with respect
to λ. Multiplying L0 if necessary, we can define the VGIT with  = 1.
Remark 4.2. To simplify the exposition, we have ignored the fact that Xss− /G is not compact in
many examples of interest. To fix this, one specifies a function W : Xss− /G→ C whose critical locus
is a compact CY V , and the predictions above apply to the quantum connection of V on the image
of U¯ under the map H2(Xss− /G) → H2(V ). We will discuss how autoequivalences of Db(Xss− /G)
lead to autoequivalences of Db(V ) in Section 4.4.
Remark 4.3. The region U connects two large volume limits q0, q
′ → 0 and q0, (q′)−1 → 0. It is
possible to reparameterize U in terms of the more traditional large volume limit coordinates around
either point ([7], Chapter 6).
4.1. The toric case: Ka¨hler moduli space and discriminant in rank 2. A Calabi-Yau (CY)
toric variety can be presented as a GIT quotient for a linear action of a torus T → SL(V ) on a vector
space V [8]. WriteX∗(T ) andX∗(T ) for the groups of characters and cocharacters of T , respectively.
The GIT wall and chamber decomposition on X∗(T )R = X∗(T )⊗R can be viewed as a fan known
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as the GKZ fan. The toric variety defined by this fan provides a natural compactification K of the
complexified Ka¨hler space X∗(T )⊗ C∗. A codimension-one wall in X∗(T )R, which corresponds to
a balanced GIT wall crossing, determines an equivariant curve C ' P1 in K connecting the two
large volume limit points determined by the chambers on either side of the wall. The curve U¯0
corresponding to this VGIT (9) is exactly the complement of the two torus fixed points in C.
Such a CY toric variety arises in mirror symmetry as the total space of a toric vector bundle for
which a generic section defines a compact CY complete intersection (See Section 4.4, and [7] for
a full discussion). In this case, the toric variety defined by the GKZ fan also provides a natural
compactification of the complex moduli space of the mirrorM. Although the mirror mapM→K
is nontrivial, it is the identity on the toric fixed points (corresponding to chambers in the GKZ
fan) and maps a boundary curve connecting two fixed points to itself. It follows that our analysis
of the expected number of autoequivalences coming from the VGIT should be computed in M.
The boundary of M, corresponding to singular complex degenerations of the mirror, has sev-
eral components. In addition to the toric boundary, there is a particular hypersurface called the
reduced discriminantal hypersurface ∇ in M (see [11]), which we simply call the discriminant. It
is the singular locus of the GKZ hypergeometric system. For simplicity we will analyze the case
when T is rank 2. We will compute the expected number of autoequivalences as the intersection
number between C and the normalization of the discriminant. We will confirm turns out that this
intersection number is equal to the length of a full exceptional collection on the Z/L′ appearing in
the GIT wall crossing, whenever Z/L′ is proper (see Section 2).
Let V = Cm and (C∗)2 ∼= T ⊂ (C∗)m be a rank two subtorus of the standard torus acting on V .
We can describe T by a matrix of weights,(
a1 a2 · · · am
b1 b2 · · · bm
)
,
representing the embedding (t, s) 7→ (ta1sb1 , . . . , tamsbm). We assume that all columns are non-zero.
The CY condition means that we have
m∑
i=1
ai =
m∑
i=1
bi = 0.
Now, up to an automorphism of V we may assume that the matrix of weights has the following
form (
ai
bi
)
=
(
d11χ1 · · · d1n1χ1 · · · dr1χr · · · drnrχr
)
where χj =
( αj
βj
)
and χ1, . . . χr are ordered counterclockwise by the rays they generate in the
plane. Using the fact that a wall between GIT chambers occurs when there exists a strictly
semistable point, one can determine that the rays of the GKZ fan are spanned by −χj . The GIT
chambers, the maximal cones of the GKZ fan, are the cones σi = cone(−χi,−χi+1), i < r, and σr =
(−χr,−χ1). The discriminant admits a rational parameterization, called the Horn uniformization,
f : P(X∗(T )C) 99K ∇ of the following form. Set di =
∑ni
j=1 d
i
j . For a Laurent monomial x
λ ∈ C[T ]
we have
f∗(xλ) =
∏
i,j
(dijχi)
−dij(χi,λ) = dλ
∏
i
χ
−di(χi,λ)
i , dλ :=
∏
i,j
(dij)
−dij(χi,λ)
where we view X∗(T ) as a set of linear functions on X∗(T )C. It follows from the CY condition
that f∗(xλ) has degree zero as a rational function on X∗(T )C and that M is proper. Therefore, f
actually defines a regular map P(X∗(T )C) ∼= P1 →M. We define Ci to be equivariant curve in M
defined by the codimension one wall R≥0 · (−χi).
Proposition 4.4. If −χi is not among the χj, then the length of P(X∗(T )C)×M Ci is di.
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Proof. Ci is covered by the open sets corresponding to σi−1 and σi. Let Ui be the chart correspond-
ing to σi. Recall that the coordinate ring of Ui is
C[σ∨i ] = C{xλ : ∀χ ∈ σi, (χ, λ) ≥ 0} ⊂ C[X∗(T )].
Observe that (χ, λ) ≥ 0 for all χ ∈ σi if and only if (χi, λ), (χi+1, λ) ≤ 0. Next, we must compute
the ideal of Ci in the charts Ui and Ui+1. Since −χi spans the wall under consideration the ideal
of Ci will be
Ii = C{xλ : (χi, λ) < 0} ∩ C[U•].
Let pj = {χj = 0} ∈ P(X∗(T )C). Then f(pj) ∈ Ui if and only if for all λ such that (χi, λ), (χi+1, λ) ≤
0 we have (χj , λ) ≤ 0. So if χj 6= χi, χi+1 then f(pj) /∈ Ui and f−1(Ui∩∇) is supported on {pi, pi+1}.
Then there clearly exists a λ such that (χi+1, λ) = 0 but (χi, λ) < 0. This means that in fact
f−1(Ui ∩ ∇) is supported on pi. So we can compute the length of f−1(Ui ∩ ∇) after restricting to
P(X∗(T )C) \ {pj}j 6=i where its ideal is generated by {χ−di(χi,λ)i }λ∈σ∨i . Finally, we note that
min{(χi, λ) : λ ∈ σ∨i } = 1
and therefore the length of f−1(∇∩Ui) is di. By an analogous argument we see that f−1(∇∩Ui) =
f−1(∇∩ Ui−1). 
Remark 4.5. Observe that the image of f avoids the torus fixed points. Indeed, the torus fixed
point in Ui lies on Ci \ Ui−1, but ∇∩ Ci ⊂ Ui ∩ Ui−1.
Codimension one wall crossings are always balanced [9], but we include the analysis of the
Hilbert-Mumford numerical criterion in order to explicitly identify the Z/L′ when we cross the
wall spanned by −χi where −χi is not also a weight of T acting on V . For any character the KN
stratification is determined by data {(Zj , λj)}rj=0 (see Section 2).
Proposition 4.6. Let {(ZRj , λRj )}lj=0 and {(ZLj , λLj )}sj=0 be the data of stratifications immediately
to the right and left of the wall spanned by −χi, respectively. Then
(1) λR0 = −λL0 and (χi, λ•0) = 0,
(2) ZR0 = Z
L
0 = V
λ0 \ 0, and
(3)
⋃
j>0 S
R
j =
⋃
j>0 S
L
j .
Proof sketch. (See [9] for details.) Let χ be a character near −χi (as rays), ‖ · ‖ be a norm on
X∗(T )R, and µχ(λ) =
(χ,λ)
‖λ‖ . In this situation the KN stratification is defined inductively. First,
there is a primitive cocharacter λmax which maximizes µ
χ. The most unstable stratum has core
Zmax = V
λmax = 0 and Smax = ⊕i,(χi,λmax)≥0 ⊕j Vi,j . The linearization χ determines a choice
of generator for the line perpendicular to χj . For each j we let λj be the primitive cocharacter
satisfying (i) (χj , λj) = 0, and (ii) µ
χ(λ) ≥ 0. We arrange these in decreasing order according to
the value of µχ(λ•): λj1 , . . . , λjn . If V
λjk is not entirely contained in S<k = Smax∪
⋃
i<k Si then we
put Zk = V
λjk \S<k and Sk =
(⊕i,(χi,λjk )≥0⊕jVi,j) \S<k. Clearly then, the KN stratification only
depends on the sequence of λ q. Now, as χ varies across the wall, λmax varies, but Zmax and Smax
remain unchanged. Furthermore, µχ(λj) remains positive unless j = i and moreover the ordering
on λj for j 6= i does not change. On the other hand µχ(λi) changes sign so that −λi replaces λi as
the cocharacter attached to the least unstable stratum. The proposition follows. 
Note that V λ
±
0 = ⊕jVi,j . The action of T on V λ0 factors through χi and the weights are simply
di1, . . . , d
i
ni which are all positive. Therefore the stack Z0/C
∗ is a weighted projective space. Its
derived category is understood thanks to the following.
Theorem (Theorem 2.12 of [4]). Db(P(di1, . . . , dini)) has a full exceptional collection of d
i line
bundles. In particular K0(P(di1, . . . , dini)) is free of rank d
i.
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In conclusion, we see that the length of a full exceptional collection on Z0/L0 associated to a
wall i is equal to the intersection multiplicity of f : P1 → ∇ with the curve Ci.
Remark 4.7. In higher rank, our naive method is insufficient to handle the combinatorics of the
discriminant. However in light of the discussion following Corollary 4.13, we can make a precise
prediction about how the discriminant intersects certain curves at infinity. Given an action of
a torus T → SL(V ) we diagonalize it so that T 3 t 7→ (tχ1 , . . . , tχn) where n = dim(V ) and
χ1, . . . , χn are characters of T . For each χ ∈ X∗(T ) let |χ| = max{d ∈ N : χ/d ∈ X∗(T )} and for
each λ ∈ X∗(T ) define
d(λ) =
∑
i:χi(λ)=0
|χi|.
Variation of GIT for T acting on V defines a fan Σ in X∗(T )R and the Kirwan-Ness-Hesselink
stratification assigns to each codimension one walls a pair λ±1 ∈ X∗(T ) of one parameter subgroups.
Fix a codimension one wall W and its pair λ±1 of one-parameter subgroups. If the set {χi : χi(λ) =
0} is contained in an open half space of X∗(T )R then Zλ/L′(λ) will be a weighted projective space
with a full exceptional collection of d(λ) line bundles (we drop the superscript ±1 from λ±1 since
it does not matter here). Now if C is the curve in XΣ corresponding W ∈ Σ then we expect that
`(∇∩ C) = d(λ).
Example 4.8. Consider the T = (C∗)2 action on A8 given by
(t, s) 7→ (t, t, t, s, s, s, t−2, t−1s−3).
The wall and chamber decomposition of R2 associated to this action is given in the following
diagram.
W2
W1
W3
W4
I
II III
IV
Chamber I corresponds to the total space of O(−2, 0) ⊕ O(−1,−3) over P2 × P2, and for this
reason we will return to this example in subsection 4.4. By Horn uniformization, the discriminant
is parameterized by
[u : v] 7→ (− 4u+ 3v
u
,−(u+ 3v)
3
v3
)
.
We will compute the intersection number at wall W3. This corresponds to the character (−1,−3).
No other characters are a rational multiple of this one. Therefore, we should get intersection number
1. We compute the dual cones to chambers II and III, and indicate the ideal of C3 in the diagram
below. The nested grey regions correspond to the monomials in the dual cones and in the ideal
of C3. The vertical, horizontal, and diagonal lines divide the plane into regions corresponding to
monomials where u,v, and (u + 3v) respectively appear with positive or negative exponents. It is
clear that only (u+ 3v) always appears with a positive exponent. It appears in the first coordinate
with exponent 1 and therefore the intersection number `(C3 ∩ ∇) is one. Similar analysis of walls
W1,W2 and W4 gives intersection numbers 3, 1, and 1, respectively. The intersection number
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II III
u u−1
v−3
v3
(u+ 3v)
(u+ 3v)−1
Figure 1. The dual cones to chambers II and III and the ideal defining C3.
`(C1 ∩ ∇) agrees with the quantity computed from the characters. However, the intersection
multiplicities `(C2 ∩ ∇) and `(C4 ∩ ∇) do not. As we compute in Example 4.19, the locus Z/L′
associated to the wall W2 is totOP2(−2)/C∗. Note that its derived category does not admit a full
exceptional collection.
4.2. Fractional grade restriction rules. In order to construct additional derived equivalences,
we introduce fractional grade restriction rules given a semiorthogonal decomposition Db(Z/L)w =
〈E0, E1〉, the data of which we will be denoted e. This will be of particular interest when Db(Z/L)w
has a full exceptional collection.
The equivalence of Lemma 2.2 gives a semiorthogonal decomposition A+w = 〈E+0 , E+1 〉, where
E+i = ιw(Ei). We can refine the semiorthogonal decompositions (3)
C+w = 〈E+0 , E+1 ,G+w+1〉 = 〈G+w , E+0 , E+1 〉
Because E+0 and E+1 are left and right admissible in C+w respectively, we can make the following
Definition 4.9. Given the semiorthogonal decomposition e, we define the full subcategory G+e =
(E+1 )⊥ ∩⊥(E+0 ) ⊂ C+w . In other words, it is defined by the semiorthogonal decomposition
C+w = 〈E+0 ,G+e , E+1 〉
Because E+0 , and E+1 generate the kernel of the restriction functor r+, it follows formally that
r+ : G+e → Db(Xss+ /G) is an equivalence of dg-categories.
The mutation equivalence functor factors
G+w+1 LE+1
//
LA+w
,,G+e LE+0
// G+w
In order for these intermediate mutations to induce autoequivalences of Db(Xss− /G), we must show
that G+e is also mapped isomorphically onto Db(Xss− /G) by restriction. We let κ± denote the
equivariant line bundle det(NS±X)|Z) = (j±)!OX |Z .
Lemma 4.10. Let F
q ∈ C+w . Then F q ∈ G+e if and only if it satisfies the “ fractional grade
restriction rule”:
(σ∗F
q
)w ∈ ⊥(E0) and (σ∗F q ⊗ κ+)w ∈ (E1)⊥ (10)
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Proof. By definition F
q ∈ G+e if and only if Hom(F q, ιw(E0)) = 0 and Hom(ιw(E1), F q) = 0. By
Lemma 2.3, the left and right adjoint of ιw can be expressed in terms of σ
∗F
q
. We use that
(σ∗F
q
)w+η ⊗ κ+ = (σ∗F q ⊗ κ+)w. 
One can think of G+e as a refined version of the usual category G+w . Previously, we had an
infinite semiorthogonal decomposition Db(Z/L) = 〈. . . ,Db(Z/L)w,Db(Z/L)w+1, . . .〉, and the grade
restriction rule amounted to choosing a point at which to split this semiorthogonal decomposition,
then requiring σ∗F
q
to lie in the right factor and σ∗F
q ⊗ κ+ to lie in the left factor. Lemma 4.10
says the same thing but now we use the splitting
Db(Z/L) = 〈〈. . . ,Db(Z/L)w−1, E0〉, 〈E1,Db(Z/L)w+1, . . .〉〉.
The canonical bundle for a quotient stack Z/L is ωZ/L = ωZ⊗det l∨. 4 We say that Serre duality
holds for Z/L if the category Db(Z/L) is Hom-finite and ⊗ωZ/L[n] is a Serre functor for some n,
i.e. Hom
q
Z/L(F
q
, G
q ⊗ ωZ/L[n]) ' Hom qZ/L(G q, F q)∨. Because all objects and homomorphism split
into direct sums of weights spaces for λ, and ωZ/L ∈ Db(Z/L)0, this is equivalent to Serre duality
holding in the subcategory Db(Z/L)0 ' Db(Z/L′). Thus whenever Z/L′ is a compact DM stack,
Serre duality holds for Z/L.
Proposition 4.11. Let ωX/G|Z ' OZ , and assume that Serre duality holds for Z/L, then r− :
G+e → Db(Xss− /G) is an equivalence of dg-categories. More precisely G+e = G−e′ , where e′ denotes the
data of the semiorthogonal decomposition
Db(Z/L)[λ−=w′] = 〈E1 ⊗ ωZ/L ⊗ κ∨+, E0 ⊗ κ∨+〉
Proof. First note that e ′ is actually a semiorthogonal decomposition by Serre duality: it is the left
mutation of e tensored with κ∨+.
Applying Serre duality to the characterizaton of G+e in Lemma 4.10, and using the fact that
(•)[λ+=w] = (•)[λ−=w′+η], it follows that F q ∈ G+e if and only if
(σ∗F
q ⊗ κ−)[λ−=w′] ∈ (E0 ⊗ ω∨Z/L ⊗ κ−)⊥ and (σ∗F q)[λ−=w′] ∈ ⊥(E1 ⊗ ωZ/L ⊗ κ∨+)
This is exactly the characterization of G−e′ , provided that κ− ⊗ ω∨Z/L ' κ∨+.
Consider the weight decomposition with respect to λ+, Ω1X |Z = (Ω1X)+ ⊕ (Ω1X)0 ⊕ (Ω1X)−. Then
ωZ/L ' det((Ω1X)0)⊗det(g0)∨, and κ∨± ' det((Ω1X)±)⊗det(g±)∨, where g± denotes the subspace of
g with positive or negative weights under the adjoint action of λ+. Hence ωX/G|Z ' κ∨+⊗ωZ/L⊗κ∨−,
so when ωX/G|Z ' OZ we have κ∨+ ' κ− ⊗ ω∨Z as needed. 
Corollary 4.12. Let ωX/G|Z ' OZ equivariantly, let Serre duality hold for Z/L, and assume we
have a semiorthogonal decomposition Db(Z/L)w = 〈E0, . . . , EN 〉. If we define H+i as the mutation
Cw = 〈E+0 , . . . ,H+i , E+i , . . . , E+N 〉, then r− : H+i → Db(Xss− /G) is an equivalence.
Proof. Apply Proposition 4.11 to the two term semiorthogonal decomposition 〈A0,A1〉, where
A0 = 〈E0, . . . , Ei−1〉 and A1 = 〈Ei, . . . , EN 〉. 
As a consequence of Corollary 4.12 and the results of Section 3, one can factor the window shift
Φw as a composition of spherical twists, one for each semiorthogonal factor Ei. For concreteness, we
narrow our focus to the situation where Db(Z/L)w admits a full exceptional collection 〈E0, . . . , EN 〉.
In this case the E+i of Corollary 4.12 are generated by the exceptional objects E+i := j+∗ (pi+)∗Ei.
The category H+i is characterized by the fractional grade restriction rule
HomZ/L((σ
∗F
q
)[λ+=w], Ej) = 0, for j < i, and
HomZ/L
(
Ej , (σ
∗F
q ⊗ κ+)[λ+=w]) = 0, for j ≥ i (11)
4This is the same as ωZ if L is connected.
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Corollary 4.13. Let ωX/G|Z ' OZ and let Db(Z/L)w = 〈E0, . . . , EN 〉 have a full exceptional
collection. Then the objects Si := fw(Ei) = j
+∗ (pi+)∗Ei|Xss− ∈ Db(Xss− /G) are spherical, and Φw =
TS0 ◦ · · · ◦ TSN .
As noted, this follows for purely formal reasons from Corollary 4.12 and the results of subsection
4.3, but for the purposes of illustration we take a more direct approach.
Proof. We use Lemma 3.5 and the fact that (σ∗E+i )[λ−=w′] = (σ
∗E+i )[λ+=w+η] = Ei⊗κ∨+ to compute
RΓS−Hom(E
+
i , F
q
) ' HomZ/L(Ei, σ∗(F
q
)w′+η ⊗ κ− ⊗ κ+)
' HomZ/L(Ei, σ∗(F
q
)w′+η ⊗ ωZ/L ⊗ ω−1X/G)
Now let ωX/G ' OZ . Serre duality implies that
HomZ/L(Ei, σ
∗(F
q
)w′+η ⊗ ωZ) = HomZ/L(σ∗(F
q
)w′+η, Ei)
∨.
Thus by (11), the canonical map HomX/G(E
+
i , F
q
)→ HomXss− /G(Si, F
q|Xss− ) is an isomorphism for
F
q ∈ H+i+1. This implies the commutative diagram
G+w+1
L
E+
N //
r−

H+N
L
E+
N−1 //
r−

· · ·
L
E+1 // H+1
L
E+0 //
r−

G+w
r−

Db(Xss− /G)
TSN // Db(Xss− /G)
TSN−1 // · · · TS1// Db(Xss− /G)
TS0 // Db(Xss− /G)
Where TSi is the twist functor Cone(Hom(Si, F
q
) ⊗ Si → F q). By 4.11, the functors r− are
equivalences, and therefore so are TSi . 
Corollary 4.13, suggests a natural interpretation in terms of monodromy as discussed in the
beginning of this section. Let Uq0 be the annulus (9), with |q0| small, and let p0, . . . , pN be the
points of Uq0\∇ which remain bounded as q0 → 0. Consider an ordered set of elements [γ0], . . . , [γN ]
of pi1(Uq0 \ ∇) such that
(1) γi lie in a simply connected domain in Uq0 containing p0, . . . , pN , and
(2) there is a permutation σi such that the winding number of γi around pj is δj,σi .
It is natural to guess that the monodromy representation pi1(Uq0 \∇)→ Aut Db(Xss− /G) predicted
by mirror symmetry assigns TSi to [γi]. In particular, it would be interesting to compare the
monodromy of the quantum connection with the action of TSi under the twisted Chern character.
Figure 2. Loops in Uq0\∇ corresponding to monodromy of the quantum connection
of Xss− /G, giving a pictorial interpretation of Corollary 4.13.
Evidence for this interpretation of Corollary 4.13 is admittedly circumstantial. In 4.1, we verified
that the number of autoequivalences predicted by mirror symmetry is the same as the length of a
full exceptional collection on Db(Z/L′) for toric flops of CY toric varieties of Picard rank 2. Letting
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q0 → 0, the points p0, . . . , pn converge to 1 ∈ U0. Horja [15] studied the monodromy of the quantum
connection and the corresponding autoequivalences for the boundary curve U0, and his work can
be used to verify our interpretation of the loop corresponding to Φw.
Furthermore, if we fix a simply connected domain D ⊂ Uq0 containing p0, . . . , pN and let Diff(D\
{p0, . . . , pN}, ∂D) denote the topological group of diffeomorphisms which restrict to the identity
on the boundary, then BN+1 ' pi0 Diff(D \ {p0, . . . , pN}, ∂D) is a braid group which acts naturally
on ordered subsets of pi1(Uq0) satisfying (4.2). The braid group also acts formally by left and right
mutations on the set of full exceptional collections Db(Z/L)w = 〈E0, . . . , EN 〉, and these two actions
are compatible (See Figure 3).
Figure 3. Dictionary between action of B3 on loops in D \ {p0, p1, p2} and on full
exceptional collections of Db(Z/L)w.
(a) Loops (γ0, γ1, γ2) correspond to full exceptional collection 〈E0, E1, E2〉. After acting by a generator of
B3, γ
′
1 = γ2. The corresponding full exceptional collection is the right mutation 〈E0, E2, RE2E1〉. Note that
[γ0 ◦ γ1 ◦ γ2] = [γ′0 ◦ γ′1 ◦ γ′2], consistent with the fact that the twists TEi for any full exceptional collection
compose to Φw.
4.3. Factoring spherical twists. The arguments used to establish fractional window shift au-
toequivalences extend to the general setting of Section 3.2. Suppose that S : E → G is a spherical
dg functor between pre-triangulated dg categories. Assume that E and G have generators and that
S and its adjoints are representable by bimodules. Recall that since S is a spherical functor, the
functor
FS = Cone
(
id→ RS)
is an equivalence.
We will now discuss a sufficient condition for a spherical twist to factor into a composition of
other spherical twists. In the following, angle brackets will be used to denote the category generated
by a pair (tuple) of semiorthogonal subcategories of the ambient category as well as to assert that
a given category admits a semiorthogonal decomposition.
Theorem 4.14. Suppose that E = 〈A,B〉 and assume that the cotwist functor FS : E → E has the
property that there is a semiorthogonal decomposition
E = 〈FS(B),A〉.
Then the restrictions SA = S|A and SB = S|B are spherical and
TS = TSA ◦ TSB .
By Theorem 3.15 there exists a dg category C such that
C = 〈E ,G〉 = 〈G, E ′〉 = 〈E ′,G′〉 = 〈G′, E〉
where S, the spherical functor, is the composite iLG iE . We use the two mutation equivalences
RG ,LG′ : E → E ′ to induce decompositions E ′ = 〈A′R,B′R〉 = 〈RG(A),RG(B)〉 and E ′ = 〈A′L,B′L〉 :=
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〈LG′(A),LG′(B)〉 respectively. Then due to the identity FS ' RG′RG [1], the hypothesis in the
statement of Theorem 4.14 is equivalent to the existence of a semiorthogonal decomposition
E ′ = 〈B′R,A′L〉 (12)
We will need the following
Lemma 4.15. Under the hypothesis of Theorem 4.14, (A′L)⊥ = ⊥A and ⊥(B′R) = B⊥ as subcate-
gories of C.
Proof. We deduce that (A′L)⊥ =⊥A from the following sequence of mutations
C = 〈A,B,G〉 = 〈G,A′R,B′R〉 = 〈G,B′R,A′L〉 = 〈B,G,A′L〉. (13)
where the appearance of A′L follows from (12). Similarly for ⊥(B′R) = B⊥ we consider
C = 〈G′,A,B〉 = 〈A′L,B′L,G′〉 = 〈B′R,A′L,G′〉 = 〈B′R,G′,A〉. (14)

Proof of Theorem 4.14. By assumption we have the semiorthogonal decomposition 12, which im-
plies that B′R is left admissible and A′L is right admissible in C. Furthermore Lemma 4.15 implies
that (A′L)⊥ ∩ ⊥B′R = ⊥A ∩ B⊥, and we call this category Ge. Thus we have semiorthogonal decom-
positions
C = 〈B′R,Ge,A′L〉 = 〈A,Ge,B〉.
In particular we have a semiorthogonal decomposition B⊥ =⊥B′R = 〈Ge,A′L〉
Combining this with the semiorthogonal decompositions (13) and (14) we obtain
⊥A = 〈B,G〉 = 〈Ge,B〉 = 〈B′R,Ge〉 = 〈G,B′R〉, and
B⊥ = 〈A,Ge〉 = 〈G′,A〉 = 〈A′L,G′〉 = 〈Ge,A′L〉.
An analogous analysis of ⊥A = 〈B,G〉 gives the sequence of semiorthogonal decompositions.
Thus Theorem 3.11 implies that the functors SB := i
L
G iB : B → G and S˜A := iLGeiA : A → Ge are
spherical. Note that the left adjoints iLG to the inclusions iG : G → 〈B,G〉 and to iGe : CGe → 〈A,Ge〉
are the restrictions of the corresponding adjoints for the inclusions into C, so there is no ambiguity
in writing iLG and i
L
Ge without further specification.
G
LB=iLGe iG
++TSB Ge
LA=iLG′ iGe
++
LB′
R
=iLG iGe
kk TS˜A G′
LA′
L
=iLGe iG′
kk (15)
Let φ : Ge → G denote the isomorphism iLG iGe = LB′R whose inverse is φ−1 = iRGeiG . One checks
that SA := iLG iA is equivalent to φ ◦ S˜A : A → G and is thus spherical, and TSA ' φ ◦ TS˜A ◦ φ−1.
Following the various isomorphisms in the diagram (15) shows that
TSA ◦ TSB = φ ◦ TS˜A ◦ φ−1 ◦ TSB = LB′RLA′LLALB = TS

Remark 4.16. Consider a relatively Calabi-Yau manifold pi : X → Pd. The main result of [3, Sec.
3] is that, under certain assumptions on OX (namely that it is a spherical object on X and EZ
spherical with respect to S = pi), the spherical twist associated to the functor pi∗ factors into
spherical twists around the objects pi∗O, . . . , pi∗O(d). The hypothesis that OX is EZ spherical
implies that the cotwist FS = −⊗O(−d− 1)[d−n], which is the Serre functor up to a shift. Hence
the factorization of TS (called H in [3]) is a consequence of Theorem 4.14.
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Example 4.17. Let X be a smooth projective variety, and j : Y ↪→ X a smooth divisor. Then
the restriction functor S = j∗ : Db(X) → Db(Y ) has a right adjoint R = j∗ and a left adjoint
L = j∗(• ⊗ OY (Y )[−1]). The cotwist FS = Cone(id → j∗j∗) ' • ⊗ OX(−Y )[1] is an equivalence,
and FSL ' R by the projection formula. The corresponding spherical twist autoequivalence of
Db(Y ) is
TS(F
q
) = Cone(j∗(j∗F
q
))⊗OY (Y )[−1]→ F q) ' F q ⊗OY (Y )
In the special case where Y is an anticanonical divisor, so that FS ' • ⊗ ωX [1]. Then for any
semiorthogonal decomposition Db(X) = 〈A,B〉 we have Db(X) = 〈FS(B),A〉 by Serre duality, so
Theorem 4.14 applies.
Example 4.18. An example studied in [1] is that of a hypersurface j : Y ↪→ X where pi : Y '
P(E) → M is a projective bundle of rank r ≥ 1 over a smooth projective variety M . Then
j∗pi∗ : Db(M)→ Db(X) is spherical iff OY (Y ) ' pi∗L⊗Opi(−r). In this case the cotwist is tensoring
by a shift of L, so if L ' ωM , then Theorem 4.14 applies to any semiorthogonal decomposition
Db(M) = 〈A,B〉
4.4. Autoequivalences of complete intersections. SupposeXs ⊂ X is defined by the vanishing
of a regular section s of a vector bundle V∨. In this section, we will use a standard construction
to produce autoequivalences of D(Xs) from variations of GIT for the total space of V. This forms
a counterpart to [5, Sections 4,5], where equivalences between different complete intersections are
considered.
We are interested in the case where the total space of V is Calabi-Yau. If X = Pn and V is
completely decomposable, this is equivalent to Xs being Calabi-Yau. Since Xs is defined by a
regular section, the Koszul complex (∧•V, ds) is a resolution of OXs . The key ingredient in this
discussion is an equivalence of categories between D(Xs) and a category of generalized graded
matrix factorizations associated to the pair (V, s).
We call the data (X,W ) where X is a stack equipped with a C∗ action factoring through the
squaring map and W is a regular function of weight 2 a Landau-Ginzburg (LG) pair. Let pi : V → X
be the vector bundle structure map. There is an obvious action of C∗ on V by scaling along the
fibers of pi. We equip V instead with the square of this action, so that λ acts as scaling by λ2. Since
s is a section of V∨, it defines a regular function W on V that is linear along the fibers of pi. By
construction it has weight 2 for the C∗ action. The total space of V|Xs is C∗-invariant and when
we equip Xs with the trivial C∗ action we obtain a diagram
V|Xs i //
pi

V
Xs
of LG pairs where the potentials on V|Xs and Xs are zero.
The category of curved coherent sheaves on an LG pair D(X,W ) is the category whose objects
are C∗-equivariant coherent sheaves F equipped with an endomorphism d of weight 1 such that
d2 = W · id; and whose morphisms are obtained by a certain localization procedure. The maps in
the above diagram induce functors
D(Xs) = D(Xs, 0)
pi∗ // D(V|Xs , 0)
i∗ // D(V,W )
whose composite i∗pi∗ is an equivalence. (For details, see [17,21].)
Suppose that V is a smooth quasiprojective variety with an action of a reductive algebraic group
G × C∗, where C∗ acts through the squaring map. Let W be a regular function on V which is
G invariant and has weight 2 for C∗. Suppose that L is a G × C∗ equivariant line bundle so
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that (V,W ) ∼= (V ss(L)/G,W ) equivariantly for the C∗ action. For simplicity assume that V u(L)
consists of a single KN stratum S with 1 PSG λ. Let Z be the fixed set for λ on this stratum and Y
its blade. Write σ : Z → V for the inclusion. As above we define full subcategories of D(V/G,W ).
Let Gw ⊂ D(V/G,W ) be the full subcategory of objects isomorphic to objects of the form (E , d)
where σ∗E has λ-weights in [w,w+ η). We also define the larger subcategory Cw where the weights
lie in [w,w + η]. The analysis for the derived category can be adapted to the category of curved
coherent sheaves [5] and we see that Gw is admissible in Cw. The maps i : Y → V and p : Y → Z
induce functors p∗ : D(Z/L,W |Z) → D(Y/P,W |Y ) and i∗ : D(Y/P,W |Y ) → D(V/G,W ). Let
D(Z/L,W |Z)w be the full subcategory of curved coherent sheaves concentrated in λ-weight w.
Then i∗p∗ : D(Z/L,W |Z)w → D(V/G,W ) is fully faithful and has image Aw.
We now consider a balanced wall crossing which exchanges λ = λ+ with λ−1 = λ− and S = S+ for
S−. Then we obtain wall crossing equivalences. Since Cw and Gw are defined by weight conditions,
as above we see that C+w = C−−w−η and G−w is the left orthogonal to Aw. Therefore, the window shift
autoequivalence in this context is still realized by a mutation.
Example 4.19. We consider a K3 surface X obtained as a complete intersection of type (2, 0), (1, 3)
in X = P2 × P2. It is well known that line bundles on a K3 surface are spherical. We will see
that the window shift automorphisms of D(X) coming from VGIT as above are the compositions of
spherical twists around OX(i, 0) then OX(i+1, 0) or around OX(0, i),OX(0, i+1), and OX(0, i+2).
Let V = O(−2, 0)⊕O(−1,−3). Recall that the total space of V is a toric variety which can be
obtained as a GIT quotient of A8 by (C∗)2 under the action
(t, s) 7→ (t, t, t, s, s, s, t−2, t−1s−3).
We also recall that the wall and chamber decomposition of R2 associated to this action is given in
the following diagram.
W2
W1
I
II III
IV
Chamber I corresponds to totV and we will analyze the autoequivalences of Xs that come from
the walls W1 and W2. The window shift autoequivalences of D
b(totV) coming from W1 do not
factor because the associated Z/L is not compact. However, in the presence of a potential, Z/L
becomes compact. In fact, the associated Landau-Ginzburg model actually admits a full exceptional
collection. To proceed we must compute the KN stratifications near the walls. Write V• for the
locus defined by the vanishing of the variables occurring in •. (So Vx is the locus where all of the xi
are zero.) We obtain the table below in which we indicate the ordering of the strata, the attached
destabilizing one parameter subgroup, its fixed set and the entire stratum.
Consider the potential W = pf+gq ∈ C[xi, yi, p, q]2i=0, where f ∈ C[xi] is homogeneous of degree
2 and g ∈ C[xi, yi] is homogeneous of degree (1, 3). In order to define an LG pair, we must also
specify a second grading on C[xi, yi, p, q]. We define the LG weights of p and q to be 2 and the LG
weights of xi and yi to be 0. Assume that f defines a smooth rational curve in P2. In order to
proceed, we need to introduce a particular type of curved coherent sheaf. Consider a line bundle
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Near W1
Chamber I Chamber IV
1-PSG fixed set stratum
strat. 1 λ0 0 Vxy
strat. 2 (0,−1) Vyq \ Vx Vy \ Vx
strat. 3 (−1, 0) Vxpq \ Vxy Vx \ Vxy
1-PSG fixed set stratum
λ0 0 Vyp
(0,−1) Vyq \ Vx Vy \ Vx
(1, 0) Vxpq \ Vxy Vpq \ Vy
Near W2
Chamber I Chamber II
1-PSG fixed set stratum
strat. 1 λ0 0 Vxy
strat. 2 (−1, 0) Vxpq \ Vxy Vx \ Vxy
strat. 3 (0,−1) Vyq \ Vx Vy \ Vx
1-PSG fixed set stratum
λ0 0 Vx
(−1, 0) Vxpq \ Vxy Vx \ Vxy
(0, 1) Vyq \ Vx Vq \ Vx
Table 1. The Kirwan-Ness stratification for T acting on A8
L on an LG pair which is equivariant for the C∗ action. Given sections a ∈ Γ(L) and b ∈ Γ(L∨) of
weight 1, we form a curved coherent sheaf for the potential b(a):
O
a ** L,
b
ii i.e. d =
(
0 b
a 0
)
,
and denote it by {a, b}. We also write Otriv = {1,W} (where 1,W are weight 1 section and co-
section of O(−1)LG). This object is isomorphic to zero in the category of curved coherent sheaves.
Let us analyze what happens near W1. First, we have computed that for the least unstable
stratum
Z1/L1 = (Vxpq \ Vxy)/T ∼= P2/C∗.
Next, we notice that W |Z1 = 0 and that Z1 is contained in the fixed set for the LG C∗ action.
Therefore the category D(Z1/L1,W |Z1) ∼= D(P2/C∗) and for any w we have D(P2/C∗)w ∼= D(P2).
It is well known that D(P2) admits a full exceptional collection of length 3. For example D(P2) =
〈O,O(1),O(2)〉. By the curved analog of Proposition 3.4, we compute the spherical object asso-
ciated to O(i) on P2 by pulling it back to Vpq \ Vy, pushing it forward to V \ Vy, then restricting
it to V = (V \ Vx ∪ Vy)/T . The locus Vpq restricts to the zero section of V, which we also denote
by X. The object corresponding to O(i) on Z1/L1 is the line bundle OX(0, i), viewed as a curved
coherent sheaf supported on the zero section. This object corresponds to an object of D(X). To
compute this object we observe that there are short exact sequences
0 // Otriv ⊗ {q, g} // {p, f} ⊗ {q, g} // Op=0 ⊗ {q, g} // 0
0 // (Op=0)triv // Op=0 ⊗ {q, g} // OS // 0
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This implies that OX(0, i) is equivalent to {p, f}⊗{q, g}⊗O(0, i) in D(V,W ). Using the analogous
short exact sequences for f and g we see that it is also equivalent to OV|Y (0, i). However, this is
the image of OX(0, i) under the equivalence D(X) ∼= D(V,W ).
Next, we consider the wall W2. In this case, we have
Z2/L2 = (Vyq \ Vx)/T ∼= (totOP2(−2))/C∗.
Moreover W |Z2 = pf . So we have D(Z2/L2,W |Z2) ∼= D(C/C∗), where C ⊂ P2 is the rational curve
defined by f . This means that for any fixed w, D(Z2/L2,W |Z2)w ∼= D(P1). Of course, we have
D(P1) = 〈O,O(1)〉. We play a similar game to compute the objects in D(Y ) corresponding to
these line bundles. First, OC(i) corresponds to the curved coherent sheaf OtotOC(−2)(i) on Z2/L2.
We push this forward and restrict to V to get the line bundle O(i, 0) on the locus {q = f = 0}. By
considering short exact sequences as in the previous case, we see that these objects correspond to
the objects OX(i, 0) in D(X).
References
[1] Irina Anno, Weak representation of tangle categories in algebraic geometry, ProQuest LLC, Ann Arbor, MI,
2008. Thesis (Ph.D.)–Harvard University.
[2] Rina Anno and Timothy Logvinenko, Spherical DG-functors, ArXiv E-prints: 1309.5035 (2013).
[3] Paul S. and Horja Aspinwall R. Paul and Karp, Massless D-branes on Calabi-Yau threefolds and monodromy,
Comm. Math. Phys. 259 (2005), no. 1, 45–69, DOI 10.1007/s00220-005-1378-6.
[4] Denis Auroux, Ludmil Katzarkov, and Dmitri Orlov, Mirror symmetry for weighted projective planes and their
noncommutative deformations, Ann. of Math. (2) 167 (2008), no. 3, 867–943, DOI 10.4007/annals.2008.167.867.
[5] M. Ballard, D. Favero, and L. Katzarkov, Variation of geometric invariant theory quotients and derived categories,
ArXiv e-prints:1203.6643 (2012).
[6] A. I. Bondal, Representations of associative algebras and coherent sheaves, Izv. Akad. Nauk SSSR Ser. Mat. 53
(1989), no. 1, 25–44 (Russian); English transl., Math. USSR-Izv. 34 (1990), no. 1, 23–42.
[7] David A. Cox and Sheldon Katz, Mirror symmetry and algebraic geometry, Mathematical Surveys and Mono-
graphs, vol. 68, American Mathematical Society, Providence, RI, 1999.
[8] David A. Cox, John B. Little, and Henry K. Schenck, Toric varieties, Graduate Studies in Mathematics, vol. 124,
American Mathematical Society, Providence, RI, 2011.
[9] Igor V. Dolgachev and Yi Hu, Variation of geometric invariant theory quotients, Inst. Hautes E´tudes Sci. Publ.
Math. 87 (1998), 5–56. With an appendix by Nicolas Ressayre.
[10] Will Donovan and Ed Segal, Window shifts, flop equivalences and Grassmannian twists, Compos. Math. 150
(2014), no. 6, 942–978, DOI 10.1112/S0010437X13007641. MR3223878
[11] I. M. Gel′fand, M. M. Kapranov, and A. V. Zelevinsky, Discriminants, resultants, and multidimensional deter-
minants, Mathematics: Theory & Applications, Birkha¨user Boston Inc., Boston, MA, 1994.
[12] Anton Geraschenko and Matthew Satriano, Toric stacks I: The theory of stacky fans, Trans. Amer. Math. Soc.
367 (2015), no. 2, 1033–1071, DOI 10.1090/S0002-9947-2014-06063-7. MR3280036
[13] Daniel Halpern-Leistner, The derived category of a GIT quotient, J. Amer. Math. Soc. 28 (2015), no. 3, 871–912,
DOI 10.1090/S0894-0347-2014-00815-8. MR3327537
[14] M. Herbst, K. Hori, and D. Page, B-type D-branes in toric Calabi-Yau varieties, Homological mirror symmetry,
Lecture Notes in Phys., vol. 757, Springer, Berlin, 2009, pp. 27–44.
[15] R. Paul Horja, Derived category automorphisms from mirror symmetry, Duke Math. J. 127 (2005), no. 1, 1–34,
DOI 10.1215/S0012-7094-04-12711-3.
[16] Hiroshi Iritani, An integral structure in quantum cohomology and mirror symmetry for toric orbifolds, Adv. Math.
222 (2009), no. 3, 1016–1079, DOI 10.1016/j.aim.2009.05.016.
[17] Mehmet Umut Isik, Equivalence of the Derived Category of a Variety with a Singularity Category, Int. Math.
Res. Notices 2013 (2013), no. 12, 2787–2808.
[18] Yujiro Kawamata, D-equivalence and K-equivalence, J. Differential Geom. 61 (2002), no. 1, 147–171.
[19] Ed Segal, Equivalence between GIT quotients of Landau-Ginzburg B-models, Comm. Math. Phys. 304 (2011),
no. 2, 411–432, DOI 10.1007/s00220-011-1232-y.
[20] Paul Seidel and Richard Thomas, Braid group actions on derived categories of coherent sheaves, Duke Math. J.
108 (2001), no. 1, 37–108, DOI 10.1215/S0012-7094-01-10812-0.
[21] Ian Shipman, A geometric approach to Orlov’s theorem, Comp. Math. 148 (2012), no. 5, 1365–1389, DOI
10.1112/S0010437X12000255.
26
