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Abstract. As resource spaces become ever larger, the need for tools to help users nd pertinent and
reliable resources quickly and easily is more and more acute. Recommender systems are an ecient way to
tackle the problem of information overload, as they enable to inference from users' past behavior to suggest
resources the users have not seen yet. Collaborative ltering, that uses ratings of user on items, has become
a very popular technique for recommender systems. One crucial step of item-based collaborative ltering
is the computation of pair-wise similarity between items. In order to improve the accuracy of collaborative
ltering, we propose a new approach for the computation of similarities, by using mutual information. In
this work, only positive and negative evidences are considered for training, whereas classical approaches
use ratings. During the prediction step, we do not use the classical K value (KNN neighbors) as the size
of the neighborhood of each item, but a size value that depends on the considered item. The proposed
method is evaluated on the well-known MovieLens dataset. Our experiments show an improvement in the
accuracy of collaborative ltering.
Keywords Mutual Information, Neighbor selection, Item-based approach
1 Introduction
Internet makes available to online users an over-abundance of information, e-services and products. Users have
to decide which information to consult, which service to use or which product to buy. Recommender systems
[1] aim at nding, given a user, the adequate items from the huge number of available items. An item is either
an information, or an on-line service or a product, and is the elementary unit we consider.
Collaborative Filtering (CF) is a popular recommendation technique, which uses similarities between users
(user-based approaches) or items (item-based approaches) to predict the most pertinent items for a given user.
The input of the system is a set of ratings of users on a set of items, and the goal is to predict how well a user
will like an item that he/she has not rated given his/her past ratings and the ratings of other users [14,17,3,
15]. Ratings can be explicitely given by the users or implicitely derived from the analysis of the users' actions,
in the available logs or by mining usage [6].
This paper focuses on the item-based approach, that associates to each item its set of nearest neighbors
according to a similarity measure. The prediction of a user's rating on an item is based on all the items he/she
has already rated, or the nearest neighbors (mentors) of this item.
Similarity between two items represents how these two items are similarly co-voted. We propose a new
way to compute item-to-item similarities, relying on mutual information [16]. Mutual information (MI) is an
information-theoric measure of the dependence of a variable on another one. Furthermore, we propose to compute
item similarities when only positive or negative evidences are available. The advantage of this method is the
reduction of the rating scale to only two states : \I like" or \I dislike". It makes easier the task of the users who
do not have anymore to rate items but only to express a global opinion. Ratings that correspond to neutral
opinions are considered a non-informative and are discarded.
In order to decide which items to use during the prediction phase, and therefore reduce time complexity
while guarantying a high level of accuracy, we propose to use an original way to select neighborhood, that is an
adjustable neighborhood depending on the item and its reliability, instead of the K nearest neighbors approachas introduced in [14].
The rest of this paper is organized as follows : section 2 describes the item-based approach. Similarity
measure based on mutual information is rst described in section 3, then a new similarity measure based
on mutual information is proposed. Section 4 details an original way to determine the optimal size of the
neighborhood of a given item. The experimental dataset and protocol are described in section 5. Performance
of the propositions presented in section 3 and 4 are assessed and analyzed in section 6. Section 7 draws the
conclusion and section 8 presents future work.
2 ITEM-BASED COLLABORATIVE FILTERING
Item-based collaborative ltering algorithms explore the relationships between items, and then compute recom-
mendations for the active user by nding items similar to the items he/she liked. The item-based approach is
well suited to applications where the set of items is relatively static [5].
Let U be the set of N users, a 2 U the active user and I the set of M items with t 2 I the target item. rui
corresponds to the rating of user u 2 U on item i 2 I. Let sim(i;j) be the similarity value between the two
items i and j. pat is the prediction of rating of the active user a on the target item t.
The procedure of predicting ratings using the similarity measure can be described as follows:
1. compute the similarity sim(i;j) 8(i;j) 2 I  I.
2. select the neighborhood of each item.
3. compute the prediction of rating pat for the targeted item t and the active user a.
2.1 Computing Similarity Between Items
One crucial step in an item-based algorithm is to compute the similarity between items. The basic idea in
similarity computation between two dierent items i and j, is to determine the set of users who rated both
items and then to apply a similarity computation technique. An overview of the most usual similarity measures
can be found in [18,4], we only present here the most popular: the cosine and the Pearson coecient measures.
Cosine Measure Item-based approach considers items as vectors in user space whose components are the
users ratings. The cosine similarity between items i and j is computed as the cosine of the angle between   ! i
and   ! j as follows:
sim(i;j) = cos(  ! i ;  ! j ) =
  ! i    ! j
jj  ! i jj jj  ! j jj
(1)
The drawback of cosine measure is that the dierence in rating scale between users is not taken into account
[15].
Pearson Correlation Coecient The Pearson correlation coecient evaluates the deviation from the mean
rating of items.
sim(i;j) = PCC(i;j) =
P
k(rki   ri)(rkj   rj)
pP
k(rki   ri)2 P
k(rkj   rj)2 (2)
Where ri is the mean rating of item i and k sums over users that have both rated item i and j.
The advantage of Pearson coecient is that both negative and positive correlation values are obtained. It
has been shown in [3,4] that the Pearson Correlation Coecient (PCC) leads to a higher accuracy than cosine
measure. An additional measure can also be used, the adjusted cosine [15] that corresponds to the cosine of
items deviation from the user mean rating. Adjusted cosine is similar to Pearson and osets the cosine drawback
by subtracting the corresponding user average for each covoted pair.2.2 Selecting the Neighborhood of Items
To compute pat, similarities between the target item t and all other items are used. However, to speed up the
prediction computation, only a subset of these items is used. Usually, most similar items to t are used (called
nearest neighbors). A value of K is xed a priori and K items neighbors are considered [8,15,4] to compute
predictions.
2.3 Predicting
In item-based collaborative ltering algorithms, the prediction pat is computed on the items (and the corre-
sponding ratings) that the user a has already voted. These items are weighted according to their correlations
with item t. An overview of the prediction methods is presented in [4].
The weighted sum, that is often used in item-based collaborative ltering, evaluates pat by computing the
weighted sum of the ratings given by user a on the neighbor items of t.
pat =
P
i sim(i;t)  rai P
i jsim(i;t)j
(3)
where i sums over all items in the nearest neighbors of item t, that have been rated by the active user a.
The following prediction method is classically used in the user-based algorithms [21], less often in item-based
approaches [19]. The computation of pat considers the sum of the target item mean rating and the weighted
sum of deviations from the mean rating of items that have been rated by user a.
pat = rt +
P
i sim(i;t)  (rai   ri)
P
i jsim(i;t)j
(4)
where ri represents the mean rating of item i. This method will be used in this article to compute predictions,
since it gets better results.
2.4 Assessing Performance
Performance of a recommender system can be evaluated in several ways, we are interested here in accuracy and
coverage rate [13].
The accuracy of a recommender system can be evaluated by using various metrics [10]. One of the most
widely used is the Mean Absolute Error (MAE). MAE measures the deviation of the recommendations from
their true user-specied values. The lower the MAE is, the more accurate are the predictions of the recommender
system. Given a test corpus T, composed of triplets (u;i;r) where u is a user, i an item and r the rating u gives
on i, MAE is computed as follows:
MAE =
1
jTj
X
(u;i;r)2T
jpui   rj (5)
Accuracy of a recommender can also be evaluated by using the HMAE (High MAE) measure [2]. HMAE
represents the MAE computed only on the highest rating values. Two HMAE values can be considered. The
rst one, we call the TestHMAE, computes the accuracy on the high ratings of the test corpus. The TestHMAE
represents the accuracy on the items the users like, it is related to the recall measure. The second measure, we
call the RecHMAE, computes the accuracy on the items the recommender predicts with high ratings values.
The RecHMAE is related to the precision measure. Both RecHMAE and TestHMAE are important to compute
the accuracy of a recommender. Indeed, the items the recommender proposes to the user (items he rated
highly) must be items the user actually likes, and conversely, the items a user likes have to be proposed by the
recommender.Coverage rate is used in addition to MAE and HMAE measures. Coverage computes the percentage of items
for which a recommender can provide a prediction. In the case of items that have not been suciently co-voted,
no reliable similarity values are computed, thus no prediction can be performed. In this article, coverage is
studied, as some prediction methods may not reach a 100% coverage rate.
3 MUTUAL INFORMATION-BASED SIMILARITY MEASURE
To improve the accuracy of a recommender system, we propose in this article to use mutual information as a
basis to compute the similarity measure between two items. Mutual information has already been introduced
in user-based collaborative ltering algorithms. To our knowledge, it has not been much used to compute
dependency between items [21].
In [2,20,22], the similarity between two users is computed on co-voted items with the Pearson Correlation
Coecient. A specic weight is then assigned to each co-voted item, this coecient is dened with the mutual
information measure. Mutual information can also be used during the prediction phase [22]. It allows to rank
the relevance of the active user to the target item, thus performing feature selection.
In information theory, mutual information represents a measure of statistical dependence between two vari-
ables X and Y with associated probability distributions p(x) and p(y). In our context, x and y are rating
values.
Following Shannon [16], the mutual information (MI) is dened as:
MI(X;Y ) =
X
x
X
y
p(x;y)log
p(x;y)
p(x)p(y)
(6)
where x (respectively y) sums over values (ratings) of X (respectively Y ).
In this work, we use the normalised mutual information (NMI) [7], thus weights are in the range [0;1]. NMI
is dened as follows:
NMI(X;Y ) =
2  MI(X;Y )
H(X) + H(Y )
(7)
where H(X) is the entropy of X and is computed as:
H(X) =  
X
x
p(x)logp(x) (8)
From now on, we will refer to normalized mutual information as mutual information.
A large mutual information value between the votes of two items reects a high level of dependence. However,
this dependence can be of two kinds. On the one hand, it can be positive: the two items are mainly rated with
similar values. On the other hand, the dependence can be negative: the two items are opposed items, they
are rated with opposite values - when one item is liked by a given user, the second one is usually disliked.
Thus mutual information does not give any information about the nature of this dependence: a high value may
represent a positive or a negative dependence.
In the framework of recommender systems, mutual information is used to compute similarity between items,
then to predict the rating of the target item. The nature of the dependence is thus a crucial information, that
can be used to improve the prediction capability of the recommender system.
3.1 Using binary ratings
We propose, as mentioned in [9], to group the range of ratings into two sets: positive opinions and negative
opinions. For example, on the most commonly used MovieLens dataset, ratings range from 1 to 5, where 1
represents the lowest possible rating and 5 represents the highest.
We propose to merge ratings 1 and 2, representing the evidence \do not like" and merge ratings 4 and 5, to
represent the evidence \like". We consider that rating 3, that represents a neutral opinion, is a non-informativerating. It is the reason why we propose to discard it from the computation of the mutual information on the
training dataset, as it can be considered as noise, thus decreasing performance.
In the case of binary opinions, Equation (7) becomes:
NMI(i;j) = 2
H(i)+H(j)
( p(il;jl)log
p(il;jl)
p(il)p(jl) (A)
+ p(il;jd)log
p(il;jd)
p(il)p(jd) (B)
+ p(id;jl)log
p(id;jl)
p(id)p(jl) (C)
+ p(id;jd)log
p(id;jd)
p(id)p(jd) ) (D)
(9)
where il represents a positive assessment (liked the item) and id a negative assessment (disliked the item).
p(il;jl) represents the probability, for a given user, of liking both items i and j. This probability is computed
as the normalized counts. p(il) represents the probability of liking item i. This measure will be referred as the
Global Mutual Information (GMI).
3.2 Positive Mutual Information Measure
As presented previously, we are interested in using a similarity measure that integrates the nature of the
dependence between two items. In this way, we split the mutual information into two sub-measures. The rst
one reects the \positive" dependence, i.e. how much items have similar ratings. This measure contains the
terms (A) and (D). Indeed, a high value of term (A) represents that most users who liked i also liked j and a
high value of term (D) represents that users who did do not like item i did not like item j neither. The second
sub-measure represents \negative" dependence, i.e. how much items have opposite ratings. In this article, we
are interested in the rst measure, that is dened as:
PMI(i;j) = 2
H(i)+H(j)
( p(il;jl)log
p(il;jl)
p(il)p(jl)
+ p(id;jd)log
p(id;jd)
p(id)p(jd))
(10)
This measure will be refered to as the Positive Mutual Information (PMI) as it represents to what extent
two items are similarly rated. This measure can have both positive and negative values.
For comparison purposes, we also study the measure that contains (B) and (C) terms, that will be refered
to as Negative Mutual Information measure (NMI).
We can notice that mutual information is highly inuenced by the quantity of observed data. The smaller
the size of observable data is, the less reliable the MI will be. That is why similarity between two items is
computed only if a signicant number of users have rated both items. In this paper, a threshold of 5 has been
dened (see section 5.2).
Once similarities between items are evaluated, the ratings can be predicted. This prediction can be either
computed by using all items or using a subset of items: its nearest neighbors.
4 SELECTION OF THE NEIGHBORHOOD FOR A GIVEN ITEM
In this section we address the problem of deciding which items to use during prediction and try to remove the
unreliable ones to improve the quality and scalability of collaborative ltering.
The key idea is to highlight the fact that, weak dependent items (with low similarity value) are low informa-
tive for prediction. The use of such items may decrease the quality of the prediction. Furthermore, generating
predictions over relevant items instead of operating over the entire dataset may decrease complexity time.
The most popular way to decide which items to use for prediction is to x an a priori value K, that represents
the number of items to use. The items are the K nearest neighbors of item t, i.e. items with the highest values
[11,2,4]. The value of K is set experimentally and accuracy of collaborative ltering is inuenced by the size of
neighborhood.The drawback of the K nearest neighbors method is that exactly K neighbors are used to compute ratings.
Can the optimal predictions be computed by always using K neighbors ?
We propose here to improve this K nearest neighbor approach: the size of the neighborhood is now dependent
on the considered item. Indeed some items may have few number of highly similar items, this small set may be
sucient to compute prediction. Conversely, some items may not have highly similar neighbors, and a higher
number of neighbors may be used to compute predictions. Given an item, we propose to dene its neighborhood
as the set of similar items so that the value of their similarities sums up to a xed value noted V . This approach
has the advantage to determine the adequate size of the neighborhood for each item.
5 EXPERIMENTAL EVALUATION
5.1 The MovieLens Dataset
In our experiments we use the MovieLens dataset3, containing 100K explicit ratings, for 1682 movies (items)
and 943 users. Each rating varies in the range 1 to 5. Data sparsity on this corpus is 96%. This corpus is divided
into ve parts; to perform ve-fold cross-validations, training is made up of 4 parts and testing is the last part.
As we consider that ratings with a value of 3 correspond to a neutral opinion, we propose, in a rst step, to
discard them from training corpus ; they represent 27% of the dataset. Obviously, all ratings in the test set are
considered. The resulting data set is made up of 24% of negative opinions (merging ratings 1 and 2) and 76%
of positive opinions (merging ratings 4 and 5).
5.2 Experimental Protocol
As previously mentioned, mutual information is unreliable when only few data are available. Therefore, we
introduce a threshold - which represents the minimal amount of required data - in order to compute a reliable
mutual information value. Otherwise, using a MI value when the threshold has not been reached may introduce
a bias in the model. In that case, a 0 value is set in the similarity matrix, meaning that items are independent.
A similar threshold is used for other methods.
RecHMAE and TestHMAE are evaluated on high ratings, we consider here that high ratings correspond to
the \like" evidence, thus ratings 4 and 5.
6 RESULTS AND DISCUSSION
6.1 Comparison of Similarity Measures
In a rst step, we implement various similarity measures: the cosine measure (Equation (1)) and the Pearson
coecient (Equation (2)) which are broadly used in the state of the art. In order to compare measures proposed
in this article the GMI (Equation (8)) and PMI similarity measures (Equation (9)) are also implemented. For
comparison purposes, NMI is also presented.
Recall that PMI is a sum of two terms:
{ the rst one, called the \like term" (LT),
 2
H(i)+H(j)p(il;jl)log
p(il;jl)
p(il)p(jl),
{ the second one, called the \dislike term" (DT),
 2
H(i)+H(j)p(id;jd)log
p(id;jd)
p(id)p(jd).
3 http://www.movielens.orgIn many research areas, the \like term" is often used alone, as a simplied version of the mutual information.
We study here the inuence of each subterm on the MAE, in order to determine the pertinence exploiting both
subterms.
Note that, before evaluating the MAE or HMAE scores, all predicted ratings are rounded as the ratings
given by the users are integer values.
We can remark that for all similarity values, the similarity matrix contains about 77% of null values. This
rate is explained by the fact that the similarity value between two items is set to 0 if they have not been
suciently co-voted. A 0 value can also mean that two items are independent. When a no minimum co-voted
value is set, the similarity matrix contains only about 45% null values.
Table 1 presents MAE and the coverage rate (dened as the percentage of predicted items), on the ve test
corpora, using all neighbors, for all the similarity measures listed above.
Table 1. Comparing similarity measures
measure MAE coverage
Cosine 0.0.699 98.4 %
Pearson 0.693 98.5 %
GMI 0.696 98.5 %
PMI 0.686 98.4 %
NMI 0.724 99.3 %
LT 0.692 98.5 %
DT 0.696 94.8 %
We can rst notice that all the methods have quite similar coverage rates. A 100% coverage rate is never
achieved, this can be explained by the fact that a subset of pairs of items in the dataset does not reach the co-
voted threshold (see Section 2.4). We can also notice that, although ratings with a value 3 have been discarded,
the coverage rate is high.
The Pearson Coecient results in a better MAE than the cosine measure (2%), as previously shown in [4].
The Global Mutual Information measure performs slightly worse than Pearson, but performs better than
Cosine. When comparing measures using mutual information, we can notice that the Positive Mutual Infor-
mation, that uses a subset of terms of the GMI, slightly improves its MAE o 1.4%. Moreover, NMI, that
represents how opposed items are, reaches the worst MAE value among all similarity values. We can deduce
that the two sub-terms (B) and (C) from the GMI, that are not part of the PMI, are not good terms to compute
the similarity. Indeed, discarding these two terms does not increase the MAE, it does even decrease it.
In order to study the pertinence of using both terms in PMI, we study the MAE obtained for the LT or
DT. Both terms lead to higher MAE (respectively 0.8% and 1.4% higher than PMI), which shows that the
combination of both subterms reinforces the accuracy of the prediction.
We can notice that NT leads to a higher MAE value and lower coverage rate. This can be explained by the
small percentage of disliked items within the dataset (24%), which lowers the quality of the model.
We are also interested in the study of TestHMAE and RecHMAE values for all similarity measures, presented
in Table 2. The coverage rate for TestHMAE is constant as it represented the rate of items highly rated in the
test corpus. Concerning RecMAE, all methods have comparable coverage rates: they all rate about 25.4 % of the
item with a high value. When comparing Pearson and GMI, we can remark that they have opposite behaviors:
Pearson has a better TestHMAE whereas GMI has a better RecHMAE. PMI, that leads to the best MAE,
slightly improves TestHMAE and RecHMAE over all similarity measures.
6.2 K nearest neighbors
In this section, we study the variation of the MAE according to the size of the neighborhood used to compute
the prediction. The neighbors used are the most correlated neighbors. A value of K is xed a priori and a ratingTable 2. HMAE values for all similarity measures
measure Test cov. Rec cov.
HMAE HMAE
Cosine 0.613 54.9 % 0.608 24.7 %
Pearson 0.603 54.9% 0.606 25.6 %
GMI 0.608 54.9% 0.603 25.2 %
PMI 0.596 54.9 % 0.598 25.4 %
LT 0.608 54.9% 0.603 25.2 %
DT 0.601 54.9% 0.603 25.5 %
is computed according to K neighbors. We can notice that whatever the value of K is, the coverage does not
vary.
Fig.1. Evolution of the MAE value according to the number of neighbors used to compute prediction
We can notice that, as presented in [8,15,12], MAE does not highly improve when using only a subset of
the nearest neighbors. However, the improvement of PMI and GMI is ve times higher than the improvement
of Pearson. We can also notice that the optimal value of neighbors for Pearson (about 70) is higher than the
optimal value for PMI and GMI (about 30).
6.3 A dynamic size of the neighborhood
When using the K nearest neighbors presented in the previous section, exactly K items are used to compute
prediction. We can suppose that some ratings may be computed by using less than K neighbors (for example
when a few number of highly correlated neighbors exists). In some cases, more than K neighbors may be useful
to accurately compute one rating (when only low correlated items are available). In this section we present an
original way to choose neighborhood: it is now made up of the highest similar items such that the sum of the
values of their similarities is over a value V . This approach has the advantage of selecting a neighborhood whose
size depends on the target item. For example, when highly correlated items are available, a few numbers of
neighbors is used, and low-correlared neighbors are not considered, avoiding a decrease of performance. As for
K nearest neighbors, this way to select neighborhood leads to a constant coverage.
Fig.2. Evolution of the MAE value according to the value of the threshold neighborhood for Pearson
Figure 2 shows the evolution of the MAE for Pearson coecient, according to the value V . We can notice
that the lower MAE is obtained with a value V = 25. This MAE is similar to the one reached when using a
xed number of neighbors K (section 6.2). A value V = 25 corresponds to 56 neighbors on average. The optimal
number of neighbors with the KNN method was 70, the number of neighbors to use is thus reduced by 20%.
Figure 3 represents the evolution of MAE for PMI and GMI according to the V value. We can remark that
this new method slightly improves PMI and GMI. The value of the MAE obtained for GMI is 0:689 whereas
the one obtained with KNN was over 0:691. For PMI, MAE obtained is also improved compared to KNN.
Concerning the value V , the optimal value for PMI is 4:5, that corresponds to on average 24 neighbors (23 %
less than when using KNN). The maximum number of neighbors used is 97.Fig.3. Evolution of the MAE value according to the value of the threshold neighborhood for GMI and PMI
To conclude, the use of the threshold V improves the K nearest neighbors while reducing the mean size of
the neighborhood.
6.4 Inuence of the Similarity Threshold
In this section, we are interested, as in the two previous sections, in a better way to select the neighbors
to compute prediction. We study the inuence of an item, according to its similarity with target item t. We
introduce here a similarity threshold T that represents the lower bound of pertinence of a similarity value: items
correlated with a value below T are not taken into account.
We consider that low dependent items are not useful for prediction, and may lead to even lower performance.
The question is which value of T should be chosen for threshold ? In Table 3, MAE and RecHMAE are presented
according to the threshold T, for several similarity measures.
Table 3. Inuence of the similarity threshold T on MAE and coverage for Pearson, Cosine, GMI and PMI
Threshold Pearson Pearson Cosine Cosine GMI GMI PMI PMI
MAE coverage MAE coverage MAE coverage MAE coverage
0 0.693 98.5 % 0.699 98.4 0.696 98.5 % 0.686 98.4 %
0.1 0.693 98.3 % 0.696 98.5 % 0.705 93.4 % 0.685 97.6 %
0.2 0.693 98.2 % 0.686 97.1 % 0.737 46.1 % 0.700 90.2 %
0.3 0.700 97.9 % 0.684 88.9 % 0.610 8.4 % 0.735 56.1 %
0.4 0.717 95.5 % 0.689 66.7 % 0.402 1.9 % 0.675 10.2 %
0.5 0.749 88.9 % 0.681 35.6 % 0.365 0.9 % 0.423 1.4 %
0.6 0.788 76.2 % 0.663 9.8 % 0.237 0.3 % 0.237 0.3 %
0.7 0.832 59.0 % 0.504 1.3 % 0.151 0.1 % 0.151 0.1 %
0.8 0.880 37.6 % - - - - - -
0.9 0.914 14.0 % - - - - - -
1.0 0.872 0.6 % - - - - - -
On the one hand, we can notice that the coverage rate decreases quickly with the threshold value: this is due
to the fact that only few similarity values are above the similarity threshold when it grows up. For example,
when the threshold is xed at a value of 0:3 the coverage rate dramatically decreases by 85%. We can also notice
that decrease in the coverage for Pearson and Cosine is slower than for GMI and PMI. For example, for the
same threshold of 0:3, Pearson computes a prediction for 97:9% of the test set.
On the other hand, we can see that the MAE has a similar variation: accuracy is improved with the threshold
value. For Cosine, MAE slowly decrease according to T. We can notice that with low values of T, the MAE of
GMI and PMI increases, while the coverage decreases slightly. For example, for GMI with a threshold T = 0:2,
MAE is increased by 6% compared to the use of all neighbors. This can be explained by the low number of
neighbor items used to compute prediction: when using a threshold T = 0:2, the number of neighbors used
is on average 30 times lower than when using a threshold T = 0:0. The diculty is to nd the right balance
between the MAE and the coverage rate by tuning this threshold experimentally. However, Pearson MAE does
not decrease when the threshold increases, it does even increase. When the threshold is xed to 1:0, coverage
is equal to 0:6% and MAE is 0:872: when only the items correlated with a value of 1:0 are used (the highest
correlation value that can be reached), MAE increases by 20% compared to using all positive correlations. A
similar behavior is observed when 5 ratings are used (without binary ratings). Cosine, GMI and PMI have
expected behaviors: MAE decreases when the value of the threshold is high. For example when the threshold isxed to 0:5, the MAE of PMI is equal to 0:423. The most correlated the items used for prediction are, the most
accurate the recommender is. Of course, coverage highly decreases according to the threshold. These results can
be linked with Figure 1: when Pearson is used, a low improvement of the MAE is reached when using KNN,
whereas a large improvement is reached for PMI and GMI.
We can also notice that when a threshold is xed, GMI is more accurate than GMI, whereas PMI is more
accurate when all items are used.
MAE does not get better when using a high value of T for Pearson, since a high Pearson value does not
reect that the two items have identical ratings: a correlation of almost 1 can be obtained even when items are
not identically rated: this can for example be due to the inuence of the deviation to the mean.
To highlight the bad inuence of weakly dependent items in the computation of prediction, we studied the
MAE of PMI on the 0:3% of the corpus that correspond to a 0:237 MAE value (threshold value T = 0:6).
Computing the MAE on this corpus without any threshold (using all neighbors) leads to a MAE of 0:57. It
shows that using a large number of weak dependent items actually increases MAE drastically. Similar results
are obtained with GMI.
6.5 Combining several similarity measures
In the previous sections, we rst presented a new method that selects the neighbors to use for prediction so that
the sum of their similarities is equal to a xed value V . An improvement of the MAE of PMI and GMI has been
reached compared to KNN while having a constant coverage. We then studied MAE when only highly similar
neighbors (with a similarity value higher than a xed threshold T) are used for prediction. We noticed that this
method reduced dramatically the coverage. However, MAE of PMI and GMI highly decreased according to this
threshold.
In this section, we aim at taking advantage of both preceding methods, by combining them: when neighbors
with similarity higher than a xed threshold are available, only these neighbors are used (section 6.4), when no
such neighbors are available, neighborhood with dynamic size is used (section 6.3). In Table 3, we have shown
that GMI was the most accurate measure when threshold grew, whereas it was less accurate when all neighbors
were used. That is why, we used GMI when neighbors with similarity higher than threshold T are available,
and PMI is used in other cases.
Fig.4. Evolution of the MAE value according to the value of the threshold neighborhood for GMI and PMI
Table 4 presents the evolution of the MAE according to T. We can remark that the evolution of the MAE
according to the threshold T has the same aspect than the MAE for GMI used alone: it rst increases, then
decreases. In this combination, coverage is constant. The MAE obtained by using all neighbors with GMI used
alone was 0:696 and 0:686 for PMI. The combination of both measures reaches a MAE of 0:677 with a threshold
value of 0:4 that improves the reference MAE by 2:7%.
7 CONCLUSION
This paper aims at improving accuracy of item-based collaborative ltering approach and presents a new way
to compute the similarity between items. This measure, called Positive Mutual Information (PMI), relies on
the information theory measure of mutual information. It has the characteristics of using only a subpart of the
classical mutual information measure. We compute its performance on the well-known MovieLens dataset and
compare it with other well-known similarity measures such as the Cosine, Pearson correlation and the General
Mutual Information. We also propose to consider only two assessment states instead of the usual rating scale.
The users only have to express their opinions in terms of \I like it" or \I dislike it". All the \no opinion" valuesare discarded. Such ratings are easier to estimate from logs or usage, that is to say the implicit ratings that
users should put on items if they had explicitely voted those items.
We show that the PMI increases the performance of both Cosine and Pearson correlation when used in iden-
tical contexts. It also increases performance of the General Mutual Information. This result is highly important
as it shows that the computation of similarities between items can be restricted to those with similar behaviors,
while decreasing time complexity.
We also propose an original way to compute the neighborhood of a given item. This neighborhood is made
up of the most correlated items so that the sum of their similarities sums up to a xed value. We showed that
it decreases the MAE while using a smaller neighborhood size on average.
Finally, we showed that MAE can be increased by combining both GMI and PMI, leading to a MAE of
0:677 that corresponds to an improvement of 2:7%
Our major contributions are mainly the computation of similarity based on mutual information, the improve-
ment of the accuracy when using only two opinions from the users (\I like" or \I dislike") and an item-dependent
neighboorhood size. The basic hypothesis is that it is better for a system not to recommend any item than to
suggest an item the user will dislike. Considering the HMAE, this goal has been achieved.
8 PERSPECTIVES
In a near future we plan to investigate the impact of the use of opposite items (terms (B) and (C) of Equation
7). We plan to replace the GMI equation by a combination of two sub-equations depending on the item charac-
teristics. For example, if items have similar behaviors (as studied in this paper) the PMI will be used, otherwise
NMI will be used.
We also plan to associate a condence value with each similarity measure. This condence value may be
related to the number of users involved in the computation of the similarity. This value will be used to weight
the similarity measure during the prediction phase.
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