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q OCO-2 provides a first-hand look at the space-time evolution of  tropical 
atmospheric CO2 concentrations in response to the 2015-2016 El Niño 
q The tropical Pacific Ocean plays an early and important role in modulating the 
changes in atmospheric CO2 concentrations during El Niño events
q Net impact of  El Niño on the global carbon cycle is an increase in 
atmospheric CO2 concentrations
2
Focus of  this talk
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El Niño 2015-2016
Courtesy: GMAO/SVS, NASA GSFC
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q Correlations between atmospheric CO2 growth rate and 
ENSO activity have been reported since the 1970s 
Bacastow [1976], [1980]; Newell and Weare [1977]; Keeling et al. [1985]
q Studying the response of  CO2 to ENSO à how 
feedbacks between the physical climate system and 
global carbon cycle operates
Does OCO-2 observations 
provide insight into the 
relationship between ENSO 
and the carbon cycle? 
The ENSO - CO2 story …
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Panel A – ENSO markers
• ONI >= 0.5 C
• SOI drops <0
ONSET
National Aeronautics and Space Administration
q Normal conditions: upwelling of  cold subsurface waters that have high potential pCO2
+ inefficient biological pump à strong CO2 outgassing
q El Niño conditions: deepening of  thermocline, reduction in upwelling, weakening of  
trade winds + more efficient biological pump à decreases CO2 outgassing by 40-60%
(A) (B)
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Fig. 5. NINO3 anomalies for 13 observed ENSO events from 1950
to 1998 with the mean seasonal cycle of this period removed (from
Neelin et al. (2000)). The curves are aligned based on the year of
the peak warm phase (at year 1).
3 Basic processes
The description of the climat logy and variability patterns
suggest that the relevant spatial scale is the whole Pacific
basin and that interannual variations in sea-surface temper-
ature, surface winds and thermocline characterize El Nin˜o.
In this section, the physical processes which control these
variations are described.
3.1 Ocean processes
The upper ocean is generally well-mixed up to a depth of 50
m. The temperature in this mixed layer changes due to air-
sea interaction, exchange processes with deeper layers and
advection. Let the net heat fluxes from the atmosphere into
the ocean and that at the bottom of the mixed layer be de-
noted by Qoa and Qb, respectively. Under the approxima-
tion that the temperature is vertically homogeneous over the
layer, one can integrate the heat balance equation over the
layer which results in an equation for the mixed-layer tem-
perature T which becomes
 T
 t
=  (u T
 x
+ v
 T
 y
) + FHT (T ) +
Qoa  Qb
 CpHm
(1)
where Cp is the heat capacity of water, Hm the mean depth
of the mixed layer,   its mean density and (u, v) are the hor-
izontal mixed layer velocities. The quantity FHT represents
the horizontal mixing of heat through lateral turbulent ex-
change processes. Equation (1) states that the mixed layer
temperature can change due to advection (first two terms in
the right hand side), horizontal exchange processes and ver-
tical exchange processes.
The net ocean-atmosphere heat fluxQoa can be parameter-
ized as being proportional (Haney, 1971) to the temperature
difference between the upper ocean and lower atmosphere
(Ta), i.e.,
Qoa
 CpHm
=  T (T   Ta) (2)
with  T being a proportionality constant. At the lower bound-
ary of the mixed layer, an approximation of the heat flux is
Qb
 CpHm
= w
T   Ts
Hu
(3)
Here, w is a typical vertical velocity at the bottom of the
mixed layer and Hu is a vertical length scale such that the
temperature gradient between the mixed layer and the sub-
surface temperature Ts (Fig. 6) is well-approximated.
Fig. 6. Overview of the oceanic and atmospheric processes of the
equatorial coupled ocean-atmosphere system.
The effects of the wind stress on the upper ocean are three-
fold. As described above, the dominantly easterly wind stress
causes water to pile up near the western part of the basin.
This induces a higher pressure in the upper layer western
Pacific than that in the eastern Pacific and consequently a
shallowing of the thermocline towards the east. Second, the
winds cause divergences and convergences of mass in the up-
per ocean, due to the frictional (Ekman) boundary layer in
which the momentum input is transferred. North of the equa-
tor, the trade winds cause an Ekman transport to the right of
the wind away from the equator. Similarly, south of the equa-
tor the Ekman mass transport is away from the equator. With
a wind stress amplitude of 0.1 Pa, a typical value of the ver-
tical velocity is a few meters per day. Finally, the wind stress
is responsible for the presence of the upper ocean currents.
When the amplitude and/or the direction of the wind stress
changes, the upper ocean adjusts through wave dynamics.
The most important waves involved in this adjustment pro-
cess are:
(i) Equatorial Kelvin waves. For such a wave, the merid-
ional structure of the thermocline is maximal at the
equator. Its amplitude decays exponentially in merid-
ional direction with a decay scale  0 of about 300 km.
The zonal velocity has the same spatial structure as the
thermocline and the meridional velocity is zero. The
group velocity of these non-dispersive waves, say co, is
Fig. 5. NINO3 anomalies for 13 observed ENSO events from 1950
to 1998 with the mean seasonal cycle of this period removed (from
Neelin et al. (2000)). The curves are aligned based on the year of
the peak warm phase (at year 1).
anomalies at the eastern side of the basin extend from the
equator to midlatitudes (Zhang et al., 1997).
3 Basic processes
The description of the climatology and variability patterns
suggest that the relevant spatial scale is the whole Pacific
basin and that interannual variations in sea-surface temper-
ature, surface winds and ther ocline characterize El Nin˜o.
In this section, the physical processes which control these
variations are described.
3.1 Ocean processes
The upper ocean is generally well-mixed up to a depth of 50
m. The temperature in this mixed layer changes due to air-
sea interaction, exchange processes with deeper layers and
advection. Let the net heat flux from the atmosph re into
the ocean and that at the bottom of the mixed layer be de-
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tion that the temperature is vertically homogeneous over the
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perature T which becomes
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where Cp is the heat capacity of water, Hm the mean depth
of the mixed layer, ⇢ its mean density and (u, v) are the hor-
izontal mixed layer velocities. The quantity FHT represents
the horizontal mixing of heat through lateral turbulent ex-
change processes. Equation (1) states that the mixed layer
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temperature can change due to advection (first two terms in
the right hand side), horizontal exchange processes and ver-
tical exchange processes.
The net ocean-atmosphere heat fluxQoa can be parameter-
ized as being proportional (Haney, 1971) to the temperature
difference between the upper ocean and lower atmosphere
(Ta), i.e.,
Qoa
⇢CpHm
= ✏T (T   Ta) (2)
with ✏T being a proportionality constant. At the lower
boundary of the mixed layer, an approximation of the heat
flux is
Qb
⇢CpHm
= wT   Ts
Hu
(3)
Here, w is a typical vertical velocity at the bottom of the
mixed layer and Hu is a vertical length scale such that the
temperature gradient between the mixed layer and the sub-
surface temperature Ts (Fig. 6) is well-approximated.
The effects of the wind stress on the upper ocean are three-
fold. As described above, the dominantly easterly wind stress
causes water to pile up n ar he western part of the basin.
This induces a higher pressure in the upper layer western
Pacific than that in the eastern Pacific and consequently a
sh llowing of the thermocline towards the east. Second, the
winds cause divergences and conv rgences of mass in the up-
per ocean, due to the frictional (Ekman) boundary layer in
which the momentum input is transferred. North of the equa-
tor, the trade winds cause an Ekman transport to the right of
the wind away from the equator. Similarly, south of the equa-
tor the Ekman mass transport is away from the equator. With
a wind stress amplitude of 0.1 Pa, a typical value of the ver-
tical velocity is a few meters per day. Finally, the wind stress
is responsible for the presence of the upper ocean currents.
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Table 2. List of prognostic ocean biogeochemistry/general circulation models and a pCO2sw data-assimilation system included in this study.
Name Abbreviation Reference Period evaluated1
CCSM-BEC BEC Doney et al. (2009a, b) 1990–2009
MICOM-HAMOCCv1 BER Assmann et al. (2010) 1990–2009
CSIRO-BOGCM CSIRO Matear and Lenton (2008) 1990–2009
CCSM-ETHk152 ETHk15 Graven et al. (2012) 1990–2007
MOM4-TOPAZ GFDL Dunne et al. (2012) 1990–2004
NEMO-PISCES3 IPSL Aumont and Bopp (2006) 1990–2009
MRI.COM MRI Nakano et al. (2011) 1990–2007
NEMO-PlankTOM5NCEP3,4 UEA_CEP1 Buitenhuis et al. (2010) 1990–2009
NEMO-PlankTOM5CCMP3,5 UEA_CCMP Buitenhuis et al. (2010) 1990–2009
OTTM-CO2 assimilation OTTM Valsala and Maksyutov (2010) 1990–2008
1 Period evaluated in this study. Models have been run for longer.
2 ETHk15: CCSM-ETH model with a prescribed global average gas transfer velocity of 15 cmh 1.
3 River carbon discharge has been considered.
4 UEA_NCEP: NEMO-PlankTOM5 model with NCEP core forcing.
5 UEA_CCMP: NEMO-PlankTOM5 model with NCEP core forcing (heat, precipitation etc.) but using CCMP winds for both ocean
circulation and gas exchange.
Table 3. List of atmospheric CO2 inversions included in this study.
Abbreviation References Period
evaluated⇤
LSCE an v2.1 Piao et al. (2004) 1996–2004
LSCE var v1.0 Chevallier et al. (2010) 1990–2008
C13 CCAM law Rayner et al. (2008) 1992–2008
C13 MATCH rayner Rayner et al. (2008) 1992–2008
CTracker US Peters et al. (2007) 2001–2008
JENA s96 v3.3 Rödenbeck (2005) 1996–2008
RIGC patra Patra et al. (2005) 1993–2006
JMA 2010 Maki et al. (2010) 1990–2008
TRCOM mean 9008 Baker et al. (2006) 1990–2008
NICAM niwa Niwa et al. (2012) 1990–2007
⇤ Period evaluated in this study. Some inversions may have been run for longer
time.
the “cold tongue” in the east. The “cold tongue” includes
both the equatorial and the Peruvian divergence systems. In
Sect. 5.1, the interannual variability in the western tropical
zone to the west of 160 W and the eastern tropical zone to
the east of 160 W are presented separately in order to see
the effect of westward expansions of the “cold tongue” dur-
ing the ENSO cold events.
The North Pacific to the north of 18  N encompasses most
of the subtropical gyre and the entire subarctic zone. As
shown in Figs. 1 and 2, seasonality of pCO2sw reverses
within this domain. In winter, pCO2sw decreases to consid-
erable CO2 undersaturation with respect to atmospheric CO2
in the northern subtropics due to the large effect of seasonal
cooling, and pCO2sw increases to the point of supersatura-
tion in the subarctic region due to the large effect of DIC
increase associated with vertical convection. In contrast, dur-
ing the summer, pCO2sw increases to being in near equi-
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Fig. 5. Three Pacific Ocean sub-basins defined according to the ag-
gregation of 14 Pacific regions of the ocean-interior CO2 inversions
(Mikaloff Fletcher, 2006). Superposed is the mean annual air–sea
CO2 flux for the year 2000 calculated with climatological pCO2sw
of LDEO V2009 (Takahashi et al., 2009a) and CCMP wind (Ardiz-
zone et al., 2009; Atlas et al., 2011). Positive fluxes are out of ocean
and negative fluxes are into the ocean.
librium with respect to the atmosphere in the subtropics due
to seasonal warming, and pCO2sw decreases in the subarc-
tic region due to the DIC decrease associated with biolog-
ical production. The air–sea CO2 flux shown for the North
Pacific extratropics is the integrated flux over these two sub-
domains.
www.biogeosciences.net/11/709/2014/ Biogeosciences, 11, 709–734, 2014
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Fig. 6. Summary of regionally integrated and time-averaged net air–sea CO2 flux (PgC yr 1) in the Pacific Ocean sub-basins shown in Fig. 5.
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Fig. 7. Trend of air–sea CO2 flux anomalies (5-month running means) in the tropical Pacific (18  S–18  N) (left panel) for 1990–2009, and
its components in the western tropical sector to the west of 160 W (middle) and in the eastern tropical sector to the east of 160 W.
5.2 North Pacific extratropics 18–66  N
The mean annual air–sea CO2 flux in the North Pa-
cific extratropics north of 18  N is estimated to be
 0.44± 0.21 PgC yr 1 in year 2000 from the LDEO
V2009 climatological pCO2sw fields, and  0.47 and
 0.57 PgC yr 1 for the period 1990–2009 from diagnostic
models of Park et al. (2010) and Sugimoto et al. (2012),
respectively. An independent diagnostic model of Nakaoka
et al. (2013) that uses a non-linear empirical neural net-
work technique also suggests similar, but slightly smaller,
mean influx ( 0.40 PgC yr 1) into this domain for the pe-
riod 2002–2008. This is 0.07 and 0.20 PgC yr 1 smaller,
respectively, than the CO2 flux estimates from the two
other diagnostic models for the same period ( 0.47 and
 0.60 PgC yr 1). Since the same wind product has been
Biogeosciences, 11, 709–734, 2014 www.biogeosciences.net/11/709/2014/
q Estimate of  trop. Pacific flux: 0.4 - 0.6 PgC yr-1
q Area of  trop. Pacific – Ishii definition (~66 million km2), Niño 3.4 (~6 million km2)  
Air-sea CO2 flux in the Tropical Pacific
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eastern Paciﬁc (EP) during traditional El Niño events [Larkin and Harrison, 2005; Ashok et al., 2007; Kao and Yu,
2009; Kug et al., 2009; Lee and McPhaden, 2010]. EP and CP events are distinguished in part by the relative
importance of different physical processes that give rise to them, which also inﬂuence biological production
[Turk et al., 2011; Gierach et al., 2012] and most likely seawater pCO2 conditions as well.
In addition to interannual and decadal-scale controls on ocean carbon, the global oceans are also
experiencing long-term change as a result of increasing atmospheric CO2. The global oceans are absorbing
~25% of anthropogenic CO2 emitted into the atmosphere each year, a net uptake of approximately
2 Pg C yr!1 [Sabine et al., 2004; Sabine and Feely, 2007; Takahashi et al., 2009; Wanninkhof et al., 2013]. This
ocean uptake of CO2 causes decreases in seawater pH, the concentration of carbonate ions (CO3
2!), and the
saturation state of the waters with respect to calcium carbonate minerals (Ω); a process known as “ocean
acidiﬁcation” [Caldeira and Wickett, 2003; Feely et al., 2004b, 2009; Doney et al., 2009]. Ocean acidiﬁcation is
expected to reduce calciﬁcation rates in a variety of organisms, including tropical corals [Kleypas et al., 1999;
Orr et al., 2005; Hoegh-Guldberg et al., 2007; Pandolﬁ et al., 2011].
Sustained observations in the equatorial Paciﬁc have been critical to improving our understanding of the ENSO
cycle and its interaction with other modes of large-scale climate variability in this region and around the globe
[McPhaden et al., 2006]. While many global biogeochemical models, ocean carbon cycle models, and atmo-
spheric inversions are able to capture the interannual variability of sea-air CO2 ﬂuxes in the equatorial Paciﬁc
[Rayner et al., 1999; Jones et al., 2001; Patra et al., 2005; Le Quéré et al., 2010], separating natural variability from
global change impacts and understanding how these phenomena will interact in the future are challenging.
Climate change predictions in the equatorial Paciﬁc include warming sea surface temperatures, weakening
trade winds, and a shoaling thermocline; however, it is unclear whether the frequency or intensity of ENSO
events may change [Vecchi et al., 2006; Collins et al., 2010]. Some researchers link an increased frequency of CP
El Niño events to anthropogenic climate change [Yeh et al., 2009], while others suggest that the observed in-
crease since 1998 is part of a natural variation of the climate system [McPhaden et al., 2011;Newman et al., 2011].
Continued investigation into the interannual, decadal, and multidecadal dynamics that impact the equatorial
Paciﬁc is key to understanding how ENSO and CO2 outgassing in this region may change in the future.
Instrumental advances over the past two decades have allowed NOAA’s Paciﬁc Marine Environmental
Laboratory (PMEL) Carbon Group to deploy autonomous CO2 systems on moored buoys in the Tropical Paciﬁc
[McPhaden et al., 1998]. These CO2 systems capture high-frequency sea surface pCO2 ﬂuctuations over entire
ENSO events and during the transitions between events (Figure 1). This paper presents detailed observa-
tions of sea surface pCO2 conditions at ﬁxed locations in the Niño 3.4 area with data sets encompassing
10 ENSO warm and cold events since 1997. These mooring observations reveal new insights into how
natural and anthropogenic forcing at interannual and decadal scales may interact to affect seawater pCO2
and pH in this important region.
2. Methods
2.1. CO2 Mooring Measurements
The ENSO observing system in the equatorial Paciﬁc includes the TAO/TRITON (Tropical Atmosphere Ocean/
Triangle Trans-Ocean Buoy Network) array of moored buoys established between 1984 and 1994, which
provides real-time, in situ meteorological and oceanographic measurements such as wind velocity, ocean
Figure 1. TAO/TRITON array (squares) of moored buoys and location of seven surface buoys with sustained pCO2 measure-
ments (circles) in the equatorial Paciﬁc. Dashed box indicates the Niño 3.4 area.
Global Biogeochemical Cycles 10.1002/2013GB004679
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q Onset Phase of  ENSO: Spring-Summer 2015
§ reduction in CO2 outgassing over the tropical Pacific 
– negative CO2 anomalies throughout but with 
perceptible west-east gradients
q Mature Phase of  ENSO: Fall 2015 onwards
§ increase in CO2 anomalies registered over the 
tropical Pacific –combination of  reduced biospheric 
activity and increase in  fire activity
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The relationship between tropical COe fluxes and the 
E1 Nifio-Southern Oscillation 
Peter J. Rayner and Rachel M. Law 
CF[C for Southern Hemisphere Meteorology, Monash University, Clayton, Australia 
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Abstract. This paper summarizes some features of the in- 
terannual variability of tropical CO2 sources during 1980-95. 
Sources are derived from inversion of atmospheric concen- 
tration and isotopic data using three different techniques 
and two different transport models. We show that the trop- 
ical source is significantly correlated with the SOI. Compos- 
ite CO2 sources for ENSO events show an initial negative 
anomaly followed by a positive anomaly. We tentatively at- 
tribute the negative anomaly to the ocean and the positive 
anomaly to a terrestrial response. 
Introduction 
The four decades of atmospheric CO• measurements now 
available [Keeling et al., 1995] show substantial interannual 
variability superimposed on the underlying growth. Under- 
standing the causes of such variability should provide insight 
into the processes controlling the global carbon cycle. Ba- 
½astow [1976] noted the relationship between anomalies in 
the CO•. growth rate and the Southern Oscillation Index 
(SOI). Later authors, [Thompson et al., 1986; Elliot et al., 
1991, among many] found a complex but persistent relation- 
ship. 
There are many mechanisms which could link SOI and 
CO•. flux anomalies. For example, there is generally up- 
welling in the equatorial ocean. The water upwelled is su- 
persaturated in CO• and so constitutes a source to the at- 
mosphere. Marine biology acts to reduce this source by ex- 
porting carbon from the mixed layer following the uptake 
of upwelled nutrients. During an E1 Nifio Southern Oscil- 
lation (ENSO) warm event, the upwelling is suppressed in 
the Eastern Pacific, resulting in reduced CO• sources [Feely 
et al., 1987]. SOI anomalies are also associated with tem- 
perature, wind speed and precipitation anomalies. Over the 
ocean, precipitation anomalies will change surface alkalinity, 
dissolved inorganic carbon concentration and stratification, 
all with impacts on fluxes. Precipitation anomalies in the 
West Pacific occur early in an ENSO event with eastern 
Pacific anomalies occurring later so the timing of responses 
could be complex. Over land, reduced rainfall and increased 
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Australia 
•Now at CRC for Southern Hemisphere Meteorology, Monash 
University, Clayton, Australia 
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temperature will usually reduce photosynthesis and increase 
respiration and contribute to increased biomass burning. 
Some of these impacts will intensify over the period of a 
warm event. 
The variations in global net source are a sum of regional 
changes. By studying the regional sources directly rather 
than global sources inferred from the global CO•. growth 
rate, we might hope to get a clearer picture of the controlling 
processes. Regional CO•. sources can be calculated by the 
inversion of atmospheric concentration and isotopic compo- 
sition records. These records are now long enough and spa- 
tially detailed enough to estimate the interannual variability 
of regional sources. Conway et al. [1994] have previously ap- 
plied such a technique using a two-dimensional atmospheric 
transport model and zonally averaged CO2 concentrations 
interpolated from the observational network. They found 
no apparent signature in tropical fluxes with the time-scale 
of SOI. 
We have extended previous techniques to use three- 
dimensional transport models and infer regional sources of 
CO• throughout a period of reasonable data density. We use 
three different inversion techniques and two transport mod- 
els and generate time histories of CO• fluxes with higher 
spatial resolution than previous work. Comprehensive pre- 
sentations of the techniques can be found elsewhere [Raynet 
et al., 1999; Law, 1999; Dargaville and $immonds, 1997]. 
Here we present one consistent feature of these results, the 
interannual variability of the deduced sources in the tropics. 
Methods and Data 
We use three different inversion techniques to infer sources 
from transport and concentrations. The techniques take dif- 
ferent approaches so conclusions common to all three should 
be more robust. The first technique (S), which uses a syn- 
thesis inversion [Enting et al., 1995; Rayner et al., 1999], re- 
turns sources aggregated over large predetermined regions. 
The input data for S consists of COe concentrations from 
twelve NOAA/CMDL sites and 5•3C and Oe/N2 records 
from Cape Grim, Tasmania [Francey et al., 1995; Langen- 
felds et al., 1999]. The Goddard Institute for Space Studies 
transport model is used [Fung et al., 1983]. 
The second technique (M), uses a mass-balance method 
[Law et al., 1992; Law, 1999]. Concentrations are specified at 
the surface and sources diagnosed from these. The sources 
are those required to balance transport and local changes 
at each point. To specify concentrations at each point on 
the surface• data must be interpolated between the relatively 
sparse observational network. To aid this interpolation a so- 
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Competitive adsorption of a binary protein mixture revealed a
highly preferential adsorption of a template protein, BSA (Fig. 3a)
or IgG (Fig. 3b), onto its own imprint. The higher selectivity of an
imprint for its template protein is indicated by a signiÆcantly
increased competition ratio required to cause a 50% reduction in
the maximum adsorption (R50)
24 (5±10-fold increase for the BSA
imprint and 4±7-fold for the IgG imprint). To investigate shape
speciÆcity in protein recognition further, we imprinted lysozyme
(Mr 14.6K, 453 303 30  A
3) and ribonuclease A (RNase;Mr 13.7K,
383 283 22  A3), many of whose physical chemical properties are
similar, including their structural rigidity and isoelectric points25. In
RNase adsorption from the lysozyme/RNasemixture (Fig. 3c), there
was a 20-fold increase in selectivity for RNase for the RNase imprint
over the lysozyme imprint, indicating that template binding was
selective. In adsorbing lysozyme from the RNase/lysozyme mixture
(Fig. 3d), the lysozyme imprint showed a 26-fold enhanced selec-
tivity for lysozyme over the RNase imprint, conÆrming the speci-
Æcity of template recognition.
To visualize protein recognition directly, we imprinted BSA and
streptavidin (Mr 65K) that had been spatially micropatterned on a
mica surface (Fig. 4a). After competitive adsorption from a BSA/
streptavidin mixture and incubation with biotin-conjugated 10-nm
colloidal gold, the imprint surface was observed by AFM to have a
pattern of colloidal particles, localized in the region where strepta-
vidin molecules were preferentially adsorbed (Fig. 4b). This pattern
was identical to that of the stamp used for patterning streptavidin,
indicating that the streptavidin-imprinted surface region selectively
adsorbed streptavidin molecules in the presence of BSA. The fact
that streptavidin molecules adsorbed onto imprint surfaces can still
bind biotin suggests that they sustain conformational integrity and
therefore that their biological functionality is maintained. Thus,
cavity-bound protein still retains active surface-binding domains.
The fact that protein recognition is evident only in competitive
adsorption supports the idea that exchange is occurring between
nonspeciÆcally adsorbed non-template protein and the solution-
phase template protein. Template imprints may be recognized by
proteins through a multistep adsorption, with the speciÆcity con-
ferred by shape selectivity and hydrogen bonding. When protein
molecules arrive at the surface, only a fraction of them stick or
adsorb onto it26,27. Compared with non-template proteins, a tem-
plate protein entering its imprint will have a higher likelihood of
being retained as a result of interlocking within a pit and subse-
quently binding strongly to it. In addition, adsorbed protein on a
low-adsorptivity surface can exchange with dissolved protein in
solution5,28. Non-template protein that does not Æt into a pit is more
readily displaced than template protein29, because the pit occupied by
the template protein is no longer accessible to solution-phase protein.
The hydrophilic, crosslinked sugars on protein imprints, in contrast
to hydrophobic surfaces, allow for a lower protein-sticking probability
and a higher protein exchangeability. Both of these processes lead to
`recognition of the Ættest' through dynamic adsorption±exchange,
which we believe is essential for protein recognition. M
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1. Vijayalakshmi, M. A. PseudobiospeciÆc ligand afÆnity chromatography. Trends Biotechnol. 7, 71±76
(1989).
2. ByÆeld, M. P. & Abuknesha, R. A. Biochemical aspects of biosensors. Biosens. Bioelect. 9, 373±400 (1994).
3. Ratner, B. D. The engineering of biomaterials exhibiting recognition and speciÆcity. J. Mol. Recogn. 9,
617±625 (1996).
4. Ratner, B. D. New ideas in biomaterials science–a path to engineered biomaterials. J. Biomed. Mat.
Res. 27, 837±850 (1993).
5. Brash, J. L. in Biomaterials: Interfacial Phenomenon and Applications, ACS Advances in Chemistry
Series, 199 (eds Charm, C. P. & Szycher, M.) 3±24 (Technomic, Lancaster, PA, 1991).
6. Mosbach, K. & Ramstrom, O. The emerging technique of molecular imprinting and its future impact
on biotechnology. Bio/technology 14, 163±170 (1996).
7. Wulff, G. Molecular imprinting in cross-linked materials wit the aid of molecular templates–a way
towards artiÆcial antibodies. Angew. Chem. Int. Ed. Engl. 34, 1812±1832 (1995).
8. Shea, K. J. Molecular imprinting of synthetic network polymers: the de novo synthesis of macro-
molecular binding and catalytic sites. Trends Polym. Sci. 2, 166±173 (1994).
9. Steinke, J., Sherrington, D. & Dunkin, I. Imprinting of synthetic polymers using molecular templates.
Adv. Polym. Sci. 123, 80±125 (1995).
10. Cram, D. J. The design of molecular hosts, guests, and their complexes. Science 240, 760±767 (1988).
11. Mallik, S. J. et al. Towards materials for the speciÆc recognition and separation of proteins. New J.
Chem. 18, 299±304 (1994).
12. Glad, M., Norrlow, O., Sellergren, B., Siegbahn, N. & Mosbach, K. Use of silane monomers for
molecular imprinting and enzyme entrapment in polysiloxane-coated porous silica. J. Chromatogr.
347, 11±23 (1985).
13. Kempe, M., Glad, M. & Mosbach, K. An approach towards surface imprinting using the enzyme
ribonuclease A. J. Mol. Recogn. 8, 35±39 (1995).
14. Venton, D. L. & Gudipati, E. Entrapment of enzyme using organo-functionalized polysiloxane
copolymers. Biochim. Biophys. Acta 1250, 117±125 (1995).
15. Hjerten, S. et al. Gels mimicking antibodies in their selective recognition of proteins.Chromatography
44, 227±234 (1997).
16. Shi, H., Castner, D. G. & Ratner, B. D. High Ædelity template imprinting of cells, proteins and colloidal
gold particles. Adv. Mater. (submitted).
17. Nock, S., Spudich, J. A. & Wagner, P. Reversible, site-speciÆc immobilization of polyarginine-tagged
fusion protein on mica surfaces. FEBS Lett. 414, 233±238 (1997).
18. Crowe, J. H., Carpenter, J. F., Crowe, L. M. & Anchordoguy, T. J. Are freezing and dehydration similar
stress vectors? A comparison of modes of interaction of stabilizing solutes with biomolecules.
Cryobiology 27, 219±231 (1990).
19. Lemieux, R. U. How water provides the impetus for molecular recognition in aqueous solution. Acc.
Chem. Res. 29, 373±380 (1996).
20. Paleos, C. M. & Tsiourvas, D. Molecular recognition of organized assemblies via hydrogen bonding in
aqueous media. Adv. Mater. 9, 695±710 (1997).
21. Ariga, K. & Kunitake, T. Molecular recognition at air±water and related interfaces: complementary
hydrogen bonding and multisite interactions. Acc. Chem. Res. 31, 371±378 (1998).
22. Yu, C. & Mosbach, K. Molecular imprinting utilizing an amide functional group for hydrogen
bonding leading to highly efÆcient polymers. J. Org. Chem. 62, 4057±4064 (1997).
23. Horbett, T. A. Principles underlying the role of adsorbed plasma proteins in blood interactions with
foreign materials. Cardiovasc. Pathol. 2(suppl.), 137±148 (1993).
24. Horbett, T. A. in Techniques in Biocompatibility Testing, II (ed. Williams, D. F.) 183±214 (CRC, Boca
Raton, FL, 1986).
25. Shirahama, H., Lyklema, J. & Norde, W. Comparative protein adsorption in model systems. J. Colloid
Interface Sci. 139, 177±186 (1990).
26. Weaver, D. R. & Pitt, W. G. Sticking coefÆcients of adsorbing proteins. Biomaterials 13, 577±584
(1992).
27. Norde,W.&Anusiem, A. C. I. Adsorption, desorption and re-adsorption of proteins on solid surfaces.
Colloids Surfaces 66, 73±80 (1992).
28. Andrade, J. D. in Surface and Interfacial Aspects of Biomedical Polymers: Proteins Adsorption, II (ed.
Andrade, J. D.) 1±80 (Plenum, New York, NY, 1985).
29. Shi, H. & Ratner, B. D. Template recognition of protein imprinted polymer surfaces. J. Biomed. Mat.
Res. (in the press).
30. Bernard, A. et al. Printing patterns of proteins. Langmuir 14, 2225±2229 (1998).
31. James, C. D. et al. Patterned protein layers on solid substrates by thin stamp microcontact printing.
Langmuir 14, 741±744 (1998).
Acknowledgements.We thank T. A. Horbett, D. G. Castner, J. B. Lhoest and R. Luginbuhl for stimulating
discussions, S. Golledge and I. Yu for assistance with ESCA and TOF-SIMSmeasurements, W. Ciridon for
assistance in plasma deposition, K. Leach for help in contact angle measurement, and M. Sarikaya and H. K.
Fong for access to the tappingmode AFM. Thisworkwas supported byNESAC/BIO(NIH) andUWEB(NSF).
H.S. thanks the Center for Nanotechnology at the University of Washington for a fellowship.
Correspondence and requests for materials should be addressed to B.D.R. (e-mail: ratner@uweb.engr.
washington.edu).
InØuenceof ElNinƒ o on the
equatorial PaciÆc
contribution toatmospheric
CO2accumulation
Richard A. Feely*, Rik Wanninkhof≤, Taro Takahashi≥
& Pieter Tansß
*PaciÆc Marine Environmental Laboratory, NOAA, 7600 Sand Point Way NE,
Seattle, Washington 98115-0070, USA
≤Atlantic Oceanographic and Meteorological Laboratory, NOAA,
4301 Rickenbacker Causeway, Miami, Florida 33149, USA
≥ Lamont-Doherty Earth Observatory, Columbia University, Palisades,
New York 10964, USA
ßClimate Monitoring and Diagnostics Laboratory, 325 Broadway, Boulder,
Colorado 80303, USA
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
The equatorial oceans are the dominant oceanic source of CO2 to
the atmosphere, annually amounting to a net Øux of 0.7±1.5 Pg
(1015 g) of carbon, up to 72% of which emanates from the
equatorial PaciÆc Ocean1±3. Limited observations indicate that
the size of the equatorial PaciÆc source is signiÆcantly inØuenced
by El Ninƒo events4±10, but the effect has not been well quantiÆed.
Here we report spring and autumnmultiannual measurements of
the partial pressure of CO2 in the surface ocean and atmosphere in
the equatorial PaciÆc region. During the 1991±94 El Ninƒo period,
Feely et al. [1999]
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The Carbon Cycle Response to ENSO: A Coupled Climate–Carbon Cycle Model Study
CHRIS D. JONES, MATTHEW COLLINS, PETER M. COX, AND STEVEN A. SPALL
Hadley Centre, Met Office, Bracknell, Berkshire, United Kingdom
(Manuscript received 30 October 2000, in final form 24 April 2001)
ABSTRACT
There is significant inter nnual variability in the atmospheric concentration of carbon dioxide (CO2) even
when the effect of anthropogenic sources has been accounted for. This variability is well correlated with the El
Nin˜o–Southern Oscillation (ENSO) cycle. This behavior of the natural carbon cycle provides a valuable mech-
anism for validating carbon cycle models. The model in turn is a valuable tool for examining the processes
involved in the relationship between ENSO and the carbon cycle.
A GCM coupled climate–carbon cycle model is used to study the mechanisms involved. The model simulates
the observed temperature, precipitatio , and CO2 response of the climate to the ENSO cycle. Climatic changes
over land during El Nin˜o events lead to decreased gross primary productivity and increased plant and soil
respiration, and hence the terrestrial biosphere becomes a source of CO2 to the atmosphere. Conversely, during
El Nin˜o events, the ocean becomes a sink of CO2 because of reduction of equatorial Pacific outgassing as a
result of decreased upwelling of carbon-rich deep water. During La Nin˜a events the opposite occurs; the land
becomes a sink and the ocean a source of CO2.
The magnitude of the model’s response is such that the terrestrial biosphere releases about 1.8 GtC yr21 for
an El Nin˜o with a Nin˜o-3 index of magnitude 1 8C, and the oceans take up about 0.5 GtC yr21. (1 GtC 5 1015
g of carbon). The net global response is thus an increase in atmospheric CO2 of about 0.6 ppmv yr21. This is
in close agreement with the sensitivity of the observed CO2 record to ENSO events.
1. Introduction
Records of atmospheric carbon dioxide (CO2) con-
centration have been kept for Mauna Loa, Hawaii, and
the South Pole since 1958 and are described in detail
in Keeling et al. (1989). These records show a clear
seasonal cycle with a long-term upward trend attributed
to the burning of fossil fuel. However, once the long-
term trend and the seasonal cycle have been removed
(Keeling et al. 1989), the data shows interannual vari-
ability that cannot be readily explained by changes in
fossil fuel burning.
The correlation between these anomalous changes in
atmospheric CO2 and the El Nin˜o–Southern Oscillation
(ENSO) cycle was first reported in the 1970s (Bacastow
1976; Bacastow et al. 1980). It was noticed that during
El Nin˜o events, atmospheric CO2 concentrations in-
creased at four monitoring stations (Mauna Loa 198N,
South Pole 908S, Fanning Island 48N, Ocean Station P
508N), and was thus assumed to be a signal of global
extent. Conversely, during La Nin˜a events, atmospheric
CO2 was reduced at each station. The magnitude of the
response to ENSO was found to be 60.5–1 ppmv.
Corresponding author address: Chris D. Jones, Hadley Centre, Met
Office, London Road, Bracknell, Berkshire RG12 2SY, United King-
dom.
E-mail: chris.d.jones@metoffice.com
In this study we use observational data of atmospheric
CO2 concentration and the ENSO cycle to validate a
coupled climate–carbon cycle, ocean–atmosphere gen-
eral circulation model (GCM). The comparison of model
and data gives us confidence that the model is capturing
the important responses of the carbon cycle to ENSO.
We subsequently use the model to examine the behavior
of the terrestrial biosphere and the ocean carbon cycle
in more detail and to try to explain the mechanisms
linking ENSO and the response of the carbon cycle.
Similar studies of the ocean or terrestrial carbon cycle
have been performed before, but the ability of our model
to include both as interactive elements of a GCM, allows
them to be compared within a consistent framework.
Another motivation for studying the impact of the
ENSO cycle on the carbon cycle is that several studies
have found that the pattern of anthropogenic climate
change over the next century in some GCM simulations
resembles an El Nin˜o–like warming pattern (Roeckner
et al. 1999; Meehl et al. 2000; Boer et al. 2000). Hence
an understanding of how the carbon cycle responds to
ENSO forcing may provide valuable insight into how
it may respond to future climate change.
The observational record is described further in sec-
tion 2 along with a discussion of published theories
regarding the mechanisms linking ENSO and the carbon
cycle. In section 3 the model configuration is described
Ocean vs. Land contributi  duri g ENSO
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q OCO-2, with its unprecedented coverage over the tropical Pacific Ocean,
provides a first-hand look at the space-time evolution of  atmospheric CO2
concentrations during the 2015-2016 El Niño 
q Oceans do contribute to the ENSO CO2 effect 
§ suppressed outgassing from the oceans happen early, followed by a larger (and 
lagged) response from the terrestrial component
q Net impact on the global carbon cycle is an increase in atmospheric CO2
concentrations
§ would be even larger if  it weren’t for the reduction in CO2 outgassing
Key messages
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anomaly calculation   
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retrievals
ü can we isolate the ocean 
signal to the trop. Pacific 
Ocean?
ü stitching together 
GOSAT and OCO-2 
records
ü biases due to curve-
fitting procedure
ü ocean glint retrievals are 
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FIG. 10. (a) The Nin˜o-3 index for the period around the 1997/98
El Nin˜o calculated using the HadISST1.1 SST dataset (solid line).
Also shown is the Nin˜o-3 index from a portion of the control run
exhibiting a similar pattern of Nin˜o-3 index to the 1997/98 obser-
vational period (dashed line). (b) The air–sea flux of CO2 for the
period of the control run shown by the dashed line in (a) summed
over the region 108S–108N, 808W–1358E. The thin dashed line is
monthly data, and the thick dashed line is the 12-month running mean
of the monthly data.
FIG. 11. Variation with lag of the correlation coefficient of the rate
of change of atmospheric CO2 with Nin˜o-3 index for three flask
measurement stations: Point Barrow (thick dashed line), Mauna Loa
(thin dashed line), and the South Pole (starred dashed line). Model
results for the three stations are the solid lines–thick, thin, and starred
lines, respectively. A positive lag implies that the Nin˜o-3 index leads
the CO2 signal.
TABLE 1. Correlation coefficients and lags between atmospheric CO2 concentration at various flask measurement stations and the Nin˜o-3
index. ‘‘Obs’’ are observed values from CDIAC Web site, ‘‘model’’ is results from HadCM3LC, and ‘‘Bacastow’’ represents data presented
by Bacastow et al. (1980).
Station Latitude
Correlation coefficient
Obs Model Bacastow
Lag (months)
Obs Model Bacastow
Point Barrow
Ocean Station P
Mauna Loa
Fanning Island
South Pole
718N
508N
198N
48N
908S
0.40
0.52
0.50
0.29
0.37
0.35
0.50
0.42
0.66
0.52
0.80
0.69
8
3
4
6–8
6–7
4
4
4–5
7
3
1
6
R A time series of DCO2 was calculated from the CO2
concentration data.
R The data (both DCO2 and Nin˜o-3) were filtered with
a low-pass Chebyshev filter of half-width 10 months
to remove frequency components of period 12 months
or less.
The resulting time series of monthly DCO2 values
were correlated with the Nin˜o-3 data with a varying lag
from 0 to 24 months. Although there was a large vol-
canic eruption (Mount Pinatubo) in 1991 that had a
significant effect on global CO2 concentrations (Jones
and Cox 2001), it was found here that the correlations
were not significantly affected by inclusion of post-1991
data, and so the whole data series up to 1998 was used.
Equivalent time series of monthly CO2 concentration
data were extracted from the model for the three mea-
surement flask stations and also for Ocean Station P and
Fanning Island, and similar deseasonalizations, filtering,
and correlations were performed. The results are plotted
in Fig. 11, which shows how the correlation coefficient
varies with lag for the three stations. Table 1 shows how
the magnitude and lag of the maximum correlation
varies with observing station for the observations and
model data. The values presented in Bacastow et al.
(1980) are shown for comparison, although the data used
in that study were for a shorter period, and correlations
were performed against the Southern Oscillation index
rather than Nin˜o-3.
There is good agreement between the lagged corre-
lation behavior in the model and in the observations, in
particular between the lags at which the peaks occur.
The main difference between the observations and the
model is how the correlation drops off with increasing
lag as shown in Fig. 11. The model has a tendency to
remain more highly correlated for longer lags. The least
good fit of the three stations shown in Fig. 11 is for
Jones et al. [2001]
CO2 lags with Niño-3 
SST
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