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identifying their principal regulatory motifs and mode of action.
We model the early phase of budding yeast cellular polarization
and show that the biochemical processes in the presumptive bud
site comprise a Turing-type mechanism. The roles of the proto-
typical activator and substrate are played by GTPase Cdc42 in
its active and inactive states, respectively. We demonstrate that
the nucleotide cycling of Cdc42 converts cellular energy into a
stable cluster of activated Cdc42. This energy drives a continu-
ous membrane-cytoplasmic exchange of the cluster components
to counteract diﬀusive spread of the cluster. This exchange ex-
plains why only one bud forms per cell cycle, because the win-
ner-takes-all competition of candidate sites inevitably selects a
single site.
 2008 Federation of European Biochemical Societies. Pub-
lished by Elsevier B.V. All rights reserved.
Keywords: Cell polarity; Small GTPases; Self-organization;
Network motifs; Turing model; Budding yeast1. Introduction
Emergence of cellular polarity is a symmetry-breaking event
through which a cell acquires an internal structural and func-
tional axis. This is vitally important for the cell to migrate or
grow along morphogen gradients, select a direction for divi-
sion, and transmit neural information [1,2]. The transition
from a functionally symmetric to a polarized form is an exam-
ple of pattern formation manifested by many self-organizing
systems [3]. Following the pioneering work of A. Turing [4],
various models of the activator–inhibitor type have been sug-
gested to explain the spontaneous emergence of cellular polar-
ity [5–8]. However, the speciﬁc molecular mechanisms that ﬁt
the requirements of the Turing model have been largely elusive
[9] and, therefore, the applicability of the Turing theory to
these systems has not been demonstrated unambiguously. Here
we provide a detailed analysis of the experimentally deter-
mined molecular network that is responsible for the early
phase of yeast bud formation, a prototypical example of cellu-Abbreviations: GEF, guanine nucleotide exchange factor; GAP,
GTPase activating protein
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doi:10.1016/j.febslet.2008.03.029lar polarization [10]. We demonstrate that the molecular inter-
actions between the small Rho GTPase Cdc42, its regulatory
molecules and its eﬀector Bem1 are suﬃcient to explain the
spontaneous emergence of a unique yeast bud. We show that
the core biochemical mechanism of this phenomenon can be
described by a prototypical Turing-type model.
Importantly, we ﬁnd that the polarization mechanism is fun-
damentally dependent on the switch-like property of small
GTPases. These essential proteins normally exist in two alter-
native conformations: the active, when bound to a molecule of
guanosine triphosphate (GTP), and the inactive, when associ-
ated with guanosine diphosphate (GDP) [1]. While in vitro
small GTPases are capable of slow spontaneous nucleotide
cycling [11], in vivo, their activity is tightly controlled by a
number of regulatory molecules. Guanine nucleotide exchange
factors (GEFs) activate the GTPases by catalyzing the replace-
ment of bound GDP by GTP. Conversely, GTPase activating
proteins (GAPs) deactivate the GTPases by facilitating the
hydrolysis of GTP into GDP. In addition, GDP dissociation
inhibitors (GDIs) reversibly associate with the inactive form
of the Rho GTPases and participate in their membrane-cyto-
plasmic shuttling and intracellular transport [1].
Formation of the incipient yeast bud can be naturally sub-
divided into two consecutive phases [12,13]. During the short
initial phase, a round cluster of activated Cdc42 forms on the
inner leaﬂet of the plasma membrane in a location predeter-
mined by the landmark proteins, which in haploid yeast are
positioned around the bud scar remaining from the previous
cell division [10]. Subsequent recruitment of the Cdc42 eﬀec-
tors results in the formation of actin cables and a concentric
septin ring that deﬁnes the bud neck. In the ensuing phase of
growth and protrusion, the actin cables serve as tracks for
polarized exocytosis of vesicles that bring material for the
bud growth. Importantly, it has been shown that neither ac-
tin nor landmark proteins are essential for the emergence of
the Cdc42 cluster [12,14]. Instead, this phase requires the
Cdc42 GEF Cdc24, the Cdc42 eﬀector Bem1 and the ability
of the GTPase to cycle between the active GTP-bound and
inactive GDP-bound states [13,14]. In sharp contrast, the fol-
lowing actin-dependent phase has been shown to successfully
proceed with a constitutively active version of Cdc42 which
did not require Cdc24 or Bem1 [13,15]. In natural conditions,
transport vesicles are thought to deliver inactive Cdc42 [15]
whose local activation is required for polarized exocytosis
at the incipient yeast bud [16]. Apart from this common
requirement for Cdc42 and its regulatory molecules, theblished by Elsevier B.V. All rights reserved.
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anisms. Here we focus on the formation of the Cdc42 cluster
as the primary symmetry-breaking event that provides a pre-
pattern for the subsequent morphogenesis. We assumed that
the non-essential landmark proteins had been deleted
[13,14] to exclude any preexisting spatial cues and that the
transition to the succeeding actin-dependent phase had been
arrested by treatment with latranculin A, a standard actin-
depolymerizing agent. The growth and protrusion phase
which is dependent on the actin-directed exocytosis has been
studied in detail elsewhere [15,17] and is not considered fur-
ther in this report.2. Materials and methods
To understand emergence of the cluster of activated Cdc42 during
the early phase of yeast bud formation, we developed a whole-cell
model that describes reactions, membrane-cytoplasmic shuttling and
diﬀusion of the essential molecules. It was assumed that, on the time
scale of the cluster formation, production and degradation of proteins
can be neglected. Therefore the total intracellular amounts of Cdc42,
its GEF Cdc24 and eﬀector Bem1 were kept constant. The resulting
system of reaction–diﬀusion equations was simulated numerically
and analyzed using several complementary methods. A detailed
description of methods including the derivation of model equations,
parameter selection, model analysis and its computational implemen-
tation are provided in the Supplementary Methods.3. Results and discussion
Analysis of a large body of experimental data brought us to
the conclusion that Cdc42 nucleotide cycling and membrane-
cytoplasmic shuttling are the two processes responsible for
the formation of the Cdc42 cluster on the membrane [13,14].
Cytoplasmic Cdc42 is the inactive GDP-bound form (RD)
found in a complex with RhoGDI proteins that reversibly
deposit the RD on the membrane and recycle it back to the
cytoplasm [1,18] (Fig. 1E and Supplementary Methods).
Cdc24 and Bem1 also shuttle between the membrane and the
cytoplasm on their own or as a heterodimer. Importantly,
formation of the Cdc24 Æ Bem1 complex increases the retention
of Cdc24 on the membrane in the catalytically potent form
that can activate the membrane-bound RD [14,19]. Active
Cdc42 (RT) is thought to remain on the membrane until deac-
tivated by a GAP [1] and in turn binds and activates its various
eﬀectors, including Bem1 [10,14]. The binding of Bem1 to RT
recruits the Cdc24 Æ Bem1 complex from the cytoplasm and
further increases the retention of Cdc24 through the formation
of a trimolecular complex [19,20]. Once activated and stabi-
lized on the membrane by RT and Bem1, Cdc24 in a positive
feedback loop generates more membrane-bound RT at the
expense of the Cdc42 cytoplasmic store [13,14,21].
3.1. Cluster of activated Cdc42 forms spontaneously in the model
of bud formation
To understand the forces that drive the emergence of the
Cdc42 cluster, we constructed and analyzed a detailed mathe-
matical model of the cluster formation. Chemical reactions,
membrane-cytoplasmic exchange and diﬀusion of all essential
species were represented as a system of partial diﬀerential
equations which was solved numerically (see Supplementary
Methods).In vivo, the formation of a new bud in haploid wild-type
yeast is initiated by the cell-cycle regulated release of Cdc24
from the cell nucleus [22]. In silico, starting with the spatially
homogeneous distribution of Cdc42 and Cdc24 Æ Bem1 com-
plex in the cytoplasm and no RT on the membrane, the model
evolved into a steady-state with RT uniformly distributed over
the membrane. On closer investigation, this stationary state
was found to be unstable to spatially heterogeneous perturba-
tions. Astonishingly, the perturbed uniform state evolved into
a striking asymmetric pattern with all RT assembled in a single
round cluster with a bell-shaped concentration proﬁle as
shown in Fig. 1A. Exactly the same structure emerged when
we started simulations with RT non-uniformly seeded on the
membrane. Insensitive to the initial conditions, the Cdc42 clus-
ter was found dependent on variation of the diﬀusion coeﬃ-
cients. Gradual reduction of the cytoplasmic diﬀusivity Dc,
or increase in the membrane diﬀusivity Dm, resulted in spread-
ing and eventual dissolution of the structure into a stable
uniform state.3.2. Stationary cytoplasmic ﬂux oﬀsets diﬀusive spread of the
cluster
As the cluster persisted indeﬁnitely in our simulations, we
asked which mechanism counteracts the diﬀusion that tends
to uniformly distribute RT over the membrane. We found
that in the stationary state the inevitable diﬀusive spread of
the cluster on the membrane is exactly compensated by a
cytoplasmic ﬂux of the cluster components as shown in
Fig. 1. Importantly, since the active form of Cdc42 is essen-
tially membrane-bound, the GDI-mediated membrane-cyto-
plasmic traﬃc of the GTPase is entirely determined by the
balance of the cytoplasmic and membrane pools of the inac-
tive form. Far away from the cluster, association of RD with
the membrane is exactly balanced by its dissociation resulting
in a steady-state membrane concentration RD0 and a zero
membrane-cytoplasmic ﬂux J0 = 0 (Fig. 1 C and D). How-
ever, in the center of the cluster, rapid activation of Cdc42
(RDﬁ RT) by the highly concentrated GEF complex causes
local depletion of RD, RDC < RD0, and thus favors the depo-
sition of Cdc42 over its return to the cytoplasm, JC > 0. As
RT diﬀuses along the membrane away from the cluster center,
the concentration of the GEF complex sharply drops and the
inactivation of Cdc42 by the GAPs becomes the predominant
reaction (RTﬁ RD) (Fig. 1E). This causes local excess of RD
at the cluster periphery, RDP > RD0, and, consequently,
GDI-mediated dissociation of Cdc42 from the membrane,
JP < 0. The coupling of the Cdc42 membrane-cytoplasmic
shuttling and its nucleotide cycling results in the net deposi-
tion of Cdc42 in the cluster center and the return back to
the cytoplasm at the cluster periphery (Fig. 1E). GEF com-
plex Cdc24 Æ Bem1 shuttles between the membrane and the
cytoplasm together with Cdc42 and the steady-state proﬁle
of the Cdc24 Æ Bem1 ﬂux (Fig. 1D, green) is qualitatively iden-
tical to that of Cdc42. To maintain this cyclic ﬂux of Cdc42 in
the steady-state requires a continuous supply of energy which
is provided by the hydrolysis of GTP during the Cdc42 nucle-
otide cycling. The resulting spatial proﬁle of the membrane-
cytoplasmic transport shown in Fig. 1D is characteristic of
local activation and lateral inhibition, the two fundamental
properties that were found essential for the formation of spa-
tial patterns in a variety of biological systems [3,23].
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Fig. 1. Self-organized cluster of activated Cdc42 is maintained in the steady-state by a continuous membrane-cytoplasmic ﬂux. (A and B) 2D cross-
section of a yeast cell simulated with Virtual Cell [36]. (A) Distribution of the activated Cdc42 on the membrane (RT, lM) qualitatively reproduces
experimental results [14,17]. (B) Concentration of the inactive Cdc42 Æ GDI complex in the cytoplasm (RDIc, lM). Stationary cytoplasmic ﬂux of
RDIc (arrows) compensates diﬀusive spread of the cluster on the membrane. (C) Steady-state proﬁle of the inactive Cdc42 (RD) on the membrane
plotted along the cellular circumference shows depletion in the cluster center and excess on its periphery. (D) Membrane-cytoplasmic ﬂuxes of Cdc42
(red) and Cdc24 Æ Bem1 complex (green). Positive value indicates net ﬂux direction towards the membrane. For visual clarity, the Cdc24 Æ Bem1 ﬂux is
multiplied by 10. (E) Cartoon explaining how the membrane-cytoplasmic shuttling of Cdc42 (inactive form, blue; active, pink) is coupled to its
nucleotide cycling in the cluster. Thick black arrows represent the predominant direction of the membrane-cytoplasmic exchange; open circle
arrowheads indicate catalysis; colored arrows represent the diﬀusion ﬂux direction on the membrane and in the cytoplasm.
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noise
Robustness to ﬂuctuations in the reaction rates and species
concentrations has been proposed as a major property of nat-
urally evolved molecular networks. We thus set out to explore
how variation of the model parameters aﬀects the concentra-
tion proﬁle of the Cdc42 cluster. Varying the reaction rates
and computing the change in the maximum concentration
and the width of the stationary RT proﬁle, we found that
the cluster is indeed largely insensitive to these variations
(see Table S2 in Supplementary Methods).
More importantly, our model robustly reproduced the for-
mation of a unique Cdc42 cluster in the experiments with de-
leted landmark proteins and a depolymerized actin
cytoskeleton [13,14]. In the absence of spatial cues provided
by the landmarks, the yeast bud is known to form at a random,
yet unique, location. We simulated the emergence of the Cdc42
cluster under the conditions of molecular noise by taking intothe consideration spontaneous activation of individual Cdc42
molecules on the membrane (see Supplementary Methods).
This noise was suﬃcient to initiate the accumulation of RT
on the membrane, at ﬁrst without clear spatial preference
(Fig. 2). However, as the accumulation continued, readily dis-
tinguishable cluster nuclei formed and competed with each
other. We performed a large number of simulations varying
the speciﬁc realization of the random molecular noise as well
as its intensity. In all simulations, only one of the nuclei devel-
oped into a mature stationary cluster in accord with the exper-
imental observations (see also Movie S1). This demonstrated
that molecular noise is suﬃcient to induce spontaneous
Cdc42 cluster formation. Despite random induction of multi-
ple nucleation cores, only one mature cluster emerged from
the competition of the nuclei regardless of the particular noise
realization.
The standard linear stability analysis of the uniform station-
ary state of the model conﬁrmed our numeric simulations and
Fig. 2. A single Cdc42 cluster forms in the simulations with molecular noise. A 3D view on the surface of a yeast cell shows the distribution of the
activated Cdc42 on the membrane, coded by color (RT, lM). In the absence of landmark proteins, spontaneous activation of individual Cdc42
molecules on the membrane can induce the cluster formation. Initially, all Cdc24 Æ Bem1 is in the cytoplasm. At ﬁrst, RT accumulates at multiple
random locations (2 min). Subsequently, two well-deﬁned cluster nuclei form (16 min). The top nucleus consumes the slower-growing lower nucleus
(32 min). By 1 h the Cdc42 cluster is near the steady-state.
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Fig. 3. Positive feedback loop with autocatalytic production of
activated Cdc42 destabilizes the spatially uniform steady-state and
causes the formation of the Cdc42 cluster. (A) Loop diagram,
notations are the same as in Fig. 1. (B) The corresponding bi-partite
reaction graph (see Supplementary Methods). Species and reactions
are represented by open and ﬁlled circles, respectively. The complete
reaction network graph is shown in Fig. S2.
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observed in our in silico experiments is indeed a genuine diﬀu-
sion-driven instability (Fig. S1 in Supplementary Methods).
Furthermore, this analysis suggested that the structure that
emerges out of the unstable uniform state could be a mixture
of three distinct patterns: a single cluster, two opposing clus-
ters and three equidistant clusters. In simulations, however,
we found that patterns with multiple identical clusters are also
unstable to perturbations and, once destabilized, invariably
evolve into a single cluster that amasses all of the material of
the initial clusters. Thus, we explain the uniqueness of the
Cdc42 cluster by the competition of the candidate clusters
for shared resources, the cellular stores of Cdc42, Cdc24 and
especially Bem1, which is the least abundant cluster compo-
nent in the yeast cell [24].
3.4. Network motif responsible for the Cdc42 cluster formation
Next, we asked which elements of the reaction network are
directly responsible for the destabilization of the uniform RT
distribution and the emergence of the cluster. Using the tech-
niques of graph-theoretic analysis [25] (see Supplementary
Methods), we traced the cause of the Turing-type instability
in our model to the network cycle shown in Fig. 3. The cycle
represents a positive feedback loop in which the membrane-
bound RT recruits Cdc24 Æ Bem1 from the cytoplasm and
forms a highly active Cdc24 Æ Bem1 Æ RT complex that gener-
ates more RT from RD [26]. In silico, we disabled the inter-
action between RT and the cytoplasmic Cdc24 Æ Bem1
(reaction v8 in Fig. 3B). In complete agreement with the
graph analysis, the disruption of this autocatalytic loop to-
tally abrogated the formation of the Cdc42 cluster. Impor-
tantly, another autocatalytic loop, which is structurally
identical to the cycle in Fig. 3 but instead involves the mem-
brane-bound Cdc24 Æ Bem1 complex, cannot rescue the cluster
formation (see Supplementary Methods). This striking result
may be explained by the necessity to maintain the mem-
brane-cytoplasmic circulation of the cluster components. In-
deed, the interaction between the cytoplasmic Cdc24 Æ Bem1
and membrane-bound RT couples the spatio-temporal
dynamics of Cdc24 to the GTP-driven membrane-cytoplasmic
ﬂux of Cdc42. The loss of this interaction does not prevent
the autocatalytic production of RT but rather terminates
the recruitment of Cdc24 from the cytoplasm into the cluster.Our results demonstrate that this process is essential for the
growth and maintenance of the cluster.
3.5. Turing-type model emerges from the complete reaction–
diﬀusion mechanism
Reduction of large models to their minimal functional form
has been proven beneﬁcial for uncovering fundamental fea-
tures often buried in complex reaction mechanisms. Assuming
a number of simplifying approximations (see Supplementary
Methods), we reduced our complete model to a model with
only two variables: RT (X) and the total concentration of
the inactive Cdc42 (Y):
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_y ¼ cx Ecax2y  Ecbxy þ DcDy;
Ec ¼ E0c 1þ
Z
S
f ðxÞds
 1
:
The last equation represents conservation of the total cellular
amount of Cdc24 Æ Bem1. Depletion of Cdc24 Æ Bem1 prevents
the recruitment of the entire cytoplasmic Cdc42 into the cluster
and thus has to be captured by the model. The reduced model
belongs to the prototypical activator–substrate type [23] in
which the slowly diﬀusing activator X autocatalytically repro-
duces itself at the expense of the fast diﬀusing substrate Y. In
our reduced model, the autocatalytic production of X occurs
through the parallel cubic 2X + Yﬁ 3X and quadratic
X + Yﬁ 2X eﬀective mechanisms that correspond to two dif-
ferent pathways of RT generation. The eﬀectively cubic mech-
anism emerges from the reduction of the critical fragment of
the complete reaction network (Fig. 3). The respective term
of the reduced model, Ecax
2y, essentially represents the prod-
uct of three reactions: (i) recruitment of the cytoplasmic
Cdc24 Æ Bem1 to the membrane (reaction rate proportional
to the concentration of the recruiting RT, i.e., x); (ii) formation
of the activated GEF complex Cdc24 Æ Bem1 Æ RT (brings in
another factor x); (iii) activation of RD by the Cdc24 Æ
Bem1 Æ RT complex (proportional to y). The other mechanism
corresponds to the pathway that does not include the recruit-
ment of the cytoplasmic Cdc24 Æ Bem1 and comprises only
the reactions (ii) and (iii). The respective term, Ecbxy, is thus
quadratic.
Importantly, only the cubic mechanism supports the forma-
tion of the Cdc42 cluster. The quadratic term alone was not
suﬃcient to produce the cluster in the reduced model. This is3x
2B
3x y
2C
3x
y
2D
3x y
2E
3
x y
2
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A
Fig. 4. The reduced model of the Cdc42 cluster formation belongs to a
well-known class of activator–substrate models with autocatalysis [3].
Graph representation reveals common and divergent features of the
reaction mechanisms typical of this class: (A) Reduced Cdc42 cluster
formation model; (B) one-variable Schlo¨gl model; (C) Schnakenberg
model; (D) Gray-Scott model; (E) Brusselator. Species and reactions
are denoted as open and ﬁlled circles, respectively. The stoichiometric
coeﬃcients on the arrows correspond to the cubic 2X + Yﬁ 3X and
quadratic X + Yﬁ 2X autocatalytic mechanisms.in the complete agreement with our graph-theoretic analysis
since the loss of the cubic mechanism in the reduced model
is equivalent to disruption of the critical fragment shown in
Fig. 3. Interestingly, cubic autocatalysis is typical for the
two-variable models of pattern formation that were developed
in various disciplines [27] (see Fig. 4). The apparent similarity
of the reaction graphs of our model and the Brusselator high-
lights their common principle of pattern formation. In both
models the deactivation pathway Xﬁ Y dominates at low
concentrations of X. Only above a certain threshold concentra-
tion X* does the autocatalytic production of X prevails over its
deactivation and the net direction of the reaction ﬂux reverses
Yﬁ X.4. Conclusions
Turing-type models have long been anticipated to describe
the self-organized emergence of cellular polarity, however, the
underlying molecular networks were largely unknown. In this
study we started with the detailed, experimentally determined
molecular mechanism based on the small Rho GTPase Cdc42
[26]. Using complementary methods of biophysical modeling,
mathematical biology and graph-theoretic analysis we demon-
strated that the molecular network consisting of Cdc42, its reg-
ulatory molecules and an eﬀector can explain the spontaneous
emergence of cellular polarization in yeast through the Tur-
ing-type instability. This phenomenon is robust to variation
of reaction rates and molecular noise. Importantly, our results
demonstrate that the roles of both the activator and substrate in
the prototypical Turing mechanism can be played by a single
molecular species with two distinct states. We hypothesize that
small GTPases have evolved to perform this double function in
a variety of cellular processes that require rapid formation of
compact protein clusters on the membranes. This hypothesis
is based on the observation that the network motif demon-
strated here to be essential for the formation of the cluster is
found experimentally in the rapidly increasing number of bio-
logical systems [26,28]. Indeed, GTPase eﬀectors that recruit
and activate a GEF for the same GTPase have been identiﬁed
in the molecular networks that control exocytosis [29], fusionGTPase
GTP
GDP
Fig. 5. Schematic representation of the mechanism underlying stable
existence of the cluster of activated Cdc42 on the yeast cell membrane.
Driven by the continuous expenditure of cellular energy (GTP),
stationary membrane-cytoplasmic ﬂux of cluster components (thin
arrows) compensates for the inevitable diﬀusive spread of the cluster
on the membrane (thick arrows).
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example of this network motif, implemented as a single protein
with complex regulation, is represented by Sos (son of seven-
less), the protein that possesses both the eﬀector and GEF do-
mains for Ras GTPase [32].
The cluster of activated Cdc42 that marks the presumptive
bud site is shown here to be a true dissipative structure as de-
ﬁned by Ilya Prigogine [33] since its emergence and mainte-
nance require continuous expenditure of the cellular energy
stored as GTP (see Fig. 5). This explains the experimentally
found requirement for the Cdc42 nucleotide cycling during
which GTP is hydrolyzed. Corroborating the ideas proposed
in [34], we conclude that small GTPases utilize cellular energy
to combat the inevitable increase in entropy, manifested by the
diﬀusive spread of the Cdc42 cluster on the membrane. The ro-
bust uniqueness of the yeast bud is explained in our model by
the resource competition that destabilizes the coexistence of
multiple buds. For a few known yeast mutants that can grow
several buds simultaneously, the cause of the abnormality was
traced to the altered control of nucleotide cycling [35]. It would
be interesting to extend our model to incorporate these mu-
tants and characterize the nature of multiple budding.
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