In this paper, we present a novel tightly-coupled monocular visual-inertial Simultaneous Localization and Mapping algorithm following an inertial assisted Kalman Filter and reusing the estimated 3D map. By leveraging an inertial assisted Kalman Filter, we achieve an efficient motion tracking bearing fast dynamic movement in the front-end. To enable place recognition and reduce the trajectory estimation drift, we construct a factor graph based non-linear optimization in the back-end. We carefully design a feedback mechanism to balance the front/back ends ensuring the estimation accuracy. We also propose a novel initialization method that accurately estimate the scale factor, the gravity, the velocity, and gyroscope and accelerometer biases in a very robust way. We evaluated the algorithm on a public dataset, when compared to other state-of-the-art monocular Visual-Inertial SLAM approaches, our algorithm achieves better accuracy and robustness in an efficient way. By the way, we also evaluate our algorithm in a Monocular-Inertial setup with a low cost IMU to achieve a robust and lowdrift realtime SLAM system.
I. INTRODUCTION
Concurrent pose estimation and 3D map reconstruction by combining visual and inertial measurements has come into vogue in the field of Robotics and Computer Vision communities. This combination can serve as an ideal alternative to GPS in environments when GPS is denied. Comparing to different sensor modalities, visual-inertial setup is cheap enough while providing abundant measurements for pose estimation and map building. Cameras can provide rich information of the environment for 3D map building and place recognition. But due to the sensor limitation, camera data may be blur and noisy when fast dynamic movement. IMU sensors provide self-motion information which is useful for scale recovering and gravity, velocity estimation, while the IMU sensor measurements can be noisy and diverge even in a few seconds. Combining the camera sensor and inertial sensor in a tightlycoupled sensor fusion way can dramatically improve both the reliability and the accuracy of motion tracking in the vision-based SLAM system. The advantage appears especially obvious in a monocular-inertial setup, but it is more challenge due to the scale ambiguous and drift accumulation during a long term SLAM. This paper has proposed a tightly-coupled visual-inertial SLAM system, combining a monocular camera with an IMU. In recent years, the visual-inertial methods can be divided into two kinds: (1) filter based method [1] - [3] and (2) keyframe S. Piao(piaosh@hit.edu.cn) and S. Huang(shishenghuang.net@gmail.com) are the corresponding authors based non-linear optimization method [4] - [6] . Filter based method has high computation performance and can achieve high accuracy in a short time. However, due to the missing of loop closure mechanism, the filter based method is lack of place recognition and will slowly drift during long term SLAM. The optimization method with loop closure mechanism can achieve low accuracy drift by leveraging the estimated 3D map, however the demand for much more computational resources limit the efficiency in computation.
Our approach begins with the filter based method as the front-end. Unlike the traditional filter based methods, we provide a more tightly-coupled sensor fusion method by introducing the inertial information to the prediction stage of the Kalman Filter. In this way, the motion tracking can be more robust even using few feature points, which in turn reduces the computation. To enable loop closure and reduce the trajectory estimation drift, we build a keyframe based non-linear optimization as the back-end. Since the frond-end is accurate enough, only keyframes need to compute feature descriptors but not for every frames as like ORB-VISLAM [6] . To balance the front/back ends, we carefully design a feedback mechanism by efficiently leveraging of the pose and 3D map estimation from the back-end to adjust the Kalman state in the front-end, which improve the accuracy for the both ends.
Initial state estimation is a very significant part for a realtime SLAM system. ORB-VISLAM [6] in the first time provided an initialization method to estimate the gravity direction, velocity, gyroscope and accelemeter bias in a short time. However, the provided method can be inefficient due to the data noise or the lack of observability measurements, especially when the inertial measurements captured from cheap IMU sensors like MPU9250. To overcome such drawback, we provide a more robust initialization method in a novel way. Following such robust initialization method, we can achieve a much more robust initial state estimation even when using low-cost IMU sensors, which is important for a realtime SLAM system.
We show our visual-inertial monocular SLAM algorithm in Fig.1 . In summary, we conclude our algorithm contributions as the following three points: 1) We introduce an inertial assisted Kalman Filter for motion tracking in the front-end, and build a keyframe-based non-linear optimization in the back-end, which lead to an efficient, robust and high accuracy SLAM system.
2) We provide a feedback mechanism to balance the front/back ends, which appropriately fuse the front-end and back-end.
3) We introduce a more robust initial state estimation Fig. 1 . overview of our visual-inertial monocular SLAM algorithm, which contains two threads with Kalman Filter based front-end and non-linear optimization based back-end. A feedback mechanism to balance the front/back ends and initial state estimation method to efficiently estimate the initial state of the SLAM system are carefully designed to ensure the accuracy and efficiency. method to initialize the system within a short time, which is efficient even for low cost IMU sensors.
II. RELATED WORK
Simultaneous Localization and Mapping is a pupular research topic with more than three decades, we refer to the survey paper by Cesar et al. [7] for the progress made in the past few decades. Vision-based SLAM is a kind of SLAM system mainly using visual sensors, which receives hot research focus from robotics and computer vision communities nowdays. For the two main vision-based SLAM methods, the survey made by Strasdat et al. [8] compared the filter based method with respect to keyframe-based non-linear optimization method and concluded that the optimization method with bundle adjustment exceed with high accuracy estimation than the filters. However, it is no doubt that filtering method have superiority of robustness and high response frequency.
Kalman Filter plays an important role in SLAM research area. Davison et al [9] in the first time introduced a realtime monocular vision-based SLAM following an Extended Kalman Filter. Following such way, the work of [10] introduced a 1-Point RANSAC update mechanism to reduce the amount of computation.
The key observation to fuse inertial information with camera information in a realtime SLAM system is that inertial measurements can be used to accurately predict the motion movement between adjacent frames, but not just using the motion movement modeling as traditional vision-only Kalman Filter methods did. MSCKF [1] made an impressive progress to fuse the visual-inertial sensor in a unified Kalman Filter. Based on this work, Li et al [2] gave a complete analysis to ensure the SLAM system's observability thus achieving much better consistency and robustness. Due to the need of feature extraction, one drawback of these works comes from the huge computation for visual computing. Besides, when locating in environment with low texture, feature-based method can easily fail. The direct method [3] [11] [12] without computing feature descriptor between adjacent frames can avoid these drawbacks.
PTAM [13] in the first time provided a realtime vision-based SLAM system by dividing the motion tracking (front-end) and mapping (back-end) into two parallel threads. In the front-end, the optical flow tracking is used to match the feature points, and then computes the ego-motion between adjacent frames. In the back-end, a keyframe-based non-linear optimization is introduced to improve the accuracy by minimizing the reprojection photometric error. Based on PTAM, ORB-SLAM [14] introduced a third thread served as loop closure, which make the SLAM system accurate enough and enable place recognition. Recent vision-based SLAM system like DTAM [15] , SVO [16] , LSD-SLAM [17] also made impressive advantage by using novel visual measurement based non-linear optimization.
When fusing the inertial measurement with visual measurement, OKVIS [4] formulated visual measurement as reprojection factor and the inertial measurement as IMU factor, thus building the optimization problem following the factor graph model. By solving the non-linear optimization efficiently, OKVIS provided a realtime visual-inertial SLAM with high accuracy without loop closure. Forster et al [5] provided a method which formulated the Preintegrated IMU factor and structureless vision factor to build a much more computationally efficient optimization, leading to a realtime visual-inertial SLAM system exceeding than Project Tango [18] . ORB-VISLAM [6] present a tightly-coupled monocular visual-inertial SLAM system by reusing the estimated 3D map with a non-linear optimization, which enable loop closure. Combining the proposed initialization method, the approach can estimate the scale, the gravity direction, initial velocity, IMU biases in a short time, which leads to a realtime monocular-inertial SLAM system with higher accuracy than the stereo visual-inertial odometry [19] .
III. INERTIAL ASSISTED KALMAN FILTER WITH 1-POINT RANSAC
Following the MonoSLAM [9] , we extend the Kalman Filter with 1-Point RANSAC to the visual-inertial sensor fusion condition. We use the inertial measurement to predict the motion movement in the predict stage, and then use the visual measurement to update the estimation state following the 1-Point RANSAC way. In this way, we can estimate the accurate position, orientation and velocity of the body frame efficiently. We call this method as inertial assisted Kalman Filter with 1-Point RANSAC, or inertial assisted Kalman Filter. For convenience, we set the body frame as the IMU frame in the visual-inertial setup in the following sections.
A. FULL STATE VECTOR
The state vector in the Kalman Filter contains the body frame's state x B (including the position ω B p, orientation quaternion ω B q, velocity v B , the acceleration bias b a and gyroscope bias b g ) and the landmarkers' position x L . So the full state vector at time-step k can be formulated as:
For landmarkers' position, we adopt the inverse depth representation [20] for the i-th map point as:
is the camera center position which landmarker p fi was observed in the first time, [θ i φ i ] encode the unit ray pointing to the landmarker from the camera center and ρ i is its inverse depth along the unit ray.
B. PREDICTION
In the prediction stage, we use the inertial measurement to predict the motion movement. Different from the work of [10] which only use visual measurement to propagate the estimated state, here we apply prediction using the inertial measurement. Given the accelerometer measurement a k m and gyroscope measurement ω k m at time-step k, the accurate body frame's linear acceleration ω a k and angular rate B ω k can be estimated as:
with n k g ∼ N(0, σ ng ) and n k a ∼ N(0, σ na ) are discretized zero-mean, white Gaussian noise, ω g is the gravity.
Thus the discrete time evolution of the state
where:
We use the visual measurement to update the estimation following the 1-Point RANSAC [10] way. Considering the camera as a pinhole camera and the landmaker is in the inverse depth representation, the measurement equation of the i-th landmarker at time-step k+1 is formulated as:
where c x and c y are the camera's principle point, f x and f y are the focal length and B C R, B C p is the rotation and translation between the body frame and camera frame respectively.
During the state updating, we adopt the optical flow tracking between two adjacent frames to obtain the landmarker matching. Once landmarker matched, we follow the 1-Point RANSAC [10] to process the update stage in an iterative way. If the landmarker number is not enough, new feature points will be extracted in the current frame to serve as new landmarkers. In this way, we obtain an efficient update stage.
IV. NON-LINEAR OPTIMIZATION
The inertial assisted Kalman Filter estimate the frame state
] at frame rate. Once a frame is selected as a keyframe, we apply a non-linear optimization in a keyframe sliding window to further adjust the keyframes' state
In this section, we formulate the visual-inertial measurements as factors and build the non-linear optimization following the factor graph of [5] . We build a reprojection factor to evaluate the reprojection photometric error for visual measurement and a IMU factor to evaluate the inertial error for inertial measurement. Once the factor graph built, the visual-inertial optimization can be efficiently solved leading to an efficient back end for the SLAM system. 
A. Visual and Inertial Factors
thus the inertial measurement error between the two consecutive keyframes K fi and K fj can be formulated as r Iij = [r ∆Rij , r ∆vij , r ∆pij ] with:
We measure the error of a landmarker p k seen in the keyframe K fi as the difference between its visual measurement position z ik and the reprojection position as:
Bias Factor. As suggested by [5] , accelerometer measurement bias b a and gyroscope measurement bias b g in this paper are also modeled as "Brownian Motion" integrated white noise, withḃ a = η a ,ḃ g = η g where η a ∼ (0, σ ηa ), η g ∼ (0, σ ηg ) are white noise. So define b = [b a , b g ], we measure the bias error between two keyframes K fi and K fj as
B. Optimization Representation
Given the IMU factor, Reprojection factor and Bias factor above, we can formulate the non-linear optimization by minimizing the following energy function:
with P = {< i, j >} represent consecutive keyframe pairs in the sliding window of the keyframes. r Iij ∈ R 9 , r C ik ∈ R 3 and r ∆bij ∈ R 6 are the IMU factor, Reprojection factor and Bias factor defined above respectively. Ω ij is the information matrix of preintegration between keyframe i and j, Λ ik is the information matrix associated to keypoint scale and Σ ij is the inverse of the covariance matrix of bias random walk. The least squares problem are solved using non-linear optimization library such as g2o [22] or CERES solver.
V. TIGHTLY-COUPLED VISUAL-INERTIAL MONOCULAR SLAM
In this section, we introduce our tightly-coupled visualinertial monocular SLAM approach. As show in Fig.1 , the approach contains two threads, i.e. the Kalman Filter frontend and the non-linear optimization back-end. The feedback mechanism to balance the front/back ends and the initial state estimation method are also presented.
A. FRONT-END
We use the inertial assisted Kalman Filter introduced in Section III to estimate the frame state
] as motion tracking in the front-end. During the filtering, we detect the optical flow feature point as landmarker and apply the optical flow tracking to match the feature points between consecutive frames. By using the inertial measurements to predict the motion movement, the feature point number don't have to be so large as like in the pure visual filtering condition [9] . In our implementation, we detect N (< 50) feature points for each frame average distributing in the image space. Due to the limited number of feature points and avoid computing feature descriptors, the motion tracking can estimate each frame state in an efficient way.
State Estimation. Under the Kalman Filter, the current state is predicted using the inertial measurements and updated using the camera measurements. At the beginning before system initialized, the initial state is just assigned as an initial value. Once the system initialized, the current state will be adjusted immediately according to the initial condition. Besides, if the current state meets the time point when the map updated in the back-end, the current state will also be corrected immediately according to the feedback mechanism (described in Section V-C). In this way, the front-end can always estimate the state accurately during the long term SLAM, which decrease the drift efficiently.
Keyframe Selection. After a frame state is estimated by the filter, we adopt three criteria to determine whether this frame is keyframe. (1) The time interval from last keyframe is beyond a certain threshold. This criteria ensures the accuracy of the system. Because the IMU just provide valuable information in short-time, if the time interval from the last keyframe is too long, the IMU constraint between two keyframes will become inaccurate. (2) The back-end is in idle state. This criteria makes as many as keyframes to enhance the motion tracking robustness. (3) The rotation angle from last keyframe is beyond a certain threshold.
Once a frame is selected as a keyframe, we extract the ORB feature descriptor for the new keyframe and invoke the backend to make the pose estimation more accurate.
B. BACK-END
There are two threads with non-linear optimization described in Section IV in back-end, one is for local Bundle Adjustment and the other for loop closing. Once a new keyframe inserted, the local Bundle Adjustment begin in a sliding keyframe window with neighbor keyframes of the new inserted keyframe. After the local Bundle Adjustment is finished, some redundant keyframes will be culled to make the factor graph more concise. Once a revisited place is detected by the place recognition, the loop closure optimization with the keyframe loop will invoke. The loop closure optimization contains a Sim(3) optimization and a full Bundle Adjustment, please refer to [6] [14] for more details.
C. FEEDBACK MECHANISM
The filter based front-end can estimate the frame state efficiently. However during long time SLAM, estimation drift will accumulate. By solving the non-linear optimization, the keyframe state can be improved and estimation drift correspondingly decrease. But the processing speed of the front/back ends doesn't match. To balance the front-end and Fig. 2 . A demonstration shows how the feedback mechanism works for the current frame f j with the last keyframe K f i just updated. The frame f j state is firstly corrected by the state correction, and then landmarker's depth estimation in the Kalman state is accordingly corrected using the initial depth correction.
back-end, we design a feedback mechanism to improve the estimation accuracy of the front-end and thus further improve the estimation accuracy of the whole system. This feedback mechanism invoke immediately after the map is updated when local Bundle Adjustment finished. The feedback mechanism contains two steps:
(1) State Correction. After Bundle Adjustment from the back-end, the state estimation of the last keyframe K fi is accurate enough with a high confidence. So the key observation of the state correction is to improve the state estimation of the current frame f j leveraging the last keyframe K fi . As showed in Fig.2 , we build a non-linear optimization between frame f j and the last keyframe K fi , and correct the frame state x fj by minimizing the following optimization:
The form of r Iij , r ∆bij and r C jk is the same as Section IV-B, Ω ij is computed from noise propagation in preintegration, Σ ij is computed from bias random walk and Λ jk depends on keypoint scale.
(2) Initial Depth Correction. During the Kamlan Filtering in the front-end, the initial depth estimation of a newly added landmarker can significantly effect the final estimation of the state vector. So after correct the state of the current frame by state correction, we improve the landmarker's initial depth by initial depth correction to further accelerate the convergence of the Kalman Filter. Suppose point set P = [p 1 , ..., p n ] is a landmark set newly added after the update stage of Kalman Filter in the current frame f j and also seen in the last keyframe K fi . We randomly select a subsetP of the point set P and replace the depth of all the points inP using the corresponding optimized depth from the Bundle Adjustment. Besides, the initial covariance matrix of the corresponding points is set as the inverse of the corresponding hessian matrix computed by the non-linear optimization in the back-end. In this way, we can significantly improve the filter's estimation thus further improving the system's accuracy.
D. INITIAL STATE ESTIMATION
For a realtime SLAM system, the initial value of gravity, velocity, scale and inertial bias is a very important item. In this section, we introduce an initial state estimation method in a very robust way.
Key Observation. The key observation of our initial state estimation method lies in using the velocity and bias estimated from the Kalman Filter in the front-end to estimate the gravity, scale factors. After the gravity and scale factors estimated, the velocity and bias estimation is then refined accordingly. After several iterations, the gravity, scale, velocity and bias can be robust estimated efficiently.
Scale and Gravity Estimation. Suppose the keyframes set is P K = [K f1 , ..., K f N ] with N keframes when initial estimation begin, the camera center for these keyframes is
, s is the scale factor between the real value and the current estimation, ω g is the gravity, then we have:
thus for every two consecutive keyframes, we have:
We use the velocity estimated by the Kalman Filter as ω v i B . After eliminating the accelerometer bias change δb i a , then we have one relation between two consecutive keyframes :
Stacking all relations of two consecutive keyframes, we can form a system of
This can be efficiently solved via Singular Value Decomposition(SVD).
Estimation Refine. Once the scale and gravity estimated, the keyframe state of the keyframe set P K is also updated accordingly. Using the feedback mechanism described in Sec-tionV-C, the current frame state including the velocity and inertial bias is thereafter refined. According to the refined velocity and inertial bias, the scale and gravity is then refined again by scale and gravity estimation above. Our method adopting an iterative way by leveraging the velocity and bias value from the Kalman Filter as initial estimation can decrease the uncertainty for the scale and gravity estimation, thus avoid estimating all the items in a unified way like ORB-VISLAM [6] . After serval iterations, we can efficiently estimate the initial state (including gravity, scale, velocity and inertial biases) in a robust way.
VI. EXPERIMENTS
We make a complete evaluation of our algorithm in the EuRoC dataset [23] and compare with the state-of-the-art ORB-VISLAM [6] . The dataset contains 11 data sequences recorded from a flying MAV of two different indoor rooms and an industrial environment. Depending on the illumination, texture, fast/slow motions or motion blur, the data sequences are classified as easy, medium and difficult, in which the difficult one is the most challenge data sequence. The dataset provides synchronized global shutter WVGA stereo images at 20Hz with IMU measurements at 200Hz and trajectory ground-truth. We first test our algorithm in the 11 data sequences to evaluate the performance of the system, and then evaluate the estimation accuracy compared with the ORB-VISLAM [6] . Besides, we also implement our algorithm in the monocular-inertial setup of Intel RealSense ZR300 to achieve an efficiency and robust realtime SLAM system.
Quantitative Evaluation. We test our algorithm in a laptop with 2.2GHz Intel Core i5 processor and 8GB RAM. For the processing time of the motion tracking in the front-end, the average processing time of the general frames is about 0.023s, and for keyframes the average processing time is about 0.061s. Since the number of keyframes is around 20% of all the frames, the average time cost for the system in the frontend is about 0.027s. So our algorithm can process the motion tracking at frame rates around 50Hz, which is rather fast than the motion tracking of ORB-VISLAM [6] .
For initial state estimation, our algorithm can finish the estimation with around 15 keyframes, which means the SLAM system can be initialed within 5 seconds. The V1 03 difficult sequence is a very challenge sequence due to its very fast rotation movement, which makes the IMU initialization failed of ORB-VISLAM [6] . However, our initial state estimation method can still estimate the initial state accurately which shows the robustness of our initial state estimation method.
Accuracy Evaluation. We evaluate the estimation accuracy of our algorithm in the 11 sequences of the Euroc dataset. In the non-linear optimization of the back-end, we adopt 10 keyframes of the sliding window for the local Bundle Adjustment. We compute the Root Mean Square Error(RMSE) [24] of the keyframe trajectory and the scale factor against the ground truth to evaluate accuracy. As shown in Table  I , we achieve the average RMSE with 0.0379 and average scale error with 0.0057 against the ground truth in all of the 11 sequences. Fig.3 shows the estimated trajectory of MH 05 difficult sequence and V2 03 difficult sequence comparing with their ground truth trajectory respectively. Note that we can successfully run through the V1 03 difficult sequence which is failed by ORB-VISLAM [6] .
The velocity estimation accuracy is another evaluation criterion. We compute the the ratio metric ρ = |v i−vi vi | witḣ v i is the estimated velocity by our algorithm and v i is the ground truth. In all of the 11 sequences, we achieve the average ratio metric ρ < 5%. Fig.4 shows the velocity estimation of V2 03 difficult sequence and MH 05 difficult sequence with their ground truth respectively. It is clear that the velocity estimates of our method nicely fit the ground truth data even in the fast change of velocity by using velocity computed by the filter as initial value.
Feedback Mechanism Evaluation. We also evaluate the feedback mechanism in the 11 sequences by comparing the estimated 3D trajectory RMSE and velocity estimation ratio metric ρ with and without the feedback mechanism. As shown in Table II , the average estimated 3D trajectory RMSE is 0.084 and 0.235 for the with and without feedback mechanism respectively. For the velocity estimation ratio metric ρ, the feedback mechanism achieve ρ f = 8.3% while ρ uf = 10.9% for the case without feedback mechanism. Fig.5 shows the comparison of estimated 3D trajectory and velocity estima- tion of the MH 05 difficult sequence with or without using feedback mechanism. From the analysis of the trajectory and velocity, we can demonstrate that our feedback scheme can slow down the divergence velocity of the Kalman Filter.
Comparison. A comparison has been performed against the visual-inertial monocular ORB-VISLAM method [6] , which is one of the recent state-of-the-art monocular-inertial SLAM algorithm. We compute the RMSE of the 3D trajectory translation and the scale factor against the ground truth in all the 11 sequences of the EuRoC dataset with our algorithm and ORB-VISLAM respectively. As shown in Table I , we achieve better RMSE than ORB-VISLAM in most of the sequences, especially for difficult sequences. By the way, ORB-VISLAM can't handle the V1 03 difficult sequence, while our algorithm can efficiently work with rather high estimation accuracy. Please refer to the supplementary video to see the result of our algorithm in the V1 03 difficult sequence with more details. Realtime SLAM System. We implemented our algorithm using the monocular-inertial setup of Intel Realsense ZR 300 with a wide angle monocular camera and low cost IMU. As shown in the accompanying video 1 , we tested the performance of trajectory tracking in an 200m 2 office environment with three fast dynamic motion movement circles. The trajectory starts and ends at the same location. The end-to-end error is 0.031m with respect to the total length of 92m, it is just the 0.034% of the total trajectory length. Note that our system can be robustly initialized within a short time, leading to an efficient realtime monocular-inertial SLAM system.
VII. CONCLUSION AND FUTURE WORK
In this paper, we presented a novel visual-inertial monocular SLAM system, which take advantages of filter method in the front-end with non-linear optimization method backend in accurate and robust manner. To appropriately fuse the front/back ends, we introduce a feedback mechanism to improve the estimation accuracy in the front-end thus increasing the performance of the whole system. Besides, we also provide an iterative initial state estimation method leading to a robust initial state estimation in an efficient way, which is very important for a realtime SLAM system. One drawback of our algorithm comes from the place recognition method of the loop closure. Currently, we just use the DBoW2 for place recognition as like [6] [14] did. However, the place recognition could fail for environment with low-texture or dark lightness, especially when fast dynamic movement. This could comparatively influence the estimation accuracy for both the front-end and back-end. In the future, we would like to replace the place recognition method with more efficient algorithm like deep network based place recognition.
