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Abstract. Grothendieck-Birkhoff Theorem states that every finite dimen-
sional vector bundle over the projective line P1 splits as the sum of one dimen-
sional vector bundles. This can be rephrased, in terms of orders, as stating
that all maximal P1-orders in a matrix algebra split. In this work we study
the extent to which this result can be generalized to Eichler P1-orders when
the base field F is finite. To be precise, we caracterize both the genera of Eich-
ler orders containing only split orders and the genera containing only a finite
number of non-split conjugacy clases. The latter characterization is given for
arbitrary projective curves over F. The method developped here also allows us
to compute quotient graphs for some subgroups of PGL2(F[t]) of arithmetical
interest.
1. Introduction
Split orders in the 4-dimensional matrix algebra M2(k), where k is a local field,
were characterized by Hijikata in [10]. By definition, an order in M2(k) is split if it
contains an isomorphic copy of the ring Ok ×Ok, where Ok is the ring of integers
in k, or equivalently, if it has the form(
Ok I
J Ok
)
,
where I and J are fractional ideals. Hijikata proved these to be either maximal or-
ders or intersections of two maximal orders. These are local properties, and in fact,
for any global field K, and for any ring OS ⊆ K of S-integers, i.e., elements that
are integral outside a nonempty finite set S of places that includes the archimedean
places if any, global split OS-orders in M2(K) share the same characterization.
When K is a global function field, i.e., the field of rational functions on a smooth
irreducible projective curve X over a finite field F, we define X-orders in M2(K)
as sheaves of rings whose generic fiber is M2(K) [8]. This is usually regarded as
the case S = ∅ in the theory of orders, and this point of view has been fruitful in
the past to study quotients of Bruhat-Tits trees by groups of arithmetical interest
(c.f. [3]). The preceding characterization fails in this setting, as one would expect,
giving the absence of a Strong Aproximation Theorem with respect to the empty
set. However, we do have a result in this direction, although a significantly more
specific one. This is essentially Grothendieck-Birkhoff Theorem [7, Thm. 2.1],
which implies, as we see below, the following statement:
Theorem GB: Every maximal X-order in M2(K) is split when X
is the projective line P1.
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There is a also a finiteness result that can be regarded as a partial generalization
of the preceding statement to an arbitrary smooth projective curve defined over a
finite field. It follows from the description of the classifying graph in [3] (c.f. §3):
Finiteness Theorem: If X is an arbitrary smooth projective curve
over a finite field, all but finitely many isomorphism classes of max-
imal X-orders in M2(K) contain only split orders.
The purpose of the present work is to study the extent to which these results extend
to Eichler orders, i.e., intersections of two maximal orders. The theory introduced
here to prove these results can be used to compute quotient graphs of arithmetical
interest, as we exemplify in the last section of this paper.
We start by recalling some basic facts on bundles and lattices. LetOX denote the
structure sheaf of the curve X . We can assume that F equals the full constant field
OX(X) of K, as we do in the sequel. An X-lattice Λ is a locally free sheaf of OX -
modules of finite rank n. The group of global sections Λ(X) is a finite dimensional
vector space over F for any X-lattice Λ. The sheaf of sections of a vector bundle
is an X-lattice, and as usual we identify the bundle with the corresponding lattice.
The generic fiber Λ⊗OX K is isomorphic to K
n as a vector space overK, and we fix
one such isomorphism by saying that Λ is a lattice in Kn. Equivalently, we choose a
K-linearly independent set of n sections over some afine subset U0 ⊂ X and identify
it with the canonical basis of Kn. This implies that the group of U -sections Λ(U) is
identified with a subset of Kn for any open set U ⊆ X . Thus defined, two lattices
Λ and Λ′, or their corresponding bundles, are isomorphic if and only if there exists
an invertible n-by-n matrix T ∈ GLn(K) satisfying TΛ = Λ
′. Similar conventions
applies to other explicit vector spaces. Note that Λ(U) is a lattice over the Dedekind
domain OX(U) as defined in [20]. An order R in a K-algebra A is an X-lattice in
A such that R(U) is a ring for any open subset U , e.g., the structure sheaf OX is
an X-order in K. We let R, D and E denote X-orders of maximal rank in M2(K)
in all that follows.
Recall that every X-bundle in the one dimensional space K has the form
LB(U) =
{
f ∈ K
∣∣∣div(f)|U +B|U ≥ 0} ,
for some fixed divisor B on X , and for every open set U ⊆ X . These bundles are
usually called invertible bundles in current literature, and they have the following
properties:
(1) Linearly equivalent divisors define isomorphic bundles,
(2) LBLD = LB+D, for every pair of divisors (B,D),
(3) LB(U) ⊆ LD(U) for every open set U if and only if B ≤ D and
(4) Ldiv(g) = g−1OX .
In (2), LBLD denotes the sheaf defined by (LBLD)(U) = LB(U)LD(U) on open
sets U ⊆ X , which is isomorphic to the tensor product LB ⊗OX L
D. In higher
dimensions, similar conventions apply to scalar products or other bilinear maps.
A split X-lattice or split X-bundle is a lattice isomorphic to a direct sum of
invertible bundles, e.g., a two dimensional X-lattice Λ is split if Λ ∼= L1 × L2, as
OX -modules, where L1 and L2 are invertible bundles. We say that a basis {e1, e2}
splits or diagonalizes an X-bundle Λ in K2 if Λ = L1e1 ⊕ L2e2, where L1 and L2
are invertible bundles. Certainly a bundle in K2 is split if and only if it is split by
at least one basis.
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To each X-bundle Λ in K2 we associate the order DΛ = EndOX (Λ) in the matrix
algebra M2(K), which can be defined by
DΛ(U) =
{
a ∈ M2(K)
∣∣∣aΛ(U) ⊆ Λ(U)} ,
for every open set U ⊆ X . This is a maximal order in M2(K) and every maximal
order of this algebra has the form DΛ for some X-bundle Λ in K
2. The X-bundle
Λ is split by a certain basis {e1, e2} if and only if the corresponding maximal order
has the form DΛ =
(
OX L
−D
L
D OX
)
, for some divisor D, in that basis. In fact, if
Λ = LBe1 ⊕ LCe2, we have D = C − B. This condition on DΛ is equivalent
to
(
1 0
0 0
)
,
(
0 0
0 1
)
∈ DΛ(X). More generally, we say that an order E is split
if E is conjugate to
(
OX L1
L2 OX
)
for some pair of invertible bundles (L1,L2), or
equivalently, if its ring of global sections contain a non-trivial idempotent. A split
order is split as a lattice but the converse is false in general.
Grothendieck-Birkhoff Theorem [7, Thm. 2.1]: Every bundle
over X = P1 is a product of one dimensional bundles.
It is well known that two vector bundles Λ and M in K2 satisfy DΛ = DM if
and only if there exists an invertible vector bundle L such that Λ = LM , where the
product on the right is the scalar product in the vector space K2. It is apparent
that every basis splitting M splits also LM , so the splittings of a certain bundle
can be more naturally studied in terms of the corresponding maximal order. In this
context, Theorem GB is a particular case of Grothendieck-Birkhoff Theorem.
For every pair of maximal orders DΛ and DΛ′ , we consider the Eichler order
EΛ,Λ′ = DΛ ∩DΛ′ . This is an order of maximal rank in M2(K). It follows easily
from Hijikata’s local characterization that split orders are Eichler, as being Eichler
is a local property, but the converse is not always true. It follows from the results
in this work that non-split Eichler orders exists for every curve X . This is hardly
surprising for geometry experts, as splitting bundles are a thin subset of the moduli
space for curves of higher genus.
Example 1.1. A consequence of Hijikata’s characterization of local split orders is
the following: For every pair of lattices Λ and Λ′ in k2, there exists a basis {e1, e2}
for which Λ = I1e1⊕I2e2 and Λ′ = J1e1⊕J2e2, for suitable ideals I1, I2, J1, J2 ⊆ Ok.
In other words, there is a basis splitting both lattices simultaneously. This also holds
for arbitrary Dedekind domains, and it is the fundation of the theory of invariant
factors for lattices (c.f. [20]). Similarly, in the present context, characterizing split
Eichler orders solves the problem of determining whether there is a common basis
splitting two given lattices in K2, or equivalently, whether a common change of
variables can take a pair of vector bundles into a split form simultaneously.
As we recall in §2 bellow, an order of maximal rank in M2(K), or more generally
a lattice Λ in a vector space V , is completely determined by its set of completions{
ΛP ⊆ VP
∣∣∣P ∈ |X |} (c.f. §2), where |X | denote the set of closed points of X . Such
orders are usually classfied into genera. A genus is a maximal set of locally iso-
morphic orders. Equivalently, two orders are in the same genus if their completions
at all local places are conjugate. Class Field Theory has been used for a time to
classify orders in a genus. This theory allows us to split a genus into spinor genera.
A spinor genus, in a given genus, is a maximal subset whose lattices are isomorphic
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over all but a finite number of affine subsets of X . We recall part of this theory in
§2, where a more technical, but equivalent, definition of spinor genus is given. For
a full account, we refer the reader to [1]. Orders in a spinor genus are classified via
quotient graphs. We recall this theory in §3, but we refer the reader to [3] for a full
account on this subject.
A full description of the relation between the spinor genus of an Eichler order
and those of the maximal orders containing it is given in [5, §6]. We just need
to recall, for our purposes, that the genus of an Eichler order E is determined by
its level. At a local place P , the level is the natural distance, in the Bruhat-Tits
tree (c.f. §3), between the unique pair of maximal orders whose intersection is the
completion EP (c.f. §2). In the global context, the level of an Eichler order EΛ,Λ′
is an efective divisor D = D(DΛ,DΛ′) defined in terms of these local distances (c.f.
§2). It can also be characterized by the following property:
For every affine open set U ⊆ X , we have an isomorphism of
OX(U)-modules
DΛ(U)/EΛ,Λ′(U) ∼= DΛ′(U)/EΛ,Λ′(U) ∼= OX(U)/L
−D(U).
In terms of this distance, our main results are as follows:
Theorem 1.2. For an arbitrary smooth projective curve X over a finite field, and
for any effective divisor D, there is only a finite number of conjugacy classes of non-
split Eichler orders of level D if and only if D is multiplicity free, i.e., D =
∑n
i=1 Pi,
where P1, . . . , Pn are different closed points.
When X = P1 is the projective line, next result can be considered a partial
generalization of Grothendick-Birkhoff Theorem.
Theorem 1.3. Assume X = P1 is the projective line. Then the following state-
ments are equivalent for any effective divisor D:
(1) Every Eichler orders of level D is split.
(2) D ≤ P1 + P2, where P1 6= P2 and deg(P1) = deg(P2) = 1.
The main tool in the sequel is the concept of quotient graph, specifically quotients
of the local Bruhat-Tits tree at some place P . This idea is due to J.-P. Serre who
studied the relation between these quotients and the structure of the arithmetic
groups defining them [24, §II.2]. These are usually unit groups of maximal orders,
and the corresponding quotient is the S-graph, as defined in [3]. In fact, Serre
himself computed the S-graph when X = P1 and P is a place of degree 4 or less,
using tools from algebraic geometry. An elementary proof of Serre’s result was given
in [14], and some partial generalizations appear in [15] and [18]. These quotients
have been used to study non-congruence subgroups of Drinfeld modular groups, see
[16] or [17]. We ourselves in [3] gave a recursive formula to compute these graphs
for a place P ∈ |P1| of arbitrary degree using the theory of spinor genera, and we
introduced there the concept of C-graph (c.f. §3), which is used here for the study
of conjugacy classes in a genus. A closed formula for the S-graph for a maximal
order at any place P ∈ |P1| has been given by R. Ko˝hl, B. Mu˝hlherr and K. Struyve
in [19], using a different method involving double cosets for simultaneous actions on
two local trees. The S-graph has also been computed for places of degree 1 on an
elliptic curve [23]. M. Papikian has studied the S-graph when M2(K) is replaced by
a division algebra [21]. Although the theory only requires the orders to be maximal
at the specific place P , as far as we can tell the present work is the first attempt to
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use these graphs to study Eichler orders, or any non-maximal order, over a function
field.
Remark 1.4. Hijikata’s characterization has been generalized to higher dimen-
sional algebras in the local setting by Shemanske in [22] via Bruhats-Tits Build-
ings. Bruhat-Tits trees and buildings play a significant role in the study of the
selectivity problem, understanding when a commutative order embeds into all, or
just into some, of the orders in a particular genus [9], [11], [12]. This problem arises
naturally from questions regarding spectral properties of hyperbolic varieties [25],
[13].
Computing quotient graphs provide important information on the structure of
a group G. One way to do this is to provide a fundamental domain for G, in
some suitable Bruhat-Tits tree. We do this in §5 for some congruence subgroups
of the general linear group PGL2(F[t]). To make these ideas precise, we recall that
PGL2(F[t]) ⊆ PGL2(K∞) acts naturally on the Bruhat-Tits tree for the completion
at infinite K∞ = F((t
−1)) of F(t), interpreted as the Ball-tree described in [6]. The
vertices of the Ball-tree are in correspondence with the closed balls in K∞, while
its ends are the elements in the set of K∞-points P
1(K∞).
Theorem 1.5. Let N = (t − λ1) · · · (t − λn) a square-free polynomial with all its
roots in F. Let s be the smallest subtree containing the ends 0, ∞ and 1/M , for
every proper monic divisor M of N . Then the congruence subgroup
ΓN =
{(
a b
c d
)
∈ GL2(F[t])
∣∣∣∣∣c ≡ 0 (mod N)
}
has a fundamental domain of the form s ∪ f for a finite graph f.
See §5 for the precise definition of fundamental domain that we use here.
2. Completions and spinor genera
In this section we review the basic facts about spinor genera and spinor class
fields of orders. See [1] for details.
Let |X | be the set of closed points in the smooth projective curve X . For
every such point P ∈ |X | we let KP be the completion at P of the function field
K = K(X). We denote by A = AX the adele ring of X , i.e., the subring of elements
a = (aP )P ∈
∏
P∈|X|KP for which all but a finite number of coordinates aP are
integral. For any finite dimensional vector space V over K we define its adelization
VA = V ⊗K A ∼= AdimKV , and we give it the adelic topology [26, §IV.1]. Note
that KA ∼= A canonically. We identify the ring of A-linear maps EndA(VA) with
the adelization
(
EndK(V )
)
A
. For any X-lattice Λ, the completion ΛP is defined as
the closure of Λ(U) in VP for an arbitrary affine open set U containing P . This
definition is independent of the choice of U . Note that, for every affine subset
U ⊆ X , the OX(U)-module Λ(U) is an OX(U)-lattice as defined in [20]. In this
work a lattice always means an X-lattice or X-bundle as in §1, while we use affine
lattice for the classical concept. The same observation apply to orders and the
notations R and R(U). Just as in the affine case, X-lattices are determined by
their local completions ΛP , where P runs over the set |X |, in the following sense:
(1) For any two lattices Λ and Λ′ in a vector space V , ΛP = Λ
′
P for almost all
P ,
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(2) if ΛP = Λ
′
P for all P , then Λ = Λ
′, and
(3) every family {Λ′′(P )}P of local lattices satisfying Λ′′(P ) = ΛP for almost
all P is the family of completions of a global lattice Λ′′ in V .
The same results apply to orders. We also define the adelization ΛA =
∏
P∈|X| ΛP ,
which is open and compact as a subgroup of VA. This applies in particular to the
ring of integral adeles OA = (OX)A ⊆ KA = A. It follows from property (3) above
that every open and compact OA-sub-module of VA is the adelization of a lattice.
For every X-lattice Λ and every invertible element a ∈ EndA(VA), the adelic image
L = aΛ is the unique X-lattice satisfying LA = aΛA. The adelic image L thus
defined inherit all local properties of the original X-lattice Λ. For instance, adelic
images of orders and maximal orders under conjugation are orders and maximal
orders, respectively. In particular, if we fix a maximal X-order D, all maximal
X-orders in M2(K) have the form D
′ = aDa−1 for a ∈ GL2(A) := M2(A)∗. This
conjugation must be interpreted as an adelic image. More generally, for any fixed
order R of maximal rank, the set of orders of the form aRa−1, for a ∈ GL2(A), is
called the genus gen(R). The set of maximal X-orders is a genus [2].
Locally, there is a well defined distance dP between maximal orders in M2(KP ).
In fact, we have dP (DP ,D
′
P ) = d if, in some basis, both orders take the form
DP =
(
OP OP
OP OP
)
and D′P =
(
OP πdPOP
π−dP OP OP
)
,
where πP is a local uniformizing parameter in KP . Intersections of orders can
be computed locally, in the sense that DP ∩ D′P = (D ∩ D
′)P for every pair of
orders. We define an Eichler order as the intersection of two maximal orders. This
is certainly a local property. The level of a local Eichler order is by definition the
distance between the maximal orders defining it. In the local setting, there is a
unique pair of maximal orders whose intersection is a given Eichler order. Two
local Eichler orders are conjugate if and only if their levels coincide. We conclude
that two global Eichler orders E and E′ belong to the same genus precisely when
the local levels coincide at all places. Globally, the distance between two maximal
orders D and D′ is defined as the effective divisor
D = D(D,D′) =
∑
P∈|X|
dP (DP ,D
′
P )P.
If D = DΛ and D
′ = DΛ′ , then D = D(DΛ,DΛ′) is, by definition, the level λ(EΛ,Λ′ )
of the Eichler order EΛ,Λ′ . Two Eichler order belong to the same genus if and only
if they have the same level. The genus of Eichler orders of level D, for any effective
divisor D, is denoted OD.
Two X-orders of maximal rank R and R′ in M2(K) are in the same spinor genus
if R′ = aRa−1 for some element a = bc where b ∈ M2(K) and c is an adelic matrix
satisfying det(c) = 1A. We write R
′ ∈ Spin(R) in this case. Equivalently, two
orders R and R′ are in the same spinor genus if and only if they are in the same
genus and the rings R(U) and R′(U) are conjugate for every affine open subset
U ⊆ X (c.f. Remark 2.1). The set of spinor genera in a genus is described via
the spinor class field, which is defined as the class field corresponding to the group
K∗H(R) ⊆ A∗ =: JX , where
H(R) = {det(a)|a ∈ GL2(A), aRa
−1 = R}.
This field depends only on the genus O = gen(R) of R. We denote it Σ = Σ(O).
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Let t 7→ [t,Σ/K] denote the Artin map on ideles. There exists a distance map
ρ : O×O→ Gal
(
Σ/K
)
, defined by ρ(R,R′) = [det(a),Σ/K], for any adelic element
a ∈ GL2(A) satisfyingR′ = aRa−1. This distance map has the following properties:
(1) ρ(R,R′′) = ρ(R,R′)ρ(R′,R′′) for any triplet (R,R′,R′′) ∈ O3, and
(2) ρ(R,R′) = IdΣ(O) if and only if R
′ ∈ Spin(R).
In particular, for the genus O0 of maximal orders, the corresponding distance ρ0 :
O20 → Gal
(
Σ0/K
)
, where Σ0 = Σ(O0), is related to the divisor valued distance by
the formula ρ0(D,D
′) = [[D(D,D′),Σ0/K]], where D 7→ [[D,Σ0/K]] is the Artin
map on divisors. Note however that the distance ρ0 is trivial between isomorphic
orders, which does not hold for the divisor valued distance.
The spinor class field Σ(D) = Σ(OD), for Eichler orders of level D =
∑
P aPP ,
is the maximal subfield of Σ0 splitting at every place P for which aP is odd. The
corresponding distance ρD is given by the formula
ρD(EΛ,Λ′ ,EL,L′) = ρ0(DΛ,DL)
∣∣∣
Σ(D)
.
The preceding formula follows from [5, Prop. 6.1] and the discussion thereafter.
Remark 2.1. When M2(K) is replaced by another quaternion algebra A, the
condition for two orders to be in the same spinor genus goes as follows: The orders
R and R′ are in the same spinor genus if and only if R(U) and R′(U) are conjugate
for any open set U whose complement has at least one place splitting A (c.f. [1,
§2]). For a matrix algebra, this is equivalent to U 6= X .
3. Eichler orders and trees
In all of this work, a graph g is a pair of sets V = V (g) and E = E(g), called
the vertex set and the edge set, together with three functions s, t : E → V and
r : E → E, called respectively source, target and reverse, satisfying the identities
r(a) 6= a, r
(
r(a)
)
= a and s
(
r(a)
)
= t(a)
for every edge a. A simplicial map γ : g→ g′ between graphs is a pair of functions
γV : V (g) → V (g′) and γE : E(g) → E(g′) preserving these functions, and a
similar convention applies to group actions. A group Γ acts on a graph g without
inversions if g.a 6= r(a) for every edge a and every element g ∈ Γ. An action without
inversions defines a quotient graph. As mentioned in §1, Basse-Serre Theory allows
us to determine the structure of the group Γ if we understand the quotient graph
and the stabilizer of each vertex or edge, see [24, §I.5] for an account on this subject.
If the action has inversions, we can still define a quotient graph by replacing g by
its barycentric subdivision and ignoring the new vertices unless their images in the
quotient have valency one, in which case they are called nonvertices1, see [3, Remark
1.6] or [4, Remark 3.1] for details. The edge joining a vertex and a nonvertex is
called a half-edge. It can be interpreted as an edge that has been ”folded in half”
by an inversion.
The real-line graph r is defined by a collection of vertices {nj|j ∈ Z} and a
collection of edges {aj, r(aj)|j ∈ Z} satisfying both s(aj) = nj and t(aj) = nj+1.
An integral interval is a connected subgraph of r. A finite integral interval ik,k′
is completely determined by its first vertex nk and it last vertex nk′ . Its length
1we use the term ”virtual endpoint” in some of our previous work, but the use of the word
”endpoint” seems to be confusing for some readers.
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is k′ − k. The notations i−∞,k, ik,∞ and i−∞,∞ = r are defined analogously. In
general, we identify a simplicial map γ : ik,k′ → G with any shift, i.e., any map
γt : ik+t,k′+t → G satisfying (γt)E(ar+t) = γE(ar). The reverse of a simplicial
map γ : I0,2 → G is the map γ′ : i0,2 → G satisfying γ′E(a1) = γE
(
r(a0)
)
and
γ′E(a0) = γE
(
r(a1)
)
. This definition generalizes easily to longer intervals. A
path in a graph g is an injective simplicial map γ : i → g, where i is an integral
interval. A path is finite of length k, or infinite in one or two directions, if so is
the corresponding integral interval. The latter, i.e., a map µ : r → g, is called a
maximal path in the sequel. We also say a ray for a map ρ : i0,∞ → g. A line is a
pair {γ, γ′} of reverse paths. By abuse of notation, we often say let γ : i0,k → g be
a line, but it must me understood that the reverse γ′ denotes the same line.
Locally, maximal orders inM2(KP ), or equivalently homothety classes of lattices
in K2P , are in correspondence with the vertices of the Bruhat-Tits tree t(KP ) for
PSL2(KP ) [24, §II.1]. The vertices corresponding to two maximal orders are neigh-
bors if and only if their local distance, as defined in §2, is 1. In this setting, local
Eichler orders E of level k are in correspondence with finite lines γ : i0,k → t(KP ).
In fact, there is a unique path γ = γ(v, w) conecting every ordered pair (v, w) =(
γV (n0), γV (nk)
)
of vertices in the tree. If we denote by Dv the maximal order
corresponding to the vertex v, the Eichler order corresponding to a line γ as above
is Eγ = Dv ∩ Dw. The orders DγV (ni), for 0 ≤ i ≤ k, are precisely the maximal
orders containing Eγ . In the notations of [5], the largest subgraph whose vertices
contain an order H is denoted S0(H), and in this setting we have S0(Eγ) = γ(i0,k).
In particular, the local maximal orders in the expression E = D ∩D′ are unique.
For a global Eichler order E of level D = λ(E) =
∑
P αPP , the set of maximal
orders containing E is in correspondence with the set of vertices in the finite grid
S(E) =
∏
P S0(EP ), where P runs over the set of places at which αP > 0. Any
vertex v of this grid corresponds to a global maximal order Dv containing E and
conversely. For any pair (v1, v2) of opposite vertices of this grid, the corresponding
maximal orders satisfy E = Dv1 ∩ Dv2 , and for all these pairs the divisor valued
distance defined in §2 is D. These grids are seen as sub-complexes of a suitable
product of Bruhat-Tits trees. Fix an effective divisor D =
∑
P αPP . Any grid of
the form S(E) for λ(E) = D is called a concrete D-grid. Note that PGL2(K) acts
by conjugation on the set of concrete D-grids. Orbits of concrete D-grids are called
ideal D-grids. Next result is immediate from the definitions:
Proposition 3.1. For any efective divisor D, the set of conjugacy classes of Eichler
orders of level D in M2(K) is in correspondence with the set of ideal D-grids.
If we write D = D′ + αPP , where D
′ is supported away from P , any concrete
D-grid S(E) is a paralellotope having two concreteD′-grids as opposite faces. These
are called the P -faces of the D-grid. The P -faces of an ideal D-grid are well defined
as ideal grids. This convention is used in all that follows.
Now let Q ∈ |X | and let O be a genus of orders of maximal rank that are
maximal at Q. Let U be the complement of {Q} in X . Fix an order R ∈ O, and
let Ψ be the set of orders R′ ∈ O satisfying R′(U) = R(U). These orders are
called the Q-variants of R. An order R′ ∈ Ψ is completely determined by the local
order R′Q, and the set of conjugacy classes of these orders is in correspondence with
the vertices of the classifying graph cQ(R) = Γ\t(KQ), where t(KQ) is the local
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Bruhat-Tits tree at Q, and Γ is the stabilizer of R(U) in PGL2(K). As orders in
the same spinor genera restrict to conjugate orders in every affine subset, every
conjugacy class in a given spinor genus Spin(R) corresponds to a unique vertex in
cQ(R). The orders in Ψ belong to either one or two spinor genera, according two
whether [[Q,Σ(O)/K]] is trivial or not, and in the later case the quotient graph is
bipartite. The classifying graph cQ(O) is defined as the disjoint union of the graphs
corresponding to all spinor genera or pairs of spinor genera. Note that this is a
straightforward generalization of the definition in [3].
Two orders R′,R′′ ∈ Ψ are called Q-neighbors if the corresponding vertices R′Q
and R′′Q are neighbors in the Bruhat-Tits tree. Two Q-neigbors have equal comple-
tions at each place other that Q, so next result is immediate from the definitions:
Proposition 3.2. Let D be an efective divisor supported away from the place Q.
The vertices of the classifying graph cQ(OD) are in correspondence with the ideal
D-grids, while its pairs of mutually reverse edges are in correspondence with the
ideal (D+Q)-grids. The endpoints of an edge are the vertices corresponding to the
Q-faces of the grid corresponding to that edge.
Note that it does not suffice to know the conjugacy class of each vertex in the grid
to determine the conjugacy class of the corresponding Eichler order. For example,
this is the reason why classifying graphs of maximal orders describing in [3] have
multiple edges.
For any divisor D =
∑
P αPP , its absolute value is defined by |D| =
∑
P |αP |P .
Lemma 3.3. Let E be a split Eichler order of level D that can be written as the
intersection of two maximal orders isomorphic to DB and DB′ . Then there are
divisors B0 and B
′
0 such that:
(1) B0 is linearly equivalent to B or −B,
(2) B′0 is linearly equivalent to B
′ or −B′ and
(3) |B0 −B′0| = D.
Proof. Recall that the set of local maximal orders containing a given idempotent,
say
(
1 0
0 0
)
, lie in a maximal path of the corresponding local tree [2, Cor. 4.3].
Globally, the set of such orders coinciding with M2(Ok) outside some finite set S
of places is in correspondence with an infinite grid whose dimension is the car-
dinality of S. Algebraically, they can be described as the orders of the form
DB =
(
OX L
B
L
−B OX
)
where B is a divisor supported in S. It follows that the
Eichler orders containing
(
1 0
0 0
)
as a global section are the orders of the form
E[B,B′] =
(
OX L
−B
′
L
−B OX
)
, where B + B′ is an effective divisor. In fact, if we
define
G =
∑
P
min{αP , α
′
P }P, M =
∑
P
max{αP , α
′
P }P,
where B =
∑
P αPP and B
′ =
∑
P α
′
PP , we have DB ∩DB′ = E[M,−G], which is
an Eichler order of level M −G. We note that all pairs (v′′, v′′′) of opposite corners
of the grid corresponding to E[M,−G] satisfy Dv′′ = DB′′ and Dv′′′ = DB′′′ , where
|B′′ −B′′′| =M −G. Now the result follows from [3, Prop 4.1] and the discussion
preceding it. 
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Lemma 3.4. Let P ∈ |P1| be a point of degree 2 or larger. Then there exists
non-split orders in OP .
Proof. Let K = K(P1) = F(t). The conjugacy classes of maximal orders in M2(K)
are the classes [DnP1 ] for n = 0, 1, 2, . . . and P1 a place of degree 1 [24, §II.2.3].
Recall that P is, as a divisor, linearly equivalent to dP1 where d = deg(P ). We
need to recall some properties of the classifying graph cP (O0) of maximal orders:
(1) For any n > 0, the vertices [DnP1 ], [D(n+d)P1 ], [D(n+2d)P1 ], . . . are consecu-
tive vertices in an infinite ray (c.f. [3, Th. 1.2]).
(2) The graph has one connected component if d is odd and two if d is even
(c.f. [3, Th. 1.3]).
When d > 2, there must exists an edge connecting two orders isomorphic to DnP1
and DmP1 , where neither n +m nor n −m is divisible by d. In particular, if the
corresponding Eichler order were split, there should exist two divisors B0 and B
′
0 of
degrees ±n and ±m satisfying |B0−B′0| = P . This can only mean B0−B
′
0 = ±P ,
which is not possible by degree considerations, and the result follows from the
preceding lemma. Assume now d = 2. We learn from [3, Fig. 7] that there is an
∗ •
c1
•
c3
•
c5
∗
•
c0
•
c2
•
c4
Figure 1. The two connected components of cP (O0) when X =
P1 and deg(P ) = 2. Here cm = [DmP1 ].
edge in cP (O0) connecting the class [D0] to itself, i.e., there is an edge in t(KP )
connecting two orders isomorphic to D0. We denoted the corresponding half-edge
with double line in Figure 1. If the corresponding Eichler order were split, there
should exist two divisors B0 and B
′
0 of degree 0 satisfying |B0 −B
′
0| = P , and the
result follows as before. 
Remark 3.5. Note that the same argument fails for the half-edge in the other
component as B0 = P1 and B
′
0 = P1 − P are divisors of degree ±1 satisfying
B0 −B′0 = P , and in fact the corresponding Eichler order is split.
Remark 3.6. Let U = X −{P}, let Γ0 = Γ0(D) = K∗D(U)∗/K∗ ⊆ Γ be the unit
group of D, and let sP (D) = Γ0\t(KP ) be the S-graph of D as defined in [3]. Since
Γ0 is a normal subgroup of Γ, the classifying graph is a quotient of the S-graph, in
the sense that each connented component of the former is a quotient of the latter.
This can be used as a tool to compute classifying graphs, since the valency in the
S-graph is easier to compute. In fact, for any order D′ ∈ Ψ, the group D′(X)∗
acts on the F(P )-vector space ΛP /πPΛP , where ΛP is the lattice corresponding
to the maximal order D′P , and πP is a local uniformizing parameter. This can
be interpreted as an action via Moebius transformations on the finite projective
space P1
(
F(P )
)
. We identify these orbits with the P -neighbors of D. This has a
particularly simple description for a split Eichler order D = E[B,B′]:
Assume that B+B′ is effective and non-zero. Then either B or B′
has positive degree, say B to fix ideas. Then L−B(X) = {0}. A
ON GENERA CONTAINING SPLIT EICHLER ORDERS 11
simple computation shows that
(1) E[B,B′](X) =
(
F L−B
′
(X)
0 F
)
,
and any element whose only eigenvalue is 1 acts by conjugation
as an aditive map of the form t 7→ t + a on the projective line
P1
(
F(P )
)
.
We conclude that any vertex in the S-graph sP (D) corresponding to an order sat-
isfying Equation (1) has valency 2 as soon as
dimF
(
L−B
′
(X)/L−B
′−P (X)
)
= [F(P ) : F] = deg(P ),
while its valency is 2 + |F(P )∗/F∗| if the preceding dimension is 0. It is a conse-
quence of Riemann-Roch’ Theorem that the valency is always 2 for large values of
deg(−B′). In particular, if P is a point of degree 1, the valency of a non-maximal
split Eichler order can be either 2 or 3. A similar result holds for maximal orders
by a slightly refined argument.
4. Proof of Theorem 1.2 and Theorem 1.3
We begin this section by proving a few key lemmas. We use throughout the
following formulas
(2)
(
0 1
f 0
)
E[B,D]
(
0 1
f 0
)−1
= E[D + div(f), B − div(f)]
and
(3)
(
f 0
0 1
)
E[B,D]
(
f 0
0 1
)−1
= E[B − div(f), D + div(f)],
which are proved by a straightforward computation.
Lemma 4.1. Let P1, P2, P3 ∈ |P
1| be three points of degree 1. Then every order
in OP1+P2 is split, but there exists a unique conjugacy class of non-split orders in
OP1+P2+P3 .
Proof. Recall as before that the local maximal orders containing a fixed non-trivial
idempotent, i.e., a conjugate of
(
1 0
0 0
)
, are the vertices of a maximal path [2,
Cor. 4.3]. On the other hand, the classifying graph (or the S-graph) for maximal
orders at a point P1 of degree 1 is as shown in Figure 2A (c.f. [24, §II.2.3], or [3,
Fig. 1]). This is covered twice by the maximal path in Figure 2B. Every edge of
this graph corresponds to a conjugacy class of orders in OP1 and conversely, whence
every order in this genus is split. In fact, all classes in this genus are represented
in the set
{E[P1, 0],E[2P1,−P1],E[3P1,−2P1], . . . }.
Now we draw the classifying graph for OP1 at a place P2 6= P1. It is easy to see
that all vertices have valency 2 by the remark at the end of §3. Thus we obtain
the graph in Figure 2C, where bn is the class
[
E[P1 + nP2,−nP2]
]
, which equals[
E[(n + 1)P1,−nP1]
]
by Equation (3). The edges in this graph correspond to the
classes in OP1+P2 . Again, each of these classes of edges has a representative in the
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maximal path corresponding to the global idempotent
(
1 0
0 0
)
. We conclude that
each order in this genus is split. Representatives for all these orders are in the set
{E[P1, P2],E[P1 + P2, 0],E[P1 + 2P2,−P2],E[P1 + 3P2,−2P2], . . . }.
The first one of these representatives corresponds to the half-edge in Figure 2C.
Note that each conjugacy classes above can be fully characterized by the conjugacy
classes of the four maximal orders containing any order in it. For example, the
maximal orders containing the order E[P1, P2] have the form DB where B ≤ P1
and −B ≤ P2, so B ∈ {0, P1,−P2, P1 − P2}, and they belong to the classes [D0],
[DP1 ], [DP1 ], and [D0] respectively.
We can iterate this procedure on the classifying graph for OP1+P2 (Figure 2D)
at a third place P3, where dn =
[
E[P1+nP3, P2−nP3]
]
=
[
E[nP2+P1, (1−n)P2]
]
.
If we try to use this graph to prove that all edges correspond to split orders we
•
c0
•
c1
•
c2
•
c3
•
D−P1
•
D0
•
DP1
A
B
∗ •
b0
•
b1
•
b2
∗
•
d0
•
d1
•
d2
C
D
Figure 2. Four graphs used in the proof of Lemma 3.4.
find an obstacle. The image of the vertex v = E[P1, P2] has valency 3 in the S-
graph (c.f. Remark 3.6). Two of its edges e′ and e′′ join it with the images of
E[P1 − P3, P2 + P3] and E[P1 + P3, P2 − P3] respectively. Both latter orders are
isomorphic to E[P1 + P2, 0], and we can check that the images of e
′ and e′′ in the
classifying graph coincide, as we see by setting div(f) = P2 − P1 in Equation (2).
Any other edge e whose starting point is E[P1, P2] is in the class corresponding to
the third edge in the S-graph. Since every premage, in the S-graph, of the vertex
dn, for n ≥ 1, has valency 2 with non-isomorphic neighbors in the classes dn−1 and
dn+1, the edge e necesarily joins two orders isomorphic to E[P1, P2]. We conclude
that the classifying graph looks like the one in Figure 2D. The vertical half-edge
joining d0 with a nonvertex has no representative on the main maximal path, but
it might have a representative in the maximal path corresponding to a different
global idempotent. We must prove that this is not the case. Assume that the
Eichler order E corresponding to this edge has an idempotent global section ρ. We
observe that both P3-faces of the corresponding grid correspond to conjugates of
the order E[P1, P2], whence the maximal orders corresponding to each of the eight
vertices belongs to the class shown in Figure 3. Assume a basis is chosen in a way
that ρ =
(
1 0
0 0
)
. Conjugating by a suitable diagonal matrix if needed, we can
assume that one of the vertices in the class [D0] is actually D0. Then, no choice of
the signs in the neighboring vertices, which must be DPi or D−Pi in each case, give
us the configuration of classes shown in Figure 3. This is a contradiction. 
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 
 
 
 
 
 
•
• •
•
•
• •
•
c0
c1 c0
c1
c1
c0 c1
c0
Figure 3. Conjugacy classes cn = [DnP1 ] of the maximal orders
containing the only non-split Eichler order in the genus OB, up to
conjugacy, when B is the sum of three different points of degree 1.
| | |
|
|
|
f0=e0 e1 e2
f1
f2
f3
Figure 4. Horizontal neighbors are P -neighbors, while vertical
neighbors are P ′-neighbors. Relevant edges are marked ”|”.
By a cusp, in a graph g, we mean the image of a ray γ : i0,∞ → g, where γV (ni)
has valency 2 for i ≥ 1. A graph is combinatorially finite if it is the union of a
finite graph and a finite number of cusps. Serre proved in [24] that the S-graph of
a maximal order is combinatorially finite. We usually assume that cusps are as big
as possible by choosing the valency of γV (n0) different from 2, whenever possible.
This is not the case if g looks like the classifying graph in Figure 2C, where we
assume the initial vertex of the cusp is γV (n0) = b0, or when g is a maximal path.
In the latter case we choose an arbitrary point as the initial vertex of either cusp.
Example 4.2. Note that the proceadure applied above to compute the quotient
graphs in the preceding proof can be iterated to describe the classifying graph at
P∞ for every genus of the form OP1+···+Pn where P1, . . . , Pn and P∞ are points of
degree 1. Note that n ≤ |F|. In every step, almost all edges in the cusp of the
previous step become vertices in the new cusp that can be shown to be unique. In
fact, applying equation (3) with div(f) = n(P ′ − P ) send the edge en in Figure 4
to the edge fn. The square between fn and fn+1 corresponds to an edge in the
next step. This proceadure shows that the classifying graph CP∞(OP1+···+Pn) has
precisely one cusp.
Lemma 4.3. Let X be an arbitrary smooth projective curve, and let P ∈ |X | be
an arbitrary point. Then there is an infinite set of conjugacy classes of non-split
orders in O2P .
Proof. Fix an order E of level 2P and a maximal order D containing E. Any
cusp in the classifying graph CP (D) looks like the one in Figure 5A, where each
order in the class [DB+nP ], for n ≥ 1, has one neighbor in the class [DB+(n+1)P ]
and all the others in the class [DB+(n−1)P ]. Since the orders E
′ ∈ O2P satisfying
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E′(U) = D(U), where U = X −{P}, correspond to lines of length 2 in the Bruhat-
Tits tree at P , for every value of n > 1 there exists an Eichler order contained in
one order in the class [DB+nP ] and two orders in the class [DB+(n−1)P ]. We claim
that such orders are non-split for n > −deg(B). As they are evidently in different
conjugacy classes, the result follows from the claim. Now let E be an Eichler order
of level 2P whose grid has vertices in the conjugacy classes shown in Figure 5B. If
E were split, by an appropiate choice of coordinates, we can assume E = E[D,D′],
where D+D′ = 2P or −D′ = D−2P , whence the three maximal orders containing
E must be DD, DD−P and DD−2P , with D−P linearly equivalent to B+nP , and
hence of positive degree. We conclude that the absolute value of the degrees of the
• • • •· · · · · ·
A
X
DB
DB+P
DB+2P •
[DB+(n−1)P ]
•
[DB+nP ]
•
[DB+(n−1)P ]
B
Figure 5. Two graphs used in the proof of Lemma 4.3. The
square marked ”X” denotes a possibly infinite subgraph.
divisors D and D − 2P are different, so that the corresponding orders cannot be
conjugate. The result follows. 
Remark 4.4. At the end of the preceding proof, we can also prove that E is not
split by observing that DB+(n+1)P , as a neighbor of DB+nP = DΛ, corresponds
to a common eigenspace V ⊆ ΛP /πPΛP of every idempotent in the ring of global
sections DB+nP (X), whence no such idempotent has two eigenspaces in ΛP /πPΛP
corresponding to P -neighbors isomorphic to DB+(n−1)P .
Example 4.5. Let P and Q be points of degree 1 in the proyective line P1. Let U =
X\{P}. Consider an order E ∈ O2P and the classifying graph cQ(E). The vertices
of this graph, or equivalently the conjugacy classes in O2P , are in correspondence
with the orbits of lines of length 2 in the Bruhat-Tits tree at P , under the action of
the normalizer of the maximal OX(U)-order E(U) = D(U), for any maximal order
D ⊇ E. We claim that these orbits correspond precisely to lines γ : i0,2 → cP (D),
that can be lifted to paths in t(KP ). The latter condition rules out the maps
satisfying γV (n0) = γV (n2) = [D(n+1)P ] and γV (n1) = [DnP ], for some n > 0, as
such a map has no injective lifting, since DnP has a unique neighbor in the class
[D(n+1)P ]. All other simplicial maps γ : i0,2 → cP (D) can be lifted to injective
maps in t(KP ) (see Fig. 1A), and hence correspond to conjugacy classes of Eichler
orders, provided that the claim holds. In fact, the P -neighbors D′ ∈ [D(n−1)P ]
of the order DnP correspond to the finite points of the projective line P
1
(
F(P )
)
,
and the group DnP (X)
∗ contains upper triangular matrices that act as arbitrary
linear maps on F(P ). As this action is 2-transitive, all orders Fn corresponding to
lines {γ, γ′} satisfying γV (n0), γV (n2) ∈ [D(n−1)P ] and γV (n1) ∈ [DnP ], for a fixed
n, are conjugates. This proves the claim for such classes, and for maps satisfying
γV (n0) = [D(n−1)P ] and γV (n2) = [D(n+1)P ] is even simpler. We conclude that
all classes in this genus are those of the split orders E[P, P ],E[2P, 0],E[3P,−P ], . . .
toghether with the classes of the orders Fn just described.
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A
•
F1
•
F0
•
E[P,P ]
•
E[2P,0]
B
•
•
•
•
•
•
c0
c1
c1
c2
c0
c1
C
•
•
•
•
•
•
c1
c0
c0
c1
c1
c0
D
•
•
•
•
•
•
c2
c1
c1
c0
c0
c1
E
Figure 6. The domino-shaped grid (A) used to compute the
graph in Ex. 4.5 (B). In (C)-(E) we have the grids correspond-
ing to the three central edges in (B). Again, we use cn = [DnP ].
•
v0•
w
•
z
•
u
•
x
•
y
•t
•w
′
•
v0•
w
•
z
•
x
•
u
•
y
•t •
y′
Figure 7. The global orders in Example 4.5.
The edges of the graph cQ(E) are in correspondence with the ideal grids of the
shape shown in Figure 6A. By switching the role played by the places P and Q,
these grids are also in correspondence with lines γ : i0,2 → cP (D) in the graph
in Figure 2C, where again we must consider only the maps that can be lifted to
lines in the Bruhat-Tits tree. A few of these grids are shown in Figure 6C-E. We
conclude that the graph cQ(E) looks as in Figure 6B.
Remark 4.6. The previous example is ilustrated in Figure 7 where vertical edges
denote Q-neighbors while horizontal edges denote P -neighbors. We denote by Dv
the maximal order corresponding to a vertex v. Assume the vertex denoted v0
corresponds to the maximal order Dv0 = M2(OX), and that the frontal plane
containing the vertices w, v0, z, x, y and t is the infinite grid corresponding to
the cannonical basis, i.e., its vertices correspond precisely to orders split by the
cannonical basis. In analogy with Example 4.2, we can assume that the Eichler
orders corresponding to the horizontal lines γ(x, y) and γ(w, z) are in the same
orbit. There exists a matrixM in GL2(F), the stabilizer of v0, that leaves invariant
z, while sends w to w′. However, it can be shown that this matrix does not leave the
vertex x invariant, mapping the line γ(x, y) to a paralell line γ(x′, y′) in a different
plane, as shown on the right of Figure 7. In fact, if u′ denotes the vertex directly
below w′ in the picture, the lines γ(u, t) and γ(u′, t) are in different orbits. In this
case the lines above γ(z, w′) correspond to split orders, while the ones below it are
not.
Proof of Theorem 1.3. Let D be an effective divisor on X = P1. First we assume
D is the sum of at most two different places of degree 1. Then D ≤ P1 + P2 for
some pair of places P1 and P2 of degree 1. By looking at the product of the local
Bruhat-Tits trees at P1 and P2, we observe that any order E ∈ OD corresponds to
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a vertex, edge or grid contained in the concrete 1-times-1 grid S(E′), for an order
E′ ∈ OP1+P2 . The latter is a split order, as shown in Lemma 4.1, whence its ring
E′(X) of global sections contains a non-trivial idempotent. Since E(X) ⊇ E′(X),
the same holds for E, and the result follows. In any other case, D ≥ B for a divisor
B in one of the following cases:
(1) B = 2P , where deg(P ) = 1,
(2) B = P1 + P2 + P3, where deg(P1) = deg(P2) = deg(P3) = 1, or
(3) B = P , where P is a place satisfying deg(P ) > 1.
Then the result follows from Lemma 4.3, Lemma 4.1 or Lemma 3.4, respectively,
by a similar reasoning. 
Lemma 4.7. Let X be an arbitrary smooth curve, and let P1, . . . , Pn ∈ |X | be
different. Then there is only a finite number of conjugacy classes of non-split orders
in OP1+···+Pn .
Proof. This was proved by Serre for the genus of maximal orders, where n = 0. In
fact, this follows from [24, Th. II.9], since by construction all vertices in the cusps
correspond to split bundles. We finish the proof by induction on n. Conjugacy
classes in OP1+···+Pt are in correspondence with the vertices in the classifying graph
cPt+1(OP1+···+Pt), so all but a finite number of them correspond to the conjugacy
class of an order E[B,B′], where B + B′ = P1 + · · · + Pt. By switching B and
B′ if needed, we can assume deg(B) ≤ deg(B′). Furthermore, a second order
E[B′′, B′′′] ∈ OP1+···+Pt with B
′′ linearly equivalent to B is in the same conjugacy
class, so by leaving out a finite number of conjugacy classes, we can always assume
deg(B) < M for any prescribed constantM . In particular, we can assume also that
B′ has positive degree, and therefore L−B
′
(X) = {0}. We can further assume that
dimF
(
L−B(X)/L−B−Pt+1(X)
)
= [F(Pt+1) : F]
by Riemann-Roch’ Theorem. We conclude that E[B,B′](X)∗ acts on the set of
neighbors of E[B,B′] with two orbits, by Remark 3.6. In particular, the corre-
sponding vertex on cPt+1(OP1+···+Pt) has valency one or two, and therefore every
ideal grid having the grid corresponding to E[B,B′] as a Pt+1-cap corresponds to
either of the non-isomorphic bundles E[B + Pt+1, B
′] or E[B,B′ + Pt+1],which are
both split. As every ideal (P1 + · · ·+ Pt)-grid is the Pt+1-cap of a finite number of
ideal (P1 + · · ·+ Pt + Pt+1)-grids, the result follows. 
Proof of Theorem 1.2. If D a multiplicity-free effective divisor, then the result
follows from the preceding lemma. Assume now that D is not multiplicity-free.
Then there is a place P ∈ |X | satisfying 2P ≤ D. It follows that every order in
O2P contains an order in OD. Now the result follows from two observations:
(1) Every order containing a split order is split.
(2) Every order in OD is contained in a finite number of orders in O2P .
The first statement follows since splitting is equivalent to the existence of an idem-
potent global section, as in the proof of Theorem 1.3. The second statement is
an immediate consequence of the combinatorial structure of products of Bruhat-
Tits trees. We conclude from Lemma 4.3 that there is an infinite number of non-
conjugate orders in OD contained in non-split orders in O2P , whence the result
follows. 
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⋆
⋆
∞
a b
⋆
A B C
Figure 8. Surgery of the quotient graph (A, B) and one choice
of a fundamental domain (C). Bullets and asterisks denote two
corresponding pairs of nonvertices. Stars denote ends.
5. Computing fundamental domains for congruence subgroups of
GL2(A)
In all of this section A = OX(U) for a suitable open set U = X−{P∞}, although
later we specify to the case A = F[t]. Let K∞ be the completion of F(X) at P∞,
O∞ its ring of integers and ν = ν∞ = − deg the valuation function in K∞. We
identify the Bruhat-Tits tree for K∞ with the Ball tree, whose vertices are the
closed balls in K∞, and two of them are neighbors if one is a proper sub-ball of
the other. See [6, §4] for details. By an end of a graph g, we mean an equivalence
class of rays ρ : i0,∞ → g, where two rays ρ and ρ′ are equivalently precisely
when ρA(an) = ρ
′
A(an+t) for a fixed integer t and every big enough positive integer
n. Ends of the Ball tree are naturally in correspondence with the elements of
P1(K∞). The same holds for its subgraphs. We say that a subgraph h contains
and end a ∈ P1(K∞) if there is at least one ray ρ : i0,∞ → h in the corresponding
equivalence class. We write a ∈ h in this case. As it is the case for any tree, the Ball
tree contains a unique line between any two vertices or ends. The smallest subtree
containing any number of ends and vertices, as the ones mentioned in Theorem 1.5,
is the union of the images of the lines between each pair of such ends or vertices.
Recall that quotient graphs are defined here in terms of the baricentric subdivi-
sion. In fact, to define fundamental domains in our context, we perform a surgery
on the graph to turn in to a tree. For this, we choose a maximal tree m in the
quotient graph having no new half edges, i.e., we remove some ”edges”, that in the
barycentric subdivision need to be interpreted as path of length 2 with a barycen-
ter in the middle. Each on of these ”edges” is replace by a pair of half edges, and
the same is done at every preimage in t(P∞) of such vertices. Then any lifting of
the resulting tree to the barycentric subdivision of t(P∞) is called a fundamental
domain. Note that the quotient graph can be recover from the fundamental domain
and the pairs of nonvertices that must be glued. See Fig. 8.
Example 5.1. Assume A = F[t]. In Figure 8 we can see the minimal subgraph
s containing 0, ∞ and each M−1 with M dividing N for N = t(t − 1) or N =
t(t− 1)(t− 2). In the latter case we assume char(F) > 2.
Proof of Theorem 1.5. Set Pi ∈ |P1F| to be the point corresponding to λi, or equiv-
alently assume div(x − λi) = Pi − P , where P = P∞ denotes the place at infinity.
Repetitive use of Example 4.2 shows that the classifying graph cP (OP1+···+Pn) has
a unique cusp. The natural cover ψ : sP (OP1+···+Pn) ։ cP (OP1+···+Pn) is at most
2n-to-one, as 2n is the order of the group Γ/Γ0(E), in the notations of Remark 3.6
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Figure 9. The global orders in Example 5.1. Here, a = 1t(t−1)
b = 1t(t−2) and c =
1
(t−1)(t−2) .
for E ∈ OP1+···+Pn , by [5, Th. 1.2]. Note that Γ0(E) = ΓN/K
∗. It suffices, there-
fore, to prove that the restriction of ψ to the tree s is an injection. Consequently,
the result follows from next result:
Lemma 5.2. The vertices in s are in different ΓN -orbits.
Proof. Note that the lemma is well known if N = 1 is maximal, so we assume
troughout that this is not the case. We use B
|t|
x for the ball of radius |π|t centered
at x ∈ K∞, where π = πP∞ is a uniformizing parameter. Set B0 = B
|0|
0 , the ball
corresponding to D0. Let B1 = B
|r1|
x1 and B2 = B
|r2|
x2 two vertices in s, where x1, x2
are 0 or the inverse of a proper monic divisor of N . Assume that there exists a
matrix g =
(
a b
Nc d
)
∈ ΓN satisfying g.B1 = B2. Let Set h1 =
(
x1 pi
r1
1 0
)
and
h2 =
(
x2 pi
r2
1 0
)
, so that B1 = h1.B0 and B2 = h2.B0. Then, for some λ ∈ K∗∞,
we must have h−12 gh1 ∈ λGL2(O∞), as K∞GL2(O∞) is the stabilicer of B0. By
taking determinants, we get 2ν(λ) = r1 − r2. Hence, r1 − r2 is an even integer and
π
r2−r1
2 h−12 gh1 ∈ GL2(O∞). After a simple computation we have
(4)
(
π
r2−r1
2 (d+Ncx1) π
r2+r1
2 Nc
π
−r1−r2
2 (ax1 − dx2 + b −Ncx1x2) π
r1−r2
2 (a−Ncx2)
)
∈ GL2(O∞).
We conclude that π
r1−r2
2 (a−Ncx2), π
r2−r1
2 (d+Ncx1) ∈ O∞. On the other hand,
the polynomials a−Ncx2 and d+Ncx1 either vanish or have non-positive valuations.
This leaves three alternatives:
(i) r := r1 = r2, toghether with ν(a−Ncx2) = ν(d+Ncx1) = 0,
(ii) a = Ncx2 or
(iii) d = −Ncx1.
The last two alternatives imply det(g) /∈ F∗, so (i) must hold. The result follows
if x1 = x2, as this implies both balls are identical. We assume in the sequel that
x1 6= x2. From (4) and (i) we deduce the following facts:
(a) a−Ncx2 = a0 ∈ F∗,
(b) d+Ncx1 = d0 ∈ F∗,
(c) Nc ∈ π−rO∞, or equivalently deg(Nc) ≤ r, so in particular r > 0, and
(d) a0x1 − d0x2 + b+Ncx1x2 = ax1 − dx2 + b−Ncx1x2 ∈ πrO∞.
Note that x1 and x2 do not vanish simultaneously by the previous assumption.
If we suppose that either ν(Ncx1x2) > 0 or x1x2 = 0, then the dominant term in
the left hand side of identity of (d) is b ∈ F[t], unless it vanishes. As r > 0 we must
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conclude the latter. It follows that g =
(
a 0
Nc d
)
, in particular a, d ∈ F∗. This
can only mean Ncx2, Ncx1 ∈ F, and then c = 0, as at least one element in {x1, x2}
is the inverse of an proper monic divisor of N . From the preceeding considerations,
we get the identity B2 = g.B1 = B
|r|
ax1/d
, whence a = d and B1 = B2.
Finally, assume that both x1, x2 6= 0 and ν(Ncx1x2) ≤ 0. We can assume r >
max {ν(x1), ν(x2)} or we could redefine x1 or x2 by 0 and return to the preceding
case. Let
(5) ǫ = b+Ncx1x2 ∈ a0x1 + d0x2 + π
rO∞ ⊆ πO∞.
By a simple computation we get det(g) = a0d0 − ξ ∈ F
∗, where ξ = Nc(a0x1 −
d0x2 + ǫ) ∈ F. If ξ = 0, we have that c = 0 or
(6) Nc+ bx−11 x
−1
2 = ǫ(x1x2)
−1 = d0x
−1
1 − a0x
−1
2 .
In the former case b ∈ πO∞ by (5), so that b = 0 and we argue as in the previous
paragraph. In the latter case, equation (6) implies that x−11 divides to x
−1
2 and
inversely, as each divides N , whence B1 = B2.
Assume now that ξ 6= 0, so by (c) and (d) we get
r ≥ −ν(Nc) = ν(a0x1 − d0x2 + ǫ) = ν(a0x1 − d0x2 + b+Ncx1x2) ≥ r,
whence ν(a0x1 − d0x2 + ǫ) = −ν(Nc) = r. In this case we have
|πr| = |a0x1 − d0x2 + ǫ| = |x1x2||a0x
−1
2 − d0x
−1
1 + ǫ(x1x2)
−1| ≥ |x1x2|,
as the second factor is a polynomial. On the other hand, the hypothesis ν(Ncx1x2) ≤
0 implies |x1x2| = |Ncx1x2||Nc|
−1 ≥ |πr|. Thus, r = ν(x1x2) and σ = a0x
−1
2 −
d0x
−1
1 + b(x1x2)
−1 + Nc is a non zero constant polynomial. But σ is divisible
by gcd(x−11 , x
−1
2 ), and therefore gcd(x
−1
1 , x
−1
2 ) = 1. If ǫ 6= 0 we conclude that
b(x1x2)
−1 + Nc is a multiple of (x1x2)
−1. By the strong triangular inequality,
|σ| = 1 impplies
|a0x
−1
1 − d0x
−1
2 | = |b(x1x2)
−1 +Nc| ≥ |x1x2|
−1.
The preceeding inequality is impossible by a degree argument. To finish the proof
we consider ǫ = 0, in which case |a0x
−1
1 − d0x
−1
2 | = 1 by (5). As the polynomials
are monic, this is only possible when a0 = d0 and |x1 − x2| ≤ |πr|. We conclude
that B1 = B2. 
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