This paper investigates distributed frequency regulation of multi-machine power systems with wind generations when their frequencies are known (and unknown). The challenge is to regulate frequencies under fast changing and unpredictable wind generations. We split unknown signals into three parts according to their frequency ranges and design an (adaptive) internal model to reconstruct the low and medium frequency signals. We integrate heterogeneous grid components to deal with fast changing signals. At each bus, a battery system is used to filter out high frequency components of wind generations, demand response is utilized to deal with their medium-frequency components and a synchronous generator is exploited to handle their low-frequency components. The proposed controllers ensure exponential stability (and asymptotic convergence) of system states with respect to their desired signals. Simulations on the IEEE PES Distribution 37 bus test feeder topology are conducted to demonstrate the effectiveness of the proposed controllers.
Introduction

Motivation
Current power grid is being modernized into smart grid by integrating advanced information and communication technologies relating power consumption and storage [2] . Integrating new technologies to power grid enables us to control the grid in a more flexible and efficient manner. For example, two-way communication and information technologies allow the use of demand response and automatic meter reading, respectively. Another important feature is to merge variable renewable energy sources such as wind, solar, and geothermal energy generators to the grid. It is well known that renewable energy attracts more attentions due to its cleanness and profitability. Worldwide 144 countries now have their own political targets for increasing shares of renewable energy generations and especially European Union targets 20% of renewable energy shares by 2020 [34] .
Nevertheless, renewable integration imposes challenges to operation and management of power grid. In partic-ular, renewable energy can not be fully predicted, even more it fluctuates fast and largely [14] . For example, wind power generation contains 0.5Hz high frequency components [3] . Fast fluctuating and unknown renewable generations threaten the stability of the power grid. Furthermore, it is difficult for a synchronous generator to track fast changing signals because it has a high inertia.
Contribution
In this paper, we consider distributed frequency regulation problems in smart power grid with integration of renewable energy, demand response, and battery systems. Designed distributed controllers are expected to regulate angular frequencies to a desired common constant under fast changing and unknown wind generations. In particular we study the following two problems. The first problem is distributed robust frequency regulation with known frequencies of wind power generations. The known frequency assumption is relaxed in the second problem called distributed robust adaptive frequency regulation.
We first split wind power generation signals into low, medium, and high frequency parts, which is based on Van der Hoven's horizontal wind speed spectrum model [46] and trigonometric function formulas. At each bus, a battery system is interconnected with a wind power generator to filter out the high frequency parts. The low and medium components are asymptotically reconstructed via a local internal model. The reconstructed signals are tracked by two different controllers. Mechanical power generations track the low frequency parts and elastic demands are driven by real-time prices to track the medium frequency parts.
The remaining part of our solution of each problem is described as follows.
Solution 1: Robust frequency regulation. We first convert the global frequency regulation problem into a global stabilization problem. The augmented system at each bus consists of synchronous generator, demand response, and internal model, and it is in a lower triangular structure. We conduct a coordinate transformation inspired by back-stepping to stabilize the system from the outer state to inner state. The state of each augmented system becomes ISS with respect to the states of neighboring augmented systems. For the network wide stability, we choose the control gains such that local ISS gain functions are contraction mappings. A newly derived distributed constrained small gain theorem ensures that the collection of local contraction mappings are sufficient for the network stability. Consequently, the proposed distributed controllers with the local internal models ensure that all the states are exponentially stable with respect to the desired manifolds.
Solution 2: Robust adaptive frequency regulation. Designing an internal model requires a constant matrix which depends on frequencies of wind power generations. The frequencies, however, are unknown and thus it is required to estimate the matrix. We design a projected adaptive parameter estimator for this purpose. After converting the frequency regulation problem into a global stabilization problem, we again conduct a coordinate transformation inspired by back-stepping to stabilize the augmented system. The proposed distributed controllers with adaptive internal model guarantee asymptotic convergence of all the states to their manifolds instead of exponential stability Solution 1 can guarantee. Moreover, it is assumed that the synchronous generator model can be slightly simplified. This paper is enriched from our preliminary results [20] . First of all, we relax the known frequency assumption; i.e., Solution 2. Simulations are applied to a more complex topology. Lastly, there are detailed proofs which were omitted from the preliminary results.
Literature review
Distributed control methods on power system have been studied extensively. Primary control (droop-control) scheme adjusts mechanical power generations to stabilize the frequencies via governors in a decentralized way [10, 11, 35] . To improve voltage security and operation, secondary control is introduced. Secondary control (automatic generation control) tunes the set-point of governors to achieve nominal frequencies in a centralized way [13, 22, 24, 48] . Our control problems consider the primary and secondary controls at the same time in a distributed way under the existence of fast changing and unknown signals.
There have been attempts addressing the uncertainties induced by renewable energy, power demand, and other sources. Robust control techniques include Riccati equation [26, 33] , H 2 /H ∞ control [6, 39] , LMIs [16] , etc. Also, it is shown that a battery system can effectively reduce oscillations induced by load disturbances [27] . Another option is to reject disturbances and/or asymptotically track reference signals. Internal model has been widely used to achieve the goal [12, 15, 31, 38] . On power systems, recent paper [7] uses internal model principle to address uncertainty induced by time varying demands. Different from our work, the paper [7] only deals with secondary control on a simpler (second order) model with voltage dynamics, and guarantees regional asymptotic convergence rate assuming that frequencies of demand signals are known. Only with the known frequency assumption, our first solution guarantees global exponential convergence of the fourth order dynamics. We further extend that, with unknown frequencies, our second solution guarantees global asymptotic convergence of the third order dynamics. On top of this, we split unknown signals into three parts according to its frequency ranges to be tracked and filtered by two different controllers and battery systems.
Traditional approach to balancing power demand and generation is to adjust power generations. Some of recent studies focus on achieving the power balance via demand controlling such as optimal load control [25, 50] , load switch [18] , etc. The features and overview of demand side control is well introduced in [45] . It has been proposed that load side control can be faster and have large capacity through implementing a switching device so that such control scheme is used to assist conventional mechanical generation system [28, 37] . In this paper, real-time demand response is used to track medium frequency parts of wind power generations.
As the power grid integrates various small scale objects regarding energy generation, consumption, and storage, its control problems become more complicated. A good way to realize grid stability is to partition the power grid into groups called microgrids. A microgrid can be connected to the main grid or operated independently in islanded mode. Major concerns in microgrird control include voltage and frequency control, power balance and quality, and communications [5] . Inverter-based droop control has been applied to microgrids [9, 36, 40] . This paper is organized as follows. We start by introduc-ing all the system models in Section 2. Based on the illustrated models, the two problems; i.e., robust frequency regulation and robust adaptive frequency regulation problems are described in Section 3. We propose solutions for the problems in Section 4 and 5, respectively. Stability is formally analyzed. Lastly, Section 6 presents simulations of frequency regulation on the IEEE PES Distribution 37 bus test system to illustrate the performance of our controllers.
Notation
We define x [t1,t2] sup t1≤t≤t2 x(t) . Matrix I d denotes the identity matrix with dimension d × d. diag(A 1 , · · · , A n ) denotes a block matrix having A 1 to A n as main diagonal blocks and the off-diagonal blocks are all zero matrices. Notation 0 n indicates the 1 × n dimensional zero row vector. 
T where, for ∀i ∈ {1, · · · , n}
Frobenius norm is a vector norm defined by A F n i=1 m j=1 |a ij | 2 where a ij is the i th row and j th column of matrix A ∈ R n×m . We use 2 norm · 2 if it is not specified.
The following definition of input-to-state stability is adopted from [43] . Consider a system described bẏ
where x is state, u is input, and t is time.
Definition 1.1
The system (1) is input-to-state stable (ISS) if there are a class KL function β and a class K function ξ such that for all t ≥ t 0 ,
for any initial state x(t 0 ) and any bounded input u(t).
System Model
The present section introduces system models on which our problem based. We illustrate the models of power network, synchronous power generator, wind power, battery system, and demand response. To avoid notational confusion, we begin by introducing system variables and parameters as follows. 
Power network model
Power network is described by an undirected graph (V, E) where V {1, · · · , N } denotes the set of buses in the network and E ⊆ V × V denotes the set of transmission lines between buses. The set N i denotes the time invariant set of neighboring buses of i ∈ V; i.e., N i {j ∈ V \ {i}|(i, j) ∈ E}.
Each bus i ∈ V belongs to a local control authority and is associated with power sources and a load P Li (t). Power sources include mechanical generation P Mi (t), and wind power generation P reni (t).
Generator dynamics
We adopt the fourth order model of synchronous power generator [47] with integrating wind power generation signals P reni (t) [49] as described bẏ
where P ij (t) = t ij (θ i (t)−θ j (t)) and θ i (t), θ j (t) ∈ [0, 2π). The first equation in (2) indicates the evolution of phase angle θ i (t). The second equation is referred to as swing dynamics, indicating frequency fluctuations due to power imbalances. A general control objective is to regulate all the angular frequencies w i (t) to a constant set point w * . To achieve this, it is required to balance the power generations and demand, otherwise frequency w i (t) changes. For example, frequency w i (t) increases if the aggregate of power generation surpasses power demand P Mi (t) + P reni (t) > j∈Ni P ij (t) + P Li (t), and decreases with a reversed inequality. The third and forth equations denote turbine governor dynamics with reference input P refi (t). Governor regulates torque of the rotor and eventually regulates angular frequency w i (t) to a desired set point w * i .
Remark 2.1
The fourth order synchronous generator model (2) can be simplified to the third order model [47] :
where P vi (t) is the input of this simplified system.
Wind power model
Consider the wind power generation system [29] of control authority i ∈ V described by
Due to unknown fluctuations of wind speed v i (t), wind power generation P reni (t) cannot be predicted. Therefore, it is difficult to track the power imbalances caused by wind power fluctuations. To deal with this problem, we first divide wind power generations as three parts according its frequency ranges:
where P L reni (t), P M reni (t), and P H reni (t) denote low, medium, and high frequency parts of wind generations.
Remark 2.2
The frequency partitioning is based on Van der Hoven's horizontal wind speed spectrum model [46] and trigonometric function formulas. There are many studies [30, 32, 41] based on this wind speed spectrum model. According to the wind speed spectrum model, wind speed can be approximated well by a combination of sinusoidal functions. By applying trigonometric function formulas to the first equation in (4), we can also approximate wind power generations as a combination of sinusoidal functions. Considering dominant frequencies of wind speed: 0.01cycles/hour and 0.1cycles/hour, we suggest that approximate ranges are 0 ∼ 1.0 × 10 −4 rad for low, 1.0 × 10 −4 ∼ 1.0 × 10 −3 rad for medium, and all the higher ranges for high frequency generations.
By Van der Hoven's wind speed spectrum model [46] , we assume that P L reni and P M reni are generated by a partially known exosystem which is described bẏ (6) where
denote exogenous signals where each state represents a sinusoidal function. Values L and M denote the maximum number of low/medium frequency parts of wind power generations, and
The values ρ 
are constants decided by initial conditions of (6). Then wind power generations are given by a combination of sinusoidal functions:
The control authority i cannot measure exosystem states χ i (t), and initial conditions χ i (t 0 ). Frequencies ρ i,l are known in the first problem, and unknown in the second problem. It implies that amplitudes and phase shifts of sinusoidal functions are unknown because they are determined by unknown initial conditions of (6). However, the structure of the exosystem and Ψ i are known to the control authorities.
Battery system
We have proposed that wind power generation signals can be divided into low, medium and high frequency parts. However, synchronous generators and demand response cannot track fast changing high frequency wind power generations. To filter out P H reni , we place battery system [17] between wind turbine generator and synchronous generator (2) . It is well known that a battery system acts as a low pass filter, and thus P H reni 0 after the signals go through the battery system. Consider the transfer function of the battery system
where P reni (s) and P reni (s) denote the Laplace transforms of the input and output power of the battery system, respectively. The effectiveness of transfer function (7) is determined by the time constant T . Therefore, it is important to choose a proper constant T such that the transfer function sufficiently suppresses the high frequency wind power generation P H reni (t). With the battery system, (5) becomes
Demand model
Local power demand P Li (t) of control authority i includes all the local power consumptions of consumers, instantaneous and aggregate demands. Demand P Li (t) can be separated into elastic demand P E Li (t) and inelastic demand P IE Li (t) [1] ; i.e., P Li 
Under the assumption that marginal benefit function b i + c i P E Li (t) of consumer is negatively proportional to the power consumption, elastic demand P E Li (t) is governed by the following dynamics:
where
∈ R. Parameters b i and c i denote power consumer benefits and τ i is a consumer response constant. Real-time electricity price λ i (t) can be used as a controller. In (8), the power demand would increase when marginal benefit is greater than the given price λ i (t). The way to choose parameters b i and c i , and constant τ i is introduced in [1] . For notational simplicity, we introduce pricing controller λ i (t) instead of λ i (t). We assume that time varying inelastic power demand P IE Li (t), b i , and c i are known to control authority i.
Problem statements and preliminaries
We consider two frequency regulation problems. Both problems aim to regulate angular frequencies and phase angle differences between neighboring buses to specified constants. In the first problem illustrated in Section 3.1, we assume that frequencies of wind power generation signals are known to control authorities. This assumption is relaxed in the second problem in Section 3.2. In the second problem, it is only assumed that the maximum number of frequencies is known. As a preliminary step to solve the two problems, a local internal model is designed in Section 3.3 to reconstruct unknown wind power generations.
Problem statement 1: Robust frequency regulation.
Our objective is to regulate frequency w i (t) to a desired constant w * ; e.g., 60Hz, and
under unpredictable wind generations. Constant phase shift θ * * i could be different from θ * * j for i = j. To achieve this goal, P Mi (t) is expected to track low frequency wind power generation P L reni (t) via input P refi (t) and P E Li (t) is expected to track medium frequency wind power generation P M reni (t) via pricing control λ i (t). By examining all the system models described in Section 2, we have desired states and inputs which are called manifolds:
To ensure the existence of the manifold (9), we have Assumptions 3.1 and 3.2. for ∀(i, j) ∈ E, there exists a set of solutions θ * * i and θ * * j
We desire to design distributed controllers which regulate the system states
T exponentially for ∀i ∈ V. However, it is challenged by the fact that exosystem states χ i (t), and wind power generations P L reni (t) and P M reni (t) can not be directly measured. Hence, manifolds (9) are not measurable neither. To address the challenge, we will design local internal models to reconstruct (9) via state and input measurements. In this problem, we assume that all the frequencies of wind power generation signals are known to control authorities. Assumption 3.3 All the frequencies ρ i,l for ∀l ∈ {1, · · · , } of wind power generations P reni (t) are known to the local control authority i.
Problem statement 2: Robust adaptive frequency
regulation.
The objective of Problem 2 remains the same as that of Problem 1 but there are a couple of distinctions. First, control authorities do not know the frequencies of wind power generation signals in this problem; i.e., Assumption 3.3 is relaxed. Secondly, to solve this problem, we use the simplified synchronous generator model (3) and suppose that the following is true:
The control authorities know the maximum number L , M of low/medium frequency parts of wind power generations.
Moreover, we assume that maximum frequency ρ max such that ρ With the third order synchronous generator model (3), we have the same manifolds with (9) excluding P * refi (t). Distributed controllers are expected to regulate the system states
T and in-
T asymptotically for ∀i ∈ V.
Local internal models
To design a local internal model, we combine the third and sixth equations in (9):
Under Assumption 3.5, for any controllable pair (M i , N i ) with M i ∈ R 2 ×2 being Hurwitz for i ∈ V and N i ∈ R 2 , there exists a unique non-singular matrix T * i (ρ i ) ∈ R 2 ×2 for the Sylvester equation [4] :
With
Now we have a local internal model candidate:
Internal model (12) acts as an estimator and its states η i (t) are expected to asymptotically track unmeasurable states ϑ i (t). The manifolds of internal model states η i (t) are η * i (t) = ϑ i (t) in this case. Suitable controllers are able to stabilize error dynamics η i (t) − ϑ i (t). According to certainty equivalence principle [8] , internal model states η i (t) are used to replace ϑ i (t) in the manifolds so that the manifolds can be used in feedback control.
We want to estimate P L reni (t) and P M reni (t) separately. It is possible because P L reni (t) and P M reni (t) do not share the common frequencies ρ i,l and/or exosystem states
Solution 1: Robust frequency regulation
In this section, we present a solution of the robust frequency regulation problem described in Section 3.1. Under Assumptions 3.1, 3.2, 3.3, and 3.5, we design distributed controllers such that all the states are exponentially stable with respect to their manifolds.
In Section 4.1, we convert the frequency regulation problem into a stabilization problem. Another coordinate transformation is conducted to ensure the stability of the system. In Section 4.2, we formally analyze the global exponential stability.
Coordinate transformations
The purpose of the first coordinate transformation is to transform the global frequency regulation problem to manifolds (9) into the global stabilization problem. This can be done by subtracting manifolds (9) from the state and input variables.
To ensure the stability of the augmented system, we make use of its special lower triangular structural. It is possible to progressively stabilize from the outer state to the inner state. Therefore, we conduct the second coordinate transformation inspired by backstepping [21] to guarantee stability.
Since internal model states η i (t) are expected to track ϑ i (t) exponentially for ∀i ∈ V, the estimation errors
for ∀j ∈ {1, 2} converge to zero exponentially. By certainty equivalent principle, we use the known term Ψ i,j T *
−1 ϑ i (t) when subtracting the manifolds from the states. Consider the coordinate transformation described bỹ
Under coordinate transformation (13), our frequency regulation problem becomes the stabilization problem of all the transformed states. This is because states x i converge to their manifolds if the system statesx i (t) [θ i (t),w i (t),P Mi (t),P vi (t),P E Li (t)] T and internal model stateη i (t) are stable. Now consider the second coordinate transformation described bŷ
whereŵ *
e Mi,1θi (t) + e Mi,2ŵi (t)
e vi,1θi (t) + e vi,2ŵi (t) + e vi,3PMi (t)
for arbitrary positive constants k i,l for l ∈ {1, 2, 3, 4, 5}. Through two coordinate transformations (13) and (15), system (2) and (8) and internal model (12) becomė
+ e ri,3PMi (t) + e ri,4Pvi (t))
e ri,2 e vi,2 + 1
e ri,4 −T Gi k i,4 + 1 + T Gi T CHi e vi,3 .
Let us definex
If the statesx i (t) andη i (t) are globally exponentially stable, so arex i (t) andη i (t). This is because the new manifolds described in (15) are identical to zero when statesx i (t) andη i (t) are zero. The exponential stability ofx i (t) andη i (t) implies that the original system states x i (t), inputs u i (t) and internal model η i (t) in (2), (8) , and (12) exponentially follow their manifolds (9) and ϑ i (t).
Frequency regulation analysis
The following theorem summarizes the exponential stability of transformed system (16). 
Algorithm 1 Control gain designs
Find the solution T i of Sylvester equation (11).
7: (12) ensure that states x i (t), inputs u i (t), and internal model states η i (t) described in (2), (8) , and (12) for i ∈ V are globally exponentially stable with respect to their manifolds (9) and ϑ i (t) for any initial states x i (t 0 ) and η i (t 0 ) if all the control gains k i,l and matrices M i , N i are chosen through Algorithm 1. Moreover, such set of control gains and matrices always exists. P refi (t) = e ri,1θi (t) + e ri,2ŵi (t) + e ri,3PMi (t) + e ri,4Pvi (t)
PROOF. We first show that Algorithm 1 always chooses a set of control gains k i,l and matrices M i , N i . Since the selections of k i,1 and M i do not depend on α i , k i,2 , k i,3 , k i,4 , or k i,5 , we can freely choose k i,1 and M i through step 3 and 4 in Algorithm 1. After that, we can choose α i such that the selection of α i does not depend
, and k i,5 can be chosen sequentially. This completes the proof.
To show the exponential stability of states and internal model states with respect to their manifolds, assume that we apply the distributed controllers (17) and choose a set of control gains and matrices through Algorithm 1. System statesṖ vi (t) andṖ 
Let us choose quadratic Lyapunov function candidates for ∀i ∈ V as described by
for ∀i ∈ V and ∀l ∈ {1, · · · , 6}. The Lie derivative of each Lyapunov function candidate along the trajectories of system (16) becomeṡ
(t) + e ηi,2ŵi (t) + e ηi,3θj (t)). This is equivalent to ISS property [19] .
for any constants 0 < a i,l ≤ 1 such that
1, a i, 6 1 − 15 k=13 δ i,k where 0 < δ i,k < 1 for ∀l ∈ {1, · · · , 15}. All the ISS gains γ i,l,k (·) are contraction mappings because the control gains satisfy (18); i.e., 0 ≤ γ i,l,k (k i,1 , · · · , k i,6 ) < 1. By distributed constrained small gain theorem 7.1, we can ensure the stability of the given systems. Moreover, by Remark 7.1, (19) ensures the exponential stability of x i (t) andη i (t). This implies the exponential stability of x i (t), η i (t), and u i (t) with respect to their manifolds (9) and ϑ i (t)
In Theorem 4.1, we design distributed controllers and internal models which ensure the global exponential stability ofx i (t) andη i (t) as well as the global exponential stability of x i (t) and η i (t) with respect to their manifolds. Moreover, the stability of x i (t) and η i (t) implies that inputs u i (t) converge to their manifolds. It should be emphasized that this design is based on Assumption 3.3; i.e., all the frequencies of wind power generation signals are known. If this is the case, control authorities can directly access the solution T * i (ρ i ) of Sylvester equation and thus, controllers can use the terms
to estimate unknown terms. However, if this is not the case, the control authorities can not access the term
and thus term Ψ i,l T * i (ρ i ) −1 η i (t) cannot be part of manifolds or coordinate transformation. We deal with this problem in Section 5.
Solution 2: Robust adaptive frequency regulation
In this section, we consider the case that control authority i cannot directly access true value T * i (ρ i ) −1 which depends on unknown frequencies ρ i . For this reason, we adopt an adaptive technique for Ψ i T As we did before, we convert the problem into a global stabilization problem in Section 5.1. To guarantee the stability of transformed system, we conduct one more coordinate transformation inspired also by backstepping in the same section. An adaptive law is proposed in Section 5.2 and the stability of the system is formally analyzed in Section 5.3.
Coordinate transformations
Like Section 4.1, the first coordinate transformation is to convert the global regulation problem into a global stabilization problem. The second coordinate transformation is also inspired by backstepping and is conducted to stabilize the system. Consider the first coordinate transformatioñ
Under coordinate transformation (20) , the frequency regulation problem is transformed to a stabilization problem for the same reason as (13) . The difference is that we use estimator matrix T
. Also consider the second coordinate transformation where the state transformation is given byθ (21) and the input transformation is given bỹ
The origin of the system does not change under the second coordinate transformation. Through coordinate transformations (20) , (21) and input (22) , system (3) and (8), and internal model (12) becomė
Analyzing the stability of dynamics (23) has potential difficulties because unknown constant matrix T *
appears in its second equation.
Projected parameter estimator
In this section, we introduce parameter estimator dynamics of T
. We design parameter estimator T −1 i (t) as follows:
The adaptive lawṫ
can also be implemented instead of (24) . However, the extra term (24) speeds up the convergence rate by restricting
To see this, assume we choose initial conditions
for some t, then its derivative isṫ
as well as
for ∀t ≥ t 0 .
Frequency regulation analysis
The following theorem summarizes the asymptotic stability of transformed system (23).
Algorithm 2 Control gain designs
4:
5: end for 6: for i ∈ V do 7:
8:
10:
; k i,4 = 3; 11: end for Theorem 5.1 Under Assumptions 3.1, 3.2, 3.4, and 3.5, distributed controllers (22) with adaptive internal model (12) and (24) ensure that states x i (t), inputs u i (t), and internal model η i (t) described in (3), (8) , and (12) for i ∈ V are asymptotically convergent to their manifolds (9) and ϑ i (t) for any initial states x i (t 0 ), η i (t 0 ), and T −1 i (t 0 ) if all the control gains k i,l and matrices M i , N i are chosen through Algorithm 2. Moreover, such set of control gains and matrices always exists.
PROOF. The existence of control gains and matrices can be proven in a similar way to that of Theorem 4.1.
For the asymptotic convergence of states x i (t) to its manifolds, assume we choose a set of control gains and matrices through Algorithm 2. It is not difficult to show that the chosen control gains and matrices satisfy
Choose Lyapunov function candidates for ∀i ∈ V
The Lie derivative of the Lyapunov function candidate along the trajectories of system (23) becomeṡ
We formulate the proofs into several claim statements.
αi . PROOF. By taking post-multiply T * (ρ i ) −1 and taking Frobenius norm on both sides of Sylvester equation (11),
By definition,
T is applied. Apply (28) and the norm relation · F ≤ · tr [44] to (27) . Then we have
for ∀i, k, l.
Claim B:
is applied.
Now we apply some properties to equation (26) . The first one is
coming from Claim A. The second one is 2xy ≤ βx 2 + y 2 /β for any positive constant β. The last property is N i = α i C = α i √ 2 . By applying these properties to (26) , it becomeṡ
for any positive constants β i,1 , β i,2 , β i,3 , and β i,4 , β i,5 . The summation of (29) over i ∈ V becomes
Properties (25) imply that i∈VV i (t) is negative semidefinite, and thus (30) can be rewritten as
where state
T . H is a diagonal matrix such that all the diagonal elements are strictly negative. Multiply −1 and take integral from t 0 to ∞ on the both sides of (31) to have
where −λ max (H) > 0, and 0 ≤ i∈V V i (∞) ≤ i∈V V i (t 0 ) < ∞. Therefore by Barbalat's Lemma (Lemma 8.2 in [19] ), and the uniform continuity of X(t) 2 , value X(t) 2 asymptotically converges to zero.
This implies the asymptotic convergence ofx i (t) and η i (t) to zero, as well as the asymptotic convergence of x i (t), η i (t), and u i (t) to their manifolds. The uniform continuity of X(t)
2 is proven in Claim C.
Claim C: X(t) 2 is a uniformly continuous function. PROOF. All the states are uniformly bounded:
For notational simplicity, define [x i,1 (t),x i,2 (t),x i,3 (t),
. By uniform boundedness of allx i,l (t), for ∀l ∈ {1, 2, 3, 4, 5} and any τ > 0,
where a i,1 , a i,2 , and a i,3 are positive constants and a i,4 = aC is a vector with a positive constant a. Therefore,
where this is a strictly increasing function of τ and
By applying these relations to (32) we can prove the uniform continuity of X(t) 2 ; i.e., for any given > 0, we can always choose δ > 0 such that for all 0 ≤ τ ≤ δ,
Claim C completes the proof.
In Algorithm 2, a margin is chosen as γ = 1. This margin, however, can be an arbitrary positive constant. As margin γ increases, the size of the control gains k i,l and eigenvalues of matrix M i would increase.
Applying the approach used in this section to the fourth order system has potential difficulties. Manifold P * Mi (t) depends on T −1 i (t) because we want P Mi (t) to cancels P 
Simulation
In this section, we present simulations to show the performance of the proposed controllers. Most of parameters are adopted from [1, 23] . We, however, choose relatively high frequencies of wind generations to inspect evolutions of P Mi and P The controllers are applied to the IEEE PES Distribution 37 bus test feeder topology [42] shown in Figure 1 . 
Parameters and Matrices
The parameters are adopted from page 598 in [23] : m i = 10s, D i = 1M W/Hz, R i = 0.05Hz/M W, T CHi = 0.3s, T Gi = 0.2s, and t ij = 1.5M W/rad. Demand response parameters b i = 40/M W h and c i = −0.8/M W 2 h and τ i = 150s are borrowed from [1] . We set the manifolds as w * i = 60Hz and θ * * i = i rad for ∀i. Inelastic demands are P Likewise, with N i = 4, Algorithm 2 generates the following set of control gains and matrices with ρ max = 3:
Simulation Results
The control gains k i,l chosen in Section 6.1 are conservative. We instead use k i,1 = 32.4, k i,2 = 100, k i,3 = 200, k i,4 = 5000, and k i,5 = 3, for the robust frequency regulation problem, and k i,1 = 23.73, k i,2 = 500, k i,3 = 60000, and k i,4 = 3 for the robust adaptive frequency regulation problem for ∀i ∈ V. errors and total errors of bus 1. The errors and total errors converge to zero exponentially. In Figure 3 , elastic demand P E L1 (t) and mechanical generation P M1 of bus 1 track their manifolds. Remind that the manifold of elastic demand is a combination of sinusoidal functions P E * Li (t) = P M reni (t), and that of mechanical power is a combination of sinusoidal function with other signals P *
Robust frequency regulation
We intentionally choose very low frequency 0.01rad of inelastic demand signal P IE Li (t) to see whether P Mi (t) follows P L reni (t). T , Figure 4 shows error dynamicsx 1 (t) andη 1 (t) of bus 1. State errors are convergent to zero asymptotically. Total errors
Robust adaptive frequency regulation
T also converge to zero. States P E L1 (t) and P M1 (t) asymptotically track their mani- fold (9) in Figure 5 .
Conclusions
We have proposed distributed controllers for distributed robust (adaptive) frequency regulation problems under fast changing and unknown wind generations. We adopt local internal model (and adaptive technique) to cope with uncertainties. To overcome fast changing natures of uncertain signals, two of new grid components are integrated. At each bus, a battery system filters out high frequency parts of unknown signals and demand response tracks its medium frequency parts. Lastly, synchronous generator tracks low frequency parts and stabilizes the system.
APPENDIX
Distributed constrained small gain theorem is introduced in this appendix. The theorem is an extension of constrained small-gain theorem in [51] to a network set-up.
Consider an undirected graph (V, E) and set N i {j ∈ V \ {i}|(i, j) ∈ E}. The dynamic system associated with node i is given bẏ
where x i (t) and d i (t) denote system state and uncertainty respectively. 
for some class KL functionβ
where x ∞ sup{ x(t) | t ∈ [t 0 , ∞]}. PROOF. Let = 2. Note that for any constant L > 1, Substitute (47) into (45), and we have 
Hence, we have shown that (44) holds for = 2. Now assume (44) holds for some < n. Recall that
By using similar arguments towards the case of = 2, one can show (44) holds for +1. Now we proceed to find a relation between x ∞ and d ∞ . Because x i (t 0 ) ≤ x(t 0 ) , note that
Similar to (44) , one can show by induction that there are class K functions ρ i and ρ id such that
The combination of (52) and (44) achieves the desired result.
Now proceed with the proof that function β(x, t) = |V| i∈V β i (|V| k∈V β k (x, 0), t (2L) |V|−1 ) is a candidate of class KL function β in (35) . We first find candidates of functionsβ
in (44) and ρ i in (52) and then combine them together. Note that by substituting (47) into (45), we have equation (48) . Consider class KL functions in equation (48):
This implies that, in (49),β 1 (x, t) = 2 k=1 β k (x, t 2L ) is a KL function candidate. Likewise, in (44) ,
is a KL function candidate for ∀i ∈ S because we conduct − 1 times of the substitutions. In a similar way, one can show that, in (52),
is a class K function candidate for ∀i ∈ S . Now we proceed to find a relation betweenβ
and ρ i when S = V. With equation (52),
By combining (44) and (55),
This implies that β(x, t) = |V| max
is one of the class KL function candidates. By applying (53) and (54) to (56), we have the result.
Remark 7.1 If functions β i (·) in (34) for ∀i ∈ V are β i (x, t) = a −pi(t) i r i (x), then β(·) in (35) is also in the same form: β(x, t) = a −p(t) r(x) where a, a i > 0 are constants, p(t), p i (t) are increasing functions without bound and r(x), r i (x) are class K functions.
Remark 7.1 indicates that if functions β i (·) are exponential functions, then β(·) is also an exponential function.
