Abstract. Boundary relations for a symmetric relation in a Pontryagin space are studied and the corresponding Weyl families are characterized. In particular, it is shown that every generalized Nevanlinna family can be realized as the Weyl family of a boundary relation in a Pontryagin space.
Introduction
The notions of boundary triplets and associated Weyl functions play a key role in the extension theory of symmetric operators and relations. By means of a boundary triplet all selfadjoint extensions of a given symmetric operator can be parametrized and their spectral properties can be described efficiently with the help of the Weyl function; see, e.g. [10, 11] . If the underlying space is a Hilbert space or a Pontryagin space, then the Weyl function belongs to the class of Nevanlinna or generalized Nevanlinna functions, respectively, and satisfies an additional strictness condition. Conversely, every Nevanlinna or generalized Nevanlinna function with this additional strictness property can be realized as a Weyl function of a boundary triplet.
The concept of boundary relations and associated Weyl families for symmetric operators and relations in Hilbert spaces was introduced in [8] and studied further in [9] . The notion of boundary relation is a generalization of the notion of boundary triplet which makes it possible to interpret all Nevanlinna functions and even socalled Nevanlinna families as Weyl families. This was shown in [8] with the help of the Naimark dilation theorem; in [2, 3, 7] an alternative realization in reproducing kernel Hilbert spaces was given.
In the present paper the main interest is in the notions of boundary relations and Weyl families in a Pontryagin space setting; for the Kreȋn space case see also [4] . Many of the basic definitions and facts from the Hilbert space case remain the same in the indefinite setting due to one of the key observations in [8] : boundary triplets and relations are unitary relations in a Kreȋn space sense. However, in the Pontryagin (and Kreȋn) space case certain new difficulties arise: it may happen that the so-called main transform of the boundary relation leads to a selfadjoint relation which has an empty resolvent set, see Example 3.7. As becomes clear from the considerations below, the Pontryagin space setting, when compared with the Hilbert space case, yields a somewhat more delicate interplay between the geometric properties of boundary relations and the analytic properties of their Weyl families. The treatments needed here are important in establishing the connection to the class of generalized Nevanlinna families.
In an earlier paper [9] the coupling method was introduced to deal with the selfadjoint extensions in an exit space (being a Hilbert space) of a given symmetric operator or relation in a Hilbert space. The present results make it possible to also consider selfadjoint extensions in an exit space which is allowed to be a Pontryagin space. Hence this paper gives a possibility to extend the scope of the applications of the theory of boundary relations to abstract boundary value problems with eigenparameter dependent boundary conditions.
Here is a short overview over the contents of the paper. In Section 2 some definitions and preparatory facts on linear operators and relations on Kreȋn and Pontryagin spaces are given. In Section 3 boundary relations in Pontryagin and Kreȋn spaces are considered involving a study of their main transforms with empty resolvent sets. In Section 4 the main results of the paper are established: it will be shown that every Weyl family associated to a boundary relation of a symmetric operator or relation in a Pontryagin space is a generalized Nevanlinna family (Theorem 4.8), and that, conversely, every generalized Nevanlinna family can be realized as the Weyl family of a boundary relation in a Pontryagin space (Theorem 4.10). For this converse statement a Pontryagin space variant of the functional model from [2, 3, 7] is established. A partial case of Theorem 4.10 for normalized generalized Nevanlinna pairs was formulated in other terms and proved in [21] .
Preliminaries

Linear relations in Banach spaces
. Let H and K be linear spaces. A linear relation (multivalued operator) S from H to K is a linear subspace of the product space H × K. For the usual definitions concerning operations with relations, see for instance [15] . The domain, kernel, range, and multivalued part of a linear relation S from a linear space H to a linear space K will be denoted by dom S, ker S, ran S, and mul S, respectively. The elements in a linear relation S will usually be written in the form {f, f } or f f , where f ∈ dom S, f ∈ ran S.
Linear operators from H into K are viewed as linear relations via their graphs. Now consider the case where H and K are Banach spaces. A linear relation S from H to K is said to be closed if S is closed as a subspace of the product space H × K. The linear space of bounded linear operators defined on H with values in K is denoted by B(H, K) and by B(H) when K = H. Let S be a closed linear relation in H. The set of points of regular type ρ(S) of S is the set of all λ ∈ C such that (S − λ) −1 is a bounded linear operator (defined on ran (S − λ)). The resolvent set ρ(S) of S is the set of all λ ∈ C such that (S − λ) −1 ∈ B(H); the spectrum σ(S) of S is the complement of ρ(S) in C. A point λ ∈ C is an eigenvalue of S if ker(S − λ) = {0}. The set of all eigenvalues of S is denoted by σ p (S). When λ ∈ C is an eigenvalue of S the corresponding linear space of eigenelements is denoted by N λ (S) := ker(S − λ) and, furthermore,
The following situation occurs frequently.
Lemma 2.1. Let H be a Banach space and let A, B ∈ B(H). Define the linear relation S in H by S = { {Ah, Bh} : h ∈ H }.
If B − λA is boundedly invertible for some λ ∈ C, then the relation S is closed and λ ∈ ρ(S). Moreover, (S − λ) 
It is a closed linear relation from K to H, i.e., a closed subspace of K × H when considered as the direct sum of the corresponding Hilbert spaces. A linear relation
Furthermore, recall that dom U is closed if and only if ran U is closed (see [23] 2.3. Linear relations and operators in Pontryagin spaces. Symmetric and selfadjoint relations in Pontryagin spaces have some useful properties. If S is a symmetric operator in a Pontryagin space H, then automatically the set of points of regular type is nonempty: ρ(S) = ∅; in fact, then #(C ± \ ρ(S)) ≤ κ. If A is a selfadjoint operator in a Pontryagin space with κ negative squares, then the upper and lower half planes consist of points of the resolvent set with the exception of at most κ eigenvalues in each of the half planes; see [1] , [16] . The situation is different for selfadjoint relations in a Pontryagin space; see [14] . Lemma 2.2. Let A be a selfadjoint linear relation in a Pontryagin space H with κ negative squares. Then σ(A) = C if and only if σ p (A) contains at least κ + 1 points in C + or in C − . In this case span { ker(A − λ) : λ ∈ C + } and span { ker(A − λ) : λ ∈ C − } are neutral subspaces of H, which contain at least one nontrivial vector from mul A.
Proof. For the first statement, see [14] . Now let λ 1 , λ 2 , . . . , λ κ+1 be different eigenvalues of A in C + and let (2.1) {u j , λ j u j } ∈ A, u j = 0, j = 1, 2, . . . , κ + 1.
Then [u j , u k ] = 0 for all j, k = 1, 2, . . . , κ + 1 and thus, the subspace L = span {u j : j = 1, 2, . . . , κ + 1} is neutral. Since H is a Pontryagin space with negative index κ the dimension d of the neutral subspace L is less or equal to κ, and hence the vectors u j are linearly dependent. Enumerate u j such that u 1 , . . . , u d form a basis in L. Then there are
It follows from (2.1) and (2.2) that
and, hence,
If u ∞ = 0, then α j = 0 for all j = 1, . . . , d and hence u d+1 = 0, a contradiction. Thus u ∞ is not trivial. 
Proof. It follows from (K
is a closed nondegenerate subspace of H⊕L and its orthogonal complement in H⊕L takes the form
and it follows that K + K is a selfadjoint operator in L. Furthermore, as H is a Pontryagin space with negative index κ it follows that the spectral subspace of K + K corresponding to the negative spectrum has at most dimension κ and therefore K + K is semibounded from below. To see that also the form [K·, K·] is semibounded from below on dom K it suffices to prove that
for all u ∈ dom (K + K) and hence v = 0.
Boundary relations and Weyl families
In this section boundary relations and their Weyl families in Kreȋn spaces will be studied. It will be shown that on an algebraic level there is a close connection between the Kreȋn space and the Hilbert space situations.
3.1. Boundary relations in Kreȋn spaces. Let (H, [·, ·]) be a Kreȋn space and let J H be a corresponding fundamental symmetry. The product space H 2 = H × H will be equipped with the indefinite inner product
is also a Kreȋn space and
is a corresponding fundamental symmetry. In the following (H, (·, ·)) will be a Hilbert space. By replacing the inner product [·, ·] on the right hand side of (3.1) with (·, ·) the product space H 2 equipped with the corresponding indefinite inner product [[·, ·]] H 2 is also a Krein space with the fundamental symmetry The space H in Definition 3.1 is the parameter space of the boundary relation Γ; it plays the role of the boundary space in applications to ODE's and PDE's.
The product space H 2 can be provided with another indefinite inner product 
is a standard unitary operator. Furthermore, for every linear relation A in H 2 , is a boundary relation for S + , then the same argument shows that the composition
is a boundary relation for S * . This yields the one-to-one correspondence between the boundary relations of S + and S * .
The existence of boundary relations for closed symmetric operators or relations in the Hilbert space setting was proved in [8, Proposition 3.7] , which together with Proposition 3.3 gives the corresponding fact for symmetric relations in a Kreȋn space.
A boundary relation Γ is said to be an ordinary boundary triplet for S + if ran Γ = H × H; see [8, Proposition 5.3] . The existence of ordinary boundary triplets for symmetric relations in a Kreȋn space can now be described as follows. + and all ordinary boundary triplets {H,
Moreover The existence of an ordinary boundary triplet for a closed symmetric relation S in a Kreȋn space which admits a selfadjoint extension A 0 with a nonempty resolvent set was shown in [5] . Proposition 3.4 implies that all ordinary boundary triplets of S + in a fixed parameter space H can be described in the same way as in the Hilbert space setting; cf., e.g., [11, Proposition 1.7] .
Lemma 3.5. Let Γ be a boundary relation for the adjoint S + and let W be a standard unitary operator in the Kreȋn space (
. Then W • Γ is also a boundary relation for S + . Moreover, if Γ is an ordinary boundary triplet for S + , then the same is true for W • Γ and all ordinary boundary triplets for S + can be obtained in this way.
The connection between the boundary relations of S + of a symmetric relation S in a Kreȋn space (H, [·, ·]) and the boundary relations of S * in the Hilbert space (H, (·, ·)) given in Proposition 3.3 makes it possible to extend or easily translate several facts for (different types of) boundary relations as well as various results on their composition and coupling which were proved in the Hilbert space setting in [8, 9] for boundary relations of symmetric relations in Kreȋn spaces. The reason is that many of the results involving the construction of boundary triplets and relations (e.g. for various intermediate extensions of orthogonal sums of symmetric relations as in [9, Sections 3-5]) have been proved by using composition of two unitary operators or relations (cf. [9, Theorem 2.10]), i.e., they are of algebraic nature: when such a result on boundary relations is established for symmetric relations in a Hilbert space it also holds for symmetric relations in a Kreȋn space due to the connection of boundary relations and triplets in Propositions 3.3, 3.4 via the standard unitary mapping U J H in (3.3). In this way one gets also various transformation results for Weyl families (see Definition 3.6 below) of boundary relations in the Kreȋn space setting, proved in the Hilbert space setting in [8, 9] ; as a simple example see, e.g., Lemma 3.8. It is emphasized that these results give the "algebraic part" involving, e.g., various transformations of Weyl families of symmetric operators in a Kreȋn space; they do not make it possible to derive specific analytic properties of a given Weyl family of some symmetric operator S in a Kreȋn space from the analytic properties of a Weyl family of a symmetric operator S = U J H (S) in a Hilbert space. The reason is that the defect subspaces of S and S are not connected by the mapping U J H and therefore there is no direct connection between the Weyl families of the boundary relations of S + and S * .
3.2.
Weyl families for boundary relations in Kreȋn spaces. The introduction of Weyl families and γ-fields for the present situation follows the same pattern as in the Hilbert space case; see [8, 9] .
Definition 3.6. Let S be a closed symmetric relation in the Kreȋn space H and let Γ ⊂ H 2 × H 2 be a boundary relation for S + with T = dom Γ. The γ-field γ and the Weyl family M of the boundary relation Γ are defined by
Let S be a closed symmetric relation in the Kreȋn space H and let Γ ⊂ H 2 × H 2 be a boundary relation for S + . Then Γ induces a selfadjoint extension A of S in the Kreȋn space H × H defined by
which is called the main transform of Γ in [8] . As was shown in [8, Theorem 3.9] the Weyl family M of the boundary relation Γ and the selfadjoint extension A in (3.5) associated to Γ are connected via
and that therefore in this case
However, in general, the selfadjoint relation A in (3.5) has an empty resolvent set and (3.7) will not hold in general. In fact, the righthand side of (3.6) suggests that ρ(A) will be empty if the Weyl family of Γ is M (λ) = −λ. In the following example this situation is considered.
is a boundary relation for T = S + = { {f, f } : f, f ∈ H } when the closed symmetric operator S is defined by S = {0}. In fact,
and simple observations show
. The Weyl family associated with Γ, defined by
is a scalar generalized Nevanlinna function with one negative square. The selfadjoint relation A in H × C associated with the boundary relation Γ is given by
Clearly every λ ∈ C is an eigenvalue of A and hence ρ(A) = ∅. Note that also H = N λ (T ), λ ∈ C, and H = mul A. 
In the following lemma a particularly useful transform of a boundary relation is described with some further details; the first part (in the Hilbert space setting) is contained in [9, Proposition 3.18] and the second part is obtained by applying (3.5) to Γ W . Lemma 3.9. Let S be a closed symmetric relation in the Kreȋn space H and let Γ ⊂ H 2 × H 2 be a boundary relation for S + with corresponding Weyl family M . Let
and the Weyl family M W related to the boundary relation Γ W = W • Γ is given by
If the selfadjoint relations A and A W correspond to the boundary relations Γ and Γ W via (3.5), then
and the subspace mul A W admits the representation
Proof. A direct computation shows
. The identity (3.10) follows from (3.8), which in the present circumstances (3.8) reads as
The remaining statements follow from Γ W = W • Γ and (3.5).
Lemma 3.10. Let S be a closed symmetric relation in the Kreȋn space H, let Γ ⊂ H 2 × H 2 be a boundary relation for S + , and let A be the selfadjoint relation associated with Γ via (3.5). Assume that
Then there exists a closed linear operator K : dom K ⊂ H → H such that
The condition (3.12) is satisfied, if S is an operator.
Proof. Observe that mul A is a closed subspace of H ⊕ H given by
Hence, the condition (3.12) is necessary and sufficient for mul A to be the graph of a linear operator K : dom K ⊂ H → H. Clearly, the operator K is closed, since mul A is a closed subspace of H ⊕ H.
To prove the last statement assume that f ∈ mul A ∩ H. Then
and therefore 0 f , 0 0 ∈ Γ and 0 f ∈ ker Γ.
Hence, f ∈ mul S and if S is an operator this yields f = 0.
3.3. Boundary relations in Pontryagin spaces. In this subsection somewhat more specific results for boundary relations in Pontryagin spaces are given. It is clear from (3.6) that a nonempty resolvent set ρ(A) = ∅ of the selfadjoint relation A in (3.5) simplifies the investigation of the analytic properties of the Weyl families and γ-fields associated with boundary relations for S + . Another helpful condition in this connection is the notion of minimality of boundary relations; the definition given here is a slight adaption of [8, Definition 3.4] in the case of Hilbert spaces. Definition 3.11. Let S be a closed symmetric relation in the Pontryagin space H and let Γ ⊂ H 2 × H 2 be a boundary relation for S + with dom Γ = T . The boundary relation Γ is called minimal if ρ(S) = ∅ and (3.14)
Recall that if S is a closed symmetric operator in the Pontryagin space H, then ρ(S) = ∅. 
Proof. Assume that ρ(A)
of the form (3.9). The selfadjoint relation A is transformed into the selfadjoint relation A W whose multivalued part is given by (3.11). The inner product on mul A W is obtained from (3.13) and (3.11):
By choosing W such that the inner product in (3. Clearly, the above result need not hold if S is not an operator: consider S ⊕ A, where S is symmetric and A a selfadjoint relation with ρ(A) = ∅. Proposition 3.12 gives a couple of useful corollaries; it will be also used in establishing the characteristic properties of the Weyl families in the next section.
Corollary 3.13. Let S be a closed symmetric operator in the Pontryagin space H and let Γ ⊂ H 2 × H 2 be a boundary relation for S + with dom Γ = T . Then the selfadjoint relation A W in Proposition 3.12 satisfies
Proof. Due to dom Γ W = T and ρ(A W ) = ∅ the result is obtained by using the arguments appearing in [8, Lemma 2.14].
The next corollary is valid for arbitrary boundary relations in Pontryagin spaces.
Corollary 3.14. Let S be a closed symmetric operator in the Pontryagin space H, let Γ ⊂ H 2 × H 2 be a boundary relation for S + with dom Γ = T and let A W be a selfadjoint relation as in Proposition 3.12. Then the following statements hold:
(ii) Γ is minimal if and only if S is simple, i.e.,
(iii) for λ ∈ C ± except for at most κ points the linear spaces N λ (T ) in (3.16) satisfy
Proof. The statements (i) and (ii) are obtained from Corollary 3.13 combined with [8, Lemma 2.14]. To prove (iii) it suffices to apply the resolvent identity for A W .
As to part (iii) of Corollary 3.14 note that the linear spaces of eigenelements N λ (T ) are in general nonclosed and that S = ker Γ need not have equal defect numbers, cf. [8] , in which case there are no selfadjoint extensions in H connecting e.g. the defect subspaces of S as in the case of ordinary boundary triplets where one may use the resolvent of A 0 := ker Γ 0 . Note that Corollary 3.14 makes it also possible to replace ρ(S) in the definition of minimality in (3.14) by much smaller subsets in C ± .
To this end the following result is given for completeness; it is well-known at least for simple symmetric operators with equal defect numbers.
Lemma 3.15. Let S be a closed symmetric relation in the Pontryagin space H and let Γ ⊂ H 2 × H 2 be a minimal boundary relation for S + . Then S = ker Γ is an operator without eigenvalues.
Proof. To see that S is an operator, assume that {0, g} ∈ S. Then for all
, and hence it follows from (3.14) that g = 0. Next assume that {h, ζh} ∈ S for some ζ ∈ C. Then 0 = [ζh,
, and hence again using (3.14) one easily concludes that h = 0.
Generalized Nevanlinna families and Weyl families of boundary relations in Pontryagin spaces
In this section boundary relations and their Weyl families are considered when the space H is a Pontryagin space. The corresponding Weyl family turns out to be a generalized Nevanlinna family and it is also shown that, conversely, every generalized Nevanlinna family is the Weyl family corresponding to a boundary relation in a Pontryagin space.
Generalized Nevanlinna pairs and families.
The next definition generalizes the notion of Nevanlinna pairs which was first introduced apparently in [22] , but its prototype can be found in other places, in particular, in the theory of the Bezoutiant, see [20] . The notions of Nevanlinna pairs and families has been used for the description of generalized resolvents in, e.g., [17] , and in the theory of boundary value problems with spectral parameter depending boundary conditions, see, e.g., [12] , [13] .
For a subset O in C the notation O * := {λ ∈ C :λ ∈ O} will be used in the following. 
(P2) for some µ ∈ C + and some λ ∈ O:
A generalized Nevanlinna pair with κ = 0 negative squares is said to be a Nevanlinna pair.
Observe that if the condition (P2) is satisfied, then it also holds for all points in some neighborhood of λ by continuity of the functions Ψ and Φ. Hence, by making O smaller (if necessary) one can equivalently assume that (P2) actually holds for all λ ∈ O. Recall also that (P3) means that for all n ∈ N and every choice of λ i ∈ O ∪ O * and x i ∈ H, i = 1, . . . , n, the matrix (K Φ,Ψ (λ i , λ j )x j , x i ) n i,j=1 has at most κ negative eigenvalues and that the number κ with this property is minimal.
Two Nevanlinna pairs {Φ, Ψ} and {Φ 1 , Ψ 1 } are said to be equivalent, if for some holomorphic and boundedly invertible operator function
and
and that the kernel
also has κ negative squares on O ∪ O * . 
has κ negative squares on O ∪ O * .
A generalized Nevanlinna family with κ = 0 negative squares is said to be a Nevanlinna family.
The following proposition shows how generalized Nevanlinna pairs and generalized Nevanlinna families are connected to each other and how they can be extended onto C \ R with the possible exception of at most κ pairs of points in C \ R. Proposition 4.3. Let {Φ, Ψ} be a generalized Nevanlinna pair with κ negative squares on O ∪ O * and let τ be defined by
Then τ is a generalized Nevanlinna family with κ negative squares and τ can be uniquely extended to a generalized Nevanlinna family with κ negative squares on a domain
Moreover, for every ζ ∈ C + the condition 0 ∈ ρ(τ (λ) + ζ) holds for all λ ∈ D + except at most κ points.
Conversely, if τ is a generalized Nevanlinna family with κ negative squares, then the pair { Φ, Ψ} defined by (4.2) is a generalized Nevanlinna pair with κ negative squares and admits a unique extension to a generalized Nevanlinna pair with κ negative squares on a domain as in (4.4).
Proof. Let {Φ, Ψ} be a generalized Nevanlinna pair and let τ be defined by (4.3). Then it follows from (P1) that τ (λ) ⊂ τ (λ)
* . The definition (4.3) implies that
and, hence (P2) shows that 0 ∈ ρ(τ (λ) + µ) for all λ ∈ O(⊂ C + ). Similarly, one shows that 0 ∈ ρ(τ (λ) +μ) for all λ ∈ O. This implies that τ (λ) * = τ (λ) and also proves (Q1) and (Q2). The property (Q3) follows immediately from (P3) since the pair { Φ, Ψ} is equivalent to {Φ, Ψ}:
Therefore τ defined in (4.3) is a generalized Nevanlinna family with κ negative squares. Associate with the Nevanlinna pair { Φ, Ψ} the operator valued function
Note that the condition (P1) is equivalent to the condition Θ(λ) * = Θ(λ). In particular, (P1) implies that
Associate with Θ the Schur kernel S Θ (λ, ω) in O by the formula
It follows from (4.6), (4.7) and the equalities
Hence, in the terminology of [18] Θ belongs to the generalized Schur class S κ (H) and according to [18, 
Due to [12] (see also [6] in the present notation) the kernel D Θ (λ, ω) has κ negative squares on (
where Φ, Ψ are determined by (4.2) with τ instead of τ . Therefore, the property (Q3) for τ is satisfied.
It follows from (4.9) that for ζ ∈ C + and λ ∈ C + ∩ D τ ,
for all λ ∈ D + except at most κ points. In particular, also (Q2) is satisfied. Conversely, assume that τ (·) is a generalized Nevanlinna family with κ negative squares and let the pair { Φ, Ψ} be defined by (4.2) on O ∪ O * . The first part of the proof implies that τ can be extended to a generalized Nevanlinna family with κ negative squares on the domain [19, Satz 3.4] . Now clearly (P1) is implied by (Q1). It follows from (4.5) and (Q2) that 0 ∈ ρ( Ψ(λ) + µ Φ(λ)) for all λ ∈ D τ ∩ C + . Similarly, (Q1) and (Q2) imply that 0 ∈ ρ(τ (λ) +μ) and, hence, 0 ∈ ρ( Ψ(λ) +μ Φ(λ)) for all λ ∈ D τ ∩ C − . This proves (P2). Finally, (P3) is clear from (Q3). 
Moreover, by considering W as a transformer (in the sense of [24] ) of the generalized Nevanlinna family τ one obtains the family
Clearly, the pair {Φ W , Ψ W } and the family τ W (λ) are connected by
The next purpose is to show that for suitable standard unitary operators W the pair {Φ W , Ψ W } in (4.11) is a generalized Nevanlinna pair with κ negative squares and that τ W in (4.12) is a generalized Nevanlinna family with κ negative squares. Due to the correspondence in (4.13) it suffices to restrict attention to standard unitary transforms of generalized Nevanlinna pairs. Corresponding results for standard unitary transforms of generalized Nevanlinna families follow accordingly.
Proposition 4.5. Let H be a Hilbert space, let {Φ, Ψ} be a generalized Nevanlinna pair with κ negative squares, and let W be a standard unitary operator in
. Then the pair {Φ W , Ψ W } defined in (4.11) satisfies the properties (P1) and (P3) of Definition 4.1. Moreover, for every ζ ∈ C + the operator functions (4.14) are boundedly invertible for all λ ∈ D Φ,Ψ ∩ C + except at most κ points.
Proof. Let {Φ, Ψ} be a generalized Nevanlinna pair with κ negative squares on D Φ,Ψ . Note that the condition (P1) can be rewritten as
and that the kernel in (P3) can be written as
.
Since W is a standard unitary operator
holds, where J H 2 is as in (3.2). Hence, it follows from (4.15) and (4.16) that the pair {Φ W , Ψ W } also satisfies the conditions (P1) and (P3). Furthermore, by means of (4.17) the following identities are easily checked
Hence, these identities and the condition (P2) of Definition 4.1 yield (4.14).
Remark 4.6. Assume that the standard unitary operator W is of the form (3.9), so that the pair {Φ W , Ψ W } in (4.11) is given by
and the family τ W (λ) in (4.12) is given by
Then the condition (4.14) is equivalent to
to be boundedly invertible for all λ ∈ D Φ,Ψ ∩ C + except at most κ points. Moreover, if the operator ζX * X − Y in (4.19) is of the form µI with µ ∈ C + , then (4.19) is equivalent to (P2) of Definition 4.1. Hence, in this case {Φ W , Ψ W } in (4.11) is a generalized Nevanlinna pair with κ negative squares and τ W (λ) in (4.12) is a generalized Nevanlinna family with κ negative squares.
The previous situation occurs in the particular case that W is of the form (3.9) with (4.20)
Therefore, under these circumstances, {Φ W , Ψ W } in (4.11) is a generalized Nevanlinna pair with κ negative squares.
Proposition 4.5 and its special cases as discussed in Remark 4.6 now lead to the following corollary (see (4.20) and (4.21)).
Corollary 4.7. Assume that the generalized Nevanlinna pair {Φ, Ψ} satisfies 0 ∈ ρ(Ψ(λ 0 ) + ζΦ(λ 0 )) and 0 ∈ ρ(Ψ(λ 0 ) +ζΦ(λ 0 )), with λ 0 = a + ib, a ∈ R, b > 0, and ζ = c + id, c ∈ R, d > 0. Let W be the standard unitary operator of the form (3.9), where X and Y are given by (4.20) with
Then the pair {Φ W , Ψ W } in (4.11) is a generalized Nevanlinna pair with κ negative squares which satisfies the additional properties
It will be a consequence of the main realization result, Theorem 4.10 below, that the result stated in Corollary 4.7 holds actually for every standard unitary operator
, that is, {Φ W , Ψ W } in Proposition 4.5 is a generalized Nevanlinna pair, i.e. it satisfies also the invertibility conditions (P2) in Definition 4.1; see Corollary 4.12.
4.3. Weyl families as generalized Nevanlinna families. In this subsection it will be shown that every Weyl family corresponding to a boundary relation for the adjoint of a symmetric relation in a Pontryagin space is a generalized Nevanlinna family.
Theorem 4.8. Let S be a closed symmetric relation in a Pontryagin space H with negative index κ and let Γ ⊂ H 2 × H 2 be a minimal boundary relation for S + with the corresponding Weyl family M . Then M is a generalized Nevanlinna family with κ negative squares.
Proof. Let A be the selfadjoint relation in H × H defined by the boundary relation Γ as in (3.5) . Since H × H is a Pontryagin space there is an alternative for A: either ρ(A) = ∅, in which case the nonreal spectrum of A consists of at most finitely many eigenvalues, or ρ(A) = ∅; cf. Lemma 2.2. The proof will be given in two steps corresponding to these cases.
Step 1. Assume that ρ(A) = ∅. Denote the compressed resolvent
−1 for all λ ∈ ρ(A) and therefore
Setting Ψ(λ) = −(I + λΦ(λ)) it is clear that Φ and Ψ are meromorphic on C \ R and it follows from Φ(λ) = Φ(λ) * and Ψ(λ) = Ψ(λ) * that the symmetry condition (P1) in Definition 4.1 holds. Observe that Ψ(λ) + λΦ(λ) = −I, which shows that condition (P2) of Definition 4.1 is satisfied. Furthermore, a simple calculation shows that the kernel K Φ,Ψ takes the form
Thus for n ∈ N, λ i ∈ C + , and x i ∈ H, i = 1, . . . , n, it follows that
, where [·, ·] denotes the inner product in H. Hence the number of negative squares of K Φ,Ψ (·, ·) is less or equal to κ, the negative index κ − (H × H) = κ − (H).
If the boundary relation Γ is assumed to be minimal, then the condition
is satisfied; see Corollaries 3.13, 3.14. Therefore the numbers of negative squares of K Φ,Ψ (·, ·) is equal to κ − (H), and the condition (P3) of Definition 4.2 is satisfied. Thus {Φ, Ψ} is a generalized Nevanlinna pair with κ negative squares. It follows from (4.22) that M is a generalized Nevanlinna family with κ negative squares; cf. Proposition 4.3.
Step 2. In the general case the resolvent set ρ(A) may be empty. The minimality of Γ implies that S is an operator; cf. Lemma 3.13. By Proposition 3.12 there exists a standard unitary operator W such that the main transform A W corresponding to the boundary relation Γ W = W •Γ satisfies the condition ρ(A W ) = ∅. Furthermore, the boundary relation Γ W is automatically minimal, since dom Γ W = dom Γ (see also Corollary 3.14). Define the pair {Φ, Ψ} by
According to Proposition 4.5 (applied with W replaced by W −1 ) it follows that {Φ, Ψ} has the properties (P1) and (P3). Moreover, the standard unitary operator W can be chosen of the form (3.9), where
with a > 0 sufficiently large and b > 0 (see the proof of Proposition 3.12). Then Remark 4.6 yields
It follows from (4.24) and (4.25) that {Φ, Ψ} also has the property (P2). Hence {Φ, Ψ} is a generalized Nevanlinna pair with κ negative squares. According to Proposition 4.3 the corresponding Weyl family M is a generalized Nevanlinna family with κ negative squares.
Observe that if S is a closed symmetric operator in a Pontryagin space H with negative index κ and if Γ ⊂ H 2 × H 2 is a boundary relation for S + which is not necessarily minimal, then the corresponding Weyl family is a generalized Nevanlinna family with κ ≤ κ negative squares. The next statement for the Hilbert space case is known from [8] .
Corollary 4.9. Let S be a closed symmetric relation in a Hilbert space H and let Γ ⊂ H 2 × H 2 be a boundary relation for S * . Then the corresponding Weyl family is a Nevanlinna family.
4.4.
Generalized Nevanlinna families as Weyl families. Let τ be a generalized Nevanlinna family with κ negative squares in a Hilbert space H. Let τ have the representation
with a generalized Nevanlinna pair {Φ, Ψ} with κ negative squares on D Φ,Ψ , see Proposition 4.3; here the second equality follows from the property (Q1) in Definition 4.2. The reproducing kernel space H(Φ, Ψ) induced by the pair {Φ, Ψ} is characterized by the properties (i) the mappings λ → K Φ,Ψ (λ, µ)h ∈ H(Φ, Ψ) for all h ∈ H and all µ in the domain of holomorphy D Φ,Ψ of Φ and Ψ form a dense set in H(Φ, Ψ); (ii) for every f ∈ H(Φ, Ψ) the following identity holds:
This function space equipped with (the extension) of the inner product
is a Pontryagin space with κ negative squares. Multiplication by the independent variable is a closed symmetric operator in the reproducing kernel Pontryagin space H(Φ, Ψ). In the following theorem it will be shown that every generalized Nevanlinna family can be realized as the Weyl family of a boundary relation corresponding to the multiplication operator in H(Φ, Ψ). The proof given here is based on the approach which in the Hilbert space setting was used in [ 
is a closed symmetric operator in the reproducing kernel Pontryagin space H(Φ, Ψ) and
is a minimal boundary relation for S + such that the corresponding Weyl family coincides with the generalized Nevanlinna family τ .
Proof. The generalized Nevanlinna pair {Φ, Ψ} with κ negative squares is defined in Definition 4.1. The maximality condition (P2) is weaker than the condition that
hold for some λ 0 ∈ C \ R in the domain D Φ,Ψ of holomorphy of Φ and Ψ. The proof of the theorem will be given in two steps, depending on whether (4.30) is satisfied or not.
Step 1. Assume that {Φ, Ψ} is a generalized Nevanlinna pair with κ negative squares for which (4.30) is satisfied. In this case one can proceed in a similar way as in the Hilbert space setting; cf. the proof of [7, Theorem 2.5] . For the convenience of the reader a short sketch will be given; for some further details see also [21] , where the result is formulated in terms of the main transform. Using (4.30) it will be shown that the linear relation
By means of (4.1) one can immediately check that B ⊂ A and, moreover, by using (4.27) it is seen that B is symmetric in H(Φ, Ψ) ⊕ H. The elements in ran (B − λ 0 ), have the form
Therefore, choosing µ = λ 0 and taking into account that ran (Ψ(λ 0 ) + λ 0 Φ(λ 0 )) = H, it follows that {0} ⊕ H ⊂ ran (B − λ 0 ); hence also the elements of the form
belong to ran (B − λ 0 ). Therefore, ran (B − λ 0 ) is dense in H(Φ, Ψ) ⊕ H. Similarly, one shows that ran (B −λ 0 ) is dense in H(Φ, Ψ) ⊕ H. Furthermore, by means of (4.27) it is straightforward to check that the adjoint of B coincides with A. Hence, A is a closed symmetric relation with ran (A − λ) dense in H(Φ, Ψ) ⊕ H for λ = λ 0 and λ =λ 0 . Consequently, A is selfadjoint. The Weyl family M associated with the boundary relation Γ is defined by
Therefore, M (λ) = {h, h } : Ψ(λ) * h = Φ(λ) * h , and it follows from (4.26) that M (λ) = τ (λ). Moreover, it is clear from the formula (4.31) and the inclusion B ⊂ A that the boundary relation Γ is minimal; see (3.14).
Step 2. Now assume that {Φ, Ψ} is a generalized Nevanlinna pair with κ negative squares for which Observe, that by taking adjoints and using the property (Q1) in Definition 4.2 it follows that the conditions in (4.33) are actually equivalent to each other:
(τ (λ 0 ) + λ 0 ) −1 ∈ B(H) ⇔ (τ (λ 0 ) +λ 0 ) −1 ∈ B(H).
