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ON THE STRUCTURE OF µ-CLASSES
CARLOS D’ ANDREA
Abstract. We prove that, if µ < ⌊n
2
⌋, then every rational parametriza-
tion of degree n and class µ is a limit of parametrizations of the
same degree and class µ + 1. This property was conjectured in
[5], and its validity allows an explicit description of the variety of
parametrizations of degree n and class µ, for all (n, µ).
1. introduction
Let K be an algebraically closed field. Consider three polynomials
a = a(t), b = b(t), c = c(t) ∈ K[t], of respective degrees na, nb, nc, such
that gcd(a, b, c) = 1. If c 6= 0, then
(1) x =
a(t)
c(t)
, y =
b(t)
c(t)
is the parametrization of a rational function. Parametrizations of this
form play an important role in computer-aided geometric design (see
for instance [4, Chapter 6]).
A basic object in this area is the syzygy module of the triple (a, b, c) :
Syz(a, b, c) := {(A,B,C) ∈ K[t]3 : Aa+Bb+ Cc = 0}.
The degree of a vector of polynomials of the form (A,B,C) is defined
as max{deg(A), deg(B), deg(C)}. Let n = max{n1, nb, nc}, and set
µ(a, b, c) := min{deg(A,B,C), (A,B,C) ∈ Syz(a, b, c) \ {0}}.
This number is called the class of the triple (a, b, c). It may be regarded
as an invariant of the parametric curve (1), which provides information
about how to implicitize it (see [1, 2, 3, 4, 5, 6]). It is well known (see
[4, 5]) that µ ≤ [n
2
].Moreover, the upper bound holds for generic curves
of degree n.
In a more general setting, for a given positive integer n, let K[t]n de-
note the vector space of all polynomials in t of degree ≤ n, and let Pn ⊂
K[t]3n be the subset of (a, b, c) ∈ K[t]
3
n such that g 6= 0, gcd(a, b, c) = 1
and n = deg(a, b, c). Pn may be regarded as the set of all parametric
equations of planar rational curves or degree n.
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For every µ ∈ Z≥0, set
Pµn := {(a, b, c) ∈ Pn : µ(a, b, c) = µ}.
It turns out that Pn = P
0
n ∪ · · · ∪ P
⌊n
2
⌋
n . In [5, Theorem 1], it is shown
that, for every 0 ≤ µ ≤ ⌊n
2
⌋, the Zariski closure of Pµn , denoted P
µ
n , is
an irreducible variety of dimension 2n+ 2µ+4 if µ < ⌊n
2
⌋, or 3n+ 3 if
µ = ⌊n
2
⌋.
In that paper, it is shown that P
⌊n
2
⌋
n = P0n ∪ · · · ∪ P
⌊n
2
⌋, and it was
conjectured that, for every µ ≤ ⌊n
2
⌋,
(2) Pµn = P
0
n ∪ · · · ∪ P
µ.
As stated in [5], due to the irreducibility of Pµn , this is equivalent to
the following:
Conjecture 1.1. If µ < ⌊n
2
⌋, then every parametrization of class µ is
a limit of parametrizations of class µ+ 1.
The main result of this paper is a positive answer to this question.
This is our main result:
Theorem 1.2. Let ǫ be a new variable. If µ < ⌊n
2
⌋ then, for any
(a, b, c) ∈ Pµn , there exists (aǫ, bǫ, cǫ) ∈ K[ǫ, t]
3 such that, as univariate
polynomials in K(ǫ)[t], they satisfy the following conditions:
• gcd(aǫ, bǫ, cǫ) = 1;
• n = max{deg(aǫ), deg(bǫ), deg(cǫ)},
• µ(aǫ, bǫ, cǫ) = µ(a, b, c) + 1,
• (aǫ, bǫ, cǫ)|ǫ=0 = (a, b, c).
Definition 1.3. A triple (aǫ, bǫ, cǫ) ∈ K[ǫ, t]
3 satisfying the hypothesis
of Theorem 1.2 will be called an approximating sequence for (a, b, c).
We may regard approximating sequences as deformations of (a, b, c)
which “converge” to the latter when ǫ → 0. As an immediate result
of our construction, we get that Conjecture 1.1 is true, so the equality
given in (2) holds for every µ = 0, 1, . . . , ⌊n
2
⌋.
In the following section we present some auxiliary results, which will
allow us to put a given triple (a, b, c) ∈ Pµn in a “generic situation”. In
Section 3, we will construct the approximating sequence for this generic
situation and prove Theorem 1.2.
2. Auxiliary Results
In this section we will show that, in order to have some genericity, we
may replace (a, b, c) with (a+ λb, b, c), λ ∈ K. This change “preserves”
approximating sequences.
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The following properties will be useful in the sequel:
Theorem 2.1 ([5]). There exists unique polynomials px, py, pw, qx, qy, qw ∈
K[t] such that
(1) deg(px, py, pw) = µ, deg(qx, qy, qw) = n− µ;
(2) a = pyqw − pwqy, b = pwqx − pxqw, c = pxqy − pyqx;
(3) Every syzygy (A,B,C) ∈ Syz(a, b, c) can be written uniquely in
the form
(A,B,C) = h1(px, py, pw) + h2(qx, qy, qw),
with h1, h2 ∈ K[t] with deg(h1) ≤ deg(A,B,C)−µ and deg(h2) ≤
deg(A,B,C) + µ− n.
Corollary 2.2. gcd(px, py, pw) = 1.
Proof. As (px,py,pw)
gcd(px,py,pw)
∈ Syz(a, b, c), it turns out that, if the degree of
the gcd is positive, we would have a syzygy of degree strictly less than
µ(a, b, c) which is a contradiction. 
Lemma 2.3. For all but finitely many λ ∈ K, gcd(py − λpx, pw) = 1.
Proof. As the number of roots of pw is finite, if the claim does not hold,
then there exists t0 ∈ K such that pw(t0) = 0 and py(t0)− λpx(t0) = 0
for infinitely many values of λ. This implies that py(t0) = px(t0) = 0,
which is a contradiction with the corollary. 
Lemma 2.4. For every λ ∈ K, µ(a, b, c) = µ(a+ λb, b, c).
Proof. It is straightforward to verify that the morphism K[t]3 → K[t]3
given by (A,B,C, ) 7→ (A+ λB,B, C) gives an isomorphism of syzygy
modules which preserves the degree filtration. To be more precise, for
a fixed λ, if we denote with pλx, p
λ
y , . . . , q
λ
w the polynomials generating
the syzygies of (a+ λb, b, c), then it is straightforward to check that
pλx = px, p
λ
w = pw, q
λ
x = qx, q
λ
w = qw, p
λ
y = py − λpx, q
λ
y = ay − λqx.
So, we have that deg(pλx, p
λ
y , p
λ
w) = µ(a, b, c). Due to Theorem 2.1, this
value characterizes µ(a+ λb, b, c). 
Proposition 2.5. Let λ ∈ K. If there exists an approximating sequence
for (a+λb, b, c), then there exists an approximating sequence for (a, b, c).
Proof. Let (a˜ǫ, b˜ǫ, c˜ǫ) ∈ K[ǫ, t]
3, be an approximating sequence for (a+
λb, b, c) We will show that, if we define
aǫ := a˜ǫ − λb˜ǫ, bǫ := b˜ǫ, cǫ := c˜ǫ,
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we get an approximating sequence for (a, b, c). From the properties of
a˜ǫ, b˜ǫ, c˜ǫ, it is easy to check that
gcd(aǫ, bǫ, cǫ) = 1, n = max{deg(aǫ), deg(bǫ), deg(cǫ)}.
Due to Lemma 2.4, we have that
µ(aǫ, bǫ, cǫ) = µ(a˜ǫ, b˜ǫ, c˜ǫ) = µ(a+ λb, b, c) = µ(a, b, c) + 1,
and it is straightforward to see that (aǫ, bǫ, cǫ)|ǫ=0 = (a, b, c). 
3. Construction of the Approximating Sequence
In this section we will fix (a, b, c) ∈ Pµn such that µ+1 ≤ ⌊
n
2
⌋, and will
construct an approximating sequence for (a+λb, b, c) for an appropiate
λ ∈ K. Proposition 2.5 implies that there exists an approximating
sequence for (a, b, c).
Suppose w.l.o.g. that deg(a) is positive. We will consider a family
(aǫ, bǫ, cǫ) of the form
(3) aǫ := a(1 +
ǫ
t− α
), bǫ := b, cǫ := c,
where α ∈ K is a root of a having properties to be described shortly.
It is clear that, as ǫ goes to zero, the deformed family converges to
(a, b, c). Moreover, it is straightforward to check that n(aǫ, bǫ, cǫ) =
n(a, b, c) and that gcd(aǫ, bǫ, cǫ) = gcd(a, b, c) = 1. In order to have
µ(aǫ, bǫ, cǫ) = µ(a, b, c) + 1, we choose α such that a(α) = 0 and either
py(α) 6= 0 or pw(α) 6= 0.
It is not true that the latter condition can always be acomplished as
the following cautionary example shows.
Example 3.1. Set px = qw = t, py = pw = t−1, qx = t
4, qy = 1. Then,
a = (t− 1)2, b = t5 − t4 − t2, c = −t5 + t4 + t, and we have that there
is a unique root of a which is also the same root of py and pw.
If we are in the situation that every root of a is also a root of py and
pw, then we will construct an approximating sequence for (a+ λb, b, c)
for λ ∈ K∗ such that deg(a+ λb) > 0.
Lemma 3.2. There is λ ∈ K such that deg(a + λb) > 0, and a + λb
has a root α such that either pλy(α) 6= 0 or p
λ
w(α) 6= 0.
Proof. If every root of a is a root of py and pw, then pick one of those
λ satisfying Lemma 2.3, and denote, as in the proof of Proposition
2.3, with pλx, p
λ
y , . . . , q
λ
w the polynomials generating the syzygies of (a+
λb, b, c), we get that pλy = py − λpx, and p
λ
w = pw.
As gcd(pλy , p
λ
w) = gcd(py−λpx, pw) = 1 by Lemma 2.3, then any root
of a+ λb may be chosen provided that deg(a + λb) is positive.
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In order to see the latter, let λ1 6= λ2 both satisfying Lemma 2.3. If
a+ λ1b and a+ λ2b were both constant, then so would a and b. 
Proof of the Main Theorem. We may suppose then, w.l.o.g. that
there exists α ∈ K such that is a root of a but is not a common root
of py and pw.
Due to the remarks made at the beginning of this section, it only
remains to prove that µ(aǫ, bǫ, cǫ) = µ+ 1. First, observe that
px(t−α)aǫ+py(t−α+ǫ)bǫ+pw(t−α+ǫ)cǫ = (t−α+ǫ)(pxa+pyb+pwc) = 0,
so ((t − α)px, (t − α + ǫ)py, (t − α + ǫ)pw) is a nontrivial syzygy on
(aǫ, bǫ, cǫ) and we deduce that µ(aǫ, bǫ, cǫ) ≤ µ(a, b, c) + 1.
Suppose that the inequality holds strictly. Then, there must be
(A,B,C) of degree bounded by µ such that Aaǫ +Bbǫ + Ccǫ = 0. As
A(t− α + ǫ)a +B(t− α)b+ C(t− α)c =
A(t− α) t−α+ǫ
t−α
a+B(t− α)b+ C(t− α)c =
A(t− α)aǫ +B(t− α)bǫ + C(t− α)cǫ = (t− α)(Aaǫ +Bbǫ + Ccǫ) = 0,
we have that (A(t − α + ǫ), B(t − α), C(t − α)) ∈ Syz(a, b, c), and it
is a nontrivial syzygy of degree bounded by µ + 1. So, due to the last
item of Theorem 2.1, there exists h1, h2 ∈ K[t] such that
(A(t− α + ǫ), B(t− α), C(t− α)) = h1(px, py, pw) + h2(qx, qy, qw),
with deg(h2) ≤ (µ+ 1) + µ− n. As we have supposed µ+ 1 ≤
n
2
, then
2µ + 1 − n ≤ −1, so h2 must be identically zero. Then, we have that
(A(t−α+ ǫ), B(t−α), C(t−α)) = h1(t)(px, py, pw), with deg(h1) = 1.
Comparing the first coordinate of the last equality, we have that
h1(t) = λ
′(t− α+ ǫ), λ′ ∈ K \ {0}. In addition, if we compare the two
last coordinates, we will have that (t−α) divides both py and pw, which
contradicts our hypothesis. So, we have that µ(aǫ, bǫ, cǫ) = µ(a, b, c)+1
and the claim holds.
Example 3.3. We will show here that, in order to construct to ap-
proximation family, if we take any root α of a without imposing the
condition that it should not be simultaneously root of py and pw, the se-
quence (3) may fail to have degree µ+1. Consider again, as in Example
3.1,
a := (t− 1)2, b = t5 − t4 − t2, c = −t5 + t4 + t.
If we take as α the unique root of a, then we will have that
aǫ = (t− 1)
2 + ǫ(t− 1), bǫ = b, cǫ = c.
This is not an approximating sequence, because µ(a, b, c) = 1 and, as
taǫ + (t− 1 + ǫ)bǫ + (t− 1 + ǫ)cǫ = 0,
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then we have that µ(aǫ, bǫ, cǫ) = 1.
In this case, we may choose λ = − 1
12
. One can check that α = 2 is a
root of a + λb, and with this choice of α, we get the following family:
aǫ = −
t5
12
+ t
4
12
+ 13
12
t2 − 2t+ 1 + ǫ(− 1
12
t4 − 1
12
t3 − 1
6
t2 + 3
4
t− 1
2
),
bǫ = b, cǫ = c.
An easy calculation shows that this deformed family has class equal
to two, so we get an approximating family of (a + 1
2
b, b, c), and hence
(a+ ǫ(− 1
12
t4 − 1
12
t3 − 1
6
t2 + 3
4
t− 1
2
), b, c) is an approximating family of
(a, b, c).
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