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Abstract
A string rewriting system is called deleting if there exists a partial ordering on its alphabet such that
each letter in the right-hand side of a rule is less than some letter in the corresponding left-hand side.
We show that the rewrite relation induced by a deleting system can be represented as the composition
of a ﬁnite substitution (into an extended alphabet), a rewrite relation of an inverse context-free system
(over the extended alphabet), and a restriction (to the original alphabet). Here, a system is called inverse
context-free if the length of the right-hand side of any rule does not exceed one. The decomposition
result directly implies that deleting systems preserve regularity, and that inverse deleting systems
preserve context-freeness. The latter result was already obtained by Hibbard (J. ACM 21(3) (1974)
446–453).
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
In order to analyze the global behaviour of a string rewriting system R on a set of strings
L, we are interested in the setR∗(L) of descendants of Lmodulo the rewrite relation induced
by R. It is particularly convenient if the set of descendants is in a class of languages with
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nice decidability and closure properties, e.g., if it is regular or context-free. A system R is
said to preserve regularity (context-freeness) if R∗(L) is regular (context-free) whenever
L is.
Consider a few generic examples. We call a rewriting rule  → r context-free (inverse
context-free) if ||1 (|r|1 resp.).A rule ismonadic if it is inverse context-free and length-
reducing, i.e., if || > |r|1, see Book et al. [2] or Book and Otto [3]. A rewriting system
is (inverse) context-free or monadic if all its rules are of the respective form. Context-free
systems preserve context-freeness. On the other hand, inverse context-free systems preserve
regularity. Another well-known result is the regularity preservation of preﬁx rewriting, due
to Büchi [4]. Typically, the latter results are proved via constructions of ﬁnite automata.
There has been quite some work on generalizations, e.g., ﬁnding classes of systems that
are not context-free but still produce only context-free languages. For example,Ginsburg and
Greibach [11] prove that terminal grammars (where each right-hand side of a production
contains at least one letter that does not occur in any left-hand side) preserve context-
freeness. Hibbard [12] relaxes this restriction (non-occurrence), by introducing an ordering
on the alphabet. Systems that respect this ordering are called context-limited.
As the example of context-free rewriting systems shows, it is often the case that a systemR
preserves context-freeness, and at the same time the inverse systemR− preserves regularity.
In the present paper,weprove another instance of this phenomenon.Wedeﬁnedeleting string
rewriting systems (i.e., inverse context-limited grammars in case terminal and non-terminal
symbols are distinguished), and prove that they preserve regularity.
The main theorem is a decomposition result: The rewrite relation induced by a deleting
system can be represented as the composition of a ﬁnite substitution (into an extended al-
phabet), a rewrite relation of an inverse context-free system (over the extended alphabet),
and a restriction (back to the original alphabet). This decomposition will be obtained by a
sequence of transformations of the original system. Each transformation step may produce
a larger system over a larger alphabet, so the crucial point is to ﬁnd a terminating trans-
formation strategy. As immediate corollaries, we obtain a slightly generalized version of
Hibbard’s result [12] (inverse deleting systems preserve context-freeness), as well as our
dual result (deleting systems preserve regularity).We have implemented the transformation
algorithm as a Haskell program.
Regularity preservation of deleting systems directly implies many of the well-known
results concerning classes of regularity preserving rewriting systems. Here, we sketch a few
applications of this kind. We show that regularity is preserved under
• sufﬁx rewriting [4,5],
• mixed sufﬁx and preﬁx rewriting [6,14],
• transducers (see [1], e.g.),
• monadic rewriting ([2], see Book and Otto [3]),
• mixed sufﬁx, preﬁx, and monadic rewriting,
• match-bounded rewriting [9,10].
More precisely, we show that all these rewriting mechanisms can easily be simulated by
deleting systems.
The paper is organized as follows. In Section 3, we ﬁrst deﬁne deleting systems as
rewriting systems respecting a particular well-founded ordering; this restriction turns out to
be strong enough to imply linearly bounded derivational complexity for deleting systems.
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The main theorem and corollaries are stated and proved in Section 4. A normal form result
for deleting systems is presented in Section 5. Well-known regularity preserving classes of
rewriting systems can be reduced to deleting systems, as shown in Section 6. Finally, we
discuss some variants and possible extensions.
The present paper extends a conference contribution [13] to the 7th International Con-
ference on Developments in Language Theory DLT 2003 at Szeged, Hungary.
2. Preliminaries
We will mostly stick to standard notations for strings and string rewriting, as in Book
and Otto [3], for instance. A string rewriting system (SRS) over an alphabet  is a relation
R ⊆ ∗ × ∗, and the rewrite relation induced by R is →R = {(xy, xry) | x, y ∈
∗, (, r) ∈ R}. Unless indicated otherwise, all rewriting systems are ﬁnite. Pairs (, r)
from R are frequently referred to as rules  → r . Let lhs(R) and rhs(R) denote the sets of
left (resp. right) hand sides of R. We call a rule  → r context-free if ||1, and a SRS
is context-free if all its rules are. The reﬂexive and transitive closure of →R is →∗R , often
abbreviated as R∗.
If  is a relation on a set A then (b) = {a ∈ A | (b, a) ∈ } for b ∈ A and (B) =⋃
b∈B (b) for B ⊆ A, so the set of descendants of a language L ⊆ ∗ modulo R is R∗(L).
The inverse of  is − = {(b, a) | (a, b) ∈ }, and we say that  satisﬁes the property
inverse P if − satisﬁes P.
For a relation ⊆ ∗×∗ and a set ⊆ , let| denote∩∗×∗. Note the difference
between R∗| and (R|)∗ for a SRS R. For R = {a → b, b → c} over  = {a, b, c} and
 = {a, c}, e.g., we have (a, c) ∈ R∗|, but (a, c) /∈ (R|)∗.
A relation s ⊆ ∗×∗ is a substitution if s() = {} and s(xy) = s(x)s(y) for x, y ∈ ∗.
So a substitution s is uniquely determined by the languages s(a) for a ∈ . If each language
s(a) for a ∈  is ﬁnite, then s is a ﬁnite substitution.
Let (x) (resp. mset(x)) denote the set (resp. multiset) of letters from  ⊆  occurring
in a string x ∈ ∗, i.e., (mset)(a1 . . . an) = {ai ∈  | 1 in}. For L ⊆ ∗, let
(L) = ⋃x∈L (x). The number of occurrences of a letter a in x is |x|a , i.e., ||a = 0,|ax|a = 1 + |x|a , and |bx|a = |x|a for b = a. Deﬁne |x| = ∑a∈ |x|a for  ⊆ , thus
the length of x is |x| = |x|.
Given an (irreﬂexive partial) ordering > on a set A, let >set denote the extension of > to
ﬁnite subsets of A, deﬁned by
B >set C iff B = C and ∀c ∈ C ∃b ∈ B : b > c.
(Note that instead of requiring B = C we could equivalently exclude the case B = ∅.)
Further, let >mset denote the extension of > to ﬁnite multisets over A,
B >mset C iff B = C and ∀c ∈ C\B ∃b ∈ B\C : b > c,
where \ denotes multiset difference.
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Remark 1. If B0 ⊇ B1 >set B2 ⊇ B3, then B0 >set B3 for subsets Bi of A.
Remark 2. Let maxBi denote the set of maximal elements of Bi ⊆ A modulo >. Then
B1 >set B2 if and only if maxB1 >set maxB2.
Remark 3. For a total ordering >, the above deﬁnitions are equivalent to B >set C iff
∃b ∈ B ∀c ∈ C : b > c and to B >mset C iff ∃b ∈ B\C ∀c ∈ C\B : b > c.
Remark 4. We can identify subsets of A with mappings B : A → {0, 1} and multisets
over A with mappings B : A → N, as usual. For a multiset B, deﬁne the set set(B) by
set(B)(a) = 0 iff B(a) = 0 for a ∈ A. Then set(B) >set set(C) implies B >mset C for
multisets B and C.
The ordering >mset is well-founded on ﬁnite multisets over A if and only if > is well-
founded on A, see [7]. Hence, this is the case if and only if >set is well-founded on ﬁnite
subsets of A.
3. Deleting string rewriting systems
A precedence on an alphabet  is an (irreﬂexive partial) ordering > on . We extend
such a precedence to an ordering on ∗ by x > y iff (x) >set (y) for x, y ∈ ∗.
Deﬁnition 5. A string rewriting systemR over an alphabet is>-deleting for a precedence
> on  if R ⊆ >, and the system R is deleting if it is >-deleting for some precedence >.
Remark 6. The extension from > to >set is monotone in the sense that > ⊆ >′ implies
>set ⊆ >′set for orderings > and >′. As a consequence, if a rewriting system is >-deleting
then it is >′-deleting for any ordering >′ ⊇ >. In particular, if a system is deleting then it
is >-deleting for some total ordering >.
Further note that the ordering > on ∗ is not stable (i.e., x > y does not necessarily
imply z1xz2 > z1yz2), but that x1 > y1 and x2 > y2 implies x1x2 > y1y2.
Example 7. The rewriting system R = {ba → cb, bd → d, cd → de, d → } is
>-deleting for the precedence a > b > d , a > c > e, c > d. Therefore, as we are going
to show, R∗(L) is regular for any regular language L. For instance, we have R∗(ba∗d) ∩
NF(R) = c∗b ∪ c∗e∗, where NF(R) denotes the (regular) set of R-normal forms.
Example 8. A system R over  is said to be -deleting for  ⊆  if || > |r| = 0 for
each rule → r in R. This appears as a special case of the above deﬁnition: Choose a > b
for a ∈  and b ∈ \. (Notation: For singleton sets we write a-deleting instead of {a}-
deleting in the sequel.) For instance, consider an arbitrary grammar with terminal alphabet
 and non-terminal alphabet \. This grammar is the inverse of a -deleting rewriting
system if each right-hand side of a rule contains at least one terminal symbol. Ginsburg
and Greibach [11] have proved that each grammar of this kind generates a context-free
language.
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Deleting string rewriting systems are terminating, and their derivational complexity is
linearly bounded, i.e., there is a number c such that every R-derivation x0 →R x1 →R · · ·
with xi ∈ ∗ has length at most c · |x0|. The constant c, however, can be exponential
in ||.
Proposition 9. Deleting string rewriting systems have linearly bounded derivational com-
plexity.
Proof. By Remark 4, if  > r then mset() >mset mset(r), thus xi →R xi+1 implies
mset(xi) >mset mset(xi+1). Note that |mset(xi+1)\mset(xi)|m where m is the maxi-
mal length of right-hand sides of rules in R. Let ht(a) denote the height of a letter a ∈ 
(see e.g. [8]); for ﬁnite  this is the maximal length of a >-chain of letters starting with a
(so minimal elements have height 0). By a remark in Dershowitz and Manna [7, p. 468] we
know that the length of any R-derivation starting with string a1 . . . an (ai ∈ ) is bounded
by
∑n
i=1(m+ 1)ht(ai ). 
Therefore, we can choose c = (m+ 1)h with h = maxa∈ ht(a).
4. Main theorem
In this section, we state the main result of the paper, a decomposition result for deleting
string rewriting systems.After giving two immediate corollaries, we turn to the proof, which
occupies the bulk of the section.
Theorem 10. Let R be a deleting string rewriting system over . Then there effectively are
an extended alphabet  ⊇ , a ﬁnite substitution s ⊆ ∗ × ∗, and a context-free string
rewriting system C over  such that
R∗ = (s ◦ C−∗)|.
Corollary 11. Every deleting string rewriting system effectively preserves regularity.
Proof. If R is deleting, then
R∗(L) = (s ◦ C−∗)|(L) = C−∗(s(L)) ∩ ∗
for L ⊆ ∗. Now, the class of regular languages is closed under ﬁnite substitution, inverse
context-free rewriting, and restriction (i.e., intersection with ∗). Note that closure under
inverse context-free rewriting follows from closure undermonadic rewriting, since in typical
proofs (see e.g. [3]), length reduction is not used. 
Corollary 12. Every inverse deleting string rewriting system effectively preserves context-
freeness.
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Proof. Similarly, if R is deleting, then
R−∗(L) = (R∗)−(L) = ((s ◦ C−∗)|)−(L) = s−(C∗(L))
for L ⊆ ∗. And the class of context-free languages is closed under context-free rewriting
and inverse ﬁnite substitution. 
The decomposition in Theorem 10 can be obtained by a sequence of transformations,
splitting (Lemma 19) and elimination (Lemma 16). We ﬁrst give some technical lemmas
that prove the correctness of these transformation steps. Then we describe a transformation
strategy and prove it terminating.
4.1. Separation
Given a string rewriting system R, we want to ﬁnd systems R1 and R2 such that R∗ =
R∗1 ◦R∗2 , i.e. all rules of R1 can be applied before any rule of R2, and R1 is of a particularly
simple form (a ﬁnite substitution). The idea is to replace rules {x → y, y → z} ⊆ R by
{y → z} ⊆ R1 and {x → y, x → z} ⊆ R2. We need additional restrictions to ensure
correctness of this transformation.
For a SRS R over  and a letter a ∈ , deﬁne the SRSs
Ra = {→ r | (→ r) ∈ R,  = a},
Ra = {→ r ′ | (→ r) ∈ R\Ra, r ′ ∈ R∗a(r)}.
Note that Ra might be inﬁnite (if a occurs in r). We will require ﬁniteness only later on.
Lemma 13 (Separation). For R and a as above we have R∗ = R∗a ◦ Ra∗.
Proof. First, we show R∗a ◦ Ra∗ ⊆ R∗. By construction, Ra ⊆ R, thus R∗a ⊆ R∗. Each
Ra-step can be regarded as an R-step, followed by a sequence of Ra-steps. This implies
Ra ⊆ R∗.
In order to show R∗ ⊆ R∗a ◦ Ra∗ we use induction on the length of the R-derivation.
For the base case (length 0) there is nothing to prove. For the inductive case, consider a
derivation
w0 →R w1 →nR wn+1.
By induction, there is some u ∈ ∗ and a derivation w1 →∗Ra u→∗Ra wn+1.
Case 1: The stepw0 →R w1 is an application of a rule inRa .We then have (w0, wn+1) ∈
Ra ◦ R∗a ◦ Ra∗ ⊆ R∗a ◦ Ra∗, so the claim holds true.
Case 2: The step w0 →R w1 is an application of a rule (→ r) ∈ R\Ra . Then there are
x, y ∈ ∗ such that w0 = xy and w1 = xry. We have w1 →∗Ra u. Since all rules in Ra
are context-free, there are strings x′ ∈ R∗a(x), r ′ ∈ R∗a(r), y′ ∈ R∗a(y) such that u = x′r ′y′.
On the other hand, the rule → r ′ is in Ra , so there is a derivation
w0 = xr →∗Ra x′y′ →Ra x′r ′y′ = u→∗Ra wn+1.
This proves (w0, wn+1) ∈ R∗a ◦ Ra∗. 
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Now, if the letter a does not occur in any right-hand side of Ra , then Ra is terminating.
This implies:
Corollary 14. If a /∈ (rhs(Ra)), then R∗a is the ﬁnite substitution that maps letter a to
{a} ∪ {r | (a → r) ∈ Ra}, and each letter b = a to {b}.
Corollary 15. If a /∈ (rhs(Ra)), then Ra is a ﬁnite SRS.
We will apply the separation lemma to eliminate auxiliary letters.
Lemma 16 (Elimination). Let R be a SRS over , and assume that a ∈  never occurs
in a left-hand side  of R except in case || = 1. Then R∗| = (Ra|)∗|, where  =
\{a}.
Proof. By Lemma 13, R∗ = R∗a ◦ Ra∗. Let (u,w) ∈ R∗|. There exists v such that
(u, v) ∈ R∗a and (v,w) ∈ Ra∗. Since a /∈ (u), no rule of Ra can be applied, so we have
u = v. By construction of Ra , it follows from the precondition that a does not occur in
lhs(Ra). That is, if a letter a is ever produced, it cannot be removed by Ra rules. But since
a /∈ (w), we cannot apply at all a rule from Ra that would produce an a. This proves
R∗| ⊆ (Ra|)∗|. For the converse inclusion observe that (Ra|)∗| ⊆ Ra∗| ⊆ R∗|.

We ensure that it sufﬁces to consider systems where in each rule, left-hand side letters
are distinct.
Lemma 17. For each SRS R over , there is a SRS R′ over some extended alphabet such
that R∗ = R′∗|, and for each rule (→ r) ∈ R′, all letters in  are distinct (i.e., there are
no a ∈ , 1, 2, 3 ∈ ∗ such that  = 1a2a3). If R is deleting, then R′ is deleting as
well.
Proof. This is proved by iterating the following construction that removes duplicate letter
occurrences. Assume that R over  contains a rule  = 1a2a3 → r with a ∈  and
1, 2, 3 ∈ ∗, i.e., the letter a occurs at least twice in . We will use a fresh letter a′
and deﬁne R′ = R\{ → r} ∪ {a → a′, 1a2a′3 → r} over the alphabet  ∪ {a′}.
We apply Lemma 16 to the system R′− and the letter a′. Note that (R′−)a′ | = R−|,
thusR′−∗| = ((R′−)a′ |)∗| = (R−|)∗| = R−∗. By reversing the direction again, we
get R∗ = R′∗|.
If R is deleting for a precedence>, thenR′ is deleting for the extended precedence where
we set a > a′ and a′ > b for each b with a > b. 
4.2. Splitting
Now, we describe how to introduce auxiliary letters.
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Lemma 18 (Chaining). Let R be a SRS over, and let (12 → r1r2) ∈ R with i, ri ∈ ∗.
For a letter a /∈ , the system R′ is obtained from R by replacing this one rule by the two
rules {1 → r1a, a2 → r2}. Then R∗ = R′∗|.
Proof. By construction, each R-step can be simulated by one or two R′-steps, since
u12v →R′ ur1a2v →R′ ur1r2v. This proves R∗ ⊆ R′∗|.
It remains to show that R′∗| ⊆ R∗. We prove by induction on n that for all x, y ∈ ∗,
x →n
R∪R′ y implies x →∗R y. If a derivation x →nR∪R′ y does not contain any application
of the rule 1 → r1a, then the claim is true since a never occurs (so there is no application
of a2 → r2 either). Otherwise, consider the very ﬁrst application of 1 → r1a, introducing
an occurrence of the letter a. Since y ∈ ∗ and a /∈ , there has to be an application of
a2 → r2 that removes it. Thus the derivation has the form
x →∗R u1v →R′ ur1av →p+qR∪R′ u′a2v′ →R′ u′r2v′ →∗R∪R′ y,
where u, v ∈ ∗, u′, v′ ∈ ( ∪ {a})∗, and ur1 →pR∪R′ u′, v →qR∪R′ 2v′. Then there is a
derivation
x →∗R u1v →qR∪R′ u12v′ →R ur1r2v′ →pR∪R′ u′r2v′ →∗R∪R′ y
that is one step shorter. Thus the claim follows by induction. 
By symmetry, the statement holds true for {2 → ar2, 1a → r1} as well.
Next we show how to simulate one rule that is not inverse context-free by splitting it into
one context-free rule and two inverse context-free rules.
Lemma 19 (Splitting). Let R be a SRS over , and let (x1ax2 → y1zy2) ∈ R with a ∈ ,
xi, yi, z ∈ ∗. Let a1, a2 be two letters not in. The systemR′ over∪{a1, a2} is obtained
from R by replacing this one rule by the set of rules
{a → a1za2, x1a1 → y1, a2x2 → y2}.
Then R∗ = R′∗|.
Proof. Note that letters a1, a2 do not occur elsewhere in R′. Apply chaining w.r.t. letter a1
(Lemma 18) to replace x1ax2 → y1zy2 by the two rules {ax2 → a1zy2, x1a1 → y1}, and
chaining w.r.t. letter a2 to replace ax2 → a1zy2 by the two rules {a → a1za2, a2x2 → y2}.

4.3. Transformation
To prove Theorem 10, we may assume by Lemma 17 that for each left-hand side  of R,
all letters in  are distinct. Further, by Remark 6 we may assume that the precedence > is
total on .
We construct a ﬁnite sequence (i , Si, Ri)i0 where Si and Ri are string
rewriting systems over alphabet i such that S∗i is a ﬁnite substitution. For all i, we will
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ensure that
R∗ = ((S∗0 ◦ · · · ◦ S∗i ) ◦ R∗i )∣∣ .
If Ri is inverse context-free, then the alphabet  = i , the substitution s = S∗0 ◦ · · · ◦ S∗i
and the context-free system C = R−i have the properties that the theorem asserts.
The alphabets i form a monotone sequence  = 0 ⊆ 1 ⊆ · · ·, and we set ¯ =⋃
i0 i . Each i+1 is obtained from i by introducing fresh intermediary letters, that are
‘extensions’ of existing letters. In order to keep track of the ‘origins’ of fresh letters, we use
a function base : ¯→  that is the identity on . We use base as an (alphabetic) morphism
¯
∗ → ∗ and also deﬁne it for rewriting rules and systems by base(→ r) = (base()→
base(r)) and base(R) = {base(→ r) | (→ r) ∈ R}.
Further, we extend the precedence > to ¯, and we require the following compatibility
property for base w.r.t. the precedence: For letters a, b ∈ ¯, if base(a) > base(b) then
a > b. (Note that this does not imply that > is total on ¯.)
The sequence (i , Si, Ri)i0 is deﬁned as follows.
• Choose 0 = , S0 = ∅, and R0 = R.
• Denote byMi the set of inverse context-free rules of Ri , and let Ni denote Ri\Mi . If Ni
is empty, then (i , Si, Ri) is the last element of the sequence.
• By Lemma 21(4), for each (→ r) ∈ Ni , the set maxi () is a singleton. We denote its
single element by max .
Pick a rule (→ r) ∈ Ni such that a = max  is maximal among i (lhs(Ni))modulo
>. Then choose a factorization  = 1a2. Lemma 21(4) guarantees that a > b for each
b ∈ i (12). Call → r the pivot rule, and a the pivot letter.
• Since the pivot rule  → r is not inverse context-free, its right-hand side r has the form
b1zb2 for letters b1, b2 and a string z. As in Lemma 19, obtain R′i from Ri by replacing
the pivot rule  → r with the rules {a → a1za2, 1a1 → b1, a22 → b2}, where a1, a2
are fresh letters. Choose i+1 = i ∪ {a1, a2}. Choose a > a1, a > a2 and ai > b for
each letter b with a > b. Further choose base(a1) = base(a2) = base(a).
• With the notation of Lemma13, deﬁneSi+1 = (R′i )a , andRi+1 = (R′i )a . By construction,
lhs((R′i )a) = {a}. Since (R′i )a ⊆ R′i and R′i is deleting by Lemma 21(3), we conclude
a /∈ i+1(rhs((R′i )a)). So the following are applicable: by Corollary 14, S∗i+1 is a ﬁnite
substitution, and by Corollary 15, Ri+1 is a ﬁnite system.
Lemma 20 (Correctness). For each i (for which the sequence is deﬁned),
R∗ = ((S∗0 ◦ · · · ◦ S∗i ) ◦ R∗i )∣∣ .
Proof. The proof is by induction on i. The equation is trivially true for i = 0; note that
∅∗ is the identity relation. For the induction step, we have R∗i = R′i∗|i by Lemma 19 and
R′i
∗ = (R′i )∗a ◦ (R′i )a
∗ = S∗i+1 ◦ R∗i+1 by Lemma 13. Thus
R∗ = (S∗0 ◦ · · · ◦ S∗i ◦ R∗i )∣∣
= (S∗0 ◦ · · · ◦ S∗i ◦ (S∗i+1 ◦ R∗i+1)|i )∣∣
= (S∗0 ◦ · · · ◦ S∗i ◦ S∗i+1 ◦ R∗i+1)∣∣ . 
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To prepare for the termination proof, we investigate invariant properties of the decompo-
sition sequence constructed by the algorithm.
Lemma 21 (Invariants). The following conditions hold for each i:
(1) Si is deleting (w.r.t. > on i), and
(2) base(Ri) is deleting (w.r.t. > on 0). By compatibility, Ri is deleting (w.r.t. > on i)
as well.
(3) R′i is deleting (w.r.t. > on i+1).
(4) For each (→ r) ∈ Ri , all positions in  have pairwise distinct bases. Since> is total
on , it follows that maxi () is a singleton.
(5) The pivot letter a does not occur in rhs(Ni). As a consequence, the substitution S∗i+1 is
the identity on rhs(Ni).
Proof. We use simultaneous induction on i. For i = 0, Claims (1), (2), and (4) are true by
assumption. Let (1a2 → b1zb2) ∈ Ni be the pivot rule in step i.
We verify (1). Since Si+1 = (R′i )a ⊆ R′i , the claim follows from (3).
Now we prove (2). If (′ → r ′) ∈ Ri+1 = (R′i )a , then there is some rule (′ → r ′′) ∈ R′i
such that  = a and r ′ ∈ (R′i )∗a(r ′′) = S∗i+1(r ′′). Consider the following cases.
The rule ′ → r ′′ coincides with 1a1 → b1: By (2), base(1a2 → b1zb2) is deleting,
so by (4) we get base(a1) = base(a) > base(b1), thus base(1a1 → b1) is deleting; note
that b1 = a implies r ′ = r ′′. (Analogously for the rule a22 → b2.) If (′ → r ′′) ∈ Ri ,
then base(′ → r ′′) is deleting by (2). In case (′ → r ′′) ∈ Ni we know r ′ = r ′′ by
(5), so let (′ → r ′′) ∈ Mi . If r ′′ = a, then again r ′ = r ′′. Otherwise assume r ′′ = a.
Since Si+1 is deleting, we have base(a)base(b) for each letter b in r ′. (Since > is total
on , base(a)base(b) implies base(a) < base(b), and thus a < b by compatibility,
a contradiction to the fact that b occurs in r ′ ∈ S∗i+1(a) with Si+1 deleting.) Therefore,
base(′ → r ′) is deleting.
As for (3), we have R′i = Ri\{1a2 → b1zb2}∪ {a → a1za2, 1a1 → b1, a22 → b2}.
By construction of the extended ordering, a > a1 and a > a2. By maximality of a in 1a2,
we have a > z. This implies that the three rules in R′i\Ri are deleting. As Ri is deleting by
(2), the claim follows.
For (4), observe that lhs(Ri+1) ⊆ lhs(R′i ) ⊆ lhs(Ri)∪ {a, 1a1, a22}. Since base(ai) =
base(a), and both base(1a1) and base(a22) are factors of the string base(1a2) ∈
base(lhs(Ri)), the claim now follows by induction.
We now prove (5). Assume there is some rule (x → y) ∈ Ni with a ∈ i (y). Since
Ni ⊆ Ri is deleting by (2), there is some letter b ∈ i (x) with b > a, contradicting the
choice of a as a maximal element among i (lhs(Ni)). 
Denote by (Ni) the multiset {base(maxi ()) | (→ r) ∈ Ni}. Recall that the multiset
extension of < (deﬁned as >−) is <mset. Note that <mset is not the same as (>mset)−.
Lemma 22 (Termination). For each i, (Ni) <mset (Ni+1).
Proof. Let (1a2 → b1zb2) ∈ Ni be the pivot rule in step i. Consider a rule (′ →
r ′) ∈ Ni+1\Ni . By Lemma 21(5), there is a rule (′ → a) ∈ Ri such that r ′ ∈ S∗i+1(a).
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Since base(Ri) is deleting by Lemma 21(2), and all letters in ′ have distinct bases by
Lemma 21(4), we have max base(i (′)) > base(a). So when comparing the multisets
(Ni) and (Ni+1), we see that the multiplicity of base(a) has decreased by one, while
(possibly) multiplicities of letters > base(a) have increased. 
By construction,< is well-founded on  (there is no inﬁnite ascending chain x0 < x1 <
· · ·). Therefore, also the multiset extension of < is well-founded. This implies that there is
no inﬁnite chain base(N0) <mset base(N1) <mset · · ·, so the algorithm must stop. When it
stops, we have Ni = ∅, establishing the theorem.
Example 23. For the rewriting system from Example 7, the algorithm produces the
following sequence:
i Pivot rule Si Mi Ni
0 ∅ {bd → d, d → } {ba → cb, cd → de}
1 ba → cb {a → a1a2}
{
bd → d, d → ,
ba1 → c, a2 → b
}
{cd → de}
2 cd → de {c → c1c2}


bd → d, d → ,
ba1 → c, a2 → b,
c1 → d, c2d → e

 {ba1 → c1c2}
3 ba1 → c1c2 {a1 → a1,1a1,2}


bd → d, d → ,
ba1 → c, a2 → b,
c1 → d, c2d → e,




Here, the chain base(Ni) <mset · · · <mset base(N3) is
{a, c} <mset {c} <mset {a} <mset ∅.
We have implemented the above algorithm as part of the system Matchbox, see
Section 6.6.
5. A normal form for deleting systems
In this section, a simple normal form result for string rewriting systems is presented.
Auxiliary letters always enable us to obtain a system that is the union of a context-free
system (rules with ||1) and an inverse context-free system (rules with |r|1), and that
is equivalent to the original system in that the corresponding rewrite relations coincide on
the original alphabet. We observe that a suitable transformation of that kind preserves the
deleting property.
Deﬁnition 24. Let a rule → r be called trim if ||1 and |r|2, or if ||2 and |r|1.
A string rewriting system is trim if all its rules are trim.
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Repeated application of splitting (Lemma 19) yields the following normal form result
for string rewriting systems, deleting or not.
Proposition 25. For each string rewriting system R over  there is a trim system T over
an extended alphabet such that R∗ = T ∗|. If R is deleting, then T is deleting as well.
Proof. Construct T by repeating the following transformation step. Pick a non-trim rule
x → y. If x = , thus |y|3, apply Lemma 18 to the factorization y = y1y2 with |y1| = 1,
i.e., replace the chosen rule with { → y1a, a → y2}, where a is a fresh letter. If x = ,
choose a factorization (x → y) = (x1ax2 → y1y2) according to the strategy explained
below. Then apply Lemma 19 in the special case where z = , i.e., replace the chosen rule
with {a → a1a2, x1a1 → y1, a2x2 → y2} with fresh letters ai .
Consider the multiset N = {|| + 2|r| | ( → r) is a non-trim rule} before the replace-
ment, and the corresponding multiset N¯ afterwards. It is easily veriﬁed that in all cases
N >mset N¯ holds, provided we comply with the following transformation strategy. Hence
the transformation process terminates.
Case 1: If |y|2, choose any factorization with |y1| = 1.
Case 2:Assume |y|1 and |x|3. (i) In case y =  choose any factorization x = x1ax2
with x1 =  and x2 = . (ii) In case |y| = 1, choose either x = ax2, y1 = y and y2 = , or
choose x = x1ax2 with x1 = , y1 =  and y2 = y. The different possibilities in case (ii)
are relevant only for deleting systems, as we will explain now.
Suppose R is deleting for a precedence >. Note that rules of the form  → y are not
deleting. By Remark 6 we may assume that this precedence is total on . We extend it to a
total precedence in each transformation step by choosing the factorization x1ax2 → y1y2
in such a way that a is maximal in the left-hand side, except in case 2(i). Then the resulting
system is deleting if the precedence is extended by a > a1 > a2 > b for a > b. 
In particular, any trim rewriting system is the union of a context-free system and an
inverse context-free system. If additional conditions guarantee that one of the two parts can
be avoided thenwe have a system that preserves context-freeness or regularity, respectively.
6. Applications
Many of the well-known results concerning classes of regularity preserving rewriting
systems can be obtained as corollaries. Here, we sketch a few applications of this kind.
We show that regularity is preserved under preﬁx rewriting, under transductions, and under
monadic rewriting. The simplicity of our approach is substantiated by the fact that also
combinations of these rewriting mechanisms can easily be handled. Further, we shortly
describe a more recent application in the area of automated termination proofs for string
rewriting.
In order to deﬁne preﬁx and sufﬁx rewriting systems, consider a version of Post’s canon-
ical systems [16] (with single premise rules).We need a set X of variables, disjoint from the
underlying alphabet . Here, a substitution is a mapping : X → ∗, extended to X ∪ 
by (a) = a for a ∈ , and extended to (X ∪ )∗ as a morphism. A canonical system is a
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set of rules C ⊆ (X ∪ )∗ × (X ∪ )∗, inducing a rewrite relation→C on ∗ by x →C y
iff x = () and y = (r) for some rule → r in C and some substitution .
A preﬁx rewriting system is a canonical system with rules of the form  → r with
 ∈ X and , r ∈ ∗. Symmetrically, a sufﬁx rewriting system allows rules of the form
→ r , and amixed preﬁx/sufﬁx system allows both forms.A (standard) rewriting system
has rules of the form 12 → 1r2 with i ∈ X and , r ∈ ∗; as before, such a rule is
written as → r .
6.1. Preﬁx rewriting
For a given preﬁx rewriting system P we deﬁne a (standard) rewriting system P over
 ∪ {} (assuming  /∈ ) by
P = {→ r | (→ r) ∈ P }.
Note that P is -deleting. Now, as is easily seen, for any language L ⊆ ∗ we have
∗ · P ∗(L) = P ∗(∗ · L),
thus P ∗(L) = 	(P ∗(∗ · L)), where 	 : ( ∪ {})∗ → ∗ is the projection morphism
induced by 	 :  → , a → a (a = ). As a consequence, regularity of L implies
regularity of P ∗(L) by Corollary 11, a theorem due to Büchi [4].
6.2. Mixed preﬁx and sufﬁx rewriting
LetM be a mixed preﬁx/sufﬁx rewriting system over . As a direct generalization of the
previous construction, deﬁne the -deleting rewriting system
M = {→ r | (→ r) ∈ M} ∪ {→ r | (→ r) ∈ M}.
Then, for L ⊆ ∗,
∗ ·M∗(L) ·∗ = M∗(∗ · L ·∗),
thus M∗(L) = 	(M∗(∗ · L · ∗)). Again, M∗(L) is regular if L is regular. This is a
particular case of a result by Büchi and Hosken [6] and Kratko [14], cf. Büchi [5].
6.3. Transducers
A (rational) transducer (see e.g. [1] or [19]) with states Q (a ﬁnite set), input alphabet 
and output alphabet  is a string rewriting system T ⊆ Q ·∗ ×∗ ·Q. The transduction
induced by T with initial states I ⊆ Q and ﬁnal states F ⊆ Q is the mapping T [I, F ] :
∗ → 2∗ with T [I, F ](x) = {y ∈ ∗ | ∃i ∈ I, f ∈ F : ix →∗T yf }. This mapping is
extended to languages L ⊆ ∗ by T [I, F ](L) =⋃x∈L T [I, F ](x). Observe that
T [I, F ](L) = (T ∗(I · L) ∩ ∗ ·Q)/F,
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where / denotes the right quotient operation.Wewill demonstrate that regularity ofL implies
regularity of T [I, F ](L), again using Corollary 11. For this purpose, deﬁne the rewriting
system
T = {→ r | (→ r) ∈ T }
over  ∪  ∪Q ∪ {}, again a -deleting system. Then
T ∗(I · L) ∩ ∗ ·Q = T ∗(I · 	−1 (L)) ∩ ∗ ·Q,
thus T [I, F ](L) is regular if L is regular.
6.4. Monadic rewriting
For a monadic system N, deﬁne a -deleting system
N = {h(x)→  | (x → ) ∈ N} ∪ {h(x)a → b | (xa → b) ∈ N, a, b ∈ }
over  ∪ {} ( /∈ ), where h : ∗ → ( ∪ {})∗ is the morphism induced by
h : a → a. For L ⊆ ∗ we get
N∗(L) = 	(N∗(h(L))),
where the projection 	 is deﬁned analogously to 	. (Prove, for x, y ∈ ∗, 	(h(x)) =
x, and x →N y iff h(x) →N h(y).) Thus regularity of L implies regularity of N∗(L),
see [2].
6.5. Mixed preﬁx, sufﬁx, and monadic rewriting
Let R = M ∪ N be the union of a mixed preﬁx/sufﬁx system M and a monadic system
N over . In this case, we need two different symbols , /∈ . Combining the above
constructions, let R = M ∪N with
M = {h()→ h(r) | (→ r) ∈ M}
∪ {h()→ h(r) | (→ r) ∈ M}.
Let 	 be the projection 	 :  → , → , a → a (a ∈ ). Then, for L ⊆ ∗,
R∗(L) = 	(R∗(∗ · h(L) ·∗)).
Since R is >-deleting for the precedence  >  > a (a ∈ ), once again regularity of L
implies regularity of R∗(L).
6.6. Match-bounded rewriting
An important application of deleting rewriting systems is in match-bounded rewriting,
see [9,10]. A derivation is match-bounded if dependencies between rule applications are
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limited. To make this precise, we annotate positions in strings by natural numbers that
indicate their match height. Positions in a reduct will get height h+ 1 if the minimal height
of all positions in the corresponding redex was h.
Given an alphabet , deﬁne the morphisms liftc : ∗ → ( ×N)∗ for c ∈ N by liftc :
a → (a, c), base : (×N)∗ → ∗ by base : (a, c) → a, and height: (×N)∗ → N∗ by
height : (a, c) → c. For a string rewriting system R over  such that  /∈ lhs(R), we deﬁne
the rewriting system
match(R) = {′ → liftc(r) | (→ r) ∈ R, base(′) = , c = 1+min(height(′))}
over the alphabet ×N. For instance, the system match({aa → aba}) contains the rules
a0a0 → a1b1a1, a0a1 → a1b1a1, a1a0 → a1b1a1, a1a1 → a2b2a2, a0a2 → a1b1a1, . . . ,
writing xc as abbreviation for (x, c). Note that match(R) is inﬁnite for non-empty R. Denote
by matchc(R) its ﬁnite restriction to × {0, 1, . . . , c}.
A string rewriting system R over  is called match-bounded if  /∈ lhs(R) and if, for
some c ∈ N, max(height(x))c for every x ∈ match(R)∗(lift0(∗)). In this case we have
match(R)∗(lift0(∗)) = matchc(R)∗(lift0(∗)).
The connection to deleting rewriting is this: For each c, the system matchc(R) is >-
deleting for the precedence given by (x, c) > (y, d) iff c < d. This implies that results for
deleting systems can be applied to match-bounded systems: If R is match-bounded, then R
has linearly bounded derivational complexity, R∗ preserves regularity, and R−∗ preserves
context-freeness. Further, it is decidable whether R is match-bounded by a given number c.
For instance, the system {aa → aba} is match-bounded by 2.
We have implemented the corresponding algorithms in the program Matchbox. It can
be accessed via a CGI interface at
http://theo1.informatik.uni-leipzig.de/matchbox/
Its Haskell source is available.
As another example, consider Zantema’s system {a2b2 → b3a3}. Our program can verify
that it is match-bounded by 4, thus giving the ﬁrst fully automated termination proof for
that system.
Remark 26. Our notion of match-bounded rewriting was inspired by Ravikumar [17],
who showed that change-bounded string rewriting systems preserve regularity. Similar to
match(R), he deﬁned the system change(R) over alphabet  × N to consist of all rules
(a1, n1) · · · (ap, np) → (b1, n1 + 1) · · · (bp, np + 1) for which a1 · · · ap → b1 · · · bp is
in the system R over . This deﬁnition, however, is only meaningful for length-preserving
systems (i.e., where || = |r| for each rule  → r). For this particular class of systems it
can be shown that match-boundedness actually coincides with change-boundedness.
7. Discussion
Here, we discuss some conceivable variants of Deﬁnition 5, and show why they have to
be abandoned.
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First observe that length-preserving rewriting systems (where || = |r| for each rule
 → r) do not necessarily preserve regularity. The generic example for this case is the
‘bubble sort’ system B = {ba → ab}. Here we have w →∗B a|w|a b|w|b for w ∈ {a, b}∗,
thus B∗((ab)∗) ∩ a∗b∗ = {anbn | n0}, a language that is not regular.
Neither do length-reducing rewriting systems (where || > |r| for each rule  → r)
preserve regularity: Modify bubble sort by introducing ‘food’ that is consumed in each
bubble step.We have to ensure that food (the letter c) can move to any place, and we feed at
the right end of the string. For the resulting system B1 = {bac → ab, acc → ca, bcc →
cb} we have B∗1 ((ab)∗c∗) ∩ a∗b∗ = {anbn | n0}. This system is extracted from an
example by Otto [15], where it is shown that even additional constraints such as conﬂuence
are not sufﬁcient to make the property of preserving regularity decidable.
We have seen in Example 8 that all -deleting systems are deleting. Here, weakening the
requirement || > |r| = 0 into || > |r| for rules → r , we can no longer guarantee
regularity preservation, as the system B1 reveals (take  = {c}).
Finally, how about using the multiset extension >mset of a precedence > instead of
the extension >set? A ﬁrst variant would be to require mset() >mset mset(r) for each
rule  → r , which is again rendered impossible by system B1. As a second variant, we
call a system >-multiset-deleting if () >mset (r) for each rule  → r , where sets of
letters are used, but compared as multisets. Note that multiset-deleting systems can contain
arbitrary rules  → r with (r)(). In order to verify that also this deﬁnition doesn’t
serve our purpose, consider the system B2 = {bac → ab, acc¯ → ca, ac¯c → c¯a, bcc¯ →
cb, bc¯c → c¯b}, a variant of B1. This system is not deleting in the sense of Deﬁnition 5
(the second and third rule would require c¯ > c > c¯), but it is >-multiset-deleting, no
matter which precedence is chosen. Nevertheless, B2 does not preserve regularity since
B∗2 ((ab)∗{c, c¯}∗) ∩ a∗b∗ = {anbn | n0}. (Show ∀n ∃w ∈ {c, c¯}∗ : (ab)nw →∗B2 anbn.
Use the fact that vh2|v|(c) →∗B2 cv for v ∈ {a, b}∗ (analogously for c¯), where h is the
morphism h : c → cc¯, c¯ → c¯c.)
8. Conclusion
We have shown that deleting systems can be reduced (by two rational transductions) to
inverse context-free systems. This implies regularity preservation in one direction (our new
result), and context-freeness preservation in the other (Hibbard’s result [12]). We have also
shown that many well-known classes of regularity preserving string rewriting systems can
be reduced (again, by rational transductions) to deleting systems. This indicates that our
result is not just a coincidence, but rather deleting systems and regularity preservation seem
to be intrinsically related.
Our work contributes to linking rewriting theory, in particular termination orderings, and
formal language theory.We aim at extending this approach to include term rewriting as well.
Here, the question of regularity preservation, and the related tree automata constructions,
constitute an active ﬁeld of research, see Tison [18] for a survey. The challenging problem
at this point is to generalize deleting string rewriting to deleting term rewriting such that
preservation of regularity or context-freeness respectively for the corresponding classes of
tree languages is obtained.
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