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ABSTRACT
In recent decades, Antarctic sea ice has expanded slightly while Arctic sea ice has contracted dramatically.
The anthropogenic contribution to these changes cannot be fully assessed unless climate models are able to
reproduce them. Process-based evaluation is needed to provide a clear view of the capabilities and limitations
of such models. In this study, ice concentration and drift derived from AMSR-E data during 2003–10 are
combined to derive a climatology of the ice concentration budget at both poles. This enables an observational
decomposition of the seasonal dynamic and thermodynamic changes in ice cover. In both hemispheres, the
results show spring ice loss dominated by icemelting. In other seasons ice divergencemaintains freezing in the
inner pack while advection causes melting at the ice edge, as ice is transported beyond the region where it is
thermodynamically sustainable. Mechanical redistribution provides an important sink of ice concentration in
the central Arctic and around the Antarctic coastline. This insight builds upon existing understanding of the
sea ice cycle gained from ice and climate models, and the datasets may provide a valuable tool in validating
such models in the future.
1. Introduction
Satellites have played a key role in monitoring decadal
changes in the sea ice cover, most notably in the passive
microwave record of near-daily ice concentration fields
since 1978. During this period, Antarctic sea ice has ex-
panded slightly while Arctic sea ice has contracted dra-
matically (Parkinson 2014). These high-profile changes
raisemany questions: Are they anthropogenic or natural?
What is the role of ice–climate feedbacks? Why are the
two poles so different? Are the changes predominantly
dynamic or thermodynamic in origin?
Such questions can be answered using a climate
model, but only if its capabilities and limitations are
understood. In the Arctic, CMIP5 models typically
feature a slower decline than observed (Stroeve et al.
2012). In the Antarctic, the models produce ice loss of a
similar magnitude to the Arctic, in contrast to observa-
tions (Zunz et al. 2013). However, in both hemispheres
the range of CMIP5 simulations does encompass the
observed trends. Free-running ice–ocean models forced
by atmospheric reanalyses can reproduce the trends in
detail (Holland et al. 2014; Lindsay et al. 2009). How-
ever, the reanalyses use ice observations in their surface
boundary conditions, fixing a ‘‘shadow’’ of the ice cover
into the near-surface atmospheric fields. The forced
model has to match these fields, and so could produce
the right ice extent for the wrong reason. Models that
assimilate data can achieve an excellent fit to observa-
tions (Massonnet et al. 2013; Schweiger et al. 2011), but
most introduce unphysical corrections that do not satisfy
the underlying model equations. In all cases, state vari-
ables such as ice extent can match observations even
though the processes governing that variable are in-
correct; models may contain compensating errors.
This study combines ice concentration and drift data
to map the observed dynamic and thermodynamic
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contributions to the seasonal cycle of ice concentration
at both poles (Holland and Kwok 2012). This offers in-
sight into the processes governing the ice cover and can
also be useful in diagnosing model failings by revealing
compensating errors (Lecomte et al. 2016, manuscript
submitted to Ocean Modell.; Uotila et al. 2014). For
example, Uotila et al. (2014) showed that their model
had a realistic seasonal cycle in Antarctic ice extent
despite underestimating thermodynamic ice growth by a
factor of 3; this error was compensated by excessive ice
advection.
Previous studies have decomposed the ice volume and
concentration budgets in model results, yielding signifi-
cant insight into seasonal and decadal changes (e.g.,
Holland et al. 2010). In both hemispheres, ice growth is
sustained by divergence from coastlines, and melting
occurs at the ice edge as ice is advected beyond the re-
gion where it is thermodynamically sustainable (Bitz
et al. 2005; Lindsay and Zhang 2005). Modeled ice
trends at both poles have also been divided into their
dynamic and thermodynamic components (Holland
et al. 2014; Lindsay and Zhang 2005). This study aims to
provide observational evidence to validate such studies.
2. Method
Changes in ice concentration are caused by dynamic
and thermodynamic processes, which we separate using
the technique of Holland and Kwok (2012) to de-
compose the governing equation for ice concentration:
›C
›t
1=  (uC)5 f
C
2 r . (1)
We refer to ›C/›t as ice ‘‘intensification’’ (Holland 2014).
Intensification and ice concentration flux divergence on
the left-hand side of this equation are determined by
combining satellite-derived ice concentration (C) and
drift (u), and the total residual on the right-hand side
represents thermodynamic melting/freezing (fC) and
mechanical redistribution (r). The latter refers to mass-
conserving processes such as ridging and rafting that
thicken the ice at the expense of ice concentration, and is
hereafter referred to as ‘‘ridging’’ for simplicity. It is in-
structive to separate the flux divergence into ‘‘advection’’
and ‘‘divergence,’’ so the data are used to determine four
terms:
›C
›t
52u  =C2C=  u1 residual , (2)
where the residual combines thermodynamics and ridg-
ing. We adopt the sign convention that positive values of
all terms are associated with an increase in ice cover.
We apply this methodology using daily ice concen-
tration derived from AMSR-E brightness temperatures
on a 12.5-km grid using the Enhanced NASA Team al-
gorithm (Cavalieri et al. 2014). Ice drift is derived using a
cross-correlation technique (Kimura and Wakatsuchi
2011; Kimura et al. 2013) applied toAMSR-E brightness
temperatures at 10-km resolution. This results in daily
drift fields at 60-km resolution, so concentration data are
binned onto this grid to derive budget terms. Antarctic
ice drift and wintertime Arctic drift are derived using
36-GHz channels, while Arctic summertime drift
(April–October) are derived using 18-GHz channels
to maximize data quality and coverage (Kwok 2008).
Noise in ice drift fields is amplified in the divergence
term, so we smooth ice drifts with a 7 3 7 cell square-
window filter.
Mean seasonal ice concentration and drift from
these data products are shown in Figs. 1 and 2. Many
other datasets are available, and the different products
have been intercompared in several previous studies
(e.g., Ivanova et al. 2015; Sumata et al. 2015). In the
supplementary material we assess the uncertainty in our
budgets by recalculating them using different ice con-
centration and drift datasets. Our reference datasets are
chosen on the basis that they offer high-resolution year-
round coverage at both poles for sufficient years to
calculate a budget climatology.
For each day, intensification is calculated as a central
difference in time between concentration fields from the
day after and the day before, while advection and di-
vergence are calculated daily using central differences in
space and then averaged over the same 3-day period to
obtain a consistent time stamp. The residual in (2) is the
difference of these three terms. The terms are calculated
daily for all whole years that AMSR-E operated, 2003–
10, and the daily data are then averaged together to
create a seasonal climatology for each pole (Figs. 3 and
4). For consistency between poles, seasons are defined
such that winter is centered on the month of maximum
ice area in each hemisphere. Since the Antarctic spring
ice contraction is faster than its autumn expansion, the
Antarctic ‘‘summer’’ season defined here actually
includes a month of ice growth (April).
The tracking procedure does not capture drift near the
ice edge, so we can only decompose the concentration
budget for intensification in the interior ice pack. The
neglected intensification is only a small fraction of the
intensification calculated from all ice concentration data.
This neglected intensification also has identical spatial
patterns to the interior intensification, so we believe that
our budget decomposition is applicable throughout.
Nevertheless, it is important to emphasize that the in-
tensification shown in Figs. 3 and 4 is incomplete; it is the
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average of only the ›C/›t for which we have sufficient ice
concentration and drift data to calculate all terms in the
budget. The ice drift data are missing only at the ice
edge, but this can affect the budgets everywhere because
the ice edge moves through the seasonal mean fields.
3. Results
a. Antarctic
We consider first the Antarctic ice concentration bud-
get (Fig. 3). The top row shows intensification (›C/›t),
which is the sum of the other three rows. Little in-
tensification occurs in winter as a result of our definition
of the seasons. The ice recedes rapidly in spring and ex-
pands more slowly in summer and autumn. In all seasons,
advection (2u  =C) causes intensification in areas of
strong ice transport down concentration gradients, such
as the Ross, Weddell, and Cooperation Seas (Fig. 1). In
winter, advection weakly opposes expansion in the Bel-
lingshausen and Dumont D’Urville Seas, which experi-
ence an ice concentration source from convergence
(a positive value of the divergence term 2C=  u). In
most regions, divergence causes an ice concentration sink
in the inner pack throughout the year.
The residual represents the net concentration source
from thermodynamics and ridging. It is complex to in-
terpret because concentration gain by freezing is offset
by concentration loss from melting or ridging, and the
residual reflects the net change during a season. A pos-
itive (negative) residual measures the amount by which
total freezing is larger (smaller) than total melting and
FIG. 1. Seasonal meanAntarctic sea ice concentration and drift calculated fromAMSR-E data for 2003–10. Drift
vectors are shown every third data point. WS–Weddell Sea; CS–Cooperation Sea; DS–Dumont D’Urville Sea; RS–
Ross Sea; BS–Bellingshausen Sea.
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ridging. We argue that ridging may only dominate where
the residual is negative (a concentration sink), ice drift is
convergent, and ice concentration is high (.90%). Ma-
genta contours in Fig. 3 encircle areas that satisfy these
criteria, suggesting that thermodynamics overwhelmingly
dominates the residual. During summer, autumn, and
winter, the residual is largely a concentration source,
implying a dominance of freezing. This freezing is partly
related to intensification (increase in ice concentration)
and partly related to divergence (maintenance of existing
ice cover). The negative residual in spring represents
melting, since ice drift is divergent and concentration is
low (Fig. 1). Negative ice-edge residuals in autumn and
winter largely represent melting, despite some conver-
gencewhere ridgingmay dominate. Thismelting suggests
that ice drifts equatorward beyond the region where it is
thermodynamically sustainable, as determined by me-
ridional gradients in ocean properties and incoming ra-
diation (Bitz et al. 2005; Martinson and Iannuzzi 1998).
Areas of negative residual also occur near the coast in
autumn and winter in the Ross, Bellingshausen, and
Weddell Seas and East Antarctica. These are areas of
convergencewithin a full ice cover during cold seasons, so
the residual is dominated by ridging as ice is compressed
against the coast (Uotila et al. 2014).
For both poles, Fig. 5 shows the mean annual cycle in
total ice area (the integral of ice concentration C; units
are 106 km2 or Mkm2), ice expansion (the area integral
of intensification ›C/›t; Mkm2 yr21; Holland 2014), and
the thermodynamic and dynamic constituents of ex-
pansion. The daily budget terms are first averaged into a
monthly climatology, and then these monthly fields are
FIG. 2. As in Fig. 1, but for Arctic sea ice. BeS–Bering Sea; OS–Sea of Okhotsk; CS–Chukchi Sea; KS–Kara Sea;
BaS–Barents Sea; GS–Greenland Sea; LS–Labrador Sea; BB–Baffin Bay; BuS–Beaufort Sea.
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spatially integrated. Integrated over the hemisphere,
expansion should equal the residual (primarily ther-
modynamics) because the dynamic terms integrate to
zero; lateral transports redistribute ice concentration
but do not create or destroy it. Therefore, to illustrate
the magnitude of ice transports, we plot area integrals
of the positive (dy1) and negative (dy2) parts of the
ice concentration flux divergence2= (uC) (the sum of
advection and divergence). There is a small difference
between expansion and residual in our calculations
(hence an inequality between dy1 and dy2) because
inaccuracy and missing values in the source data
imply a net convergence or divergence on hemispheric
integration.
FIG. 3. Components of the seasonal mean Antarctic sea ice concentration budget for 2003–10. See sections 2 and 3 for a full description
of the terms. The rows are seasonal means of: intensification (›C/›t); advection (2u  =C); divergence (2C=  u); residual (thermody-
namics and ridging). The top row is the sum of other rows. The sign convention is that all positive terms are a source of ice. Colors saturate
when ice appears or disappears completely within a season (100% concentration change over one quarter of a year). Themagenta contour
in the bottom row encircles areas where ridging may dominate the residual according to the criteria of negative residual (a concentration
sink), convergent ice drift, and concentration . 90%.
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In Antarctica, relatively slow thermodynamic ex-
pansion occurs for an extended period in summer and
autumn, while relatively rapid thermodynamic con-
traction occurs in spring. Dynamic transports follow
the same cycle as ice area, strongest in autumn and
winter when ice concentration and its gradients are
highest and ice drift and its divergence are strongest
(Figs. 1 and 3). Dynamic transports are important in
nonsummer months and larger than thermodynamic
expansion during winter. Figure 5 also shows that the
interannual variability of all terms is a small fraction of
their mean value.
It is informative to compare the modeled ice volume
budget of Bitz et al. (2005) to our observed concentration
budget. Modeled spring ice loss is also dominated by
thermodynamics, with autumn and winter growth con-
trolled by freezing and dynamics. The model has a source
at the ice edge due to convergence, but proportionately
less net melting there than our observed budgets. This
could be a difference between concentration and volume
budgets, or ambiguity in our residual. The model has
rapid divergence-led ice growth in a band encircling the
Antarctic coast, which does not appear in our budget.
In reality, Antarctica is surrounded by small, localized
FIG. 4. As in Fig. 3, but for Arctic sea ice.
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polynyas that extend up to ;100km from the coast
(Tamura et al. 2008) and are therefore not resolved by
our budget calculations.
b. Arctic
The Arctic ice cover also melts rapidly in spring and
expands in late summer and autumn (Figs. 4 and 5).
Advection extends the ice equatorward at the ice edge,
most notably in the Bering and Barents Seas and the
East Greenland and Labrador Currents, which are only
marginally resolved (Fig. 2). Persistent strong di-
vergence occurs in many regions, including the Beau-
fort, Bering, and Kara Seas, northwest Greenland, and
Baffin Bay, primarily in autumn and winter.
The residual fields are consistent with a dominance of
ridging in the central Arctic, surrounded by thermody-
namic change in the seasonal ice zone. The central Arctic
features high ice concentrations and weak convergence
(;50%yr21), which implies a residual ice sink of the
same magnitude. Since it is unlikely that this sink repre-
sents melting in winter, we attribute it to a dominance of
ridging. Ridging may also be dominant in fast-moving ice
around the margin, such as north of Svalbard and east of
Greenland. Elsewhere the residual is clearly dominated
by thermodynamics, with widespread melting in spring
and freezing in other seasons. In common with the Ant-
arctic, equatorward advection is associated with melting.
Our observed Arctic ice concentration budget is
broadly consistent with the model ice volume budgets of
Bitz et al. (2005) and Lindsay and Zhang (2005), which
show freezing near coastlines and dynamic ice fluxes and
melting at unbounded ice edges. Bitz et al. (2005) con-
clude that ocean heat content is amajor limitation on the
ice edge in the Greenland and Barents seas, which is
consistent with our derivation of year-round melting in
these regions. We again expect our budget to miss im-
portant polynyas around the coastline, which appear in
the models. There is also significant thermodynamic ice
thickening in the modeled ice pack, which will not be
manifest in our concentration budgets.
TheArctic ice cover and its expansion rate are smaller
than their Antarctic counterparts, and more symmetri-
cally distributed through the year (Fig. 5). The rate of
expansion varies during autumn as the ice edge interacts
with landmasses (Figs. 4 and 5). Dynamic transports
feature a background level of convergence in the central
Arctic throughout the year, increasing in magnitude in
late autumn andwinter when the equatorward boundary
currents are strongest (Fig. 2).
4. Conclusions
This study presents the first observed seasonal cli-
matology of the sea ice concentration budget at both
poles. In both hemispheres, ice dynamics are less im-
portant during spring, when melting dominates the
concentration budget, but in other seasons dynamics
becomemore important and ice is advected significantly
beyond the region where it is thermodynamically sus-
tainable. In the inner pack, freezing is sustained by ice
divergence. In the Antarctic, equatorward transport
creates zonal bands of freezing to the south and melting
to the north, while the Arctic hosts freezing at higher
latitudes and melting in southward coastal currents.
Some of these features have been previously demon-
strated in model ice volume budgets, so this study pro-
vides an observational validation and extension of those
results. We also find that the overall strength of dynamic
ice transport follows the seasonal variation of ice area,
peaking in winter, while thermodynamic expansion is
the temporal derivative of ice area and therefore peaks
in autumn and spring. Mechanical redistribution pro-
vides the dominant sink of ice concentration around the
Antarctic coastline and in the central Arctic. The sup-
plementary information assesses the uncertainty in the
derived budgets by repeating the calculations with dif-
ferent datasets for ice concentration and drift. The
conclusions are found to be robust to this change.
FIG. 5. Monthly climatologies of ice area (right axis) and the ice
concentration budget (left axis) integrated over each hemisphere.
See sections 2 and 3 for a full description of the terms. Area: total
ice area (integral of C); exp: expansion (integral of ›C/›t); res:
integral of residual (primarily thermodynamic change); dy1/dy2:
spatial integrals of the positive and negative parts of ice concen-
tration flux divergence 2= (uC). Note the differences in scale
between poles. Error bars show the range of interannual variability
within the record at the summer minimum and winter maximum.
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The results have several important implications. De-
rived thermodynamic changes identify an observational
map of the locations of brine rejection and meltwater
input that provide buoyancy forcing to the world’s
oceans. Derived boundaries between wintertime freez-
ing and melting are dictated by ocean and atmospheric
heat fluxes (Bitz et al. 2005; Martinson and Iannuzzi
1998), and the ice edge is governed by advection across
this line. Perhaps themost important future use for these
data lies in the quantitative comparison of observed and
modeled ice concentration budgets. If modeled ice
concentration fields do not match observations, our
budget data can be used to isolate the origin of the
problem within seasonally varying dynamic and ther-
modynamic processes. The technique can also identify
where model agreement with observations is a result of
compensating errors (Lecomte et al. 2016, manuscript
submitted to Ocean Modell.; Uotila et al. 2014).
The short period of AMSR-E data means we cannot
examine long-term trends, but we can consider anoma-
lies within the record. We use the 2007 Arctic summer
minimum as a test case to determine the minimum av-
eraging period over which a useful budget signal ap-
pears. During this anomaly, anticyclonic winds over the
Canada Basin drove significant ice loss. Observations
(Kwok 2008) and model budgets (Lindsay et al. 2009;
Zhang et al. 2008) show that thermodynamic forcing
accounted for 70%–85% of the ice area loss. Monthly-
mean budget anomalies (Fig. 6) are consistent with this
explanation, with a strong correspondence between in-
tensification and residual anomalies in a region where
the residual is governed by thermodynamics. Advective
anomalies occur during July–October, but are offset
locally by convergence. Ice velocity divergence provides
the largest source of noise in these anomalies, and in-
deed in the climatological fields. Since the summer 2007
minimum is one of the largest anomalies on record, and
its decomposition is still only marginally captured by the
method, we regard one month as being the shortest av-
eraging period over which the budget decomposition
contains a useful signal.
All of our conclusions are limited by the fact that
this is an ice concentration, not volume, budget. This
complicates the interpretation of the residual and
precludes any quantification of accompanying fresh-
water fluxes. The ultimate aim of this work must be to
observationally distinguish dynamic and thermody-
namic ice volume trends at both poles, a task that re-
mains challenging due to the limited coverage of ice
thickness and drift observations.
FIG. 6. Arctic concentration budget anomalies in the summer of 2007. For each budget component for each month, the panel shows the
values in 2007 minus the 2003–10 mean. The magenta contour in the bottom row encircles areas where ridging may dominate the residual
according to the criteria of negative residual, convergent drift, and concentration . 90%; these criteria are applied to the full monthly
fields, not anomalies.
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