Let Y 1 , . . . , Y n be i.i.d. subexponential and S n = Y 1 + · · · + Y n . Asmussen and Kroese (2006) suggested a simulation estimator for evaluating P(S n > x), combining an exchangeability argument with conditional Monte Carlo. The estimator was later shown by Hartinger & Kortschak (2009) to have vanishing relative error. For the Weibull and related cases, we calculate the exact error rate and suggest improved estimators. These improvements can be seen as control variate estimators, but are rather motivated by second order subexponential theory which is also at the core of the technical proofs.
Introduction
This paper is concerned with the efficient simulation of z = z(x) = P(S n > x) , where Y 1 , . . . , Y n are i.i.d. with a common subexponential distribution, S n = Y 1 + · · · + Y n and x is large so that z is small. By definition of subexponentiality (e.g., [18] , [3, X.1], or [19] ), we have z ∼ nF (x) as n → ∞ where F (x) = 1 − F (x) is the tail. Our main set-up is that F is heavy-tailed Weibull with tail F (x) = e −x β with 0 < β < β 0 = log(3/2)/ log(2) ≈ 0.585 (1.1) Theorem 1. If 0 < β < β 0 , then the Asmussen-Kroese estimator's variance is asymptotically given by
This Theorem is just a special case of the following more general result. Remark 3. The rates for the variances in Theorems 1 and 2 have to be compared with the rate e −2β
for the bounded relative error case. Note that f (x) = βx β−1 e −x β and f (k) (x) = (−1) k p k (x)F (x) where p k is regularly varying with index (k+1)(β−1). Thus Z AK improves the bounded relative error rate by a factor of x The feature of vanishing relative error is quite unusual. The few further examples we know of are [14] and [17] in the setting of dynamic importance sampling, though it should be remarked that the algorithms there are much more complicated than those of this paper and [7] , and that the rate results in [14] , [17] are not very explicit. f (x)ES 2 n−1 + · · · , cf. [24] , [11] , [10] and [9] . Technically, the Taylor expansion is only useful for moderate S n−1 , and large values have to be shown to be negligible by a separate argument; this also is the case in the present paper. One may note that (1.3) is only useful for heavy-tailed distributions where typically F (x) f (x) f (x) · · · -for light-tailed distributions like the exponential typically F (x), f (x), f (x), . . . have the same magnitude.
Remark 5. Main applications of the problem under study occur in ruin theory and the M/G/1 queue. These cases are connected by ψ(x) = P(W > x) where ψ(x) is the ruin probability in a Cramér-Lundberg risk process and W is the steady-state waiting time of the queue. These quantities are in turn given by the PollaczeckKhinchine formula, where the number n of terms in S n is an independent geometric r.v. N and the Y i have the integrated tail distribution of the claim size/service time distribution, which is again subexponential. By means of dominated convergence our theory can be refined to this case (see Section 4) .
A further application is credit risk, where N is the number of defaults and Y 1 , Y 2 , . . . their sizes. Here the treatise Basel II calls for P(S N > x) to be of magnitude e − 2 to 3e − 4, which is also the relevant order for ruin theory. In queueing, P(W > x) could go all the way down to e − 12, for example when studying bit loss rates in data transmission.
Remark 6. The main properties of the Weibull distribution F (x) = e −x β that are used in the proofs are that the Weibull distribution is subexponential, has moments of all orders, that the density is infinitely often differentiable and that the hazard rate behaves like a power tail. Hence the results can be broadened, say to F (x) = c 1 x γ e −c 2 x β or the lognormal distribution, see Section 6 for more details.
First proofs
In this section we will prove Theorem 2. Since we want to extend the results to a random N , we will provide the constants as functions of n which is not needed if we are only interested in a fixed n.
Then the estimator in (1.2) satisfies
Note that the second summand in (2.1) is constant. In the proofs, we will need two lemmas that are proved in Section 3:
Lemma 8. If β < β 0 then for all k > 0, ∈ {1, 2}, γ > 0 and > 0 there exist a C such that for all n ≥ 0.
Remark 9. In the following proofs we will sometimes consider bounds similar to
we have to choose γ > 2(m + 1)(β − 1) for the above inequality to be true.
Proof of Theorem 2. Since
V 1 : A Taylor expansion leads to
is regularly varying and C m = sup x≥0 sup x/2≤y≤x p(y)/p(x) < ∞. In the following, we will use that when V = 0 then S n−1 ≤ x/2 and hence M n−1 ≤ x − S n−1 , so that by Lemma 7
k which is finite by Lemma 8. Thus by dominated convergence,
SinceV is a Bernoulli random variable and F (x) is constant we get
The estimator Z 1 in (1.2) has the form Z AK + α(S n−1 − ES n−1 ), so it is a control variate estimator, using S n−1 as control for Z AK (for m ≥ 1 Z m can be interpreted as an estimator with multiple controls). It is natural to ask whether the α = −nf (x) at least asymptotically coincides with the optimal α
). The following lemma shows that this is the case and further provides some more detailed expansions of Var(Z AK ), cf. Proposition 11 below. We get for the estimator
where ρ(S 2 n−1 , S n−1 ) denotes the correlation between S n−1 and S 2 n−1 . So Z 1 can be improved by the use of the optimal rate α * . Lemma 10.
Now as in the proof for V 2 we get
Further we get with a Taylor expansion that for some 0 ≤ ξ y ≤ y
Since f (x) is monotonely decreasing we get that for every fixed y
Denote with c = sup x>0
< ∞. As in the proof for V 1 , we get using Lemma 7 that
.
The last random variable is integrable by Lemma 8, hence we get by dominated convergence
Since for every
it follows that
) . Since (see [10] )
. and Cov(X, Y ) = EXY − EXEY , the lemma follows.
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The following result gives more detailed expansions of the variance of the AsmussenKroese estimator than Theorem 1. We omit the proof.
Proposition 11. The Asmussen-Kroese estimator has asymptotic variance
Further proofs
Proof of Lemma 7. This is essentially Lemma 4.2 of [21] , but since the proof is short, we reproduce it here. The inequality is obvious if
Since in the Weibull case, the failure rate
Proof. By Taylor's theorem we get that for some 0 < ξ y < y
By partial integration and x β−1 < y
Proof of Lemma 8. At first note that it is enough to prove the Lemma with (1 + ) n replaced by n τ (1 + ) n where τ might dependent on , k. The reason for that is
log(3/2)/ log(2) < 1 for β < log(3/2)/ log(2), we can choose x 0 such that for x > x 0
Hence we only have to consider = 2. First note that for every > 0 there exists a
By the same exchangeability argument as for the Asmussen-Kroese estimator, we get that for every
If x > x 0 we get with an iterative application of Lemma 12 and (3.1) that
where the last integral is uniformly bounded in x since 3 − 2 1+β > 0 by assumption, and (2.2) follows.
Using the same arguments, we get that for
where
, we have for some
and the Lemma follows.
4 The case of a random n = N In practice one is often interested in a random n = N . The easiest way to get an estimator for random N is to first simulate N and then use the estimator Z m which leads to the estimator
Since in the proof of Theorem 2 we can bound all terms by C (1 + ) n for all > 0 and some corresponding constant C , we get by dominated convergence that Theorem 13. Assume that β < β 0 and for some > 0 E(1 + ) N < ∞. Then the estimator Z m,N satisfies
Numerical examples
In this section we will provide some numerical examples. As distribution for Y i we will use either a lognormal distribution (cf. Section 6) with parameters µ = 0 and σ = 1 or a Weibull distribution with parameter β ∈ {0.25, 0.5}. For N we will use either a Poisson distribution with parameter λ = 10, a geometric distribution with parameter p = 1/11 or we take N = 10 constant. For these 9 examples we choose x such that (for the second order asymptotic cf. [1] )
holds. In the Tables we present x, z = P(S N > x) and the relative error Var[
(compare Section 4 for the definition of the estimators). The picture is that the higher order estimators provide a substantial improvement of the Asmussen-Kroese estimator Z 0,N for large x. This was of course to be expected from the asymptotic results. However, one also sees that when x is fixed the higher order estimators can have a quite poor performance. This was somehow expected since for fixed x one can easily show that lim i→∞ Var Z i,N = ∞ Remark 14. We also see that for lognormal and Weibull with β = 0.5 and N geometric the estimators have a poor performance. In this case also the asymptotics provides poor estimates. A possible conclusion is that the estimators are not working well when the asymptotic approximation is not good. In principle one can understand this phenomenon when one convinces oneself that the estimators as well as the asymptotic approximation are not working well when there is a "high" probability that S N −1 is "large" and as was pointed out in Ghamami & Ross [20] . this will usually be the case when N is large. Therefore [20] suggests a stratification estimator which uses different estimators depending on the size of N . We want to add the following observation to the discussion that might be useful to construct future estimators. If we assume that F (x) is holomorphic for (x) > 0 and for a fixed n we define
So using the estimators discussed in this paper an efficient estimation of P(S n > u|M n−1 ≤ x/n) is possible and one has to find efficient estimators for P(S n > u|M n−1 > x/n) of course this method is not easily applied to random n. One should note that it is also true that
but here the difficulty lies in evaluating E (S n−1 ) Table 4 : Weibull Y with β = 0.25 and Poisson N . 6.26×10 −7 4.72×10 −7 1.25×10 −9 2.59×10 −10 Table 5 : Weibull Y with β = 0.25 with constant N = 10. Table 6 : Weibull Y with β = 0.25 and geometric N . Table 7 : Weibull Y with β = 0.5 and Poisson N . Table 8 : Weibull Y with β = 0.5 and constant N = 10. where Λ(x) = x 0 λ(y) dy and λ(x) is regularly varying with index β − 1 and β < β 0 = log(3/2)/ log(2). We further assume that λ(x) is m + 1 times differentiable and that λ (m+1) is regularly varying. It follows that the distribution of F is semiexponential (cf. [12, Definition 1.4] ) and hence subexponential. To exclude regularly varying distribution we will assume that lim x→∞ λ(x)x = ∞ (and hence F (x) = o(x −γ ) for all γ > 0). Using Karamata's Theorem (e.g. [13] ) it is easy to see that
Remark 15. In [10] for the same class of distributions (without the bound on β) it is shown that the higher order asymptotic up to the term f (m−1) (x) holds if lim inf x→∞ xλ(x)/ log(x) > 0 and lim x→∞ λ(x) = 0. So our result is a little bit more general for distributions close to the regularly varying distributions.
Theorem 16. Assume that λ(x) is regularly varying with index β − 1 and β < β 0 = log(3/2)/ log(2). Assume further that λ(x) is m + 1 times differentiable, that λ
is regularly varying and that xλ(x) → ∞.
Proof. In the proof of Theorem 2, replace Lemmas 7 and 8 with Lemmas 17 and 18 below. The rest is obvious adaptations.
β−1 and β < 1. Then for every > 0 there exists an C > 1 such that
Proof. Since λ(x) ∼ sup z>x λ(z) (λ(x) is regularly varying) for every > 0 there exists an x 0 such that for x > x 0 and z > 0 λ(
The inequality is obvious if
15
If M n−1 ≤ x 0 then for x > 2(n − 1)x 0 and some K 1 > 0.
and for x ≤ 2(n − 1)x 0 we get by the Potter bounds that
The Lemma follows since
Lemma 18. If β < β 0 then there exists a δ > 0 such that for all k > 0, ∈ {1, 2}, γ > 0 and > 0 there exist a C such that.
Proof of Lemma 18. As in the proof of Lemma 8 it is enough to prove the Lemma for = 2 and with (1 + ) n replaced by n τ (1 + ) n where τ might dependent on k. Since β2 β < 1 and 3 − 2 1+β > 0 for β < log(3/2)/ log(2), we can choose x 0 (bigger than the x 0 of Lemma 19), δ and γ such that for x ≥ x 0
3)
If x > x 0 we get with an iterative application of Lemma 19 and (6. where the last integral is uniformly bounded in x and (6.1) follows. Since xλ(x) → ∞ it follows that Λ(x)/ log(x) → ∞ and hence for every γ > 0 we can find a C such that for all x > x 0 x k λ(x) exp −(3 + δ − (1 + γ)(2 + δ) 1+β )Λ(x) ≤ Cx −γ−1 .
Using the same arguments, we get that for x > 2nx 0 Proof. Since λ(x) ∼ sup x>z λ(z), λ(x) ∼ βΛ(x)/x and λ(x) is regularly varying, we get by Taylor's theorem that for some 0 < ξ y < y and x large enough 
