Background: Synaptic interactions between excitatory and inhibitory neocortical neurons are important for mammalian sensory perception. Synaptic transmission between identified neurons within neocortical microcircuits has mainly been studied in brain slice preparations in vitro. Here, we investigate brain-state-dependent neocortical synaptic interactions in vivo by combining the specificity of optogenetic stimulation with the precision of whole-cell recordings from postsynaptic excitatory glutamatergic neurons and GFP-labeled inhibitory GABAergic neurons targeted through two-photon microscopy. Results: Channelrhodopsin-2 (ChR2) stimulation of excitatory layer 2/3 barrel cortex neurons evoked larger and faster depolarizing postsynaptic potentials and more synaptically driven action potentials in fast-spiking (FS) GABAergic neurons compared to both non-fast-spiking (NFS) GABAergic neurons and postsynaptic excitatory pyramidal neurons located within the same neocortical microcircuit. The number of action potentials evoked in ChR2-expressing neurons showed low trial-to-trial variability, but postsynaptic responses varied strongly with near-linear dependence upon spontaneously driven changes in prestimulus membrane potential. Postsynaptic responses in excitatory neurons had reversal potentials, which were hyperpolarized relative to action potential threshold and were therefore inhibitory. Reversal potentials measured in postsynaptic GABAergic neurons were close to action potential threshold. Postsynaptic inhibitory neurons preferentially fired synaptically driven action potentials from spontaneously depolarized network states, with stronger state-dependent modulation in NFS GABAergic neurons compared to FS GABAergic neurons. Conclusions: Inhibitory neurons appear to dominate neocortical microcircuit function, receiving stronger local excitatory synaptic input and firing more action potentials compared to excitatory neurons. In mouse layer 2/3 barrel cortex, we propose that strong state-dependent recruitment of inhibitory neurons drives competition among excitatory neurons enforcing sparse coding.
Introduction
Computations in cortical circuits underlie important aspects of mammalian sensory perception, associative learning, and cognition. A causal and mechanistic understanding of cortical function must consider synaptic interactions within local neocortical microcircuits composed of excitatory and inhibitory neurons. The vast majority of cortical neurons are excitatory and release glutamate, evoking small-amplitude unitary excitatory postsynaptic potentials (uEPSPs) in synaptically coupled target neurons. Although inhibitory GABAergic neocortical neurons account for only w15% of the neuronal population, they are thought to play a key role in organizing neocortical network activity. Among the strongest synaptically coupled classes of neurons studied in vitro are the interactions between excitatory and inhibitory neurons [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] , presumably reflecting a basic need to balance excitation and inhibition within the neocortex [12] [13] [14] [15] [16] . However, little is currently known about the synaptic interactions driving neocortical microcircuit dynamics in vivo, which are likely to be profoundly affected by spontaneous activity in a brain-state-dependent manner [16] [17] [18] [19] [20] [21] [22] [23] . Here, we therefore combine optogenetic channelrhodopsin-2 (ChR2) [24, 25] stimulation of excitatory layer 2/3 pyramidal neurons with in vivo whole-cell membrane potential recordings to define cell-type-specific and brainstate-dependent synaptic interactions within layer 2/3 of the C2 barrel column of mouse primary somatosensory neocortex [26] .
Results

Lentivirus-Mediated Expression of ChR2 in Excitatory Layer 2/3 Pyramidal Neurons of the Mouse C2 Barrel Column
Lentivirus encoding ChR2-YFP under the control of the aCaMKII promoter [27] was injected into layer 2/3 of the C2 barrel column, identified through intrinsic signal optical imaging ( Figure 1A ). Lentivirus preferentially infects excitatory neurons compared to inhibitory neurons in the mouse somatosensory neocortex [28] . The native aCaMKII promoter drives expression in only a part of the population of neocortical excitatory neurons [29] , and it is therefore possible that our viral construct expresses preferentially in a subset of excitatory neurons. Lentivirus transduced cells with somata located near the injection site (full-width mean 6 standard deviation [SD] : horizontal 144 6 38 mm; vertical 292 6 75 mm; n = 6), and it did not transduce neurons in other regions with axons projecting to the injection site [30] . Layer 2/3 of the mouse C2 barrel column has a horizontal diameter of w250 mm and a vertical extent of w300 mm, containing w1,700 excitatory neurons [31] . There are therefore w500 neurons within the spatial extent of the cortex transduced by our lentiviral injections. Following several weeks of expression, ChR2-YFP fluorescence can be imaged in vivo confirming local and correct targeting to layer 2/3 pyramidal neurons of the C2 barrel column ( Figure 1B ). Optogenetic stimulation of these localized layer 2/3 ChR2-expressing neurons did not evoke whisker movements in awake head-restrained mice, unlike blue light stimulation of primary somatosensory barrel cortex of Thy1-ChR2 transgenic mice (see Figure S1 available online) [32] .
Functional Characterization of the Optogenetic Stimulus through In Vivo Whole-Cell Membrane Potential Recordings
In order to measure the neocortical response evoked by optogenetic stimulation, we targeted in vivo whole-cell recordings to the injection site, recording from excitatory layer 2/3 pyramidal neurons in urethane anesthetized mice (and, in a smaller number of experiments, in awake head-restrained mice). Brief blue light flashes (3 ms, w10 mW/mm 2 ) generated by a LED at 1 Hz evoked two different types of responses in recorded neurons ( Figures 1C and 1D ). In one class of neurons (37 out of 94 neurons), light evoked a depolarizing response, which began almost immediately after the onset of the light stimulus with a latency of 0.22 6 0.05 ms (n = 37) ( Figure 1E ). These short latency neurons presumably express ChR2, allowing them to be directly depolarized by the light-activated ChR2 cation channel. Out of the 25 ChR2-expressing neurons from which we obtained stable long-lasting recordings, only 11 fired action potentials (APs) in response to our light stimulus, but they did so reliably (Figures 1F and 1G ; Figure S1 ). The first spike latency was 3.5 6 1.4 ms (n = 11), and the spike time jitter in individual ChR2-expressing neurons was low (SD of spike time: 0.36 6 0.26 ms; n = 11). Across the recorded ChR2-expressing neurons that fired action potentials, 70% of the evoked spikes occurred within 5 ms of the onset of the light stimulus, and 92% occurred within 10 ms of the onset of the light stimulus ( Figure 1G ; Figure S1 ).
We estimate that our average lentiviral injection site contains w500 neurons of which w39% (37 out of 94) express ChR2. Approximately 44% (11 out of 25) of these ChR2-expressing neurons fire light-evoked action potentials in response to our 3 ms light stimulus. In our experiments, we estimate that w100 excitatory ChR2-expressing neurons (500 3 0.39 3 0.44 = 86 neurons) will respond with light-evoked action potential firing forming the optogenetic excitatory presynaptic stimulus in our experiments.
The second class of excitatory neurons (57 out of 94 neurons) also depolarized in response to the 3 ms blue light flashes (amplitude 2.1 6 2.2 mV; full width at half-maximal duration 14 6 11 ms; n = 42) but with much longer latencies of 3.5 6 1.5 ms (n = 57) ( Figures 1C-1E ). This class of long latency depolarizing neurons presumably corresponds to cells not expressing ChR2 but receiving subthreshold synaptic input driven by action potential activity in nearby ChR2-expressing neurons. In order to establish the postsynaptic nature of those long latency responses, we applied antagonists of ionotropic glutamate receptors. Surface application of CNQX and APV (to block AMPA and NMDA receptors, respectively) completely suppressed the optogenetically evoked postsynaptic response, both at hyperpolarized and depolarized potentials ( Figures 1H and 1I ). Quantified across four mice, the amplitude of the light-evoked postsynaptic potential (PSP) before drug application was 1.7 6 1.6 mV, which was reduced to 0.09 6 0.04 mV after application of CNQX and APV (measured at resting membrane potential, n = 9 recordings). When the postsynaptic neuron was depolarized by current injection to 240 mV in the presence of CNQX and APV, the light-evoked PSP amplitude was 20.08 6 0.15 mV (n = 9 recordings). These pharmacological manipulations show that the postsynaptic responses are entirely dependent upon glutamatergic synaptic transmission, confirming that the optogenetic stimulus is functionally targeted to excitatory neurons.
Cell-Type-Specific Postsynaptic Responses
In vitro studies have generally found that the local synaptic output from excitatory neocortical neurons is stronger onto GABAergic neurons compared to excitatory neurons [3] [4] [5] [6] 11] . In order to investigate postsynaptic cell-type specificity in vivo, we used two-photon microscopy to target whole-cell recordings to fluorescently labeled GABAergic neurons in GAD67-GFP mice (Figure 2A ) [16, 33] . We separated GABAergic neurons into two classes based on action potential waveform. Fast-spiking (FS) GABAergic neurons had action potential duration of under 0.5 ms (measured at half-maximal amplitude from threshold) and were able to fire action potentials at high rates with little accommodation, whereas nonfast-spiking (NFS) GABAergic neurons had action potentials with a duration of longer than 0.5 ms and had adapting firing patterns ( Figure 2A ). GABAergic neurons on average were depolarized compared to excitatory neurons (FS, 254.5 6 6.1 mV, n = 8; NFS, 253.4 6 4.9 mV, n = 32; EXC, 258.6 6 7.3 mV, n = 42) ( Figure S2 ). GABAergic FS neurons spontaneously fired action potentials at a higher rate than NFS GABAergic neurons and excitatory neurons (FS, 6.6 6 5.6 Hz, n = 8; NFS, 1.4 6 1.7 Hz, n = 32; EXC, 0.79 6 0.92 Hz, n = 42) ( Figure S2 ).
The postsynaptic responses evoked by the optogenetic stimulus were significantly different in each of the three classes of layer 2/3 neurons. FS GABAergic neurons had the largest amplitude depolarizing PSPs (FS, 11.3 6 4.6 mV, n = 6; NFS, 3.9 6 2.8 mV, n = 31; EXC, 2.1 6 2.2 mV, n = 42) with the largest initial PSP slopes (FS, 5. Spontaneous Cortical Activity Does Not Affect LightEvoked Action Potential Firing in ChR2-Expressing Neurons under Our Experimental Conditions Neocortical microcircuits in vivo are spontaneously active with large-amplitude membrane potential fluctuations that are highly correlated in nearby neurons ( Figure S2 ) [15-17, 21, 34, 35] . This internally generated spontaneous activity interacts strongly with sensory processing, suppressing the sensory response in the barrel cortex evoked by a single brief whisker deflection [17, 18] . It is therefore of critical importance to examine the interaction of the ChR2 stimulus with spontaneous activity in the neocortical microcircuit.
We first analyzed the effects of spontaneous membrane potential changes upon the ChR2-expressing neurons, finding that under our experimental conditions, spontaneous activity made little impact upon the direct light-evoked spiking responses. We distinguished between spontaneous depolarized (sDEP) and hyperpolarized states (sHYP) of the local neocortical neuronal network. Comparing across trials, we found that action potentials were evoked by the light stimulus with equal probabilities from spontaneously hyperpolarized and spontaneously depolarized states of cortical network activity (quantified over the 10 ms following onset of blue light stimulus: sHYP 0.66 6 0.86 spikes; sDEP 0.69 6 0.89 spikes; n = 25) ( Figure S1 ). Under our experimental conditions, the number of light-evoked action potentials in ChR2-expressing neurons is therefore independent of spontaneous cortical activity, providing a reliable and well-defined optogenetic stimulation of presynaptic layer 2/3 pyramidal neurons.
Highly Variable Light-Evoked Postsynaptic Membrane Potential Changes
Because the optogenetic presynaptic stimulus was reliable across trials, we were surprised to find highly variable postsynaptic responses. The postsynaptic responses in ChR2-nonexpressing excitatory pyramidal neurons were depolarizing in some trials but hyperpolarizing in other trials ( Figure 3A) . A large part of the variability could be accounted for by considering the prestimulus membrane potential. In trials where the light stimulus occurred during the spontaneously hyperpolarized state (sHYP) of the local neocortical microcircuit, the postsynaptic response was a large-amplitude, relatively long-lasting depolarization (PSP amplitude measured at the peak of the average response: 3.8 6 2.8 mV, n = 42; full width at half maximal amplitude PSP (Figures 3A and 3B ). However, in trials when the light-evoked stimulus occurred during a spontaneously depolarized (sDEP) period of cortical network activity, the postsynaptic response was either hyperpolarizing or had only a brief small-amplitude depolarization (PSP amplitude: 0.1 6 2.4 mV, n = 42; PSP duration: 8.4 6 12.5 ms, n = 26) ( Figure 3A and 3B) . Plotting the amplitude of the evoked PSP (measured at the peak time of the averaged response) as a function of the prestimulus membrane potential revealed a close to linear relationship, which was significant in 38 out of 42 recordings (p < 0.01; correlation coefficient 20.72 6 0.19, n = 38). The optogenetic stimulus reduced membrane potential variance ( Figures 3C and 3D ) by driving the postsynaptic membrane potential toward a reversal potential, perhaps forming an underlying mechanism contributing to other stimulus-induced reductions in neural variability [36] . The PSP reversal potential (250.2 6 7.0 mV, n = 38; measured at the peak time of the averaged response) was hyperpolarized relative to action potential threshold (234.0 6 3.6 mV, n = 38) for each postsynaptic excitatory neuron ( Figure 3E ). As a consequence, the spiking rate in postsynaptic excitatory neurons was significantly decreased by the optogenetic light stimulation of ChR2-expressing presynaptic excitatory layer 2/3 pyramidal neurons (50 ms before the stimulation: 0.91 6 1.28 Hz; 50 ms after the stimulation: 0.50 6 0.86 Hz; n = 42; p < 0.001) ( Figure 3F ). The overall decrease in firing in postsynaptic excitatory neurons was also significant when computed over a 20 ms timescale (20 ms before the stimulation: 1.0 6 1.7 Hz; 20 ms after the stimulation: 0.44 6 0.78 Hz; n = 42; p < 0.005) but not over a 10 ms timescale (10 ms before the stimulation: 0.96 6 1.68 Hz; 10 ms after the stimulation: 0.55 6 1.0 Hz; n = 42; p = 0.31). Two postsynaptic excitatory neurons fired with slightly increased probability, which was significant when evaluated within 10 ms of the optogenetic stimulus (the difference in the number of action potentials comparing 10 ms after stimulus onset with 10 ms before stimulus onset: 0.026 evoked spikes for cell #114, p = 0.034; 0.017 evoked spikes for cell #111, p = 0.028), but this increase was not significant when quantified over longer timescales (the difference in the number of action potentials comparing 20 ms after stimulus onset with 20 ms before stimulus onset: 0.011 evoked spikes for cell #114, p = 0.41; 20.0013 evoked spikes for cell #111; p = 0.88). Interestingly, these two neurons received the two fastest-rising PSPs out of the 42 recorded postsynaptic excitatory neurons.
When analyzed at different times after the optogenetic stimulus, the reversal potentials indicated a larger contribution of excitatory conductances for a brief period of a few milliseconds during the rising phase of the depolarizing postsynaptic potential (Figures 3G and 3H) . Across all recordings with significant correlations at the quantified time point, we found that at 5 ms after the onset of blue light, the reversal potential was 245.6 6 12.0 mV (n = 23), whereas a few milliseconds later at 10 ms, the reversal potential was 252.1 6 7.1 mV (n = 37). The optogenetic stimulus therefore evokes rapid excitation, which is almost immediately quenched by inhibition.
The overall inhibitory effect upon surrounding postsynaptic excitatory neurons evoked by the optogenetic stimulus was robust, being observed in both anesthetized and awake recordings (comparing 50 ms after optogenetic stimulation with 50 ms before optogenetic stimulation, the firing rate in postsynaptic excitatory neurons in awake recordings was reduced by 52%, p = 0.008, and in anesthetized recordings it was reduced by 44%, p = 0.0006) ( Figure S3 ).
In agreement with Waters and Helmchen [37] , we did not find changes in somatic input resistance during spontaneous activity, which under other experimental conditions could contribute to response differences [38] . Input resistance measured at the soma was 64.9 6 22.7 MU during sHYP states and 64.1 6 21.2 MU during sDEP states (n = 12) ( Figure S4 ).
GABAergic Neurons Fire Light-Evoked Synaptically Driven Action Potentials Preferentially during Periods of Spontaneously Depolarized Cortical Network Activity
Analyses of the state dependence of the reversal potential during current injections suggested that inhibitory conductances were stronger when optogenetic stimuli were delivered during sDEP periods compared to sHYP periods ( Figure S4 ). In order to directly examine the cell-type-specificity and the state dependence of the recruitment of GABAergic inhibitory neurons, we investigated trial-by-trial variability of postsynaptic responses in our recordings from GFP-labeled GABAergic neurons. Analyzing light-evoked responses separately for sHYP and sDEP states revealed that inhibitory GABAergic neurons preferentially fired light-evoked action potentials during spontaneously depolarized periods of network activity (quantified over the 20 ms following blue light onset, with spontaneous firing subtracted: sDEP 0.42 6 0.40 evoked spikes per stimulus; sHYP 0.17 6 0.34 evoked spikes per stimulus; n = 40). The preferential light-evoked spiking activity of postsynaptic GABAergic neurons during periods of depolarized spontaneous network activity therefore provides a clear mechanistic explanation for the prominent light-evoked hyperpolarizations evoked in postsynaptic pyramidal neurons during the sDEP cortical state.
Separating between NFS GABAergic neurons ( Figure 4A ) and FS GABAergic neurons ( Figure 4B ) revealed interesting celltype-specific differences in suprathreshold responses. Optogenetic stimulation during sDEP states evoked substantial action potential firing in both NFS and FS GABAergic neurons, with approximately double the number of evoked spikes in FS GABAergic neurons (during sDEP states, the difference in action potential firing comparing trials with and without light stimuli: FS, 0.74 6 0.24 evoked spikes per stimulus within 20 ms, n = 8; NFS, 0.34 6 0.40 evoked spikes per stimulus within 20 ms, n = 32) ( Figure 4C ; Figure 6B ). FS GABAergic neurons occasionally fired doublets of action potentials in response to the optogenetic stimulus, but this was never observed in NFS GABAergic neurons. During sHYP states the optogenetic stimulus evoked fewer action potentials in both FS and NFS GABAergic neurons. During sHYP states, FS GABAergic neurons fired approximately four times the number of evoked action potentials compared to NFS GABAergic neurons (during sHYP states, the difference in action potential firing comparing trials with and without light stimuli: FS, 0.42 6 0.53 evoked spikes per stimulus within 20 ms, n = 8; NFS, 0.11 6 0.26 evoked spikes per stimulus within 20 ms, n = 32) ( Figure 4C ; Figure 6B ). Whereas FS GABAergic neurons are the major class of inhibitory neurons recruited by the optogenetic stimulus during sHYP states, NFS GABAergic neurons also contribute substantially during sDEP states.
GABAergic neurons clearly behave very differently from excitatory neurons in terms of evoked postsynaptic action potential firing. We therefore wondered whether there might be differences in how the optogenetically evoked synaptic inputs are integrated in excitatory and inhibitory neurons. Analyzing trials in which no action potentials were evoked in the recorded postsynaptic neuron, we found that the PSP amplitude in both NFS GABAergic neurons ( Figure 5A ; Figure 6A ) and FS GABAergic neurons ( Figure 5B ; Figure 6A ) were affected relatively little by spontaneous cortical activity compared to the dramatic reduction in PSP amplitude observed in excitatory neurons during sDEP states (Figure 3 ; Figure 6A ). PSP amplitude was significantly correlated with spontaneous prestimulus membrane potential in some FS and NFS neurons (p < 0.01 in four out of eight recordings of FS neurons, correlation coefficient 20.69 6 0.05, n = 4; p < 0.01 in 20 out of 32 recordings from NFS neurons, correlation coefficient 20.54 6 0.23, n = 20). The spontaneously driven reversal potential of the subthreshold PSPs was 236.6 6 5.6 mV (n = 4) for FS GABAergic neurons and 239.0 6 10.6 mV (n = 20) for NFS GABAergic neurons ( Figure 5C ; Figure 6C ). The membrane potential of GABAergic neurons is therefore driven toward action potential threshold (FS GABAergic neurons 239.9 6 2.2 mV, n = 4; NFS GABAergic neurons 238.8 6 4.5 mV, n = 20) ( Figure 5C ; Figure 6C ), providing a clear explanation for their suprathreshold responses to the optogenetic stimulus ( Figure 4 ; Figure 6B ).
Discussion
Through combining a precisely targeted optogenetic stimulation with in vivo whole-cell recordings, we probed the synaptic architecture of layer 2/3 microcircuits. Light-stimuli evoked reliable action potential firing in w100 excitatory layer 2/3 neurons expressing ChR2. Surprisingly, the effect of the optogenetic stimulus was inhibitory on surrounding postsynaptic ChR2-non-expressing excitatory neurons, probably driven by state-dependent differential recruitment of FS and NFS GABAergic neurons.
Cell-Type-Specific Postsynaptic Responses
Optogenetic stimulation of excitatory layer 2/3 neurons evoked depolarization in all classes of recorded postsynaptic neurons within the same layer 2/3 microcircuit ( Figure 7A) . Interestingly, the strength of the postsynaptic depolarization varied across the different classes of layer 2/3 neurons, with a PSP amplitude ratio EXC:NFS:FS = 1:1.9:5.4 and a PSP slope ratio EXC:NFS:FS = 1:1.4:6.1. Synaptically driven postsynaptic action potentials were observed in GABAergic neurons, with FS GABAergic neurons firing 3.1 times more than NFS GABAergic neurons. Our in vivo measurements are consistent with previous in vitro measurements of synaptic connectivity, which report strong synaptic connectivity from excitatory neurons onto FS GABAergic neurons within local neocortical microcircuits [3, 11] .
FS GABAergic neurons express parvalbumin [16, 39] and likely comprise both soma-targeting basket cells and axoaxonic cells [40, 41] . NFS GABAergic neurons do not express parvalbumin [16] and are likely to mainly consist of a variety of perisomatic-and dendrite-targeting neurons expressing other markers such as calretinin [16, 40, 41] . Parvalbumin-expressing FS GABAergic neurons with axons targeting soma or axon initial segment therefore appear to be the most active neurons in vivo within layer 2/3 mouse barrel cortex, receiving the largest excitatory synaptic input and firing the largest number of action potentials. 
State-Dependent Operation of the Neocortical Microcircuit
The postsynaptic responses evoked by our precise and reliable optogenetic stimulus were strongly influenced by spontaneous ongoing cortical activity ( Figure 7B ). The optogenetically evoked PSPs had a close to linear relationship with respect to prestimulus membrane potential. The PSP reversal potentials were hyperpolarized relative to action potential threshold for excitatory neurons but not for GABAergic neurons ( Figure 6C ). As a consequence, the optogenetic stimulation of presynaptic excitatory neurons had a net inhibitory effect on the spike output of postsynaptic excitatory neurons ( Figure 3F) . Interestingly, the optogenetic stimulus evoked action potential firing in GABAergic neurons preferentially from depolarized cortical states, with NFS GABAergic neurons showing the strongest state-dependent modulation. The state-dependent recruitment of inhibition provides a mechanism to differentially balance excitation and inhibition. During periods of cortical inactivity, when the cortical microcircuit is hyperpolarized (sHYP), excitatory neurons can evoke long-lasting and large-amplitude PSPs. During sHYP periods, the neocortical microcircuits are therefore in a sensitive detection state ready to be activated over a relatively long integration window. However, during periods of cortical activation, when the neocortical microcircuit is depolarized (sDEP), stimulation of excitatory neurons evokes only a brief small-amplitude depolarization followed by hyperpolarization. The excitatory synaptic integration time is therefore reduced during the spontaneously depolarized cortical state. Summation of near-coincident, large-amplitude, and fast-rising excitatory synaptic inputs may therefore be necessary for driving action potentials in excitatory layer 2/3 neurons [16, 21] . The rare large-amplitude uEPSPs that are found in connectivity analyses of neocortical excitatory neuronal networks in vitro might play a profound role in driving postsynaptic spiking [31] .
The near-linear dependence of the amplitude of the optogenetically evoked PSP with respect to prestimulus membrane potential accounts for a large part of the variance of the response. Interestingly, sensory responses in excitatory layer 2/3 barrel cortex neurons evoked by passive stimulation [17, 18] or active touch [35] have a similar near-linear dependence upon prestimulus membrane potential with reversal potentials in general, hyperpolarized with respect to action potential threshold. Thus, although our optogenetic stimulus is an artificial perturbation of the cortical activity, it appears to be informative for understanding the synaptic mechanisms underlying cortical sensory processing. However, it is important to note that many additional factors are likely to contribute to response variability including neuromodulators, long-range synaptic inputs, and highfrequency spontaneous network activity.
Competition among Excitatory Neurons Mediated by Disynaptic Inhibition Drives Sparse Coding
Curiously, the net effect of stimulating excitatory neurons upon the surrounding layer 2/3 neocortical microcircuit was inhibitory. Even during periods of spontaneous network depolarization (when the postsynaptic excitatory neurons were closer to action potential threshold), the excitatory optogenetic stimulus failed to drive action potentials in excitatory postsynaptic neurons, instead evoking a hyperpolarizing response through disynaptic inhibition. Such circuit dynamics provide a mechanistic explanation for the sparse action potential activity of excitatory layer 2/3 pyramidal neurons [16, 19, 21, 42, 43] , even during periods of active whisker sensing (median firing rates w0.1 Hz, with w10% of neurons contributing w50% of total spikes) [35, 44] . Competition for action potential firing among layer 2/3 pyramidal neurons mediated by disynaptic inhibition may thus be an important feature of microcircuit function in layer 2/3 barrel cortex ( Figure 7C ). Conversely, because our optogenetic stimulus readily drives action potential firing in GABAergic neurons, our data account for the high firing rates observed for GABAergic neurons in vivo [16, 35, 42, [45] [46] [47] [48] .
Here, through combining optogenetics with in vivo wholecell recordings, we have delineated basic operating principles of neocortical microcircuits. Our results reveal that the neocortical microcircuits have a state-dependent functional architecture, whereby depolarized states of the neocortex enable a robust recruitment of GABAergic neurons to balance excitation and inhibition. These in vivo microcircuit dynamics suggest that strong and rapid GABAergic inhibition mediates competition among excitatory layer 2/3 pyramidal neurons driving sparse coding.
Experimental Procedures
All experiments were carried out in accordance with the Swiss Federal Veterinary Office. C57BL6J and GAD67-GFP mice [33] , 3-5 weeks old, were implanted with a lightweight metal head holder and a recording chamber under deep isoflurane anesthesia [16, 19, 21, 35] . The location of the left C2 barrel column was functionally located through intrinsic optical imaging under light isoflurane anesthesia [30] . A small volume (w50 nl) of lentivirus (10 7 IU/ml) encoding ChR2-YFP driven by the aCaMKII promoter [27] was injected into layer 2/3 of the C2 barrel column. In vivo whole-cell recordings were targeted to the injection site after allowing at least 4 weeks for expression of ChR2. Whole-cell membrane potential recordings were made in the C2 barrel column of mice under urethane anesthesia (1.7 mg/g) maintained at 37 C with a heating blanket. In addition, a small number of experiments were carried out in awake head-restrained mice. Patch pipettes (4-7 MU resistance) were filled with a solution containing (in mM): 135 potassium gluconate, 4 KCl, 10 HEPES, 10 Na 2 Phosphocreatine, 4 MgATP, 0.3 Na 3 GTP (adjusted to pH 7.3 with KOH), and 3 mg/ml biocytin for post hoc anatomical identification. For two-photon targeted recordings, 10 mM Alexa 594 (Invitrogen) was added to the pipette solution [16] . Whole-cell electrophysiological measurements were made with Multiclamp 700 amplifiers (Axon Instruments). The membrane potential was filtered at 10 kHz and digitized at 20 kHz by an ITC-18 (Instrutech Corporation) under the control of IgorPro (Wavemetrics). The membrane potential was not corrected for liquid junction potentials. Only cells in supragranular layers were analyzed (subpial depth < 450 mm). A superbright LED (Luxeon, Philips) generated blue light flashes, which were focused onto the cortex (3 ms, 1 Hz, 470 nm, w10 mW/mm 2 ). All data are presented as mean 6 SD. Nonparametric statistical tests (Wilcoxon-Mann-Whitney two-sample rank test or Wilcoxon Signed Rank test) were performed in IgorPro and used to assess significance, with Bonferroni correction for multiple comparisons. The optogenetic stimulus evokes action potentials in ChR2-expressing excitatory neurons with the same probability in sDEP and sHYP cortical states. Postsynaptic FS GABAergic neurons are rapidly recruited to fire action potentials with more evoked spiking during sDEP states. NFS GABAergic neurons fire few action potentials from sHYP states but are recruited during sDEP states. The spontaneous differences in membrane potential alter the driving force for excitation, implying that postsynaptic excitatory neurons will receive larger excitatory postsynaptic potentials (EPSPs) during sHYP states compared to sDEP states. On the other hand, inhibition is enhanced during sDEP states both by the increased driving force for inhibitory postsynaptic potentials (IPSPs) and by the enhanced evoked action potential firing in GABAergic neurons. The synaptic integration of the state-dependent network activity evoked by the optogenetic stimulus drives long-lasting large-amplitude depolarization in postsynaptic excitatory neurons during sHYP states, but hyperpolarization dominates during sDEP states.
(C) Schematic illustration of optogenetically evoked action potential activity in ChR2-expressing excitatory neurons (orange) driving the efficient recruitment of inhibitory GABAergic neurons (green), which inhibit action potential firing in other nearby excitatory neurons (gray) of the local neuronal microcircuit. Strong disynaptic inhibition provides a mechanism for competition among layer 2/3 pyramidal neurons leading to sparse coding.
