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Both mixtures of atomic Bose-Einstein condensates and systems with atoms trapped in optical
lattices have been intensely explored theoretically, mainly due to the exceptional developments
on the experimental side. We investigate the properties of ultracold atomic impurities (bosons)
immersed in a vortex lattice of a second Bose-condensed species. In contrast to the static optical-
lattice configuration, the vortex lattice presents intrinsic dynamics given by its Tkachenko modes.
These excitations induce additional correlations between the impurities, which consist of a long-
range attractive potential and a density-dependent hopping, described here in the framework of an
extended Bose-Hubbard model. We compute the quantum phase diagram of the impurity species
through a Gutzwiller ansatz and through the mean-field approach, and separately identify the effects
of the two additional terms, i.e., the shift and the deformation of the Mott insulator lobes. The
long-range attraction, in particular, induces the existence of a triple point in the phase diagram, in
agreement with previous quantum Monte Carlo calculations [Chaviguri et al., Phys. Rev. A 95,
053639 (2017)].
PACS numbers: 03.75.Kk, 67.85.De, 71.38.-k
I. INTRODUCTION
Ultracold atoms in optical lattices provide access to
a rich set of interesting quantum-physics systems. This
is especially due to the high experimental control achiev-
able and to the possibility of reaching strongly-correlated
phases [1–3]. Both bosonic and fermionic atomic species
can be trapped in optical lattices, with several allowed
geometries and the possibility of engineering different
kinds of interactions. The paradigmatic example is the
case of spinless bosons with short-range interactions, de-
scribed via the ordinary Bose-Hubbard (BH) model [4–
6]. Within this model, hopping between sites favors a
delocalized phase, while the on-site interatomic repul-
sion suppresses density fluctuations and favors localiza-
tion. Such competition results in a quantum phase tran-
sition between the Mott-insulator (MI) and superfluid
(SF) phases, and its signature was clearly identified in a
breakthrough experiment [7]. Among the several possible
extensions beyond this example, we focus on the addition
of long-range interactions and of density-dependent hop-
ping.
In the original BH model, only interactions between
atoms on the same site are considered, as the interatomic
potential is already negligible at the distance of one lat-
tice constant. For longer-ranged interactions, however,
one also has to include atomic pairs at larger distance,
starting with those on neighboring sites. This is the case
for atomic species with large dipolar moment, for which
the long-ranged dipole-dipole interaction is present. The
corresponding extended Bose-Hubbard model (EBH) was
recently realized in experiments with a gas of erbium
atoms in a three-dimensional lattice [8]. On the theoret-
ical side, there exist several predictions for systems with
long-range interactions. In one dimension, they include
the peculiar Haldane-insulator phase [9], while in higher
dimensions they range from density waves to supersolid-
ity, for both hard-core and soft bosons – see reviews in
Refs. [10, 11].
A different extension of the BH model consists of
adding terms where the hopping between two sites also
depends on the two corresponding densities. In the study
of the Fermi-Hubbard model, this density-dependent
hopping was introduced to study ferromagnetism and su-
perconductivity in solid-state materials [12–14]. For ul-
tracold atoms in optical lattices, it is a term that is often
negligible but in principle always present, as it is related
to off-site matrix elements of the interaction term. In
some cases, including the case of strong dipolar inter-
actions, this term is non-negligible, as predicted by the-
ory [15, 16] and observed experimentally [8, 17]. Alterna-
tively, one can artificially enhance the density-dependent
hopping term via Floquet driving schemes. One pos-
sibility is given by a time-dependent modulation of the
s-wave scattering length [18, 19], later experimentally re-
alized [20]. Another possibility is given by near-resonant
lattice shaking [21].
In this and previous works [22, 23], the trapping mech-
anism provided by an optical lattice is replaced by the un-
derlying vortex lattice generated in a Bose-Einstein con-
densate (BEC). The experimental production of vortices
in ultracold dilute gases varies from a few units [24, 25]
to large arrays [26], arranged in the Abrikosov trian-
gular configuration. The peculiar dynamics of the vor-
tex lattice is characterized by the Tkachenko vibrational
modes [27], which were also identified in ultracold-atoms
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2experiments [28]. Such a lattice can trap atomic impuri-
ties (that is, atoms of a different species), which are then
described through a discrete lattice model
Taking into account the dynamics of the vortex lattice,
in this work we extend the effective model for the atomic
impurities of Ref. [23]. The derivation of this extended
Bose-Hubbard Hamiltonian (EBH) is based on the po-
laron transformation, with parameters chosen through
a variational approach, and the resulting model includes
both the nontrivial ingredients mentioned above: A long-
range interaction and a density-dependent hopping.
To explore the new features of this system we deter-
mine its phase diagram through approximate methods
(based on the Gutzwiller ansatz or on a mean-field decou-
pling), and identify the effects of the two additional terms
in the Hamiltonian. The long-range attraction is known
to induce a change in the position and size of the MI re-
gions in the phase diagram. By extending the analysis
of Ref. [23], we observe that it also introduces a discon-
tinuous transition between Mott insulators with differ-
ent filling, ending at a triple point where it merges with
the conventional MI/SF phase boundary. The density-
dependent hopping has a positive coefficient so that its
main effect is to enhance superfluidity. At a difference
with the nearest-neighbor attractive interaction, this ef-
fect results in a shift of the critical hopping parameter
for the MI/SF transition.
The paper is structured as follows: Section II corre-
sponds to the derivation of an effective model for atomic
impurities immersed in the a vortex lattice BEC, while
the resulting EBH model is characterized in Section III,
followed by the conclusions in Section IV.
II. PHYSICAL MODEL
We consider a quasi-2D system composed of two ul-
tracold atomic species, the majority species A and the
impurity species B. The Hamiltonian of the system is
the sum of three terms [23],
HA =
∫
d2r
[
ψˆ†A(r)
(−i~∇−A(r))2
2mA
ψˆA(r) +
+ψˆ†A(r)Vext(r)ψˆA(r) +
gA
2
(
ψˆ†A(r)ψˆA(r)
)2 ]
,
HB =
∫
d2r
[
ψˆ†B(r)
(−i~∇)2
2mB
ψˆB(r) +
+ψˆ†B(r)Vext(r)ψˆB(r) +
gB
2
(
ψˆ†B(r)ψˆB(r)
)2 ]
,
HAB = gAB
∫
d2r ψˆ†A(r)ψˆ
†
B(r)ψˆA(r)ψˆB(r), (1)
where ψˆ†i (r) (ψˆi(r)) is the creation (annihilation) opera-
tor, and mA and mB are the atomic masses of the two
species. The two-dimensional intra- and inter-species
contact interactions, gi = 2
√
2pi~2 ai/miliz and gAB =√
2pi~2 aAB/mABlABz , depend on the corresponding scat-
tering lengths ai and aAB (for i ∈ {A,B}), and the
reduced mass reads mAB = mAmB/(mA +mB). The
transverse harmonic confinement defines the characteris-
tic lengths liz =
√
~/(miωz) and lABz =
√
~/(2mABωz).
In addition, a synthetic magnetic field is introduced
for A atoms. Within the scheme described in Ref. [29],
laser beams are used to couple internal atomic states, and
a magnetic-field gradient provides the inhomogeneity re-
quired to generate a non-trivial synthetic field. In the
Hamiltonian, this field is represented by the pseudovector
potential A, which can be written as A = mAΩ×r (with
Ω pointing in the direction orthogonal to the plane). The
technique in Ref. [29] would also modify the confining po-
tential Vext, but we neglect this effect here. Up to a dozen
vortices were generated in the original experiment based
on this technique [30], and a method to increase this num-
ber was recently proposed [31]. Moreover, numerical so-
lutions of the Gross-Pitaevskii equation for this system
show that an extended vortex lattice can form [29, 32].
The Gross-Pitaevskii equation can describe a two-
dimensional vortex lattice at T = 0 in the quantum
Hall (QH) regime [33–35]. In this regime, the occu-
pied states are the quasi-degenerate lowest Landau level
ϕA ∝
∏
k(z − ζk), where ζk = (xk + iyk)/l is a complex
number which represents the position of the kth vortex in
the lattice [with (x, y) = r], here normalized by the mag-
netic length l =
√
~/mAΩ. The wave function of species
A is given by ψA(r) =
√
nAϕA(r), where nA = NA/S is
the average atomic density and S is the total surface of
the lattice.
In the QH regime, the vortex lattice is established with
the population of species Amuch higher than the number
of vortices. We require the number of B impurities to be
of the same order as the number of vortices NV , NB ∼
NV  NA, such that the vortex-lattice structure is not
affected by their presence.
In the grand-canonical formalism, we decompose the
field operator of species A into a condensed part and its
fluctuations, namely ψˆA = ψA + δψˆA. Substituting in
the total Hamiltonian of Eq. (1), and keeping terms up
to quadratic order in the fluctuations, yields
K = HB +H
(0)
AB − µBNˆB︸ ︷︷ ︸
KB
+H
(1)
AB︸ ︷︷ ︸
Hint
+H
(0)
A +H
(2)
A︸ ︷︷ ︸
KA
(2)
where NˆB is the impurity number operator. The upper
index in the Hamiltonians of Eq. (2) indicates the ex-
pansion order in terms of the species A field fluctuation
δψˆA. As a reminder, the validity of the Gross-Pitaevskii
equation implies H(1)A = 0.
In the following sections, we consider the two cases
where the vortex-lattice fluctuations are neglected or in-
cluded, namely the static and dynamical lattice.
A. Static lattice
Disregarding the vortex lattice fluctuations, i.e., as-
suming the mean-field (MF) regime ψˆA ≈ ψA, the con-
3tribution of species A Hamiltonian is reduced to a con-
stant energy shift H(0)A . Inter-species interactions con-
tribute with an effective MF potential given by H(0)AB =∫
d2r VA(r)ψˆ
†
B(r)ψˆB(r), where VA(r) = nAgAB |ϕA(r)|2.
From the result above, we note that the species A behaves
like a “static” lattice for the impurity species B.
Here we consider the tight-binding regime for the im-
purities trapped in the vortex lattice sites, with the lat-
tice potential amplitude V0 = nAgAB being much larger
than the recoil energy ER = ~2/(2mBξ2A) [36], where
ξA = ~/
√
2mAnAgA is the healing length of species A.
In the quantum Hall regime, the intervortex distance
d = 2l is approximately equal to 2ξA [37]. In general
d2 = 16ΓLξ
2
A, with ΓL = nAgA/2~Ω(≤ 1[38]) being a
parameter associated with the lowest-Landau-level con-
straint, which is related to the vortex areal density by
NV ∼ 1/pid2.
In the tight-binding regime (V0  ER), the large gap
between the first and second Bloch bands allows us to
only consider the lowest band to describe the behavior of
the impurities. The Bloch wave function Φk(r) for the
impurities in the lattice can be related to the Wannier
function ωB(ri), which is strongly localized on the vortex
sites Ri, as ωB(ri) = (1/
√
NV )
∑
k Φk(r)e
ik·Ri , where
ri ≡ r −Ri and
∫
d2r|ωB(ri)|2 = 1. The field operator
can be expanded in the Wannier basis as
ψˆB(r) =
∑
i
ωB(ri) bˆi, (3)
where bˆi (bˆ
†
i ) destroys (creates) impurity atoms on site
i. After inserting Eq. (3) in KB , and considering only
on-site interactions and nearest-neighbor hopping terms,
one obtains the Bose-Hubbard Hamiltonian [5]
KBHB = −J
∑
〈i,j〉
bˆ†i bˆj +
U
2
∑
i
nˆi(nˆi − 1)− µB
∑
i
nˆi, (4)
where bˆ†i bˆi = nˆi is the local-density operator and the
first sum runs over all nearest-neighbor pairs (i, j). The
hopping amplitude J and the on-site interaction energy
U read
J = −
∫
d2r ω∗B(ri)
[
−~
2∇2
2mB
+ gABnA|ϕA(r)|2
]
ωB(rj),
(5)
U = gB
∫
d2r |ωB(r)|4. (6)
B. Dynamical lattice
The vortex lattice presents normal vibrational modes,
the Tkachenko modes, which can be included in our pre-
vious model as quantum fluctuations, i.e., using a beyond
MF approach for species A, with δψˆA 6= 0. The presence
of fluctuations radically modifies the dynamics of impuri-
ties. In addition to changing the structure of the hopping
and on-site energy, their inclusion generates new off-site
terms in the BH Hamiltonian that significantly affect the
quantum phase-diagram, as described in section III.
We apply the Bogoliubov canonical transformation to
the fluctuation field
δψˆA(r) =
1√
S
∑
q
[
uq(r)aˆq − vq(r)aˆ†q
]
, (7)
with uq and vq being specific functions associated with
the vortex lattice and aˆ†q(aˆq) the creation (destruction)
operators of a Tkachenko mode with momentum q and
energy dispersion q [34]. Using the Wannier-function
expansion of Eq. (3) together with the Bogoliubov trans-
formation in the respective Hamiltonians of Eq. (2), we
obtain
KEBHB =
∑
q
qaˆ
†
qaˆq − J
∑
〈i,j〉
bˆ†i bˆj +
U
2
∑
i
nˆi(nˆi − 1)
−µB
∑
i
nˆi + gAB
√
nA
S
∑
q,ij
[
Ωijq aˆq + Ω¯
ij
q aˆ
†
q
]
bˆ†i bˆj ,
(8)
where
Ωijq =
∫
d2r
[
ϕ∗A(r)uq(r)− ϕA(r)v∗q(r)
]
ω∗B(ri)ωB(rj),
Ω¯ijq =
∫
d2r
[
ϕA(r)u
∗
q(r)− ϕ∗A(r)vq(r)
]
ω∗B(ri)ωB(rj).
(9)
To cancel the last term in Eq.(8), we apply a uni-
tary transformation [39] that renormalizes the coeffi-
cients of the total Hamiltonian to account for the vi-
brational modes. This gives a polaronic extended Bose-
Hubbard Hamiltonian for the impurity atoms [40, 41].
We consider K˜B = e−UKEBHB e
U = KEBHB + [U ,KEBHB ] +
(1/2!)[U , [U ,KEBHB ]] + . . . , with
U = 1√
S
∑
q,i
[
eiq·Riα∗q,i aˆ
†
q − e−iq·Riαq,i aˆq
]
nˆj ,
where the coefficients α of the transformation will be
defined by using a variational method. Impurity and
lattice-mode operators transform as
e−U bˆjeU = bˆje
1√
S
∑
q(e
−iq·Rjαq,j aˆq−eiq·Rjα∗q,j aˆ†q),
e−U aˆqeU = aˆq − 1√
S
∑
j
eiq·Rj α∗q,j nˆj . (10)
By plugging Eq. (10) into Eq. (8), and by considering
αq,j = (gAB
√
nA/q)Ω
jj
q exp (iq ·Rj), which was deter-
mined through the minimization of the total energy of
the system (see Appendix B), we obtain
K˜B = −J˜
∑
〈i,j〉
bˆ†i bˆj +
U˜
2
∑
i
nˆi(nˆi − 1)− µ˜
∑
i
nˆi
− V
2
∑
〈i,j〉
nˆinˆj − P
∑
〈i,j〉
(nˆi + nˆj)bˆ
†
i bˆj . (11)
4The coefficients read (see Appendix A)
J˜ = Jf0, (12)
U˜ = U − 2g
2
ABnA
S
∑
q
|Ωiiq |2
q
, (13)
µ˜ = µB +
g2ABnA
S
∑
q
|Ωiiq |2
q
, (14)
V = 2
g2ABnA
S
∑
q
|Ωiiq |2e−iq·d
q
, (15)
P =
g2ABnA
S
∑
q
1
q
(
Ωijq Ω
ii∗
q + Ω
ij
q Ω
ii
q
)
f0, (16)
where
f0 = exp
{
−g
2
ABnA
2S
∑
q
∣∣Ωiiq ∣∣2
2q
∣∣1− e−iq·d∣∣2} . (17)
Vortex-lattice fluctuations induce the appearance of ad-
ditional terms in the effective impurity Hamiltonian [cf.
difference between Eqs. (4) and (11)]. An estimate of
V and P for typical values of the physical parameters
is reported in Appendix D. The long-range interaction
between impurities located at different sites occurs by
means of the Tkachenko-mode scattering. One can show
that this interaction decays rapidly with the inter-vortex
distance, so that we can restrict the potential range to
pairs of nearest-neighboring sites. Moreover, the Hamil-
tonian includes a density-dependent hopping, with am-
plitude P , which was not considered in Ref. [23]. Also
in this case, we shall neglect processes between sites at
distances larger than one lattice constant.
III. EXTENDED BOSE-HUBBARD PHASE
DIAGRAM
In this section we determine the ground-state phase di-
agram of the EBH model in Eq. (11) through two meth-
ods. The Gutzwiller variational approach allows us to
numerically compute relevant observables in the whole
phase diagram, to identify the Mott and superfluid re-
gions. By truncating the number of variational parame-
ters, we also extract analytical expressions for the triple-
point position and MI/SF phase boundary. Furthermore,
we compute the MI/SF boundary through a mean-field
approach, and the two methods agree with each other to
high accuracy.
We introduce the dimensionless parameters
q =
zV
U˜
, p =
P
J˜
, (18)
and define z as the number of nearest neighbors of each
site (z = 6, for the triangular lattice). Our results are
shown in Figure 1, where we observe several features: (i)
In the p = 0 phase diagram [cf. Fig. 1(a)], the position
and size of the MI lobes is modified due to q > 0, and
their boundaries at J˜ = 0 are given by
µ˜g,g+1
U˜
= g − 2g + 1
2
q, (19)
for MI lobes with filling g and g + 1. This effect was
also described in Ref. [23], and the boundary between
MI lobes at J˜ = 0 – Eq. (19) – is reproduced both with
approximate methods (in the current work) and in the ex-
act quantum Monte Carlo phase diagram [23]. (ii) The
boundary between two subsequent MI regions is not re-
stricted to one point at J˜ = 0, but it extends up to
a triple point at J˜ > 0 [cf. Fig. 1(a)]. (iii) A non-
zero value of p reduces the area of the MI regions [cf.
Fig. 1(b)], which follows from the fact that p contributes
as an additional part of the hopping term. Within the
MF treatment, the value of J˜/U˜ for the g = 1 MI lobe
tip is decreased by 8% when p = 0.04 (a realistic value
for experiments – see Appendix D), and by 18% when
p = 0.1.
A. Gutzwiller ansatz
The Gutzwiller variational ansatz [5, 42, 43] is a stan-
dard tool to treat bosonic lattice systems, giving access
to both static and dynamic properties of the BH model.
In the homogeneous version that we employ in this work,
the ansatz for the wave function reads
|G〉 =
∏
i
nmax∑
n=0
fn |n〉i , (20)
where the product runs over all lattice sites. The coeffi-
cients fn of the on-site Fock states |n〉i do not depend on
the lattice site i, and nmax is a cut-off on the maximum
on-site occupation number. Writing the ground state of
K˜B as a product of single-site states is only valid as an
approximation. For the ordinary Bose-Hubbard model
(with V = P = 0), this approximation becomes exact
both in the U˜ → 0 and J˜ → 0 limits [2] (in the infinite-
volume limit and with nmax →∞).
We use |G〉 as a variational ansatz for the ground
state of K˜B , which depends on the nmax + 1 varia-
tional parameters {fn}. To extract observables from this
ansatz, one should first find the set of coefficients {fn}
that minimizes the expectation value of the energy per
site, E (f0, . . . , fnmax). We perform the optimization nu-
merically through Simulated Annealing [44], which is a
stochastic minimization algorithm (an implementation is
made publicly available [45]).
For the ordinary BH model, the optimization of the
Gutzwiller ansatz is strictly equivalent to the MF theory
based on the decoupling [46]
bˆ†i bˆj ' ϕ∗bˆj + bˆ†iϕ− |ϕ|2, (21)
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Figure 1. Phase diagram of the EBH model in Eq. (11), featuring continuous MI/SF transitions (solid lines) and discontinuous
MI/MI transitions (dashed lines). We show the separate effects of the long-range attraction q [panel (a), with p = 0] and of the
density-dependent hopping p [panel (b), with q = 0], where the triple point and the MI/SF boundaries are computed through
Eqs. (24) and (33), respectively. (c) Density 〈nˆi〉 for q = p = 0.1, computed through the Gutzwiller method (color codes, with
nmax = 6), compared with the analytical phase boundaries.
where ϕ ≡ 〈bˆi〉 is the condensate order parameter, as-
sumed to be independent on the site i. The choice of the
decoupling is less straightforward when the Hamiltonian
includes additional terms, as we mention in Section III B.
The Gutzwiller variational procedure, however, remains
well defined, so that we use it as the basis of our analysis.
Once the optimal set of coefficients {fn} is found, several
observables can be computed, and especially the density
〈nˆi〉 and the condensate density |ϕ|2. As an example (for
a specific choice of V and P ), the density as a function
of J˜/U˜ and µ˜/U˜ is shown in Fig. 1(c), where we identify
the Mott lobes with integer density. These regions cor-
responds to those where the condensate density vanishes
(not shown).
For q > 0, the boundary between two subsequent
Mott lobes is defined on a finite J˜ interval at µ˜ =
µ˜g,g+1, extending up to a triple point [where J˜/U˜ equals
(J˜/U˜)g,g+1triple ], and it is characterized by a discontinuous
jump in the density. Three transition lines cross at the
triple point: The MI/SF transition for the gth Mott lobe,
the MI/SF transition for the (g+1)th Mott lobe, and the
MI/MI transition between the gth and (g + 1)th Mott
lobes (see Fig. 1)
To locate the triple point, we simplify the Gutzwiller
ansatz, so that it can be treated analytically. Close to
the transition between two subsequent Mott phases with
filling g and g + 1, it is a valid approximation to only
consider the two on-site Fock states |g〉 and |g+1〉, which
results in the ansatz
|G2〉 =
∏
i
[cos θ|g〉i + sin θ|g + 1〉i] , (22)
where θ is the only variational parameter. For θ = 0 and
θ = pi/2, this state corresponds to a product of local Fock
states with filling equal to g and g+ 1, respectively. This
corresponds to a MI state. When 0 < θ < pi/2, on the
contrary, each local state is mixed, and the average value
of bˆi,
〈bˆi〉 ≡ cos θ sin θ
√
g + 1, (23)
takes a non-zero value, which corresponds to a SF state
[within the approximation in Eq. (22)]. As in the more
general case of |G〉, the variational approach requires
finding the value of θ which minimizes the average en-
ergy per site E(θ). At the MI/MI transition, E(θ) shows
the double-well shape that is peculiar of discontinuous
transitions, where an energy barrier separates two lo-
cal minima with the same energy. If µ˜ is slightly lower
(higher) than µ˜g,g+1, the minimum in θ = 0 (θ = pi/2)
becomes the global minimum, and the ground state is a
Mott insulator with g (g + 1) atoms per site.
When the chemical potential is tuned to its bound-
ary value (µ˜ = µ˜g,g+1), the energy profile is symmetric:
E(θ) = E(pi/2 − θ), and the height of the energy barrier
between the two minima equals ∆E = E(pi/4) − E(0).
This barrier height decreases when J˜/U˜ increases, and
the triple point is reached when ∆E = 0. This condition
can be explicitly rewritten as
(
zJ˜
U˜
)g,g+1
triple
=
q
2(1 + g)(1 + p+ 2pg)
. (24)
When J˜/U˜ increases beyond the triple point, the min-
imum of E takes place at a finite value of the varia-
tional parameter θ, corresponding to the SF phase. The
triple point in Eq. (24), computed within the two-states
Gutzwiller ansatz, agrees with the values found via the
numerical data obtained with the full Gutzwiller scheme;
see Fig. 1(c).
The MI/SF phase transition is characterized by num-
ber fluctuations and the two-states approximation |G2〉
is not sufficient to identify the corresponding boundaries
away from the triple point. To this purpose, we consider
6the three-states ansatz
|G3〉 =
∏
i
[cos θ1 sin θ2|g − 1〉i + cos θ1 cos θ2|g〉i
+ sin θ1|g + 1〉i] , (25)
where θ1 and θ2 are variational parameters. In the gth
Mott lobe one has θ1 = θ2 = 0. To the lowest order in
powers of θ1 and θ2, the energy per site corresponding to
the ansatz (25) is
E(θ1, θ2) = E0 +
∑
a,b=1,2
θaMabθb , (26)
where
E0 = g(g − 1) U˜
2
− g
2zV
2
− gµ˜ ,
M11 = gU˜ − (g + 1)zJ˜ − (2g2 + 3g + 1)zP − gzV − µ˜ ,
M22 = (1− g)U˜ − gzJ˜ − g(2g − 1)zP + gzV + µ˜ ,
M12 = M21 = −
√
g(g + 1)zJ˜ − 2g
√
g(g + 1)zP . (27)
The phase boundaries are then obtained through the sad-
dle point condition, namely by solving detM = 0 (out
of the two solutions, the one with smallest J˜ should be
considered). The resulting analytical expression for the
transition lines matches with the numerical phase dia-
gram computed through the Gutzwiller ansatz. In par-
ticular, the tip of the lobe is located at the critical value
(
zJ˜
U˜
)
c
=
1
p+ (1 + 2gp)
(
2g + 1 + 2
√
g(g + 1)
) . (28)
This value depends on p, and the effect is larger for MI re-
gions with larger filling g [47]. We stress that the nearest-
neighbor attraction q, on the contrary, only affects the
position of the lobe tip along the chemical-potential axis,
and not the value of (zJ˜/U˜)c.
B. Mean-field theory
Following the conventional approach used for the BH
model, we also compute the phase diagram through a
perturbative MF analysis [4–6] (an alternative approach
is described in Appendix E). Similarly to Eq. (21), we
decouple the density-dependent hopping term as
bˆ†i nˆibˆj ' ϕbˆ†i nˆi + ϕnˆibˆj − ϕ2nˆi, (29)
assuming that ϕ is real. This allows us to write the
Hamiltonian in Eq. (11) as K˜B = K˜
(0)
B + ϕK˜
(1)
B , with
K˜
(0)
B =
U˜
2
∑
i
nˆi(nˆi − 1)− µ˜
∑
i
nˆi − V
2
∑
〈i,j〉
nˆinˆj
+ zJ˜ϕ2
[
Ns(1 + p) + 2p
∑
i
nˆi
]
, (30)
and
K˜
(1)
B = −zJ˜
∑
i
{
[1 + p(nˆi + 1)]bˆi + bˆ
†
i [1 + p(nˆi + 1)]
}
− pJ˜
∑
〈i,j〉
(nˆibˆj + bˆ
†
i nˆj), (31)
with Ns being the number of sites. K˜
(0)
B is diagonal in the
Fock basis, while K˜(1)B only includes off-diagonal terms.
Due to the presence of nearest-neighbors interactions and
density-dependent hopping, neither K˜(0)B nor K˜
(1)
B are de-
fined on a single site, at a difference with the ordinary MF
theory for the BH model. To identify the MI/SF tran-
sition, we study the stability of the homogeneous Fock
state |Φg〉 = |g, . . . , g〉, by treating ϕK˜(1)B as a pertur-
bative correction. For J˜ = 0, ϕ vanishes and the un-
perturbed ground state is |Φg〉, for µ˜g−1,g < µ˜ < µ˜g,g+1
[23]. We compute the total energy at second order in
perturbation theory [6], E(g) = E0(g) + ϕ2E2(g), as
E2(g) =
∑
k
∑
α=P,H
|〈Φg|K˜(1)B |Φk,(α)g 〉|2
E0(g)− E(α)0 (g)
, (32)
considering the following excited states with an addi-
tional particle (P) or hole (H) on site k: |Φk,(P )g 〉 =
bˆ†k√
g+1
|Φg〉 and |Φk,(H)g 〉 = bˆk√g |Φg〉. The energy of the un-
perturbed state reads E0(g) = NsE0+zJ˜ϕ2Ns(1+p+2pg)
[see Eq. (27)].
The MI lobe boundary corresponds to the condition
that the coefficient of ϕ2 in E(g) vanishes, which yields
zJ˜
U˜
= (1 + p(2g + 1))
×
[
(g + 1)(1 + p(2g + 1))2
∆EP +
g(1 + 2pg)2
∆EH
]−1
,
(33)
where the energy gaps
∆EP = U˜g − µ˜− zV g, (34)
∆EH = −U˜(g − 1) + µ˜+ zV g, (35)
are associated to single-site particle/hole excitations at
J˜ = 0.
By comparing the MF analytical phase diagram with
the one obtained through the |G3〉 Gutzwiller ansatz, we
find that the two approaches are essentially equivalent.
As an example, we consider the value of J˜/U˜ at the tip
of the g = 1 lobe [extracted from Eq. (33)] and compare
it with the Gutzwiller result in Eq. (28): For p as large
as 0.3, the relative deviation is as small as 0.5%, and the
difference becomes even smaller when lobes with larger g
are considered.
7IV. CONCLUSIONS
We determined the quantum phase diagram of ultra-
cold bosonic impurities immersed in a vortex lattice. The
effective EBH model (derived via the polaron transfor-
mation, with parameters chosen through the variational
method), takes into account the lattice excitations repre-
sented by Tkachenko modes. These excitations generate
peculiar terms in the resulting EBH model, namely a
long-range attractive potential and a density-dependent
hopping. The corresponding coefficients V and P are
enhanced, as compared to ordinary optical-lattice real-
izations of the Bose-Hubbard model. The phase diagram
includes Mott-insulator and superfluid phases, and it is
computed with two independent techniques (a Gutzwiller
variational approach and a perturbative mean-field the-
ory). The separate effects of V and P on the MI lobes are
clearly identified: A nonvanishing V leads to the appear-
ance of discontinuous MI/MI transitions and of a triple
point, while a non-zero P induces a shift of the critical
hopping parameter for the SF/MI transition. The triple
point can also be recognized in the exact phase diagram
of the model for P = 0, previously computed through the
quantum Monte Carlo technique [23].
For the experimental realization of our scheme, we pro-
pose to employ the technique of artificial magnetic fields
[29], for which the generation of vortices is currently be-
ing optimized [31] and could potentially reach the vortex-
lattice regime predicted by theory [29, 32]. Finally, al-
though we focused here on neutral bosons, the atomic
trapped species could also consist of fermions with spin
charges, which would allow one to study magnetism with
ultracold atoms, including triangular-lattice frustrated
spins.
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Appendix A: Effective EBH model
The EBH in Eq. (11) results from the unitary transformation in the Hamiltonian of Eq. (8), followed by its average
over the lattice modes, i.e., K˜B = 〈K˜B〉ph, with |ph〉 =
∏
q |Nq〉 and |Nq〉 being the number state of the lattice modes
[48, Sections 4.31 and 4.32]. From that, we obtain the energy coefficients
U˜ = U +
2
S
∑
q
[
|αi,q|2q − gAB√nA
(
Ωiiqe
iq·Riα∗i,q + Ω
ii∗
q e
−iq·Riαi,q
)]
,
µ˜ = µB − 1
S
∑
q
[
|αi,q|2q − gAB√nA
(
Ωiiqe
iq·Riα∗i,q + Ω
ii∗
q e
−iq·Riαi,q
)]
,
V = − 2
S
∑
q
[
α∗j,qαi,qe
−iq·dq − gAB√nA
(
Ωjjq e
iq·Riα∗i,q + Ω
jj∗
q e
−iq·Riαi,q
)]
, (A1)
9J˜ = Jf0,
P =
gAB
√
nA
S
∑
q
[
Ωijq e
iq·Riα∗i,q + Ω¯
ij
q e
−iq·Riαi,q
]
f0, (A2)
which depend explicitly on the parameter α of the unitary transformation, including
f0 = exp
[
− 1
2S
∑
q
|αiq|2|1− e−iq·d|2
]
. (A3)
Using the parameter α obtained through the variational method [see Appendix B], the energies above are reduced to
Eqs. (12-16) in the main text.
Appendix B: Variational method
Applying the extremization condition to the total energy of the system, E = 〈K˜B〉Φ, with |Φg〉 = |g, . . . , g〉, we get
∂E
∂αi,q
implying
∂E0
∂αi,q
= 0. (B1)
The second condition is justified by using the fact that P ∼ J˜ and V ∼ U˜ . Since U  J , only the ground state
energy is relevant. Applying Eq. (B1) to each element of the ground-state energy in Eq. (27), according to Eq. (A1)
∂U˜
∂αi,q
=
2
S
[
α∗i,qq − gAB
√
nAΩ
ii∗
q e
−iq·Ri
]
,
∂µ˜
∂αi,q
= − 2
S
[
α∗iqq − gAB
√
nAΩ
ii∗
q e
−iq·Ri
]
,
∂V
∂αi,q
= − 2
S
[
α∗j,qqe
−iq·d − gAB√nAΩjj∗q e−iq·Ri
]
. (B2)
Assuming homogeneity (αiq ≡ αjq), we find
αi,q =
gAB
√
nA
q
Ωiiqe
iq·Ri . (B3)
which depends on the Tkachenko-mode parameters Ωiiq and q.
Appendix C: Density-dependent hopping
In Ref. [16], the authors determined a generalized BH model by considering the nearest-neighbors contribution in
the interacting term. For ultracold atoms trapped in a three-dimensional optical lattice, this reads
H = −J
∑
〈i,j〉
bˆ†i bˆj +
1
2
∑
ijkl
Uijklbˆ
†
i bˆ
†
j bˆk bˆl − µ
∑
i
nˆi, (C1)
whit the total hopping
JTotal =
∫
d3rω∗(ri)
[
− ~
2∇2
2m
+ V (r) + gρ(r)
]
ω∗(rj), with ρ = ni|ω(ri)|2 + (nj − 1)|ω(rj)|2, (C2)
and the long-range potential
V = g
∫
d3r|ω(ri)|2|ω(rj)|2, (C3)
where g = 4pi~as/m being the repulsive contact potential and as the scattering length. We consider the hopping
correction due to the interaction (in our two-dimensional case g ≡ gB) JE = gB
∫
d2rω∗(ri)ρ(r)ω∗(rj). By applying
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the Gaussian ansatz for the Wannier functions, ωB(r) = |B0|e−r2/2l20 , with width l20 = ~ξA/
√
mBV0 (which corresponds
to the harmonic ansatz for the vortex-core density profile [49, Chapter 9]), we derive
JE =gB(ni + nj − 1)|B0|4
[ ∫ ∞
−∞
dx exp[−(x− xi)2/2l20 − (x− xj)2/2l20 − (x− xi)2/l20]
]2
=(ni + nj − 1) gB
2pil20
e−3d
2/4l20 = (ni + nj − 1)Ue−6
√
2ΓL
√
V0/ER , (C4)
and
VE =gB |B0|4
[ ∫ ∞
−∞
dx exp[−(x− xi)2/l20 − (x− xj)2/l20]
]2
=
gB
2pil20
e−d
2/l20
=Ue−8
√
2ΓL
√
V0/ER , (C5)
where d = xi − xj , Uiiij = JE and Uijij = VE .
In addition, we determine the on-site energy, U = ER(2/
√
pi)(aB/l
B
z )
√
V0/ER, and the hopping, J = ER
[
(2ΓL −
1)(V0/ER)−(
√
2/4)
√
V0/ER
]
e−2
√
2ΓL
√
V0/ER . By comparing the magnitude of the different terms in Fig. 2, it is clear
that the off-site energies decay faster than U and J . This analysis justifies the validity of the BH truncation applied
in Eq. (4).
U
J
JE
VE
0 5 10 15 20 25
10-25
10-20
10-15
10-10
10-5
1
Lattice Depth V0@units of ERD
E
n
er
g
y
@un
it
s
o
f
E
R
D
Figure 2. From top to bottom: Solid blue: on-site energy U . Solid gray: “Gaussian” hopping J . Dashed black: induced hopping
JE . Dashed blue: long-range potential VE . We set aB/lBz ≈ 0.05 with ΓL ≈ 1 for 87Rb atoms and assume an unitary filling of
the lattice sites, ni = nj = 1.
On the other hand, by applying the same procedure for the effective EBH in Eq. (11), where we associate the
hopping
ˆ˜JTotal =
ˆ˜J + JˆP , (C6)
with ˆ˜J = −J˜ bˆ†i bˆj , JˆP = −P (nˆj + nˆi)bˆ†i bˆj and J˜ = Jf0, we find
ˆ˜JTotal = −[Jf0 + P (nˆj + nˆi)]bˆ†i bˆj . (C7)
Finally, using the “bare” hopping from Eq. (5) and the explicit form of the density-dependent hopping P given by
Eq. (16), we obtain
ˆ˜JTotal = f
0
∫
d2rω∗(ri)
[
− ~
2∇2
2mB
+ Vˆeff
]
ω(rj)bˆ
†
i bˆj , (C8)
with Vˆeff = VAB(r)−V0ρˆ(r) and ρˆ(r) = X (r)(nˆj + nˆi) being the effective potential associated with density-dependent
hopping and reduced density, respectively. The parameter X (r) = (gAB/S)
∑
q[(ϕAu
∗
q − ϕ∗Avq)Ωiiq + c.c.](1/q)
represents the impurity spatial density “dressed” by the lattice modes, with Ωiiq given by Eq. (9).
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Appendix D: EBH parameters in the continuum limit
The dispersion relation of the Tkachenko modes in the continuum limit is established by considering small values of
momentum, that is, ql 1 [36]. In addition, we consider the energy dispersion of the Tkachenko modes q ≈ ~2q2/2M ,
withM = 12κ√η
~Ω
nAgA
mA being the effective mass of the modes and the lattice constants κ = 1.1592 and η = 0.8219. In
the low-energy limit, we have uq(r) ≈ ϕA(r) c1q eiq·r and vq(r) ≈ ϕA(r) c2q e−iq·r. The small value of the momentum
allows us to expand (c1q − c2q) ≈ 1√2 η1/4 (ql). Using these considerations and the Gaussian ansatz for the Wannier
functions (see Appendix C), we determine the Ω and Ω¯ in Eq. (9), which leads to
|Ωiiq |2 =
η1/2
2
(ql)2
[ |B0|
2ξ2A
∫
dre±iq·re−r
2/2l20
]2
=
η1/2
128
(ql)2
(
l20
ξ2A
)2(
4− q2l20
)2
e−q
2l20/2, (D1)
where the sign ± is associated with Ωiiq and Ω¯iiq respectively. In the same way, we obtain
Ωijq =
η1/4√
2
(ql)
[
|B0|
∫
dre±iq·re−r
2/2l20e−|r+d|
2/2l20
]
=
1√
2
η1/4(ql)e−d
2/4l20e−q
2l20/4e−iq·d/2, (D2)
where, we find Ω¯ijq = Ωij∗q for the continuum case.
The long-range potential is obtained by substituting the above relations into the Eq. (15)
V =
2g2ABnA
S
∑
q
1
q
[η1/2
128
(ql)2
(
l20
ξ2A
)2(
4− q2l20
)2
e−q
2l20/2e−iq·d
]
∼
∫
dq(4− q2l20)2e−q
2l20/2e−iq·d ∼ Ue−d2/2l20
= Uγ1
( V0
ER
)(
1 + 16Γ2L
V0
ER
)
e−4
√
2ΓL
√
V0/ER , (D3)
where γ1 = (1/4κ)(mA/mB)3/2(aA/aB).
The density-dependent hopping is determined by plugging relations (D1) and (D2) into Eq. (16)
P =
g2ABnA
S
∑
q
f0
q
[η1/4√
2
(ql)2
(
l20
8ξ2A
)(
4− q2l20
)2
e−q
2l20/4e−d
2/4l20 cos(q · d/2)
]
∼ f0e−d2/4l20
∫
dq(4− q2l20)e−q
2l20/2 cos(q · d/2) ∼ f0Ue−3d2/8l20
=
√
2Uγ1
( V0
ER
)3/2(
1 +
√
2ΓL
√
V0
ER
)
e−(3
√
2+γ2)ΓL
√
V0/ER , (D4)
where γ2 = (1/8
√
piκ2
√
η)(m2A/mABmB)(aA/l
B
z ). Here we note, in both cases, that V and P decay with the inter-
vortex distance d. f0 is obtained in the same way as V and P . Following the MF approach of Ref. [16], we derive
JP = (ni + nj)P. (D5)
In Fig. 3, we compare the long-range potential and the induced-hopping for the “static” and “dynamic” case.
In order to determine numerical values of the long-range potential and density-dependent hopping, we consider the
mixture 23Na and 87Rb, where 23Na (mA = 23u) and 87Rb (mB = 87u) are the majority (A) and minority species
(B), respectively, with u ' 1.66× 10−27 kg being the atomic mass unit. For the sodium BEC , we assume an effective
2D atomic density of nA ≈ (1020/m3)× lAz , with lAz (∼ 0.2µm), with ωz ∼ 2pi×10kHz, being the axial confinement and
where the scattering length of species A is aA = 90a0 (with a0 being the Bohr radius). This yields a unitary Landau
factor nAgA/2~Ω ∼ 1, the lattice parameter d ∼ 0.65µm, the vortex size ξA ∼ 0.3 µm and the Wannier-function
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Figure 3. From top to bottom: Solid brown: “dynamic” hopping JP . Solid red: long-range potential V . Dashed brown: “static”
induced hopping JE . Dashed red: long-range “static” potential VE . We use the mixture Na-Rb, where Rb atoms are considered
as impurities. In addition, we assume a unitary filling of the lattice sites (ni = nj = 1) and ΓL ≈ 1.
length l0 ∼ 0.2 µm. With these parameter values, the tight-binding regime is satisfied: V0/ER ∼ 15  1. Finally,
we estimate the values for long-range potential and density-dependent hopping assuming reasonable values for the
scattering lengths of species B, aB = 100a0, and for the inter-species scattering length aAB = 450a0. This allows us
to be close to the MI/SF boundary, yielding zV/U˜ ∼ 0.01(z = 6) and P/J˜ ∼ 0.04.
Appendix E: Mean-field phase boundaries
In this appendix, we derive an alternative expression for the mean-field phase boundaries computed in Section III B,
by applying the method developed for the dipolar EBH model [50]. On top of ϕi = 〈bˆi〉, we introduce the average
on-site density ni = 〈nˆi〉. Analogously to the decoupling in Eq. (21), we write the other off-site terms in Eq. (11) as
(nˆi + nˆj)bˆ
†
i bˆj ≈ ϕj bˆ†i nˆi + ϕ∗i nˆj bˆj + bˆ†iϕj + bˆjϕ∗i − ϕ∗iϕj + ϕj bˆ†i nˆj + ϕ∗i nˆibˆj − ϕ∗iϕj(nˆi + nˆj),
nˆinˆj ≈ nj nˆi + ninˆj − ninj . (E1)
In order to obtain a single-site Hamiltonian, we define Φi =
∑
〈i〉j ϕj , Ni =
∑
〈i〉j nj and Φinˆi =
∑
〈i〉j ϕj nˆj , where
the sums of ϕj and nj over the nearest neighbors of site i. We also neglect terms which are of second order in ϕi, the
Hamiltonian in Eq. (11) becomes K˜B = K˜0B + K˜
1
B , where
K˜0B =
∑
i
[
U˜
2
nˆi(nˆi − 1)− µ˜nˆi − V
2
(2nˆi − ni)Ni
]
,
K˜1B = −
∑
i
{[J˜ + P (2nˆi + 1)]bˆiΦ∗i + bˆ†iΦi[J˜ + P (2nˆi + 1)]}. (E2)
We consider K˜0B as the main contribution to the ground-state energy and K˜
1
B as a perturbation. This perturbative
MF method identifies the region where a given density distribution |Ψ〉 = ∏i |ni〉 is stable against particle and hole
excitations, which corresponds to the Mott lobe. The method is formulated at finite temperature, followed by the
zero temperature limit. We assume that |Ψ〉 is a local minimum of K˜0B , with K˜0B |Ψ〉 = E0|Ψ〉 and
E0 =
∑
i
E0(ni) =
∑
i
[ U˜
2
ni(ni − 1)− µ˜ni − V
2
niNi
]
. (E3)
At finite inverse temperature β = 1/(kBT ) (where kB is the Boltzmann constant), the order parameters ϕi can be
obtained as ϕi = Tr[bˆiρˆ]. The density matrix of the system is defined as ρˆ = e−βK˜B/Z, with the partition function
Z = Tr[e−βK˜B ], which we approximate by the first term of the Dyson series: Z ' Tr[e−βE0 ]. The Dyson expansion
is also applied to calculate the order parameter, keeping only the lowest-order term and projecting it in the subspace
formed by the states |γ1〉 = |Ψ〉 and |γ2〉 = (bˆi/√ni)|Ψ〉. Then, ϕi = Tr[bˆie−βE0e−βK˜B ] becomes
ϕi ≈ −eβE0
∫ β
0
dτ
∑
|γ〉
〈γ|bˆie−(β−τ)K˜0BK˜1Be−τK˜
0
B |γ〉, (E4)
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ϕi ≈ eβE0
∫ β
0
dτ
|γ2〉∑
|γ〉=|γ1〉
〈γ|bˆi
∑
k
e−(β−τ)K˜
0
B
{
[J˜ + P (2nˆk + 1)]bˆkΦ
∗
k + bˆ
†
k[J˜ + P (2nˆk + 1)]Φk
}
e−τK˜
0
B |γ〉
≈ Φi
{
(ni + 1)[J˜ + P (2ni + 1)]
∫ β
0
dτe−(β−τ)(E+−E0) + ni[J˜ + P (2ni − 1)]
∫ β
0
dτe−τ(E−−E0)
}
. (E5)
Taking the zero-temperature limit (β →∞), we derive the equation for the lobe boundaries
ϕi ≈ Φi
[
[J˜ + P (2ni + 1)](ni + 1)
E+ − E0 +
[J˜ + P (2ni − 1)]ni
E− − E0
]
. (E6)
The energies are computed from E+ = 〈γ3|K˜0B |γ3〉 and E− = 〈γ2|K˜0B |γ2〉, with |γ3〉 = (bˆ†i/
√
ni + 1)|Ψ〉. Then
E+ − E0 = U˜ni − µ˜ni − V Ni and E− − E0 = −U˜(ni − 1) + µ˜ni + V Ni. Using these relations, we obtain
ϕi ≈ Φi
[
[J˜ + P (2ni + 1)](ni + 1)
U˜ni − µ˜− V Ni
+
[J˜ + P (2ni − 1)]ni
−U˜(ni − 1) + µ˜+ V Ni
]
. (E7)
The validity of Eq. (E7) is restricted to the interval
U˜(ni − 1)− V Ni ≤ µ˜ ≤ U˜ni − V Ni. (E8)
Considering the approximations Φi = zϕi and Ni = zni, and assuming uniformity (ϕi = ϕ and ni = g), we rewrite
the Eq. (E7) as
U˜
zJ˜
=
[1 + p(2g + 1)](g + 1)
g − µ˜/U˜ − qg +
[1 + p(2g − 1)]g
−(g − 1) + µ˜/U˜ + qg . (E9)
From the expression for the lobe boundary, we can identify the critical point, that is, the tip of the lobe. This point
satisfies (
zJ˜
U˜
)
c
=
[
1 + p+ 2g(1 + p+ 2pg) + 2
√
g(1 + g)(1 + p(2g + 1))(1 + p(2g − 1))
]−1
. (E10)
This alternative derivation for the lobe boundary provides results essentially equivalent to the other two approaches
(the Gutzwiller ansatz and the standard MF method). The comparison is shown in Fig. 4, for both small and large
values of p.
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Figure 4. Phase diagram of the EBH model at q = 0.1, with p = 0.05 (a) and p = 0.5 (b). The condensate density is computed
through the Gutzwiller approach (color code, obtained with nmax = 6). Also shown are the standard MF theory (solid red line,
Eq. (33)) and the single-site MF approach (dotted white line, Eq. (E9)).
