Introduction
All graphs considered in this paper are finite and simple (the latter means that they are undirected and have neither loops nor multiple edges). In the sequel, we will also assume that they are connected. (see [8] [9] [10] for results on Q (G)). For these matrices, the eigenvalues of M(G) are important invariants of G and form the M-spectrum of G. The largest eigenvalue of M(G) is often called the M-index of G.
Let G = (V(G), E(G)
In the sequel, we denote it by λ M (G). By definition, the Hoffman graph H n of order n is obtained from the cycle C n−1 of order n − 1 by attaching a pendant edge at some vertex of C n−1 . For given M, the Hoffman program is associated with the sequence M(H n ). This program consists of two steps. Its first aim is to prove the existence of the limit of the largest eigenvalue λ M (H n ) and then determine its exact value. In the sequel, we call it the Hoffman limit value for M and denote it by H(M). The second step is the description of all connected graphs whose M-index does not exceed H(M). Usually, this stage produces a much more difficult problem.
The Hoffman program was first completed for the adjacency matrix of a graph. In particular, Hoffman showed [14] that H(A) = 2 + √ 5, found therein two important infinite families of connected graphs G with λ A (G) H(A) and posed the problem of determining all graphs whose A-index does not exceed H(A). This was done step-by-step in [18, 14, 6, 4] . To be more precise, in [18] , Smith determined all connected graphs whose A-index is equal to 2. Now they are known in the literature as Smith graphs, and the connected graphs whose A-index is strictly less than 2 are proper subgraphs of Smith graphs. After [14] , Cvetković et al. determined the structure of graphs with A-index between 2 and H(A) in [6] . Their description was completed a few years later by Brouwer and Neumaier [4] (see [2] for their partial ordering with respect to the spectral radius). For the presentation of the solution of the Hoffman program for the adjacency matrix of a graph, we need the path P n , the cycle C n , the star K 1,n−1 and three families of special graphs defined in Fig. 1 .
In this notation, the results of the above-mentioned authors can be summarized as follows. (2, 4, 2) , (2, 5, 3) , (3, 7, 3) , (3, 8, 4 
c, for a = 1.
In the present paper, we are concerned with the Hoffman program for the signless Laplacian matrix
is the matrix of the vertex degrees of G and A(G) is the adjacency matrix of G. The Hoffman limit value H(Q ) was first determined explicitly by Guo [12] . In particular, it was shown that H(Q ) = 2+ = 4.38+, where is the only real root of the cubic equation
Note that the value first appeared in [19] and the value √ 2 + is also considered in [3] in connection with some other spectral problem.
ing connected graphs whose Q -index does not exceed H(Q ), the corresponding research was almost completed in [20] . More precisely, the authors of [20] proved the following proposition. Theorem 1.2 [20] . Under the above notations, we have G
In the same paper, the authors gave the following conjecture.
In the present paper, we prove this conjecture and hence, complete the Hoffman program for the signless Laplacian matrix of a graph. The corresponding solution can be presented as follows.
Theorem 1.3. Under the above notations, we have
As we have already mentioned, in spectral graph theory, the Laplacian matrix
is also considered. It is not difficult to check that H(L) = H(Q ). Theorem 1.3 plays an important role in the description of all connected graphs whose Laplacian index is not greater than H(L). This is done in [21] and we refer the reader to this paper for more details on the Laplacian Hoffman program.
Preliminaries
In this section, we first show that Conjecture 1 is equivalent to a conjecture (which will be stated later) in the A-theory. In order to prove the latter conjecture, we will need some preparatory results. Lemma 2.1 [5, 8] . Let G be a graph of order n and size m, and let S(G) be the subdivision graph of G. Then
In the sequel we will also consider the graph P . Hence, the following result obtained in [19] (see Lemma 3.4 (i)) will be useful in the sequel. Lemma 2.2 [19] . Let 0
Now we can formulate our first new result.
and
, and we deduce from Lemma
S(G)), by Lemma 2.1, it follows that κ(Q a,b,c ) < κ(Q a+1,b,c−1 ).
The well-known Hoffman-Smith lemma about internal paths (see [15] ) has been extended to the Q -theory by several authors independently. Recall that an internal path of a graph G is a walk If a path is not internal, then it is said to be external. Now we have: Lemma 2.4 [13, 11, 9, 20] . Let uv be an edge of a connected graph G and let G uv be obtained from G by subdividing the edge uv of G.
( . Then, similarly to the above, we can get that κ(Q a,b,c ) > κ(Q 1,k,k ), and we are done since the latter graph has a greater index than Q 1,k,k−1 .
ii) If uv is not in an internal path of G = C n , then κ(G uv ) > κ(G). (iii) If uv belongs to an internal path, then κ(G uv ) < κ(G).
We are now in position to give the following conjecture that is equivalent to Conjecture 1:
To prove the above conjecture, we express it (due to Lemma 2.1) in its counterpart in the A-theory.
2,2k+2 and by Lemma 2.1 we get ϕ(
2,2k+2 . Hence, instead of Conjecture 2 in the Q -theory, we can consider the following statement in the A-theory (to be proved in the next section):
Clearly, by proving Theorem 2.6, we deduce that Conjectures 1 and 2 hold, and thus Theorem 1.3.
Proof of Theorem 2.6
By the reasons which will be clear later, in this section, we mainly consider the number x has two positive roots
In the sequel we denote the first root by . For determining the characteristic polynomial for the adjacency matrix of the graph G k = P 2,2,4k
we also need Schwenks formulas in which we assume that φ(G, λ) = 1 if G is the empty graph (i.e.
with no vertices). Since we deal with trees we may consider their weaker form (see also [1] for their extensions to any matrix). For a graph G and a vertex v (edge uv, resp.) in G, G − v (G − uv, resp.) denotes the graph obtained from G by deleting the vertex v (the edge uv, resp.).
Lemma 3.2 [17] . Let G be a tree. Then we have: 
1,2k+1 and then Lemma 3.2 (ii) to the edges e 1 and e 2 that are incident to the vertices of degree 3 and contained in the branches of
Note that according to the statement (i) of Lemma 3.2, we have
where m 2. It is easy to check (see [6] or [16] ) that φ(P m , λ) =
where x is one of the roots of the quadratic equation
For any graph G, let Φ(G, x) be the rational function obtained from φ(G, λ) by substitution of Recall that (in all approximations, numbers will be truncated)
Now we have to prove that for any k 2, Φ(G k , ) < 0. But this will be greatly simplified in view of the fact that we know the minimal polynomial for . Note also that the sign of Φ(G k , ) depends only on the sign of numerator. So we have to prove that
