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Resumo
Neste trabalho provaremos que o conjunto das funções de R em R que são sobreje-
toras em todo lugar é lineável e que os conjuntos de sequências ℓp − ℓq, se p > q ≥ 1, e
ℓ∞ − c0 são espaçáveis.
Palavras-chave: Lineabilidade, espaçabilidade, espaços de Banach, espaços de
sequências, funções sobrejetoras em todo lugar.
Abstract
In this work we prove that the set of everywhere surjective functions from R to R
is lineable and the sequence sets ℓp − ℓq, if p > q ≥ 1, and ℓ∞ − c0 are spaceable.
Keywords: Lineability, spaceability, Banach spaces, sequence spaces, everywhere
surjective functions.
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Introdução
O estudo de lineabilidade e espaçabilidade na Análise Funcional tomou enormes
proporções nos últimos 15 anos. Diversos pesquisadores nos mais diferentes contextos
da Análise Matemática passaram a explorar a busca por linearidade em ambientes em
que, a princípio, não se tem uma estrutura linear. A longa lista de referências do livro
[1], intitulado Lineability The Search for Linearity in Mathematics, publicado em 2015,
mostra a vitalidade do assunto. O termo lineabilidade foi introduzido por Gurariy no início
dos anos 2000 e sua deﬁnição precisa é a seguinte:
Seja E um espaço vetorial normado. Dizemos que A ⊂ E é λ-lineável se A ∪ {0}
contém um espaço vetorial de dimensão λ (aqui λ pode ser um número natural ou um
cardinal transﬁnito). É usual também dizer apenas que A é lineável se A ∪ {0} contém
um espaço vetorial de dimensão inﬁnita.
Uma condição mais forte que, além da estrutura algébrica de espaço vetorial se
preocupa também com uma estrutura topológica, é a seguinte:
Dizemos que A ⊂ E é espaçável se A∪{0} contém um espaço vetorial de dimensão
inﬁnita e fechado em E.
O estudo de lineabilidade/espaçabilidade é feito em diversos contextos na Análise
Matemática, principalmente dentro da teoria de Análise Funcional. Muitos desses estudos
envolvem técnicas extremamente complexas e elaboradas, e de conteúdo matemático
aprofundado. Nesse trabalho, o nosso foco principal é o estudo de lineabilidade em espaços
clássicos de sequências estudados em cursos introdutórios de Análise Funcional e no espaço
de funções de R em R. Os dois problemas centrais são os seguintes:
Problema 1: Existe f : R → R tal que, para quaisquer a, b ∈ R, a < b tem-se
f((a, b)) = R?
É impossível imaginar o gráﬁco de uma função satisfazendo essa condição. Mas de
fato existem funções deste tipo e em inglês elas são chamadas de everywhere surjective
functions. Podemos pensar que funções com esse comportamento não usual são raras
de se existir, mas pretendemos convencê-los que estas funções não são tão raras assim.
Denotaremos o conjunto de todas essas funções por ES(R). Baseado na aﬁrmação que
ﬁzemos de existência de funções com essa propriedade, segue que ES(R) 6= ∅. Logo, é
natural se perguntar se esse conjunto é lineável, isto é, existe um espaço vetorial (a menos
da função nula) somente de funções que estão em ES(R)? Repare que essa pergunta é
não trivial, pois o conjunto ES(R) é altamente não linear, já que somando duas funções
de ES(R) podemos obter, por exemplo, uma função nula, ou uma função constante
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qualquer. E se esse conjunto for lineável, qual é o "tamanho máximo"do espaço vetorial
que conseguimos criar com funções de ES(R) (em termos de dimensão algébrica)?
Vamos as respostas. De fato o conjunto ES(R) é lineável e o que é mais surpreen-
dente é que é possível criar um espaço vetorial somente com funções de ES(R) (exceto
pela função nula) cuja dimensão é 2c, onde c denota a cardinalidade dos números reais.
Ou seja, a dimensão do espaço criado coincide com a cardinalidade do conjunto de todas
as funções de R em R.
A resposta original para esse problema foi dada por Aron, Gurariy e Seoane em [2],
em 2005, e uma prova alternativa deste resultado foi obtida por Cariello, Fávaro e Seoane
em [5].
Problema 2: Seja p ≥ 1 e considere o espaço vetorial de todas as sequências de
números reais (ou complexos) que são absolutamente p-somáveis, isto é, o conjunto
ℓp =

x = (xj)∞j=1 :
∞∑
j=1
|xj|p <∞

 ,
o qual se torna um espaço normado com a norma
‖(xj)∞j=1‖ :=

 ∞∑
j=1
|xj|p


1
p
.
É possível provar que se 1 ≤ q < p, então ℓq ⊂ ℓp e essa inclusão é própria, ou seja,
ℓp − ℓq 6= ∅ (as demonstrações desses fatos aparecerão no Capítulo 3).
Mas existem muitos elementos no conjunto ℓp − ℓq? Será que ℓp − ℓq é um espaço
vetorial, ou pelo menos é lineável? Será que é espaçável?
Vamos as respostas. De fato o conjunto ℓp− ℓq está longe de ser um espaço vetorial,
pois não contém nenhuma sequência ﬁnita (que é 0 a partir de um certo termo). Ou seja,
esse conjunto é altamente não linear. Mas é possível provar que ℓp − ℓq é espaçável, em
particular lineável.
O mesmo tipo de pergunta pode ser feita para ℓ∞−c0 , onde ℓ∞ é o espaço normado
de todas as sequências limitadas de números reais com a norma do supremo e c0 é o
subespaço fechado de ℓ∞ das sequências que convergem para zero.
As demonstrações desses fatos podem ser encontradas em [3, 9]. Nos baseamos
nelas para a construção deste trabalho.
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1 Preliminares
Neste capítulo, apresentaremos alguns resultados importantes da teoria axiomática
de conjuntos e algumas propriedades do conjunto de Cantor que serão necessárias no
Capítulo 2. No que diz respeito à teoria axiomática de conjuntos, o foco principal será em
resultados sobre números cardinais. Apresentaremos também alguns conceitos básicos de
espaços métricos que serão necessários no Capítulo 3.
1.1 Números Cardinais
Para se dar a deﬁnição rigorosa de cardinal é necessário apresentar diversos axiomas
e desenvolver vários resultados, principalmente da teoria de ordinais. Como estamos
interessados em saber apenas a cardinalidade de alguns conjuntos especíﬁcos, optamos por
não fazer esse desenvolvimento teórico detalhado da formalização da deﬁnição de cardinais.
Apesar de não deﬁnirmos com rigor os números cardinais, usaremos a ideia central desse
conceito que é a de medir o tamanho de conjuntos, em termos da quantidade de elementos
que eles possuem. Como os autores do livro [1] dizem: Os números cardinais são em
certo sentido, uma extensão dos números naturais e a aritmética cardinal é a extensão da
aritmética básica dos números naturais aos cardinais. Admitiremos a convenção que a cada
conjunto A está associado um número cardinal denotado card(A), que mede a quantidade
de elementos do conjunto A.
Definição 1. Sejam A e B dois conjuntos. Diremos que:
a) card(A) ≤ card(B) (ou simplesmente A 4 B) se existe uma aplicação f : A → B
injetora.
b) card(A) ≥ card(B) (ou A < B) se existe uma aplicação f : A→ B sobrejetora
c) card(A) = card(B) (ou A ≈ B) se existe uma aplicação f : A→ B bijetora.
d) card(A) < card(B) (ou A ≺ B) se card(A) ≤ card(B) e não existe uma aplicação
f : A→ B bijetora.
e) card(A) > card(B) (ou A ≻ B) se card(A) ≥ card(B) e não existe uma aplicação
f : A→ B bijetora.
f) card(A) é ﬁnito se A é um conjunto ﬁnito, caso contrário é chamado de inﬁnito.
g) card(A) é enumerável se card(A) = card(N).
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Observação 2. Em geral, usaremos também letras gregas minúsculas para denotar
números cardinais. Como é usual, denotaremos
card(N) = ℵ0, card(R) = c.
Definição 3. Sejam A e B dois conjuntos. Denotamos por AB o conjunto de todas as
funções de A em B, isto é,
AB = {f : A −→ B}.
Teorema 4 (Teorema de Cantor). Seja A um conjunto. Então A ≺ P (A) ≈ A{0, 1},
onde P (A) denota o conjunto das partes de A.
Demonstração. Considere uma função f : A −→ P (A) e suponhamos por absurdo que f
seja uma função bijetora. Assim, podemos deﬁnir o conjunto
B = {x ∈ A : x /∈ f (x)}.
Observe que B ⊆ A e portanto é um elemento de P (A). Como f é bijetora existe a ∈ A
tal que f (a) = B. Agora, a ∈ A e a ∈ B se, e somente se, a /∈ f (a) = B, o que é um
absurdo. Portanto, segue da Deﬁnição 1(e) que A ≺ P (A) .
Mostraremos a seguir que P (A) ≈ A{0, 1}. Para isso vamos considerar a função
característica de cada subconjunto C de A, χC : A −→ {0, 1} dada por
χC (x) =


1, se x ∈ C
0, se x /∈ C.
Observe que χC ∈ A{0, 1}. Deﬁna agora g : P (A) −→ A{0, 1}, por g (C) = χC e observe
que g é bijetora. De fato, sejam C,D ∈ P (A) tais que g (C) = g (D), então segue que
χC = χD. Assim, para x ∈ A, temos que
x ∈ C ⇔ χC (x) = 1
⇔ χD (x) = 1
⇔ x ∈ D.
Portanto, C = D e g é injetora. Agora, seja h uma função de A em {0, 1}. Tomando
C = {x ∈ A : h (x) = 1},
segue que C ∈ P (A) e χC = h. Portanto, g é sobrejetora.
Teorema 5 (Teorema de Cantor-Schröder-Bernstein). Se A 4 B e B 4 A, então A ≈ B.
Demonstração. Veja [1, Theorem I.3, p. 2].
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Agora vamos deﬁnir operações de números cardinais.
Definição 6. Sejam α e β números cardinais. Deﬁnimos
a) α+ β := card(A ∪B), onde α = card(A), β = card(B) e A ∩B = ∅;
b) α · β := card(A×B), onde α = card(A), β = card(B);
c) αβ := card(BA), onde α = card(A), β = card(B).
Abaixo listaremos algumas propriedades da aritmética de cardinais, apesar de que
usaremos neste trabalho essencialmente a última. Mas acreditamos ser interessante para o
leitor perceber que muitas das propriedades de números reais continuam valendo para os
números cardinais.
Proposição 7. Sejam α, β, γ ≥ 1 números cardinais. Temos:
a) α+ β = β + α, α · β = β · α.
b) (α+ β) + γ = α+ (β + γ), (α · β) · γ = α · (β · γ).
c) α · (β + γ) = α · β + α · γ.
d) (α · β)γ = (αγ) · (βγ).
e) αβ+γ =
(
αβ
)
· (αγ).
f)
(
αβ
)γ
= αβ·γ = (αγ)β.
Demonstração. Veja [6, Theorems 8K, 8L, 8R and 8S].
Proposição 8. Sejam α, β números cardinais, com 1 ≤ β ≤ α e α inﬁnito. Então
α+ β = α · β = α.
Demonstração. Veja [6, p. 164].
Um dos problemas que estamos interessados, para podermos estudar os resultados
do Capítulo 2, é o de saber (em termos de número cardinal) quantas funções de R em
R existem. Antes de respondermos essa questão, precisamos provar que a quantidade de
números reais é a mesma quantidade de subconjuntos de N.
Teorema 9. R ≈ P (N), ou seja, c = 2ℵ0.
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Demonstração. Do Teorema de Cantor (Teorema 4), sabemos que P (A) ≈ A{0, 1}, qual-
quer que seja o conjunto A. Portanto
R ≈ P (N)⇔ R ≈ N{0, 1}.
Logo basta mostrar que R ≈ N{0, 1}. Pelo Teorema de Cantor-Schröder-Bernstein (Teorema
5), se mostrarmos que R 4 N{0, 1} e N{0, 1} 4 R então R ≈ N{0, 1}.
Para provarmos que R 4 N{0, 1}, basta construirmos uma função do intervalo
(0, 1) em N{0, 1} que seja injetora e o resultado será válido, pois R ≈ (0, 1). Vamos usar a
expansão binária dos números do intervalo (0, 1). E observe que para fazer essa expansão
é necessário tomar cuidado para não considerar as expansões que tenham somente o
algarismo 1 a partir de um certo termo. Por exemplo consideraremos a expansão 0, 1000 . . .
ao invés de 0, 0111 . . . E assim vamos deﬁnir a função H por
H : (0, 1) → N{0, 1}
z 7→ H (z) : N → {0, 1}
n 7→ H (z) (n) = n+ 1∗,
onde n+1∗ representa a (n+1)-ésima casa de z após a vírgula. Por exemplo, se tomarmos
o número 0, 110100 . . . temos que H (0, 110100 . . .) é uma função h : N→ {0, 1} dada por:
h (0) = 1, h (1) = 1, h (2) = 0, h (3) = 1, h (4) = 0, h (5) = 0 e h (n) = 0, ∀n ≥ 6.
Note que H é injetora. De fato, considere a, b ∈ (0, 1) tais que H (a) = H (b). Assim, segue
que para todo n ∈ N temos que H (a) (n) = H (b) (n), ou seja, a expansão binária de a é
igual a expansão binária de b. Portanto, segue que a = b.
Agora, para provar que N{0, 1} 4 R, construiremos uma função injetora de N{0, 1}
em (0, 1) e para isso usaremos a expansão decimal dos números do intervalo (0, 1). Deﬁna
a função G por
G : N{0, 1} → (0, 1)
f 7→ G (f) = 0, f (0) f (1) f (2) . . .
Por exemplo, essa função levará a função de imagem f (0) = 1, f (1) = 1, f (2) = 1, f (3) =
0, . . . no número 0, 1110 . . .. Observe que G é injetora. De fato, considere g, h ∈ N{0, 1}
tais que G (g) = G (h). Assim para todo n ∈ N temos que g (n) = h (n). Logo, g = h.
Assim, pelo Teorema de Cantor-Schröder-Bernstein temos que R ≈ P (N). Como
card({0, 1}) = 2 e card(P(N)) = card(N{0, 1}) = card({0, 1})card(N), segue que c =
2ℵ0 .
Corolário 10. A cardinalidade do conjunto das funções de R em R é igual a cardinalidade
de P(R), ou seja, card
(
RR
)
= card (P(R)).
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Demonstração. Do Teorema de Cantor sabemos que card (P(R)) = card
(
R{0, 1}
)
= 2c.
Por outro lado, sabemos que card
(
RR
)
= card (R)card(R). Assim,
(
2ℵ0
)2ℵ0
= 2(ℵ0·2
ℵ0) = 22
ℵ0 = 2c,
onde na primeira igualdade usamos a Proposição 7(f), na segunda a Proposição 8 e na
terceira o Teorema 9. Logo card
(
RR
)
= card (P(R)).
Outro conjunto que precisamos conhecer a cardinalidade é o conjunto de todas as
sequências de números reais, que denotaremos por RN.
Proposição 11. card
(
RN
)
= c.
Demonstração. O conjunto das sequências de números reais pode ser visto como o conjunto
de todas as funções f : N→ R, ou seja, RN = NR. Logo
card
(
RN
)
= card(R)card(N) = cℵ0 = (2ℵ0)ℵ0 = 2(ℵ0.ℵ0) = 2ℵ0 = c.
1.2 Conjunto de Cantor
Nesta seção iremos abordar o conjunto de Cantor e suas propriedades e a principal
referência é [7].
O conjunto de Cantor é construído indutivamente da seguinte forma:
Consideramos o intervalo real I = [0, 1] e no primeiro passo retiramos o seu terço
médio aberto, ou seja, retiramos o intervalo
(1
3
,
2
3
)
e denotamos por C1 o conjunto de
pontos restantes em I, isto é,
C1 =
[
0,
1
3
]
∪
[2
3
, 1
]
.
No passo seguinte, vamos repetir esse processo nos dois intervalos de C1, ou seja,
retiramos os seus terços médios abertos
(1
9
,
2
9
)
e
(7
9
,
8
9
)
. Vamos denotar o conjunto de
pontos restantes de C1 por C2 , isto é,
C2 =
[
0,
1
9
]
∪
[2
9
,
1
3
]
∪
[2
3
,
7
9
]
∪
[8
9
, 1
]
.
Analogamente, no próximo passo construímos o conjunto C3 que é dado por:
C3 =
[
0,
1
27
]
∪
[ 2
27
,
1
9
]
∪
[2
9
,
7
27
]
∪
[ 8
27
,
1
3
]
∪
[2
3
,
19
27
]
∪
[20
27
,
7
9
]
∪
[8
9
,
25
27
]
∪
[26
27
, 1
]
.
Representaremos abaixo os três primeiros passos desta construção:
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Figura 1 – Construção do Conjunto de Cantor.
Prosseguindo desta maneira obtemos uma sequência C1, C2, C3, . . . , Cn, . . . de modo
que
I ⊃ C1 ⊃ C2 ⊃ C3 ⊃ . . . ⊃ Cn−1 ⊃ Cn ⊃ . . . ,
onde Cn é o conjunto dos pontos de Cn−1 depois de retirados os seus terços médios abertos.
O conjunto de Cantor é o conjunto dos pontos que restam após aplicar esse processo
para todo n ∈ N. Formalmente:
Definição 12. O conjunto de Cantor, que denotamos por C, é a interseção dos conjuntos
Ci, obtidos através do processo indutivo descrito acima, ou seja, C =
∞⋂
i=1
Ci.
Observação 13. Note que o processo de construção do conjunto de Cantor pode ser feito
de maneira análoga em qualquer intervalo real fechado e não degenerado. Tais conjuntos
são chamados de conjuntos do tipo de Cantor.
O conjunto de Cantor possui as seguintes propriedades:
P1. É um conjunto compacto;
De fato, note que o conjunto de Cantor é deﬁnido como a interseção de conjuntos fechados
Ci, isto é, C =
∞⋂
i=1
Ci, e portanto C é fechado. Como C ⊂ [0, 1], segue que C é limitado.
P2. Possui interior vazio, ou seja, não contém intervalos;
Note que após a n-ésima iteração o conjunto de Cantor irá conter apenas intervalos de
comprimento
1
3n
. Portanto, seja J um intervalo qualquer em [0, 1] de comprimento c > 0.
Logo basta escolher n suﬁcientemente grande tal que
1
3n
< c, pois percebemos que J não
estará contido na próxima iteração.
P3. Não possui pontos isolados;
Para todo ponto c do conjunto de Cantor existem duas possibilidades:
i. c é a extremidade de um intervalo retirado;
Nas etapas seguintes da construção do conjunto de Cantor, restarão sempre os terços ﬁnais
do intervalo, do tipo [an, c]. O comprimento desse intervalo c− an tende a zero, ou seja,
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an → c, e portanto, c não é ponto isolado.
ii. c não é a extremidade de um intervalo retirado.
Para cada n ∈ N, temos que c pertence ao interior de um intervalo [xn, yn] que restou após
a n-ésima iteração. Assim, temos xn < c < yn com xn, yn ∈ C e yn − xn = 13n . Portanto,
c =lim xn =lim yn é ponto de acumulação.
P4. É não enumerável.
Dado qualquer subconjunto enumerável {x1, x2, . . . , xn, . . .} ⊂ C, obteremos um ponto
c ∈ C tal que c 6= xn para todo n ∈ N. Para isso, com centro em um ponto de C, tomamos
um intervalo compacto não degenerado I1 tal que x1 /∈ I1. Como nenhum ponto de C é
isolado, segue que I1 ∩ C é um conjunto inﬁnito, compacto e sem pontos isolados. Em
seguida, com centro em algum ponto de C interior a I1, tomamos um intervalo compacto
não degenerado I2 tal que x2 /∈ I2. Analogamente, obtemos uma sequência decrescente
de intervalos compactos I1 ⊃ I2 ⊃ . . . ⊃ In ⊃ . . . tais que xn /∈ In e In ∩ C 6= ∅. Sem
perda de generalidade, podemos supor que In tem comprimento menor
1
n
. Então o ponto
c, pertencente a todos os In é único, isto é, ∩In = {c}. Escolhendo, para cada n ∈ N
um ponto yn ∈ In ∩ C, teremos então |yn − c| 6 1
n
. Logo (yn) converge para c. Como
C é fechado, segue que c ∈ C, e por outro lado, para todo n ∈ N temos c ∈ In. Logo c 6= xn.
1.3 Espaços Métricos
O objetivo desta seção é apenas lembrar algumas deﬁnições básicas de espaços
métricos e, em especial, espaços normados. Admitiremos como conhecidos pelo leitor os
resultados básicos da teoria de espaços métricos. Denotamos por K o conjunto dos números
reais ou complexos.
Definição 14. Seja M um conjunto qualquer não vazio. Uma métrica em M é uma função
d : M ×M −→ R que satisfaz as seguintes condições:
(D1) d(x, y) ≥ 0, para todos x, y ∈M e d(x, y) = 0 se, e somente se, x = y;
(D2) d(x, y) = d(y, x), para todos x, y ∈M ;
(D3) d(x, z) ≤ d(x, y) + d(y, z), para todos x, y, z ∈M .
O par (M,d) é dito espaço métrico e, quando não houver dúvida sobre qual métrica
estamos nos referindo, diremos apenas que M é um espaço métrico.
Definição 15. Seja M um espaço métrico. Dizemos que uma sequência (xn) em M é uma
sequência de Cauchy quando a distância entre os seus termos se aproxima de 0, isto é,
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para todo ε > 0 existe n0 ∈ N tal que
d(xn, xm) < ε, ∀n,m ≥ n0.
Um espaço métrico M é dito espaço métrico completo ou apenas completo quando
toda sequência de Cauchy em M converge para um limite que também está em M .
Definição 16. Seja E espaço vetorial. Uma norma é uma função ‖ · ‖ : E → R que associa
a cada x ∈ E um número real ‖x‖ e satisfaz as seguintes condições:
(N1) ‖x‖ ≥ 0, para todo x ∈ E e ‖x‖ = 0 se, e somente se, x = 0;
(N2) ‖λx‖ = |λ|‖x‖, para todo λ ∈ K e x ∈ E;
(N3) ‖x+ y‖ ≤ ‖x‖+ ‖y‖, para todos x, y ∈ E.
Um espaço vetorial E com uma norma é chamado espaço vetorial normado. Observe
que a função d : E × E → R deﬁnida por d(x, y) = ‖x− y‖ é uma métrica em E. De fato,
(D1) Para todos x, y ∈ E e pela condição (N1) segue que:
d(x, y) = ‖x− y‖ ≥ 0 e
d(x, y) = 0⇔ ‖x− y‖ = 0⇔ x− y = 0⇔ x = y.
(D2) Para todos x, y ∈ E e pela condição (N2) segue que:
d(x, y) = ‖x− y‖ = ‖(−1) · y − x‖ = | − 1|‖y − x‖ = ‖y − x‖ = d(y, x).
(D3) Para todos x, y, z ∈ E e pela condição (N3) segue que:
d(x, z) = ‖x− z‖ = ‖x− y + y − z‖ ≤ ‖x− y‖+ ‖y − z‖ = d(x, y) + d(y, z).
Dizemos que a métrica acima é induzida pela norma ou que a norma induz a
métrica.
Definição 17. Seja E um espaço normado. Dizemos que E é espaço de Banach se for
completo com relação à métrica induzida d(x, y) = ‖x− y‖.
Uma caracterização bastante útil (e que será usada no Capítulo 3) de completude
de um espaço normado é a seguinte:
Proposição 18. Um espaço normado E é completo se, e somente se, cada série de E
absolutamente convergente é convergente em E. Em outras palavras, E é completo se, e
somente se, para toda sequência (xn) em E tal que
∑∞
j=1 ‖xn‖ converge em R tivermos que∑∞
j=1 xn é convergente em E.
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Demonstração. Suponha E completo e seja
∑∞
j=1 xj uma série absolutamente convergente
em E. Então
∑∞
j=1 ‖xj‖ <∞ e dado ε > 0, existe n0 ∈ N tal que para todos n > m ≥ n0
temos que
‖Sn − Sm‖ =
∥∥∥∥∥∥
n∑
j=m+1
xj
∥∥∥∥∥∥ ≤
n∑
j=m+1
‖xj‖ < ε, onde Sn =
n∑
j=1
xj.
Portanto (Sn) é uma sequência de Cauchy e, como E é um espaço completo, segue que
(Sn) converge em E.
Para provar a implicação contrária, seja (xn) uma sequência de Cauchy em E e
note que é fácil construir uma sequência estritamente crescente (nj) ⊂ N tal que:
‖xn − xm‖ ≤ 2−j, ∀m,n ≥ nj.
Em particular,
∞∑
j=1
‖xnj+1 − xnj‖ ≤
∞∑
j=1
1
2j
= 1.
Logo a série
∑∞
j=1(xnj+1−xnj ) é convergente em E e, como xn1 +
∑k
j=1(xnj+1−xnj ) = xnk+1 ,
concluímos que a sequência (xnk) converge em E. Assim, temos que (xn) é uma sequência
de Cauchy em E que admite subsequência convergente. Portanto (xn) é convergente em E
e daí E é completo.
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2 Lineabilidade do conjunto de funções ES
Iniciaremos este capítulo relembrando a deﬁnição de lineabilidade que foi dada na
introdução.
Definição 19. Seja E um espaço vetorial. Dizemos que A ⊂ E é λ-lineável se A ∪ {0}
contém um espaço vetorial de dimensão λ (aqui λ é um número cardinal).
Definição 20. Seja f : R −→ R. Dizemos que f é sobrejetora em todo lugar, ou abrevia-
damente f é ES, se para todo intervalo I ⊂ R tem-se que f(I) = R. De outra maneira,
dizemos que f é ES, se para qualquer intervalo (a, b) e qualquer s ∈ R, existe c ∈ (a, b)
tal que f(c) = s.
É impossível imaginar o gráﬁco de uma função ES e sequer sabemos se existem
funções desse tipo. Funções ES de fato existem e denotaremos o conjunto de tais funções
por ES(R). Mais ainda, provaremos que, surpreendentemente, a quantidade de funções
ES é a mesma quantidade de funções de R em R, ou seja, 2c (veja Corolário 10). O que é
ainda mais surpreendente é que o conjunto ES(R) é 2c-lineável, isto é, existe um espaço
vetorial de dimensão 2c formado (a menos da função nula) apenas por funções ES. Este
último fato será provado na segunda seção deste capítulo.
2.1 Construção de uma função de ES(R)
Abaixo apresentaremos duas maneiras distintas de construir exemplos de funções
ES. Para a primeira construção precisaremos de um resultado que envolve interior e fecho
de subconjuntos de R. Faremos essa demonstração mais geral, no caso de espaços métricos.
Usaremos as notações usuais de interior (int(A)) e fecho (A) de um subconjunto A de um
espaço métrico.
Lema 21. Sejam M um espaço métrico e D,E ⊆M . Então int(D − E) = intD − E.
Demonstração. Tome x ∈ int(D − E). Então existe r > 0 tal que (aqui B(x; r) denota a
bola aberta de centro x e raio r),
B(x; r) ⊆ (D − E)
⇒ B(x; r) ∩ E = ∅
⇒ x /∈ E.
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Mas x ∈ intD e logo x ∈ intD − E. Portanto int(D − E) ⊆ intD − E.
Por outro lado, tome x ∈ intD − E. Então existem r1, r2 > 0 tais que
B(x; r1) ⊆ D
B(x; r2) ∩ E = ∅.
Tomando r = min{r1, r2} segue que:
B(x, r) ⊆ B(x; r1) ⊆ D
B(x, r) ∩ E ⊆ B(x; r2) ∩ E = ∅.
Portanto, x ∈ int(D − E).
Construção 1. Seja (In)n∈N a coleção de todos os intervalos abertos com extre-
midades racionais. Note que essa coleção é de fato enumerável, pois as extremidades dos
intervalos são racionais e card (Q) = card (N).
Observe que conseguimos um intervalo fechado inteiramente contido em I1 e
portanto podemos construir um conjunto do tipo de Cantor nesse intervalo, chamaremos
ele de C1. Agora, gostaríamos de criar um novo conjunto do tipo de Cantor de maneira
que ele e C1 não tenham pontos em comum. Assim, consideremos I2 − C1 e note que ele
ainda possui intervalos. De fato, suponha que int(I2 − C1) = ∅. Então, temos pelo Lema
22 que
int(I2 − C1) = intI2 − C1 = I2 − C1,
pois I2 é aberto e C1 é fechado. Assim, I2 − C1 = ∅ e, como
I2 = (I2 ∩ C1) ∪ (I2 − C1),
segue que I2 = I2 ∩ C1. Logo I2 ⊆ C1, o que é uma contradição, pela propriedade P2.
Portanto conseguimos também um conjunto do tipo de Cantor em I2−C1 e o denotaremos
por C2.
Em seguida, por um argumento análogo ao feito acima I3 − (C1 ∪ C2) contém
também um conjunto do tipo de Cantor, que denotamos por C3.
Indutivamente construímos uma família (Cn)n∈N de conjuntos do tipo de Cantor,
dois a dois disjuntos, tais que
In −
(
n−1⋃
k=1
Ck
)
⊃ Cn, para cada n ∈ N.
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Pela propriedade P4 temos que a cardinalidade de todo conjunto do tipo de Cantor
é igual a c. Então, para todo n ∈ N, tome qualquer bijeção φn : Cn −→ R e deﬁna
f : R −→ R como sendo
f(x) =


φn(x), se x ∈ Cn
0, caso o contrário.
Vejamos agora que de fato f é ES:
Seja I ⊆ R um intervalo e vamos mostrar que f(I) = R. Como I contém inﬁnitos
números racionais, segue que existe k tal que Ik ⊆ I . Assim,
R = φk(Ck) = f(Ck) ⊆ f(Ik) ⊆ f(I) ⊆ R.
Portanto f(I) = R.
Construção 2. Nesta construção, iniciaremos criando uma função f : [0, 1] −→
[0, 1] tal que para cada intervalo (a, b), onde 0 ≤ a < b ≤ 1, temos que f((a, b)) = [0, 1].
Observe que se x for qualquer número no intervalo [0, 1] então sua representação
decimal será dada por x = 0, a1a2a3a4 . . . e, aﬁm de evitar confusões, não consideraremos
expansões decimais com inﬁnitos dígitos 9 consecutivos, por exemplo, se x = 0, 0999 . . .
consideraremos x = 0, 1. Deﬁna:
f(x) =


0 se 0, a1a3a5a7 . . . for irracional;
0, a2na2n+2a2n+4 . . . se 0, a1a3a5a7 . . . for racional e o
primeiro segmento que se repete
começa em a2n−1.
Seja I um subintervalo qualquer de [0, 1] e vamos tomar dígitos a1, a2, . . . , a2n−3,
de modo que os números 0, a1a2 . . . a2n−30 e 0, a1a2 . . . a2n−31 estão ambos em I e a2n−3 6=
0 e a2n−3 6= 1.
Dado y = 0, b1b2b3b4 . . . um ponto qualquer de [0, 1] queremos encontrar x ∈ I tal
que f (x) = y. Assim, vamos deﬁnir
a2n−1 = a2n+1 = . . . = a4n−5 = 0 e a4n−3 = 1,
de maneira que os a’s seguintes de índice ímpar são deﬁnidos por repetição cíclica de
grupos de n dígitos, e vamos considerar o número
x = 0, a1a2a3 . . . a2n−3a2n−20b10b20b3 . . . bn−11bn0bn+10 . . . (2.1)
onde a2n−2 = 0 e bn corresponde ao dígito (4n− 2)-ésimo de x.
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Para aplicarmos a função f em (2.1) teremos que analisar se o número
0, a1a3a5 . . . a2n−3a2n−1a2n−1 . . .
é racional ou não. Observe que escolhemos a2n−3 6= 0 e a2n−3 6= 1 então o número
0, a1a3a5 . . . a2n−300 . . . 0100 . . . 010 . . .
é racional e o termo em que começa a repetição é a2n−1 = 0 e, portanto, f(x) =
0, b1b2b3b4 . . . = y.
Como queremos uma função de R em R que pertence à ES (R), vamos considerar
a função h : (0, 1)→ (0, 1) dada por
h(x) =


f(x), se f(x) /∈ {0, 1}
1
2
, se f(x) ∈ {0, 1}.
Então essa função h tem a propriedade que para todo 0 < a < b < 1 temos h((a, b)) = (0, 1).
Podemos considerar então H um homeomorﬁsmo entre R e (0, 1). Seja g = H−1hH,
isto é,
R
H−→ (0, 1) h−→ (0, 1) H−1−→ R.
Assim g : R −→ R tem a propriedade procurada, isto é, para cada (a, b) ⊂ R, g((a, b)) = R.
2.2 Lineabilidade do conjunto ES(R)
Começaremos essa seção com um resultado auxiliar na demonstração da lineabili-
dade de ES(R).
Lema 22. Sejam B1, B2, . . . , Bm conjuntos arbitrários distintos e não vazios. Então existe
k ∈ {1, 2, . . . ,m} tal que Bk −Bi 6= ∅ para todo i 6= k.
Demonstração. Suponha por absurdo que para todo k ∈ {1, . . . ,m} existe i 6= k tal que
Bk −Bi = ∅. Assim, para k = 1 existe i ∈ {2, . . . ,m} tal que B1 −Bi = ∅. Sem perda de
generalidade suponha que i = 2. Logo B1 − B2 = ∅, isto é, B1 ( B2. Para k = 2 existe
i ∈ {1, 3, . . . ,m} tal que B2 −Bi = ∅. Sem perda de generalidade suponha que i = 3, logo
B2 ( B3.
Repetindo o processo temos que B1 ( B2 ( . . . ( Bm. Como a inclusão é válida
para todo k ∈ {1, . . . ,m}, temos que para k = m existe i ∈ {1, . . . ,m − 1} tal que
Bm ( Bi, isto é,
B1 ( B2 ( . . . ( Bi ( . . . ( Bm ( Bi,
o que é uma contradição.
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Teorema 23. Existe um espaço vetorial Λ de funções de R em R com as seguintes
propriedades:
(i) Todo elemento não nulo de Λ é uma função sobrejetora;
(ii) dim (Λ) = 2c.
Demonstração. Fixe r ∈ R, r 6= 0, e para cada subconjunto não vazio A de R vamos
deﬁnir a função HA : RN −→ R por
HA(y, x1, x2, x3, . . .) = ϕr(y)
∞∏
i=1
χA(xi),
onde χA é a função característica do conjunto A, isto é,
χA =


1, se x ∈ A
0, se x /∈ A
e ϕr(y) = ery−e−ry.
Observe que a função ϕr é sobrejetora. De fato, tome qualquer y ∈ R e vamos
encontrar x ∈ R tal que y = erx−e−rx. Temos que
y = erx−e−rx
⇔ y · (erx) = e2rx−1
⇔ e2rx−y · (erx)−1 = 0.
Substituindo erx = α temos
α2−yα−1 = 0
⇔ α = y ±
√
y2 + 4
2
⇔ erx = y ±
√
y2 + 4
2
.
Observe que erx é sempre positivo e
√
y2 + 4 > y, pois
√
y2 = |y| ≥ y. Então
erx =
y +
√
y2 + 4
2
⇔ rx = ln
(
y +
√
y2 + 4
2
)
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⇔ x =
ln
(
y +
√
y2 + 4
2
)
r
.
Portanto a função ϕr é sobrejetora.
Agora vamos mostrar que {HA : A ⊂ R, A 6= ∅} é linearmente independente.
Sejam A1, . . . , Am ⊂ R subconjuntos distintos não vazios e suponha que
m∑
j=1
λjHAj ≡ 0.
Como todos os Aj são distintos e não vazios segue, sem perda de generalidade, que para
cada j < m, existe xj ∈ Am − Aj (veja Lema 22). Considere xm = (α1, α2, α3, . . .), onde
αi =


1, se i = 1
xi−1, se i = 2, . . . ,m− 1,
xm−1,, se i = m,m+ 1, . . .
,
isto é,
xm = (1, x1, x2, . . . , xm−2, xm−1, xm−1, xm−1, . . .) . (2.2)
Observe que


χAj (xj) = 0, ∀ j = 1, . . . ,m− 1 ⇒
∏∞
i=1 χAj (αi+1) = 0, ∀ j = 1, . . . ,m− 1
χAm (xi) = 1, ∀ i = 1, . . . ,m− 1 ⇒
∏∞
i=1 χAm (αi+1) = 1, ∀ i = 1, . . . ,m− 1.
(2.3)
Segue que
0 =
m∑
j=1
λjHAj (xm)
=
m∑
j=1
λj
(
ϕr(1)
∞∏
i=1
χAj (αi+1)
)
= λmϕr(1)
∞∏
i=1
χAm (αi+1)
= λmϕr(1).
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Portanto, λm (er−e−r) = 0. Como
er−e−r = 0
⇔ er = e−r
⇔ e2r = 1
⇔ 2r = 0
⇔ r = 0
e pela hipótese r 6= 0, temos então que λm = 0.
Repetindo esse procedimento para m− 1, temos que para todo j < m− 1 existe
xj ∈ Am−1 − Aj. Se considerarmos xm−1 = (β1, β2, β3, . . .), onde
βi =


1, se i = 1
xi−1, se i = 2, . . . ,m− 2,
xm−2, se i = m− 1,m, . . .
ou seja,
xm−1 = (1, x1, x2, . . . , xm−3, xm−2, xm−2, xm−2, . . .) ,
teremos que


χAj (xj) = 0, ∀ j = 1, . . . ,m− 2 ⇒
∏∞
i=1 χAj (βi+1) = 0, ∀ j = 1, . . . ,m− 2
χAm−1 (xi) = 1, ∀ i = 1, . . . ,m− 2 ⇒
∏∞
i=1 χAm−1 (βi+1) = 1, ∀ i = 1, . . . ,m− 2.
Assim, segue que
0 =
m−1∑
j=1
λjHAj (xm−1)
=
m−1∑
j=1
λj
(
ϕr(1)
∞∏
i=1
χAj (βi+1)
)
= λm−1ϕr(1)
∞∏
i=1
χAm−1 (βi+1)
= λm−1ϕr(1).
Portanto λm−1 (er−e−r) = 0 e logo λm−1 = 0.
Note que seguindo este procedimento teremos que λi = 0 para todo i = 1, . . . ,m.
Assim, o conjunto {HA : A ⊂ R, A 6= ∅} é linearmente independente.
Pela Proposição 11, RN e R possuem a mesma cardinalidade, então existe uma
função G : R → RN bijetora. E se compormos as funções HA : RN → R e G : R → RN
obtemos HA ◦G : R −→ R.
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Queremos mostrar que esta função é sobrejetora. Dado y ∈ R, observe que como
HA é uma função sobrejetora então existe y ∈ RN de modo que HA (y) = y. Como G é
uma função bijetora e y ∈ RN, então existe x ∈ R tal que G (x) = y. Logo HA (G (x)) =
HA (y) = y.
Agora queremos mostrar que o conjunto
{HA ◦G : R→ R;A ⊆ R, A 6= ∅}
é linearmente independente. Assim, sejam A1, . . . , Am ⊆ R distintos e não vazios tais que∑m
j=1 λi (HAi ◦G) ≡ 0.
Como G é bijetora temos que para xm de (2.2) existe tm ∈ R tal que G (tm) = xm. Desta
forma, segue que
0 =
m∑
j=1
λi (HAi ◦G) (tm)
=
m∑
j=1
λiHAi (xm)
= λmϕr(1)
⇒ λm = 0.
Da mesma forma, para cada xj ∈ RN, j = 1, . . . ,m− 1, existe tj ∈ R tal que G (tj) = xj
e, portanto, λj = 0 para todo j = 1, . . . ,m.
Considerando o espaço gerado Λ = [HA ◦G : A ⊆ R, A 6= ∅] (aqui os colchetes
denotam o espaço gerado), então dimΛ = 2c. Precisamos mostrar agora que qualquer
função não nula de Λ é sobrejetora.
Tome H ∈ Λ não nula. Então existem A1, . . . , Am ⊆ R distintos e não vazios tais
que
H =
m∑
j=1
λi (HAi ◦G) =

 m∑
j=1
λiHAi

 ◦G.
Como queremos mostrar que a função H é sobrejetora dado s ∈ R, tomemos t ∈ R e
x = (a, x1, x2, . . . , xm−2, xm−1, xm−1, xm−1, . . .)
onde a é tal que ϕr(a) =
s
λm
, xj ∈ Am − Aj e G (t) = x. Segundo (2.3) temos que
m∑
i=1
λi (HAi ◦G) (t) =
m∑
j=1
λiHAi (x)
= λmϕr(a)
= λm
s
λm
= s.
Assim, Λ é um espaço vetorial de funções sobrejetoras de R em R com dimensão 2c
.
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Proposição 24. O conjunto ES(R) é 2c-lineável.
Demonstração. Seja Λ o espaço vetorial do Teorema 23 e f ∈ ES(R).
Queremos mostrar que ∆ = {H ◦ f : H ∈ Λ} é um espaço vetorial formado, a
menos da função nula, por funções ES e de dimensão 2c.
Observe que, dadas m funções linearmente independentes Hj ∈ Λ, j = 1, . . . ,m,
temos que a família {Hj ◦ f}mj=1 é linearmente independente. De fato, suponhamos por
absurdo que não seja linearmente independente. Então existem λ1, . . . , λm ∈ R nem todos
nulos tais que
h =
m∑
j=1
λj (Hj ◦ f) ≡ 0.
Por construção, podemos escrever h = G ◦ f , onde G é uma função sobrejetora. Dado
s ∈ R não nulo temos que existe d ∈ R tal que G (d) = s e existe a ∈ R tal que f (a) = d.
Portanto,
(G ◦ f) (a) = G (f (a))
= G (d)
= s
6= 0.
Logo {Hj ◦ f}mj=1 é linearmente independente, e daí dim∆ = dimΛ = 2c.
Agora, seja g ∈ ∆ não nula, s ∈ R e [a, b] um intervalo qualquer da reta. Queremos
encontrar l ∈ [a, b] tal que g (l) = s. Sabemos que g é escrita como g = G ◦ f , onde G é
sobrejetora. Logo existe d ∈ R tal que G (d) = s. Como f ∈ ES (R) existe l ∈ [a, b] tal
que f (l) = d. Portanto,
g (l) = (G ◦ f) (l)
= G (f (l))
= G (d)
= s.
Logo g é ES.
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3 Conjuntos de Sequências
Durante todo o capítulo, K denotará o conjunto dos números reais ou complexos.
Neste capítulo introduziremos alguns espaços de Banach de sequências clássicos, dentro dos
quais pretendemos explorar a noção de espaçabilidade. Os espaços que estamos interessados
são os seguintes:
Definição 25. Dado 1 ≤ p < ∞, deﬁniremos o espaço das sequências absolutamente
p-somáveis por
ℓp =

(xj)∞j=1 ⊂ K :
∞∑
j=1
|xj|p <∞

 .
Deﬁniremos o espaço das sequências limitadas por
ℓ∞ =
{
(xj)
∞
j=1 ⊂ K : sup
j∈N
|xj| <∞
}
.
O subespaço de ℓ∞ formado pelas sequências que convergem para 0 será denotado por c0,
ou seja,
c0 =
{
(xj)
∞
j=1 ⊂ K : xj → 0
}
.
É claro que ℓ∞ é espaço vetorial e que c0 é subespaço vetorial de ℓ∞. Para garantir
que ℓp é espaço vetorial, precisamos provar que ele é fechado para a soma de elementos de
ℓp. Para isso, precisamos introduzir algumas desigualdades que serão úteis também para
se deﬁnir uma norma em ℓp.
As principais referências para os resultados básicos de Análise Funcional deste
capítulo foram [4, 8].
3.1 Desigualdades de Hölder e Minkowski
Lema 26. Sejam a, b, α, β > 0, com α+ β = 1. Então
aα · bβ ≤ α · a+ β · b.
Demonstração. Para cada 0 < α ≤ 1, considere a função f : (0,∞) −→ R dada por
f (t) = tα − αt. Então f ′ (t) = αtα−1 − α e como 0 < α ≤ 1, temos que


f ′(t) > 0, se 0 < t < 1
f ′(t) < 0, se t > 1
f ′(t) = 0, se t = 1.
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Logo, f assume máximo em t = 1. Daí, f (t) ≤ f (1) para todo t > 0 e portanto
tα − αt ≤ 1− α. (3.1)
Por hipótese α+ β = 1, então β = 1− α e tomando t = a
b
segue que
(
a
b
)α − α (a
b
)
≤ 1− α
⇒
(
a
b
)α ≤ α (a
b
)
+ β
⇒ aα · b−α ≤ α · a · b−1 + β
⇒ aα · b−α · b ≤ α · a · b−1 · b+ β · b
⇒ aα · b1−α ≤ α · a+ β · b
⇒ aα · bβ ≤ α · a+ β · b.
Teorema 27 (Desigualdade de Hölder para somas). Sejam 1 < p, q <∞ com 1
p
+ 1
q
= 1
e (x1, . . . , xn), (y1, . . . , yn) ∈ Kn. Então
n∑
j=1
|xjyj| ≤

 n∑
j=1
|xj|p


1
p
·

 n∑
j=1
|yj|q


1
q
.
Demonstração. Vamos aplicar o lema anterior com:
aj =
|xj|p
n∑
j=1
|xj|p
, bj =
|yj|q
n∑
j=1
|yj|q
, α =
1
p
e β =
1
q
.
Assim obtemos que
aαj · bβj ≤ α · aj + β · bj.
Logo 
 |xj|
p
n∑
j=1
|xj|p


1
p
·

 |yj|
q
n∑
j=1
|yj|q


1
q
≤ 1
p
· aj + 1
q
· bj
⇒ |xj|(
n∑
j=1
|xj|p
) 1
p
· |yj|(
n∑
j=1
|yj|q
) 1
q
≤ aj
p
+
bj
q
⇒ |xj · yj|(
n∑
j=1
|xj|p
) 1
p
·
(
n∑
j=1
|yj|q
) 1
q
≤ aj
p
+
bj
q
.
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Fazendo a soma para j = 1, . . . , n na última desigualdade, segue que
n∑
j=1
|xj · yj|
(
n∑
j=1
|xj|p
) 1
p
·
(
n∑
j=1
|yj|q
) 1
q
≤ 1
p
·
n∑
j=1
aj+
1
q
·
n∑
j=1
bj =
1
p
·
n∑
j=1
|xj|p
n∑
j=1
|xj|p
+
1
q
·
n∑
j=1
|yj|q
n∑
j=1
|yj|q
=
1
p
+
1
q
= 1.
Portanto,
n∑
j=1
|xj · yj| ≤

 n∑
j=1
|xj|p


1
p
·

 n∑
j=1
|yj|q


1
q
.
Corolário 28 (Desigualdade de Hölder para séries). Sejam 1 < p, q <∞ com 1
p
+ 1
q
= 1,
(xj)∞j=1 ∈ ℓp e (yj)∞j=1 ∈ ℓq. Então (xjyj)∞j=1 ∈ ℓ1 e
∞∑
j=1
|xjyj| ≤

 ∞∑
j=1
|xj|p


1
p
·

 ∞∑
j=1
|yj|q


1
q
.
Demonstração. Temos pela desigualdade de Hölder para somas que, para todo n ∈ N,
n∑
j=1
|xjyj| ≤

 n∑
j=1
|xj|p


1
p
·

 n∑
j=1
|yj|q


1
q
≤

 ∞∑
j=1
|xj|p


1
p
·

 ∞∑
j=1
|yj|q


1
q
.
Como (xj) ∈ ℓp e (yj) ∈ ℓq, segue que a sequência das somas parciais
(∑n
j=1 |xjyj|
)∞
n=1
é
limitada. Como ela é claramente monónota, segue que é convergente. Assim,
∞∑
j=1
|xjyj| ≤

 ∞∑
j=1
|xj|p


1
p
·

 ∞∑
j=1
|yj|q


1
q
e, portanto, (xjyj) ∈ ℓ1.
Teorema 29 (Desigualdade de Minkowiski para somas). Sejam 1 ≤ p < ∞ e sejam
(x1, . . . , xn), (y1, . . . , yn) ∈ Kn. Então

 n∑
j=1
|xj + yj|p


1
p
≤

 n∑
j=1
|xj|p


1
p
+

 n∑
j=1
|yj|p


1
p
.
Demonstração. Se p = 1, então segue da desigualdade triangular em R que
n∑
j=1
|xj + yj| ≤
n∑
j=1
|xj|+
n∑
j=1
|yj|. (3.2)
Se p > 1, temos que
n∑
j=1
|xj + yj|p =
n∑
j=1
|xj + yj| · |xj + yj|p−1.
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E por (3.2) obtemos:
n∑
j=1
|xj + yj| · |xj + yj|p−1 ≤
n∑
j=1
|xj| · |xj + yj|p−1 +
n∑
j=1
|yj| · |xj + yj|p−1. (3.3)
Tome q ∈ (0,∞) tal que 1
p
+ 1
q
= 1. Observe que p+ q = pq. Então:
p = (p− 1)q. (3.4)
Pela desigualdade de Hölder:
n∑
j=1
|xj|·|xj+yj|p−1 ≤

 n∑
j=1
|xj|p


1
p
·

 n∑
j=1
(
|xj + yj|p−1
)q
1
q
=

 n∑
j=1
|xj|p


1
p
·

 n∑
j=1
|xj + yj|(p−1)q


1
q
.
Agora, obtemos usando (3.4) que:
 n∑
j=1
|xj|p


1
p
·

 n∑
j=1
|xj + yj|(p−1)q


1
q
=

 n∑
j=1
|xj|p


1
p
·

 n∑
j=1
|xj + yj|p


1
q
.
De maneira análoga, temos:
n∑
j=1
|yj| · |xj + yj|p−1 ≤

 n∑
j=1
|yj|p


1
p
·

 n∑
j=1
|xj + yj|p


1
q
.
Voltando em (3.3) e substituindo, encontramos:
n∑
j=1
|xj + yj|p ≤



 n∑
j=1
|xj|p


1
p
+

 n∑
j=1
|yj|p


1
p

 ·

 n∑
j=1
|xj + yj|p


1
q
.
Como 1
p
+ 1
q
= 1, temos que 1
p
= 1− 1
q
. Logo,(
n∑
j=1
|xj + yj|p
)1
(
n∑
j=1
|xj + yj|p
) 1
q
≤

 n∑
j=1
|xj|p


1
p
+

 n∑
j=1
|yj|p


1
p
⇒

 n∑
j=1
|xj + yj|p

(
1− 1
q )
≤

 n∑
j=1
|xj|p


1
p
+

 n∑
j=1
|yj|p


1
p
⇒

 n∑
j=1
|xj + yj|p


1
p
≤

 n∑
j=1
|xj|p


1
p
+

 n∑
j=1
|yj|p


1
p
.
Corolário 30. Seja 1 ≤ p <∞ e sejam (xj)∞j=1, (yj)∞j=1 ∈ ℓp. Então (xj + yj)∞j=1 ∈ ℓp e
 ∞∑
j=1
|xj + yj|p


1
p
≤

 ∞∑
j=1
|xj|p


1
p
+

 ∞∑
j=1
|yj|p


1
p
.
Demonstração. Basta trabalhar com as somas parciais, assim com ﬁzemos no Corolário
28, e utilizar a desigualdade de Minkowiski para somas.
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3.2 Espaços Normados de Sequências
O Corolário 30 garante que ℓp é um espaço vetorial. Vejamos agora que este
resultado também garantirá a validade da desigualdade triangular para a norma que
deﬁniremos em ℓp.
Proposição 31. A função abaixo deﬁne uma norma em ℓp:
‖x‖p =

 ∞∑
j=1
|x|p


1
p
.
Demonstração. Sejam x = (aj)
∞
j=1 , y = (bj)
∞
j=1 ∈ ℓp e α, β ∈ K. Assim temos que:
(N1)
‖x‖p =

 ∞∑
j=1
|aj|p


1
p
≥ 0,
e
‖x‖p = 0⇔

 ∞∑
j=1
|aj|p


1
p
= 0⇔
∞∑
j=1
|aj|p = 0⇔ |aj|p = 0, ∀ j ∈ N⇔ |aj| = 0, ∀ j ∈ N.
(N2)
‖αx‖p =

 ∞∑
j=1
|αaj|p


1
p
=

 ∞∑
j=1
|α|p · |aj|p


1
p
= |α| pp

 ∞∑
j=1
|aj|p


1
p
= |α|

 ∞∑
j=1
|aj|p


1
p
⇒ ‖αx‖p = |α|‖x‖p.
(N3) Pela desigualdade de Minkowski temos que:
‖x+ y‖p =

 ∞∑
j=1
|aj + bj|p


1
p
≤

 n∑
j=1
|aj|p


1
p
+

 n∑
j=1
|bj|p


1
p
= ‖x‖p + ‖y‖p.
Proposição 32. O espaço ℓp é um espaço de Banach.
Demonstração. Seja (xn)∞n=1 uma sequência de Cauchy em ℓp. Para cada n ∈ N escrevere-
mos xn =
(
akn
)∞
k=1
∈ ℓp. Assim, dado ε > 0 então existe n0 ∈ N tal que
‖xn − xm‖p =

 ∞∑
j=1
∣∣∣ajn − ajm∣∣∣p


1
p
< ε, ∀n ,m > n0. (3.5)
Em particular, para cada j ∈ N temos que
∣∣∣ajn − ajm∣∣∣ < ε, ∀m,n > n0.
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Note que a sequência (ajn)
∞
n=1 é uma sequência de Cauchy em K e portanto é convergente.
Deﬁna aj = lim
n→∞
ajn e considere x = (aj)
∞
j=1 e vamos provar que x ∈ ℓp e xn → x. De (3.5)
segue que, para todo k ∈ N,

 k∑
j=1
∣∣∣ajn − ajm∣∣∣p


1
p
< ε, ∀m,n ≥ n0.
Fazendo m→∞, obtemos

 k∑
j=1
∣∣∣ajn − aj∣∣∣p


1
p
≤ ε, ∀m,n ≥ n0. (3.6)
Como (3.6) é válido para todo k ∈ N, fazendo k →∞ obtemos

 ∞∑
j=1
∣∣∣ajn − aj∣∣∣p


1
p
≤ ε, ∀m,n ≥ n0.
Assim, xn−x ∈ ℓp e ‖x−xn‖p ≤ ε, para todo n ≥ n0. Em particular, x = xn0−(xn0−x) ∈ ℓp
e ‖xn − x‖p → 0, isto é, xn → x em ℓp.
Proposição 33. A função abaixo deﬁne uma norma em ℓ∞:
‖x‖∞ = sup
j∈N
|xj|.
Demonstração. Sejam x = (aj)
∞
j=1 , y = (bj)
∞
j=1 ∈ ℓ∞ e α, β ∈ K. Assim temos que:
(N1)
‖x‖∞ = sup
j∈N
|aj| ≥ 0,
e
‖x‖∞ = 0⇔ sup
j∈N
|aj| = 0⇔ |aj| = 0, ∀ j ∈ N⇔ x = (aj)∞j=1 = 0.
(N2)
‖α · x‖∞ = sup
j∈N
|α · aj| = |α| · sup
j∈N
|aj| = |α| · ‖x‖∞.
(N3)
‖x+ y‖∞ = sup
j∈N
|aj + bj| ≤ sup
j∈N
|aj|+ sup
j∈N
|bj| = ‖x‖∞ + ‖y‖∞.
Como c0 é subespaço vetorial de ℓ∞, segue que ‖ · ‖∞ também deﬁne uma norma
em c0.
Proposição 34. O espaço ℓ∞ é um espaço de Banach.
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Demonstração. Seja (xn)∞n=1 uma sequência de Cauchy em ℓ∞. Vamos dizer que (xn) =(
akn
)∞
k=1
para cada n ∈ N. Para cada j ∈ N, segue a desigualdade
∣∣∣ajn − ajm∣∣∣ ≤ sup
k∈N
∣∣∣akn − akm∣∣∣ = ‖xn − xm‖∞.
Isso mostra que (ajn)
∞
n=1 é uma sequência de Cauchy para cada j em K e portanto converge.
Digamos que aj seja o limite da sequência (ajn)
∞
n=1. Considere x = (aj). Vamos mostrar
que x ∈ ℓ∞ e que xn −→ x. Seja ε > 0, então existe n0 ∈ N tal que se m, n ≥ n0 então
‖xn − xm‖∞ < ε, ou seja,
∣∣∣ajn − ajm∣∣∣ < ε, ∀ j ∈ N.
Assim, se ﬁzermos m −→∞ temos que para todo n ≥ n0 então∣∣∣ajn − aj∣∣∣ ≤ ε, ∀ j ∈ N,
e daí
sup
j∈N
∣∣∣ajn − aj∣∣∣ ≤ ε.
Desta forma, temos que (xn − x) = (ajn − aj)∞j=1 ∈ ℓ∞ e (xn − x)∞n=1 converge a zero.
Portanto x = xn − (xn − x) ∈ ℓ∞ e xn −→ x ∈ ℓ∞.
Proposição 35. O espaço c0 é um espaço de Banach.
Demonstração. Seja (xn) uma sequência de Cauchy em c0 e, para cada n ∈ N, escreva
xn =
(
akn
)∞
k=1
. Para cada j ∈ N, temos
∣∣∣ajn − ajm∣∣∣ ≤ sup
k∈N
∣∣∣akn − akm∣∣∣ = ∥∥∥(akn − akm)∥∥∥∞ = ‖xn − xm‖∞ .
Como (xn) é de Cauchy segue que, para cada j ∈ N, a sequência de escalares
(ajn)
∞
n=1 é de Cauchy em K, e portanto convergente. Digamos a
j
n −→ aj quando n tende a
inﬁnito. Chamando x = (aj), mostraremos que x ∈ c0 e que xn −→ x.
Dado ε > 0, existe n0 ∈ N tal que para todos n,m ≥ n0 vale que
‖xn − xm‖∞ < ε.
Daí, para todos j ∈ N e n,m ≥ n0, ∣∣∣ajn − ajm∣∣∣ < ε. (3.7)
Fazendo m −→∞ na equação (3.7), segue que para cada j ∈ N e n ≥ n0∣∣∣ajn − aj∣∣∣ ≤ ε (3.8)
=⇒
∣∣∣ajn0 − aj
∣∣∣ ≤ ε
=⇒|aj| −
∣∣∣ajn0
∣∣∣ ≤ ε
=⇒|aj| ≤ ε+
∣∣∣ajn0
∣∣∣ .
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Como
(
ajn0
)∞
j=1
∈ c0, existe j0 ∈ N tal que para todo j ≥ j0 segue que
∣∣∣ajn0
∣∣∣ < ε
=⇒|aj| ≤ 2 ε.
Logo, aj −→ 0, ou seja, x ∈ c0. Por outro lado, de (3.8) segue que, para todo n ≥ n0,
temos
‖xn − x‖∞ ≤ ε.
E portanto, xn −→ x.
Proposição 36. Sejam p e q números reais tais que 1 ≤ q < p. Então
ℓq ⊆ ℓp e ‖ · ‖p ≤ ‖ · ‖q.
Demonstração. Provaremos primeiramente que se x = (xj)∞j=1 ∈ ℓq e ‖x‖q = 1, então x ∈
ℓp e ‖x‖p ≤ ‖x‖q = 1.
Como ‖x‖q = 1 temos que ‖x‖qq = 1, isto é,
∞∑
j=1
|xj|q = 1 e assim obtemos
|xj| ≤ 1, para todo j ∈ N. Como p > q, segue que
‖x‖pp =
∞∑
j=1
|xj|p ≤
∞∑
j=1
|xj|q = ‖x‖qq = 1.
Ou seja, ‖x‖p ≤ 1 = ‖x‖q.
Agora, seja x ∈ ℓq, x 6= 0. Então y = x‖x‖q é tal que
‖y‖q =
∥∥∥∥∥ x‖x‖q
∥∥∥∥∥
q
=
1
‖x‖q · ‖x‖q = 1.
Como y ∈ ℓp e ‖y‖p ≤ 1, utilizando o caso anterior, temos que∥∥∥ x
‖x‖q
∥∥∥
p
≤ 1
⇒ 1
‖x‖q
· ‖x‖p ≤ 1
⇒ ‖x‖p ≤ ‖x‖q.
Observação 37. Note que, para 1 ≤ q < p, a inclusão acima é própria, isto é, existem
elementos de ℓp que não são elementos de ℓq.
De fato, como 1 ≤ q < p, então 1 < p
q
. Logo,
(
1
n
1
q
)
∈ ℓp, pois
∞∑
n=1
∣∣∣∣∣ 1n 1q
∣∣∣∣∣
p
=
∞∑
n=1
1
n
p
q
<∞,
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(
1
n
1
q
)
/∈ ℓq, pois
∞∑
n=1
∣∣∣∣∣ 1n 1q
∣∣∣∣∣
q
=
∞∑
n=1
1
n
=∞.
Portanto, ℓp − ℓq 6= ∅.
3.3 Espaçabilidade de conjuntos de sequências
Relembremos a deﬁnição de espaçabilidade vista na introdução.
Definição 38. Seja E um espaço vetorial normado. Dizemos que A ⊂ E é espaçável se
A ∪ {0} contém um espaço vetorial de dimensão inﬁnita e fechado em E.
Mostraremos nesta seção que os espaços ℓp − ℓq e ℓ∞ − c0 são espaçáveis. Para
demonstrar tais fatos, será muito útil respondermos a seguinte pergunta:
É possível escrever N =
∞⋃
j=1
Nj com cada Nj inﬁnito e 2 a 2 disjuntos?
A resposta é sim e existem diversas maneiras de se fazer isso. Abaixo temos um exemplo
dessa decomposição.
Exemplo 1. Seja N1 o conjunto de todos os números primos e o número 1.
Seja N2 o conjunto de todos os números que são produto de apenas dois números
primos.
Seja N3 o conjunto de todos os números que são produto de apenas três números
primos, e assim por diante construímos N4, N5, . . ..
Dessa maneira os conjuntos seriam da seguinte forma:
N1 = {1, 2, 3, 5, 7, 11, . . .}
N2 = {4, 6, 9, 10, 14, 15, . . .}
N3 = {8, 12, 18, 20, 27, 28, . . .}
...
Observe que esses conjuntos são inﬁnitos (pois existem inﬁnitos números primos) e
dois a dois disjuntos (pois o Teorema Fundamental da Aritmética garante que cada número
natural maior que 1, ou é primo ou se escreve de maneira única como produto de primos).
Teorema 39. Os conjuntos ℓp − ℓq e ℓ∞ − c0 são espaçáveis, onde 1 ≤ q < p.
Demonstração. Faremos as duas demonstrações simultaneamente. Sendo assim, considere
um elemento α = (αj)∞j=1 ∈ E, onde E = ℓp − ℓq ou E = ℓ∞ − c0 e cada αj 6= 0.
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Seja
∞⋃
j=1
Nj = N uma decomposição qualquer de N como uma união inﬁnita de
conjuntos inﬁnitos e dois a dois disjuntos, e denotemos cada Nj = {j1 < j2 < j3 < . . . }.
Deﬁna yj =
∞∑
k=1
αk.ejk para todo j ∈ K, onde ejk é o vetor canônico, ou seja, vale 1
na coordenada jk e zero nas demais. Note que yj ∈ E. De fato, no caso E = ℓp − ℓq temos
que
‖yj‖p = ‖α‖p <∞ e
‖yj‖q = ‖α‖q =∞, pois α ∈ ℓp − ℓq.
E no caso, E = ℓ∞ − c0, temos que
‖yj‖∞ = sup
k∈N
|αk| = ‖α‖∞ <∞
e como a sequência α é uma subsequência da sequência yj e α /∈ c0 segue que yj /∈ c0.
Deﬁna T : ℓ1 −→ M , onde M = ℓp ou M = ℓ∞, de modo que cada (bj)∞j=1 ∈ ℓ1 é
associada à
∑∞
j=1 bj · yj ∈ M , isto é, T
(
(bj)
∞
j=1
)
=
∑∞
j=1 bj · yj. Note que essa aplicação
está bem deﬁnida, ou seja, T
(
(bj)
∞
j=1
)
∈M . De fato, no caso M = ℓp temos que
∞∑
j=1
‖bj · yj‖p =
∞∑
j=1
|bj| · ‖yj‖p
=
∞∑
j=1
|bj| · ‖α‖p
= ‖α‖p ·
∞∑
j=1
|bj|
= ‖α‖p · ‖ (bj)∞j=1 ‖1 <∞.
Logo a série
∑∞
j=1 bj · yj é absolutamente convergente em ℓp e, como ℓp é um espaço de
Banach, segue da Proposição 18 que
∑∞
j=1 bj · yj converge em ℓp. E para M = ℓ∞, temos
que
∞∑
j=1
‖bj · yj‖∞ =
∞∑
j=1
|bj| · ‖yj‖∞
=
∞∑
j=1
|bj| · ‖α‖∞
= ‖α‖∞ ·
∞∑
j=1
|bj|
= ‖α‖∞ ·
∥∥∥(bj)∞j=1
∥∥∥
1
<∞.
Da mesma forma que ﬁzemos para o caso ℓp, segue que
∑∞
j=1 bj · yj converge em ℓ∞.
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Observe que T é linear, pois dados (aj)
∞
j=1 , (bj)
∞
j=1 ∈ ℓ1 e λ ∈ K segue que:
T
(
(aj)
∞
j=1 + λ · (bj)∞j=1
)
= T
(
(aj + λ · bj)∞j=1
)
=
∞∑
j=1
(aj + λ · bj) · yj
=
∞∑
j=1
aj · yj +
∞∑
j=1
λ · bj · yj
=
∞∑
j=1
aj · yj + λ ·
∞∑
j=1
bj · yj
= T
(
(aj)
∞
j=1
)
+ λ · T
(
(bj)
∞
j=1
)
.
Mostremos que T é injetora. Seja (aj)
∞
j=1 ∈ ℓ1 tal que T
(
(aj)
∞
j=1
)
= 0 e observe
que
T
(
(aj)
∞
j=1
)
= 0 ⇔ ∑∞j=1 aj · yj = (0, 0, . . .)
⇔ aj · αi = 0, ∀ i, j ∈ N.
Como αi 6= 0 para todo i ∈ N, então aj = 0 para todo j ∈ N. Portanto (aj)∞j=1 ≡ 0.
Assim, segue que T (ℓ1) é subespaço de M e, como T é um operador injetor, segue
que dim ℓ1 = dimT (ℓ1) , ou seja, T (ℓ1) tem dimensão inﬁnita. Como o fecho de um
subespaço ainda é um subespaço, considere T (ℓ1) ⊆M e vejamos que T (ℓ1) ⊆ E ∪ {0},
ou seja, T (ℓ1) é o espaço vetorial de dimensão inﬁnita e fechado que procuramos em ambos
os casos.
A ﬁm de facilitar a compreensão e não sobrecarregar a notação, usaremos a
decomposição de N feita no Exemplo 1.
Seja z = (zj)
∞
j=1 ∈ T (ℓ1) não nula. Então existem sequências
(
akn
)∞
n=1
∈ ℓ1, para
todo k ∈ N, tais que T
((
akn
)∞
n=1
)
−→ (zj)∞j=1 em M , quando k tende a inﬁnito. Observe o
seguinte diagrama de convergência:
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T
(
(a1n)
∞
n=1
)
= (a11α1, a
1
1α2, a
1
1α3, a
1
2α1, a
1
1α4, a
1
2α2, a
1
1α5, a
1
3α1, . . .)
T
(
(a2n)
∞
n=1
)
= (a21α1, a
2
1α2, a
2
1α3, a
2
2α1, a
2
1α4, a
2
2α2, a
2
1α5, a
2
3α1, . . .)
T
(
(a3n)
∞
n=1
)
= (a31α1, a
3
1α2, a
3
1α3, a
3
2α1, a
3
1α4, a
3
2α2, a
3
1α5, a
3
3α1, . . .)
...
T
((
akn
)∞
n=1
)
=
(
ak1α1, a
k
1α2, a
k
1α3, a
k
2α1, a
k
1α4, a
k
2α2, a
k
1α5, a
k
3α1, . . .)
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
(zj)
∞
j=1 = (z1, z2, z3, z4, z5, z6, z7, z8, . . .)
Como T
((
akn
)∞
n=1
)
k→∞−→ z temos que
∥∥∥T ((akn)∞n=1
)
− z
∥∥∥
m
k→∞−→ 0, onde a norma m
representa a norma de ℓp ou ℓ∞. Como a convergência em ℓp ou ℓ∞ implica em convergência
coordenada a coordenada, segue que as convergências das coordenadas apresentadas no
diagrama acima de fato ocorrem em K. Como z 6= 0 pelo menos uma das coordenadas de z
é não nula. A título de ilustração, suponha que seja a primeira coordenada, isto é, z1 6= 0
(se for outra a coordenada não nula, o argumento é similar). Assim, ak1α1 → z1 quando
k → ∞. E como z1 6= 0, segue que α1 6= 0. Logo, segue que ak1 → z1α1 quando k → ∞.
Olhando no diagrama apenas para as convergências nas coordenadas indexadas por N1,
isto é, as coordenadas 1, 2, 3, 5, 7, . . ., note que a sequência dos termos ak1, k ∈ N, aparece
em todas elas. Mais precisamente, chamando d1 = z1α1 temos
∣∣∣ak1α1 − z1∣∣∣ k→∞−→ 0 ⇒ lim
k→∞
ak1α1 = z1 ⇒ z1 = α1d1;
∣∣∣ak1α2 − z2∣∣∣ k→∞−→ 0 ⇒ lim
k→∞
ak1α2 = z2 ⇒ z2 = α2d1;
∣∣∣ak1α3 − z3∣∣∣ k→∞−→ 0 ⇒ lim
k→∞
ak1α3 = z3 ⇒ z3 = α3d1;
∣∣∣ak1α4 − z5∣∣∣ k→∞−→ 0 ⇒ lim
k→∞
ak1α4 = z5 ⇒ z5 = α4d1;
∣∣∣ak1α5 − z7∣∣∣ k→∞−→ 0 ⇒ lim
k→∞
ak1α5 = z7 ⇒ z7 = α5d1;
...
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Assim, considerando apenas a subsequência de z formada pelos termos indexados
por N1, isto é, a subsequência (z1, z2, z3, z5, z7, . . .), segue que
|z1|q + |z2|q + |z3|q + |z5|q + |z7|q + · · · = |α1d1|q + |α2d1|q + |α3d1|q + |α4d1|q + · · ·
= |d1|q · (|α1|q + |α2|q + |α3|q + |α4|q + · · · )
= |d1|q ‖α‖qq
= ∞,
e, portanto, z /∈ ℓq, no caso em que E = ℓp − ℓq. Ainda,
(z1, z2, z3, z5, z7, . . .) = (α1d1, α2d1, α3d1, α4d1, . . .) = d1 · (αk)∞k=1
= d1α /∈ c0,
ou seja, a subsequência (z1, z2, z3, z5, z7, . . .) de z não converge para 0, logo z /∈ c0, no caso
em que E = ℓ∞ − c0.
Portanto T (ℓ1) ⊆ E∪{0} em ambos os casos, ou seja, os conjuntos ℓp−ℓq e ℓ∞−c0
são espaçáveis.
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