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Abstract
On a compact subset of the complex plane the supremum norm of a
polynomial of degree n with leading coefficient 1 must be at least the n-th
power of the logarithmic capacity of the set. In general, nothing more
can be said, but if the polynomial also has zeros on the outer boundary,
then those zeros may raise the minimal norm. The paper quantifies how
much zeros on the boundary raise the norm on sets bounded by finitely
many smooth Jordan curves. For example, kn zeros results in a factor
(1+ckn/n), while kn excessive zeros on a subarc of the boundary compared
to the expected value based on the equilibrium measure introduces an
exponential factor exp(ck2
n
/n). The results are sharp, and they are related
to Tura´n’s power-sum method in number theory. It is also shown by an
example that the smoothness condition cannot be entirely dropped.
1 Introduction
Let C1 = {z |z| = 1} be the unit circle. It is immediate from the maximum
principle that if Pn(z) = z
n + · · · is a so called monic polynomial i.e. with
leading coefficient 1, then the supremum of |Pn(z)| on the unit circle is at least
1 (apply the maximum principle to znPn(1/z)), which we write in the form
‖Pn‖C1 ≥ 1. It is also relatively easy to see that if such a polynomial has a zero
somewhere on the unit circle, then ‖Pn‖C1 ≥ 1 + 1/30n (instead of 1 + 1/30n
the best lower bound was determined in [6]). On the other hand, G. Hala´sz [5]
showed that for every n there is a monic polynomial Qn(z) = z
n + · · · with a
zero at 1 and of norm ‖Qn‖C1 ≤ exp(2/n). These results are related to Tura´n’s
power sum method in number theory.
The paper [11] discussed what happens if more than one zero is on C1. It
was shown that if Pn has kn zeros on C1, then ‖Pn‖C1 ≥ 1 + ckn/n with a
universal c > 0. Furthermore, if Pn has at least kn + n|J |/2pi zeros on a subarc
J of Γ, then
‖Pn‖Γ ≥ exp(ck2n/n), (1)
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again with some universal constant c > 0 (here |J | denotes the arc length of J).
This second result is sharp: it follows from Hala´sz’ theorem mentioned before
that if z1,n, . . . , zkn,n are arbitrary kn ≤ n/2 points on the unit circle, then
there is a Pn(z) = z
n + · · · such that Pn vanishes at each zj,n, and ‖Pn‖C1 ≤
exp(4k2n/n). The sharpness of the first result is also true: it was proved by
Andrievskii and Blatt [2] that if α > 1 and z1,n, . . . , zkn,n are kn points on the
unit circle such that any two of them are of distance ≥ α2pi/n, then there is a
polynomial Pn(z) = z
n + · · · such that Pn vanishes at each zj,n, and ‖Pn‖C1 ≤
1 +Dαkn/n where Dα is a constant that depends only on α. Note that this is
not true for α < 1. Indeed, if α < 1, then consider the α2pi/n-spaced sequence
Xn of kn points consisting of
eijα2pi/n, j = 0, 1, . . . , kn − 1,
and let J = Jn be the (counterclockwise) arc on the unit circle from 1 to
eiknα2pi/n. Now if Pn(z) = z
n + · · · is a polynomial such that it has a zero at
every point of Xn, then there are ≥ (1−α)kn excess zeros of Pn on Jn compared
to n|Jn|/2pi. Therefore, it follows from (1) that
‖Pn‖C1 ≥ exp(c(1− α)2k2n/n),
which is much bigger than 1 +Dαkn/n if kn →∞.
In the present paper we prove similar results for monic polynomials on unions
of finitely many Jordan curves. We note that [11] used heavily the circular
symmetry of C1, in particular some results on trigonometric polynomials, so
the method of [11] is not applicable here, and we need a totally new approach.
To formulate our results we need some basic notions from logarithmic poten-
tial theory, see [3], [4] or [9] for the necessary concepts. In particular, cap(K)
denotes the logarithmic capacity of a compact set K ⊂ C, and µK denotes
its equilibrium measure (in the cases we are going to discuss this µK exists).
Furthermore, ‖ · ‖K denotes supremum norm on K.
Recall (see [9, Theorem 5.5.4]) that if K is a compact set with logarithmic
capacity cap(K) and Pn(z) = z
n + · · · is a monic polynomial of degree n, then
‖Pn‖K ≥ cap(K)n. (2)
In general, nothing more can be said, for if K = T−1m (C1) is the complete inverse
image of C1 under some monic polynomial Tm of degree m, then the equality
in (2) holds for all Pn = T
k
m, n = mk, k = 1, 2, . . ..
Now we show that if K consists of finitely many smooth Jordan curves, then
zeros on K raise the norm compared to the theoretically possible minimum
cap(K)n.
Theorem 1.1 Let Γ be a finite system of C1+α, α > 0, smooth Jordan curves
lying exterior to one another. If Pn is a monic polynomial of degree n that has
kn zeros on Γ, then ‖Pn‖Γ ≥ (1 + ckn/n)cap(Γ)n with a c that depends only on
Γ.
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Recall that a Jordan curve is the homeomorphic image of a circle, while a
Jordan arc is the homeomorphic image of a segment.
In the theorem, and in what follows, the C1+α-smoothness could be replaced
by Dini-smoothness (see [8, Sec. 3.3]) of the derivatives of the (arc-length)
parametrization functions of the individual components of Γ.
The theorem is true if Γ has arc components, but for a completely different
reason. Indeed, if Γ contains a Jordan arc, then there is a β > 0 such that for
all monic polynomials we have ‖Pn‖Γ ≥ (1 + β)cap(Γ)n, see [14, Theorem 1].
When there are more than one components, Theorem 1.1 is interesting only
for certain n’s, since then there is a β > 0 and a subsequence N of the natural
numbers such that ‖Pn‖Γ ≥ (1 + β)cap(Γ)n for all Pn and n ∈ N (see [14,
Theorem 2]).
An example for the application of Theorem 1.1 is the case of Fekete polyno-
mials. If K ⊂ C is a compact set, then n-th Fekete points for K maximize the
product ∏
1≤i<j≤n
|zj,n − zi,n|
among all n-touples {z1,n, . . . , zn,n} ⊂ K. These Fekete points necessarily lie on
the outer boundary of K (which is the boundary of the unbounded component
of C \ K), so if this outer boundary consists of finitely many C1+α-smooth
Jordan curves or arcs, then we necessarily have for the Fekete polynomials
Pn(z) =
∏n
1 (z − zj,n) the bound
‖Pn‖K ≥ (1 + β)cap(K)n, n = 1, 2, . . . (3)
with some β > 0. Indeed, if there are only Jordan curves on the outer boundary
then this follows from by Theorem 1.1, while if there are arc components, as
well, then, as we have just mentioned, the statement follows from [14, Theorem
1].
Next, we show that if on a subarc of Γ a Pn has too many zeros compared
to the “expected number” relative to the equilibrium measure, then the norm
of Pn is considerably larger than the theoretical lower bound cap(Γ)
n.
Theorem 1.2 Let Γ be a system of C2+α, α > 0, Jordan curves lying exterior
to one another. If Pn is a monic polynomial of degree n that has at least kn +
nµΓ(J) zeros on a subarc J of Γ, then ‖Pn‖Γ ≥ exp(ck2n/n)cap(Γ)n with a c
that depends only on Γ and z0.
If we apply this to a subarc J of Γ and to all the subarcs that build up the
complement Γ \ J , then we obtain
Corollary 1.3 Let Γ be a system of C2+α, α > 0, Jordan curves lying exterior
to one another, let Pn be a monic polynomial of degree n that has all its zeros
on Γ, and let νPn denote the normalized counting measure on the zeros of Pn.
Then uniformly in subarcs J of Γ we have
|νPn(J)− µΓ(J)| ≤ C
√
log(‖Pn‖Γ/cap(Γ)n)
n
. (4)
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For one curve this corollary is not new, it follows from a theorem of An-
drievskii and Blatt, see [1, Theorem 3.4.1].
Theorem 1.2 is actually true if Γ consists of Jordan curves and arcs. Indeed,
the claim when J lies on a curve component of Γ can be handled as we shall do
it in the proof of Theorem 1.2. On the other hand, if J lies on an arc component
of Γ, then we can use the result from [1, Theorem 2.4.2], according to which we
have
kn
n
≤ C
√
log(‖Pn‖Γ/cap(Γ)n)
n
.
We have already mentioned that both Theorems 1.1 and 1.2 are best possible
when Γ = C1, so one cannot expect any better estimate then what these theo-
rems claim. But actually, more is true, e.g. if Γ consists of a single smooth Jor-
dan curve, and if z1,n, . . . , zkn,n are arbitrary kn ≤ n/2 points on Γ, then there is
a Pn(z) = z
n+ · · · such that Pn vanishes at each zj,n, and ‖Pn‖Γ ≤ exp(Ck2n/n)
with a constant C that depends only on Γ. We shall not prove this statement,
it can be derived from Hala´sz’ result mentioned before.
Theorem 1.1 shows that if all zeros of Pn(z) = z
n + · · · are on Γ, and
Γ has the required smoothness, then (3) is true, i.e. in this case the ratio
‖Pn‖Γ/cap(Γ)n stays away from 1, it cannot approach the theoretical minimal
value 1. It is somewhat surprising that for this conclusion one needs some kind
of smoothness.
Theorem 1.4 There is a Jordan curve Γ, a sequence N of the natural numbers,
and for all n ∈ N a monic polynomial Qn(z) = zn + · · · of degree n such that
Qn has all its zeros on Γ, and still
lim
n→∞, n∈N
‖Qn‖Γ
cap(Γ)n
= 1.
2 Proofs of Theorem 1.1 and 1.2
Proof of Theorem 1.1. We follow the proof of [12, Theorem 1], and we shall
use from [12] the following lemma (see [12, Lemma 2.2]):
Lemma 2.1 There are δ, θ > 0 depending only on Γ such that if J = âb is a
subarc of Γ of length at most δ and if a polynomial Pn of degree at most n has
at least θn|J | zeros on J , then |Pn(b)| ≤ 1/3‖Pn‖Γ.
It is folklore (see e.g. [13, Proposition 2.2]) that on Γ the equilibrium measure
is absolutely continuous with respect to arc measure with continuous density,
and so there is a constant C0 such that for all arcs I on Γ we have
|I| ≤ C0µΓ(I). (5)
Let now Pn be the polynomial from Theorem 1.1. If ‖Pn‖Γ ≥ (3/2)cap(Γ)n,
then we are ready. Otherwise, consider the set H ⊂ Γ of those z on Γ for
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which |Pn(z)| ≤ ‖Pn‖Γ/2. This set consists of arcs, say J1, . . . , Jj , . . ., on which
|Pn(z)| ≤ (3/4)cap(Γ)n. Next, we claim that
n log cap(Γ) ≤
∫
log |Pn|dµΓ =
∫
H
+
∫
Γ\H
= I1 + I2. (6)
Indeed, from properties of equilibrium measures (see e.g. [10, (I.4.8)]) it follows
that∫
log |z − t|dµΓ(z) =
{
log cap(Γ) if z lies inside Γ
log cap(Γ) + gC\Γ(z,∞) otherwise, (7)
where gC\Γ(z,∞) denotes the Green’s function of the unbounded component of
C \ Γ with pole at infinity. Hence the left-hand side is always at least as large
as log cap(Γ), which proves the inequality in (6) if we write log |Pn(z)| in the
form
∑
j log |z − zj | with the zeros of Pn for zj .
Now
I2 ≤ µΓ(Γ \H) log ‖Pn‖Γ, (8)
and for any j
I1 ≤ µΓ(H) log((3/4)cap(Γ)n) ≤ µΓ(H)n log cap(Γ) + µΓ(Jj) log(3/4). (9)
These, µΓ(Γ \ H) + µΓ(H) = 1 and (6) yield the theorem if one of the Jj ’s is
of length bigger than δ (with the δ from Lemma 2.1), for then its harmonic
measure µΓ(Ij) is at least δ1 with some δ1 > 0 that depends only on Γ.
If, on the other hand, all Jj have length at most δ, then, by Lemma 2.1, the
number of zeros of Pn on Jj is at most θn|Jj | with the θ from Lemma 2.1, since
the value of Pn at the endpoints of Jj is ‖Pn‖Γ/2. Therefore, using also (5), we
have with some C0
kn ≤ θn
∑
j
|Jj | ≤ θnC0
∑
µΓ(Jj) = θnC0µΓ(H),
and so from we obtain from (6) and (8)–(9)
µΓ(Γ \H) log ‖Pn‖ ≥ I2 ≥ n log cap(Γ)− I1
≥ n log cap(Γ)− µΓ(H) log((3/4)cap(Γ)n)
≥ µΓ(Γ \H)n log cap(Γ) + (− log(3/4)/θC0)kn/n,
and this completes the proof.
In the rest of the paper we shall need the concept of the logarithmic potential
of a measure ν:
Uν(z) :=
∫
log
1
|z − t|dν(t). (10)
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In particular, we get from (7) for the equilibrium potential (in the cases we
consider)
UµΓ(z) = log
1
cap(Γ)
, z ∈ Γ, (11)
while if ν is the counting measure of a polynomial, then
Uν(z) = − log |Pn(z)|.
Proof of of Theorem 1.2. We mention first of all, that for a single Jordan
curve Theorem 1.2 can be easily deduced from [1, Theorem 4.1.1] by taking the
balayage of the normalized zero counting measure νn onto Γ (see the discussion
below). In the general case we proceed similarly, but we shall need to prove the
analogue of [1, Theorem 4.1.1].
Let νn be the normalized counting measure on the zeros of Pn and let ν˜n be
the measure that we obtain by taking the balayage of νn out of each component
of C \Γ (one by one, in any order). Since taking the balayage out of a bounded
region does not change the logarithmic potential on the boundary, while taking
balayage out of an unbounded region increases it by a positive constant on the
boundary (see Theorems [10, Theorems II.4.1, II. 4.4]), it follows that
U ν˜n(z) ≥ Uνn(z) = − 1
n
log |Pn(z)|, z ∈ Γ.
Therefore, for the measure σ = µΓ − ν˜n we have for z ∈ Γ
Uσ(z) ≤ UµΓ(z) + 1
n
log |Pn(z)| ≤ log ‖Pn‖
1/n
Γ
cap(Γ)
(12)
(recall that, by (11) we have UµΓ(z) = log 1/cap(Γ) on Γ). Now we can deduce
the claim from the following discrepancy theorem.
Theorem 2.2 Let Γ be a system of C2+α, α > 0, Jordan curves lying exterior
to one another, and let σ = σ+−σ− be a signed measure on Γ with the properties
that σ(Γ) = 0, σ+ ≤ LµΓ with some constant L, and with some constant a
Uσ(z) ≤ a, z ∈ Γ. (13)
Then there is a constant M depending only on L and Γ such that for any subarc
J of Γ we have |σ(J)| ≤M√a.
The proof of this theorem will be given in the next section, but first let us see
how it proves Theorem 1.2. By the assumption we have
σ(J) = (µΓ − ν˜n)(J) ≤ (µΓ − νn)(J) ≤ −kn
n
.
On the other hand by (12) and Theorem 2.2
|σ(J)| ≤M
√
log
‖Pn‖1/nΓ
cap(Γ)
.
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Hence
log
‖Pn‖1/nΓ
cap(Γ)
≥ ck
2
n
n2
,
and the claim follows.
.
3 Proof of Theorem 2.2
By the principle of domination (see [10, Theorem II.3.2]) the inequality (13)
holds for all z ∈ C. Therefore, for a single Jordan curve this theorem is a special
case of the one-sided discrepancy theorem [1, Theorem 4.1.1]. Unfortunately,
the proof of [1, Theorem 4.1.1] is quite involved and uses conformal maps of the
inner and outer domains onto the unit circle in such an essential way that one
cannot claim that the proof goes over to the case when several components are
present. Still we use the ideas of that proof adapted to our needs.
As we have just mentioned, we may assume (13) to hold for all z ∈ C. We
may also assume that in the C2+α-smoothness of Γ the parameter α lies in
between 0 and 1 (in other words, we do not allow α to be 1).
Let Γ0,Γ1, . . . ,Γk be the components of Γ (each being a C
2+α Jordan curve)
and assume that Γ0 contains the arc J . Let D
−
j resp. D
+
j be the bounded
resp. unbounded connected component of C \Γj and Ω the unbounded compo-
nent of C \ Γ. Then Ω = ∩jD+j , and the connected components of C \ Γ are
Ω, D−0 , . . . , D
−
k .
In the proof of Theorem 2.2 below s = sΓ denotes the arc length measure
on Γ and we set
δ =
√
a, r = δ2 = a, (14)
and we may assume a so small that the arcs of length ∼ δ to be constructed
below all exist (indeed, since |σ(J)| ≤ σ+(Γ) + σ−(Γ), the statement in the
theorem follows with some M for a ≥ a0 if a0 is some fixed number).
We may also assume that the length of J is at most half of the length of
Γ0. Attach a subarc of Γ of length δ to J at both endpoints to form the arc
Jδ. Let f0 be a C
2 function (with respect to arc length) on Γ such that f0 = 0
on all components Γj except for j = 0, f0(z) = 0 for z 6∈ J2δ, f0(z) = 1 for
z ∈ Jδ, and on the two arcs of J2δ \ Jδ we have 0 ≤ f0 ≤ 1, |df0/ds| ≤ C/δ,
|d2f0/ds2| ≤ C/δ2 with some C depending only on Γ. The existence of such and
f0 is clear (it is easy to construct such a function on the unit circle and then map
it onto Γ0). Solve now the Dirichlet problem with this boundary function on all
components of C \ Γ. Let the solution in ∪jD−j be f− and the solution in Ω be
denoted by f+. Of course, for j > 0 in D
−
j we solve then the Dirichlet problem
with zero boundary function, so in ∪kj=1D−j the function f0 is identically 0. In
any case 0 ≤ f± ≤ 1 everywhere.
First we claim the following smoothness for this function.
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Lemma 3.1 Let z ∈ D−0 , t ∈ Γ0 and assume that |z − t| ≤ 3r. Then
|f−(z)− f0(t)| ≤ Cδ. (15)
The same is true if z ∈ Ω:
|f+(z)− f0(t)| ≤ Cδ. (16)
For z ∈ D−j , t ∈ Γj, j ≥ 1 the corresponding estimate is trivial since f−(z) =
f0(t) = 0, and finally for z ∈ Ω and t ∈ Γj, j ≥ 1
|f+(z)− f0(t)| = f+(z) ≤ Cr ≤ Cδ, (17)
(all under the assumption |z − t| ≤ 3r).
Proof. Let Φ be a conformal map from D−0 onto the unit disk. Then Φ
extends continuously to the boundary Γ0 ofD
−
0 and by the Kellogg-Warschawski
theorem (see [8, Theorem 3.6]) Φ, Φ−1 are C2+α-smooth up to the boundary,
and their derivatives vanish nowhere, including the boundary (see [8, Theorem
3.5]). We may assume that x = Φ(z) lies on [1/2, 1] (recall that r = a is small).
We verify that with ϕ(w) = f−(Φ
−1(w)) we have
|ϕ(x)− ϕ(1)| ≤ Cδ. (18)
This will prove (15) since on the boundary C1 of the unit disk we have |dϕ(eiu)/du| ≤
C/δ because |df0/ds| ≤ C/δ, and the distance of x and Φ(t), and hence that of
1 and Φ(t), is less than Cr, so
|f−(z)− f0(t)| = |ϕ(x)− ϕ(Φ(t))| ≤ |ϕ(x)− ϕ(1)|+ |ϕ(1)− ϕ(Φ(t))|
≤ Cδ + Cr/δ ≤ Cδ
since r = δ2.
In (18) we have 1− x ≤ Cr and by Poisson’s formula
ϕ(x)− ϕ(1) = 1
2pi
∫ pi
−pi
(ϕ(eiu)− ϕ(1)) 1− x
2
1− 2x cosu+ x2 du
=:
∫ pi
−pi
(ϕ(eiu)− ϕ(1))Px(u)du.
Since
1− 2x cosu+ x2 = (1− x)2 + 4x sin2 u
2
,
the integral over |u| ≥ δ is at most
C
∫
|u|≥δ
1− x
u2
du ≤ C 1− x
δ
≤ C r
δ
≤ Cδ.
We write in the integral over |u| ≤ δ
ϕ(eiu)− ϕ(1) = Bu+B(u)u
2
δ2
,
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where B is a constant and B(u) is a function with |B(u)| ≤ C (this follows from
the fact that |d2f0/ds2| ≤ C/δ2 and that Φ and its inverse are C2+α functions).
Now, by symmetry, the integral of BuPx(u) on |u| ≤ δ vanishes, so we are left
with estimating ∫
|u|≤δ
u2
δ2
Px(u)du,
for which the bound C(1−x)/δ ≤ Cr/δ = Cδ immediately follows since Px(u) ≤
1/(1 − x) for |u| ≤ 1 − x and Px(u) ≤ (1 − x)/u2 for |u| ≥ 1 − x. This proves
(15).
As for (16), let now Φ be the conformal map of the unbounded domain D+0
onto the unit disk. Then ϕ(w) = f+(Φ
−1(w)) is harmonic in a fixed annulus
A := {z ρ ≤ |z| < 1} (note that this function is not defined everywhere in
the unit disk since f+ is not defined in the inner domains D
−
j ). Now follow the
preceding proof, just replace the Poisson kernel Px(u) with the density P˜x(1, u)
and P˜x(ρ, u) on C1 and on {z |z| = ρ}, resp., of the harmonic measure on this
annulus with respect to the point x. We have
ϕ(x)− ϕ(1) =
∫ pi
−pi
(ϕ(eiu)− ϕ(1))P˜x(1, u)du+
∫ pi
−pi
(ϕ(ρeiu)− ϕ(1))P˜x(ρ, u)du.
(19)
Using the symmetry of P˜x(1, u) and the fact that P˜x(1, u) ≤ Px(u) (which
follows from the monotonicity of the harmonic measure in the domain) the
first integral can be handled exactly as above and we get the bound Cδ for
it. In estimating the second integral in (19), let ω(z, J,G) denote the harmonic
measure in a domain G of a boundary arc J ⊂ ∂G with respect to a point z ∈ G.
To complete the proof of (16) it is sufficient to show for estimating the second
integral in (19) that ω(x,C1, A) ≥ 1− Cr. Indeed, then we get the bound
C
∫ pi
−pi
P˜x(ρ, u)du = C
(
1−
∫ pi
−pi
P˜x(1, u)du
)
= C(1− ω(x,C1, A)) ≤ Cr ≤ Cδ
for that second integral in (19). But ω(x,C1, A) ≥ 1− Cr is clear, since
ω(x,C1, A) =
log x/ρ
log 1/ρ
≥ 1− C(1− x) ≥ 1− Cr.
Finally, (17) follows similarly. Indeed, first we note that (use the monotonic-
ity of harmonic measures in the domain) ω(z,Γ0,Ω) ≤ ω(z, γj ,Ω∗j ) where γj is
a fixed level curve {ζ |Ψj(ζ)| = 1+ b} of the conformal map Ψj from the outer
domain D+j onto the exterior of the unit disk and Ω
∗
j is the domain enclosed by
γj and Γj (take such a level curve which goes close to Γj not intersecting any
other Γs). Now Ψj maps Ω
∗
j into the annulus A
∗ := {w 1 < |w| < 1 + b} for
which the harmonic measure is
ω(Ψj(z), {z |z| = 1 + b}, A∗) = log |Ψj(z)|
log(1 + b)
≤ C(|Ψj(z)| − 1) ≤ Cr,
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and so, by the conformal invariance of harmonic measures, we have
ω(z,Γ0,Ω) ≤ ω(z, γj ,Ω∗j ) = ω(Ψj(z), {z |z| = 1 + b}, A∗) ≤ Cr.
Hence,
f+(z) =
∫
f0dω(z, ·,Ω) ≤
∫
Γ0
dω(z, ·,Ω) = ω(z,Γ0,Ω) ≤ Cr.
As special case we get that if z ∈ D−0 and dist(z, J) ≤ r, then
0 ≤ 1− f−(z) ≤ Cδ. (20)
The same is true if z ∈ Ω and dist(z, J) ≤ r:
0 ≤ 1− f+(z) ≤ Cδ. (21)
For dist(z,Γ0 \ J3δ) ≤ r the corresponding estimates are
0 ≤ f−(z) ≤ Cδ resp. 0 ≤ f+(z) ≤ Cδ. (22)
Let f˜ be the function that agrees with f− in ∪jD−j and with f+ in Ω, and,
as in the proof of [1, Theorem 4.1.1], set
f(z) =
1
r2
∫
f˜(u)K
(
z − u
r
)
dm(u),
wherem is the two-dimensional Lebesgue-measure andK is a circular symmetric
nonnegative C∞ kernel function with support in the unit disk and with integral
1:
∫
Kdm = 1. Since f˜ is harmonic in each component of C \ Γ, it follows that
for dist(z,Γ) > 2r we have f˜(z) = f(z). So for such z the function f is again
harmonic in a neighborhood of z, and therefore ∆f(z) = 0, where ∆ denotes
the Laplacian.
Recall now Green’s formula∫
H
(v∆u− u∆v)dm =
∫
∂H
(
v
∂u
∂n
− u ∂v
∂n
)
ds∂H (23)
where H is a domain with C2 boundary, s∂H is the arc measure on ∂H and
n denotes the inner normal at a boundary point. With v = 1 and u = f we
conclude ∫
∂H
∂f
∂n
ds∂H = 0 (24)
for any domain H (with C2-smooth boundary) on which f is harmonic. Let γj ,
j = 0, . . . , k, be C2 curves lying in D−j of distance > 2r from Γj , let Hj be the
domain enclosed by γj and let nj denote the inner normal to a generic point on
10
the boundary γj of Hj . In addition, let γ
∗ be a C2-curve in Ω enclosing Γ which
is of distance > 2r from Γ, let H∗ be the exterior domain to γ∗, and denote n∗
the inner normal to the boundary γ∗ of H∗ at a generic point of γ∗. Finally, let
H be the domain enclosed by γ∗ and the curves γj , j = 0, 1, . . . , k, and let n be
the inner normal at a generic point of ∂H. By (24) we have∫
γj
∂f
∂n
ds∂H =
∫
∂Hj
(
− ∂f
∂nj
)
ds∂Hj = −
∫
∂Hj
∂f
∂nj
ds∂Hj = 0,
and since a similar relation holds for γ∗ (using the outer domain H∗ where f is
harmonic including the point infinity), it follows that∫
∂H
∂f
∂n
ds∂H = 0.
Therefore, Green’s formula with u = f and v = 1 yields∫
H
∆fdm = 0,
and since ∆f = 0 outside H, it also follows that∫
C
∆fdm = 0. (25)
Next, we use Green’s formula in these domains with u = f and v = log |ζ−Z|
where Z ∈ Γ is an arbitrary fixed point. Since both f(ζ) and log |ζ − Z| are
harmonic in each Hj , it follows that∫
∂Hj
(
v
∂f
∂nj
− f ∂v
∂nj
)
ds∂Hj = 0. (26)
For H∗ the formula is different: let H∗∗ be the intersection of H∗ with the
interior of a large circle CR about Z of radius R. Then Green’s formula for H
∗∗
gives (∫
∂H∗
+
∫
CR
)(
v
∂f
∂n∗∗
− f ∂v
∂n∗∗
)
ds∂H∗∗ = 0.
Now on CR we have v = R, ∂v/∂n
∗∗ = −1/R, while f(ζ) = f(∞) + o(1) as
R→∞, hence it follows that∫
∂H∗
(
v
∂f
∂n∗∗
− f ∂v
∂n∗∗
)
ds∂H∗ = − logR
∫
CR
∂f
∂n∗∗
dsCR − 2pif(∞) + o(1).
Finally, again from Green’s formula applied in the outer domain of CR with
u = f and (this time with) v = 1 we get (note that f is harmonic in that outer
domain including the point infinity)∫
CR
∂f
∂n∗∗
dsCR = 0.
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All in all, we obtain for R→∞∫
∂H∗
(
v
∂f
∂n∗
− f ∂v
∂n∗
)
ds∂H∗ = −2pif(∞). (27)
(26) and (27) yield ∫
∂H
(
v
∂f
∂n
− f ∂v
∂n
)
ds∂H = 2pif(∞). (28)
Next, let Z ∈ Γ and Dτ a small disk around Z of radius τ . Using Green’s
formula in the domain H \Dτ it follows from (28) that with v(ζ) = log |ζ − Z|∫
H\Dτ
(f∆v − v∆f) dm =
∫
∂(H\Dτ )
(
v
∂f
∂n
− f ∂v
∂n
)
ds∂H
= 2pif(∞) +
∫
∂Dτ
(
v
∂f
∂n
− f ∂v
∂n
)
ds∂Dr ,
where, in the last integral, n still points inside H. On ∂Dτ we have ∂v/∂n =
1/τ , so for τ → 0 we obtain∫
H
(f∆v − v∆f) dm = 2pif(∞)− 2pif(Z).
Finally, since ∆v = 0 everywhere but at Z, we conclude
f(Z)− f(∞) = 1
2pi
∫
log |ζ − Z|∆f(ζ)dm(ζ).
Integrate this formula with respect to dσ(Z)! Noting that σ(C) = σ(Γ) = 0,
it follows that∫
fdσ =
∫
Γ
1
2pi
∫
log |ζ − Z|∆f(ζ)dm(ζ)dσ(Z) = 1
2pi
∫
(−Uσ(ζ))∆f(ζ)dm(ζ).
This and (25) give ∫
fdσ =
1
2pi
∫
(a− Uσ(ζ))∆f(ζ)dm(ζ), (29)
where a is the bound in Theorem 2.2. Using this form we shall below derive the
following key statement: ∣∣∣∣∫ fdσ∣∣∣∣ ≤ Cδ. (30)
Based on this inequality, we now complete the proof of Theorem 2.2 as
follows.
−σ(J) = −
∫
J
fdσ −
∫
J
(1− f)dσ
= −
∫
fdσ −
∫
J
(1− f)dσ +
∫
J3δ\J
fdσ +
∫
Γ\J3δ
fdσ
≤
∣∣∣∣∫ fdσ∣∣∣∣+ ∫
J
(1− f)dσ− + σ+(J3δ \ J) +
∫
Γ\J3δ
fdσ+.
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For the first term on the right we use (30), for the second one the estimate
0 ≤ 1−f ≤ Cδ (see (20) and (21) and the definition of f), for the third term the
assumption in the theorem according to which σ+(J3δ \J) ≤ LµΓ(J3δ \J) ≤ Cδ,
and finally for the last term we use (22) which gives 0 ≤ f ≤ Cδ on Γ \ J3δ.
All in all, we obtain −σ(J) ≤ Cδ. On applying this with J replaced by Γ0 \ J
(well, technically, represent here Γ0 \ J as the union of two arcs with arc length
smaller than half of the length of Γ) and by Γ1, . . . ,Γk, respectively, and on
using that σ(Γ) = 0, we also get the reversed inequality σ(J) ≤ Cδ, and the
proof of Theorem 2.2 is complete pending the proof of (30).
Proof of (30). First we give an estimate on ∆f(ζ). This is zero everywhere
where f is harmonic, so we only have to give a bound for it in the case when
dist(ζ,Γ) ≤ 2r. Clearly
∆f(ζ) =
1
r2
∆
∫
f˜(u)K
(
ζ − u
r
)
dm(u) =
1
r2
∫
f˜(u)∆K
(
ζ − u
r
)
dm(u).
Since K vanishes outside the unit disk, Green’s formula gives exactly as above∫
∆K
(
ζ − u
r
)
dm(u) = 0,
and therefore
∆f(ζ) =
1
r2
∫
(f˜(u)− f˜(ζ))∆K
(
ζ − u
r
)
dm(u),
and here the kernel K((ζ − u)/r) vanishes unless |ζ − u| ≤ r. Therefore, in the
non-vanishing case, both ζ and u lie of distance ≤ 3r from the same point t ∈ Γ
(which is the closest point on Γ to ζ), and hence Lemma 3.1 gives the bound
|f(u)− f(ζ)| ≤ Cδ. On the other hand,∣∣∣∣∆K (ζ − ur
)∣∣∣∣ ≤ Cr2
by the C∞ property of K, and therefore we obtain (recall that r = δ2)
|∆f(ζ)| ≤ C
r2
∫
|u−ζ|≤r
δ
1
r2
dm(u) ≤ Cδ
r2
≤ C
rδ
.
(When z is close to a Γj , j ≥ 1 then actually we can do even better, namely
there |∆f(ζ)| ≤ C/r holds by (17)). Now plug this into (29), and note that the
integrand vanishes outside the set
Vr := {z dist(z,Γ) ≤ 2r}, (31)
to obtain∣∣∣∣∫ fdσ∣∣∣∣ ≤ 12pi
∫
(a− Uσ(ζ))|∆f(ζ)|dm(ζ) ≤ C
rδ
∫
Vr
(a− Uσ(ζ))dm(ζ). (32)
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We are going to show that here the integral on the the right-hand side is at
most Car.
For some τ > 0 consider the set [−τ, τ ] × Γ, and the mapping H(x, y) =
y+nyx from [−τ, τ ]× Γ onto some subset V of the complex plane, where ny is
the inner unit normal to the domain Ω at the point y ∈ Γ (imagine moving a
segment of length 2τ along Γ in such a way that it is always perpendicular to Γ
and its center lies on Γ). For small but fixed τ the family of systems of curves
Γx := {y+nyx y ∈ Γ}, x ∈ [−τ, τ ], are uniformly of C1+α (see the Appendix at
the end of the paper). Since for nonnegative continuous functions F supported
in V we have
1
Λ
∫
Fdm ≤
∫ τ
−τ
∫
Γx
F (y + nyx)dsΓx(y + nyx)dx ≤ Λ
∫
Fdm,
with some constant Λ depending only on Γ, it follows that if we define the
measure m∗ by the formula∫ τ
−τ
∫
Γx
F (y + nyx)dµΓx(y + nyx)dx =
∫
Fdm∗,
for all continuous F supported in V , then dm ∼ dm∗ in V because
dµΓx(y + nyx) ∼ dsΓx(y + nyx)
(here for measure µ, ν the relation µ ∼ ν means that µ ≤ Cν and ν ≤ Cµ with
some constant C). Also, for some fixed α > 0 and all 0 < r < τ/α the image
V ∗r of [−αr, αr]×Γ under the mapping H covers the set Vr from (31), therefore∫
Vr
(a− Uσ)dm ≤ C0
∫
V ∗r
(a− Uσ)dm∗ = C0a
∫
V ∗r
dm∗ − C0
∫
V ∗r
Uσdm∗
≤ C1a
∫
V ∗r
dm− C0
∫
V ∗r
Uσdm∗ ≤ C2ar − C0
∫
V ∗r
Uσdm∗. (33)
For the last integral we have∫
V ∗r
Uσdm∗ =
∫ αr
−αr
∫
Γx
Uσ(y + nyx)dµΓx(y + nyx)dx,
and if we write here
Uσ(y + nyx) = −
∫
Γ
log |y + nyx− t|dσ(t)
and switch the order of integration we can continue the preceding line as
=
∫ αr
−αr
∫
Γ
UµΓx (t)dσ(t)dx.
Since σ has total mass 0, this is the same as
=
∫ αr
−αr
(∫
Γ
UµΓx (t) + log cap(Γx)
)
dσ(t)dx.
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Now
UµΓx (u) + log cap(Γx) = 0 (34)
for u ∈ Γx (see (7)), and from the uniform C1+α-smoothness of the curves Γx
we get along (34) that for t ∈ Γ we have
|UµΓx (t) + log cap(Γx)| ≤ C3|x|. (35)
We shall prove (35) in the Appendix at the end of the paper.
Putting all these together we obtain (with |σ| = σ+ + σ−)∣∣∣∣∣
∫
V ∗r
Uσdm∗
∣∣∣∣∣ ≤ C3|σ|(Γ)
∫ αr
−αr
|x|dx ≤ C4r2 = C4ar
since r = a. This and (33) show that∫
Vr
(a− V σ)dm ≤ Car
and so (32) gives ∣∣∣∣∫ fdσ∣∣∣∣ ≤ Caδ = Cδ (36)
because δ =
√
r =
√
a by (14).
4 Proof of Theorem 1.4
Let, as before, C1 be the unit circle. In this proof we shall need to distinguish
between a curve as a geometric object and as a parametrized path. If γ : C1 →
R2 is a continuous injective mapping, then let [γ] = {γ(ξ) ξ ∈ C1} be its image
set, which is a Jordan curve. We shall always orient [γ] counterclockwise, and
for Z,Z ′ ∈ [γ] we shall denote by [γ]Z,Z′ the arc of [γ] lying (in the orientation
of [γ]) in between Z and Z ′. Then [γ]Z,Z′ ∪ [γ]Z′,Z = [γ]
For each m = 0, 1, . . . we define an analytic Jordan curve [γm] and points
Z0,m = γm(ξ0,m), . . . , ZNm−1,m = γm(ξNm−1,m) (ξj,m ∈ C1) on [γm] in such a
way that [γm+1] lies inside [γm] except for the points Z0,m, . . . , ZNm−1,m which
lie also on [γm+1], and we have for all m with some ρm > 0, δm → 0 the
properties
(a) diam([γM ]Zj,m,Zj+1,m) < δm for all M ≥ m and for all j = 0, . . . , Nm − 1,
(b) |ξj,m − ξj+1,m| < δm for all j = 0, . . . , Nm − 1,
(c) dist([γM ]Zj,m,Zj+1,m , [γM ]Zj+2,m,Zj−1,m) > ρm, for all M ≥ m and for all
j = 0, . . . , Nm − 1.
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Here the indices are considered modulo Nm, see below.
Roughly, the Jordan curve Γ in the theorem will be the Hausdorff limit of
the curves γm, but some caution is necessary, since the limit of Jordan curves
may not be a Jordan curve.
The construction will be done so that each Zj,m = γm(ξj,m) is one of
the Zj′,m+1 = γm+1(ξj′,m+1), and the parametrization will be such that then
ξj′,m+1 = ξj,m. In other words, γm(ξj,m) = γm+1(ξj,m), which implies γM (ξj,m) =
γm(ξj,m) for all M ≥ m. Thus,
Γ(ξ) := lim
M→∞
γM (ξ)
exists for all
ξ ∈ S := {ξj,m m = 1, 2 . . . , 0 ≤ j ≤ Nm − 1}.
By (b) the set S of these numbers is dense in C1. Since δm → 0, property (a)
shows that Γ is uniformly continuous on S, so it can be extended to a continuous
map from C1 into the complex plane. We claim that this extended Γ is one-to-
one on C1, hence it defines a Jordan curve. Indeed, if ξ, ξ
′ ∈ C1 are two different
points, then, by property (b), there is an m and a 0 ≤ j ≤Mm − 1 such that ξ
lies in between ξj,m and ξj+1,m on C1, while ξ
′ lies on the arc of C1 from ξj+2,m
to ξj−1,m. But then Γ(ξ) ∈ [Γ]Zj,m,Zj+1,m while Γ(ξ′) ∈ [Γ]Zj+2,m,Zj−1,m . By
property (c) for allM ≥ m the distance of [γM ]Zj,m,Zj+1,m and [γM ]Zj+2,m,Zj−1,m
is bigger than δm. Thus, after taking limits, the distance of Γ(ξ) and of Γ(ξ
′) is
at least δm, so Γ(ξ) 6= Γ(ξ′).
Clearly, the so obtained Jordan curve Γ lies inside every γm (except for the
points Z0,m, . . . , ZNm−1,m), and Γ contains all the points Zj,m, m = 1, 2, . . . ,
0 ≤ j < Nm.
During the construction we shall also have for each m a number nm and
a polynomial Qnm,m(z) = z
nm + · · · of degree nm with zeros in the next set
{Z0,m+1, . . . , ZNm+1−1,m+1} such that with εm = 1/2m we have
‖Qnm,m‖[γm] < (1 + εm)cap([γm])nm . (37)
Furthermore, with these nm we shall have, besides (a)–(c) also
(d) cap([γm])
nm < (1 + εm)cap([γm+1])
nm .
The sequence {nm} will be increasing, hence property (d) gives for all M ≥ m
cap([γm])
nm < (1 + εM−1) · · · (1 + εm)cap([γM ])nm ≤ e2/2mcap([γM ])nm ,
and upon letting M →∞ it follows that
cap([γm])
nm ≤ e2/2mcap([Γ])nm .
Thus, in view of (37),
‖Qnm,m‖[Γ] ≤ ‖Qnm,m‖[γm] < (1 + εm)cap([γm])nm < (1 + εm)e2/2
m
cap([Γ])nm .
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Since the zeros of Qnm,m lie among the points Z0,m+1, . . . , ZNm+1−1,m+1 which
all lie on Γ, it follows that {Qnm,m} is a sequence of monic polynomials with all
their zeros on Γ for which
lim
m→∞
‖Qnm,m‖Γ
cap(Γ)nm
= 1. (38)
Hence, all what remains is to do the afore-discussed construction with prop-
erties (a)–(d). We start from the unit circle γ0 = C1 and with one point on
it, Z0,0 = 1, and we are going to do the recursion step m → m + 1 without
explicitly showing the index m in γm, Zj,m, etc.
Thus, let [γ] be an analytic Jordan curve with some (not necessarily analytic)
parametrization γ : C1 → [γ], and for some N let there be given points Z0 =
γ(ξ0), . . . , ZN−1 = γ(ξN−1) on [γ]. We also set Zj = Zj (mod N), i.e. we consider
the points Zj modulo N the index j, e.g. Z−1 = ZN−1. We equip [γ] with the
usual counterclockwise direction. Assume also that there are given positive
numbers ρ, δ such that
(A) diam([γ]Zj ,Zj+1) < δ for all j = 0, . . . , N − 1,
(B) |ξi − ξi+1| < δ for all j = 0, . . . , N − 1,
(C) dist([γ]Zj ,Zj+1 , [γ]Zj+2,Zj−1) > ρ, for all j = 0, . . . , N − 1.
Let, furthermore, ε > 0 be any given positive number.
Since [γ] is analytic, the Green’s function g
C\[γ] := gC\[γ](·,∞) of the un-
bounded component of the complement of [γ] with pole at infinity has an
analytic extension inside [γ] to a small neighborhood of [γ]. Let [γτ ] be the
g
C\[γ](z) = −τ level-curve of this extension, and µ[γτ ] be the equilibrium mea-
sure of [γτ ]. This latter measure has a smooth (arbitrarily many times dif-
ferentiable) density with respect to arc measure because [γτ ] is analytic. For
some positive integer n let I1, . . . , In be a decomposition of [γ]τ into arcs with
µ[γτ ]-measure equal to 1/n, and let
ζl = n
∫
Il
t dµ[γτ ](t)
be the center of mass of µ[γτ ] on Il. It was proved in [15, Theorem 1.4] that for
the polynomials
Qn(z) =
n∏
l=1
(z − ζl)
we have, as n→∞,
‖Qn‖[γ] = (1 + o(1))cap([γ])n,
where the o(1) is actually geometrically small in n (depending on τ). It is clear
that no matter how small ε > 0 is, for sufficiently small τ and for sufficiently
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large n all the zeros ζl of Qn lie of distance < ε/2 from [γ], and consecutive ζl’s
on [γ]τ are of distance < ε from each other. Fix such an n for which
‖Qn‖[γ] < (1 + ε)cap([γ])n, (39)
is also true.
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Figure 1: The curves γ, γτ with the points Zj , ζj on them and the cuts from γ
to the points ζj
Now make appropriate cuts from [γ] to each ζl depicted in Figure 1 in such
a way that the cuts avoid the points Zj and they are made with two segments
for each ζj , and let [γ̂] be the curve obtained this way. Thus, [γ̂] is a Jordan
curve lying of distance < ε/2 from [γ] and [γ̂] contains all the previously given
points Z0, . . . , ZN−1, as well as the zeros ζ1, . . . , ζn of Qn. It is also clear that
we can make the cuts so “narrow” that we have
cap([γ])n < (1 + ε)cap([γ̂])n. (40)
Now find a C2-Jordan curve [γ˜] that contains all the points Z0, . . . , ZN−1,
ζ1, . . . , ζn; except for these points [γ˜] lies inside [γ̂], and [γ˜] lies so close to [γ̂]
that we have
cap([γ])n < (1 + ε)cap([γ˜])n (41)
(cf. (40)), see Figure 2. We may also assume that the curvature of [γ̂] is different
from the curvature of [γ] at every Z0, . . . , ZN−1 (note that at these points the
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Figure 2: The curves γ̂ and γ˜; the lemniscate σ lies in between of them
curves [γ̂] and [γ] touch each other). According to [7, Therem 1.1] there is a
lemniscate σ (i.e. a level set of a polynomial) that is a Jordan curve and lies in
between [γ˜] and [γ̂] except for the common points Z0, . . . , ZN−1, ζ1, . . . , ζn which
necessarily also lie on σ. It is clear from (A), (C) above that if τ is sufficiently
small and n is large, furthermore [γ˜] lies sufficiently close to [γ̂], then we shall
have
diam([σ]Zj ,Zj+1) < δ for all j = 0, . . . , N − 1, (42)
and
dist(σZj ,Zj+1 , σZj+2,Zj−1) > ρ for all j = 0, . . . , N − 1. (43)
We choose a parametrization γ∗ : C1 → σ of σ for which γ∗(ξj) = γ(ξj) = Zj
for j = 0, . . . , N − 1, and if ζr, . . . , ζs are the zeros of Qn lying in between Zj
and Zj+1 on σ (r, s depend on j) and
ζr = γ
∗(t∗r), . . . , ζs = γ
∗(t∗s), (44)
then the points t∗r , . . . , t
∗
s divide the arc of the unit circle C1 lying in between ξj
and ξj+1 into arcs of equal length.
Thus, if N∗ = N + n and X∗0 , . . . , XN∗−1 are the points Z0, . . . , ZN−1,
ζ1, . . . , ζn, then these points lie on the analytic Jordan curve [γ
∗] = σ, this
curve lies inside [γ] except for the points X0, . . . , XN−1 where the two curves
[γ] and [γ∗] touch each other. Furthermore, if the points X∗0 , . . . , XN∗−1 follow
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each other in this order on [γ∗], then the distance of consecutive X∗j ’s is at most
δ/2, and if we set X∗j = γ
∗(ξ∗j ) with the parametrization γ
∗ given above, then
consecutive ξ∗j ’s lie closer than δ/2 (this follows for large n because the t
∗
r , . . . , t
∗
s
in (44) divide the arc of the unit circle C1 lying in between ξj and ξj+1 into arcs
of equal length and for large n the number s− r is large). Furthermore,
dist([γ∗]Zj ,Zj+1 , [γ
∗]Zj+2,Zj−1) > ρ for all j = 0, . . . , N − 1
is also true (see (43)). In view of (41)
cap([γ])n < (1 + ε)cap([γ∗])n
because γ∗ lies outside [γ˜], and hence its logarithmic capacity is at leas as large
as cap([γ˜]). Setting δ∗ = δ/2 and 2ρ∗ equal to the minimum of the distances
dist([γ∗]Z∗
j
,Z∗
j+1
, [γ∗]Z∗
j+2
,Z∗
j−1
) for all j = 0, . . . , N∗ − 1,
we have defined γ∗, X∗j , j = 0, . . . , N
∗ − 1, δ∗, ρ∗ in terms of γ, Xj , j =
0, . . . , N − 1, δ, ρ, and it is clear that for sufficiently small τ and large n we will
have the ∗-variant of property (A):
diam([γ∗]Z∗
j
,Z∗
j+1
) < δ∗ for all j = 0, . . . , N∗ − 1.
By the construction we also have an n and a polynomial Qn = z
n + · · · with
zeros in the set X∗0 , . . . , XN∗−1 such that
‖Qn‖[γ] < (1 + ε)cap([γ])n,
see (39).
Now all we have to do to make the recursive definition of γm, Xj,m etc. is
to set γ = γm, Xj = Xj,m, N = Nm, δ = δm, ρ = ρm, carry out the previ-
ous construction, and set γm+1 = γ
∗, Xj,m+1 = X
∗
j , Nm+1 = N
∗, δm+1 = δ
∗,
ρm+1 = ρ
∗, as well as define nm+1 as n and Qnm+1,m+1 as Qn. Since the
n = nm+1 can be arbitrarily large, we can select it bigger then the previ-
ously constructed mm. It is easy to see that all the properties set forth for
γm, Xj,m, Qnm,m etc. can be satisfied, and the obtained curve Γ and formula
(38) prove Theorem 1.4.
There is only one point that needs clarification, namely in properties (a) and
(c) the assumption is for all M ≥ m, and not just for M = m + 1. However,
property (a) amounts the same as saying that
diam([γm+1]Zj,k,Zj+1,k) < δk, for all j = 0, . . . , Nk − 1
and for all k ≤ m, and this property is easy to satisfy (exactly as was the k = m
case done in (42)) by selecting in the construction τ small and the curve [γ˜]
close to [γ̂]. A similar reasoning can be made regarding property (c).
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5 Appendix
In the proof of Theorem 2.2 we used the following facts. Let 0 < α < 1 and Γ
a finite system of C2+α-smooth Jordan curves, say of m curves, lying exterior
to one another. For some τ > 0 consider the set [−τ, τ ] × Γ, and the mapping
H(x, y) = y + nyx from [−τ, τ ] × Γ onto some subset V of the complex plane,
where ny is the inner unit normal to the exterior domain Ω to Γ at the point
y ∈ Γ. Then, for small fixed τ ,
a) each Γx := {y + nyx y ∈ Γ}, x ∈ [−τ, τ ], is a union of m Jordan curves
which are uniformly C1+α-smooth (uniformity in x ∈ [−τ, τ ]),
b) the inequality |UµΓx (z) + log cap(Γx)| ≤ C|x| is true for all z ∈ Γ with a C
that is independent of z ∈ Γ and x ∈ [−τ, τ ].
Let Γ0 be any of the components of Γ. The C
2+α-smoothness of Γ0 means
that Γ0 has a parametrization γ(t) = γ1(t) + iγ2(t), where γ1, γ2 are 2pi-
periodic twice continuously differentiable real functions such that |γ′(t)| =√
γ′1(t)
2 + γ′2(t)
2 6= 0, t ∈ R, γ(t) runs through Γ0 once in the counterclockwise
direction, and there is a constant C such that |γ′′(t)−γ′′(u)| ≤ C|t−u|α. Then
for y = γ(t) ∈ Γ0 we have
ny =
iγ′(t)
|γ′(t)|
(note that the unit tangent vector to Γ0 at y is γ
′(t)/|γ′(t)|), so for any x the
function
y + nyx = γ(t) +
iγ′(t)
|γ′(t)|x
is C1+α-smooth. We claim that for small |x| this function is injective over
t ∈ [0, 2pi), hence it describes a Jordan curve. Indeed, let 0 < a < 1 be a fixed
small number. If 0 ≤ u < t < 2pi, then
γ(t) +
iγ′(t)
|γ′(t)|x = γ(u) +
iγ′(u)
|γ′(u)|x
is impossible for a < t− u < 2pi− a and small |x| (in that case |γ(t)− γ(u)| ≥ b
with some b > 0 that depends only on γ and a). But neither it is possible for
t− u ≤ a or for t− u > 2pi − a, since otherwise we would have
|x|
∣∣∣∣ iγ′(t)|γ′(t)| − iγ′(u)|γ′(u)|
∣∣∣∣ = |γ(t)− γ(u)|,
but here the right-hand side is ≥ (min |γ′|/2)|t − u| if a is sufficiently small,
while the left-hand side is at most(
max
∣∣∣∣∣
(
γ′
|γ′|
)′∣∣∣∣∣
)
|t− u||x|,
which smaller than the previous number if |x| is sufficiently small.
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In a similar fashion, it follows that γ(t)+ iγ
′(t)
|γ′(t)|x has non-vanishing derivative,
hence it describes a C1+α-smooth Jordan curve. This proves part a).
Let Γ0,x be the component of Γx lying close to Γ0, i.e. Γ0,x is obtained
from Γ0 as Γx was obtained from Γ. Let Ω0,x be the exterior domain to Γ0,x,
gΩ0,x(z,∞) the Green’s function in Ω0,x with pole at ∞, and Ψ0,x the con-
formal map from Ω0,x onto the exterior of the unit circle. Then gΩ0,x(z,∞) =
log |Ψ0,x(z)|. Since Γ0,x is C1+α-smooth, a theorem of Kellogg and Warshawskii
(see [8, Theorem 3.6]) tells us that Ψ0,x(z) is also C
1+α-smooth up to the bound-
ary. As a consequence, gΩ0,x(z,∞) is also C1+α-smooth up to the boundary Γ0,x
of Ω0,x. Now (see e.g. [9, Sec. 4.4] or [10, (I.4.8)])
gΩ0,x(z,∞) = log
1
cap(Γ0,x)
− UµΓ0,x (z), (45)
so the right-hand side is again C1+α-smooth up to the boundary Γ0,x. Since
the curves Γ0,x were uniformly C
1+α-smooth, the previous conclusion also holds
true uniformly in x ∈ [−τ, τ ] (with some small τ). But the right-hand side in
(45) is 0 inside Γ0,x, hence we obtain
log
1
cap(Γ0,x)
− UµΓ0,x (z) = gΩ0,x(z,∞) ≤ C0|x| (46)
for all z ∈ Γ with some C0 independent of x ∈ [−τ, τ ] (note that the distance
from a point z on Γ to Γx is at most |x|).
After this, let us return to our system of curves Γx, and let Ωx denote their
exterior domain. We have again the formula
log
1
cap(Γx)
− UµΓx (z) = gΩx(z,∞).
Let γ be a C1-smooth Jordan curve separating Γ0,x from the other components
of Γx for all x ∈ [−τ, τ ]. Since γ lies of positive distance from all Γx, the Green’s
functions gΩx(z,∞) and gΩ0,x(z,∞) all lie in between two positive constants
(that are independent of x ∈ [−τ, τ ]) on γ, hence, by the maximum principle in
the ring domain enclosed by Γ0,x and γ, we have
gΩx(z,∞) ≤ C1gΩ0,x(z,∞) (47)
with some constant C1 independent of x ∈ [−τ, τ ]. Now for z ∈ Γ the difference
log
1
cap(Γx)
− UµΓx (z)
is either 0 (when x ≥ 0) or equals gΩx(z,∞). In either cases∣∣∣∣log 1cap(Γx) − UµΓx (z)
∣∣∣∣ ≤ C0C1|x|
is a consequence of (46) and (47).
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