Abstract
Introduction
As a graphical tool representing causality and uncertainty, Bayesian network has been widely used in the real-world applications [1] [2] [3] [4] [5] [6] [7] [8] . Most propagation-based inference algorithms for Bayesian network utilize a kind of secondary structure named junction tree and most elimination-based algorithms perform inference according to elimination orderings. Both junction trees and elimination orderings are built from Bayesian network. The optimality of junction trees and elimination orderings are very important to those inference algorithms [9] [10] [11] [12] [13] [14] [15] .
Because an elimination ordering can result in a junction tree, we refer to the problem of finding an optimal elimination ordering as finding an optimal junction tree of a Bayesian network. This problem is already known to be NP-hard [16] . U. Kjaerulff presented three fast heuristics to solve this problem in [17] . A. Cano and S. Moral proposed several more complex heuristics in [18] . W. X. Wen and U. Kjaerulff provided simulated annealing methods to find near-to-optimal orderings [16] [17] . P. Larrañaga et al. gave a genetic algorithm framework, in which 8 crossover operators and 3 mutation operators can be used [19] . In [20] , H. Wang et al. developed an adaptive genetic algorithm. Other swarm intelligence approaches, such as ant colony system and estimation of distribution algorithms, are also applied to this problem [21] [22] .
In general, stochastic methods can achieve better results than heuristic methods at the cost of longer running time. However, all these stochastic methods are easily to converge to local optimum, so in most cases, the optimization results are still far from global optimum. Compared with other methods, the ACO algorithms presented in [21] have better accuracy and efficiency because they use heuristic knowledge during the construction of potential solutions. But for complex Bayesian networks, the performance of ACO algorithms are not yet good and stable enough.
To solve such a problem, we propose a genetic algorithm using new genetic operators and guided by population diversity. In section 2, we will give a brief description about triangulation and tree decomposition of Bayesian networks. In section 3, a new triangulation heuristic is introduced. In section 4, a mutation operator utilizing triangulation heuristics and an order-reserving crossover
Tree Decomposition of Bayesian networks
A Bayesian network can be considered as a pair (G, P). Each node V i in the directed acyclic graph G denotes a discrete random variable with finite values. A value of a variable is also referred to as a state. Here we let w(V i ) denote the number of V i 's values. Each variable is associated with a conditional probability distribution, CPT for short. P is the set of all these CPTs. The multiplication of all the CPTs in P gives exactly the joint probability distribution over all the variables in G.
A junction tree can be obtained by the following procedure. For each node in graph G, connect all its parents together by undirected edges, and then drop the direction of all the edges in G. 
End Procedure
The above steps are called elimination process and the ordering ORD used in this process is called an elimination ordering. A junction tree can be obtained by running the maximum-weight spanning tree algorithm on the junction graph, which is constructed by all the cliques (i.e. the maximal complete subgraphs) in the triangulation [23] . Therefore, all the nodes of such a junction tree are exactly all the cliques in the triangulation. In fact, S(H) also represents the size of the junction tree corresponding to H. So a junction tree with smallest size can be get from a triangulation with smallest state space. Such a junction tree is called an optimal tree decomposition. For convenience, we also use S(ORD) to denote the size of the junction tree (i. e. the state space size of the corresponding triangulation) generated by the above procedure according to an elimination ordering ORD. Actually, finding an optimal junction tree is a NP-hard problem [16] .
A novel triangulation heuristic
In order to find a better elimination ordering in a fast way, U. Kjaerulff [17] provided three simple greedy heuristic rules: minimum fill, minimum size, and minimum weight. A. Cano and S. Moral [18] presented five more complex heuristics: H2, H3, H4, H5 and H6. In this section, we propose a new heuristic named MinFillWeight.
Given a partial ordering (V 1 ,V 2 ,…,V i ) over some nodes in a Bayesian network (G, P), let H i is the graph obtained by eliminating V 1 ,V 2 ,…,V i sequentially from the moral graph G M . MinFillWeight heuristic selects a node randomly from the node set VS MFW (H i ), which is defined as follows:
In equation (2), {V r ,V s } denotes the undirected edge between node V r and node V s . f FW (·) can be called the evaluation function of MinFillWeight heuristic. Obviously, the time complexity of calculating f FW (V j ) for a node V j is O(m), so the time complexity of MinFillWeight heuristic is O(nm), where n is the number of nodes in the primal Bayesian network and m is the number of fill-in edges. MinFillWeight is an efficient heuristic and it can be used in the following improved genetic algorithm -IDHGA.
New genetic operators
In recent years, many stochastic optimization algorithms have been proposed to solve optimal tree decomposition problem. The stochastic methods usually give much better solutions than greedy searching methods, but their performances are still not stable enough. In fact, the triangulation heuristics can be incorporated into stochastic methods. In the genetic algorithms described in [21] , the initial population is generated by greedy method using some triangulation heuristics. However, such a simple approach does not make full use of heuristic information. Good heuristics can help algorithms to find good solutions quickly and thus accelerate convergence. In this paper, we introduce heuristics into the mutation operation of genetic algorithm and define a HeuristicMutation operator as follows. 
HeuristicMutation generates an ordering (V j 1 ,…,V j n ), each node of which is selected according to heuristic R or from ORD 1 . Firstly, ORD 1 is copied to (V j 1 ,…,V j n ). Then each node of it will be mutated by heuristic R with a probability of MUTATION_RATE in Step 3.2.
Step 3.2.1 selects an uneliminated node V j k by heuristic R, and then V j k is moved forward to the position before V j s in step 3.2.2.
Step 3.2.3 and 3.3 eliminate the selected node from current graph H just like the way mentioned in section 2.
Here, in a further step, we propose a new crossover operator, ORCX (Order-reserving Crossover). ORCX generates the children by arranging the elements of each parent in the relative order consistent with the segment cut from the other parent. For example, consider two parent
which have been selected. Suppose that two segments are cut from the 3rd elements to the 5th elements in the two parents respectively, so we get
is created by rearranging elements V 2 , V 6 , V 4 in PARENT 1 according to the same order as segment (V 4 V 6 V 2 ) cut from PARENT 2 . In the same way, we can get
An improved genetic algorithm
Most of the stochastic optimization algorithms identify premature convergence via population diversity, and try to avoid near-to-zero population diversity or to increase diversity in such case [24] [25]. However, the search procedure may run into stagnation long before reaching a near-to-zero diversity. In this paper, we make a clear distinction between stagnation and convergence, and propose a new diversity-guidance mechanism.
First, we define population diversity by an exponential function as follows:
where S is the population, C k is the set of all the k-th gene bits of the individuals in the population, i.e. the set of all the k-th variables of the elimination orderings in the population of one generation. Here, we also call the population S of one generation as a generation. The formal definitions about stagnation and convergence of a searching procedure are given as follows. (4) then we say that the searching procedure is in (k 1 ,k t ,)-stagnation.
Usually,  is set to be a very small value. Therefore, if the searching procedure is in (k 1 ,k t ,)-stagnation, it means that the diversity has been almost unchanged during at least k t -k 1 iterations. Definition 2. Given some consecutive generations S k 1 , S k 2 ,…, S k t , if the searching procedure is in (k 1 ,k t ,)-stagnation and the fitness of best individual in S k i is equivalent to that of S k 1 for each k 1 ≤k i ≤k t , i.e.
S(ORD
where ORD k i is the best individual in S k i , then we say that the searching procedure is in (k 1 ,k t ,)-convergence. According to Definition 1 and 2, it is apparently that the searing procedure must be in (k 1 ,k t ,)-stagnation if it is in (k 1 ,k t ,)-convergence. Based on these definitions, IDHGA algorithm can be described as follows. In IDHGA, Parameters RS, POP_SIZE, MAX_ITERATION, MUTATION_RATE, T 0 , LOWER_LIMIT and UPPER_LIMIT should be given at first. For the details of ISM operators, please refer to [19] . In each iteration, two new individuals are produced by crossover operator ORCX (step 3.3) and k mut individuals are produced by the two mutation operators of ISM and HeuristicMutation (step 3.5). All the new individuals are added to current population and then the best POP_ SIZE individuals are selected as the next generation (step 3.6). The diversity-guidance mechanism described in step 3.7 seems somewhat complicated. The algorithm will be viewed as running into stagnation if the diversity remains almost unchanged during at least T 0 iterations. If the algorithm runs into stagnation and cannot improve the best individual, it will be regarded as in convergence. IDHGA increases k mut in case of stagnation (step 3.7.2). The value of k mut is limited in the interval [LOWER_LIMIT, UPPER_LIMIT] . If k mut reaches the upper limit, 90% worst individuals will be replaced and the values of UPPER_LIMIT and T 0 will be increased (step 3.7.3). The algorithm will terminate if it is in convergence and UPPER_LIMIT cannot be increased (step 3.7.1). The initialization
Experimental results
We compare IDHGA with the genetic algorithms GA-ALL, TAGA and some ACO algorithms [20] [21] on four Bayesian networks: Water, Mildew, Barley and Munin1. All these networks are downloaded from http://bndg.cs.aau.dk/. Table 1 gives the number of nodes (n) and the number of edges (e) in the moral graphs and the best known state space sizes about these networks. The program is coded in C++ and run on Ρentium 2.8GHz processor. The parameter setting of IDHGA is listed in Table 2 , where RS, POP, M_I, MR, T 0 , L_L and U_L stand for the input parameters of RS, POP_SIZE, MAX_ITERATION, MUTATION_RATE, T 0 , LOWER_LIMIT and UPPER_LIMIT respectively. In the implementation of IDHGA, we used four triangulation heuristics for the mutation operation. Minimum fill and minimum weight were presented in [17] . H2 was provided by A. Cano and S. Moral in [18] . MinFillWeight is the novel heuristic proposed in section 3 of this paper. For each problem, we run each algorithm 50 times and record 50 solutions. Table 3 to 6 list the comparison results about the mean and the standard deviation of 50 runs. From Table 3 to 6, we can see that IDHGA achieves the best mean results on all the networks. On WATER, MILDEW and BARLEY, mean results obtained by IDHGA are exactly the same as optimal values in Table 1 and the deviation values are all zero. The result on MUNIN1 is also very close to the optimum. In these experiments, IDHGA presented its better effectiveness and robustness on various problems than other intelligence optimization methods. 
