Tangent Codes by Kasparian, Azniv & Velikova, Evgeniya
ar
X
iv
:1
40
9.
45
83
v2
  [
cs
.IT
]  
8 M
ay
 20
15
Tangent Codes ∗
Azniv Kasparian
Section of Algebra, Department of Mathematics and Informatics
Kliment Ohridski University of Sofia
5 James Bouchier Blvd., Sofia 1164, Bulgaria
email: kasparia@fmi.uni-soifa.bg
Evgeniya Velikova
Section of Algebra, Department of Mathematics and Informatics
Kliment Ohridski University of Sofia
James Bouchier Blvd., Sofia 1164, Bulgaria
email: velikova@fmi.uni-sofia.bg
Abstract
The present article studies the finite Zariski tangent spaces to an affine variety
X as linear codes, in order to characterize their typical or exceptional proper-
ties by global geometric conditions on X . The discussion concerns the generic
minimum distance of a tangent code to X , its lower semi-continuity under a
deformation of X , as well as the existence of Zariski tangent spaces to X with
exceptional minimum distance. Tangent codes are shown to admit simultane-
ous decoding. The duals of the tangent codes to X are realized by gradients
of polynomials from the ideal of X . We provide constructions of affine varieties
with near MDS, cyclic or Hamming tangent codes. Puncturing, shortening and
extending finite Zariski tangent spaces are related to the corresponding opera-
tions on affine varieties. The (u|u+v) construction of tangent codes is associated
with a fibered product of varieties. Explicit constructions realize linear Hamming
isometries as differentials of morphisms of affine varieties.
1 Introduction
Codes with additional structure are usually equipped with a priori properties, which
facilitate their characterization and decoding. For instance, algebro-geometric Goppa
codes allowed Tsfasman, Vlaˇdut and Zink to improve the asymptotic Gilbert-Var-
shamov bound on the information rate for a fixed relative minimum distance (cf.
[17]). Justesen, Larsen, Elbrønd, Jensen, Havemose, Hoholdt, Skorobogatov, Vlaˇdut,
Krachkovskii, Porter, Duursma, Feng, Rao and others developed efficient algorithms
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for decoding Goppa codes after obtaining the support of the error of the received
word (Pellikaan’s [12] is a survey on these results.) Duursma’s considerations from [?]
imply that the averaged homogeneous weight enumerator of Goppa codes, associated
with a complete set of representatives of the linear equivalence classes of divisors of
fixed degree is related to the ζ-polynomial of the underlying curve. The realizations of
codes by points of a Grassmannian, a determinantal variety or a modification of an arc
provide other examples for exploiting "an extra structure" on the objects under study.
The interpretation of the finite Zariski tangent spaces to an affine variety X, defined
over a finite field Fq promisees to be useful for construction of extremal codes (see
Corollary 3) and for simultaneous decoding of a family of codes, after recognizing the
error support of the received word (Corollary 8). By grouping linear codes in families
we acquire a "dynamic" point of view, which is a natural prerequisite for studying
optimization problems. Besides, our families are "integrable" and "geometric", so
that various properties of the tangent codes are characterized by global geometric
conditions on the corresponding affine variety X (see Proposition 2, Proposition 19,
Proposition 20). Explicit constructions of affine varieties realize as finite Zariski tan-
gent spaces near MDS codes (Proposition 12), cyclic codes (Corollary 14), Hamming
codes (Proposition 15).
Here is a synopsis of the paper. Section 2 comprises some preliminaries on the
Zariski topology and the Zariski tangent spaces Ta(X,Fqm) of an affine variety X.
Our research starts in section 3 by studying the minimum distance d(Ta(X,Fqm))
of Ta(X,Fqm). Proposition 2 (i) from subsection 3.1 establishes that lower bounds
on d(Ta(X,Fqm)) hold "almost everywhere" (i.e., on a Zariski open subset of X) if
true at some point a ∈ X(Fqm) := X ∩ Fqm . It provides explicit equations of the
exceptional locus {b ∈ X | d(Tb(X,Fqm)) < d for some m ∈ N with Fnqm ∋ b}. The
deleting Πγ : X → Πγ(X) ⊆ Fq
n−|γ|
of the components, labeled by γ ⊆ {1, . . . , n}
is called the puncturing of X at γ. The presence of a non-finite puncturing Πγ :
X → Πγ(X) at |γ| = d coordinates is shown to require all the tangent codes to X to
be of minimum distance ≤ d (Proposition 2 (ii)). The last part (iii) of Proposition
2 verifies that d(Ta(X,Fqm)) ≥ d + 1 at "almost all" the points of X whenever all
the puncturings Πγ : X → Πγ(X) at |γ| = d variables are finite and separable (i.e.,
induce finite separable extensions Fq(Πγ(X)) ⊂ Fq(X) of the corresponding function
fields). Corollary 3 from Proposition 2 provides a sufficient condition for a puncturing
Πi : X → Πi(X) of X at a single variable xi to preserve the dimension k and the
minimum distance d of a generic tangent space. We hope that it could serve as
a reasonable base for choice of equations of affine varieties X, whose puncturings
realize extremal codes as their Zariski tangent spaces. Corollary 4 from subsection 3.2
constructs an "exotic" embedding of Fq
k
in Fq
n
, whose generic Zariski tangent spaces
are [n, k, d]-codes. Any family C of linear codes C(a) ⊂ Fnq , parameterized by a subset
of Fnq is interpolated by the union of the Zariski tangent bundles of the irreducible
components of an affine variety X, given by explicit equations (cf. Proposition 5 from
subsection 3.3).
Proposition 7 from subsection 4.1 proves that the set of the received words w ∈ Fnqm
with a Ta(X,Fqm)-error e ∈ Fnqm , supported by i = {i1, . . . , it} ⊂ {1, . . . , n} coincides
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with the Zariski tangent space Ta(Π
−1
i (Πi(X)),Fqm) to the cylinder Πi(X)) ≃ Πi(X)×
Fq
t
over the Zariski closure Πi(X) of the puncturing Πi(X) of X at i. That reduces
the calculation of the error e to solving a linear system of t < n variables. Moreover,
Corollary 8 provides an algorithm for simultaneous decoding of finite Zariski tangent
spaces to X of minimum distance ≥ 2t+1. The procedure supplies several polynomial
matrices by the means of Groebner bases computations. For an arbitrary received
word w ∈ Fnqm with a Ta(X,Fqm)-error e ∈ F
n
qm of weight ≤ t, one evaluates a part
of the constructed polynomial matrices at a and calculates their products with the
transposed wt of the received word w, in order to recognize a t-tuple i, containing
the support of e and to obtain the components of e, labeled by i. Subsection 4.2
discusses the dependence of the generic minimum distance of a tangent code on the
equations of X. More precisely, Proposition 9 shows that a generic deformation of
X through a fixed point a ∈ X with tangent code Ta(X,Fqm) of minimum distance
d has generic minimum distance ≥ d of the finite Zariski tangent spaces. The last
subsection 4.3 of section 4 is devoted to the dual codes Ta(X,Fqm)⊥ of the finite
Zariski tangent spaces. By Lemma 10, Ta(X,Fqm)⊥ consists of the gradients of the
polynomials from I(X,Fqm) at a. Let β ⊂ {1, . . . , n} be a d-tuple of indices with
complement ¬β := {1, . . . , n} \ β. Proposition 11 establishes that if "almost all" the
points of Fq
d
are from the image of the puncturing Π¬β : X → Fq
d
and the absolute
ideal I(X,Fq) of X contains a non-zero polynomial in xβ = {xβ1 , . . . , xβd} then the
generic minimum distance of a gradient code to X is ≤ d.
Section 5 discusses tangent codes of special type. Proposition 12 from subsection
5.1 establishes that ifX admits a non-finite puncturing Πα : X → Πα(X) at |α| = n−k
variables and at least one tangent code to X at a smooth point is a near MDS code
then "almost all" the finite Zariski tangent spaces to X are near MDS. In a contrast,
the locus of the cyclic tangent codes is shown to be exceptional in subsection 5.2.
Corollary 14 (i) provides the equations of this locus in the set Xsmooth of the smooth
points of X. Let p be a prime integer, relatively prime to n ∈ N and Fpm be the
splitting field of tn − 1 ∈ Fp[t] over Fp. We say that Ta(X,Fps) with a ∈ X(Fps) is
a cyclic tangent code if there is a cyclic code C ⊂ Fnpm with Ta(X,Fps) ⊗Fps Fpms =
C⊗Fpm Fpms . All cyclic codes of length n over Fp are realized as finite Zariski tangent
spaces to X if for any cyclic code C ⊂ Fnpm there exists a point a ∈ X(Fps), such that
C ⊗Fpm Fpms = Ta(X,Fps) ⊗Fps Fpms . Explicit constructions provide affine varieties,
whose finite Zariski tangent spaces realize all the cyclic codes of length n over Fp.
Among them, there is an example, whose all tangent codes are cyclic (cf. Corollary
14 (ii)). For any natural number M we provide an affine variety, whose finite Zariski
tangent spaces realize all cyclic codes of length n over Fp and contain at least M
non-cyclic tangent codes (Corollary 14 (iii)). For an arbitrary finite field Fq and an
arbitrary natural number r, let us put n := q
r−1
q−1 . Proposition 15 from subsection 5.3
constructs an exotic embedding of Fq
n−r
in Fq
n
, which has q(q − 1)n−r−1 Hamming
tangent codes in the case of an odd characteristic charFq or qn−r Hamming tangent
codes for charFq = 2.
Section 6 draws parallels between operations on tangent codes and operations on
the corresponding affine varieties. If the tangent codes to X are of generic minimum
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distance d and the differentials of a puncturing Πγ : X → Πγ(X) at |γ| < d coordinates
are generically surjective then the generic tangent vectors toΠγ(X) of minimum weight
d−|γ| are shown in Corollary 18 to be the puncturings of the generic tangent vectors to
X of weight d, containing γ in its support. For an appropriate index set γ of cardinality
|γ| ≤ dimX, Proposition 19 establishes the coincidence of the shortenings of the
tangent codes to X on γ with the tangent codes to the shortening X ∩ V (xi | i ∈ γ)
of X on γ. Similarly, the puncturings of the gradient codes to X at γ are exactly
the gradient codes to the shortening X ∩ V (xi | i ∈ γ) of X on γ. Another set of
assumptions guarantee the coincidence of the shortenings of the gradient codes to X
on γ with the gradient codes to the puncturing Πγ(X) of X at γ. The extension of
a tangent code to X is proved to be a Zariski tangent space to the extension of X
in subsection 6.3. The direct sum of finite Zariski tangent spaces to affine varieties
X,Y turns to be a Zariski tangent space to the direct product X × Y . The (u |u+ v)
construction of tangent codes is realized as a Zariski tangent space to a fibered product
of appropriate affine varieties.
The final, seventh section constructs a morphism Fq
n
→ Fq
n
, whose differentials
are linear Hamming isometries of "almost all" Zariski tangent spaces to "almost all"
affine varieties X ⊂ Fq
n
(Proposition 21). An arbitrary family of linear Hamming
isometries Fnq → F
n
q , parameterized by F
n
q is interpolated by differentials of an explicit
morphism Fq
n
→ Fq
n
.
We conclude with an immediate consequence of results of Duursma, which relates
the ζ-polynomials of an appropriate family of Goppa codes with the ζ-polynomial of
the underlying curve. This is one more evidence that the algebraic geometry provides
a reasonable grouping of linear codes in families.
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2 Algebraic geometry preliminaries
Let Fq = ∪∞m=1Fqm be the algebraic closure of the finite field Fq with q elements and
Fq
n
be the n-dimensional affine space over Fq. An affine variety X ⊂ Fq
n
is the
common zero set
X = V (f1, . . . , fm) = {a ∈ Fq
n
|f1(a) = . . . = fm(a) = 0}
of polynomials f1, . . . , fm ∈ Fq[x1, . . . , xn]. We say that X ⊂ Fq
n
is defined over Fq
and denote X/Fq ⊂ Fq
n
if the absolute ideal
I(X,Fq) := {f ∈ Fq[x1, . . . , xn] | f(a) = 0, ∀a ∈ X}
of X is generated by polynomials f1, . . . , fm ∈ Fq[x1, . . . , xn] with coefficients from
Fq.
The affine subvarieties of X form a family of closed subsets. The corresponding
topology is referred to as the Zariski topology on X. The Zariski closureM of a subset
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M ⊆ X is defined as the intersection of the Zariski closed subsets Z of X, containing
M . It is easy to observe that M = V I(M,Fq) is the affine variety of the absolute
ideal I(M,Fq) ⊳ Fq[x1, . . . , xn] of M . A subset M ⊆ X is Zariski dense if its Zariski
closure M = X coincides with X. A property P(a), depending on a point a ∈ Fq
n
holds at a generic point of an affine variety X ⊂ Fq
n
if there is a Zariski dense subset
M ⊆ X, such that P(a) is true for all a ∈M .
An affine variety X ⊂ Fq
n
is irreducible if any decomposition X = Z1 ∪ Z2 into a
union of Zariski closed subsets Zj ⊆ X has Z1 = X or Z2 = X. This holds exactly
when the absolute ideal I(X,Fq) ⊳ Fq[x1, . . . , xn] of X is prime, i.e. fg ∈ I(X,Fq)
for f, g ∈ Fq[x1, . . . , xn] requires f ∈ I(X,Fq) or g ∈ I(X,Fq). A prominent property
of the irreducible affine varieties X is the Zariski density of an arbitrary non-empty
Zariski open subset U ⊆ X. This is equivalent to U ∩W 6= ∅ for any non-empty
Zariski open subsets U ⊆ X and W ⊆ X.
For an arbitrary irreducible affine variety X/Fq ⊂ Fq
n
, defined over Fq and an
arbitrary constant field Fq ⊆ F ⊆ Fq, the affine coordinate ring
F [X] := F [x1, . . . , xn]/I(X,F )
of Xover F is an integral domain. The fraction field
F (X) :=
{
ϕ1
ϕ2
∣∣∣ ϕ1, ϕ2 ∈ F [X], ϕ2 6= 0 ∈ F [X]
}
of F [X] is called the functional field of X over F . The points a ∈ X correspond to
the maximal ideals I(a,Fq) ⊳ Fq[x1, . . . , xn], containing I(X,Fq). For any F -rational
point a ∈ X(F ) := X ∩ Fn the localization
Oa(X,F ) :=
{
ϕ1
ϕ2
∣∣∣ ϕ1, ϕ2 ∈ F [X], ϕ2(a) 6= 0
}
of F [X] at F [X] \ (I(a, F )/I(X,F )) is the local ring of a in X over F . An F -linear
derivation Da : Oa(X,F ) → F at a ∈ X(F ) is an F -linear map, subject to Leibnitz-
Newton rule Da(ψ1ψ2) = Da(ψ1)ψ2(a) + ψ1(a)Da(ψ2) for ∀ψ1, ψ2 ∈ Oa(X,F ). The
F -linear space
Ta(X,F ) := Dera(Oa(X,F ), F )
of the F -linear derivations Da : Oa(X,F ) → F at a ∈ X(F ) is called the Zariski
tangent space to X at a over F .
In order to derive a coordinate description of Ta(X,F ), note that any F -linear
derivation Da : Oa(X,F ) → F at a ∈ X(F ) restricts to an F -linear derivation
Da : F [X]→ F at a. According to
Da(ϕ1) = Da
(
ϕ1
ϕ2
)
ϕ2(a) +
ϕ1(a)
ϕ2(a)
Da(ϕ2) for ∀ϕ1, ϕ2 ∈ F [X] with ϕ2(a) 6= 0,
any F -linear derivation Da : F [X] → F at a ∈ X(F ) has unique extension to an
F -linear derivation Da : Oa(X,F ) → F at a. In such a way, there arises an F -linear
isomorphism
Ta(X,F ) ≃ Dera(F [X], F ).
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Any F -linear derivation Da : F [X] → F of the affine ring F [X] of X at a ∈ X(F )
lifts to an F -linear derivation Da : F [x1, . . . , xn] → F of the polynomial ring at a,
vanishing on the ideal I(X,F ) of X over F . If I(X,F ) = 〈f1, . . . , fm〉F ⊳F [x1, . . . , xn]
is generated by f1, . . . , fm ∈ F [x1, . . . , xn] then for arbitrary g1, . . . , gm ∈ F [x1, . . . , xn]
one has
Da
(
m∑
i=1
figi
)
=
m∑
i=1
Da(fi)gi(a)
and the Zariski tangent space
Ta(X,F ) ≃ {Da ∈ Dera(F [x1, . . . , xn], F ) | Da(f1) = . . . = Da(fm) = 0}
to X at a consists of the derivations Da : F [x1, . . . , xn] → F at a, vanishing on
f1, . . . , fm. In such a way, the coordinate description of Ta(X,F ) reduces to the
coordinate description of
Dera(F [x1, . . . , xn], F ) = Dera(F [Fq
n
], F ) = Ta(Fq
n
, F ).
In order to endow Ta(Fq
n
, F ) with a basis over F , let us note that the polynomial ring
F [x1, . . . , xn] = F [x1 − a1, . . . , xn − an] = ⊕
∞
i=0F [x1 − a1, . . . , xn − an]
(i)
has a natural grading by the F -linear spaces F [x1 − a1, . . . , xn − an]
(i) of the homo-
geneous polynomials on x1 − a1, . . . , xn − an of degree i ≥ 0. An arbitrary F -linear
derivation Da : F [x1, . . . , xn]→ F at a ∈ F
n vanishes on F [x1−a1, . . . , xn−an]
(0) = F
and on the homogeneous polynomials F [x1−a1, . . . , xn−an]
(i) of degree i ≥ 2. Thus,
Da is uniquely determined by its restriction to the n-dimensional space
F [x1 − a1, . . . , xn − an]
(1) = SpanF (x1 − a1, . . . , xn − an)
over F . That enables to identify the Zariski tangent space
Ta(Fq
n
, F ) ≃ Dera(F [x1, . . . , xn], F ) ≃ HomF (F [x1 − a1, . . . , xn − an]
(1), F )
to Fq
n
at a with the space of the F -linear functionals on F [x1 − a1, . . . , xn − an]
(1).
Note that x1−a1, . . . , xn−an is a basis of F [x1−a1, . . . , xn−an]
(1) over F and denote
by
(
∂
∂x1
)
a
, . . . ,
(
∂
∂xn
)
a
its dual basis. In other words,
(
∂
∂xj
)
a
∈ Ta(Fq
n
, F ) are the
uniquely determined F -linear functionals on F [x1 − a1, . . . , xn − an](1) with
(
∂
∂xj
)
a
(xi − ai) = δij =
{
1 for 1 ≤ i = j ≤ n,
0 for 1 ≤ i 6= j ≤ n.
As a result, the Zariski tangent space to X at a ∈ X(F ) over F can be described as
Ta(X,F ) =

v =
n∑
j=1
vj
(
∂
∂xj
)
a
∣∣∣ n∑
j=1
vj
∂fi
∂xj
(a) = 0, 1 ≤ i ≤ m


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for any generating set f1, . . . , fm of I(X,F ) = 〈f1, . . . , fm〉F . If
∂f
∂x
=
∂(f1, . . . , fm)
∂(x1, . . . , xn)
=


∂f1
∂x1
. . . ∂f1
∂xn
∂fm
∂x1
. . . ∂fm
∂xn


is the Jacobian matrix of f1, . . . , fm and F = Fqs is a finite field then Ta(X,Fqs) ⊂ Fnqs
is the Fqs-linear code with parity check matrix
∂f
∂x
(a) ∈Mm×n(Fqs).
Let X ⊂ Fq
n
be an irreducible affine variety with I(X,Fq) = 〈f1, . . . , fm〉Fq ,
f1, . . . , fm ∈ Fq[x1, . . . , xn]. For an arbitrary point a = (a1, . . . , an) ∈ X, let us
denote by δ(a) the minimal natural number, for which a ∈ X(Fqδ(a)) := X ∩ Fqδ(a) is
an Fqδ(a)-rational point of X. We say that Fqδ(a) is the definition field of a over Fq.
If Fqδ(ai) are the definition fields of ai ∈ Fq over Fq then δ(a) is the least common
multiple of δ(a1), . . . , δ(an). Note that a ∈ X(Fqm) is an Fqm-rational point if and
only if δ(a) divides m. For all l ∈ N the Zariski tangent spaces Ta(X,Fqlδ(a)) have one
and a same parity check matrix
∂f
∂x
(a) :=
∂(f1, . . . , fm)
∂(x1, . . . , xn)
(a) ∈Mm×n(Fqδ(a))
and are uniquely determined by Ta(X,Fqδ(a)) as the tensor products
Ta(X,Fqlδ(a)) = Ta(X,Fqδ(a))⊗Fqδ(a) F
lδ(a).
In particular, Ta(X,Fqδ(a)) and Ta(X,Fqlδ(a)) have equal dimension n − rkFqδ(a)
∂f
∂x
(a)
over Fqδ(a), respectively, over Fqlδ(a) . The minimum distances of Ta(X,Fqδ(a)) and
Ta(X,Fqlδ(a)) coincide, as far as they equal the minimal natural number d for which
∂f
∂x
(a) has d linearly dependent columns. From now on, we write dimTa(X,Fqδ(a)) for
the dimension of Ta(X,Fqδ(a)) over Fqδ(a).
Let X = X1 ∪ . . . ∪ Xs be a reducible affine variety and a ∈ Xi1 ∩ . . . ∩ Xir
with 1 ≤ i1 < . . . < ir ≤ s be a common point of r ≥ 2 irreducible components
Xij of X. In general, Xij have different Zariski tangent spaces at a and the union
Ta(Xi1 ,Fqδ(a)) ∪ . . . ∪ Ta(Xir ,Fqδ(a)) is not an Fqδ(a)-linear subspace of F
n
qδ(a)
. That is
why we define the Zariski tangent space Ta(X,Fqδ(a)) to a reducible variety X ⊂ Fq
n
at a point a ∈ X as the Fqδ(A)-linear code of length n with parity check matrix
∂f
∂x
(a) =
∂(f1, . . . , fm)
∂(x1, . . . , xn)
(a) ∈Mm×n(Fqδ(a)),
for some generators f1, . . . , fm ∈ Fq[x1, . . . , xn] of the absolute ideal I(X,Fq) =
〈f1, . . . , fm〉Fq of X.
For an arbitrary finite set S and an arbitrary natural number t ≤ |S| let us denote
by Σt(S) the set of the t-tuples with entries from S. In the case of S = {1, . . . , n}, we
write Σt(1, . . . , n) instead of Σt({1, . . . , n}).
For a systematic study of the Zariski tangent spaces to an affine variety see [16],
[2], [11], [14] or [7].
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3 Minimum distance of a tangent code
3.1 Typical minimum distance of a tangent code
The minimum distance of a linear code C ⊂ Fnq is related to the kernels of the punc-
turings of C. Note that the puncturing
Πγ : Ta(X,Fqδ(a)) −→ ΠγTa(X,Fqδ(a)) ⊆ F
n−|γ|
qδ(a)
of a finite Zariski tangent space to X coincides with the differential
Πγ = (dΠγ)a : Ta(X,Fqδ(a)) −→ TΠγ(a)(Πγ(X),Fqδ(a))
of the puncturing
Πγ : X −→ Πγ(X)
of the corresponding irreducible affine variety X. That allows to study the minimum
distance of Ta(X,Fqδ(a)) by the global properties of Πγ : X → Πγ(X).
In order to formulate precisely, let us recall that a finite morphism ϕ : X → ϕ(X)
is called separable if the finite extension Fq(ϕ(X)) ⊆ Fq(X) of the corresponding func-
tion fields is separable. This means that the minimal polynomial gξ(t) ∈ Fq(ϕ(X))[t]
of an arbitrary element ξ ∈ Fq(X) over Fq(ϕ(X)) has no multiple roots.
A morphism ϕ : X → ϕ(X) is etale at some point a ∈ X, if the differential
(dϕ)a : Ta(X,Fq) → Tϕ(a)(ϕ(X),Fq) of ϕ at a is an Fq-linear embedding. Let us
denote by Etale(ϕ) the set of the points a ∈ X, at which the morphism ϕ : X → ϕ(X)
is etale.
Lemma 1. Let X/Fq ⊂ Fq
n
be an irreducible affine variety, defined over Fq and
Πγ : X → Πγ(X) ⊆ Fq
n−|γ|
be a puncturing at a subset γ ⊆ {1, . . . , n}.
(i) The puncturing Πγ : X → Πγ(X) is etale at a ∈ X if and only if the
Zariski tangent space Ta(X,Fqδ(a)) does not contain a non-zero word v(a) with support
Supp(v(a)) ⊆ γ.
(ii) If the set Etale(Πγ)∩Π
−1
γ (Πγ(X)
smooth) 6= ∅ is non-empty then the puncturing
Πγ : X → Πγ(X) is a finite morphism, Etale(Πγ)∩Π
−1
γ (Πγ(X)
smooth) ⊆ Xsmooth and
the differentials
(dΠγ)a : Ta(X,Fqδ(a)) −→ TΠγ(a)(Πγ(X),Fqδ(a))
are surjective at all the points a ∈ Etale(Πγ) ∩Π
−1
γ (Πγ(X)
smooth).
(iii) If the puncturing Πγ : X → Πγ(X) is a finite separable morphism then
Etale(Πγ) ∩Π
−1
γ (Πγ(X)
smooth) is a Zariski dense subset of X.
Proof. (i) The kernel of the differential (dΠγ)a : Ta(X,Fqδ(a))→ TΠγ(a)(Πγ(X),Fqδ(a))
consists of the tangent vectors v(a) ∈ Ta(X,Fqδ(a)) with support Supp(v(a)) ⊆ γ.
(ii) Note that dimTa(X,Fqδ(a)) ≥ dimX = k at any point a ∈ X. If a ∈
Etale(Πγ) ∩ Π
−1
γ (Πγ(X)
smooth) then (dΠγ)a : Ta(X,Fqδ(a)) → TΠγ(a)(X,Fqδ(a)) is in-
jective and dimTΠγ(a)(X,Fqδ(a)) = dimΠγ(X). Combining with dimΠγ(X) ≤ dimX,
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one obtains
dimX ≤ dimTa(X,Fqδ(a)) = dim(dΠγ)aTa(X,Fqδ(a)) ≤ dimTΠγ(a)(Πγ(X),Fqδ(a)) =
dimΠγ(X) ≤ dimX.
Therefore (dΠγ)aTa(X,Fqδ(a)) = TΠγ(a)(Πγ(X),Fqδ(a)), dimX = dimTa(X,Fq) and
the dimensions dimΠγ(X) = dimX coincide. In other words, the differential (dΠγ)a :
Ta(X,Fqδ(a))→ TΠγ(a)(Πγ(X),Fqδ(a)) is surjective, a ∈ X
smooth is a smooth point and
Πγ : X → Πγ(X) is a finite morphism.
(iii) In order to show that Etale(Πγ) contains a non-empty Zariski open subset of
X, let us consider the minimal polynomials
gi(t, x¬γ) =
Ni∑
s=0
ϕi,s(x¬γ)
ψi,s(x¬γ)
ts ∈ Fq(x¬γ)[t]
of xi = xi + I(X,Fq) ∈ Fq(X) over Fq(Πγ(X)) = Fq(¬γ) with ϕi,s(x¬γ), ψi,s(x¬γ) ∈
Fq[x¬γ ] := Fq[x¬γ ]/I(X,Fq). Denote by ψi(x¬γ) ∈ Fq[x¬γ ] the least common multiple
of the polynomials ψi,s(x¬γ) ∈ Fq[x¬γ ], 0 ≤ s ≤ Ni. The polynomial ψi(x¬γ) is well
defined up to a factor from Fq[x¬γ ]∗ = Fq
∗
. The product
fi(xi, x¬γ) := ψi(x¬γ)gi(xi, x¬γ) ∈ Fq[xi, x¬γ ] ∩ I(X,Fq)
is a polynomial of minimal degree with respect to xi from I(X,Fq). We claim that
the Zariski open subset
W := X \ V

∏
i∈γ
∂fi
∂xi


is non-empty and contained in Etale(Πγ). More precisely, fγ1 , . . . , fγd ∈ I(X,Fq)
for γ = {γ1, . . . , γd} implies that Ta(X,Fq) is contained in the solution set S of the
homogeneous linear system with coefficient matrix Hγ =
∂fγ
∂x
(a). If we arrange the
variables x = {x1, . . . , xn} in two groups - xγ and x¬γ , then
∂fγ
∂xγ
(a) is a diagonal matrix
with non-zero entries for any a ∈ W . As a result, the components vγ = vγ(v¬γ) of
v = (vγ , v¬γ) ∈ S, labeled by γ can be expressed as homogeneous linear functions
of v¬γ and the puncturing Πγ : S → Πγ(S) is injective. Then the restriction Πγ =
(dΠγ)a : Ta(X,Fq) → TΠγ(a)(Πγ(X),Fq) of Πγ |S is injective and Πγ : X → Πγ(X) is
etale at any point a ∈W . That justifies Etale(Πγ) ⊇W .
The assumption W = ∅ implies that
X ⊆ V

∏
i∈γ
∂fi
∂xi

 .
As a result,
∏
i∈γ
∂fi
∂xi
∈ I(X,Fq). The absolute ideal I(X,Fq) ⊳ Fq[x1, . . . , xn] of the
irreducible affine variety X ⊆ Fq
n
is prime and there follows ∂fi
∂xi
∈ I(X,Fq) for some
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i ∈ γ. Since fi ∈ I(X,Fq)\{0} is of minimum degree with respect to xi, one concludes
that ∂fi
∂xi
≡ 0 ∈ Fq[x1, . . . , xn]. However,
∂fi
∂t
(t, x¬γ) = ψi(x¬γ)
∂gi
∂t
(t, x¬γ) implies that
∂gi
∂t
(t, x¬γ) ≡ 0 and gi(t, x¬γ) ∈ Fq(x¬γ)[t] has a multiple root. That contradicts the
separability of the finite extension Fq(x¬γ) ⊆ Fq(X) and proves that W 6= ∅.
The non-empty Zariski open subset Πγ(X)
smooth ⊆ Πγ(X) pulls back to a non-
empty Zariski open subset Wγ := Π
−1
γ (Πγ(X)
smooth) ⊆ X. The intersection W ∩Wγ
is a non-empty Zariski open and, therefore, Zariski dense subset of the irreducible
affine variety X. Thus, the Zariski closures X ⊇ Etale(Πγ) ∩Wγ ⊇ W ∩Wγ = X
coincide with X and Etale(Πγ) ∩Π
−1
γ (Πγ(X)
smooth) is Zariski dense in X.
Note that Lemma 1 (ii) establishes a sort of a generalization of the Implicit Func-
tion Theorem, according to which any puncturing Πγ : X → Πγ(X) with an injective
differential at some point a ∈ Π−1γ (Πγ(X))
smooth is a finite morphism.
For an arbitrary irreducible affine variety X/Fq ⊂ Fq
n
, defined over Fq, let us
denote by
X(≤d) := {a ∈ X | d(Ta(X,Fqδ(a)) ≤ d}
the set of the points a ∈ X, at which the finite Zariski tangent spaces are of minimum
distance ≤ d. Similarly, put
X(d) := {a ∈ X | d(Ta(X,Fqδ(a)) = d} and
X(≥d) := {a ∈ X | d(X,Fqδ(a)) ≥ d}.
The next proposition establishes that if an irreducible affine variety X admits a
tangent code Ta(X,Fqδ(a)) of minimum distance ≥ d then "almost all" finite Zariski
tangent spaces to X are of minimum distance ≥ d. If there is a non-finite puncturing
Πγ : X → Πγ(X) at |γ| = d variables, we show that all the tangent codes to X are
of minimum distance ≤ d. When all the puncturings Πγ : X → Πγ(X) at |γ| = d
variables are finite and separable, the minimum distance of a finite Zariski tangent
space to X is bounded below by d+ 1 at "almost all" the points of X.
Proposition 2. Let X ⊂ Fq
n
be an irreducible affine variety of dimension k ∈ N with
I(X,Fq) = 〈f1, . . . , fm〉Fq for some f1, . . . , fm ∈ Fq[x1, . . . , xn].
(i) For an arbitrary natural number d ≤ n− k + 1 the locus
X(≤d) = V

 ∏
i∈Σd(1,...,n)
det
∂fϕ(i)
∂xi
∣∣∣ ∀ϕ : Σd(1, . . . , n)→ Σd(1, . . . ,m)


is a Zariski closed subset of X and X(≤1) ⊆ X(≤2) ⊆ . . . ⊆ X(≤n−k+1) = X.
(ii) If there is a non-finite puncturing Πγ : X → Πγ(X) at |γ| = d coordinates then
X = X(≤d). Moreover, in the case of X(d) 6= ∅ the locus X(d) = X(≥d) is a Zariski
dense, Zariski open subset of X.
(iii) If for any γ ∈ Σd(1, . . . , n) the puncturing Πγ : X → Πγ(X) is finite and
separable then the subset X(≥d+1) ⊆ X is Zariski dense.
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Proof. (i) For an arbitrary natural number d ≤ n − k, observe that a ∈ X(>d) =
X(≥d+1) exactly when any d-tuple of columns of ∂f
∂x
(a) is linearly independent. That
amounts to rk ∂f
∂xi
(a) = rk ∂(f1,...,fm)
∂(xi1 ,...,xid)
(a) = d for all i ∈ Σd(1, . . . , n). By k = dimX ≥
n −m there follows m ≥ n − k ≥ d and rk ∂f
∂xi
(a) = d is equivalent to det
∂fγ
∂xi
(a) 6= 0
for some γ ∈ Σd(1, . . . ,m). Thus,
X(≥d+1) = ∩i∈Σd(1,...,n)
[
∪γ∈Σd(1,...,m)
(
X \ V
(
det
∂fγ
∂xi
))]
=
∩i∈Σd(1,...,n)
[
X \ V
(
det
∂fγ
∂xi
∣∣∣ γ ∈ Σd(1, . . . ,m)
)]
=
X \ ∪i∈Σd(1,...,n)V
(
det
∂fγ
∂xi
∣∣∣ γ ∈ Σd(1, . . . ,m)
)
=
X \ V

 ∏
i∈Σd(1,...,n)
det
∂fϕ(i)
∂xi
∣∣∣ ϕ : Σd(1, . . . , n)→ Σd(1, . . . ,m)

 .
(1)
The last equality follows from ∪i∈Σd(1,...,n)V (Si) = V
( ∏
i∈Σd(1,...,n)
Si
)
for
∏
i∈Σd(1,...,n)
Si :=


∏
i∈Σd(1,...,n)
gi | gi ∈ Si

 , Si :=
{
det
∂fγ
∂xi
∣∣∣ γ ∈ Σd(1, . . . ,m)
}
.
The complement
X(≤d) = X \X(≥d+1) =
X ∩ V

 ∏
i∈Σd(1,...,n)
det
∂fϕ(i)
∂xi
∣∣∣ ϕ : Σd(1, . . . , n)→ Σd(1, . . . m)


is a Zariski closed subset of X.
For an arbitrary point a ∈ X, note that dimTa(X,Fqδ(a)) ≥ dimX = k. Singleton
bound on the minimum distance requires
d(Ta(X,Fqδ(a))) ≤ n+ 1− dimTa(X,Fqδ(a)) ≤ n+ 1− k.
Thus, X = X(≤n−k+1) is also a Zariski closed subset of X.
(ii) Note that the non-empty Zariski open subset Πγ(X)
smooth of Πγ(X) pulls
back to a non-empty Zariski open subset Wγ := Π
−1
γ (Πγ(X)
smooth) of X. We claim
that at any a ∈Wγ the Zariski tangent space Ta(X,Fqδ(a)) contains a non-zero word,
supported by γ. To this end, it suffices to establish that the differential
(dΠγ)a : Ta(X,Fqδ(a)) −→ TΠγ(a)(Πγ(X),Fqδ(a))
of Πγ at a is non-injective. Assume the opposite, i.e., that ker(dΠγ)a = 0. Then
k ≤ dimTa(X,Fqδ(a)) ≤ dimTΠγ(a)(Πγ(X),Fqδ(a)) = dimΠγ(X).
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The morphism Πγ : X → Πγ(X) is not finite, so that dimΠγ(X) < dimX = k.
That leads to a contradiction and implies that ker(dΠγ)a 6= 0 for ∀a ∈ Wγ . As a
result, Wγ ⊆ X
(≤d). According to (i), X(≤d) is a Zariski closed subset of X, so that
the inclusion X = Wγ ⊆ X(≤d) = X
(≤d) of the corresponding Zariski closures is
tantamount to X = X(≤d). Now, X(d) = X(≤d) ∩ X(≥d) = X ∩ X(≥d) = X(≥d) is a
Zariski open subset of X, whereas Zariski dense for X(d) 6= ∅.
(iii) Let Uγ := Etale(Πγ) ∩ Π
−1
γ (Πγ(X)
smooth) and note that U := ∩γ∈Σd(1,...,n)Uγ
is contained in X(≥d+1). Indeed, the presence of a ∈ U \X(≥d+1) = U ∩X(≤d) implies
the existence of a tangent vector v(a) ∈ Ta(X,Fqδ(a)) of weight ≤ d. The support of
v(a) is contained in some γ ∈ Σd(1, . . . , n) and 0
n 6= v(a) ∈ ker Πγ = ker(dΠγ)a. That
contradicts a ∈ Etale(Πγ) and justifies that U ⊆ X
(≥d+1).
We claim that U is Zariski dense in X. To this end, observe that U ⊆ Uγ implies
I(Uγ ,Fq) ⊆ I(U,Fq) for ∀γ ∈ Σd(1, . . . , n). Therefore
I(U,Fq) ⊇
∑
γ∈Σd(1,...,n)
I(Uγ ,Fq)
and the Zariski closure
U = V I(U,Fq) ⊆ V

 ∑
γ∈Σd(1,...,n)
I(Uγ ,Fq)

 =
∩γ∈Σd(1,...,n)V I(Uγ ,Fq) = ∩γ∈Σd(1,...,n)Uγ = ∩γ∈Σd(1,...,n)X = X.
Now X = U ⊆ X(≥d+1) ⊆ X reveals the Zariski density of X(≥d+1) in X.
The proof of Proposition 2 (iii) reveals that for any point a ∈ X(d) there exists a
d-tuple of indices γ ∈ Σd(1, . . . , n), such that the puncturing Πγ : X → Πγ(X) is not
etale at a.
In the light of Proposition 2, the finite Zariski tangent spaces are expected to suit
for construction of extremal codes.
Corollary 3. Let X/Fq ⊂ Fq
n
be an irreducible k-dimensional affine variety, defined
over Fq. Suppose that there exist i ∈ {1, . . . , n} and β ⊆ {1, . . . , n} \ {i} with |β| = d,
such that Πβ : X → Πβ(X) is a non-finite morphism and for any δ ∈ Σd(1, . . . , n)
with i ∈ δ the puncturing Πδ : X → Πδ(X) is a finite separable morphism. Then
Πi : X → Πi(X) is a finite separable morphism, the generic tangent codes to X are
[n, k, d]-codes and the generic finite Zariski tangent spaces to Πi(X) are [n − 1, k, d]-
codes.
Proof. For any γ ⊆ {1, . . . , n}\{i} with |γ| = d−1 note that Πγ∪{i} : X → Πγ∪{i}(X)
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is a finite and separable puncturing. The factorization
X Πi(X)
Πγ∪{i}(X)
❄
Πγ∪{i}
✲Πi
 
 
 
 ✠
Πγ
implies the inclusions Fq(Πγ∪{i}(X)) ⊆ Fq(Πi(X)) ⊆ Fq(X) of the corresponding
function fields. The extensions Fq(Πγ∪{i}(X)) ⊆ Fq(Πi(X)) and Fq(Πi(X)) ⊆ Fq(X)
are finite and separable, as far as Fq(Πγ∪{i}(X)) ⊆ Fq(X) is finite and separable.
Thus, Πi : X → Πi(X) is a finite separable morphism and the generic tangent codes
to Πi(X) are of minimum distance ≥ d by Proposition 2 (iii).
We claim that Πβ : Πi(X) → Πβ∪{i}(X) is a non-finite puncturing at |β| = d
variables. To this end, consider the commutative diagram
X Πi(X)
Πβ(X) Πβ∪{i}(X)
❄
Πβ
✲Πi
◗
◗
◗
◗
◗s
Πβ∪{i}
❄
Πβ
✲Πi
.
By assumption, Πβ : X → Πβ(X) is a non-finite puncturing at d variables, so that
Πβ∪{i} : ΠiΠβ : X → Πβ∪{i}(X) is a non-finite puncturing at d + 1 variables. The
presence of a factorization Πβ∪{i} = ΠβΠi : X → Πβ∪{i}(X) through a finite morphism
Πi : X → Πi(X) suffices for Πβ : Πi(X) → Πβ∪{i}(X) to be a non-finite morphism.
Now, Proposition 2 (ii) applies to provide an upper bound d on the minimum distance
of all the finite Zariski tangent spaces to Πi(X). As a result, the generic tangent codes
to Πi(X) are of length n− 1, dimension k and minimum distance d.
If X/Fq ⊂ Fq
n
is an irreducible affine variety, defined over Fq with a non-finite
puncturing Πβ : X → Πβ(X) at |β| = d coordinates and finite separable puncturings
Πγ : X → Πγ(X) for ∀γ ∈ Σd−1(1, . . . , n) then the finite Zariski tangent spaces to X
are of minimum distance d at "almost all" the points of X (i.e., on a Zariski dense
subset of X). For fixed length n and minimum distance d one looks for tangent codes
of maximal dimension. These occur at the singular points a ∈ X, at which the parity
check matrix of Ta(X,Fqδ(a)) is of minimum rank.
If the length n and the dimension k are fixed then one looks for a k-dimensional
irreducible affine variety X/Fq ⊂ Fq
n
, which is in "most general" position with respect
to the coordinate axes. Namely, we seek such equations of X which maximize the
minimal integer d ∈ N, for which there is a non-finite puncturing Πβ : X → Πβ(X) of
X at |β| = d variables.
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3.2 Reproducing the dimension and the minimum distance of a code
The Zariski tangent bundles of the coordinate k-dimensional affine subspace X0 :=
V (xk+1, . . . , xn) ⊂ Fq
n
are constant, i.e., Ta(X,F ) = F
k × 0n−k for any point a ∈ X
and any field Fδ(a)q ⊆ F ≤ Fq. The next corollary provides different embeddings X of
Fq
k
in Fq
n
with non-constant Zariski tangent bundles T (X,F ). For any natural num-
ber d ≤ n− k and any σ ∈ Σd(1, . . . , n) we construct such X ≃ Fq
k
that Ta(X,Fqδ(a))
contains a non-zero word v(a) of Supp(v(a)) ⊆ σ for any a ∈ X. For an arbitrary
Fq-linear [n, k, d]-code C we provide explicit equations of Fq
k
≃ X/Fq ⊂ Fq
n
, such
that "almost all" tangent codes to X are [n, k, d]-codes
Corollary 4. Let C be an [n, k, d]-code and σ ∈ Σd(1, . . . , n) be a support of a non-zero
word c ∈ C \ {0n}. Then there is an irreducible affine variety X/Fq ⊂ Fq
n
through 0n
with T0n(X,Fq) = C, isomorphic to Fq
k
and such that Ta(X,Fqδ(a)) ≃ F
k
qδ(a)
contains
a word v(a) ∈ Ta(X,Fqδ(a)) \ {0
n} of Supp(v(a)) ⊆ σ for all a ∈ X.
In particular, X = X(≤d) and ∅ 6= X(d) ∩ Xsmooth = X(≥d) ∩ Xsmooth is such a
non-empty, Zariski open, Zariski dense subset of X that the Zariski tangent spaces
Ta(X,Fqδ(a)) are [n, k, d]-codes for all a ∈ X
(d) ∩Xsmooth.
Proof. Let H ∈ M(n−k)×n(Fq) be a parity check matrix of C with columns Hi ∈
M(n−k)×1(Fq). Since rkH = n − k, there exists α ∈ Σn−k(1, . . . , n) with det(Hα) =
det(Hα1 . . . Hαn−k) 6= 0. Without loss of generality, one can assume that Hα =
(Hα1 . . . Hαn−k) = In−k for the identity matrix In−k of size n− k or
Hi,αj = δij =
{
1 for 1 ≤ i = j ≤ n− k,
0 for 1 ≤ i 6= j ≤ n− k.
The presence of a word c ∈ C with Supp(c) = σ ∈ Σd(1, . . . , n) implies that Hσν ∈
SpanFq(Hσ1 , . . . ,Hσν−1 ,Hσν+1 , . . . ,Hσd) for all 1 ≤ ν ≤ d. We claim that the existence
of σν 6∈ α, since σ ⊆ α contradicts the linear dependence of the columns Hσ1 , . . . ,Hσd .
If Hσν =
∑
s∈σ\{σν}
λsHs for σν 6∈ α and some λs ∈ Fq, then we choose polynomials
fi,αj (xαj ) = Hi,αjxαj = δijxαj ∈ Fq[xαj ] for ∀1 ≤ i, j ≤ n− k,
fi,s(xs) = Hisxs+
∑
r≥2
ai,s,rx
r
s ∈ Fq[xs] for ∀1 ≤ i ≤ n−k, ∀s ∈ {1, . . . , n}\(α∪{σν}
and
fi,σν (xσν ) =
∑
s∈σ\{σν}
λsfi,s(xσν ) ∈ Fq[xσν ] for ∀1 ≤ i ≤ n− k.
The polynomials
fi(x1, . . . , xn) :=
n∑
s=1
fi,s(xs) = xαi +
∑
s∈{1,...,n}\α
fi,s(xs) for 1 ≤ i ≤ n− k
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cut out an affine variety X = V (f1, . . . , fn−k) ⊂ Fq
n
with a biregular puncturing Πα :
X → Fq
k
at α ∈ Σn−k(1, . . . , n). In particular, X is irreducible and the polynomials
f1, . . . , fn−k ∈ Fq[x1, . . . , xn] generate the absolute ideal I(X,Fq) = 〈f1, . . . , fn−k〉Fq
of X. According to
∂fi
∂xσν
=
∂fi,σν
∂xσν
(xσν ) =
∑
s∈σ\{σν}
λs
∂fi,s
∂xσν
(xσν ) =
∑
s∈σ\{σν}
λs
∂fi,s
∂xs
∣∣∣
xs=xσν
=
∑
s∈σ\{σν}
λs
∂fi
∂xs
for ∀1 ≤ i ≤ n− k,
one has
∂f
∂xσν
(a) =
∑
s∈σ\{σν}
λs
∂f
∂xs
(a) for ∀a ∈ X,
whereas rk ∂f
∂xσ
(a) < d. In other words, v(a) ∈ Fn
qδ(a)
with v(a)s := λs for s ∈ σ \ {σν},
v(a)σν := −1 and v(a)s := 0 for s ∈ {1, . . . , n} \ σ belongs to Ta(X,Fqδ(a)) \ {0
n} and
has Supp(v(a)) ⊆ σ for ∀a ∈ X. Straightforwardly,
∂fi
∂xs
(0n) =
∂fi,s
∂xs
(0) = Hi,s for ∀1 ≤ i ≤ n− k, ∀1 ≤ s ≤ n
reveals that ∂f
∂x
(0n) = H and T0n(X,Fq) = C.
The equality X = X(≤d) is an immediate consequence of Proposition 2 (iii). By
Proposition 2 (ii) and T0n(X,Fq) = C, X(d) = X(≥d)is a non-empty, Zariski open,
Zariski dense subset of X. Due to the irreducibility of X, it intersects the smooth
locus in a non-empty, Zariski open, Zariski dense subset X(d) ∩Xsmooth of X.
3.3 Tangent bundle interpolation of a finite family of codes
The next proposition illustrates how linear codes of arbitrary minimum distance can
be interpolated by a finite Zariski tangent bundle.
Proposition 5. Let C → S be a family of Fq-linear codes C(a) ⊂ Fnq , a ∈ S of length
n, dimension k = dimFq C(a) and arbitrary minimum distance d(C(a)) ≤ n + 1 − k,
parameterized by a subset S ⊆ Fnq . Then there exist irreducible k-dimensional affine
varieties Y1/Fq, . . . , Ys/Fq ⊂ Fq
n
with
Fnq ⊂ Y1 ∪ . . . ∪ Ys, S ⊆ Y
smooth
1 (Fq) ∪ . . . ∪ Y
smooth
s (Fq),
such that Ta(Yi,Fq) = C(a) for all a ∈ S and all Yi ∋ a.
Proof. Let us choose a family H → S of parity-check matrices H(a) ∈ M(n−k)×n(Fq)
of C(a) ⊂ Fnq for all a ∈ S and denote by H(a)ij ∈ Fq the entries of these matrices.
For an arbitrary β ∈ Fq, consider the Lagrange basis polynomial
LβFq(t) :=
∏
α∈Fq\{β}
t− α
β − α
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with LβFq(t)(β) = 1 and L
β
Fq(t)|Fq\{β} = 0. Straightforwardly,
L0Fq(t) :=

∏
α∈F∗q
(t− α)





∏
α∈F∗q
(t− α)

 ∣∣∣
t=0


−1
=
(tq−1 − 1)(−1)−1 = −(tq−1 − 1).
Towards an explicit calculation of LβFq(t) for β ∈ F
∗
q, let us denote by σ1, . . . , σq−1
the elementary symmetric polynomials of the roots of f(t) :=
∏
α∈F∗q
(t− α) = tq−1 − 1.
Put τ1, . . . , τq−2 for the elementary symmetric polynomials of the roots of the monic
polynomial
fβ(t) :=
∏
α∈F∗q\{β}
(t− α) =
f(t)
t− β
=
tq−1 − 1
t− β
= tq−2 +
q−3∑
s=0
(−1)q−2−sτq−2−st
s.
Then the relations
τ1 + β = σ1 = 0,
τs + βτs−1 = σs = 0 for ∀2 ≤ s ≤ q − 2 and
βτq−2 = σq−1 = (−1)
q,
reveal that τs = (−β)τs−1 for ∀1 ≤ s ≤ q − 2, τ0 := 1 form a geometric progression
{τs}
q−2
s=1 with quotient (−β). As a result,
τs = (−β)
s for ∀1 ≤ s ≤ q − 2
and
fβ(t) = t
q−2 +
q−3∑
s=0
βq−2−sts = tq−2 +
q−3∑
s=0
β−s−1ts,
according to βq−2 = β−1 for ∀β ∈ F∗q. Now,
LβFq(t) :=
tfβ(t)
βfβ(β)
=
tq−1 +
q−2∑
s=1
β−sts
βq−1 +
q−2∑
s=1
1
= (q − 1)−1
[
tq−1 +
q−2∑
s=1
β−sts
]
= −
[
tq−1 +
q−2∑
s=1
β−sts
]
for arbitrary β ∈ F∗q.
Let us denote by
Φp : Fq
n
−→ Fq
n
,
Φp(a1, . . . , an) = (a
p
1, . . . , a
p
n) for ∀a = (a1, . . . , an) ∈ Fq
n
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the Frobenius automorphism of degree p = charFq and consider the polynomials
fi(x1, . . . , xn) :=
∑
b∈Φp(S)

 n∑
j=1
H(Φ−1p (b))ij(xj − x
q
j)

Lb1Fq(xp1) . . . LbnFq(xpn) ∈ Fq[x1, . . . , xn]
for 1 ≤ i ≤ n − k. Suppose that the X := V (f1, . . . , fn−k) ⊂ Fq
n
decomposes
into a union X = Y1 ∪ . . . ∪ Ys of its irreducible components Yi. We claim that
Y1, . . . , Ys satisfy the announced conditions. First of all, Fnq ⊂ X, as far as an arbitrary
point a = (a1, . . . , an) ∈ Fnq has components aj = a
q
j and fi(a1, . . . , an) = 0 for
∀1 ≤ i ≤ n− k. The partial derivatives are
∂fi
∂xj
=
∑
b∈Φp(S)
H(Φ−1p (b))ijL
b1
Fq
(xp1) . . . L
bn
Fq
(xpn)
and their values at a ∈ S equal
∂fi
∂xj
(a) = H(Φ−1p Φp(a))ij = H(a)ij .
Note that the composition of Lagrange interpolation polynomials with the Frobenius
automorphism Φp is designed in such a way that to adjust
∂(f1, . . . , fn−k)
∂(x1, . . . , xn)
(a) = H(a)
at all the points a ∈ S. For an arbitrary point a ∈ S ⊂ X(Fq) := X ∩ Fnq let Yi
be an irreducible component of X through a. The Zariski tangent space Ta(Yi,Fq) is
contained in the right null-space C(a) of the Jacobian matrix ∂(f1,...,fn−k)
∂(x1,...,xn)
(a) = H(a).
On the other hand, dimYi ≥ n− (n− k) = k, as far as Yi is subject to at least n− k
polynomial equations f1 = . . . = fn−k = 0. Thus,
k ≤ dimYi ≤ dimFq Ta(Yi,Fq) ≤ dimFq C(a) = k
implies that C(a) = Ta(Yi,Fq), dimYi = k and any a ∈ Y smoothi (Fq).
Algorithms for primary decomposition of polynomial ideals and decomposition of
an affine variety into a union of irreducible components are provided by [1], [6], [5],
[18], [15], [10], [13] and other sources.
4 Decoding and deforming tangent codes. Gradient codes.
4.1 Simultaneous decoding tangent codes
After organizing linear codes in families, constituting tangent bundles to affine va-
rieties, we propose an algorithm for simultaneous decoding of tangent codes, after
recognizing the support of the error of the received word.
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Let C ⊂ Fnq be an Fq-linear code of minimum distance d. A word w ∈ F
n
q has
a C-error of weight ≤ t if there exists e ∈ Fnq of weight wt(e) ≤ t with w − e ∈ C.
Denote by
Err(C, t) := {w ∈ Fnq | ∃e ∈ F
n
q , wt(e) ≤ t, w − e ∈ C}
the set of the words with a C-error of weight ≤ t. Note that Err(C, t) ⊃ C and
Err(C, t)/C := {w + C | w ∈ Err(C, t)} consists of the cosets, whose leaders are of
weight ≤ t. We say that w ∈ Fnq has a C-error, supported by i ∈ Σt(1, . . . , n) if there
is e ∈ Fnq with Supp(e) ⊆ i and w − e ∈ C. It is well known that if t does not exceed
the integral part
[
d−1
2
]
of d−12 and w ∈ F
n
q has a C-error of weight ≤ t then e ∈ F
n
q
with wt(e) ≤ t and w − e ∈ C is unique.
Let X/Fq ⊂ Fq
n
be an irreducible affine variety, defined over Fq with X(≥2t+1) :=
{a ∈ X | d(Ta(X,Fqδ(a))) ≥ 2t+ 1} 6= ∅ for some t ∈ N. The disjoint union
Err(TX, t) :=
∐
a∈X(2t+1)
Err(Ta(X,Fqδ(a)), t)
of the words Err(Ta(X,Fqδ(a)), t) with Ta(X,Fqδ(a))-error of weight ≤ t will be called
the bundle of the words with TX-error of weight ≤ t. Denote by
π : Err(TX, t) −→ X(2t+1)
the natural projection on the base. To any i ∈ Σt(1, . . . , n) we associate a polyno-
mial matrix Ai(x) ∈ Mli×t(Fq[x1, . . . , xn]) for some li ∈ N, such that wa ∈ π
−1(a) =
Err(Ta(X,Fqδ(a)), t) has a Ta(X,Fqδ(a))-error ea ∈ F
n
qδ(a)
, supported by i exactly when
Ai(a)w
t
a = 0. If so, then ea can be computed explicitly by the means of the Ja-
cobian matrix ∂f
∂x
(a) of a generating set f1, . . . , fm ∈ Fq[x1, . . . , xn] of I(X,Fq) =
〈f1, . . . , fm〉Fq at a. The aforementioned result is referred to as a simultaneous decod-
ing of tangent codes, as far as the construction of Ai(x) for ∀i ∈ Σt(1, . . . , n) allows
to recognize simultaneously the supports of the Ta(X,Fqδ(a))-errors for all a ∈ X and
to obtain the corresponding errors from Err(Ta(X,Fqδ(a)), t).
Towards the construction of Ai(x) we need the following
Lemma 6. Let X ⊂ Fq
n
be an irreducible affine variety with absolute ideal I(X,Fq) =
〈f1, . . . , fm〉Fq , generated by f1, . . . , fm ∈ Fq[x1, . . . , xn], i ∈ Σt(1, . . . , n) and Gi,¬i be
a Groebner basis of I(X,Fq) = 〈f1, . . . , fm〉Fq with respect to a lexicographic order of
Fq[x1, . . . , xn] with xi >lex x¬i, obtained by Buchberger’s algorithm. Then:
(i) Gi,¬i ⊆M1×m(Fq[x1, . . . , xn])

 f1. . .
fm

 ;
(ii) the absolute ideal I(Πi(X),Fq) = I(Πi(X),Fq) ⊳ Fq[x¬i] of the Zariski closure
Πi(X) of Πi(X) is generated by G¬i := Gi,¬i ∩ Fq[x¬i].
18
Proof. (i) Let f := (f1, . . . , fm) ∈ M1×m(Fq[x1, . . . , xn]). By an induction on the
steps of Buchberger’s algorithm, we show that any entry of the current generating set
∆ of I(X,Fq) is of the form gf t for some g = (g(1), . . . , g(m)) ∈M1×m(Fq[x1, . . . , xn]).
Let ej ∈ M1×m(Fq) be the ordered m-tuple with unique non-zero entry 1 at the
j-th position. One can view ej as an ordered m-tuple of polynomials. At the input,
any fj is expressed as a product ejf
t with the transposed f t of f = (f1, . . . , fm) ∈
M1×m(Fq[x1, . . . , xn]).
For arbitrary h1, h2 ∈ Fq[x1, . . . , xn] let xγ be the least common multiple of the
leading monomials LM(h1), LM(h2) with respect to the fixed lexicographic order on
Fq[x1, . . . , xn]. If LT (hj) = LC(hj)LM(hj) are the leading terms of hj then the
S-polynomial of h1, h2 (or the syzygy polynomial of h1, h2) is defined as
S(h1, h2) =
xγ
LT (h1)
h1 −
xγ
LT (h2)
h2.
If there exist gj ∈M1×m(Fq[x1, . . . , xn]) with hj = gjf t then
S(h1, h2) =
(
xγ
LT (h1)
g1 −
xγ
LT (h2)
g2
)
f t
can also be represented as a product of a row m-tuple of polynomials with the column
f t = (f1, . . . , fm)
t. At each step, Buchberger’s algorithm for obtaining a Groebner
basis of I(X,Fq) adjoins to the current generating set ∆ of I(X,Fq) the remainders
S(h1, h2)
∆
of the S-polynomials of h1, h2 ∈ ∆ under the division by ∆. By its very
definition,
S(h1, h2)
∆
= S(h1, h2)− af
t
for some a ∈ M1×m(Fq[x1, . . . , xn]) and no-one monomial of S(h1, h2)
∆
with non-
zero coefficient is divisible by LT (h) for h ∈ ∆. Thus, if all h ∈ ∆ are represented
in the form h = gf t for some g ∈ M1×m(Fq[x1, . . . , xn]), then all S(h1, h2)
∆
with
h1, h2 ∈ ∆ are of the same form and adjoining them to ∆, one gets a set of polynomials
∆′ ∈M1×m(Fq[x1, . . . , xn])f t.
Buchberger’s algorithm terminates with the Groebner basis Gi,¬i = ∆, once
S(h1, h2)
∆
= 0 for ∀h1, h2 ∈ ∆.
(ii) Combining the Closure Theorem 3 from Chapter 3, § 2 [3] with the Elimination
Theorem 2 from Chapter 3, § 1 [3], one concludes that the Zariski closure of Πi(X) is
the affine variety Πi(X) = V (G¬i). Therefore, the absolute ideal
I(Πi(X),Fq) = IV I(Πi(X),Fq) = I(Πi(X),Fq) = IV (G¬i,Fq) = r〈G¬i〉Fq
equals the radical r〈G¬i〉Fq ⊳ Fq[x1, . . . , xn] of 〈G¬i〉Fq . If h(x¬i) ∈ r〈G¬i〉Fq then
h(x¬i)
N ∈ 〈G¬i〉Fq ⊂ 〈G¬i〉Fq⊗Fq Fq[x1, . . . , xn] ⊆ 〈Gi,¬i〉Fq = I(X,Fq)⊳Fq[x1, . . . , xn]
for some N ∈ N. The absolute ideal I(X,Fq) of the irreducible affine variety X
is prime and therefore radical, i.e., I(X,Fq) = rI(X,Fq). As a result, h(x¬i) ∈
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I(X,Fq) and bearing in mind that h(x¬i) ∈ Fq[x¬i], one concludes that h(x¬i) ∈
I(X,Fq) ∩ Fq[x¬i]. Buchberger’s algorithm for obtaining the Groebner basis Gi,¬i
of I(X,Fq) = 〈f1, . . . , fm〉Fq adjoins to {f1, . . . , fm} the remainders of appropriate
S-polynomials and does not depend on the constant field Fq. Bearing in mind that
f1, . . . , fm generate the absolute ideal I(X,Fq) = 〈f1, . . . , fm〉Fq of X, one concludes
that Gi,¬i is a Groebner basis of I(X,Fq). By the Elimination Theorem 2 from Chapter
3, §1 [3], Gi,¬i∩Fq[x¬i] = Gi,¬i∩Fq[x¬i] = G¬i is a Groebner basis of I(X,Fq)∩Fq[x¬i]
with respect to the fixed lexicographic order of Fq[x¬i]. Thus,
h(x¬i) ∈ I(X,Fq) ∩ Fq[x¬i] = 〈G¬i〉Fq
and r〈G¬i〉Fq ⊆ 〈G¬i〉Fq . Combining with 〈G¬i〉Fq ⊆ r〈G¬i〉Fq one concludes that
I(Πi(X),Fq) = I(Πi(X),Fq) = r〈G¬i〉Fq = 〈G¬i〉Fq .
In order to characterize the words w ∈ Fn
qδ(a)
, whose Ta(X,Fqδ(a))-error is sup-
ported by i ∈ Σt(1, . . . , n), let us note that the puncturing Πi can be viewed, both,
as a morphism Πi : Fq
n
→ Fq
n−t
of Fq
n
and a morphism Πi : X → Πi(X) of the
irreducible affine variety X. If Πi(X) ⊂ Fq
n−t
is the Zariski closure of Πi(X) in Fq
n−t
then
Π−1i (Πi(X)) := {a ∈ Fq
n
| Πi(a) ∈ Πi(X)}
is an irreducible affine variety of Fq
n
, isomorphic to Πi(X) × Fq
t
and containing X.
We call Π−1i (Πi(X)) the cylinder over Πi(X).
Proposition 7. Let X ⊂ Fq
n
be an affine variety, whose absolute ideal I(X,Fq) =
〈f1, . . . , fm〉Fq is generated by some f1, . . . , fm ∈ Fq[x1, . . . , xn], i ∈ Σt(1, . . . , n) and
Π−1i (Πi(X)) ≃ Πi(X) × Fq
t
be the cylinder over Πi(X). Suppose that the tangent
code Ta(X,Fqδ(a)) to X at a ∈ X is of minimum distance d(Ta(X,Fqδ(a))) > t and
w ∈ Fn
qδ(a)
is a word with a Ta(X,Fqδ(a))-error of weight ≤ t. Then the Ta(X,Fqδ(a))-
error of w is supported by i if and only if w ∈ Ta(Π
−1
i (Πi(X)),Fqδ(a)) is tangent
to the cylinder Π−1i (Πi(X)) at a. If so, then any Ta(X,Fqδ(a))-error e ∈ F
n
qδ(a)
of
w with Πi(e) = 0(n−t)×1 projects onto a solution Π¬i(e) = (ei1 , . . . , eit) = ei of the
homogeneous linear system
∂f
∂xi
(a)

 xi1. . .
xit

 = ∂f
∂x
(a)wt.
Proof. The Zariski tangent space Ta(X,Fqδ(a)) does not contain a non-zero word v(a)
of Supp(v(a)) ⊆ i ∈ Σt(1, . . . , n), according to t < d(Ta(X,Fqδ(a))). By Lemma 1 (i),
one concludes that Πi : X → Πi(X) is etale at a ∈ Π
−1
i (Πi(X))
smooth ∩ Fn
qδ(a)
. Now
Lemma 1 (ii) applies to provide the surjectiveness of the differential
(dΠi)a : Ta(X,F ) −→ TΠi(a)(Πi(X), F ). (2)
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Let Gi,¬i be a Groebner basis of I(X,Fq) = 〈f1, . . . , fm〉Fq with respect to a
lexicographic order with xi >lex x¬, obtained by Buchberger’s algorithm. If G¬i :=
Gi,¬i ∩ Fq[x¬i] = {h1, . . . , hl} and f = (f1, . . . , fm) ∈ M1×m(Fq[x1, . . . , xn]) then
by Lemma 6 (i) there exist g1, . . . , gl ∈ M1×m(Fq[x1, . . . , xn]) with hi = gif t for
∀1 ≤ i ≤ l. Consider the matrix Gi ∈ Ml×m(Fq[x1, . . . , xn]) with rows g1, . . . gl. We
claim that the existence of e ∈ Fn
qδ(a)
with Supp(e) ⊆ i and w − e ∈ Ta(X,Fqδ(a)) is
equivalent to
Gi(a)
∂f t
∂x
(a)wt = Gi(a)
∂f t
∂x
(a)et = 0.
To this end, note that Gif
t ∈ Ml×1(Fq[x1, . . . , xn]) consists of the entries of G¬i,
arranged in a column. Therefore
Gi(a)
∂f t
∂x
(a) =
∂(Gif
t)
∂x
(a) =
∂G¬i
∂x
(a) =
(
0
∂G¬i
∂x¬i
(a)
)
=
(
0 Gi(a)
∂f t
∂x¬i
(a)
)
,
according to f t(a) = 0m×1, whereas
Gi(a)
∂f t
∂x
(a)et = Gi(a)
∂f t
∂x¬i
(a)Πi(e)
t.
Any e ∈ Fn
qδ(a)
with Supp(e) ⊆ i has Πi(e) = 0
n−t, so that Gi(a)
∂f t
∂x
(a)et = 0. Con-
versely, if
0 = Gi(a)
∂f t
∂x
(a)et =
∂G¬i
∂x¬i
(a)Πi(e)
t
for some e = (Π¬i(e),Πi(e)) ∈ Fnqδ(a) then Πi(e) ∈ TΠi(a)(Πi(X),Fqδ(a)). By the
surjectiveness of (2), there exists vo = (Π¬i(vo),Πi(e)) ∈ Ta(X,Fqδ(a)). Now,
eo := e− vo = (Π¬i(e− vo), 0)
has Supp(eo) ⊆ i and w − eo = w − e+ vo ∈ Ta(X,Fqδ(a)).
The polynomials h = {h1, . . . , hl} = G¬i ⊂ Fq[x¬i] have Jacobian matrix
∂h
∂x
(a) =
∂G¬i
∂x
(a) =
∂
∂x
(
Gi(x)f
t(x)
)
(a) = Gi(a)
∂f
∂x
(a)
at a ∈ X. As a result, w ∈ Fn
qδ(a)
has a Ta(X,Fqδ(a))-error, supported by i exactly when
∂h
∂x
(a)wt = 0l×1. By Lemma 6 (ii), the absolute ideal I(Πi(X),Fq) = I(Πi(X),Fq) =
〈G¬i〉Fq = 〈h1, . . . , hl〉Fq of Πi(X) is generated by h1, . . . , hl ∈ Fq[x1, . . . , xn]. The
absolute ideal of the cylinder Π−1i (Πi(X)) is the extension
I(Π−1i (Πi(X))) = I(Πi(X),Fq)⊗Fq Fq[x1, . . . , xn]
of I(Πi(X),Fq) to an ideal of Fq[x1, . . . , xn]. Therefore, the Zariski tangent space to
Π−1i (Πi(X)) at a ∈ X ⊆ Π
−1
i (Πi(X)) is
Ta(Π
−1
i (Πi(X)),Fqδ(a)) =
{
w ∈ Fn
qδ(a)
|
∂G¬i
∂x
(a)wt =
∂h
∂x
(a)wt = 0|G¬i|×1
}
.
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In such a way we have established that there is e ∈ Fn
qδ(a)
with Supp(e) ⊆ i and
w − e ∈ Ta(X,Fqδ(a)) if and only if w ∈ Ta(Π
−1
i (Πi(X)),Fqδ(a)). Making use of
∂f
∂x
(a)(wt − et) = 0m×1 and Πi(e) = 0
n−t, one concludes that
∂f
∂xi
(a)eti =
∂f
∂x
(a)et =
∂f
∂x
(a)wt.
Note that Proposition 7 can be used for computing the leaders of those cosets
w + Ta(X,Fqδ(a)) ∈ F
n
qδ(a)
/Ta(X,Fqδ(a)), which admit representatives of weight less
that the minimum distance of Ta(X,Fqδ(a)).
Here is an algorithm for simultaneous decoding of tangent codes.
Corollary 8. Let X ⊂ Fq
n
be an irreducible affine variety, whose absolute ideal
I(X,Fq) = 〈f1, . . . , fm〉Fq is generated by f1, . . . , fm ∈ Fq[x1, . . . , xn] and
π : Err(TX, t) :=
∐
a∈X(≥2t+1)
Err(Ta(X,Fqδ(a)), t) −→ X
(≥2t+1)
be the bundle of the words with TX-error of weight ≤ t. Then any w ∈ Err(TX, t)
can be decoded by the following algorithm:
Step 1: For any i ∈ Σt(1, . . . , n) apply Buchberger’s algorithm and obtain a Groeb-
ner basis Gi¬i of I(X,Fq) = 〈f1, . . . , fm〉Fq with respect to a lexicographic order of
Fq[x1, . . . , xn] with xi >lex x¬i. Single out the polynomials G¬i := Gi,¬i ∩Fq[x¬i] from
Gi,¬i, which do not depend on xi1 , . . . , xit for i = {i1, . . . , it}.
Step 2: For arbitrary
i, j ∈ Σt(1, . . . , n)
compute the determinant
∆ji := det
∂fj
∂xi
∈ Fq[x1, . . . , xn],
the inverse matrix (
∂fj
∂xi
)−1
∈Mt×t(∆
−1
ji Fq[x1, . . . , xn])
and the product (
∂fj
∂xi
)−1 ∂fj
∂x
∈Mt×n
(
∆−1ji Fq[x1, . . . , xn]
)
.
Step 3: If w ∈ Err(TX, t) and π(w) = a ∈ X(≤2t+1) then compute the products
∂G¬γ
∂x¬γ
(a)wt for γ ∈ Σt(1, . . . , n)
until you recognize the unique i ∈ Σt(1, . . . , n) with
∂G¬i
∂x¬i
(a)wt = 0|G¬i|×1.
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Step 4: Plug in a in ∆ji ∈ Fq[x1, . . . , xn] and choose some j ∈ Σt(1, . . . , n) with
∆ji(a) 6= 0. (For any i ∈ Σt(1, . . . , n) and a ∈ X, subject to the aforementioned
properties, there exists at least one j ∈ Σt(1, . . . , n) with ∆ji(a) 6= 0.)
Step 5: The unique Ta(X,Fqδ(a))-error
e = (Π¬i(e),Πi(e)) = (Π¬i(e), 01×(n−t)) ∈ F
n
qδ(a)
of w ∈ Err(Ta(X,Fqδ(a)), t) ⊂ F
n
qδ(a)
has projection
Π¬i(e) = (ei1 , . . . , eit) = ei :=
[(
∂fj
∂xi
)−1 ∂fj
∂x
]
(a)wt ∈ Ft
qδ(a)
onto the components, labeled by i.
4.2 Lower semi-continuity of the generic minimum distance
If X ⊆ Fq
n
is an affine variety with absolute ideal I(X,Fq) = 〈f1, . . . , fm〉Fq then
k = dimX ≥ n−m, as far as any polynomial relation fj on X decreases the dimension
at most by 1. If I(X,Fq) admits a generating set with minimal cardinality m = n−k,
then X is called a complete intersection.
Suppose that the generators fj of I(X,Fq) = 〈f1, . . . , fn−k〉Fq are of the form
fj =
∑
ν∈(Z≥0)n
αj,νx
ν ∈ Fq[x], where xν := x
ν1
1 . . . x
νn
n . The set
S(fj) := {ν ∈ (Z
≥0)n \ {0n} | αj,ν 6= 0}
will be referred to as the non-constant support of fj. For an arbitrary smooth point
a ∈ Xsmooth let
Fj(yj , x) :=
∑
ν∈S(fj)
yj,ν(x
ν − aν) ∈ Fqδ(a) [x, yj]
and note that Fj(yj , a) ≡ 0 ∈ Fqδ(a)[yj ] = Fqδ(a) [yj,ν | ν ∈ S(fj)]. The maps S(fj)→ Fq
are in a bijective correspondence with the collections γj = {γj,ν ∈ Fq | ν ∈ S(fj)}
of their images. That is why the set Fq
S(fj) of the maps S(fj)→ Fq can be identified
with the affine space of dimension |S(fj)| over Fq. The product
A = A(f, a) := Fq
S(f1) × . . .× Fq
S(fn−k)
parameterizes the polynomials F (γ, x) = {F1(γ1, x), . . . , Fm(γn−k, x)} and the affine
varieties Xγ := V (F (γ, x)) = V (F1(γ1, x), . . . , Fn−k(γn−k, x)) ⊂ Fq
n
through a. We
are going to show that dimXγ = dimX = k for "almost all" γ ∈ A and the minimum
distance d(Ta(Xγ ,Fqδ(a)) ≥ d at "almost all" the points of {(γ, a) ∈ A×Fq
n
| a ∈ Xγ}.
For an arbitrary polynomial
g(y, x) ∈ Fqδ(a)[y, x] = Fqδ(a)[x1, . . . , xn, yj,νj | νj ∈ S(fj), 1 ≤ j ≤ n− k],
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let us denote by WA(g(y, a)) := {γ ∈ A | g(γ, a) = 0} ⊆ A the hypersurface, cut by
the polynomial g(y, a) ∈ Fqδ(a)[yj,νj | νj ∈ S(fj), 1 ≤ j ≤ n − k] for some a ∈ Fq
n
.
Note also that for any γ ∈ A the polynomial g(γ, x) ∈ Fqδ(γ,a) [x1, . . . , xn] determines
a hypersurface V (g(γ, x)) := {b ∈ Fq
n
| g(γ, b) = 0} ⊆ Fq
n
.
Proposition 9. Let X/Fq ⊂ Fq
n
be an complete intersection, defined over Fq and
a ∈ Xsmooth be a smooth point of X, at which the Zariski tangent space Ta(X,Fqδ(a))
is of minimum distance d(Ta(X,Fqδ(a))) ≥ d. Then there exist non-zero polynomials
g(y, x), h(y, x) ∈ Fqδ(a) [y, x] \ {0}, such that dimXγ = dimX, a ∈ X
smooth
γ and
∅ 6= Xγ \ V (g(γ, x)) ⊆ X
(≥d)
γ for all γ ∈ A \WA(g(y, a)h(y, a))
Proof. Let I(X,Fq) = 〈f1, . . . , fn−k〉Fq for some f1, . . . , fn−k ∈ Fq[x1, . . . , xn] and
Fj(yj, x) :=
∑
ν∈S(fj)
yj,ν(x
ν − aν) ∈ Fqδ(a) [x, yj] for the non-constant supports S(fj) ⊂
(Z≥0)n \{0n} of fj with 1 ≤ j ≤ n−k. By its very definition, the affine variety Xα :=
V (F1(α, x), . . . , Fn−k(α, x)) coincides with X. The point a ∈ Xα is smooth exactly
when the Jacobian matrix
∂(F1(α,x),...,Fn−k(α,x))
∂x
is of maximal rank rk∂F (α,x)
∂x
(a) = n−k
at a. That implies the existence of j ∈ Σn−k(1, . . . , n) with det
∂F (α,x)
∂xj
(a) 6= 0. The
polynomial
h(y, x) := det
∂F (y, x)
∂xj
∈ Fqδ(a)[y, x]
cuts a proper hypersurface WA(h(y, a))  A, as far as α ∈ A \ WA(h(y, a)). By
the very construction, a ∈ Xγ for all γ ∈ A. Note that an arbitrary affine vari-
ety Xγ = V (F1(γ, x), . . . , Fn−k(γ, x)) is of dimension dimXγ ≥ k. According to
dimTa(Xγ ,Fqδ(γ,a)) ≥ dimXγ , it suffices to show that dimTa(Xγ ,Fqδ(γ,a)) ≤ k for
∀γ ∈ A \ WA(h(y, a)) in order to conclude that dimXγ = k and a ∈ X
smooth
γ is a
smooth point of Xγ for all γ ∈ A\WA(h(y, a)). Indeed, γ ∈ A\WA(h(y, a)) amounts
to (
det
∂F (γ, x)
∂xj
)
(a) = h(γ, a) 6= 0.
According to F1(γ, x), . . . , Fn−k(γ, x) ∈ I(Xγ ,Fq), the tangent code Ta(Xγ ,Fqδ(γ,a))
is contained in the Fqδ(γ,a)-linear code Cγ,a with parity check matrix
∂F (γ,x)
∂x
(a) ∈
M(n−k)×n(Fqδ(γ,a)). Bearing in mind that n−k ≥ rk
∂F (γ,x)
∂x
(a) ≥ rk∂F (γ,x)
∂xj
(a) = n−k,
one concludes that dimCγ,a = k and
dimTa(Xγ ,Fqδ(γ,a)) ≤ dimCγ,a = k.
Thus, dimXγ = k for all γ ∈ A \WA(h(y, a)).
It suffices to construct a polynomial g(y, x) ∈ Fqδ(a)[y, x] with g(α, a) 6= 0, such
that for any γ ∈ A the points b ∈ Xγ with d(Tb(Xγ ,Fqδ(γ,a,b))) < d belong to the
hypersurface V (g(γ, x)) ⊂ Fq
n
. Then A \ WA(g(y, a)h(y, a)) ∋ α is non-empty and
Xγ \ V (g(γ, x)) ∋ a is non-empty for any γ ∈ A \ WA(g(y, a)h(y, a)). Moreover,
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d(Tb(Xγ ,Fqδ(γ,a,b))) ≥ d for any γ ∈ A \ WA(g(y, a)h(y, a)) and b ∈ Xγ \ V (g(γ, x)).
Towards the construction of g(y, x) ∈ Faδ(a) [y, x] with the desired properties, note that
X(<d)γ ⊆ Zγ,d := ∪i∈Σd−1(1,...,n)V
(
det
∂Fσ(γσ , x)
∂xi
∣∣∣σ ∈ Σd−1(1, . . . , n− k)
)
,
according to F1(γ1, x), . . . , Fn−k(γn−k, x) ∈ I(Xγ ,Fq). In particular, the point a
does not belong to X
(<d)
α = Zα,d and for any i ∈ Σd−1(1, . . . , n) there exists ρ(i) ∈
Σd−1(1, . . . , n− k) with det
∂Fρ(i)(αρ(i),x)
∂xi
(a) 6= 0. As a result,
a 6∈ ∪i∈Σd−1(1,...n)V
(
det
∂Fρ(i)(αρ(i), x)
∂xi
)
= V

 ∏
i∈Σd−1(1,...n)
det
∂Fρ(i)(αρ(i), x)
∂xi

 .
If
g(y, x) :=
∏
i∈Σd−1(1,...,n)
det
∂Fρ(i)(yρ(i), x)
∂xi
∈ Fqδ(a)[y, x]
then g(α, a) 6= 0. Straightforwardly,
X(<d)γ := {b ∈ Xγ | d(Tb(Xγ ,Fqδ(b))) < d} ⊆
Zγ,d := ∪i∈Σd−1(1,...,n)V
(
det
∂Fσ(γσ, x)
∂xi
∣∣∣ σ ∈ Σd−1(1, . . . , n − k)
)
⊆
∪i∈Σd−1(1,...,n)V
(
det
∂Fρ(i)(γρ(i), x)
∂xi
)
= V (g(γ, x)) .
4.3 Gradient codes
Let X ⊂ Fq
n
be an affine variety, whose absolute ideal I(X,Fq) = 〈f1, . . . , fm〉Fq is
generated by f1, . . . , fm ∈ Fq[x1, . . . , xn]. For an arbitrary constant field Fq ⊆ F ⊆ Fq,
the Zariski tangent bundle of X over F is defined as the disjoint union
T (X,F ) :=
∐
a∈X(F )
Ta(X,F )
of the Zariski tangent spaces toX over F at the F -rational points a ∈ X(F ) := X∩Fn.
Note that the fibres of T (X,F ) are not supposed to be of one and a same dimension
over F . The union
T (X,F )⊥ :=
∐
a∈X(F )
Ta(X,F )
⊥
of the dual codes Ta(X,F )
⊥ of Ta(X,F ) is referred to as the dual of the Zariski tangent
bundle to X over F .
As far as the absolute ideal
I(X,Fq) := {g ∈ Fq[x1, . . . , xn] | g(a) = 0, ∀a ∈ X}
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of X is generated by polynomials f1, . . . , fm ∈ Fq[x1, . . . , xn] with coefficients from
Fq, for an arbitrary constant field Fq ⊆ F ⊆ Fq the ideal
I(X,F ) := {g ∈ F [x1, . . . xn] | g(a) = 0, ∀a ∈ X}
of X over F is generated by f1, . . . , fm ∈ F [x1, . . . , xn], i.e., I(X,F ) = 〈f1, . . . , fm〉F .
For any g ∈ I(X,F ) the ordered n-tuple of polynomials
grad(g) :=
(
∂g
∂x1
, . . . ,
∂g
∂xn
)
∈ F [x1, . . . , xn]
n
is called the gradient of g. We consider the F -linear space
GradI(X,F ) := {grad(g) | g ∈ I(X,F )} ⊂ F [x1, . . . , xn]
n
of the gradients of the polynomials from I(X,F ) and its evaluations
gradaI(X,F ) := {grad(g)(a) | g ∈ I(X,F )} ⊆ F
n
at the F -rational points a ∈ X(F ) := X ∩ Fn of X. That allows to form the vector
bundle
gradI(X,F ) =
∐
a∈X(F )
gradaI(X,F ) ⊂ X(F ) × F
n
over X(F ), contained in the trivial bundle X(F ) × Fn. The fibres gradaI(X,F ) of
gradI(X,F ) are not supposed to be of one and a same dimension. Nevertheless, we
say that
gradI(X,F ) −→ X(F )
the gradient bundle of X (or of I(X,F )) over F .
Lemma 10. Let X ⊂ Fq
n
be an affine variety with I(X,Fq) = 〈f1, . . . , fm〉Fq for
some f1, . . . , fm ∈ Fq[x1, . . . , xn] and Fq ⊆ F ⊆ Fq be a constant field. Then the dual
T (X,F )⊥ = gradI(X,F ) (3)
of the Zariski tangent bundle T (X,F ) of X over F is the gradient bundle of X (or of
I(X,F )) over X(F ).
Proof. The equality (3) is meant as a coincidence Ta(X,F )
⊥ = gradaI(X,F ) of the
fibres over all the points a ∈ X(F ). By its very definition, Ta(X,F )
⊥ is the linear
code with a generator matrix
∂f
∂x
(a) =

 grad(f1)(a). . .
grad(fm)(a)

 .
Therefore
Ta(X,F )
⊥ =


m∑
j=1
λjgrad(fj)(a) = grad

 m∑
j=1
λjfj

 (a) ∣∣∣ λj ∈ F


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is a subspace of gradaI(X,F ), as far as
m∑
j=1
λjfj ∈ I(X,F ) for ∀λj ∈ F . Conversely,
any element of I(X,F ) is of the form g =
m∑
j=1
gjfj for some gj ∈ F [x1, . . . , xn]. Then
grad(g) =
m∑
j=1
fjgrad(gj) + gjgrad(fj) and
grad(g)(a) =
m∑
j=1
gj(a)grad(fj)(a) ∈ SpanF (grad(f1)(a), . . . , grad(fm)(a))
= Ta(X,F )
⊥.
Thus, gradaI(X,F ) ⊆ Ta(X,F )
⊥ and Ta(X,F )
⊥ = gradaI(X,F ).
Note that
GradI(X,F ) := {grad(g) | g ∈ I(X,F )} ⊂ F [x1, . . . , xn]
n
and
GradI(X,F ) :=
{(
∂g
∂x1
+ I(X,F ), . . . ,
∂g
∂xn
+ I(X,F )
) ∣∣∣ g ∈ I(X,F )} ⊂
[F [x1, . . . , xn]/I(X,F )]
n = F [X]n
can be viewed as sheaves of sections of gradI(X,F ) = T (X,F )⊥ → X(F ). Thus, the
gradient codes consist of values of global sections of vector bundles and appear to be
of a similar nature with Goppa codes. In order to specify, let Y/Fq ⊂ PN (Fq) be a
smooth irreducible projective curve, defined over Fq, D = P1 + . . . + Pn be a sum
of n different Fq-rational points P1, . . . , Pn ∈ X(Fq) and G be a divisor on Y with
Supp(G)∩Supp(D) = ∅. Denote by OY ([G])→ Y the line bundle, associated with G
and consider the evaluation map
ED : H
0(Y,OY ([G]) −→ F
n
q ,
ED(s) := (s(P1), . . . , s(Pn))
of the global sections s ∈ H0(Y,OY ([G])) of OY ([G]). The image EDH
0(Y,OY ([G]))
of ED is called a Goppa code. It consists of the values (s(P1), . . . , s(Pn)) of the global
sections s ∈ H0(Y,OY ([G])) of the line bundle OY ([G]) → Y at the ordered n-tuple
of points (P1, . . . , Pn), while gradaI(X,F ) is constituted by the values
grad(g)(a) =
(
∂g
∂x1
, . . . ,
∂g
∂xn
)
(a) =
(
∂g
∂x1
+ I(X,F ), . . . ,
∂g
∂xn
+ I(X,F )
)
(a)
of the global sections
grad(g) =
(
∂g
∂x1
, . . . ,
∂g
∂xn
)
or
(
∂g
∂x1
+ I(X,F ), . . . ,
∂g
∂xn
+ I(X,F )
)
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of gradI(X,F )→ X(F ).
For an arbitrary integer 0 ≤ s ≤ n, let us consider the loci
X
(≥s)
grad := {a ∈ X | d(gradaI(X,Fqδ(a))) ≥ s},
X
(≤s)
grad := {a ∈ X | d(gradaI(X,Fqδ(a))) ≤ s},
at which the gradient codes to X are of minimum distance ≥ s, respectively, ≤ s. The
next proposition shows that the presence of a non-zero polynomial from I(X,Fq) in d
variables imposes an upper bound d on the minimum distance of a gradient code to
X at "almost all" the points of X.
Proposition 11. Let X/Fq ⊂ Fq
n
be an irreducible affine variety, defined over Fq,
for which there exists a non-zero polynomial h ∈ I(X,Fq)∩Fq[xβ] of |β| = d variables
and Π¬β : X → Fq
d
be the puncturing at the complement ¬β of β. Then
X
(≥d+1)
grad ⊆ Π
−1
¬β(Π¬β(X)
sing)  X,
so that X
(≤d)
grad is Zariski dense in X.
Proof. By assumption, I(X,Fq) = 〈f1, . . . , fm〉Fq is generated by some polynomi-
als f1, . . . , fm ∈ Fq[x1, . . . , xn]. Let G¬β,β ⊂ Fq[x1, . . . , xn] be a Groebner basis of
〈f1, . . . , fm〉Fq with respect to a lexicographic order with x¬β >lex xβ and
Gβ := G¬β,β ∩ Fq[xβ ] = {h1, . . . , hl}.
As in the proof of Proposition 7, h1, . . . , hl ∈ Fq[x1, . . . , xn] generate the absolute ideal
I(Π¬β(X),Fq) = I(Π¬β(X),Fq) = I(X,Fq) ∩ Fq[xβ ] = 〈Gβ〉Fq = 〈h1, . . . , hl〉Fq
of Π¬β(X). By the Elimination Theorem 2 from Chapter 2, §1, [3], Gβ is a Groebner
basis of I(X,Fq) ∩ Fq[xβ ] ⊳ Fq[xβ], so that the presence of a non-zero polynomial h ∈
I(X,Fq)∩Fq[xβ ] implies that the set Gβ 6= ∅ is non-empty. As a result, Π¬β(X)  Fq
d
is an irreducible affine variety of dimension dimΠ¬β(X) < d.
For any hi ∈ I(Π¬β(X),Fqδ(a)) ⊆ I(X,Fqδ(a)) and a ∈ X note that grad(hi)(a) ∈
gradaI(X,Fqδ(a)) is a word of weight ≤ d, as far as hi ∈ Fqδ(a) [xβ] depends on at most
|β| = d variables. In particular, for a ∈ X
(≥d+1)
grad there follows grad(hi)(Π¬β(a)) =
grad(hi)(a) = 0. Thus,
∂(h1, . . . , hl)
∂xβ
(Π¬β(a)) =

 grad(h1). . .
grad(hl)

 (Π¬β(a)) = 0 at ∀a ∈ X(d+1)grad
and
X
(≥d+1)
grad ⊆ V
(
∂hi
∂xj
∣∣∣ 1 ≤ i ≤ l, 1 ≤ j ≤ n) .
We claim that
V
(
∂hi
∂xj
∣∣∣ 1 ≤ i ≤ l, 1 ≤ j ≤ n) ⊆ Π−1¬β(Π¬β(X)sing).
Indeed, if ∂hi
∂xj
(a) = 0 for ∀1 ≤ i ≤ l, ∀1 ≤ j ≤ n then
TΠ¬β(a)(Π¬β(X),Fqδ(a)) = Fqδ(a).
According to dimΠ¬β(X) < d there follows Π¬β(a) ∈ Π¬β(X)
sing, which is equivalent
to a ∈ Π−1¬β(Π¬β(X)
sing). Thus,
X
(≥d+1)
grad ⊆ V
(
∂hi
∂xj
∣∣∣ 1 ≤ i ≤ l, 1 ≤ j ≤ n) ⊆ Π−1¬β(Π¬β(X)sing).
The assumption Π−1¬β(Π¬β(X)
sing) = X leads to Π¬β(X) = Π¬β(X)
sing and contra-
dicts Π¬β(X)
smooth 6= ∅.
Note that X
(≥d+1)
grad ⊆ Π
−1
¬β(Π¬β(X)
sing) implies
Π−1¬β(Π¬β(X)
smooth) = X \Π−1¬β(Π¬β(X)
sing) ⊆ X \X
(≥d+1)
grad = X
(≤d)
grad .
The non-empty subset Π−1¬β(Π¬β(X)
smooth) ⊆ X is Zariski open, as far as the smooth
locus Π¬β(X)
smooth is an open subset of Π¬β(X) and Πβ is continuous with respect to
the Zariski topology. Therefore Π−1¬β(Π¬β(X)
smooth) is Zariski dense in the irreducible
affine variety X and the Zariski closure X
(≤d)
grad of X
(≤d)
grad coincides with X, according
to
X = Π−1¬β(Π¬β(X)
smooth) ⊆ X
(≤d)
grad ⊆ X.
Note that X
(d)
grad is not claimed to be Zariski open in X. If there exists a polynomial
global tangent frame on X then there is a polynomial family of parity check matrices
of the gradient codes to X and X
(d)
grad is Zariski closed in X. As a result, X = X
(d)
grad
and Π¬β(X) ⊂ Fq
d
is smooth.
5 Tangent codes of special type
5.1 Near MDS tangent and gradient codes
According to Proposition 2 (i), if an irreducible affine variety X/Fq ⊂ Fq, defined over
Fq has at least one MDS tangent code Ta(X,Fqδ(a)) then the locus
X(n−k+1) := {a ∈ X | d(Ta(X,Fqδ(a))) = n− k + 1}
of the MDS tangent codes to X is Zariski open and Zariski dense in X.
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The present subsection is devoted to the near MDS-codes, introduced by Do-
dunekov and Landgev in [4]. These can be defined as the linear codes C ⊂ Fnq of
dimC = k and minimum distance d(C) = n − k, whose duals C⊥ ⊂ Fnq are of mini-
mum distance d(C⊥) = k. IfX/Fq ⊂ Fq
n
is an irreducible k-dimensional affine variety,
defined over Fq and XNMDS is the set of the points a ∈ X, at which the tangent code
Ta(X,Fqδ(a)) is near MDS then X
NMDS ⊆ X(n−k). We show that XNMDS is a Zariski
open subset of X. If XNMDS 6= ∅ is non-empty, then XNMDS is Zariski dense in X(n−k)
and in X.
In the statement and the proof of the next proposition we abbreviate Σs(n) :=
Σs(1, . . . , n), respectively, Σr(m) := Σr(1, . . . ,m), in order to simplify the notation.
Proposition 12. Let X ⊂ Fq
n
be an irreducible k-dimensional affine variety with
I(X,Fq) = 〈f1, . . . , fm〉Fq for some f1, . . . , fm ∈ Fq[x1, . . . , xn] and Πα : X → Πα(X)
be a non-finite puncturing at |α| = n − k coordinates. Then the subset XNMDS ⊆ X
of the points a ∈ X at which Ta(X,Fqδ(a)) is a near MDS code is Zariski open,
XNMDS =
X(n−k) \ V

 ∏
β∈Σn−k+1(n)
det
∂fψ(β)
∂xθ(β)
∣∣∣ ψ : Σn−k+1(n)→ Σn−k(m),θ : Σn−k+1(n)→ Σn−k(n)
θ(β) ∈ Σn−k(β)

 =
X \ V

 ∏
i∈Σn−k−1(n)
det
∂fϕ(i)
∂xi
∏
β∈Σn−k+1(n)
det
∂fψ(β)
∂xθ(β)
∣∣∣
ϕ : Σn−k−1(n)→ Σn−k−1(m),
ψ : Σn−k+1(n)→ Σn−k(m),
θ : Σn−k+1(n)→ Σn−k(n),
θ(β) ∈ Σn−k(β)


both in X(n−k) and in X. Thus, if some Zariski tangent space Ta(X,Fqδ(a)) at a
smooth point a ∈ X is a near MDS-code then XNMDS is Zariski dense in X(n−k), X
and I(X,Fq) ∩ Fq[xγ ] = {0} for ∀γ ∈ Σk−1(n).
Proof. By Lemma 3.1 from [4], an [n, k, n− k]q-code Ta(X,Fqδ(a)) with a parity check
matrix ∂f
∂x
(a) is near MDS exactly when for ∀β ∈ Σn−k+1(n) the matrix
∂f
∂xβ
(a) ∈
Mm×(n−k+1)(Fqδ(a)) is of maximal rank rk
∂f
∂xβ
(a) = n− k. Thus,
X(n−k) \XNMDS = X(n−k) ∩
[
∪β∈Σn−k+1(n)
{
a ∈ X
∣∣∣ rk ∂f
∂xβ
(a) < n− k
}]
.
The minors of ∂f
∂xβ
(a) of order n − k are labeled by λ ∈ Σn−k(m) and µ ∈ Σn−k(β),
so that
X(n−k) \XNMDS =
X(n−k) ∩
[
∪β∈Σn−k+1(n)V
(
det
∂fλ
∂xµ
∣∣∣ λ ∈ Σn−k(m), µ ∈ Σn−k(β)
)]
.
30
Bearing in mind that ∪ν∈NV (Sν) = V
( ∏
ν∈N
Sν
)
for an arbitrary finite set N ,
∏
ν∈N
Sν :=
{∏
ν∈N
gν
∣∣∣ gν ∈ Sν
}
and arbitrary subsets Sν ⊂ Fq[x1, . . . , xn], one concludes that
X(n−k) \XNMDS =
X(n−k) ∩ V

 ∏
β∈Σn−k+1(n)
det
∂fψ(β)
∂xθ(β)
∣∣∣ ψ : Σn−k+1(n)→ Σn−k(m),θ : Σn−k+1(n)→ Σn−k(n),
θ(β) ∈ Σn−k(β)


Therefore, the subset XNMDS of X(n−k) equals
XNMDS = X(n−k) \ (X(n−k) \XNMDS) = X(n−k) \ V (A)
for
A :=


∏
β∈Σn−k+1(n)
det
∂fψ(β)
∂xθ(β)
∣∣∣ ψ : Σn−k+1(n)→ Σn−k(m),θ : Σn−k+1(n)→ Σn−k(n),
θ(β) ∈ Σn−k(β)

 .
If
B :=


∏
i∈Σn−k−1(n)
det
∂fϕ(i)
∂xi
∣∣∣ ϕ : Σn−k−1(n)→ Σn−k−1(m)


the by Proposition 2 (ii) and (1) there follows
X(n−k) = X(≥n−k) = X \X(≤n−k−1) = X \ V (B).
Thus,
XNMDS = [X \ V (B)] \ V (A) = X \ [V (B) ∪ V (A)] = X \ V (BA)
with
BA =


∏
i∈Σn−k−1(n)
det
∂fϕ(i)
∂xi
∏
β∈Σn−k+1(n)
det
∂fψ(β)
∂xθ(β)
∣∣∣
ϕ : Σn−k−1(n)→ Σn−k−1(m),
ψ : Σn−k+1(n)→ Σn−k(m),
θ : Σn−k+1(n)→ Σn−k(n),
θ(β) ∈ Σn−k(β)

 .
By Lemma 3.2 from [4], a linear code C is near MDS if and only if its dual C⊥
is near MDS. Thus, at any a ∈ XNMDS the gradient code gradaI(X,Fqδ(a)) is near
MDS and, in particular, d(gradaI(X,Fqδ(a))) = k. In such a way, X
NMDS ⊆ X
(≥k)
grad and
X
(≥k)
grad is Zariski dense in X. By Proposition 11, the presence of a non-zero polynomial
h ∈ I(X,Fq) ∩ Fq[xγ ] requires the Zariski closure Xgrad
(≥k)
⊆ Π−1¬γ (Π¬γ(X)
sing)  X
to be a proper affine subvariety of X. The contradiction justifies the vanishing of the
intersections I(X,Fq) ∩ Fq[xγ ] = {0} for ∀γ ∈ Σk−1(n).
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By Theorem 3.5 from [4], the existence of an [n, k, n−k]q-code with k ≥ 2 requires
n − k ≤ 2q. Therefore X(n−k) ⊆ ∪
ql≥n−k
2
X(Fql) in the case of dimX = k ≥ 2.
Theorem 3.4 from [4] specifies that for q < n− k any [n, k, n− k]q-code is near MDS.
Thus, X(n−k) \XNMDS ⊆ ∪ql≥n−kX
(n−k)(Fql). Note that
Y = ∪ql<n−kX
(n−k)(Fql) = X
(n−k) ∩
[
∪ql<n−kV (x
ql
i − xi | 1 ≤ i ≤ n)
]
=
X(n−k) \ ∪ql≥n−kX
(n−k)(Fql)
is a finite explicitly given affine subvariety of X(n−k), contained in XNMDS. Therefore
dimY = 0, while dimXNMDS = k and XNMDS is "considerably larger" than Y .
5.2 Cyclic tangent codes
Let us recall that a linear code C ⊂ Fnq is cyclic if invariant under the cyclic shift of
components
ζ : Fnq −→ F
n
q ,
ζ(x1, x2, . . . , xn) = (x2, . . . , xn, x1).
The cyclic codes C are in a bijective correspondence with the principal ideals 〈g〉Fq ⊳
Fq[t]/〈tn − 1〉 in the quotient ring of Fq[t] by the ideal 〈tn − 1〉 ⊳ Fq[t] with generator
tn − 1 ∈ Fq[t]. The polynomial g(t) ∈ Fq[t] is a divisor of tn − 1 of degree deg g =
n− dimFq C with leading coefficient 1.
In order to construct an affine variety, at which all Zariski tangent spaces extend
to cyclic codes over sufficiently large extensions of the definition fields, we need the
following
Lemma 13. Let X ⊂ Fq
n
be an irreducible k-dimensional affine variety, whose abso-
lute ideal I(X,Fq) = 〈f1, . . . , fm〉Fq is generated by some f1, . . . , fm ∈ Fq[x1, . . . , xn]
and
X≤r :=
{
a ∈ X
∣∣∣ rk∂f
∂x
(a) ≤ r
}
for 0 ≤ r ≤ n− k
be the loci at which the Zariski tangent spaces are of dimension ≥ n − r. For an
arbitrary Fqs-linear code C ⊂ Fnqs consider the locus
X(C) :=
{a ∈ X |Ta(X,Fqδ(a))⊗Fqδ(a) Fql(a) = C ⊗Fqs ⊗Fql(a) for l(a) = LCM(δ(a), s) ∈ N}
of X at which the tangent codes coincide with C after an appropriate extension of the
constant field.
(i) The loci
X≤r = V
(
det
∂fλ
∂xµ
∣∣∣ λ ∈ Σr+1(1, . . . m), µ ∈ Σr+1(1, . . . , n)
)
∩X
are Zariski closed subsets of X.
In particular, X≤n−k−1 = X
sing is the set of the singular points of X.
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(ii) If C ⊂ Fnqs has parity check matrix H ∈ Mr×n(Fqs) of rank 0 ≤ r ≤ n − k
and Hλ is the matrix, formed by the columns of H, labeled by λ ⊆ {1, . . . , n}, then
X(C) = Z(C) ∩X>r−1 is the intersection of the Zariski closed subset
Z(C) := V
(
det
(
∂fj
∂xλ
Hλ
) ∣∣∣ 1 ≤ j ≤ m, λ ∈ Σr+1(1, . . . , n)
)
∩X
of X with the Zariski open subset X>r−1 := X \X≤r−1. In particular, if dimZ(C) ≥ 1
then X(C) is an infinite set.
(iii) For an Fq-linear code C ⊂ Fnq of dimFq C = k with parity check matrix
H ∈ M(n−k)×n(Fq) and for arbitrary polynomials g1, . . . , gn−k ∈ Fq[x1, . . . , xn], the
affine variety XC := V (f1, . . . , fn−k) cut by
fi(x1, . . . , xn) =
n∑
j=1
Hijxj + gi(x
p
1, . . . , x
p
n) with ∀1 ≤ i ≤ n− k
is smooth and has constant tangent codes Ta(X,Fqδ(a)) = C⊗Fq Fqδ(a) for ∀a ∈ X, i.e.,
XC = X(C).
Proof. (i) The condition rk∂f
∂x
(a) ≤ r is equivalent to the vanishing of all the minors
of ∂f
∂x
(a) of order r + 1.
(ii) Note that a ∈ X \X≤r−1 exactly when rk
∂f
∂x
(a) ≥ r, which is tantamount to
dimTa(X,Fqδ(a))⊗Fqδ(a) Fql(a) ≤ n− r = dimFql(a) C ⊗Fqs Fql(a)
for l(a) = LCM(δ(a), s) ∈ N. Thus, a point a ∈ X \X≤r−1 belongs to X(C) if and
only if Ta(X,Fqδ(a)) ⊗Fqδ(a) Fql(a) ⊇ C ⊗Fqs Fql(a) . This is equivalent to the opposite
inclusion of the corresponding dual codes,
SpanF
ql(a)
(
∂fj
∂x
(a)
∣∣∣ 1 ≤ j ≤ m) ⊆ RowSpanF
ql(a)
H.
Note that
∂fj
∂x
(a) ∈ RowSpanF
ql(a)
H if and only if
rk
(
∂fj
∂x
(a)
H
)
= rkH = r
and this is equivalent to the vanishing of all the minors of(
∂fj
∂x
(a)
H
)
∈M(r+1)×n(Fql(a))
of order r + 1.
(iii) Note that the Jacobian matrix
∂(f1,...,fn−k)
∂(x1,...,xn)
≡ H is constant and
Ta(XC ,Fqδ(a)) ⊆ C ⊗Fq Fqδ(a),
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according to f1, . . . , fn−k ∈ I(XC ,Fq). Making use of
k ≤ dimXC ≤ dimTa(XC ,Fqδ(a)) ≤ dimFq C = k,
one concludes that dimXC = k, Ta(XC ,Fqδ(a)) = C ⊗Fq Fqδ(a) and XC consists of
smooth points.
With some abuse of notation, if X = X(C) for some linear code C ⊂ Fnq , we say
that X has constant Zariski tangent bundles over all finite fields Fqs ⊂ Fq.
Denote p = charFq and note that tn − 1 ∈ Fp[t] has coefficients from the prime
field Fp of Fq. For any prime integer p and any natural number n, let Fσ, σ = σ(p, n)
be the splitting field of tn − 1 ∈ Fp[t] over Fp. We assume that p and n are relatively
prime, so that tn − 1 has no multiple roots in the algebraic closure Fp = ∪∞s=1Fps of
Fp. For an arbitrary divisor g(t) ∈ Fσ[t] of tn − 1 with leading coefficient 1 and an
arbitrary s ∈ N, let us denote by
〈g〉Fσs := 〈g(t) + 〈t
n − 1〉Fσs 〉 ⊳ Fσs [t]/〈t
n − 1〉Fσs
the cyclic code over Fσs with generator polynomial g(t). We are interested in the
cyclic codes 〈g〉Fσs ⊂ F
n
σs over Fσs of length n and dimension
k ≤ dimFσs 〈g〉Fσs = n− deg g ≤ n.
These correspond to g(t) ∈ Fσ[t] of degree 0 ≤ deg g ≤ n− k.
Denote by Dp,n the set of the divisors g(t) ∈ Fp[t] of tn − 1 ∈ Fp[t] with leading
coefficient 1 and put Dp,n(ν) := {g ∈ Dp,n | deg g = ν}. Note that Dp,n and therefore
Dp,n(ν) are finite sets. We say that all cyclic codes of length n and dimension k over Fp
are realized as finite Zariski tangent spaces to an affine variety X ⊂ Fp
n
of dimX = k,
if for any g ∈ Dp,n(n− k) there exists a ∈ X with
Ta(X,Fqδ(a))⊗Fqδ(a) Fqδ(a,g) = 〈g〉Fqδ(g) ⊗Fqδ(g) Fqδ(a,g),
where Fqδ(g) is the common definition field of all the coefficients of g(t) ∈ Fp[t] and
Fqδ(a,g) is the common definition field of a and the coefficients of g(t). All cyclic codes
of length n over Fp are realized as finite Zariski tangent spaces to an affine variety
X ⊂ Fp
n
if this holds for all cyclic codes of length n and an arbitrary dimension
0 ≤ k ≤ n over Fp.
The next corollary constructs an affine variety, whose all finite Zariski tangent
spaces are cyclic codes and an affine variety with an arbitrary number of non-cyclic
tangent codes.
Corollary 14. (i) Let X/Fq ⊂ Fq
n
be an irreducible k-dimensional affine variety,
defined over Fq,
XT ζ := {a ∈ X | ζTa(X,Fqδ(a)) = Ta(X,Fqδ(a))}
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be the subset of X, at which the finite Zariski tangent spaces are cyclic codes and
Xsmooth = X≥n−k = Xn−k := {a ∈ X | rk
∂f
∂x
(a) = n− k} be the smooth locus of X.
Then XT ζ ∩Xsmooth is a Zariski closed subset of Xsmooth.
(ii) For an arbitrary natural number n and an arbitrary prime integer p, relatively
prime to n, there exists a smooth affine variety
Xζp,n :=
∐
g∈Dp,n
X〈g〉Fq ⊂ Fp
n
,
such that all cyclic codes of length n over Fp are realized as Zariski tangent spaces to
Xζp,n and all finite Zariski tangent spaces to X
ζ
p,n are cyclic codes.
(iii) For arbitrary k, n,M ∈ N with k < n and an arbitrary prime integer p with
GCD(p, n) = 1, there is an affine variety Xp,n,k(M) ⊂ Fp
n
of dimXp,n.k(M) = k,
such that all cyclic codes of length n and dimension k over Fp are realized as finite
Zariski tangent spaces to Xp,n,k(M) and there are at least M non-cyclic finite Zariski
tangent spaces to Xp,n,k(M).
Proof. (i) For an arbitrary 0 ≤ r ≤ n− k let us consider the subset
XT ζr := {a ∈ XT
ζ | dimTa(X,Fqδ(a)) = n− r}
of XT ζ . It suffices to show that
XT ζr = Z
ζ
r ∩X≥r
is the intersection of a Zariski closed subset Zζr ⊆ X with the Zariski open subset
X>r−1 := X \X≤r−1 of X. In the notations of Lemma 13 (ii), one has
XT ζr = ∪g∈Dp,n(n−r)X(〈g〉Fq) =
∪g∈Dp,n(n−r) [Z(〈g〉Fq ) ∩X>r−1] =[
∪g∈Dp,n(n−r)Z(〈g〉Fq )
]
∩X>r−1 =
Zζr ∩X≥r
for the Zariski closed subset
Zζr := ∪g∈Dp,n(n−r)Z(〈g〉Fq) ⊆ X.
In the case of r = n− k, one concludes that
XT ζn−k = Z
ζ
n−k ∩X≥n−k = Z
ζ
n−k ∩Xn−k = XT
ζ ∩Xsmooth
is a Zariski closed subset of Xsmooth.
(ii) In the notations from Lemma 13 (iii), X〈g〉Fq are smooth affine varieties whose
all finite Zariski tangent spaces
Ta(X〈g〉Fq ,Fqδ(a)) = 〈g〉Fq ⊗Fq Fqδ(a) = 〈g〉Fδ(a)q
⊂ Fn
qδ(a)
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are cyclic codes.
(iii) For an arbitrary natural number n and an arbitrary prime integer p, which is
relatively prime to n, there are |Dp,n(n−k)| =
(
n
n−k
)
=
(
n
k
)
generator polynomials g(t)
of cyclic codes of dimension k over Fp. These g(t) are uniquely determined by their
n−k roots, contained in the set of the n distinct roots of tn−1 in Fp. For any M ∈ N
there exists s ∈ N, such that ps −
(
n
k
)
≥M and Fps contains the splitting fields of all
g ∈ Dp,n(n − k). Consider a family C → Fnps of Fps-linear codes C(a) ⊂ F
n
ps of length
n and dimension k, which contains all cyclic codes 〈g〉Fps with generator polynomials
g ∈ Dp,n(n− k) as fibres over some points of Fnps, and has at least M non-cyclic fibres
C(b), b ∈ Fnps . By Proposition 5, there exist irreducible k-dimensional affine varieties
Y1/Fps , . . . , Ym/Fps ⊂ Fp
n
, defined over Fps, such that
Fps ⊆ Y
smooth
1 (Fps) ∪ . . . ∪ Y
smooth
m (Fps) and
Ta(Yi,Fps) = C(a) for all a ∈ Fps and all Yi ∋ a.
The affine variety Xp,n,k(M) := Y1 ∪ . . . ∪ Ym of dimension k realizes all cyclic codes
〈g〉Fps of length n and dimension k as Zariski tangent spaces and has at least M
non-cyclic Zariski tangent codes over Fps .
5.3 Hamming tangent codes
Let us fix a finite field Fq, a natural number r ∈ N and denote n = |Pr−1(Fq)| =
qr−1
q−1 .
Choose a complete set of liftings H1, . . . ,Hn ∈Mr×n(Fq) of the points of the projective
space Pr−1(Fq) = P(Frq) ≃ F
r
q \ {0
r}/F∗q or a complete set of F
∗
q-orbit representatives
on Frq. The Fq-linear code Hq,r ⊂ F
n
q with parity check matrix Hq,r := (H1 . . . Hn)
has minimum distance 3 and is known as the Hamming code. The present subsection
constructs an embedding of Fq
n−r
in Fq
n
, whose image has q(q − 1)n−r−1 Hamming
tangent codes in the case of an odd characteristic charFq and qn−r Hamming tangent
codes for charFq = 2.
Proposition 15. Let Hq,r = (H1 . . . Hn) ∈Mr×n(Fq) with n =
qr−1
a−1 be a parity check
matrix of a Hamming code with rk(H1 . . . Hr) = r and Hr−1 + Hr = Hr+1. Then
the puncturing Πρ : Fq
n
→ Fq
n−r
at ρ = {1, . . . , r} restricts to a biregular morphism
Πρ : X = V (f1, . . . , fr)→ Fq
n−r
of the affine variety X, cut by the polynomials
fi(x1, . . . , xn) =
n∑
j=1
Hijxj +
n∑
j=r+2
Hijx
2
j for 1 ≤ i ≤ r.
If p = charFq ≥ 3 then Ta(X,Fq) ⊂ Fnq are Hamming codes for all
a ∈ X(Fq) \ V

 n∏
j=r+2
(2xj + 1)


and ∣∣∣∣∣∣X(Fq) \ V

 n∏
j=r+2
(2xj + 1)


∣∣∣∣∣∣ = q(q − 1)n−r−1.
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In the case of charFq = 2, the Zariski tangent spaces Ta(X,Fq) ⊂ Fnq are Hamming
codes for all the Fq-rational points a ∈ X(Fq) and |X(Fq)| = qn−r.
Proof. Let us denote
A := (H1 . . . Hr)
−1 ∈Mr×r(Fq), H
′′ := (Hr+2 . . . Hn) ∈Mr×(n−r−1)(Fq)
and observe that
 f1. . .
fr

 = ( A−1 Hr+1 H ′′ )

 x1. . .
xn

+H ′′

 x2r+2. . .
x2n

 .
Therefore
A

 f1. . .
fr

 = ( Ir (AHr+1) (AH ′′) )

 x1. . .
xn

+ (AH ′′)

 x2r+2. . .
x2n


and
A

 f1. . .
fr

 = xi + (AHr+1)ixr+1 + n∑
j=r+2
(AH ′′)ijxj(xj + 1) for ∀1 ≤ i ≤ r. (4)
Denote
gi(xr+1, . . . , xn) := −(AHr+1)ixr+1 −
n∑
j=r+2
(AH ′′)ijxj(xj + 1) ∈ Fq[xr+1, . . . , xn]
for ∀r + 1 ≤ i ≤ n. The fiber of the puncturing Πρ : X → Fq
n−r
over an arbitrary
point a′ = (ar+1, . . . , an) ∈ Fq
n−r
is claimed to consist of a single point
Π−1ρ (a
′) ∩X = {(g1(a
′), . . . , gr(a
′), a′)}. (5)
Indeed, if a = (a1, . . . , ar, a
′) ∈ Π−1ρ (a
′) ∩ X then f1(a) = . . . = fr(a) = 0 and (4)
implies that ai − gi(a
′) = 0 for ∀1 ≤ i ≤ r. Conversely, if ai = gi(a
′) for ∀1 ≤ i ≤ r
then (4) requires
A

 f1(a). . .
Fr(a)

 = 0r×1,
whereas 
 f1(a). . .
fr(a)

 = A−10r×1 = (H1 . . . Hr)0r×1 = 0r×1
and (g1(a
′), . . . , gr(a
′), a′) ∈ Π−1ρ (a
′) ∩X. In such a way,
Π−1ρ : Fq
n−r
−→ X,
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Π−1ρ (xr+1, . . . , xn) = (g1(xr+1, . . . , xn), . . . , gr(xr+1, . . . , xn), xr+1, . . . , xn)
is a correctly defined morphism of affine varieties and Πρ : X → Fq
n−r
is a biregular
map.
According to
∂fi
∂xj
= Hij for 1 ≤ j ≤ r + 1, 1 ≤ i ≤ r and
∂fi
∂xj
= Hij(1 + 2xj) for r + 2 ≤ j ≤ n, 1 ≤ i ≤ r,
the Jacobian matrix of the defining equations of X is
∂f
∂x
= (H1 . . . Hr[(1 + 2xr+2)Hr+2] . . . [(1 + 2xn)Hn]).
Due to Hr−1+Hr−Hr+1 = 0r×1, the word c := (0
r−2, 1, 1,−1, 0n−r−1) belongs to all
tangent codes Tb(X,Fqδ(b)), b ∈ X. Therefore d(Tb(X,F
δ(b)
q )) ≤ 3 and X = X(≤3).
If charFq = 2 then
∂f
∂x
(a) = Hq,r for all a ∈ X and Ta(X,Fq) are Hamming codes
at all the Fq-rational points a ∈ X(Fq). Note that the polynomials
g1(xr+1, . . . , xn), . . . , gr(xr+1, . . . , xn)
have coefficients from Fq, so that for any a′ ∈ Fn−rq one has Π
−1
ρ (a
′) ∩ X ⊆ X(Fq).
Thus, Πρ : X → Fq
n−r
restricts to a bijective map Πρ : X(Fq) → Fn−rq and the
cardinality |X(Fq)| = |Fn−rq | = q
n−r.
If charFq = p ≥ 3 is an odd prime then for any a ∈ X(Fq) \ V
(
n∏
j=r+2
(2xj + 1)
)
the columns of ∂f
∂x
(a) are pairwise non-proportional. Therefore ∂f
∂x
(a) is a parity check
matrix of the Hamming code Hq,r = Ta(X,Fq) for ∀a ∈ X(Fq) \ V
(
n∏
j=r+2
(2xj + 1)
)
.
The bijective map Πρ : X(Fq)→ Fn−rq restricts to an isomorphism
Πρ : X(Fq) \ V

 n∏
j=r+2
(2xj + 1)

 −→ Fn−rq \ V

 n∏
j=r+2
(2xj + 1)

 .
Making use of
Fn−rq \ V

 n∏
j=r+2
(2xj + 1)

 ≃ Fq × (Fq \ {−[2(mod p)]−1})n−r−1 ,
one concludes that
∣∣∣∣∣X(Fq) \ V
(
n∏
j=r+2
(2xj + 1)
)∣∣∣∣∣ = q(q − 1)n−r−1.
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6 Operations on tangent codes and affine varieties
6.1 Tangent codes to punctured varieties
The present section provides a sufficient condition for a Zariski tangent space to the
punctured variety Πγ(X) to be the puncturing at γ of the corresponding Zariski
tangent space to X. This is shown to hold on a Zariski dense subset Wt of X. The
tangent vectors to Πγ(X) of minimum weight at the points of Πγ(Wγ) turn to be the
puncturings at γ of the tangent vectors to X of minimum weight, containing γ in its
support.
Lemma 16. For any puncturing Πγ : X → Πγ(X) of a k-dimensional affine variety
X/Fq ⊂ Fq
N
with l-dimensional generic fibres Π−1γ (Πγ(a)), a ∈ X, there exists a
factorization
X Πγ\β(X)
Πγ(X)
❄
Πγ
✲
Πγ\β
 
 
 
 ✠
Πβ
through a finite puncturing Πγ\β : X → Πγ\β(X), followed by a puncturing Πβ :
Πγ\β(X) → Πγ(X) with generic fibres Fq
l
. Moreover, if the finite puncturing Πγ\β :
X → Πγ\β(X) is separable then there is a Zariski dense subset
Uγ\β := Etale(Πγ\β) ∩Π
−1
γ\β(Πγ\β(X)
smooth) ⊆ X,
at which the puncturings
ΠγTa(X,Fqδ(a)) = TΠγ(a)(Πγ(X),Fqδ(a)) (6)
of the tangent codes to X at γ are tangent codes to the puncturing Πγ(X) of X at γ.
Proof. The surjective morphism Πγ : X → Πγ(X) induces an embedding Π
∗
γ :
Fq(Πγ(X)) →֒ Fq(X) of the corresponding function fields. The transcendence de-
gree trdegFq(Πγ(X))Fq(X) of Fq(X) over Fq(Πγ(X)) coincides with the dimension l of
a generic fibre of Πγ : X → Πγ(X). If xβ = {xβ1 , . . . , xβl}, xβi := xβi + I(X,Fq) ∈
Fq[X] ⊂ Fq(X) is a coordinate transcendence basis of Fq(X) over Fq(Πγ(X)) for
a subset β ⊆ γ then the field Fq(Πγ(X))(xβ) = Fq(Πγ\β(X)) is a purely trans-
cendental extension of Fq(Πγ(X)) of degree l and Fq(X) is a finite extension of
Fq(Πγ\β(X)). Thus, Πγ\β : X → Πγ\β(X) is a finite morphism and the generic
fibres of Πβ : Πγ\β(X)→ Πγ(X) are isomorphic to the affine space Fq
l
.
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At an arbitrary point a ∈ Etale(Πγ\β), one has a commutative diagram
Ta(X,Fqδ(a)) TΠγ\β(a)(Πγ\β(X),Fqδ(a))
TΠγ(a)(Πγ(X),Fqδ(a))
✲
(dΠγ\β)a
❍❍❍❍❍❍❍❍❥
(dΠγ)a
❄
(dΠβ)Πγ\β (a)
of puncturings of tangent codes. By the very definition of the etale´ locus Etale(Πγ\β)
of Πγ\β , the Fqδ(a)-linear map (dΠγ\β)a is injective. Therefore
dimF
qδ(a)
ker(dΠγ)a =
dimF
qδ(a)
ker(dΠβ)Πγ\β (a) : [d(Πγ\β)aTa(X,Fqδ(a)) −→ ΠγTa(X,Fqδ(a))] ≤
dim
Fδ(a)q
ker(dΠβ)Πγ\β(a) : [TΠγ\β (a)(Πγ\β(X),Fqδ(a)) −→ TΠγ(a)(Πγ(X),Fqδ(a))].
The puncturing (dΠβ)Πγ\β(a) = Πβ at |β| = l coordinates has kernel of dimension
≤ l, so that dimF
qδ(a)
ker(dΠγ)a ≤ l. If a ∈ Etale(Πγ\β) ∩ Π
−1
γ (Πγ(X)
smooth) then
dimTΠγ(a)(Πγ(X),Fqδ(a)) = dimΠγ(X) = k − l and the code (dΠγ)aTa(X,Fqδ(a)),
contained in TΠγ(a)(Πγ(X),Fqδ(a)) is of dimension
k− l ≥ dimF
qδ(a)
(dΠγ)aTa(X,Fqδ(a)) = dimTa(X,Fqδ(a))−dimFqδ(a) ker(dΠγ)a ≥ k− l.
As a result,
dimF
qδ(a)
(dΠγ)aTa(X,Fqδ(a)) = k − l = dimTΠγ(a)(Πγ(X),Fqδ(a))
and there follows ( 6).
Let C ⊂ Fnq be a linear code of minimum distance d(C) = d. For any ν ∈ N, ν ≥ d
denote by
Wtν(C) := {c ∈ C | wt(c) = ν}
the set of the words of C of weight ν. The following simple lemma will be used for
the description of the words of minimum weight in a generic tangent code to Πγ(X).
Lemma 17. Let C ⊂ Fnq be an Fq-linear code of minimum distance d(C) = d > s and
Πγ : C → Πγ(C) be the puncturing at some γ = {γ1, . . . , γs} ∈ Σs(1, . . . , n). Then
the punctured code Πγ(C) ⊂ Fn−sq is of minimum distance d(Πγ(C)) ≥ d− s and the
words
Wtd−s(Πγ(C)) = Πγ(Wtd(C) \ V (xγ1 . . . xγs))
of Πγ(C) of weight d − s are exactly the punctures of the words c ∈ C of minimum
weight d, whose support contains γ.
In particular, d(Πγ(C)) = d − s exactly when C contains a word c with support
Supp(c) ⊇ γ, |Supp(c)| = d.
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Proof. By an induction on s, if γ = {γ1} and d > 1 then
Wtd−1(Πγ1(C)) = Πγ1(Wtd(C) \ V (γ1)) (7)
and d(Πγ1(C)) ≥ d− 1. For an arbitrary γ = {γ1, . . . , γs−1, γs} ∈ Σs(1, . . . , n), let us
denote γ′ := {γ1, . . . , γs−1} ∈ Σs−1(1, . . . , n) and assume that
Wtd−s+1(Πγ′(C)) = Πγ′(Wtd(C) \ V (xγ1 . . . xγs−1), (8)
d(Πγ′(C)) ≥ d− s+ 1 > 1. The application of (7) to Πγ′(C) provides
Wtd−s(Πγ(C)) = Wtd−s(ΠγsΠγ′(C)) = Πγs(Wtd−s+1(Πγ′(C)) \ V (xγs))
and d(Πγ(C)) ≥ d− s. By the inductional hypothesis (8) one has
Wtd−s+1(Πγ′(C)) \ V (xγs) = Πγ′(Wtd(C) \ V (xγ1 . . . xγs−1)) \ V (xγs) =
Πγ′(Wtd(C) \ V (xγ1 . . . xγs)).
Therefore
Wtd−s(Πγ(C)) = ΠγsΠγ′(Wtd(C) \ V (xγ1 . . . xγs)) = Πγ(Wtd(C) \ V (xγ1 . . . xγs)).
Corollary 18. Let X/Fq ⊂ Fq
n
be an irreducible affine variety, defined over Fq with
X(d) := {a ∈ X | d(Ta(X,Fq)) = d} 6= ∅, Πβ : X → Πβ(X) be a non-finite
puncturing at |β| = d variables and Πγ : X → Πγ(X) be a finite separable puncturing
at a subset γ ⊂ β of cardinality |γ| = s. Then
(i) Etale(Πγ) ∩Π
−1
γ (Πγ(X)
smooth) ∩X(d) is a Zariski dense subset of X;
(ii) at any point b ∈ Etale(Πγ) ∩ Π
−1
γ (Πγ(X)
smooth) ∩ X(d) the tangent code
TΠγ(b)(Πγ(X),Fqδ(b)) = (dΠγ)bTb(X,Fqδ(b)) is of minimum distance ≥ d − s and the
words
Wtd−s(TΠγ(b)(Πγ(X),Fqδ(b))) = Πγ(Wtd(Tb(X,Fqδ(b)) \ V (xγ1 . . . xγs))
of TΠγ(b)(Πγ(X),Fqδ(b)) of minimum weight d − s are the punctures of the words of
Tb(X,Fqδ(b)) of weight d, whose support contains γ.
Proof. (i) By Proposition 2 (ii), the set X(d) is Zariski dense in X. Then Lemma 1 (iii)
applies to Πγ and provides the Zariski density of Uγ := Etale(Πγ)∩Π
−1
γ (Πγ(X)
smooth)
in X. The inclusions
Uγ ∩X
(d) ⊆ Uγ , Uγ ∩X
(d) ⊆ X(d)
of subsets of Fq
n
imply the opposite inclusions
I(Uγ ,Fq) ⊆ I(Uγ ∩X
(d),Fq), I(X
(d),Fq) ⊆ I(Uγ ∩X
(d),Fq)
of the corresponding absolute ideals. Therefore
I(Uγ ,Fq) + I(X
(d),Fq) ⊆ I(Uγ ∩X
(d),Fq),
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whereas the Zariski closure
Uγ ∩X(d) = V I(Uγ ∩X
(d),Fq) ⊆ V (I(Uγ ,Fq) + I(X
(d),Fq)) =
V I(Uγ ,Fq) ∩ V I(X
(d),Fq) = Uγ ∩X(d) = X ∩X = X.
(ii) The claim is an immediate consequence of Lemma 17 and the surjectiveness
of the differential (dΠγ)b : Tb(X,Fqδ(b)) → TΠγ(b)(Πγ(X),Fqδ(b)) of Πγ : X → Πγ(X)
at any point b ∈ Uγ , established in Lemma 1 (ii).
6.2 Shortening and puncturing tangent and gradient codes
The present subsection describes the shortening of a tangent code to X on γ as a
tangent code to the shortening Πγ(X ∩ V (xi | i ∈ γ)) of the variety X on γ, the
puncturing of a gradient code to X at γ as a gradient code to X ∩ V (xi | i ∈ γ) and
the shortening of a gradient code to X on γ as a gradient code to the puncturing
Πγ(X) of X at γ.
The shortening of a linear code C ⊂ Fnq on γ ∈ Σs(1, . . . , n) is the puncturing
Cγ := Πγ(C ∩ V (xi | ∀i ∈ γ))
of the subspace C ∩ V (xi | ∀i ∈ γ) = {c ∈ C | ci = 0, ∀i ∈ γ} of C at γ.
Let X ⊂ Fq
n
be a k-dimensional irreducible affine variety with absolute ideal
I(X,Fq) = 〈f1, . . . , fm〉Fq for some f1, . . . , fm ∈ Fq[x1, . . . , xn]. A point a ∈ X is
smooth exactly when rk∂f
∂x
(a) = n− k. If so, then there exist λ ∈ Σn−k(1, . . . ,m) and
µ ∈ Σn−k(1, . . . , n) with det
∂fλ
∂xµ
(a) 6= 0. Denoting
Xsmooth(µ) := X \ V
(
det
∂fλ
∂xµ
∣∣∣ λ ∈ Σn−k(1, . . . ,m)
)
,
one expresses
Xsmooth = ∪µ∈Σn−k(1,...,n)X
smooth(µ).
Observe that Xsmooth(µ) are Zariski open subsets of X. As far as Xsmooth is non-
empty, Zariski open and Zariski dense in X, there exists µ ∈ Σn−k(1, . . . , n) with
non-empty and Zariski dense Xsmooth(µ) ⊆ X.
Proposition 19. (i) Let X ⊂ Fq
n
be an irreducible affine variety with absolute ideal
I(X,Fq) = 〈f1, . . . , fm〉Fq for some f1, . . . , fm ∈ Fq[x1, . . . , xn], X
smooth(µ) 6= ∅
for some µ ∈ Σn−k(1, . . . , n) and γ ∈ Σs(¬µ). Then at an arbitrary point a ∈
Xsmooth(µ) ∩ Etale(Πγ) ∩Π
−1
γ ((Πγ(X ∩ V (xi | i ∈ γ))
smooth) the shortening
Ta(X,Fqδ(a))γ :=
Πγ(Ta(X,Fqδ(a)) ∩ V (xi | i ∈ γ)) = TΠγ(a)(Πγ(X ∩ V (xi | i ∈ γ)),Fqδ(a))
(9)
of a Zariski tangent space to X on γ coincides with the Zariski tangent space to the
shortening X ∩ V (xi | i ∈ γ) of X on γ and the puncturing
ΠγgradaI(X,Fqδ(a)) = gradΠγ(a)I(X ∩ V (xi | i ∈ γ),Fqδ(a)) (10)
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of the gradient code to X at γ coincides with the gradient code to the shortening
X ∩ V (xi | iγ) of X on γ.
(ii) Suppose that X/Fq ⊂ Fq
n
is an irreducible affine variety, defined over Fq,
γ ∈ Σs(1, . . . , n), β ⊆ γ and xβ is such a coordinate transcendence basis of Fq(X)
over Fq(Πγ(X)) that the finite puncturing Πγ\β : X → Πγ\β(X) is separable. Then at
any point a ∈ Etale(Πγ\β) ∩Π
−1
γ (Πγ(X)
smooth) the shortening
gradaI(X,Fqδ(a))γ :=
Πγ(gradaI(X,Fqδ(a)) ∩ V (xi | i ∈ γ)) = gradΠγ(a)I(Πγ(X),Fqδ(a))
(11)
of the gradient code to X on γ coincides with the gradient code to the puncturing
Πγ(X) of X at γ.
Proof. (i) The inclusions X ∩ V (xi | i ∈ γ) ⊆ X, X ∩ V (xi | i ∈ γ) ⊆ V (xi | i ∈ γ)
of affine varieties imply the opposite inclusions I(X,Fq) ⊆ I(X ∩ V (xi | i ∈ γ),Fq),
〈xi | i ∈ γ〉Fq ⊆ I(X ∩ V (xi | i ∈ γ),Fq) of the corresponding absolute ideals. Thus, at
any point a ∈ X ∩ V (xi | i ∈ γ) one has
Ta(X ∩ V (xi | i ∈ γ),Fqδ(a)) ⊆ Ta(X,Fqδ(a)) ∩ V (xi | i ∈ γ),
whereas
ΠγTa(X ∩ V (xi | i ∈ γ),Fqδ(a)) ⊆ Πγ(Ta(X,Fqδ(a)) ∩ V (xi | i ∈ γ)).
Moreover, if a ∈ Etale(Πγ) ∩Π
−1
γ (Πγ(X ∩ V (xi | i ∈ γ))
smooth) then
ΠγTa(X ∩ V (xi | i ∈ γ),Fqδ(a)) = TΠγ(a)(Πγ(X ∩ V (xi | i ∈ γ)),Fqδ(a))
and the Zariski tangent space
TΠγ(a)(Πγ(X ∩ V (xi | i ∈ γ)),Fqδ(a)) ⊆ Πγ(Ta(X,Fqδ(a)) ∩ V (xi | i ∈ γ))
to the shortening Πγ(X ∩ V (xi | i ∈ γ)) of X on γ is contained in the shortening of
the Zariski tangent space to X at a. If a ∈ X(µ)smooth then the parity check matrix

∂f
∂xγ
(a) ∂f
∂x¬γ
(a)
Iγ 0


of Ta(X,Fqδ(a))∩ V (xi | i ∈ γ) is of maximal rank n− k+ s, due to µ ⊆ ¬γ. The non-
existence of a non-zero word c ∈ Ta(X,Fqδ(a))∩V (xi | i ∈ γ) with support Supp(c) ⊆ γ
reveals the injectiveness of the puncturing
(dΠγ)a = Πγ : Ta(X,Fqδ(a)) ∩ V (xi | i ∈ γ) −→ F
n−|γ|
qδ(a)
.
Therefore
dimF
qδ(a)
Πγ(Ta(X,Fqδ(a)) ∩ V (xi | i ∈ γ)) =
dimF
qδ(a)
Ta(X,Fqδ(a)) ∩ V (xi | i ∈ γ) = k − s.
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On the other hand, at any smooth point Πγ(a) ∈ Πγ(X ∩ V (xi | i ∈ γ))
smooth one has
dimTΠγ(a)(Πγ(X ∩ V (xi | i ∈ γ)),Fqδ(a)) = dimΠγ(X ∩ V (xi | i ∈ γ)).
Since Πγ : X ∩ V (xi | i ∈ γ) → Πγ(X ∩ V (xi | i ∈ γ)) is biregular, there holds
dimΠγ(X ∩ V (xi | i ∈ γ)) = dimX ∩ V (xi | i ∈ γ) ≥ k − s, whereas
dimTΠγ(a)(Πγ(X ∩ V (xi | i ∈ γ)),Fqδ(a)) = dimFqδ(a) Πγ(Ta(X,Fqδ(a)) ∩ V (xi | i ∈ γ)).
That justifies (9).
For an arbitrary linear code C ⊂ Fn
qδ(a)
with dual code C⊥ ⊂ Fn
qδ(a)
and an arbitrary
index set γ ∈ Σs(1, . . . , n) one has Πγ(C
⊥) = Πγ(C ∩ V (xi | i ∈ γ))
⊥ (cf.[8]). The
application of this equality to C = Ta(X,Fqδ(a)) and (9) yields (10).
(ii) Note that Πγ(C
⊥ ∩ V (xi |i ∈ γ)) = Πγ(C)
⊥ for an arbitrary linear code
C ⊂ Fn
qδ(a)
with dual code C⊥ ⊂ Fn
qδ(a)
and an arbitrary γ ∈ Σs(1, . . . , n) (cf.[8]).
Plugging in C = Ta(X,Fqδ(a)) and combining with (6), one obtains (11).
6.3 Extension, direct sum and the (u|u+ v) construction
For an arbitrary field Fq ⊆ F ⊆ Fq let
ϕn+1 : F
n −→ Fn+1,
ϕn+1(x1, . . . , xn) =
(
x1, . . . , xn,−
n∑
i=1
xi
)
for ∀(x1, . . . , xn) ∈ F
n
be the embedding of Fn in Fn+1 as the hyperplane with equation
x1 + . . .+ xn + xn+1 = 0.
The image ϕn+1(C) ⊂ F
n+1
qm of a linear code C ⊂ F
n
qm is called the extension of C. If
X ⊂ Fq
n
, is an affine variety then
ϕn+1 : X −→ ϕn+1(X),
ϕn+1
(
x1, . . . , xn) := (x1, . . . , xn,−
n∑
i=1
xi
)
is a biregular morphism and we say that ϕn+1(X) ⊂ Fq
n+1
is the extension of X.
For arbitrary linear codes C1 ⊂ Fnq and C2 ⊂ F
m
q the direct sum
C1 ⊕ C2 := {(v1, v2) | v1 ∈ C1, v2 ∈ C2} ⊂ F
n+m
q
is a linear code of length n+m and dimension
dimFq(C1 ⊕ C2) = dimFq(C1) + dimFq(C2).
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It is easy to observe that the corresponding operation on affine varieties X ⊂ Fq
n
and
Y ⊂ Fq
m
is the direct product
X × Y := {(a, b) | a ∈ X, b ∈ Y }.
The (u|u+v) construction on linear codes C1 ⊂ Fnq and C2 ⊂ F
n
q is the linear code
(C1|C1 + C2) := {(u, u + v) | u ∈ C1, v ∈ C2} ⊂ F
2n
q
of length 2n. For an affine variety X ⊂ Fq
n
and a morphism
g = (g1, . . . , gs) : Fq
n
−→ Fq
s
with g1, . . . , gs ∈ Fq[x1, . . . , xn], the fibered product
X ×g(X) Fq
n
:= {(a, b) ∈ X × Fq
n
| g(a) = g(b)}
is uniquely determined by the commutative diagram
X X ×g(X) Fq
n
g(X) Fq
n
❄
g
✛pr1
❄
pr2
✛ g
in which the parallel arrows correspond to maps with isomorphic fibres. Recall that
an affine variety Y = g−1(0s) ⊂ Fq
n
with I(Y,Fq) = 〈g1, . . . , gs〉Fq is a complete
intersection if dimY = n− s.
Proposition 20. (i) Let X/Fq ⊂ Fq
n
be an irreducible affine variety, defined over Fq
and
ϕn+1 : Fq
n
−→ Fq
n+1
,
ϕn+1(x1, . . . , xn) =
(
x1, . . . , xn,−
n∑
i=1
xi
)
for ∀(x1, . . . , xn) ∈ Fq
n
be the extending map. Then the extension
ϕn+1Ta(X,Fqδ(a)) = Tϕn+1(a)(ϕn+1(X),Fqδ(a)) for ∀a ∈ X
smooth (12)
of a Zariski tangent space to X is a Zariski tangent space to the extension ϕn+1(X)
of X.
(ii) Let X/Fq ⊂ Fq
n
and Y/Fq ⊆ Fq
n
be irreducible affine varieties, defined over
Fq. Then the direct sum
Ta(X,Fqδ(a,b))⊕Tb(Y,Fqδ(a,b)) = T(a,b)(X×Y,Fqδ(a,b)) at ∀(a, b) ∈ X
smooth×Y smooth
(13)
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of tangent spaces to X and Y is a tangent space to X × Y .
(iii) Let X/Fq ⊂ Fq
n
be an irreducible affine variety, defined over Fq and g =
(g1, . . . , gs) : Fq
n
→ Fq
s
with g1, . . . , gs ∈ Fq[x1, . . . , xn] be such a morphism that
the fibre Ya := g
−1(a)/Fq ⊂ Fq
n
through a ∈ Xsmooth is an irreducible complete
intersection, containing a in its smooth locus. Then the (u|u+ v) construction(
Ta(X,Fqδ(a)) | Ta(X,Fqδ(a)) + Ta(Ya,Fqδ(a))
)
= T(a,a)(X ×g(X) Fq
n
,Fqδ(a)) (14)
of Zariski tangent spaces to X and Ya is the tangent space to the fibered product
X ×g(X) Fq
n
at (a, a).
Proof. (i) According to the inclusion I(X,Fq) ⊂ I(ϕn+1(X),Fq) ⊳Fq[x1, . . . , xn, xn+1]
of the absolute ideals and x1 + . . .+ xn + xn+1 ∈ I(ϕn+1(X),Fq), the Zariski tangent
space Tϕn+1(a)(ϕn+1(X),Fqδ(a)) to ϕn+1(X) at ϕn+1(a) ∈ ϕn+1(X) is contained in the
extension
ϕn+1Ta(X,Fqδ(a)) :=
{(
v,−
n∑
i=1
vi
)
∈ Fn+1
qδ(a)
∣∣∣ v ∈ Ta(X,Fqδ(a))
}
of Ta(X,Fqδ(a)). If a ∈ X
smooth then
dimF
qδ(a)
ϕn+1Ta(X,Fqδ(a)) = dimTa(X,Fqδ(a)) = dimX.
On the other hand, the biregular morphism ϕn+1 : X → ϕn+1(X) has image ϕn+1(X)
of dimϕn+1(X) = dimX, so that
dimX = dimϕn+1(X) ≤ dimTϕn+1(a)(ϕn+1(X),Fqδ(a)) ≤
dimF
qδ(a)
ϕn+1Ta(X,Fqδ(a)) = dimX
and there follows (12) at all a ∈ Xsmooth.
(ii) By I(X,Fq) ⊆ I(X×Y,Fq)⊳Fq[x1, . . . , xn, y1, . . . , ym] and I(Y,Fq)⊳I(X×Y,Fq)
one has
T(a,b)(X × Y,Fqδ(a,b)) ⊆ Ta(X,Fqδ(a,b))× Tb(Y,Fqδ(a,b)) ≃
Ta(X,Fqδ(a,b))⊕ Tb(Y,Fqδ(a,b)).
Note that dim(X × Y ) = dimX + dimY . If a ∈ Xsmooth and b ∈ Y smooth then
dimX + dimY = dim(X × Y ) ≤ dimT(a,b)(X × Y,Fqδ(a,b)) ≤
dimTa(X,Fqδ(a,b))⊕ dimTb(Y,Fqδ(a,b)) = dimX + dimY,
whereas (13).
(iii) The inclusions I(X,Fq) ⊆ I(X ×g(X) Fq
n
,Fq) ⊳ Fq[x1, . . . , xn, y1, . . . , yn] and
g1(y)− g1(x), . . . , gs(y)− gs(x) ∈ I(X×g(X) Fq
n
,Fq) require the Zariski tangent space
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T(a,b)(X ×g(X) Fq
n
,Fqδ(a,b)) to be contained in the Fqδ(a,b)-linear code C(a,b) of length
2n with parity check matrix
H(a,b) =


∂f
∂x
(a) 0
− ∂g
∂x
(a) ∂g
∂y
(b)

 .
Bearing in mind that ∂g
∂y
(b) is the parity check matrix of Tb(Ya,Fqm) for all m ∈ N
with Fqm ∋ b, one concludes that
C(a,a) = (Ta(X,Fqδ(a)) | Ta(X,Fqδ(a)) + Ta(Ya,Fqδ(a)))
(cf.[8]). According to a ∈ Xsmooth ∩ Y smootha , one has
dimTa(X,Fqδ(a)) = dimX, dimTa(Ya,Fqδ(a)) = dimYa = n− s and
dimCa×a = dimX + n− s.
On the other hand, the fibered product X×g(X)Fq
n
is cut from X×Fq
n
by s equations
gi(x) = gi(y), so that dim(X ×g(X) Fq
n
) ≥ dimX + n− s. Now, the inclusion
Ta×a(X ×g(X) Fq
n
,Fqδ(a)) ⊆ Ca×a
implies that
dimX + n− s ≤ dim(X ×g(X) Fq
n
) ≤ dimTa×a(X ×g(X) Fq
n
,Fqδ(a)) ≤
dimF
qδ(a)
Ca×a = dimX + n− s
and justifies (14).
7 Families of Hamming isometries
Recall that the Hamming distance
d(a, b) := |{1 ≤ i ≤ n | ai 6= bi}|
between two words a, b ∈ Fnq equals the number of their different components. A map
I : Fnq → F
n
q is called a Hamming isometry if it preserves the Hamming distance,
i.e., d(Ia,Ib) = d(a, b) for ∀a, b ∈ Fnq . All Hamming isometries are bijective maps.
More precisely, if we assume the existence of different a, b ∈ Fnq with Ia = Ib then
0 = d(Ia,Ib) = d(a, b) contradicts a 6= b.
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7.1 Finite morphisms with isometric differentials
The present subsection provides a pattern for a construction of a global morphism
ψ : Fq
n
→ Fq
n
and a hypersurface V (ψo) ⊂ Fq
n
, depending explicitly on ψ, such that
the differentials of ψ restrict to linear Hamming isometries
(dψ)a : Ta(X,Fqδ(a)) −→ Tψ(a)(ψ(X),Fqδ(a))
on the tangent codes to a generic affine variety X * V (ψo) at a generic points a ∈
X \ V (ψo).
Proposition 21. For arbitrary polynomials ψ1, . . . , ψn ∈ Fq[x1, . . . , xn] and an arbi-
trary permutation σ ∈ Sym(n), let us consider the morphism
ψ := (xσ(1)ψσ(1)(x
p
1, . . . , x
p
n), . . . , xσ(n)ψσ(n)(x
p
1, . . . , x
p
n)) : Fq
n
−→ Fq
n
and the hypersurface V (ψo) ⊂ Fq
n
with equation
ψo(x1, . . . , xn) := ψ1(x
p
1, . . . , x
p
n) . . . ψn(x
p
1, . . . , x
p
n),
where p = char(Fq) stands for the characteristic of the basic field Fq. Then any
irreducible affine variety X ⊂ Fq
n
, which is not entirely contained in the hypersurface
V (ψo) has a non-empty Zariski open, Zariski dense subset
W :=
[
Xsmooth ∩ ψ−1(ψ(X)smooth)
]
\ V (ψo),
such that the differentials of ψ restrict to Fqδ(a)-linear Hamming isometries
(dψ)a : Ta(X,Fqδ(a)) −→ Tψ(a)(ψ(X),Fqδ(a))
at all the points a ∈W .
Proof. It suffices to prove the proposition for the Fq-morphism
ϕ := σ−1ψ = (ϕ1 = x1ψ1(x
p
1, . . . , x
p
n), . . . , ϕn = xnψn(x
p
1, . . . , x
p
n)) : X −→ ψ(X),
as far as the permutation σ−1 ∈ Sym(n) coincides with its differentials at any point
a ∈ Fq
n
and is a linear Hamming isometry. Let
Φp : Fq[x1, . . . , xn] −→ Fq[x1, . . . , xn],
Φp(f(x1, . . . , xn)) := f(x
p
1, . . . , x
p
n)
be the Frobenius automorphism of Fq[x1, . . . , xn] of degree p = charFq. The differential
(dϕ)a : Ta(Fq
n
,Fqδ(a)) −→ Tϕ(a)(Fq
n
,Fqδ(a))
of the morphism ϕ := (x1ψ1(x
p
1, . . . , x
p
n), . . . , xnψn(x
p
1, . . . , x
p
n)) has matrix
∂(ψ1, . . . , ψn)
∂(x1, . . . , xn)
(a) =


ψ1(Φp(a)) 0 . . . 0
0 ψ2(Φp(a)) . . . 0
. . . . . . . . . . . .
0 0 . . . ψn(Φp(a))


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with respect to the basis
(
∂
∂xj
)
a
, 1 ≤ i ≤ n of Ta(Fq
n
,Fqδ(a)). Note that at any
point a ∈ (X \ V (ψo)) the differential (dϕ)a : Ta(Fq
n
,Fqδ(a))→ Tϕ(a)(Fq
n
,Fqδ(a)) is an
Fqδ(a)-linear Hamming isometry and restricts to an Fqδ(a)-linear Hamming isometry
(dϕ)a : Ta(X,Fqδ(a)) −→ (dϕ)aTa(X,Fqδ(a)) ⊆ Tϕ(a)(ϕ(X),Fqδ(a))
onto its image. We claim that W 6= ∅ is a non-empty Zariski open subset. Due to
the irreducibility of X it suffices to note that Xsmooth 6= ∅, X \ V (ψo) 6= ∅ and the
non-empty Zariski open subset ϕ(X)smooth ⊆ ϕ(X) pulls back to a non-empty Zariski
open subset X ∩ ϕ−1(ϕ(X)smooth) 6= ∅ of X.
7.2 Interpolation of linear Hamming isometries by a morphism
The next proposition realizes the members I(a) : Fnq → F
n
q of an arbitrary family
I → S of Fq-linear Hamming isometries over S ⊆ Fnq by the differentials (dϕ)a = I(a)
of an appropriate Fq-morphism ϕ : Fq
n
→ Fq
n
.
Proposition 22. Let I → S be a family of Fq-linear Hamming isometries I(a) ∈
GL(n,Fq), I(a) : Fnq → F
n
q , parameterized by a subset S ⊆ F
n
q . Then there exists
an Fq-morphism ϕ = (ϕ1, . . . , ϕn) : Fq
n
→ Fq
n
, whose differentials (dϕ)a = I(a) at
∀a ∈ S coincide with the given isometries.
Proof. Let us consider the polynomials
ϕi(x1, . . . , xn) :=
∑
b∈Φp(S)

 n∑
j=1
I(Φ−1p (b))ij(xj − x
q
j)

Lb1Fq(xp1) . . . LbnFq(xpn)
for 1 ≤ i ≤ n, where
Φp : Fq
n
−→ Fq
n
,
Φp(a1, . . . , an) = (a
p
1, . . . , a
p
n) for ∀a = (a1, . . . , an) ∈ Fq
n
is the Frobenius automorphism of degree p = charFq and
LβFq(t) :=
∏
α∈Fa\{β}
t− α
β − α
=


−tq−1 + 1 for β = 0,
−tq−1 −
q−2∑
s=1
β−sts for β ∈ F∗q
stand for the Lagrange basis polynomials, used in Proposition 5. Straightforwardly,
∂ϕi
∂xj
=
∑
b∈Φp(S)
I(Φ−1p (b))ijL
b1
Fq
(xp1) . . . L
bn
Fq
(xpn)
for ∀1 ≤ i, j ≤ n, whereas
∂ϕi
∂xj
(a) = I(a)ij at ∀a ∈ S ⊆ F
n
q .
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Therefore I(a) ∈ GL(n,Fq) is the matrix of the differential
(dϕ)a : Ta(Fq
n
,Fq) −→ Tϕ(a)(Fq
n
,Fq)
with respect to the basis
(
∂
∂xj
)
a
, 1 ≤ j ≤ n of Ta(Fq
n
,Fq).
Note that the Frobenius automorphism
Φq : Fq
n
−→ Fq
n
,
Φq(x1, . . . , xn) = (x
q
1, . . . , x
q
n)
restricts to a bijective morphism Φq : X → X on any affine variety X/Fq ⊂ Fq
n
,
defined over Fq. The morphism Φq is not an isomorphism, as far as its inverse map
Φ−1q : X → X is not a morphism. For any m ∈ N there arises a bijective map
Φq : X(Fqm) → X(Fqm) of the set X(Fqm) of the Fqm-rational points of X. In
particular, the Frobenius automorphism Φq = Id : X(Fq) → X(Fq) restricts to the
identity on the Fq-rational points of X. One can view
Φq : T (X,Fqm) −→ T (X,Fqm)
as a non-linear Hamming isometry of the Zariski tangent bundles T (X,Fqm) for any
m ∈ N. Note that Φq : Ta(X,Fqm) → TΦq(a)(X,Fqm) interchanges the fibres over
a ∈ X(Fqm) \ X(Fq) and acts on the fibres Φq : Ta(X,Fqm) → Ta(X,Fqm) over
a ∈ X(Fq).
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