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A despeito da grande importância dos testes comportamentais na pesquisa pré-clínica 
sobre os transtornos neuropsiquiátricos e do neurodesenvolvimento, como o 
transtorno do espectro do autismo (TEA), poucas ferramentas computacionais existem 
para avaliar quantitativamente o comportamento animal. Além disso, o funcionamento 
da maior parte das poucas ferramentas existentes depende de softwares adicionais 
ou de hardware de alto custo, como câmeras de profundidade e gaiolas 
instrumentadas. Neste trabalho, é apresentado um método para avaliação do 
comportamento de ratos Wistar a partir de vídeos do teste de campo aberto, 
empregando técnicas de visão computacional e aprendizado de máquina. Todos os 
passos do método, do processamento e segmentação das imagens até a aplicação 
dos algoritmos de aprendizado de máquina estão descritos aqui. Foram rotulados 
manualmente 47.466 quadros de 52 vídeos do teste de campo aberto, atribuindo a 
cada um deles uma de sete classes: caminhando, cheirando, escalando, rearing, 
autolimpeza, imobilidade e outros/sem certeza. Foi realizada subtração de fundo e 
binarização quadro-a-quadro para segmentar as imagens, separando a região 
correspondente ao animal do aparato de teste. A partir das imagens segmentadas, 
foram extraídos parâmetros geométricos de pose, e o método das janelas deslizantes 
foi empregado para levar em consideração o aspecto dinâmico do comportamento. 
Por fim, os dados extraídos foram utilizados juntamente com os rótulos manuais para 
treinar e comparar o desempenho de diversos classificadores utilizando algoritmos de 
aprendizado de máquina. Nosso sistema foi treinado para classificar os 
comportamentos caminhando (F1-score = 91,85%), cheirando (F1-score = 85,39%), 
rearing (F1-score = 80,94%), autolimpeza dianteira (F1-score = 59,39%), autolimpeza 
traseira (F1-score = 72,48%) e imobilidade (F1-score = 75,04%).  O método 
desenvolvido permite detecção rápida e precisa dos comportamentos treinados, 








Despite the large importance of behavioral tests in the preclinical research on 
neuropsychiatric and neurodevelopmental disorders, such as autism spectrum 
disorder (ASD), few computational tools exist to quantitatively evaluate animal 
behavior. In addition, most of the few existing tools rely on additional software or 
expensive hardware such as depth cameras or instrumented cages to run. In this 
paper, we present a method for albino rat behavior assessment from open field test 
videos utilizing computer vision and supervised machine learning techniques. All steps 
of the method, from image processing and segmentation to the application of machine 
learning techniques are here described. We manually labeled 46,521 frames from 52 
videos of the open field test, assigning each of the frames to one of seven classes: 
walking, sniffing, rearing, fore body grooming, hind body grooming, immobility and 
other/unsure. We utilized background subtraction, thresholding and morphological 
opening on a frame-by-frame basis to segment the images, separating the region 
corresponding to the animal from the test apparatus. We then extracted geometrical 
pose estimators from the segmented region and applied the sliding windows technique 
to them to account for the time dynamics of behavior. Finally, we utilized the extracted 
data, along with the manually scored labels, to train binary classifiers using the 
Random Forest algorithm. Our system was trained for classifying walking (F1-score = 
91.85%), sniffing (F1-score = 85.39%), rearing (F1-score = 80.94%), fore body 
grooming (F1-score = 59.39%), hind body grooming (F1-score = 72.48%) and 
immobility (F1-score = 75.04%).  The method we developed allows for reliable and 
rapid detection of the trained behaviors, therefore consisting of a valuable tool for 
preclinical research.  
6 
 
Lista de abreviaturas e siglas 
 
ABA – Applied Behavior Analysis  
APA – American Psychiatric Association 
CDC – Centers for Disease Control and Prevention 
DSM-5 – Manual Diagóstico e Estatístico de Transtornos Mentais, do inglês Diagnostic 
and Statistical Manual of Mental Disorders 
FN – False Negatives 
FP – False Positives 
JAABA - Janelia Automatic Animal Behavior Annotator 
KNN – K Nearest Neighbors 
MMWR – Morbidity and Mortality Weekly Report  
OVA – One Versus All 
OVO – One Versus One 
RF – Random Forests 
SVM – Support Vector Machines 
TEA – Transtorno do Espectro do Autismo 
TEACCH – Treatment and Educational of Autistic and Related Communication-
handicapped Children 
TOC – Transtorno Obsessivo Compulsivo 
TN – True Negatives 
TP – True Positives 





Lista de figuras 
 
Figura 1: Teste de sociabilidade recíproca ................................................................ 14 
Figura 2: Teste de três câmaras ................................................................................ 15 
Figura 3: Teste de campo aberto .............................................................................. 16 
Figura 4: Software ANY-maze ................................................................................... 20 
Figura 5: Visão geral do funcionamento do software JAABA .................................... 22 
Figura 6: Subtração de fundo, binarização e abertura morfológica ........................... 23 
Figura 7: Erosão de uma imagem binária ................................................................. 25 
Figura 8: Dilatação de uma imagem binária .............................................................. 26 
Figura 9: Abertura morfológica de uma imagem binária ............................................ 27 
Figura 10: Método das janelas deslizantes ............................................................... 31 
Figura 11: kNN .......................................................................................................... 33 
Figura 12: SVM ......................................................................................................... 34 
Figura 13: Árvores de decisão ................................................................................... 35 
Figura 14: Random forests ........................................................................................ 36 

















1. INTRODUÇÃO ..................................................................................................... 9 
1.1. O Transtorno do Espectro Autista (TEA) ........................................................ 9 
1.1.1. Sintomatologia e epidemiologia ............................................................... 9 
1.1.2. Desencadeamento do TEA .................................................................... 12 
1.1.3. O modelo animal de autismo induzido por exposição ao ácido 
valproico...... ....................................................................................................... 12 
1.1.4. Análise comportamental ........................................................................ 13 
1.2. Fundamentação teórica computacional ........................................................ 22 
1.2.1. Segmentação das imagens ................................................................... 23 
1.2.2. Extração e processamento de dados .................................................... 27 
1.2.3. Aprendizado de máquina ....................................................................... 31 
2. JUSTIFICATIVA ................................................................................................. 41 
3. OBJETIVOS ....................................................................................................... 42 
3.1. Objetivo geral ............................................................................................... 42 
3.2. Objetivos específicos ................................................................................... 42 
4. TRABALHO NA FORMA DE ARTIGO CIENTÍFICO .......................................... 43 
5. CONCLUSÕES .................................................................................................. 71 
6. PERSPECTIVAS ................................................................................................ 73 










1.1. O Transtorno do Espectro Autista (TEA) 
 
 O Transtorno do Espectro Autista (TEA) compreende um conjunto de 
desordens do neurodesenvolvimento caracterizadas por uma díade comportamental, 
com a presença de déficits de habilidades sociais, como a comunicação e interação, 
e de comportamentos repetitivos e estereotipados (American Psychiatry Association 
(APA), 2013).  
 O termo “autismo” foi introduzido pelo psiquiatra suíço Paul Eugen Bleuler, em 
1911. Bleuler fez uso do prefixo grego autós (αύτός, traduzido como “auto”) para 
cunhar o termo, que utilizou inicialmente na descrição de pacientes com esquizofrenia 
que tinham a característica de se “retirar para o mundo de suas fantasias” (Bleuler, 
1911). Embora as primeiras descrições clínicas de autismo sejam comumente 
creditadas a Hans Asperger e Leo Kanner, o artigo de 1926 intitulado “Die schizoiden 
Psychopathien im Kindesalter”, de autoria da psiquiatra soviética Grunya Efiminova 
Sukhareva, é o mais antigo registro conhecido do transtorno (Wolff, 1996). No artigo, 
Sukhareva descreve seis casos de meninos com “tendências autistas”: todos 
introspectivos, com preferências pelos seus próprios mundos interiores, mas cada um 
com suas peculiaridades e talentos (Sukhareva, 1926). 
 
1.1.1. Sintomatologia e epidemiologia 
 
 Atualmente, utiliza-se o termo Transtorno do Espectro Autista para categorizar 
um conjunto de alterações comportamentais específicas, visto que cada paciente 
apresenta sintomas únicos, com diferentes graus de severidade, gerando um espectro 
de manifestações (Gadia et al., 2004; Rapin and Tuchman, 2008). Segundo o DSM-5 
(Diagnostic and Statistical Manual of Mental Disorders), a díade de alterações 
comportamentais que caracteriza o TEA consiste em (American Psychiatry 
Association (APA), 2013): 
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• Prejuízos na comunicação e interação social, incluindo déficits na reciprocidade 
social, na comunicação verbal e não-verbal e no estabelecimento e manutenção de 
relacionamentos. 
• Presença de comportamentos repetitivos e estereotipados, com atividades e 
interesses restritos. 
 As características supracitadas podem estar presentes em diferentes 
intensidades, mas o critério de diagnóstico estabelece que ambos devem estar 
presentes ao longo de toda a vida (Rapin e Tuchman, 2008). Como o TEA é 
caracterizado por qualidades comportamentais, não havendo biomarcadores do 
transtorno, seu diagnóstico é estritamente clínico (Mayes et al., 2014). 
 Embora o diagnóstico do TEA exija ambas as características da díade 
comportamental referida acima, trata-se de um transtorno multifatorial, que 
tipicamente possui diversas comorbidades associadas (Gottfried et al., 2013). 
Sintomas que frequentemente acompanham o diagnóstico do transtorno incluem 
comportamento agressivo, ansiedade, depressão, déficits cognitivos, crises 
epilépticas, alterações gastrointestinais, distúrbios do sono, disfunções do sistema 
imune e hipersensibilidade a estímulos táteis, sonoros e luminosos (Geschwind, 
2009). Os sintomas se manifestam em diferentes formas entre os indivíduos, de modo 
que pacientes nunca compartilham exatamente as mesmas características (Rapin e 
Tuchman, 2008). 
 Além dos sintomas comportamentais já mencionados, diversas alterações do 
sistema nervoso já foram documentadas em pacientes e modelos animais de TEA, 
em regiões como o córtex pré-frontal (Courchesne et al., 2001), cerebelo (Aldinger et 
al., 2012), hipocampo e amigdala (Groen et al., 2010). No entanto, estas alterações 
não são suficientes para explicar as manifestações comportamentais exibidas por 
pacientes. 
 A abordagem clínica de tratamento do TEA consiste em controlar aspectos 
específicos de sua sintomatologia, visto que não há tratamento eficaz contra o 
transtorno (Riesgo, 2013). O tratamento farmacológico atualmente aprovado pelo FDA 
(do inglês Food and Drug Administration) restringe-se à risperidona e ao aripiprazol, 
antipsicóticos atípicos que visam controlar o comportamento agressivo apresentado 
por alguns pacientes (Riesgo, 2013), além de fármacos para controlar comorbidades 
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como distúrbios de humor e do sono (Tsujino et al., 2007). A fim de promover uma 
melhora dos sintomas, algumas abordagens de terapia comportamental foram 
desenvolvidas, como a ABA (do inglês Applied Behavior Analysis) e o TEACCH (do 
inglês Treatment and Educational of Autistic and Related Communication-
handicapped Children) (Riesgo, 2013). 
 De acordo com o último estudo populacional do CDC (do inglês Center for 
Disease Control and Preventions), publicado em 2018 e avaliando dados do ano de 
2014, o autismo tem incidência de 1:59 crianças nos Estados Unidos da América, 
sendo aproximadamente 5 vezes mais comum entre meninos (1:42) do que em 
meninas (1:189) (Morbidity and Mortality Weekly Report (MMWR), 2014). Ao longo 
das últimas décadas, a incidência vem aumentando com uma taxa alarmante, tendo 
aproximadamente dobrado entre 2004 e 2014 (Summaries, 2007). Acredita-se que 
este aumento se deva, parcialmente, a mudanças nos critérios de diagnósticos, o que 
aumenta o número de indivíduos identificados com TEA (Fombonne et al., 2009). Além 
disso, há indícios que a exposição a fatores ambientais de risco possa estar 
contribuindo para este aumento (Bryson et al., 2003; Schneider e Przewlocki, 2005). 
 No Brasil, existe carência de dados epidemiológicos a respeito do TEA. Os 
poucos dados existentes apontam prevalência de 0,3%, em um estudo realizado em 
Atibaia – SP (Paula et al., 2011), consideravelmente abaixo dos valores encontrados 
nos EUA. Isto pode possivelmente ser explicado por problemas metodológicos 
relacionados aos pequenos tamanhos de amostra utilizadas (Morbidity and Mortality 
Weekly Report (MMWR), 2014). 
 Existe um custo econômico elevado que acompanha a alta prevalência do TEA, 
visto que indivíduos diagnosticados com o transtorno frequentemente requerem 
atenção diferenciada. Estima-se que exista um custo adicional de, pelo menos, US$ 
17.000 por ano no cuidado de cada criança com TEA (Lavelle et al., 2014). Ao longo 
da vida, o custo médio total por indivíduo com TEA é em torno de US$ 3.600.000 nos 




1.1.2. Desencadeamento do TEA 
 
 Acredita-se que a etiologia do TEA consista em uma interação entre fatores 
genéticos e ambientais. Estudos realizados com gêmeos demonstram que existe 
concordância de 60% entre gêmeos monozigóticos no autismo clássico, contra 0% 
entre gêmeos dizigóticos (Muhle et al., 2004). Considerando-se características mais 
abrangentes, como déficits de comunicação e alterações de sociabilidade, a 
concordância pode ser ainda mais elevada, sendo 92% entre gêmeos monozigóticos 
e 10% entre gêmeos dizigóticos (Casanova, 2006). Estes estudos de associação 
gênica fornecem indícios que existe um componente genético forte na origem do 
autismo. No entanto, embora mais de 1000 alterações genéticas documentadas 
tenham sido associadas ao autismo, elas permitem explicar apenas em torno de 25% 
dos casos do transtorno (Miles, 2011). 
 Em virtude da impossibilidade de explicar a etiologia do autismo considerando 
apenas fatores genéticos, possibilidades vêm sendo levantadas acerca dos fatores 
ambientais que podem estar envolvidos na expressão e desencadeamento dos 
sintomas (Muhle et al., 2004; Sandin et al., 2014). Pesquisas indicam que fatores de 
risco ambiental durante o primeiro trimestre de gestação podem estar relacionados 
com o desencadeamento do TEA, destacando-se o uso do fármaco ácido valproico 
(VPA, do inglês valproic acid) (Roullet et al., 2013; Smith e Brown, 2014) e a talidomida 
(Imai et al., 2014) durante esse período. Estudos demonstram que cerca de 30% dos 
indivíduos expostos à talidomida durante o período gestacional, especialmente entre 
os dias 20 e 24, desenvolveram TEA (Miller e Stromland, 1999). Cabe ressaltar que a 
talidomida apresenta efeitos diferentes em roedores e primatas, nestes últimos 
podendo causar anomalias nos membros, enquanto o VPA provoca alterações 
similares em roedores e primatas (Gottfried et al., 2013). 
 
 
1.1.3. O modelo animal de autismo induzido por exposição ao ácido valproico 
 
 A partir de observações de que a exposição pré-natal ao ácido valproico 
aumenta significativamente o risco de desenvolver TEA, foi desenvolvido, pela 
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embriologista Patricia Rodier, um modelo animal utilizando ratos para o estudo do 
autismo (Rodier et al., 1997; Harden, 2013). Além do gatilho etiológico, animais 
induzidos com o modelo apresentam uma série de alterações comportamentais e 
neuromorfológicas em comum com pacientes humanos. Pode-se listar a presença da 
díade comportamental característica do TEA (comportamentos repetitivos e 
estereotipados e déficits de sociabilidade) (Roullet et al., 2013), alterações no cerebelo 
(Ingram et al., 2000), nos nervos cranianos (Rodier et al., 1996) e outras regiões 
encefálicas (van Kooten et al., 2005). Além disso, constata-se a presença de padrões 
eletroencefalográficos anormais em resposta a estímulos auditivos (Gandal et al., 
2010) e alterações sensoriais somáticas (Fontes-Dutra et al., 2018). Analogamente ao 
caso humano, em que existe maior incidência de autismo em indivíduos do sexo 
masculino, algumas características do modelo estão presentes somente em machos 
(Kim et al., 2013; Schneider et al., 2008). O modelo estabelecido por Rodier é 
atualmente amplamente empregado na pesquisa pré-clínica, na avaliação de 
alterações causadas pelo teratógeno e na busca por alternativas de tratamento. 
 
 
1.1.4. Análise comportamental 
 
 Como o autismo é caracterizado por alterações comportamentais, e visto que 
atualmente não existem biomarcadores validados do transtorno, testes que permitem 
avaliar alterações em modelos animais são amplamente empregados na pesquisa 
sobre o TEA. Conforme mencionado anteriormente, o autismo é caracterizado por 
déficits de sociabilidade e presença de comportamentos repetitivos e estereotipados. 
Alguns testes que permitem avaliar a presença da díade em modelos animais serão 





1.1.4.1. Testes comumente empregados 
 
 Com o intuito de verificar o comportamento social de ratos do modelo de 
autismo, foram desenvolvidos testes em que se monitora a interação destes com 
coespecíficos. Os dois testes mais empregados nesta categoria são o de sociabilidade 
recíproca e o teste de três câmaras (Chang et al., 2017).  
 No teste de sociabilidade recíproca (Figura 1), dois animais são colocados em 
um aparato, tipicamente quadrado, com paredes, durante 10 minutos, podendo 
interagir livremente. A interação entre os animais é quantificada em categorias, como 
investigação ano-genital, investigação da cabeça, investigação do corpo, 
comportamentos agressivos, perseguir e comportamentos de dominância.  
 




 O teste de três câmaras (Figura 2) também é utilizado para medida de 
comportamento social em roedores, sendo realizado em um aparato com três câmaras 
conectadas por portas. O animal-teste pode circular por todo o aparato. As câmaras 
laterais possuem gaiolas, que podem ser mantidas vazias ou podem conter um 
coespecífico do animal testado. O teste é realizado em duas etapas. Na primeira, 
afere-se o tempo de interação de um animal com um coespecífico que se encontra 
dentro de uma gaiola e o tempo de interação com uma gaiola vazia. Na segunda, 
15 
 
chamada teste de preferência por novidade social, afere-se o tempo de interação do 
animal com um coespecífico com que já está familiarizado e com outro com que ainda 
não está familiarizado. Animais do grupo controle têm a tendência a interagir mais 
tempo com a gaiola que contém o animal na primeira etapa, e de interagir mais tempo 
com a gaiola que contém o animal não conhecido na segunda etapa. Animais do 
modelo de autismo não possuem esta preferência (Bambini-Junior, 2014). 
 Testes que visam avaliar a presença de estereotipias no comportamento dos 
animais também vêm sendo empregados na pesquisa sobre o TEA. Os mais comuns 
são o de enterramento de bolinhas, alternância no labirinto em T e campo aberto.  
 




 No teste de enterramento de bolinhas, determinada quantidade de pequenas 
bolas de vidro é colocada na maravalha do animal-teste. A quantidade de bolas que o 
animal enterra fornece um indicativo de ansiedade e rigidez comportamental, e vem 
sendo utilizado no estudo em modelos animais de Transtorno Obsessivo Compulsivo 
(TOC) e TEA (Njung’e e Handley, 1991; Chang et al., 2017).  
 No teste de alternância no labirinto em T, o animal-teste é colocado no centro 
de um aparato em forma de T. Animais do grupo controle tendem a alternar a 
exploração dos braços do aparato, enquanto animais de modelos que exibem rigidez 
comportamental tendem a explorar sempre o mesmo braço (Deacon e Rawlins, 2006).  
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 O teste de campo aberto (Figura 3), que é objeto de estudo do presente 
trabalho, foi utilizado pela primeira vez em 1934 como forma de avaliar 
comportamento emocional em ratos através da observação de defecação e urinação 
em diferentes circunstâncias (Hall, 1934). No teste, um animal é colocado em um 
aparato, tipicamente quadrado, com paredes, onde pode explorar livremente durante 
10 minutos. Atualmente, o teste de campo aberto é comumente utilizado para avaliar 
atividade locomotora, através do monitoramento da distância total percorrida ou do 
número de vezes que o animal passa por determinada região. O tempo que o animal 
passa no centro do aparato e próximo às paredes também é utilizado como indicativo 
de comportamento relativo à ansiedade, visto que os ratos tendem a preferir as 
regiões mais protegidas quando se sentem ameaçados. O tempo que o animal passa 
realizando comportamentos específicos como a autolimpeza, a imobilidade ou o 
rearing também podem ser monitorados (Gould et al., 2009). Alguns dos principais 
comportamentos avaliados no teste de campo aberto serão descritos a seguir. 
 




 O comportamento de caminhar é definido como atividade locomotora 
relativamente rápida e que não envolve exploração cheirando (Coleris et al., 2001). 
Este comportamento é frequentemente avaliado na pesquisa sobre transtornos como 
ansiedade e doença de Parkinson, que apresentam alteração na locomoção (Kang e 
Meredith, 2006; Ramos, 2008). 
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 O comportamento de cheirar envolve atividade de exploração cheirando o chão 
do aparato de testes, suas paredes ou o ar (Coleris et al., 2001).  
 O comportamento de rearing ocorre quando o animal-teste levanta as patas 
dianteiras do chão, tocando ou não as paredes do aparato. O comportamento de 
rearing com apoio, também conhecido como escalar, ocorre quando o animal encosta 
nas paredes do aparato com suas patas dianteiras. Estes comportamentos são 
dependentes do contexto, possuindo ocorrência reduzida em condições aversivas. 
Além disso, fêmeas tendem a realizar menos dos dois comportamentos que machos 
(Sturman et al., 2018). 
 A autolimpeza é um comportamento comum em roedores, que ocorre quando 
o animal lambe ou esfrega seu próprio corpo. Tipicamente ocorre em sentido céfalo-
caudal e possui uma microestrutura definida consistindo em cinco etapas, sendo 
altamente sensível a estressores e outros fatores. Em virtude da dificuldade de 
diferenciar precisamente as cinco etapas a partir da observação de vídeos, estudos 
comportamentais frequentemente empregam a separação entre autolimpeza dianteira 
e traseira. Modelos animais de ansiedade, autismo, depressão, TOC, síndrome de 
Tourette e distúrbios nos núcleos da base apresentam comportamento de autolimpeza 
alterado (McFarlane et al., 2007; Kalueff et al., 2007a). Tipicamente, a atividade de 
autolimpeza é avaliada no teste de campo aberto observando a latência, duração total 
e número de vezes que o animal realiza o comportamento (Kalueff et al., 2007a).  
 A imobilidade é caracterizada por ausência total de movimentos corporais em 
roedores, frequentemente ocorrendo como uma resposta normal a estímulos de medo 
(Brandão et al., 2008). Em ratos selvagens, a imobilidade consiste em um dos três 
mecanismos de resposta ao medo, ocorrendo, por exemplo, quando o animal constata 
a presença de um predador à distância (Blanchard et al., 1986). No teste de campo 
aberto, o excesso de comportamento de imobilidade é comumente relacionado com 
ansiedade, transtorno caracterizado por uma regulação anormal do medo (Díaz-







1.1.4.2. Métodos manuais de análise 
 
 Tradicionalmente, os testes comportamentais em roedores são filmados e 
avaliados posteriormente por pesquisadores treinados, que assistem aos vídeos, 
cronometram e marcam manualmente variáveis de interesse. No teste de campo 
aberto, por exemplo, caso se deseje monitorar o tempo que o animal passa realizando 
o comportamento de autolimpeza, é preciso que um investigador assista aos vídeos 
com atenção, detectando manualmente os instantes de tempo em que ocorreu o 
comportamento relevante.  
 Esta abordagem está sujeita a diversos erros e limitações. A avaliação 
realizada desta forma requer a atenção de investigadores treinados por longos 
períodos. Além disso, a análise, por ser subjetiva, frequentemente apresenta 
imprecisões e baixa reprodutibilidade. Diferentes pesquisadores avaliando o mesmo 
vídeo, ou mesmo um pesquisador avaliando o mesmo vídeo em duas ocasiões 
diferentes, podem fornecer resultados muito distintos. A análise manual acarreta 
também em um limite no número de variáveis que podem ser monitoradas com os 




1.1.4.3. Métodos automatizados de análise 
 
 Em virtude de todas as limitações citadas na subseção anterior, a busca por 
abordagens automatizadas e assistidas por computador para avaliação de 
comportamento animal vem surgindo no estudo do TEA e outros transtornos, 
constituindo um passo imprescindível para refinar os resultados obtidos na 
investigação sobre fatores de risco e fármacos para tratamento. Além disso, o domínio 
das neurociências está passando por uma revolução de novas tecnologias tratando 
do mapeamento, monitoramento e manipulação da atividade de populações 
específicas de neurônios, graças a técnicas como a optogenética e a 
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farmacogenética. Estas técnicas fornecem a possibilidade de estabelecer relações 
causais entre a atividade de redes de neurônios e comportamento. No entanto, a 
possibilidade de explorar e estabelecer estas relações depende diretamente da 
capacidade de aferir com precisão as consequências das manipulações (Anderson e 
Perona, 2014).  
 O campo da etologia computacional surgiu da união de áreas das ciências 
biológicas, da computação e engenharias, com o objetivo de fornecer métodos de alto 
desempenho para avaliação de comportamento animal. Atualmente, diversos 
métodos automatizados estão disponíveis, utilizando diferentes técnicas de 
rastreamento e classificação. As abordagens mais comumente empregadas serão 
descritas a seguir. 
 Os sistemas mais antigos empregam métodos de visão computacional com 
técnicas tradicionais de programação. Seu funcionamento consiste em: 
· Localizar o animal-teste nos vídeos, o distinguindo do fundo. 
· Extrair parâmetros da forma do animal (ex.: posição de seu centroide, limites 
de suas bordas, velocidade de deslocamento). 
· Comparar os parâmetros extraídos com critérios previamente definidos pelo 
usuário para identificar comportamentos de interesse (ex.: os instantes de 
tempo em que a velocidade foi superior a determinado valor). 
 Esta abordagem possui como principal vantagem sua simplicidade e eficiência 
do ponto de vista computacional, não requerendo grande quantidade de recursos. Sua 
maior limitação advém do fato que, empregando técnicas tradicionais de 
programação, é preciso definir explicitamente os critérios que devem ser utilizados 
para identificar comportamentos de interesse. Desta forma, este paradigma tende a 
ser bem-sucedido e adequado para identificação de comportamentos simples. No 
teste de campo-aberto, por exemplo, esta abordagem pode ser empregada para 
avaliar o tempo que o animal passa em uma região do centro do aparato e em uma 
região próxima às paredes do aparato. No entanto, a identificação de comportamentos 
complexos é dificilmente praticável. Exemplos de sistemas que empregam as técnicas 
supracitadas são os softwares comerciais ANY-maze (Stoelting Co., 2019) (Figura 4) 
e EthoVision (Noldus, 2020), bem como algumas ferramentas de código aberto, como 




Figura 4: Software ANY-maze 
 
Fonte: Stoelting Co., 2019 
 
 Com o intuito de contornar as limitações da abordagem citada acima, algumas 
aplicações começaram a empregar aprendizado de máquina para substituir a etapa 
de definição explícita dos parâmetros para identificar os comportamentos relevantes. 
O funcionamento destes sistemas consiste em (Anderson e Perona, 2014): 
· Localizar o animal nos vídeos, o distinguindo do fundo. 
· Extrair parâmetros da forma do animal (ex.: posição de seu centroide, limites 
de suas bordas, velocidade de deslocamento). 
21 
 
· Utilizar os parâmetros extraídos para treinamento de um sistema de 
classificação de comportamentos utilizando aprendizado de máquina 
supervisionado. 
 Os métodos de aprendizado de máquina (ver seção 1.2.3) permitem que 
critérios para classificação sejam aprendidos pelos algoritmos a partir de exemplos 
fornecidos pelo usuário, sem a necessidade de defini-los explicitamente. Isto permite 
que comportamentos mais complexos sejam avaliados. No entanto, o custo 
computacional de aplicações que empregam estas técnicas costuma ser elevado, o 
que fazia delas, até recentemente, pouco utilizadas. As primeiras publicações datam 
da última década, quando foram concebidos sistemas como JAABA (Figura 5), 
utilizado sobretudo para análise de comportamento de drosófilas e ratos (Kabra et al., 
2013), os sistemas propostos por Hong e De Chaumont para análise de 
comportamento de camundongos (Hong et al., 2015; De Chaumont et al., 2019) e o 
sistema de Han e colaboradores para análise comportamental de cnidários da espécie 
hidra (Han et al., 2018). Outro inconveniente destas aplicações é o fato de que elas 
frequentemente requerem software ou hardware adicional para operar. O método de 
JAABA (Figura 5), por exemplo, funciona com base em parâmetros extraídos por 
software complementar de análise de vídeos, como Ctrax (Branson et al., 2009; Kabra 
et al., 2013). Os métodos descritos por Hong e De Chaumont requerem utilização de 
câmeras de profundidade (Hong et al., 2015; De Chaumont et al., 2019). 
 Há ainda métodos que consistem em aplicar técnicas de aprendizado de 
máquina, usualmente redes neurais artificiais, diretamente aos quadros de vídeos, 
sem qualquer processamento prévio das imagens. Exemplos incluem o método 
descrito por Stern e colaboradores para avaliação de comportamento de drosófila 
(Stern et al., 2015) e o método descrito por Ren e colaboradores para análise de 
memória em ratos (Ren et al., 2017). O treinamento e utilização de redes neurais 
artificiais para processamento de imagens tipicamente é um processo muito custoso 





Figura 5: Visão geral do funcionamento do software JAABA 
 
Fonte: KABRA et al., (2013) 
 
1.2. Fundamentação teórica computacional 
 
 Nesta seção, serão abordados os fundamentos computacionais das técnicas 
empregadas na concepção do trabalho aqui apresentado, que possui os seguintes 
níveis de organização: 
a) Processamento e segmentação das imagens quadro-a-quadro a partir de 
vídeos, identificando qual região corresponde ao animal-teste e a separando 
do fundo. 
b) Extração de parâmetros das imagens segmentadas (ex.: área do animal, 
velocidade instantânea) que possam possuir correlação com o comportamento 
do animal. 
c) Criação de novos parâmetros a partir daqueles extraídos das imagens, a partir 
da aplicação do método das janelas deslizantes. 
d) Eliminação de parâmetros que possuem alta correlação com outros 
parâmetros. 
e) Utilização dos parâmetros restantes para treinar um algoritmo de aprendizado 
de máquina supervisionado para classificação dos comportamentos estudados. 
 Os níveis serão descritos a seguir. 
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1.2.1. Processamento e segmentação das imagens 
 
 O problema de detecção de objetos em vídeos é central em diversas aplicações 
de visão computacional, como detecção de intrusão, rastreamento de objetos e 
contagem de pessoas (Vacavant et al., 2013). No caso de câmeras estáticas, com 
pouca variação de luminosidade, o problema pode ser abordado utilizando técnicas 
elementares de subtração de fundo. Nesta operação, um quadro é definido como 
sendo a imagem de fundo. Todos os quadros subsequentes serão comparados com 
este primeiro, visando identificar as regiões que apresentam as maiores diferenças 
com o fundo, correspondendo a objetos que não se encontram na imagem de 
referência. A seguir, aplica-se uma operação de binarização na imagem resultante, 
obtendo-se em destaque o objeto que se deseja localizar. As imagens binárias 
comumente apresentam artefatos, que podem ser removidos com a aplicação de 
operações morfológicas como a abertura. A Figura 6 mostra um exemplo de imagem 
sendo processada através destas operações, que serão descritas em detalhe nas 
subseções a seguir. 
 










1.2.1.1. Subtração de fundo 
 
 A operação de subtração de fundo em imagens em escala de cinza, 
considerando o fundo estático, pode ser definida como (Tamersoy, 2009): 
  
  ( , !, ") = |#( , !, ") $ #( , !, "%)| (1) 
  
 Em que I(x,y,t) é a imagem em um instante qualquer t e I(x,y,t0) é a imagem de 
fundo, definida em um instante de tempo t0. S(x,y,t) é o resultado da operação. Em 
regiões em que I(x,y,t) for semelhante a I(x,y,t0), o resultado da subtração será 
próximo de 0. Em regiões onde houver grande diferença, o resultado será maior. 
 
1.2.1.2. Método de Otsu 
 
 A subtração de fundo é tipicamente seguida da aplicação de uma operação de 
binarização na imagem, conforme mostra a Figura 6. Nesta operação, define-se um 
limiar L, e todos os pixels que possuem valor maior que esse limiar recebem valor 1; 
todos os pixels que possuem valor menor que o limiar recebem valor 0. Considerando 
B(x,y,t) o resultado da binarização, temos: 
 
 &( , !, ") = 1, '*+-./( , !, ") > 0 




  O limiar para binarização pode ser definido manualmente ou calculado por 
métodos automáticos como o de Otsu (Otsu, 1979). O método de Otsu tem como 
objetivo definir automaticamente o limiar global ótimo para segmentação em imagens, 
analisando o histograma de uma imagem em escala de cinza e localizando o valor 
que permite melhor separação entre classes através da maximização da variância 





1.2.1.3. Abertura morfológica 
 
 Após a binarização, é comum que imagens apresentem artefatos, com o objeto 
detectado apresentando protrusões em sua forma ou com objetos indesejados sendo 
detectados. Operações morfológicas como a abertura podem auxiliar na remoção 
destes artefatos, atuando na suavização da forma de objetos. 
 A erosão de uma imagem f por um elemento estruturante b em um ponto (x,y) 
é definida como o valor mínimo da imagem na região coincidente com b quando a 
origem de b está em (x,y) (Gonzalez e Woods, 2008). Em forma de equação, a erosão 
de f por b em (x,y) é dada por: 
 [ ! "#]($, %) = &'*(+,-)./{ ($ 0 1, % 0 2)} (3) 
  
 De modo visual, após a erosão de uma imagem, ocorre uma contração dos 
limites de seus objetos, reduzindo seus tamanhos. Objetos menores que o elemento 
estruturante são eliminados (Murta, 2013). A Figura 7 apresenta um exemplo de 
erosão de uma imagem binária: 
 






 A dilatação é definida de maneira similar à erosão. A dilatação de uma imagem 
f por um elemento estruturante b em um ponto (x,y) é definida como o valor máximo 
da imagem na região coincidente com b quando a origem de b está em (x,y) (Gonzalez 
e Woods, 2008). Em forma de equação, temos que a dilatação de f por b em (x,y) é 
dada por: 
 
 [ ! "#]($, %) = &'$(*,+)-.{ ($ / 0, % / 1)} (4) 
 
 Após a aplicação de uma dilatação, ocorre a expansão dos contornos de 
objetos em uma imagem (Murta, 2013). A Figura 8 mostra um exemplo de dilatação 
em uma imagem binária: 
  




 A abertura morfológica é uma operação morfológica que consiste em realizar 
uma erosão seguida de uma dilatação (Gonzalez e Woods, 2008). Na forma de 
equação, temos: 
 






 Ela é geralmente utilizada com o objetivo de suavizar o contorno de objetos, 
eliminando protrusões e pequenos objetos. A Figura 9 apresenta um exemplo em que 
a abertura é aplicada a uma imagem binária: 
 
 
Fonte: FEEC Unicamp 
 
 
1.2.2. Extração e processamento de dados 
 
 A partir de objetos em imagens binárias, é possível extrair uma grande 
variedade de parâmetros numéricos representativos da sua geometria. Alguns dos 
parâmetros frequentemente utilizados em aplicações de visão computacional serão 
descritos a seguir.  
 
Área 
 Em uma imagem binária, composta apenas por pixels de valor 0 ou 1, a área 
corresponde ao número de pixels com valor 1. 
 
 




 Área do menor objeto convexo que contenha um conjunto de pontos. Um objeto 
O é dito convexo se qualquer segmento de reta ligando quaisquer dois pontos 
pertencentes a O estiver completamente dentro de O. 
 
Solidez 










Comprimento do eixo maior  
 Comprimento do eixo maior de uma elipse que possui o mesmo momento de 
inércia de área que dado objeto. 
 
Comprimento do eixo menor 
 Comprimento do eixo menor de uma elipse que possui o mesmo momento de 
inércia de área que dado objeto. 
 
Excentricidade 
 Excentricidade da elipse que possui o mesmo momento de inércia de área que 
dado objeto. Visualmente, pode ser entendida como uma medida do quão maior um 







 Orientação do eixo maior da elipse que possui o mesmo momento de inércia 
de área que dado objeto. Pode ser definida como um ângulo com um eixo de 
referência. 
 
Distância de um objeto até uma região 
 Comprimento do menor segmento de reta que liga o centroide de um objeto a 
determinada região em uma imagem. 
 
Perímetro de um objeto 
 Somatório da distância entre pares pixels contíguos pertencentes à borda de 
um objeto. Os pixels definidos com valor 1 que possuem em suas adjacências pixels 
com valor 0 são considerados como pertencentes à borda. 
 
Posição do centroide 
 Ponto C de coordenadas (x,y) que corresponde à média aritmética da posição 
de todos os pontos de um objeto. O centroide C de um objeto formado por um número 










Intersecção de um objeto com uma região 
 Número de pixels que pertencem simultaneamente a dois objetos em duas 
imagens distintas. Pode ser definido como a área do resultado da multiplicação ponto-





 Comprimento do segmento de reta que liga a posição do centroide de um objeto 
entre dois quadros consecutivos i e i+1, definida como: 
 
  !"#$%"$â"&% =  (!" # !"$%)& + ('" # '"$%)& (8) 
 
 
Velocidade n quadros 
 Comprimento do segmento de reta que liga a posição do centroide de um objeto 
entre dois quadros separados por n quadros, i e i+n, definida como: 
 
 *,-./01234 =  (!" # !"$,)& + ('" # '"$,)& (9) 
 
 
Ângulo da velocidade com o eixo maior 
 Ângulo entre o segmento de reta que liga a posição do centroide de um objeto 
entre dois quadros consecutivos i e i+1 e sua orientação no quadro i. 
 
Ângulo da velocidade com o eixo maior n frames 
 Ângulo entre o segmento de reta que liga a posição do centroide de um objeto 
entre dois quadros separados por n quadros, i e i+n, e sua orientação no quadro i. 
 
 Os parâmetros descritos acima descrevem extensivamente as características 
geométricas de um objeto a partir de uma imagem estática. No entanto, em algumas 
aplicações de visão computacional, como na análise do comportamento de animais, 
existe uma dinâmica temporal que deve ser levada em consideração. Um método 
frequentemente utilizado em reconhecimento de ações é o das janelas deslizantes 
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(Banos et al., 2014), que consiste em criar novos descritores para cada ponto de uma 
série temporal levando em consideração também os instantes de tempo anteriores e 
posteriores a ele. As janelas tipicamente são definidas com um tamanho ímpar (no 
exemplo da Figura 10, tamanho 3). Para criação dos novos descritores, a janela é 
colocada sobre cada ponto, e variáveis como média, valor máximo e valor mínimo são 
calculadas considerando todos os pontos pertencentes ao intervalo. 





1.2.3. Aprendizado de máquina 
 
 O aprendizado de máquina é uma área de estudo da computação que consiste 
em fornecer a computadores a capacidade de aprender a realizar tarefas sem ser 
explicitamente programados para tanto, através da exposição a dados. Segundo 
Arthur Samuel, cientista da computação que cunhou o termo, a abordagem de 
aprendizado de máquina pode reduzir o esforço de programar detalhadamente 
computadores para resolução de alguns problemas (Samuel, 1959). O aprendizado 
pode ser classificado em três tipos, de acordo com a forma como ele ocorre: 
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aprendizado supervisionado, aprendizado não-supervisionado e aprendizado por 
reforço (Haykin, 2008).  
 No aprendizado supervisionado, são utilizados dados de entrada e os 
respectivos valores de saída para treinar sistemas. Durante o treinamento, os 
algoritmos buscam uma função que relacione as entradas com as saídas fornecidas, 
e que seja capaz de generalizar para novos casos. Cabe ressaltar que, no 
aprendizado supervisionado, é preciso conhecer os valores de saída no conjunto de 
dados de treinamento. 
 No aprendizado não-supervisionado, somente dados de entrada são utilizados. 
Neste caso, os algoritmos buscam agrupar os dados de acordo com suas 
características, visando a detecção de padrões nas informações. 
 No aprendizado por reforço, também são utilizados apenas dados de entrada. 
No entanto, existe um retorno sobre o sucesso do processo de aprendizagem, 
permitindo que o sistema treine com base na crítica sobre seu desempenho. 
 De modo geral, aplicações do aprendizado de máquina ao estudo de 
comportamento de animais empregam o paradigma de aprendizado supervisionado 
(Anderson e Perona, 2014). Nesta abordagem, um conjunto de vídeos é tipicamente 
dividido em uma parte para treino do algoritmo e uma parte para seu teste. No 
processo de aprendizagem, pesquisadores treinados rotulam manualmente vídeos de 
testes comportamentais (o conjunto de treino), indicando os instantes de tempo em 
que ocorre cada comportamento que se deseja estudar. Os algoritmos de aprendizado 
supervisionado utilizam estes rótulos, juntamente com parâmetros extraídos dos 
vídeos dos testes, para adquirir a habilidade de identificar os comportamentos.  
 Nas subseções a seguir, serão apresentados alguns dos algoritmos 
costumeiramente empregados em aplicações de análise comportamental em animais, 







1.2.3.1. Algoritmos de classificação 
 
 Nesta seção serão apresentados alguns algoritmos de classificação em 
aprendizado de máquina, com seus princípios de funcionamento, vantagens e 
desvantagens. 
 O algoritmo K Nearest Neighbors (kNN) é um método baseado em vizinhança 
amplamente empregado em aprendizado de máquina devido à simplicidade de sua 
implementação e boa performance (Zhang et al., 2017). Algumas vantagens deste 
algoritmo incluem geralmente alta acurácia e insensibilidade a outliers. No entanto, 
trata-se de um método computacionalmente oneroso, que requer grandes 
quantidades de memória (Harrington, 2012).  
 Para realizar a classificação de uma nova instância, o algoritmo kNN compara 
os atributos deste ponto com os atributos de cada uma das instâncias do conjunto de 
dados de treino. A seguir, ele avalia os rótulos dos k pontos mais semelhantes a ele, 
sendo k um número inteiro definido pelo usuário, e realiza uma votação. À nova 
instância, será atribuída a classe mais comum entre os k vizinhos mais próximos. A 
Figura 11 exemplifica um caso de classificação binária utilizando k=3. Neste caso, 2 
dos três vizinhos mais próximos do ponto a ser classificado (representado pela estrela) 
pertencem à classe B. O novo ponto será, portanto, atribuído a esta classe. No caso 
de comportamentos de animais, o algoritmo classificaria um novo ponto comparando-
o com aqueles cujos parâmetros se assemelham a ele no conjunto de dados de teste. 
Instâncias em que o animal apresenta alta velocidade, por exemplo, tendem a estar 
mais próximos de pontos em que o animal está caminhando no conjunto de dados de 
teste do que de pontos em que o animal está imóvel. 
 
Figura 11: kNN 
 
Fonte: Edureka, 2019 
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 As máquinas de vetores de suporte (do inglês, support vector machines, SVM), 
operam buscando a linha de separação, ou hiperplano, que melhor divida duas 
classes em um conjunto de dados para treino. Para classificar novas instâncias, o 
algoritmo verifica de qual lado do hiperplano o ponto se encontra. Para criar a fronteira 
de decisão, as SVM trabalham mapeando um espaço vetorial de entrada em um 
espaço de dimensão mais elevada, onde as classes possam ser mais facilmente 
separadas. No novo espaço vetorial, é utilizado o princípio da minimização do risco 
estrutural (do inglês, structural risk minimization, SRM) para encontrar a fronteira, 
maximizando a separação entre as classes (Vapnik and Chervonekis, 1977). 
 As SVM tipicamente fornecem baixos erros de generalização, com custo 
computacional reduzido para classificação e resultados facilmente interpretáveis. No 
entanto, sua forma nativa prevê apenas classificação binária, e o processo de 
treinamento é custoso de um ponto de vista computacional (Harrington, 2012).  
 
Figura 12: SVM 
 
Fonte: Lahrmam, 2018 
 
 As árvores de decisão utilizam a entropia de Shannon, uma medida de 
organização de um conjunto de dados, para criar regras de classificação. Cada regra 
é criada de forma a dividir os dados da forma mais organizada possível. A Figura 13 
mostra um exemplo de árvore. Neste caso, temos um classificador de diagnóstico de 
problemas de visão, indicando miopia, hipermetropia e presbiopia a partir de 
parâmetros como produção de lágrimas e idade. No caso de comportamento de 
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animais, as árvores utilizariam os parâmetros, como a velocidade, dos conjuntos de 
dados de teste para criar regras do tipo “se a velocidade for maior que determinado 
valor, então o animal está caminhando”. 
 As árvores de decisão possuem como principal vantagem sua alta 
interpretabilidade, visto que modelos criados assim podem ser facilmente 
representados graficamente, exibindo os critérios que foram utilizados no processo de 
classificação. Além disso, a classificação não tem alto custo computacional, e o 
método lida bem com atributos de baixa importância. No entanto, as árvores de 
decisão possuem alta variância, sendo muito sensíveis a variações nos dados de 
treino. Pequenas mudanças nos conjuntos de dados podem levar à criação de árvores 
muito diferentes. Além disso, este algoritmo é muito suscetível ao sobreajuste, se 
adaptando muito bem aos dados de treino mais possuindo pouca eficácia na 
classificação de novas instâncias (Harrington, 2012). 
 
Figura 13: Árvores de decisão 
 
 
Fonte: Bhiksha, 2016 
 
 Visando usufruir das vantagens do método das árvores de decisão e contornar 
suas limitações, surgiu o método das florestas aleatórias (do inglês, Random Forests, 
RF) (Breiman, 2001). Trata-se de um método de ensemble, que combina o resultado 
de diversos modelos preditivos para realizar a classificação. Seu princípio de 
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funcionamento consiste em criar várias árvores de decisão onde o atributo de decisão 
é escolhido aleatoriamente. Em cada iteração, o algoritmo ignora parte aleatoriamente 
selecionada do conjunto de dados de treino, utilizando somente parte dele para criar 
uma árvore. O processo é repetido diversas vezes, de forma a construir um conjunto 
de árvores. Para classificar uma instância, ela é passada a todas as árvores do 
conjunto, que a analisam separadamente. O resultado final é obtido pela combinação 
dos resultados de cada árvore. 
 
Figura 14: Random forests 
 
Fonte: Chakure, 2019 
 
 Alguns algoritmos de classificação, como SVM, foram criados para solução de 
problemas de classificação binária, em que cada ocorrência pertence a uma de duas 
possíveis classes. Para aplicação a problemas de classificação multiclasse, em que 
uma instância pertence a uma de diversas classes, é preciso adotar estratégias de 
generalização dos métodos. Além disso, mesmo algoritmos que em sua forma nativa 
são adaptados para análise de problemas multiclasse podem apresentar melhor 
desempenho em problemas binários (Sánchez-Maroño, 2010). Uma abordagem 
comumente empregada consiste em dividir problemas multiclasse em conjuntos de 
problemas de classificação binária, que são posteriormente combinados. Neste 




 Na abordagem OvA, um problema de classificação multiclasse contendo n 
classes é dividido em n classificadores binários. Cada classificador binário é treinado 
de forma a distinguir entre uma das classes e o restante. Na abordagem OvO, um 
problema de classificação com n classes é dividido em n(n-1) problemas de 
classificação binária, em que cada uma das classes é comparada com cada uma das 
outras individualmente.  
  
 
1.2.3.2. Métricas de avaliação 
 
 Tendo em vista a grande variedade de aplicações das técnicas de aprendizado 
de máquina, existem também diversas formas de avaliar a eficácia de modelos. Cada 
aplicação, com suas peculiaridades, como o número de instâncias pertencentes em 
cada caso, bem como os resultados esperados em termos de falsos negativos ou 
falsos positivos definem a métrica mais adequada para utilização em uma aplicação. 
Nesta subseção, serão apresentadas as métricas mais comumente empregadas em 
problemas de classificação. 
 A matriz de confusão apresenta, em um problema de n classes, em forma de 
tabela de dimensão n x n, os erros e acertos de um modelo de classificação, conforme 
mostrado no Quadro 1. Da matriz de confusão, podem ser derivados também os 
valores para cálculo de diversas outras métricas, como precisão e revocação.  
 
Quadro 1: Matriz de confusão 
 Classe prevista 
  A B 
Classe real   A TP FN 
 B FP TN 
  
 No Quadro 1, é apresentada uma matriz de confusão de um problema de 
classificação binária, em que há uma classe positiva A e uma classe negativa B. Nas 
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linhas, temos as classes a que instâncias realmente pertencem, e, nas colunas, as 
classes previstas por um modelo. O elemento TP (do inglês true positive) corresponde 
ao número de instâncias da classe A previstas corretamente. O elemento FN (do 
inglês false negative) corresponde aos casos positivos que o modelo classifica como 
negativos. O elemento FP (do inglês false positive) corresponde aos casos negativos 
que o modelo classifica como positivos. O elemento TN (do inglês true negative) 
corresponde às instâncias da classe B previstas corretamente. 
 As matrizes de confusão podem ser empregadas também na avaliação de 
desempenho em problemas com mais de duas classes. Nestes casos, considera-se 
que uma classe é a positiva e as demais são negativas. 
 A acurácia computa o total de acertos realizados em uma predição, 
independentemente da classe. Ela é tomada dividindo o total de instâncias previstas 
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 Embora a acurácia seja uma métrica amplamente utilizada em aprendizado de 
máquina, ela possui eficácia limitada para descrever o desempenho de modelos 
utilizados em conjuntos de dados com classes não balanceadas, isto é, em que uma 
classe possui maior representatividade. Para ilustrar o problema, frequentemente 
utiliza-se o caso em que se deseja criar um modelo para detecção de transações 
fraudulentas em cartões de crédito. Nestes tipos de conjuntos de dados, apenas uma 
pequena parcela das transações, por exemplo, 1%, é fraudulenta. Um modelo que 
classifica todas as instâncias como sendo transações não fraudulentas possui 
acurácia de 99%, e, no entanto, não possui qualquer utilidade na detecção de fraude. 
Nestes casos, outras métricas são mais adequadas. 
 A precisão é definida como a razão entre o número de verdadeiros positivos e 












 Ela corresponde ao número de predições positivas que de fato pertencem à 
classe positiva. 
 A revocação é definida como a razão entre o número de instâncias positivas 










 Uma forma de combinar precisão e revocação é utilizando a medida F1 (ou F1-
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 Para obter valores elevados de F1, é preciso que tanto a precisão quanto a 
revocação sejam altas. A medida F1 é adequada para avaliar o desempenho de 
modelos com classes não balanceadas. 
 
 
1.2.3.3. Seleção de parâmetros 
 
 Problemas que possuem grande quantidade de parâmetros em relação ao 
número de exemplos costumam sofrer problemas de desempenho. A “maldição da 
dimensionalidade” é um problema comum em aprendizado de máquina, em que o 
40 
 
desempenho de classificadores tende a cair com o aumento do número de parâmetros 
utilizados acima de determinada quantidade ótima, conforme ilustrado na Figura 15. 
Sempre que possível, é preferível utilizar modelos simples, com número reduzido de 
descritores. Parâmetros redundantes ou irrelevantes devem, sempre que possível, ser 
removidos (Yu e Liu, 2004). 
 
Figura 15: A maldição da dimensionalidade 
 
Fonte: ODSC, 2019 
 
 Para evitar problemas relacionados com alta dimensionalidade em aprendizado 
de máquina, o treinamento de modelos é frequentemente antecedido por uma etapa 
de seleção de parâmetros, onde aqueles que não possuem validade preditiva para a 
variável desejada são eliminados. 
 Uma estratégia comumente empregada consiste em remover parâmetros que 
possuam alta correlação com outros. O coeficiente de correlação de Pearson entre 
duas variáveis pode ser usado como uma medida da dependência linear entre elas, 




 (!" # !$)(%" # %&)'"*+











 Em virtude das limitações dos métodos manuais de avaliação comportamental 
citados nas seções anteriores, bem como da relevância destes testes na pesquisa 
pré-clínica sobre o TEA e outros transtornos, torna-se essencial investigar métodos 
que permitam avaliar o comportamento dos animais com mais detalhes e precisão. 
Ademais, a possibilidade de usufruir de métodos como a optogenética e a 
farmacogenética para desvendar mecanismos neurais por trás da formação do 















3.1. Objetivo geral 
 
 Desenvolver um método computacional para identificação de comportamentos 
do etograma de ratos Wistar, de forma automatizada, a partir de vídeos do teste de 
campo aberto. 
 
3.2. Objetivos específicos 
 
· Definir um etograma relevante para o estudo de TEA e outros transtornos, com 
comportamentos de ratos Wistar no teste de campo aberto. 
· Desenvolver um algoritmo que identifique de forma automatizada o contorno 
de roedores a partir de vídeos do teste de campo aberto. 
· Extrair parâmetros geométricos do contorno dos roedores (área, centroide, 
eixos etc.) que possam fornecer indícios sobre o comportamento do animal. 
· Investigar os melhores métodos de aprendizado de máquina supervisionado 
para realizar a classificação dos comportamentos relevantes a partir dos 
parâmetros extraídos. 
· Rotular manualmente os estados comportamentais estudados em um conjunto 
de vídeos do teste de campo aberto.  
· Utilizar os dados para treinar e validar o funcionamento de um modelo de 






 O presente trabalho se soma a alguns estudos que vêm sendo desenvolvidos 
nos últimos anos com o intuito de refinar a análise comportamental em animais, 
apresentando um método rápido e de baixo custo para classificação de 
comportamentos de ratos Wistar no teste de campo aberto. O sistema proposto foi 
treinado para identificar os comportamentos de caminhar (F1 = 91.85%), cheirar (F1 
= 85.39%), rearing (F1 = 80.94%), autolimpeza dianteira (F1 = 59.39%), autolimpeza 
traseira (F1 = 72.48%) e imobilidade (F1 = 75.04%) através da análise de testes 
filmados com uma câmera filmadora padrão, em resolução 640x480. 
 O método desenvolvido neste projeto constitui um avanço considerável em 
relação à forma como são conduzidos testes tradicionalmente, visto que permite 
análises com maior reprodutibilidade, com necessidade significativamente reduzida 
de recursos humanos e em menor tempo. Ademais, a utilização deste método permite 
o monitoramento de uma quantidade maior de estados comportamentais: enquanto a 
análise realizada manualmente tipicamente pode ser empregada para avaliar um 
comportamento por vez, como a autolimpeza, a análise automatizada permite que se 
analise todo um etograma. Além dos comportamentos estudados neste projeto piloto, 
muitos outros poderiam ser avaliados empregando técnicas semelhantes. A 
implementação aqui apresentada poderia facilmente ser expandida para analisar, por 
exemplo, testes de memória, como memória de localização de objeto (do inglês 
object-location-memory, OLM) e teste de reconhecimento de objeto (do inglês object 
recognition test, ORT). Com refinamento da análise, a implementação poderia ser 
eficaz mesmo na identificação de comportamentos mais sutis, como as etapas da 
autolimpeza, e também na avaliação de interação social no teste de sociabilidade 
recíproca. 
 Para refinamento do desempenho do sistema proposto, seria imprescindível 
aumentar o conjunto de dados utilizados em seu treino. Como a tarefa de rotulagem 
manual de comportamentos é lenta e laboriosa, seria importante contar com a 
colaboração de pesquisadores que se disponham a contribuir com dados para 
desenvolvimento de um banco para treinamento do modelo. Além do aumento do 
volume de dados, acreditamos que outras estratégias dentro do aprendizado de 
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máquina podem se mostrar eficazes, como a utilização de redes neurais artificiais para 
avaliar imagens antes de qualquer tratamento. 
 Métodos como o aqui proposto podem ser empregados na pesquisa pré-clínica 
sobre causas e tratamentos de transtornos como o TEA, bem como no estudo das 
bases neurais do comportamento. Especialmente se empregados em conjunto com 
outras técnicas de análise, utilizando aprendizado de máquina não supervisionado, é 
possível que futuros projetos na área de etologia computacional forneçam 
























 A conclusão do presente estudo fornece uma série de perspectivas para 
desenvolvimento futuro, as mais relevantes sendo: 
· Expansão do método para outros estados comportamentais de ratos Wistar e 
outros animais. 
· Possibilidade de detectar sutilezas ainda maiores no comportamento, como 
etapas da autolimpeza. 
· Utilização do método na análise comportamental de animais de grupos 
experimentais comumente utilizados na pesquisa pré-clínica sobre autismo, 
como controle, modelo de autismo induzido por exposição pré-natal ao ácido 
valproico, grupo tratado com resveratrol (RSV) e grupo VPA + RSV.  
· Utilização do método em conjunto com técnicas como a análise de padrões T, 
que já se mostraram eficazes no estudo comportamental de modelos animais 
de autismo, mas possuem aplicabilidade limitada devido à dificuldade em 
realizar classificação manual de comportamento. 
· Utilização do método em conjunto com outras formas de análise não 
supervisionada, visando obter novos indícios sobre o comportamento dos 
animais. 
· Implementação junto a uma interface de fácil utilização, permitindo que o 
usuário treine classificadores para detecção do etograma mais conveniente em 
seu estudo.  
· Hospedagem do sistema em nuvem, permitindo que pesquisadores de outras 
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