Introduction
This is the second of two companion papers on a semantic theory for communicating processes with values based on the late approach. In the rst one, Ing95], we explained the general idea of the late semantic approach. Furthermore we introduced a general syntax for value-passing process algebra based on the late approach and a general class of denotational models for these languages in the Scott-Strachey style. Then we de ned a concrete language, CCS L , which is an extension of the standard CCS with values according to the late approach.
We also provided a denotational model for it, which is an instantiation of the general class. This model is a direct extension of the model given by Abramsky Abr91] to model the pure calculus SCCS. Furthermore we gave an axiomatic semantics by means of a proof system based on inequations and proved its soundness and completeness with respect to the denotational semantics.
In this paper we will give a behavioural semantics to the language CCS L in terms of a Plotkin style operational semantics and a bisimulation based preorder. Our main aim is to relate the behavioural view of processes we present here to the domain-theoretical one developed in the companion paper Ing95]. In the Scott-Strachey approach an in nite process is obtained as a chain of nite and possibly partially speci ed processes. The completely unspeci ed process is given by the bottom element of the domain. An operational interpretation of this approach is to take divergence into account and give the behavioural semantics in terms of a prebisimulation or bisimulation preorder Hen81, Wal90] rather than by the standard bisimulation equivalence Par81, Mil83] .
One of the results in the pure case presented in Abr91] is that the denotational model given in that reference is fully abstract with respect to the \ nitely observable" part of the bisimulation preorder but not with respect to the bisimulation preorder which turns out to be too ne. Intuitively this is due to the algebraicity of the model and the fact that the nite elements in the model are denotable by syntactically nite terms. The algebraicity implies that the denotational semantics of a process is completely decided by the semantics of its syntactically nite approximations, whereas the same can not be said about the bisimulation preorder. In fact we need experiments of an in nite depth to investigate bisimulation while this is not the case for the preorder induced by the model as explained above. An obvious consequence of this observation is that in general, a bisimulation preorder can not be expected to be modelled by an algebraic cpo given that the compact elements are denotable by syntactically nite elements.
In Hen81] Hennessy de ned a term model for SCCS. This model is !-algebraic and fails to be fully abstract with respect to the strong bisimulation preorder. In the same paper the author introduces the notion of \the nitary part of a relation" and \a nitary relation". The nitary part of a relation R over processes, denoted by R F , is de ned by pR F q i 8d:dRp ) dRq where d ranges over the set of syntactically nite processes. A relation R is nitary if R F = R. Intuitively this property may be interpreted as algebraicity at the behavioural level provided that syntactically nite terms are interpreted as compact elements in the denotational model; if a relation is nitary then it is completely decided by the syntactically nite elements. In both Hen81] and Abr91] the full abstractness of the respective denotational semantics with respect to < F is shown. In Abr91] it is also shown that if the language is sort nite and satis es a kind of nite branching condition, then < F = < ! , where < ! is the strong bisimulation preorder induced by experiments of nite depth, i.e. the preorder is obtained by iterated application of the functional that de nes the bisimulation. Note that in general the preorder < is strictly ner than the preorder < ! . However if the transition system is image nite, i.e. if the number of arcs leading from a xed state and labelled with a xed action is nite, then these two preorders coincide. As mentioned above the main aim of this paper is to give a bisimulation based behavioural semantics for our language CCS L from Ing95]. To re ect the late approach the operational semantics will be given in terms of an applicative transition system, a concept that is a modi cation of that de ned in Abr90]. We generalize the notion of bisimulation Par81, Mil83 ] to be applied to applicative transition systems and introduce a preorder motivated by Abramsky's applicative bisimulation Abr90]. For this purpose we rst introduce the notion of strong applicative prebisimulation and the corresponding strong applicative bisimulation preorder. Following the standard practice this preorder is obtained as the largest xed point of a suitably de ned monotonic functional. We show by an example that this preorder is not nitary in the sense described above and is strictly ner than the preorder induced by the model.
Next we de ne the strong applicative !-bisimulation preorder in the standard way by iterative application of the functional that induces the bisimulation preorder. This gives as a result a preorder which still is too ne to match the preorder induced by the denotational model. This will be shown by an example. Intuitively the reason for this is that we still need in nite experiments to decide the operational preorder, now because of an in nite breadth due to the possibility of an in nite number of values that have to be checked. Then we give a suitable de nition of the notion of the \ nitary part" of the bisimulation preorder to meet the preorder induced by the denotational model. We recall that in Ing95] we de ned the so-called compact terms as the syntactically nite terms which only use a nite number of values in a nontrivial way. We also showed that these terms correspond exactly to the compact elements in the denotational model in the sense that an element in the model is compact if and only if it can be denoted by a compact term. This motivates a de nition of the nitary part, < F , of the bisimulation preorder < by p < F q i 8c:c < p ) c < q where c ranges over the set of syntactically compact terms. We also de ne yet another preorder, < f ! , a coarser version of < ! in which we only consider a nite number of values at each level in the iterative de nition of the preorder. Here it is vital that the set of values is countable and can be enumerated as V al = fv 1 ; v 2 ; g. Thus in the de nition of < f 1 we only test whether the de ning constraints of the preorder hold when the only possible input and output value is v 1 , and in general in the de nition of < f n we test the constraints for the rst n values only. (Here we would like to point out that this idea originally appears in HP80] .) It turns out that < f ! is the nitary part of < in our new sense and that the model is fully abstract with respect to < f ! . We will prove both these results in this paper using techniques which are similar to those used by Hennessy in the above mentioned reference Hen81].
The structure of the paper is as follows: In Section 2 we give a short survey of the result from the companion paper Ing95] needed in this study. The de nition of the operational semantics and the notion of applicative bisimulation are the subject of Section 3. Section 4 is devoted to the analysis of the preorder and the de nition of the value-nitary preorder < f ! . In Section 5 we give a de nition of the notion of nitary part of a relation and a nitary relation over processes. In the same section we prove that the preorder < f ! is nitary and that it coincides with the nitary part of the preorder < . Finally we prove the soundness and the completeness of the proof system with respect to the resulting preorder.
The full abstractness of the denotational semantics for CCS L , given in Ing95], then follows from the soundness and the completeness of the proof system with respect to the denotational semantics. In Section 6 we give some concluding remarks.
Preliminaries
In this section we will give a brief review of the de nitions, notation and proved results we need in this study from the companion paper Ing95].
Syntax
First we extend the standard notion of a signature, , and that of -terms used for the pure calculus in order to model processes with value-passing based on the late approach. We do this by introducing the notion of applicative signature as a pair, ( ; C), where is a signature and C is a set (of channel names) and that of ( ; C)-terms. For motivation for these de nitions we refer to the companion ::= (e; p) where we use the notation p to denote a vector of terms in Proc ( ;C) of the appropriate length. If the process names in PN are added as primitives to the syntax for T ( ;C) , we write T ( ;C) (PN) for the resulting triple of ( ;C)-terms, and T rec ( ;C) (PN) if the recursive binding rec : is also allowed. We have three kinds of actions, input actions of the form c?, c 2 C, output actions of the form c!, c 2 C and the silent action . We write C? for fc?jc 2 Cg and C! for fc!jc 2 Cg. The set Act = C! C? is ranged over by a whereas Act = C! C? f g is ranged over by .
Pre xing by x] binds the data variable x and the recursion construct is a binding construct for process names. A value variable, x, is free if it is not in the scope of a pre x, x], and a process name P is free if it is not in the scope of a recursion construct, rec P: . We assume a notion of substitution for both data variables and process names in terms de ned in the usual way. 
Semantics
In the companion paper Ing95] we gave two kinds of semantics to CCS L : denotational semantics and an axiomatic semantics in terms of inequationally based proof system. We also showed the equivalence between them. The proof of the full abstractness of the behavioural semantics with respect to the behavioural semantics presented in this second paper does not rely on the details of the de nition of the denotational model, but instead we use the properties of the proof system. Therefore we just assume the existence of the denotational model ACT and the related evaluation mapping but give a rather detailed description of the proof system. In particular we know from Ing95] that the compact elements of the model may be denoted in the syntax by the so-called syntactically De nition 2.3 Compact Approximations] The n-th compact approximation of a term is de ned inductively by : i.e. the proof system E rec is sound and complete with respect to the denotational semantics.
In the theory to follow we need the following notion of -normal forms and a corresponding normalization theorem. The aim of this section is to de ne an operational semantics and a suitable notion of preorder to describe the behaviour of our language. The operational semantics is given in terms of an applicative transition system, a slight modication of a notion originally suggested by Abramsky Abr90 ]. An applicative transition system models the idea of looking at an input term as a pre xing of a function which is ready to receive values along the pre xing channel. Furthermore it re ects the idea of looking at an output term as a pre xing of a pair of the value and the resulting process. For further motivations of this approach we refer to the companion paper Ing95].
De nition 3. 2 Now we will de ne the so-called strong applicative prebisimulation (sa-prebisimulation) as a further abstraction on the applicative transition system. More precisely we de ne it as the greatest xed point to a monotonic endofunction on the complete lattice P(Con Con). In order to obtain this we have to extend our notion of relation over con gurations. Given a binary relation over Con we extend it pointwise to V al Con by:
For all c 1 ; c 2 2 Con and v 1 ; v 2 2 V al, ( Let AT = hCon;V al; Act; ?!; #i be an applicative labelled transition system and F be de ned as in De nition 3.2. Then R P(Con Con) is called a prebisimulation if it is a post-xed point to F, i.e. if R F(R). We de ne the strong applicative bisimulation preorder < as the greatest xed point to F, i.e. < = fRjR F(R)g:
We de ne the strong applicative bisimulation equivalence as = < \ < ?1 .
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Similar results as for the pure case also hold here and are simply restated in the following lemma.
Lemma 3.4
1. < is a preorder 2. is an equivalence relation.
So far we have given a de nition of < on an abstract ALTS. Now we de ne a concrete ALTS by taking Con to be CCS proc The rules in Figure 5-6 
Analysis of the Preorders
The subject of this section is to give an operational characterization of the denotational semantics given in the companion paper Ing95]. First we show by an example, Example 4.1, that the bisimulation preorder, de ned in Section 3, is too ne to coincide with the partial order in the model in the sense that the model is not fully abstract with respect to this behavioural preorder. This observation supports our intuition that bisimulation is in general too ne to be completely characterized by any semantics induced by an algebraic cpo as explained in the introduction to this paper. The reader may convince himself that the behaviour of p can be given by the derivation tree described by the in nite sum + P Obviously Example 4.1 rules out the possibility that the behavioural preorder < characterizes the preorder of the model. Our second suggestion for a behavioural characterization of the model is the weaker version of < , the strong applicative !-bisimulation preorder, derived from the function F by iterated application.
De nition 4.2 Strong Applicative !-Prebisimulation]
The kth sa-prebisimulation < k is de ned inductively by: 1. < 0 = Con Con, 2. < n+1 = F( < n ).
The sa-!-prebisimulation < ! is de ned as < ! = T k < k and ! = < ! \ < ! ?1 . 2
For all k we have that < < k+1 < k which implies that < < ! .
Again this preorder is too ne to match the preorder from the model as the following example shows: Example 4.3 Let AT = hCon;Act;?!;#i be an applicative transition system and the process p be given by the derivation graph described by the in nite sum P n c?: x]x n ?! NIL; 1 Intuitively the reason for why < ! is too ne for processes with values is that the values give rise to a new kind of in nity. We recall from Ing95] that in the model the preorder is decided completely by the compact elements. We also recall that the compact elements both have nite \depth" and \width", The value-nitary sa-!-bisimulation preorder, < f ! , is de ned by < f ! = T k < f k with the derived equivalence f ! = < f ! \( < f ! ) ?1 . 2
From this de nition we get that (v 1 ; c 2 ) < f n (v 2 ; c 2 ) if and only if v 1 ; v 2 6 2 V n or v 1 = v 2 2 V n and c 1 < f n c 2 .
We note that Rj V is decreasing in V , i.e. V W implies Rj V Rj W . This implies that < f n < f n+1 for all n. We also note that the only di erence between this de nition and De nition 4.2 is the restriction on the values in the de nition of v f n+1 . Obviously < n < f n for all n which implies < < ! < f ! . It is easy to prove that < f ! actually is a preorder and has all the properties stated in Theorem 3.6. The proof for this is straightforward and is left to the reader. Now let us have a further look at our previous example, Example 4.3.
Example 4.5 Let p and q be de ned as in Example 4.3. Obviously p < q and therefore p < f ! q. We have also shown that q 6 < ! p and thereby q 6 < p. On the other hand one may show that q < f ! p by showing that q < f n p for all n by induction.
We summarize these results of this section in the following lemma:
Lemma 4.6 < < ! < f ! but < f ! 6 < ! 6 < .
The Full Abstractness
In this last section we will prove the full abstractness of the model with respect to the behavioural preorder < f ! . As we explained in Section 2 the proof may be reduced to proving the following three properties: the nitariness of the preorder, the soundness of the proof system E ?! rec and the partial completeness for the proof system E rec with respect to < f ! .
The Finitary Part of the Preorders
In this section we will de ne a suitable notion of a \ nitary part" of a relation over processes and that of a \ nitary relation". The de nition is based on the same idea as the one given in Hen81]. The only di erence is that we use syntactically compact terms in our de nition whereas Hennessy uses recursionfree terms. We will then show that the preorder < f ! is the nitary part of the preorders < and < f ! and therefore that < f ! is nitary in our sense. We start by de ning the nitary part of a relation over CCS L .
De nition 5. Proof As the \if" part is already known it is su cient to prove the \only if" part. We do this by proving the following stronger result. k and we will prove that it is true for Cot where m(Cot) = k + 1. We assume that Cot < f m ct, where m m(Cot) = k + 1. As F( < ) = < it is su cient to show that CotF( < )ct. We proceed by case analysis on the structure of Cot. Cot 2 CoProc:
1. Assume Cot ?! cu. By de nition of < f m , ct ?! cu 0 for some cu 0 such that cu < f m?1 cu 0 . Also, by de nition of CoTerms, cu 2 CoTerms. Now vd(cu) vd(Cot) and sd(cu) sd(Cot) ? 1. Thus m ? 1 k m(cu) and by the induction cu < cu 0 . 2. Now assume Cot #, by de nition of the preorder < f ! also ct #.
Furthermore assume that Cot #, ct # and that ct ?! cu 0 . Then Cot ?! cu for some cu such that cu < f m?1 cu 0 . In a similar way as before the induction implies cu < cu 0 , which completes the proof in this case.
Cot 2 CoFun: Then ct and Cot have the form ct = x]t 0 where x 2 V ar, t 0 2 Proc and Cot = y]t for some y 2 V ar where t = y : w n ?! Cot 0 n , for some w n and Cot 0 n . Our assumption is that y]t < f m x]t 0 , i.e. that t v=y] < f m t 0 v=x] for all v 2 V m . We have to prove that y]t < x]t 0 . i.e. that t v=y] < t 0 v=x] for all v 2 V al. This is obviously true for v 6 2 fw n g as in that case t v=y] . So assume that v 2 fw n g. As 
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We will now show that the preorder < f ! is nitary and therefore that it is the nitary part of < . Again following closely Hen81], we introduce the so called compact projections and show some of their properties. The remainder of this section is devoted to this. We adopt Abramsky's de nition of the sort of a term, t, Sort(t), as the set of channel names it uses. Proof 1. A simple induction on n, using a case analysis on the structure of ct for the inductive step.
2. First we prove ct < f n ct n] by induction on n. n = 0 : Trivial. n = k + 1 : Let us assume that ct < f k ct k] . We have to prove that ct < f k+1 ct k+1] . We proceed by a case analysis on the structure of ct. ct = cp 2 CCS proc L :
(a) Assume cp ?! cu. By Lemma 5.8
! cu then ct < f ! cu, i.e. ct is a minimal upper bound 2 of the chain with respect to < f ! .
3. The term ct is a minimal upper bound for the set App(ct) = fCot 2 CoTermsjCot < f ! ctg with respect to < f ! .
Proof 1. We rst prove that for all n ct n] < f ! ct n+1] :
In order to do that we prove a slightly stronger result:
8m n: ct n] < f m ct n+1] :
2 Note that a minimal upper bound of a preorder is unique up to the induced equivalence.
We prove this by induction on n. The following theorem is a direct consequence of the lemma above.
Theorem 5.9
1. < f ! = ( < f ! ) F 2. The preorder < f ! is the nitary part of < , i.e. < F = < f ! .
Next we prove the mentioned partial completeness result, i. 
Here it is important that we only use the partial proof system E ?! rec in normalization procedure as the soundness of the !-rule with respect to the preorder < f ! has not been proved yet. 
We are now ready to prove the main result of this section, namely the full abstractness of the denotational semantics with respect to the nitary behavioural semantics based on the preorder < f ! . This is the content of the following theorem. Proof The rst equivalence follows from Theorem 2.9 as the conditions of the theorem are ensure by Theorem 5.9, Lemma 5.10 and Theorem 5.16. The second one follows from the soundness and the completeness of the proof system with respect to the model stated in Theorem 2.5.
6 Conclusion
In this last section we will give a summary of the main result of this sequel of two papers and suggest some directions for further work.
Summary of Results
In the rst paper of this sequel of two paper we de ned a general syntax for value passing processes which re ects the late semantic approach. We also gave a general class of denotational models to describe the semantics of languages de ned by the general syntactic class. Furthermore we de ned a concrete language, CCS L which is a direct extension of the standard CCS by adding values to the language following the late semantic approach. We then de ned a concrete denotational model which is a instantiation of the general class of models.
This model is a direct extension of the one given for the pure language SCCS by Abramsky in Abr91] and a slight modi cation of the model de ned by Milne and Milner in MM79] . We nish the paper by de ning a proof system based on a set of inequation and proof its soundness and completeness with respect to the denotational model model. In this second paper of the sequel the main focus is on giving a Plotkin style operational semantics Plo81], and a suitable extension of the standard strong prebisimulation Hen81, Wal90] to take value-passing based on the late approach into account. Thus we introduce the notion of applicative labelled transition system and the related notion of strong applicative bisimulation. One of the main purposes with this second paper is to make the semantic description of the language CCS L more complete by giving an operational characterization of the preorder derived from the denotational model de ned in Ing95]. Therefore we introduce a suitable notion of a nitary part of a relation and a nitary relation over CCS L processes. Then we de ne a value-nite version of the strong applicative !-bisimulation preorder and show that it is nitary in our sense and is exactly the nitary part of the strong applicative bisimulation preorder. Finally we show the soundness and completeness of the proof system with respect to the value nite strong !-bisimulation preorder. The full abstractness of the denotational semantics with respect to the value nite strong !-bisimulation preorder follows directly from this and the soundness and the completeness of the proof system with respect to the denotational semantics.
