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We study the intermittent dynamics and the fluctuations of the dynamic correlation function of
a simple aging system. Given its size L and its coherence length ξ, the system can be divided into
N independent subsystems, where N = (L
ξ
)d, and d is the dimension of space. Each of them is
considered as an aging subsystem which evolves according to an activated dynamics between energy
levels. We compute analytically the distribution of trapping times for the global system, which can
take power-law, stretched-exponential or exponential forms according to the values of N and the
regime of times considered. An effective number of subsystems at age tw, Neff (tw), can be defined,
which decreases as tw increases, as well as an effective coherence length, ξ(tw) ∼ t
(1−µ)/d
w , where
µ < 1 characterizes the trapping times distribution of a single subsystem. We also compute the
probability distribution functions of the time intervals between large decorrelations, which exhibit
different power-law behaviours as tw increases (or N decreases), and which should be accessible
experimentally. Finally, we calculate the probability distribution function of the two-time correlator.
We show that in a phenomenological approach, where N is replaced by the effective number of
subsystems Neff (tw), the same qualitative behaviour as in experiments and simulations of several
glassy systems can be obtained.
PACS numbers: 64.70.Pf, 05.50.+q, 05.70.Jk
I. INTRODUCTION
The dynamics of glassy materials such as spin-glasses,
structural glasses or amorphous soft materials like gels,
pastes or foams has been a subject of considerable study
[1, 2, 3]. Considerable effort has been made in order
to understand and quantify the out-of-equilibrium char-
acter of their temporal relaxation, in particular the ab-
sence of time translational invariance (aging), through
the study of dynamic correlation functions. On the the-
oretical side, global dynamic correlations have been de-
scribed at a mean-field level in disordered systems such
as spin-glasses [4], or at a phenomenological level in mod-
els such as the Random Energy Model [5, 6]. Both ap-
proaches neglect all spatial properties of the system, and
are therefore likely to miss any spatial correlations that
arise during the dynamics. Alternatively, a phenomeno-
logical picture, the droplet model, has been proposed,
that focuses on the spatial properties as a key to under-
stand the slow dynamics and the critical properties of
spin-glasses [7, 8].
In recent years, interest in the spatial properties of
glassy systems has been growing. The size of excita-
tions in finite-dimensional spin-glasses has been stud-
ied numerically [9]. In simulations of kinetically con-
strained glassy systems [10, 11], and of supercooled liq-
uids [12, 13], cooperativity lengths have been identified,
and related to the presence of heterogeneities in the dy-
namics [14, 15].
More generally, a lot of physical questions remain; a
crucial one being: in what manner, at a microscopic level,
does a glassy system evolve, both spatially and tempo-
rally? What are the spatial configurations of the typical
rearrangements experienced by a glassy system during
its relaxation and how are they affected by aging? Are
there any common relaxation mechanisms of glassy sys-
tems, though there also exist specificities to given mate-
rials? Recently, new results have been obtained in this
direction. Focusing on the spatial aspect of glassy relax-
ation, cooperative rearrangements events have been ev-
idenced, both experimentally [16, 17] and through com-
puter simulations [18], stimulating new research on the
challenging question of coherence lengths and coopera-
tivity in glasses. On the temporal side, beautiful experi-
ments have shown evidence of temporal intermittency in
colloidal gels and micellar polycrystals [19], and in poly-
carbonate glasses [20]. It seems now well established that
in glasses and gels, relaxation takes place in a discontin-
uous way, involving sudden rearrangements followed by
periods of arrest where almost nothing happens. The
precise experimental determination of the distribution of
time lags between rearranging events will give insight into
the characterictic “trapping times” of the system. In ex-
periments on glasses, this distribution seems to be close
to a power-law [20] -which is consistent with a trap model
with an exponential distribution of energies [6]-, whereas
it has been found in simulations of supercooled glasses to
correspond to a model of traps with either an exponen-
tiel distribution of energies, or a gaussian distribution of
energies [21, 22]. Therefore, quantities of interest are not
just average quantities, but also fluctuations, and in par-
ticular the full probability distributions of correlations.
The study of fluctuations in glassy systems may contain
subtle information, as was already realized by Israeloff
and Weissman [23], who analyzed carefully mesoscopic
noise in spin-glasses in an attempt to discriminate be-
2tween a model of droplets, and a scenario of hierarchical
dynamics.
Recently, probability distributions of two-time corre-
lation functions in gels and glasses have been shown to
exhibit a non-Gaussian behaviour [19, 20]. These non-
Gaussian features have been found also in numerical sim-
ulations of disordered systems and kinetically constrained
models [24, 25, 26]. They have been tentatively explained
using the analogy between glassy dynamics and critical
dynamics [24], for which universal, non-Gaussian features
can be expected [27].
In this study, we will not advocate any similarity with
critical dynamics, but we will rather try to deduce the
non-Gaussian behaviour merely from finite-size effects in
a simple out-of-equilibrium glassy model.
We will consider a system that can be divided into N
independent subsystems. Each subsystem is supposed
to represent an independent model of glassy relaxation
between energy traps. Such a model of traps has been
studied extensively [6, 28]. We will show that the super-
position of the N subsystems will have the same aver-
age dynamical correlation as one individual subsystem;
however, its probability distribution function will depend
strongly on N ; in the limit N → ∞, one has to recover
the Gaussian distribution, according to the central limit
theorem. Moreover, the distribution of time intervals be-
tween relaxation events or between decorrelations will
depend crucially on the number of subsystems, i.e on the
value of the internal coherence length.
The paper is organized as follows. In Section II, we
introduce the model and recall the main results of [6]. In
Section III, we calculate the distribution of time inter-
vals between successive events in the whole system. In
Section IV, we calculate the distribution of time intervals
between successive decorrelations in the system, the same
way they can be measured in Time Resolved Correlation
experiments on soft glassy materials [19]. Section V is
devoted to the probability distribution of the two-time
correlation function. Finally, in Section VI, we summa-
rize and discuss our results.
II. DEFINITION OF THE MODEL
Let us consider a simple model of dynamics of a system
between energy levels. In a generic disordered system, it
is reasonable to assume that low-lying energy levels are
exponentially distributed: this is the case for example
for the lowest energy levels (non-extensive corrections to
the ground state energy) of the Random Energy model
(REM) [5, 29] or in spin-glasses [30]. Experimental de-
termination of energy barriers in low-temperature glasses
also seem to support this exponential distribution [31].
More precisely, let us call E an energy barrier, which
is the difference between a reference energy level which
is taken as the origin for the energies, and a negative
energy level. E is hence a positive quantity. We choose
the distribution of barriers as ρ(E) = 1E0 e
−E/E0 .
Changes in configurations in a disordered or glassy sys-
tem are often attributed to thermally activated events
over energy barriers [21, 22], although other mecanisms
exist, such as kinetically constrained models [10], which
do not require an energy landscape, and are able to re-
produce some of the features of glassy materials. In the
language of activated events, a trapping time τ corre-
sponding to a barrier E can be defined as τ = τ0e
E/kBT ,
where τ0 is a microscopic time scale, kB the Boltzmann
constant, and T the temperature. For an exponential dis-
tribution of barriers, the distribution of trapping times
is equal to ψ(τ) = µ
τµ0
τ1+µ , where µ =
kBT
E0
.
The dynamics of a system evolving in such an energy
landscape has been studied by different authors, accord-
ing to which choice of transition rates between energy
levels is made [6, 29, 32, 33]. In the following, we will con-
sider only the case where the transition rate from barrier
E to any other barrierE′ is W (E → E′) = 1τ0 e−E/kBT ,
[6, 29], which means that the escape from the initial trap
is the limiting process, whatever the destination. Note
that this family of models does not include any kind of
spatial structure, since energy is not related here to spa-
tial configurations, and that it is mean-field in nature
since transitions to all levels are allowed with the same
probability. Extensions of these models to finite dimen-
sionalities have however been attempted in [34, 35]. We
will see in the following that the superposition of several
of such systems can actually introduce (though rather
artificially) a relevant lengthscale.
Dynamical properties of the model have been studied
in detail in [6]. In particular, when µ < 1, the model
exhibits aging (absence of time translation invariance of
the correlations), whereas it is time-translationally in-
variant for µ > 1. In this paper, we will focus on the
case µ < 1. For a given trajectory of the system, the
two-time correlation function C(tw , tw + τ) is defined as:
C(tw, tw+ τ) = 1 if the system has remained in the same
energy trap between tw and tw + τ , C(tw , tw + τ) = 0 if
between tw and tw + τ , the system has left the energy
trap it was in at tw.
Averaging over all barrier configurations (which we de-
note by < .. >), one obtains the average two-time corre-
lation function:
Π(tw, tw + τ) =< C(tw , tw + τ) >
It was shown in [6] that for large tw, this function is
given by the following formula:
Π(tw, tw + τ) ≃ sinpiµ
pi
∫ 1
τ
tw
(1+ τtw )
dv(1− v)µ−1v−µ
which we will use in sections III and V.
3The sprinkling density S(t)
Another important quantity for our study is the sprin-
kling density of events at time t, S(t). An “event” has to
be understood as a jump from an energy level to another
one. The sprinkling density of events S(t) is defined as
the time density distribution of having an event at time t
-whatever the number of events before t- and given that
there was one event at t = 0. This is a standard quantity
defined in the context of renewal theory [36]. For any
distribution of trapping times ψ(τ) where the trapping
times are independent random variables -and given that
it does not depend on the age, i.e on the choice of the
time origin-, and independently of the type of dynamics
used, the following formula holds:
S(t) = ψ(t) +
∫ t
0
dtlS(tl)ψ(t− tl) (1)
where tl stands for the time of the last event to have
taken place before t; the first term ψ(t) corresponds to
the special case tl = 0.
In the following, we will use the following trapping
times distribution: ψ(τ) =
µτµ0
(τ0+τ)1+µ
, in order to ensure
that τ can take values from 0 to ∞. We will also need
the large time behaviour of the corresponding sprinkling
density S(t). Following the lines of [37], this can be easily
computed using Laplace transforms. Using the notation
fˆ(z) to denote the Laplace transform of a function f(t),
equation (1) is equivalent to
Sˆ(z) =
ψˆ(z)
1− ψˆ(z)
The Laplace transform ψˆ(z) can be computed as:
ψˆ(z) =
∫ ∞
0
dte−ztψ(t) = µτµ0 e
τ0zzµ
∫ ∞
τ0z
dv
e−v
v−1−µ
Two cases have to be considered before taking the limit
τ0z → 0.
If µ < 1, ψˆ(z) = 1−Γ(1−µ)(τ0z)µ+ 11−µτ0z+ o(τ0z).
Then Sˆ(z) ≃ 1Γ(1−µ) 1(τ0z)µ , and for t ≫ τ0, S(t) ≃
c(µ) t
µ−1
τµ0
; with c(µ) = 1Γ(1−µ)Γ(µ) =
sin(piµ)
pi .
In this regime, S(t) decreases with time; the decrease in
time of the density of events results in the aging of the
correlation function Π(tw , tw + τ), which characteristic
time scale is proportional to the age tw.
On the other hand, if µ > 1, ψˆ(z) = 1+ 11−µτ0z+o(τ0z).
This implies that Sˆ(z) ≃ µ−1τ0z , and that for t≫ τ0, S(t) ≃
µ−1
τ0
= 1<τ> . In this non-aging regime, the sprinkling
density is uniform in time and simply equal to the inverse
trapping time < τ >=
∫∞
0
dττψ(τ) = τ0µ−1 .
Definition of the system of study as a superposition
of N subsystems
Let us now turn to our system of interest. This
new system is defined as the superposition of N subsys-
tems, identical to the one introduced previously, each of
which is defined by the same trapping times distribution:
ψ(τ) =
µτµ0
(τ0+τ)1+µ
. The subsystems are assumed to be in-
dependent of each other. One can give an interpretation
of such a model in a real space representation: given a
system of size L in d dimensions, we assume that one
can divide this system into N independent subsystems
of length ξ, where N = (Lξ )
d. ξ is the typical coherence
length of the system, and is considered constant during
the time relaxation. However, we will see that this quan-
tity is susceptible to evolve during aging.
During the dynamical evolution, each system relaxes
independently, and hence contributes to some extent to
the relaxation of the whole system. We will make the
following assumptions: (i) all events occuring in a sub-
system are also defined as individual events for the whole
system, (ii) all events contribute equally to the relaxation
of the whole system.
This translates into the following definitions:
• (i) The analog for the whole system of ψ(τ) will be
denoted as PN (τ): it is the distribution of time intervals
between all events (i.e trapping times). We will see in
the next section that this quantity depends in general on
the age tw; we will then call it PN (τ, tw).
• (ii) The correlation function of the whole system is
defined as
C(tw , tw + τ) =
1
N
N∑
i=1
Ci(tw, tw + τ),
where Ci(tw, tw + τ) is the correlation function of sub-
system i.
Before turning to a detailed calculation of PN (τ, tw),
we can invoke an argument of statistics of extremes. If
τ is a trapping time of the whole system, then it seems
natural to say that τ = min{τi}i=1,..,N , where τi is a
trapping time of each subsystem i. However, this is true
only if all subsystems undergo one event at some time
origin, and that one computes the first trapping time of
the whole system from this time origin. Hence this argu-
ment definitely excludes aging effects, because it neglects
any memory effects in the dynamics of the subsystems.
Having made this approximation, one can follow a
standard calculation of statistics of extremes, and one
can find the distribution of time intervals PN (τ):
PN (τ) = Nψ(τ)
[∫ ∞
τ
dt′ψ(t′)
]N−1
= Nµ
τµN0
(τ0 + τ)1+µN
By expanding around the most probable value τ = 0,
and setting u = µNτ/τ0, one finds the limiting exponen-
4tial distribution P (u) = e−u for u ≪ 1 (i.e τ ≪ τ0µN ).
This corresponds in fact to the convergence of the prob-
ability distribution of extremes towards the Weibull dis-
tribution, in the case where the elementary distribution
ψ(τ) has a finite value for its minimum time τ = 0 [38].
In this approximation, the time distribution of events
of the whole system simply follows a Poisson process,
with a rate proportional to the number of subsystems.
In a Poisson process, the conditions of the experiment
are supposed to remain constant in time, and all events
are independent of each other. However, in this model,
although single events in all subsystems are indeed inde-
pendent of each other, the dynamics is not invariant un-
der time translations (as can be inferred from the sprin-
kling density S(t)). As we shall see in the next section,
this will give rise to more complicated laws for PN (τ, tw).
Note finally that we have not been able to find a suit-
able argument of statistics of extremes for C(tw, tw + τ)
(the statistics of this quantity in the framework of non-
equilibrium dynamics have been related to the Gumbel
distributions [24, 27], which are one of the “universal”
families of probability distributions of extremes). In-
stead, we will gain information (see section V) by study-
ing C(tw, tw + τ) as the sum of N random variables, re-
inforcing the idea that it is not an extremal quantity, but
rather originates in the contribution of many individual
events (as was already pointed out in [27]).
III. DISTRIBUTION OF TIME INTERVALS
BETWEEN ALL EVENTS
Let PN (τ, tw) be the probability that an event takes
place at tw + τ if one took place at tw, in the system
composed of N independent subsystems.
In this section, it will be more practical for the com-
putation to work with the cumulative probability distri-
bution PCN (τ, tw) =
∫∞
τ dτ
′PN (τ
′, tw). By definition, it
is the probability that the time difference between two
successive events is larger than τ . Similarly, we will use
Q(τ) =
∫∞
τ dτ
′ψ(τ ′) = τµ0 /(τ0 + τ)
µ, which is the prob-
ability for a trapping time of a subsystem to be larger
than τ , i.e the probability for a subsystem not to change
trap during the period of time τ .
We now call i the subsystem in which one event has
taken place at tw. Then let {tj}j 6=i be the (N − 1) times
of the last events before tw in the other subsystems j.
The next event to take place in the whole system will
either happen in subsystem i or in any other subsystem.
In order for this next event to occur after a time τ , one
requires the following conditions:
• (i) subsystem i has to remain trapped between tw
and tw + τ , with probability Q(τ), and
•(ii) the other subsystems j have to remain trapped
between tj and tw + τ , with probability Q(tw + τ) +∫ tw
0
dtjS(tj)Q(tw+ τ − tj), Q(tw+ τ) being the contribu-
tion for the special case tj = 0. This last probability is
in fact equal to Π(tw, tw + τ), the probability for a sys-
tem to remain trapped between times tw and tw + τ (see
section II).
Hence,
PCN (τ, tw) = Q(τ) [Π(tw, tw + τ)]
N−1 .
PN (τ, tw) = − ∂
∂τ
[
Q(τ) [Π(tw, tw + τ)]
N−1
]
.
In the following, we will always consider the case of
large tw: tw ≫ τ0. We now treat separately two different
regimes for τ : (i) τ ∼ τ0, and (ii) x = τtw finite and
smaller than 1.
Case τ ∼ τ0
In the regime of interest where tw ≫ t0, S(tw) ≃
1
tµ0
c(µ)
t1−µw
(see section II). So that the leading term in tw
is:
Π(tw, tw + τ) ≃ 1− τ S(tw) ≃ e−τS(tw)
Then, we get the result:
PCN (τ, tw) ≃ Q(τ) e
−(N−1) c(µ)τ
τ
µ
0 t
1−µ
w (2)
and
PN (τ, tw) ≃ (ψ(τ) + (N − 1)S(tw)Q(τ)) e−(N−1)τS(tw)
We note that for N = 1 the result PN (τ, tw) = ψ(τ)
is recovered. As N increases, the exponential part in (2)
becomes dominant, introducing a rate that is dependent
on the waiting time: ρ = c(µ)(N−1)
τµ0 t
1−µ
w
.
This can be interpreted as an effective Poisson process,
where the number of instances N is replaced (for large
N) by
Neff (tw) = N
(
τ0
tw
)1−µ
.
In other words, the scaling of (2) suggests that com-
puting at age tw the distribution of events of a system
composed initially of N subsystems is the same as com-
puting the distribution of events of a “young” system
composed of Neff (tw) subsystems. In the case of (2),
one can see that Neff (tw) decreases explicitly with the
age; in the limiting case where aging disappears (µ→ 1),
5Neff is simply a constant equal to N . The idea of a num-
ber of independent subsystems decreasing with the age in
non-equilibrium systems is not new. It is intimately re-
lated to the concept of a growing lengthscale in an aging
system. If one defines a typical length ξ of a subsystem
by N = (Lξ )
d, one has ξeff = LN
−1/d
eff , and the depen-
dence of Neff on tw induces the following power-law for
ξeff :
ξeff (tw) = LN
−1/d
(
tw
τ0
) 1−µ
d
Case x = τ
tw
≪ 1
In the regime most accessible experimentally, x =
τ
tw
≪ 1, and Π(tw, tw + τ) ≃ 1 − c(µ)
(
τ
tw
)1−µ
, which
leads to the result:
PCN (τ, tw) ≃ Q(τ) e−(N−1)c(µ)(
τ
tw
)1−µ (3)
and
PN (τ, tw) ≃ [ψ(τ) +
(N − 1)c(µ)(1− µ)
t1−µw τµ
Q(τ)]e−(N−1)c(µ)(
τ
tw
)
1−µ
Again the limiting case PCN (τ, tw) = ψ(τ) for N = 1 is
recovered. In this regime, when N increases, the dis-
tribution PCN (τ, tw) evolves towards a stretched expo-
nential in τ , with a characteristic time proportional to
the age tw. But as in the case of (2), the scaling of
(3) suggests that the system at tw is equivalent to a
“young” system composed of Neff (tw) subsystems with
Neff (tw) = N
(
τ0
tw
)1−µ
.
Let us now be more precise concerning the relevance
of the quantity Neff (tw). The physical meaning of the
effective number of subsystems and of the effective co-
herence length is the following. Consider the system at
time t1, with a coherence length ξ1. This system is hence
made of N1 independent subsystems of size ξ1, by defi-
nition of the model; and each subsystem is a trap model
that can hop in different states in time, with average hop-
ping rate S(t1). Each subsystem ages, so that at some
later time t2, the hopping rate decreases and is equal to
S(t2). This also means that per unit time, less subsys-
tems have hopped than at age t1. In a real space picture,
the subsystems that hop are then more sparse and far
away from each other. This induces some kind of en-
hanced spatial correlation. Then one can make a coarse
graining of subsystems and define bigger subsystems, of
size ξ2, in such a way that the hopping rate of these new
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FIG. 1: (Color online) PCN (τ, tw) in the two regimes studied
for N = 1, 2, 5, 10; the values of the parameters are τ0 = 1,
µ = 0.5 and tw = 100. As N is increased, the departure from
the power-law is observed.
subsystems is the same as at time t1, which is possible,
precisely because they are bigger. Hence the total sys-
tem at time t2 is now a collection of N2 subsystems of
size ξ2, each of which hops at the same rate as the N1
subsystems of size ξ1 at time t1. This can actually be
quantified by a simple argument. The average hopping
rate of one subsystem at time t1 is S(t1). At time t2,
one defines a coarse-grained subsystem as composed of
N1/N2 of the former subsystems. Then the average hop-
ping rate of one coarse-grained subsystem at time t2 is
S(t2)N1/N2. The hopping rates are chosen to be equal,
which leads to N2 = N1S(t2)/S(t1). In the special case
of t1 = τ0 and t2 = tw, one finds: N(tw) = N(
τ0
tw
)1−µ,
which is exactly the relation for Neff (tw) found from the
previous calculations.
To conclude this section, the study of the two cases in-
vestigated above show that for a small system, PCN (τ, tw)
(and PN (τ, tw)) will still be very close to the power-law
characterizing one single subsystem. For a very large sys-
tem, PCN (τ, tw) crosses over from an exponential form to
a stretched exponential form at larger τ .
In general, there will be a crossover in PN (τ, tw) from
an exponential times a power-law, to a stretched expo-
nential times a power-law, as τ increases. In all cases, the
distributions become fatter with the age, which allows
to define an effective number of subsystems Neff (tw) =
N
(
τ0
tw
)1−µ
, or equivalently an effective coherence length
ξeff (tw) = LN
−1/d
(
tw
τ0
) 1−µ
d
.
For illustration, we plot on Figure 1 the cumulative
probability distribution PCN (τ, tw) in the two regimes
studied for different values of N ; the values of the pa-
rameters are τ0 = 1, µ = 0.5 and tw = 100.
6IV. DISTRIBUTIONS OF TIME INTERVALS
BETWEEN DECORRELATIONS. APPLICATION
TO EXPERIMENTALLY ACCESSIBLE DATA
1. Definition of the quantities of interest
When one is not able experimentally to identify indi-
vidual rearrangement events, it may be easier to turn to
the study of the fluctuations of global quantities such as
correlation functions. More precisely, in the scattering
experiments of [19], non averaged correlation functions
called cI(tw, τ) are computed. cI(tw, τ) represents the
degree of correlation between the speckle field scattered
by the sample at time tw, and the one scattered at time
tw + τ . The time lag τ can be given a fixed value during
the analysis of the data, and one computes the time series
of cI(tw, τ) as a function of time, starting from time tw
(see for example Figure 3(a) in [19]). This allows to com-
pute the probability distribution of cI , P (cI), for a given
τ and a given age tw. This is exactly what we compute
in section V, if we assume that the function C(tw , tw+τ)
of our model can be identified with cI(tw, τ). The main
experimental finding, namely that P (cI) is a negatively
skewed distribution for a value τ small compared to tw
in a non-equilibrium system (a colloidal gel), is recovered
in Section V.
In the analysis of the time series of cI(tw, τ), one can
also compute the distribution of time intervals between
significant decorrelations of the system -i.e big downward
jumps of cI(tw, τ)-, which is accessible experimentally.
Note that these big jumps do not necessarily correspond
to the same individual “events” studied in Section II and
section III, and actually correspond to the superposition
of several of them. However these jumps are the only
visible manifestation of the individual “events” from an
experimental point of view, unless new techniques allow
to visualize in detail and record the spatial rearrange-
ments of the particles in real space.
Typically one would like to compute the distribution of
time intervals between the smallest values of cI(tw, τ) -or
C(tw, tw + τ) in our model-, a threshold value Cth being
fixed. One can write that C(tw, tw+ τ) = 1− n(tw,tw+τ)N ,
where n(tw, tw + τ) is the number of subsystems that
changed trap between tw and tw + τ . In this section, we
will keep the notation N for the number of subsystems,
since we will always place ourselves at a given age tw. The
influence of the dependence of the number of subsystems
on tw will be discussed in the conclusion and is not crucial
here.
The threshold Cth can be chosen such that one se-
lects only the situations where at least k subsystems have
changed trap between tw and tw+τ , so that Cth = 1− kN ,
and the values of C(tw, tw+τ) considered will be less than
Cth. The distribution of time intervals between succes-
sive jumps of the correlation of this kind will be denoted
P(k)(τ, tw, T ), where T is the time interval variable.
Before considering the general case, we will first focus
on two simpler cases:
• (i) we will first compute P(N)(τ, tw, T ), which cor-
responds to the distribution of times between successive
decorrelations of maximum intensity (k = N). We will
see that the age tw is not relevant for this quantity, and
it will be denoted P(N)(τ, T ).
• (ii) we will also compute P(k,k)(τ, tw, T ), the dis-
tribution of time intervals between successive decorrela-
tions of the same intensity, i.e which correspond to the
case where k subsystems have changed trap between tw
and tw+τ , and k subsystems have changed trap between
tw + T and tw + T + τ , for the first time since tw.
2. Special case of the largest decorrelations
In this section we want to compute P(N)(τ, tw, T ).
Since we consider only the largest decorrelations, we say
that an event has occured at tw if C(tw, tw + τ) first
reaches the value 0 at tw. We define P(N)0 (τ, tw, T ) as the
probability per unit time τ that such an event takes place
at time tw + T , knowing that such an event happened at
tw. This quantity will be helpful in all the following in
order to calculate P(N)(τ, tw, T ).
In the case of P(N)(τ, tw, T ), the decorrelations in the
intervals [tw; tw + τ ] and [tw + T ; tw + T + τ ] are two
successive total decorrelations; whereas in the case of
P(N)0 (τ, tw, T ), they may not be successive in time. For-
mally speaking, P(N)(τ, tw, T ) plays the role of ψ(T ) and
P(N)0 (τ, tw, T ) the role of S(T ), where ψ(T ) and S(T )
have been introduced in Section II.
Throughout the whole section, we will consider the
regime where τ ≪ T . In this case, a good approximation
is:
P(N)0 (τ, tw, T ) ≃
1
τ
[τS(T )]
N
.
Therefore, this quantity does not depend on age, and,
as in section II, one has the relation:
P(N)0 (τ, T ) = P(N)(τ, T )+
∫ T
0
dt′P(N)(τ, t′)P(N)0 (τ, T−t′).
Equivalently, if z is the Laplace variable conjugated to
T , the Laplace transforms are related according to
Pˆ(N)(τ, z) = Pˆ
(N)
0 (τ, z)
1 + Pˆ(N)0 (τ, z)
.
In the case of interest (µ < 1), we use the fact that
S(T ) ≃ c(µ)Tµ−1
τµ0
for T ≫ τ0, so that
7Pˆ(N)0 (τ, z) ≃
1
τ
[
c(µ)τ
τµ0
]N
1
zx
∫ ∞
τ0z
du e−uux−1,
where x = 1−N(1−µ), and we have introduced the lower
cut-off τ0 for the case where the integral is divergent at
the origin.
According to the value of N , we will see below through
the study of the different cases that P(N)(τ, T ) is a power-
law with an exponent depending on N .
(a) Case 0 < x < 1 : N(1− µ) < 1
In this case, the former integral converges when τ0z →
0; therefore,
Pˆ(N)0 (τ, z) ≃
1
Γ(1− x)
1
(T0z)x
,
where we have defined T x0 = τ
[
τµ0
c(µ)τ
]N
1
Γ(x)Γ(1−x) .
Hence, if T0z ≪ 1, Pˆ(N)(τ, z) ≃ 1 − Γ(1 − x)(T0z)x,
which leads to
P(N)(τ, T ) ≃ xT
x
0
(T0 + T )1+x
.
Note that in the special case N = 1, one has x = µ
and T0 = τ0, and one recovers the power-law with the
initial exponent 1 + µ.
(b) Case 0 < y < 1 : 1 < N(1− µ) < 2
The integral is divergent at the origin in the case where
x < 0, and instead of x, we use for convenience y = −x =
N(1− µ)− 1 > 0.
For 0 < y < 1, or 1 < N(1 − µ) < 2, we use the
following expansion when τ0z → 0:
∫ ∞
τ0z
du
e−u
u1+y
≃ 1
y
1
(τ0z)y
− 1
y
Γ(1− y)
We define the time T1 such that T
y
1 =
1
τ
[
c(µ)τ
τµ0
]N
, and
we find that Pˆ(N)0 (τ, z) ≃ 1y
(
T1
τ0
)y
− 1yΓ(1 − y)(T1z)y,
and
Pˆ(N)(τ, z) ≃
1
y
(
T1
τ0
)y
1 + 1y
(
T1
τ0
)y

1− Γ(1 − y)
1 + 1y
(
T1
τ0
)y (τ0z)y

 .
Hence, P(N)(τ, T ) is again a power-law at large T :
P(N)(τ, T ) ≃
1
y
(
T1
τ0
)y
1 + 1y
(
T1
τ0
)y yT y2(T2 + T )1+y ,
where T2 =
τ0[
1+ 1y
(
T1
τ0
)y]1/y .
Note that the constant in front of the power-law is
not exact (one would need the expression for all T of
S(T ) to get its exact expression). Moreover, this con-
stant is smaller than 1, which means that the distribu-
tion P(N)(τ, T ) is not normalized. This comes from the
fact that the total number of events (which is equal to
Pˆ(N)0 (τ, z = 0)) is finite; therefore there is a non-zero
probability that the time interval between two events is
infinite, so that P(N)(τ, T ) is not normalized to unity.
(c) Case y > 1 : N(1− µ) > 2
Now the expansion for τ0z → 0 of the integral reads:
∫ ∞
τ0z
du
e−u
u1+y
≃ 1
y
1
(τ0z)y
− 1
y − 1
1
(τ0z)y−1
+
1
y
1
1− yΓ(2−y).
in the case where 1 < y < 2. In general, if n = E(y)
is the integer part of y, the constant part of the expan-
sion is proportional to Γ(n+ 1− y) and is followed by a
(τ0z)
n+1−y term. Then, following the case 1 < y < 2,
we find that Pˆ(N)0 (τ, z) ≃ 1y
(
T1
τ0
)y
− 1y−1T y1 τ1−y0 z +
1
y
1
1−yΓ(2−y)(T1z)y+o(z2). In general, there will always
be a singular term in zy in between two polynomial terms
zn and zn+1. Again in the special case where 1 < y < 2,
we find: Pˆ(N)(τ, z) ≃
1
y
(
T1
τ0
)y
1+ 1y
(
T1
τ0
)y (1 − 1y−1yT y2 τ1−y0 z +
1
y−1Γ(2 − y)(T2z)y + o(z2)).
As a reminder, let us note that the Laplace transform
for small z of a power-law distribution ψ(τ) introduced
in Section II is, for 1 < µ < 2: ψˆ(z) = 1 − 1µ−1τ0z +
1
µ−1Γ(2− µ)(τ0z)µ + o((τ0z)2). Hence Pˆ(N)(τ, z) cannot
be mapped exactly on this type of function, and one can
for example add an exponential function to a power-law
in order to recover the correct expansion up to order z2.
This introduces some indeterminacy in the determination
of P(N)(τ, T ) . However, the behaviour at very large T
will be:
P(N)(τ, T ) ≃ α
T 1+y
,
where α is an indetermined coefficient. This final
power-law behaviour might be in fact rather hard to ob-
serve in reality.
83. Special case of the decorrelations with same value
In this section we compute the quantity
P(k,k)(τ, tw, T ). Like for the previous case, we de-
fine P(k,k)0 (τ, tw, T ) corresponding to P(k,k)(τ, tw, T ),
which measures the probability that k subsystems
change traps in the interval [tw+T ; tw+T + τ ], knowing
that k subsystems (not necessarily the same) have
changed traps in the interval [tw; tw+ τ ]. More precisely,
in this section, we say that an event has occured at
tw if C(tw, tw + τ) first reaches the value 1 − kN at tw.
Then P(N)0 (τ, tw, T ) is the probability per unit time τ
that such an event takes place at time tw + T , knowing
that an event happened at tw. In this case (k 6= N), all
quantities will depend on tw and a relation of the type
of (1) is a priori not correct. However, in the limit that
we consider, where both T and τ are small compared to
tw, and if k is not too far from N (experimentally, the
threshold will be taken low enough in order to get rid of
experimental noise), we will assume that such a relation
can still be valid. We will write:
P(k,k)0 (τ, tw, T ) = P(k,k)(τ, tw, T )
+
∫ T
0
dt′P(k,k)(τ, tw, t′)P(k,k)0 (τ, tw, T − t′) (4)
Like in the previous section, we will first com-
pute P(k,k)0 (τ, tw, T ) and deduce P(k,k)(τ, tw, T ) from its
Laplace transform thanks to the relation:
Pˆ(k,k)(τ, tw, z) = Pˆ
(k,k)
0 (τ, tw, z)
1 + Pˆ(k,k)0 (τ, tw, z)
(5)
In order to compute P(k,k)0 (τ, tw, T ), we call n the
number of subsystems that changed traps in the in-
terval [tw, tw + τ ], but stayed trapped in the interval
[tw+T, tw+T +τ ]. Hence k−n subsystems change traps
both in the intervals [tw, tw+τ ] and [tw+T, tw+T+τ ]; n
subsystems change traps in the interval [tw+T, tw+T+τ ]
but where trapped in the interval [tw, tw + τ ]; finally,
N − k−n subsystems were trapped in both the intervals
[tw, tw + τ ] and [tw + T, tw + T + τ ].
Therefore, if ksup = min(k,N − k),
P(k,k)0 (τ, tw, T ) =
CkN
τ
ksup∑
n=0
CnkC
n
N−k [τS(T )]
k−n ×
[1− τS(T )]n [τS(tw + T )]n [1− τS(tw + T )]N−k−n .
Such a finite sum being analytically untractable, we
will take its continuous limit, by defining x = k/N and
y = n/N , and by replacing
∑ksup
n=0 by N
∫ xsup
0
in the limit
where N is large.
First, if we consider the lowest order in τ only, we
reduce the expression to:
P(k,k)0 (τ, tw, T ) =
CkN
τ
ksup∑
n=0
CnkC
n
N−k [τS(T )]
k−n
[τS(tw + T )]
n
.
Then by using the Stirling formula N ! ∼
NNe−N
√
2piN , and taking the continuous limit, we
get:
P(k,k)0 (τ, tw, T ) ≃
τk−1
(2pi)3/2N1/2
∫ xsup
0
dy
exp[−N{(x− y) ln(x− y)
+ 2y ln y + (1 − x− y) ln(1− x− y)
− (x− y) lnS(T )− y lnS(T + tw)}] (6)
By using a saddle point method, we find that the for-
mer integral is maximized for y∗ such that
(x− y∗)(1− x− y∗) = y∗2γ(tw, T ) (7)
where γ(tw, T ) =
S(T )
S(T+tw)
.
We keep the positive solution, having checked that we
have both y∗ ≤ x and y∗ ≤ 1− x:
y∗ =
1
2(γ − 1) [−1 +
√
1 + 4x(1− x)(γ − 1)].
Replacing y∗ in the last expression for P(k,k)0 (τ, tw, T )
leads to a complicated expression that can be simplified
in our regime of interest, τ0 ≪ T ≪ tw.
First, by using the expression for S(T ) at large times
and µ < 1, we find that, for τ0 ≪ T ≪ tw, γ(tw, T ) ≃
(tw/T )
1−µ
, and y∗(T, tw) ≃
(
x(1−x)
γ(tw,T )
)1/2
. Then, if twT
is large enough, we can always assume to have y∗ ≪
min(x, 1 − x), so that equation (6) can be expanded in
y∗. Finally, we find the result:
P(k,k)0 (τ, tw, T ) ≃
CkN
2piτ
[τS(T )]k e2
√
k(N−k)( Ttw )
1−µ
2
.
The Laplace transform with respect to T reads:
Pˆ(k,k)0 (τ, tw, z) ≃
CkN
2piτ
[
c(µ)τ
τµ0
]k
I(tw, z),
where
I(tw, z) =
∫ ∞
0
dT
e−zT
T (1−µ)k
exp
[
K(k)
(
T
tw
) 1−µ
2
]
,
9and K(k) = 2
√
k(N − k).
I(tw, z) is a convergent integral for k(1−µ) < 1, which
is the first case we consider.
(a) Case k(1− µ) < 1
Since we are interested in the case T ≪ tw, we will
make an expansion for ztw ≫ 1.
Then we need to consider two separate cases for the
evaluation of Pˆ(k,k)(τ, tw, z) from relation (5). We report
here the main results, and refer to Appendix A for the
calculations.
(a1) Case 0 < k < 1+µ
2(1−µ)
P(k,k)(τ, tw, T ) is a power-law:
P(k,k)(τ, tw, T ) ≃ C
k
N
2piτ
[
c(µ)τ
τµ0
]k
Atαw
Γ(−β)
1
T 1+β
(8)
with α = k(1−µ)
2
1+µ and β =
2k(1−µ)
1+µ − 1.
(a2) Case 1+µ
2(1−µ)
< k < 1
1−µ
P(k,k)(τ, tw, T ) ≃ ecos(
pi
1+β )(βK(tw,τ))
1
1+β ( Ttw )
β
1+β
(9)
which is a stretched exponential since cos( pi1+β ) < 0.
(b) Case k(1− µ) > 1
P(k,k)(τ, tw, T ) is simply an exponential, with a weak
dependence on tw (which vanishes for large tw):
P(k,k)(τ, tw, T ) ≃ C(tw, τ)e−C(tw ,τ)T (10)
where C(tw, τ) = C
k
N
2piτ
[
c(µ)τ
τµ0
]k
e
K(k)( τ0tw )
1−µ
2
τ
(1−µ)k
0
.
We note here that it is not possible to make a clear
continuity between the cases k = N and the case k dif-
ferent than N treated in this section. This is due to the
face that we use a saddle-point approximation of I(tw, z),
which is defined only if K(k) is different from 0, hence
k is different from N and 0. In this section, the approx-
imations are more numerous and are susceptible to be
valid only for some intermediate values of k. Moreover,
we are interested in the aging regime and now the correct
expansion is to be made for ztw ≫ 1, and not anymore
for zτ0 ≪ 1.
4. Generalization
The most general case, as introduced in the beginning
of Section IV, consists in computing P(k)(τ, tw, T ) the
distribution of time intervals between successive decorre-
lations larger than kN .
As before, we will use the P0 quantities relative to the
P quantities we are looking for, and we will assume that
relations between them similar to equation (4) still hold.
Therefore, we will start by computing
P(k)0 (τ, tw, T ) =
∑
k′≥k
∑
k′′≥k
P(k′,k′′)0 (τ, tw, T ) (11)
where P(k′,k′′)0 (τ, tw, T ) is the probability that k′ sub-
systems have changed traps in the interval [tw, tw + τ ]
and k′′ subsystems have changed traps in the interval
[tw + T ; tw + T + τ ]. We refer the reader to Appendix B
for technical details of the computation, which is similar
to the one explained in section IV.3.
From the calculation, we get
P(k)0 (τ, tw, T ) = P(k
∗)
0 (τ, tw, T ),
P(k)(τ, tw, T ) = P(k
∗)(τ, tw, T ),
where k∗ is a growing function of k, and is equal to k if
τS(T ) < 1 and k > N/2.
Therefore the results of the previous section can be
used. We conclude that, according to the value of k∗
(which will be equal to k in most cases of interest),
P(k)(τ, tw, T ) can either take a power-law form (equa-
tion(8)), a stretched exponential form (equation (9)), or
an exponential form (equation (10)), where k has to be
replaced by k∗.
V. PROBABILITY DISTRIBUTION OF THE
TOTAL CORRELATOR
In section III, we used the notion of “events”, and cal-
culated their time distribution, because it was the most
natural quantity to compute in the framework of the
model presented here. However, it may be difficult in
an experiment to identify such events, or even to find a
reasonable definition of individual events.
A well-defined quantity that is more readily accessible
is the distribution probability of a correlator C(tw , tw +
τ), as has been recently investigated in numerical simu-
lations [24].
In our model, each subsystem i is a two-level system,
where the correlation Ci(tw, tw + τ) can only take the
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values 0 or 1. More precisely, the probability distribution
of the correlation of a subsystem i is:
P (Ci) = fδ(Ci − 1) + (1− f)δ(Ci),
where the parameter f coincides with the average value
of the correlation for the values of tw and τ considered:
f = Π(tw, tw + τ) =< Ci(tw, tw + τ) >. In the following
we will omit temporarily the dependence of f on tw and
τ , for simplicity in the notations.
For the whole system (the superposition of the N inde-
pendent subsystems), the definition of C(tw, tw + τ) has
been given in Section II. One can actually rewrite this
quantity as:
C(tw , tw + τ) =
m(tw, tw + τ)
N
= 1− n(tw, tw + τ)
N
,
where m(tw, tw + τ) is the number of subsystems that
remained in the same energy trap between tw and tw+τ ,
and n(tw, tw+τ) the number of subsystems that changed
trap between tw and tw + τ .
Then, in order to find the value C for the correla-
tion between times tw and tw + τ , one has to draw m
subsystems among N instances that are trapped dur-
ing this time interval, with probability f , and N − m
subsystems that changed trap during this time interval,
with probability 1 − f . Hence, the probability distri-
bution of C, P (C), is simply the binomial distribution:
P (C) = NP (m), with
P (m) = CmN f
m(1− f)N−m,
and CmN is the binomial coefficient.
Note that in the limit of a large number of subsys-
tems N , the central limit theorem holds and the limiting
distribution is a Gaussian:
P (C)→
√
N
2pif(1− f) exp
[
−N(C − f)
2
2f(1− f)
]
.
We show on Figure 2 the distributions P (C) for dif-
ferent values of the average correlation: < C >=
0.1, 0.5, 0.9. The full lines correspond to N = 10 and the
dotted lines to N = 100, showing a closer resemblance to
a Gaussian distribution for N = 100.
For comparison with experiments or numerical simu-
lations, we computed the variance σ2(C), the skewness
s(C) and the kurtosis κ(C) of the distribution P (C).
They can be easily computed by noticing that the cu-
mulants of independent random variables are additive
quantities:
0 0.2 0.4 0.6 0.8 1
C
10-10
10-8
10-6
10-4
10-2
100
P(
C)
FIG. 2: (Color online) Probability distribution P (C) for dif-
ferent values of the average correlation: < C >= 0.1 (cir-
cles), 0.5 (diamonds), 0.9 (stars). The full lines correspond to
N = 10 and the dotted lines to N = 100.
σ2(C) =
1
N
f(1− f)
s(C) =
1√
N
1− 2f√
f(1− f)
κ(C) =
1
N
6f2 − 6f + 1
f(1− f)
At this stage, one would like to plot the previous quan-
tities as a function of τ for different values of the age tw,
in order to compare with existing results in the literature
[19, 24, 39]. For given τ and tw, f = Π(tw, tw + τ) is ex-
plicitly defined using the relation of section II. Moreover,
we use the results of Section III that suggest that at age
tw, the system can actually be considered as a superposi-
tion of Neff (tw) = N
(
τ0
tw
)1−µ
independent subsystems.
Hence in the preceding formulae for σ2(C), s(C), κ(C),
we replace N by Neff (tw). We want to stress that it is
not proved here that this mapping can be applied to the
case of the full probability of the correlation functions, it
is only a phenomenological attempt to try to extend this
coarse-graining to the calculation of other quantities than
the distribution of times. This argument actually leads
to results compatible to what is found in experiments.
In Figures 3, 4 and 5, σ2(C), s(C), and κ(C) are
shown as a function of τ for different values of tw, for
µ = 0.8 and N = 10. As observed in recent experi-
ments on foams [19, 39], one can see that the variance
is maximum at a time τ of the order of the relaxation
time (which in our model is proportional to the age tw),
and goes to 0 at large τ ; this maximum increases with
the age. The skewness is negative at small τ , crosses the
origin at intermediate times when P (C) becomes symet-
ric and then becomes positive; the negative skewness is
11
more and more pronounced when tw increases. The kur-
tosis is positive at small times, then negative, and pos-
itive again at large τ , while the negative part becomes
more and more pronounced with the age. All these re-
sults are compatible with recent numerical simulations
[24], and seem to be compatible with preliminary exper-
iments on colloidal gels [19]. Note again that the use
of Neff (tw) contains crucial information: if N was kept
constant, the curves would simply be superimposed by a
τ/tw rescaling, in particular, the maxima and minima of
the variance, skewness and kurtosis would not depend on
the age.
Finally, we computed the probability distribution
P (C) for a given τ/tw ratio - i.e a given value of the
average correlation < C >-, at different ages, therefore
for different Neff (tw); the system is made initially of
N = 1000 independent subsystems. Figure 6 shows such
probability distributions, for µ = 0.8, f =< C >= 0.8,
N = 1000, plotting P (C)σ(C) versus (C− < C >)/σ(C).
One can see that even for N = 1000, systematic de-
viations exist, though they may be hard to distinguish
when an experimental noise is present. Deviations are
systematic as tw increases, which is not surprising since
Neff (tw) decreases with the age; the central limit theo-
rem is less and less valid as tw increases. Note that we
tried to fit these curves with Gumbel distributions like in
[24], but we didn’t find a very precise agreement in our
case.
Finally, let us note that our results fail to reproduce
the expected zero limit of the skewness and kurtosis of
P (C) when τtw → ∞. These two quantities actually di-
verge in our case for any finite N , because P (C) tends
to a delta function δ(C) and σ(C) → 0. However, the
limit τtw → ∞ is formally equivalent to Neff (tw) → ∞,
which restores the correct limit because of the central
limit theorem. This problem would be absent if P (Ci)
for one individual system had a non-zero variance when
Ci → 0. In practice, this will be always the case, because
of the presence of white thermal noise.
VI. DISCUSSION AND CONCLUSION
We have studied a system made of the superposition
of N subsystems characterized individually by a slow dy-
namics and a power-law distribution of times between
jumps. This system can in turn be characterized by its
distribution of time intervals between events PN (τ, tw).
For small N , the power-law behaviour of a single sub-
system is the dominant behaviour. For large N , at very
small time intervals, this distribution is exponential and
crosses over at larger time intervals to a stretched expo-
nential. In the two regimes, a natural scaling between N
and tw appears, which allows to define an age dependent
effective number of subsystems Neff (tw) which decreases
with tw, or equivalently, an effective coherence length
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FIG. 3: (Color online) Variance of the probability distribu-
tion P (C) for µ = 0.8 and N = 10 independent subsystems
initially, for different values of tw.
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FIG. 4: (Color online) Skewness of the probability distribu-
tion P (C) for µ = 0.8 and N = 10 independent subsystems
initially, for different values of tw.
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FIG. 5: (Color online) Kurtosis of the probability distribu-
tion P (C) for µ = 0.8 and N = 10 independent subsystems
initially, for different values of tw.
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FIG. 6: (Color online) Rescaled probability distributions
P (C) for µ = 0.8, N = 1000 independent subsystems ini-
tially, < C >= 0.8, and different values of tw.
which grows slowly with the age: ξ(tw) ∼ t(1−µ)/dw . It
would be interesting to see whether experimental results
also display the different regimes calculated here. In par-
ticular, one could observe an exponential or a stretched
exponential distribution for a young system, and a power-
law distribution for an aged system. As explained in sec-
tion III, the interpretation of ξeff (tw) comes from the
aging of all individual subsystems: the systems that hop
are more rare when tw increases, and hence further apart
from each other; this introduces a relevant lengthscale
ξ(tw) that grows with tw.
We also computed P(k)(τ, tw, T ) the distribution of
time intervals between successive decorrelations over an
interval τ , larger than kN . This quantity, like P (C),
is accessible through scattering experiments. Although
the derivation of this quantity is a bit technical, the re-
sults can be summarized in the following way. In the
extreme case where one only counts the largest decor-
relations (k = N), the distribution of time intervals be-
tween successive decorrelations crosses over from a power
law with a small exponent at small N (or large tw) to a
power-law with a large exponent at large N (or small
tw). It is hoped that in experiments, these regimes will
be observed, when one varies the age or other parame-
ters. For example, if the temperature is decreased in a
glass, or the density is increased in a gel, or if one in-
creases the quench rate, one expects that the coherence
length increases, i.e the number of independent subsys-
tems decreases. For k 6= N , the results are more difficult
to obtain, due to technical complications, and are likely
to be reliable only for intermediate values of k. If k is
small (i.e one counts only the decorrelations correspond-
ing to a few subsystems), the distribution P(k)(τ, tw, T )
is a power-law; if k is larger, it is a stretched exponential
and for k large it is an exponential. Equivalently, since
one expects the number of subsystems to decrease with
the age, P(k)(τ, tw, T ) is typically an exponential at small
tw, then a stretched exponential and finally a power-law
at large tw, for a given value of the correlation threshold
Cth = 1− k/N .
Finally, we also computed analytically the probabil-
ity distribution of the correlator P (C), which reproduces
many features of the experimental findings of [19] and
of the numerical results of [24]. We used the fact (not
shown rigorously) that at tw the system can be de-
scribed as a collection of Neff (tw) independent subsys-
tems. No rescaling to some time-evolving Gumbell distri-
bution seems to be relevant here. Since the full probabil-
ity is calculated here, it would be interesting to compare
it more quantitatively to experimental results. In partic-
ular, we find that the variance grows with the age like
σ2 ∼ N−1eff ∼ t1−µw .
Although these results are derived from a simplified
theoretical model, we think that such a description cap-
tures the essential intermittent character of the relax-
ation of a realistic glassy system, together with the ex-
istence of a coherence lengthscale growing with the age,
due to the decrease of the rate of events in time. We
hope that these findings will be helpful in analyzing more
quantitatively some experimental results. In particular,
the results of Section IV and Section V might be of inter-
est for the Time Resolved Correlation experiments of [19].
However, since the individual trap model is probably a
very crude model for the relaxation of realistic materials
(< C(tw, tw + τ > is a priori unlikely to coincide with
the experimental average relaxation function of colloidal
gels), it may be interesting in a further study to replace
it with a more realistic dynamical model for jammed col-
loidal gels [40]. Concerning the intermittency dynamics
studied in [20], the quantities calculated in Section III
are maybe the most relevant ones to compare with the
experimental results.
The model studied here has the major disadvantage
that the relevant coherence length of the system is intro-
duced by hand through the superposition of several sub-
systems. However, we were able to extract useful infor-
mation from this picture. It would be more satisfactory
to solve a model where an aging coherence length builds
up during the dynamics, resulting from microscopic dy-
namics. Candidates could be special cases of kinetically
constrained models, though analytical calculations will
be quite hard [41]. However, numerical simulations pro-
vide now a useful alternative tool for the precise investi-
gation, in microscopic models of glasses, of the quantities
calculated in this paper [24].
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APPENDIX A
(a) Case k(1− µ) < 1
In this case, we can perform a saddle-point calculation
in order to evaluate I(tw, z), which leads to:
I(tw, z) ≃ Atαwzβe−
B
(ztw)
γ ,
with A = [(1 − µ)K(k)/2]− 2k(1−µ)1+µ , B = [(1 −
µ)K(k)/2]
2
1+µ , α = k(1−µ)
2
1+µ , β =
2k(1−µ)
1+µ − 1, and
γ = 1−µ1+µ .
Since we are interested in the case T ≪ tw, we expand
I(tw, z) for ztw ≫ 1: I(tw, z) ≃ Atαwzβ
[
1− B(ztw)γ
]
.
Then we need to consider two separate cases for the eval-
uation of Pˆ(k,k)(τ, tw, z) from relation (5).
(a1) Case 0 < k < 1+µ
2(1−µ)
For 0 < k < 1+µ2(1−µ) (i.e β < 0), one gets for ztw ≫ 1:
Pˆ(k,k)(τ, tw, z) ≃ A C
k
N
2piτ
[
c(µ)τ
τµ0
]k
tαwz
β.
Therefore, P(k,k)(τ, tw, T ) is a power-law:
P(k,k)(τ, tw, T ) ≃ C
k
N
2piτ
[
c(µ)τ
τµ0
]k
Atαw
Γ(−β)
1
T 1+β
(a2) Case 1+µ
2(1−µ)
< k < 1
1−µ
In this case, we find that Pˆ(k,k)(τ, tw, z) ≃
exp
[
−K(tw,τ)
(ztw)β
]
, with K(tw , τ) = 2piτCkN
[
τµ0
c(µ)τ
]k
1
tα−βw
.
The evaluation of the inverse Laplace transform leads
to:
P(k,k)(τ, tw, T ) ≃ ecos(
pi
1+β )(βK(tw,τ))
1
1+β ( Ttw )
β
1+β
which is a stretched exponential since cos( pi1+β ) < 0.
(b) Case k(1− µ) > 1
Finally, we consider the case k(1 − µ) > 1: then we
have to introduce the lower-cut-off τ0 in I(tw, z), which
leads to:
I(tw, z) ≃ z(1−µ)k−1
∫ ∞
τ0z
du
u(1−µ)k
e−ueK(k)(
u
ztw
)
1−µ
2
.
The saddle point solution is u∗ = [(1 −
µ)K(k)/2]
2
1+µ (ztw)
µ−1
1+µ . In the limit of very large
ztw, one will at some point reach the situation
where u∗ < τ0z. Hence, for ztw ≫ 1, the integral
will be best evaluated by its lower cut-off value:
I(tw, z) ≃ 1z 1τ (1−µ)k0 e
−τ0zeK(k)(
τ0
tw
)
1−µ
2
. Since T ≫ τ0,
we finally get: Pˆ(k,k)(τ, tw, z) ≃ C(tw,τ)z , where
C(tw, τ) = C
k
N
2piτ
[
c(µ)τ
τµ0
]k
e
K(k)( τ0tw )
1−µ
2
τ
(1−µ)k
0
.
Finally, P(k,k)(τ, tw, T ) is simply an exponential, with
a weak dependence on tw (which vanishes for large tw):
P(k,k)(τ, tw, T ) ≃ C(tw, τ)e−C(tw ,τ)T
APPENDIX B
For the computation of P(k′,k′′)0 (τ, tw, T ), we will
proceed in the same way as in the last section for
P(k,k)0 (τ, tw, T ). Using again combinatorial arguments,
we can write that:
P(k′,k′′)0 (τ, tw, T ) =
Ck
′
N
τ
nsup∑
n=ninf
Cnk′C
k′′−k′+n
N−k′ [τS(T )]
k′−n
[1− τS(T )]n [τS(tw + T )]k
′′−k′+n
[1− τS(tw + T )]N−k
′′−n
where ninf = sup(0, k
′ − k′′) and nsup = inf(k′, N − k′′).
As before, we keep only the leading order in τ and go
to the large N limit by introducing x′ = k
′
N , x
′′ = k
′′
N and
y = nN . This leads to:
P(k′,k′′)0 (τ, tw, T ) ≃
τk
′′−1
(2pi)3/2N1/2
∫ xsup
xinf
dy e−NS(x
′,x′′,y),
where
S(x′, x′′, y) = y ln y + (x′′ − x′ + y) ln(x′′ − x′ + y)
+ (x′ − y) ln(x′ − y) + (1 − x′′ − y) ln(1− x′′ − y)
− (x′ − y) lnS(T )− (x′′ − x′ + y) lnS(tw + T ).
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We use a saddle-point approximation to minimize
S(x′, x′′, y): ∂S∂y |y∗ = 0 leads to:
(x′ − y∗)(1 − x′′ − y∗) = y∗(x′′ − x′ + y)γ(tw, T )
which is the generalization of equation (7).
The positive solution is therefore:
y∗ =
1
2(γ − 1) [−1− (γ − 1)(x
′′ − x′)
+
√
[1 + (γ − 1)(x′′ − x′)]2 + 4x′(1− x′′)(γ − 1)]
and it is easy to check that xinf ≤ y∗ ≤ xsup. Note that
in this equation and in the following, we drop the (tw, T )
dependence of γ(tw, T ) for convenience.
We now come back to the calculation of P(k)0 (τ, tw, T )
through equation (11). For large N , we have:
P(k)0 (τ, tw, T ) ≃ N2
∫ 1
x
dx′
∫ 1
x
dx′′P(k′,k′′)0 (τ, tw, T ).
Direct integration is not possible here, so we use again
a saddle point treatment of the double integral. The sad-
dle points x′∗ and x′′∗ are solutions of the set of equations
formed by: ∂S∂x′ |(x′∗,x′′∗) = 0 and ∂S∂x′′ |(x′∗,x′′∗) = 0, or:
∂y∗
∂x′
ln
y∗(x′′ − x′ + y∗)γ
(1− x′′ − y∗)(x′ − y∗) = ln
γ(x′′ − x′ + y∗)
(x′ − y∗)
(12)
∂y∗
∂x′′
ln
y∗(x′′ − x′ + y∗)γ
(1 − x′′ − y∗)(x′ − y∗) = ln
τS(T + tw)(1 − x′′ − y∗)
x′′ − x′ + y∗
(13)
Here, ∂y
∗
∂x′ |(x′∗,x′′∗) and ∂y
∗
∂x′′ |(x′∗,x′′∗) can be calculated
using the expression for y∗.
At this point, taking the Ttw ≪ 1 limit enables us to
make simplifications in equations (12) and (13). A rather
lengthy calculation leads to the conclusion that there is
no couple of solutions (x′∗, x′′∗) compatible with equa-
tions (12) and (13), and such that x′∗ 6= x′′∗.
Consequently, we keep only the terms such that k′ =
k′′ in the sum of (11), and try to find the value for
k′ that maximizes this sum, knowing the expression of
P(k′,k′)0 (τ, tw, T ) from section IV.3:
P(k)0 (τ, tw, T ) ∝
∫ 1
x
dx′ exp{N [−x′ lnx′
− (1− x′) ln(1 − x′) + x′ lnS(T ) + 2(x
′(1− x′)
γ(tw, T )
)1/2]}
The saddle-point equation for x′∗ is now:
ln
(
x′∗
1− x′∗
)
=
1− 2x′∗√
x′∗(1− x′∗)γ(tw, T )
+ ln[τS(T )].
If τS(T ) = 1, this equation has the only solution
x′∗ = 12 . For τS(T ) > 1, there is a solution x
′∗ > 12 ,
and for τS(T ) < 1, there is a solution x′∗ < 12 . In gen-
eral, x∗ = sup(x, x′∗) will maximize the expression for
P(k)0 (τ, tw, T ), and can be estimated numerically. In par-
ticular, if τS(T ) < 1 and k > N/2, we have x∗ = x.
Finally,
P(k)0 (τ, tw, T ) = P(k
∗)
0 (τ, tw, T ),
P(k)(τ, tw, T ) = P(k
∗)(τ, tw, T ),
where k∗ = sup(k, k′∗).
[1] Spin Glasses and Random Fields, edited by A. P. Young
(World Scientific, 1998).
[2] M.D. Ediger, C.A. Angell, S. R. Nagel, J. Phys. Chem
100, 13200 (1996).
[3] P. Sollich, F. Lequeux, P. Hebraud, M. Cates; Phys. Rev.
Lett. 70 2020 (1997), P. Sollich, Phys. Rev. E 58, 738
(1998). Derec C., Ajdari A., G. Ducouret, Lequeux F,
C.R.A.S. Paris, 1 1115 (2000). Cloitre M., Borrega R.,
Leibler L., Phys. Rev. Lett. 85 4819 (2000). Knaebel A.,
Bellour M., Munch J.-P., Viasnoff V., Lequeux F. and
Harden J.L., Europhys. Lett. 52 (2000) 73. Cipelletti L.,
Manley S., Ball R.C., Weitz D.A., Phys. Rev. Lett. 84
(2000) 2275. L.Ramos, L. Cipelletti Phys. Rev. Lett. 87
245503 (2001). L. Cipelletti, L. Ramos, S. Manley, E.
Pitard, D.A. Weitz, E. Pashkovski, C. Popoff, Faraday
Discussions 123 237 (2003).
[4] L.F. Cugliandolo, in Slow Relaxations and Nonequilib-
rium Dynamics in Condensed Matter, J-L. Barrat et al.
eds. (Springer-Verlag, 2002).
[5] B. Derrida, Phys. Rev. B 24 2613 (1981).
[6] C. Monthus, J-P. Bouchaud, J. Phys. A: Math. Gen. 29
3847 (1996).
[7] A. J. Bray, M.A. Moore Phys. Rev. Lett. 58 57 (1987).
[8] D. S. Fisher, D. A. Huse, Phys. Rev B 38 373 (1988). D.
S. Fisher, D. A. Huse, Phys. Rev B 38 386 (1988).
[9] J. Houdayer, F. Krzakala, O. Martin, Eur. Phys. J. B 18
467 (2000).
[10] F. Ritort, P. Sollich, Adv. Phys. 52, 219 (2003).
[11] L. Berthier, Phys. Rev. Lett. 91 055701 (2003). C.
Toninelli, G. Biroli and D. Fisher, Phys. Rev. Lett. 92
185504 (2004). E. Marinari, E. Pitard, Europhys. Lett.
69, 235 (2005).
[12] C. Donati, S. Franz, G. Parisi and S. Glotzer, J. Non-
Cryst. Sol. 307, 215 (2002).
[13] N. Lacevic, F. Starr, T. Schroeder, S. Glotzer, J. Chem.
Phys. 119, 7372 (2003).
15
[14] S. Butler, P. Harrowell, J. Chem. Phys 95 4454 (1991).
S. Butler, P. Harrowell, J. Chem. Phys. 95 4466 (1991).
P. Harrowell, Phys. Rev. E 48 4359 (1993). M. Foley, P.
Harrowell J. Chem. Phys. 98 5069 (1993).
[15] J.P. Garrahan, D. Chandler, Phys. Rev. Lett. 89 035704
(2002). L. Berthier. J.P. Garrahan, Phys. Rev. E 68
041201 (2003). L.P. Garrahan, D. Chandler, Proc. Natl.
Acad. Sci. USA 100 9710 (2002).
[16] W.K. Kegel, A. van Blaaderen, Science 287, 290 (2000).
[17] E.R. Weeks, D.A. Weitz, Phys. Rev. Lett. 89 095704
(2002). R.E. Courtland, E.R. Weeks, J. Phys.:Cond.
Matter 15, S359 (2003).
[18] W. Kob, C. Donati, S.J. Plimpton, P.H. Poole, S.C.
Glotzer, Phys. Rev. Lett 79, 2827 (1997). C. Donati,
J.F. Douglas, W. Kob, S.J. Plimpton, P.H. Poole, S.C.
Glotzer Phys. Rev. Lett. 80, 2338 (1998). C. Donati, S.C.
Glotzer, P.H. Poole, W. Kob, S.J. Plimpton, Phys. Rev.
E60, 3107 (1999).
[19] L. Cipelletti, H. Bissig, V. Trappe, P. Ballestat, S. Ma-
zoyer, J. Phys. C 15 S257 (2003). P. Ballesta, C. Ligoure,
and L. Cipelletti, AIP Conf. Proc. 708, 68 (2004). A.
Duri, P. Ballesta, L. Cipelletti, H. Bissig, V. Trappe,
Fluctuation and Noise Letters (2004), to appear.
[20] L. Buisson, L. Bellon, S. Ciliberto, J. Phys.: Cond. Mat-
ter 15, S257 (2003). L. Buisson, S. Ciliberto, A. Garci-
martin, Europhys. Lett. 63, 603 (2003).
[21] B. Doliwa, A. Heuer, Phys. Rev. Lett. 80, 4915 (1998).
B. Doliwa, A. Heuer, Phys. Rev. E 61, 6898 (2000).
B. Doliwa, A. Heuer, cond-mat/0210121. B. Doliwa, A.
Heuer, Phys. Rev. E 67, 030501(R) (2003). B. Doliwa,
A. Heuer, Phys. Rev. E 67, 031506 (2003).
[22] D. Denny, D. Reichman, J-P. Bouchaud, Phys. Rev. Lett
90 025503 (2003).
[23] M.B. Weissman, Rev. Mod. Phys. 65 829 (1993).
[24] C. Chamon, P. Charbonneau, L.F. Cugliandolo, D.R. Re-
ichman, M. Sellitto, cond-mat/0401326. H.E. Castillo, C.
Chamon, L.F. Cugliandolo, J.L. Iguain, M.P. Kennett,
Phys. Rev. B 68, 134442 (2003).
[25] P. Sibani and H.J. Jensen, cond-mat/0403212.
[26] A. Crisanti and F. Ritort, cond-mat/0307554. F. Ritort,
cond-mat/0311379.
[27] S.T. Bramwell, K. Christensen, J-Y. Fortin, P.C.W.
Holdsworth, H.J. Jensen, S. Lise, J. Lopez, M. Nicodemi,
J-F. Pinton, M. Sellitto, Phys. Rev. Lett. 84 3744 (2000).
S.T. Bramwell, J-Y. Fortin, P.C.W. Holdsworth, S.
Peysson, J-F. Pinton, B. Portelli, M. Sellitto Phys. Rev.
E 63, 041106 (2001).
[28] E. Bertin, Dynamique vitreuse: de l’espace des phases a`
l’espace re´el, PhD thesis, Paris VII, 2003 (unpublished),
and references therein.
[29] G.J.M. Koper, H.J. Hilhorst, Europhys. Lett. 3 1213
(1987). G.J.M. Koper, H.J. Hilhorst, Physica A, 160 1
(1989).
[30] M. Me´zard, G. Parisi, M-A. Virasoro, Spin Glass Theory
and Beyond, World Scientific (Singapore) (1987).
[31] V. Bercu, M. Martinelli, C.A. Massa, L.A. Pardi, D. Lep-
orini, cond-mat/0409258, and references therein.
[32] C. de Dominicis, H. Orland, F. Laine´e, J. Phys. (France)
46 L463 (1985).
[33] B. Rinn, P. Maass, J-P. Bouchaud, Phys. Rev. B 64
104417 (2001).
[34] E. Bertin, J-P. Bouchaud, Phys. Rev. E 67, 026128
(2003).
[35] C. Monthus, Phys. Rev. E 68, 036114 (2003). C. Mon-
thus, J. Phys. A. Math. Gen. 36,11605 (2003). C. Mon-
thus, Phys. Rev. E 69, 026103 (2004).
[36] W. Feller, An Introduction to Probability Theory and its
Applications, Vol.1 (Wiley & Sons) 1968.
[37] F. Bardou, J.P. Bouchaud, A. Aspect, C. Cohen-
Tannoudji, Le´vy Statistics and Laser Cooling, Cambridge
University Press (2002).
[38] E.J. Gumbell, Statistics of Extremes, Columbia Univer-
sity Press, New York, (1958).
[39] P. Mayer, H. Bissig, L. Berthier, L. Cipelletti, J.P. Gar-
rahan, P. Sollich, V. Trappe, cond-mat/0405402.
[40] J-P Bouchaud, E. Pitard, Eur. Phys. J. E , 6 231 (2001).
[41] S. Whitelam, L. Berthier, J.P. Garrahan, Phys. Rev.
Lett. 92, 185705 (2004). S. Whitelam, J.P. Garrahan,
cond-mat/0405647. S. Whitelam, L. Berthier, J.P. Gar-
rahan, cond-mat/0408694.
