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Unsupervised learning requiring only raw data is not only a fundamental function of the cerebral
cortex, but also a foundation for a next generation of artificial neural networks. However, a unified
theoretical framework to treat sensory inputs, synapses and neural activity together is still lacking.
The computational obstacle originates from the discrete nature of synapses, and complex interactions
among these three essential elements of learning. Here, we propose a variational mean-field theory
in which the distribution of synaptic weights is considered. The unsupervised learning can then be
decomposed into two intertwined steps: a maximization step is carried out as a gradient ascent of
the lower-bound on the data log-likelihood, in which the synaptic weight distribution is determined
by updating variational parameters, and an expectation step is carried out as a message passing
procedure on an equivalent or dual neural network whose parameter is specified by the variational
parameters of the weight distribution. Therefore, our framework provides insights on how data
(or sensory inputs), synapses and neural activities interact with each other to achieve the goal
of extracting statistical regularities in sensory inputs. This variational framework is verified in
restricted Boltzmann machines with planted synaptic weights and handwritten-digits learning.
Introduction.— Searching for hidden features in raw sensory inputs and thus a reasonable explanation of the inputs
is a core function of natural intelligence [1, 2]. Sensory cortical circuits are able to extract useful information from
noisy inputs because of unsupervised synaptic plasticity shaping well-organized synaptic connections [3, 4]. From
a neural network perspective, this kind of unsupervised learning was modeled by a simple two-layer architecture,
namely restricted Boltzmann machine (RBM) [5–7]. One layer is used to receive the sensory inputs, thereby being
the visible layer; while the other layer serves as a hidden representation encoding features in the inputs. No lateral
connections exist within each layer, which was designed to avoid costly sampling as in a fully-connected network.
Synaptic plasticity thus refers to the learning process where the connection (weight) strengths between these two
layers are adjusted to explain the sensory inputs.
In the machine learning community, this learning process can be achieved by the popular truncated Gibbs sampling
(also called contrast divergence algorithm [7]), which was particularly designed for continuous weight values, and thus
a gradient ascent of the data log-likelihood is mathematically guaranteed [8]. However, to model unsupervised learning
with energy-efficient computation using low-precision synapses (weights) [9, 10], the gradient-based method does not
apply due to the discreteness of synapses. An efficient or valid method of training RBM with low-precision weights was
thus thought to be out of reach. Several recent works studied computational principles of unsupervised learning with
low-precision synapses [11–19]. Due to the complexity of analysis, these works focused on either of practical network
architectures and the constraint of arbitrarily many data samples, thereby failing to analyze the interaction among
inputs, synaptic plasticity and neural activity within a unified framework. Therefore, how this interaction shapes the
unsupervised learning process is still unknown, and moreover, because a typical learning procedure in both biological
neural networks and artificial ones must involve sensory inputs, synaptic plasticity and neural activity, understanding
this interaction becomes a key to unlock the black box of unsupervised learning, which is not only a fundamental
function of cerebral cortex [3, 4], but also a foundation for a next generation of artificial neural networks [2].
Here, we propose a variational principle that assumes a variational distribution of weights. We model the learning
process as a computation of the posterior on the weight parameters given sensory inputs. The variational principle
finds the best approximation of the posterior within a tractable parametric family. Remarkably, even though in the
presence of both a generic RBM architecture and arbitrarily many sensory data, the learning process improves an
approximate lower-bound on the data log-likelihood. Therefore, our variational principle overcomes the computational
obstacle previously thought to be challenging, opening a new path towards understanding how sensory data, synapses
and neurons interact with each other during unsupervised learning. In particular, this principle can be used to test
hypotheses or predictions drawn from theoretical studies of random models of unsupervised learning [11–19].
Model.— In this study, we use the RBM defined above with arbitrarily many hidden neurons (the left panel of
Fig. 1) to learn hidden features in M input data samples, which are raw unlabeled data specified by {σa}Ma=1. Each
data sample is specified by an Ising-like spin configuration σ = {σi = ±1}Ni=1 where N is the size of an input sample
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FIG. 1: (Color online) The schematic illustration of the variational model. N = 4 in this example (say, i, j, k and l). The
hidden layer has P = 3 neurons. Note that (N,P ) can be arbitrarily finite numbers. (Left panel) The RBM architecture receives
data of M examples and encodes the hidden features of data into synaptic connections (weights) in an unsupervised way. Here,
we take into account the weight uncertainty captured by a variational distribution qλiµ(ξ
µ
i ) where ξ
µ
i refers to the connection
between sensory neuron i and hidden neuron µ, and λiµ is the variational parameter. (Right panel) The equivalent RBM
model where the connection becomes the variational parameter and the additional random field applied to a hidden neuron
is determined by the variance (Ξ2µ) of the weighted-sum input to that hidden neuron (see the main text). zµ is a standard
normally distributed random variable. The equilibrium properties of the equivalent RBM are used to adjust the variational
parameter improving the lower-bound on the data log-likelihood.
(e.g., the number of pixels in an image). The synaptic weights are characterized by ξ, where each component takes a
binary value (±1). The number of hidden neurons is defined by P . The Boltzmann distribution of this RBM is given
by P (σ) = 1Z(ξ)
∏
µ cosh(βXµ) [20], where µ denotes the hidden neuron index, Xµ ≡ 1√N ξµ · σ, ξµ is also called the
receptive field of the µ-th hidden neuron, and Z(ξ) is the partition function depending on the joint set of all receptive
fields ξ. Note that the hidden neurons’ activities (±1) have been marginalized out. The scaling factor 1√
N
ensures
that the argument is of the order of unity. Supposed that the data samples are generated from a RBM where the
synaptic connections are randomly generated at first and then quenched. The inverse-temperature β thus tunes the
noise level of generated data samples from the planted RBM. Then one standard test of any learning algorithm is to
learn the planted synaptic connection matrix from the supplied data samples.
To further model the learning process, we assume that the data samples are weakly-correlated [7, 12], e.g., sampled
with a large interval. Therefore, we have the following data probability:
P ({σa}Ma=1|ξ) =
M∏
a=1
1
Z(ξ)
∏
µ
cosh(βXaµ), (1)
where the superscript a in Xaµ means that σ in Xµ is replaced by σ
a. Finally, the learning process is modeled by
estimating the posterior probability of the guessed synaptic weights according to the Bayes’ rule [12, 18]:
P (ξ|{σa}Ma=1) =
∏
a P (σ
a|ξ)∑
ξ
∏
a P (σ
a|ξ)
=
1
Ω
exp
(
−M lnZ(ξ) +
∑
a,µ
ln cosh
(
βXaµ
))
,
(2)
where Ω is the partition function of the posterior, and a uniform prior for ξ is assumed, i.e., we have no prior knowledge
about the planted weights. For simplicity, we use the same temperature as that used to generate data. However,
one obstacle to compute the posterior probability is the nested partition function Z(ξ) ≡ ∑σ∏µ cosh(βXµ) which
involves an exponential computational complexity. Except for a few special cases of one or two hidden neurons as
studied in previous works [11–13, 15, 18, 19], the computation of the posterior is impossible, let alone understanding
the learning process. This is the very motivation of this work that proposes a new principled method to tackle this
challenge for paving a way towards a scientific understanding of a generic unsupervised learning process.
A variational principle.— Rather than finding an approximate method to evaluate the posterior, we use a variational
distribution belonging to the mean-field family [21–23], defined by qλ(ξ), and find the best variational distribution to
minimize the Kullback-Leibler (KL) divergence between qλ(ξ) and P (ξ|D) where D denotes the data {σa}, which is
given by
KL(qλ(ξ)‖P (ξ|D)) = E ln qλ(ξ)− E lnP (ξ|D)
= E ln qλ(ξ)− E lnP (ξ,D) + lnP (D)
= −LB(qλ) + lnP (D),
(3)
3where KL(q‖p) ≡
〈
ln qp
〉
q
for two distributions— q and p, E denotes the expectation under the variational probability
qλ where λ denotes the corresponding variational parameter, and P (ξ,D) = P (ξ|D)P (D). Because of the non-
negativity of the KL divergence, the lower-bound on the data log-likelihood is given by
LB(qλ) ≡ E lnP (ξ,D)− E ln qλ(ξ)
= E lnP (D|ξ)−KL(qλ(ξ)‖P (ξ)), (4)
where the argument of qλ is omitted when it is clear, and P (ξ,D) = P (D|ξ)P (ξ) where P (ξ) can be treated as a prior
probability of weights. The first term serves as the expected log-likelihood of the data, while the second term is a
regularization term. The first term encourages the variational distribution to explain the observed data (maximizing
the expected log-likelihood of the data), while the second term encourages the approximate posterior to match the
prior. Therefore, the variational objective in Eq. (4) takes into account the balance between likelihood and prior [23].
The learning process is now interpreted as finding the variational parameter λ that improves the lower-bound on the
data log-likelihood. The lower-bound is tight once qλ matches P (ξ|D).
To proceed, we assume a factorized (across individual weights) prior probability parameterized by m ≡ {miµ}:
P (ξ) =
∏
i,µ
[
1+miµ
2 δξµi ,+1 +
1−miµ
2 δξµi ,−1
]
where δx,y denotes the Kronecker delta function, and miµ defines the mean
of the synaptic strength from visible neuron i to hidden one µ (Fig. 1) [24, 25]. For simplicity, we also parameterize
the variational distribution in the same form but with different means specified by λ. The variational distribution
is given by qλ(ξ) =
∏
i,µ
[
1+λiµ
2 δξµi ,+1 +
1−λiµ
2 δξµi ,−1
]
. Hence the weight uncertainty can be explicitly captured by
the variational distribution, in contrast to the point-estimate in a usual contrast divergence algorithm for continuous
weights. This form was also recently used in supervised learning of perceptron models [26, 27].
According to Eq. (1), we can write lnP (D|ξ) explicitly and insert it into the lower-bound, then we get
LB(qλ) = −KL(qλ(ξ)‖P (ξ))
+ E
[∑
a,µ
ln cosh(βXaµ)−M lnZ(ξ)
]
.
(5)
The variational parameter λ is achieved by optimizing the lower-bound through gradient ascent, defined by ∆λ =
η∇λLB(qλ) where η is a learning rate. Before evaluating the gradient, we need to calculate the regularization and
log-likelihood terms. Due to the factorization assumption, the regularization term can be exactly computed as
−KL(qλ(ξ)‖P (ξ)) =
∑
x=±1
∑
i,µ
[S(z, y)− S(z, z)] , (6)
where z =
1+λiµx
2 , y =
1+miµx
2 , and S(z, y) ≡ z ln y.
The expected log-likelihood term is still difficult to estimate without any approximations. However, based on the
fact that the variational distribution qλ is factorized, we assume that X
a
µ involves a sum of a large number of nearly
independent random variables and thus follows a Gaussian distribution N (Gaµ,Ξ2µ), where the mean and variance can
be computed respectively by Gaµ =
1√
N
∑
i∈∂µ λiµσ
a
i , and Ξ
2
µ =
1
N
∑
i∈∂µ(1− λ2iµ), where i ∈ ∂µ denotes all incoming
neurons into the µ-th hidden neuron. In this form, the uncertainty of weights on the provided data D has been
incorporated into this approximation given a large value of N .
Given one sensory input, say σa, the weighted-sum Xaµ is conditionally independent [7]. It then follows that the
expected log-likelihood can be approximated by a Monte-Carlo estimation [28]:
E
[∑
a,µ
ln cosh(βXaµ)−M lnZ(ξ)
]
=
1
B1
∑
a,µ,s
ln cosh
(
βGaµ + βΞµz
s
µ
)
− M
B2
∑
s
ln
∑
σ
∏
µ
cosh
(
βGµ + βΞµz
s
µ
)
,
(7)
where s denotes the index for a Monte-Carlo sample, zsµ is a standard normal random variable, B1 and B2 denote the
number of Monte-Carlo samples, and Gµ is defined by G
a
µ without the symbol a. Interestingly, the partition-function
part of the expected log-likelihood reduces to an equivalent RBM model (the right panel of Fig. 1) whose synaptic
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FIG. 2: (Color online) Learning performance in planted RBM models (N = 100) and real datasets (N = 784). The inverse
temperature β = 1. Each learning step indicates all synapses are updated once. B1 = B2 = 1000. Here, the Kullback-Leibler
divergence refers to KL(qλ(ξ)‖P (ξ)), and the approximate lower-bound of the data likelihood (Eqs. (5-7)) has been subtracted
by its starting value. (a) Learning trajectories of RBM models with P = 3 and orthogonal planted receptive field vectors of
three hidden neurons (M = 500). The inset shows evolution of the Kullback-Leibler divergence and approximate lower-bound.
(b) Typical learning performance in planted RBM models as a function of data density α = M
N
. The learning performance is
estimated at the 200-th step. Each marker in the plot indicates the average over ten independent realizations of the model,
with the error bar indicating the standard deviation. The theoretical threshold αthr = 1 for c = 0 [12, 13] and αthr = 0.596
for c = 0.3 [18]. (c) Learning performance versus correlation c with P = 2 and M = 500. The average is done over ten
independent realizations. (d) Learning trajectories (KL and LB per model-parameter) of RBM models with P = 100 for
structured (handwritten digits, thus N = 784) inputs of M = 1000 images (another 1000 images for test). B1 = B2 = 500. A
localized variational parameter map (within the receptive field) is also shown.
connections are now replaced by the variational parameter λ scaled by
√
N , and an additional quenched random
field is introduced for each individual hidden neuron as Ξµz
s
µ due to the fluctuation of the weighted-sum input. This
surprising transformation makes estimation of the original computational hard partition function in Eq. (5) tractable,
as the cavity method developed for a RBM [20] can be directly applied. In brief, a cavity probability or message
Pi→µ(σi) without considering the µ-th hidden neuron can be written into a closed-form iteration [29]. The fixed-point
messages can be used to estimate the partition function and other thermodynamic quantities related to learning [29].
Another benefit is that the resulting expression in Eq. (7) is amenable to the variational inference, i.e., gradient
estimation.
One can then derive the gradient ascent formula to update the variational parameter as λt+1iµ = λ
t
iµ + η∆iµ, where
t denotes the learning step, and ∆iµ is decomposed into three parts [29], given by
∆iµ = ∆
Reg
iµ + ∆
D
iµ −∆Eqiµ , (8)
where the first term stems from the regularization, namely ∆Regiµ ≡
∑
x=±1
x
2
(
ln
1+xmiµ
1+xλiµ
− 1
)
, the second data-
dependent term ∆Diµ ≡ βB1√N
∑
a,s σ
a
i tanh(βG
a
µ + βΞµz
s
µ) − β
2λiµ
NB1
∑
a,s
[
1− tanh2 (βGaµ + βΞµzsµ)], and the final
model-dependent term ∆Eqiµ is estimated from the equivalent RBM model, given by
Mβ√
NB2
∑
s
[
Ciµ − λiµz
s
µ√
NΞµ
mˆµ
]
,
where Ciµ and mˆµ define the correlation between visible and hidden neurons, and mean activities of hidden neurons,
respectively. These two thermodynamic quantities are estimated under the Boltzmann measure of the equivalent
model Peq(σ) =
1
Zseq
∏
µ cosh
(
βGµ + βΞµz
s
µ
)
by the message passing procedure. Note that |λiµ| 6 1, and ξµi can be
decoded as ξµi = sgn(λiµ), so-called maximizer of the posterior marginals [30].
Results.— We first test our variational framework on planted RBM models. More precisely, we first generate a
RBM model whose synaptic weights are randomly generated with a specified correlation level c. The correlation-free
case of c = 0 corresponds to the orthogonal weight vectors of hidden neurons. Based on this RBM model with planted
ground truth, a collection of data samples is prepared from Gibbs samplings of the model [7, 18]. These data samples
are finally used as sensory inputs to our variational learning algorithm, with the goal of reconstructing the ground
truth. The learning performance is measured by the overlap Qµ = 1N
∑N
i=1 ξ
µ,prd
i ξ
µ,plt
i , quantifying the similarity
between predicted and planted weights.
5Typical behavior of the proposed variational mean-field framework is shown in Fig. 2. The variational learning
framework is able to recover the ground truth, even in the case of three or more hidden neurons, which was previously
out of reach, confirming that the variational mean-field theory is capable of capturing the complex interaction among
sensory inputs, synaptic plasticity and neural activities. Most interestingly, there appears a permutation-symmetry-
broken phenomenon in inferred synaptic weights, which is shown by the observation that when we carry out a
permutation operation to receptive fields at an intermediate step (e.g., 50-th step), the overlap with the ground truth
can have a significant quantitative change (Fig. 2 (a)). The permutation-symmetry-broken phase indeed exists as also
theoretically proved in a two-hidden-neuron case [18]. The simulation results of our new variational framework add
further evidences to this fundamental phenomenon, thereby making testing theoretical predictions of simple models
possible in more generic architectures.
Fig. 2 (a) shows that the KL divergence between the variational posterior and the prior grows with learning,
demonstrating that our variational principle is able to search for a biased probability of weights. Note that in the
algorithm we do not assume any prior knowledge about the weight vectors, or miµ = 0 for all (iµ). However, the
algorithm itself takes the variability of the data samples into account, driving the update of the variational parameter
towards the ground truth, as indicated by the saturation of the KL divergence. In addition, the approximate lower-
bound on the data log-likelihood also grows with learning, suggesting that the variational mean-field framework indeed
improves the approximate bound.
It is clear that in the correlation-free case, the learning threshold does not depend on the number of hidden neurons
(P = 3 or P = 2), in accord with the recent theoretical work [18] which explained that the underlying physics is the
partition function factorization. Furthermore, the correlation level decreases the threshold [18, 19], as also verified in
current simulation results (Fig. 2 (b)). The threshold is rounded by the finite size of the system. Below the threshold,
a random-guess phase (λ = 0) dominates the learning. Above the threshold, there appears spontaneous symmetry
breaking corresponding to concept-formation in unsupervised learning [11, 12].
Although we restrict the variational distribution to be in the mean-field family, the learning performance shows
robustness to different planted correlation levels (Fig. 2(c)), consistent with popular choices of mean-field posterior
in deep learning [24–27, 31]. The variational principle searches for the best approximate posterior minimizing the KL
divergence in Eq. (3). It is thus reasonable that by adjusting the variational parameters, given enough data, the true
weights can be recovered such that the probability distance is minimized.
Finally, we apply the proposed framework to the MNIST dataset [32] (Fig. 2 (d)). We clearly see that the original
uniform prior is not preferred, thus the KL divergence increases until a highly biased (non-uniform) probability of
weight configurations is reached. The learned highly-structured receptive fields can provide informative priors for
fine-tuning deep neural networks [27, 33]. A detailed study is left for our future works. Meanwhile, the approximate
lower-bound for both training and test (unseen) datasets increases until saturation. Therefore, our framework is
also promising in studying structured real dataset, especially for extracting or verifying principles of unsupervised
learning [11–19].
Conclusion.— Although training and understanding of neural networks with low-precision weights and activations
becomes increasingly important [10, 26], a unified theoretical framework to treat sensory inputs, synapses and neural
activity together is still lacking, and thus the conceptual advance contributed by our variational mean-field theory
provides a route towards an in-depth understanding of unsupervised learning in a principled probabilistic framework.
In this framework, the synaptic weight is no longer treated to be deterministic, but rather, it is subject to a variational
distribution where the variational parameter, mean synaptic activity level, is adjusted by an expectation-maximization-
like mechanism [34]. The gradient ascent of the approximate lower-bound behaves as an M-step at the synaptic activity
level, while the E-step at the neural activity level is carried out by a fully-distributed message passing procedure on
an equivalent neural network whose network parameters are determined in turn by the variational parameters. These
two steps as a key to unsupervised learning are unified into a single equation (Eq. (8)), providing insights on how data
(or sensory inputs), synapses and neurons shape the unsupervised learning. Interestingly, this variational principle
marrying gradient ascent and message passing shares the similar spirit to the free-energy principle proposed for
explaining action, perception and learning in the brain [35].
The proposed variational mean-field theory for challenging discrete synapses in unsupervised learning encourages
developing theory-grounded neuromorphic algorithms on neural networks with low-precision yet robust synapses and
activations [9, 10]. Last but not the least, this framework opens a new way to test the hypothesis that unsupervised
learning can be interpreted as breaking different types of inherent symmetry in a data-driven spontaneous manner [18,
19], in a general setting, i.e., neural network architectures with arbitrarily many hidden neurons, and hidden layers.
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Supplemental Material
Appendix A: Mean-field estimation of the partition function of the equivalent model for learning
In this supplemental material, we briefly summarize the mean-field estimation of the partition function of the
equivalent model as follows. Technical details to derive these results based on the cavity method have been given in
a series of works [12, 20]. This estimation provides a practical procedure called message passing working on single
instances of the RBM, which is efficient for a practical learning. We first write the partition function for a Monte-Carlo
sample indexed by s as follows,
Zseq =
∑
σ
∏
µ
cosh
(
βGµ + βΞµz
s
µ
)
, (S1)
where Gµ and Ξµ are defined by Gµ =
1√
N
∑
i∈∂µ λiµσi and Ξ
2
µ =
1
N
∑
i∈∂µ(1− λ2iµ), respectively. Therefore, in the
equivalent RBM,
λiµ√
N
acts as a continuous weight, and Hµ ≡ Ξµzsµ acts a quenched random field applied to the µ-th
hidden neuron in the equivalent RBM.
First, the interaction between visible and hidden neurons is of the order O( 1√
N
) and thus weak, then the cavity
approximation taking only correlations around a factor in the product of Eq. (S1) leads to the following self-consistent
cavity iteration:
Pi→ν(σi) =
1
Zi→ν
∏
µ∈∂i\ν
Pˆµ→i (S2a)
Pˆµ→i(σi) =
∑
{σj |j∈∂µ\i}
cosh
( ∑
j∈∂µ\i
βλjµσj√
N
+
βλiµσi√
N
+ βHµ
) ∏
j∈∂µ\i
Pj→µ(σj), (S2b)
where Pi→ν(σi) denotes the cavity probability for σi given that only the ν-th hidden neuron is removed (this is what
the cavity means), while Pˆµ→i(σi) summarizes all contributions around the factor µ when the value of σi is given.
Zi→ν is a normalization constant for Pi→ν(σi).
Note that the concept of cavity is required for using the factorization of the joint probability of neural activities to
write down the above closed-form iterative equation on the graphical model where the visible neuron acts as a variable
node, and the hidden neuron acts as a factor/function node in a factor-graph representation of the model [20, 36]. The
resulting iterative equation is also named the belief propagation in computer science community [37]. However, it is
still not easy to evaluate Pˆµ→i(σi) without further approximations, due to the intractable summation in Eq. (S2b). By
noting that the term in Eq. (S2b)—
∑
j∈∂µ\i
βλjµσj√
N
involves a sum of a large number of nearly-independent random
terms, one can apply the central-limit-theorem as an approximation whose justification can be made in practical
learning experiments. Then the original intractable summation can be replaced by an integral involving Gaussian
random variables. Therefore, the cavity magnetization mi→ν =
∑
σi=±1 σiPi→ν(σi) under the measure of the cavity
probability can be readily obtained as
mi→ν = tanh
 ∑
µ∈∂i\ν
uµ→i
 , (S3a)
uµ→i = tanh−1
(
tanh(βχµ→i + βHµ) tanh(βλiµ/
√
N)
)
, (S3b)
where µ ∈ ∂i\ν indicates all factors around the visible neuron i excluding the factor indexed by ν. mi→µ can be
interpreted as the message passing from visible neuron to hidden neuron (Fig. 1), while uµ→i denotes the cavity bias
interpreted as the message passing from hidden neuron to visible neuron. The mean of the Gaussian distribution
approximation under the central-limit-theorem is given by χµ→i ≡ 1√N
∑
j∈∂µ\i λjµmj→µ collecting all messages
7except those from i around the factor µ, weighted by their corresponding variational parameters, and Hµ denotes the
quenched random field expressed as Ξµz
s
µ.
Because of weak interactions, this message passing equation is able to converge even in a few steps. Then the
log-partition-function (so-called free energy) can be readily constructed based on the visible neuron’s contribution Fi
and the factor’s contribution Fµ, as lnZ =
∑
i Fi− (N −1)
∑
µ Fµ where the subtraction removes the double counting
of the contribution from the first term [38]. Fi and Fµ are given respectively by
Fi = ln
∑
σi
∏
µ∈∂i
Pˆµ→i(σi) =
∑
µ∈∂i
[
β2Λ2µ→i/2 + ln cosh
(
βχµ→i + βHµ + βλiµ/
√
N
)]
+ ln
1 + ∏
µ∈∂i
e−2uµ→i
 ,
(S4a)
Fµ = ln
∫
d%µ cosh (β%µ + βHµ)N (%µ;χµ,Λ2µ) = β2Λ2µ/2 + ln cosh (βχµ + βHµ) , (S4b)
where Λ2µ→i ≡ 1N
∑
j∈∂µ\i λ
2
jµ(1−m2j→µ), Λ2µ ≡ 1N
∑
j∈∂µ λ
2
jµ(1−m2j→µ), and χµ ≡ 1√N
∑
i∈∂µ λiµmi→µ. Note that
χµ and Gµ are intrinsically different, because the former describes the equilibrium properties of the equivalent RBM
with fixed λiµ (the right panel of Fig. 1 in the main text), while the latter captures the statistics under the variational
distribution given the sensory input (the left panel of Fig. 1 in the main text).
We finally remark that the free energy is computed using the cavity approximation, the lower-bound of the data
log-likelihood is thus an approximate estimation of the original intractable lower-bound (Eq. (5) in the main text).
Appendix B: Derivations of gradients of the data log-likelihood lower-bound
Finally, let us evaluate the gradient of the lower-bound. First, the gradient of the regularization term with respect
to the variational parameter is obtained as
− ∂
∂λiµ
KL(qλ(ξ)‖P (ξ)) =
∑
x=±1
x
2
(
ln
1 + xmiµ
1 + xλiµ
− 1
)
. (S1)
It is clear that this term vanishes when the variational distribution is exactly matched to the prior. Second, the
gradient of the first term in the expected log-likelihood (Eq. (7) in the main text) can be written as
∂
∂λiµ
E
[∑
a,µ
ln cosh(βXaµ)
]
' β
B1
√
N
∑
a,s
σai tanh(βG
a
µ + βΞµz
s
µ)
− β
2λiµ
NB1
∑
a,s
[
1− tanh2 (βGaµ + βΞµzsµ)] . (S2)
Lastly, the gradient of the second term in the expected log-likelihood can be derived as
∂
∂λiµ
E lnZ(ξ) ' β√
NB2
∑
s
〈
σi tanh(βGµ + βΞµz
s
µ)
〉
− βλiµ
NB2
∑
s
[
zsµ
Ξµ
〈
tanh
(
βGµ + βΞµz
s
µ
)〉]
,
=
β√
NB2
∑
s
[
Ciµ −
λiµz
s
µ√
NΞµ
mˆµ
]
,
(S3)
where the expectation 〈·〉 means an average under the Boltzmann measure of the equivalent model Peq(σ) =
1
Zseq
∏
µ cosh
(
βGµ + βΞµz
s
µ
)
, Ciµ and mˆµ thus define the correlation between visible and hidden neurons, and mean
activities of hidden neurons, respectively. Interestingly, these two macroscopic thermodynamic quantities can be eval-
uated from the fixed point of the message passing equation (Eq. (S3)). Interested readers can find technical details
8in our previous work [20]. Here we summarize the result as follows,
mi = tanh
∑
µ∈∂i
uµ→i
 , (S4a)
mˆµ =
∫
Dz tanh(βχ˜µ + βHµ + βΛ˜µz), (S4b)
Ciµ = mˆµmi +
βλiµ√
N
(1−m2i )Aµ, (S4c)
Aµ = 1−
∫
Dz tanh2(βχ˜µ + βHµ + βΛ˜µz), (S4d)
where Dz ≡ e−z2/2/√2pidz, χ˜µ ≡ 1√N
∑
i∈∂µ λiµmi, and Λ˜
2
µ ≡ 1N
∑
i∈∂µ λ
2
iµ(1 − m2i ). mi is the magnetization
(mean activity) of the visible neuron and can thus be read off from the fixed point of the message passing equation.
mˆµ ≡
〈
tanh
(∑
i∈∂µ
βλiµσi√
N
+ βHµ
)〉
which can be easily estimated by using the central-limit theorem once again
and then calculating a Gaussian integral.
The computation of the correlation Ciµ is a bit tricky. We first define an auxiliary quantity Cˆiµ = Ciµ − mˆµmi,
then compute the summation
∑
i∈∂µ
βλiµ√
N
Cˆiµ as follows,
∑
i∈∂µ
βλiµ√
N
Cˆiµ = 〈tanh(β%µ + βHµ)β%µ〉 − mˆµβχ˜µ,
=
∫
d%µN (%µ; χ˜µ, Λ˜2µ) tanh(β%µ + βHµ)(β%µ)− βmˆµχ˜µ,
=
∫
Dz tanh(βχ˜µ + βHµ + βΛ˜µz)(βχ˜µ + βΛ˜µz)− βmˆµχ˜µ,
= β2Λ˜2µ
∫
Dz
(
1− tanh2
(
βχ˜µ + βHµ + βΛ˜µz
))
,
(S5)
where we define %µ ≡
∑
i∈∂µ
λiµ√
N
σi, and Ciµ ≡ 〈tanh(β%µ + βHµ)σi〉 by definition. From the last equality of Eq. (S5),
we can easily get Cˆiµ =
βλiµ√
N
(1−m2i )Aµ, from which the correlation Ciµ is obtained.
Collecting all three parts of the gradient, we arrive at the gradient ascent formula to update the variational parameter
as λt+1iµ = λ
t
iµ + η∆iµ, where t denotes the learning step, and ∆iµ is given by
∆iµ =
∑
x=±1
x
2
(
ln
1 + xmiµ
1 + xλiµ
− 1
)
+
β
B1
√
N
∑
a,s
σai tanh(βG
a
µ + βΞµz
s
µ)
− β
2λiµ
NB1
∑
a,s
[
1− tanh2 (βGaµ + βΞµzsµ)]− Mβ√
NB2
∑
s
[
Ciµ −
λiµz
s
µ√
NΞµ
mˆµ
]
.
(S6)
Note that |λiµ| 6 1, and ξµi can be decoded as ξµi = sgn(λiµ).
We finally remark that although the message passing algorithm converges fast to evaluate the equilibrium properties
of the dual RBM, there exist other methods, e.g., Gibbs sampling [7] or high-temperature expansion [39], for achieving
the same goal.
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