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Driven by the climate conference in Paris in December 2015 countries worldwide are confronted with the
question of how to shape their power system and how to establish alternative technologies to reduce harmful
CO2 emissions. The German government plans that even before the year 2050, all electricity generated and
consumed in Germany should be greenhouse gas neutral [1]. To successfully integrate renewable energies,
a future energy system must be able to handle the intermittent nature of renewable energy sources such
as wind and solar.
One important means to address such electricity production variability is demand-side flexibility. Here,
industry plays a major role in responding to variable electricity supply with adequate flexibility. This is where
the Kopernikus project SynErgie comes in with more than 80 project partners from academia, industry,
governmental, and non-governmental organizations as well as energy suppliers and network operators.
The Kopernikus project SynErgie investigates how to best leverage demand-side flexibility in the German
industry.
The current electricity market design in Germany is not well suited to deal with increasing levels of re-
newable energy, and it does not embrace demand-side flexibility. Almost 6 GW of curtailed power in 2019
provide evidence that changes are needed with respect to the rules governing electricity markets. These
rules were designed at a time when electricity generation was concentrated on a few large and dispatchable
conventional power plants and demand was considered inelastic.
The SynErgie Cluster IV investigates how a future-proof electricity market design should be organized.
The corresponding Work Package IV.3.1 more specifically deals with analyzing and designing allocation
and pricing rules on electricity spot markets. The resulting design must be well suited to accommodate
demand-side flexibility and address the intermittent nature of important renewable energy sources. This
whitepaper is the result of a fruitful collaboration among the partners involved in SynErgie Cluster IV which
include Germany’s leading research organizations and practitioners in the field. The collaboration led to an
expert workshop in October 2020 with participation from a number of international energy market experts
such as Mette Bjørndal (NHH), Endre Bjørndal (NHH), Peter Cramton (University of Maryland and University
of Cologne), and Raphael Heffron (University of Dundee). The whitepaper details the key recommendations
from this workshop.
In particular, the whitepaper recommends a move to a locational, marginal price-based system together
with new bidding formats allowing to better express flexibility. We argue in favor of a one-step introduction
of locational, marginal prices instead of repeatedly splitting existing zones. Frequent zone splitting involves
recurring political debates as well as short- and long-run instabilities affecting the basis for financial con-
tracts, for example. Importantly, the definition of stable prize zones is very challenging with increasing levels
of distributed and renewable energy sources. The recommendation is the outcome of an intense debate
about advantages and downsides of different policy alternatives. However, such a transition to locational,
marginal prices is not without challenges, and it is a call to arms for the research community, policymak-
ers, and practitioners to develop concepts on how to best facilitate the transition and ensure a reliable and
efficient electricity market of the future.
We’d like to thank all the project partners and are grateful for the financial support from the Federal Ministry
of Education and Research as well as the Project Management Jülich.
Hans Ulrich Buhl (Cluster Lead)




2 Challenges in current and future electricity systems 2
3 Technology and technological changes 4
3.1 Energy technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
3.1.1 Grid technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
3.1.2 Generation technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
3.1.3 Electricity storage technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3.1.4 Sector coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.1.5 Electricity demand . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.2 Information technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2.1 Technological developments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2.2 Nine classes of information technologies . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2.3 Impact of information technologies on electricity systems . . . . . . . . . . . . . . . . 9
4 Electricity market design in transition 12
4.1 An international perspective on electricity market liberalization and design . . . . . . . . . . . 12
4.1.1 Market liberalization in Europe and the United States . . . . . . . . . . . . . . . . . . . 12
4.1.2 Zonal prices vs. Locational Marginal Prices (LMPs) . . . . . . . . . . . . . . . . . . . 14
4.1.3 German market design challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2 Time sequence of different electricity markets . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.3 Short-term, corrective measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.3.1 Markets for balancing capacity and balancing energy . . . . . . . . . . . . . . . . . . . 17
4.3.2 Redispatch and feed-in management . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5 Market design options: allocation and pricing rules 20
5.1 Bidding languages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.1.1 Day-ahead markets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.1.2 Bidding languages example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.1.3 Demand-side flexibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.1.4 Intraday and real-time markets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.2 Pricing rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.2.1 Nodal vs. zonal pricing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.2.2 Pricing schemes for non-convex cost structures . . . . . . . . . . . . . . . . . . . . . . 27
6 Strategic implications of market design options 32
6.1 Effects on long-run investments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
6.2 Market power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
6.3 (Undesirable) Strategic bidding and gaming . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
6.3.1 Bidding in sequential markets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.3.2 Gaming in interconnected markets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.3.3 Other gaming incentives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38




Figure 1 Classification of information technologies along two axes . . . . . . . . . . . . . . . . 8
Figure 2 Time sequence of the German Energy-Only-Markets (based on [2]) . . . . . . . . . . 16
Figure 3 Supply bidding language comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Figure 4 Exemplary demand bidding language . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Figure 5 Stylized examples for allocation and pricing . . . . . . . . . . . . . . . . . . . . . . . . 28
Figure 6 Overview of pricing schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Figure 7 Renewable energy support schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
List of Tables
Table 1 Overview of challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Table 2 Characteristics of the nine classes of information technologies . . . . . . . . . . . . . . 9




aFRR Automatic Frequency Restoration Reserve
AI Artificial Intelligence
APIs Application programming interfaces
ARR Auction Revenue Right
CAISO California Independent System Operator
CfD Contract for Difference
CH Convex Hull
DC Direct Current
DLT Distributed Ledger Technologies
DSO Distribution System Operator
EEX European Energy Exchange
ELMP Extended Locational Marginal Price
ENTSO-E European Network of Transmission System Operators for Electricity
EPEX European Power Exchange
ERCOT Electric Reliability Council of Texas
EU European Union
EUPHEMIA Pan-European Hybrid Electricity Market Integration Algorithm
FCR Frequency Containment Reserves
FERC Federal Energy Regulatory Commission
FTR Financial Transmission Right





ISO Independent System Operator
ISO-NE Independent System Operator New England
LCOS Levelized Cost of Storage
LD Lagrangian Dual
LMP Locational Marginal Price
mFRR Manual Frequency Restoration Reserve
MiFID II Markets in Financial Instruments Derivative II
minRAM Minimum Remaining Available Margins
v
MISO Midcontinent Independent System Operator
NEMO Nominated Electricity Market Operator
NYISO New York Independent System Operator
NYMEX New York Mercantile Exchange
OMIE Operador do Mercado Ibérico de Energia
PJM Pennsylvania-New Jersey-Maryland Interconnection
RES Renewable Energy Sources
SIDC Single Intraday Coupling
SPP Southwest Power Pool
TSO Transmission System Operator






In the course of the energy transition, electricity systems are facing the challenge of reducing harmful CO2
emissions by integrating large shares of typically variable and decentralized Renewable Energy Sources
(RES). This calls for significant changes with respect to the transmission and distribution networks as
well as the rules governing electricity markets, which were designed at a time when electricity generation
was concentrated at comparatively few and dispatchable conventional power plants with large generating
capacities.
To meet the new system requirements, research quite naturally aims for technical innovations in mostly
engineering-oriented areas like electricity generation, transmission, or storage. For instance, on the gen-
eration side, nuclear power or coal plants are increasingly replaced by wind, solar, or hydro power tech-
nologies. On the transmission level, the High Voltage Direct Current (HVDC) technology may considerably
reduce transmission losses over larger distances. Recent developments with respect to storage technolo-
gies suggest that electrochemical storage, in particular battery solutions, can be expected to drastically
grow in capacity and contribute to balancing demand and supply.
In addition to engineering-driven changes, energy systems are also affected by recent advances with re-
spect to digital technologies, being enabled by developments in both hardware and software components.
More precisely, improvements in hardware lead to an increase in data transmission and processing speed
as well as in overall IT presence, due to miniaturization and cost reductions. Sophisticated software applica-
tions further support automated and autonomous decision making by software agents as well as resilience,
security, and enhanced encryption technologies. Building on these developments, digital technologies en-
compass, e.g., data analytics and machine learning, the Internet of Things, digital platforms, agent-based
systems, or distributed ledger technologies. Corresponding applications are fast(er) and thereby enable au-
tomated electricity trading or autonomous learning for more accurate forecasts of, e.g., load profiles or RES
generation. Moreover, electricity-generation capacities can be used more efficiently. Digital technologies
may also contribute to the marketing of flexibility – the ability to balance fluctuating supply of renewables
and electricity demand – on a regionally and temporally more fine-grained basis.
Taking current challenges and technological opportunities into account, a future-proof market design must
bridge the new system requirements associated with an increasing share of variable renewables. This
implies that market design decisions need to account for technological change in a forward-looking manner.
Against this background, this whitepaper discusses main elements of a future market design 2030-2050
and necessary regulatory changes to realize benefits of both digital and energy technologies, with the aim
of fostering a successful energy transition.
In order to address these issues, the whitepaper proceeds as follows: Section 2 summarizes key challenges
of current electricity systems. Section 3 then provides an overview of both energy and digital technologies,
taking the most relevant technological changes into account. The following Sections 4 and 5 are entirely
dedicated to electricity market design, which is needed to set appropriate economic signals and incen-
tives for market participants to use the available technologies in a way that contributes to tackling current
challenges in the electricity system. In particular, Section 4 adopts an international perspective with real-
world examples of different market designs with varying degrees of market liberalization. Section 4 also
describes the typical time sequence of electricity markets, ranging from long-term oriented futures markets
to more short-term oriented day-ahead, intraday and real-time markets. This section also outlines the typ-
ically needed corrective measures in the very short term (e.g., redispatch activities, feed-in management,
and balancing power). Section 5 then delves deeper into concrete market design options and focuses on
rules for allocation and pricing. In particular, it provides a discussion of the pros and cons of locational
marginal prices, and it outlines the fundamentals of pricing rules for electricity markets. Section 6 elabo-
rates on consequences of specific market design choices on market participants’ incentives and strategic
interaction. It focuses on long-run investment signals, market power as well as market manipulation in the
form of strategic bidding or gaming. Finally, Sections 7 and 8 present a thorough discussion of main policy
implications and directions for future research, respectively.
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2 Challenges in current and future electricity systems
The electricity system in Germany (and Europe) is facing several current and future challenges, driven by
the ongoing shift towards a variable renewable dominated electricity generation, the increase of distributed
RES, as well as new and active types of electricity consumers, such as (newly) electrified industrial pro-
cesses, electric vehicles, and heat pumps. In particular, information technologies (see Section 3) enable
the shift towards such an electricity system. This section discusses several of the key challenges that are
currently present or arising.
First, due to the technical need to constantly match demand and supply in electricity systems, a key chal-
lenge has always been to do so in the most economically efficient way, while respecting the security con-
straints that are necessary to keep the system from blacking out. Currently, this challenge has become more
pressing with new energy technologies, the increasingly intermittent supply from RES, and the reduction
of dispatchable power plants (see Section 3). In the future, intermittent generation will further expand, as
well as new flexible demand from electrified processes (both from the industrial sector and households),
and other sector-coupled processes. Thus, the underlying challenge evolves from matching few large power
plants with a largely inflexible demand to an effective coordination of intermittent RES with different storage
and demand-side flexibility options. New information technologies may assist in the matching process.
Coordinating such assets effectively is an optimization challenge under uncertainty. Market participants
with storage and demand-side flexibility options face opportunity costs that the market typically cannot
observe. In particular, constraints outside the electricity sector often influence the opportunity costs of, e.g.,
flexible loads. For instance, a factory can only increase (or decrease) its load if the production schedule
allows to do so; this schedule may, in turn, depend on the schedule of the factory’s suppliers, among
others. From the market perspective, fully observing these constraints is practically impossible, causing
information asymmetries between the market and operators of, e.g., storage and demand-side flexibility
options. Against this background, efficient price signals based on an expression of opportunity costs
are needed to coordinate many market parties, as these signals allow market participants to align their
decisions with what is efficient (i.e., internalizing all relevant externalities) for the overall system and to form
expectations with regard to how their actions will affect the system in future (see Section 5).
Second, the electricity system needs to avoid the violation of network constraints, that is, the limits of the
power lines to transmit and distribute electricity. This is closely related to the first challenge of matching
demand and supply, because in cases where transmission capacity is limited, demand and supply need to
be matched locally, adjusted, or shifted over time. Currently, as electricity prices are mainly uniform prices
within countries (i.e., a single wholesale market price – which does not reflect all transmission constraints
– for one country/market area such as Germany/Luxembourg), situations of network congestion imply
that market results need to be adjusted after trading via redispatch of conventional plants and feed-in
management of renewable plants to meet the physical realities of the location of demand and generation and
the limits of the grid (see Section 4). As generation has become more intermittent and more decentralized
with the advent of RES, the costs for such measures have increased from roughly 600 million EUR in
2016 to almost 1 billion in 2019 [3]. In the future, while network investments are expected to increase,
investments will probably not take place at the same scale and speed as the increase in peak demand and
the connected generation capacity [4]. Thus, network congestion will probably further increase in the future,
which increases the need to match demand and supply locally. Here, corresponding incentives will have to
be set cross-sectoral, e.g., future e-mobility will have to adapt electricity demand according to current RES
generation using modern communication and automated control technologies. Furthermore, cost-based
redispatch, critically relying on the cost transparency of large power plants, will be challenging to implement
with increasing numbers of opportunity-cost based consumption and storage options. Here, information
technologies may help to increase the cost transparency of assets in the energy system. Market-based
redispatch instead suffers from the infamous inc-dec gaming, i.e., incentives for participants to change
their consumption and generation behavior to aggravate congestion and to profit from price differences
between consecutive energy markets (see Section 6).
Third, a current challenge is the efficient utilization of cross-border interconnection capacity and its trade-off
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with network congestions (these are lower with higher investments in grids). The cross-border interconnec-
tion capacity also affects the resulting redispatch within the sequential market structure in countries (see
Section 4). This has become more pressing with the European Union (EU) requirement (i.e., EU Regula-
tion 2019/943 [5]) to make 70 % of interconnection capacity available to the markets (also referred to as
the Minimum Remaining Available Margins (minRAM) requirement). In the future, this challenge becomes
even more relevant, because the capacity to efficiently utilize flows between different regions allows for the
geographic smoothing of demand and supply fluctuations, i.e., the smoothing of differences in consumption
and (renewable) production at the same time (e.g., while the sun may be shining in Italy, it may be cloudy
in Germany).
Fourth, the market design should mitigate market power and enable competitive markets with proper in-
centives (see Section 6). For instance, some current short-time pricing mechanisms create monetary in-
centives for market participants to behave contrary to system needs, because the prices do not reflect the
marginal impact on the system, e.g., due to a lack of local differentiation or due to unjustified price dif-
ferences between interconnected markets. This mismatch is currently countered by legal requirements to
stick to schedules committed to the balancing responsible party, regardless of the monetary incentives of
the market participants. In the future, this conflict will further increase, as congestions and the need for
short-term adjustments become even more important.
Fifth, the relatively flat spot market price currently limits the incentives both for flexibility and for hedging
deviations from standardized base load and peak load contracts, since there are few price peaks (and
periods of low prices) to profit from as a flexibility provider or to hedge against. In the future, increasingly
volatile (local) power prices require new hedging products (i) to secure revenue streams for flexibility options
and (ii) to avoid power price risks for energy users. Efficient prices should set proper incentives, account
for opportunity costs of market participants, and support a welfare-maximizing dispatch (see Section 5).
And sixth, currently the scale of investments in renewable technologies is partially limited due to the uncer-
tainty on contracting and financing provisions, and the system value of different technologies is only partly
represented in their remuneration. In the future, short-term markets and long-term hedging policies will be
needed to set system-beneficial investment incentives for RES (see Section 6).
The following sections address these elements in greater detail. Table 1 summarizes key challenges and
refers to the corresponding sections of this whitepaper.
Table 1: Overview of challenges
Challenge Section
New energy technologies and market participants 3
Digital transformation and information technologies 3
Design of a sequential and cross-border market structure 4
System imbalances and network congestions 4
Expression of opportunity costs for efficient dispatch 5
Efficient price signals 5
Investment incentives for RES 6
Market power mitigation 6
Gaming and efficient redispatch 6
3
3 Technology and technological changes
Technologies and corresponding technological changes can be both a challenge and an opportunity for
electricity market design. For instance, renewable generation allows for electricity production at almost zero
marginal cost, but at the same time creates additional challenges in form of increased supply (and price)
volatility as well as a growing distance between generation facilities and demand centers at the aggregated
macro-level of energy systems. Quite similarly, the advent of new digital technologies and their application
to electricity systems not only create new opportunities in terms of analyzing and forecasting, e.g., load
profiles, but also raise concerns regarding information technology security and privacy in the absence of
suitable information technology concepts and standards. Against this background, this section aims to
provide a detailed overview of energy and information technologies that need to be considered in modern
electricity market design in order to make best use of their potentials from an electricity system perspective.
This especially includes a need for market designers to be aware of and consider recent technological
advances when devising new market rules.
3.1 Energy technologies
In recent years, a fundamental shift from a centralized system with a top-down energy flow to a system with
a multitude of decentralized sources of renewables has affected electricity markets. This shift stems, among
others, from policy-induced changes in the deployment of technologies and associated technological and
cost developments, and is accompanied by new grid technologies tackling an increasing number of bidirec-
tional flows. Electricity storage and demand may provide the necessary flexibility to meet the intermittent
electricity supply and contribute to a stable grid operation. The following sections describe key energy tech-
nologies, which are subdivided in grid, generation, storage, and demand technologies, and highlight the
main market design implications.
3.1.1 Grid technologies
Two major developments have affected grid technologies in the past decades. First, the improvement of
power electronics and transformers enable an efficient conversion between different power voltage levels
also for Direct Current (DC). This provides the basis for the development of the HVDC transmission tech-
nology, which allows to cover longer transmission distances compared to Alternating Current (AC) tech-
nologies. In addition, DC constitutes a frequently used technology at the low-voltage level and in local grids
behind the meter [6]. This allows for an easier integration and interaction of distributed energy resources
like photovoltaics or batteries and therefore an increased efficiency at the low-voltage level.
Second, high-temperature superconductors have emerged, which are materials with a zero electrical resis-
tance under low surrounding temperatures [7]. These materials might be able to enhance grid capacities in
the future, especially in urban areas, as they require less space for cables and enable longer HVDC connec-
tions with high current carrying capacities [8]. Electricity market design may account for this by considering
future scenarios with less transmission losses and a higher grid capacity.
3.1.2 Generation technologies
Generation technologies represent the supply side of electricity markets and need to reliably serve con-
sumer demand. For many years, thermal power plants, which operate mainly based on the combustion
of fossil fuels or on nuclear power, have served that purpose. Thereby, the underlying production process
rests on thermal engines that convert thermal power into mechanical force and, ultimately, electricity. Large
thermal power plants usually have long construction and building periods, require high investments, and
need to operate for decades to reimburse their investments. Reimbursements stem from selling the gener-
ated electricity on various electricity markets, while electricity generation is, to a high degree, independent
of changing weather conditions. Traditionally, fossil fueled or nuclear power plants serve as base load,
shoulder load, as well as peak load generators. However, base loads plants exhibit rather little flexibility, as
ramping up or down these plants is usually time- and resource-consuming. Moreover, these plants usually
face a minimum load level, making electricity generation economically unattractive below a certain quantity
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threshold. Furthermore, base load plants quite often exhibit maximum power gradients or ramping limits,
meaning maximum changes in output in a given time period, as well as different start-up times for cold
or warm starts. This implies that thermal plants cannot arbitrarily react to short-term changes in market
conditions and mainly serve as steady base load facilities that come with certain costs. In contrast to
that, it is predominantly gas- or hard coal-powered plants that currently carry out short-term adjustments
in the German electricity system. However, given the aforementioned technical constraints, in the case of
coal-powered plants this is a misuse that may generally be associated with wear and tear on the plants.
In the course of the energy transition, renewable energy technologies, as, for example, wind, solar, hydro,
or biomass are gaining increasing importance, providing an environmentally friendly alternative to thermal
power plants. However, this technological shift away from fossil fuels and nuclear power brings about fun-
damental changes concerning, e.g., generation cost structures, dispatchability, and the need for additional
inter-regional transmission services. For instance, once installed, wind, solar, and hydro plants can oper-
ate at almost zero marginal cost, leading to a decline in electricity prices in periods with significant infeed
of renewables. The cost structure for biomass strongly depends on the employed substrate and the pre-
processing. However, electricity generation from wind and solar is highly intermittent and dependent on
uncertain weather conditions. As a consequence, their controllability is limited to the dispatch between zero
(curtailment) and the weather-dependent, varying maximum output at a certain point in time.
In comparison, hydropower and some biomass technologies provide at least some degree of two-sided
flexibility (i.e., up- and down-regulation), as they are characterized by short ramping and start-up times.
While some biomass technologies are flexible to a certain degree, others are not due to limited intermediate
storage. This issue can, however, be solved by complementing such biomass technologies by local gas
storage. Similar to wind and solar, hydro technologies such as run-of-river are intermittent and dependent
on the water level, but exhibit a more stable upper limit. Furthermore, hydro technologies are usually bound
to certain geographical regions and may thus require long-haul transmission and grid extensions. Similar
concerns arise with respect to huge offshore wind parks, which are usually located far away from demand
centers.
3.1.3 Electricity storage technologies
Quite generally, energy storage shifts the delivery time of electricity. More recently, energy storage has
gained increasing attention, due to advances in storage technologies like batteries, and the growing share
of intermittent renewables. Further examples for different storage technologies are pumped hydropower
energy storage, compressed air, flywheels, superconducting magnets, or supercapacitors. Each of these
technologies has advantages either regarding the capability to absorb, respectively to provide power (spe-
cific power measured with W/kg) or the ability to store energy (specific energy in Wh/kg). Koohi-Fayegh and
Rosen [9] provide a comprehensive overview on the state-of-the art storage technologies.
Hydro technologies that have gained special importance are pumped storage facilities or hydroelectric
reservoirs, as they may provide electricity storage in addition to generating electricity. Pumped hydropower,
for instance, achieves the lowest Levelized Cost of Storage (LCOS) among competing storage technolo-
gies. LCOS refers to the total lifetime cost of the investment in an electricity storage technology divided
by its cumulative delivered electricity [10]. The low LCOS result in significant cost advantages for pumped
hydropower storage, as compared to more recent storage technologies like, e.g., battery solutions. Ad-
ditionally, pumped hydro storage technologies exhibit better properties concerning storage capacities and
lifetimes. However, pumped hydro storage also has some drawbacks with respect to start-up and ramp-
ing constraints, leading to efficiency losses compared to, e.g., battery solutions. In addition, pumped hy-
dropower is constrained by the availability of natural resources.
Battery solutions, or electrochemical storage in general, are likely to grow in capacity in the near future.
Concerning different battery technologies, there are different advantages and disadvantages: For example,
redox flow batteries allow flexible layouts and long lifetimes, while charging and discharging rates cannot
yet compete with alternative storage technologies such as lithium-ion batteries. The latter, in contrast, dis-
play a high round-trip efficiency, as they exhibit little self-discharge. Overall, battery systems are still very
expensive, but are expected to become less expensive in the future [11]. The overall high efficiency consti-
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tutes a major argument in favor of electrochemical storage solutions. Full capacity storage, however, is only
feasible for a limited time period, unlike weekly (or even monthly) storage cycles for pumped hydropower
storage, qualifying them mainly as primary control reserves.
While pumped hydropower storage and batteries are probably the most widespread storage technologies,
some further developments are worth mentioning. For instance, pumped heat storage is an established
concept, which allows to store heat as molten salt. Compressed air technologies are also quite mature, but
still exhibit significant start-up costs as well as a low efficiency in reconverting electricity. Supercapacitors
exhibit quick response and long lifetimes, but are limited in their storage time. Flywheels also possess quick
response times and are frequently employed as primary reserves.
3.1.4 Sector coupling
Besides batteries and other electrical energy storage technologies that are able to return the stored energy
as electricity back to the grid, Power-to-X technologies may also convert electricity into other energy carriers.
This cross-sectoral transformation enables to store electricity in gas like hydrogen and to further process
the hydrogen into other energy carriers. The term “sector coupling“ describes this linkage of different
energy carriers like, e.g., gas, heat or liquids, and therefore of different energy sectors. The energy carrier
generated from electricity with Power-to-X technologies can then either be transformed back to electricity
(e.g., with fuel cells transforming hydrogen to electricity) or be used directly (e.g., by the combustion of
synthetic Power-to-X-based fuels). Considering sector coupling from a holistic view, also energy-intensive
products like paper pulp or aluminum may serve as means of energy storage and may balance power
between different sectors as well as allow to transport energy over larger geographical distances [12].
These circumstances have implications for the market design: it must also take the potentials of other
sectors into account, in terms of providing temporal balancing and transporting energy. This also involves
an assessment of how different sectors can contribute to electricity market objectives and to creating the
right incentives for the development of an adequate infrastructure.
From an electricity market perspective, both electricity storage and sector coupling resources may fulfill
a dual role as both electricity producers and consumers. As a result, the term “prosumer” has emerged
in recent years, referring to market participants and technologies that simultaneously exhibit supply and
demand characteristics. In this context, storage technologies may not only provide flexibilities on the supply
side, but also on the demand side. In the following, demand-side flexibilities will be discussed in light of
technological developments.
3.1.5 Electricity demand
In the past, electricity demand was mainly inflexible. As there has not been a regular, intensive information
exchange between electricity suppliers and consumers (often only once a year for billing), the electricity
generation has been congruent to (standard) load profiles, which described the consumption behavior of
different electricity consumer groups during a day.
Introducing the concept of demand-side management, research made first efforts to make electricity de-
mand flexible in the late 1970s [13]. Researchers first used the concept of demand-side management from
the perspective of a utility that is able to exert a certain control on consumer loads with the aim to, e.g., avoid
capital-intensive investment in grid or generation capacity. Electricity consumers that curtailed their loads
and, in this way, provided flexibility based on corresponding signals of their utility were able to reduce their
electricity bill. The underlying technology was fairly simple, as it only required a one-way communication
from the utility to the consumers. The liberalization of the electricity markets in many countries offered the
opportunity to provide and actively market demand-side flexibilities. At least in theory, it was now possible
for electricity consumers on electricity markets to benefit from price fluctuations. Today, however, it is pre-
dominantly large consumers that react to market prices [14]. Besides trading on electricity markets, large
consumers are nowadays also allowed to take part in the market for ancillary services. Nevertheless, more
sophisticated information technology with a measurement of electricity consumption at a frequency of at
least a quarter of an hour is necessary.
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However, it is important to note that demand flexibility comes at certain costs and is characterized by dif-
ferent restrictions [15]. For instance, certain home appliances or industrial core processes may not be
interrupted or delayed without significant losses in utility or product quality [16]. Focusing on industrial
demand flexibility, a temporal shift of production processes may cause rescheduling costs as well as pro-
duction inefficiencies. These inefficiencies may then, for example, translate into higher costs for fuel, labor
or maintenance. Moreover, upfront investments may be necessary to allow for such flexibility in the first
place including, e.g., technological adjustments of production facilities and machines or introduction of in-
termediate product storage.
To exploit demand-side flexibilities also on a smaller scale and to better integrate the demand side into the
future electricity system, the introduction of smart meters, but also other smart devices, is an important step
for enabling intelligent technologies for electricity demand. Thus, this technology creates a link between the
energy technologies and the information technologies, which will be described in the next section.
3.2 Information technologies
Information technologies have a widespread impact on modern societies. Among others, the ongoing
digitalization has the potential to reshape essential characteristics of energy markets. The following sections
will discuss recent technological advances and applications for electricity systems.
3.2.1 Technological developments
The past decades have seen major developments in information technologies, which have been mainly
fueled by a decrease in sizes and costs of hardware as well as a significant increase in the speed of
data transmission and processing. For example, the number of transistors on an Integrated Circuit (IC)
has doubled roughly every two years from around 1970 onwards [17] – with roughly 2,500 transistors
on an IC in 1970 to almost 50 billion in 2020 [18]. This development, famously captured by the term
“Moore’s law” [19, 20], is only one example among many, illustrating how fast information technologies have
developed over the past decades. To give another example, today every smartphone has more computing
power (at lower cost) than the mainframe computer that was used in 1969 to safely bring the astronauts
Armstrong, Aldrin, and Collins to the moon and back [21].
In the electricity system, both hardware and software have evolved along with developments in market de-
sign. For example, utilities used early mainframe computers with corresponding software to run energy
management systems that would allow them to calculate optimal power flows, thereby assisting utility op-
erators in their task of keeping the electricity grid balanced [22]. With modern hardware and software one
can control and monitor almost all areas of the electricity system [23].
Recently, more advanced information technologies emerged such as platforms, distributed database tech-
nologies like blockchain, or data analytics. The advances in hardware and software described above served
as enablers for these new information technologies. In electricity markets, information technologies not only
promise to lower transaction costs by enabling greater participation of market players or reducing informa-
tion costs, but more importantly information technologies allow for completely new ways of organizing the
electricity market.
To better understand the role information technologies can play in the electricity market design by 2030-
2050, information technologies and their respective potentials for market design will be discussed. First,
nine generic classes of information technologies are derived and explained to provide an overview of the
wide range of existing information technologies. Second, possible technological development trends are
examined for the nine classes of information technologies. Finally, the main potentials of information tech-
nologies for electricity market design are identified, including increasing the transparency in the electricity
system, enabling more efficient knowledge-sharing, and increasing the automation in the electricity system.
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3.2.2 Nine classes of information technologies
Today, a wide range of information technologies exist, whereby 29 prominent examples ranging from, e.g.,
DNA Computing, Artificial Intelligence (AI) to Carbon-Based Transistors are displayed in the Gartner Hype
Cycle for Emerging Technologies [24]. The many different information technologies may be sorted into
classes that have been validated in a workshop with eleven experts in the field of information technologies
and information systems. This allows to structure the existing technologies and to determine their potential
more accurately. Literature provides various classifications of information technologies (see, e.g., [25, 26,
27]). However, the existing classifications are either too narrow or too broad in the number of information
technologies they cover. For example, [27] present a classification that is too narrow for the purposes of this
contribution, because it does not consider, e.g., Distributed Ledger Technologies (DLT). Recent literature
indicates, however, that DLT such as blockchain can play a major role in the design of future electricity
markets (see, e.g., [28, 29, 30]). Pousttchi et al. [31] create a classification with as many as 22 different
information technology classes that is too broad for the purposes of this paper since it covers technologies
that are not considered relevant for the design of electricity markets such as, e.g., brain-computer interface
or implants. Therefore, based on the experts’ judgment, a new classification was derived by classifying the
most prominent information technologies into a matrix along two axes: On the horizontal axis of this matrix,
the technologies are classified according to what using them can achieve, where it is distinguished between
(user) interaction, data collection (and generation), data transmission, data processing, and data storage.
On the vertical axis, the technologies are classified according to whether they predominantly allow to receive
signals, allow to generate data, allow to generate information, or allow to generate knowledge. Organizing
the various information technologies in such matrix allows to identify nine generic classes of information
technologies (see Figure 1): sensor technologies, data transmission technologies, cloud technologies and
high-performance computing, database technologies, data analytics, AI, digital platforms, interfaces, and
the overarching field of safety, security, and privacy. Note that safety, security, and privacy are illustrated
differently in Figure 1 than the other eight technology classes. This is because information technologies
across all classes face the overarching goal of maintaining and promoting safety, security and privacy.

















Cloud Technologies and 
High-Performance Computing
Safety, security, and privacy
Figure 1: Classification of information technologies along two axes
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Each of the nine classes of information technologies generally delivers a specific function. For example, in
the context of electricity systems, sensor technologies can convert temperature measurements into elec-
trical signals; the respective data helps, for example, assessing the conductivity of a transmission line.
Table 2 summarizes the nine classes of information technologies with their specific functions, exemplary
technologies, and possible technological development trends. The latter is of high importance: In terms of
electricity market design for 2030-2050, market designers should anticipate today as to what the informa-
tion technologies available by that time will be capable of from a technological point of view. For instance,
while certain high-performance computing technologies may be too costly for a broad application in the
electricity system today, they may be affordable for many more market players in ten years from now due to
considerable cost reduction.
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3.2.3 Impact of information technologies on electricity systems
The nine classes of information technologies are important components of the future electricity market that
market designers should use sensibly. Each class of information technologies can have specific impacts on
the electricity system. This section, however, focuses on three major impacts of information technologies
on electricity systems identified in the literature (see, e.g., [41, 42]): (1) information technologies increase
the availability of information and therefore the transparency in the electricity system, e.g., with respect
to the state of a power plant or the availability of demand-side flexibility from behind-the-meter-assets like
heat pumps; (2) information technologies enable more efficient knowledge-sharing, e.g., with the use of
platforms; (3) information technologies enable increased automation of the electricity system, e.g., when
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autonomous software agents trade on the spot market on behalf of human market players. Subsequently,
these three impacts are described in more detail.
First, information technologies help collecting information about the electricity system in order to gain insight
into its current state. Thereby information technologies increase the transparency about the state of the grid,
the electricity market and all other components of the electricity system. For example, sensor technologies
allow to collect raw data on the temperature of transmission lines, which network operators can use to
determine network utilization more precisely – generally speaking, the lower the outside temperature at
a transmission line, the more electricity this line can conduct. Market players can use data transmission
technologies to transmit the data from the place of collection in near real-time. They can then use the data to
evaluate the state of the system and make decisions accordingly. Employing cloud- and high-performance
computing and data analytics makes it possible to convert raw data into information, again increasing the
transparency of the system since this supports an interpretation of the current state based on processed
data. Data collection and processing, as described above, are certainly not new and have been common
practice in the context of electricity systems for a long time. However, information technologies promise that
the extent of data collection will further increase in the coming decades, leading to higher transparency.
From the perspective of electricity markets, the effect of increased transparency is twofold: On the one
hand, transparency may enhance market efficiency, as it increases available market information and allows
for informed decision-making as well as reliable future expectations concerning, e.g., return on investment.
On the other hand, transparency allows to effectively monitor the behavior of competitors and, thus, may
foster strategic coalitions and market concentration, which may ultimately lead to market distortions. Which
of these two effects actually prevails in practice hinges, among others, on the specifications of a given
electricity market design.
Second, information technologies help participants in the electricity system to create knowledge faster
and to share it easier. One definition describes knowledge as the application and the productive use of
information, involving a certain understanding or awareness [43]. Technologies like AI can therefore take
an important role in the generation of knowledge out of the ever-increasing amount of data and information
generated, transmitted, and processed by sensor, transmission, computing and analytics technologies.
Examples for the generation of knowledge by the use of AI in the electricity system are the design of pricing
mechanisms and incentive schemes for demand response as well as the customer segmentation in the
electricity system depending on the specific loads of the individual consumers [44]. Besides the generation
of knowledge, information technologies also largely contribute to the sharing and exchange of knowledge.
During the last decade, especially cloud computing and digital platforms have gained importance, lowering
the access barriers to knowledge [45]. For instance, energy-intensive industries may share their internal
knowledge on flexible production processes with network operators or aggregators to (profitably) market
their flexibilities. Still, especially taking into account platform-inherent characteristics like, for example,
network effects or economies of scale and scope, concerns arise with respect to market concentration
and the evolution of a winner-takes-all marketplace. Hence, it gets increasingly difficult for new entrants
to compete with incumbent platforms due to, for example, a lack of accumulated electricity market data
or knowledge. As a result, digital platforms require active market design interventions, e.g., in the form
of adjustments to the regulatory framework. More recently, blockchain is tested in the energy sector for
sharing information and knowledge among parties that do not necessarily know each other trustworthy
and tamper-proof. Although blockchain may generally consume more electricity than centralized database
technologies, the electricity consumption of blockchain is by far not as high as often claimed. Moreover,
blockchain helps digitizing processes that centralized database technologies cannot digitize. This may even
save more electricity than blockchain consumes [46].
Third, information technologies allow an increased automation of electricity systems, leading to, e.g., auto-
mated decision-making and trading on electricity or flexibility markets. To take up the example from above,
information technologies will allow to collect raw data via sensors, transmit it via transmission technologies,
and use data analytics and AI to convert the raw data into information and knowledge based on which mar-
ket players can make decisions fully automated. Market players, in this context, may be both human actors
and software agents that represent human actors. In the latter case, decision-making is fully automated
and may either root in the execution of simple rules or more complex AI. With respect to algorithms used
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for market clearing, advances in optimization approaches and equilibrium algorithms have been particularly
relevant in the past and will continue to be at the core of market clearing in the future. Regarding the auto-
mated exchange of information, digital platforms, in combination with other information technologies such
as data transmission and database technologies, may also play a key role. For instance, market players
may use platform technologies to automatically trade electricity and, thereby, match based on supply- and
demand-side information. Moreover, market players like network operators and industrial firms may use
digital platforms to trade (industrial) demand-side flexibilities, based on automatically collected and submit-
ted production data. Once they trade flexibilities, information technologies may steer production processes
automatically, so that they comply with the traded flexibility options. Taken together, the increasing au-
tomation of electricity systems calls for adjustments to market design, as a set of new players like, e.g.,
automated software agents, become active on electricity markets. Moreover, automated trading allows to
carry out market interactions at an increasing speed, allowing for shorter bidding intervals or real-time con-
tinuous trading. However, this also raises concerns regarding market concentration, as software agents
may continuously monitor the behavior of other agents and detect (and punish) deviations of a joint strategy
almost instantaneously. As a result, market design has to account for these special properties of automated
software agents and adjust accordingly.
In summary, the overall effect of the three technological impacts on the transparency, knowledge, and au-
tomation in electricity systems remains, to some extent, ambiguous. From a technological point of view,
new information technologies fulfill an enabling and accelerating function concerning the use of decentral-
ized and intermittent RES and, thus, the overarching goal of mitigating climate change. As depicted in
Section 3.2, decentralized electricity systems require swift and large-scale data transfers as well as data
analyses, which may be successfully addressed by recent developments in information technologies. From
an economics point of view, however, new challenges emerge concerning market concentration and abuse
of market power. Moreover, new market participants emerge in the form of automated software agents that
raise the need for adjustments to the regulatory framework and market design. In particular, market design
needs to focus on how to govern and coordinate decentralized electricity systems with a multitude of dif-
ferent players, technologies, and incentive schemes in order to contribute to a successful energy transition
also on a global scale.
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4 Electricity market design in transition
Electricity markets are dynamic in their nature and have developed from a time with centralized monopolies
to carefully designed markets. In particular, the notion of electricity markets usually refers to a multitude of
sequential markets, eventually determining the actual dispatch. Aside from these markets, several short-
term corrective measures have evolved in order to ensure constant balance of supply and demand. The
following sections will point out past developments and current market design concepts and introduce dif-
ferent components of electricity markets in greater detail.
4.1 An international perspective on electricity market liberalization and design
Since the commodity “electricity” comes with a set of unique economic characteristics, the operation of
electricity markets is challenging. Market design is needed to account for the subsequent peculiarities:
First, demand and supply of electricity must be balanced at every point in time and at every node of the
network. Furthermore, as indicated in Section 2, the transportation of electricity through transmission lines
is constrained by the capacity of the installed lines and their physical properties, which need to be taken
into account when scheduling the flow of electricity. Both supply and demand are highly variable over
time, which increases difficulties in scheduling the dispatch. Historically, as outlined in Section 3, demand
for electricity has been relatively inelastic, so that supply and demand could be balanced primarily by
adjusting the supply of electricity. However, with technological progress demand-side flexibility is becoming
an increasingly promising solution for dealing with imbalances as well. These factors – which have already
been discussed in the previous sections – necessitate the need for a market design enabling the efficient
production and distribution of electricity under constrained circumstances. Besides centralized approaches
that include, e.g., an omniscient system operator overlooking and optimizing electricity flows through the
network, decentralized approaches may further facilitate the coordination of electricity systems. In the latter
case, recent information technologies may support the governance of decentralized systems by forwarding
relevant information and market signals almost in real-time to the respective market players.
Prior to market liberalization, electricity markets were operated by vertically integrated and regulated
monopolies, which controlled the generation, transmission, distribution, and retail of electricity by owning
generation plants as well as transmission and distribution networks [47]. Due to the technological char-
acteristics of transmission and distribution networks, the minimum efficient size of a firm generating and
ultimately supplying electricity to consumers was too large to naturally create competition in these busi-
ness areas [48]. In the last decades, more and more countries have started to liberalize and unbundle
their electricity markets. The business areas of generation, network operation, and retail have been sepa-
rated to introduce competition in electricity generation and retail. In addition, regulation in transmission and
distribution was introduced to ensure an economically efficient electricity supply for consumers [49].
4.1.1 Market liberalization in Europe and the United States
In the EU, the liberalization process was started in 1996 and was conducted through two waves of policies
regarding the liberalization of the electricity market. Directive 96/92/EC of the European Parliament and
of the Council of 19 December 1996 concerning common rules for the internal market in electricity has
significantly contributed to removing international obstacles and trade barriers [50]. Improved institutional
conditions for international trading of electricity has lead to efficiency gains and price reduction. Subse-
quent and updated directives incorporated the idea of non-discriminatory transmission rights, ensuring a
level playing field in power generation. Until today, subsequent steps of EU legislation have followed, lead-
ing to the present liberalized electricity markets [51]. However, the degree and design of liberalization differ
throughout EU markets. For example, while in Germany and France access to transmission and distri-
bution networks is assured by regulators, enabling competition among electricity suppliers, the generation
side in France is highly dominated by state owned nuclear power plants, which impedes entries of new
competitors. In contrast, subsidized RES have penetrated the German market in order to decarbonize the
electricity sector by reducing the in-feed of CO2-emitting fossil fuel power plants. Therefore, even though
both countries liberalized their electricity sector with competition on the generation side, outcomes differ
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significantly on many levels due to political reasons and path dependency.
The Italian market constitutes another example. In contrast to most European electricity markets that con-
sist of a single zone, it is split into several internal bidding zones. Electricity supply and demand curves are
constructed for individual bidding zones. While the price for electricity received by generators is computed
within each zone, prices paid by electricity consumers are based on weighted averages over the whole
Italian market. Therefore, scarcity of transmission lines is partly reflected in the power prices for the supply
side. These are some examples of differing market designs as well as different market outcomes, which
have developed in the EU after liberalization of the electricity sector.
In the United States (US), most electricity customers were served by a vertically integrated monopolist until
the 1990s [52]. Regulatory authorities on the state level set prices, allowing the monopolist to cover its cost
including a rate of return on capital. This model was transformed in the 1990s by a set of legal developments
also known as “electricity restructuring“ [53]. These changes allowed for some form of competition in
electricity generation and set the foundation for the liberalization of the electricity market. However, in
the US, these reforms were conducted on state level, and not on the federal level due to the subsidiarity
principle. Therefore, a set of different models emerged with varying degrees of liberalization until this
day [53].
Overall, the processes of liberalization in the US and the EU have led to market designs differing on central
design features [47]. This makes the comparison of the US and EU market design especially interesting.
In the US, some states have liberalized both retail as well as the generation side. These states have imple-
mented LMP systems (also referred to as nodal pricing1) and are referred to as “Restructured States” [53].
Regionally responsible Independent System Operators (ISOs) are at the center of these markets, operating
both the market and the network system [47]. Therefore, a planned allocation of electricity flows (schedul-
ing) as well as a real-time dispatch of power plants are optimized centrally by the ISO. Prices are computed
based on supply and demand within nodes, taking into account the available transmission capacities for
electricity trading between nodes. Furthermore, prices are set marginally, which means that the last gener-
ating unit sets the price for electricity in the respective node. This pricing system allows for spatially differ-
entiated wholesale electricity prices, where the granularity of the regions considered is determined by the
ISO. Nodal pricing was initially introduced by Pennsylvania-New Jersey-Maryland Interconnection (PJM)
and is now applied in all ISO markets in the US (Southwest Power Pool (SPP), Electric Reliability Council
of Texas (ERCOT), California Independent System Operator (CAISO), Independent System Operator New
England (ISO-NE), New York Independent System Operator (NYISO), Midcontinent Independent System
Operator (MISO), and PJM) [54, 55].
In contrast and as mentioned before, in the EU markets function under the concept of zonal markets, where
the zones are most often defined by national borders. Under this approach, consumers and producers trade
electricity on exchanges and as all bids and offers are received regardless of the location of the market
participants, one uniform price for the commodity is established for the entire zone. Contrary to the US
model, Transmission System Operators (TSOs) own and operate the network and Nominated Electricity
Market Operators (NEMOs) operate the market [56]. Even though multiple NEMOs can be admitted in one
bidding zone, their order books have to be merged before market clearing, ensuring single prices. For
example, electricity within the German bidding zone can be traded at the exchanges EPEX SPOT, Nord
Pool, EXAA and NASDAQ, but as the order books are merged, market outcomes do not differ.
In the EU, the composition and size of the bidding zones varies: Germany, Austria, and Luxembourg, for
example, constituted a single bidding zone until 2018. However, as of 1 October 2018, this bidding zone
was split at the German-Austrian border as a measure to mitigate pressure on the grid. Consequently,
power purchases between these countries cannot exceed the capacities of power interconnectors. Other
European countries such as Sweden and Norway have multiple zones within their countries, which allow for
a certain degree of reflection of the scarcity of transmission capacity. There are also increasing discussions
on a fundamental reconfiguration of European bidding zones. The bidding zone review, which was initiated
1Technically speaking, nodal pricing refers to the overarching concept of locational price signals, with LMPs as one subcategory.
For instance, Section 5 discusses Convex Hull (CH) prices as another form of nodal pricing. Due to its widespread application, nodal
pricing and LMPs are often used as synonyms.
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on an European level, aims at methodically analyzing the adequacy of bidding zones with regards to numer-
ous output factors. The review summarizes that results highly depend on underlying assumptions as well
as the choice of the considered time frame. Therefore, it is a difficult task to suggest new bidding zones,
especially with regard to high transaction costs in the case of bidding zone adjustments [57]. Furthermore,
it is challenging to define an “optimal” and robust bidding zone configuration which is not already outdated
by grid development or changes in the generation/demand landscape once it is implemented [58].
4.1.2 Zonal prices vs. LMPs
There are inherent trade-offs between LMPs and zonal pricing models. It is important to consider the
degree to which the pricing model affects the ability to cope with the increasing complexities emerging in
electricity markets, such as an increasing feed-in of variable and decentralized RES, making it difficult to
schedule energy flows, and forecast available network capacities.
In LMP systems the scarcity of network capacities is reflected in the LMP, as the ISO determines the
intersection between demand and supply of electricity under consideration of network capacities. Therefore,
beneficial behavior regarding the utilization of grid capacities is incentivized by the prices [47]. As all
relevant network constraints are accounted for, the first best solution in terms of welfare can theoretically
be realized when markets clear [59]. In other words, prices reflect the spatial and temporal value of the
traded commodity. Since a shortage of generation capacities leads to higher prices in the respective node,
LMPs provide a long-term price incentive for the allocation of planned generation plants, if they are stable
and robust. This incentive works analogously on the demand side. In theory, LMPs therefore inherently
incentivize market participants to efficiently dispatch in the short run and invest in the long run, which
reduces the need for expanding grid capacities. This is especially relevant for the current transformation
of electricity systems, in particular the spatial allocation of increasingly decentralized renewable energy
capacities [60]. However, while there are strong arguments for the superiority of nodal pricing to other forms
of market organization based on economic theory, in practice there are additional complexities and issues
that need to be taken into account when comparing nodal to zonal pricing. These issues are discussed in
more detail in Section 5.
In contrast, uniform pricing schemes do not reflect physical constraints of the transmission network in
wholesale market prices within a zone. The same is true for zonal pricing schemes if the zonal configuration
does not reflect the existing bottlenecks in the grid – by construction, bottlenecks within zones are not
reflected by the zonal prices [47]. Thus, market participants do not have a price incentive to consider
transmission capacities when offering or demanding electricity. Therefore, congestion of transmission lines
needs to be considered by the TSO after markets close. Redispatch and feed-in management measures
for renewables are used to manage congestion, as indicated in Section 2. From a theoretical point of view,
uniform or zonal pricing cannot guarantee efficient market outcomes if there are grid bottlenecks within
zones, as there are no locally differentiated prices that reflect scarcity in transmission capacity. Thus, these
uniform prices do not reflect scarcity on the local level.
Moreover, in addition to accurately reflecting grid constraints, prices need to be robust in order to function
as an effective signal for long-term investments. Therefore, robustness of prices under zonal and nodal
pricing is an additional issue which has to be considered when comparing these models [61]. This is par-
ticularly crucial in futures markets, which may lack a clear reference price in case of day-ahead prices in
LMP systems. As a result, market participants may need to insure against basic price risks involving a
risk premium. However, insuring against this type of risk may involve trading de facto financial instruments,
which in the EU are covered by Markets in Financial Instruments Derivative II (MiFID II), possibly imposing
obligations of financial institutions on electricity market participants. Furthermore, if prices are not aggre-
gated in virtual trading hubs, price determination under LMP systems can suffer from a shortage of liquidity
in the local markets, and in particular in futures markets, as the number of market participants typically
decreases with higher spatial granularity.
The less liquid markets are, the harder it is for market entrants to compete with existing firms. This issue
is closely related to potential problems with market power in nodal systems in situations where transmis-
sion capacity is scarce and therefore naturally only a limited number of potential suppliers exist at a given
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node [62]. As a result, ex-ante market power mitigation measures need to be put in place to detect constel-
lations of few, powerful market participants at individual nodes and to avoid monopoly prices in situations of
scarce capacities. Lastly, it is important to note that price signals need to be strong enough in order to effi-
ciently coordinate investment decisions. In practice this is not necessarily the case in nodal pricing, which
means that dynamic efficiency can not be guaranteed even with nodal prices, especially in the presence of
lumpy investments in generation and transmission. This issue is further elaborated in Section 6. In uniform
pricing models or in zonal systems with inner-zonal bottlenecks, wholesale electricity prices generally do
not incentivize a spatial allocation of power consumers as well as producers that reflects the impact of the
locational choice on the scarcity of transmission capacity.2
4.1.3 German market design challenges
There is an ongoing discussion about how to adjust the market design in order to deal with new challenges
emerging due to the energy transition, e.g., how well large bidding zones are suited to deal with increasing
variable feed-in of RES. As the energy transition is associated with large investments into generation
and transmission, dynamic efficiency becomes increasingly important. In Germany, frequent market design
amendments aim at transitioning the market design step-wise towards setting the right incentives for market
participants, as the single wholesale electricity price for the German bidding zone does not incentivize
an efficient allocation of investments. A regionally differentiated support scheme for combined heat and
power plants incentivizing the installation and operation in the German South (Südbonus) is one of many
examples for this adjustment process accounting for newly emerging tasks associated with the energy
transition. Additional examples, where the lack in locational incentives via price signals is amended with
complex regulatory instruments, are grid reserves, which allow TSOs to contract power plants for redispatch
activities in bottleneck situations, or regionally differentiated subsidies for RES.
These examples illustrate the value of a market design that produces the right incentives via efficient price
signals, as in the lack of such signals, support schemes, or other regulatory instruments must be carefully
designed for numerous technologies as well as regions individually, in order to achieve these incentives.
An adjusted market design in Germany that provides improved short-term and long-term price signals to
market participants can therefore help to organize the energy transition efficiently. A central aspect in this
context is a potential split of the German single price zone into multiple zones or the direct transition to a
nodal pricing regime. As there are inherent trade-offs associated with such fundamental regulatory reforms,
a careful assessment of advantages and disadvantages of each system is required. To that end, Sections 5
and 6 provide additional academic insights with respect to current market design challenges.
Section 5 discusses how the design of spot markets will have to adjust to the changing economics of
market participants due to current changes in electricity systems. The bidding language strongly shapes
the possibility to communicate preferences and boundaries, therefore it needs to be tailored to adequately
respond to future needs such as flexible demand and supply as well as to allow the efficient coordination
between a multitude of different actors with corresponding economic conditions and support schemes. It
is crucial for future market designs to address open allocation and pricing problems within spot markets
to ensure efficient short-term and long-term investments, especially regarding the changing economics of
electricity generation. Moreover today’s market design adjustments need to consider future technological
developments, anticipating both possible collusive behavior of market participants as well as enabling TSOs
to analyze and prevent such behavior, increasingly using AI and machine learning techniques. Section 6
discusses market design implications on long-run investment, market power and strategic bidding. This
includes a discussion on different options for support schemes for renewable energies and their implications
for market participants.
2It is important to note that the concept of uniform prices is used in different contexts and has different meanings accordingly. While
it here refers to a single-zone model, imposing an identical locational price over the entire region under consideration (e.g., Germany),
it can also describe the more general concept of anonymous, non-discriminatory prices as opposed to pay-as-bid approaches.
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4.2 Time sequence of different electricity markets
To discuss the functioning of electricity markets in more detail, this section illustrates the German market
structure. Electricity can be traded in different markets that build on each other sequentially. Markets at
which only electricity deliveries (MWh) are traded are called Energy-Only-Markets. These mainly include
the futures market as well as the day-ahead market, and the intraday markets. In theory, equilibria of
supply and demand curves at each traded time slice determine electricity prices [56]. With the increasing
generation of weather-dependent RES, the supply curve increasingly depends on variable amounts of wind
and solar radiation. Power demand on the other hand is driven by daily as well as weekly and seasonal
patterns. Additionally, weather effects can influence the power demand as well. Figure 2 illustrates the
sequence of trading activities and markets that the following paragraphs describe [2].
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Figure 2: Time sequence of the German Energy-Only-Markets (based on [2])
With respect to the time sequence of power markets, the futures and forward markets are the first to
mention. They offer market participants the opportunity to optimize their portfolios in the medium to long
term and to financially hedge future delivery transactions, either in exchange trading or as over-the-counter
transactions. At the exchanges like the European Energy Exchange (EEX), financial futures and options on
futures can currently be traded up to six years ahead with plans to extend maturities to ten years ahead.
In the day-ahead auction, bids for the following day can be submitted by 12 pm on any day of the year [63].
Various products are traded, including full hours and standardized block bids. The auction results are
published at 12.40 pm. When supply matches demand, the market can be cleared, and the market-clearing
price is determined based on the intersection of the supply and demand bids sorted by prices. The price
of the last accepted bid determines the single market clearing price. The price is limited to the range
between −500 EUR/MWh and 3,000 EUR/MWh. The day-ahead market is coupled across bidding zones,
thus implicitly allocating interconnector capacity for imports and exports. Price differences between bidding
zones therefore balance out, as long as interconnector capacities are not congested. An efficient utilization
of interconnector flows therefore contributes to price convergence across market areas. At the same time,
making interconnector capacities available to the market implies that transmission capacities within a zone
need to be reserved for unscheduled flows (also known as loop flows), thus affecting grid constraints and
requiring congestion management.
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The intraday market distinguishes between the intraday auction and continuous trading on the intraday
continuous market [63]. Continuous trading has already been introduced in 2011. The opening auction
for 15-minute contracts has been held since December 2014 and takes place all year round at 3 pm on
the day before delivery. The auction enables market participants to optimize on a quarter-hourly basis
following the hourly optimization on the day-ahead market. As a supplement to continuous intraday trading,
the opening auction is designed to concentrate market liquidity and to create a first reference price for the
continuous trading period. The auction design is similar to the day-ahead auction, with the price of the
intraday auction ranging from −3,000 EUR/MWh to 3,000 EUR/MWh. Following the intraday auction, the
results of which will be published at about 3.10 pm, continuous intraday trading for hourly contracts and
blocks of combined hours will start at 3 pm, intraday trading for 15-minute contracts will start at 4 pm. This
enables the continuous adjustment of trading volumes to intra-hour changes in production and consumption.
The closer the trading time is to the time of actual delivery, the higher the accuracy of forecasts, especially
with regards to weather forecasts. The adjustment of forecasts affecting the expected generation and
consumption can be traded on continous intraday markets as well. Continuous trading is based on a “pay-
as-bid” auction format, which means that there are no uniform prices for the products, but rather different
prices for the same product depending on the supply and demand at the time of the trade.
Intraday trading is particularly relevant with respect to the increasing feed-in of RES to be able to react to
corrected weather forecasts throughout the day. This is also reflected in the development of lead times3
since the introduction of continuous intraday trading in 2011. In July 2015 the lead time was reduced from
45 to 30 minutes before delivery. In June 2017, it became possible to trade within the area of one TSO up
to 5 minutes before delivery. The 15-minute contracts of the intraday market also enable the assessment
of flexibility within an hour. Together with day-ahead and intraday hourly trading, which in turn enable the
assessment of flexibility between hours, intraday 15-minute contracts represent a market mechanism for
managing flexibility. Advances in computational power and optimization algorithms may allow for even finer
time granularity that may even get close to real-time – an issue that will gain increasing relevance in the
near future. Hence, price signals may reflect flexibility almost immediately and thereby incentivize efficient
short-term flexibility offers and long-term investments in flexible production technologies.
It is worthwhile to briefly compare the German time sequence to that of a liberalized electricity market in
the US. Here, PJM is a suitable example. It is located in the North West of the US and serves 65 million
customers with 180 GW of installed generation capacity. The timely sequence of markets is comparable
to the German system. The PJM ISO publishes load forecasts before day-ahead trading. Then, market
participants can submit bids for the day-ahead market until 12 pm (the delivery day is the next day). Af-
terwards, the ISO computes hourly LMPs for every node and publishes these prices until 4 pm. Based on
these results, market participants can trade once again until 6 pm and adjust their bids and offers. Then, the
real-time market opens on the delivery day. The real-time market features a bid-based, security-constrained
economic dispatch and is conducted every five minutes throughout the day [47]. Compared to the German
design, this market represents a combination of the continuous market and the balancing market, as imbal-
ances are settled on the PJM real-time markets as well. This is a major difference to many European market
designs, where separate imbalance settlement systems are in place, operated by the TSOs. Lastly, after
real-time markets close, the PJM ISO settles physical imbalances which is part of the ancillary services.
4.3 Short-term, corrective measures
4.3.1 Markets for balancing capacity and balancing energy
In electricity networks it is crucial to maintain the frequency at a constant level, for example 50 Hz in the
European Network of Transmission System Operators for Electricity (ENTSO-E). Therefore, supply and
demand have to be balanced at every point in time and at every node of the network. In Germany, the
TSOs are legally obliged to guarantee system stability by providing system services. These measures can
be network-based actions such as operating power switches or market-based actions such as the balancing
market for reserves, which are activated only after energy markets close. Balancing energy is the short-
term adjustment of supply and demand at the time of physical dispatch, i.e., after market closure. It is
3Lead time is the time between the last possibility to trade and the beginning of the actual delivery.
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only used in the event of a system imbalance and not in the event of grid congestion. This system service
aims at maintaining network stability, more precisely to maintain the target frequency of 50 Hz. Balancing
energy is distinguished into positive and negative actions. Positive balancing energy is used when there is
a shortage of supply. Negative balancing energy is retrieved when the frequency is too high and there is a
shortage of power demand.
The TSOs tender volumes for three types of balancing energy at the balancing capacity markets. The
Frequency Containment Reserves (FCR) (German: Primärregelleistung) provides instant frequency recov-
ery. It is automatically activated when measurements at the unit indicate frequency deviations and has to be
available within 30 seconds. FCR is tendered as a symmetrical product, as participating units have to pro-
vide both positive and negative balancing energy. The TSO acquires capacities according to the merit order
of capacity prices only. No further remuneration is paid for the provision of energy in the case of an activation
of the service. The Automatic Frequency Restoration Reserve (aFRR) (German: Sekundärregelleistung)
as well as the Manual Frequency Restoration Reserve (mFRR) (German: Minutenregelleistung) are similar
products with differing technical requirements regarding the activation time. aFRR needs to be available
within 5 minutes and mFRR has to provide balancing energy within 15 minutes. aFRR is activated automat-
ically, whereas mFRR is controlled remotely by the TSO. Capacities for both aFRR and mFRR are activated
based on a merit order of capacity prices as well. However, the retrieval of energy is activated according
to the merit order of bids submitted at a second energy market, where formerly only those participants
could offer energy that have been successful at the capacity market. Since the amended regulation, which
is fully in place since 3 November 2020, a separate balancing energy market in distinction to the balanc-
ing capacity market is introduced, called Regelarbeitsmarkt (balancing power market). Thereby, providers
can offer balancing energy up to one hour before the considered time period, regardless of whether they
have offered capacities on the balancing capacity market. Balancing energy is then activated based on the
updated merit order considering all bids. Remuneration for aFRR and mFRR therefore differs from FCR
remuneration. Participants at the balancing markets need to be prequalified to ensure the fulfillment of all
technical requirements to deliver balancing power.
In the US reserve capacities are tendered by ISOs as well; however, they function differently in comparison
to the German market design. There is a stronger focus on technical properties of the generation plant
providing balancing power capacities compared to the focus on delivery time in the German model. In
contrast to Germany, system imbalances in power demand and supply – for example due to generation and
load forecast errors – are not compensated by the balancing power market but by the real-time markets.
The ISO operates the real-time market, where electricity trade occurs in the form of five-minute products up
to five minutes before physical delivery to ensure system balance.
4.3.2 Redispatch and feed-in management
In contrast to system imbalances, network congestion is mainly addressed by redispatch and feed-in
management. Redispatch refers to the intervention ordered by the TSOs in the originally dispatched flow of
conventionally generated electricity to shift the feed-in to either prevent (preventive redispatch) or remedy
(curative redispatch) grid congestion. The prediction of congestion occurs mainly after the day-ahead auc-
tion. Based on this prediction it is necessary to reduce the power feed-in of conventional power plants with
more than 10 MW installed capacity before the congested transmission lines (negative redispatch) and to in-
crease it behind the bottleneck (positive redispatch). Therefore, redispatch measures are balancing-neutral
in terms of total quantities.
As mentioned in Section 2, the two main redispatch approaches involve cost-based and market-based re-
dispatch. Under a system of cost-based redispatch, as currently employed in Germany, all generators with
more than 10 MW installed capacity are qualified to be subject to redispatching. In case they are indeed
instructed to change their output, the generators will be reimbursed for the incurred costs. In contrast, a
market-based redispatch allows generators to voluntarily submit bids that express the desired reimburse-
ment. The determination of redispatch occurs in a least-cost fashion and the compensation for affected
generators is according to their bids [64].
In case of remaining congested transmission lines, Distribution System Operators (DSOs) can use feed-in
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management almost as a matter of last resort to reduce the in-feed of electricity generated by RES as well
as combined heat and power generators. This action comes as one of the last to manage congestion,
as renewable energies feed into the grid with priority, to support the transition from fossil fuels to renew-
able energies. Therefore, feed-in management only applies when it is imperative due to system security.
Increasing installed capacities of renewable energy without expanding grid capacities will likely increase
the incidents and volumes of feed-in management as well as redispatch measures. Further, Germany has
made an amendment to the laws regarding congestion management introducing Redispatch 2.0. From
1 October 2021 onwards, TSOs will be allowed to also redispatch renewable power plants in order to pre-
vent or remedy grid congestion, as long as the power plant exceeds 100 kW installed capacity (the new size
requirement also holds for conventional power plants). The new law does not change the fact that redis-
patch for conventional power plants occurs first, as the feed-in priority of RES still holds in principle. In both
cases operators have to be compensated for reducing or increasing power generation, which increases
power prices for consumers.
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5 Market design options: allocation and pricing rules
This section focuses on allocation and pricing on electricity spot markets, mainly on day-ahead markets,
given their importance in Europe. We briefly touch on intraday, real-time, and balancing markets, but an in-
depth discussion is beyond the scope of this section. Current and novel concepts for the bidding language
are introduced and combined with a discussion on existing pricing schemes and their limitations.
5.1 Bidding languages
Different bidding languages are used on different markets, directly impacting the allocation problems that
need to be solved, and the pricing rules employed.
5.1.1 Day-ahead markets
Day-ahead markets are centralized auction markets. Market participants place their bids using the auc-
tion’s bidding language. This bidding language consists of a set of parameters that allows the participants
to communicate their valuations or cost structures. The market operator then solves the allocation problem
based on these parameters to determine a day-ahead schedule of generation and consumption and calcu-
lates prices [56]. Day-ahead markets are complemented by intraday or real-time markets. These markets
modify the day-ahead schedule to determine the actual physical dispatch, as described in Section 4. Es-
pecially in European countries, the day-ahead market is considered to be the main reference market, while
in the US it mostly possesses the notion of a forward market for the real-time market that determines the
dispatch [44]. In day-ahead markets in the EU, participants usually submit bids for every hour of the next
delivery day. Based on the Pan-European Hybrid Electricity Market Integration Algorithm (EUPHEMIA),
clearing and pricing are combined in a single computationally complex optimization problem. In essence,
assuming bids reflect true costs and valuations, the algorithm intends to find a welfare-optimal allocation
requiring a uniform price within each price zone (such as Germany) as well as feasible cross-zonal power
flows according to flow-based market coupling principles in day-ahead auctions [65]. Transmission network
parameters within a zone are not taken into account, as no intra-zonal congestion is assumed at this point.
Bids in day-ahead electricity markets are submitted in a predefined bidding language. Bidding languages
should allow for the expression of the underlying opportunity costs and economics in order to enable effi-
cient outcomes [66]. For instance, suppliers typically incur certain fixed costs for starting up and running
a generator, as well as variable electricity production costs. Moreover, the operation is often subject to
technical conditions, e.g., referring to minimum runtimes or ramping constraints. On the demand side, mar-
ket participants might want to express certain flexibility dimensions. The economics of electricity storage
technologies might depend on the transitions between supply and consumption of electricity.
In the EU, aside from regular bids for individual hours of the day, the bidding language allows for block
bids. Representing a set of individual bids that can be executed only as a whole [65], they aim at permitting
market participants on the supply side to express operating conditions. Cost structures are communicated
as single-part offers, requiring market participants to aggregate various cost components into a single
parameter. It is explicitly refrained from the communication of multiple cost components in order to promote
decentralized decision-making on the part of the market participants [56]. Therefore, the bidding language
permits a less detailed expression of economics than, for instance, bidding languages used in the US.
Orders can be submitted with or without a price limit. Currently, EUPHEMIA is capable to accommodate
certain types of flexibility such as:
> Flexible hourly blocks, in which under a fixed price limit, a fixed volume can be either fully accepted or
rejected. In case of being accepted, it is the algorithm (and not the participant) that defines at which
hour that volume would be supplied. This type of flexibility option would be similar to what we will call
shiftable volumes (see Fig. 4 c)).
> Load gradients are defined on a set of hourly orders where the load on consecutive hours is bounded
in terms of the previous one. This type of flexibility option relates to the more general adjustable load
(see Fig. 4 e)).
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> Minimum acceptance ratios, which can be specified for block orders. Blocks are either fully rejected
or cleared with a quantity above the minimum acceptance ratio. Blocks may thus be curtailed until the
minimum acceptance ratio, again referring to adjustable loads (see Fig. 4 e)).
However, features in EUPHEMIA are not necessarily available in all NEMOs in the EU. From the above list,
the European Power Exchange (EPEX) as a relevant NEMO for Germany so far only provides minimum
acceptance ratios. Operador do Mercado Ibérico de Energia (OMIE) has established minimum income
conditions for the Spanish market, where participants can specify a lower income threshold consisting of a
fixed and a variable component reminiscent of multi-part bids in the US. In Italy’s multi-zonal system, certain
demand orders are not settled at the respective zonal price but at some national uniform price [65].
US ISO markets also aim to find a welfare-maximizing dispatch based on bids but separate the market
clearing from the subsequent price determination. In nodal markets bids and offers, resource constraints,
network constraints, transmission losses, and certain ancillary service requirements are co-optimized. As a
result, the electricity price is the marginal cost of supplying electricity at a specific node in the network. The
nodal model includes as basic features a centralized real-time bid-based security constrained economic
dispatch (SCED) and a real-time price settlement where imbalances are settled against LMPs.
The nodal system aims at considering important physical grid characteristics in the optimization. Of course,
the allocation may be distorted if bids do not represent the market participants’ preferences or if the technical
costs and constraints are inadequately formalized [67].
Market participants in the US are generally permitted to indicate their opportunity costs in a more granular
way than in the EU [68]. Cost structures can be communicated with multi-part bids, usually consisting
of start-up costs, no-load costs as well as an offer curve. Furthermore, generators can express technical
constraints such as minimum up and down times, minimum and maximum output levels, ramp rates, or
start-up times [56]. So called self-schedules are pure quantity bids specifying an amount of energy that
needs to be dispatched regardless of price levels or cost structures. Demand-side bids comprise price-
inelastic self-scheduling as well as price-elastic bid curves [47]. Moreover, the Federal Energy Regulatory
Commission (FERC) has defined a minimum set of bidding parameters for storage resources, including
charging and discharging quantity limits, time limits, or ramp rates as well as specifications of minimum,
maximum, initial, and final states of charge [56].
Single-part and block bids have been found to handle uncertainties on electricity markets in an inefficient
manner [69, 70], in particular compared to multi-part bidding languages in the US [71]. A future EU day-
ahead market design would benefit from multi-part bidding of cost structures and enable an expression
of inter-temporal constraints, such as start-up, shut-down, and ramping restrictions. These will also play
an important role with a higher penetration of renewable energies, because conventional generators are
required at times to balance the market. Block bids in current EU markets allow for little flexibility and
participants often have to submit an unreasonable amount of bids to appropriately express characteristics
of their generators.
5.1.2 Bidding languages example
Figure 3 compares the block bids available on the EPEX and US bidding languages for an exemplary
supplier. The economics of this supplier can be directly expressed in the US bidding language. In this
example, the generator is subject to minimum (10 MW) and maximum (30 MW) periodic outputs, limited
ramp-up and ramp-down capacities (10 MW/h), as well as a minimum up (6 h) and down (10 h) time once
the generator has been started up and shut down, respectively. As long as these constraints are satisfied,
the electricity can be dispatched at any point in time during the day.
In order to express these few parameters with block bids, many such bids have to be submitted. The
blocks marked black in Figure 3 represent the minimum output that has to be dispatched over the minimum
runtime. In addition, the blocks marked green are defined to express the ramping constraints and the
maximum output. However, these blocks must be bid as so-called linked block orders, as they can only be
dispatched if the base block marked black is also cleared [56]. This is represented by the green arrows,
specifying the dependence of the green children blocks on the black parent block. Since the generator can
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run longer than the minimum up time, additional linked block orders marked red have to be submitted to
optionally extend the runtime. This bundle of block orders may now be submitted for different points in time,
yet due to the minimum down time, only one of those bundles can be dispatched. The base blocks of the
bundles therefore have to be submitted as exclusive block orders [56], as represented by the black arrow.
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Figure 3: Supply bidding language comparison
Increasing uncertainties in decarbonized electricity markets increase the need to adequately express sup-
plier economics and, as the example illustrates, leads to an increasing number of block bids and com-
putational complexity [56]. A direct expression similar to US bidding languages might therefore be more
expedient.
5.1.3 Demand-side flexibility
In addition to the generation side, the market design should also address relevant aspects of the de-
mand side [47]. Tradeable products should allow for a better expression of flexibility, yet retain reasonable
communication and computational complexity. Flexibility extensions of the bidding language could include
shiftable volumes (asking to meet a certain volume within a certain time frame), shiftable profiles (allowing
to shift a pre-determined load profile over time), or adjustable loads (involving extensible or reducible loads)
[72, 73, 74]. Besides, block-orders seem to inhibit the efficient operation of storage resources [75]. This
suggests upsides through more explicit bidding formats [76].
Exemplary elements of a bidding language for the demand side are illustrated in Figure 4. A price-inelastic
consumer submits self-scheduled loads (a) in order to set up the desired fixed profile. Figures (b) to (e)
show how the same load might be cleared under alternative demand bid types. For instance, price-elastic
loads (b), unlike self-schedules, are not inevitably cleared, but the accepted quantity depends on the market
price in every period. If the bid represents a shiftable volume (c), the load may be delivered as an arbitrary
profile within the specified time. The charging process for electric vehicles might be an example for a
shiftable volume [73]. The individual periodic loads of shiftable profiles (d) may not be altered, yet there is
flexibility with respect to the time of delivery, potentially applying to certain industrial processes. Finally, the
target profile of adjustable load bids (e) might be curtailed or overconsumed, usually being associated with
opportunity costs or values of lost load. Examples could be the interruption of industrial processes or the
dimming of light [73].
5.1.4 Intraday and real-time markets
In order to allow market participants to immediately resolve forecasting errors with respect to their operating




















































Figure 4: Exemplary demand bidding language
can be placed at any time and are executed at once. As mentioned in Section 4, the intraday market can
be accompanied by an initial auction to concentrate liquidity and to establish reference prices. This initial
auction follows similar rules as the day-ahead auction, featuring single-part and block bids. These types of
bids can also be bilaterally traded in the continuous trading phase following the auction. The final dispatch
is subject to single-sided remedial actions by TSOs in order to allow a compatibility with grid restrictions, as
described in Section 4. As part of the Cross-Border Intraday (XBID) (now Single Intraday Coupling (SIDC))
project, a joint pan-European intraday market has been developed, supporting continuous cross-border
trading and aiming at increased efficiency [44]. Based on a shared order book and a flow-based market
coupling to compute cross-zonal flow capacities [44] in day-ahead markets, bids are matched with bids from
either the same zone or with bids from other zones where sufficient cross-zonal capacity is available [77].
US market designs combine the day-ahead market with a real-time market as part of a so-called two-
settlement system. While intraday markets in the EU are typically regarded as corrective entities, the
real-time markets represent the main reference point in the US [44]. Bidding languages and allocation rules
for the underlying bid-based security-constrained economic dispatch follow the principles of the day-ahead
market and deviations to the day-ahead schedule are settled at the respective real-time price [56]. The
outcome of the real-time market is the final dispatch, since all grid constraints are inherently taken into
account by the nodal system.
In EU intraday markets, the matching of buy and sell orders could be the subject of future refinements.
Shifting from bilateral to multilateral matchings would lead the way to trading more customizable profiles,
such as flexible loads [78]. In terms of the bidding language for EU intraday auctions, similar arguments in
favor of more extended bidding formats, in particular for flexible demand and storage, can be made as for
the day-ahead market.
5.2 Pricing rules
Section 4 outlines that the zonal pricing in the EU and the LMP in the US are a central difference in
the electricity market design of both jurisdictions. This section first elaborates on these differences and
the up- and downsides of LMPs in contrast to zonal pricing. This is followed by a discussion on specific
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pricing schemes, i.e., mechanisms to compute the uniform prices on a single node in the presence of non-
convexities in the cost structures of generators. US ISOs have adopted different schemes with specific
properties over time that are important in this context.
5.2.1 Nodal vs. zonal pricing
It is well-known that uniform and anonymous competitive equilibrium prices do not necessarily exist in
markets with non-convexities [79]. Due to the requirement of uniform prices within large price zones, the
outcome of the current zonal system in the EU deviates from the welfare-maximizing outcome [80]. A
stylized example is provided in Section 5.2.2. Moreover, intra-zonal grid constraints are not considered
during the trading. As a result, the computed allocation could be infeasible, leading to a redispatch by the
TSOs and corresponding welfare losses, as discussed in Section 4. A number of theoretical arguments are
clearly in favor of LMPs:
1. Welfare gains
2. Better regional investment signals in the form of local prices
3. Lower levels of redispatch and feed-in management due to the consideration of network constraints
during the trading
4. No need for (non-trivial) definitions of appropriate and stable price zones
These advantages have to be weighed against some potential problems that could arise during the imple-
mentation of LMP systems. The following list provides a brief analysis of the four points above, as discussed
in the literature.
1. First, evidence from nodal markets in the US shows that enhanced operational incentives in California
led to a more efficient system operation of gas power plants of around 2.1 % (as well as lower fuel
consumption by 2.5 %) [81], while consumer prices decreased by approximately 2 % in Texas [82]. A
similar order of magnitude is expected for Europe [83]. A recent report by the European Commission
highlights short-term and long-term efficiency gains [44].
2. A nodal pricing system sends better local price signals [47, 84], contributing to regional investment
incentives for generators [85, 86]. In the long run, if participants respond to these investment incen-
tives, there will be sufficient generation and transmission capacities such that nodal electricity prices
are similar across Germany. In fact, in the US price differences across nodes tend to be minor, except
in times when transmission constraints become binding [47]. However, some words of caution are
in order. Although locational marginal pricing improves investment incentives, locational investment
decisions are driven by a variety of factors such as site availability, access to transmission and dis-
tribution grids, or resource availability. In addition, lumpy investment in transmission and generation
make long-term financing based on expected nodal prices inherently difficult. For example, empirical
evidence for Texas suggests that nodal prices may not be the primary driver for the allocation of in-
vestments [87]. This particularly applies to investments into RES, which are currently largely driven
by subsidy schemes, limiting the exposure to wholesale market signals for investors [88].
3. Incorporating grid restrictions into the allocation and pricing problems reduces the need for redis-
patch and feed-in management. Costs for redispatch and feed-in management have increased sub-
stantially in Germany over the years and are socialized to the general public. As outlined in Section 2,
both a cost-based redispatch (due to unknown opportunity costs) and a market-based redispatch
(due to gaming) in large price zones are subject to downsides [89]. The consideration of transmission
constraints in LMP leads to much lower levels of redispatch [44], alleviating the associated drawbacks.
4. Some of the advantages of nodal prices come from challenges of a zonal pricing system. Zonal
configurations are inherently instable [90], as congested lines shift with weather patterns and future
changes in the capacity mix [83]. This implies a need for frequent re-zoning, yet this would undermine
long-term markets and investment incentives [88]. In addition, zone splitting is very challenging and
may even lead to welfare losses [91]. This is also an important argument to move to LMPs in one step
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rather than to partition the country into smaller and smaller price zones. As most congestion occurs
within zones, there is an inherent trade-off between intra-zonal congestion (solved by redispatch),
and capacities made available for cross-border trading. This trade-off has been regulatory addressed
by the definition of minimum trading capacities, so-called minRAM rates. Utilization levels of the
electricity grid have to be reduced to reserve a minimum of the elements’ capacities for cross-zonal
trading. This trade-off is inherent to to zonal markets, and necessarily sub-optimal if set in a static
way, and can lead to welfare losses [92]. This can be avoided in the nodal market design, as the
congestion is inherently considered. Furthermore, there is evidence from a case study for Germany,
Poland, the Czech Republic, and Slovakia that even when coupled to other zonal markets, nodal
pricing outperforms zonal pricing [93].
A recent report by the European Commission [44] provides an up-to-date summary of the benefits and
challenges of introducing nodal pricing. For example, they mention the changing role of the day-ahead
market, and the required institutional changes as challenges. In particular, the role of TSOs and NEMOs will
have to be revisited. Apart from the points raised in the Staff Working Document, a host of administrative
and policy issues will need to be addressed. For example, to realize the full synergies from effective
renewable support mechanisms and nodal pricing, reforms of both mechanisms need to be coordinated. A
transition to nodal pricing would require a structural reform of current support schemes for RES. Another
difficulty might arise from the current organization of retail markets. Given the increased complexity and
volatility in wholesale prices, a transition to nodal pricing could impede competition in retail markets for
electricity. Next, the current structure of electricity prices for end consumers on the demand side suggests
that incentive structures are distorted by additional price components such as grid fees, taxes, or levies.
Hence, even a nodal pricing setting might not lead to efficient short-term price signals if these distortions
are not addressed by complementary reforms [88].
In this single subsection, it is impossible to discuss all potential problems that might arise from a transition
to a nodal system. However, some frequently raised concerns, as also indicated in Section 4, refer to the
following potential challenges:
1. Low liquidity and risks of market manipulation at nodes
2. Hedging and basis risk
3. Costs of the transition
4. EU perspective
5. Distribution grid
The following paragraphs elaborate further on these challenges and possible solutions.
1. Low liquidity and risks of market manipulation at nodes: Market power is often mentioned as a
concern in nodal pricing systems. Other jurisdictions such as the electricity markets in the US have
found effective ways to mitigate these risks [47]. As this topic is more evolved, Section 6 provides an
in-depth discussion on this matter.
2. Hedging and basis risk: Price differences between nodes in the electricity markets are small in
the US and particularly arise if the transmission network is congested. In the long-run, locational
investment signals due to nodal prices should reduce these differences. Of course, efficient hedging
via futures and forward markets is important in this context and will be discussed below. In a nodal
system, participants have to hedge at local trading hubs which do not exist for every node. When
prices differ across nodes, finding a suitable hedge becomes challenging. All US electricity markets
auction Financial Transmission Rights (FTRs), which provide the congestion rent from a source to a
sink node. FTRs allow the holder to be paid the difference in price between two coupled markets [94]
and thereby reduce the need for unreasonably many trading products. It appears that in the US,
trading at and between the hubs is very liquid in the forward exchanges [44].
In addition to FTRs, most US nodal pricing regimes have introduced Auction Revenue Rights (ARRs)
in an effort to promote liquidity and financial arbitrage opportunities across the transmission system.
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ARRs have been introduced in addition to FTRs to encourage participation in the FTR auctions and to
increase liquidity. While FTRs are typically short-term (months to a few years), ARRs are typically is-
sued for 10-year periods and allow for long-term hedging of congestion costs in the transition to nodal
pricing [94]. ARRs also offer an opportunity to enhance the liquidity of markets for FTRs between indi-
vidual nodes and nearby hubs. Dependent on generation and demand type, market participants may
also choose to not hedge some of the corresponding, typically small price difference (often referred
to as basis risk).
Importantly, futures and forward markets in the US are organized around hubs. The nodes of a trad-
ing hub are used to calculate a reference price that can be employed by the market participants for
different types of hedging. The need for such a reference price is due to considerable variability of
energy prices at different nodes and periods of time. Trading at and between these hubs is very liq-
uid in the futures exchanges (e.g., the New York Mercantile Exchange (NYMEX) and Intercontinental
Exchange (ICE)) [94]. In Germany, one could initially imagine reference prices for a North hub and
a South hub. They can be calculated indefinitely and hence can serve as basis for hedging con-
tracts. They can also easily be complemented by further reference prices to be calculated by market
operators, whenever the congestion patterns make these attractive and market participants request
it.
Lastly, a basis risk, even if very low, means that financial hedging in futures markets is no longer a per-
fect hedge. This is the case when there is a mismatch of physical (spot) prices and prices of financial
(derivative) trading products, i.e., when the underlying of the traded derivative such as a virtual hub
price or a system average price is different from the actual (locational) spot price exposure. European
and national financial regulation could thus have an implication on market participants [95]. Deriva-
tives that cannot be fulfilled physically could be deemed financial instruments rather than hedges
under the MiFID II regulation which would imply that their trading is classified as speculative invest-
ments. This would, in particular for municipal-owned utilities, be difficult to comply with. Therefore, an
early clarification and potential adjustment of regulation for commodity markets could be necessary to
enable all market participants to continued long-term exposure minimization using derivative trading.
3. Costs of the transition: The costs of a transition from a zonal to a nodal system might be high.
However, Neuhoff and Boyd [94] show that the US ISOs that have undertaken the transition to a nodal
pricing regime have recovered the implementation costs (one-time costs) within one year of opera-
tion. The authors argue that additional benefits include better congestion management, improved grid
reliability, increased retail access and competition, reduced transaction costs, improved planning, and
better coordination with regulatory agencies.
It is important to note, however, that the experiences in the US were made under inherently different
institutional settings. The transition process implied by the German and European climate targets nat-
urally emphasizes the importance of dynamic efficiency, due to substantial and simultaneous needs
for investment into new generation technologies as well as transmission and distribution grids. Hence,
as outlined in Section 4, it remains unclear whether the anticipated dynamic benefits from a nodal pric-
ing system – in addition to the undisputed static benefits – can be fully realized in the highly dynamic
settings expected in the coming years in Europe and Germany.
4. EU perspective: Embedding a nodal system in, e.g., Germany into a coupled European electricity
market consisting of zonal systems would constitute another institutional and practical challenge. For
instance, coupling the electricity markets of European countries with different pricing systems may
be highly complex and thus difficult to implement. Overall, the integration of a nodal system in, e.g.,
Germany would have to encompass the day-ahead, intraday, and balancing markets. A possible way
to manage such an integration may be to use auctions over these time frames [89]. Also, the current
computation of day-ahead prices in Europe using EUPHEMIA will require significant changes.
Given the history of discussions in Europe, market-based congestion management would most likely
be seen favorable by the EU Commission and other member states. Two specific proposals could
already lead to efficiency improvements:
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First, a transition from physical to financial balancing group responsibility would allow trading in the
spot market for each plant instead of for entire portfolios. This increases the transparency of the
expected power flows and thus improves the starting position for redispatch.
Secondly, this could lead to a change from the usual block bids, which are very complex to cater for
portfolios, to multi-part bids for plants with a structure that is easier to use also for smaller market
participants and market platforms. This might also address current challenges regarding the Market
Clearing algorithm EUPHEMIA. Substituting several block products with multi-part bids would allow
clearing to take place faster and lead to a more efficient solution [96].
Building on these improvements, the European framework would then also be better prepared for
the transition (initially) of individual member states to nodal pricing. It would still have to be clarified
whether in a longer-term perspective the entire EU electricity market would be cleared by a central
algorithm, or whether recent experiences from the US could be leveraged, where several regions with
parallel clearing algorithms are linked via effective interfaces (e.g., [97]).
5. Distribution grid: With the growth in distributed generation and flexibility provision, the importance
of effective congestion management in the distribution grid is also growing for both nodal and zonal
pricing in the transmission grid. However, as renewable production and resulting congestion on distri-
bution and transmission grids are regionally correlated, even nodal pricing applied only on the trans-
mission grid level can be expected to support regional balancing of supply and demand, thereby also
reducing or avoiding congestion in the distribution grid. Furthermore, there is already positive expe-
rience, for example from California [98], on how structural congestion in the distribution grid can also
be taken into account in the nodal clearing algorithm.
It has been shown that a consistent market framework at the transmission grid level provides a clear
and well usable interface for solution approaches in the distribution grid. This clear and long-term
robust interface between transmission and distribution grid seems to be especially important for the
development of the framework for an effective congestion management on the distribution grid level
[99], and the incentives this creates for the development of decentralized technologies, business mod-
els, and infrastructure.
5.2.2 Pricing schemes for non-convex cost structures
Irrespective of the discussion on zonal and nodal prices, pricing rules need to address non-convexities in
the cost structures of these markets. Those can be described as costs that abruptly grow under certain
conditions. Typical examples are start-up costs (fixed cost triggered by starting up the generator), or mini-
mum supply requirements (that induce discontinuities into the objective functions). The following example
taken from Madani et al. [68] depicts a case where no uniform price supports a competitive equilibrium,
because of the presence of non-convexities. A competitive equilibrium in this context refers to the situation
in which no player has an incentive to deviate from the suggested solution (allocation and pricing). The
result that in the presence of non-convexities there may be no uniform price supporting a competitive equi-
librium is rather general (e.g., [79]), and it is one of the main reasons why different pricing approaches have
been suggested in the literature (e.g., [100, 101]).
Table 3 shows a case with two generators, G1 and G2, and two buy-side bidders, D1 and D2, each of them
having a limit price. For generators the limit price is the minimum amount they are willing to accept per
unit of produced energy, for consumers the limit price is the maximum amount they are willing to pay per
unit. The quantity represents the maximum capacity in the case of generators and the total demand in the
case of consumers. Finally, generator G1 has a constraint on the minimum production, where they need to
produce at least 11 MW (this introduces the non-convexity).
Figure 5 depicts the allocation and pricing rules for the setting described in Table 3. A brief analysis of each
case can be found below. We refer to two different pricing schemes that will properly be defined by the end
of this section. These are Integer Programming (IP) and Convex Hull (CH) pricing schemes.
> Fig. 5 a) shows allocation and pricing determined by the intersection of the supply and demand
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Table 3: Example of allocation and pricing under non-convex costs.
Type Unit Generation DemandG1 G2 D1 D2
Limit Price EUR/MW 40 100 300 10
Quantity MW 12 13 10 14
Minimum Production MW 11 - - -























































Figure 5: Stylized examples for allocation and pricing: a) shows the (infeasible) allocation of 10 MW (10 to
D1, 10 from G1; reject D2,G2) at a price of 40 EUR/MW; b) shows the allocation of 11 MW (10 to D1, 11
from G1, 1 to D2; reject G2) at a price of 10 EUR/MW; c) shows the allocation of 11 MW (10 to D1, 11 from
G1, 1 to D2; reject G2) at a price of 40 EUR/MW; d) shows the allocation of 10 MW (10 to D1, 10 from G2;
reject D2,G1) at a price of 100 EUR/MW, as applied in European markets.
curves, which gives an infeasible solution: allocate 10 MW from G1 to D1 and reject D2 and G2, with
a price of 40 EUR/MW. This solution is infeasible, because G1 has a minimum production of 11 MW.
> Fig. 5 b) shows the solution that would be suggested under the IP pricing4 scheme, broadly used
by most ISOs in the USA: allocate 11 MW from G1, 10 MW to D1, 1 MW to D2, and reject G2, with
a price of 10 EUR/MW (such that D2 is willing to participate). In this case G1 makes a loss, and will
need to be compensated (with 330 EUR) to be willing to participate.
Welfare: (300 EUR/MW−10 EUR/MW)×10 MW−330 EUR=2,570 EUR.
> Fig. 5 c) shows the solution that would be suggested under the CH pricing scheme, broadly used by
4See the description of IP (Integer Programming) and CH (Convex Hull) pricing below
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MISO in the US: allocate 11 MW from G1, 10 MW to D1, 1 MW to D2, and reject G2, with a price of
40 EUR/MW (such that G1 is willing to participate). In this case D2 makes a loss, and will need to be
compensated (with 30 EUR) to be willing to participate.
Welfare: (300 EUR/MW−40 EUR/MW)×10 MW−30 EUR=2,570 EUR.
Importantly, cases a), b), and c) imply that no uniform price is able to support a competitive equi-
librium, and some compensations (uplifts) are necessary as an incentive to accept the proposed
allocation and price.
> Fig. 5 d) shows the solution that would be suggested under the EU rules (if the minimum requirement
was internalized into the bid): since including G1 will necessarily lead to external compensation, this
generator is (paradoxically) rejected and the solution is obtained using the remaining bids. This implies
to allocate 10 MW from G2 to D1 and to reject D2, with a price of 100 EUR/MW. Such a solution leads
to a lower welfare: (300 EUR/MW−100 EUR/MW)×10 MW=2,000 EUR.
The example illustrates the welfare losses associated with pricing mechanisms in the EU. Moreover, the
welfare-optimal allocation can be supported by a variety of prices and side payments. Aiming to achieve
certain economic properties (e.g., maximum welfare, budget balance, individual rationality etc.), as well
as being computational efficient, many pricing schemes have been proposed over the years, both by the
academic literature and practitioners (e.g., PJM).
Figure 6 gives an overview of pricing schemes and is based on a classification made by Liberopoulos &
Andrianesis [102]. The authors consider a one-sided market (with few generators and fixed demand). The
colors separate the main approaches as classified in the literature. While most of the implementations in
real markets are associated to the approaches marked green (including the different cases in Figure 5),
there is still continuous research around the other two categories. The green rectangles represent pricing
schemes that set up a uniform price plus some compensations for the sellers called uplifts. The extra
money for the uplifts is allocated to, for example, the demand side (but not to the generators). The red
rectangles contain the pricing schemes where a uniform price plus uplifts is defined, but the money for
the uplifts comes from the generators. The redistribution of money among generators is done through an
auxiliary optimization problem. Finally, the blue rectangles contain the pricing schemes that set up a high
enough uniform price so that no participant requires additional compensations. Recall that the setting in
Liberopoulos & Andrianesis [102] considers fixed demand, hence the price can be increased as much as
needed to achieve revenue adequacy for all the generators.
Pricing Schemes











Figure 6: Overview of pricing schemes
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If now a two-sided market is considered, the revenue adequacy property5, which defines the schemes in
blue, would come in conflict with the property of competitive equilibrium. As Figure 3 shows, a uniform
price (as the ones given by the blue schemes) does not necessarily support a competitive equilibrium (in a
two-sided market). On the other hand, the auxiliary problems used to define the prices for the red schemes
become increasingly complex in more general settings. For example, Liberopoulos & Andrianesis [102]
state that the minimum zero-sum uplift scheme is well understood only when there are just two generators
and no active demand side, but not in more general cases. For those reasons, in practice most ISOs in the
US implement variants of the green schemes. In the following, two of these concepts will be outlined: IP
and CH pricing schemes.
IP Pricing: Introduced by O’Neill et al. [101], IP pricing is often regarded as Locational Marginal Pricing in
a narrow sense. This scheme assumes that all resources are committed according to the optimal allocation.
The locational uniform market price then equals the marginal cost of electricity at that particular location,
according to the submitted bids. This may not correspond to the true marginal cost, as the commitment
status of generators might change with marginally increasing demand and cause additional non-convex
costs. However, the assumption to fix the resource commitments allows for a computationally efficient
calculation, leveraging linear programming and duality theory. Since the uniform market price might not be
high enough to recover the costs of some resources with non-convex costs, so-called make-whole payments
are provided as uplifts. In particular, every generator is either rewarded or charged with an individual side-
payment such that they incur zero net profits according to the bidding parameters. A variant of this method,
referred to as IP+ pricing, waives the uplift charges and allows profitable generators to retain their surpluses.
A downside of both IP and IP+ pricing is their volatility with respect to the demand. Further, uplifts can
be very high (see for example Figure 5 b) in the case of a two-sided market). In general settings, while
the uplift payments ensure the revenue adequacy property, these side-payments might not be enough to
incentivize all market participants not to deviate from the optimal allocation. Additional penalties or side
payments might be necessary, often significant in size.
CH Pricing: In order to align incentives with minimum uplift payments, the CH pricing scheme was pro-
posed by Gribik et al. [100]. Broadly speaking, the underlying non-convexities of the allocation problem
are “convexified“, yielding a computationally efficient pricing problem. Under mild conditions, it can be
shown that these prices require minimal uplift payments to compensate for lost opportunity costs. However,
describing the “convexified“ problem can be a challenging task for real settings.
For this reason, MISO developed the Extended Locational Marginal Price (ELMP) as an approximation
of CH pricing, in order to “improve price formation in the energy and ancillary services markets by more
accurately reflecting the true marginal costs of supplying the system at each location“ [103]. According to
their report, their previous IP pricing based scheme did not allow fast start resources to set prices, even
though those are needed to meet unsettled demand quickly.
ELMP considers a continuous relaxation of the allocation problem, yields prices based on duality theory,
and calculates uplifts according to the opportunity costs of the market participants. This method has proven
to provide solutions that are sufficiently close to (and in some settings identical to) actual CH pricing, while
allowing for a more efficient computation [104].
Since most of the ISOs have implemented either versions of IP pricing or CH pricing, one could argue that
the green schemes in Figure 6 are the most adaptable to real settings (particularly when considering two-
sided markets). It is worth mentioning that the detailed pricing processes implemented by ISOs have been
highly optimized over the years, adapting to their idiosyncrasies.
In summary, this section provides an overview on market design options, particularly focusing on allocation
and pricing problems. Both elements are highly dependent on the bidding language used in the auctions.
In order to better reflect the economics of generation resources in decarbonized energy markets as well as
flexibility dimensions of the demand side, a more expressive bidding language is required. Furthermore, in
5Revenue adequate pricing schemes compute prices that ensure suppliers’ costs are covered.
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order to reduce costs of redispatch and welfare losses, local capacity constraints need to be considered.
Various aspects of zonal and nodal pricing systems were discussed. Moreover, IP and CH pricing have
been introduced as a reference for pricing schemes used in practice, and have been put in context to other
mechanisms in Figure 6. However, ongoing research is conducted to refine and improve pricing schemes.
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6 Strategic implications of market design options
Market outcomes are determined by the market’s rules as well as the behavior of the market participants.
The market participants’ decisions depend on their individual preferences and goals, on the market rules,
and also on their expectations about the behavior of others. Thus, a participant’s strategy of how to act
in the market is shaped by the market rules and the interdependence with other participants’ strategies.
Participants’ behavior feeds back into the market outcomes, and expected behavior will influence how
market rules are chosen.
Whether strategic behavior is detrimental or supportive for a given market may depend on the objective of
the market designer. In what follows, ensuring short- and long-run economic efficiency as well as system
security, while also supporting the expansion of RES, will be assumed as objectives (which may be in
conflict).
This section will discuss selected implications of market design options on the market participants’ strate-
gies. It differentiates between effects of market design options on long-run investment, on market power,
and on (undesirable) strategic bidding and gaming, although boundaries can be blurred. We classify be-
havior as (undesirable) strategic bidding or gaming if the actor takes advantage of unintended opportunities
offered by the market design that counter the market’s objectives; we classify such behavior as an exercise
of, e.g., market power, if it is enabled by the market dominating position of the actor.
6.1 Effects on long-run investments
In the short run, generation and grid capacities as well as the technological composition are fixed. In the
long run, new capacity can be built, existing plants can be shut down, and new technologies and solutions
can be developed. Therefore, an adequate market design needs to set incentives for long-run efficient
investment. Incentives for long-run investments are set by prices that signal profitable investments and
invite firms to enter or exit, expand or shrink, or innovate. Investments into new developments such as
better storage and demand flexibility options need to be incentivized and require access to price signals.
Optimal location and technology choice as well as grid adjustments require access to information on local
supply and demand. Thus, over- or underinvestment in relation to efficient investment concerns the local
quantity of entry or exit, but also the technology mix of supply, the quantity, the location, the technology of
demand flexibility and storage, and the grid expansion.
Multiple reasons might hinder price signals from generating optimal investments. First, optimal investments
require firms to predict future prices and profit opportunities correctly, to have confidence in the reliability of
regulatory decisions, and to coordinate their investments. Second, efficient locational choices require locally
differentiated price signals. Such location-specific investment signals do not exist for large zonal pricing
systems, in which local price differences are not revealed and costs for load adjustment may be mutualized
(e.g., due to cost-based redispatch or counter-trading by system operators) [105, 106]. To the extent that the
local price signals are distorted or due to market power or gaming (as discussed in the next subsections),
investment incentives will also be distorted, leading to over- or underinvestment in transmission-constraint
areas [55, 105, 107, 108, 109]. Misguided locational choices may require high public investments into the
power grid to compensate for the inefficient locational distribution of generation [110]. Nodal prices support
the identification of locations for profitable long-run investments by determining prices for every node in a
network [111]. Zonal prices enable such identification only if there are no relevant transmission constraints
within zones. Next to incentivizing investment into generation, appropriate location-specific investment
signals can also incentivize local investment in flexibility options, which have the potential to relieve the
power grid and to positively affect efficiency [112].
Thus, correct and informative price signals are decisive: “If we want the market to be guided by prices, and
if we expect and intend for people to take these prices seriously, it becomes important to follow the usual
advice to ‘get the prices right’ ” [113]. Therefore, a market design should aim at generating the right price
signals [114].
An alternative to relying on market price signals to guide investment decisions is a centralized direct
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stimulation of investments or a regulation of prices and profits by the regulator. However, regulators can
improve investment decisions only if they hold information superior to market signals or if market signals
are distorted, hinting at a need to reorganize the market to send the appropriate signals. Here, also new
digital information technologies may be used to create additional transparency regarding, e.g., costs.
An example where investment incentives are directly set is the realization of a desired change in the tech-
nological composition of supply. In Germany, nuclear phase-out will be completed in 2022, and coal-fired
power plants will be paid for accelerating their shutdown with the aim to replace them by a less CO2-intense
technology mix.
Some challenges may require a regulator’s direct intervention, such as the adoption of new technologies
that are characterized by positive externalities (e.g., due to knowledge spillovers) not taken into account by
an individual investor. Support payments for RES are designed to influence the quantity, the technology
mix, and implicitly the location of renewable energy generation. Again, choosing an appropriate market
design that steers the investment decisions in the desired direction is crucial.
Worldwide, long-run investments in renewable energy capacity are supported by governments. A common
means of allocating this support are auctions. These auctions allocate the support for renewable energy to
those bidders that are willing to realize their renewable energy projects with the lowest support payments.
For successful bids, the auctions determine payments for each generated unit of renewable energy by this
facility within a given time period, usually twenty years. The payments or support schemes can take various
forms, among them fixed or sliding premiums and Contracts for Difference (CfDs). In Germany, bidders
participate with pre-developed projects for building a facility with a certain installed capacity, and financial
support is granted via a sliding premium.
When a fixed premium is auctioned, a winner receives that premium as a fixed amount in addition to the
market price for each unit of generated renewable energy. When a sliding premium is auctioned, a winner
receives the difference between the auction price and the average market price; if the market price is above
the auction price, no premium is paid. When a CfD is auctioned, a winner receives the difference between
the auction price (the CfD strike price) and the average market price – in contrast to the sliding premium,
the premium turns into a payment if this difference is negative. Figure 7 illustrates the total revenues of the
successful bidder (the firm that receives the support) for three different auction prices (vertical dimension)
under the three different support schemes (horizontal dimension). Due to the differences between the
support schemes, bids and auction prices under different schemes are not directly comparable.
One main difference between the support schemes is the market price risk that remains for the producer.
With a fixed premium, the producer is exposed to all variations in market prices; with a sliding premium, the
producer profits from market prices above the auction price but is protected from the downside risk; a CfD
protects the producer from downward market price risk but denies any upside profits.
In case of high costs of financing the renewable energy projects and high risk premiums, the insurance
that CfD schemes provide is an advantage [115, 116]. If, as is the case in Germany for offshore wind, an
award in the auction is the only way to realize the project and get a (free) grid connection, a bid for a CfD
is calculated based on the expectations about project costs and production volume. The main risk arises
from the uncertain production volume. With a fixed or sliding premium, the bid is based on expectations
about project costs, production volume, and about market prices. With all schemes, the bidders in their bids
need to take into account that the respective risks affect all bidders in the same way and that winning the
auction may be a signal of having based the bid on too optimistic expectations – of having fallen prey to the
winner’s curse [117, 118, 119]. As optimal bidding behavior to avoid the winner’s curse in such auctions
with a common-value component is demanding and empirical investigations show that bidders often do not
succeed in avoiding it [120], a reduction in total risk that is likely provided by the CfD may be an advantage.
Further, with lower risk, differences in bidders’ risk attitudes become less important.
The insurance provided by the CfD, however, reduces incentives to take advantage of high market prices
and to adjust operation based on the price signal (where the extent of the detachment of producers’ op-
eration decisions from market prices depends on details of the calculation of the CfD payments like the



























































Figure 7: Illustration of the total revenue for a company per generated MWh if the firm’s bid in an auction for
renewable energy support has been awarded, when the support scheme is a fixed premium (left), a sliding
premium (middle), or a CfD (right) for three different auction prices (horizontal dimension: above the market
price, within the range of the market price, below the market price).
e.g., day-ahead or intraday [116, 121]). CfDs are used in the United Kingdom (UK). For wind power plant
operators, the CfD in the UK has been complemented with the right for extra profits from selling stored wind
energy at times of high market prices in order to incentivize investment in such storage and incentivize a
supply shift using storage [122]. As this example from the UK shows, the insurance against market price
fluctuations provided by the CfD can have undesirable consequences for investments and energy provision.
A fixed or sliding premium avoids this lack of guidance by prices by preserving all chances to profit from
high market prices. Another property of the fixed or sliding premium in auctions is that bidders can clearly
express that they require no governmental support for their renewable energy project by means of a zero
bid. Such bids have occurred in auctions for offshore wind, where bidders might even be willing to pay for
the valuable access to the transmission grid [123]. On the one hand, this means that these schemes provide
the opportunity for auction prices to signal when renewable energy sources need no further governmental
support. In this case, with project costs below market prices, an auction for a CfD will result in a support
level that requires producers to provide a net transfer to the government. On the other hand, as renewables
become competitive at market prices and therefore bids and auction prices for support decrease, sliding
premiums lose their insurance benefits [115, 116].
Disincentives to participate in a market can cause underinvestment. As an example, many countries faced
low participation in auctions for RES for onshore wind [124, 125]. Support payments rose to the level of
the reserve price, which is the maximum acceptable bid in the auction. Such payments were considered
uncompetitive, and endogenous rationing was incorporated into the auction rules. Auctions with endoge-
nous rationing collect bids and – in case all bids would win – reduce the auction volume or the reserve price
according to pre-announced rules so that there is at least one losing bid. Endogenous rationing is meant to
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foster competition when competition is low. However, if – as is the case in these auctions – bidders need to
bear bid-preparation costs in order to participate in the auction, the main effect of endogenous rationing is a
reduction in participation [126]. This is because bidders – as a prerequisite to participate – need to expect
to recover their bid-preparation costs in the auction, but endogenous rationing prevents such cost recovery
for weak bidders in the auction, contributing to a downward spiral on participation. Low participation in
these auctions puts the achievement of the long-run renewables development goals at risk.
6.2 Market power
Market power can be defined as a market participant’s ability to influence prices to deviate from competitive
prices to their advantage. It can be measured by Lerner’s index [127], which calculates the deviation of the
price from marginal costs, relative to the price. Market power can arise if an actor dominates the market
due to his/her size, as measured by the Herfindahl-Hirschman Index of market concentration [128]. In
electricity markets – where typically demand varies over time but not always responds to price signals,
storage is limited, supply faces capacity constraints in the short run, and demand and supply need to be
constantly balanced – market power of small actors can arise in situations where supply is scarce and the
marginal participant faces no competition for the last units [129]. Then, market power can be exercised by
decreasing the offered quantity or increasing the offer price.
The power to temporarily influence prices can be an element of a functioning market, if it is limited in duration
and extent. An example are the peak load prices above marginal variable costs that cover capacity costs
and incentivize long-run investment [130, 131, 132]. Limits to exercise such influence on prices are general
or individual offer caps (e.g., as with automated mitigation mentioned below). However, setting exogenous
price or bid caps optimally is a challenge. The need for exogenous caps stems from the decoupling of
demand from supply, such that demand cannot react to price signals. Integrating demand into the market
can address this issue.
Ideally, the signals sent by prices steer the market as desired by the designer, for example they incentivize
efficient short-run operation of existing generation units and efficient long-run investments. To achieve
short-run efficiency, the demand side should pay the marginal social cost of energy and the supply side
should be paid marginal social value (including externalities, for example due to CO2 emission). If a system
generates such prices, market power and market failure is avoided. However, depending on the market
design, actors’ size, and actors’ information, manifold opportunities to exercise market power may arise.
Plant operators might be able to raise the price in the day-ahead market by withholding supply. Such behav-
ior has been identified for the Iberian market, where large dominant plant operators withheld quantity in the
day-ahead market to profit from the resulting higher prices. The profitability of this behavior was counter-
acted partially by small actors who used some of the arbitrage opportunities from the price differences be-
tween day-ahead and intraday markets [133]. In general, liquid forward markets and long-term fixed-price
contracts can strengthen competition and reduce incentives for tacit collusion [134, 135, 136, 137, 138]. Col-
lusive behavior might be identified or even prevented using new possibilities of information technologies,
e.g., by machine learning or cryptographic certification of load profiles.
Market power can be prevented by inviting participation by more or different firms, because an in-
creased diversity and number of actors reduce a firm’s ability to execute market power. A potential means
to lower the barriers to market participation for smaller firms in the future are information technologies
(e.g., by means of increasing the transparency, knowledge-sharing, and automation in the energy system
as discussed in Section 3). As an example of increasing actor diversity, inviting purely financial traders
into the market is considered a means to prevent price differences between day-ahead and intraday mar-
kets [136, 139]. They are meant to use any arbitrage opportunities and thereby eliminate the plant operators’
possibilities to profit from price distortions. This works only if transaction cost are sufficiently low, traders
have sufficient capital, and these financial traders do not also participate in multiple connected markets,
facing themselves the opportunity to profit from price differences between markets [139]. Section 6.3 dis-
cusses opportunities for influencing prices and profits when the same good is traded in sequential markets.
Another example of a design option that increases competition by inviting participation is the shift from a
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closed capacity and energy auction for balancing energy to a market for balancing energy, stipulated by
the European Commission [140]. As discussed in Section 4, in auctions for balancing energy in Germany
before November 2020, balancing service providers submitted both a capacity bid and an energy bid. The
providers with the lowest capacity bids based on the capacity-bid merit order received a capacity payment
equal to their capacity bid. Furthermore, in case of an activation of balancing energy, they received an
energy payment equal to their energy bid if their energy bid put them in a sufficient position in the energy-
bid merit order. In these auctions, the last (highest) energy bids in the merit order used to be extremely
high. Due to their position in the merit order, they were rarely activated, and the associated bidders made
profits only from their capacity bid. Nevertheless, in the rare times when these bids were activated, the
price for balancing energy was very high. As pointed out in Section 4, the recent introduction of a market
for balancing energy (for aFRR and mFRR) in Germany implies that, after the auction, additional real-time
energy bids are allowed by plant operators whose capacity bids have not been awarded or who did not
participate in the auction. Allowing for such additional energy bids can destroy collusive bidding in the
auction, and increase the number and diversity of providers of balancing energy. However, details in the
design matter, and whether introducing a market for balancing energy resolves the problem of high energy
bids will depend on its precise design. The German market, for instance, allows recipients of capacity
payments to participate in the intraday market if their energy bid is outbid, thus creating an outside option
that can incentivize even higher energy bids, reinforcing the problem the market for balancing energy was
meant to address [141].
We also note that grid transmission constraints may separate markets into small local markets and enable
the exercise of market power. Different pricing schemes like nodal and zonal pricing differ in the extent
of market power they enable and in the ways market power is exercised.
A market with nodal pricing directly calculates an allocation that takes local differences in load and gener-
ation into account and respects transmission constraints. As a result, if suppliers bid marginal costs and
the demand side bids marginal values, prices reflect local value and costs of energy and can provide in-
centives for investment in transmission grids or for the reallocation of load and generation. As transmission
constraints may limit competition between electricity providers on different sides of a congested line, mar-
ket power can arise [142]. Providers that are activated only in case of an import restriction into their area
have an incentive to bid high prices [143]. Further, a provider may offer a lower quantity at a high price in
order to induce a constraint on the transmission lines into his/her area and profit from the high price [144].
In the short run, generation obligations, price and offer caps, and automatic bid replacement according to
pre-negotiated maximum bids in case of otherwise high prices due to transmission constraints (automated
mitigation) can address this issue and reduce incentives to exercise market power [143, 145]. Integrating
demand flexibility at the same granularity as supply into the market is another, and usually a preferable,
means to mitigate market power [107]. In the long run, grid expansion and the removal of bottlenecks
reduce opportunities for local market power. In fact, an efficient expansion of the grid might focus on de-
creasing transport restrictions to a level that supports competition rather than to a level that enables all
previously restricted flows [144].
Similarly, transmission constraints can limit competition and enable the exercise of market power in the
market for redispatch in a market design with zonal pricing and market-based redispatch [146]. Redis-
patch costs are not assigned to the transport restrictions, thereby masking bottlenecks and preventing
locational price differences that would incentivize long-run adjustments to reduce permanent transport re-
strictions [107].
Germany can learn from a wide variety of experiences made worldwide. However, details in the design,
the potential participants, and the infrastructure matter. Consequently, careful exploration is necessary
to assess in how far positive experiences and methods to handle market power from other countries are
transferable to Germany.
6.3 (Undesirable) Strategic bidding and gaming
Bidding mechanisms have the aim to generate prices and allocations based on competition, thereby aggre-
gating and using distributed private information held by bidders. To achieve this aim, they provide incentives
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to submit bids that are calculated based on the bidders’ private information. For plant operators, the relevant
private information is mostly the marginal costs of production, which includes opportunity costs or ramping
costs. In settings with sufficient competition and single-unit bids, standard auction procedures like auctions
with a uniform price determined by the best unsuccessful bid (the Vickrey auction), with a uniform price
determined by the worst successful bid, or with a pay-as-bid rule where each successful bid determines its
price, achieve this aim [147]. If, however, a bidding mechanism provides incentives to base bids mainly on
other factors, such as driving up prices for all units by submitting high bids on some units or driving prices
up in one market to generate arbitrage opportunities in other markets, they are prone to what is some-
times called gaming or – slightly misleading, because also the intended bidding behavior requires strategic
considerations – (undesirable) strategic bidding.
Opportunities for gaming arise when actors participate in multiple connected markets for the same goods,
when they participate with multiple units in one market, or when they can participate under multiple or
flexible identities. In all these cases, they may be able to adjust their behavior in one market, with respect to
one unit, or under one identity so that they can more than offset potential losses or costs by increased profits
in the other market, with respect to the other units, or under another identity, respectively. Further, market
rules need to be stable with respect to incentives to build coalitions or to tacitly cooperate and influence the
market outcome. Some of these impacts on the market outcome could also be categorized as an execution
of market power. Some opportunities for (undesirable) strategic bidding and gaming seized in the past will
be illustrated in this section.
6.3.1 Bidding in sequential markets
Incentives to influence prices in one market in order to generate profits in another market may arise when
the same actor can participate in two subsequent interrelated markets that both allocate contracts for the
same final energy provision but only the later market takes allocation constraints into account. Generating
and capitalizing on such arbitrage opportunities has been termed Increase-Decrease (Inc-Dec) gaming.
Inc-Dec gaming has affected for instance the Californian and the British markets in the past [55, 148].
A setting in which Inc-Dec gaming occurs is a day-ahead market with a subsequent market for redispatch (or
counter-trading) [109]. If market participants are the same in both markets and transmission constraints can
be foreseen, participants may bid to exacerbate transmission constraints and profit from higher redispatch
payments. On the one hand, a plant operator that expects that his/her unit might need to be shut down to
respect transmission constraints may want to bid low in the day-ahead market to ensure a sale. She/he
could then buy back the energy in the redispatch market at a lower price and earn the difference. On
the other hand, a plant operator that expects that his/her unit might need to run to respect transmission
constraints may want to withhold the unit (or bid very high) in the day-ahead market in order to sell the
energy for a high price in the redispatch market. Creating arbitrage opportunities with such a strategy
becomes possible due to constraints that need to be respected, that require differentiated prices, and
that are foreseeable. The low or high bids in the day-ahead market reflect the opportunity costs faced
by the market participants due to local price differences and predictably higher profits in the redispatch
market, which create the arbitrage opportunities. Evidence from Italy shows that thermal generation unit
owners appear to employ Inc-Dec strategies, adjusting their offers by about 50 EUR/MWh or more when
a transmission constraint becomes predictable [149]. Nodal pricing has been suggested to mitigate such
Inc-Dec gaming, because it takes transmission constraints directly into account in the wholesale market
and sequential redispatch is not necessary [146, 150].
Another example of Inc-Dec gaming is with financial traders that are suspected to have increased con-
gestion through their forward bids, incurring losses in the day-ahead market in order to increase profits
from their FTRs, which give them a share of the congestion charges that arise when transmission is con-
strained [139]. Restricting the share of identical participants in subsequent markets for the same good
might prevent the strategic generation of arbitrage opportunities.
While there is a need for several sequential electricity markets in order to refine supply schedules, to adjust
to cyclic and stochastic demand, and to ensure a balance of supply and demand at any point in time, there
exist different market designs with respect to forward markets, day-ahead, intraday and real-time markets, or
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the use of reserves and directives [67]. These variations differ in the information they generate and reveal,
the way markets are interconnected, and the power given to actors like system operators. Therefore, they
differ in the opportunities for strategic gaming.
6.3.2 Gaming in interconnected markets
Incentives for strategic demand shifts between connected markets can arise in various ways. An ex-
ample of a demand shift enabled by two connected markets occurred in June 2019 in Germany and almost
led to a blackout. Two balancing group managers that were responsible for balancing supply and demand
within their balancing groups did not buy the required amount of short-term power supply at the intraday
market. Instead, the balancing group managers relied on balancing by the system operators using bal-
ancing energy, because they anticipated that their payments for balancing energy would be lower than for
the power they could buy at the intraday market. As a result, six GW of power had to be procured in the
short-term. The reason for the incentive to shift demand to balancing energy was a change in the market
for balancing energy that created a low energy price in this market. This, and the interconnection between
the markets led to behavior that endangered supply security and system stability [151]. Thus, a market’s
design needs to incentivize participation of the relevant actors, and changes in one market’s rules need to
take into account its interconnections with other markets.
A related case of strategic demand shift has been suspected to have occurred in the Nordic electricity mar-
ket. Transmission could be constrained for example between Norway and Sweden and within Sweden, but
these two types of constraints resulted in different payment streams for the TSO. In case of a constraint
between Norway and Sweden, a difference in prices at the two nodes of the constraint resulted in a trans-
mission fee for energy transported on the constraint, received and split by the Norwegian TSO and the
Swedish TSO. In case of a constraint within Sweden, the system operator had to incur costs to resolve the
constraint by counter-trading, with costs charged in parts to network users. Thus, the Swedish TSO had an
incentive to declare constraints to be between countries [152].
6.3.3 Other gaming incentives
Possibilities for (undesirable) strategic bidding arise if one market participant takes part in a bidding process
with multiple units. In multi-unit auctions with multi-unit bidders, bidders have an incentive for supply (or
demand) reduction [147, 153]. In a multi-round auction in which all selling prices decrease as long as
supply exceeds demand, a bidder that offers multiple units of supply may decide to decrease supply early
in order to end the auction and profit from high selling prices for the other units. In a sealed-bid uniform-
price auction, the supplier may bid much more than his/her costs on units that are likely to determine the
uniform price for all of his/her units in case of an award.
Opportunities for gaming may arise if a market discriminates between participant types and types are modi-
fiable or cannot be verified. Regulators sometimes aim at influencing the composition of market participants,
for example by privileging technologies or participant types. An example for the latter kind of discrimination
is the privileged treatment of Bürgerenergie (citizen energy) in Germany’s auctions for RES. The aim is to
improve civil acceptance of wind energy by facilitating successful wind energy projects operated by local
communities. The preferential treatment in the auctions for onshore wind, in particular the extended time
frame for the realization of the project and the reduced up front requirements for securities and permits, led
to a large number of successful projects by local communities. However, these successful projects were
generated in parts by firms that built partnerships with the communities in order to profit from the prefer-
ential treatment [154]. In three auctions in 2017, 71 to 89 % of the bid volume came from the privileged
types, with most of them taking advantage of the relaxed requirements. These bids won 59 to 99 % of the
awarded volume. Thus, one main effect was a shift of supply from firms to communities that bid in place of
the firms. The resulting large number of projects with long time horizons for realization, low securities, and
missing permits might lead to low realization rates. Precluding flexibility in participants’ types is therefore a
major issue when participant types are favored.
New challenges for long-run investment incentives, market power prevention, and disincentives for gaming
may arise when the objective of a high share of renewable energy has been achieved. Including demand
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flexibility and storage into the market will change its shape. To address these changes, new designs will
need to be developed. In general, as can be seen from the examples in this section, small changes in the
design can have huge effects on incentives and, thereby, on outcomes. Thus, details matter, and the rules
have to be concerted to result in a coherent and robust market design.
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7 Policy implications and discussion
Several policy implications can be drawn from the analyses in the previous sections.
Changing demand and new (technological) opportunities should lead to a rethinking of electricity
market design. The shift to generation from RES leads to operating conditions under increased variability
of supply over space and time. Also, new actor groups, such as electric vehicles, decentral storage devices,
but also sector coupling processes, and links to other (gaseous) energy carriers need to be integrated effec-
tively into the electricity market. Moreover, electricity markets need to consider the location of decentralized
resources and actors in the grid. The active coordination of such an increasing number of actors in a single
(European-wide) interconnecting grid, which imposes its own technical limitations, could become feasible
with new information technologies. This is mainly due to large-scale automated trading mechanisms that
successfully accommodate an increasing number of market participants. Information technologies further
enhance the governance of decentralized systems through increased transparency and swift information
exchange. The electricity market design needs to take these changing circumstances and enabling condi-
tions into account, in order to safely and efficiently operate the central puzzle piece of the future coupled
energy systems.
Central to such a market redesign are locationally and temporally fine-grained prices signaling to
all market parties their marginal impact on the system. As discussed in Section 6, a shift to prices
with a locational component seems to be necessary to efficiently deal with grid congestion, and to let new
types of market participants take part and be integrated into the electricity market, while supporting system
stability. Generation of electricity and actively controlled demand will be distributed to a far higher degree
between a larger number of market participants. Locally and temporally fine-grained prices and markets
will be needed to achieve coordination and align incentives over time and space appropriately. This also
includes the use of more accurate price signals, instead of, e.g., averaged prices.
The current system and half-measure reforms of locally matching supply and demand do not hold up to
this task. The current practice of cost-based redispatch will not be applicable to many of the future market
participants, as it is a command-control policy, which then compensates redispatched actors on a cost basis.
These costs can be relatively well estimated for conventional power plants, which are active in the power
market. However, many new actors that will be needed to locally balance the grid have no clear cut cost
basis, but instead have opportunity costs and economic preferences. Demand response processes and
electric vehicles may prefer to charge in one period, but may or may not be able to shift their consumption.
Sector coupling processes will be constrained by additional conditions unrelated to the power sector. Hence
these opportunity costs will generally be non-determinable by regulators. The alternative mechanism of
market-based redispatch suffers from perverse incentives, results in the infamous Inc-Dec gaming, and the
break-down of liquidity in markets.
Furthermore, studies reveal that some European markets with all their technologies and participants would
currently profit from locational marginal pricing [83] and may constitute successful pilot examples. While
concerns exist that LMPs and zonal splits could lead to adverse welfare effects for some market parties,
these are often projected to be smaller than existing differences in network tariffs, and could be addressed
via additional policies, such as an allocation of FTRs to existing installations [155].
Therefore, the central question becomes whether the shift to locational marginal pricing should be
incremental, thus taking place via splitting up into smaller zones first, or whether one big step from
zonal pricing to finely grained LMPs is more feasible and has positive welfare implications. As
outlined in Section 5, several issues with successive splitting up of zones for short- and long-term markets
speak for a one-step approach. The underlying reason is that markets with LMPs need to be set up as
a coherent short- and long-term trading framework that inherently addresses potential pitfalls with smaller
pricing zones.
With respect to long-term markets, frequent re-zoning undermines the basis for long-term markets, as
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the underlying price variable of financial contracts is frequently redefined, and re-zoning is subject to in-
tense political debates, which are, as political decisions with high discretion, difficult to quantify for market
actors [88]. Also, the transformation across all energy sectors requires significant investments in RES, stor-
age, and loads. Major challenges will be to have sufficient investment signals in place to foster an efficient
local allocation of these resources. This implies that financial incentives with local components need to be
considered to induce investors to choose grid-friendly locations. Furthermore, in meshed networks as in
Germany, optimal zone definitions are inherently instable and necessarily change over time as the energy
transition progresses and the power mix changes [90]. Regarding short-term markets, the current market
framework with intraday continuous trading and bilateral matching relies on liquidity within zones, which will
be diminished by the splitting of zones [156].
In contrast, a market design for LMPs addresses both issues: for long-term markets the underlying prices
are clearly defined as the prices at physical nodes.6 For long-term contracts in the US, trading hubs are
defined as weighted averages of nodal prices, which allow to gather liquidity for long-term trading. Even if
the significance of different hubs may shift over time, in contrast to re-zoning, prices remain clearly defined.
The regular auctioning of FTRs can be used to cover remaining differences between liquid hub prices
and individual locational prices [44]. Such a long-term market framework is also important for addressing
potential market power issues (cf. Section 6.2). Support schemes such as CfDs for renewable technologies
could address the market risks these actors face, while LMPs would make the contribution of different
locational choices more transparent.
For short-term markets, the use of auctions that integrate transmission constraints into the clearing ensures
that liquidity is given even in the real-time time frame, allowing a new robust reference market to be estab-
lished – note, however, that market power may still occur and should be addressed appropriately [44]. Such
a real-time market can be the basis for longer-term markets, including intraday markets and day-ahead
trading to refer to and settle against. The establishment of a fine-grained real-time price signal that consid-
ers transmission constraints as a reference market also has other fundamental benefits: It represents the
value of electricity at (or at least as close as possible to) the only moment and place that is truly decisive,
that is the moment and place of delivery. By incorporating the technical constraints (grid constraints and
operational constraints of units) integrally in the market clearing, less time and security buffers need to be
in place to correct for technically infeasible market results. A robust real-time price signal (or more precisely
the expectation thereof) then propagates back to earlier intraday, day-ahead, and long-term markets, and
as a robust underlying allows for the definition of traded products, e.g., options, that give a value to local
flexibility, even in the long-term. In addition, available information technology capacities may assist market
participants in efficiently handling real-time prices.
The step from zonal pricing to locational marginal pricing has been successfully taken in the PJM mar-
ket [157], as well as in the ERCOT market, with limited transaction cost – while there is currently no historic
precedent for a successful transition to LMPs via sequential zone splitting. Thus, historic examples ex-
ist from which to learn from when switching to LMP markets. Finally, commercially available systems to
organize and run LMP markets already exist today.
While successive zone splitting may have adverse effects, other steps may prove beneficial for both
current markets and future locationally resolved markets. This encompasses the use of auctions and
advanced bidding formats as well as the organization of balancing obligations.
> First, an increased use of auctions not only in the day-ahead frame, but also in the intraday frame
offers a more efficient use of existing cross-border capacity, as it does not need to rely on bilateral
matching in continuous trading [156].
> Second, this allows for the introduction of multi-part bids and efficient pricing mechanisms, discussed
in Section 5, which enable market participants to better express their capabilities and deal with uncer-
tainty of clearing prices [71], while clearing speed and the efficiency of the solution is improved on the
side of market places (cf. Section 5.2).
6This even applies if locational marginal pricing extends to lower-level networks, which must be appropriately integrated into the
system where in the transmission network nodal prices are applied.
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> Third, the concept of physical balancing groups may be abolished in favor of individual balancing
responsibility (with a corresponding reform of imbalance pricing) and financial pooling of imbalance
portfolios (cf. Section 5.2).
> Fourth, policymakers should increasingly become aware of the potentials of new energy and infor-
mation technologies and best make use of them in the governance and coordination of decentralized
electricity systems.
Finally, Germany should consider being a front-runner in the adoption of local marginal pricing,
while also being supportive of other countries aiming to adopt it. Being a front-runner fits the am-
bitious targets on the energy system and technology developments that Germany has set itself, without
harming the European market. This would also have the advantage of setting the standards and developing
the technologies that other countries would later adopt, including novel digital solutions and use cases.
While it may be challenging to be a first-mover, being centrally located with many interconnections to neigh-
boring countries, several proposals for coupling zonal and nodal systems exist, and may be further refined
in the process of market implementation [89]. While congestion management will also be needed on the
level of the distribution grid, introducing nodal prices on the transmission grid already provides a robust
basis for further developments at the lower grid levels, as well as a part of the necessary local incentives
and clear interfaces for DSOs (cf. Section 5.2).
The least that should be done is to be supportive of the use of LMPs in neighboring countries, as this
can provide important insights for Germany itself. Next to market, technological, and digital lessons, much
may also be learned in terms of successful best practices of institutional arrangements. While adequate
competences of both TSOs (currently accounting for, e.g., system operation, network planning, and network
expansion) and power exchanges (currently jointly developing the clearing algorithms and providing access
to the markets) are needed under locational marginal pricing, the current definition of the actor roles and
responsibilities (including those of market participants) may need to be rethought under locational marginal
pricing. Such an analysis should also look at incentives that are present for different actors under the
current pricing regime and a locational marginal pricing regime. Finally, also questions regarding a financial
regulation of different actors will have to be investigated.
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8 Conclusion
Taking into account a variety of economic, techn(olog)ical, and strategic aspects of electricity systems,
this whitepaper provides a guideline towards a future-proof electricity market design that successfully in-
tegrates a large share of RES. Moreover, a huge variety of new market players offering, e.g., storage or
demand flexibilities, are to be considered. However, transitioning towards a renewable-based electricity
system involves a set of challenges including, e.g., intermittent and decentralized electricity generation,
corresponding uncertainties regarding returns on investment, as well as longer transmission distances be-
tween generation and demand centers (where transmission capacities are typically highly limited). In this
whitepaper, different electricity market design options that govern an appropriate use of new information
and energy technologies provide possible solutions to these challenges.
More specifically, recent developments in energy technologies may enable, for example, a better use of
demand-side flexibilities in industrial production processes and a better integration of prosumers into the
electricity system. On the side of new information technologies, overall market efficiency may increase
through additional transparency as well as newly gained information and knowledge. Automated electric-
ity trading may allow market participants to react to changing market conditions almost in real time. To
fully exploit the potential of both new information and energy technologies, this whitepaper proposes re-
fined allocation and pricing rules on day-ahead and intraday markets that successfully account for recent
technological developments and new market players (e.g., prosumers or automated software agents).
In particular, focusing on the German electricity system, the current uniform pricing scheme does not ac-
count for transmission and distribution constraints as well as possible network congestion – an increasingly
relevant issue. Thus, more fine-granular prices may be better suited to reflect the network topology and,
therefore, contribute to more efficient electricity market outcomes and dispatches. A nodal pricing sys-
tem would fully consider all physical restrictions when the market clears, which is why node-specific prices
reflect both local and temporal capacity-scarcity in form of price peaks. Thereby, a nodal system avoids
costly redispatch and provides proper location-specific incentives for long-run investments. Again, infor-
mation technologies may facilitate the implementation and governance of decentralized or nodal systems.
However, significant concerns may arise with respect to regional disparities, market power, and liquidity.
Moreover, there are general questions regarding concrete implementation strategies of nodal pricing, e.g.,
the speed of implementation and possible first-mover disadvantages in the context of coupled markets
within Europe with respect to learning and experimenting with the new market design.
While the debate about abandoning uniform pricing is still ongoing in Germany, this whitepaper argues that
the benefits of transitioning towards nodal prices quite likely outweigh the associated long-run costs. Here,
Germany may also learn from other countries with nodal pricing schemes and avoid potential pitfalls early
on. When implementing nodal pricing, this whitepaper argues in favor of a one-step transition instead of
increasing the granularity of bidding zones incrementally step-by-step. This is the case, as frequent re-
zoning may involve recurring political debates on the question where to draw zonal boundaries, frequent
price adjustments resulting from different zonal designs, and generally increased uncertainty for market
participants with respect to long-run investments.
By providing explicit policy recommendations regarding future allocation and pricing rules and the incorpora-
tion of recent technological developments in electricity market design, this whitepaper assists policy-makers
in paving the way towards efficient electricity systems that successfully accommodate a high share of RES.
First, this whitepaper highlights that efficiently dealing with network congestion requires shifting to price
rules with a locational component and accommodating new market participants, such as demand response
actors, through adequate bidding languages. Second, rather than incrementally transitioning to LMPs, the
whitepaper argues in favor of a one-step procedure as described above.
Against this background, it is important to note that the whitepaper only provides first guidance for poli-
cymakers when developing a future-proof electricity market design. Some aspects of this work including,
e.g., the governance of the transition towards nodal prices, will have to be analyzed and specified in more
detail. Related aspects will be elaborated on in a second whitepaper. Moreover, future work will also
have to focus more on the actually required regulatory changes (including financial market regulations) and
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possible (re-)distributions of welfare that are linked to different pricing schemes. In order to promote interna-
tional collaboration of researchers in the relevant field, expert workshops involving participants from various
countries will continuously be conducted within the SynErgie project to share experiences worldwide.
In summary, while there might be a number of challenges in the transition, our analysis suggests
that with a large share of renewable energy providers the move to a locationally and temporally
differentiated price system is required for an efficient and robust electricity market of the future.
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