Abstract: This paper gives several theorems on solution curves of a class of nonlinear equations consisting of n variables and (n − 1) equations. In particular we give a remarkable theorem on the rank of a Jacobian matrix associated with the above equations. For the proof of these theorems the Ω-matrix, which one of the authors defined previously, and the irreducible matrix play a definitely important role. As the result we show that the solution curves consist of only two types of curves.
Introduction
One of the authors once published the paper [1] which gave a necessary and sufficient conditions for a class of n-variable nonlinear equations F (x) + Ax = b to have a finite number of solutions. These equations are very important in nonlinear circuit theory and have long been investigated in particular from a view point of the uniqueness of the solution [2] [3] [4] , etc. In [1] Nishi and Kawane defined a new class of matrices called an Ω-matrix, also showed that the maximum number of solutions of the equation is 2 n if and only if A is an Ω-matrix, and showed that the equation can possess infinitely many solutions if A is not an Ω-matrix.
In addition Nishi gave an algorithm [5] to examine in finite steps of computations whether the prescribed matrix A to be an Ω-matrix or not.
In the book published recently by Prof. Tetsuro Yamamoto [7] he introduced both the theorem in [1] and the Ω-matrix, and he suggested that the proof should be elaborated 1 (but he did not give any concrete indications) and commented that the theorem is very nice if the proof is completed. Immediately after Prof. Yamamoto's comments we noticed that to complete the proof we need more investigation about the properties on the solution curves (see Figs. 2, 3, 4 and 5 in Sections 3 and 4) of a system of equations consisting of n variables and n − 1 equations. The paper [1] was written under an implicitly assumed premise that we can find all solutions of equations by tracing continuously solution curves starting at one point of the remaining variable x 1 . Under the above premise the paper [1] was basically correct.
So the purpose of this paper is to examine carefully this premise. This is the direct motivation of this research. In addition to the above motivation Nishi is given a chance to write an invited paper to this Special Issue. So we decided to re-examine the premise as well as many lemmas in [1] which have no proof but are not trivial.
The main part of this paper is devoted (i) to investigation of properties of solution curves, (ii) to giving proofs to lemmas without proof in [1] , and (iii) to adding some lemmas concerning the Ω-matrix. Very fortunately we could show that the premise is correct and this implies that the main theorems in [1] are correct.
Though this paper is an invited paper, the most part of this paper is original work. To make the paper self-contained, we include some previous results in [1] for references. .
As seen in later discussion, the properties of the solution curves are studied under the condition that the coefficient matrix A of nonlinear equations (see Section 2) is an Ω-matrix. The most important results obtained in this paper are as follows: (I) The definition of the Ω-matrix is elaborated, i.e., it is extended to reducible matrices. (II) We show a remarkable theorem that the Jacobian matrix (see Section 3. (IV) As the results of the above (II) and (III) we show that the solution curves consist only of two types of curves: One is a monotonically increasing curve with respect the variable x 1 ranging from −∞ to +∞, which means that the curve neither possesses local and global maximum point nor saturates upward with respect to x 1 . The other is a curve having the global minimum but not a local minimum. These results are derived from the property of the Ω-matrix. (V) Item (IV) shows that we can trace all solution curves starting at a very large positive x 1 . This implies that the premise and therefore the results in [1] are also correct. (VI) Finally we propose a conjecture on the number of solutions in Conclusion.
Formulation of the problem, an Ω-matrix and the main theorem in [1]
2.1 Formulation of the problem
Equations to be considered
We consider the nonlinear equations of n variables
or in the vector form: 
The condition (5) may be replaced by a weaker one, but is assumed for simplicity.
Definition 1:
We denote the set of functions satisfying three conditions in Assumption 1 as Ξ 2 .
We also denote the set of functions satisfying only the condition (5) and Eq. (6) in Assumption 1 as Ξ 1 .
Of course Ξ 2 ⊂ Ξ 1 . As is well-known, Sandberg and Willson [2] discussed the case where f i ∈ Ξ 1 (i = 1, 2, · · · , n) and gave necessary and sufficient conditions on A such that Eq. (1) has a unique solution x for each F and b.
The purpose of this paper is to derive the conditions for a finite number of solutions under the conditon f i ∈ Ξ 2 .
Notations
In this section we give some notations used throughout the paper.
On the matrix A
1. The symbol A is used as the coefficient matrix of Eq. (1).
A i j
denotes the matrix obtained from A by deleting the i-th row and the j-th column. Here we allow i = 0 or j = 0, and i = 0 (resp., j = 0) means that no row (resp., no column) is deleted.
Similarly we define A
which is obtained from A by deleting the i 1 -th and the i 2 -th rows and the j 1 -th and the j 2 -th columns, and similarly, A The domain and the range of f i are not definitely shown, but are assumed to be an onto-function. 4 In the case of a transistor-circuit equation (5) and Eqs. (6) and (7) are modeled from the above properties. 5 The overline ( ) means the complement.
matrix [a ij ]. Similarly we define
as the matrix consisting of the i 1 -th and the i 2 -th rows and the j 1 -th and the j 2 -th columns of A. That is,
A similar notation can be used for a rectangular matrix. Let K 1 and K 2 be subsets of the row number and the column number, respectively. Then we define a submatrix consisting of the rows K 1 and the columns
5. We often write the n × n matrix A = [a ij ] in Eq. (4) as
where a 1· , a ·1 , and A 0 are respectively a row vector of order n − 1, a column vector of order n − 1, and an (n − 1) × (n − 1) matrix. By using the notations above, we have
6. Similar notations as above will be used for the cofactors such as Δ A 9. The symbol ⊕ means the direct sum of matrices.
10. The boldface letters 1 and 0 mean respectively a unit matrix and a null matrix of an appropriate size.
The Ω-matrix
In this paper the "Ω-matrix" defined below plays a definitely important role.
Reducible and irreducible matrices Definition 2:
Let A = [a ij ] be an n × n real square matrix and assume that by using an appropriate permutation matrix P A can be changed into the form
(i.e., by exchanging simultaneously the order of both rows and columns of A). Then A is said to be a reducible matrix. The matrix which is not reducible is said to be irreducible. 6 The d i etc., are not necessarily constant but may be a function like
in Eq. (1).
The Ω-sign condition Definition 3:
Let B be a real square matrix of order n. We say that B satisfies the Ω-sign condition If A is reducible, then by appropriately exchanging the rows and the columns simultaneously it can be changed into a block upper triangle matrix of the form:
where A ii (i = 1, · · · , k) are square matrices of order n i and irreducible matrices. Then A is called an
Properties of an Ω-matrix
We will give some properties of Ω-matrices as lemmas. The proofs of non-trivial lemmas will be given in Appendix A. 
Lemma 4:
The P 0 -matrix and the P -matrix [8, 9] are Ω-matrices 9 .
Lemma 5: Let A ∈ Ω and let D be a nonnegative diagonal matrix. Then A + D is also an Ω-matrix. 
Suppose that A ∈ Ω and A 22 ∈ P
where |A 22 | = 0 necessarily holds. Then the matrixÂ defined bŷ
is an Ω-matrix. Lemmas 4 and 10 are important because the P -matrix and the Ω-matrix are related with them (see the conjecture in Conclusion). Lemma 11: If A ∈ Ω, then A −1 ∈ Ω.
7 In [1] we used simply "the sign condition" instead of the Ω-sign condition. However since "the sign condition" is too general meaning, we use the Ω-sign condition in this paper. Instead of the above circumstances we may use the term "sign condition" for simplicity. 8 In [1] A was assumed to be irreducible. 9 Comparing "P 0 matrix" with "P matrix", we should define the "Ω-matrix as the Ω 0 -matrix".
The characterization of the second order Ω-matrix Lemma 12
10 : A 2 × 2 matrix A is an Ω matrix if and only if one of the following conditions holds:
2)
This lemma is proved by exhaustively examining all cases. The elegant proof is desirable. If A is reducible, i.e.,
then A ∈ Ω, but this is not clear from Lemma 12.
On the assumption of irreducibility of A
If the coefficient matrix A is reducible, then we can write it without loss of generality that
(A 11 and A 22 are square matricces of order n 1 and n 2 respectively.)
Then Eq. (1) can be rewritten as We therefore see that the maximum number of solutions is given by examining two independent equations: 10 . However, this premise is not apparent but is to be examined carefully. So the main purpose of this paper is to examine this premise. Very fortunately the premise is correct as will be shown later.
3. Outline of this paper and some preliminary remarks 3.1 Outline of the previous paper [1]
Solution curve equation and solution curves
In this paper we will mainly investigate about the last (n − 1) equations of Eq. (1), i.e.,
We call this set of equations solution curve equations of Eq. (1) or simply SC equations. The set of points satisfying Eq. (30) is usually an assembly of one-dimensional curves in n-dimensional space.
We call the set of those points "solution curves". Solution curves consist of several disconnected curves and each separate solution curve is denoted by C or C i . The outline of the proof in [1] was as follows:
Definition of the function g(x 1 )
The SC equations in Eq. (30) can be solved for x i (i = 2, 3, · · · , n) as functions of x 1 . Thus we have
Since Eq. (30) has many (say m) solutions for a specified x 1 , we have m g(x 1 )'s in general. under the condition that C is smooth. For later reference we summarize only the results obtained in [1] . LetÂ
Derivation of
The matrixÂ is the same as A except for d 1 = 0. Apparently ΔÂ 1 1 satisfies
Using these notations, we have
12 Since g(x 1 ) is not necessarily a single-valued function but usually a multi-valued function.
Here > 0 The number of solutions in [1] was derived from Lemma 13 below. Lemma 13: Let g(x 1 ) be a sufficiently smooth function with its domain (a, b) (a = −∞ and b = ∞ may be possible) and let f 1 (x 1 ) ∈ Ξ 2 (see the bold line in Fig. 1 ). Then the followings hold:
> 0 hold for some point x 1 , then there exists a function f 1 (x 1 ) ∈ Ξ 2 such that the number of solutions of Eq. (1) is infinite.
In other cases the number of solution is at most two.
This lemma can be easily verified from Fig. 1 and is very basic for the later discussion. are closely related to the number of solutions.
Existence of solution curves of Eq. (30)
We will write the SC equations in Eq. (30) as
Concerning the existence and the fundamental properties of the path (solution curve), we have the well-known "Implicit function theorem" and "Path theorem" which are in Appendix B [6] .
Before we describe the theorem, we introduce the Jacobian matrix.
Jacobian matrix J 0
Here the Jacobian matrix ∂H ∂x is defined as follows:
+ a n−1,n−1 a n−1,n a n,1 a n,2 a n,3 · · · a n,n−1
where
Theorem from implicit function theorem and path theorem
Applying the implicit function theorem and the path theorem to our problem, we have: Theorem 2: Let x * = (x 1 * , x 2 * , · · ·, x n * ) be a solution of H = 0, i.e., H(x * ) = 0. Suppose that the Jacobian matrix in Eq. (39) evaluated at x * is of full rank (i.e., rank J 0 = n − 1). Then in the neighborhood of x * all points x that satisfy H(x) = 0 are on a single continuously differentiable path through x * . In particular if
Thus the theorem can always be applied in the whole n-dimensional space if J 0 is of full rank for
We will investigate this later in detail. But we temporarily assume that J 0 is of full rank (i.e., of rank (n − 1)) for every point x.
Representation of a path (a solution curve) by using the path variable
The content of this subsection is well-known, but we describe this to make this paper self-contained.
The curve (the path) as the solution of the SC equation cannot necessarily be represented by only one specific variable, say x 1 . To represent the curve generally, we can introduce the path parameter p and represent the as P (p). Then x i (i = 1, 2, · · · , n) can be represented by p.
Differentiating Eq. (30) with p, we have df 2 dx 2 dx 2 dp + a 21 dx 1 dp + a 22 dx 2 dp + a 23 dx 3 dp + · · · + a 2n dx n dp = 0 (42) df 3 dx 3 dx 3 dp + a 31 dx 1 dp + a 32 dx 2 dp + a 33 dx 3 dp
dx n dp + a n1 dx 1 dp + a n2 dx 2 dp + a n3 dx 3 dp
dx 2 dp dx 3 dp
More compactly we have
dx 1 dp dx 2 dp dx 3 dp
. By using J 0 defined by Eq. (39), Eq. (47) can be rewritten as
where dx dp = dx 1 dp , dx 2 dp , · · · , dx n dp
In Eq. (47) or (48) if, for example
then we can choose x 1 as an independent variable for the path C and ⎡ ⎢ ⎢ ⎢ ⎣ dx 2 dp dx 3 dp
and if
then we can choose x n as an independent variable for the path C and
We impose the following condition for p to be a path length. dx 1 dp 2 + dx 2 dp
T , then from Eqs. (47) and (55) dx 1 dp , dx 2 dp , · · ·, and dx n dp are determined except for one indefiniteness. Then the path can be obtained by integrating them with respect to p.
Main theorems
Concerning the case where Eq. (1) has infinitely many solutions, we have Theorem 3: If A ∈ Ω, then we can find D > 0 and f i (x i ) ∈ Ξ 2 such that both dg dx 1 > 0 and
> 0 hold at a point on C. Then according to Lemma 13 Eq. (1) can possess infinitely many solutions.
Proof in Appendix C is essentially the same as the previous one [1] but is considerably improved. Thus the case where A ∈ Ω is very easy. So the remaining part of this paper is devoted to the case where A ∈ Ω.
Throughout this section we assume that
A is irreducible (57)
The rank of the Jacobian matrix J 0
We have a very important result for the rank of J 0 as follows: Theorem 4: The Jacobian matrix J 0 in Eq. (39) is of full rank, i.e.,
if A ∈ Ω and if A is irreducible. The proof of these equivalent theorems is very lengthy. In Appendix D we prove Theorem 4-2 instead of Theorem 4.
In this section we will give an illustrative example by using Theorem 4-3. Let
As easily seen, this matrix is irreducible because of abcd = 0. Note also that neither A nor D(> 0) is known but that we know only the sum A = A + D.
In this example the Jacobian matrix is given as J 0 = a 0 0 b 0 0 . Therefore the rank of J 0 is apparently less than n − 1(= 2). We show that A as well as A are not an Ω-matrix. We use "the proof by contradiction". Suppose that
, where | i | (i = 1, 2, 3) are sufficiently small and are to be determined below. Then
for an arbitrary with sufficiently small magnitude. We easily see
Since we can choose i such as 3 < 0 and 
General forms of solution curves
In this paper we use exclusively the term "solution curve" instead of the "path" in Theorem 2.
Though the implicit function theorem and the path theorem only state the local properties of the solution curves, Theorems 2 and 4 implies that in the whole n-dimensional space solution curves have the following properties if the Jacobian matrix is of full rank.
1. A solution curve is smooth.
2. Solution curves do not intersect each other, i.e., they have no crosspoint.
3. A solution curve has no bifurcation point. 4 . A solution curve has no end point.
Considering the above facts, we can draw some typical examples of solution curves (C 1 ∼ C 5 ) shown in Fig. 2 . Here the vertical line denotes the variable x 1 and the horizontal line denotes the other (n − 1) variables x 2 ∼ x n denoted simply by X 0 . So the figure is drawn to focus on the direction of x 1 .
As seen in Fig. 2 , typical solution curves satisfying the above four properties consist of several disconnected solution curves in general. In Fig. 2 C 1 is a continuous function ranging −∞ < x 1 < ∞, C 2 is a loop, C 3 is a lower bounded curve, C 4 is an upper bounded curve, and C 5 is both upper and lower bounded with respect to the variable x 1 . 
Consideration for the cases of n = 1 and n = 2
We will consider in detail solutions of Eq. (1) for the cases of n = 1 and n = 2. These simple cases can be easily examined, but their results include essential properties of our solution curves.
4.3.1
The case where n = 1 Equation (1) becomes
In this case we immediately see from 2. If a 11 < 0, then the number of solutions is 0, 1, or 2 depending on b 1 , a 11 and f 1 (x 1 ). We will consider this case in more detail. Let In any case the solution x 1 becomes larger as b 1 becomes large.
From the above fact we see that the number solutions is at most 2 for an arbitrary 1 × 1 matrix A = [a 11 ]. On the other hand a 1 × 1 matrix A = [a 11 ] is an Ω-matrix.
Thus Theorem 1 holds in the case of n = 1. The above results are utilized in the case of n = 2. 
Solution curves in the case where n = 2
Equation (1) is rewritten as
and the corresponding SC equation is written as
Eq. (71) can be regarded as an equation for x 2 by regarding x 1 as a parameter. We therefore utilize the result for n = 1 case and we have (a) If 0 < −a 22 < h 2− , then the number of solutions x 2 is 1 independent on x 1 . This case corresponds to Fig. 4(b) .
(b) If −a 22 = h 2− , then the number of solutions x 2 is 0 or 1 depending on the x 1 . When x 1 approaches one specific value x * from upward, the absolute value |x 2 | of a solution x 2 approaches to −∞. This corresponds to the saturation curve in Fig. 4(d) (The right and the left have to be exchanged).
(c) If h 2− < −a 22 < h 2+ , then the number of solutions is 0, 1 or 2 dependent of x 1 . This case corresponds to Fig. 4(c) .
, then the number of solutions is 0 or 1 depending on the b 1 . When x 1 approaches one specific value x * from upward, the absolute value |x 2 | of a solution x 2 approaches to ∞. This corresponds to the saturation curve in Fig. 4(d) . On the other hand since A 0 = [a 22 ] ∈ Ω, the SC equation has at most two solutions for each x 2 (by the assumption of the induction).
This n = 2 case is very suggestive to understand the solution curves as shown later.
Solution curves (continued)

The maximal point of the solution curve with respect to x 1
Let C be a solution curve. An extremal point on C with respect to x 1 means the point at which dx 1 dp = 0 where p is the path parameter in Section 3.2.3. the extremal point corresponds to |A 0 | = 0. We can show an important theorem: Theorem 5: In the solution curves shown in Fig. 2 there is no maximal point of the solution curve with respect to x 1 if A ∈ Ω and if A is irreducible. Proof is very lengthy. See Appendix E. As the result of this theorem we conclude that there is no points such as Q 1 , Q 2 , and Q 3 in Fig. 2 .
Corollary of Theorem 5:
The solution curves include no loop.
The solution curve does not saturate upward with respect to x 1
Concerning saturation curve (see C 5 in Figs. 2 and 4(d) ) in the direction of x 1 , we have: Theorem 6: Suppose that A ∈ Ω. Then a solution curve does not saturate upward with respect to x 1 , but can saturate downward. Indeed we have such saturation curve in Fig. 4(d) for the case of n = 2.
Proof is in Appendix F. From Theorems 5 and 6 we see that all solution curves increase to +∞ in the direction of x 1 .
Solution curves for A ∈ Ω
By using Theorems 4, 5 and 6 we see that solution curves consist only of the following two types of curves.
Fig. 5. Example of solution curves for
One is a monotonically increasing curve with respect the variable x 1 ranging from −∞ to +∞ (such as C 1 , C 2 and C 4 in Fig. 5(a) ), which means that the curve neither possesses local and global maximum point nor saturates upward with respect to x 1 . The other is a curve having the global minimum but not a local minimum (such as C 3 and C 5 in Fig. 5(a) ). These results are derived from the property of the Ω-matrix.
For convenience we regard the solution curve, such as C 3 in Fig. 5(a) , as two single solution curves, i.e., the left-half part (C 6 ) in Fig. 5(b) and the right-half part (C 7 ) in Fig. 5(b) . Of course the curves C 1 , C 2 and C 4 in Fig. 4 are respectively regarded as one single solution curve. So the solution curves in Fig. 5(a) consists of 7 single solution curves.
From the above we see that the maximum number of solutions for x 1 is attained for very large x 1 .
The number of solutions of Eq. (1)
For a single solution curve either
≤ 0 holds. According to Lemma 13 we have at most two solutions for a single solution curve. So the total number of solutions is at most 2 n . We indeed have an equation which has exactly 2 n solutions. A simplest example is the case where A is a diagonal matrix, whose diagonal elements are all negative.
Extension of Theorem 1
Other classes of function than Ξ 2
As a counter part of Assumption 1 we have Assumption 2:
We call the set of functions satisfying Assumption 2Ξ 2 . Problem 2 analogous to Problem 1 If in Problem 1 we replace f i ∈ Ξ 2 with f i ∈Ξ 2 , how does the result change?
The following is also one of the main results. Theorem 7: Theorem 1 hold true even when we replace Ξ 2 byΞ 2 . Further we can generalize Theorem 1 for more general case. Let
Other theorems similar to Theorem 1
and we partition A into the corresponding way as
Then we have Theorem 9: Equation (1) 
The above modification can be obtained easily by the similar way as when we obtain Theorem 2 from Theorem 1.
Conclusions
This paper completes the proof of Theorem 1 in [1] by examining various properties of solution curves.
In spite of the importance of the Ω-matrix, we do not know a systematic method to derive an Ω-matrix of order n ≥ 3 except for reducible matrices. As for future works we have 1. many examples for Ω matrices and for non-Ω matrices 2. Systematic generation method of Ω-matrices 3. Other characterization of the Ω-matrix. Concerning the P 0 -matrix and the P -matrix, there are many equivalent definitions.
4. The direct proof of Lemma 11.
Conjecture: If A ∈ Ω and if
A includes k × k principal matrix being the P matrix, then Eq. (1) has at most 2 n−k solutions.
A.1 Proof of Lemma 4
If A ∈ P 0 , the a diaginal element of (A + D) −1 is positive for any positive diagonal matrix D(> 0).
Thus (A + D)
−1 satisfies the Ω-sign condition.
A.2 Proof of Lemma 7
It suffices for us to prove the case where we delete the first row and the first column from A. So we can write A as
Several cases occur as A and A 0 , i.e., (i) both A and A 0 are irreducible, (ii) A is irreducible but A 0 is not, (iii) A is reducible but A 0 is irreducible, (iv) both A and A 0 are reducible. Since without loss of generality an irreducible matrix can be written as Eq. (14), we can easily see that the cases (ii) to (iv) can be reduced into the case (i). So we consider only the case (i) below.
Let A be an Ω matrix,
We therefore have
i.e.,
We therefore have 
A.3 Proof of Lemma 8
This can be proved in a quite similar way as Lemma 7.
A.4 Proof of Lemma 9
Suppose that there is a negative diagonal element in A = [a ij ]. Without loss of generality we assume that a 11 < 0. Then we will show that a 1j ≤ 0 (j = 2, · · · , n). Of course we haveĉ
A.5 Proof of Lemma 10
Let D =D ⊕ 0 and let
Then we have
and therefore which contradicts that A ∈ Ω. We therefore see thatÂ ∈ Ω. The above proof does not require the condition A 22 ∈ P 0 .
A.6 Proof of Lemma 11
The original equation (1) is given as:
This is rewritten as 
B. Implicit function theorem and path theorem
The following two theorems are quoted from the book by Zangwill and Garcia [6] .
and H x (x,t) be invertible. Then in the neighbourhood of (x,t) all points (x, t) that satisfy H(x, t) = 0 are on a single continuously differentiable path through (x,t).
PATH THEOREM [6] (p.20):
Let H : R n+1 → R n be continuously differentiable and suppose that for every y ∈ H −1 , the Jacobian H (y) is of full rank. Then H −1 consists only of continuously differeniable paths. Here the Jacobian H (y) is as follows:
C. Proof of Theorem 3
In this section we show the existence of a point x 1 such that both dg dx 1 > 0 and
Thus this means that in the case of A ∈ Ω Eq. (1) can possess infinitely many solutions for an appropriate choice of f i and b i .
Remember that
See Eqs. and therefore from Eqs. (34) and (35) we have
From Eq. (C-3) we have dg dx 1 > 0. On the other hand we have by Eq. (35)
Here
we have from Eq. (36).
Furthermore we see by Eqs. (C-3) and (C-4) that
We therefore see from Lemma 13 that Eq. (1) possesses infinitely many solutions for ∃f i .
D. Proof of Theorem 4 D.1 Preparation of the proof
The purpose of this section is to prove Theorem 4-2 instead of Theorem 4. That is, Theorem 4-2: A (as well as A) is reducible under the conditions the rank of J 0 is less than n − 1 for
To prove Theorem 4-2, we use the proof of contradiction. That is, we assume for a while that where the values of * are unknown. Let an n-th order diagonal matrix be E = diag [ 1 , 2 , · · · , n ] where 1 2 · · · n = 0. Lemma 14: E + A ∈ Ω for arbitrary i (i = 1, 2, · · · , n) with sufficiently small magnitude and therefore (E + A ) −1 satisfies the Ω-sign condition for any E satisfying |E + A | = 0.
Proof of Lemma 14) Since
is a positive diagonal matrix and therefore E + A ∈ Ω.
To prove Theorem 4-2 we calculate (E + A ) −1 .
Note that though A is a singular, for almost all combinations of
Each element of (E + A ) −1 is a very complicated function of i . Note that all minors of (E + A )
including |E + A | are multilinear functions of i .
In the following we want to calculate these multilinear functions of i , but for our purpose it is sufficient for us to examine whether the (E + A ) −1 satisfies the Ω-sign condition for almost all i or not.
The matrix E + A can be written as
Noting |A | = 0 and A 
D.2 Explanation by a simple example of n = 4
To explain our procedure of proof, we give the expression of Eqs. (D-8) and (D-11) for n = 4: 
D.3 Necessary conditions for A to be Ω
In the following we will show that under the assumption of Lemma 14 the matrix A is reducible, this contradicts with the assumption (D-3).
We can assume without loss of generality that Δ n n = 0. Then by choosing i such that
we have from Eqs. (D-10) and (D-11)
and therefore we have
So the (n, n)-element of (E + A ) −1 can be positive and negative by choosing n > 0 and n < 0, respectively. Since we assume that (E + A ) is an Ω-matrix, as a necessary condition, the (n, 1)-element of (E + A ) −1 has to be negative for both 1 < 0 and for any other i 's.
The right-most term can be positive and negative depending the choice of 2 and n , where | 2 | can be arbitrarily small. 
or if we use the notations (see Section 2.2), the above equations can be rewritten as
Here remember that, for example, To prove for general case of n, we will explain it for the case of n = 8. Proof is done as the following steps. Let the mark X denote an arbitrary nonzero value.
1. First we prepare the vacant matrix (a) as shown in Eq. (D-43).
2. We insert 0 in the (8, 1)-element of the above matrix. Step 0 First we prepare the vacant matrix (a) as shown in Eq. (D-43).
Step 
Step 0: First we start with a blank matrix A. We use first Eq. (D-36), secondly Eq. (D-37), · · ·, and so on.
Step 1: From Eq. (D-36)
i.e., we have a n1 = 0 (See also Fig. D-1(a) ). Since A is irreducible, there is a nonzero element in the first column (see the shaded part in Fig. D-1(a) ). So we can set without loss of generality 15 that the first k 1 elements are nonzero. We set
(See Fig. D-1 
(b).)
Step 2: Next consider the shaded part in Fig. D-1(b) . From Eq. (D-37) we have
from which 15 If not so, we can exchange some rows and columns simultaneously. 
follows (See Fig. D-1(c) .) Since A is irreducible, there is a nonzero element in the shaded part of the last row. So we can set without loss of generality that the last k 2 elements are nonzero. We set
(c).)
Step 3: Next consider the shaded part in Fig. D-1(d) . From Eq. (D-38) we have
from which we see that all elements of the shaded part in Fig. D-1(c) vanish. (See also Fig. D-1(e) ).
Step 4: Consider the shaded part in Fig. D-1(e) . If all elements of the shaded part vanish, then we see that A is reducible. So from Assumption (D-3) we see that there is a nonzero element in this shaded part. So we can set without loss of generality that each column of the set K 3 includes at least one nonzero element. (See Fig. D-1 Step 5: From the restriction of order four:
from which we see that the shaded part in Fig. D-1(f) is a null matrix. (See Fig. D-1(g ).)
Step 6: We can carry out the above procedure repeatedly. We will describe it once again. Consider the shaded part in Fig. D-1(g) . If all elements of the shaded part vanish, then we see that A is reducible. So from Assumption (D-3) we see that there is a nonzero element in this shaded part. So we can set without loss of generality that each column of the set K 4 includes at least one nonzero element. (See Fig. D-1(f) .) In Fig. D-1(h) X means that each column in X includes at least one nonzero element. So the remaining part of the shaded part in Fig. D-1(g) is a null matrix.) Let one of the nonzero element in X be a i,j where i ∈ K 3 and j ∈ K 4 .
Step 7: From the restriction of order five:
(D-59) from which we see that the shaded part in Fig. D-1(h) is the null matrix. (See Fig. D-1 
(i).)
Step 8: the above procedure will be repeated until the remaining column vanishes. Finally we have a reducible matrix, which contradict with the assumption (D-3) . This completes the proof.
This completes the proof of Theorem 4.
E. Proof of Theorem 5
In this section we investigate whether each solution curve can possess a maximal point with respect to the variable x 1 if A ∈ Ω and if A is irreducible. In Section 4.3 we already showed that there is no maximal point in the case of n = 2. We want to prove Theorem 5 for general case of n. But for simplicity we describe the proof for the case of n = 5, because we can easily generalize it for n. We consider the behavior of a solution curve C in the neighbor of an extremal point, say x * = (x 10 , x 20 , · · · , x n0 ), with respect to x 1 . So we can assume that Since x 1 is not appropriate as an independent variable around x * on C, we use other variable among x i (i = 2, · · · , 5) as an independent variable. For this purpose x i has to be chosen so that and we regard x 5 as the independent variable for representing C. We will investigate the behavior of x 1 (x 5 ), x 2 (x 5 ), x 3 (x 5 ), and x 4 (x 5 ). On the curve C Eqs. (E-3)-(E-6) hold identically. The former is what we want and the latter corresponds to a reducible matrix 16 .
In Eq. (E-37) at least one equality does not hold because of the irreducibility of A. Thus Eq. (E-37) and the condition (E-32) complete the proof of Theorem 5.
Note that Δ A +E 
F. Proof of Theorem 6
In this section we examine the behavior of the solution curve which is approaching to the saturation in the direction of x 1 (see Fig. F-1) .
The 
