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Abstract
The purpose of this note is to characterize all situations in which a linear combination of
two commuting tripotent matrices is also a tripotent matrix. In the case of real scalars and
real symmetric matrices, this problem admits an interesting statistical interpretation. Namely,
it is equivalent to the question of when a linear combination of two quadratic forms in normal
variables, each distributed as a difference of two independent χ2-variables, is also distributed
as such a difference.
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1. Introduction
It is assumed throughout that c1, c2 ∈ C are nonzero complex numbers and T1,
T2 ∈ Cn,n are nonzero commuting tripotent complex matrices of order n, i.e.,
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T1 = T31, T2 = T32, and T1T2 = T2T1. The purpose of this note is to characterize
all situations in which a linear combination of T1 and T2 of the form
T = c1T1 + c2T2 (1.1)
is also a tripotent matrix. A similar problem, concerning the question of when a linear
combination
P = c1P1 + c2P2 (1.2)
of nonzero idempotent matrices P1 = P21 and P2 = P22 is also idempotent, has been
solved by Baksalary and Baksalary [1]. From their theorem it follows that if P1P2 =
P2P1, then there is no idempotent P of the form (1.2) except only for the classical
cases characterized by Halmos [5, Section 42], viz. P = P1 + P2 (which is idem-
potent if and only if P1P2 = 0), P = P1 − P2 (which is idempotent if and only if
P1P2 = P2), and P = −P1 + P2 (which is idempotent if and only if P1P2 = P1).
Further results concerning the idempotency of linear combinations of matrices are
given in [2,3].
In addition to purely algebraic aspects, the problem considered in this note admits
an interesting statistical interpretation. According to Baldessari [4], if x ∈ Rn,1 is
a real random vector having the multivariate normal distribution Nn(0, I), where I
stands for the identity matrix, then the quadratic form x′Ax, specified by a symmetric
matrix A ∈ Rn,n and with x′ denoting the transpose of x, is distributed as a differ-
ence of two independent χ2-variables if and only if A is tripotent. Consequently, the
problem concerning the tripotency of T in the form (1.1) is related to the question
of when a linear combination of two quadratic forms x′T1x and x′T2x (specified by
symmetric and commuting T1, T2 ∈ Rn,n), each distributed as a difference of two
independent χ2-variables, is also distributed as such a difference. In the particular
case, where T1 and T2 are known to be idempotent, this corresponds to the question
of when a linear combination of x′T1x and x′T2x, each distributed as a χ2-variable,
is distributed as a difference of two independent χ2-variables.
2. Main result and comments
The problem considered in this note becomes trivial when T2 is a scalar multiple
of T1. Under the assumption that T1 and T2 are nonzero tripotent matrices, this is
possible exclusively in two cases: when T2 = T1 or T2 = −T1. In the first of them,
a linear combination T defined in (1.1) takes the form T = (c1 + c2)T1 and hence is
tripotent if and only if
c2 = −c1 or c2 = −c1 + 1 or c2 = −c1 − 1, (2.1)
which corresponds to T = 0, T = T1, and T = −T1, respectively. In the second
case, T = (c1 − c2)T1, and thus T = T3 if and only if
c2 = c1 or c2 = c1 − 1 or c2 = c1 + 1, (2.2)
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which also corresponds to T = 0, T = T1, and T = −T1. Consequently, the case
where T2 is a scalar multiple of T1 is excluded from further considerations in this
note.
Theorem. For nonzero c1, c2 ∈ C and nonzero tripotent matrices T1, T2 ∈ Cn,n
satisfying the commutativity property T1T2 = T2T1, let T be their linear combina-
tion of the form T = c1T1 + c2T2. Under the assumption that T2 /= T1 and T2 /=
−T1, the matrix T is tripotent if and only if:
(a) c1 = 1, c2 = −1 or c1 = −1, c2 = 1 and T21T2 = T1T22,
(b) c1 = 1, c2 = −2 or c1 = −1, c2 = 2 and T21T2 = T2 = T1T22,
(c) c1 = 2, c2 = −1 or c1 = −2, c2 = 1 and T21T2 = T1 = T1T22,
(d) c1 = 1, c2 = 1 or c1 = −1, c2 = −1 and T21T2 = −T1T22,
(e) c1 = 1, c2 = 2 or c1 = −1, c2 = −2 and T21T2 = T2 = −T1T22,
(f) c1 = 2, c2 = 1 or c1 = −2, c2 = −1 and T21T2 = −T1 = −T1T22,
(g) c1 = 12 , c2 = 12 or c1 = 12 , c2 = − 12 or c1 = − 12 , c2 = 12 or c1 = − 12 , c2 = − 12
and T21T2 = T2, T1T22 = T1.
Proof. When tripotent T1 and T2 commute, then a matrix of the form (1.1) satisfies
T3 = T if and only if
(c31 − c1)T1 + 3c21c2T21T2 + 3c1c22T1T22 + (c32 − c2)T2 = 0. (2.3)
Multiplying (2.3) first by T22 and then by T21 results in
(c31 − c1)T1T22 + 3c21c2T21T2 + 3c1c22T1T22 + (c32 − c2)T2 = 0 (2.4)
and
(c31 − c1)T1 + 3c21c2T21T2 + 3c1c22T1T22 + (c32 − c2)T21T2 = 0. (2.5)
Combining (2.3) with (2.4) and with (2.5) yields
(c31 − c1)(T1 − T1T22) = 0 and (c32 − c2)(T2 − T21T2) = 0,
and thus, since c1 /= 0 and c2 /= 0, we have to consider Eq. (2.3) in the following
four situations:
c1 ∈ {−1, 1}, c2 ∈ {−1, 1}, (2.6)
c1 ∈ {−1, 1}, c2 ∈ {−1, 1}, T21T2 = T2, (2.7)
c1 ∈ {−1, 1}, c2 ∈ {−1, 1}, T1T22 = T1, (2.8)
c1 ∈ {−1, 1}, c2 ∈ {−1, 1}, T21T2 = T2, T1T22 = T1. (2.9)
In case (2.6), there are two versions of (2.3): T21T2 − T1T22 = 0, corresponding to
the pairs c1 = 1, c2 = −1 and c1 = −1, c2 = 1, and T21T2 + T1T22 = 0, correspond-
ing to the pairs c1 = 1, c2 = 1 and c1 = −1, c2 = −1. This observation establishes
parts (a) and (d).
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In case (2.7), relationship (2.3) holds if and only if either
c1 = −1, c2 ∈ {−1, 1}, T21T2 = T2, and 3c2T1T22 = (c22 + 2)T2
(2.10)
or
c1 = 1, c2 ∈ {−1, 1}, T21T2 = T2, and 3c2T1T22 = −(c22 + 2)T2.
(2.11)
Multiplying the last conditions in (2.10) and (2.11) by T1T2 and using T21T2 = T2
yields
3c2T2 = (c22 + 2)T1T22 and 3c2T2 = −(c22 + 2)T1T22,
respectively. This leads to the equations
(c22 − 3c2 + 2)(T1T22 + T2) = 0 and (c22 + 3c2 + 2)(T1T22 − T2) = 0
(2.12)
in case (2.10), and to the equations
(c22 + 3c2 + 2)(T1T22 + T2) = 0 and (c22 − 3c2 + 2)(T1T22 − T2) = 0
(2.13)
in case (2.11). Under the assumption c2 ∈ {−1, 1}, it follows that c22 − 3c2 + 2 =
0 ⇔ c2 = 2 and c22 + 3c2 + 2 = 0 ⇔ c2 = −2. Hence it is seen that conditions
(2.12) are fulfilled in exactly two cases: when c2 = 2 and T1T22 = T2, which leads to
one portion of (b), and when c2 = −2 and T1T22 = −T2, which leads to one portion
of (e). Similar analysis of conditions (2.13) completes the proof of parts (b) and (e).
Since (2.8) is a “symmetric version” of (2.7) obtained by interchanging the sub-
scripts “1” and “2”, characterizations (c) and (f) follow as counterparts to (b) and
(e).
Finally, in case (2.9), substituting T1T22 = T1 and T21T2 = T2 into (2.3) yields
(c31 + 3c1c22 − c1)T1 + (c32 + 3c21c2 − c2)T2 = 0. (2.14)
Multiplying (2.14) by T1T2 results in
(c31 + 3c1c22 − c1)T2 + (c32 + 3c21c2 − c2)T1 = 0, (2.15)
and combining (2.14) with (2.15) leads to
γ1(T1 + T2) = 0 and γ2(T1 − T2) = 0, (2.16)
where
γ1 = c31 + c32 + 3c21c2 + 3c1c22 − c1 − c2
= (c1 + c2)(c1 + c2 + 1)(c1 + c2 − 1), (2.17)
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γ2 = c31 − c32 − 3c21c2 + 3c1c22 − c1 + c2
= (c1 − c2)(c1 − c2 + 1)(c1 − c2 − 1). (2.18)
Since T2 /= T1 and T2 /= −T1, it follows that the two equations in (2.16) hold simul-
taneously if and only if γ1 = 0 and γ2 = 0, which according to (2.17) and (2.18) is
equivalent to
(c1, c2) ∈
{(
1
2 ,
1
2
)
,
(
1
2 ,− 12
)
,
(
− 12 , 12
)
,
(
− 12 ,− 12
)}
. (2.19)
This establishes part (g) and thus completes the proof. 
The proof above utilizes elementary arguments only, not referring in particular
to the property that if T1T2 = T2T1, then T1 and T2 can be simultaneously triang-
ularized by a unitary similarity transformation, i.e., V∗TiV = Ui for some unitary
matrix V and upper-triangular matrices Ui , i = 1, 2 (cf. Meyer [6, Exercise 7.2.15]).
Also, no direct use is made of the fact that every eigenvalue of a tripotent matrix is
−1 or 0 or 1.
It is to be noticed that every matrix equation or pair of equations specified in parts
(a)–(g) of Theorem has nontrivial solutions. For example, if
T(1) =
(
1 0
0 −1
)
, T(2) =
(
1 0
0 0
)
, T(3) =
(−1 0
0 0
)
, T(4) =
(
1 0
0 1
)
,
then such solutions are represented by T1 = T(1) and T2 = T(2) in cases (a) and (b),
by T1 = T(2) and T2 = T(1) in case (c) (and again (a)), by T1 = T(1) and T2 = T(3)
in cases (d) and (e), by T1 = T(3) and T2 = T(1) in case (f) (and again (d)), and,
finally, by T1 = T(1) and T2 = T(4) in case (g).
It should also be noticed that the matrix conditions in (b) and (c) obviously imply
that in (a). Consequently, if T21T2 = T2 = T1T22 (with T2 /= T1 and T2 /= −T1),
then actually there are four linear combinations of the form (1.1) which are tripotent
matrices, viz. T = T1 − T2, T = −T1 + T2, T = T1 − 2T2, and T = −T1 + 2T2.
Similar conclusions can be obtained when combining (a) with (c), as well as when
combining (d) with (e) and with (f). Moreover, it is seen that if T2 = T1, then the
matrix equations in (a), (b), (c), and (g) are fulfilled trivially and, consequently, the
ten pairs (c1, c2) listed in these parts of Theorem arise as particular cases of spec-
ifications given in (2.1). Clearly, if T2 = −T1, then a similar remark is valid with
reference to the matrix equations in (d)–(g) and specifications given in (2.2).
As already mentioned in Section 1, Baksalary and Baksalary [1, Theorem] showed
that if two different idempotent matrices P1, P2 ∈ Cn,n commute, then a linear com-
bination of the form (1.2) can be idempotent in three classical cases only: viz. when
P = P1 + P2 (provided that P1P2 = 0), when P = P1 − P2 (provided that P1P2 =
P2), and when P = −P1 + P2 (provided that P1P2 = P1). It seems to be of some
interest to evaluate the main result of this note under additional assumptions of the
same type.
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Corollary 1. For nonzero c1, c2 ∈ C and nonzero tripotent matrices T1, T2 ∈ Cn,n
satisfying the commutativity property T1T2 = T2T1, let T be their linear combina-
tion of the form T = c1T1 + c2T2. Moreover, let T2 /= T1 and T2 /= −T1. Then:
(a) in cases where T1T2 = 0, a matrix T is tripotent if and only if (c1, c2) ∈ {(1, 1),
(1,−1), (−1, 1), (−1,−1)},
(b) in cases where T1T2 = T2, a matrix T is tripotent if and only if T2 is idem-
potent and (c1, c2) ∈ {(1,−1), (−1, 1), (1,−2), (−1, 2)} or −T2 is idempotent
and (c1, c2) ∈ {(1, 1), (−1,−1), (1, 2), (−1,−2)} or T1 is idempotent equal to
T22 and the pairs (c1, c2) are as in (2.19),
(c) in cases where T1T2 = T1, a matrix T is tripotent if and only if T1 is idem-
potent and (c1, c2) ∈ {(1,−1), (−1, 1), (2,−1), (−2, 1)} or −T1 is idempotent
and (c1, c2) ∈ {(1, 1), (−1,−1), (2, 1), (−2,−1)} or T2 is idempotent equal to
T21 and the pairs (c1, c2) are as in (2.19).
Proof. Part (a) follows directly by observing that only in cases (a) and (d) of The-
orem the condition T1T2 = 0 is not in a contradiction with the assumption T1 /=
0, T2 /= 0. Further, it is clear that if T1T2 = T2, then T21T2 = T2 and T1T22 = T22.
These equalities lead to contradictions with T1 /= T2 and T1 /= −T2 in parts (c) and
(f) of Theorem, respectively, while substituted to the remaining parts yield part (b)
of the present corollary. Part (c) follows by noting that it is “symmetric” to (b) in the
sense mentioned in the proof of Theorem. 
A matrix A ∈ Cn,n is called essentially tripotent whenever A = A3, but A /= A2
and A /= −A2 (cf. Baksalary et al. [2, p. 22]). From Corollary 1 it is seen that if non-
zero matrices T1 and T2 satisfying T2 /= T1, T2 /= −T1, and T1T2 = T2 = T2T1 or
T1T2 = T1 = T2T1 are both essentially tripotent, then there is no possibility for a
linear combination T = c1T1 + c2T2 to be tripotent. In general, however, an analysis
of the content of Theorem under the conditions T1 = T21 and T2 = T22 is of some
interest. With the additional assumption that T1 and T2 are real symmetric matrices,
this corresponds to the statistical problem of characterizing all linear combinations
of two quadratic forms in normal variables distributed as χ2-variables, specified by
matrices that commute, which are distributed as a difference of two independent
χ2-variables.
Corollary 2. For nonzero c1, c2 ∈ C and nonzero idempotent matrices P1, P2 ∈
Cn,n satisfying the commutativity property P1P2 = P2P1, let P be their linear com-
bination of the form P = c1P1 + c2P2. Under the assumption that P2 /= P1, this
matrix is tripotent if and only if:
(a) (c1, c2) ∈ {(1,−1), (−1, 1)},
(b) (c1, c2) ∈ {(1,−2), (−1, 2)} and P1P2 = P2,
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(c) (c1, c2) ∈ {(2,−1), (−2, 1)} and P1P2 = P1,
(d) (c1, c2) ∈ {(1, 1), (−1,−1)} and P1P2 = 0.
Proof. Since P2 = −P1 implies P2 = P22 = (−P1)2 = P1, and hence P1 = 0 = P2,
the assumption that P2 /= −P1 is redundant. Parts (a)–(d) of the present corollary
follow immediately from parts (a)–(d) of Theorem by substituting T1 = P1 = P21 and
T2 = P2 = P22. The proof is completed by noting that for such T1 and T2 the matrix
conditions in parts (e) and (f) of Theorem lead to P2 = 0 and P1 = 0, respectively,
while those in part (g) to P2 = P1, contrary to the assumptions. 
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