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Let (Y > 1, and let p. be the probability measure on {0, l} that is given by 
p,{O}p,{l}-r = 01. The group of non-singular transformations of E’, ({0, l}, 
40, l}, p,) that is generated by {S, : k E N}, SG = (x~ + S&mod 2)):-, , 
gives rise, by the group measure space construction, to a hype&rite factor Oc, . 
Using null-recurrent Markov chains we construct a family ol.,, ,& < q < 1, 
of mutually non-isomorphic hyperiinite factors such that ol,,, @ GZ-,, is iso- 
morphicto01,,$< q < 1. 
1. INTRODUCTION 
Let 01 > 1, and let p, be the probability measure on (0, l} that is 
given by 
PaWPdY = a 
We set 
and we denote by 9, the group of automorphisms of (X, 93’, , p,) that 
is generated by {S, : K E N}, where 
and 
&x = (xn + h&md 2)):=,, 
(By an isomorphism of a measure space (M, a’, ,.A) onto a measure 
space (M’, g!‘, CL’) we mean a bi-measurable l-l mapping T of M 
onto M’ such that for all A E 33 p(A) = 0 if and only if p’( TA) = 0. 
If (M, 9, p) = (M’, .G@‘, p’) then we speak of automorphisms.) The 
group measure space construction [15, Ch. III] provides us with a 
factor CPI, for every 9Yu . The G& are mutually non-isomorphic hyper- 
finite factors of type III [ 16, Section 41. 
27 
28 KRIEGER 
Hyperfinite factors of type III that are not isomorphic to any of the 
ol, were constructed by H. Araki and E. J. Woods [l]. As a matter of 
fact, Araki and Woods succeeded in producing more than countably 
many such non-isomorphic factors. A hyperfinite factor of type III that 
is not isomorphic to any of the OZ& was also constructed in [12] by 
means of the theory of weak equivalence of automorphisms of 
Lebesgue measure spaces. (This particular factor had also been 
described by Araki and Woods.) 
In the present paper we construct another class of hyperfinite 
factors, again by means of the theory of weak equivalence. For every 
01 > 1 we shall obtain a family GZm,P , 4 < p < 1, of hyperfinite 
factors with the following properties: 
G., + % 5 i+dP<l, 
K., + R., > &<P<4<1, 
@a,, 0 G., - &I 0 6 N R 9 $<$<I. 
After developing some tools in Section 2 we give the construction of 
the K,, in Section 3. This construction makes use of null-recurrent 
Markov chains. As a matter of fact, to prove that GYas, + GZa,g ifp < q 
we shall use a method that is quite similar to one that was employed 
by U. Krengel in connection with the isomorphy problem for ergodic 
automorphisms that preserve an infinite u-finite measure [9, p. 1791. 
2. A CRITERION FOR THE CONTAINMENT OF A MEASURE 
We recall some definitions and facts and introduce some notation. 
We shall consider Lebesgue measure spaces (M, 9, m) and u-finite 
measures p on B, p N m. If T is an automorphism of (M, a, m) then 
we set 
Q(A) = &-A), AELi%. 
We denote by [&I the full group of a group Z of automorphisms of 
(M, 9, m). & consists of all automorphisms 5’ such that for all i E Z 
Six~{Tx: TEL%‘}, f.a.a. x E M. 
We say that two countable groups #, Z’ of automorphisms of 
(1M, a’, m), (1M’, @, m’) respectively are weakly equivalent, and we 
write GP z X’, if there is an isomorphism 
U : (M, ~2, m) + (M’, G8’, m’) 
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such that 
u 0 [s?] 0 u-1 = [PI, 
or, equivalently, if U maps f.a.a. x E: M the Z-orbit of x onto the 
%‘-orbit of Uxi). The notion of weak equivalence was originally 
introduced by H. A. Dye for automorphism groups that preserve a 
finite measure [4, 51. 
We say that a countable L@ contains p if for a countable subgroup d 
of the positive reals 
(x) : Tdtj, f.a.a. x E M, 
and if the group 
is ergodic. We call Z hyperfinite if [&‘I is the full group of a cyclic 
group. The 9, and their countable subgroups are hyperfinite 
[lo, Sections 3, 41. 9a contains pL, and 
1 3 (x) : T E $a1 = {or” : i E h}, f.a.a. x E X. 
Moreover, all hyperfinite &+ that contain a p such that 
I 
$ (x) : T E X1 = (& : i E a>, f.a.a. x E M 
are weakly equivalent to 9?a [lo, Section 3, 11, Section 41. For an 
automorphism T we set [T] = [{T” : i E Z}]; we say that T contains 
a measure if [T] contains a measure, etc.) 
Every countable ergodic $P gives rise to a factor a, by the group 
measure space construction [15, Ch. III and 121. If &’ 2 Z”, then 
Ol .w- a,, . Also 
@3t%P~ - a&! 0 as* 9 
where Z x G%@’ denotes the Cartesian product of Z’ and 2’. % x Z’ 
consists of all automorphisms of (M, ~3, m) x (M’, Aif’, m’) of the 
form S x T, S E SF, T E Z”, where 
(S x T)(x,Y) = (sx, TY), f.a.a. (x, y) EM x M’. 
We denote by T, the automorphism that a conservative auto- 
morphism T induces on an A E a of positive measure. 
1 This suggests that the weak equivalence is related to or even identical with an 
equivalence relation that G. W. Mackey proposes to study in a theory that he announced 
in [13] and [14]. (See in particular the considerations at the beginning of Section 10 
of [14].) 
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If T is an automorphism of (M, 9, p), and if A, B E .9#, then we 
write A 2 B if there is an isomorphism S : A -+ B such that f.a.a. 
xEASxE(Tix:iEZ}. 
LEMMA 2.1. Let T be an ergodic automorphism of (ill, 9, p) that 
does not admit a a-jinite invariant measure. Then for all A E $I of 
positive measure 
A z M. 
Proof. We claim that there is for all A, B E g of positive measure 
an F C B such that A 2 F. Indeed, there is a CC B such that 
p(B - C) > 0 and C z B. Otherwise the ergodicity of T and a 
theorem of Halmos [6, p. 7471 would imply that T admits a u-finite 
invariant measure. It follows that B contains a sequence D, , i E N, 
of disjoint sets such that 
D, z Di , iEN. 
Since T is ergodic there exists a partition 
A=GAj 
j=l 
and Ej C D such that 
AjzEjy jEN. 
This justifies our claim and proves the lemma. Q.E.D. 
The next proposition supplements the results of Section 4 of [IO]. 
It also shows that the factors G& where B is hyperfinite ergodic are 
hyperfinite. 
PROPOSITION 2.2. Let T be an ergodic automorphism of (M, 3, p). 
Then there exists a sequence Ni E N, Ni > 1, and a sequence of partitions 
M= u A@, ,..., 4 iGN 
l=Gj-sNi,l<Ki 
such that 
A@, ,..., hi) = u A@, ,..., k, , k), i E N 
l<kdNi+l 
and a sequence of commuting automorphisms Si E [T] of period Ni such 
that 
&A@, ,..., K,-1 , k) = A@, ,..,, k,-, , k + l), 
l,(kj<Nj, 1 <j<i, 1 <k<Ni, iEN), 
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and such that g in generated by 
fi {A(k, ,..., k,) : 1 < ki < Ni , 1 < j < i} 
i=l 
and [T] in the full group of the group that is generated by {S, : i E N}. 
Proof. We need only consider the case that T does not possess a 
a-finite invariant measure. Observe that for every ergodic auto- 
morphism U of (M, g, CL) that does not admit a a-finite invariant 
measure we can find by Lemma (2.1) and theorem (4.1) of [lo] for all 
E>OanNEklandanSE[U]ofperiodNsuchthat 
/J n(l {x E M : Ux = Snx) >l-• 
Also observe that by Lemma (2.1) for every partition 
M= GB, 
1=1 
there is an 5’ E [U] of period L such that 
UB, = B,,, , 1 <l<L. 
Using this for an inductive argument produces a proof. Q.E.D. 
We note that by slightly modifying this proof one can show that 
the sequence N$ , N, > 1, can be arbitrarily prescribed. 
LEMMA 2.3. Let LY > 1, and let @ be a countable ergodic group of 
automorphisms of (M, g, II) such that for all S E X 
~(x)+!P: ?zEZ}, f.a.a. XEM. 
Then C9a x % contains pu x t.~. 
Proof. Since 
YE Pal : v/-b = PaI 
is an ergodic group it suffices to show that for all A, B E a of positive 
measure there is a T E [+?a x X] that preserves pa x p such that 
T(X x A) n (X x B) 
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has positive meeasure. Z@ being ergodic, we can find an SE sand 
sets A, C A, B, C B of positive measure such that 
SA, = B, 
and such that for some i E Z 
dScL 
-zCx) = Oli, f.a.a. XEB,,. (1) 
We can also find a set C C X of positive measure and a U E Sa such 
that 
dha K(X) = a-i, f.a.a. x E UC. (2) 
We see from (1) and (2) that there is a T E [‘?IU x %] such that 
w? Y) = (Ux, SY), (x,r>~C x A, 
that preserve CL,., x p. Q.E.D. 
LEMMA 2.4. Let T be an automorphism of (M, 39, CL), p(M) = 1, 
such that 
t F(x) : i E z/ c (a4 : j E Z}, f.a.a. XEM. 
Then there exists an isomorphism 
u: (M,%P~+(x%x,P,) 
such that 
UP = Pee I u 0 [T] 0 u-1 c [9?J. 
Proof. Let 
and 
[T, p] = (S E [T] : sp = p}. 
We can assume here that [T, ~1 is the full group of an aperiodic 
automorphism. Since [SW , ~~1 is ergodic we have by a theorem of 
Dye [4, Theorem 5, p. 1541 that there is an isomorphism 
VP = P x Pa > v o P, CL1 o I/‘-l = KY PI x Pm > &11~ 
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we conclude that 
v 0 [T] 0 v-1 = [T x pa )/LO]]. (3) 
Now 
[[T x Pm 3 Pm11 c [T x ~A. (4) 
By Lemma (2.3) T x 9m contains p x pal and we can infer from 
Theorem 4.1 of [l l] that there is an isomorphism 
W(P x Pa) = Pa > wo ([T x 9J) 0 w-1 = [3J. (5) 
Setting 
u=wov 
proves the lemma as is seen from (3), (4), and (5). Q.E.D. 
LEMMA 2.5. Let 01 > 1 and let SF be a countable ergodic group of 
automorphisms of (M, 98, p) such that 
I T (x) : T E X1 C {ai : i E E}, f.a.a. x E M, 
and such that for all A E a’, p(A) > 0, there is a B C A, p(B) > 0, 
and an S E [Z] such that 
SBCA, T(x) = CL, f.a.a. x E SB. 
Then 2 contains CL. 
Proof. One proves by induction that for all n E N the following 
holds: For all A E 9, p(A) > 0, there is a B C A and an S E [Z] 
such that 
SBCA, T(x) = CP, f.a.a. x E SB. 
Using this fact and the ergodicity of T one finds that for all A E 9, 
p(A), p(M - A) > 0, there is a B C A and an S E [&‘I such that 
SBCM-A, dsp -&y(x) = 1, f.a.a. x E SB. Q.E.D. 
We recall now the construction of a, where GP is a countable 
freely acting ergodic group of automorphisms of (M, 99, II). Let for 
5W7/1-3 
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i Hz 444 M 
e= 
s eE 444, M 
where E is the identity automorphism. For all a E Lcm(M, a’, p) we 
define linear operators a” and a” on H by setting 
l$= 
I a, 444, U&T = a(Tx) eT , T E 2, f.a.a. x E M M 
and 
iiv = 
I 44 vx 444, 
v= 
s v, 444 E H M M 
and for every S E [%I we define unitary operators S and S on 2 by 
setting 
3 = j, s, d&x), S&T = eTz, T  E x9 f.a.a. x E M 
and 
SW = j, % (4 vs-lz 44x), v= I 
vz dp(x) E H. 
M 
It is 
CT* = ((6 : a gL,“(M, a, p)} u (9 : SE [Z-j})“, 
and there is a unitary involution Jz of H such that 
@z’ = J&xJ.ar 3 
in particular, 
z = JdJ.w > a E Lc”(M, g’, P), 
3 = J.w3J.e 9 SE[Z]. 
We denote for a E ng==, (0, 1) 
Z(u) = (x E x : u = (xJJ;cl}. 
Let T E ‘?3= be ergodic. Let further 9- tn) be the group that is generated 
by the Sk, 1 < k < n; 
S,x = (x, + G,,(mod 2)):~, . 
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Then we denote by GZ r) the subalgebra of CPIT that is generated by 
We have 
and 
In the first part of the proof of the next theorem we follow closely 
an approach of Araki and Woods [l, pp. 78-79,841. For the connection 
between the group measure space construction and infinite tensor 
products see [3, Section 51. 
THEOREM 2.6. Let T be an ergodic automorphism of (M, g’, FL) such 
that 
1 
3(x): 1 iEiZ C{N~ :jEZ}, f.a.a. x EM, 
and 
t&@&N&.. (6) 
Then T contains CL. 
Proof. 1) First let T E ?Ja be an ergodic automorphism such that 
(6) holds. Let 
A = a(1 + cd)-’ 
and let 
0 -=c E -==c max (iA, k (di - l)z) (7) 
It follows from (6) that there is an n E N such that for some Q E Ozpr, 
R E J&c,“‘JT 
and 
//(iW2Q - (1 - h)-lj2 R)e ]I2 < E, (8) 
I/((1 - h)-lj2 Q* - h-l12R*)e II2 < E, (9) 
II Q*e II2 > h - E, (10) 
(Cf. [l, p. 841). Let now 
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be a partition such that the sets 
are invariant under [gin)] n [T] and such that for all a, b E A,, 
1 < I < L, there is an S,,b E [gin)] n [T] such that 
Let 
S,,,Z(a) = Z(b). 
Q = i 1 qa.v%,tha) 9 
Let 
a E fi VA 1) 
k=l 
and compute 
(/(A-1/2Q - (1 - h)-lj2 R)e II2 
Hence by (8) 
$, a gA 1(+)1’2 gab - i&j”’ ‘ba 1’ < et 
9 1 
and we have by (9) and (10) 
(12) 
&b 1 qab I2 > x - E. (13) 
ON A CLASS OF HYPERFINITE FACTORS 37 
It follows from (11) and (12) (Cf. [l, pp. 78-791) that 
This together with (13) and (7) shows that there is an 1, 1 < 1 < L, 
and a, b E A, such that 
p,p,l = 01. 
2) Let now T be as stated in Theorem 2.6. If T did not contain TV 
we could infer from Lemma 2.5 that there is an A E 9, p(A) > 0, 
such that for all S E [T] that satisfy 
we have for all i E E 
SA = A, 
Y(x) f a, f.a.a. x E A. 
By Lemma 2.1 
The first part of the proof shows that we can derive a contradiction 
from (6) and Lemma 2.4. Q.E.D. 
3. A CLASS OF AUTOMORPHISMS THAT DO NOT CONTAIN A MEASURE 
LEMMA 3.1. Let T be an automorphism of (M, 39, p) that contains 
a measure, and let for some 01 > 1 
I F(x) : 1 iGh C{olj:jEZ}, f.a.a. x E iv. 
Then there exists an ergodic S E [T] and a partition 
M = (J M(w) 
OJER 
such that Slcitw) preserves p for all w E Sz. 
Proof. Since T contains a measure there is an ergodic S E [T] that 
admits a u-finite invariant measure. Let 0 < E < 01 - 1. It follows 
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from a theorem of L. K. Arnold [2, Theorem 1, p. 881 that there is a 
partition 
M = u M(w) 
WER 
such that for all i E Z and all w  E Q 
(1 + l )-’ < %(x) < 1 + E, 
Hence by (1) 
f.a.a. x e M(w). 
dS,imcL T(x) = 1, f.a.a. x EM(W), FEZ, ~~52. Q.E.D. 
Let now S E [B,] be such that [S] = [B,], and let T be an ergodic 
automorphism of (M, SY’, p) that preserves p. We construct an 
automorphism U,,r of 
by setting 
(fi, 4, p) = (X %Y , PCJ x (M, g’, PL) 
U,,,(x, y) = (Sx, Tk(“)y), k(x) = log,d2 (x), f.a.a. (x, y) E &I. 
We have then for all i E Z 
U&(x, y) = (Six, T”‘yJ), 
hi(X) = log, !EJs (x), f.a.a. (x, y) E nir, (2) 
CL 
and 
f.a.a. (x, y) E h2. (3) 
THEOREM 3.2. Us,, is an ergodic automorphism that does not contain 
any measure. 
Proof. Let us first prove that US,, is ergodic. We set 
Rx = Ws)x, n(x) = min 7z E N 
i 
: y(x) = 11, f.a.a. xEX. 
Let A E & have positive measure, and let 
C={yEM:p~((xEX:(X,y)EA))>0). 
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We define an automorphism V E [U,,,] by setting 
w(x, Y) = (fi, Y>, f.a.a. (x, y) E A?. 
From the ergodicity of T it follows that 
x x c = (j VA. 
i=-m 
It remains to be shown that for all C, C’ E B of positive measure there 
is an i E Z such that 
u;,,<x x C) n (X x C’) 
has positive measure. Since T is ergodic we can find an i E Z such that 
TX’ n C’ has positive measure. There is also an A E 9Ym of positive 
measure and a j E Z such that 
c$.? (x) = ,g, f.a.a. XEA. 
a: 
Then we have 
G.,(x, Y) = (S5xx, Tiy), 
and it follows that 
f.a.a. (x, r) E A x M 
U&(X x C) n (X n C’) 3 SjA n (2% n C’). 
Now we show that U,,, cannot contain any measure. First we see 
from (3) that 
1 
qP(x,y) : id} = (“5 :jfEZ}, f.a.a. (x, y) E a. 
If U,,, contained a measure we could conclude from Lemma 3.1 that 
for an ergodic W E [Us,r] and a set A E & of positive measure IV, 
is ergodic and preserves a. We infer from (2) and (3) that 
A = fi ((x, y) E A : W,(x, y) = (I&, y)}. 
ic-4 
This means that 
Since V, is not ergodic on A, W, cannot be ergodic on A either, and 
we have a contradiction. Q.E.D. 
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It follows from Theorem 4.1 of [l l] that the weak equivalence class 
of us,, does not depend on the particular choice of S and we can 
therefore denote its full group by c%~,~ . 
LEMMA 3.3. If SE,* x s+‘~,~ contains a measure then there is a 
partition 
M x M = (J A(w) 
WER 
such that T x T-l induces an ergodic automorphism on all A(o), and if 
T x T-l is ergodic, then XN,= x Xa,= contains @ x p. 
Proof. Let VE [Z=,r X &,,.I. Set for i, j E Z 
Bi,* = ((x, y, x’, y’) E (X x M)2 : V(x, y, x’, y’) = (S&x, y’+), Saix, yk”(“))). 
It is 
I (x, Y, x’, Y’) E 4.j : dv@ x $1 (x,y, x', y') = 01 &$ x ,$ 
= {(x, y, x’, y’) E A,,j : K,(x) = +(x1)}. 
This and an application of Lemma 3.1 yield the lemma. Q.E.D. 
We recall now the following facts (see [S, p. 4271, and [9, p. 1791 
and [7]). There is for p E (0, 1) an indecomposable null-recurrent 
Markov chain such that for some state s the n-step transition proba- 
bilities p$ satisfy 
lim fkPp~~ = r(p)-‘. 
nim 
Such a Markov chain produces an ergodic automorphism Tp that 
preserves an infinite u-finite measure. Its reverse chain produces T;l. 
Tp x T;I is ergodic if p + q >, 1 and dissipative if p + q < 1. 
We denote the group &a,T, by Xa,p . 
THEOREM 3.4. For all 01 > 0 
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Proof. By Theorem 3.2 the s‘P~,~ , 0 < p < 1, do not contain a 
measure. We can therefore conclude from Theorem 2.6 that (4) holds. 
We use Theorem 2.6 and Lemma 3.3 to prove that 
if and only if p + q > 1. 
Finally (5) follows from Lemma 3.3 and the fact that 
is ergodic if l/2 < p < 1. Q.E.D. 
We note that the invariant p that was introduced by Araki and 
Woods [I] does not distinguish between @a and the @a,P . Let us also 
note that by choosing the T differently we can produce more factors. 
As an example we have 
THEOREM 3.5. Let T be a Beruoulli shift. Then for all 01 > I 
and 
Proof. If T is a Beruoulli shift, then T x T-l is ergodic. and 
T’ x T;l is ergodic for all p, 0 < p < 1. Theorem 2.6 and 3.4 and 
Lemma 3.3 yield the theorem. Q.E.D. 
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