ABSTRACT. This is an introduction to Wiener measure and the Feynman-Kac formula on general Riemannian manifolds for Riemannian geometers with little or no background in stochastics. We explain the construction of Wiener measure based on the heat kernel in full detail and we prove the Feynman-Kac formula for Schrödinger operators with L ∞ -potentials. We also consider normal Riemannian coverings and show that projecting and lifting of paths are inverse operations which respect the Wiener measure.
INTRODUCTION
This paper is meant as a service to the community. It is an introduction to Wiener measure, hence path integration, and to the Feynman-Kac formula on Riemannian manifolds. The reader should be familiar with Riemannian geometry but no background in stochastics is required. Most results are not new; either they are contained somewhere in the literature or they are considered as folklore knowledge.
There are excellent introductions and textbooks which treat stochastic analysis on manifolds, e.g. [Ga64, McK69, Bis81, IW81, El82, Em89, HT94, Str00, Hsu02]. They tend to be written from the probabilist's point of view who wants to extend stochastic analysis on Euclidean space to manifolds. Therefore embeddings of the manifold into a highdimensional Euclidean space are important or the frame bundle is used to transfer Brownian motion in R n to manifolds via the so-called Eells-Elworthy-Malliavin construction.
We choose a different route. Embeddings and the frame bundle make no appearance; Euclidean space occurs only as a special case. The necessary measure theoretic and stochastic background is kept to a minimum and almost fully developed. The concept of stochastic differential equations will not be used. The starting point is the heat kernel p : S × S × R → R canonically associated to an arbitrary Riemannian manifold S or, more generally, a suitable "transition function" on a metric measure. For Euclidean space this is the classical Gaussian normal distribution.
We show that if a certain abstract criterion on such a transition function on a metric measure space S is satisfied, then this transition function induces a measure with good properties on the set C x 0 ([0, T ]; S) of continuous paths emanating from a fixed point x 0 ∈ S and being parametrized on [0, T ]. There is also a version for the set C We check that the criterion is met for the heat kernel of a closed (i.e., compact and boundaryless) Riemannian manifold S. The case that S is compact but does have boundary can be reduced to the case of closed manifolds by a doubling trick. Finally, if S is an arbitrary Riemannian manifold, which need not be geodesically complete, a limiting procedure involving an exhaustion of S by compact subsets with smooth boundary yields the desired measures also in this case. The measure that one obtains on C x 0 ([0 If the end point is not fixed, we can let T → ∞ and another limiting procedure yields Wiener measure and Brownian motion on C x 0 ([0, ∞); S). This is important if one wants to study long time asymptotic properties of random paths. It requires an assumption however; the manifold needs to be stochastically complete. The stochastically incomplete case can also be dealt with by passing to the 1-point compactification of S, but we will be very brief on this.
One nice feature of the approach based on transition functions is its extensibility to more singular spaces such as Riemannian orbifolds.
The paper is organized as follows. In the next section we use a classical tool due to Kolmogorov to construct stochastic processes given good transition functions. We then develop the Kolmogorov-Chentsov criterion which ensures that these processes have continuous paths. The paths are actually Hölder continuous of a suitable order.
The criterion cannot be applied directly to the heat kernel on an arbitrary Riemannian manifold because the necessary uniform estimates will not hold in general. This is why we first consider closed manifolds, then compact manifolds with boundary, and finally pass to a limit to treat general manifolds. This is done in Section 3.
In the subsequent section we consider normal Riemannian coverings. A typical example is the standard covering of Euclidean space over a flat torus or a flat cylinder. We show that projecting and lifting of paths are inverse operations which respect the Wiener measure.
In the sixth section we compare the expectation value for the distance of a random path from the initial point after time t for Euclidean and for hyperbolic space. It turns out that for small time t ց 0 the expectation values have the same asymptotic behavior but for t → ∞ it grows much faster for hyperbolic space. This is plausible because the volume of metric balls grows exponentially fast as a function of the radius in hyperbolic space while it only grows polynomially in Euclidean space. Therefore a random path in hyperbolic space is less likely to return to the relatively small neighborhood of the initial point than in Euclidean space.
In the last section we provide a proof of the Feynman-Kac formula for Schrödinger operators with L ∞ -potentials. This is not the most general class of potentials one can treat, but we wanted to keep the technical effort at a reasonable size. There are three appendices which contain some technical material which would have interrupted the exposition of the main ideas. The next definition follows [Gro99, p. 113] where metric measure spaces are called mm spaces.
Definition 2.3.
A triple (S, ρ, µ) is called a metric measure space if (S, ρ) is a complete separable metric space and µ is a σ -finite measure on the Borel σ -algebra 3 of S.
Example 2.4. Let S be a connected (possibly non-compact) differentiable manifold equipped with a σ -finite measure µ on the Borel σ -algebra. Then there is a complete Riemannian metric on S, and the induced Riemannian distance ρ makes (S, ρ, µ) a metric measure space.
The main result of this section are the following two existence theorems:
Theorem 2.5. Let (S, ρ, µ) be a metric measure space, let T > 0, and let p be a substochastic transition function on S. We fix x 0 ∈ S. Suppose there are constants a, b,C, ε > 0 such that for any y ∈ S and for any τ ∈ (0, ε) one has
Then there exists a measure space (Ω, A , P) with P(Ω) ≤ 1 and a substochastic process (Y t ) t∈[0,T ] on Ω with values in S, which has the following three properties: (i) Y
(ii) for any n ∈ N, any 0 < t 1 < . . . < t n = T and any Borel set B ⊂ S n = S × · · · × S (n times) one has P ((Y t 1 , . . . ,Y t n ) ∈ B) = P ω ∈ Ω (Y t 1 (ω), . . . ,Y t n (ω)) ∈ B = S n ½ B (x 1 , . . . , x n )p t n −t n−1 (x n , x n−1 ) · · · p t 2 −t 1 (x 2 , x 1 )p t 1 (x 1 , x 0 )dµ(x 1 ) · · · dµ(x n );
(iii) (Y t ) t∈ [0,T ] has Hölder continuous paths of order θ for any θ ∈ (0, b/a).
Here ½ B denotes the characteristic function of B ⊂ S n . Property (i) means that Y 0 (ω) = x 0 for all ω ∈ Ω and similary (iii) means that the map
, is Hölder continuous of order θ for all ω ∈ Ω. From (ii) we immediately get that
, in general, P will not be a probability measure. In Theorem 2.5 we have prescribed the initial point x 0 of the paths of the substochastic process (Y t ) t∈ [0,T ] . In the second existence theorem we prescribe both the initial and the end point. This requires stronger assumptions; the integral condition (1) is replaced by the corresponding pointwise condition. Theorem 2.6. Let (S, ρ, µ) be a metric measure space, let T > 0, and let p be a substochastic transition function on S. We fix x 0 , y 0 ∈ S. Suppose there are constants a, b,C, ε > 0 such that for any z, y ∈ S and for any τ ∈ (0, ε) one has
Then there exists a measure space (Ω, A , P) with P(Ω) ≤ 1 and a substochastic process
on Ω with values in S, which has the following three properties:
(ii) for any n ∈ N, any 0 < t 1 < . . . < t n < T and any Borel set B ⊂ S n one has
has Hölder continuous paths of order θ for any θ ∈ (0, b/a).
For the construction of Ω, P and (Y t ) t∈[0,T ] we will use classical results of measure theory (with slight modifications). For the convenience of the reader we will present a review of these results.
For any set F let S F denote the set of all maps F → S. Given two subsets G ⊂ F ⊂ [0, T ], one has the natural projection π
given by restricting maps 
Definition 2.8. Denote the set of all finite subsets of
In other words, P F (π F G ) −1 (B) = P G (B) for any B ∈ B G . Remark 2.9. All measures in a consistent family (P F ) F∈P 0 (T ) have the same total mass
. Lemma 2.10. Let (S, ρ, µ) be a metric measure space, let p be a substochastic transition function on S, and let T > 0. We fix x 0 , y 0 ∈ S. Then for any finite subset 
Furthermore, both families (Q F ) F∈P 0 (T ) and ( Q F ) F∈P 0 (T ) are consistent.
If t 1 = 0 in (3) or in (4), then one uses the convention that p 0 (x 1 , x 0 )dµ(x 1 ) = dδ x 0 (x 1 ) means integration with respect to the Dirac measure supported at x 0 . Similarly, if t n = T , one understands p 0 (z, x n )dµ(x n ) = dδ z (x n ).
Proof of Lemma 2.10. In order to check consistency of (Q F ) F∈P 0 (T ) or of ( Q F ) F∈P 0 (T ) it suffices to consider finite subsets G ⊂ F of [0, T ] of the form F = {t 1 < . . . < t l−1 < s < t l . . . < t n } and G = {t 1 < . . . < t l−1 < t l . . . < t n }.
We abbreviate the corresponding projection π F G by π. For any B ∈ B G we note that
We compute:
where we used Property (c) of the substochastic transition function. The family
The next theorem is a classical tool for the construction of (sub)stochastic processes when their finite-dimensional distributions are given in terms of consistent families.
Theorem 2.11 (Kolmogorov). Let S be a complete separable metric space with Borel σ -algebra B. Let T > 0, and let (P F ) F∈P 0 (T ) be a consistent family of finite measures on (S F , B F ). Then there exists a unique finite measure P on (
Proof. By Remark 2.9, all measures P F have the same total mass m, say. If m = 0, then the trivial measure P = 0 satisfies (5). We notice that the σ -algebra B [0,T ] is generated by
which is stable under ∩. Since in the case m = 0 any measure satisfying (5) is zero on G , P = 0 is the only such measure. For the case m = 1, the proof of this theorem can be found e.g. in [Bau95, Thm. 35 .3] or in [Dud03, Thm. 12.1.2]. Then the measure P has again total mass 1. The fact that S is a complete separable metric space enters when showing the σ -additivity of P.
In the general case m > 0, we can consider the family ( 1 m P F ) F and thus reduce to the case m = 1. Corollary 2.12. Let (S, ρ, µ) be a metric measure space, let T > 0, and let p be a substochastic transition function on S. We fix x 0 , y 0 ∈ S.
Then there exists a measure space (Ω, A , P) with P(Ω) ≤ 1 and a substochastic process (X t ) t∈ [0,T ] on Ω with values in S having Property (ii) in Theorem 2.5 and such that X 0 (ω) = x 0 holds for almost all ω ∈ Ω.
Moreover, there exists a measure P on (Ω, A ) with P(Ω) ≤ 1 and a substochastic process ( X t ) t∈ [0,T ] on Ω with values in S having Property (ii) in Theorem 2.6 and such that X 0 (ω) = x 0 and X T (ω) = y 0 hold for almost all ω ∈ Ω.
. We apply Theorem 2.11 to the consistent family (Q F ) F∈P 0 (T ) from Lemma 2.10 and we get a measure P on (Ω, A ). Setting X t := π t : S [0,T ] → S we obtain an S-valued substochastic process (X t ) t∈ [0,T ] . When we insert (3) into condition (5), we recover exactly Property (ii) from Theorem 2.5. From
we see that X 0 (ω) = x 0 holds for almost all ω ∈ Ω.
Similarly, applying Theorem 2.11 to the consistent family ( Q F ) F∈P 0 (T ) from Lemma 2.10 and we get a measure P on (Ω, A ). Again putting X t := π t : S [0,T ] → S we obtain an S-valued substochastic process ( X t ) t∈ [0,T ] having Property (ii) in Theorem 2.6. As above one checks that X 0 (ω) = x 0 and X T (ω) = y 0 hold for almost all ω ∈ Ω.
Remark 2.13. In the situation of Corollary 2.12 we consider F = {0 ≤ t 1 < · · · < t n ≤ T } and a function h : S F = S n → [−∞, ∞] which is integrable with respect to the measure Q F or nonnegative measurable. We set f : 
Similarly, using the measure P instead of P, we get
Next, we want to modify this substochastic process such that its paths are continuous.
Remark 2.15. Any version (Y t ) t of the substochastic process (X t ) t constructed in Corollary 2.12 again has Property (ii) from Theorem 2.5.
Example 2.16. We consider S = R equipped with the euclidean metric and the Lebesgue measure µ. Then, for any T > 0 the function p :
is a substochastic transition function with R p t (y, x)dµ(y) = 1 for any x, y ∈ R and t > 0. The substochastic process (X t ) t constructed out of p as in Corollary 2.12 is called Cauchy process. It is an example for a Lévy process which coincides with its associated jump process (see e.g. [Pro90, Chap. I.4] for the terminology). Hence (X t ) t is a pure jump process and does not possess any version with continuous paths.
Example 2.16 shows that generally versions with continuous paths need not exist. A classical criterion for that is given by the following theorem. To that end we define the substochastic expectation of a measurable maps Z : 
whenever |t − s| < ε.
Then there is a version
The proof is a modification of that of [Kal02, Thm. 3 .23] and we give it in Appendix B. Now we are in the position to prove Theorems 2.5 and 2.6. We show Theorem 2.5, the proof of Theorem 2.6 being analogous.
Proof of Theorem 2.5. We take the substochastic process constructed in Corollary 2.12 and verify that (1) implies (6):
whenever |t − s| < ε. Hence Theorem 2.17 can be applied and yields a version
having Hölder continuous paths of any order θ ∈ (0, b a ), thus proving (iii). From Corollary 2.12 we know that X 0 (ω) = x 0 and hence Y 0 (ω) = x 0 for almost all ω ∈ Ω. By removing a null set from Ω we can therefore achieve Y 0 ≡ x 0 , proving (i). 
For both of these σ -algebras
and open subsets U 1 , . . . ,U n ⊂ S forms a generator. Hence both σ -algebras coincide, C :
In other words,
for any C ∈ C . We conclude:
Corollary 2.19. Let (S, ρ, µ) be a metric measure space, let T > 0 and let p be a substochastic transition function. We fix x 0 ∈ S. Suppose there are constants a, b,C, ε > 0 such that for any y ∈ S and for any τ ∈ (0, ε) one has
Then there exists a unique measure
for any n ∈ N, any 0 < t 1 < . . . < t n = T and any open subsets U 1 , . . . ,U n ⊂ S.
Moreover, for any θ ∈ (0, b/a) the set of Hölder continuous paths of order θ has full measure in
Proof. The existence of W x 0 is clear by the above discussion. Since E is stable under ∩ and the values of W x 0 for elements in E are given by (8), there is at most one measure W x 0 as in the theorem.
Again, the Borel σ -algebra and the trace σ -algebra on C 
Then there exists a unique measure W y 0 
Similarly, there is at most one conditional Wiener measure for each x 0 and y 0 . It has total mass W y 0 
Remark 2.23. Suppose the Wiener measure exists for the substochastic transition function
, is continuous and therefore measurable w.r.t. C . This shows that
is a measurable subset, and hence the restriction of any measurable function f on
The next argument is routine in measure theory; it is known as the good sets principle. We put
and notice that D is a Dynkin system. 4 A generator of the σ -algebra C is given by
From the formulas in Remark 2.23 we get that E ⊂ D. This implies C = D since E is stable under ∩ und generates C as a σ -algebra.
5
By linearity of integrals it follows that (11) is true for step functions, i.e. functions of the form ∑ k i=1 α i ½ A i with α i ∈ R and A i ∈ C . If f is nonnegative measurable we approximate f by nonnegative step functions pointwise and monotonically from below, and monotone convergence shows that (11) also holds for nonnegative measurable functions.
Finally, let f be integrable with respect to W x 0 . We apply (11) to | f | and get from integrability that, for µ-almost all y 0 ∈ S,
We approximate f by step functions f n such that | f n | ≤ | f | for any n and f n → f pointwise, (11) holds for every f n and dominated convergence concludes the proof.
The next lemma is a slight generalization of the Lemma on p. 279 in [RS75] whose proof is sketched as exercise 65 in [RS75, p. 347]. It states that any given null set is avoided by almost all paths for almost all the time. 5 Here we have used a standard fact from measure theory [Bau90, Satz 2.4]: Let a set system E be stable under ∩, then the Dynkin system generated by E coincides with the σ -algebra generated by E . From that we conclude in the above situation that C ⊂ D, and therefore C = D.
we consider the product σ -algebra of C and the Borel σ -algebra of [0, T ]. For any n ≥ 1 we define the map F n :
In order to see that F n is measurable we argue as follows: For any τ ∈ [0, T ] denote the evaluation map π τ as in the proof of Lemma 2.24. The product sets of the form
Hence for any C ∈ B the preimage
Therefore F n is a measurable map. Now we consider the map F :
. We note that F is the pointwise limit of the sequence of measurable maps (F n ) n≥1 , and hence F itself is a measurable map. This implies that
is a measurable subset. Since B is a null set, property (8) of the Wiener measure gives for every t ∈ [0, T ]
We denote the product measure by W x 0 ⊗ λ and apply Fubini's Theorem twice:
WIENER MEASURES ON RIEMANNIAN MANIFOLDS
From now on the metric measure space will be a connected Riemannian manifold S, possibly with nonempty boundary. Let ρ be the Riemannian distance function on S and dµ the Riemannian volume measure induced by g. The Laplace-Beltrami operator ∆ acts on smooth functions with compact support in the interior of S. In local coordinates, ∆ is given by
In case of a closed Riemannian manifold, ∆ is essentially selfadjoint in the Hilbert space L 2 (S, dµ) of square-integrable functions. In general, there always exists a selfadjoint extension, known as the Friedrichs extension, because ∆ is a nonpositive operator. If S is a compact Riemannian manifold with boundary, the Friedrichs extension coincides with the Laplace-Beltrami operator with Dirichlet boundary conditions imposed. In the following we will always use the Friedrichs extension and denote it again by ∆.
For t > 0 the bounded selfadjoint operator e t∆ on L 2 (S, dµ) can be defined using functional calculus. By elliptic theory, e t∆ is smoothing and its Schwartz kernel p t (x, y) depends smoothly on all variables x, y ∈ S and t > 0. The kernel p t (x, y) is called the heat kernel because e t∆ is the solution operator for the heat equation. 6 It has the following properties:
6 In stochastics it is customary to consider the kernel of e t∆/2 instead of e t∆ . For all that follows this modification is irrelevant.
for all x, y ∈ S and t > 0. In particular, the heat kernel is a substochastic transition function. Moreover, the heat kernel approximates the delta function as t ց 0 in the sense that for any compactly supported continuous function u : S → R and any y in the interior of S we have
Definition 3.1. If the heat kernel p of Riemannian manifold S satisfies the conservation property
for some x ∈ S and some t > 0, then one calls S stochastically complete.
Remark 3.2. If S is a stochastically complete Riemannian manifold, the conservation property holds for all x ∈ S and all t > 0. In [Gri99] several criteria for stochastic completeness are discussed. For example, geodesically complete manifolds with a lower Ricci curvature bound are stochastically complete. This applies in particular to closed Riemannian manifolds.
3.1. Closed Riemannian manifolds. We start with the simplest case where the manifold is compact and has no boundary. Proof. There exists a δ > 0 such that ρ(x, y) 2 is a smooth function on the set of (x, y) with ρ(x, y) < 2δ . We chose a smooth functionρ :
for all y ∈ S and all positive τ. We fix y ∈ S and put
Since the heat kernel approximates the delta function as t ց 0 andρ(y, y) = ρ(y, y) 2 = 0, we have f (t) → 0 as t ց 0. We computeḟ
Here ∆ z denotes the Laplace-Beltrami operator applied to the z-variable.
also vanishes at z = y and we get agaiṅ
Inductively we get for the k th derivative of f :
and thus
Now (13) and (14) combine to give
thus proving inequality (12) with a constant C independent of y and τ. Proof. The proof of Propostion 3.3 is based on repeated integration by parts and does not yield the required pointwise estimate. Therefore we follow a different approach based on the asymptotic heat kernel expansion of Minakshisundaram and Pleijel [MP49] . It says that there are smooth functions a j :
The constant in the O(t N+1−n/2 )-term is uniform in x, y ∈ S. Given b let a = 2b + n + 2. Putting N := b + n 2 we get for all x, y ∈ S and t ∈ (0, T ]:
For the second to last inequality we used that the function Remark 3.8. By integration over the end point, Proposition 3.6 implies Proposition 3.3 in a slightly weaker form concerning the conditions on the constants a and b. For our applications concerning the construction of Wiener measure this would be sufficient. Nevertheless, we have included the direct proof of Proposition 3.3 because it is more elementary and does not require any knowledge about heat kernel asymptotics.
3.2. Compact Riemannian manifolds with boundary. Next we consider the case that the Riemannian manifold S is compact and connected and has a nonempty smooth boundary. The first lemma says that if S is contained in a larger Riemannian manifold of equal dimension, then it does not matter whether we use the instrinsic distance function of S or the restriction of the distance function on the larger manifold. Then there is a constant C > 0 such that
for all x, y ∈ Ω.
For the proof see Appendix C. Proof. We isometrically embed S into a closed Riemannian manifold M of equal dimension. For instance, for M we can take the topological double of S, i.e., the closed manifold obtained by gluing two copies of S along the boundary, and then choose a smooth metric on M such that S ⊂ M inherits its original metric from M.
Let q be the heat kernel of M, let ρ M be the Riemannian distance function on M and ρ S the one on S. By Proposition 3.6, we have (9) for ρ M and q, i.e.,
The maximum principle implies that p ≤ q, see [Cha84, Thm. 1 on p. 181]. Lemma 3.9 says ρ S ≤ C · ρ M . Hence (9) also holds for ρ S and p with the same exponents a and b.
The argument for estimate (7) is the same.
As in the closed case, we find 3.3. Open Riemannian manifolds. Now we pass to arbitrary connected Riemannian manifolds. Note that geodesic completeness is not assumed.
The heat kernel on an arbitrary Riemannian manifold can be characterized as follows [Dod83] : Let S be a connected Riemannian manifold of dimension m. Let S i be an exhaustion by compact connected m-dimensional submanifolds with smooth boundary. 
Then λ is measure on (Ω, A ).
Proof. Obviously we have λ ( / 0) = 0, and we need to show the σ -additivity of λ . Let (A k ) k≥1 be a family of pairwise disjoint measurable subsets of Ω. For any ℓ ≥ 1 we have
As ℓ → ∞ we get
Conversely, the monotonicity of the sequence of measures give for any i ≥ 1
, which together with (16) shows the σ -additivity.
The next lemma states that the monotonicity of measures can be verified on a generator of the σ -algebra (see also [Els96, Satz 5.8 
]).
Lemma 3.14. Let (Ω, A ) be a measurable space. Let G be a semiring 7 on Ω which generates the σ -algebra A . Let λ and µ be two finite measures on Remark 3.16. A direct construction of the (conditional) Wiener measure on arbitrary connected Riemannian manifolds using Corollary 2.19 or Corollary 2.20 seems impossible because the relevant estimates (7) and (9) need not hold unless one assumes suitable restrictions on the geometry. 
for any n ∈ N, any 0 < t 1 < . . . < t n and any open subsets U 1 , . . . ,U n ⊂ S.
Again, the Wiener measure is unique if it exists. 
w)(t) = w(t) if t ∈ [0, T ]; w(T ) if t ∈ [T, ∞).
This map is continuous with respect to the compact-open topology and hence measurable. Then λ T := (ext T ) * (W x 0 ) is a measure on C x 0 ([0, ∞); S). For 0 ≤ t 1 < · · · < t n we denote the canonical projection by π {t 1 ,...,t n } : S [0,∞) → S {t 1 ,...,t n } , and as in Section 2 let B {t 1 ,...,t n } be the product σ -algebra on S {t 1 ,...,t n } . We consider the ring 8 of cylinder sets
. . < t n and B ∈ B {t 1 ,...,t n } .
We notice that σ -algebra C is generated by R. Given a cylinder set Z = {w ∈ C x 0 ([0, ∞); S) | (w(t 1 ), . . . , w(t n )) ∈ B} where 0 ≤ t 1 < · · · < t n and B ∈ B {t 1 ,...,t n } and given T 2 > T 1 > t n we check, using stochastic completeness,
In particular, the limit λ (Z) := lim T →∞ λ T (Z) exists for all cylinder sets Z. We have defined a finitely additive function λ on the ring of cylinder sets R with values in [0, 1]. Now, if (Z n ) n is a sequence of cylinder sets with Z n ⊂ Z n+1 for all n and Z ∞ = n Z n ∈ R, then for sufficiently large T we have λ (Z n ) = λ T (Z n ) for all n and λ (Z ∞ ) = λ T (Z ∞ ), and therefore
because λ T is a measure. By [Els96, Satz 1.10] this shows that λ is σ -additive on R, and Carathéodory's Extension Theorem applies. As R is stable under ∩ we can extend λ in a unique manner to a measure on C , the σ -algebra generated by the cylinder sets. This is the wanted Wiener measure W x 0 on C x 0 ([0, ∞); S) , C . By construction, it is induced by the heat kernel. Fix θ ∈ (0, 1/2). It remains to show that locally Hölder continuous paths of order θ have full measure for W x 0 . Let N be the complement of the set of locally Hölder continuous paths of order θ in C x 0 ([0, ∞); S). We have to show that N is a null set.
is not Hölder continuous of order θ .
Hence it suffices to show that each N k is a null set. Let ε > 0. Since
Thus N k is a null set. 8 A system of sets R is called a ring if / 0 ∈ R and for any G,H ∈ R one has G ∪ H ∈ R and G \ H ∈ R.
This equality can be easily be verified for cylinder sets in C x 0 ([0, T ]; S), which form a generator that is stable under ∩, hence it also holds on the whole σ -algebra C on C x 0 ([0, T ]; S).
Remark 3.21. For a stochastically incomplete manifold S, this construction will in general yield the zero measure on C x 0 ([0, ∞); S). One can rectify the situation by replacing S by its 1-point compactification S := S ∪ {∞}. The Riemannian volume measure of S is extended to a measure µ on the Borel σ -algebra B of S by giving {∞} measure 1, i.e. µ = µ + δ ∞ . The heat kernel p of S is extended to a transition function p on S by
The idea is that now paths can leave S and go to infinity in finite time. The probability of having left S after time t is complementary to that of staying in S. Once arrived at ∞, the probability of returning to S is zero. One checks easily that p defines a substochastic transition function on ( S, B, µ) as in Definition 2.2. The total measure S p t (x, y)d µ(x) is now equal to 1 as for stochastically complete manifolds.
Again, one equips C x 0 ([0, ∞); S) with the Borel σ -algebra C induced by the compactopen topology. A limiting procedure can be used to show existence and uniqueness of Wiener measure on (C x 0 ([0, ∞); S ), C ), i.e., of a W x 0 such that
for any n ∈ N, any 0 < t 1 < . . . < t n and any open subsets U 1 , . . . ,U n ⊂ S. We will not use this in the sequel.
COVERINGS
Let π :S → S =S/Γ be a normal Riemannian covering where Γ denotes the group of deck transformations acting by isometries onS. By µ we denote the Riemannian volume measures both on S and onS. In order to compare the Wiener measures on S and onS we need to know how the heat kernels are related. The following proposition is well known but a reference seems to be lacking.
Proposition 4.1. Letp be the heat kernel ofS and p the heat kernel of S. Suppose that S is stochastically complete.
ThenS is also stochastically complete and we have for allx,ỹ ∈S and all t > 0 (19)
where x = π(x) and y = π(ỹ). The series in (19) converges in C ∞ .
Here C ∞ -convergence means the following: Let I ⊂ (0, ∞) be a relatively compact interval and let U,V ⊂ S be relatively compact open subset over which the covering is trivial, i.e., π −1 (U) = γ∈Γ γŨ for some open subsetŨ ⊂S for which π|Ũ :Ũ → U is a diffeomorphism and similarly for V . Then the series
converges together with all derivatives uniformly to p| I×U×V . For the proof we need the following auxiliary lemma. 
Proof. Since 0 ≤ f n ≤ f almost everywhere we have f n L r ≤ f L r < ∞ and therefore f n ∈ L r (Ω, µ). Moreover, f − f n ≥ 0 converges almost everywhere pointwise monotonically to 0. Monotone convergence implies
Proof of Proposition 4.1. Sincep > 0, the right hand side of (19) defines a measurable function
By construction, q t (x, y) does not depend on the choice of liftỹ of y. Because of
it does not depend on the choice of lift of x either.
We fix x ∈ S. From (20)
In particular, it can be considered as a distribution on (0, ∞) × S.
Let ϕ ∈ C ∞ c ((0, ∞) × S) be a test function. We assume that the support of ϕ is contained in (0, ∞) × U where U ⊂ S is an open subset over which the covering π is trivial. This assumption creates no loss of generality because every test function can be written as a finite sum of such test functions. Put
and similarly for y, we get by monotone convergence
Since (t, y) → q t (x, y) is L 1 loc and ϕ has compact support, the integral over S + is finite. This shows in particular that the series over γ converges absolutely. We obtain a similar expression for the integral over S − . Adding the two integrals yields 
This together with (20) shows that (t, y) →q t (x, y) is a regular fundamental solution at x in the terminology of [Gri09, Sec. 9]. Since S is stochastically complete, [Gri09, Cor. 9.6] implies thatq t (x, y) = p t (x, y).
We know that q t (x, y) = p t (x, y) for almost all (t, y) ∈ (0, ∞) × S. Next we show q = p everywhere on (0, ∞) × S × S. Since the function (t, y) → p t (x, y) is smooth, it is in L 2 loc ((0, ∞) × S). Lemma 4.2 implies that the series in (19) converges in L 2 loc to (t, y) → p t (x, y). Hence [Gri09, Thm. 7.4 (ii)] applies and shows that the series converges locally uniformly. In particular, q = p everywhere.
Because of the symmetry of the heat kernel, it solves the heat equation also for the
. 
Similarly, π * :
is a homeomorphism such that
The theorem makes the plausible statement that the probability (density) of finding a path emanating fromx 0 after time t at one of the points in π −1 (y 0 ) is the same as that of finding the projected path at y 0 . 
EXAMPLES
To apply the theory developed so far, we compute the expectation value for the distance of a random path from its initial point after time t. Let S be a geodesically and stochastically complete Riemannian manifold. Let p be its heat kernel and ρ its distance function. Then the expectation value for the distance of a random path emanating from x 0 ∈ S to x 0 after time t is given by
Explicit formulas for the heat kernel are available only for very few manifolds. The most prominent example is Euclidean space where the heat kernel has been known for a long time. Euclidean space is geodesically and stochastically complete and its heat kernel is given by
By homogeneity of R n we may assume that the initial point of our random path is the origin. Then (21) gives
The expectation value is in all dimensions proportional to √ t. The coefficient grows with the dimension 9 . This is plausible because in higher dimensions the random path has "more space" to depart from the initial point. Now we pass from Euclidean space to hyperbolic space H n . We restrict ourselves to the 3-dimensional case, n = 3, where the heat kernel is given by
, see [DGM76, p. 396]. We fix x 0 ∈ H 3 and compute, using (21),
Here erf(x) = 2π The plot shows the expectation values of R 3 and H 3 as functions of time t. While the asymptotic behavior of both functions is the same as t ց 0, it grows much faster for the hyperbolic space as t → ∞. Hence a random path in hyperbolic 3-space departs faster from its initial point than a random path in Euclidean space.
For a nice discussion of the heat kernel on hyperbolic space in general dimensions see [GN98] .
9 This can be seen using the Cauchy-Schwarz inequality:
6. THE FEYNMAN-KAC FORMULA Let S denote a connected Riemannian manifold without boundary, and let t > 0 and x 0 , y 0 ∈ S. In Proposition 3.15 we have established existence of the Wiener measure W x 0 on (C x 0 ([0,t]; S), C ) and the conditional Wiener measure W y 0 x 0 on (C y 0 x 0 ([0,t]; S), C ) which are induced by the heat kernel. As before, let ∆ denote (the Friedrichs extension of) the Laplace-Beltrami operator of S. By Remark 2.23 one can represent the heat semigroup (e t∆ ) t≥0 applied to some g ∈ L 2 (S, dµ) as follows:
which is bounded from above. Therefore H generates a semigroup (e tH ) t≥0 . Next we want to generalize (22) From this abstract product formula we will deduce the following Feynman-Kac formula. We want to stress that neither geodesic completeness nor stochastic completeness of the Riemannian manifold S are required. Then the semigroup generated by the Schrödinger operator H = ∆ − V is given by
for any g ∈ L 2 (S, dµ)) and any t > 0.
The proof we give here follows the one of [RS75, Theorem X.68].
Proof of Theorem 6.2. First we assume that V : S → R is continuous and bounded. Then we find a constant γ > 0 with |V | ≤ γ, and the multiplication operator (V + γ) is bounded selfadjoint operator on L 2 (S, dµ) which has nonnegative spectrum and is therefore generator of a contraction semigroup on L 2 (S, dµ). We get that the operator
Since the spectrum of H γ is nonpositive, H γ generates a contraction semigroup on L 2 (S, dµ). Hence we can apply the Trotter product formula and get, for any g ∈ L 2 (S, dµ),
where the limit is understood in L 2 (S, dµ). For the moment let us fix a g ∈ L 2 (S, dµ). We note that |g| ∈ L 2 (S, dµ) and therefore e t∆ |g| ∈ L 2 (S, dµ) as well. As the Riemannian volume measure µ is σ -finite, convergence of a sequence in L 2 (S, dµ) implies that a suitable subsequence converges pointwise µ-almost everywhere (see Corallary A.6). Therefore we can find a null set N 0 ⊂ S and a sequence of positive integers (n k ) k≥1 with n k → ∞ such that for all x 0 ∈ S \ N 0 one has
For any n ≥ 1 there is a null set N n ⊂ S such that for any x 0 ∈ S \ N n we have
where we have used Remark 2.23 to get the last equality. For all x 0 ∈ S and w ∈ C x 0 ([0,t]; S) the function V • w : [0,t] → R is continuous and the Riemann sum converges to the integral:
As one has exp − 
for all x 0 ∈ S \ N 0 , one can apply dominated convergence. Using (25) we get for any x 0 in the complement of the null set N := n≥0 N n that (27) e tH g (x 0 ) =
This proves the Feynman-Kac formula for bounded and continuous potentials V . Now we pass to the general situation and drop the assumption of continuity of
We choose a sequence of continuous functions V n : S → R with
(We will establish the existence of such a sequence (V n ) n≥1 in Lemma A.11 in Appendix A.) All induced Schrödinger operators H n = ∆ − V n are essentially selfadjoint and have the same 
Hence we get (after possibly passing to a subsequence) that, for µ-almost all x 0 , for W x 0 -almost all w ∈ C x 0 ([0,t]; S). We notice that all functions on C x 0 ([0,t]; S) defined by the left hand side and the right hand side in (29) are dominated by e t V L ∞ (S,dµ) |g(w(t))| which is W x 0 -integrable by (26). Therefore we can apply dominated convergence once more and get, for µ-almost every x 0 ,
= e tH g (x 0 ). Proof. Clear from (30).
As another consequence we get that formula (19) in Proposition 4.1 also holds for Schrödinger operators. 
Proof. a) Since f ≥ 0 we have
Markov's inequality follows. b) First we note that µ(A n ) ≤ µ( m≥k A m ) whenever n ≥ k. Furthermore, for any nested sequence (B k ) k≥1 in A with B k ⊃ B k+1 for all k we have µ( k≥1 B k ) = inf k≥1 µ(B k ).
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Applying this to B k = m≥k A m yields lim sup
If µ is finite, almost sure convergence of measurable functions implies stochastic convergence. More precisely, this means: Lemma A.3. Let (Ω, A , µ) be a measure space with µ(Ω) < ∞. Consider measurable functions f , f n : Ω → [−∞, ∞], n ≥ 1. Assume that there is a null set N ∈ A such that for any ω ∈ N one has f n (ω) → 0 as n → ∞. Then ( f n ) n converges stochastically to f .
Proof. We fix ε > 0 and we set A n := {ω ∈ Ω | f n (ω)− f (ω)| > ε}. Then the convergence f n (ω) → f (ω) for any ω ∈ N can be reformulated as Lemma A.4. Let (Ω, A , µ) be a measure space with µ(Ω) < ∞. Let ( f n ) n be a sequence of measurable functions converging stochastically to a measurable function f . Then there is a subsequence of ( f n ) n that converges to f pointwise for µ-almost every ω ∈ Ω.
Proof. By a diagonal argument we can find a subsequence, again denoted by ( f n ) n , such that for any N ≥ 1 we have
Corollary A.5. Let (Ω, A , µ) be a measure space where µ is σ -finite. Let Ω = i≥1 E i be a decomposition with E i ∈ A and µ( 
Then there is a subsequence of ( f n ) n that converges to f pointwise for µ-almost every ω ∈ Ω.
Proof. By Lemma A.4, on each E i it is possible to pass over to a subsequence that converges µ-almost everywhere on E i . Applying a diagonal argument concludes the proof.
Corollary A.6. Let (Ω, A , µ) be a measure space where µ is σ -finite. Let ( f n ) n be a sequence in L 2 (Ω, dµ) converging to f in the L 2 -sense. Then there is a subsequence of ( f n ) n that converges to f pointwise for µ-almost ω ∈ Ω.
Proof. By Markov's inequality we have, for any ε > 0,
This shows that L 2 -convergence implies stochastic convergence of f n → f , in particular ( f n ) n converges stochastically to f on every measurable set of finite measure, and therefore Corollary A.5 applies.
The following Lemma is a technical approximation result we will apply later.
Lemma A.7. Let (Ω, A , µ) be a measure space where Proof. Since µ is σ -finite, we can find a decomposition Ω = i≥1 E i with E i ∈ A and µ(E i ) < ∞, i ≥ 1. Applying Lemma A.3 we obtain that, for any i ≥ 1 and any ε > 0,
For any ε > 0, the triangle inequality implies
Combining this with (32) we obtain that for every ε > 0 there is an N ≥ 1 such that, for any n ≥ N and any i ≥ 1,
For any ℓ ≥ 1 we let 2 −ℓ play the role of ε in (33) and we choose n ℓ and k ℓ so large that
for all i = 1, . . . , ℓ. (Such n ℓ and k ℓ exist because we only impose finitely many conditions for their choice.) From (34) we can conclude that the sequence (g ℓ ) ℓ , obtained by setting g ℓ = f k ℓ n ℓ converges stochastically to f on any E i . Then Corollary A.5 applies and a subsequence of (g ℓ ) ℓ converges to f pointwise for µ-almost every ω ∈ Ω.
For the remainder of this appendix, let (S, B) be a topological space equipped with its Borel σ -algebra. 
From that we will deduce the following approximation result that we have used in the proof of Theorem 6.2. 
Proof. As in Example 2.4 we can find a metric ρ on S such that (S, ρ, µ) forms a metric measure space, and Ulam's Theorem holds for the measure µ.
In the first step we prove the claim for V = ½ A where A ⊂ S is a Borel set with µ(A) < ∞.
We fix an open subset W ⊂ S with A ⊂ W . Using (35) we can find a sequence of compact sets K n ⊂ A, n ≥ 1, with K n ⊂ K n+1 and µ(K n ) → µ(A), as well as a sequence of open sets U n ⊂ W , n ≥ 1, with A ⊂ U n , U n+1 ⊂ U n and µ(U n ) → µ(A). For any n ≥ 1 we choose a smooth cut-off function V n : S → [0, 1] being 1 on K n and with support in U n ⊂ W . In particular, we have |V n (x)| ≤ V L ∞ (S,dµ) = 1. The sequence V n converges pointwise to 0 on n≥1 U n , and to 1 on 
n , which yields the Lemma for arbitrary characteristic functions.
In the third step we consider a step function V = ∑ ℓ k=1 α k ½ A k where A k are Borel sets and α k ∈ R. For any k we find a sequence of smooth functions
we obtain a sequence as required in the Lemma.
Finally, we consider the general case. Let V :
For each k ≥ 1 we consider the step function F k : S → R given by
As shown in the third step there are sequences of smooth functions
for any x ∈ S and F r k (x) → F k (x), as r → ∞, for µ-almost all x ∈ S. Then we apply Lemma A.7, which concludes the proof.
APPENDIX B. PROOF OF THE KOLMOGOROV-CHENTSOV THEOREM
In the following we will give a proof of Theorem 2.17 for the convenience of the reader. For the case that P(Ω) = 1, a proof can be found in [Kal02, Thm. 3 .23] where condition (6) is required to hold for all t, s ≥ 0. We will adapt the proof from [Kal02] to the slightly more general situation in Theorem 2.17. If n 0 ∈ N is large enough, namely if 2 −n 0 < ε, we get from (6) that E[ξ a n ] ≤ C 2 n(1+b) for all n ≥ n 0 . We fix θ ∈ (0, Hence we can find a null set N θ ∈ A such that for all ω ∈ N θ one has ∑ n≥n 0 2 θ ·n ξ n (ω) a < ∞. Therefore, for any ω ∈ N θ there is a constant C 1 (ω) > 0 with ξ n (ω) ≤ C 1 (ω) · 2 Before we prove Lemma 3.9 we show by example that the lemma fails if one drops the assumption of smoothness of the boundary. So the lemma is not as "obvious" as it might seem at first glance. Then ρ R 2 (x ε , y ε ) = x ε − y ε = 2ε and ρ Ω (x ε , y ε ) = x ε + y ε = 2 ε(ε + 1). Hence ρ Ω (x ε , y ε ) ρ R 2 (x ε , y ε ) = 1 + 1 ε is unbounded as ε ց 0.
In order to show Lemma 3.9 we need the following elementary comparison result: 
(t) h(0) = h(t).
This is the asserted inequality. We also see that f remains positive as long as h does. Hence the inequality holds on the stated interval.
Proof of Lemma 3.9. The first inequality is clear because the set of curves in M joining x and y contains the set of such curves in Ω. Let Diag := {(x, x) | x ∈ Ω} be the diagonal in Ω × Ω. Then ρ Ω /ρ M is a continuous positive function on (Ω × Ω) \ Diag. We show that ρ Ω /ρ M can be extended to a continuous function on Ω × Ω by putting it equal to 1 on the diagonal. By compactness of Ω × Ω, this extension of ρ Ω /ρ M must be bounded and the lemma is proved.
Hence we have to show that (38) ρ Ω (x j , y j ) ρ M (x j , y j ) → 1 as j → ∞ for any x j , y j ∈ Ω such that x j = y j and lim j x j = lim j y j =: x. If x ∈ Ω, then x j and y j will eventually lie in a convex neighborhood of x entirely contained in Ω. Then ρ Ω (x j , y j ) = ρ M (x j , y j ) and (38) is clear.
The problematic case occurs when x ∈ ∂ Ω. For ε > 0 we let
Let ν be the exterior unit normal field of Ω along ∂ Ω. For ε > 0 sufficiently small we have Then c τ is a piecewise smooth curve in Ω τ joining x j and y j with c 1 = c. In particular, c 0 joins x j and y j in Ω.
For any fixed s 0 , the curve τ → c τ (s 0 ) is a geodesic by construction and hence
