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Tot enkele jaren geleden werd het mobiliteitsbeleid ondersteund door traditio-
nele gegevensverzamelingsmethoden. Studies die mobiliteitsgedrag monitoren
en evalueren gebruikten vooral interviews en vragenlijsten. Deze methoden zijn
echter vrij duur en tijdsintensief omdat ze meestal gebruik maken van papieren
enquêtes. Ze kunnen ook vatbaar zijn voor menselijke fouten, zeker wanneer
de gebruikers hun antwoorden zelf moeten invullen. Hoewel de datasets die
verzameld worden in dat soort onderzoeken heel wat gegevens van ‘goede kwa-
liteit’ opleveren, is de lange acquisitietijd een belangrijk nadeel en tevens een
beperking op het gebruik ervan door beleidsmakers, lokale besturen en andere
belanghebbenden.
Sinds kort begint de overheid interesse te tonen in crowdsourcingtechnieken,
waarbij burgers worden ingeschakeld om het beleid te helpen vormen, en ook om
de gemeenschappelijke kennis van de inwoners te gebruiken om hun bewustzijn
over de leefomgeving, het milieu en mobiliteit te verhogen.
Crowdsourcing maakt gebruik van een grote groep mensen om een taak uit
te voeren, met als doel om een bepaald probleem op te lossen. Brabham (2008)
definieert crowdsourcing als ‘a model capable of aggregating talent, leveraging
ingenuity while reducing the costs and time formerly needed to solve problems
(Brabham, 2008, p. 87).’ Voor de informatieverwerking leidt deze aanpak wel
tot ongecontroleerde gegevensbronnen (b.v. handmatige input, onzekerheid, de
wil van de participanten om nauwkeurige metingen te doen, deelnemers met
verschillende achtergronden en waarnemingen), waardoor er extra onderzoek
nodig is, vooraleer de data gebruikt kan worden voor het nemen van beslissin-
gen.
In dit proefschrift onderzoeken we hoe crowdsourced data kan worden ge-
bruikt als aanvullende gegevensbron voor beleidsondersteuning in mobiliteits-
vraagstukken. We focussen specifiek op de kwaliteitsaspecten van crowdsourced
data en het verwerken ervan. In beleidsondersteuning zijn de validiteit en be-
trouwbaarheid van de resultaten essentieel voor het nemen van correcte beslis-
singen. Wanneer men gebruik maakt van geautomatiseerde processen bestaat
echter het gevaar dat deze cruciale controlemechanismen naar de achtergrond
verdwijnen.
We hebben volgende onderzoeksdoelstellingen vastgelegd:
(i) definieer een kader voor het verwerken en beheren van crowdsourced data;
(ii) identificeer factoren die de kwaliteit van de resultaten kunnen beïnvloe-
den; en
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(iii) verbeter de bestaande methoden voor tripdetectie, die gebruik maken van
technieken voor de classificatie van transportmodi.
Om deze doelen te bereiken hebben we een nieuw kader geïntroduceerd voor
het behandelen van crowdsourced data gebaseerd op de vereisten van beleids-
ondersteuning. We stellen een procesketen voor die omgaat met data op vier
verschillende niveaus. Deze categorisatie in niveaus werd geïnspireerd door een
vergelijkbare definitie in remote sensing. Het definieert zowel voor producenten
en consumenten van data de verwachte gegevensinhoud op elk niveau. Op die
manier kan men de transparantie verhogen er wordt een eenvoudigere integra-
tie van verschillende datasets mogelijk. Verder richten we de aandacht op de
kwaliteit van data en verwerkte resultaten. Dit is belangrijk omwille van de
beleidsondersteunende rol die ze speelt.
We bestudeerden verschillende factoren die de kwaliteit van resultaten be-
ïnvloeden, waarbij we ons toespitsten op het verwerken van spatiale data die
verzameld werd om inzicht te verwerven in mobiliteit en mobiliteitsgedrag.
Hoewel een groot aantal studies de bruikbaarheid van Global Navigation Satel-
lite System (GNSS)-technologieën hiervoor erkennen, werden de beperkingen
ervan nauwelijks op een kwantitatieve manier onderzocht. Vaak wordt de kwa-
liteit van ruwe GNSS-data overschat. Deze fouten propageren dan verder in de
geaggregeerde resultaten. We hebben ons gericht op de volledigheidsaspecten
van GNSS datakwaliteit door gebruik te maken van gegevens die verzameld
werden tijdens vier campagnes in Vlaanderen. De resultaten zijn gebaseerd op
data die verzameld werd via smartphones. Ze omvatten de gegevens van meer
dan 450 deelnemers, gespreid over een periode van negenentwintig maanden.
Onze bevindingen tonen aan welke transportmodi het vaakst getroﬀen worden
door datakwaliteitsproblemen en hoe de lokale context (b.v. stedelijke versus
landelijke omgeving) de kwaliteit van de verzamelde data beïnvloedt. Verder
geven we ook inzichten in de ‘time to first fix’ aangezien dit ook de statistieken
van mobiliteitsgedrag kan aantasten.
De afgelegde afstand speelt een belangrijke rol in het vaststellen van het
vervoersmiddel en dus ook bij het ondersteunen van transportbeleid. Deze
parameter is ook belangrijk in andere domeinen; zo wordt ze in milieustudies
gebruikt om de uitstoot van verontreinigende stoﬀen nauwkeurig te schatten.
Mobiliteitsstudies werken al enige tijd met GNSS-gegevens om de afgelegde af-
stand in te schatten, maar worden gehinderd door ontbrekende of onprecieze
metingen, waardoor er regelmatig trips niet worden herkend. We hebben ons
gericht op twee aspecten van GNSS-data: (i) het meten van de hiaten in de
afgelegde trips; en (ii) het schatten van de afgelegde afstand en de factoren die
invloed hebben op het voorkomen van hiaten in GNSS-data. Om dit te beoor-
delen, vergelijken we de GNSS-data met een grondwaarheid. Verder wordt de
tracking data geanalyseerd op basis van de lokale context (b.v. verschillen tus-
sen stedelijke en landelijke gebieden) en de triplengte (b.v. korte, middellange
en lange trips).
Verder onderzochten we hoe specifieke fouten, die een grote invloed kun-
nen hebben op de rapportage van de trip en tripsegmenten van een gebruiker,
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kunnen worden vermeden. Dergelijke rapportering geeft informatie over de
vervoersmiddelen die gebruikt worden door de gebruiker. Om automatische
gegevensverwerving met smartphones mogelijk te maken, worden er technieken
voor de klassering van menselijke activiteiten gebruikt. Hierbij wordt data van
de ingebouwde sensoren (b.v. GNSS, accelerometer en locatie gebaseerd op
Wi-Fi of het GSM-netwerk) om transportmodi zoals auto, fiets en voetganger
te detecteren. Hoewel er hiervoor technieken bestaan met een vrij hoge nauw-
keurigheid, vertonen de resultaten op het tripniveau toch enkele problemen
zoals oversegmentatie. Hierrdoor kunnen de tripstatistieken vertekend zijn.
Oversegmentatie vindt plaats wanneer bepaalde kenmerken, zoals snelheid en
acceleratie, te weinig onderscheidend vermogen hebben, bijvoorbeeld wanneer
men moet wachten aan verkeerslichten of in een file. We stellen een methode
voor om de verandering van transportmodi te detecteren in trips die meer dan
één transportmodus bevatten. Hiervoor pasten we een transformatie toe op de
gedetecteerde transportmodus om onderscheidende kenmerken voor modusver-
andering te identificeren. De resultaten tonen verbeteringen op het vlak van
precisie en nauwkeurigheid in vergelijking met de niet herwerkte resultaten.
Als use case verschaﬀen we inzichten in elektrische fietsgedrag met een da-
tagedreven aanpak. Het is een illustratie van inzichten die kunnen worden
gebruikt om beleidsondersteunend te werken in functie van een modale ver-
schuiving en een duurzamere mobiliteit. We hebben het mobiliteitsgedrag van
elektrische fietsers onderzocht met behulp van GNSS-gegevens die vanaf 2014
tot en met 2015 werden verzameld in België. Door het analyseren van meer
dan 10.000 trips kunnen we inzicht geven in belangrijke tripkenmerken zoals
afstand, duur en snelheid. Daarenboven onderzochten we ook aan welke routes
de elektrische fietsers hun voorkeur gaven en welke kenmerken hierop invloed
hadden (b.v. de fysieke karakteristieken van het wegdek). We merkten ook
op hoe het weer invloed heeft op het gebruik van elektrische fietsen. De re-
sultaten geven aan dat langere elektrische fietstochten veelal plaatsvinden op
werkdagen, en dat aan hogere gemiddelde snelheden. De gebruikspatronen in
onze dataset geven ook aan dat elektrische fietsen vaker ingeschakeld worden
voor woon-werkverkeer en andere werkgerelateerde verplaatsingen, dan voor
recreatie.
We hebben 14 wetenschappelijke papers gepubliceerd in de loop van dit
onderzoek. Drie daarvan werden gepubliceerd in internationale peer-reviewed
journals, die geïndexeerd worden in het Web of Science. Een andere paper werd
ingediend en wordt momenteel beoordeeld. Daarnaast werd dit onderzoek ge-
bruikt voor de ondersteuning van verschillende mobiliteitsprojecten, die niet
alleen geleid hebben tot onderzoeksresultaten, maar ook bijdroegen tot acade-
mische innovatie en technologietransfer.

Summary
Traditional data collection methods have supported mobility policy. Inter-
views, questionnaires, and surveys are examples of methods that have been
largely used in research studies for monitoring and evaluation purposes. These
methods are relatively costly and time consuming as they are frequently con-
ducted through paper-based surveys. They can also be susceptible to human
error, especially at the input stage where the citizen must enter his responses.
Although datasets collected in such studies include ‘good quality’ data, acquis-
ition time is a main disadvantage and a relevant constrain for policymakers,
stakeholders, and local authorities.
Recently, the government has demonstrated interest in the techniques of
crowdsourcing to enlist citizens to co-create government services and consider
the citizens’ collective intelligence for situational awareness.
Crowdsourcing is an approach for problem-solving that uses a large group of
people to complete a task. Brabham (2008) defined crowdsourcing as ‘a model
capable of aggregating talent, leveraging ingenuity while reducing the costs
and time formerly needed to solve problems (Brabham, 2008, p. 87).’ However,
for information processing, this then leads to uncontrolled data sources (e.g.
manual input, uncertainty, willingness to participate accurately, individuals
with diﬀerent backgrounds, and perceptions) that require additional research
before they can be used for decision making.
In this dissertation, we examine the use of crowdsourced data as a comple-
mentary source of information for policy support in mobility. We specifically
focus on the aspects of the quality of crowdsourced data and its processing. In
policy support, robustness and reliability of the results are essential for decision
support. When discussing the potential of the data and automated processes,
this can be quickly forgotten.
We have set the following research objectives:
(i) Define a framework to process and manage crowdsourced data.
(ii) Identify factors that influence the quality of results.
(iii) Improve the trip reporting derived from transport classification tech-
niques.
To achieve these objectives, we introduce a new framework that can address
crowdsourced data based on the requirements in policy support. We propose
a processing chain that manages data at four diﬀerent processing levels. This
categorisation into levels is inspired by a similar definition in remote sensing.
xIt defines, for producers and consumers, the data content that can be expected
at a given stage and can promote easier integration and transparency. Further,
we promote the quality of data and processed results to the forefront. This is
of particular importance as the results are used as policy support.
We studied diﬀerent factors that aﬀect the quality of the results, focusing
on the processing of spatial data collected for insight in mobility and mobility
behaviour. Although many studies recognise the applicability of Global Nav-
igation Satellite System (GNSS) technology, its limitations have rarely been
addressed in a quantified manner. Frequently, the quality of the GNSS data
tends to be overestimated and these errors propagate into the aggregated res-
ults. We focused on the completeness aspects of the GNSS data quality using
data from four campaigns in the Flanders region. The results are based on
data collected using smartphones and include more than 450 participants over
a period of 29 months. Our findings indicate what transport modes are aﬀected
most and how land use aﬀects the quality of the collected data. Moreover, we
provide insights into the time to first fix as this aﬀects travel pattern statistics.
Travelled distance has a key role to establish the use of transport means and
therefore to support policy in mobility. This parameter is also important in
other domains; for example, environmental studies use it to accurately estimate
the emission of pollutants. Mobility studies have been working with GNSS
data to estimate travelled distance; however, missing observations and noisy
data hamper such estimations, frequently resulting in unrecognised trips. We
focused on two aspects of GNSS data: (i) measuring the gaps in the travelled
distance and (ii) estimating the travelled distance and the factors that influence
the GNSS gaps. To assess these, we compare the GNSS tracks to a ground-
truth source. Further, tracking data is analysed based on the land use (e.g.
urban and rural areas) and trip length (e.g. short-, mid-, and long-range trips).
Moreover, we attempted to reduce specific errors that have an important
influence on the reporting of a user’s mobility trip and trip segments. This
reporting provides information on the means of transport that an individual
uses while travelling. To automate the data acquisition through smartphones,
techniques for classifying human activity have been used that process data
from the built-in sensors (e.g. GNSS, accelerometer, and location based on
WiFi and cellular networks) to infer transport modes such as car, bike, and
walking. Although acceptable point classification accuracy can be achieved,
trip-level results display issues such as over-segmentation leading to incorrect
trip statistics. Over-segmentation occurs because of ambiguous situations when
features such as speed and acceleration are similar. This occurs, for example,
at traﬃc lights or in traﬃc jams. We present a method to detect changes in
transport mode for trips that include more than one transport mode. We apply
a space transformation to the classified transport mode to extract features that
can identify a transport mode change. Results demonstrate improvement in
precision and accuracy compared to the unprocessed results.
As a use case, we present insights in e-bike behaviour using a data-driven
approach. This is an illustration that can support policy to work towards a
xi
modal shift and a more sustainable mobility. We investigated the mobility
habits of e-bikers using GNSS data collected in Belgium from 2014 to 2015.
By analysing more than 10,000 trips, we provide insights regarding e-bike trip
features such as distance, duration, and speed. Further, we oﬀer an extensive
view into what routes are preferred by bike owners in terms of their physical
characteristics and how weather influences e-bike usage. The results indicate
that longer e-bike trips are undertaken during working days, demonstrating
higher average speeds. Usage patterns extracted from our dataset also indicate
that e-bikes are used more for commuting and work-related trips rather than
for recreation.
During this research, we published 14 scientific papers. Three have been
published in international peer-reviewed journals indexed in the Web of Science.
One more paper was submitted and is currently under review. Further, this
research has supported several mobility projects, leading not only to research
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Introduction
Cities are large and complex environments that constantly face problems in
terms of development, transport, security, social inclusion, resource manage-
ment, and many other areas. Problems arise as the population increases. Over
50% of the world’s population lives in urban areas, and it is expected that this
will increase to 70% by 2050 (World Health Organization, 2010). In Europe,
cities are densely populated (Figure 1.1) with 71.7% of the population living
in an urbanised area (Eurostat, 2014).
Not surprisingly, sustainability of urban environments has become one of the
key challenges over recent years. Within this context, transportation assumes
an important place as it generates approximately 25% of global CO2 emissions.
Further, urban mobility alone already accounts for 40% of all CO2 emissions of
road transport and up to 70% of other pollutants from transport. Therefore,
the achievement of city sustainability goals is inevitably related to advances in
sustainable mobility.
The World Business Council for Sustainable Development formulates urban
sustainable mobility as follows:
‘The ultimate goal is to accelerate and extend access to safe, reliable
and comfortable mobility for all whilst having zero traﬃc accidents,
low environmental impacts, aﬀordability, and reduced demands on
energy and time. The movement of people and goods would be
facilitated, contributing to a more prosperous and resilient society
by creating new values and businesses, and a positive environmental
and economic growth cycle (WBCSD, 2013).’
To support cities, they propose a system of sustainable mobility indicat-
ors that measure diﬀerent aspects of mobility solutions to benchmark progress.
This includes the physical dimensions of mobility and the resulting (car) traﬃc,
as well as social dimensions in terms of accessibility and people, either in/on
a vehicle or on foot. This work does not elaborate on these methodologies
as such. However, it is clear that to develop successful sustainable mobility
policies, timely and serious insight into mobility behaviour of the city popu-
lation is required and new solutions must be constructed close to the users’
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Figure 1.1: Population density based on GEOSTAT population grid, 2011. Num-

























































































Early adopters Early majority














Traffic companies using crowdsourcing
Travel Behaviour
Specific services (mainly car-related)
DECISION MAKING
Figure 1.2: Timeline of important milestones with regard to crowdsourcing and
mobility studies.
requirements.
Recently, the government has demonstrated interest in the techniques of
crowdsourcing to enlist citizens to co-create government services and consider
the citizens’ collective intelligence for situational awareness.
The term crowdsourcing, a combination of ‘crowd’ and ‘outsourcing’, refers
to using problem-solving from a large group of people to complete a task.
It was first introduced by Howe (2006) as a form of an open call to a large
network of people, aiming to solve the potential problems of a company or
institution. Crowdsourcing has been defined by Brabham (2008) as ‘a model
capable of aggregating talent, leveraging ingenuity while reducing the costs and
time formerly needed to solve problems (Brabham, 2008, p. 87)’. The author
highlights the use of web technology not only as a communication medium but
also as a creative mode of user interactivity that boosts crowdsourcing initi-
atives. Crowdsourcing unifies diﬀerent stakeholders as individuals (citizens), a
body viewing the benefit from the crowd input, and a platform that enables
the participation (Nandan et al., 2014). Hence, crowdsourcing has been used
in large participatory campaigns (Brabham, 2008), allowing the collection of
data with a spatial resolution higher than traditional methods (paper-based
methods), including interviews, questionnaires, and surveys.
Crowdsourcing has attracted significant attention in industry, especially in
companies with a large user base. Big companies such as Google, TomTom,
and Be-Mobile have started using crowdsourcing in their operations. For ex-
ample, TomTom is a mobile mapping company used by surveyors in the past
to build maps; recently, the company has utilised crowdsourced data, mov-
ing from experts to crowd data (Figure 1.2). Be-mobile has recently shifted to
crowdsourced data because, for them, it is more beneficial than traditional data
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sources. For these companies, the transition to crowdsourced data is leading
to improved results.
Policy is mimicking what industry does (industry does on a certain scale;
however, policymakers do not necessarily follow). Policymakers are looking at
the front-runners and how they use crowdsourced data to solve problems. A
question arises for city managers: can cities do the same as big companies with
a smaller user base or diﬀerent cost structures? Policymakers are considerably
optimistic because they feel that this is ‘free’ data. They are interested in the
technology of industry, yet additional research is required to use crowdsourcing
as a complementary source for policy-making.
Management information does not ‘come out the box’ (e.g. smartphone)
automatically. Data requires processing to be transformed into useful informa-
tion before serving policymakers, business, communities, and citizens. Further-
more, if such information is to be used for policy, it must review its quality and
lineage to ensure a proper traceability. For example, in traﬃc management,
we may only require the count of car flow (the population does not matter);
whereas for mobility behaviour, we may require a representative population
(i.e. across all ages from young to old). If we obtain only the end information,
there may not be suﬃcient information to make decisions. Therefore, quality
control is required in addition to the traceability of such information.
1.1 Problem statement
Traditional data collection methods have supported policy. Interviews, ques-
tionnaires, and surveys are examples of methods that have been largely used
in research studies for monitoring and evaluation purposes. These methods are
relatively costly and time consuming as they are frequently conducted through
paper-based surveys. They can also be susceptible to human error, especially
at the input stage where the citizen must enter his responses (Fitzgerald and
Fitzgibbon, 2014). The input process (e.g. questionnaires) has been tailored
over time such that these studies deliver quality data. However, the research
methodology is known to be long and costly (Fitzgerald and Fitzgibbon, 2014).
Studies based on these methods can require months or years to complete,
delaying findings and limiting their use because of timeliness and losing their
original currency. This becomes a relevant constraint for policymakers, stake-
holders, and local authorities. For example, the Flemish travel survey (OVG,
2013), also known as Onderzoek VerplaatsingsGedrag (OVG) in Dutch, aims
to interview approximately 8,000 people over a period of five years (the cur-
rent edition, OVG-5, runs from 2015 to 2020). To accomplish this, every year
partial studies are performed. OVG is an important study and its outcomes
are used in policy-making. It measures the travel behaviour of the Flemish
population including the number of daily trips and travelled distance, modal
split of the employed transport, and main travel motif. The methodology for
collecting and processing the data has not changed significantly over the years.
This is in part because new outcomes must be consistent and comparable with
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the previous outcomes.
Figure 1.3: Representation of the problem statement. Decision-makers use tradi-
tional data sources demanding time and cost.
Crowdsourcing provides an alternative data source that can be used to ad-
dress some of the issues of traditional data sources. It oﬀers potential ad-
vantages such as a faster acquisition time, larger test panels, higher resolution
for temporal and spatial data, and the possibility of real-time monitoring and
analysis (Figure 1.3). However, crowdsourced data also presents specific chal-
lenges before reliable information is produced: data can be noisy, data can be
raw sensor data requiring processing into policy indicators, the representat-
iveness of the population can be an issue, and hidden population biases can
be present owing to the smartphone technology employed. Therefore, before
adopting crowdsourced data as a main driver for policy insight, questions on
data quality and processing must be answered.
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1.2 Research objectives
In this dissertation, some of the aforementioned issues are investigated. More
specifically, we focus on crowdsourced data from mobility campaigns that are
used to provide insight to policymakers on elements of mobility behaviour of
regions and cities and/or specific target groups (see Appendix A). We develop
and evaluate methods to gather, process, and derive useful information from
crowdsourced data. Further, we assess the data quality, documenting important
dimensions that are commonly underestimated and can mislead the outcome.
We focus on the following research objectives in this work:
(i) Define a framework to process and manage crowdsourced data.
Unlike systems based on structured data (e.g. machine data), crowd-
sourcing includes noisy and uncontrolled sources (e.g. manual input, un-
certainty, willingness to participate accurately, and individuals with dif-
ferent backgrounds and perceptions), which make processing these data
feeds a challenge. Missing data, low accuracy, and data errors are com-
mon elements in crowdsourced datasets. Therefore, processing is required
before attempting to derive useful information. The challenge is not only
to manage a large campaign of participants and the data heterogeneity
but also the nature of the data source, the crowd.
(ii) Identify factors that influence the quality of results.
Geo-referenced data can provide a more detailed insight. In crowd-
sourcing, smartphones are commonly used as a tool for collecting GNSS
data. Built-in sensors on these devices are not necessarily high-end sensors
and are exposed to human behaviour, i.e. as an accessory for communica-
tion and social interaction rather than for scientific purposes. Therefore,
the identification of factors that lead to data quality issues can create
awareness in current studies that use crowdsourced data. This is espe-
cially true if they aim to provide insights to decision-makers.
(iii) Improve the trip reporting derived from transport classification
techniques.
Trip reporting has a key role to characterise travel behaviour. Transport
mode classification techniques split tracking trajectories into segments to
yield parameters such as travelled distance and time, which are used for
trip reporting. However, over-segmented trajectories result in inaccur-
ate trip statistics. We propose a technique for detecting the transition
between diﬀerent means of transport. Accurate detection of transitions
reduces the over-segmentation and improves the trip statistics.
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1.4 Dissertation outline
The outline of this dissertation is as follows:
Chapter 2 proposes a processing framework for managing crowdsourced
data. It includes workflows that yield diﬀerent data levels, which can serve
a diverse audience (e.g. stakeholders, policymakers, communities, citizens).
Further, we introduce a stream-based architecture to support crowdsourced
data. We validated the proposed platform using a large-scale participation
campaign (161 municipalities in Belgium).
Chapter 3 addresses the quality issues of crowdsourced data using smart-
phones as data collecting tools. We focus on the completeness aspects of data
quality using GNSS data from four campaigns in the Flanders region of Bel-
gium. The empirical results are based on mobility behaviour data gathered
through smartphones, comprising over 450 participants in a period of 29
months. Our findings indicate that transport mode is majorly aﬀected and
how land use aﬀects the quality of the collected data. Further, we provide
insights regarding the time-to-first-fix (TTFF), which can be used for an im-
proved assessment of travel patterns.
Chapter 4 assesses the errors in the reported distance of GNSS devices.
Therefore, we focus on two aspects of GNSS data: (i) measuring the gaps in the
travelled distance and (ii) estimating the travelled distance and the factors that
influence the GNSS gaps. To assess this, we compare GNSS tracks to a ground-
truth source. Further, tracking data is analysed based on the land use (e.g.
urban and rural areas) and length (e.g. short-, mid-, and long-range trips).
Results from 170 participants and more than a year of GNSS traces indicate
that approximately 9% of the travelled distance is not captured by the GNSS,
aﬀecting the short-range trips more than the long-range trips. Moreover, we
validate the importance of the time expended on the user activity and land use
as factors that influence the gaps on GNSS.
Chapter 5 focuses on a technique to improve the trip reporting by detect-
ing changes in transportation mode. We present a method to detect changes
in transport mode for trips that include more than one transport mode (mul-
timodal trips). To accomplish this, we applied a space transformation for
extracting features that identify a transition (change) between two distinct
transport modes. We used a crowdsourcing-based smartphone application for
collecting data from the Google Application Programming Interface (API) for
Human Activity Classification. Results demonstrate improvements in preci-
sion and accuracy when compared to the initial outcomes. This contributes
to decreasing the over-segmentation in multimodal trips and reporting more
realistic trip statistics.
Chapter 6 focuses on the potential of crowdsourced data for mobility stud-
ies. Hence, we investigate the mobility habits of e-bikers using GNSS data col-
lected in Belgium from 2014 to 2015. By analysing more than 10,000 trips, we
provide insight regarding e-bike trip features such as distance, duration, and
speed. Further, we provide a serious view into what routes are preferred by
bike owners in terms of their physical characteristics and how weather influ-
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ences e-bike usage. The results indicate that trips with higher travel distances
are performed during working days and are correlated with higher average
speeds. Usage patterns extracted from our dataset also indicates that e-bikes
are preferred for commuting (home-work, work-home trips) and business (work-
related) trips rather than for recreational trips.
Chapter 7 presents the general conclusions of this dissertation, outlining
the main contributions and the opportunities for further work.
1.5 Publications based on this thesis
Several chapters of this dissertation have been published; the following is a
description of the chapters and related publications:
• Chapter 2: To be submitted in Sensor (Journal A1).
• Chapter 3: Lopez, Angel J, Ivana Semanjski, Sidharta Gautama, and
Daniel Ochoa. 2017. ‘Assessment of Smartphone Positioning Data Qual-
ity in the Scope of Citizen Science Contributions’. Mobile Information
Systems 2017. https://doi.org/10.1155/2017/4043237.
• Chapter 4: Lopez, Angel J., Ivana Semanjski, Dominique Gillis, Daniel
Ochoa, and Sidharta Gautama. 2016. ‘Travelled Distance Estimation for
GPS-Based Round Trips Car-Sharing Use Case’. Transactions on Mari-
time Science 5 (2):121-29. https://doi.org/10.7225/toms.v05.n02.003.
• Chapter 5: Lopez, Angel J., Daniel Ochoa, and Sidharta Gautama.
2015. ‘Detecting Changes of Transportation-Mode by Using Classific-
ation Data’. In 18th International Conference on Information Fusion
(Fusion 2015), 2078-83. Washington, DC: Information Fusion (Fusion).
• Chapter 6: Lopez, Angel J., Paola Astegiano, Sidharta Gautama,
Daniel Ochoa, Chris M.J. Tampère, and Carolien Beckx. 2017.
‘Unveiling E-Bike Potential for Commuting Trips from GPS Traces’.
ISPRS International Journal of Geo-Information 6 (7):190. ht-
tps://doi.org/10.3390/ijgi6070190, and
Lopez, Angel J., Paola Astegiano, Chris M.J. Tampère, Sidharta
Gautama, and Carolien Beckx. 2015. ‘Investigating the Mobility Habits
of Electric Bike Owners through GPS Data’. In Proceedings of the 20th
International Conference of Hong Kong Society for Transportation Stud-




Through the adoption of technology, modern cities have begun to generate
digital urban data. Consequently, diverse datasets are continuously being gen-
erated in areas such as transportation, health care, energy, and the economy.
Business insight and high-level indicators can be derived from such data to
support decision-making. However, although data is available, it is not always
used as processing can be diﬃcult and costly and it is not always clear if it can
oﬀer the correct information required. Hence, for policy makers, there is a clear
requirement for support in this process. In this chapter, we present a data plat-
form that supports data originating not only from crowdsourcing but also from
heterogeneous sources such as machine data, and survey data. We introduce
a processing chain framework for automated processing and managing data at
diﬀerent levels. We validated the proposed platform in a large-scale citizen
participation campaign in Flanders. The proposed platform is the first step to-
wards a Smart City data backbone. The challenge is to manage the noisy and
uncontrolled nature of the source (the crowd), together with the volume and
heterogeneity of the data, achieving outcomes for a diverse audience, including
policymakers, study agencies, companies, research institutions, and citizens.
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2.1 Introduction
Cities are centres of social and economic interactions among individuals. In
Western Europe, the largest consumption of goods and services occur in an
urban environment (Wilding and Juriado, 2004). The dynamics of urban lo-
gistics operations have radically changed, promoted by factors including new
technologies, organisational structures, a changing demand pattern, transport
strategies and costs, a changing working pattern, and spatial layout of the
urban space. Similarly, internationally, the ‘urban context’ is gaining increas-
ingly more importance at the moment, where 71.7% of the European population
(the 28 Member States of the European Union) was living in a densely popu-
lated or an intermediate urbanised area in 2012 (Eurostat, 2014). At the world
level, over 50% of the whole population lives in urban areas; this is expected
to increase to 70% by 2050 (World Health Organization, 2010).
The urban context is evolving rapidly, driven by Information and Com-
munication Technology (ICT). Authorities view the technology as a means to
manage the city’s complexity and hence improve the citizens’ quality of life
(Mulligan and Olsson, 2013), for example, monitoring systems for air pollution
and traﬃc management. Further, the Internet of Things (IoT), a world-wide
network of interconnected objects uniquely addressable, based on standard
communication protocols" (Botterman, 2009), has powered an abundance of
sensors and actuators that deliver diﬀerent measures. Therefore, urban envir-
onments are generating online and oﬄine data continuously. Online data is
provided by streaming sources, whereas oﬄine data is from hubs or subsystems
that consolidate and send the information in scheduled intervals.
Furthermore, the increasing availability of ‘big data’, large datasets that are
available continuously and in real-time (Batty, 2012), has enabled completely
new insights and continuous monitoring of urban environments. For example,
tracking data consists of detailed information regarding time and space us-
age, which facilitates the quantification of potential eﬀects in detail. Further,
tracking data can not only automate monitoring but also allow the creation
of new and innovative city applications. Examples of these are advanced IoT
applications based on real-time data (Ben-Akiva et al., 1997) (e.g. parking
guidance or dynamic route guidance), personalised (dynamic) travel informa-
tion systems (Semanjski et al., 2016b), and personalised matching services for
carpool applications based on real-time networked social data (Bruglieri et al.,
2011).
All of these complex applications and the requirement for an improved man-
agement aim to create Smart Cities. Intelligent and integrated networks fed by
‘big data’ communicate with each other and optimise information from diﬀerent
sources to achieve sustainable growth. Well-known examples of Smart Cities
using big data to achieve sustainable solutions are cities in Abu Dhabi, where
car usage is optimised based on an integrated and real-time public transport
system (Mohammad and Sidaway, 2012). Another example can be found in Za-
ragoza, where an integrated sensor network monitors the entire road network
(Caragliu et al., 2011).
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At the international level, these Smart Cities are a relevant research topic
with several important scientific challenges. One challenge is data heterogen-
eity, where the goal is to define and name standard metadata fields in such
fashion that a data consumer has suﬃcient information to process and under-
stand the described data. Another challenge is automated data processing.
The process begins with raw data and transforms this into high-level indicat-
ors (Nicolas et al., 2003; Gillis et al., 2016). A further challenge is to include
citizens not only as data collectors but also in the decision-making process.
The awareness of citizens can be increased by the availability of more inform-
ation regarding their surroundings. Although the aforementioned challenges
have been addressed individually, an integral solution remains a requirement.
In this chapter, we propose a platform to support crowdsourced Smart City
applications. Therefore, we introduce a processing chain framework for man-
aging data at diﬀerent levels. It integrates raw data acquisition (low-level data)
to yield insights and high-level indicators (high-level data). The platform uses
stream processing, which allows managing diverse data sources. Its distrib-
uted approach decreases the complexity of establishing processing pipelines for
achieving specific outcomes. Further, we present a use case where a large-scale
participation campaign (161 municipalities in Belgium) was established using
the proposed approach. The proposed data platform is the first step to a Smart
City data backbone. The challenge is to manage the noisy and uncontrolled
nature of the source (the crowd), together with the volume and heterogeneity of
the data, and achieve outcomes for a diverse audience including policymakers,
study agencies, companies, research institutions, and citizens.
This chapter is structured as follows: first, we oﬀer a literature review of
Smart City applications and the perspectives that a data platform must address
(Section 2.2). Next, we propose a platform for crowdsourced data (Section 2.3).
Then, we present a use case to validate the proposed platform. This addresses
a large-scale participation (Section 2.4). Finally, we discuss the implications of
the study, related issues, and challenges (Section 2.5).
2.2 Perspectives
Cities are large and complex environments where specific requirements and
demands are perceived diﬀerently by citizens, and private and public organisa-
tions. Existing systems such as the public transport network, waste manage-
ment, security, and traﬃc management are examples of the complex aspects
that managers must address to improve citizens’ quality of life and ensure sus-
tainable development (Kominos et al., 2013). However, complexity increases
as cities grow; hence, cities require improved management and must consider
ICT as an instrument of changing to become ‘smart’.
The Smart City movement first appeared in the early 1990s, when urban de-
velopment was beginning to consider technology, innovation, and globalisation
(Gibson et al., 1992). These aspects are cornerstones for improving quality of
life, economic prospects, and sustainable growth while reducing environmental
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SMART
CITY
Figure 2.1: Six key fields of smartness to build a Smart City.
impact (Mulligan and Olsson, 2013). Advanced ICT has an important influence
on Smart Cities (Coe et al., 2001). In addition to eliminating local barriers,
advances in technology have transformed patterns of production, distribution,
and consumption. For example, weather data can be transformed into valuable
insight to support agricultural development. Further, the large amount of data
derived from multiple sources creates opportunities for innovative applications
(Odendaal, 2003).
Smart City initiatives have been supported using top-down and bottom-up
approaches. However, it has been demonstrated that a pure implementation
of these approaches results in an over-controlled and chaotic environment that
hampers innovation. A top-down approach aims to provide a centralised ICT
architecture that rules the urban activities. It focuses on optimisation and the
extensive use of technology to adjust parameters and define optimal solutions
(Hall et al., 2000; Dirks et al., 2009); it is promoted by large Information Tech-
nology (IT) companies (e.g. IBM and Siemens). Yet, some Smart City designs
reveal biases towards prioritising business interests and hiding growing social
polarisation (Hollands, 2008). Conversely, a bottom-up approach focuses on the
developments derived from people (citizens) rather than big private companies.
It is a distributed approach that supports and acknowledges some form of chaos
(Walravens, 2015). Citizen interactions are the main driver of this model; com-
munities promote small-scale initiatives aimed at yielding permanent changes
in the city (Mould, 2014) (e.g. new bicycle lanes on the streets, car-free zones,
extension of green areas). However, extreme implementations of the bottom-
up model can result in an unplanned intervention of urban spaces, therefore
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Figure 2.2: Comparative timeline of Smart City initiatives, source: (Anthopoulos,
2016).
increasing conflicts with urban-planners and policymakers (Walravens, 2015).
Top-down and bottom-up approaches have both advantages and disadvant-
ages. Therefore, a middle ground is required, an approach that combines the
strengths of each and allows innovation from diﬀerent actors (citizens, and
private and public organisations).
From a functional viewpoint, the European project ‘Smart Cities - Ranking
of European medium-sized cities’ (Giﬃnger et al., 2007) proposed six key fields
of urban development to characterise a Smart City. Those fields include smart
economy, smart mobility, smart environment, smart people, smart living, and
smart governance (Figure 2.1).
Numerous Smart City applications have been proposed in diﬀerent sectors
including transport (Lee et al., 2004; Lopez et al., 2015c; Poslad et al., 2015;
Semanjski et al., 2016b), environment (Jiang et al., 2016), living environment
(Cubo et al., 2014; Lynggaard and Skouby, 2016), economy (Walravens, 2015),
and Public sector (Aguilera et al., 2016). Figure 2.2 depicts a timeline of Smart
City initiatives around the globe (Anthopoulos, 2016). As can be observed,
long-term planning is associated with such projects. Thus, adaptability appears
to be a key element to evolve together with city organisation and technological
changes.
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Jiang et al. (2016) presented a bottom-up approach to monitor urban envir-
onments. Their approach uses an air- pollutant sensor and citizen participation.
The authors acknowledged that citizen sensing remains a challenge and state
that expert communities should consider this as a condition for success because
it provides the support to collect reliable data, which highlights the data qual-
ity issues as a constraint in participatory campaigns. The authors in (Cubo
et al., 2014) proposed a cloud-based platform to manage heterogeneous devices
in an ambient intelligence domain. It uses a service-oriented architecture aimed
to provide seamless health monitoring of a large number of patients. However,
the authors used machine data instead of crowdsourced data. In this study
(Aguilera et al., 2016), the authors proposed an open platform to centralise
data from diﬀerent sources, making it available for public authorities, decision-
makers, urban planners, public bodies, and citizens. The platform focuses on
digesting heterogeneous and non-structured data existing in council repositor-
ies. Further, the platform provides tools for creating urban applications. The
authors highlight the important role of participants, not only as data consumers
but also as data contributors. Semanjski et al. (2016b) investigated the role
of mobile sensing to incentivise the target shift in mobility behaviour. Their
results from a mobility campaign demonstrate the user profiles that are more
likely to accept suggestion towards a more sustainable mobility behaviour (e.g.
reduce car usage and switch to less pollutant transport means). This study also
highlights the potential of crowdsourced data as an alternative to traditional
datasets towards policy.
2.2.1 Heterogeneity of the sources
The evolution of the IoT has created a vast number of data sources and it is ex-
pected to have more than 50 billion devices interconnected by 2020 (Sta, 2016).
The variety of data sources builds a stage for innovative applications and ser-
vices. Applications are found in diﬀerent domains such as transport, industrial
automation, healthcare, public sector, and many others (Bertot and Choi, 2013;
Bellavista et al., 2013; Zanella et al., 2014). In fact, data from sensors and other
sources can be combined to provide more measures and therefore, increase the
accuracy and eﬀectiveness of a system. For example, a parking lot system can
use a sensor network to count the number of free places. Then, it can send
this information to drivers who request it. However, data is present in diﬀerent
forms including structured, semi-structured, and unstructured (Hashem et al.,
2016). The majority of these are nonstandard, being proprietary and custom
data formats of manufacturers. Therefore, a system must address the hetero-
geneity challenge for extracting meaningful information from the data (Batty,
2012; Semanjski et al., 2016a, 2017).
Data heterogeneity, however, is not the only challenge. A large amount of
data is being generated continuously as online and oﬄine datasets. Managing
these sources not only requires allocating the data but also processing it ef-
ficiently. The rate at which data is generated has a key role in designing a
system. This is particularly true when addressing system scalability. A system
2.2 Perspectives 17
could store a large amount of data, yet fail at gathering data from the source.
For example, a limited throughput can yield delays and missing data.
The eﬃcient and eﬀective use of data are the success factors in the private
and public sector (Semanjski et al., 2016a). This translates to a flexible man-
agement of the data heterogeneity and its data flows, in addition to the cap-
abilities to transform raw sensed data into valuable insights.
2.2.2 Participatory sensing
Participatory sensing promotes actions from an involved society that function
to serve global or local changes. It is the most recent type of citizen science
activity (Haklay, 2013). In urban environments, this translates into a fine-
grained data collection by citizens to address issues in transport, environment,
health, and energy. Technology has enabled people to monitor their surround-
ings. Smartphones act as monitoring tools that achieve high resolution of spati-
otemporal data (Burke et al., 2006). Such devices are equipped with integrated
sensors and include a mobile network, WiFi, Bluetooth, GNSS receiver, Near
Field Communications (NFC), dual cameras, accelerometer, digital compass
and microphone (Haklay, 2013). In addition to the built-in sensors, smart-
phones can be connected to external sensors (e.g., air quality, heart rate, step
counter, temperature) via Bluetooth and WiFi (Loreto et al., 2016). Hence,
smartphones have become useful tools for gathering people-centric data, while
increasing aspects such as the variety and resolution of the sensed data.
People-centric data delivers fine-grained details of urban areas and thus
an improved picture of local issues (e.g. environmental issues, living con-
ditions, and mobility) (Burke et al., 2006). Yet, it requires innovative ap-
plications and monitoring tools for collecting fine-grained detail data such as
geo-referenced data, where the granularity outranges conventional monitor-
ing campaigns. Well-known initiatives of citizen participation are Wikipedia
(Wikipedia, 2017) and OpenStreetMap (OpenStreetMap contributors, 2015b),
where the knowledge source is driven by the community. Other examples of
citizen participation include CitiSense (Nikzad et al., 2011). In this study, par-
ticipants were provided with a pollutant sensor device that was carried with
a smartphone-based application. They collected data on pollutants such as
ozone and carbon monoxide. Real-time updates were provided to participants
enabling them to make healthy changes in their behaviour. Furthermore, Nois-
eTube (Maisonneuve et al., 2009) was included in the study where authors used
citizen participation and a smartphone as an environmental sensor to overcome
the limitations of the existing approaches, such as low spatiotemporal resolu-
tion, the cost associated with noise mapping campaigns that require expertise
and human resources together with expensive equipment, and indoor noise
assessment. The participants provided extra metadata as a part of this parti-
cipatory campaign and together with the noise measures, generated noise maps
of the city. Those maps provided awareness of the urban noise and its social
implications for citizens, governmental bodies, and non-governmental organ-
isations. Consequently, factors such as the technology, availability of low-cost
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sensors, and applications have increased the awareness of individuals regarding
their health and environment.
The increased awareness of citizens is moving cities towards actions, de-
cisions, and policy (Arzberger et al., 2004). A starting point for this movement
is the willingness of citizens to contribute their measures and opinions. Citizen
participation is an important process to identify local issues and consequently
determine optimal solutions. The importance of this participation process has
been addressed in previous studies (Aoki et al., 2009; Maisonneuve et al., 2009),
as well as reflected in local decisions based on informed communities.
Finally, participatory sensing motivates the need of open data. As Batty
mentioned in (Batty et al., 2012), a key mode of interactivity with citizens is
the access to useful information about any aspect of routine living and working
in cities, thereby stimulating awareness of their surroundings. However, data
quality is essential to derive reliable findings (Kotsev et al., 2015).
2.2.3 Innovation
Addressing innovation, the large-scale participation of citizens provides an im-
proved ground for improving such a process. The creation of applications and
services to identify and understand the problems in the cities contributes to cit-
izen awareness regarding their surroundings (Lea and Blackstock, 2014). Thus,
citizens are minded to contribute with their data such as information gather-
ing from smartphones (Aguilera et al., 2016). These elements combine a broad
and detailed perspective for policymakers. Therefore, city issues can be ad-
dressed eﬀectively (Caragliu et al., 2011). However, the data privacy of the
crowd contribution must be guaranteed (Shapiro, 2006; Mulligan and Olsson,
2013), i.e. the identity of individuals must be protected yet the aggregated and
anonymised outcomes may be shared as open data.
Public entities have mainly sponsored open data initiatives (Janssen et al.,
2012) that serve as a medium to communicate transparency of public institu-
tions and to promote research and innovation. Arzberger et al. (2004) men-
tioned in their work published in Science: ‘Open access to publicly funded
data provides greater returns from the public investment in research, gener-
ates wealth through downstream commercialisation of outputs, and provides
decision-makers with facts to address complex problems’ (Arzberger et al.,
2004, p. 1777). However, raw open data is not suitable to be consumed as a
final product by citizens and decision makers. Open data must be transformed
into value-added information to generate new products and services that serve
diﬀerent actors (Walravens et al., 2016; Surowiecki, 2004). Therefore, find-
ing new applications and solutions to improve society through a collaboration
between the public and private sectors are challenges to governments to gener-
ate innovation (Janssen et al., 2017).
Of the open data platforms, the most relevant is Comprehensive Know-
ledge Archive Network (CKAN), an open source-based framework that has
been widely used by public organisations as part of their open data and in-
novation strategy. Such projects include the European data portal that goes
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beyond the harvesting of metadata of public sectors across European countries
(over 771,500 datasets); it focuses on improving data accessibility and increas-
ing the value of open data (EuropeanDataPortal.eu). The British government
publishes data through its portal (Data.gov.uk). It includes departments and
agencies, public bodies, and local authorities (over 42,800 datasets). Citizens
can use the data to learn not only more regarding how government works but
also how to build applications and services. The government of the United
States (U.S.) provides U.S. Federal data freely available through its portal
Data.gov (Data.gov), which includes more than 190,000 datasets.
Although open data portals are frequently considered as repositories and
archived data (i.e. data is only fed from public entities), these systems can
become two-way interfaces where data is not only used but also collected (i.e.
users upload their sensed data).
2.2.4 Data quality
Data quality is a natural challenge associated with crowdsourced data (Nuaimi
et al., 2015). Data in a non-standard format is delivered from diﬀerent sources.
For example, crowdsourcing campaigns frequently produce data that lacks in
structure and consistency because not all participants are engaged to contrib-
ute actively and consciously. Faulty and incorrectly calibrated sensors further
contribute to data uncertainty. Data processing can add and propagate errors
to subsequent steps in the processing chain. For example, errors in a calculation
or using low-precision data structures can decrease the quality of the measure
(e.g. precision of the coordinates of latitude and longitude). There can also
be other types of error due to inappropriate datatype conversion (characters
to floating point) or using a wrong reference system (local time vs universal
time). Such errors are not diﬃcult to detect and correct providing the original
data and metadata is available. For example, Gautama et al. (2006) proposed a
system for quality assessment based on object-based spatial registration. The
authors included quality measures for automatic road extraction comprising
completeness, correctness, and redundancy.
Data quality does matter and is an important factor for decision-making.
Therefore, a requirement for quality assessment is evident to characterise diﬀer-
ent data sources, especially when using crowdsourced data. This means based
on standards (ISO 19157, 2013; SDTS, 1999), we must define quantitative qual-
ity measures such as consistency, completeness, spatial and temporal accuracy
(Veregin, 1999), and qualitative features as purpose and lineage.
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2.3 Data platform
Based on the issues described in Section 2.2, we oﬀer the following requirements
for the proposed data platform.
• Data heterogeneity: It must address the data generated every day from
diverse data sources including crowdsourced data. Hence, methods to
gather and standardise data are required, as well as coherent structures
for storing data and metadata.
• Participatory sensing: It must process and analyse data in nearly real-
time (online, stream processing) and oﬄine (batch processing). It must
provide a flexible processing chain that facilitates the deployment of a
pipeline of data processing units aimed to transform the data into mean-
ingful information.
• Innovation: It must provide a flexible environment that allows innovation.
Thus, when a new provider is present, it can be integrated into the system.
Further, data requires a categorisation that allows sharing as open data
while minimising privacy issues.
• Data quality: It must compute quality metrics at each step in the pro-
cessing chain while maintaining traceability of the data transformation.
In addition to the requirements focused on the perspectives, it must consider
the following aspects:
• Implementation of open standards provides flexibility regarding upgrad-
ing and integrating existing solutions.
• Operational deployment is important to support experimental projects
such as citizen participation and other industrial projects, and also a
parallel development for research and development.
• Aspects as strategies for long-term archiving, data conservation, and
compression and management of algorithmic software components are
unavoidable issues to address.
The proposed data platform comprises a distributed processing environment
(processing chain) with components and services. It delivers multiple levels
of data and quality indicators. The distributed environment addresses the
requirements of paralleling processes executing on multiple units of processing
(clusters) to manage sources and their data flows.
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2.3.1 Processing chain
We propose a processing chain that addresses data at four diﬀerent processing
levels. This categorisation into levels is inspired by a similar definition in remote
sensing (Arvidson et al., 1986). It defines for producers and consumers the data
content that can be expected at a given stage and promotes easier integration
and transparency. Accordingly, Table 2.1 introduces the data levels; we refer
to these terms in the remainder of the chapter.
Table 2.1: Data processing levels.
Level Description
Level 0 (L0) Raw (unprocessed) data: data gathered from data
sources (sensors, actuators, smartphones, etc.) at
full resolution.
Level 1 (L1) Annotated data: original data at full resolution,
however, annotated with ancillary information, time
referenced, and standardised field names based on an
ontology.
Level 2 (L2) Derived data from automatic processes, data in-
cludes quality improvements.
Level 3 (L3) Augmented data: an enrichment of L2 data using
inference, data mining techniques, and external data
sources.
Level 4 (L4) Aggregate data: insights and analytics.
The processing chain includes quality control at each step (Figure 2.3). It
tracks the data quality by calculating quality measures that are summarised
as quality indicators. Such indicators can be used for research purpose. For
example, parameter optimisation can be made by selecting training data that
meets certain expectations (quality thresholds). Another example is a monit-
oring dashboard that can use those quality measures to trigger alerts indicating
anomalies.
All operations over the data (for any component) are tracked to maintain the
data lineage across the processing chain. Data lineage is a feature to preserve
in the processing chain because raw data is transformed into high-level out-
comes when entering the processing pipeline. Consequently, it can lose detail
and granularity. The state of the data before and after processing are repres-
ented through the data levels (Table 2.1). Hence, data lineage is a resource











Figure 2.3: Data processing workflow.
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Based on its functionality, the processing chain is divided into the following
subsystems (Table 2.2): acquisition workflow, processing workflow, inference
workflow, and analytics workflow.
Table 2.2: Main workflows in processing chain.
Workflow Description
Acquisition workflow L0 to L1 - annotate data: this workflow
transforms the raw data (L0) into standard-
ised and annotated data (L1). Metadata is
considered as part of a long-term archiving
strategy to support privacy-protection.
Processing workflow This workflow is divided into two parts:
L1 to L2a - real-time data: this workflow fo-
cuses on the fast calculation of derivative data
to support reacting interaction with users.
L1 to L2b - oﬄine data: this workflow fo-
cuses on the batch calculation of derivative
data.
Inference workflow L2 to L3 - augmented data: this workflow
focuses on integrating new data based on in-
ference techniques and external data sources
such as weather data and OSM.
Analytics workflow L3 to L4 - aggregate data: this workflow fo-
cuses on high-level analytics to generate in-
sights and consolidate outcomes.
Acquisition workflow
The primary purpose of this workflow is to manage the incoming raw data. This
workflow processes data collected from sources such as sensors, smartphone-
based applications, and external data providers (open data services, API ser-
vices, databases). These sources can deliver data to the platform either online
or under a scheduled plan. As an illustration, a group of air quality sensors in
a specific area can collect measures continuously and a hub can centralise and
deliver those measures to the platform at fixed intervals, whereas a monitoring
traﬃc service can report the road conditions in real time.
Data is transformed in a standardised fashion across a distributed processing
chain. Depending on the data type and source, a processing pipeline transforms
the data in a standardised format to be ready and feed sub sequential opera-
tions. For example, a date/time attribute can have several formats and levels
of detail, including or not a time zone. However, it needs to be interpreted in
the proper time space for further processes.
Data is transformed in a standardised fashion across a distributed processing
chain. Depending on the data type and source, a processing pipeline trans-
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PROCESSING WORKFLOW
Figure 2.4: Automatic processing workflow for transforming GNSS trajectories (L1)
towards aligned trajectories (L2). Bicycle trajectories in the city of Ghent, Belgium.
forms the data in a standardised format to be ready and available for input
to subsequent operations. For example, a date/time attribute can have several
formats and levels of detail including or not including a time zone, though it
must be interpreted in the proper time space for further processes.
Standardisation also involves a semantic meaning of the data attributes
because the same type of data can be gathered from diﬀerent sources with
diﬀerent specifications (e.g. attribute name, date format). For example, a
location coordinate attribute could be named for an external system such as
‘x’, ‘y’, ‘latitude’, ‘longitude’, or an abbreviation such as ‘lat’ or ‘lon’. And yet,
all these attribute names can represent the same type of data. Therefore, a
global ontology maintains the data semantics to ensure a proper and consistent
interpretation of it.
Processing workflow
Because the semantics of L1 data are well defined by the previous workflow, it is
possible to implement automatic data processing to improve the quality of the
data, to anonymise the data for privacy reasons, and any other purposes (Hoh
et al., 2007). For example, recorded GNSS traces can be matched to a road
network to reduce noise (Quddus et al., 2007) (Figure 2.4); GNSS locations
near the origin and/or destination can be removed for privacy. The results
of this workflow (L2 data) are stored in data stores (e.g. structured database
and non-structured databases) for query by other processes and services. For
example, geo-referenced data can be available in a GeoServer for visualising the





25Figure 2.5: Example of analytic dashboard for mobility campaigns. Tracking data gathered using smartphone application to provide
online analytics.
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Inference workflow
This workflow focuses on integrating new data based on inference techniques
and external data sources such as weather data, OpenStreetMap (OSM), and
social media. Using inference techniques, data patterns are discovered and clas-
sified into categories or groups. The use of external data assists this workflow;
it provides an additional input for correlating existing patterns. Examples
of processes in this workflow are machine-learning algorithms to classify the
transport mode (Reddy et al., 2010; Wang et al., 2010; Stenneth et al., 2011;
Xia et al., 2014; Lopez et al., 2016a), trip activity (Schuessler and Axhausen,
2008; Axhausen et al., 2003) and to discover the most likely working and living
locations (Yuan et al., 2012).
These techniques typically match training data to produce their outcomes.
However, when the source changes its initial patterns, it can aﬀect the inference
and consequently derive incorrect results. Therefore, a calibration is required
to ensure the derived outcomes as well as quality metrics to detect low levels
of performance.
Analytics workflow
The analytics workflow oﬀers processes to yield insight from the available data
levels. It includes the typical Online Analytical Processing (OLAP) as featured
in business intelligence systems, expanded with spatial queries. This requires
establishing an interactive environment with associated visualisations allowing
users to study their problems.
To gain new insights from the data, statistics and analysis are performed to
produce aggregate outcomes, conceptually called L4 data. These outcomes are
accessible through applications (analytic dashboards, GIS tools) and services.
For example, Figure 2.5 displays a customised dashboard for monitoring a mo-
bility campaign. Items such as travelled distance and time are indicated for all
participants. These outcomes can be filtered to more detailed levels such as
activity related to a specific city, transport mode, or any other combinations
of factors. Such a tool provides a dynamic and interactive experience to ex-
pert users, who can search for potential shortcomings and design strategies to
overcome them.
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2.3.2 Platform architecture
The architecture is essentially a distributed, asynchronous pipeline for trans-
forming, processing, and archiving heterogeneous data. Figure 2.6 presents a
global view of the involved components. The orchestration of the processes is
provided by a publisher/subscriber schema, where multiple instances of a pro-
cess can be subscribed for receiving messages (tasks) and delivering the output
of processing in an asynchronous manner. An asynchronous communication
channel dispatches messages (tasks) to subscribers as a function of the oper-
ation that a data level requires. Clients subscribed to such a channel receive
messages and process the corresponding data.
Further, quality processes are associated with each process in the pipeline
(Figure 2.6). These processes derive quality metrics from the processed data.
Quality metrics are extracted at all data levels to capture meaningful inform-
ation linked to quality dimensions such as completeness, timeliness, validity,
consistency, and integrity (Bertini et al., 2011). For example, a segmentation
process can split the tracking data (GNSS location points) into trip segments
(consecutive location points that are intended to be part of a single user activ-
ity). A quality process associated with the segmentation process can extract
quality metrics of the output data, such as the five-number summary (Mcgill
et al., 1978), average sampling rate, number of invalid values, and number of
missing values. These metrics are used later for building aggregate results, for
example, to obtain the average performance of a sensor or to identify incor-
rectly calibrated sensors or any other anomaly. They can also be used to group
sensors that meet certain thresholds and provide consistent outcomes.
Extract, Transform, and Load (ETL) are part of a basic workflow to retrieve
data from diverse sources. An ETL shapes the data to comply with a new
repository. The gateway component acts as similar to an ETL. It receives L0
data from various data sources and converts this data into L1 data. To enable
a broad spectrum of data types and forms, this component can be modular,
meaning that new gateway modules can be added to the platform (Figure 2.6).
The event channel component is the ‘beating heart’ of the platform. As
distributed component, the asynchronous publisher/subscriber channel is re-
sponsible for all signalling between the components of the platform and to
ensure the quality of services of the processing chain.
To optimise power consumption on the producer side (e.g. sensors, ac-
tuators, smartphones), the event channel manages exchange protocols with
small transport overhead. This reduces the network traﬃc and transmission
time. This characteristic is useful for constrained environments (IoT, Machine






















































Figure 2.6: Overview of proposed architecture.
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To provide a flexible orchestration of the processes, the event channel uses
a publisher/subscriber model based on topics. Clients can connect to the
event channel by subscribing to or publishing topics. It establishes a pub-
lisher/subscriber relationship as one to one or one to many (Figure 2.7). Hav-
ing multiple subscribers on the same topic facilitates establishing workflows
with parallel processes. It simplifies the system scalability because multiple
instances of a process can be subscribed to the same topic.
Figure 2.7: Publisher/subscriber model.
To enable the scalability of the platform, structured, semi-structured, and
non-structured data are supported (Cattell, 2011). The purpose of the storage
component is threefold: (i) archiving incoming raw data in a standardised
format, (ii) cataloguing archived data, and (iii) saving (intermediate) results
of processing algorithms into eﬃcient data structures. It oﬀers services such
as relational and non-relational databases, document-based storage, key-value
stores and raw file-based storage for raster images.
We acknowledge that a limitation of the stream-based approach is not the
number of messages or simultaneous clients but the message size. A streaming
approach can experience issues while processing large messages because this
can require more memory, delaying other processes. Ideally, messages should
be kept as small as possible to achieve optimal performance, for example, the
default message size is 1MB in Kafka. Jobs for processing large messages in
the processing chain must be processed either in a separate pipeline or in a
diﬀerent schedule to avoid performance issues in the production pipelines.
2.3.3 Services and applications
The platform provides diﬀerent services to enable external parties and applica-
tions; among these are Representational State Transfer (RESTful) API services
for managing, configuring and invoking modules (Fielding, 2000), Web Map
Service (WMS), Web Map Tile Service (WMTS), and Web Feature Service
(WFS) to provide geographic information to local or online GIS applications.
Further, these services provide a bridge between the event channel component
and external applications.
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Figure 2.8: Mobile application ecosystem to support sustainable mobility in Smart
Cites. Applications developed at Ghent University as part of mobility campaigns in
collaboration with local councils and private sector.
Mobile applications are part of the data acquisition workflow (Figure 2.8).
These are designed to optimise the data collection, especially from citizen parti-
cipation. The advantages of mobile applications at gathering data are twofold.
First, a mobile application minimises the errors in gathering data by constrain-
ing options (selectable features, type of data, automatic timing). Further, it
can retrieve measures from the built-in sensors directly. Secondly, depend-
ing on the application design, it may encourage user participation and thus
improve the quantity and quality of the reported data. In addition, mobile
applications are interfaces for delivering high-level outcomes. Users can receive
feedback from the processing chain through the application. Similarly, services
and other information can also be available in such applications. Examples of
these advantages are clearly identified in (Rabin and Bock, 2011), where the
authors proposed a smartphone application to minimise health risks (cardi-
ovascular disease and diabetes) in sedentary people. The application promotes
physical activity by providing not only qualitative and quantitative feedback
such as steps taken, and calories burned but also by tracking progress towards
physical activity goals and integrating a music feature.
At Ghent University, we developed an ecosystem of mobile applications to
support sustainable mobility in Smart Cities (Figure 2.8). Those applications
have served to promote mobility campaigns aimed at addressing diﬀerent issues
in Belgian cities.
2.3.4 Integration
Another important aspect of the proposed platform is the flexibility of integ-
rating external systems in the processing chain. Existing platforms can be
integrated using the gateway component, which acts as a proxy between the
event channel and external platform. A second method is to interact directly
with the event channel by subscribing and publishing messages. This integra-
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tion allows the reuse of processes that can be plugged into a processing pipeline
to derive specific outcomes. By exploiting this feature, adaptability to changes
and scalability are supported; hence, extending the processing capabilities to
other systems.
2.4 Use case
The Flemish bicycle-counting week (Fietstelweek in Dutch) is an initiative to
better understand the cycling behaviour of the Flemish community in Bel-
gium. This initiative aims to advise city councils of their cyclist policy to
improve mobility aspects (bicycle highways, cycle paths, bike sharing systems,
infrastructure facilities for connected modes). Therefore, it uses the collected
data to derive insights regarding the route-choice of cyclists (frequent routes,
bypass routes), travel frequency, origin, and destination. Similarly, it identifies
problems such as delays and traﬃc congestion.
The bicycle-counting week is an example of large-scale participation. In ad-
dition to the general public, it involves diﬀerent actors including governmental
organisations, private organisations, and volunteers of the cycling federation in
Belgium. Its 2016 edition involved over half of all municipalities in Flanders
(161 out of 308 municipalities, see Figure 2.9), which resulted in more than
two million cyclists being counted in a week (Fietstelweek, 2016). This was
accomplished by employing more than 420 counting points (bicycle-counting
loops, cameras) in strategic locations. Further, a smartphone application was
deployed to collect additional cyclist patterns.
In the light of policy co-creation, this initiative requires open data to share
the findings with citizens, organisations, and authorities, while maintaining
the privacy of the individuals. The bicycle-counting week provides additional






Leaflet | © OpenStreetMap
Figure 2.9: Overview of counting locations across Flanders, Belgium. Total of 420
counting locations in 161 municipalities.
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Table 2.3: Type of data gathered in bicycle-counting week.
Data type Description Data source
counting-data Geo-referenced number of cyc-
lists that pass a certain spot
(counting location) in the city
Counting loops,
cameras, volunteers
tracking-data Group of continuous location




details (for cyclists) to those delivered in the Flemish travel survey research
Onderzoek VerplaatsingsGedrag (OVG). The Flemish travel survey oﬀers an
overview of the mobility behaviour in Flanders where the bicycle mode is part of
the analysed share. The bicycle-count week aims to provide additional insight
to citizens and government, especially towards sustainable mobility policy.
We addressed this challenging initiative using the proposed architecture: a
processing chain that derives diﬀerent levels of data, which are meant to serve
diﬀerent users (e.g. policymakers, communities, organisations, and individu-
als), and automated processes and services.
We integrated to the proposed platform one of the most relevant open data
portals, CKAN. It serves as an interface between the processing chain and
prosumers (agents acting as consumer and producer). The open data frame-
work provides a catalogue storage that maintains the data-levels available for
the citizens and policymakers. To enable the automatic processing of the open
data, a gateway module links CKAN to the event channel. The module val-
idates the uploaded data (e.g. counting data and tracking data) and requests
additional annotations when required, for example, ambiguous field names, un-
defined data meaning (metadata), and required information that is not present
when uploading the data (location coordinates). This module provides se-
mantics to the data as standardised L1 data for further processing.
CKAN provides a web-based interface for managing the data storage at
L0 (as the semantics of the data are undefined). This component enables the
producers (citizens) to upload their datasets to the platform. Conversely, data
consumers can use the web-based interface to browse and search for datasets
based on keywords. This framework includes characteristics such as search,
store, and manage datasets. Through an intuitive web interface, this frame-
work allows data-producers to easily register, update, and refine datasets in
a distributed authorisation model called Organisations. Organisations allows
producers to have their own dataset entry and approval process with numerous
members.
Two types of data were gathered in this initiative: counting and tracking
data (Table 2.3). Counting-data was collected from sensors (e.g., counting
loops, cameras); it was also manually gathered by participants (especially in
small communities and places of interest where sensors were unavailable). Al-
though the data type was the same (counting of bicycles) for all sources, the
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Figure 2.10: Bicycle-counting workflow to transform sensed data (L0) into insights
(L4), from citizen participation to policy.
diversity of the sources presented a data heterogeneity challenge, i.e. data
was delivered in diﬀerent formats. Moreover, errors were present as format in-
consistencies and data representation, particularly in data collected manually.
Although the participants were provided with guidelines and a data form on
which to enter the counting data, errors were present.
Conversely, tracking-data was collected by a smartphone application called
‘FietsTelApp’, available for both Android and iPhone operating systems. The
application collected data in background mode including location points and
additional attributes such as the time-stamp, speed, accuracy, and heading.
Both types of data were gathered and pushed to the processing chain to trans-
form the raw sensed data into insights that could provide an improved overview
to the decision makers (Figure 2.10).
Data producers delivered their counting data (L0) by an open data frame-
work that pushed the raw data into the processing chain. The acquisition work-
flow annotated the data, adding semantics to it. For counting data, this implies
parsing the data file, identifying data types (date/time fields, counting val-
ues), and validating coordinates (latitude and longitude). The L1 output was
pushed to the next workflow and a human readable file format was archived as a
standard GeoCSV (an extension of the tabular data format Comma-separated
values (CSV)) (GeoCSV, 2015). This file could later be downloaded by the
user through the open data portal.
Automated processes look for outliers and missing values, which are cap-
tured by the data quality control and reported as warnings or alerts. Further-
more, links are created to bind the data that belongs to a group (labelling with










Figure 2.11: Interactive GIS tool for visualising L4 counting data, diameter of blue circle indicates bicycle count density on that spot.






Figure 2.12: Interactive GIS tool for visualising L4 tracking data. Detail bicycle intensity (trip frequency) is displayed per road
segment. City of Antwerp, Belgium.
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Augmented data is generated based on the L2 data and using external car-
tographic data (e.g. OSM). Hotspots and clusters are L3 outcomes. Finally,
the data is aggregated in diﬀerent dimensions (time and space). L4 data is
later used by services such as map servers and interactive tools to be visualised
by the user (Figure 2.11).
The tracking data functions in the similar fashion. Raw location points (L0
data) gathered from smartphones were transformed in the processing chain.
The acquisition workflow retains the original data resolution and annotates
its fields; thus, further processes can refer this data as L1 data. L2 data is
the result of automated processes that segment the location points into trips,
identifying origin/destination, travel time, distance, and removing noise by
aligning the points to the road network. At L3 data, bicycle delays were de-
tected. Finally, at L4 data, insights were produced as the aggregate outcomes
of the previous data levels, for example, intensity and speed maps.
This categorisation of data into levels facilitates the data representation (i.e.
visualisations). For example, Figure 2.11 displays L4 data as an interactive tool
based on GIS. This tool can be used as an instrument for policymakers and
citizens; Figure 2.12 displays tracking-data (L4) as an intensity map that can
be interactively explored.
2.4.1 Results
More than 2,000,000 cyclists were counted at the 284 locations in the course of
the bicycle-counting week (Table 2.4). The province of Antwerp counted the
most trips (1,205,702 counts in 103 places); this is mainly a consequence of the
greater number of automatic counts (24/7 count). In Limburg, for example,
the number of cyclists per count was low because numerous manual counts were
used there (only in peak hours).
The mobile application captured more than 29,000 bike trips registered by
2,700 users. Excluding outliers from the dataset (100 m < distance > 100 km),
it accounted for 26,700 trips, 2,699 users, and 152,000 km. The average trip
length was 5.7 km, which is marginally higher than the average trip length
according to the Flemish travel survey that reports an average travel distance
of 5.2 km (OVG, 2013).
Table 2.4: Summary of campaign result by province
Province Count Places Avg. count per place
Antwerp 1,205,702 103 11,706
Limburg 8,495 12 708
East Flanders 309,773 60 5,163
Flemish Brabant 194,754 48 4,057
West Flanders 191,467 49 3,908
Not availablea 92,097 12 7,675
a Geo-referenced location was not provided to the data.
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Figure 2.13 displays an overview of the global figures reported for bicycle-
counting week 2016. The infographic was used for communicating the outcomes




















Figure 2.13: Infographic of bicycle-count week displays outcome of campaign.
Bicycle-count week was active from 19 to 26 of September 2016 in Flanders, Bel-
gium; source: Fietsberaad Flanders (Fietsberaad, 2016).
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In the next example, we display the outcome of the L4 data as it applies
to policy-making. Figure 2.14 presents a comparative analysis of transport
modes answering the question ‘what mobility option is better to use when
reaching the Leuven train station during the afternoon peak?’ In the blue
area, bicycle is faster than car. It is important to note that these outcomes
stimulate the creation of awareness in citizens, especially in those who live
near the limits where the bicycle has lost its advantage. Communities in these
areas can initiate debate on how to improve the bicycle advantage, which brings
together local authorities and communities to seek solutions such as new bicycle
highways. The results were part of a campaign to incentivise targeted shifts in
mobility behaviour called Routecoach. For further details, the reader can refer
to (Semanjski et al., 2016b).
Figure 2.14: Visualisation from mobility campaign in Leuven, Belgium. Car vs
Bicycle comparison displays area (in blue) where bicycle is faster than car at reaching
train station; source: (Semanjski et al., 2016b).
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2.5 Conclusions and discussions
In this chapter, we presented a framework for managing crowdsourced data,
which can be used by practitioners to deliver high-level indicators in areas such
as transport, health, and environment. The challenge is to unlock the poten-
tial of crowdsourced data through a processing framework that manages noisy
and uncontrolled sources. We focused on a flexible data platform that can be
integrated to the existing systems in the city, increasing their processing capab-
ilities, and levering specific tasks, that is, a platform that adapts its outcomes
to the city requirements rather than imposing overwhelming procedures as the
full solutions of large IT vendors.
The proposed architecture uses a streaming approach to capture the diﬀer-
ent stages of the data transformation (acquisition, processing, inference, and
analytics). It also reports quality metrics and retains the data lineage, which
can be used to verify if a reported outcome is adequate for decision- making.
We proposed a processing chain that derives four levels of data, which are
intended to serve diﬀerent purposes and users. The advantages of this categor-
isation into levels are that it establishes diﬀerences between outputs therefore,
it can be understood by a broader audience not limited to developers and re-
searchers. It facilitates the alignment of a project’s objectives (e.g. campaign
outcomes) to the technical requirements. It provides a reference for buying
data because it narrows the scope to more suitable goals, delivering more cost-
eﬃcient products. It creates a separation and independence among processes.
Therefore, processes can be tested independently, facilitating a parallel deploy-
ment.
A stream-based architecture provides flexibility to scale the platform. It can
be introduced incrementally on demand, starting with simple requirements, up
to covering large-scale infrastructures (hardware, software, and connectivity).
Further, the publisher/subscriber model allows decoupling workflows and es-
tablishing new workflows quickly, adapting the platform to changing require-
ments. This translates to more services and applications for improving citizens’
quality of life. The stream-based approach is suitable to address online data,
especially when real-time analytics are required. Unlike the batch-oriented
approaches that load/store the data with every operation, a stream-based ap-
proach processes the data upon ingestion. Therefore, processing pipelines can
be established to derive rapid outcomes.
Although many processes can be integrated into the processing chain, para-
meter optimisation and thresholds require recalibration. This is especially true
when processing data that is influenced by external factors. For example, net-
work coverage in urban areas is denser than in rural areas. Consequently, loc-
ation estimation will function diﬀerently and include more noise when devices
operates in rural areas (Lopez et al., 2017). Consequently, automatic recalibra-
tion remains a challenge, where quality metrics are key elements to determine
when a process requires parameter tuning.
Finally, we must state that smartphones can be useful tools for collect-
ing data. However, special attention must be considered in designing mobile
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applications. Data collected by mobile applications can include errors, particu-
larly when participants provide annotations (e.g. annotation errors, omissions,
and false annotations). When planning a crowdsourcing campaign, a proper




Human travel behaviour has been addressed in many transport studies where
travel survey methods have been widely used to collect self-reported insights
of daily mobility patterns. However, since the introduction of GNSS and more
recently smartphones with built-in GNSS, researchers have adopted these ubi-
quitous devices as tools for collecting mobility behaviour data. Although the
majority of studies recognise the applicability of this technology, limitations
remain. These are rarely addressed in a quantified manner. Frequently, the
quality of the collected data tends to be overestimated and these errors propag-
ate into the aggregated results providing an incomplete knowledge of the levels
of confidence of the results and conclusions. In this chapter, we focus on the
completeness aspects of data quality using GNSS data from four campaigns
in the Flanders region of Belgium. The empirical results are based on mobil-
ity behaviour data collected through smartphones and include more than 450
participants over a period of 29 months. Our findings indicate what transport
mode is most aﬀected and how land use aﬀects the quality of the collected data.
Further, we provide insights regarding the time-to-first-fix (TTFF), which can
be used for an improved estimation of travel patterns.
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3.1 Introduction
Understanding human travel behaviour lies at the core of the planning of trans-
port services and ensuring the development of sustainable communities. Tradi-
tionally, this data is collected based on self-reported insights in a person’s daily
mobility patterns. The self-reporting is usually performed in the form of travel
surveys or interviews. The drawbacks of these methods are well recognised in
the literature and include underreporting of short trips (Bricka and Bhat, 2006;
Wolf et al., 2003; Bricka et al., 2012), overestimation of public transport travel
times or underestimation of car travel times (Carrion and Levinson, 2012; Bates
et al., 2001; Semanjski and Gautama, 2016), obtaining incomplete and incon-
sistent information (Du and Aultman-Hall, 2007; Stopher et al., 2007), and
rounding travel times and distances (Witlox, 2007). Recently, the availability
of aﬀordable GNSS devices and mobile communication have presented a new
method of acquiring data for mobility studies, including citizen science wherein
volunteers participate in aspects of mobility and environmental matters (Jiang
et al., 2016).
Examples of the GNSS data applicability to better understanding individu-
als’ daily mobility behaviour include the implementation of GNSS data together
with GIS technology and an interactive web-based validation application, to de-
rive and validate trip purposes and transport modes (Bohte and Maat, 2009).
The achieved results indicate an acceptable match with the national travel
survey findings indicating that the suggested approach could be a promising
alternative to paper diary-based methods. Zheng et al. (2008) used the GNSS
data of 45 users, collected over a six months period, and applied a supervised
learning-based approach to automatically infer transport mode and gain an
understanding on how to recognise transport mode exchange locations.
Furthermore, Liu et al. (2012) and Pan et al. (2013) oﬀered a deeper ex-
amination into spatial and temporal patterns of taxi trajectories to investigate
interurban land use variations. They classify the study area into six traﬃc
areas closely associated with diﬀerent land use types (e.g. commercial, indus-
trial, residential, institutional, and recreational) and determine that human
mobility data collected from location-aware devices provides an opportunity to
derive urban land use information in a timely fashion.
Using a similar dataset, Guo et al. (2012) studied taxi tracks to derive trip
origins and destination locations. Hood et al. (2011) developed a route choice
model based on the GNSS data collected from smartphone users in San Fran-
cisco. They extract alternatives using repeated shortest-path searches where
both link attributes and generalised cost coeﬃcients are randomised. Their
results indicate that bicycle lanes were preferred to other facility types, espe-
cially by infrequent cyclists. The obtained results were intended to be used for
bike network infrastructure planning purposes. Duncan et al. (2009) examined
the use of GNSS data in objectively measuring and studying the relationship of
environmental attributes to human behaviour in terms of physical activity and
transport-related activity. Mavoa et al. (2011) examined children’s independ-
ent mobility data and implemented sequence alignment to match GNSS and
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travel diary data. They successfully matched approximately 60% of all trips
between the two datasets. Murakami and Wagner (1999) explored the potential
of validated GNSS tracks to improve self-reported trip data. By comparing the
GNSS tracks and travel diaries, they discovered that, in general, self-reported
trip distances were longer than those observed from the GNSS tracks.
Although the majority of studies recognise the potential of GNSS-based
approaches for understanding human travel behaviours, it does have its limit-
ations (Murakami and Wagner, 1999; Du and Aultman-Hall, 2007). These are
rarely addressed in more detail or a quantified manner. The main reason for this
is a general agreement that GNSS data is more detailed than the self-reported
insights, has higher spatial and temporal resolution, and has high potential
to replace traditional data collection approaches, and thus is a superior basis
for drawing conclusions on individuals’ travel behaviour. Furthermore, the
ground-truth data that can be used to evaluate the quality of the GNSS-based
insights are rarely collected. There is a lack of awareness regarding the data
quality of the raw sensor data and how the errors propagate into the results.
This provides an incomplete view on the levels of confidence of the results and
conclusions.
The aim of this study is to deepen the understanding of the GNSS data
applicability for mobility studies by providing systematic and quantified in-
sights into collected data representativeness in describing individuals’ travel
behaviour. To achieve this, we report on diﬀerent GNSS-based datasets that
include trips made with diﬀerent transport modes. For these datasets, we
provide an extensive description of the data collection process and the trips’
related contexts, and report on how well they capture the actual travel be-
haviour. To describe the actual travel behaviour, we rely on data collected
by independent sensors and/or a GIS-based validation procedure. Hence, we
expect to complete some of the omissions recognised in the existing literature,
raise the level of awareness regarding the relevance of data quality reporting for
GNSS-based travel behaviour studies, and provide valuable reference for future
research in this field.
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3.2 Methodology and data
This section presents an empirical analysis of the crowdsourced data collected
from four mobility campaigns that were launched in Flanders, Belgium (Fig-
ure 3.1). The campaigns were part of diﬀerent regional and European projects,
each with specific purposes; these are described further in Section 3.2.3. A com-
mon denominator across all projects is the data collection method. The data
collection method involved a smartphone application used to collect, among
other information, GNSS traces from the participants.
Figure 3.1: Flanders region in Belgium.
The target population in this study was a generic and the focus was on
sustainable mobility and the transport mode that people employed for com-
muting and other daily trips. Furthermore, the aggregation level was at trip
segment, where trip segment is a trajectory where a single transport mode is
used (Stopher et al., 2008). Hence, one multimodal trip could contain several
trip segments, each travelled by a diﬀerent transport mode. The features of
the study area and target population are listed in Table 3.1.
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Table 3.1: Study area and target population
Study Area Flanders
Area size 13,522 km2
Population in study areaa 6,444,127
Target population General
Transport modes Foot, bike, drive, passenger, bus, tram,
train, moto
Trip activity Commuting, business-related, recre-
ational trips
Data collection period Feb 2013 - Jul 2015
Number of GNSS locations 10,048,552




b A device or smartphone does not necessarily map a single user because some
devices were shared among the participants.
3.2.1 Data collection methods
For our study, we analysed the participant’s trajectories at trip segment level.
The following measurements are needed for each trip segment.This means, we
require the following labels to be available in the collected data: transport
mode, start and stop time (Figure 3.2).
As validation data, start and stop time need to be precise preferably in
the order of seconds. These two measurements are used to calculate the trip
duration and the theoretical number of GNSS locations. In addition, start time
is used to calculate the delay of the first fix. Finally, transport mode provides
the context in which data was collected.
start time stop time
transport mode
time
Figure 3.2: Data needed to analyse the missing data in GNSS trajectories.
There are several possibilities to collect this ground truth data:
• Participants could write down the information in a paper diary.
• Participants could enter the information using an electronic diary (smart-
phone application).
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• An observer could record the participant’s trips.
Table 3.2 indicates the advantages and disadvantages of these methods to
collect labelled data. Based on these features, we opted for the electronic diary
to collect data from participants.
Table 3.2: Methods to collect labelled data
Paper-based diary Electronic diary An observer
+ Accessible for every-
one.
+ It does not require
technology.
− It may increase the
participant’s burden.




+ Less actions are
needed (start/stop).
+ Timestamps are auto-
matically gathered.
+ Higher temporal pre-
cision.








+ Higher quality data.
− Expensive.
− Limited scale of oper-
ation.
− It may not be feas-




A description of the reported modes from the participants is depicted in
Table 3.3. In this transport mode categorisation, passenger and driver utilise
the same transport mode (e.g. car); however, with diﬀerent roles (i.e. one is
driving the vehicle and the other is not).
Table 3.3: Transport modes collected from citizen science
Transport Mode Description
Foot Participant travels on foot
Bike Bicycle/e-bike as a transport means
Driver Participant as a car driver




Moto Two-wheeled vehicle such as scooter or
motorbike
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3.2.2 Mobile applications
Data on the campaigns was collected via two Android smartphone applications
Connect (MOVE, 2013) and Routecoach (MOVE, 2015), which were developed
at Ghent University in Belgium. The applications are part of MOVE, a Smart
City platform for supporting more sustainable mobility behaviour (Lopez et al.,
2015c; Vlassenroot et al., 2014; Semanjski et al., 2016b). Connect is a mobile
application to collect mobility behaviour data. It has two operating methods
for gathering data: active and passive mode. Active mode requires user inter-
vention to annotate the trip segment information such as purpose, transport
mode, and starting/ending of the trip (Figure 3.3a). In passive mode, the data
is collected in background without any action of the user. While logging data,
trip segments are automatically detected based on stayed points (zones with
no movement) and transport modes are classified using sensor data (GNSS and
accelerometer sensor); however, the trip purpose is not inferred; users can an-
notate their trips later. Either in active or passive mode, users can review their
travel diary (Figure 3.3b) and correct it as required (e.g. add a trip purpose).
By default, Connect operates in passive mode; it switches to active mode when
a trip is started manually, which means launching the application, complet-
ing the data, and pressing the play button. There is no visual change in the
Graphical User Interface (GUI) in either active or passive mode.
Another feature of this application is that it sends survey questionnaires
to test the user; such questionnaires are triggered based on events such as the
use of a certain transport mode (Vlassenroot et al., 2014). For example, ques-
tions regarding driving behaviour (frequency, accidents, traﬃc) can be triggered
after validating a certain number of car mode trips, which avoids sending such
questions to infrequent car users who could under/over-estimate situations.
Another example of using the survey questionnaires is to collect user demo-
graphic information; in this case, a survey is launched once at the beginning
of the campaign. The questionnaires are configurable and their content are
a function of the mobility campaign (i.e. type of behaviour to be captured).
Once the survey is completed by the user, it is no longer triggered. Connect
was developed under strict privacy guidelines, consequently no registration is
required to use the application.
The second application, Routecoach, shares similar features with Connect;
however, it adds route coaching and gaming features. The main goal of this
application is to provide routing information between a defined pair of ori-
gin/destination points (Figure 3.3d). To accomplish this, Routecoach fetches
routing information from multiples sources (e.g. the national rail company and
public transport company) to obtain schedules and routes, which are combined
with other transport modes (walk, bike, car) to suggest a set of feasible routes.
Moreover, gaming features are used in the campaign to reward the most active
users and encourage others to participate actively, for example, leader boards
for the most biked kilometres (Figure 3.3d) and a sustainability challenge board
where friends can challenge each other to walk more kilometres during a week.
A more detailed description of the app and the campaign can be found in
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(a) (b)
(c) (d)
Figure 3.3: Mobile applications to collect mobility behaviour data: (a) Connect trip
diary, (b) Connect travel diary, (c) Routecoach route suggestion, and (d) Routecoach
leader board.
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Semanjski et al. (2016b,a).
It is worth mentioning that the active mode collects more precise and an-
notated data than the passive mode; however, users could omit short trips
(ATM, post oﬃce, bakery) (Wagner, 1997). Conversely, more data is collected
in passive mode; however, such data requires a processing chain (filtering, seg-
mentation, points of interest, map-matching, activity, and mode detection) to
be useful (Wolf et al., 2000). The aforementioned mobile applications function
with a sampling frequency of 1Hz in active mode and variable frequencies in
passive mode to increase the time span of the device’s battery; such frequen-
cies depend on the battery level (a high battery level has a higher sampling
frequency than a low level).
3.2.3 Campaigns
Three projects made use of the mobile application Connect in their campaigns.
For data collecting purpose, Connect was installed in a set of smartphones that
were shared among participants in shifted periods (2 - 3 weeks). As part of the
campaigns, the participants were requested to report their activity using the
application in active mode. The following is a brief description of the mobility
campaigns (for further information, the reader can refer to Appendix A):
(i) Electric Mobility for commuting and business trips (Elmo@work), in-
vestigated whether electric two-wheelers, potentially combined with other
types of durable mobility (classic public transport, taxi), could be a valu-
able alternative for work-related trips such as commuting and business
trips (VIM, 2015)
(ii) Electric Vehicles in Action (EVA) was a large-scale living lab platform
with diﬀerent types of electric vehicles, charging infrastructure, and data
loggers. The purpose of this platform was to determine what geograph-
ical placement of public charging stations was most beneficial (Vlassen-
root et al., 2014). The project also aimed to assess the impact of elec-
tric vehicles on user behaviour, and to further support the definition of
standards, recommendations, scenarios, and roadmaps for the sustainable
deployment of electric vehicles.
(iii) Olympus focused on networked mobility, aiming at integration between
shared mobility (car sharing, carpool, bike sharing), and private and pub-
lic transports. It functioned at diﬀerent levels of integration: end users,
mobility providers, and supporting services (e.g. charging infrastructure
for electrical vehicles). Its campaign started in four Belgian cities (An-
twerp, Ghent, Hasselt, and Leuven). In these cities and their stations,
electrical shared cars and shared bikes were made available. Therefore
users could opt for an electric variant (Olympus, 2015).
(iv) The Routecoach application was part of a sustainable mobility campaign
in the Province of Flemish-Brabant. The application was freely available
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to download and the majority of the data was collected in passive mode.
The main aim of the campaign was to develop an evaluation and planning
toolkit for mobility projects that was transferable and could be adopted
by planners (Nisto, 2015). The data collection process was active from
January to April 2015. In total, 8,303 users actively participated by
downloading the freely available application and collecting the data on
more than 30,000 trips. In this study, we only considered the users that
manually reported their activity (380 users).
A summary of the collected data is presented in Table 3.4, certain common
features across the datasets allowed us to merge them into one, for example,
the sampling rate, which was set to 1Hz when an application functioned in
active mode (i.e. users manually report the start/stop trip). Further, this
mode recorded a time stamp immediately after the user’s action, even if a
GNSS location was not fixed.
Table 3.4: Summary of datasets per campaign
(i) (ii) (iii) (iv)
Number of GNSS locations 3,533,752 3,549,218 1,365,198 1,600,384
Number of multimodal trips 2,251 2,463 1,315 1,803
Number of trip segments 2,394 2,738 1,814 1,905
Number of devices 40 18 19 380
Travelled kilometres 24,737 22,695 11,063 12,864








Application name Connect Connect Connect Routecoach
Type of logging active active active active
Sensor GNSS GNSS GNSS GNSS /
FUSEDa
Sampling frequency 1 Hz 1 Hz 1 Hz 1 Hz
a Fused-based location is not considered in this study, it is an estimation
of the location based on multiple sensors: WiFi, cell networks, GNSS, and
Bluetooth.
Dataset (iv) incorporates data from the test period of the application and
the post-campaign phase; thus, it includes a longer period than the oﬃcial
campaign. All data collected in passive mode (background data collection) were
removed because the sampling frequency was not fixed; hence, a theoretical
estimation of the number of locations could yield an incorrect outcome.
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Figure 3.4: Modal split per trip segment of crowdsourced data (dataset) and Flemish
Travel Behaviour Survey (OVG 4.5).
3.2.4 Balanced data
To ensure a balanced dataset without bias for specific transport modes, the
data from four campaigns (Section 3.2.3) were recombined to create a more
diverse dataset.
We have reconstructed a dataset to model the modal split observed in the
daily mobility behaviour in Flanders. This data is gathered from a study
conducted by the Flemish Department of Mobility and Public works, Flemish
government (Figure 3.4 and Table 3.5). The Flemish research, started in 1994,
is known in Dutch as Onderzoek VerplaatsingsGedrag (OVG), which means
‘travel behaviour survey’. The study examines the mobility characteristics of
families and individuals and focuses on the mobility behaviour of the Flemish
(OVG, 2013).
OVG 4.5 edition addresses the period from September 2012 to September
2013 (OVG, 2014). Therefore, we compared our dataset with the OVG 4.5.
Apart from the passenger and bike mode, all modes align with the oﬃcial
results. For our study, we believe that the datasets capture the diverse aspects
of mobility in the region adequately enough in order to study the eﬀects of
GNSS technology on trip statistics.
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Table 3.5: Trip modal split comparison





public transporta 3.50% 3.60%
foot 10.80% 13.30%
others 2.40% 0.70%
a Public transport includes bus, tram, and metro.
3.2.5 User engagement
Engagement is an important factor for a qualitative data collection and ex-
tended periods of participation (Rodrigues et al., 2012). Motivated users will
in general report more accurate information than non-motivated users. Prizes
and rewards have been used to encourage participation (Reddy et al., 2010).
Social and gaming features have been used in electronic diaries, e.g. by creating
competitions among participants or providing customised information to the
participant (CO2 emission, calories burnt, physical activity). However, keeping
user engagement high is a hard task in a campaign, which requires constant
monitoring and follow up of participants.
In this section, we examine the user engagement in the diﬀerent campaigns
as an indicator for the quality of the collected data. To accomplish this, we
measure the reported days per user over the four campaigns. Days that show
reported trip activity through the mobile application were counted for each
user. A summary of this is presented in four classes: 1-2 days, 3-6 days, 7-13
days, and more than 14 days (Figure 3.5).
We assume that engaged users report more days of activity as this requires
explicit interaction using the mobile application. A diary entry in order to be
valid requires several steps of information to be supplied. Additionally, in order
to distinguish between casual entries (e.g. examining the features of the mobile
app during a first use) and active participation, we set a threshold of three or
more days of active reporting in order to be considered as engaged user. Less
than three days of activity is considered as a non-engaged user. The ELMO
and EVA datasets included more than 94% of users who reported more than
three days of trip activity. 74% of Olympus’ users also reported more than
three days. However, in Routecoach, only 30% of users reported more than
three days of activity. Based on these figures, three out of the four campaigns
had a high number of engaged users.
In addition, we looked into the trip volume that was created by the engaged
users. In Figure 3.6, we display the percentage of trip segments belonging to
users with diary activity. We observe in Routecoach that 85% of trips segments
were reported by the engaged users (30% of the users).
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We can conclude that the data used in our study has been generated by en-
gaged users that in general have proven to be motivated to participate actively
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Figure 3.6: Percentage of trip segments belonging to users with diary activity per
campaign.
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3.2.6 Data cleaning
We performed a data cleaning stage before analysing the data. This stage
identified issues in trips segments, such as incomplete attributes, duplicate
segments and logical consistency (transport mode speed). Trips segments were
filtered out based on the average speed, where a speed threshold was applied
for each mode. The aim of the speed threshold is to exclude trips segment that
may be wrongly labelled by the participant. For example, a walking segment
that shows an average speed higher than 10 km/h is probably a segment of
a diﬀerent mode. Another threshold was based on the duration of the trip
segment. Trip segments shorter than 60 seconds were excluded. Additionally,
duplicate and incomplete segments were also excluded.
Table 3.6 indicates the thresholds that were applied to minimise possible
errors in the labelled data:
Table 3.6: Thresholds applied to minimise errors on labelled data
Threshold Trip segments
Speed <1 km/h (excluding on foot segments) 90
Bike speed >40km/h 17
Bus speed >80km/h 1
Car speed >120km/h 5
Passenger speed >120km/h 2
Tram speed >50km/h 3
Foot speed >10km/h 102
Duration <60 seconds 187
Incomplete data 130
Duplicate records 10
In total 547 trip segments (5.8%) were excluded from the analysis. Figure
3.7 displays the speed profile per mode after the cleaning stage.
















































Figure 3.7: Speed profiles per mode.











Figure 3.8: Representation of missing locations in trip segment.
3.2.7 Data quality
This study focuses on the completeness aspect of the data quality. Con-
sequently, the measurements (GNSS locations) were aggregated at a trip seg-
ment level. Features such as the number of collected locations, expected loc-
ations, TTFF, and missing locations were extracted from the trip segments
(Table 3.4).
Missing locations
We considered a missing location as a failed event of the GNSS device to acquire
a fix and that such events occur during a trip segment. Therefore, a trip
segment can include gaps (missing locations) where the location point is not
determinate. We represent a trip segment as a list of consecutive location points
with annotations. When a trip segment is reported in active mode, it includes
Table 3.7: Aggregate features from trip segments
Name Feature Description
Collected GNSS Number of GNSS
locations
The actual number of collec-
ted measurements.
Expected GNSS Theoretical number
of GNSS locations
Assuming a sampling rate of
1 Hz, in theory, the number
of GNSS locations to collect
is equal to trip segment dur-
ation in seconds.
TTFF Time-to-first-fix Time diﬀerence between the
trip segment starting time
and the first measurement
timestamp.
Missing GNSS Number of missing
GNSS locations
Diﬀerence between the expec-
ted and collected GNSS.
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the user’s annotations such as purpose, transport mode, and start/end time.
The temporal annotations, start/end time, are independent from the collected
locations because they are recorded immediately after pressing the play/stop
button in the application (Figure 3.3a , Figure 3.3c). Consequently, location
points could be present within a trip segment, particularly at the beginning,
where a first location could be gathered a period after the start of the trip
(Figure 3.8). Conversely, when a trip segment is collected in passive mode,
the start time matches the first location timestamp and the end time matches
the last location timestamp, because in passive mode, these labels are inferred
by the application using the timestamp of the locations. However, location
points could be missing between the first and last location points because of
the well-known issues of the GNSS technology.
Issues such as cold/warm start and signal reception can result in missing
data within a trip segment; hence, the resulting segment could include gaps
within the trip. To make a distinction among the gaps, the missing locations
at the beginning of a trip, the gap before the first location, are associated to
the cold/warm start issue of the GNSS device, which is the time that the GNSS
device requires to acquire the first position after a period of inactivity. This
issue frequently results in missing data at the beginning of the trip, especially
when a device remains oﬀ for long periods (Stopher et al., 2005; Schuessler
et al., 2009). Conversely, the gaps after the first location point are linked to
signal reception issues such as signal loss (e.g. underground travel, bridges,
and tunnels) (Draijer et al., 2000) and multipath errors, for example, urban
canyoning errors (Schuessler and Axhausen, 2008; Jun et al., 2006).
Let S be a trip segment represented by a tuple Sj = (Pj , Aj), where Pj is
a list of location points Pj = {p1, ..., pm} such that p is a location point with a
timestamp, Aj is a list of user’ annotations Aj = {start, end,mode, purpose}
with start < end, start is the starting time of the segment, end is the stopping
time of the segment, mode is the transport mode, purpose is the trip purpose,
and j is a unique identifier of the segment. We assess the quality of the GNSS
data using the following equations:






Missing within tripj = Missing locationsj − TTFFj (3.3)
Collected locationsj = 1−Missing locationsj (3.4)
Where n() and t() are functions to count the number of locations in Pj and
to extract the timestamp from a location point. (Aj,end−Aj,start) represents the
segment duration in seconds. f represents the sampling frequency in seconds.
(t(Pj , 1) − Aj,start) is the delay (in seconds) at gathering the first location.
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Having a sampling rate of 1Hz, in active mode, the theoretical number of
GNSS locations is equal to segment duration in seconds (i.e. diﬀerence between
end and start times divided by 1); thus, the proportion of missing locations
are equal to the number of collected locations over the theoretical number
(3.1). The proportion of missing data linked to the TTFF is the time diﬀerence
between the first location timestamp and the segment starting time over the
theoretical number of locations (3.2). The proportion of missing locations
within a trip segment is the diﬀerence between the missing locations and the
TTFF (3.3). The proportion of collected locations is equal to the missing
locations subtracted from the unit (3.3).
Land use
Land use has an important role in this study. It provides an additional per-
spective to analyse the GNSS data quality and its relationship to the area
where the data is collected, for example, large structures that are extensively
present across urban areas could aﬀect the signal reception diﬀerently than in
rural areas, where such structures are rarely present.
The segment origin contains relevant information to assess the missing loc-
ations due to a cold/warm start eﬀect. Because the TTFF occurs at the begin-
ning of the segment (Figure 3.8), the administrative area where the segment
started is used to classify it as rural or urban. Therefore, the administrat-
ive areas in Belgium are extracted from OSM contributors. OSM is an open
access platform for geospatial vector data and is frequently considered com-




Figure 3.9: Land use of trip segment based on origin area.
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counterparts (Hochmair et al., 2013).
Using a geographic information system, we identify if a segment starts in
a rural or urban area (Stopher et al., 2008), where a spatial operation (inter-
ception) is used between the administrative areas and points in the segments,
which results in labelled points based on the land use. A land use share is
displayed in Figure 3.9, where more trip segments start from rural areas.
3.3 Results and discussion
In this chapter, we presented the results from the GNSS traces collected through
smartphone and did not focus our analysis on any other type of data collected
in the campaigns.
By comparing the collected GNSS locations and the theoretical number of
locations, we calculated the missing data per trip and transport mode (Figure
3.10). Further, we observed that train mode contained the highest percentage
of missing data, collecting less than 50% of the data. It is our understanding
that a coach provides unfavourable conditions for signal reception because of
its dense chassis; similarly, passengers can travel in the lower level of a double
decker train and this mode can also include underground trajectories (Bertran
and Delgado-Penin, 2004). Further, underground platforms and covered rail
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Figure 3.10: Percentage of missing GNSS locations per trip segment.
For public transport, tram mode behaved slightly better than train mode,
gathering marginally more than 50% of the data. Both transport modes share
common factors that can cause a signal loss, such as dense chassis, high voltage
above them, and covered stations (Mazl and Preucil, 2003). In comparison, bus
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mode collected 72.4% of the data (Figure 3.10), a significant improvement over
tram, yet perhaps not suﬃcient for some applications.
Regarding the collection of pedestrian information, 26.8% of the data was
missed for foot mode. This could be explained by the user’s behaviour for
reaching certain destinations, for example, walking under buildings to avoid
rain and sun, using shortcuts in narrow corridors, and small stops in stores or
covered areas.
Driver and passenger modes, both in a car, performed well and collected
approximately 90% of the data. Although we expected to observe a similarity
between them, considering it is the same type of vehicle, the results indicate
that a car passenger reported marginally less data than a car driver, 88.3% and
91.8%, respectively. The diﬀerences can be in the interaction with the device; a
car driver must be focused on the road rather than manipulating a smartphone,
whereas a passenger is free to interact with the smartphone at all times. These
outcomes are comparable to a previous study (Lopez et al., 2016b), where data
quality was assessed using GNSS loggers. The mentioned study reported 9%
of missing data in car mode. That figure is similar to our findings, where 8.2%
of the data are not captured by the smartphone.
Another interesting observation is the two-wheel vehicles; bike and moto
reported 82% and 92%, respectively. It would appear that road restrictions
push moped riders to share the same infrastructure as cars, having a clear
view to the satellites the majority of the time and therefore gathering a similar
percentage of data. Conversely, bike mode makes use of other road facilities
(bicycle lanes, bicycle highway) and has less restrictions (a biker could ride on
a walking path or use the shortcuts as pedestrians). Hence, it may face similar
issues for collecting data as pedestrians.
3.3.1 Time-to-first-fix
Considering the TTFF as a part of the missing data (Figure 3.11), we calculated
TTFF using the trip start time and timestamp of the first GNSS location. The
results indicate that it follows the same trend as all other modes, except for
foot mode, where we observed that not only does the overall data collection
struggles (26.8% of missing data) but also that the first fix represents 7.2% of
the trip segment
Both train and tram missed more than 10% of the data before acquiring
the first fix. Having significant gaps at the beginning of the trip leads to travel
reporting issues, where the true origin of a trip can be distant from the first
location point and thus cause underreporting of the travelled distance. The
gaps within a segment can be corrected using GIS tools and map-matching
techniques; these techniques align location points to the road network and
interpolate missing locations, yielding an acceptable estimation of the travelled
distance.
In addition, we noticed that travelling in a car as a passenger generated
more missing data during a trip than in a car as a driver; the missing data
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Figure 3.11: Percentage of missing GNSS locations at beginning of trip (TTFF).
at the beginning were approximately 2.3% and 2.7% for driver and passenger
mode, respectively.
3.3.2 Land use eﬀects
To further analyse the missing data, we considered the land use as a factor
that could influence the GNSS signal reception. We relied on the information
provided by the OSM to extract the administrative areas; trip segments where
classified as rural or urban depending on the trip origin. The results are dis-
played in Figure 3.12, where a modal split of the trip count is provided for both
urban and rural areas.
The results in Figure 3.13 were expected for rural and urban areas, i.e.
urban areas are aﬀected more than rural areas. However, the eﬀect on tram
mode appears to be the same in both areas, particularly the TTFF, where we
notice similar figures of missing data 10.8% and 10.7% for rural and urban,
respectively. This could be because the infrastructure facilities are similar.
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Figure 3.13: Percentage of missing locations based on land use.
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Considering the experiment setup, where the sampling frequency was 1Hz,
we can estimate the average delay for the TTFF. Therefore, we calculate the
average travel time per mode and combine it with the percentage of missing
data due to the TTFF (Table 3.8 and Figure 3.14), which results in an average
estimation of the cold/warm start problem in smartphones.





















Figure 3.14: Average time to obtain first location in smartphones.
As indicated previously, land use exhibits no eﬀect on tram mode TTFF; in
both areas, similar figures are reported. Conversely, for modes such as moto,
passenger, bike, and bus, the increase for urban is twofold when compared to
rural areas (Figure 3.14).
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Figure 3.15: Overall missing data in smartphones as data collecting tool.
As an overall outcome, smartphones reported 84% of the GNSS data; 16%
of the data was missed (Figure 3.15). The missing data can be divided into
4% as a part of the cold/warm start problem and 12% missed within the trip
segment (between the first location point and the end of the trip), which can
be linked to signal reception issues.
3.4 Conclusions
This chapter presented the outcome from four mobility campaigns using mobile
applications combined together. We have analysed the quality of the mobil-
ity behaviour data with specific focus on the completeness aspect of collected
GNSS data. These results can be used as a reference for current and future
mobility studies that use smartphones as a collecting tool, in order to take into
account the eﬀect of missing data with respect to the campaign context (land
use, transport mode). In particular, we have specifically examined the eﬀect
on the reported travel time and distance for multimodal trips. For this, we
have examined up to 9,000 GNSS trip segments reported by users. Collecting
labelled data is a diﬃcult task that requires participants to share accurate data.
We have included a cleaning stage to filter out inconsistent trip segments based
on average speed and duration. In addition, we show that the large majority
of dataset is generated by engaged participants that actively use the mobile
application for three or more days thus supporting the baseline quality of the
3.4 Conclusions 65
labelled dataset.
Travelling by train has a significant impact on the GNSS-data collection,
resulting in more missing data than other means of transport. Nevertheless, it
is not that diﬃcult to overcome this lack of data because train transport fol-
lows fixed pathways and timetables. Therefore, GNSS traces can be aligned to
the railway and ‘dummy’ locations can be extrapolated to fill the missing data.
However, this requires additional steps in the processing chain (map-matching,
interpolation), which can lead to other types of errors (over-segmentation,
wrongly mapped trajectories).
People travelling in the same vehicle can produce diﬀerent outcomes based
on their role within the vehicle. For example, a person in a car can be either
a passenger or driver. Our results show that drivers report less missing data
than passengers. This issue is probably not related to the TTFF but related
to the capturing of the data during the trip. Hence, other factors may aﬀect
the data gathering like the use of the smartphone for other tasks during data
capture. This is an aspect that we will investigate in the future. Finally, our
findings demonstrate consistency with a previous study (Lopez et al., 2016b),





Traditional travel survey methods have been widely used for collecting inform-
ation regarding urban mobility. However, since the introduction of GNSS in
transport studies, this technology has become an alternative to collect detail
data of households travel patterns. However, how good is the collected data?
Many studies on mobility and travelling patterns have focused on the GNSS
data benefits while leaving aside or minimising its issues. For example, when
extracting trip frequency and travelled distance, GNSS data can yield an incom-
plete view of the travelling patterns because of quality issues. Signal reception
and TTFF are existing problems that influence the data quality reported by
GNSS devices. Missing observations and noisy data lead to unrecognised or
over-segmented trips that cannot be used in decision-making. In this chapter,
we focus on two aspects of GNSS data: (i) measuring the gaps in the travelled
distance and (ii) estimating the travelled distance and factors that influence the
GNSS gaps. To assess this, we compare GNSS tracks to a ground-truth source.
Further, the tracking data is analysed based on the land use (e.g. urban and
rural areas) and length (e.g. short-, mid-, and long-range trips). Results from
170 participants and more than a year of GNSS traces indicate that approxim-
ately 9% of the travelled distance is not captured by the GNSS, aﬀecting more
the short than the long-range trips. Moreover, we validate the importance of
the time expended on user activity and land use as factors that influence the
gaps in the GNSS data.
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4.1 Introduction
Traditional travel survey methods have been widely used in transport research
as a tool for collecting information at the individual or household level (e.g.
description of demographics, travel patterns, trip purpose, and mode choice)
(Handy, 1996). However, the respondents in such studies have the tendency
to omit short stops such as going to the Post Oﬃce and ATM. Moreover, with
respect to numerical answers, travel time is rounded to simple values such
as 10-, 15-, and 30-min intervals. This also applies to the travelled distance
(Wagner, 1997).
Since the introduction of GNSS and its first adoption for transport stud-
ies in the mid-90s, numerous studies have been performed using GNSS data.
Wagner (1997) reported one of the first studies to use GNSS for collecting the
information of 100 households. The study used logger devices installed in the
participants’ vehicles; since then, GNSS has been extensively used in combin-
ation with other datasets. Studies (Yalamanchili et al., 1999; Draijer et al.,
2000; Wolf et al., 2000) have already demonstrated the possibility of using
GNSS data in transport research by capturing the characteristics of diﬀerent
trips. Later studies, performed by Bolbol et al. (2012); Schuessler et al. (2009)
evaluated the use of processed GNSS data for both trip tracking and transport-
mode detection without the support of questionnaires. Their results confirmed
that trip identification deviates marginally from the census data, whereas for
mode detection it was not possible to distinguish between transport modes with
similar speeds, for example bus and car.
Trip reporting and therefore travelled distance are challenging issues that
can be achieved by detecting the transition between transport-modes; although,
if many transitions are detected for a single-mode trip, it results in over-
reporting of trips and under-reporting of distance. Zhang et al. (2013) and
Zheng et al. (2010) split GNSS trajectories using features such as speed and
distance. The authors applied an eﬀective common-sense knowledge, identify-
ing that the start and end points of a walk segment can be changes in transport
mode. Such changes were also studied by Liao et al. (2007) using a probabil-
istic approach that estimates changes in transport mode. Zheng et al. (2008)
demonstrated that extracting trip frequencies is a challenging task; despite his
method that classifies transport-mode with an accuracy of 76%, the precision
for trip counting is less than 30% owing to the over-segmentation, which actu-
ally indicates that many studies report this classification error as a proportion
of misclassification, regardless of the over-segmentation. A method to overcome
that is by merging consecutive trips with similar transport modes using heur-
istics on the distance and time between trips or by smoothing the classification
outcomes (Lopez et al., 2015b).
However, signal reception and TTFF are well-known issues of GNSS, both
aﬀecting the reported travelled distance (Flamm et al., 2007). Signal reception
is influenced by external factors that can block or reflect the signal. Hence, it
can lead with either signal loss due to poor satellite reception (e.g. underground
travel, bridges, and tunnels) or multipath errors also known as urban canyoning
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errors because they appear in urban canyons where the signal is reflected by
buildings (Schuessler and Axhausen, 2008). TTFF, also known as cold/warm
start, is the delay in acquiring the first observation when the GNSS device
has been oﬀ for a period of time, which leads to missing observations at the
beginning of a trip(Stopher et al., 2005).
In this chapter, we use tracking data from a fleet of shared cars to (i) as-
sess the gaps present in the GNSS-based distance and their possible eﬀect in
mobility studies and (ii) estimate the travelled distance and relevant factors
that influence the GNSS gaps. To accomplish this, we require a ground-truth
source that reports the driven kilometres when a car is used; therefore, an
odometer sensor is used because its data is accessible through the Control-
ler Area Network bus (CAN-bus) (ISO 11898, 1993). CAN-bus is known as
a protocol for high performance and high reliable serial communication links
between electronic control units (e.g. sensors), and is used mainly in the field
of automotive and industrial control applications (Turski, 1994). CAN-bus has
been used together with GNSS data to estimate mobility parameters in oﬀ-road
vehicles, such as resistance force and wheel slip under diﬀerent terrain condi-
tions (Suvinen and Saarilahti, 2006), where a GNSS logger was used to gather
the ground speed and trajectory and the gross power and rotational speed were
extracted from the CAN-bus. Furthermore, given that GNSS trajectories are
spread across diﬀerent types of land use, we use GIS to distinguish between
trips in urban and rural areas.
The remainder of this chapter is organised as follows. Section 4.2 describes
the datasets and methods for assessing GNSS gaps in car mode. Section 4.3
describes a case study and the outcomes of this research and Section 4.4 sum-
marise the findings and presents conclusions.
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4.2 Methodology
This section describes the methodology and datasets used in our research. Data
from the present research is drawn from two sources:
1. A car-sharing company named Cambio (Cambio, 2002) that started its
operation in Belgium in 2002. The company is available in 35 cities
with 369 stations, 862 cars, and more than 24.000 users (at June 2016).
Cambio provided us with a dataset with reservation details (e.g. distance,
duration, start and ending times) based on CAN-bus data.
2. GNSS data that were collected through loggers installed on selected cars
from the car-sharing company.
4.2.1 Data
As one of the interests in this study is to identify the diﬀerences in GNSS-based
distance and the actually driven kilometres, we use the car odometer-sensor
data as a ground truth. A method for accessing such data is through the use
of CAN-bus. CAN-bus is known as a protocol for high performance and high
reliable serial communication links between electronic control units in the field
of automotive and industrial control applications (Turski, 1994). For example,
it is typically used to control and automatically calibrate the engine perform-
ance in a vehicle. It was developed as a multi-master message broadcast system
(Farsi et al., 1999) where each element on the network can send a message (e.g.
temperature, state of charge) independently to the entire network, using the bus
priority defined by the message identifier (Bosch, 1991). The dataset contains
information regarding the car reservation including the total distance, reserva-
tion period (e.g. duration), identifiers (cars/client/reservation), and start and
ending times.
A limitation of this dataset regards its granularity, which is at the reserva-
tion level. Therefore, the reservation period represents the total duration of the
reservation rather than the travel time. As an illustration, a reservation starts
when the car is picked up from the car charging station and ends when the car
returns to the charging station. Consequently, the reservation period contains
not only the travel time but also the time spent on participant activities such
as shopping or time visiting someone. Nonetheless, the travelled distance and
the starting time (first trip segment) are not aﬀected by the aforementioned
limitation.
GNSS has been used in several studies (Section 4.1); it allows tracking tar-
gets using their geographical location. A GNSS logger is a device for collecting
locations and other measurements such as speed, altitude, heading, accuracy,
and timestamp. It can have either a built-in or external antenna and the data
can be stored in the internal memory for later downloading or sent it to a
centralised repository through a network. For collecting the data, a GNSS
logger GenLoc 53e (Erco&Gener) is installed in the cars; the device can send
the tracking data through the cellular network to a centralised system where
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it is processed. A frequency of 1 Hz is used for collecting the GNSS data and
the logger only collects observations when the car is turned on (i.e. the GNSS
logger automatically starts when the car is turned on and stops when the car
is turned oﬀ), therefore, a single reservation can include more than one trip,
which is expressed as follows:
Ri = {S(i)1 , ..., S(i)m } (4.1)
Where, Ri represents the ith reservation, S(i)j is the jth trip segment within
a reservation Ri, such that S(i)j ∈ {S(i)1 , ..., S(i)m }, and m is the number of trip
segments per reservation.
4.2.2 Data quality
To assess the quality of the GNSS-based distance, we calculate the missing
distance and TTFF using the following formulations:







































where d() and t() are functions to extract the euclidean distance and start
time respectively, S(i)1 represents the first trip segment of a reservation Ri,
and N is the number of observations. Distance of GNSS trajectories was cal-
culated using the spatial operation ‘length’ in Quantum GIS (QGIS) (QGIS
Development Team, 2009). This method returns the sum of distance between
consecutive connected points (grouped as a line geometry). It does not in-
terpolate or exclude points in the trajectory. In the case of missing points it
simply connects the last and first recorded points.
Equation (4.2) is the proportion of missing distance; it calculates the overall
missing distance for all reservations. It can also be applied to a subset of trips
based on specific conditions such as land use. The measure reports two possible
scenarios. When the result is positive it indicates an under-reported distance.
When the result is negative, it indicates the distance is over-reported. There
are diﬀerent error sources that can contribute to a diﬀerence in distance meas-
uring. Positioning errors on the location points of a measured trajectory result
in an over-reported distance compared to the odometer distance. In straight
trajectories, positioning errors on the location points introduce a deviation from
the straight path. Hence, a longer distance is measured. Conversely, missing
location points will cut out parts of a trajectory and will cause under-reporting
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of the distance (e.g. missing points in a curved trajectory). We provide an
extended analysis of these issues in Section 4.3.5.
Equation (4.3) is the average missing distance and is expressed in kilo-
metres. Equation (4.4) is the average TTFF; it calculates the average time
diﬀerence between the reservation start time and the timestamp of the first
GNSS location.
4.2.3 Land use
A key research focus of this study is to assess the GNSS gaps. The land use
provides an additional perspective to analyse the gaps in rural and urban areas,
given that the GNSS signal reception can be aﬀected by the high density of large
structures (e.g. buildings, bridges). A GIS tool is used to identify the land use
of a trip (Stopher et al., 2008) (i.e. either rural or urban area), where the trips
are matched within an administrative area (boundary area classified as rural or
urban) using the origin points. Hence, precise land use identification relies on
the completeness of the geographical information for the administrative areas.
The administrative areas (where the trips occurred) are extracted from
OpenStreetMap contributors (2015b). OSM is an open access platform for
geospatial vector data and is considered more complete and appropriate for
planning studies in comparison to other commercial counterparts (Hochmair
et al., 2013).
4.2.4 Regression method
To explain the gaps in the GNSS data, the factors that influence the data col-
lection are identified using a regression method. Linear regression methods are
techniques for modelling the relationships between a scalar dependent variable
and its explanatory or independent variables (i.e. covariates). The relationship
is modelled through an error term ε, a random variable that adds noise to the
linear relationship between the dependent and independent variables (Neter
et al., 1996). The model is expressed as follows:
Y = Xβ + ε (4.5)
Where Y is the dependent variable or response variable, X represents the




The data used in this study is part of the Olympus project (see Appendix A), a
Flemish initiative to promote the introduction of electric vehicles in Belgium. It
was a collaborative project including suppliers, integrators, and users of shared
mobility, aimed at developing tools and systems to enhance multimodal travel
behaviour. The multimodal travel behaviour was monitored from both the
vehicle perspective and the personal perspective. From the vehicle perspective,
GNSS loggers were installed in shared electric cars, identifying how the vehicles
were used in terms of frequency, trip length and origin/destination. In addition,
the shared vehicles were independently monitored using a proprietary access
control system that reported the aggregated odometer distance per trip.
Data collection was performed between 2012 and 2013 in the Belgian cities
Ghent, Antwerp, and Leuven, involving 170 participants.
4.3.1 Preprocessing
The first stage of this study was to combine the data of the odometer and the
GNSS loggers. To synchronise the data, we used the logger identifier linked to
the vehicle, and we matched the reservation period to the tracking data using
the time stamps. In a following step, we excluded the trip records that had no
associated tracking data.




Further, we excluded duplicate records and reservations that included zero
travel distance (Table 4.1). A reason for these records may be a cancellation
of the reservation. We checked the recorded tracking data for extreme values
of speed (higher than 120km/h), but no extreme values were found. Figure 4.1
shows the trip average speed density.
4.3.2 Descriptive analysis
A summary of the travelled distance reported by the CAN-bus data and GNSS
loggers is depicted in Table 4.2, where we can observe clear diﬀerences on the
reported average distances.
To view an analysis at diﬀerent levels, we grouped the trips based on the
travelled distance into three categories, short-, mid-, and long-range trips.
Table 4.3 displays the conditions for these groups.











Figure 4.1: Density of trip average speed.
Table 4.2: Summary of travelled distance (km).
Data source Minimum Median Average Maximum
CAN-bus 2.0 19.0 23.9 106.0
GNSS Logger 0.6 17.2 21.8 104.6
Table 4.3: Group of trips based on travelled distance.
Group Description
Short-range trip less than 10 km.
Mid-range trip between 10 and 25 km.
Long-range trip more than 25 km.
These groups and the land use allow us to identify what type of trips were
aﬀected regarding the GNSS tracking.
The missing distance for the GNSS-logged data can be observed in Figure
4.2, where the density curve of the GNSS data is shifted to the left with respect
to the CAN-bus data, in both rural and urban areas. This is another indication
of missing distance based on land use.
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Figure 4.2: Density of travelled distance based on land use for GNSS logger and
CAN-bus data.
Table 4.4: Summary of GNSS gaps per land use.
TTFF (min) Missing distance (km)
Group Trips Median Average Average Percentage
Rural
Short-range 82 4.6 7.8 0.9 11.9%
Mid-range 190 6.1 7.0 1.9 10.1%
Long-range 292 5.6 8.3 2.0 4.6%
Urban
Short-range 161 5.5 16.5 1.4 19.3%
Mid-range 326 5.9 10.8 2.9 16.9%
Long-range 189 6.2 7.8 3.6 8.5%
4.3.3 Travelled distance
For the travelled distance by car, we considered the missing distance as the
diﬀerence between the odometer distance (e.g. distance obtained from the
CAN-bus data) and the logged distance (e.g. distance reported by the GNSS
logger) as indicated in (4.2). The results indicate that on average 9% of the
travelled distance was not captured by the GNSS logger (Figure 4.3). This
means that for an average trip with distance 23.9 km. The GNSS reported, on
average, 2.1 km less (Table 4.2).
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91%
9%
GNSS logger Missing distance
Figure 4.3: Travelled distance missed by GNSS logger in car mode.
short−range mid−range long−range






logging distance missing distance
Figure 4.4: Percentage of missing distance by land use.
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From the trip groups, we calculated the travelled distance for both GNSS
and CAN-bus data. Figure 4.4 displays the missing data for short-, mid-, and
long-range trips within groups of diﬀerent land use, where urban areas had a
greater eﬀect on the short and middle distance trips (approximately 81% and
83%, respectively) than the long-range trips (Table 4.4). The GNSS logger
performed better on long-range trips in both urban and rural areas, logging
92% and 95%, respectively.
In our opinion, part of the missing data could be related to the cold/warm
start issue that is present in the GNSS technology, where a period of time is
required before fixing the first location. Therefore, we assessed the TTFF using
(4.4), which makes use of the starting time as an argument.
4.3.4 Explanatory factors
In addition to the previous findings, we examine if land use aﬀects the delta
on the GNSS-based distance. To do this, we fitted a regression model to the
∆ distance (distance diﬀerence between CAN-bus and GNSS). Data was sum-
marised per reservation due to the limitation of our dataset (Section 4.2.1).
The independent variable urban area was aggregated as the proportion of trips
that start in urban areas. We also included in the model the average waiting
time per trip (Table 4.5). This variable represents the waiting periods that the
user may have within a reservation (e.g. parking in the shop). Hence, we can
evaluate whether the TTFF aﬀect the missing distance significantly. Table 4.5
displays a full description of the covariates.
Table 4.5: Explanatory variables.
Name Description
Urban area Proportion of trips that start in urban areas.
Average waiting time Average waiting time per trip.
A summary of the fitted model is depicted in Table 4.6, where the covariate
coeﬃcient was estimated using a regression model and its significant level was
based on the p-value.
Land use turns out to be an influential factor to the missing distance. Its
coeﬃcient indicates a positive contribution to the missing distance when the
trips segments start in a urban area.
78 Travelled Distance Estimation for GNSS Data
Table 4.6: Regression results
Delta distance (km)







Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Covariates: coeﬃcient and coeﬃcient error in brackets.
4.3.5 Lower bound
Missing data and positioning errors in GNSS devices aﬀect the measured
distance, either by overestimating or underestimating the total distance
(Murakami and Wagner, 1999; Schuessler and Axhausen, 2008; Lopez et al.,
2017). Missing data aﬀects the travelled distance negatively (i.e. underreport-
ing) because it can cut oﬀ the actual trajectory. This is the case for example in
curved trajectories where GNSS location points simplify the actual road path
(e.g. turns, roundabouts). Positioning errors will overreport the measured
distance. In straight trajectories, inaccurate GNSS locations will cause a de-
viation from the straight path. Hence a longer distance will be measured (i.e.


















d’1 over reports the distance d1
d’1 illustrates the effect of positioning errors
Figure 4.5: Distance measured through GNSS is aﬀected by two potential error
sources: missing data and positioning error.
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In this section, we examine the impact of positioning errors and show that
the impact is small compared to the measured ∆ distance, which shows an
underreported distance. Therefore, the estimated ∆ distance can, within this
error margin, be considered as a lower bound for the context as analysed.
To estimate the eﬀect of positioning errors, we have analysed three road
segments that follow a straight trajectory. GNSS trajectories in these road
segments were clipped. The length of each clipped GNSS segment was com-
pared to the distance measured on the associated road vector geometry from
OpenStreetMap in order to estimate the magnitude of the error.
(A) A road segment where the speed limit is 30 km/h (Figure 4.6).
(B) A road segment where the speed limit is 50 km/h (Figure 4.7).
(C) A highway segment where the speed limit is 120 km/h (Figure 4.8).
We estimate the eﬀect on straight trajectories using the following method:
1. Create a polygon geometry. This polygon buﬀers both the road segment
and trip trajectories. In both extremes of the road segment, the polygon
side must be perpendicular to the road segment. This will allow clipping
trajectories in any road lane. Especially, when the road segment includes
various lanes (e.g. highway).
2. Create a line geometry. This line should be parallel to the road seg-
ment. When a road segment includes more than two lanes, we defined
two lines (one line for each lateral side of the road segment). The idea is
to overcome any error in defining the polygon in the previous step.
3. Clip the GNSS trajectories. We use the spatial operation intercept from
QGIS to intercept the polygon with:
i The line geometry, the result is a reference line.
ii The GNSS trajectories, the result is clipped trajectories that will be
compared against the reference line.
4. Calculate length of the clipped trajectories and reference line.
As a result, Figure 4.9 displays a box plot of the diﬀerence between the
reference line and the clipped trajectories. We see that 75% of the data (inter-
quartile region) shows a diﬀerence of less half a metre. Table 4.7 shows a
summary of the road segment analysis. We see that the average residual error
is less than a metre. This represents less than 1% of the total length.
Based on the above analysis, we can conclude that the eﬀect of positioning
errors and overreporting has an order of magnitude less than 1%. Therefore, the
reported figure of 9% (+/- 1%) of missing distance compared to the odometer
can be seen as a lower bound.
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(a)
(b)
Figure 4.6: Selected road segment; Ghent (speed limit 30 km/h), Belgium. (a)
Spatial geometries (polygon and reference lines), and (b) Clipped trajectories as a




Figure 4.7: Selected road segment; Ghent R40, Belgium. (a) Spatial geometries
(polygon and reference lines), and (b) Clipped trajectories as a result of intercepting
the polygon and trip trajectories.
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(a)
(b)
Figure 4.8: Selected road segment; Highway E17, Belgium. (a) Spatial geometries
(polygon and reference lines), and (b) Clipped trajectories as a result of intercepting










Figure 4.9: Box plot of residuals (in metres) between clipped trajectories and ref-
erence lines.







Road Urban Urban Highway
Speed limit (km/h) 30 50 120
Number of GNSS trajectories 48 177 20
Length of reference line 1 235.745 495.933 2330.336
Length of reference line 2 496.204 2330.217
Average length of reference line 235.745 496.069 2330.276
Average length of clipped trajectories 236.168 496.394 2330.344
Max. length of clipped trajectories 237.819 498.111 2330.466
Average residual 0.424 0.325 0.068
Std. Dev. of residuals 0.404 0.399 0.052
Max. residual 2.075 2.042 0.190
Percentage of average residual 0.180% 0.066% 0.003%
Percentage of Max. residual 0.880% 0.412% 0.008%
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4.4 Conclusions
In this chapter, we measured the gaps in the GNSS-based distance using CAN-
bus data as a ground truth. Moreover, the factors that influence those gaps
were identified using regression models. Results show that on average 9% of
the travelled distance is not captured by the GNSS logger. This number can be
considered a lower bound. We have shown that the eﬀect of positioning errors
is smaller than 1% of the total measured distance. The measured lower bound
is important for mobility studies that make use of GNSS data. Their outcome
potentially underestimates the actual travelled distance. Furthermore, the type
of land use where the trips occur also has an impact on the measured error.
In our findings, trips in rural areas reported 6% missing distance whereas trips
in urban areas reported approximately 13%, confirming that urban areas are
more susceptible to issues related to the signal reception.
It is possible to correct for the missing distance by interpolating the miss-
ing GNSS points within a trip. Using a road network, it is feasible to route
and align the points to a valid location on the network. However, it becomes
complicated when the missing part is at the beginning of the trip because there
is no reference point to interpolate this section. This happens in the case of a
cold start when starting a trip.
5
Detection of Changes in
Transport Mode
Human activity classification has been investigated extensively in diﬀerent re-
search areas. In mobility studies, it provides information on the transport
means that an individual uses while travelling. The transport mode is import-
ant information for characterising the travel patterns of a particular population.
Decision makers rely on those patterns to address mobility problems in cities;
therefore, the information provided by such studies must reflect citizen beha-
viour. Techniques for classifying human activity have used the smartphone as
a collecting tool because it includes built-in sensors (e.g. GNSS, accelerometer,
and location based on WiFi and cellular networks). Data from such sensors
allows inferring transport modes including car, bus, walk, and bike. Although
some techniques demonstrate acceptable accuracy for transport mode classi-
fication, researchers frequently face issues such as over-segmented trips and
thus a low precision in trip reporting. Trip trajectories are over-segmented
because of ambiguous situations, when features such as speed and acceleration
are similar, for example, at traﬃc lights or in a traﬃc jam. Consequently, cur-
rent transport-mode classification techniques report trips that do not match
with the actual behaviour of the population. In this chapter, we present a
method to detect changes in transport mode for trips that include more than
one transport mode (multimodal trips). To accomplish this, we apply a space
transformation to the classified transport modes for extracting features that
identify a transition (change) between two distinct transport modes. We use a
crowdsourcing-based smartphone application for collecting data for the Google
Human Activity Classification (GHAC) API. Results demonstrate improve-
ments in precision and accuracy when compared to the initial outcomes that
contribute to decreasing the over-segmentation in multimodal trips while re-
porting more realistic trip statistics.





Figure 5.1: Example of over-segmentation issue. Although transport-mode classi-
fication could have a high accuracy, the reported trip may include of more segments
than the original trip.
5.1 Introduction
Smartphones are ubiquitous devices that allow collecting data from the built-
in sensors such as accelerometer, gyroscope, compass, Bluetooth, NFC, Global
System for Mobile communications (GSM), and wireless radio. We refer to
data from these sources as low-level data. Based on these characteristics of
the smartphones, several approaches for detecting human activity have been
presented. The majority of classification approaches are based on GNSS and
accelerometer data (Reddy et al., 2010; Liao et al., 2007; Zheng et al., 2008;
Bolbol et al., 2012) because these sensors provide more information for inferring
the transport mode. However, transport-mode classification techniques suﬀer
from a lack of precision while reporting trip frequency; some are restricted to
a single-modal detection.
Multimodal trips occur frequently in daily life. People regularly use more
than one transport mode for daily trips. For example, a typical trip to work
can include a flow of activities as follows (Figure 5.1):
(i) walk to the car,
(ii) driving, and
(iii) walk to the oﬃce.
In the previous example, the original trip includes three segments with
transport modes of walk, car, and walk. However, the techniques for human-
activity classification could split this sequence into more than three modes,
thus causing over-segmentation of the trip (Zhang et al., 2013) and inaccuracy
for the trip reporting. These problems are present because features of low-level
data are similar across diﬀerent transport modes such as a bike, tram, car,
and even walk. This is particularly true when the vehicle stops or reduces
its speed. Moreover, GNSS data can be incomplete or inaccurately labelled
causing problems for a correct detection of the activity patterns (Feng and
Timmermans, 2013).
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This chapter focuses on detecting changes or transitions between two trans-
port modes in multimodal trips. Our aim is to improve trip reporting by redu-
cing the over-segmentation of transport-mode classification techniques, partic-
ularly in ambiguous situations where misclassifications occurs. The proposed
approach functions with data from human activity classification (high-level)
instead of sensor data (low-level). We use a smartphone-based application to
collect data from the GHAC API (Google, 2015). Moreover, the reduction
of over-segmented trips benefits the activity classification because it identifies
segments where a unique transport mode was used.
This chapter is structured as follows: First, we oﬀer a literature review of
transport-mode classification techniques (Section 5.2). Then, we propose our
method to detect changes in transport-modes (Section 5.3). Next, we present
and discuss the results (Section 5.4). Finally, we draw conclusions on the
findings (Section 5.5).
5.2 Related works
Frequently, researches that aim to classify transport mode employ data from
sensors including GNSS, accelerometer, GSM, wireless, and Bluetooth. To
obtain a high accuracy, researchers work mainly with GNSS and accelerometer
data. However, these sensors demand more energy for collecting the tracking
data (Namiot and Sneps-sneppe, 2014). The higher the sampling rate, the
faster the battery drains.
Tracking data can be categorised into either single modal or multimodal
trips. A single modal trip is represented by a trajectory where an individual
performs a single transport mode. A multimodal trip is represented by mul-
tiple trajectories with more than one transport mode (Vlassenroot et al., 2014).
Multimodal trips are more challenging than single modal trips because mul-
timodal trips require identifying the diﬀerent transport modes along the trip,
that is, identifying if there is a change in mode.
Approaches for transport mode classification on single mode trip were
presented by Manzoni et al. (2010); the authors used accelerometer data for
inferring the transport mode and reported an accuracy of 82.1%. Bao and
Intille (2004) classified transport modes using five biaxial accelerometers for
gathering data. The method achieved 84% accuracy. However, the activities
were performed indoors at a laboratory, where the individuals could present
unusual behaviour. GNSS and accelerometer data were also used by Feng and
Timmermans (2013). Reddy et al. (2010) presented an approach that used
a mobile phone for collecting the data; this model achieved an accuracy of
93.6%. The authors, however, omitted the segmentation issues and filtered out
ambiguous states. Approaches for multimode trips using GNSS were presented
by Liao et al. (2007). Their model achieved an accuracy of 90%. Patterson
et al. (2003)developed a classifier that combined the GNSS data with common-
sense knowledge of real-world constraints, i.e. a change could occur when there
was a walk segment. Similarly, Bolbol et al. (2012) presented an approach to
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classify multimodal trips using GNSS data; this model reported an accuracy of
88%.
Trip segmentation is a challenging issue within activity recognition. It can
be achieved by detecting the transitions between transport modes. Zheng et al.
(2010) presented an approach to split the trajectories using features from GNSS
data such as speed and distance. It applied an eﬀective common-sense know-
ledge, considering that the start and end points of a walk segment could be
changes in transport mode. Zhang et al. (2013) partitioned the trajectories
into walk segments using features such as speed, distance, heading, and ac-
celeration. This segmentation aimed to improve the traﬃc condition. Liao
et al. (2007) estimated the changes in locations using a probabilistic model.
Zheng et al. (2008) presented a method to identify changes by detecting walk
segments. Despite the authors reported accuracy of 76% for detecting trans-
port, the precision of change detection was less than 30%, demonstrating that
over-segmentation is an existing challenge.
Previous approaches functioned with low-level data using features such as
speed, duration, and distance that was provided by sensors. Conversely, the
proposed method functions with activity classification data rather than low-
level data. Therefore, it can function as a complementary method to those
approaches.
5.3 Methodology
This section describes the methods used to improve the trip segmentation using
high-level data. First, data is preprocessed for removing inconsistencies (either
incomplete trips or unlabelled data). Secondly, the data space is transformed
into an orthogonal space. Then, we extract six features using a sliding window
method along the data; those features are the projected angles. Finally, we
use a state vector of the projected angles for identifying a change in transport
mode.
5.3.1 Preliminaries
To begin, we address the preliminary terminology used in activity classification
within the context of transport means.
• The transport mode specifies the diﬀerent kind of transport facilities used
to transport people (Wang et al., 2010). The transport mode can include
vehicles such as bus, tram, train, car, motorcycle, and bicycle. Although
walking does not use any transport means, it is also considered as a
transport mode.
• An activity groups one or more transport mode into categories. For our
purpose, we consider only three activities, walking, biking, and driving,
because these activities involve motion from one location to another. The
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Figure 5.2: Example of multimodal trip with two change points (a transition
between two distinct transport modes).
driving activity aggregates the transport modes of bus, tram, train, car,
and motorcycle.
• A change point refers to a transition from one transport mode to an-
other (Figure 5.2). Furthermore, a new transport mode (segment that
includes a single mode) is defined when there is a change from one form
of transport to another (Anderson et al., 2009). Walking is an important
mode to identify changes in transport, considering that an individual re-
quires walking to switch from one mode to another (Zhang et al., 2013).
Therefore, a trip can be partitioned into a walk segment and a non-walk
segment by a change point (Zheng et al., 2010). Thus, there is a change,
when a transport mode at time t is not equal to the next mode at time
t+ 1, and one of them is a walking mode.
5.3.2 Data collection
The data collection was performed using a crowdsourcing-based application
developed by Ghent University called Connect (Vlassenroot et al., 2014). It
executes on Android-based smartphones and collects measures such as GNSS
locations, accelerometer data, and activity classification data. These meas-
ures are stored in a central database. Connect allows an individual starting a
trip with a preselected transport mode, to pause, and then change to another
mode (this step can be repeated as frequently as required). Eventually, the
data collection terminates when the trip ends. An individual can select up
to eight transport modes on Connect including foot, bike, motorcycle, train,
tram/metro, bus, car as driver, and car as a passenger. These modes represent
labels or ground-truths to validate the change mode detection.
In addition to tracking data, Connect also collects measures from the GHAC
API. These measures represent the probabilities of performing activities, such
as driving, biking, walking, still, tilting, and unknown. The Google API defines
those activities as indicated in Table 5.1.
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Table 5.1: Summary of activities detected by Google API.
Activity Description
driving Probability that device is in a vehicle, such as a car
biking Probability that device is on a bike
walking Probability that device is on a user who is walking
or running
still Probability that device is still (not moving)
tilting Probability that device angle relative to gravity has
changed significantly
unknown Unable to detect the current activity probability
We are interested in activities that include motion, therefore we select inputs
such as driving, biking, and walking from the activity data. The activity still
can indicate a change, for example, an individual can walk to the station and
wait, sit, or stand before boarding a bus. It could also be possible that the
individual decides not to wait any longer and continues walking. In this case,
the individual continues the initial transport mode, e.g. there is not a change
in transport mode. Thus, we focus on activities with motions rather than still
and tilting activities.
5.3.3 Data preprocessing
The data collection process is not error-free. Data can include either incomplete
trips or unlabelled data. A trip is considered as complete when it includes the
start and end time entries in the database; otherwise, it is incomplete. A
preprocessing stage detects incomplete trips and unlabelled data. Incomplete
trips are excluded from the dataset because we aim to identify the changes
in modes and thus, those trips do not provide suﬃcient information for that
purpose.
Further, each trip includes an identification field provided by the collecting
application to group the measures. However, observations can include missing
data in this field. Thus, the missing data is completed using the previous
observation when the interval between two consecutive observations is less than
the third quartile of the sampling period; that is, the missing observation is
part of the same trip. It is important to note that this stage does not change
the original measures.
5.3.4 Sliding windows
A sliding window method is used for processing, in sequential order, the stream
of GHAC data captured by Connect. This method allows extracting more in-
formation. Because the original data contains peaks and valleys with high
variability, false changes in transport mode could be detected on the trip. The











Figure 5.3: Representation of activity data into orthogonal space: activity vector
and projected angles.
the window, the observations are mapped into an individual output value (Di-
etterich, 2002). Where the output is a local estimator of the probability.
Sliding windows methods have been used for features extraction (Bao and
Intille, 2004; Thianniwet, 2009; Mohan, 2008; Anguita et al., 2012). This tech-
nique allows capturing more information by segmenting the data. However, the
window size has a direct influence on the change detection, a larger window-size
produces more delays than a smaller size (Bulling et al., 2013).
5.3.5 Change detection
We based the proposed approach on representing the GHAC data as compon-
ents of a vector, combining all input data into a multidimensional space where
we calculate the vector characteristics as the magnitude and projected angles.
Using this information, we set a relationship among the angles to build a vector
state. This allows identifying changes in the transport mode.
Activity Vector
We represent the input data as a vector M , depicted in Figure 5.3. The input
data is the set of values for the activities defined in Section 5.3.2, where the
coordinate system is given by a set of orthogonal vectors wi, which represent
the components for each activity. Therefore, let M be the activity vector
and wi the coeﬃcient vectors for each activity dimension, defined as follows:
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M = {m1,m2,m3}, where mi represents the vector components: m1 driving,
m2 biking, m3 walking; and w1 = {1, 0, 0}, w2 = {0, 1, 0}, w3 = {0, 0, 1},
where wi are orthogonal unitary vectors and w1, w2 and w3 represent the
axes driving, biking, and walking, respectively; the coeﬃcient vector wi allows
retaining the vectorM in an orthogonal system and can be used to compensate
any component later on. As a result, the products wT1 M , wT2 M and wT3 M
represent the projections of M onto each wi axis.




2 + (wT2 M)
2 + (wT3 M)
2 (5.1)
Activity angle φ
We define the activity angle φ, as the angle between the activity vector M and










Where φ1 is the angle between the vector M and w1 axis, φ2 is the angle
between the vector M and w2 axis, and φ3 is the angle between the vector M
and w3 axis.
Comparative angle θ
We define the comparative angle θj,k as the angle between the activity vector
M and its projection onto the plane formed by the axes wj and wk, where the










Where θ12 is the angle between the vector M and the plane formed by the
axes w1 and w2, θ13 is the angle between the vector M and the plane formed
by the axes w1 and w3, and θ23 is the angle between the vector M and the
plane formed by the axes w2 and w3.
Detecting changes
To detect changes in transport mode, we use the existing relationship between
activity angle and comparative angle. The relationship indicates that if the
angle φi is less than the angle θj,k, then the axis wi is more likely to be the
activity, i.e. the activity vector M is closer to the axis wi than to the others.
Based on the previously mentioned relationship, we define St that represents
a state vector of the logical comparison between the angles φ and θ at time t.
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St =
 φ1t < θ23tφ2t < θ13t
φ3t < θ12t
 (5.4)
Thereby, we detect a change mode Ct, when the transition from a state St
to the next state St+1 indicates diﬀerences between these states.
Ct =
{
1 if St ̸= St+1
0 otherwise
(5.5)
Furthermore, we consider a false change when there are two consecutive
changes, i.e. the change is detected at time t and then another change is
detected at the next time point t+1. This may also indicate that the individual
went back to the initial transport mode within a short period. Hence, these
consecutive changes are considered as false changes.
false change : Ct = 1 ∧ Ct+1 = 1 (5.6)
Detecting false changes in transport increase the precision; hence, it provides
an improved accuracy. False changes are a consequence of a small variation
between the transport modes; it can also be seen as an uncertainty of the
classification method.
5.3.6 Performance metrics
To validate the performance of the proposed approach, we calculated metrics







Accuracy = tp+ tn
tp+ tn+ fp+ fn
(5.9)
where tp, fp, tn and fn represent true positive, false positive, true negative,
and false negative, respectively. Precision is the proportion of detected changes
when the approach detects a change in transport mode that actually occurred.
This metric focuses on positive classes (actual changes in transport mode)
instead of negative classes (no changes in transport mode). It measures the
probability of correct detection of positive class. Recall is the proportion of
real changes that have been correctly detected. Accuracy is the proportion of
true results i.e. it is the correct detection of changes and non-changes.











φ1 φ2 φ3 reported change l detected change
(b)
Figure 5.4: Transport mode changes are detected when activity angle φ value de-
creases and others increase. (a) Method without validation of false changes (red
symbols are false changes), and (b) Method with validation of false changes.
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5.4 Results
We tested the proposed approach using data collected in the city of Ghent,
Belgium. The data was gathered from everyday situations such as travelling
to work, returning home, and going to the shops. Our dataset consisted of
71 multimodal trips, representing 633.6 km of travelled distance, and 49 h of
travel time. The trips included the transport mode annotations tram, train,
bus, bicycle, and walk. The dataset included 4116 observations, where each
observation represented the probability of performing activities such as driving,
biking, and walking at time ti. The sampling frequency was variable, having an
average of 44 s. The observations were labelled with a transport mode assigned
by the user through Connect. The transport mode label provided values such as
bus, car, tram, train, foot, bike, motorcycle, and passenger, where the driving
activity included modes bus, train, tram, and car. These labels represent our
ground truth and help build the target variable.
5.4.1 Target variable
The target variable represents whether there is a change in transport mode and
thus is a binary variable, where a value of one represents a change mode and
a value of zero otherwise. We generate the target variable using the transport
mode annotations, i.e. for each transition between distinct values of transport
mode the target variable is set to a value of one. Further, transition of modes
may vary in duration (Figure 5.5), particularly when an individual is waiting
for the next transport, i.e. there is a waiting time before changing the mode.
no change
change









Figure 5.5: Representation of target variable as binary data.










Figure 5.6: Target variable distribution.
The target variable has a skewed distribution where the changes represent
12% of the data and the non-changes are 88% (Figure 5.6). This may be
explained by the data origin because an individual typically switches at most
three transports; thus, more samples are collected as non-changes.
5.4.2 Experiment
We set a fixed sliding window of size δ = 5 samples and a sliding step size of
one. These values demonstrated an acceptable trade-oﬀ between precision and
delay (to detect a change). Table 5.2 displays the performance metrics of using
diﬀerent window sizes (δ).
Table 5.2: Summary of performance metrics using diﬀerent window size (δ).
δ=2 δ=3 δ=4 δ=5 δ=6
Precision 67.0% 74.0% 74.0% 78.0% 78.3%
Recall 76.4% 79.0% 71.4% 77.6% 73.2%
Accuracy 92.5% 94.0% 93.4% 94.6% 94.2%
In each step, we calculated a new value for GHAC data by averaging the
observations. Then, those values were used for computing the activity and
comparative angle using (5.2) and (5.3), respectively. Consequently, we ob-
tained the state vector S from (5.4) and identified the changes in transport
mode using (5.5). Finally, we filtered out the false changes that were detected
in (5.6).
Because the target variable data is a skewed class (there are more negative
classes than positive classes), we focused on the quality of detected changes,
i.e. the precision metric (5.7). In our dataset, the positive classes represent
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the actual changes in transport mode. Therefore, an improvement on this
metric will lead us with a reduction of over-segmentation. Considering only the
accuracy metric (5.9) may not be a meaningful reference because the data is a
skewed class, which in the hypothetical case of the proposed method evaluates
all observations as changes providing us with an accuracy of 88%. However, it
does not mean that this is an acceptable detector of changes. For this reason,
we consider the precision metric as a reference to demonstrate the performance
of valid detections.
The proposed approach detects a change in transport as a specific point in
the timeline, depicted in Figure 5.5. Thus, we counted a true detection when
the detected change overlapped with the changes represented in the target
variable. Table 5.3 displays the result of applying this approach using a fixed-
window size of five samples; we increased the precision from 30.1% to 78.0%,
which means a reduction of precision error from 69.9% to 22.0%. Further, the
accuracy increased from 71.8% to 94.6%. We did notice a decrease in recall from
99% to 77.6%, because the proposed method reduces the over-segmentation,
which is presented in the original GHAC data.
Moreover, the obtained results show improvement over the existing literat-
ure. Zheng et al. (2008) validated various segmentation methods to detect a
change point (i.e. a change in transport mode). The precision of detecting a
change point was 40.6% using Decision Trees (DT) and 28.6% using Conditional
Random Fields (CRF). Additionally, the recall of change point was 88.8% us-
ing DT and 28.1% using CRF. Although our method reported a slightly lower
recall (77.6%), it outperforms their results in precision (78%). Improving the
interpolation of observation and reducing the window size could additionally
improve the recall without aﬀecting the precision. This is scope for future work.







In this chapter, we presented an approach for detecting changes in transport
mode in multimodal trips. This approach uses the output data from human
activity classification as input data, which is obtained from the GHAC API.
The method transforms the original data space into an orthogonal space. The
projected angles are calculated for each axis using a sliding window, where
the axes represent activities such as driving, biking, and walking. Finally, we
detect the changes in transport mode by comparing the projected angles.
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In the preprocessing stage (Section 5.3.3), we identified two main reasons for
incomplete trips: the first was due to user mistakes while entering the data, for
example, choosing a wrong transport mode or pausing the trip. Consequently,
a trip is stopped or deleted by the user. The second reason (rarely present) was
a consequence of a system failure, which abruptly terminated the application.
The experimental results demonstrated an increment of precision owing to
the reduction of false changes. Thereby, the trips were not over-segmented into
multiples trips. However, the recall metric decreased. This reduction of recall
may be explained by the delays in detecting changes due to the window size.
The changes in mode were succesfully detected but were marginally shifted
in time. Therefore, the detected changes did not match precisely with the
ground-truth data anymore. To overcome this issue, the size of a window can
be determined based on time interval rather than the number of observations.
However, interpolation approaches are required to increase the sampling rate.
The presented approach can function as a complementary tool for activity
classification techniques. It reduces the over-segmentation by identifying the
correct changes of modes. Therefore, it improves the trip reporting. Another
advantage of this approach is that it can be applied to online detection, par-
ticularly in embedded systems because it involves minimal computational cost.
Finally, the information as to where people change transport mode can be used
in other contexts, e.g. to optimise the operation of public transport.
In future work, we would like to incorporate external events such as tick-
eting, location of parking lots, bus stops, and station boundaries. These
events can help to diﬀerentiate among transport modes such as car and public




Common goals of sustainable mobility approaches are to reduce the requirement
for travel, to facilitate modal shifts, to decrease trip distances, and to improve
energy eﬃciency in the transportation systems. Of these goals, modal shift
has an important role in the adoption of vehicles with fewer or zero emissions.
Nowadays, the electric bike (e-bike) is becoming a valid alternative to cars in
urban areas. However, to promote the modal shift, a better understanding of
the mobility behaviour of e-bike users is required. In this chapter, we investigate
the mobility habits of e-bikers using GNSS data collected in Belgium from 2014
to 2015. By analysing more than 10,000 trips, we provide insights regarding
e-bike trip features such as distance, duration, and speed. Further, we oﬀer a
review into what routes are preferred by bike owners in terms of their physical
characteristics and how weather influences e-bike usage. Results demonstrate
that trips with higher travel distances are performed during working days and
are correlated with higher average speeds. Usage patterns extracted from our
dataset also indicate that e-bikes are preferred for commuting (home-work) and
business (work-related) trips rather than for recreational trips.
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6.1 Introduction
The automatic collection of GNSS data is the first step to study people’s mobil-
ity habits (Yue et al., 2014). GNSS data facilitates several tasks: visualisation
of trip origins, destination, and trajectory, as well as the estimation of travel
times, distances, and speeds. More importantly, GNSS data eliminate individu-
als’ misperception of travel times and distances, which tend to be rounded to
upper values (Wolf et al., 2003). In practice, to extract useful information from
the massive amount of raw data generated by GNSS devices, several processing
steps must be performed (Stopher et al., 2005).
The advantages of using GNSS technologies in travel studies and the ef-
fectiveness of GNSS data in capturing trip parameters have previously been
demonstrated by Yalamanchili et al. (1999); Draijer et al. (2000); Wolf et al.
(2000). Recent studies have evaluated the use of GNSS data for both trip
tracking and transport-mode detection without the support of questionnaires
(Bolbol et al., 2012; Schuessler et al., 2009). Results have demonstrated that
trip identification deviates marginally from the census data, whereas, for mode
detection, it was diﬃcult to distinguish transport modes with similar speed,
for example, bus and bike trips.
Strongly linked to the processing of GNSS points are the map-matching
methods that are required to align a sequence of locations (GNSS trajector-
ies) with a road network. Map-matching of GNSS trajectories allows both the
extraction of road features (e.g. road type and surface) and linkage with rel-
evant places (e.g. home, work, school, shop) in the road network. Bierlaire
et al. (2013) proposed a probabilistic map-matching approach to overcome the
uncertainty caused by the poor quality of the GNSS data captured by smart-
phones. Regarding the poor quality of data, Kuijpers et al. (2016) addressed
location uncertainty caused by missing information of GNSS trajectories. The
authors proposed a pathfinder approach to address this issue.
The majority of research works based on GNSS data have focused on tra-
ditional bicycles and cars. Studies on user behaviour for e-bike owners remain
scarce and report relatively small datasets. Langford et al. (2015) analysed
GNSS data generated from a bike sharing system with the goal of comparing
safety levels of e-bikes against bikes. This study gathered data from 20 bicycles
over a two-year period. Wolf and Seebauer (2014) used a rather large dataset,
1398 Austrians who purchased an e-bike between 2009 and 2011. However, this
study contains only survey information with the aim of combining concepts of
technology adoption with factors derived from research on mobility behaviour.
The results demonstrated that e-bike early adopters are older than 60 and use
it for leisure trips. The use of the e-bike for working and shopping trips was
influenced by both a supportive social environment and the requirement for
physical activity. Another study on early adopters interviewed 28 e-bike own-
ers in Oregon (United States): it focused on understanding their profile and
the reasons behind the purchase of the e-bikes (Dill and Rose, 2012). The au-
thors determined diﬀerent potential demographic markets for e-bike adoption:
women, older adults, and people with physical limitations. Further, e-bikes
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were not viewed as an alternative for scooters or motorcycles; rather, partially
for traditional bicycles. E-bike adoption, in the context of health benefits, was
studied by Gojanovic et al. (2011) with the purpose of understanding if sedent-
ary people would consider it as an interesting alternative for daily commuting
trips. The results from 18 people indicated how the e-bike could help overcome
major topographical and logistic barriers.
Despite the growing body of knowledge regarding e-bikes, we agree with
Fishman and Cherry (2015), who mentioned a lack of a large-scale analysis
on the travel behaviour of e-bikes. The authors highlighted this issue as one
of the most critical gaps for emerging research topics related to e-bikes. An-
other important aspect that is mentioned by Fishman and Cherry concerns the
requirement to quantify the influence of e-bikes on travel behaviour.
To encourage people to cycle as their daily urban transport mode and render
it competitive with other modes, riding a bicycle must be physically possible,
safe, and attractive. From this stems the importance of creating an integrated
cycling infrastructure and policies that consider cyclists’ requirements (e.g.
street design, continuity of the route).
To accomplish this, investments in making bike use more appealing (im-
provement in bicycle paths, introducing bike or e-bike sharing systems) are ne-
cessary. However, such interventions must be preceded by an exploratory phase
aimed at gaining additional insights regarding the manner in which people per-
ceive e-bikes as a transport alternative, and under what conditions they would
favour e-bikes instead of cars for commuting trips. Furthermore, it is important
to identify key locations where investment in cycling infrastructure would be
most valued, hence improving the overall utilisation of the cycling network in
the region. This involves understanding the travel behaviour of cyclists or of
potential cyclists and the factors influencing route choices.
This study contributes to the research line, as it provides insights for bet-
ter understanding e-bike usage (e.g. purpose of the trips, route characteristics,
weather conditions) and proposes ideas for policy makers toward improvements
in the mobility infrastructure to promote e-bike adoption in urban areas. What
makes our research relevant is the large dataset of e-bike GNSS data; an ex-
tended dataset with 10,008 trips is processed. Based on statistical analysis of
GNSS traces, we evaluate two hypotheses:
(i) The usage of e-bikes could meet the expectation of both daily commuting
and recreational trips. Consequently, it could highlight the road segments
where a policy intervention could positively influence the rates of e- bikes
trips.
(ii) Owing to the higher cost of acquisition compared to traditional bicycles
and also the assisted pedal, e-bike users could be willing to ride longer
distances, even in adverse weather conditions.
Further analysis provides insights regarding the type of infrastructure re-
quired to promote e-bike usage. Finally, this work oﬀers a ‘first look’ at the
influence that the weather conditions have on e-bike owners’ mobility habits.
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This chapter is organised as follows: the methods for GNSS data acquisi-
tion and processing are presented in Section 6.2. The case study, where our
hypotheses are tested, is described in Section 6.3. Suggestions regarding e-bike
policies are discussed in Section 6.4.
6.2 Methodology and data
In this section, we describe an empirical analysis of GNSS data collected as part
of the SPRINT project (Astegiano et al., 2015). This project was launched in
Flanders, Belgium at the beginning of 2014 and was aimed at helping the
Flemish Government to understand the behaviour of e-bike users. SPRINT
objectives included studying if new cycle paths, currently built in Flanders,
were suitable for e-bikes and supporting the shift from car to more sustainable
transport means. The target population in this study was general, yet focused
on e-bike owners and their habits for commuting, business, and recreational
trips. Features of the study area and target population are displayed in Table
6.1.
Table 6.1: Study area and target population.
Study Area Flanders
Area size 13,522 km2
Population in study areaa 6,444,127
Target population General
Transport mode e-bike
Trip activity Commuting, business and recreational
trips
Data collection period Mar 2014–Aug 2015
Number of GNSS locations 127,377




E-bike location data was automatically collected using a GNSS tracking
device (model GenLoc41e). It was installed on the e-bike of people who vo-
lunteered to participate in the SPRINT research programme (Figure 6.1). The
tracking device recorded GNSS locations at a frequency of 5 Hz and was activ-
ated automatically when the e-bike was in use (i.e. it did not interfere with the
normal activities of the participant). On average, participants were tracked for
30 weeks without filling in any form of travel diary (no user annotations).
OThe proposed methodology includes the following stages: a processing
stage validates the data integrity and filters out invalid location points (Sec-
tion 6.2.1); a segmentation method aggregates the location points into trips




Figure 6.1: Tracking device set-up (a) GNSS logger GenLoc41e, (b) battery con-
nections, and (c) installed logger.
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(Section 6.2.2); a map-matching method binds the e-bike trips with features in
the road network (road type) (Section 6.2.3); road segments with similar char-
acteristics are grouped (Section 6.2.4); and finally, the influence of the weather
by combining weather conditions and trip data is investigated (Section 6.2.5).
6.2.1 Data processing
Before performing a complete analysis of e-bike GNSS tracks, GNSS raw data
frames were processed and merged into a single dataset through the following
processing chain:
(i) verify the data integrity (e.g. checksum), because the data could be com-
promised owing to hardware errors (data transmission or storage);
(ii) parse the data frame attributes (e.g. latitude, longitude, speed, accuracy,
altitude, date, and time);
(iii) filter out invalid data frames (i.e. data frames without coordinates or
other attributes), including data frames marked as invalid by the data
logger when it was not possible to obtain a GNSS location; and
(iv) merge the valid data into a single dataset.
After these steps, the final dataset was ready to be segmented into trips
(i.e. the location points that belong to a specific trajectory).
6.2.2 Segmentation
Because data collection was performed using a GNSS tracking device installed
on each e-bike, the transport mode was already set (e-bike mode). However,
this data did not include any annotation (travel diary). This means that trip
start/end times must be inferred from the GNSS data. In our experiments,
sequences of location points are segmented into trips using the dwell time cri-
terion. Trips are processed further to compute features such as travel time,
travelled distance, and average speed (Paefgen and Michahelles, 2010).
Let P be a sequence of GNSS points pi ∈ P , P = {p1, p2, ..., pn} that are
generated from a tracking device. We can split P into trips (Figure 6.2) if the
time interval between consecutive points exceeds a certain threshold (Zheng
et al., 2010), t(pi)− t(pi−1) > τ ; i > 1, where t(pi) is the timestamp at point
pi and τ is the threshold called dwell time.
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Figure 6.2: Trip segmentation using dwell time criterion.
The dwell time can be defined as the minimum time diﬀerence between two
GNSS points after which it is assumed that an activity occurred (Schuessler and
Axhausen, 2008). In the literature dwell time values of 45 (Pearson, 2001), 300
(Doherty et al., 2001) and 900 (Schuessler et al., 2009) s have been reported,
with the majority of studies applying a 120-s threshold. In a previous work
(Lopez et al., 2015a), we used a dwell time of 300 s; however, for our dataset,
this resulted in several short trips that were actually part of one long trip,
an eﬀect known as over-segmentation. This problem is usually related to bad
reception of the GNSS signal during the trips. In this paper, we employed
a higher threshold (600 s) given that our dataset was basically single modal
(e-bike); therefore, a higher threshold better captures the user activity.
6.2.3 Map-matching
Map-matching methods are used to align a sequence of observed GNSS posi-
tions to the road network on a digital map. To understand the preferred route
choices of the e-bike owners, we performed map-matching between every re-
corded trip and the OSM network. OSM is an open access platform for geo-
spatial vector data and is frequently considered more complete and appropriate
to be used as a base map for planning studies on non-motorised transport than
commercial counterparts (Hochmair et al., 2013; Pourabdollah et al., 2013).
The matched road segments were used later for extracting features from the
road-network.
We started the map-matching by obtaining the candidate road segments
(individual roads) from the road network. This step is necessary to reduce the
number of roads to be processed. Candidate road segments can be selected
either by defining a bounding box that contains all trips or by extracting all
segments from the road network that partially or completely overlap a trip.
Because the trips in our dataset address wide areas, we opted for the second
option. A ten meter buﬀer was placed around the road network represent-
ing the average GNSS positioning accuracy of the data logger. Then, a set
of overlapping segments was obtained by geo-referenced queries to the OSM
database.
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A limitation of this approach is that transversal roads can be matched,
especially at road junctions. To address this issue, we used the azimuth angle
(i.e. the angle between a reference plane and a point) to compare if the segments
were aligned correctly. We filtered out road segments with an azimuth angle
(between the trip trajectory and the road segment) greater than ten degrees;
from the remaining segments, features were extracted.
6.2.4 Groups of interest
To explore the trip characteristics among SPRINT participants, we reviewed
travel distances patterns and grouped trips based on their average distance
using the Ward Hierarchical clustering approach (Ward, 1963). This clustering
approach minimises the total within-cluster variance in such a fashion that at
each step the pair of closest clusters are merged into a new cluster, which leads
to the minimum variance among clusters.
In our dataset, the clustering method identified four clusters; however, two
of them reported a similar average speed (22.7 and 22.6 km/h); the diﬀerence
was the travelled distance, which indicates similar cycling behaviour. Further-
more, these two clusters had the same parent node in the hierarchy; thus, we
considered only three groups to represent the third hierarchical level.
We refer to these groups of interest as short-range, mid-range, and long-
range trips. The distance ranges for these groups are displayed in Table 6.2.
Table 6.2: Identification of groups based on travelled distance.
Percentage of trips
Group Range Weekdays Weekend Total
Short-range less than 5 km 46.9 13.6 60.5
Mid-range between 5 and 13 km 19.6 3.0 22.6
Long-range more than 13 km 14.9 2.0 16.9
The participants were more willing to ride longer distances during working
days than during weekends. This suggests a higher usage of the e-bikes for
commuting trips (mainly performed during working days) than for recreational
trips (mainly performed on weekends). Furthermore, the identification of such
groups highlights an example of the potential of e-bikes for commuting trips,
particularly for travel distances above the national average (5 km for traditional
bicycles) (OVG, 2013). We noticed that trips within 13 km from the origin
remained a viable option for the e-bike owners (83.1% of the trips).
To illustrate the aforementioned user behaviour, in Figure 6.3, we display
short- and mid-range trips that occurred in the mornings during working days
(a common time frame for commuters). A large density of trips in both groups
included as a destination the city centre of Ghent. However, especially inter-
esting are the mid-range trips (Figure 6.3b) that terminated in the city centre
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(a)
(b)
Figure 6.3: Visualisation of morning trips during working days (destination points
are displayed as yellow dots): (a) short-range trips and (b) mid-range trips.
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originating from the neighbouring communities where using a car was a com-
pelling option in terms of travelled time.
6.2.5 Weather analysis
In this section, we focus on studying the correlation between the weather con-
ditions and use of the e-bikes. To the best of our knowledge, this is the first
study that provides insights on this issue for e-bikes. The relation between
traditional bicycles and weather conditions was addressed in (Brandenburg
et al., 2007). The authors found that weather conditions influence cycling for
both recreational and commuting purposes. Frequencies are higher for fine
weather conditions; however, in cooler weather, commuting by bicycle occurs
more frequently than recreational cycling. In the case of rainy weather, this
diﬀerence was more pronounced: there were 10% more commuting cyclists than
recreational cyclists ride during a rainfall. Our expectation was that, in the
case of e-bikes, this eﬀect could be smaller owing to the higher cost of e-bikes.
The weather dataset employed for our analysis was obtained from the website
(Weatherbase, 2015) and contained 7564 observations regarding the weather
conditions. For the majority of our trips, we received visibility, wind, precipit-
















Figure 6.4: Weather conditions: number of trips and temperature.
In Figure 6.4, we provide an overview of the weather conditions for the trips
included in our sample. In particular, we plot the trip distribution in terms of
temperature. The number of trips was greater in year 2015 than in 2014 owing
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to a growth in our sample. For both years, the graph clearly indicates that the


























Figure 6.5: Average number of trips: Commute and other trips.
We determined that 61% of trips were performed in clear conditions (by
definition of the website), whereas 25% and 9% were in mostly cloudy and
rainy conditions, respectively. Analysing the average number of trips per day
(for each person), we obtained two trips per day in clear conditions, 1.5 trips
per day in cloudy conditions, and 1.4 trips per day in rainy conditions. These
values indicate the influence of the weather conditions on the number of trips
per day (higher in clear conditions).
To provide as many details as possible, we also divided our sample into
commuters and others, defining commuting trips as all trips performed from
Monday to Friday between 6:00 AM and 10:00 AM, and between 4:00 PM and
7:00 PM. The results in Figure 6.5 indicate how in rainy and cloudy conditions,
the number of trips per day was basically constant, whereas in clear conditions,
the number of trips with a purpose diﬀerent from commuting was greater. This































Figure 6.6: Density estimation of trip features (average values are plotted as dashed
lines).
6.3 Results
In the following subsections, we show descriptive statistics about e-bike owners’
travel parameters for working days and weekends. Then, we present an analysis
of the types of roads used.
6.3.1 Descriptive statistics
As an overview of the processed dataset, trip feature statistics are displayed in
Table 6.3. The trip’s distance, duration, and speed are expressed in kilometres
(km), minutes (min), and kilometres per hour (km/h), respectively. However,
these figures are less than expected in terms of average speed (16.7 km/h) and
travelled distance (6.6 km). Therefore, we compute the density estimation of
each feature to further investigate the characteristics of the trips in our dataset
(Figure 6.6).
Table 6.3: Summary of trip features.
Feature Average Std. Error Std. Dev. Total
Distance (km) 6.6 0.1 8.3 66,439.6
Duration (min) 23.7 0.2 23.4 236,923.9
Speed (km/h) 16.7 0.1 8.8
From the speed density estimation, we can identify at least two speed
groups, one at approximately 10 km/h and the other between 25 and 30 km/h.
The existence of such groups could be related to where these trips are per-













Figure 6.7: Density trip per hour of day.
6.3.2 Commuting behaviour
As demonstrated by De Geus et al. (2014), the use of traditional bicycles for
commuting trips is common in Belgium: 76% of the trips performed by bike
have ‘work’ as the main purpose. Further, the use of bicycles is strongly associ-
ated with the presence of bicycle paths and gender (women have a significantly
lower rate of bicycle trips). Regarding e-bike features, the average travelled
distance per week per person is 9 km, with an average trip frequency of three
times per week for work purposes. Thus, the travelling distance of a traditional
bicycle per day is less than half of the e-bike trips (Table 6.3).
In fact, a minimal number of studies have investigated in depth the bicycle
trip length in Belgium (Vandenbulcke et al., 2009, 2011). In these two studies,
it was aﬃrmed that working trips are performed by bike only if the destination
is within a 5 km range. From the working days section of Table 6.2, we can
immediately realise this because the majority of the trips performed during
working days have work as the main purpose. The trip distances for e-bikes
are again greater compared to those of traditional bicycles.
The e-bike trip feature density estimation for each day allows the character-
isation of commuting behaviour during working days (Figure 6.7). Two peaks
appear near 7:00 AM and 4:00 PM, which coincide with rush hours as people
are going to or leaving the work place. The majority of e-bike activity is re-
corded in time intervals ranging from 7:00 AM to 10:00 AM (morning peak)
and 4:00 PM to 7:00 PM (evening peak). A smaller peak near midday may be
associated with lunch outside of the oﬃce.
A comparison between the average speed at rush hours per group is dis-
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played in Figure 6.8. We can see a marginally lower speed during oﬀ-peak
hours compared to morning peak hours. However, the mid-range and short-
range trips performed in the evening peak are faster than those performed
morning-peak. Because, by definition, the evening peak in Flanders begins
at 4:00 PM and our sample ride peaks near that time, oﬀ-peak and evening
peak initially overlap: the long-range trips extend longer into the middle of the
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Figure 6.8: Average speed per on/oﬀ peak during working days.
Speed estimation for each weekday is obtained by fitting a polynomial re-
gression where the type of day is also considered. The minimum granularity of
time was the hour; hence, minutes were truncated e.g. 12 hours includes the
period between 12:00 and 12:59. On working days, it was determined that the
average speed was higher in the first half of the day than in the second half
(Figure 6.9); it attained its maximum value near 6:00 AM, whereas remaining
virtually constant on the weekend with a marginal trend of increasing by the
evening. This user behaviour can be explained by the fact that, in the morn-
ings, the user’s main concern is to arrive at work on time (fast rides), whereas,


















Figure 6.9: Speed estimation per hour of day based on a polynomial regression;
confidence intervals are displayed as grey areas.
6.3.3 Road infrastructure
As mentioned previously, the data used in this research originated from the
OSM network. For a detailed description of the diﬀerent features and labels
used in OSM, please refer to (OpenStreetMap contributors, 2015a). In re-
cent years, eﬀorts to annotate the road type in the OSM database were made.
However, a considerable number of unclassified roads remain in this Belgian
dataset.
Type of road
The last step was to identify what types of road were presented in the extracted
trips. The key ‘highway’ was employed to extract road objects from the OSM
database. In OSM, this key is used to refer to any kind of road, street, or path.
It is important to avoid confusion with the strict meaning of highway that we
find in other transport studies. In the remainder of this section, we use the
term road type instead of highway for referring to the main characteristics of
a road.
Table 6.4: Summary of road infrastructure usage.








Figure 6.10: Representation of the cycleway: (a) track, a separate cycle path, (b)
lane, on-road cycle path, and (c) shared, a common path with other traﬃc.
We grouped roads that contained similar characteristics, in particular the
speed limit. Table 6.4 the preferred road type of e-bike owners and existing
infrastructure in Belgium. Regarding the cycleway sub-category, OSM contains
an under-representation for this. In practice, 84% of the cycleway coverage was
classified into ‘not available data’. Cycleway types are distributed in the order
of the user’s preference as track, lane, and shared (Figure 6.10).
6.4 Discussion
Several studies have focused on cyclists’ behaviour in Belgium. The Flemish
travel survey, for example, reported that 80% of all bicycle trips are less than
5 km, making cycling a local transport mode (OVG, 2013).
In this chapter, we gathered GNSS data originating from 10,157 trips per-
formed in Belgium (mainly in the Flanders Region) in 2014 and the first half
of 2015. Trips with unusually long range and high speed, 149 in total, that
presumably were collected while the e-bike was travelling on a train, were ex-
cluded from our statistics. Our initial hypothesis (i.e. the e-bike is a valid
alternative for commuting) was confirmed in Table 6.2, which indicates how
the usage of the e-bike is greater on working days than on weekends. Based
on the average speed (Figure 6.8), we confirmed our preliminary results (Lopez
et al., 2015a) i.e. longer trips are correlated with a greater average speed and
are performed more frequently during working days. This suggests a tendency
of people to use e-bike as a commuting mode. Moreover, owing to the longer
distance cycled during working days, this result could also anticipate the in-
terest of people in using e-bikes instead of cars for certain distances (within 13
km). Further, the hours when the majority of these trips were performed are
the typical hours for having access/egress to work.
Regarding map-matching results using the OSM database, the most pre-
ferred road types are, in order, residential, tertiary, and track. If we group
roads with similar characteristics (speed limits and type of road), we determ-
ined that the majority of roads belong to secondary, residential, and cycleway
road networks. If we consider the cycleway network only, the roads where a
bicycle path is included (private or shared) are the most commonly used. One-
directional roads, where a bicycle path is not included, yet for which the access
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for bicycles is in both directions, are also commonly used. It must be noted
that this result could also be due to the nature of our sample. The majority of
our users live in residential areas outside the city centre, which lead them to
use residential roads to have access/egress to their home.
Unfortunately, the OSM database does not contain suﬃcient specific data
to reliably identify the surface of the majority of the roads in Belgium. For the
cycleway network, the majority of the road segments do not have associated
metadata. At the highway level network, we determined that such segments
mainly correspond to residential, primary, secondary, and tertiary roads. Non-
etheless, we could infer from OSM that paved roads were preferred by e-bike
owners. We expected a stronger correlation between the use of certain types
of roads and the pavements given the higher speed of the e-bike compared to
a traditional bicycle, and considering that they were primary used during the
working days.
The analysis of the relation between the number of daily trips and weather
conditions indicated how adverse climate conditions can be a deterrent for
cyclists. Our results disprove our assumption that e-bike owners would be
more apt to ride in adverse weather conditions compared to non-e-bike users.
Moreover, for non-commuting trips, this influence was higher, because in clear
conditions, the number of trips per day tended to increase. It is our opinion
that improvements to the cycling infrastructure, specifically in terms of surface
and the advent of new clothes (closer to motorcycle-style), could represent two
possible directions for decreasing the impact of the weather conditions on e-bike
rides, in particular when commuting trips are involved.
6.5 Conclusions
Cycling can have a significant role in longer trips as a feeder mode for public
transport. In this combination, the traditional bicycle can be useful to support
the transition towards more sustainable transport modes. However, to under-
stand how to promote the shift towards sustainable modes of transport, further
analysis of electric bikes’ usage patterns is necessary.
This study contributed to this line of research investigating if the e-bike
could represent a valid alternative for commuting (or functional) trips. Our
main results indicate that the e-bike is used for longer distances compared to
the traditional bicycle, and is mainly used on working days. This evidence
leads us to consider a higher usage for commuting trips than for recreational.
Analysis of the SPRINT GNSS tracking campaign determined a consistently
higher number of trips performed on ‘residential’ road types. It indicates the
willingness from the e-bikers to share the road with other transport modes.
Finally, the weather conditions continue to have a significant role in the user




In this work, we presented a number of studies that aim to introduce crowd-
sourced data as a complementary source for policy. We introduced a new
framework that can address crowdsourced data based on requirements in policy
support. Further, we validated aspects of the quality of crowdsourced data,
which is of particular interest in the context of urban mobility and mobility
behaviour.
We identified diﬀerent factors that aﬀect data quality, estimating import-
ant values that can serve as a reference for further mobility-related studies.
Among these are the delay in acquiring a first position fix and missing data
per transport mode. Further, we provided methods to reduce specific errors
that have an important influence on mobility trip reporting, such as the over-
segmentation of trajectories. As a use case, we presented an approach to create
insight in e-bike behaviour using a data-driven approach. This is an illustration
of insights that can support policy to work towards a modal-shift and a more
sustainable mobility.
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7.1 Summary of achievements
This section presents a summary of achievements based on the defined object-
ives.
(i) Define a framework to process and manage crowdsourced data.
In this work, we presented a framework for managing crowdsourced data
that can be used by practitioners to deliver high-level indicators in smart
areas such as, transport, health, and environment. We included with this a
streaming-based architecture to manage multiple sources and heterogeneous
data.
We proposed a processing chain that derives four-levels of data (annotated
data, derived data, augmented data, and aggregated data), which are intended
to serve diﬀerent audiences. This categorisation into levels makes it easier for
consumers to request the data in which they are interested. It also provides a
reference for buying data because it restricts the scopes to feasible goals and
therefore delivers cost-eﬃcient products.
The challenges of today’s cities require that architectures adapt to their de-
mands and complexity, allowing integration with third parties to provide tools
for improved management. Scalability and flexibility are key elements for an ar-
chitecture to address such requirements. A stream-based architecture facilitates
upwardly scaling the system and overcoming the issues of traditional systems
(limited data, poor performance, centralised development, operational com-
plexity). The platform can be introduced incrementally on demand, starting
with simple requirements up to addressing large-scale infrastructures (hard-
ware, software, and connectivity). It can be paired with existing solutions,
extending their capabilities or providing assorted outcomes that allow innov-
ation. A streaming architecture is also suitable for addressing real-time data,
especially when real-time analytics are required. Processing pipelines can be
established to obtain fast outcomes that can serve as feeders of other processes
and systems (internal or external).
The publisher/subscriber model allows decoupling workflows and es-
tablishing new workflows quickly. This model connects clients (publish-
ers/subscribers) and addresses the orchestration among processes. In fact,
processes in the processing chain are not required to be coded using the same
programming language, provided the broker defines a common exchange pro-
tocol for its clients. Processes can act as micro-services being deployed locally
or remotely.
As a use case, we presented insights into e-bike behaviour using a data-
driven approach. This is an illustration of insights that can support policy
to work towards a modal-shift and a more sustainable mobility, concluding
that cycling can have a significant role in longer trips as a feeder mode for
public transport. In this combination, the traditional bicycle could be useful
to support the transition towards more sustainable transport modes. However,
to understand how to promote the shift towards sustainable modes of transport,
further analysis of electric bikes’ usage patterns is necessary.
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(ii) Identify factors that influence the quality of results.
We addressed this objective by analysing the data generated from crowd-
sourcing campaigns and the fleet of a car-sharing system (see Appendix A). We
used two types of data sources: (i) a GNSS-data logger installed in a vehicle
that tracks the vehicle’s displacements automatically (without user annota-
tions) and (ii) a smartphone-based application that collects the participants’
tracking data. Smartphones and data loggers collected data from the crowd
(e.g. participants and citizens) during the campaigns. GNSS data was pro-
cessed and analysed using the related context and the factors that influence
the quality were identified.
The lack of ground truth data is an important challenge to assess the gaps in
GNSS data. An odometer sensor (a distance measuring device in a vehicle) can
deliver reliable outcomes of travelled distance. Therefore, we used CAN-bus
data to extract the travelled distance reported by the odometer sensor.
It was determined as a lower bound that on average, 9% of the travelled
distance by car was not captured by the GNSS logger. This is important
considering that many mobility studies are being conducted using GNSS data,
and their outcomes could underestimate the actual travelled distance. Land use
is also an important factor that influences data acquisition, where urban areas
are more susceptible to missing data than rural areas, reporting 13% and 6%
less travelled distance, respectively. Signal reception issues are more noticeable
in urban areas, where large infrastructures (buildings, tunnels, bridges) may
block a signal.
Regarding the smartphone-based data collection, we determined that trans-
port mode is an important factor to consider because the data quality reports
distinguish values in diﬀerent transport modes. From our findings, train mode
reported the lowest quality, capturing under 50% of the data whilst tram mode
was only marginally greater. These transports share common aspects that
make collecting data a challenge (Mazl and Preucil, 2003). Conversely, bus
mode collected 72.4% of the data. This is a significant improvement over a
tram, considering that both transports (tram and bus) can partially share path-
ways. We believe that approaches aimed to provide insights in public transport
should consider, apart from GNSS data, including questionnaires, annotation,
and complementary sources; that is, additional information can support and
correlate low quality and missing data.
Pedestrians are next on experiencing issues while gathering data; their
smartphones reported only 73% of the data (foot mode). This could be ex-
plained by the user’s behaviour; while walking to certain destinations, signal
reception may be a problem because of walking under covered areas to avoid
bad weather, using shortcuts between narrow corridors, small stops in stores,
or covered areas.
Another interesting observation is that two-wheeled vehicles, bike and mo-
torcycles, reported 82% and 92%, respectively. It seems that the road restric-
tions may force moped riders to share the same infrastructure as cars, having
a clear view to the satellites the majority of the time and therefore gathering
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a similar percentage of data. Conversely, bike mode makes use of other road
facilities (bicycle lanes, bicycle highway) and has fewer restrictions (a biker
may ride on a walking path or use the same shortcuts as pedestrians). Thus,
it may experience issues when using trajectories designed for pedestrians only.
It is important to note that previous outcomes were based only on GNSS
data rather than fused geo-reference locations (i.e. location data derived by
combining WiFi, cellular network, and GNSS data). Fused location data is an
alternative for mobile location detection that reduces the power consumption
compared to GNSS devices. However, it presents other challenges and may not
be suitable when requiring high positioning accuracy.
(iii) Improve the trip reporting derived from transport classification
techniques.
In addition to identifying the factors that influence the data quality, we
presented an approach for addressing the over-segmentation of GNSS traject-
ories, an important quality aspect to report reliable outcomes (e.g. trip fre-
quency, average trip distance, and travelled time). Essentially, the proposed
approach reduces the over-segmentation by smoothing the input data avoid-
ing short-time changes. This approach uses derived data from an automatic
process of transport mode detection. The experimental results demonstrate
improvements in precision owing to the reduction of false changes (i.e. changes
in transport mode that did not happen). The presented approach can func-
tion as a complementary process for activity classification techniques. Another
advantage is that it can be applied to online detection and therefore can be
integrated into the processing chain. Detecting the places where people switch
transport mode can be used, for example, to optimise the operations of public
transport or to provide services for targeted consumer groups.
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7.2 Outlook
Many issues remain open regarding crowdsourcing and its application in mo-
bility policy and other domains. It is not the purpose of this work to list them
all. However, we would like to highlight a short list.
• We have proposed a framework to address crowdsourced data in Chapter
2. However, additional methods for data processing must be developed to
address distinct scenarios. There is also a requirement for validating their
outputs and, what is more important, to recalibrate their parameters,
especially after deploying these processes in a production environment.
Hence, processes need to be able to automatically adapt their algorithms
to the context that can change from the initial conditions of the process
design.
We believe that automatic parameter optimisation is an important chal-
lenge where quality metrics are a key element to determine when a process
requires retuning of its parameters. This is particularly true for machine-
learning approaches whose outcomes rely on the initial conditions defined
by training data, which is rarely revisited in operation after the first re-
lease.
• Data quality remains a relevant and important challenge. Methods to
assess and represent the uncertainty are required. In Chapters 3 and 4,
we have presented important outcomes for mobility studies. One aspect
which still requires attention is quality representation. High-level over-
views require a form of representation of its quality that allow fast and
easy interpretation by a non-expert.
• Quality assessment is a first step to begin improving the reported figures
in mobility studies. However, methods to improve the data quality are
necessary, especially approaches that address sparsity and low positioning
accuracy.
• We are also interested in modelling techniques not only to classify but
also forecast travel behaviour, i.e. predicting the means of transport that






In this appendix, we summarise the relevant information regarding the cam-
paigns, including the datasets collected and used in this work.
A.1 Routecoach
In January 2015, Mobiel 21, the University of Ghent, the City of Leuven,
and the Province of Vlaams-Brabant joined eﬀorts to launch the smartphone-
based application and website version of RouteCoach, a demonstration project
that is embedded within the European Interreg project New Integrated Smart
Transport Options (NISTO) (Nisto, 2015).
The application was part of a sustainable mobility campaign in the Province
of Flemish-Brabant. The main aim of the campaign was to develop an evalu-
ation and planning toolkit for mobility projects that is transferable and can be
adopted by planners.
The mobile application was freely available to download. The majority of
the data was collected in passive mode. RouteCoach oﬀers a personal mo-
bility coach and uses a gaming engine to motivate user participation. Parti-
cipants receive advice based on their individual profile (e.g. home/work loca-
tion, frequent destinations, preferred travel modes) suggesting alternatives to
their usual travel behaviour.
The data collection process was active from January to April 2015. In total,
8,303 users actively participated by downloading the mobile application. The
participants registered in excess of 380,000 km and greater than 30,000 trips.
A.2 Elmo@Work
Elmo@work investigated whether electric two-wheelers, potentially combined
with other types of durable mobility (classic public transport, taxi), could be
a valuable alternative for work-related trips such as commuting and business
trips (VIM, 2015)
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The investigation comprised pilot projects with 70 employees in seven com-
panies, who during a year shifted their usual transport means to an electric
vehicle. The participants could choose among the following electric vehicles: bi-
cycle, carrier cycle, folding bike, or scooter. All electric vehicles were equipped
with a GNSS logger to track every trip. Further, the participants responded
to questionnaires regarding their travel behaviour and experiences with the
electric vehicles.
A.3 EVA
Electric Vehicles in Action (EVA) is a large-scale living lab platform with dif-
ferent types of electric vehicles, charging infrastructure, and data loggers. The
purpose of this platform is to validate what geographical placement of public
charging stations is most fit (Vlassenroot et al., 2014). The project also aims
to assess the impact of electric vehicles on user behaviour, to further support
the definition of standards, recommendations, scenarios, and roadmaps for the
sustainable deployment of electric vehicles.
A.4 Olympus
Living Lab Olympus is a project embedded within the European Interreg pro-
ject NISTO (Nisto, 2015).
The Olympus project is focused on networked mobility, a network designed
to promote mobility solutions. The project addresses the integration between
shared mobility (car sharing, carpool, bike sharing) and private and public
transports. This unified structure will form a network of mobility services
including multimodal route planning, reservations, and payment.
Olympus functions at diﬀerent levels of integration, end-users, mobility
providers, and supporting services (e.g. charging infrastructure for electrical
vehicles). It also examines the possible role of electric vehicles within this net-
worked mobility environment, using the information of electric vehicles, char-
ging infrastructure, power consumption, modes of payment, and traﬃc. Its
campaign started in four Belgian cities (Antwerp, Ghent, Hasselt, and Leuven).
In these cities and their stations, electrical shared cars and shared bikes were
made available; therefore, users opted for an electric variant (Olympus, 2015).
A.5 Fietstelweek
The Flemish bicycle-counting week (Fietstelweek in Dutch) (Fietstelweek,
2016) is an initiative to better understand the cycling behaviour of the Flemish
community in Belgium. This initiative aims to advise city councils of their
cyclist policy to improve mobility aspects (bicycle highways, cycle paths, bike
sharing systems, and infrastructure facilities for connected modes). It uses the
collected data to derive insights regarding the route choice of cyclists (frequent
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routes, bypass routes), travel frequency, origin, and destination. Similarly, it
identifies problems such as delays and traﬃc congestion.
This initiative involves diﬀerent actors including governmental organisa-
tions, private organisations, and volunteers from the cycling federation in Bel-
gium. Its 2016 edition involved over half of all municipalities in Flanders, which
resulted in over two million cyclists counted in a week. This was accomplished
using more than 420 counting points (bicycle counting loops, cameras) in stra-
tegic locations. Further, a smartphone application was deployed to collect
additional cyclist patterns.
A.6 SPRINT
The SPRINT project was launched in Flanders, Belgium at the beginning of
2014 and was aimed at helping the Flemish Government to understand the
behaviour of e-bike users (Astegiano et al., 2015). The SPRINT objectives
included studying if new cycle paths, currently built in Flanders, were suitable
for e-bikes and to support the shift from cars to more sustainable transport
means. The target population was general, yet focused on e-bike owners and




B.1 Change detection metrics
To validate the transport-mode changes, we used the following metrics:
• True positive (tp): the number of transport-mode changes in the ground
truth that are correctly detected using the proposed method.
• True negative (tn): the number of no changes in the ground truth that
are correctly detected using the proposed method.
• False positive (fp): the number of detected changes that have no corres-
ponding ground truth element of interest.
• False negative (fn): the number of transport-mode changes in the ground
truth that are not detected using the proposed method.
• Precision (P): it is the ratio of the correct detected changes (tp), to
the total number of transport-mode changes detected using the proposed
method (i.e., tp+ fp).
• Recall (R): it is the ratio of the number of tps to the total number of
transport-mode changes in the ground truth.
• Accuracy (Acc): It is the ratio of the number of tps and tns to the total
number of elements in the ground truth (i.e., tp+ tn+ fp+ fn).
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B.2 Map-matching metrics
We validated the alignment of the tracking trajectories to the road network
using the Hausdorﬀ distance (Huttenlocher et al., 1993). This measures the
degree of the mismatch between two segments.
Given two finite point sets A = a1, ..., ap and B = b1, ..., bq, the Hausdorﬀ
distance is defined as
H(A,B) = max(h(A,B), h(B,A)) (B.1)
where h(A,B) ranks each point of A based on its nearest point of B and
uses the most mismatched point of A, and ||.|| is some underlying norm on the
points of A and B.
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During the development of his research work, the author of this dissertation
participated in diﬀerent projects (Table D.1). These include processing and
analysing the data obtained from the projects as well as generating reports,
visualisations, and interactive dashboards for stakeholders that were used in
their monitoring of the campaigns.
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Table D.1: List of projects in which author of this dissertation participated.
Project Focus, region, main partner, and dataset
Flanders EV Living Lab
OLYMPUS
(2013 - 2014 )
Electric networked mobility consumer behaviour
Flanders, Belgium
NMBS
20 e-cars, 100 e-bikes, 100 test users
Flanders EV Living Lab
EVA
(2013 - 2014 )
Electric mobility and smart grid
Flanders, Belgium
Eandis
80 e-cars, 300 charging stations, 100 test users
Interreg IVb NSR
E-Mobility
(2013 - 2014 )
Electric mobility consumer behaviour
Ghent and Brussels, Belgium
TUHamburg
20 e-cars, 1 e-bus
Interreg IVb NWE
NISTO
(2014 - 2015 )
Electric mobility consumer behaviour
Leuven, Belgium and Breda, Netherlands




Bicycle safety in school commute








Employees of seven companies
M-SCORE
(2014 )
Mobility score for citizens
Flanders, Belgium
ACW
Released for citizens in Ghent
Fietstelweek Flanders
(editions 2015 and 2016 )
Tracking of bike behaviour
Flanders, Belgium
Fietsberaad Vlaanderen
3,000 users in Flanders
VOKA
(2016 )
Tracking workers commuting behaviour
Haasrode Industrial Park, Leuven, Belgium
City of Leuven








(2016 - 2017 )
Tracking of daily behaviour citizens
Wallonie, Belgium
IWEPS









Flanders Mobile Enacted Citizen Observation
Flanders Belgium
IWT
Various citizens’ participatory campaigns
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Highlighted outcomes
In this section, we present few examples of visualisations that resulted from
processing and analysing the data.
(a)
(b)
Figure D.1: Visualisation of travel patterns (using L3 and L4 data). Pro-
ject: GPSWAL: (a) individual travel patterns, the y-axis represents the day of the
week and (b) aggregate travel patterns.
140 Projects
Figure D.2: Interactive online dashboard for campaign monitoring (using L4 data).
Projects: GPSWAL, TRANSMOB and VOKA.
Figure D.3: Accessibility map for public transport (using L4 data). Project: VOKA.
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Figure D.4: Visualisation of multimodal tracking data (using L2 data). Pro-
ject: TRANSMOB.
Figure D.5: Visualisation of tourist movement patterns indicating top destinations
(using L2 and L4 data). Project: Zeeland.

Bibliography
Aguilera, U., Peña, O., Belmonte, O., and López-de Ipiña, D. (2016). Citizen-
centric data services for smarter cities. Future Generation Computer Systems,
pages 1–14.
Anderson, T., Natcen, V. A., Wolf, J., and Geostats, M. L. (2009). National
Travel Survey GPS Feasibility Study Final Report. Technical Report Decem-
ber, National Centre for Social Reseach.
Anguita, D., Ghio, A., and Oneto, L. (2012). Human activity recognition on
smartphones using a multiclass hardware-friendly support vector machine. In
International workshop on ambient assisted living, pages 216–223. Springer
Berlin Heidelberg.
Anthopoulos, L. (2016). Smart utopia VS smart reality: Learning by experience
from 10 smart city cases. Cities, 63:128–148.
Aoki, P. M., Honicky, R. J., Mainwaring, A., Myers, C., Paulos, E., Sub-
ramanian, S., and Woodruﬀ, A. (2009). A Vehicle for Research: Using Street
Sweepers to Explore the Landscape of Environmental Community Action.
ACM Transactions on Computer-Human Interaction, page 10.
Arvidson, R., Billingsley, F., Chase, R., Chavez, P. J., Devirian, M., Estes, J.,
Hunolt, G., Klose, J. C., Ludwig, G., Mosher, F., and Rossow, W. (1986).
Report of the EOS Data Panel. Technical report, National Aeronautics and
Space Administration.
Arzberger, P., Schroeder, P., Beaulieu, A., Bowker, G., Casey, K., Laaksonen,
L., Moorman, D., Uhlir, P., and Wouters, P. (2004). An International Frame-
work to Promote Access to Data. Science, 303(5665):1777–1778.
Astegiano, P., Tampère, C. M., and Beckx, C. (2015). A Preliminary Analysis
Over the Factors Related with the Possession of an Electric Bike. Transport-
ation Research Procedia, 10(July):393–402.
Axhausen, K., Schönfelder, S., Wolf, J., Oliveira, M., and Samaga, U. (2003).
80 weeks of GPS-traces: approaches to enriching the trip information. Trans-
portation Research Record, 1870(August):46–54.
Bao, L. and Intille, S. S. (2004). Activity Recognition from User-Annotated
Acceleration Data. Pervasive Computing, pages 1 – 17.
144 BIBLIOGRAPHY
Bates, J., Polak, J., Jones, P., and Cook, A. (2001). The valuation of reli-
ability for personal travel. Transportation Research Part E: Logistics and
Transportation Review, 37(2-3):191–229.
Batty, M. (2012). Smart Cities, Big Data. Environment and Planning B:
Planning and Design, 39(2):191–193.
Batty, M., Axhausen, K. W., Giannotti, F., Pozdnoukhov, A., Bazzani, A.,
Wachowicz, M., Ouzounis, G., and Portugali, Y. (2012). Smart cities of the
future. European Physical Journal: Special Topics, 214(1):481–518.
Bellavista, P., Cardone, G., Corradi, A., and Foschini, L. (2013). Conver-
gence of MANET and WSN in IoT urban scenarios. IEEE Sensors Journal,
13(10):3558–3567.
Ben-Akiva, M., Bierlaire, M., Bottom, J., Koutsopoulos, H., and Mishalani, R.
(1997). Development Of A Route Guidance Generation System For Real-
Time Application. IFAC Symposium on Transportation Systems, 30(8):405–
410.
Bertini, E., Tatu, A., and Keim, D. (2011). Quality metrics in high-dimensional
data visualization: An overview and systematization. IEEE Transactions on
Visualization and Computer Graphics, 17(12):2203–2212.
Bertot, J. C. and Choi, H. (2013). Big Data and e-Government: Issues, Policies,
and Recommendations. In Proceedings of the 14th Annual International Con-
ference on Digital Government Research, page 1, Quebec. ACM Press.
Bertran, E. and Delgado-Penin, J. A. (2004). On the use of GPS receiv-
ers in railway environments. IEEE Transactions on Vehicular Technology,
53(5):1452–1460.
Bierlaire, M., Chen, J., and Newman, J. (2013). A probabilistic map matching
method for smartphone GPS data. Transportation Research Part C: Emer-
ging Technologies, 26:78–98.
Bohte, W. and Maat, K. (2009). Deriving and validating trip purposes and
travel modes for multi-day GPS-based travel surveys: A large-scale applic-
ation in the Netherlands. Transportation Research Part C: Emerging Tech-
nologies, 17(3):285–297.
Bolbol, A., Cheng, T., Tsapakis, I., and Haworth, J. (2012). Inferring hybrid
transportation modes from sparse GPS data using a moving window SVM
classification. Computers, Environment and Urban Systems, 36(6):526–537.
Bosch, R. (1991). CAN Specification Version 2.0. Rober Bousch GmbH, Post-
fach, 300240:72.
Botterman, M. (2009). Internet of Things: an early reality of the Future
Internet. In Report, European Commission Information Society and Media,
page 30, Prague. European Commission Information Society and Media.
BIBLIOGRAPHY 145
Brabham, D. C. (2008). Crowdsourcing as a Model for Problem Solving: An
Introduction and Cases. Convergence: The International Journal of Research
into New Media Technologies, 14(1):75–90.
Brandenburg, C., Matzarakis, A., and Arnberger, A. (2007). Weather and
cycling - a first approach to the eﬀects of weather conditions on cycling.
Meteorological Applications, 14(1):61–67.
Bricka, S. and Bhat, C. R. (2006). A comparative analysis of GPS-based and
travel survey-based data. Transportation Research Record, (1972):9–20.
Bricka, S. G., Sen, S., Paleti, R., and Bhat, C. R. (2012). An analysis of the
factors influencing diﬀerences in survey-reported and GPS-recorded trips.
Transportation Research Part C: Emerging Technologies, 21(1):67–88.
Bruglieri, M., Ciccarelli, D., Colornia, A., and Luè, A. (2011). PoliUniPool: A
carpooling system for universities. Procedia - Social and Behavioral Sciences,
20:558–567.
Bulling, A., Blanke, U., and Schiele, B. (2013). A tutorial on human activ-
ity recognition using body-worn inertial sensors. ACM Computing Surveys
(CSUR), 1(X):1–33.
Burke, J. A., Estrin, D., Hansen, M., Parker, A., Ramanathan, N., Reddy, S.,
and Srivastava, M. B. (2006). Participatory Sensing. Embedded Networked
Sensor Systems 2006.
Cambio (2002). Car-sharing company in Belgium. http://www.cambio.be.
Accessed: 20106-06-30.
Caragliu, A., Del Bo, C., and Nijkamp, P. (2011). Smart Cities in Europe.
Journal of Urban Technology, 18(2):65–82.
Carrion, C. and Levinson, D. (2012). Value of travel time reliability: A review
of current evidence. Transportation Research Part A: Policy and Practice,
46(4):720–741.
Cattell, R. (2011). Scalable SQL and NoSQL data stores. ACM SIGMOD
Record, 39(4):12.
Coe, A., Paquet, G., and Roy, J. (2001). E-Governance and Smart Communit-
ies. Social Science Computer Review, 19(1):80–93.
Cubo, J., Nieto, A., and Pimentel, E. (2014). A Cloud-Based Internet of Things
Platform for Ambient Assisted Living. Sensors, 14(8):14070–14105.
Data.gov. U.S. Federal Open Data. https://www.data.gov. Accessed: 2017-
12-01.
Data.gov.uk. Open data portal of the British government. https://data.gov.uk.
Accessed: 2017-12-01.
146 BIBLIOGRAPHY
De Geus, B., Degraeuwe, B., Vandenbulcke, G., Int Panis, L., Thomas, I.,
Aertsens, J., De Weerdt, Y., Torfs, R., and Meeusen, R. (2014). Utilitarian
cycling in Belgium: A cross-sectional study in a sample of regular cyclists.
Journal of Physical Activity and Health, 11(5):884–894.
Dietterich, T. (2002). Machine learning for sequential data: A review. Struc-
tural, syntactic, and statistical pattern recognition, pages 1–15.
Dill, J. and Rose, G. (2012). Electric Bikes and Transportation Policy. Trans-
portation Research Record: Journal of the Transportation Research Board,
2314(15 mi):1–6.
Dirks, S., Keeling, M., and Dencik, J. (2009). How smart is your city?: Helping
cities measure progress. Technical report, IBM Global Business Services, New
York.
Doherty, S. T., Noël, N., Gosselin, M. L., Sirois, C., and Ueno, M. (2001).
Moving beyond observed outcomes: integrating global positioning systems
and interactive computer-based travel behavior surveys. Technical Report
E-C026, Transportation Research Board, National Research Council, Wash-
ington, DC.
Draijer, G., Kalfs, N., and Perdok, J. (2000). Global Positioning System as Data
Collection Method for Travel Research. Transportation Research Record:
Journal of the Transportation Research Board, 1719:147–153.
Du, J. and Aultman-Hall, L. (2007). Increasing the accuracy of trip rate in-
formation from passive multi-day GPS travel datasets: Automatic trip end
identification issues. Transportation Research Part A: Policy and Practice,
41(3):220–232.
Duncan, M. J., Badland, H. M., and Mummery, W. K. (2009). Applying GPS
to enhance understanding of transport-related physical activity. Journal of
Science and Medicine in Sport, 12(5):549–556.
Erco&Gener. Tracking device GenLoc53e. http://www.ercogener.com. Ac-
cessed: 2016-06-30.
European Commission (2016). Urban Europe: Statistics on Cities, Towns and
Suburbs.
EuropeanDataPortal.eu. Open data portal. ht-
tps://www.europeandataportal.eu. Accessed: 2017-12-01.
Eurostat (2014). Focus on European cities. Publications Oﬃce of the European
Union.
Farsi, M., Ratcliﬀ, K., Barbosa, M., Ratcliﬀ, K., and Farsi, M. (1999). An
overview of Controller Area Network. Computing & Control Engineering,
10(June):113–120.
BIBLIOGRAPHY 147
Feng, T. and Timmermans, H. J. (2013). Transportation mode recognition us-
ing GPS and accelerometer data. Transportation Research Part C: Emerging
Technologies, 37:118–130.
Fielding, R. T. (2000). Architectural Styles and the Design of Network-based
Software Architectures. Phd thesis, University of California, Irvine.
Fietsberaad (2016). Fietsberaad Flanders. http://www.fietsberaad.be. Ac-
cessed: 2017-12-01.
Fietstelweek (2016). Bicycle count week initiative. http://fietstelweek.be. Ac-
cessed: 2017-12-01.
Fishman, E. and Cherry, C. (2015). E-bikes in the Mainstream: Reviewing a
Decade of Research. Transport Reviews, pages 1–20.
Fitzgerald, G. and Fitzgibbon, M. (2014). A Comparative Analysis of Tradi-
tional and Digital Data Collection Methods in Social Research in LDCs -
Case Studies Exploring Implications for Participation , Empowerment , and
( mis ) Understandings. IFAC Proceedings Volumes, 47(3):11437–11443.
Flamm, M., Jemelin, C., and Kaufmann, V. (2007). Combining person based
GPS tracking and prompted recall interviews for a comprehensive investig-
ation of travel behaviour adaptation processes during life course transitions.
In 11th World Conference on Transportation Research, Berkeley.
Gautama, S., Goeman, W., D’Haeyer, J., and Philips, W. (2006). Character-
izing the performance of automatic road detection using error propagation.
Image and Vision Computing, 24(9):1001–1009.
GeoCSV (2015). GeoCSV file format specification. ht-
tps://giswiki.hsr.ch/GeoCSV. Accessed: 2017-12-01.
Gibson, D. V., Kozmetsky, G., and Smilor, R. W. (1992). The Technopolis
Phenomenon: Smart Cities, Fast Systems, Global Networks. G - Refer-
ence,Information and Interdisciplinary Subjects Series. Rowman & Littlefield
Publishers.
Giﬃnger, R., Fertner, C., Kramar, H., Kalasek, R., Pichler-Milanović, N., and
Meijers, E. (2007). Smart cities - Ranking of European medium-sized cities.
Technical Report October, Centre of Regional Science, Vienna University of
Technology, Vienna.
Gillis, D., Semanjski, I., and Lauwers, D. (2016). How to monitor sustain-
able mobility in cities? Literature review in the frame of creating a set of
sustainable mobility indicators. Sustainability (Switzerland), 8(1):1–30.
Gojanovic, B., Welker, J., Iglesias, K., Daucourt, C., and Gremion, G. (2011).
Electric bicycles as a new active transportation modality to promote health.
Medicine and Science in Sports and Exercise, 43(11):2204–2210.
148 BIBLIOGRAPHY
Google (2015). API reference for activity recognition. ht-
tps://developer.android.com/reference/com/google/android/gms/location/
DetectedActivity.html. Accessed: 2015-04-01.
Guo, D., Zhu, X., Jin, H., Gao, P., and Andris, C. (2012). Discovering Spa-
tial Patterns in Origin-Destination Mobility Data. Transactions in GIS,
16(3):411–429.
Haklay, M. (2013). Citizen Science and Volunteered Geographic Informa-
tion: Overview and Typology of Participation. In Crowdsourcing Geo-
graphic Knowledge, volume 9789400745, pages 105–122. Springer Nether-
lands, Dordrecht.
Hall, R. E., Bowerman, B., Braverman, J., Taylor, J., Todosow, H., and Von
Wimmersperg, U. (2000). The vision of a smart city. In 2nd International
Life Extension Technology Workshop, volume 28, page 7, Paris.
Handy, S. (1996). Methodologies for exploring the link between urban form
and travel behavior. Transportation Research Part D: Transport and Envir-
onment, 1(2):151–165.
Hashem, I. A. T., Chang, V., Anuar, N. B., Adewole, K., Yaqoob, I., Gani,
A., Ahmed, E., and Chiroma, H. (2016). The role of big data in smart city.
International Journal of Information Management, 36(5):748–758.
Hochmair, H. H., Zielstra, D., Neis, P., and Hartwig H. Hochmair, Dennis
Zielstra, P. N. (2013). Assessing the Completeness of Bicycle Trail and Des-
ignated Lane Features in OpenStreetMap for the United States and Europe.
Proceedings of the Transportation Research Board 92nd Annual Meeting,
19(1):1–21.
Hoh, B., Gruteser, M., Xiong, H., and Alrabady, A. (2007). Preserving privacy
in GPS traces via path cloaking. In 14th ACM conference on Computer and
communications security, pages 161–171, Alexandria, VA. ACM.
Hollands, R. G. (2008). Will the real smart city please stand up? Intelligent,
progressive or entrepreneurial? City, 12(3):303–320.
Hood, J., Sall, E., and Charlton, B. (2011). A GPS-based bicycle route choice
model for San Francisco, California. Transportation Letters: The Interna-
tional Journal of Transportation Research, 3(1):63–75.
Howe, J. (2006). The Rise of Crowdsourcing. Wired Magazine, 14(06):1–5.
Huttenlocher, D. P., Klanderman, G. a., and Rucklidge, W. J. (1993). Com-
paring images using the Hausdorﬀ distance. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 15(9):850–863.
ISO 11898 (1993). Road vehicles - Interchange of digital information - Con-
troller area network (CAN) for high-speed communication. International Or-
ganization for Standardization.
BIBLIOGRAPHY 149
ISO 19157 (2013). Geographic information - Data quality. International Or-
ganization for Standardization.
Janssen, M., Charalabidis, Y., and Zuiderwijk, A. (2012). Benefits, Adop-
tion Barriers and Myths of Open Data and Open Government. Information
Systems Management, 29(4):258–268.
Janssen, M., Konopnicki, D., Snowdon, J. L., and Ojo, A. (2017). Driving
public sector innovation using big and open linked data (BOLD). Information
Systems Frontiers, 19(2):189–195.
Jiang, Q., Kresin, F., Bregt, A. K., Kooistra, L., Pareschi, E., Van Putten, E.,
Volten, H., and Wesseling, J. (2016). Citizen Sensing for Improved Urban
Environmental Monitoring. Journal of Sensors, 2016.
Jun, J., Guensler, R., and Ogle, J. (2006). Smoothing Methods to Minimize
Impact of Global Positioning System Random Error on Travel Distance,
Speed, and Acceleration Profile Estimates. Transportation Research Record,
1972(1):141–150.
Kominos, N., Pallot, M., and Schaﬀers, H. (2013). Open Innovation and Smart
Cities. In Open Innovation Yearbook 2013, volume 3, chapter 2.1, pages
34–41. Publications Oﬃce of the European Union, Luxemburg.
Kotsev, A., Pantisano, F., Schade, S., and Jirka, S. (2015). Architecture of a
service-enabled sensing platform for the environment. Sensors (Switzerland),
15(2):4470–4495.
Kuijpers, B., Moelans, B., Othman, W., and Vaisman, A. (2016). Uncertainty-
Based Map Matching: The Space-Time Prism and k-Shortest Path Al-
gorithm. ISPRS International Journal of Geo-Information, 5(11):204.
Langford, B. C. C., Chen, J., and Cherry, C. R. R. (2015). Risky riding:
Naturalistic methods comparing safety behavior from conventional bicycle
riders and electric bike riders. Accident Analysis & Prevention, 82:220–226.
Lea, R. and Blackstock, M. (2014). City Hub: A Cloud-Based IoT Platform for
Smart Cities. 2014 IEEE 6th International Conference on Cloud Computing
Technology and Science, pages 799–804.
Lee, D.-H., Wang, H., Cheu, R., and Teo, S. (2004). Taxi Dispatch Sys-
tem Based on Current Demands and Real-Time Traﬃc Conditions. Trans-
portation Research Record: Journal of the Transportation Research Board,
1882(January 2004):193–200.
Liao, L., Patterson, D. J., Fox, D., and Kautz, H. (2007). Learning and inferring
transportation routines. Artificial Intelligence, 171(5-6):311–331.
Liu, Y., Wang, F., Xiao, Y., and Gao, S. (2012). Urban land uses and traﬃc
’source-sink areas’: Evidence from GPS-enabled taxi data in Shanghai. Land-
scape and Urban Planning, 106(1):73–87.
150 BIBLIOGRAPHY
Lopez, A. J., Astegiano, P., Tampère, C. M., Gautama, S., and Beckx, C.
(2015a). Investigating the mobility habits of electric bike owners through
GPS data. In Leung, J. M. Y., Cheng, C. H., HE, S. Y., and Kuo, Y.-
H., editors, Proceedings of the 20th International Conference of Hong Kong
Society for Transportation Studies (HKSTS), pages 327–334, Hong Kong.
HKSTS International Conference.
Lopez, A. J., Ochoa, D., and Gautama, S. (2015b). Detecting Changes of
Transportation-Mode by Using Classification Data. In 18th International
Conference on Information Fusion (Fusion 2015), pages 2078–2083, Wash-
ington, DC. Information Fusion (Fusion).
Lopez, A. J., Semanjski, I., and Gautama, S. (2016a). Forecasting Travel
Behaviour from Crowdsourced Data with Machine Learning Based Model. In
Data Analytics 2016: The Fifth International Conference on Data Analytics,
pages 93–99, Venice. IARIA.
Lopez, A. J., Semanjski, I., Gautama, S., and Ochoa, D. (2017). Assessment
of Smartphone Positioning Data Quality in the Scope of Citizen Science
Contributions. Mobile Information Systems, 2017.
Lopez, A. J., Semanjski, I., Gillis, D., De Mol, J., Bellens, R., and Gautama,
S. (2015c). Development of smart city platform as a tool for supporting
more sustainable mobility behaviour. In Serious Health Games and Apps
Conference, volume 32, Ghent.
Lopez, A. J., Semanjski, I., Gillis, D., Ochoa, D., and Gautama, S. (2016b).
Travelled Distance Estimation for GPS-Based Round Trips Car-Sharing Use
Case. Transactions on Maritime Science, 05(02):121–129.
Loreto, V., Hotho, A., Servedio, V. D. P., and Theunis, J. (2016). Participatory
Sensing, Opinions and Collective Awareness. Springer.
Lynggaard, P. and Skouby, K. E. (2016). Complex iot systems as enablers for
smart homes in a smart city vision. Sensors (Switzerland), 16(11).
Maisonneuve, N., Stevens, M., Niessen, M. E., and Steels, L. (2009). NoiseTube:
Measuring and mapping noise pollution with mobile phones. Environmental
Science and Engineering (Subseries: Environmental Science), pages 215–228.
Manzoni, V., Maniloﬀ, D., Kloeckl, K., and Ratti, C. (2010). Transporta-
tion mode identification and real-time CO2 emission estimation using smart-
phones. SENSEable City Lab,Massachusetts Institute of Technology, nd.,
pages 1–12.
Mavoa, S., Oliver, M., Witten, K., and Badland, H. M. (2011). Linking GPS
and travel diary data using sequence alignment in a study of children’s in-
dependent mobility. International Journal of Health Geographics, 10(1):64.
BIBLIOGRAPHY 151
Mazl, R. and Preucil, L. (2003). Sensor data fusion for inertial navigation of
trains in GPS-dark areas. IEEE Intelligent Vehicles Symposium, Proceedings,
pages 345–350.
Mcgill, R., Tukey, J. W., and Larsen, W. A. (1978). Variations of Box Plots.
The American Statistician, 32(1):12–16.
Mohammad, R. and Sidaway, J. D. (2012). Spectacular Urbanization amidst
Variegated Geographies of Globalization: Learning from Abu Dhabi’s Tra-
jectory through the Lives of South Asian Men. International Journal of
Urban and Regional Research, 36(3):606–627.
Mohan, P. (2008). Nericell : Rich Monitoring of Road and Traﬃc Conditions
using Mobile Smartphones. In In: Proceedings of ACM SenSys, Raleigh, NC,
USA.
Mould, O. (2014). Tactical urbanism: The new vernacular of the creative city.
Geography Compass, 8(8):529–539.
MOVE (2013). Connect - a travel trip diary Android-based application. ht-
tps://play.google.com/store/apps/details?id=com.move.tripdiary. Accessed:
2017-12-01.
MOVE (2015). Routecoach - a travel recommender Android-based applica-
tion. https://play.google.com/store/ apps/details?id=com.move.routecoach.
Accessed: 2017-02-15.
Mulligan, C. E. A. and Olsson, M. (2013). Architectural implications of smart
city business models: An evolutionary perspective. IEEE Communications
Magazine, 51(6):80–85.
Murakami, E. and Wagner, D. P. (1999). Can using Global Positioning System
(GPS) improve trip reporting? Transportation Research Part C: Emerging
Technologies, 7(2-3):149–165.
Namiot, D. and Sneps-sneppe, M. (2014). On Open Source Mobile Sensing. In-
ternet of Things, Smart Spaces, and Next Generation Networks and Systems,
pages 82–94.
Nandan, N., Pursche, A., and Zhe, X. (2014). Challenges in Crowdsourcing
Real-Time Information for Public Transportation. In 2014 IEEE 15th Inter-
national Conference on Mobile Data Management, pages 67–72. IEEE.
Neter, J., Kutner, M. H., Nachtsheim, C. J., and Wasserman, W. (1996). Ap-
plied linear statistical models, volume 4. Irwin Chicago.
Nicolas, J. P., Pochet, P., and Poimboeuf, H. (2003). Towards sustainable
mobility indicators: Application to the Lyons conurbation. Transport Policy,
10(3):197–208.
152 BIBLIOGRAPHY
Nikzad, N., Ziftci, C., Zappi, P., Quick, N., Aghera, P., Verma, N., Patrick,
K., Shacham, H., Rosing, T. Š., Krueger, I., Griswold, W., and Dasgupta,
S. (2011). CitiSense Adaptive Services for Community-Driven Behavioral
and Environmental Monitoring to Induce Change. Department of Computer
Science and Engineering, University of California, San Diego.
Nisto (2015). New Integrated Smart Transport Options. http://www.nisto-
project.eu. Accessed: 2017-02-15.
Nuaimi, E. A., Neyadi, H. A., Mohamed, N., and Al-jaroodi, J. (2015). Ap-
plications of big data to smart cities. Journal of Internet Services and Ap-
plications.
Odendaal, N. (2003). Information and communication technology and local
governance: Understanding the diﬀerence between cities in developed
and emerging economies. Computers, Environment and Urban Systems,
27(6):585–607.
Olympus (2015). Networked mobility solutions. http://www.olympus-
mobility.com. Accessed: 2017-02-15.
OpenStreetMap contributors (2015a). Map features.
http://wiki.openstreetmap.org/wiki/Map_Features. Accessed: 2017-03-10.
OpenStreetMap contributors (2015b). Planet dump retrieved from ht-
tps://planet.osm.org. https://www.openstreetmap.org. Accessed: 2017-12-
01.
OVG (2013). Oﬃcial mobility statistics for Flanders, Flemish Travel Survey
- Onderzoek Verplaatsingsgedrag. http://www.mobielvlaanderen.be/ovg/.
Accessed: 2017-12-01.
OVG (2014). OVG Flanders 4.5: Travel Survery. Technical report, Department
of Mobility and Public Works.
Paefgen, J. and Michahelles, F. (2010). Inferring usage characteristics of electric
bicycles from position information. Distribution, pages 1–4.
Pan, G., Qi, G., Wu, Z., Zhang, D., and Li, S. (2013). Land-use classification
using taxi GPS traces. IEEE Transactions on Intelligent Transportation
Systems, 14(1):113–123.
Patterson, D., Liao, L., Fox, D., and Kautz, H. (2003). Inferring high-level
behavior from low-level sensors. In UbiComp, pages 73–89.
Pearson, D. (2001). Global Positioning System (GPS) and travel surveys: Res-
ults from the 1997 Austin household survey. In Eighth Conference on the
Application of Transportation Planning Methods, Corpus Christi, Texas.
BIBLIOGRAPHY 153
Poslad, S., Ma, A., Wang, Z., and Mei, H. (2015). Using a Smart City IoT
to Incentivise and Target Shifts in Mobility Behaviour–Is It a Piece of Pie?
Sensors (Basel, Switzerland), 15(6):13069–96.
Pourabdollah, A., Morley, J., Feldman, S., and Jackson, M. (2013). Towards an
Authoritative OpenStreetMap: Conflating OSM and OS OpenData National
Maps’ Road Network. ISPRS International Journal of Geo-Information,
2(3):704–728.
QGIS Development Team (2009). QGIS Geographic Information System. Open
Source Geospatial Foundation.
Quddus, M. a., Ochieng, W. Y., and Noland, R. B. (2007). Current map-
matching algorithms for transport applications: State-of-the art and future
research directions. Transportation Research Part C: Emerging Technologies,
15(5):312–328.
Rabin, C. and Bock, B. (2011). Desired Features of Smartphone Applications
Promoting Physical Activity. Telemedicine and e-Health, 17(10):801–803.
Reddy, S., Mun, M., Burke, J., Estrin, D., Hansen, M., and Srivastava, M.
(2010). Using mobile phones to determine transportation modes. ACM
Transactions on Sensor Networks, 6(2):1–27.
Rodrigues, H., Nicolau, M. J., José, R. J., and Moreira, A. (2012). Engaging
participants for collaborative sensing of human mobility. Proceedings of the
2012 ACM Conference on Ubiquitous Computing - UbiComp ’12, page 729.
Schuessler, N. and Axhausen, K. (2008). Identifying trips and activities and
their characteristics from GPS raw data without further information. In 8th
International Conference on Survey Methods in Transport, Annecy. ETH,
Eidgenössische Technische Hochschule Zürich, IVT.
Schuessler, N., Axhausen, K., and Schüssler, N. (2009). Processing Raw Data
from Global Positioning Systems Without Additional Information. Trans-
portation Research Record: Journal of the Transportation Research Board,
2105:28–36.
SDTS (1999). Spatial Data Transfer Standard. USGS.
Semanjski, I., Bellens, R., Gautama, S., and Witlox, F. (2016a). Integrating
big data into a sustainable mobility policy 2.0 planning support system.
Sustainability (Switzerland), 8(11):1–19.
Semanjski, I. and Gautama, S. (2016). Sensing Human Activity for Smart
Cities’ Mobility Management. In Smart Cities Technologies. InTech.
Semanjski, I., Gautama, S., Ahas, R., and Witlox, F. (2017). Spatial context
mining approach for transport mode recognition from mobile sensed big data.
Computers, Environment and Urban Systems, 66:38–52.
154 BIBLIOGRAPHY
Semanjski, I., Lopez, A. J., De Mol, J., and Gautama, S. (2016b). Policy 2.0
Platform for Mobile Sensing and Incentivized Targeted Shifts in Mobility
Behavior. Sensors, 16(7):1035.
Shapiro, J. M. (2006). Smart Cities: Quality of Life, Productivity, and the
Growth Eﬀects of Human Capital. The Review of Economics and Statistics,
88(May):324–335.
Sta, H. B. (2016). Quality and the eﬃciency of data in "Smart-Cities". Future
Generation Computer Systems.
Stenneth, L., Wolfson, O., Yu, P., and Xu, B. (2011). Transportation mode
detection using mobile phones and GIS information. ACM SIGSPATIAL
GIS 11, pages 1–4.
Stopher, P., Cliﬀord, E., Zhang, J., and FitzGerald, C. (2008). Deducing mode
and purpose from GPS data.
Stopher, P., FitzGerald, C., and Xu, M. (2007). Assessing the accuracy of the
Sydney Household Travel Survey with GPS. Transportation, 34(6):723–741.
Stopher, P., Jiang, Q., and FitzGerald, C. (2005). Processing GPS Data from
Travel Surveys. In 2nd international colloqium on the behavioural foundations
of integrated land-use and transportation models: frameworks, models and
applications, pages 1–21, Toronto.
Surowiecki, J. (2004). The wisdom of crowds: why the many are smarter than
the few and how collective wisom shapes business, economies, societies, and
nations. Doubleday New York, 2004(June 2004):296 pages.
Suvinen, A. and Saarilahti, M. (2006). Measuring the mobility parameters of
forwarders using GPS and CAN bus techniques. Journal of Terramechanics,
43(2):237–252.
Thianniwet, T. (2009). Classification of Road Traﬃc Congestion Levels from
GPS Data using a Decision Tree Algorithm and Sliding Windows. In Pro-
ceedings of the world congress on engineering, volume I, pages 1–5, London,
U.K.
Turski, K. (1994). A global time system for CAN networks. In Proceedings of
the 1st International CAN Conference, volume 13, pages 31–36, Mainz.
Vandenbulcke, G., Dujardin, C., Thomas, I., de Geus, B., Degraeuwe, B.,
Meeusen, R., and Panis, L. I. (2011). Cycle commuting in Belgium: Spatial
determinants and ’re-cycling’ strategies. Transportation Research Part A:
Policy and Practice, 45(2):118–137.
Vandenbulcke, G., Thomas, I., de Geus, B., Degraeuwe, B., Torfs, R., Meeusen,
R., and Int Panis, L. (2009). Mapping bicycle use and the risk of accidents
for commuters who cycle to work in Belgium. Transport Policy, 16(2):77–87.
BIBLIOGRAPHY 155
Veregin, H. (1999). Data quality parameters. Geographical information systems,
pages 177–190.
VIM (2015). Multimodal electric mobility for commuting and business trips.
http://www.vim.be/projects/elmowork. Accessed: 2017-12-01.
Vlassenroot, S., Gillis, D., Bellens, R., and Gautama, S. (2014). The Use of
Smartphone Applications in the Collection of Travel Behaviour Data. In-
ternational Journal of Intelligent Transportation Systems Research, pages
17–27.
Wagner, D. P. (1997). Lexington area travel data collection test: GPS for per-
sonal travel surveys. Final Report, Oﬃce of Highway Policy Information and
Oﬃce of Technology Applications, Federal Highway Administration, Battelle
Transport Division, Columbus, pages 1–92.
Walravens, N. (2015). Mobile city applications for Brussels citizens: Smart
City trends, challenges and a reality check. Telematics and Informatics,
32(2):282–299.
Walravens, N., Van Compernolle, M., Colpaert, P., Ballon, P., Mechant, P.,
and Mannens, E. (2016). "Open Government Data" - based Business Models
- A Market Consultation on the Relationship with Government in the Case of
Mobility and Route-Planning Applications. Proceedings of the 13th Interna-
tional Joint Conference on e-Business and Telecommunications, 2(Icete):64–
71.
Wang, H., Calabrese, F., Di Lorenzo, G., and Ratti, C. (2010). Transportation
mode inference from anonymized and aggregated mobile phone call detail
records. 13th International IEEE Conference on Intelligent Transportation
Systems, pages 318–323.
Ward, J. H. (1963). Hierarchical Grouping to Optimize an Objective Function.
Journal of the American Statistical Association, 58(301):236.
WBCSD (2013). Sustainable Mobility Project.
http://www.wbcsd.org/Projects/SiMPlify/News/Mobility-of-the-Future.
Accessed: 2017-12-01.
Weatherbase (2015). Weatherbase, a comprehensive weather resource center.
http://www.weatherbase.com. Accessed: 2017-03-10.
Wikipedia (2017). The free online encyclopedia. http://www.wikipedia.com.
Accessed: 2017-12-01.
Wilding, R. and Juriado, R. (2004). Customer perceptions on logistics out-
sourcing in the European consumer goods industry. International Journal of
Physical Distribution & Logistics Management, 34(8):628–644.
156 BIBLIOGRAPHY
Witlox, F. (2007). Evaluating the reliability of reported distance data in urban
travel behaviour analysis. Journal of Transport Geography, 15(3):172–183.
Wolf, A. and Seebauer, S. (2014). Technology adoption of electric bicycles: A
survey among early adopters. Transportation Research Part A: Policy and
Practice, 69:196–211.
Wolf, J., Dr, D., and Guensler, R. (2000). Using GPS data loggers to replace
travel diaries in the collection of travel data. PhD thesis.
Wolf, J., Oliveira, M., and Thompson, M. (2003). Impact of Underreporting
on Mileage and Travel Time Estimates: Results from Global Positioning
System-Enhanced Household Travel Survey. Transportation Research Record,
1854(03):189–198.
World Health Organization (2010). Urbanization and health. Technical Re-
port 88, Bull World Health Organization.
Xia, H., Qiao, Y., Jian, J., and Chang, Y. (2014). Using Smart Phone Sensors
to Detect Transportation Modes. Sensors, 14(11):20843–20865.
Yalamanchili, L., Pendyala, R., Prabaharan, N., and Chakravarthy, P. (1999).
Analysis of Global Positioning System-Based Data Collection Methods for
Capturing Multistop Trip-Chaining Behavior. Transportation Research Re-
cord: Journal of the Transportation Research Board, 1660:58–65.
Yuan, J., Zheng, Y., and Xie, X. (2012). Discovering regions of diﬀerent func-
tions in a city using human mobility and POIs. Proceedings of the 18th ACM
SIGKDD international conference on Knowledge discovery and data mining
- KDD ’12, page 186.
Yue, Y., Lan, T., Yeh, A. G., and Li, Q.-Q. (2014). Zooming into individuals
to understand the collective: A review of trajectory-based travel behaviour
studies. Travel Behaviour and Society, 1(2):69–78.
Zanella, a., Bui, N., Castellani, A., Vangelista, L., and Zorzi, M. (2014). Inter-
net of Things for Smart Cities. IEEE Internet of Things Journal, 1(1):22–32.
Zhang, L., Qiang, M., and Yang, G. (2013). Mobility Transportation Mode De-
tection Based on Trajectory Segment. Journal of Computational Information
Systems, 8:3279–3286.
Zheng, Y., Chen, Y., Li, Q., Xie, X., and Ma, W.-Y. (2010). Understand-
ing transportation modes based on GPS data for web applications. ACM
Transactions on the Web, 4(1):1–36.
Zheng, Y., Liu, L., Wang, L., and Xie, X. (2008). Learning transportation mode
from raw gps data for geographic applications on the web. In Proceeding of the
17th international conference on World Wide Web - WWW ’08, number 49,
page 247, New York, New York, USA. ACM Press.


