In this paper, we wanted to compare distance metric-learning algorithms on UCI datasets. We wanted to assess the accuracy of these algorithms in many situations, perhaps some that they were not initially designed for. We looked for many algorithms and chose four of them based on our criteria. We also selected six UCI datasets. From the data's labels, we create similarity dataset that will be used to train and test the algorithms. The nature of each dataset is different (size, dimension), and the algorithms' results may vary because of these parameters. We also wanted to have some robust algorithms on dataset whose similarity is not perfect, whose the labels are no well defined. This occurs in multi-labeled datasets or even worse in human-built ones. To simulate this, we injected contradictory data and observed the behavior of the algorithms. This study seeks for a reliable algorithm in such scenarios keeping in mind future uses in recommendation processes.
INTRODUCTION
In many unsupervised learning problems, algorithms tend to find cluster to separate data, to label them. However there is sometimes no perfect boundaries between these assumed groups. They can easily overlap. For example, in music, even if some labels exist (classical, jazz, rock etc.), one can see each song as a combination of them. This can be annoying in a recommendation process because it becomes impossible to rely on these labels. In order to remove the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. definition of labels and avoid song clustering during the recommendation, one can see the problem as a similarity one. Given an entry point, a user can jump from a song to another in a logical way, respecting some similarity constrains. If a user is listening to a song, the most similar song can be recommended as the next one in an automatically generated playlist. Of course the area is not bound to music and can be applied to any recommendation problem.
The similarity is a binary evaluation: similar or dissimilar. Representing the similarity between two data as a distance function and a threshold is the most convenient way. Above a threshold, pair is a dissimilar one, under it, it is a similar one. So learning this distance function should give a solution to the problem. Many algorithms have been proposed, focusing on Mahanalobis distance. We decided to compare them on several datasets.
The similarity between data is not a mathematically defined attribute in music for example. It is more about feeling. So the sets have to be human-built ones. Unfortunately the human factor ensures that some randomness and inconsistencies will occur. This is an essential parameter in the recommendation process and it shouldn't be neglected.
NOTATION USED
We will use these notations all along: d = dimension of the space S = {(xi, xj)|xi and xj are similar} D = {(xi, xj)|xi and xj are dissimilar} N = total number of points
3. MODUS OPERANDI
Datasets
We chose six datasets from the UCI 1 database.
• Iris 2 : low dimensional dataset
• Ionosphere 3 : high dimensional large dataset.
• Wine 4 : middle class dataset.
• Wisconsin Breast Cancer (WDBC) 5 : high dimensional large dataset.
• Soybean small 6 : high dimensional dataset with few data and many classes.
• Balance-scale 7 : low dimensional large dataset.
The details of these datasets can be seen in Tab. 1. Note that the final size of the similarity dataset is
where N is the number of points in the first one. Iris  4  150  3  Ionosphere  34  351  2  Wine  13  178  3  WDBC  32  569  2  Soybean small  35  47  4  Balance-scale  4  625  3 To remain as close as possible to music recommendation, we chose to use unlabeled datasets (even if this means removing labels on our own). In this study, only similarity is given.
Algorithms
We chose to compare the distance matrices generated from four algorithms based on our constraints: unlabeled data and similarity sets. The algorithms are:
• no algorithm: the identity matrix or Euclidean distance
• Xing's algorithm [7] : an iterative algorithm
• Information-Theoretic Metric Learning [3] : an iterative algorithm
• Coding similarity [6] We chose them because of their different ways to formulate the similarity problem. This would give us an overview of what can be done today. We also studied other algorithms but decided not to incude them in this paper (see Appendix). 
This formulation allows to put any condition we want on A. For example we can enforce A to be diagonal. This way, we can prevent overfitting, but perhaps decrease accuracy at the same time.
The optimization problem used to learn a full matrix is slighty different, but it is the same idea: move closer similar points and separate dissimilar ones.
The details of the algorithm are described in the Appendix.
The main drawback is that the convergence is not sure. Sometimes, depending on the dataset or the initial conditions, it may not be able to gives a good result and get stuck in a loop where each iteration step gives a new matrix far from the previous one. On some datasets, it may find A = 0, which is not wanted.
In this paper, the algorithm was only run to learn full matrices.
Information Theoretic Metric Learning
This paper is one of the last published on this subject. It contains several new methods. The problem has evolved since its first publication. The last one, which is the one we used, is:
The Kullback-Leibler distance (or KL divergence) is a statistical distance between two distributions. The formula is:
ξ0 is the set of thresholds defining the bound between similarity and dissimilarity and ξi,j is the threshold for the pair (i, j), which can be in S or D. γ controls the tradeoff between learning a matrix close to an arbitrary matrix A0 and modifying the pre-computed threshold. This problem has many parameters which can be used to compute better results. However, it needs to decide at the beginning of the algorithm the values of A0, ξ and γ. It is very difficult to guess them a priori.
The algorithm is an iterative method on each pair of S and D. It performs successive projections on subspaces S Fig. 1) 8 . The convergence is proven thanks to Bregman's research [2] in this field 9 . There is also an online version of this algorithm. We didn't report the result here since the accuracy was worse than the offline one. We can also enforce some constraints on A but for the same reasons, we kept with full matrices.
There are some problems such as the one in Xing's algorithm. However, they occur less frequently, almost never in fact.
Coding Similarity
This algorithm originally does not intend to learn a distance matrix. Finding a distance Matrix is just a consequence of it. The goal is to find a function that will estimate the similarity between two data. Coding similarity is defined by the amount of information a data contains about another: the similarity codsim(x, x ) is the information that x conveys about x'. This is a distribution based method. This amount of information is evaluated by the difference of coding length between two distribution: one where the real relation between x and x is respected, and one there it is not. Note that this algorithm only use similar pairs. Coding length is cl(x) is − log(p(x)). The final definition is:
= log(p(x|x , H1)) − log(p(x)) 8 for an animated applet, see http://www.lix.polytechnique.fr/∼nielsen/BregmanProjection/ 9 for details, please see Stephen Boyd and Jon Dattorro course at Stanford University http://www.stanford.edu/class/ee392o/alt proj.pdf
Figure 2: ROC curve
This algorithm can also performs dimension reduction to avoid overfitting.
Although it doesn't require iteration, the computation can be expensive (matrix inversion). Futhermore, since it requires symmetric matrix inversion, there can be some issues in this step. To avoid this, zero eigen values were set to a small amount.
In our tests, no dimension reduction was computed.
Tests and evaluation method
From each dataset, given the class of each data, we label each possible pair by similar or dissimilar pairs. These are the input of the algorithms. We performed a two fold crossvalidation based on it. We also need a threshold to evaluate the similarity. However, the algorithms we use do not give one. So in the evaluation process, we want to remove the choice of one threshold. Given the distance matrix and several thresholds, we compute several confusion matrices. The threshold are chosen so that we describe the entire spectrum of interesting values: from the one that maps everything to dissimilar to the one that maps everything to similar. Then the Receiver Operating Characteristic (ROC) curve is computed and the accuracy of the model is given by the area under the ROC curve (AUC) (Figure 2 ).
For ITML, we need to initialize ξ0. We set them as suggested the authors although it is a totally arbitrary choice: similarity at 5% of all pairs' distance distribution, dissimilarity at 95%.
We also wanted to study the effect of incoherent data on the overall result. The sets give perfect similarity whereas human-built ones may not pretend to this property. So we chose to insert some contradictory data by "flipping" the similarity of some pairs. The method does not add new pairs but modify the existing ones, so that the dataset does not have contradictory pairs but contains similarity evaluation errors. Since we generated the inconsistencies at random, we chose to exclude them from the test set. In a real dataset, humanbuilt one, we cannot have this choice. However, this only reduce the results and does not help to compare the algorithms.
Software description
In addition to the AUC computation for both train and test sets, we created an application able to performs many tests (see Figure 3) . It displays the ROC curve, the Precision and Recall curve and confusion matrices. The second curve gives an interesting threshold to separate the data. It can performs:
• Analysis of variance • student's t-test: it compares the result of two algorithms and determines if there is a significant difference between them
• Tukey's test: same as student's t-test but compares several algorithms at the same time
• Spearman's rank correlation: it estimates if the data is correctly sorted with the computed distance.
• p-value
ALGORITHMS' DECRIPTION

Xing's algorithm
Algorithm for full matrix
Here we present the algorithm we derived to compute the full matrix.
Algorithm 1 Xing's algorithm for full matrix 1: repeat 2: repeat 3:
until A converges 6:
A := A + α(∇Ag(A)) ⊥∇ A f 7: until convergence where:
Now set up the Lagrangian: 
The update is: Figure 3 : Snapshot of the software for benchmarking metric learning methods
We can find an interesting formulation since:
We get the final formulation:
set the negative eigen values to 0:
Here it can be difficult to avoid A = 0. This was a common issue in this algorithm. where
We have the final formulation:
which can be written:
Algorithm for diagonal matrix
If we want to learn a diagonal matrix A = diag (a1,1 . . . an,n), we just look for minimizing the function h(A):
We use a Raphson-Newton method to find the minimum of h. However, because of the log function, we cannot have ∃i, ai,i < 0 or ∀i, ai,i = 0. So monitoring the NewtonRaphson algorithm prevents this case (Fig. 4) . 
CODING SIMILARITY
The main advantage of this method is that there is no iteration. It is very fast in low dimension. However, due to the matrices inversions, high dimension problems can be very slow. Also notice that due to precision errors, in the program I had to force the distance matrix to be perfectly symmetric thanks to the update:
We also modified this algorithm in order to learn a diagonal matrix. We finally removed that option, the results were not significantly different.
RAW RESULTS
The tables below gives the AUC for each algorithm and for several percentages of errors in the dataset. We only put these results here since the ones from the other tests weren't as relevant as these ones. The noise rate corresponds to the percentage of input pairs whose similarity label was "flipped". The results are written in table 2. The Euclidean norm gives poor results, so learning a distance is interesting. Xing algorithm performs well but shows low robustness when incoherent data occur, whereas Coding Similarity almost gives constant reliability. The results are written in table 3. The size of the small Iris dataset explains the abrupt decrease in similarity accuracy. Given the result of the Euclidean norm, using a learnt distance can be dangerous. The results are written in table 4. Coding simlarity performs well with correct data. Surprisingly, Xing's algorithm gives the best results with really bad data. However, the accuracy is too close to the one from the Euclidean distance. The results are written in table 5. This dataset seems diffucult because neither the euclidean or the learnt distances give good results. In this case, using the Euclidean distance is the safest way to evaluate similarity. The results are written in table 6. The Euclidean distance gives good results enough to consider using another norm, which can behave pretty badly. The results are written in table 7. With many wrong data, Xing's algorithm is unable to converge (at least in a decent time or number of iterations), such as ITML. This can be a result of the size of the dataset.
Iris
Wine
WDBC
Soybean-small
Balance-scale
ANALYSIS OF RESULTS
First of all, with good data, the distance from the chosen algorithms almost always gives better results than the Euclidean distance. This confirms (if needed) the results published by their authors.
On small datasets (Iris, Soybean small), ITML performs well. However, the gain compared to the Euclidean distance is low. The tradeoff between a good distance and a safe one matters. In these case, perhaps the safest distance is the Euclidean one.
If we don't know anything about the set, the Euclidean norm can give random results. The Coding Similarity algorithm performs well in most cases and shows reasonable reliability. It has also the advantage to compute the distance without iterations. The process is really fast and cannot be caught in an infinite optimization loop.
CONCLUSIONS
The main result is this study that data drive the accuracy of the algorithms. No algorithm tends to dominate the other ones. Futhermore, results on well-defined sets may not represent the behavior on human-built ones. Who should define the similarity other than users when no class exists?
Because of possible errors in real datasets, one would choose an algorithm which shows a good robustness to the data's inconsistencies. However and once again, the data seem to decide what is the best algorithm.
The method to inject incoherent data can be discussed. We thought it was a fast and good way to simulate partially bad datasets. How bad can be the result on a similarity set which was created from by human being? This is really difficult to evaluate. The similarity may not be understand as a binary evaluation (similar / not similar). It can also not be seen as a quadratic function. The similarity evaluation errors can follow a pattern and not be totally distributed at random. Also these "choices" may be personal. If the training set was created by a unique user, the distance matrix reflects his definition of the similarity. Data can be close or far in a continuous way. Futhermore, this study is limited to Mahanalobis distances. Maybe a good "distance" is one which is not quadratic.
The result of some algorithms should not discourage to use them. If coding similarity performs well, it can be used to learn a good distance function and one can adjust A with new data captured on-the-fly with for example the online version of ITML.
So the difficulty to learn a good distance should not prevent from trying to use it. There is also a room left for further experiments with human-built datasets and nonquadratic distances. It may have many application in future recommendation processes, especially on-the-fly ones.
