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Chapter 1
Introduction
Optimization-based control systems are used in many areas of application, includ-
ing aerospace engineering, economics, robotics and automotive engineering. This
problem class provides a major challenge both for the analysis and for the devel-
opment of eﬃcient numerical methods. The fact that optimal control theory has a
wide application motivated the European Union to provide funding for the research
project ”sensitivity analysis for deterministic control design” - SADCO (refer to
[63]). The SADCO project has 11 partners from university and industry, working
together on theoretical and practical optimal control theory. The work presented
in this thesis has been developed as part of the SADCO project, in collaboration
with the industrial partner Astos Solutions GmbH, and two academic partners,
the University of Bremen and the University of the German Federal Armed Forces
in Munich.
This work was motivated by the demand for a large-scale sparse solver for trajec-
tories optimization problems for launch, re-entry and orbit vehicles (see Section
5.2). The sparsity property of the problem is used for the computational eﬃciency
regarding performance and memory consumption. This includes an eﬃcient stor-
ing of the occurring matrices and vectors and an appropriate approximation of the
Hessian matrix, which is the main subject of this work.
The most used Hessian approximation method for small and medium scale prob-
lems is an update method introduced in 1970 by Broyden [13], Fletcher [26], Gold-
farb [35] and Shanno [67], independently from each other, the so-called BFGS
method. But for large-scale problems, BFGS requires a lot of memory storage,
since the BFGS matrix is always fully dense. An alternative update method, block
BFGS [41], is forming a block matrix by approximating each block with the BFGS
method. A disadvantage of this approach is that the knowledge of the sparsity
structure of the Hessian is needed and performing the permutations needed to
form the blocks is expensive. In 1989, Liu and Nocedal [50] proposed to use the
BFGS method with a limited small number of updates. Guided by their idea,
diﬀerent approaches of the so-called limited memory BFGS method, have been
developed. For example, an eﬃcient computation of products which represents
2a limited memory BFGS matrix implicitly was suggested by Byrd, Nocedal, and
Schnabel in [16].
The main focus of this work is to improve the existing approximation methods for
the Hessian matrix, especially for sparse and large-scale nonlinear optimization.
Thus, motivated by the limited memory BFGS method, a so-called LBFGS method
has been developed. The LBFGS method is implemented in a software library for
solving the nonlinear optimization problems, WORHP. WORHP is a sequential
quadratic programming (SQP) method (Wilson, 1963 [76]), hence it approximates
nonlinear optimization with a sequence of quadratic problems (QP), which are
iteratively solved by an Interior Point method. Therefore, the LBFGS method
has been developed within an SQP method and Interior Point method.
The thesis is structured as follows:
In Chapter 2 the basic mathematical theory for nonlinear optimization problems
and related deﬁnitions are formulated. Then the necessary and suﬃcient condi-
tions for the existence of the optimal solution are discussed. Afterwards some
numerical methods for ﬁnding a solution of nonlinear optimization problems are
presented. We start from Newton’s method for unconstrained optimization, then
we extend the method for equality constrained optimization problem and ﬁnally,
we present a sequential quadratic programming method, which is based on New-
ton’s idea. Another class of algorithms for solving nonlinear optimization prob-
lems, the interior point methods, is presented as well. At the end of this chapter,
a solver for large-scale and sparse nonlinear optimization problems, the so-called
WORHP, is presented. Furthermore, a software library QPSOL for solving a QP
problem is given.
In Chapter 3 some methods for the approximation of a Hessian matrix are studied.
In particular we discuss the above mentioned existing update methods. We start
with the derivation of the BFGS formula and with the discussion of its characteris-
tics. Then four block BFGS methods are presented: blocks without intersections,
single intersection blocks, multiple intersection blocks and sparse BFGS. A lim-
ited memory BFGS method, ﬁrst for unconstrained optimization and second an
extended approach for equality constrained optimization is presented. Finally, the
LBFGS method is introduced here.
In Chapter 4 the standard formulation of the optimal control problem is presented.
Here, we focus on direct methods for solving an optimal control problem. We dis-
cuss how to approximate the inﬁnite dimensional optimal control problem by a
ﬁnite dimensional nonlinear optimization problem, using discretization. Succes-
sively three integration methods are given: Euler’s method, the trapezoidal rule
and Hermite-Simpson’s method. In practice, optimal control consists of multiple
phases. Here, we formulate such problems. We ﬁnish this chapter with the pre-
sentation of the software library TransWORHP as a sparse transcription method
for optimal control problems.
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In Chapter 5 the numerical results of the developed LBFGS method are shown.
The method has been implemented in WORHP and its solving performance has
been tested on diﬀerent optimal control problems and test sets. All obtained test
results of LBFGS method are compared with the other Hessian approximation
methods available in WORHP. First, we formulate an optimal control problem
consisting of moving a KUKA youBot robot load from an initial to a terminal
position, avoiding collision with an obstacle. Then, we discuss a solution and we
show a simulation of robot’s movements. Successively some tests are performed
on multi-phase optimal control problems arising from space applications. In par-
ticular, we are solving a trajectory optimization problem of two space launchers,
Ariane 5 and VEGA, using an AeroSpace Trajectory Optimization Software (AS-
TOS). Finally, the tests are performed on two test sets: CUTEr test set (920
problems) and COPS test set (68 problems).
In Chapter 6 the ﬁnal conclusions are drawn.

Chapter 2
Nonlinear Optimization
We will start this chapter with a short history of nonlinear optimization. Eu-
clid’s book Elements is the ﬁrst mathematical textbook (4th century B.C.) and
already contains the following optimization problem: in a given triangle inscribe
a parallelogram such that the area of this parallelogram is maximal. Euclid ob-
tained the maximum using a geometric reasoning. A uniﬁed methodology for
solving nonlinear optimization problems came with the development of calculus in
the 17th century. This modern methodology is due to Fermat (1601-1665). La-
grange (1736-1813) extended the method of Fermat to solve equality constrained
optimization problems by forming a function now known as the Lagrangian, and
applying Fermat’s method to it: solve the system of nonlinear equations deﬁned
by setting the gradient of the Lagrangian to zero and retaining the feasibility con-
ditions. This brings us to the problem of solving a system of nonlinear equations.
Newton (1642-1727) developed the most widely used algorithm for this problem.
In conjunction with Fermat’s and Lagrange’s methods, this lead to one of the ﬁrst
optimization algorithms. It is interesting to note that even today, Newton’s op-
timization algorithm is the most widely used and studied algorithm for nonlinear
optimization. But the problem if a nonlinear optimization problem has a solution
at all was still unsolved. In the 19th century, Karl Weierstrass (1815-1897) gave a
practical suﬃcient condition for the existence of optimal solution.
This chapter is structured as follows. In the ﬁrst section the standard nonlinear op-
timization problem is formulated and related deﬁnitions are given. Also, necessary
as well as suﬃcient conditions for the existence of optimal solution are presented.
In the second section numerical methods for solving the nonlinear optimization
problem are presented. First we start with the Newton’s method for unconstrained
nonlinear optimization problem. Then the Newton’s method will be extended for
equality constrained nonlinear optimization problems. Guided by Newton’s idea,
a sequential quadratic programming method for nonlinear optimization problems
with both equality and inequality constraints has been developed.
6 2.1. Problem formulation and optimality conditions
To ensure global convergence of a sequential quadratic programming method one
can apply the line search method with a merit function. This approach is presented
as a globalization strategy. The other approach for solving nonlinear optimization
problems is an interior point method. Two interpretations of interior point method
are given. In the third section fundamentals of the software WORHP ([74], [73],
[15], [56], [77]) are presented. The QPSOL software library as part of WORHP is
introduced in the last section.
2.1 Problem formulation and optimality condi-
tions
The standard formulation for a constrained nonlinear optimization problem (non-
linear programming or NLP) is:
min
x∈Rn
f(x)
s.t. g(x) = 0
h(x) ≤ 0,
(2.1)
where
• f : Rn → R is the objective function,
• g : Rn → Rme are equality constraints,
• h : Rn → Rmi are inequality constraints.
We assume that all functions f , g and h are twice continuously diﬀerentiable.
They may be aﬃne, quadratic or nonlinear functions.
An NLP problem, where the objective function is a linear-quadratic function and
both equality and inequality constraints are aﬃne, is belonging to the class of
quadratic problems (QP):
min
x∈Rn
1
2
xQx+ cx
s.t. Ax = b
Cx ≤ d,
(2.2)
where matrices Q ∈ Rn×n, A ∈ Rme×n, C ∈ Rmi×n and vectors c ∈ Rn, b ∈ Rme
and d ∈ Rmi are given.
The NLP problem may be deﬁned as a maximization problem with the objective
function f , in which case it can be easily converted to a minimization problem
with the objective function −f .
In the following deﬁnitions the basic NLP terminology is described.
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Deﬁnition 2.1. The feasible set S is the set of all points x which satisfy both
equality and inequality constraints:
S := {x ∈ Rn| g(x) = 0 and h(x) ≤ 0}
Any point x ∈ S is said to be a feasible point.
Deﬁnition 2.2. An inequality constraint is called active in a point x, if hi(x) = 0
and inactive if hi(x) < 0. Equality constraints are always active. The active set
is the set of indices of active constraints
A(x) = {i ∈ {1, ...,mi} | hi(x) = 0} ∪ {1, ...,me}.
Deﬁnition 2.3. A point x∗ ∈ S is a global minimum for the function f if
f(x∗) ≤ f(x), ∀x ∈ S.
Deﬁnition 2.4. A point x∗ ∈ S is a local minimum for the function f if for
δ > 0 there exists a neighborhood of x∗,
Nδ(x
∗) := {s ∈ S | ‖x− x∗‖ < δ},
such that
f(x∗) ≤ f(x), ∀x ∈ S ∩Nδ(x∗).
Remarks : A global minimum is always a local minimum, but a local minimum
may not be a global. If the function f is convex, then a local minimum is also a
global one. In the general NLP formulation convexity is not required.
Let’s now introduce necessary and suﬃcient conditions for a solution of the NLP
problem to be optimal. To be able to continue, ﬁrst some notions are introduced.
Let f : Rn → R and x = [x1, ..., xn]T . The gradient of f in the point x is denoted
by
∇xf(x) =
[
∂f(x)
∂x1
, . . . ,
∂f(x)
∂xn
]T
.
The Hessian matrix of f in the point x is deﬁned as
∇2xxf(x) =
⎡
⎢⎢⎢⎢⎢⎢⎣
∂2f(x)
∂x1∂x1
· · · ∂
2f(x)
∂x1∂xn
...
. . .
...
∂2f(x)
∂xn∂x1
· · · ∂
2f(x)
∂xn∂xn
⎤
⎥⎥⎥⎥⎥⎥⎦
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If f = [f1, ..., fm]
T , f : Rn → Rm, x = [x1, ..., xn]T and
∇xf(x) =
⎡
⎢⎢⎢⎢⎢⎢⎣
∂f1(x)
∂x1
· · · ∂fm(x)
∂x1
...
. . .
...
∂f1(x)
∂xn
· · · ∂fm(x)
∂xn
⎤
⎥⎥⎥⎥⎥⎥⎦
=
[∇xf1(x), ...,∇xfm(x)]
then (∇xf(x))T is the Jacobian matrix.
Deﬁnition 2.5 (LICQ). The linear independence constraint qualiﬁcation (LICQ)
holds at x ∈ S iﬀ all active constraint gradients ∇hi(x) for i ∈ A(x) and ∇gi(x)
for ∀i ∈ {1, ...,me} are linearly independent.
Deﬁnition 2.6 (Lagrangian). Let λ ∈ Rme and μ ∈ Rmi , then the function
L(x, λ, μ) := f(x) +
me∑
i=1
λigi(x) +
mi∑
i=1
μihi(x) (2.3)
is called the Lagrangian. Vectors λi and μi are Lagrange multipliers.
Lagrange multipliers λ and μ are also called dual variables and the optimal vari-
ables x primal variables. The necessary conditions deﬁned in the following theorem
are called ﬁrst-order conditions because they are related to with properties of the
gradients of the objective and constraint functions.
Theorem 2.7 (First-Order Necessary Conditions (FONC))
If x∗ is a local minimum of the NLP (2.1) and LICQ holds at x∗ then there exist
multipliers λ∗, μ∗ such that (x∗, λ∗, μ∗) satisfy the following conditions:
∇xL(x∗, λ∗, μ∗) = 0, Optimality
gi(x
∗) = 0, hj(x∗) ≤ 0, i = 1, ...,me, j = 1, ...,mi, Primal feasibility
μ∗i ≥ 0, i = 1, ...,mi, Dual feasibility
μ∗ihi(x
∗) = 0, i = 1, ...,mi. Complementary
(2.4)
Proof. The proof can be found in, for example, Fletcher [27].
The conditions (2.4) are known as the Karush-Kuhn-Tucker conditions, shortened
as KKT conditions. They were originally named after Harold W. Kuhn and
Albert W. Tucker [45], who ﬁrst published the conditions in 1951. Later it was
discovered that these conditions had been stated in 1939 by William Karush in his
master thesis [42]. A point (x∗, λ∗, μ∗) satisfying the KKT conditions is said to be
a KKT point. The complementarity conditions imply that either constraint hi
is active or μ∗i = 0, or both.
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Suﬃcient conditions of second-order ensure that x∗ is a strict local minimum, if
the Hessian matrix has positive curvature for all nonzero critical directions.
Theorem 2.11 (Second-Order Suﬃcient Conditions (SOSC))
Suppose that x∗ satisﬁes the LICQ condition and there exist multipliers λ∗, μ∗ so
that KKT conditions hold. If
dT∇2xxL(x∗, λ∗, μ∗)d > 0, for all d ∈ C(x∗, μ∗), d = 0
then x∗ is a local minimum.
Proof. The proof can be found in Fiacco and McCormick [25].
2.2 Nonlinear optimization methods
Since the late 1940s, a large eﬀort has gone into developing algorithms for solving
various classes of optimization problems, analyzing their properties, and devel-
oping good software implementations. In this section some numerical iterative
algorithms for ﬁnding the solution of NLP (2.1) will be presented. A numerical
iterative algorithm approximates the exact solution of a computational problem
step by step (successive approximations). Starting from a given initial point x[0],
a sequence of iterates x[1], x[2], x[3]... is generated in the following way:
x[k+1] = x[k] + d[k], k = 0, 1, 2, ...,
where the index k denotes the number of the current iteration and vector d[k] is
called the search direction. We will refer to x[k+1] as a new update and x[k] as
an old update. The algorithm will be terminated if either no more progress can
be made or if it seems that a solution point has been approximated with suﬃcient
accuracy. Then it is said that sequence {x[k]}k∈N converges to a solution x∗.
An algorithm can converge by diﬀerent rates.
Deﬁnition 2.12. A given sequence {x[k]}k∈N converges to x∗ ∈ R:
lim
k→∞
x[k] = x∗
(i) linearly if there exists a constant c ∈ (0, 1) such that
‖x[k+1] − x∗‖ ≤ c‖x[k] − x∗‖, ∀k
(i) superlinearly if
‖x[k+1] − x∗‖ ≤ c[k]‖x[k] − x∗‖, with c[k] → 0, ∀k
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(ii) with order q if there exists c > 0 such that
‖x[k+1] − x∗‖ ≤ c‖x[k] − x∗‖q, ∀k.
In particular, a convergence with order q = 2 is called quadratic.
Most optimization solvers use the idea to ﬁnd an approximate KKT point (x∗, λ∗, μ∗)
which satisﬁes the KKT conditions (2.4) to move from one iteration to the next
one.
2.2.1 Newton-type methods
In this section Newton’s method for solving NLP problems is presented. First, we
will start with Newton’s method for an unconstrained NLP and then the method
will be extended to NLP problems with equality constraints.
Considering the unconstrained NLP problem
min
x∈Rn
f(x) (2.5)
Newton’s method is a method for ﬁnding roots of equation
∇f(x∗) = 0. (2.6)
Note that equation (2.6) is a KKT condition for the unconstrained problem (2.5).
The idea of Newton’s method consists of linearizing the nonlinear equations at x[k]
∇f(x[k]) + ∂
∂x
(∇f(x[k]))d[k] = 0 ⇐⇒ ∇f(x[k]) +∇2f(x[k])d[k] = 0
to ﬁnd x[k+1] = x[k] + d[k]. Then the Newton step is:
d[k] = −∇2f(x[k])−1∇f(x[k])
Hence the new iterate is
x[k+1] = x[k] −∇2f(x[k])−1∇f(x[k]). (2.7)
The Newton method is illustrated in Figure 2.2. For the tangent line of the function
∇f in point x[k], the new update x[k+1] is the intersection of the tangent and the
x-axis. Likewise, with the intersection of tangent line in point x[k+1] and x-axis,
we obtain the new iterate x[k+2]. Continuing in the same way, we are approaching
to the solution x∗.

2. Nonlinear Optimization 13
Applying Newton’s method on system (2.10) we obtain[ ∇2xxL(x[k], λ[k]) ∇g(x[k])
∇g(x[k])T 0
] [
x[k+1] − x[k]
λ[k+1] − λ[k]
]
+
[ ∇xL(x[k], λ[k])
g(x[k])
]
= 0. (2.11)
∇2xxL(x[k], λ[k])(x[k+1]−x[k]) is the linearization with respect to x[k+1] and lineariza-
tion with respect to λ[k+1] is ∇g(x[k])(λ[k+1] − λ[k]).
If we replace d[k] = x[k+1] − x[k] and ∇L(x[k], λ[k]) = ∇f(x[k]) + ∇g(x[k])λ[k] into
(2.11) we obtain
[ ∇2xxL(x[k], λ[k]) ∇g(x[k])
∇g(x[k])T 0
] [
d[k]
λ[k+1]
]
+
[ ∇f(x[k])
g(x[k])
]
= 0 (2.12)
This formulation shows that the new iterate does not depend strongly on the old
multiplier guess λ[k], only via the Hessian matrix.
Newton’s method is stated in Algorithm 2.1.
Algorithm 2.1 Equality constrained Newton method
Start from k = 0
choose initial x[0] and λ[0]
while termination criterion is not satisﬁed do
solve (2.12) to get d[k] and λ[k+1]
get new iterate x[k+1] = x[k] + d[k]
k = k + 1
end while
Theorem 2.14
If (x∗, λ∗) satisﬁes LICQ and SOSC and the second derivatives of the functions f
and g are Lipschitz continuous then Newton’s method for the equality constrained
problem (2.8) is well deﬁned for all (x[0], λ[0]) in a neighborhood of (x∗, λ∗) and
converges quadratically.
Proof. See [58] page 558.
Remark: It can be noticed that the KKT system (2.12) is equivalent to the KKT
conditions of the following quadratic problem:
min
d[k]∈Rn
1
2
(d[k])T∇2xxL(x[k], λ[k])d[k] +∇f(x[k])Td[k]
s.t. g(x[k]) +∇g(x[k])Td[k] = 0
Guided by this equivalence, a sequential quadratic programming (SQP) method
has been developed.
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2.2.2 Sequential quadratic programming
SQP methods were ﬁrst introduced in 1963 by Wilson [76]. In his doctoral disser-
tation he proposed to solve convex NLP problems using a sequence of inequality
constrained QP’s in which the QP objective was deﬁned using the exact Hessian
of the Lagrangian. In 1969, Murray [54] proposed an SQP algorithm applying a
quasi- Newton approximation (Section 3.1) to the Hessian of the Lagrangian. He
also introduced the important concept of choosing the new iterate using a merit
function (Section 2.2.3). In 1972 Biggs [10] proposed an algorithm where a term
for the multiplier estimate was added to the constraints.
Let’s consider the standard nonlinear programming problem with both equality
and inequality constraints
min
x∈Rn
f(x)
s.t. g(x) = 0,
h(x) ≤ 0.
(2.13)
Modeling problem (2.13) with a quadratic subproblem at each iteration and lin-
earizing both the inequality and equality constraints, we obtain
min
d[k]∈Rn
1
2
(d[k])T∇2xxL(x[k], λ[k], μ[k])d[k] +∇f(x[k])Td[k]
s.t. g(x[k]) +∇g(x[k])Td[k] = 0
h(x[k]) +∇h(x[k])Td[k] ≤ 0
(2.14)
The solution d[k] of QP problem (2.14) is a search direction for primal variable
x[k+1] = x[k] + d[k] of NLP (2.13). The steps required by an SQP method are
summarized in Algorithm 2.2.
Algorithm 2.2 SQP
Start from k = 0
choose initial x[0], λ[0] and μ[0]
while termination criteria is not satisﬁed do
solve QP problem (2.14) to get d[k] and Lagrange multipliers λ
[k]
QP and μ
[k]
QP
update primal variable x[k+1] = x[k] + d[k]
update dual variable λ[k+1] = λ
[k]
QP
update dual variable μ[k+1] = μ
[k]
QP
k = k + 1
end while
Robinson [62] showed in 1974 that local convergence would follow from equality
constrained optimization if the active set of the QP is the same as the active set
of the NLP, at least in the last iterations.
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Theorem 2.15 (Robinson)
If x∗ is a local minimizer of the NLP and LICQ, strict complementarity condition
(Deﬁnition 2.8) and SOSC hold at (x∗, λ∗, μ∗). Then if x[k] is close enough to x∗
and if ∇2xxL(x[k], λ[k], μ[k]) is positive deﬁnite on the nullspace of the linearization
of the active constraints, the solution of the QP has the same active set as the
NLP.
Proof. For the proof refer to [62].
The SQP method has proved to be quite successful in practice. One drawback
is the expense of solving the general quadratic program, which can be high when
the problem is large. As the iterates of the SQP method converge to the solution,
however, solving the quadratic subproblem becomes economical if we use informa-
tion from the previous iteration to make a good guess of the optimal solution of
the current subproblem. This strategy is called warm-start.
Han [39] established suﬃcient conditions for superlinear convergence of SQP under
the assumption that the Hessian of the Lagrangian is positive deﬁnite on the whole
space. He also proposed to perform line search method with a merit function to
achieve global convergence. In the next section the line search method and the
concept of a merit function will be described.
2.2.3 Globalization strategies
To achieve global convergence, the line search method can be applied on the SQP
algorithm. The general idea is not to use the full length of the descent direction
d[k]. The iteration is given by
x[k+1] = x[k] + α[k]d[k]
where α[k] ∈ (0, 1] is a scalar called step size. In case α[k] = 1 we have a full
step. The question is how to determinate the step size α[k]. The idea is to use the
merit function M(x, λ, μ) : Rn → R to measure the progress in both objective
and constraints by insisting that
M(x[k] + α[k]d[k], λ[k], μ[k]) < M(x[k], λ[k], μ[k]).
The merit function can be written as a function φ : R→ R of step size α
φ(α) := M(x[k] + αd[k], λ[k], μ[k]).
Then the optimal choice of α is solution of the following optimization problem
αmin = arg min
α∈(0,1]
φ(α).
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Algorithm 2.4 shows the SQP method with Armijo backtracking line search. Note
that Lagrange multipliers are updated as a linear combination of old multipliers
and multipliers of the QP subproblem.
Algorithm 2.4 SQP with Armijo line search
Start from k = 0
choose initial x[0], λ[0], μ[0], β ∈ (0, 1) and σ ∈ (0, 1)
while termination criterion is not satisﬁed do
solve QP problem(2.33) to get d[k], λ
[k]
QP and μ
[k]
QP
set α[k] = 1
while φ(α[k]) > φ(0) + σα[k]φ′(0) do
α[k] = βα[k]
end while
update primal variable x[k+1] = x[k] + α[k]d[k]
update dual variable λ[k+1] = (1− α[k])λ[k] + α[k]λ[k]QP
update dual variable μ[k+1] = (1− α[k])μ[k] + α[k]μ[k]QP
k = k + 1
end while
2.2.4 Interior point method
Another approach for handling inequality constrained NLPs is the interior point
method. The idea of the interior-point method is to eliminate the inequality
constraints by adding a nonnegative slack variable z ∈ Rmi :
min
(x,z)∈Rn+mi
f(x)
s.t. g(x) = 0,
h(x) + z = 0,
z ≥ 0.
(2.16)
Also in this case we have an inequality constraint z ≥ 0. By adding it to the
objective function using a logarithmic term, where γ > 0 weights the penalty
term, we obtain:
min
(x,z)∈Rn+mi
f(x)− γ
mi∑
i=1
log zi
s.t. g(x) = 0,
h(x) + z = 0.
(2.17)
Now the optimal solution fulﬁlls the condition z ≥ 0, because otherwise the ob-
jective function would become inﬁnity.
Another interpretation for interior point methods will be presented in the follow-
ing. As we have seen in Figure 2.1 the complementarity KKT condition from
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2.3 WORHP
The name WORHP is an acronym for ”We Optimize Really Huge Problems”.
WORHP is a mathematical software library for solving continuous large scale
nonlinear optimization problems numerically. It has been developed by academic
staﬀ of University of Bremen and Universita¨t der Bundeswehr Mu¨nchen (Univer-
sity of the German Federal Armed Forces, Munich). Its development has been
accompanied by the industrial partner Astos Solutions. WORHP was funded by
BMWi (German Federal Ministry of Economics and Technology) and ESA (Eu-
ropean Space Agency). By 2009 WORHP was able to solve problems with more
than 106 variables and constraints, and in 2011 it solved ﬁrst test problems with
more than 109 variables and constraints.
The algorithm developed in this work (Chapter 3 Section 3.4) has been imple-
mented in WORHP. In Chapter 5 test results can be found, which demonstrate
eﬀects of diﬀerent methods on the performance of WORHP. In the following, the
main characteristics and some features of WORHP will be presented.
2.3.1 Main algorithm
WORHP is an SQP algorithm (Section 2.2.2). Obtained QP subproblems (2.14)
from NLP approximation are solved by the interior point method (Section 2.2.4).
The main steps of the WORHP algorithm are:
1. Check if termination criteria is satisﬁed in the iterate x[k].
2. Approximate the NLP problem by a QP subproblem.
3. Solve QP subproblems iteratively and get the search direction d[k].
4. Perform line search to obtain the step size α[k].
5. Calculate the new iterate x[k+1] = x[k] + α[k]d[k].
6. Increase k = k + 1 and go to 1.
We will refer to SQP’s iterations as major iterations and QP’s iterations as minor
iterations.
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2.3.2 Termination criteria
WORHP terminates if the KKT conditions (2.4) are fulﬁlled with a given tolerance.
Thus, x is said to be optimal if the following holds:
‖L(x, λ, μ))‖∞ ≤ 
opt (2.23)
|g(x)| ≤ 
feas (2.24)
h(x) ≤ 
feas (2.25)
μi ≥ −
comp, i ∈ A(x) (2.26)
|μi| ≤ 
comp, i ∈ {1, ...,mi} \ A(x). (2.27)
Tolerances 
opt > 0, 
feas > 0 and 
comp > 0 are given by the user. Unfortunately,
condition (2.23) is not robust against numerical errors and badly scaled problems.
For that reason, WORHP rather uses the scaled KKT condition:
‖∇xL(x, λ, μ)‖∞ ≤ 
opt ·max (1, |f(x)|) + max(‖λ
T g(x)‖∞, ‖μTh(x)‖∞)
‖d‖∞ . (2.28)
This condition is motivated by the user’s wish to ensure
|f(x)− f(x)| ≤ 
opt.
For a detailed derivation of the scaled KKT condition refer to [55] pages 30, 31
and 32.
Line search and merit functions
WORHP employs a line search method with Armijo conditions (2.15) for choosing
the step size. Two merit functions are available:
• L1 -merit function
L1(x; γ, η) = f(x) +
mi∑
i=1
γimax(0, hi(x)) +
me∑
i=1
ηi|gi(x)|, (2.29)
• Augmented Lagrangian
La(x, λ, μ; γ, η) = f(x) +
me∑
i=1
λigi(x) +
1
2
me∑
i=1
γig
2
i (x)
+ 1
2
mi∑
i=1
1
ηi
((
max {0, μi + ηihi(x)}
)2 − μ2i).
(2.30)
The penalty parameters γ and η are responsible for moderating between the ob-
jective function and the feasibility. Note that in unconstrained optimization the
merit function is simply the objective f(x).
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2.3.3 Filter method
Instead of a merit function, a ﬁlter can be used to determine the step size. A
trial iterate x[k+1] = x[k] + α[k]d[k] is accepted by the ﬁlter, if it either improves
the objective function or the constraint violation. The constraint violation v(x) is
deﬁned as
v(x) := max
(i,j)
{max{0, hi(x)}, |gj(x)|}, for all i = 1, ...,mi and j = 1, ...,me.
The pair (f(x[k]), v(x[k])) is said to be dominated by the pair (f(x[j]), v(x[j])) if
f(x[j]) ≤ f(x[k]) and v(x[j]) ≤ v(x[k]).
The basic idea is to compare informations from the current iteration with infor-
mation from the previous iterates and then to ”ﬁlter out” the iterates which are
not dominated. A ﬁlter is a list of pairs {(f(x[1]), v(x[1])), ..., (f(x[l]), v(x[l]))} such
that no pair dominates any other. A new iterate x[k+1] is accepted if the pair
(f(x[k+1]), v(x[k+1])) is not dominated by any other pair in the ﬁlter.
2.3.4 Constraint relaxation
The QP problem may not always have a solution. For unsolvable QP problems
Powell introduced the idea to perform a constraint relaxation (also referred to
as elastic constraints). He introduced a constraint relaxation variable δ ∈ [0, 1]
and an associated constraint relaxation penalty parameter ηr > 0 and he used
them to reformulate (2.14) as
min
d∈Rn, δ∈[0,1]
1
2
dT∇2xxL(x, λ, μ)d+∇f(x)Td+ ηr2 δ2
s.t. (1− δ)gi(x) +∇gi(x)Td = 0, i = 1, ...,me,
(1− σiδ)hi(x) +∇hi(x)Td[k] ≤ 0, i = 1, ...,mi,
(2.31)
with
σi =
{
0, if hi(xk) < 0, i.e. hi is inactive
1, otherwise.
By default WORHP uses a single relaxation variable for all constraints. One
can alternatively choose to use me + mi relaxation variables, i.e. one for each
constraint, which increases the QP dimensions and computational time, but may
increase stability and overall performance.
22 2.3. WORHP
2.3.5 Hessian regularization
To ensure that the solution of the QP subproblem is unique one has to assure that
the Hessian H := ∇xxL(x, λ, μ) is a positive deﬁnite matrix. To achieve this, we
regularize the Hessian in the following way (see Betts [6]):
HR = H + τ(|σ|+ 1)I (2.32)
The parameter τ is chosen such that τ ∈ [0, 1]. σ is called Gerschgorin bound and
is a lower bound on the smallest eigenvalue of H
σ = min
1≤i≤n
(
hii −
n∑
j 	=i
|hij|
)
.
The entries hii, i = 1, ..., n denote diagonal nonzero elements of H and hij, i = j
denote the oﬀ-diagonal nonzero elements. The choice for the Levenberg parameter
τ aﬀects the performance of the NLP algorithm. Choosing τ = 1 guarantees
positive deﬁniteness, but the Hessian matrix may be perturbed drastically and
convergence is degraded. On the other hand, if τ = 0 a fast rate of convergence
can be obtained, but then the Hessian matrix is not positive deﬁnite. So WORHP
tries to reach τ [k] → 0 as x[k] → x. The original idea of this approach was
suggested by Levenberg [49]. He used the matrix τI as an approximation of the
Hessian for least squares problems.
2.3.6 Derivatives
To form the QP subproblem (2.14), we need to determinate ﬁrst order derivatives
∇f,∇g and∇h and second order derivative∇2xxL(x). A WORHP user can provide
the values for the derivatives or they can be approximated by one of the methods
implemented in WORHP.
2.3.6.1 First order derivatives
Finite diﬀerences can be used to approximate ﬁrst and second order derivatives.
The ﬁrst order derivative of an arbitrary function, in particular the objective
function f : Rn → R, can be approximated by:
• forward diﬀerence quotient
∂f(x)
∂xi
(x) =
f(x+ εei)− f(x)
ε
+O(ε),
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• central diﬀerence quotient
∂f(x)
∂xi
(x) =
f(x+ εei)− f(x− εei)
2ε
+O(ε2),
where ei denote the i-th unit vector. The central diﬀerence quotient is more accu-
rate than the forward diﬀerence quotient, but it needs more function evaluations.
n + 1 function evaluations are needed for forward diﬀerence and 2n for central
diﬀerence. When n is large, ﬁnite diﬀerences are expensive. The approximation
of the Jacobian matrix is even more expensive. For the Jacobian of equality con-
straints (n+1)me are needed and for Jacobian of inequality constraints (n+1)mi
function evaluations are needed, when using forward diﬀerence. If the matrix is
sparse we can exploit its structure and reduce computational costs using a group
method. Its approach is to compute several derivatives at once with the same
function evaluations.
For example, let the Jacobian matrix of equality constraints g(x) have the following
structure:
∇g(x) =
⎡
⎢⎢⎢⎢⎢⎢⎣
× ×
× × ×
× × ×
× × ×
× × ×
× ×
⎤
⎥⎥⎥⎥⎥⎥⎦
If we approximate the Jacobian by forward diﬀerence quotient, we have to evaluate
the function g in 7 points:
x, x+ εe1, x+ εe2, x+ εe3, x+ εe4, x+ εe5 and x+ εe6,
But using the sparsity structure and applying graph coloring, we can evaluate it
at just 3 points:
x, x+ ε(e1 + e4), x+ ε(e2 + e5), and x+ ε(e3 + e6).
Now the question is how to determinate derivatives that can be grouped. One
can apply graph coloring. Figure 2.5 illustrates the graph coloring for the given
matrix. Each graph vertex represents one column of the matrix. Two vertices are
connected by an edge if their corresponding columns have at least one nonzero
element in the same row. Nodes which are not joint by an edge are colored with
the same color, but using the minimal number of colors.
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Figure 2.5: Graph coloring problem: Color vertices using minimal number of
colors such that no two adjacent vertices have the same color.
To illustrate graph coloring in a more clear way, the columns of the matrix ∇g are
colored corresponding to the graph vertices.
× ×
× × ×
× × ×
× × ×
× × ×
× ×
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
So, the columns which have the same color can be evaluate together.
The graph coloring problem belongs to NP-hard problems, i.e. it can’t be solved
in polynomial time. Heuristic methods have been widely used for the graph col-
oring problem. Three following heuristic methods are available in WORHP. A.R.
Curtis, M.J.D. Powell and J.K. Reid [17] developed an algorithm for the group
approach of sparse Jacobian matrices, so-called CPR (Curtis-Powell-Reid) algo-
rithm. Above presented example uses CPR algorithm. A further approach is to
apply the permutations before the CPR algorithm is used. J.A. Welsh and M.B.
Powell [75] developed the Largest First Ordering (LFO) algorithm. An alternative
algorithm, the Smallest Last Ordering (SLO) was proposed by D.W. Matula, G.
Marble and J.D. Isaacson [52].
2.3.6.2 Second order derivatives
The second order derivative can be approximated by a ﬁnite diﬀerence quotient in
a similar way. Forward diﬀerence quotient formula for the Hessian matrix is
(∇2xxL(x))ij =
∇L(x+ εej)i − (∇L(x))i
ε
+O(ε),
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with row index i = 1, ..., n and column index j = 1, ..., n. Applying again forward
diﬀerence on ∇L(x+ εej)i and ∇L(x))i we obtain
(∇2xxL(x))ij =
L(x+ ε(ei + ej))− L(x+ εei)− L(x+ εej) + L(x)
ε2
+O(ε).
As it can be seen, ﬁnite diﬀerence are even more expensive for second deriva-
tives. A group method with graph coloring can be applied here as well to reduce
computational costs.
For example let the Hessian matrix have the following structure:
(∇2xxL(x))ij =
⎡
⎢⎢⎣
× × × ×
× ×
× ×
× ×
⎤
⎥⎥⎦
For the given structure it is not possible to group two columns, due to the ﬁrst
row. However, if we ﬁrst assign one group to the ﬁrst column, then the columns
2, 3 and 4 can be grouped together. Taking into account the symmetry of the
Hessian matrix, the ﬁrst column and ﬁrst row are
(∇2xxL(x))i1 = (∇2xxL(x))1i ≈
∇L(x+ εe1)i − (∇L(x))i
ε
, i = 1, 2, 3, 4
and diagonal entries are approximated as
(∇2xxL(x))ii ≈
∇L(x+ ε(e2 + e3 + e4))i − (∇L(x))i
ε
, i = 2, 3, 4.
The other way to approximate the Hessian matrix is using one of the update meth-
ods. WORHP oﬀers dense BFGS, block BFGS (without intersections blocks, sin-
gle intersections blocks, multiple intersections blocks), sparse BFGS and LBFGS
update methods. These update methods will be explained in Chapter 3.
2.3.7 Hotstart
The Hotstart feature of WORHP allows the interruption of an optimization run,
when one of the user solver interfaces (USI) is used, by saving the solver data to a
Hotstart ﬁle. This ﬁle can then be loaded by WORHP to continue the optimization
process as if it had not been interrupted.
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2.3.8 Reverse Communication
The architecture of WORHP is based on reverse communication. A routine that
performs reverse communication requests the caller to perform an action, instead
of doing it itself. The beneﬁt of using reverse communication is the fact that the
user can monitor and inﬂuence the solver between any two major iterations.
2.3.9 Recovery strategy
WORHP has diﬀerent automatic recovery strategies to handle problems arising
from faulty problem formulation or numerical diﬃculties. In most cases these
strategies prevent unsuccessful termination, but they require additional computa-
tional eﬀort. WORHP has the following recovery strategies:
• The Successive Linear Programming (SLP) strategy replaces the Hessian
matrix by the identity.
• The non-monotone strategy replaces the current value of the merit function
by its lowpass-ﬁltered value, resulting in an increase in the merit function.
• The dual feasibility mode tries to ﬁnd a feasible point by solving the least-
squares problem.
• The force strategy forces the line search to make a suﬃciently great step to
escape the current problematic region.
2.3.10 Interfaces
WORHP currently oﬀers seven interfaces:
• The AMPL (A Modeling Language for Mathematical Programming) inter-
face: executable with the AMPL command line program to solve nonlinear
programs [28].
• The ASTOS (AeroSpace Trajectory Optimization Software) interface: can
be used in GESOP (Graphical Environment for Simulation and Optimiza-
tion) and ASTOS through the CAMTOS (Collocation and Multiple Shoot-
ing Trajectory Optimization Software) transcriptor [4]. More about ASTOS,
GESOP and CAMTOS is given in Chapter 5, Section 5.2.
• The CasADi interface: CasADi is a symbolic framework for automatic dif-
ferentiation and numeric optimization [1].
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• The MATLAB interface: enables WORHP users to conveniently model and
solve optimization problems in the MATLAB programming environment
[51].
• The Library interfaces: include optimization library into user code. There
are three interfaces each for C/C++ and Fortran: Full Feature Interface,
Basic Feature Interface and Traditional Interface.
2.3.11 Parameters
For each NLP the user can choose parameters (real, integer or boolean scalars) that
control the solver behavior in a WORHP XML parameter ﬁle or in the respective
parameter data structure.
2.4 QPSOL
WORHP uses the quadratic problem solver QPSOL to solve QP subproblems
arising from the SQP method. QPSOL is designed to solve sparse and large-scale
strictly convex quadratic programs. It is implemented in Fortran 95 and follows a
modular architecture with the possibility to add user deﬁned routines for solving
linear systems. QPSOL oﬀers two diﬀerent methods: Primal-dual interior point
method with Mehrotra predictor corrector step and globalized nonsmooth Newton
method. In this work we will detail the Primal-dual interior point method with
Mehrotra predictor corrector step ([29]).
2.4.1 Primal-Dual Interior-Point Algorithm
In each SQP major iteration k = 0, 1, ... we are solving QP subproblems of the
following form:
min
d[k]∈Rn
1
2
d[k]T∇2xxL(x[k], λ[k], μ[k])d[k] +∇f(x[k])Td[k]
s.t. g(x[k]) +∇g(x[k])Td[k] = 0
h(x[k]) +∇h(x[k])Td[k] ≤ 0
(2.33)
To simplify the notation, we will denote matrices as ∇2xxL(x[k], λ[k], μ[k]) = H,
∇g(x[k]) = A, ∇h(x[k]) = C and vectors as ∇f(x[k]) = c, g(x[k]) = b and h(x[k]) =
p. Then the QP subproblem is
min
d∈Rn
1
2
dHd+ cd
s.t. Ad = b,
Cd ≤ p.
(2.34)
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This QP can be solved by an interior-point method (Section 2.2.4). The inequality
constraints Cd ≤ p are transformed into equality constraints by introducing slack
variables z ≥ 0.
min
(d,z)∈Rn+mi
1
2
dHd+ cd
s.t. Ad = b,
Cd+ z = p,
z ≥ 0.
(2.35)
By adding the last constraint to the objective function using a log-barrier term,
where γ > 0 weights the penalty term, we obtain:
min
(d,z)∈Rn+mi
1
2
dHd+ cd− γ
mi∑
i=1
log zi
s.t. Ad = b,
Cd+ z = p.
(2.36)
The KKT conditions for the barrier problem (2.36) are
Hd+ AλQP + CμQP = −c, (2.37)
Ad = b, (2.38)
Cd+ z = p, (2.39)
− γ
zi
+ μQPi = 0, i = 1, . . . ,mi. (2.40)
The KKT conditions can also be interpreted as perturbed KKT conditions of
problem (2.35). The last condition (2.40) can be transformed into
γ =
μQP z
mi
,
the so-called complementarity measure. The complementarity measure quantiﬁes
the violation of the complementarity condition μQP z = 0. In general, each iterate
will be infeasible with respect to the constraints (2.37), (2.38) and (2.39), so γ also
takes into account violation of these constraints.
Primal-dual interior-point methods generate primally feasible slack variables z[j] >
0 and dually feasible multipliers μ
[j]
QP > 0 such that the complementarity measure
γ[j] =
μ
[j]
QP z
[j]
mi
tends to zero, for QP iteration j = 0, 1, ... . Additionally, d[j] and
λ
[j]
QP must be computed such that the residuals
r
[j]
H = Hd
[j] + Aλ[j]QP + C
μ[j]QP + c,
r
[j]
A = Ad
[j] − b,
r
[j]
C = Cd
[j] + z[j] − p,
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converge to zero. Hence we obtain limμ
[j]
QP ≥ 0, lim z[j] ≥ 0, lim γ[j] = 0,
lim r
[j]
H = 0, lim r
[j]
A = 0 and lim r
[j]
C = 0, such that the KKT conditions for (2.35)
are fulﬁlled. The initial guess of (2.37)-(2.39) needs not to be feasible. The im-
plemented algorithm is described by Gertz and Wright [29]. It uses a heuristic
of Mehrotra which was successfully applied to linear programs. The primal-dual
interior point method with Mehrotra predictor-corrector step is shown in the Al-
gorithm 2.5.
First we choose initial values (step 1), then we check if the termination criteria
given in Section 3.4.4 is satisﬁed. In step 2 we are computing complementarity
measure γ. The ﬁrst linear equation system from step 4 represents a Newton
step for the nonlinear equation system (2.37)-(2.40) (with γ[j] = 0). Solving it we
obtain aﬃne-scaling step directions. Aﬃne-scaling step size is computed in step 3.
The heuristic for ω yields a value in the range (0, 1), so the step usually produces
a reduction in the average value of the products z
[j]
i s
[j]
i , i = 1, ...,m from their
current average γ[j].
Till now we computed prediction steps. In the second part of the algorithm, we
are correcting the predictions to improve the complementarity measure. Corrected
step directions are obtained in step 6. Parameter θ[j] prevents s[j] and z[j] from
becoming too small, especially as long as the components of s[j] and z[j] are not
close to zero. This is reasonable at the beginning of the algorithm since staying
away from the boundary results in a better acceptance of search directions. In step
7 the corrected step size is computed. And ﬁnally, the new iterates are updated in
step 8. The algorithm goes back to step 2 till termination criteria is not satisﬁed.
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Algorithm 2.5 Mehrotra Predictor-Corrector
1: Choose d[0], λ
[0]
QP , μ
[0]
QP > 0, z
[0] > 0, parameters τ ∈ [2, 4], θmin ∈ (0, 1) and
set j = 0
2: while termination criteria is not satisﬁed do
3: get γ[j] =
(μ
[j]
QP )
T z[j]
mi
4: solve the linear equation system
⎡
⎢⎢⎣
H A C 0
A 0 0 0
C 0 0 I
0 0 Z [j] M [j]
⎤
⎥⎥⎦
⎡
⎢⎢⎣
Δdaff
ΔλaffQP
ΔμaffQP
Δzaff
⎤
⎥⎥⎦ = −
⎡
⎢⎢⎢⎣
r
[j]
H
r
[j]
A
r
[j]
C
M [j]Z [j]e
⎤
⎥⎥⎥⎦
with Z [j] = diag(z
[j]
1 , . . . , z
[j]
mi) and M
[j] = diag(μ
[j]
QP1
, . . . , μ
[j]
QPmi
)
5: compute the step size
αaff = arg max
α∈(0,1]
{[
μ
[j]
QP
z[j]
]
+ α
[
ΔμaffQP
Δzaff
]
≥ 0
}
and
γaff =
(
μ
[j]
QP + αaffΔμ
[j]
QP
) (
z[j] + αaffΔz
aff
)
mi
ω =
(
γaff
γ[j]
)τ
6: solve the linear equation system
⎡
⎢⎢⎣
H A C 0
A 0 0 0
C 0 0 I
0 0 Z [j] M [j]
⎤
⎥⎥⎦
⎡
⎢⎢⎣
Δd
ΔλQP
ΔμQP
Δz
⎤
⎥⎥⎦ = −
⎡
⎢⎢⎢⎣
r
[j]
H
r
[j]
A
r
[j]
C
M [j]Z [j]e− ωγ[j]e+ΔMaffΔZaffe
⎤
⎥⎥⎥⎦
7: compute θ[j] = max {θmin, 1− γ[j]} and the step size
αˆ = arg max
α∈(0,1]
{
θ[j]
[
μ
[j]
QP
z[j]
]
+ α
[
ΔμQP
Δz
]
≥ 0
}
8: update new iterates
(d[j+1], λ
[j+1]
QP , μ
[j+1]
QP , z
[j+1]) = (d[j], λ
[j]
QP , μ
[j]
QP , z
[j]) + αˆ(Δd,ΔλQP ,ΔμQP ,Δz)
9: set j = j + 1
10: end while
2. Nonlinear Optimization 31
2.4.2 Termination criteria
The Algorithm 2.5 stops in step 2 if one of the following termination criteria holds.
• The algorithm terminates successfully if
max
i=1,...,mi
μ
[j]
QPi
z
[j]
i ≤ 
γ,
‖r[j]H ‖∞ ≤ 
r‖(H, c)‖∞,
‖(r[j]A , r[j]C )‖∞ ≤ 
r‖(A,C, b, p)‖∞
with tolerances 
μ and 
r. The term ‖(A,C, b, p)‖∞ denotes the largest ab-
solute value of the matrices A and C and the vectors b and p.
• The problem is declared infeasible, if
φ[j] > 10−8 and φ[j] ≥ 104 min
1≤i≤j
φ[i].
hold. The term
φ[j] =
‖(r[j]H , r[j]A , r[j]C )‖∞ + 
[j]gap
‖(H,A,C, c, b, p)‖∞
measures the optimality of the QP, since (d[j], λ
[j]
QP , μ
[j]
QP , z
[j]) is optimal if
and only if φ[j] = 0. 
gap denotes the duality gap of the primal QP and its
dual form

[j]gap = (d
[j])THd[j] + cTd[j] + bTλ
[j]
QP + p
Tμ
[j]
QP .
Both primal and dual problems are assumed to be strictly convex, thus the
duality gap is zero for the optimal solution.
• The algorithm terminates with unknown status, if there is no progress, i.e.
j ≥ 30 and min
0≤i≤j
φ[i] ≥ 1
2
min
1≤i≤j−30
φ[i],
or if
‖(r[j]H , r[j]A , r[j]C )‖∞ > 
r‖(H,A,C, c, b, d)‖∞
and
‖(r[j]H , r[j]A , r[j]C )‖∞
γ[j]
≥ 108 · ‖(r
[0]
H , r
[0]
A , r
[0]
C )‖∞
γ[0]
hold.
• The algorithm terminates after the maximal number of iterations is reached.
User can specify the maximal number of iterations.
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2.4.3 Solving the linear equation system
As shown in Algorithm 2.5, step 4 and step 6, two linear equation systems have
to be solved. Both systems have the following general structure:⎡
⎢⎢⎣
H A C 0
A 0 0 0
C 0 0 I
0 0 Z M
⎤
⎥⎥⎦
⎡
⎢⎢⎣
Δd
ΔλQP
ΔμQP
Δz
⎤
⎥⎥⎦ = −
⎡
⎢⎢⎣
rH
rA
rC
rμQP ,z
⎤
⎥⎥⎦ .
This linear equation system contains large, sparse block matrices. However, it
can be reduced to a smaller equation system. The third equation can be solved
directly:
Δz = −(rC + CΔd). (2.41)
Inserting (2.41) into the last equation leads to⎡
⎣ H A CA 0 0
−MC 0 Z
⎤
⎦
⎡
⎣ ΔdΔλQP
ΔμQP
⎤
⎦ = −
⎡
⎣ rHrA
rμQP ,z −MrC
⎤
⎦ .
Still, the matrix of this equation system is not symmetric. Note that M is an
invertible matrix, since it is a diagonal matrix with strictly positive entries. So,
the last equation can be multiplied by −M−1:⎡
⎣ H A CA 0 0
C 0 −M−1Z
⎤
⎦
⎡
⎣ ΔdΔλQP
ΔμQP
⎤
⎦ = −
⎡
⎣ rHrA
−M−1rμQP ,z + rC
⎤
⎦ . (2.42)
Now, we are solving the symmetric system, which is much easier for a linear solver.
We can solve this system with iterative or direct methods.
Iterative methods
The following iterative methods for linear equations are available in WORHP:
• Two conjugate gradient (CG) methods applying to the normal equations:
CGNE (CG to the Normal equations minimizing the Error) and CGNR
(CG to the Normal equations minimizing the residual). These methods
are the simplest methods for nonsymmetric or indeﬁnite systems. They
are transforming the system to a symmetric deﬁnite one and then they are
applying the conjugate gradient method [36].
• CGS (Conjugate Gradient Squared)- is the method for solving nonsymmetric
linear systems (see Sonneveld [68]). It is based on a polynomial variant of
the conjugate gradients algorithm. A speed of convergence is twice as fast as
for the biconjugate gradient method ([5]). Disadvantage of CGS is irregular
convergence behavior.
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• BiCGSTAB (BiConjugate Gradients STABilized)- was developed to solve
nonsymmetric linear systems while avoiding the often irregular convergence
patterns of the CGS method. For more details see van der Vorst [70].
More about iterative methods can be read in Kelley [43]. Iterative methods need
an eﬀective preconditioner to converge. QPSOL oﬀers the standard left precondi-
tioner ([8])
P =
⎡
⎣ H˜ A CA 0 0
C 0 −M−1Z
⎤
⎦ ,
with H˜ = diag(H).
Direct methods
WORHP supports various packages that can be used for solving systems of linear
equations directly. Every package has diﬀerent advantages and disadvantages,
depending on the type of problem to be solved. The choices are:
• MA57: solver for sparse symmetric indeﬁnite linear systems. It uses the
multifrontal method. It is a direct method based on a sparse variant of
Gaussian elimination [23].
• MA97: the package for solving sparse symmetric indeﬁnite linear systems.
MA97 supersedes MA57 [40].
• SuperLU: a general purpose library for the direct solution of large, sparse,
nonsymmetric systems of linear equations on high performance machines
[19].
• PARDISO: a software for solving large sparse symmetric and nonsymmet-
ric linear systems of equations on shared–memory and distributed-memory
architectures [64] and [65].
• WSMP (Watson Sparse Matrix Package): a collection of algorithms for eﬃ-
ciently solving large systems of linear equations with sparse coeﬃcient ma-
trices [38].
• LAPACK: a Linear Algebra PACKage for solving systems of simultaneous
linear equations, least-squares solutions of linear systems of equations, eigen-
value problems, and singular value problems [2].
Regularization
In an interior point method we solve linear systems (2.42) with the KKT-matrix
of the form ⎡
⎣H A CA 0 0
C 0 −M−1Z
⎤
⎦ (2.43)
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which might be singular or almost singular due to linear dependent equality con-
straints. One could perturb the constraints by λQP and μQP
Ax− δλQP = b, (2.44)
Cx− δμQP ≤ p. (2.45)
where δ > 0 is the relaxation parameter. This yields a perturbed KKT-matrix⎡
⎣H A CA −δIA 0
C 0 −M−1Z − δIC
⎤
⎦ (2.46)
where IA and IC are identity matrices and δ > 0 is the relaxation parameter.
The strategy for choosing δ is as follows. We start with δ = δmin and if the linear
systems are solved at once we decrease δ by division with δdiv. Otherwise if the
linear solver reports errors we multiply δ by δmult. If δ > δmax the relaxation
strategy has failed and we terminate.
Algorithm 2.6 Constraints regularization
Start with δ = δmin
Solve linear systems from Algorithm 2.5 with the KKT-matrix (2.46)
if solved without errors then
δ = δ 1
δdiv
else
if δ ≤ δmax then
δ = δ · δmult
else
unsuccessful termination
end if
end if
Usually, parameters δmin and δmax are chosen to be close to zero, δdiv = 2 and
δmult = 10.
2.4.4 Storing Sparse Matrices
Usually the KKT matrix (2.43) is a sparse matrix. Sparse matrices can be stored
eﬃciently by storing only the non-zero entries and their positions in the matrix.
Let’s denote the number of non-zero entries of a sparse matrix S with nnz. The
coordinate storage format for storing a sparse matrix S consists of:
• double array VAL: contains the values of the non-zero entries of S
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• integer array ROW: the row position of the corresponding value
• integer array COL: the column positions of the corresponding value
The length of each array is nnz. The row and column positions and the value of
an entry must be stored in the same array position p:
VAL(p) = sij, ROW(p) = i and COL(p) = j.
The memory requirements for storing a sparse matrix in coordinate storage format
amounts to 16 · nnz bytes (8 · nnz bytes for the double array and 8 · nnz bytes for
2 integer arrays).
If we assume S to be a symmetric matrix, only the lower triangular part of S
including the diagonal entries of S needs to be stored.
Example 2.1 illustrates the coordinate storage for a small KKT matrix.
Example 2.1 (Matrix storage for a QRSOL framework)
Consider the matrix
[
H A
A 0
]
=
1 2 0 3 0
2 4 0 5 6
0 0 7 0 0
3 5 0 0 0
0 6 0 0 0
⎡
⎢⎢⎢⎢⎢⎢⎣
⎤
⎥⎥⎥⎥⎥⎥⎦
where
H =
⎡
⎣ 1 2 02 4 0
0 0 7
⎤
⎦ , A = [ 3 5 0
0 6 0
]
.
The matrix is stored in coordinate storage format in the following way:
ROW = (1, 2, 4, 1, 2, 4, 5, 3, 1, 2, 2)
COL = (1, 1, 1, 2, 2, 2, 2, 3, 4, 4, 5)
VAL = (1, 2, 3, 2, 4, 5, 6, 7, 3, 5, 6).
Since the above matrix is symmetric, the number of non-zero elements can be
decreases to seven:
ROW = (1, 2, 4, 2, 4, 5, 3)
COL = (1, 1, 1, 2, 2, 2, 3)
VAL = (1, 2, 3, 4, 5, 6, 7).

Chapter 3
Update methods
In the previous chapter we saw that we regularly need to compute the Hessian
matrix ∇2xxL(x, λ, μ). The manual calculation of the matrix requires considerable
human eﬀort and it is error prone. For that reason one can approximate the
Hessian matrix using diﬀerent methods. With H we will denote an approximation
of the Hessian matrix
H ≈ ∇2xxL(x, λ, μ) (3.1)
The simplest approximation can be done using the diagonal matrix H = σI, with
the scalar σ > 0. In this case we have the descent gradient method. But due to
a small and constant step size, the convergence of the descent gradient method is
slow.
Finite diﬀerences quotient (Section 2.3.6) give a better approximation. This
method can always be applied, even if the function to be diﬀerentiated is only
available as black-box code. The forward diﬀerences formula for any twice diﬀer-
entiable function f is
(∇2xxf(x))ij =
f(x+ ε(ei + ej))− f(x+ εei)− f(x+ εej) + f(x)
ε2
,
where ε is a small positive scalar and ei is the ith unit vector. The ﬁnite diﬀerences
formula needs evaluation of f at x + ε(ei + ej) for all possible i = 1, ..., n and
j = 1, ..., n, totally n(n+1)
2
function evaluations, at the n points x+ εei, i = 1, ..., n,
as well as at the x. Evaluating the function n(n+1)
2
+ n+ 1 times is expensive. To
reduce computational costs, one could use a group approach with graph coloring
(Section 2.3.6), which allows to compute several derivatives at once with the same
function evaluations.
Another method for a Hessian approximation are the so-called update methods,
on which we will be focused in this section. These methods are an iterative update
of an initial symmetric positive deﬁnite matrix H [0]. The most popular method
of this kind is the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method, which was
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developed by Broyden [13], Fletcher [26], Goldfarb [35] and Shanno [67] indepen-
dently from each other. This method has a local superlinear convergence. It is a
rank-2 update, where one vector is obtained by few operations and the other by
matrix-vector multiplication. Since this update doesn’t need much computations,
in most cases, the BFGS method with its superlinear convergence is preferred over
the exact methods for computing Hessian matrix and its quadratic convergence
property. BFGS is very eﬃcient for small and medium size problems, but for
large-scale problems it requires a lot of memory storage, since the BFGS formula
always generates a dense matrix. The most large-scale problems rising from dif-
ferent applications are in general sparse. One could explore this sparsity structure
to overcome the drawbacks of the BFGS method.
After presenting the described BFGS method in Section 3.1, we will present some
updated methods which generate sparse matrices (Section 3.2). Still two issues
are remaining: performing permutation can be expensive and knowledge of the
Hessian sparsity structure is needed, which is not always the case. In Section
3.3 the limited memory BFGS method will be presented. It stores a small ﬁxed
number of vectors in the BFGS formula, resulting in less memory consumption
than the original BFGS method. Guided by this method we develop the algorithm
LBFGS, which doesn’t compute a whole Hesssian matrix, but instead it builds new
QP problems, arising from the SQP method, with an initial matrix and vectors
that represent the approximation implicitly. In this way the sparsity structure is
preserved without previous knowledge of it. In the last section of this chapter this
algorithm will be detailed.
3.1 BFGS method
To be able to formulate a BFGS method, we will ﬁrst start in the one-dimensional
case. For a given diﬀerentiable function f : R→ R Newton’s method is
x[k+1] = x[k] − f(x
[k])
f ′(x[k])
.
Newton’s method requires knowledge of the derivative and needs two function
evaluations per iteration. The secant method
x[k+1] = x[k] − x
[k] − x[k−1]
f(x[k])− f(x[k−1])f(x
[k]).
can be thought of as a ﬁnite diﬀerence approximation of Newton’s method
f ′(x[k]) ≈ f(x
[k])− f(x[k−1])
x[k] − x[k−1] .
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The order of convergence of the secant method is lower, approximately 1.618
(”golden ratio”), but it requires only one function evaluation per iteration, if
f(x[k−1]) is stored.
Extending the secant method to the multi-dimensional case leads to the BFGS
method. The BFGS method is an iterative rank-2 update of an initial positive
deﬁnite matrix H [0], often chosen as a diagonal matrix. The new updated Hessian
matrix H [k+1] has to satisfy the secant equation
H [k+1]s[k] = y[k] (3.2)
where
s[k] = x[k+1] − x[k], (3.3)
y[k] = ∇L(x[k+1], λ[k+1], μ[k+1])−∇L(x[k], λ[k+1], μ[k+1]). (3.4)
Updating the matrix with two correction terms
H [k+1] = H [k] + a[k]u[k](u[k])T + b[k]v[k](v[k])T , a[k], b[k] ∈ Rn
ensures that the Hessian matrix is always symmetric. (3.2) requires that
y[k] = H [k+1]s[k] = H [k]s[k] + a[k]u[k]((u[k])T s[k]) + b[k]v[k]((v[k])T s[k])
is satisﬁed. With the choice
u[k] := y[k],
v[k] := −H [k]s[k],
follows
a[k] =
1
(u[k])T s[k]
=
1
(y[k])T s[k]
,
b[k] =
1
(v[k])T s[k]
=
1
(s[k])TH [k]s[k]
.
Thus, the BFGS update formula is
H [k+1] = H [k] +
y[k](y[k])T
(s[k])Ty[k]
− H
[k]s[k](s[k])TH [k]
(s[k])TH [k]s[k]
. (3.5)
It can been shown that the BFGS update maintains the superlinear convergence
properties of the SQP method ([58] Chapter 18). But to achieve global convergence
the Hessian matrix has to be a positive deﬁnite matrix. The following theorem
ensures that a new BFGS update H [k+1] will be positive deﬁnite if the previous
BFGS update H [k] is positive deﬁnite and if certain condition is satisﬁed.
Theorem 3.1
If H [k] is positive deﬁnite then H [k+1] from the BFGS update is also a positive
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deﬁnite matrix iﬀ the curvature condition (y[k])T s[k] > 0 is satisﬁed.
Proof. [58] page 137-138.
The curvature condition may not hold if s[k] and y[k] are deﬁned by (3.3) and (3.4),
even if the iterates are close to the solution. To overcome this diﬃculty, one can
skip or damp the update. This approach is known as Powell’s trick.
Powell’s trick: To ensure (y[k])T s[k] > 0 for a symmetric and positive deﬁnite
matrix H [k], Powell proposes to do a new update H [k+1] with y˜[k] instead of y[k] if
(s[k])Ty[k] < 0.2 · (s[k])TH [k]s[k]. y˜[k] is calculated as
y˜[k] = θ[k]y[k] + (1− θ[k])H [k]s[k],
where the scalar θ[k] is deﬁned as
θ[k] =
⎧⎨
⎩
0.8(s[k])TH [k]s[k]
(s[k])TH [k]s[k] − (s[k])Ty[k] if (s
[k])Ty[k] < 0.2 · (s[k])TH [k]s[k],
1 otherwise.
Therefore, H [k+1] is computed as
H [k+1] = H [k] +
y˜[k](y˜[k])T
(s[k])T y˜[k]
− H
[k]s[k](s[k])TH [k]
(s[k])TH [k]s[k]
.
Remark 1. If θ[k] = 0 then H [k+1] = H [k], while choice θ[k] = 1 gives the ma-
trix (possibly indeﬁnite) produced by the unmodiﬁed BFGS update. Thus, the
choice of θ[k] between 0 and 1 will produce a matrix that interpolates the current
approximation H [k] and the one produced by the unmodiﬁed BFGS formula.
Remark 2. Note that a new Hessian H [k+1] will satisfy the modiﬁed secant con-
dition H [k+1]s[k] = y˜[k], so we will have (s[k])TH [k+1]s[k] = (s[k])T y˜[k] = 0.2 ·
(s[k])TH [k]s[k] > 0. The damping thus ensures that the positive curvature of the
Hessian in direction s[k], which is expressed in the term (s[k])TH [k]s[k] will never
decrease by more than a factor of 5.
Remark 3. Powell [60] has shown that also hereby superlinear convergence occurs.
3.1.1 Compact representations of BFGS formula
We will now describe a compact representation of the BFGS matrix. Many al-
gorithms for solving unconstrained as well as equality constrained optimization
problems require the inverse Hessian approximation B = H−1 instead of a direct
BFGS approximation H. The BFGS formula for the inverse Hessian matrix B[k+1]
is obtained by updating B[k] using the pair {s[k], y[k]}
B[k+1] = (v[k])TB[k]v[k] + ρ[k]s[k](s[k])T (3.6)
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where
ρ[k] =
1
(y[k])T s[k]
, v[k] = I − ρ[k]y[k](s[k])T (3.7)
and s[k] and y[k] are deﬁned as in (3.3) and (3.4).
The BFGS formula can also be expressed by updating the initial matrix B
[k]
0 k
times. Then (3.6) can be written as
B[k] = ((v[k−1])T · · · (v[0])T )B[k]0 (v[0] · · · v[k−1])
+ ρ[0]((v[k−1])T · · · (v[1])T )s[0](s[0])T (v[1] · · · v[k−1])
+ ρ[1]((v[k−1])T · · · (v[2])T )s[1](s[1])T (v[2] · · · v[k−1])
+
...
+ ρ[k−1]s[k−1](s[k−1])T .
(3.8)
Let us deﬁne the n×k matrices S[k] and Y [k] of the vectors {s[i], y[i]}, i = 0, ..., k−1
as
S[k] =
[
s[0], . . . , s[k−1]
]
, Y [k] =
[
y[0], . . . , y[k−1]
]
(3.9)
To obtain a new representation of the BFGS formula the following lemma is
needed.
Lemma 3.2
The product of k matrices of the form (3.7) satisﬁes
v[0] · · · v[k−1] = I − Y [k](R[k])−1(S[k])T
where R[k] is the k × k matrix
(R[k])i,j =
{
(s[i−1])Ty[j−1] if i ≤ j
0 otherwise
(3.10)
Proof. The proof can be obtained by induction (see Byrd, Nocedal, and Schnabel
[16]).
Now a compact representation of inverse Hessian matrix can be derived.
Theorem 3.3
Let B
[k]
0 be a symmetric and positive deﬁnite matrix and assume that the k pairs
{si, yi}k−1i=0 satisfy sTi yi > 0. Let B[k] be obtained by updating B[k]0 k times using the
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direct BFGS formula (3.5) and the pairs {si, yi}k−1i=0 . Then
B[k] = B
[k]
0 −
[
S[k] B
[k]
0 Y
[k]
] [
(R[k])T (D[k] + (Y [k])TB
[k]
0 Y
[k])(R[k])−1 −(R[k])T
−(R[k])−1 0
] [
(S[k])T
(Y [k])TB
[k]
0
]
,
(3.11)
where R[k] is given in (3.10) and D[k] is the k × k diagonal matrix
D[k] = diag
[
(s[0])Ty[0], . . . , (s[k−1])Ty[k−1]
]
. (3.12)
Proof. The proof of this theorem can be derived using Lemma 3.2 and performing
computations on BFGS formula for inverse Hessian matrix (3.8) (see [16]).
The following theorem gives the compact representation of the direct Hessian
matrix H [k]. We will later see that this representation is more convenient than
(3.6).
Theorem 3.4
Let H
[k]
0 be symmetric and positive deﬁnite matrix and assume that the k pairs
{si, yi}k−1i=0 satisfy sTi yi > 0. Let H [k] be obtained by updating H [k]0 k times using
the direct BFGS formula (3.5) and the pairs {si, yi}k−1i=0 . Then
H [k] = H
[k]
0 −
[
H
[k]
0 S
[k] Y [k]
] [
(S[k])TH
[k]
0 S
[k] L[k]
(L[k])T −D[k]
]−1 [
(S[k])TH
[k]
0
(Y [k])T
]
, (3.13)
where L[k] is the k × k matrix
(L[k])i,j =
{
(s[i−1])Ty[j−1] if i > j
0 otherwise
(3.14)
and D[k] is given in (3.12).
Proof. Applying the Sherman-Morison-Woodbury formula (it can be found in, for
example, Nocedal [58]) to the inverse Hessian matrix (3.11) we obtain the Hessian
matrix in compact representation (3.13). A detailed proof can be found in [16].
3.2 Block BFGS methods
The main problem of the BFGS method is that the Hessian matrix for large-scale
problems generally has a sparse structure, but the BFGS formula is approximating
the Hessian matrix which as a full dense matrix, so the cost of storing and manipu-
lating is expensive when the number of variables is large. For keeping the sparsity
structure of the Hessian matrix diﬀerent block-BFGS methods can be used.
If we know the sparsity structure of the matrix, we can divide the matrix by
blocks and apply the BFGS formula on every block separately. The BFGS matrix
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is guaranteed to be positive deﬁnite if the curvature condition holds for each block.
Block BFGS methods and the proof of their superlinear convergence property can
be found in [41].
In the following, we give examples of diﬀerent block BFGS approaches, regarding
how the blocks are formed. The general idea is to form the blocks as large as
possible including all nonzero elements and including as less as possible zero ele-
ments. In all examples we illustrate with ”×” nonzero elements and zero elements
are simply not presented.
3.2.1 Block matrix without intersections
For example, let the Hessian matrix have the following structure:
× ×
× ×
× × ×
× ×
× ×
⎡
⎢⎢⎢⎢⎢⎢⎣
⎤
⎥⎥⎥⎥⎥⎥⎦
There is one block of size 3×3 and one block of size 2×2, presented with squared
lines. Both blocks are approximated by the BFGS formula, independently. If we
denote ﬁrst block with H1, second block with H2 and we split vector s from (3.3)
on two vectors s1 ∈ R3 and s2 ∈ R2 as
s =
[
s1
s2
]
(3.15)
and vector y from (3.4) on two vectors u1 ∈ R3 and u2 ∈ R2 as
y =
[
u1
u2
]
then the new block updates H+p , p = 1, 2 are obtained using the following BFGS
formulas
H+p = Hp +
upu
T
p
sTp up
− Hpsps
T
pHp
sTpHpsp
, p = 1, 2.
Now, the matrices H+1 and H
+
2 are formed as
(H+1 )i,j =
{
(H+1 )i,j, if i, j ∈ {1, 2, 3}
0, otherwise,
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and
(H+2 )i,j =
{
(H+2 )i,j, if i, j ∈ {4, 5}
0, otherwise.
Particularly, the matrices are having the following structures
H+1 =
⎡
⎢⎢⎢⎢⎣
× × ×
× × ×
× × ×
⎤
⎥⎥⎥⎥⎦ , H+2 =
⎡
⎢⎢⎢⎢⎣ × ×
× ×
⎤
⎥⎥⎥⎥⎦ .
Note that zero elements in the ﬁrst block are treated as nonzero elements (colored
red).
Finally, new update of the whole Hessian matrix is
H+ = H+1 +H
+
2 .
3.2.2 Single intersection blocks
The convenient block structure without intersections is not usual in practice. The
more realistic structure has intersecting blocks. For example, if the structure
contains a single intersection block:
× ×
× ×
× × × ×
× ×
⎡
⎢⎢⎢⎢⎣
⎤
⎥⎥⎥⎥⎦
Again, we can apply the BFGS formula on each block, but now the question is how
to approximate the intersection. Intersections can be calculated using a convex
shifts. Let us deﬁne vectors
u1 =
⎡
⎣ y1y2
η1y3
⎤
⎦ and u2 =
[
(1− η1)y3
y4
]
,
where η1 ∈ R is chosen such that curvature conditions uTp sp > 0, p = 1, 2 are
satisﬁed. The BFGS formulas for the blocks are
H+p = Hp +
upu
T
p
sTp up
− Hpsps
T
pHp
sTpHpsp
, p = 1, 2,
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where vectors s1 and s2 are obtained as in (3.15). As before, we are forming the
matrices
(H+1 )i,j =
{
(H+1 )i,j, if i, j ∈ {1, 2, 3}
0, otherwise.
and
(H+2 )i,j =
{
(H+2 )i,j, if i, j ∈ {3, 4}
0, otherwise.
Then the whole Hessian matrix is updated
H+ = H+1 +H
+
2 .
3.2.3 Multiple intersections blocks
Even more realistic case is matrix with multiple intersections blocks. If a matrix
has the following structure
× ×
× × ×
× × × × ×
× × × ×
× × ×
⎡
⎢⎢⎢⎢⎢⎢⎣
⎤
⎥⎥⎥⎥⎥⎥⎦
then, as before, the BFGS formula is used on each block with the convexity shifts
on intersections. For η ∈ R2 such that curvature conditions uTp sp > 0, p = 1, 2, 3
are satisﬁed, the vectors u1, u2 and u3 are deﬁned as
u1 =
⎡
⎣ y1η1y2
η1y3
⎤
⎦ , u2 =
⎡
⎣ (1− η1)y2η2(1− η1)y3
η2y4
⎤
⎦ , u3 =
⎡
⎣(1− η1)(1− η2)y3(1− η2)y4
y5
⎤
⎦ .
Vector s is formed from s1 ∈ R3, s2 ∈ R3 and s3 ∈ R3 as
s =
⎡
⎣s1s2
s3
⎤
⎦ .
Then the BFGS formula is
H+p = Hp +
upu
T
p
sTp up
− Hpsps
T
pHp
sTpHpsp
, p = 1, 2, 3.
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Using above BFGS formula we are forming the matrices
(H+1 )i,j =
{
(H+1 )i,j, if i, j ∈ {1, 2, 3}
0, otherwise,
(H+2 )i,j =
{
(H+2 )i,j, if i, j ∈ {2, 3, 4}
0, otherwise,
and
(H+3 )i,j =
{
(H+3 )i,j, if i, j ∈ {3, 4, 5}
0, otherwise.
Summing these three matrices we get update of the whole Hessian matrix
H+ = H+1 +H
+
2 +H
+
3 .
3.2.4 Sparse BFGS
The main problem of the block BFGS approach is the fact that zero elements in
the blocks are treated as non-zero elements. Because of eﬃciency we would like
to treat as less zero elements. In principle the sparse BFGS method is performed
as described in Section 3.2.3, the main diﬀerence is simply that an intersection
between two blocks doesn’t require that an intersection with all blocks in between
exists.
For example, let the Hessian matrix has the same structure as in Section 3.2.3.
Now instead of forming 3 blocks of dimension 3× 3, we can form the ﬁrst block of
dimension 2 × 2 without including zero elements, while the second and the third
block remain the same.
× ×
× × ×
× × × × ×
× × × ×
× × ×
⎡
⎢⎢⎢⎢⎢⎢⎣
⎤
⎥⎥⎥⎥⎥⎥⎦
Now the vectors u1, u2 and u3 are deﬁned as
u1 =
[
y1
η1y3
]
, u2 =
⎡
⎣ y2η2(1− η1)y3
η2y4
⎤
⎦ , u3 =
⎡
⎣(1− η1)(1− η2)y3(1− η2)y4
y5
⎤
⎦ .
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where η ∈ R2 satisﬁes curvature conditions uTp sp > 0, p = 1, 2, 3. Vector s is
formed from s1 ∈ R2, s2 ∈ R3 and s3 ∈ R3. Then the BFGS formula is
H+p = Hp +
upu
T
p
sTp up
− Hpsps
T
pHp
sTpHpsp
, p = 1, 2, 3.
Using above BFGS formula we are forming the matrices
(H+1 )i,j =
{
(H+1 )i,j, if i, j ∈ {1, 3}
0, otherwise,
(H+2 )i,j =
{
(H+2 )i,j, if i, j ∈ {2, 3, 4}
0, otherwise,
and
(H+3 )i,j =
{
(H+3 )i,j, if i, j ∈ {3, 4, 5}
0, otherwise.
Summing these three matrices we get update of the whole Hessian matrix
H+ = H+1 +H
+
2 +H
+
3 .
It can be noticed that intersection elements are saved twice, and it is desirable in
terms of memory, to form as less as possible intersections. This means, the blocks
should be formed as large as possible. To determinate the largest blocks one has to
solve a very time-consuming combinatorial optimization problem, probably even
NP-hard problem. To solve this problem various algorithms have been developed,
for example, WORHP uses the reverse Cuthill-McKee (RCM) algorithm [18].
3.3 Limited memory BFGS
The main drawback of the BFGS method is that it produces dense matrices and
for large scale optimization, its storage requirements are too demanding in terms
of memory and calculation time. To overcome this problem a BFGS method with
limited memory can be used. There are diﬀerent approaches of limited memory
BFGS methods, but the main idea of limited memory BFGS is to avoid storing
the whole Hessian matrix and instead just store the initial Hessian matrix, usually
chosen to be diagonal, and a certain number of pairs of vectors to represent the
approximation implicitly.
First a limited memory BFGS method for unconstrained optimization and second
an extended approach for equality constrained optimization will be presented.
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3.3.1 Unconstrained optimization
When solving the unconstrained optimization problem
min
x∈Rn
f(x) (3.16)
with Newton’s method, the new update is obtained as
x[k+1] = x[k] − α[k]B[k]∇f(x[k]) (3.17)
where B[k] ≈ ∇2f(x[k])−1 (see (2.7)). B[k] can be computed by updating the initial
matrix B0 k times (see (3.8)). In limited memory BFGS we are updating B0 M
times, where M is a small ﬁxed number, usually chosen 5 < M < 25. Then we
have:
B[k] = ((v[k−1])T · · · (v[k−M ])T )B[k]0 (v[k−M ] · · · v[k−1])
+ ρ[k−M ]((v[k−1])T · · · (v[k−M+1])T )s[k−M ](s[k−M ])T (v[k−M+1] · · · v[k−1])
+ ρ[k−M+1]((v[k−1])T · · · (v[k−M+2])T )s[k−M+1](s[k−M+1])T (v[k−M+2] · · · v[k−1])
+
...
+ ρ[k−1]s[k−1](s[k−1])T .
(3.18)
Using symmetry of (3.18) Nocedal [57] developed a two loop recursion limited
memory BFGS algorithm which computes the product of the inverse Hessian ma-
trix and the gradient B[k]∇f(x[k]), by using ﬁrst backward and then forward re-
cursion. Herewith a new search direction for unconstrained optimization problems
is obtained without storing the whole Hessian matrix.
Algorithm 3.1 Two-loop recursion
q = ∇f(x[k])
for i = k − 1, k − 2, ..., k −M do
αi = ρis
T
i q
q = q − αiγi
end for
r = B
[k]
0 q
for i = k −M, k −M + 1, ..., k − 1 do
β = ρiγ
T
i d
r = r + si(αi − β)
end for
B[k]∇f(x[k]) = r.
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Remark: A recursive formula computes the product B[k]∇f(x[k]), but the gradient
∇f(x[k]) can be replaced by any vector v so the product B[k]v can be used for
constrained optimization. This will be shown in the next section.
Compact representations of limited memory BFGS formula
Here we will describe the other approach of limited memory BFGS for computing
the product B[k]∇f(x[k]). As the BFGS formula can be written in compact rep-
resentation (Section 3.1.1), the same can be done for the limited memory BFGS
matrix. The diﬀerence is now that we are updating the initial matrix with M
vector pairs {s, y} instead of k.
Now S[k] and Y [k] are deﬁned as n×M matrices
S[k] =
[
s[k−M ], . . . , s[k−1]
]
, Y [k] =
[
y[k−M ], . . . , y[k−1]
]
(3.19)
Let us deﬁne the initial inverse Hessian matrix B
[k]
0 as the diagonal matrix γ
[k]I,
for some scalar γ[k] > 0. Then the inverse Hessian matrix B[k] (see Theorem 3.3)
is calculated as follows
B[k] = γ[k]I−[S[k] γ[k]Y [k]] [(R[k])T (D[k] + γ[k](Y [k])TY [k])(R[k])−1 −(R[k])T−(R[k])−1 0
] [
(S[k])T
γ[k](Y [k])T
]
,
(3.20)
where R[k] is the M ×M matrix
(R[k])i,j =
{
(s[k−M−1+i])Ty[k−M−1+j] if i ≤ j
0 otherwise
(3.21)
and D[k] is the M ×M diagonal matrix
D[k] = diag
[
(s[k−M ])Ty[k−M ], . . . , (s[k−1])Ty[k−1]
]
(3.22)
Scalar γ[k] can be chosen as
γ[k] =
(y[k−1])T s[k−1]
(y[k−1])Ty[k−1]
.
This choice is common in practice (see Byrd, Nocedal, and Schnabel [16]). Analo-
gous to the inverse Hessian matrix, the direct limited memory Hessian matrix H [k]
(see Theorem 3.4) with the initial matrix H
[k]
0 = σ
[k]I is
H [k] = σ[k]I − [σ[k]S[k] Y [k]] [σ[k](S[k])TS[k] L[k]
(L[k])T −D[k]
]−1 [
σ[k](S[k])T
(Y [k])T
]
(3.23)
where L[k] is a M ×M matrix
(L[k])i,j =
{
(s[k−M−1+i])Ty[k−M−1+j] if i > j
0 otherwise
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and the diagonal matrix D[k] is given in (3.22). The scalar σ[k] has to be positive
and it can be chosen as
σ[k] =
(y[k−1])T s[k−1]
(s[k−1])T s[k−1]
. (3.24)
For the ﬁrst M iterations, if k ≤ M , both inverse B[k] and direct Hessian H [k]
matrices are the same as in BFGS formulas (3.11) and (3.13) respectively (only
replace M by k in (3.20) and (3.23)). For k > M , after new iterate x[k+1] is
computed, the oldest displacement s[k−M ] is deleted from S[k] and replaced by the
new displacement s[k].
Then the search direction B[k]∇f(x[k]) of the new iterate (3.17) can be calculated
eﬃciently using (3.20), refer to [16] for detailed information.
3.3.2 Equality constrained optimization
Now we will present a limited memory BFGS method applied to the equality
constrained nonlinear optimization problem:
min
x∈Rn
f(x)
s.t. g(x) = 0
(3.25)
Solving (3.25) by Newton’s method (Section 2.2.1) we obtain the system[
H [k] ∇g(x[k])
∇g(x[k])T 0
] [
d[k]
λ[k+1]
]
+
[ ∇f(x[k])
g(x[k])
]
= 0. (3.26)
In the following we will present how to solve this system eﬃciently. Search direction
d[k] can be expressed from the ﬁrst equation as
d[k] = −B[k](∇f(x[k]) +∇g(x[k])λ[k+1]) (3.27)
where B[k] = (H [k])−1. Multiplying (3.27) from left by ∇g(x[k])T we have
∇g(x[k])Td[k] = −∇g(x[k])TB[k]∇f(x[k])−∇g(x[k])TB[k]∇g(x[k])λ[k+1]. (3.28)
From the second component of (3.26) we have that ∇g(x[k])Td[k] = g(x[k]) and now
λ[k+1] can be obtained by solving
(∇g(x[k])TB[k]∇g(x[k]))λ[k+1] = −∇g(x[k])TB[k]∇f(x[k])− g(x[k]). (3.29)
Thus, solutions λ[k+1] and d[k] of the linear system (3.26) are obtained from (3.29)
and (3.27) respectively.
Note that the solution requires multiplications of the inverse Hessian matrix B[k]
with vectors∇f(x[k])+∇g(x[k])λ[k+1] and∇f(x[k]), as well the product∇g(x[k])TB[k]∇g(x[k]).
These computations can be obtained without ﬁrst computing the whole Hessian
matrix B[k]. In [16] an eﬃcient computation of B[k]v can be found, where v is an
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arbitrary vector and∇g(x[k])TB[k]∇g(x[k]) using limited BFGS formula in compact
representation (3.20).
Remark: Note that these computations can also be performed with two-loop re-
cursion (Algorithm 3.1).
3.4 LBFGS
Guided by the limited memory BFGS (Section 3.3), the LBFGS algorithm was
developed. It was motivated for the usage in the software WORHP. Thus, the
LBFGS method was developed specially for solving sparse large-scale nonlinear
optimization problems by an SQP method.
We will start with presenting how to compute eﬃciently several products involving
the Hessian matrix.
3.4.1 Computations
As we showed before, a compact representation of the direct Hessian matrix H
using limited memory BFGS is given as
H [k] = σ[k]I − [σ[k]S[k] Y [k]] [σ[k](S[k])TS[k] L[k]
(L[k])T −D[k]
]−1 [
σ[k](S[k])T
(Y [k])T
]
(3.30)
where
S[k] =
[
s[k−M ], . . . , s[k−1]
]
, Y [k] =
[
y[k−M ], . . . , y[k−1]
]
D[k] = diag
[
(s[k−M ])Ty[k−M ], . . . , (s[k−1])Ty[k−1]
]
(L[k])i,j =
{
(s[k−M−1+i])Ty[k−M−1+j] if i > j
0 otherwise
and
σ[k] =
(y[k−1])T s[k−1]
(s[k−1])T s[k−1]
.
To save the computational time we will store two n ×M matrices S[k] and Y [k],
and the M ×M matrices (S[k])TS[k], D[k], and L[k]. The matrices are stored by
coordinate storage (Section 2.4.4). This means that zero elements are not stored,
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and for a symmetric matrix just the lower triagonal part is stored. Therefore,
since (S[k])TS[k] is a symmetric matrix we are storing M(M+1)
2
elements, for the
diagonal matrix D[k] only M elements are stored and for the lower diagonal matrix
with zeros on the diagonal L[k] we need (M−1)M
2
entries. Since M is very small
the storage requirement of these three auxiliary matrices is negligible. In the
following algorithm we will show how to compute S[k], Y [k], (S[k])TS[k], D[k], L[k]
and σ[k] assuming that we already computed S[k−1], Y [k−1], (S[k−1])TS[k−1], D[k−1],
and L[k−1] in the previous iteration.
Algorithm 3.2 LBFGS computations in kth iteration
1: Compute s[k−1] using (3.3) and y[k−1] using (3.4)
2: Compute φik−1 = (s
[k−1])T s[i], i = k −M, ..., k − 1.
3: Compute ρik−1 = (s
[k−1])Ty[i], i = k −M, ..., k − 2.
4: Compute ρk−1k−1 = (s
[k−1])Ty[k−1].
5: Compute σ[k] =
ρk−1k−1
φk−1k−1
.
6: Update S[k] and Y [k]: delete the oldest columns s[k−M−1] and y[k−M−1] from
the matrices S[k−1] and Y [k−1] and add the new columns s[k−1] and y[k−1].
7: Update (S[k])TS[k]: delete the oldest column (s[i])T s[k−M−1], i = k − M −
1, ..., k − 2 from (S[k−1])TS[k−1] and add the new row φik−1.
8: Update L[k]: delete the oldest column (s[i])Ty[k−M−1], i = k−M, ..., k−2 from
the matrix L[k−1] and add the new row ρik−1.
9: Update D[k]: delete the oldest diagonal entry (s[k−M−1])Ty[k−M−1] from the
matrix D[k−1] and add the new diagonal entry ρk−1k−1.
In the ﬁrst step of Algorithm 3.2 the computation of s[k−1] and y[k−1] requires 2n
operations for the subtraction. Step 2 needsMnmultiplications andMn additions.
Step 3 needs (M − 1)n multiplications and (M − 1)n additions. Computation of
ρk−1k−1 require n multiplications and n additions. In step 5, σ
[k] costs only one
multiplication, since φk−1k−1 and ρ
k−1
k−1 have already been computed in steps 2 and 4,
respectively. In steps 6 to 9 the updates don’t require any arithmetic. Thus, in
total Algorithm 3.2 costs 2n(2M + 1) + 1 operations.
To illustrate these computations we will give an example. If we are saving 5 vector
pairs, e.g. M = 5, and we have matrices S[5], Y [5], (S[5])TS[5], L[5] and D[5] from
5. iteration, obtained by adding columns. Starting from 6. iteration the oldest
columns are deleted from the matrices and the new columns are added. Thus, for
k = 6 we are obtaining S[6], Y [6], (S[6])TS[6], L[6] and D[6] as follows:
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1. (S, Y ) The oldest columns are replaced by the new columns s[5] and y[5]
S[5] =
[
s[0], s[1], s[2], s[3], s[4]
]
, Y [5] =
[

y[0], y[1], y[2], y[3], y[4]
]
S[6] =
[
s[1], s[2], s[3], s[4], s[5]
]
, Y [6] =
[
y[1], y[2], y[3], y[4], y[5]
]
2. (STS) The oldest column is deleted and the new row is added using calcu-
lated products (s[5])T s[i], i = 1, ..., 5. Since the matrix STS is symmetric we
present just the lower triagonal part we are storing.
S[5]TS[5] =
(s[0])T s[0]
(s[1])T s[0] (s[1])T s[1]
(s[2])T s[0] (s[2])T s[1] (s[2])T s[2]
(s[3])T s[0] (s[3])T s[1] (s[3])T s[2] (s[3])T s[3]
(s[4])T s[0] (s[4])T s[1] (s[4])T s[2] (s[4])T s[3] (s[4])T s[4]
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
S[6]TS[6] =
(s[1])T s[1]
(s[2])T s[1] (s[2])T s[2]
(s[3])T s[1] (s[3])T s[2] (s[3])T s[3]
(s[4])T s[1] (s[4])T s[2] (s[4])T s[3] (s[4])T s[4]
(s[5])T s[1] (s[5])T s[2] (s[5])T s[3] (s[5])T s[4] (s[5])T s[5]
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
3. (L) Analogously, the oldest column is deleted and the new row is added using
calculated products (s[5])Ty[i], i = 1, ..., 4.
L[5] =
0
(s[1])Ty[0] 0
(s[2])Ty[0] (s[2])Ty[1] 0
(s[3])Ty[0] (s[3])Ty[1] (s[3])Ty[2] 0
(s[4])Ty[0] (s[4])Ty[1] (s[4])Ty[2] (s[4])Ty[3] 0
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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L[6] =
0
(s[2])Ty[1] 0
(s[3])Ty[1] (s[3])Ty[2] 0
(s[4])Ty[1] (s[4])Ty[2] (s[4])Ty[3] 0
(s[5])Ty[1] (s[5])Ty[2] (s[5])Ty[3] (s[5])Ty[4] 0
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
4. (D) The oldest diagonal entry is replaced by the new one (s[5])Ty[5]
D[5] =
(s[0])Ty[0]
(s[1])Ty[1]
(s[2])Ty[2]
(s[3])Ty[3]
(s[4])Ty[4]
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
D[6] =
(s[1])Ty[1]
(s[2])Ty[2]
(s[3])Ty[3]
(s[4])Ty[4]
(s[5])Ty[5]
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
For a further discussion, we simplify notations by introducing the matrices V ∈
R
2M×n and U ∈ R2M×2M
V =
[
σ[k](S[k])T
(Y [k])T
]
(3.31)
U =
[
σ[k](S[k])TS[k] L[k]
(L[k])T −D[k]
]−1
. (3.32)
Then (3.30) can be written as
H = σI − V TU−1V. (3.33)
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3.4.2 QP formulation for LBFGS
As we have already seen, if the nonlinear optimization problem is solved by an
SQP method, in each iteration we are solving a QP problem of the form
min
d∈Rn
1
2
dHd+ cd
s.t. Ad = b,
Cd ≤ p.
(3.34)
Instead of computing the Hessian matrix H we can directly replace its compact
representation (3.33) into a QP problem. Hence we get
min
d∈Rn
1
2
d(σI − V TU−1V )d+ cd
s.t. Ad = b,
Cd ≤ p.
(3.35)
Now the problem is still the computation of the product V TU−1V . The idea is to
introduce auxiliary variables r ∈ R2M such that
V d = −Ur (3.36)
is satisﬁed. Therefore the QP problem (3.35) becomes
min
(d,r)∈Rn+2M
1
2
σ‖d‖2 − rTUr + cTd
s.t. Ad = b
Cd ≤ p
V d+ Ur = 0.
(3.37)
Note that r was chosen to avoid computing the inverse matrix of U and to maintain
the symmetry of the KKTmatrix (which will be shown later in Section 3.4.5). Let’s
introduce the following notation:
d˜ =
[
d
r
]
, c˜ =
[
c
0
]
, A˜ =
[
A 0
V U
]
, b˜ =
[
b
0
]
, C˜ =
[
C 0
]
, p˜ = p, (3.38)
H˜ =
[
σI 0
0 −U
]
. (3.39)
Then the QP problem (3.37) is transformed to the standard QP problem formu-
lation:
min
d˜∈Rn+M
1
2
d˜H˜d˜+ c˜d˜
s.t. A˜d˜ = b˜,
C˜d˜ ≤ p˜.
(3.40)
Remark : The Hessian matrix H˜ (3.39) of the new QP problem is indeﬁnite, even
though the QP problem (3.40) is equivalent to the strictly convex problem (3.35).
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Nevertheless, if the iterate is feasible for problem (3.40), H˜ has positive curvature
for directions which maintain linear feasibility.
In other words, if the iterate d˜ =
[
d
r
]
is feasible, i.e. V d + Ur = 0 and the next
iterate
[
d+Δd
r +Δr
]
is feasible as well, i.e. V (d+Δd)+U(r+Δr) = 0, then it follows
that VΔd + UΔr = 0 and for directions Δd˜ =
[
Δd
Δr
]
the Hessian matrix H˜ is
positive deﬁnite:
Δd˜T H˜ Δd˜ =
[
Δd
Δr
]T [
σI 0
0 −U
] [
Δd
Δr
]
= ΔdTσIΔd−ΔrTUΔr
= ΔdTσIΔd−ΔdTV TU−1VΔd
= ΔdTHΔd > 0.
The last inequality ΔdTHΔd > 0 holds, since H has the form of a strictly positive
deﬁnite matrix (Powell’s trick).
3.4.3 LBFGS with Primal-Dual Interior-Point Algorithm
In the Section 2.4.1 we have introduced a Primal-Dual Interior-Point method for
solving QP problems. Now we will present this method for solving the new QP
problem (3.40).
By introducing the slack variables z ∈ Rmi and by adding a log-barrier term to
the objective function we obtain the following QP problem:
min
d˜∈Rn+M
1
2
d˜H˜d˜+ c˜d˜− γ
mi∑
i=1
log zi
s.t. A˜d˜ = b˜
C˜d˜+ z = p˜
(3.41)
The KKT conditions of this problem are
H˜d˜+ A˜λ˜QP + C˜μ˜QP = −c˜, (3.42)
A˜d˜ = b˜, (3.43)
C˜d˜+ z = p˜, (3.44)
− γ
zi
+ μ˜QPi = 0, i = 1, . . . ,mi. (3.45)
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The Lagrange multipliers λ˜QP ∈ Rme+2M and μ˜QP ∈ Rmi are deﬁned as
λ˜QP =
[
λQP
ρ
]
and μ˜QP = μQP , (3.46)
where λQP and μQP are Lagrange multipliers from QP problem (3.35) and ρ ∈ R2M
is the Lagrange multiplier for the new condition (3.36). If we replace (3.38) and
(3.39) into the system (3.42)-(3.45) we get the KKT system
[
σI 0
0 −U
] [
d
r
]
+
[
A 0
V U
] [
λQP
ρ
]
+
[
C 0
]
μQP = −
[
c
0
]
,[
A 0
V U
] [
d
r
]
=
[
b
0
]
,
[
C 0
] [d
r
]
+ z = p,
− γ
zi
+ μQPi = 0, i = 1, . . . ,mi.
In the other formulation (performing matrix-vector multiplications) the following
system is obtained:
σd+ ATλQP + C
TμQP + V
Tρ+ c = 0, (3.47)
−Ur + Uρ = 0, (3.48)
Ad = b, (3.49)
V d+ Ur = 0, (3.50)
Cd+ z = p, (3.51)
− γ
zi
+ μQPi = 0, i = 1, . . . ,mi. (3.52)
From (3.48) it follows that ρ = r replacing it into (3.47) we get the KKT conditions
in the form which we will use:
σd+ ATλQP + C
TμQP + V
T r + c = 0,
Ad = b,
V d+ Ur = 0,
Cd+ z = p,
− γ
zi
+ μQPi = 0, i = 1, . . . ,mi.
The residuals for the minor QP iteration j are deﬁned as
r
[j]
σI = σd
[j] + Aλ[j]QP + C
μ[j]QP + V
r[j] + c, (3.53)
r
[j]
A = Ad
[j] − b,
r
[j]
C = Cd
[j] + z[j] − p,
r
[j]
V U = V d
[j] + Ur[j].
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With these formulations, LBFGS with Mehrotra Predictor-Corrector is presented
in Algorithm 3.3. In comparison to Algorithm 2.5, just steps 4, 6 and 8 diﬀer.
The diﬀerence is that now we are solving two larger but sparser linear system of
equations, in steps 4 and 6, and the new auxiliary variable r is updated in step 8.
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Algorithm 3.3 LBFGS with Mehrotra Predictor-Corrector
1: Choose d[0], λ
[0]
QP , μ
[0]
QP > 0, z
[0] > 0 and r[0] and parameters τ ∈ [2, 4],
θmin ∈ (0, 1) and set j = 0.
2: while termination criteria is not satisﬁed do
3: set γ[j] =
(μ
[j]
QP )
T z[j]
mi
4: solve the linear equation system
⎡
⎢⎢⎢⎢⎣
σI A C 0 V T
A 0 0 0 0
C 0 0 I 0
0 0 Z [j] M [j] 0
V 0 0 0 U
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
Δdaff
ΔλaffQP
ΔμaffQP
Δzaff
Δraff
⎤
⎥⎥⎥⎥⎦ = −
⎡
⎢⎢⎢⎢⎢⎣
r
[j]
σI
r
[j]
A
r
[j]
C
M [j]Z [j]e
r
[j]
V U
⎤
⎥⎥⎥⎥⎥⎦
with Z [j] = diag(z
[j]
1 , . . . , z
[j]
m ) and M [j] = diag(μ
[j]
QP1
, . . . , μ
[j]
QPm
).
5: compute the step size
αaff = arg max
α∈(0,1]
{[
μ
[j]
QP
z[j]
]
+ α
[
ΔμaffQP
Δzaff
]
≥ 0
}
and set
γaff =
(
μ
[j]
QP + αaffΔμ
[j]
QP
) (
z[j] + αaffΔz
aff
)
mi
,
ω =
(
γaff
γ[j]
)τ
.
6: solve the linear equation system
⎡
⎢⎢⎢⎢⎣
σI A C 0 V T
A 0 0 0 0
C 0 0 I 0
0 0 Z [j] M [j] 0
V 0 0 0 U
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
Δd
ΔλQP
ΔμQP
Δz
Δr
⎤
⎥⎥⎥⎥⎦ = −
⎡
⎢⎢⎢⎢⎢⎣
r
[j]
σI
r
[j]
A
r
[j]
C
M [j]Z [j]e− ωγ[j]e+ΔMaffΔZaffe
r
[j]
V U
⎤
⎥⎥⎥⎥⎥⎦ .
7: compute θ[j] = max {θmin, 1− γ[j]} and the step size
αˆ = arg max
α∈(0,1]
{
θ[j]
[
μ
[j]
QP
z[j]
]
+ α
[
ΔμQP
Δz
]
≥ 0
}
.
8: update new iterates
(d[j+1], λ
[j+1]
QP , μ
[j+1]
QP , z
[j+1], r[j+1]) = (d[j], λ
[j]
QP , μ
[j]
QP , z
[j], r[j])+αˆ(Δd,ΔλQP ,ΔμQP ,Δz,Δr)
9: set j = j + 1
10: end while
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3.4.4 Termination criteria
The Algorithm 3.3 stops if one of the following termination criteria is fulﬁlled.
• The algorithm terminates successfully if
max
i=1,...,m
μ
[j]
QPi
z
[j]
i ≤ 
γ,
‖r[j]σI‖∞ ≤ 
r‖(σI, c)‖∞,
‖(r[j]A , r[j]C , r[j]V U)‖∞ ≤ 
r‖(A,C, V, U, b, p)‖∞,
with tolerances 
γ and 
r.
• The problem is declared infeasible, if
φ[j] > 10−8 and φ[j] ≥ 104 min
1≤i≤j
φ[i].
The term
φ[j] =
‖(r[j]σI , r[j]A , r[j]C , r[j]V U)‖∞ + 
[j]gap
‖(σI, A, C, V, U, c, b, p)‖∞
measures the optimality of the QP, since (d[j], λ
[j]
QP , μ
[j]
QP , z
[j], r[j]) is optimal
if and only if φ[j] = 0. 
gap denotes the duality gap of the primal QP and its
dual form,

[j]gap = σd
[j])Td[j] − r[j]TUr[j] + cTd[j] + bλ[j]QP + pμ[j]QP .
Both problems are assumed to be strictly convex, thus the duality gap is
zero for the optimal solution.
• The algorithm terminates with unknown status, if there is no progress, i.e.
j ≥ 30 and min
0≤i≤j
φ[i] ≥ 1
2
min
1≤i≤j−30
φ[i],
or if
‖(r[j]σI , r[j]A , r[j]C , r[j]V U)‖∞ > 
r‖(σI, A, C, V, U, c, b, p)‖∞
and
‖(r[j]σI , r[j]A , r[j]C , r[j]V U)‖∞
γ[j]
≥ 108‖(r
[0]
σI , r
[0]
A , r
[0]
C , r
[0]
V U)‖∞
γ[0]
hold.
• The algorithm terminates after the maximum number of iterations is reached
j = jmax.
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3.4.5 Solving linear equation system
In Algorithm 3.3 we are solving two linear equation systems (step 4 and step 6).
Both systems can be written in the general form:⎡
⎢⎢⎢⎢⎣
σI A C 0 V T
A 0 0 0 0
C 0 0 I 0
0 0 Z M 0
V 0 0 0 U
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
Δd
ΔλQP
ΔμQP
Δz
Δr
⎤
⎥⎥⎥⎥⎦ = −
⎡
⎢⎢⎢⎢⎣
rσI
rA
rC
rμQP ,z
rV U
⎤
⎥⎥⎥⎥⎦ .
Similar to previous chapter, solving the third equation directly we get
Δz = −(rC + CΔd)
and inserting its solution into the fourth equation and then multiplying it by
−M−1, a symmetric system is obtained:⎡
⎢⎢⎣
σI A C V T
A 0 0 0
C 0 −M−1Z 0
V 0 0 U
⎤
⎥⎥⎦
⎡
⎢⎢⎣
Δd
ΔλQP
ΔμQP
Δr
⎤
⎥⎥⎦ = −
⎡
⎢⎢⎣
rσI
rA
−M−1rμQP ,z + rC
rV U
⎤
⎥⎥⎦ . (3.54)
Recall M−1Z is a diagonal and U is a symmetric matrix.
The symmetric system (3.54) is solved by an iterative or direct method as shown
in Section 2.4.3.
Regularization
The KKT matrix from the system (3.54)⎡
⎢⎢⎣
σI A C V T
A 0 0 0
C 0 −M−1Z 0
V 0 0 U
⎤
⎥⎥⎦
might be singular or almost singular due to linear dependent equality constraints.
To overcome this problem, KKT conditions can be perturbed as follows
Ad− δλQP = b,
C − δμQP ≤ p,
V d+ Ur − δρ = 0.
62 3.4. LBFGS
From equation (3.48) we saw that Lagrange multiplier is ρ = r. This yields a
perturbed KKT-matrix⎡
⎢⎢⎣
σI A C V T
A −δIA 0 0
C 0 −M−1Z − δIC 0
V 0 0 U − δIU
⎤
⎥⎥⎦
where IA, IC and IU are identity matrices and δ > 0 is the relaxation parameter.
The strategy for choosing δ has been described in Algorithm 2.6.
3.4.6 Powell’s trick
In Section 3.1 we presented Powell’s trick to ensure that the BFGS matrix is
positive deﬁnite. Analogously, we will use Powell’s trick in LBFGS. Hence, to
obtain H [k+1], we will do an update with
y˜[k] = θ[k]y[k] + (1− θ[k])H [k]s[k]
instead of y[k], if (s[k])Ty[k] < 0.2 · (s[k])TH [k]s[k]. The scalar θ[k] is deﬁned as
θ[k] =
⎧⎨
⎩
0.8(s[k])TH [k]s[k]
(s[k])TH [k]s[k] − (s[k])Ty[k] if (s
[k])Ty[k] < 0.2 · (s[k])TH [k]s[k],
1 otherwise.
To be able to perform Powell’s trick one needs to compute the products H [k]s[k]
and (s[k])TH [k]s[k]. Since in LBFGS we are not computing the whole Hessian
matrix nor a matrix-vector product, the idea of eﬃciently computing H [k]s[k] and
(s[k])TH [k]s[k] is as follows. Since we know that
s[k] = x[k+1] − x[k] = α[k]d[k],
H [k] = σ[k]I − (V [k])TU−1V [k],
V [k]d[k] = −U [k]r[k],
H [k]s[k] can be calculated as
H [k]s[k] = σ[k]s[k] − (V [k])TU−1V [k]s[k]
= σ[k]s[k] − (V [k])TU−1V [k]α[k]d[k]
= σ[k]s[k] + α[k](V [k])T r[k].
Note that a matrix-vector product (V [k])T r[k] has been already computed in resid-
ual (3.53).
The curvature (s[k])TH [k]s[k] is easily obtained by the product of two vectors (s[k])T
and H [k]s[k].
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3.4.7 LBFGS algorithm
Algorithm 3.4 presents the solving process for nonlinear optimization problem with
the previously described LBFGS method.
Algorithm 3.4 LBFGS
1: Start with major iteration k = 0
2: choose initial x[0], λ[0] and μ[0]
3: while termination criteria (2.28) is not satisﬁed do
4: evaluate ∇L(x[k], λ[k], μ[k]) and ∇L(x[k−1], λ[k], μ[k])
5: if k = 0 then
6: set H = I
7: solve QP using Algorithm 2.5 to get d[0], λ
[0]
QP and μ
[0]
QP
8: else
9: compute
s[k−1] = x[k] − x[k−1],
y[k−1] = ∇L(x[k], λ[k], μ[k])−∇L(x[k−1], λ[k], μ[k])
10: compute (s[k−1])Ty[k−1]
11: perform Powell’s trick (Section 3.4.6)
12: compute (s[k−1])T s[i], i = k −M, ..., k − 1
13: compute (s[k−1])Ty[i], i = k −M, ..., k − 2
14: compute σ[k] =
(y[k−1])T s[k−1]
(s[k−1])T s[k−1]
15: update S[k], Y [k], (S[k])TS[k], L[k] and D[k]
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16: set the minor QP iteration to j = 0
17: while one of termination criteria from Section 3.4.4 is not satisﬁed do
18: form the symmetric KKT matrix:
K =
⎡
⎢⎢⎣
σ[k]I (A[k])T (C [k])T (V [k])T
A[k] 0 0 0
C [k] 0 −(M [j])−1Z [j] 0
V [k] 0 0 U [k]
⎤
⎥⎥⎦ (3.55)
19: if matrix (3.55) needs to be regularized then
20:
K˜ =
⎡
⎢⎢⎣
σ[k]I (A[k])T (C [k])T (V [k])T
A[k] −δ[k]IA 0 0
C [k] 0 −(M [j])−1Z [j] − δ[k]IC 0
V [k] 0 0 U [k] − δ[k]IU
⎤
⎥⎥⎦
21: end if
22: solve Algorithm 3.4 using K or K˜ to get d[j], λ
[j]
QP , μ
[j]
QP , z
[j] and r[j]
23: j = j + 1
24: end while
25: d[k] = d[j], λ
[k]
QP = λ
[j]
QP and μ
[k]
QP = μ
[j]
QP
26: end if
27: determinate step size α[k] using merit function or ﬁlter method
28: update primal variable x[k+1] = x[k] + α[k]d[k]
29: update dual variable λ[k+1] = (1− α[k])λ[k] + α[k]λ[k]QP
30: update dual variable μ[k+1] = (1− α[k])μ[k] + α[k]μ[k]QP
31: k = k + 1
32: end while
Chapter 4
Optimal Control Problem
In the 1960’s during the ”space race” between the former Soviet Union and the
United States, the need of new theory and computational methods for the cal-
culation of ﬂight trajectories in space exploration, brought the optimal control
theory into existence. The main contributions are due to the work of Lev Pon-
tryagin (Soviet Union) and Richard Bellman (United States). But the ﬁeld now
has wider applications to aerospace engineering, like process control, traﬃc ﬂow
control, power systems and economics.
In this chapter the general background of an optimal control problem will be
formulated. The ﬁrst reason we are discussing the optimal control problem is
that its discretization leads to sparse and large-scale nonlinear optimization and
dimension of NLP can be increased easily by a higher discretization. The second
reason is that we will show the numerical results of the LBFGS method by solving
some optimal control problems.
As we have seen before, in the nonlinear optimization problem we are determining
a ﬁnite set of variables which satisfy the given constraints such that an objective
function is minimized. The optimal control problem is formulated in a similar way,
but the main diﬀerence is that the nonlinear optimization problem is a static, e.g.
time independent problem. On the other hand, in the optimal control problem,
we are searching a continuous function, subject to the given dynamic system and
to some additional constraints, such that an objective function is minimized.
An optimal control problem can be solved using an indirect method or a direct
method. In an indirect method, the calculus of variations is used to determine the
ﬁrst-order optimality conditions of an optimal control problem. This approach
leads to a multiple-point boundary-value problem. The optimal solution is found
by solving a system of diﬀerential equations that satisﬁes endpoint and interior
point conditions. The disadvantage of indirect methods is that the boundary-value
problem is often extremely diﬃcult to solve. In a direct method, the optimal con-
trol problem is discretized to a nonlinear optimization problem, which is then
solved using some of the optimization techniques (see Chapter 2). Some of the
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advantages of using direct methods is that ”state of the art” NLP solvers are
available and inequality constraints are easy to handle. In this work we will fo-
cus on the direct methods. The corresponding theory of optimal control can be
extensively found in literature, for example, in Betts [6] or in Bryson and Ho [14].
In Section 4.1 an optimal control problem is formulated and some related deﬁ-
nitions are given. Then a discretization of the optimal control problem, as well
as an integration method will be given. In Section 4.4 the multi-phase optimal
control will be deﬁned. Finally, in the last section, a software for transforming
optimal control problems to nonlinear optimization problems, TransWORHP, will
be presented.
4.1 Problem formulation
We will start with deﬁning some basic concepts of optimal control theory.
The state of a system at time t ∈ [t0, tf ] is expressed by a vector
x(t) = (x1(t), . . . , xn(t))
T ∈ Rn,
which is called state vector and its entries xi(t), i = 1, . . . , n, are called state
variables. The system is controlled using a control vector
u(t) = (u1(t), . . . , um(t))
T ∈ Rm,
with controls uj(t), j = 1, . . . ,m. For the initial time t0 ∈ R we call x(t0) the
initial state, and for the ﬁnal time tf ∈ R we call x(tf ) the ﬁnal state. The
optimal control problem with an initial time t0 can be transformed to the optimal
control problem with the initial time t0 = 0 by shifting a system of diﬀerential
equations. We assume t0 = 0 and the ﬁnal time tf can be ﬁxed or free.
Deﬁnition 4.1 (Dynamics of the system). The changes of the state in time are
given as a system of diﬀerential equations
x˙(t) =
dx(t)
dt
= f(x(t), u(t), t), t ∈ [0, tf ], (4.1)
which is called the dynamics of the system. Here, the continuous function f :
R
n × Rm × [0, tf ] → Rn is continuously diﬀerentiable with respect to the state x
and the control u.
Deﬁnition 4.2 (Boundary constraints). Let r ∈ N, 0 ≤ r ≤ 2n and the contin-
uously diﬀerentiable function ω : Rn × Rn → Rr. Then the boundary constraints
are
ω(x(0), x(tf )) = 0. (4.2)
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Remark: In practical problems the initial state x(0) is often known explicitly.
Then the boundary conditions (4.2) can be expressed as
x(0) = x0,
ω(x(tf )) = 0,
with x0 ∈ Rn and ω : Rn → Rr, r ≤ n.
In addition to the above boundary conditions, state and control constraints can
be deﬁned.
Deﬁnition 4.3 (State and control constraints). The function C is deﬁned as
C(x(t), u(t), t) = (C1(x(t), u(t)), . . . , Cl(x(t), u(t)))
T .
(i) Let C : Rn × Rm → Rl. Then the constraints of the form
C(x(t), u(t), t) ≤ 0, ∀t ∈ [0, tf ]. (4.3)
are called the mixed constraints.
(ii) Let Ci : R
n → R for i ∈ {1, ..., l}. Then the constraints of the form
Ci(x(t), t) ≤ 0, ∀t ∈ [0, tf ], i ∈ {1, ..., l}.
are called the state constraints.
(iii) Let Ci : R
m → R for i ∈ {1, ..., l}. Then the constraints of the form
Ci(u(t)) ≤ 0, ∀t ∈ [0, tf ], i ∈ {1, ..., l}.
are called the control constraints.
Remark : Simple optimal constraints, for umin, umax ∈ Rm,
umin ≤ u(t) ≤ umax, ∀t ∈ [0, tf ]
are called box constraints. For this box constraints, the feasible region of the
control is:
U := [u1,min; u1,max]× · · · × [um,min; um,max] ⊂ Rm.
Deﬁnition 4.4 (Objective function). A function
F (x, u) := φ(x(tf )) +
∫ tf
0
f0(x(t), u(t), t)dt (4.4)
is referred as objective function. The functions φ : Rn → R and f0 : Rn × Rm ×
[0, tf ] → R are continuously diﬀerentiable with respect to all arguments.
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Now we can formulate the optimal control problem, where we want to determine a
control u(t) subject to the dynamics of the system (4.1), to boundary constraints
(4.2) and to mixed constraints (4.3), so that the given objective function (4.4) is
minimized.
Deﬁnition 4.5. The optimal control problem (OCP) is:
min
x,u,tf
F (x, u) = φ(x(tf )) +
∫ tf
0
f0(x(t), u(t), t)dt
s.t. x˙(t) = f(x(t), u(t), t), t ∈ [0, tf ]
x(0) = x0,
ω(x(tf )) = 0,
C(x(t), u(t)) ≤ 0, t ∈ [0, tf ].
(4.5)
Now we will discuss some classes of an optimal control problem.
The optimal control problem (4.5) is known as the problem of Bolza (c. 1900). If
an objective function F (x, u), is deﬁned as
F (x, u) =
∫ tf
0
f0(x(t), u(t), t)dt
the problem is know as the problem of Lagrange (c. 1780) and if
F (x, u) = φ(x(tf ))
it is known as the problem of Mayer (c. 1890).
If the function f doesn’t depend explicitly on time, i.e. dynamics of the system is
x˙(t) = f(x(t), u(t)),
and if the function f0 doesn’t depend explicitly on time, i.e. objective function is
F (x, u) = φ(x(tf )) +
∫ tf
0
f0(x(t), u(t))dt,
then an optimal control problem is called autonomous, otherwise it is nonau-
tonomous. The autonomous systems are common for mechanical problems. Every
nonautonomous optimal control problem can be reformulated to an equivalent au-
tonomous optimal control problem by introducing a new state variable xn+1 such
that x˙n+1 = 1 and xn+1(0) = 0.
Final time tf can be free or ﬁxed. Optimal control problem with free ﬁnal time
can be transformed to the optimal control problem with ﬁxed ﬁnal time. Maurer
and Oberle [53] transformed autonomous optimal control problem by augmenting
the state dimension and by introducing the free ﬁnal time as an additional state
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variable. The new time variable τ ∈ [0, 1] is deﬁned by
t = τ · tf , 0 ≤ τ ≤ 1.
The same notation is used for state and the control variable with respect to the
new time variable τ
x(τ) := x(τ · tf ), u(τ) := u(τ · tf ).
The augmented state
x˜ :=
[
x
xn+1
]
∈ Rn+1, xn+1 := tf ,
satisﬁes the diﬀerential equations
dx
dτ
= tf · f(x(τ), u(τ)), dxn+1
dτ
≡ 0.
Hence, the transformed optimal control problem on the ﬁxed time interval [0, 1] is
min F (x˜, u) = φ˜(x˜(1)) +
∫ tf
0
f˜0(x˜(τ), u(τ))dτ
s.t.
dx˜
dτ
= f˜(x˜(τ), u(τ)), τ ∈ [0, 1]
x˜(0) = x˜0,
ω˜(x˜(1)) = 0,
C˜(x˜(τ), u(τ)) ≤ 0, τ ∈ [0, 1].
The functions are given by
φ˜(x˜(1)) := φ(x(1)),
f˜0(x˜, u) := tf · f0(x, u)
f˜(x˜, u) :=
[
tf · f(x, u)
0
]
,
ω˜(x˜(1)) := ω(x(1)),
C˜(x˜, u) := C(x, u).
We will deﬁne the term solution of the optimal control problem (4.5) for the ﬁxed
time tf . With W1,∞ we denote the space of absolutely continuous functions with
essentially bounded ﬁrst derivative and with L∞ the space of essentially bounded
functions.
Deﬁnition 4.6 (Feasible and optimal solution). Suppose that x ∈ W1,∞(0, tf ;Rn)
is a vector of continuous and piecewise continuous diﬀerentiable functions and the
components of u ∈ L∞(0, tf ;Rm) are piecewise continuous functions. A solution
(x, u) of the system (4.1), with the control u : [0, tf ] → Rm and the correspond-
ing trajectory x : [0, tf ] → Rn which fulﬁlls the conditions (4.2) and (4.3) of the
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problem (4.5), is called the feasible solution for the ﬁnal time tf . Additionally, if
a feasible solution (x, u) satisﬁes
F (x, u) ≤ F (x, u)
for all feasible solutions (x, u), with u : [0, tf ] → Rm and x : [0, tf ] → Rn, it is
called the optimal solution.
Vector x is called the optimal trajectory and u the optimal control.
4.2 Discretization
Using a direct method for solving an optimal control problem, the inﬁnite dimen-
sional optimal control problem (4.5) is approximated by a nonlinear optimization
problem with a ﬁnite number of parameters, by discretizing the control and the
state variables.
The continuous time t ∈ [0, tf ] can be discretized by a set of grid points:
0 = t1 ≤ t2 ≤ · · · ≤ tN = tf , N ∈ N.
The grid points ti, i = 1, ..., N , are not necessarily equidistant. The approximation
for the control u(ti) and the state x(ti) in the grid point ti are denoted by u
i and
xi:
ui ≈ u(ti), xi ≈ x(ti).
A simple approximation of the integral of the objective function between two grid
points ti and ti+1 is given by
ti+1∫
ti
f0(x(t), u(t), t)dt ≈ (ti+1 − ti)f0(xi, ui, ti).
Then the integral of the objective function between ﬁrst grid point t1 and the grid
point ti+1, for i = 1, . . . , N − 1, we obtain:
ti+1∫
t1
f0(x(t), u(t), t)dt ≈
ti∫
t1
f0(x(t), u(t), t)dt+ (ti+1 − ti)f0(xi, ui, ti).
By recursion, we get
ti+1∫
t1
f0(x(t), u(t), t)dt ≈
N−1∑
i=1
(ti+1 − ti)f0(xi, ui, ti).
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Similarly, a system of diﬀerential equations can be solved using Euler’s method:
xi+1 = xi + (ti+1 − ti)f(xi, ui, ti), i = 1, . . . , N − 1. (4.6)
If we denote hi := ti+1 − ti, i = 1, . . . , N − 1, then the discretized optimal control
problem is:
min
x,u
φ(xN) +
N−1∑
i=1
hif0(x
i, ui, ti)
s.t xi+1 = xi + hif(x
i, ui, ti), i = 1, . . . , N − 1
ω(x1, xN) = 0
C(xi, ui) ≤ 0, i = 1, . . . , N.
(4.7)
Note that the discretized optimal control problem (4.7) is a nonlinear optimal
problem. Let us denote the optimization variable by z = (x, u) ∈ R(n+m)N , with
G(z) = 0 as the grouped equality constraints and with H(z) ≤ 0 as the grouped
inequality constraints. This yields to the nonlinear optimization problem:
min
z
F (z)
s.t. G(z) = 0,
H(z) ≤ 0.
Further, this NLP problem is being solved as shown in Section 2.2.
4.3 Integration methods
Let us denote fi := f(x
i, ui, ti), i = 1, . . . , N − 1. Then Euler’s method for the
dynamics of the system (4.6) can be written as
0 = xi+1 − xi − hifi.
Discretization can be done using implicit methods. In the following the trapezoidal
rule and the Hermite-Simpson method applied on the dynamics of the system and
on the objective function are given.
The trapezoidal rule is of order O(h2):
0 = xi+1 − xi − hi
2
(fi + fi+1) (4.8)
The Hermite-Simpson method requires an additional function evaluation and an
additional control variable has to be deﬁned at the intermediate point ti+ 1
2
=
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1
2
(ti + ti+1) and is of order O(h4):
0 = xi+
1
2 − 1
2
(xi+1 + xi)− hi
8
(fi − fi+1)
0 = xi+1 − xi − hi
6
(fi+1 + 4fi+ 1
2
+ fi)
(4.9)
The objective function of the optimal control is
F [x, u] = φ(x(tf )) +
tf∫
0
f0(x(t), u(t), t) dt.
Let f i0 := f0(x
i, ui, ti), i = 1, . . . , N − 1. Then
i. Euler’s method is:
F [x, u] = φ(xN) +
N−1∑
i=1
hif
i
0
ii. the trapezoidal rule is:
F [x, u] = φ(xN) +
N−1∑
i=1
hi
2
(
f i0 + f
i+1
0
)
iii. the Hermite-Simpson method is:
F [x, u] = φ(xN) +
N−1∑
i=1
hi
6
(
f i0 + 4f
i+ 1
2
0 + f
i+1
0
)
4.4 Multi-phase optimal control problems
Often, in practice, we want to solve an optimal control problem consisting of
multiple phases. Here we will formulate such a problem. Later, in Section 5.2, some
examples of multi-phase optimal control problems for an aerospace engineering
application will be presented.
Let us deﬁne the multi-phase optimal control problem.
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Deﬁnition 4.7. For a given set of P phases the multi-phase optimal control
problem is:
min F =
P∑
p=1
[
φ(p)(x(p)(t0), t
(p)
0 , x
(p)(tf ), tf ) +
∫ t(p)f
t
(p)
0
f
(p)
0 (x
(p)(t), u(p)(t), t)dt
]
s.t. x˙(p)(t) = f (p)(x(p)(t), u(p)(t), t), p = 1, ..., P
x(p)(0) = x
(p)
0 , p = 1, ..., P
ω(p)(x(p)(tf )) = 0, p = 1, ..., P
C(p)(x(p)(t), u(p)(t)) ≤ 0, p = 1, ..., P
L(s)(x(p
s
l )(tf ), t
(psl )
f , x
(psr)(t0), t
(psr)
0 ) ≤ 0, pl, pr ∈ {1, ..., P}, s = 1, ..., L.
where x(p)(t) ∈ Rn(p) , u(p)(t) ∈ Rm(p) and t ∈ R are the state, control and time
in phase p = 1, ..., P , respectively. L is the number of links between phases and
pl, pr ∈ {1, ..., P}, s = 1, ..., L denote the left and right phase, respectively. The
functions φ(p), f
(p)
0 , f
(p), ω(p), C(p) and L(s) are deﬁned as:
φ(p) : Rn
(p) × R× Rn(p) × R→ R
f
(p)
0 : R
n(p) × Rm(p) × R→ R
f (p) : Rn
(p) × Rm(p) × R→ Rn(p)
ω(p) : Rn
(p) → Rr(p)
C(p) : Rn
(p) × Rm(p) × R→ Rl(p)
L(s) : Rn
(psl ) × R× Rm(psr) × R→ Rn(s)
where n(p),m(p), r(p) and l(p) are dimensions of the state, control, path constraint
vector and boundary condition vector in phase p = 1, ..., P respectively, and n(s)
is the dimension of the vector formed by the sth set of linkage constraints.
Note that any two phases may be linked but not necessarily sequentially. The
approach of linking phases can be seen in Betts [6], [7].
In Figure 4.1 we illustrate an example how phases can be linked. The optimal
control problem consists of four phases. The ends of the 1. and 2. phase are
linked to the starts of the 2. and 3. phase, respectively. The end of 1. phase is
linked to the start of 4. phase, as well.
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Figure 4.1: Linkages for a multi-phase optimal control problem
4.5 TransWORHP
The software library TransWORHP [44] is a sparse transcription method for op-
timal control problems. It is based on the nonlinear optimization solver WORHP.
TransWORHP provides the discretization of the optimal control problem (Sec-
tion 4.2) and the implicit integration methods (Section 4.3). Then it hands the
necessary structures over to WORHP.
TransWORHP is written in C++ and is available with a C++ and a MATLAB
interface. An optimal control problem is implemented as a specialization of a base
class. An optional graphical interface allows instant monitoring and data analysis
of the optimization process, see screenshot in Figure 4.2 for an example.
This example problem has 5 states and 17 controls. The ﬁrst ﬁve graphs show
the states values q1,...,q5 (black color), while the next twelve graphs the controls
values u1,...,u5,w1,...,w12 (red color) depending on the time. Structures of the ob-
jective function gradient, the Jacobian and the Hessian matrix, with corresponding
picture labels ”DF”, ”DG” and ”HM” are shown next.
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Figure 4.2: TransWORHP graphical interface screenshot. The ﬁgure shows
behavior of 5 states and 17 controls over time and structures of the gradient of
objective function, the Jacobian and the Hessian matrix
The screenshot was made for the ﬁnal solution. With gray color are presented
elements which are close to zero. Therefore, the structure of the objective function
gradient is fully colored gray. Zooming on the Jacobian, we can see its detailed
structure in Figure 4.3. Elements with value -1 are presented in red color, elements
with value 1 are marked in green while any other number value is colored blue.
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Figure 4.3: TransWORHP: Structure of Jacobian matrix
Figure 5.2 shows the structure of the Hessian matrix. The BFGS method (see
Section 3.1) was used for the approximation, thus the Hessian is a fully dense
matrix.
Figure 4.4: TransWORHP: Structure of Hessian matrix
Chapter 5
Numerical results
The LBFGS method presented in Section 3.4 has been implemented in WORHP
and its performance has been tested on solving diﬀerent problems. As we have
shown, in the LBFGS method the Hessian matrix is updated M times, where M
is a ﬁxed small number usually 5 < M < 25. The choice of M is available for the
user in the WORHP XML parameter ﬁle. All tests were performed on the Linux
operative system with Intel(R) Core(TM) i7-2640M CPU @ 2.80GHz, 8GB RAM.
WORHP supports various packages that can be used for solving systems of linear
equations (Section 2.4.3). During tests WORHP will be used in combination with
MA97, since it achieved the best results.
To perform tests under comparable conditions, all the parameters of WORHP
were set on the same values. Just diﬀerent Hessian matrix methods were used.
The problem is terminating successfully in two cases, if an optimal solution or
an acceptable solution was found. An optimal solution is found if scaled KKT
optimality condition (2.28) achieves an accuracy of 
opt = 10
−6, and constraints
are satisﬁed with an accuracy of 
feas = 10
−6 and 
comp = 10−3. An unsuccessful
termination occurs if:
• the solving process lasts longer than a given maximal time, in this case 30
minutes
• the maximal number of iterations is exceeded, in this case more than 10000
iterations
• the progress is slow
• any other error occurs
• the user stops the solving process.
If in any iteration before this termination occurs, an iterate which satisﬁes the
scaled KKT conditions within a lower tolerance of 
aopt =
√

opt and 

a
feas =
√

feas
is considered as acceptable solution. In our testing 
aopt = 10
−3 and 
aopt = 10
−3.
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In the ﬁrst section of this chapter the optimal control problem related with the
KUKA youBot robot is derived. The test results are discussed and diﬀerent Hes-
sian update-methods are compared. In Section 5.2, trajectory optimization soft-
ware ASTOS is presented and its three standard examples are tested. In Section
5.3 all the problems from the CUTEr test set were tested and a graphical presen-
tation of their results is given. In the last section the solving performance of the
COPS test set is presented.
5.1 KUKA youBot robot collision avoidance
The performance of the LBFGS method was tested on solving a highly nonlinear
optimal control problem. The tested optimal control problem consists of moving a
KUKA youBot robot load from a given conﬁguration to a given terminal position,
avoiding collision with an obstacle.
The KUKA youBot is a powerful, educational robot that has been especially de-
signed for research and education in mobile manipulation, which counts as a key
technology for professional service robotics. The KUKA youBot is an open plat-
form that is operated with open source software. It is on its way to become a ref-
erence platform for hardware and software development in mobile manipulation.
Figure 5.1 shows a KUKA youBot which has the following key characteristics:
• omnidirectional mobile platform,
• ﬁve degree-of-freedom robot arm,
• two-ﬁnger gripper,
• real-time EtherCAT communication,
• open interfaces,
• arm and platform can be used independently.
For more information about the KUKA youBot refer to [61] and [46].
Figure 5.1: KUKA youBot omni-directional mobile platform with arm
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Landry, Gerdts, Henrion, Ho¨mber presented in [48] a time optimal control problem
to ﬁnd the fastest trajectory for a KUKA youBot robot while avoiding collisions
with surrounding obstacles. Let us ﬁrst formulate this optimal control problem
without any obstacle. The robot has 4 arms with 5 joints: base angle, joint angle
of 1. arm, joint angle of 2. arm, joint angle of 3. arm, and joint angle of 4. arm.
In order to keep the dimensions small, we neglect the dynamic behavior of the
robot, which would lead to a highly nonlinear system of 10 ordinary diﬀerential
equations, and instead consider a kinematic model, where the joint angle velocities
serve as control variables. Also we assume that the platform is static.
We introduce the following notation:
• q = [q1, ..., q5]T are joint angles of the robot arms,
• u = [u1, ..., u5]T = [q′1, ..., q′5]T are joint angle velocities,
• tf is the time robot needs to move from an initial conﬁguration q(0) = q0 to
a given terminal position R ∈ R3,
• the rotation matrices are
S0(α) =
⎡
⎣cos(α) − sin(α) 0sin(α) cos(α) 0
0 0 1
⎤
⎦ ,
S1(β) = S2(β) = S3(β) =
⎡
⎣ cos(β) 0 sin(β)0 1 0
− sin(β) 0 cos(β)
⎤
⎦ ,
S4(γ) =
⎡
⎣1 0 00 cos(γ) − sin(γ)
0 sin(γ) cos(γ)
⎤
⎦ ,
S01(α, β) = S0(α)S1(β),
S012(α, β, γ) = S0(α)S1(β)S2(γ),
S0123(α, β, γ, δ) = S0(α)S1(β)S2(γ)S3(δ),
• r is the oﬀset vector pointing from the base to the point of arm 1,
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• the mount points Pi of the arms i = 1, ..., 4 are
P1(q) = S0(q1)r,
P2(q) = P1(q) + S01(q1, q2)
⎡
⎣00
l1
⎤
⎦ ,
P3(q) = P2(q) + S012(q1, q2, q3)
⎡
⎣00
l2
⎤
⎦ ,
P4(q) = P3(q) + S0123(q1, q2, q3, q4)
⎡
⎣00
l3
⎤
⎦ ,
• and the terminal position of the load P5 is
P5(q) = P4(q) + S0123(q1, q2, q3, q4)
⎡
⎣00
l4
⎤
⎦ ,
Now the optimal control problem can be formulated as
min tf
s.t. q˙(t) = u(t)
q(0) = q0
qmin ≤ q(t) ≤ qmax
umin ≤ u(t) ≤ umax
P5(q(tf )) = R.
Note that the rotation of the load through arm 4 does not enter the constraints,
thus the component q5 can be neglected in this formulation.
Now, let us add to the optimal control problem constraints in order to avoid
collision of the robot and the obstacle. To simpliﬁed the problem we just consider
collision avoidance of the load and the obstacle. We assume that the load is
approximated by a convex polyhedron
P = {y ∈ R3 | Ay ≤ b} (5.1)
where A ∈ R6×3, b ∈ R6. Every inequality in (5.1) describes a facet of the polyhe-
dron. In the same way, the obstacle is approximated by
Q = {y ∈ R3 | Cy ≤ d}
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where C ∈ R6×3, d ∈ R6. The robot and the obstacle do not collide if and only if
P ∩Q = ∅, which is equivalent to solving the linear system[
A
C
]
y ≤
[
b
d
]
. (5.2)
According to Lemma of Gale ([9] page 68), the system (5.2) has no solution if and
only if there exists a vector w ∈ R12 such that
w ≥ 0,
[
A
C
]T
w = 0 and
[
b
d
]T
w < 0. (5.3)
The anti collision constraints (5.3) refer to a static situation, where the robot
doesn’t move. It can be extended to a moving robot [48]. The robot P and
obstacle Q do not collide at time t if and only if there exists a vector w(t) ∈ R12
such that
w(t) ≥ 0,
[
AS(t)T
C
]T
w(t) = 0 and
[
b+ AS(t)T r(t)
d
]T
w(t) < 0.
Thus, we are solving the following optimal control problem:
min tf
s.t. q˙(t) = u(t)
q(0) = q0
qmin ≤ q(t) ≤ qmax
umin ≤ u(t) ≤ umax
P5(q(tf )) = R
w(t) ≥ 0[
AS(t)T
C
]T
w(t) = 0
[
b+ AS(t)T r(t)
d
]T
w(t) < 0.
In Table 5.1 the problem size of the optimal control problem is shown.
States q 5
Controls u 5
Artiﬁcial controls w 12
Table 5.1: KUKA youBot robot: Optimal control problem size
The optimal control problem was solved using TransWORHP (Section 4.5). The
optimal control problem was ﬁrst transformed to a discretized NLP problem
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by TransWORHP and then the optimal solution of the NLP was found using
WORHP. The trapezoidal rule (Section 4.3) has been used for the discretization.
To illustrate the density of the problem, the structure of the Jacobian matrix
(left) and the structure of the Hessian matrix (right) are presented in Figure
5.2. The matrices structures are obtained using a ﬁnite diﬀerence method and 5
discretization points (N=5). Matrix elements with values -1 and 1 are marked in
red and green colors, respectively. Elements which are close to zero are colored
gray and elements with any number value are colored blue. The Jacobian matrix
has 12% nonzero entries and the Hessian matrix has 20% nonzero entries. Thus
the problem is highly sparse.
Figure 5.2: The Jacobian matrix structure and the Hessian matrix structure
are shown respectively on the left and right side. The structures are obtained
using ﬁnite diﬀerence method.
Here we present the results which were obtained using 41 discretization points.
The size of the discretized NLP problem is given in Table 5.2.
Discretization points 41
Variables 902
Box constraints 1806
Equality constraints 326
Inequality constraints 41
Table 5.2: KUKA youBot robot: Discretized NLP problem size
The discretized NLP problem was solved using WORHP. Diﬀerent Hessian update
methods have been compared by the number of major SQP iterations and the
computational time needed to solve the problem. In Table 5.3 test results are
presented. ”DIAG” denotes that diagonal matrix was used to approximate the
Hessian matrix. ”BFGS” is a standard dense BFGS method (Section 3.1) and ”var
BS” is a block BFGS method with variable block sizes and multiple intersections
(Section 3.2.3), where the minimum block was set to 1 and the maximal to 1000.
”SBFGS10” is the sparse BFGS method presented in Section 3.2.4 with a block
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size of 10. Finally, the LBFGS method with parameter M set to 5 (”LBFGS5”)
and the LBFGS method with parameter M set to 20 (”LBFGS20”) have been
tested.
N=41 Iterations Time [s]
DIAG 13 0.55
BFGS 26 66
var BS 13 0.52
SBFGS10 17 0.68
LBFGS5 9 0.59
LBFGS20 11 0.99
Table 5.3: KUKA youBot robot: test results
The same optimum solution was found by all methods. The KUKA youBot robot
would need 0.8 seconds to move from initial to ﬁnal position to avoid the obstacle.
It can be noticed that all methods, except BFGS, found an optimal solution in
less than 1 seconds. LBFGS5 needed the least major iteration and var BS needed
the least time than the other methods to solve the problem.
A simulation of the robot movement has been generated with POV-Ray, a tool
for creating three-dimensional graphics (Persistence of Vision Raytracer [59]). Six
states from the simulation are presented in Figure 5.3. In each picture the robot is
shown in its initial position (the ﬁrst robot) and in its curent position (the second
robot).
Figure 5.3: KUKA youBot robot simulation
The problem was solved for diﬀerent numbers of discretization points. The results
are presented in Figure 5.4. The Hessian methods are compared by the compu-
tational times in seconds depending on the number of discretization points. The
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BFGS method was not compared since its computational time is much higher than
the computational time of the other methods. For the 101 discretization points
the BFGS method needed 927.3 seconds to ﬁnd a solution.
Figure 5.4: KUKA youBot robot smaller obstacle: Comparison of the Hessian
methods by the computational times in seconds for the diﬀerent number of
discretization points.
Subsequently the same problem with a bigger obstacle has been tested. The idea
of the second test is to conﬁrm that the robot is not just moving on the direct way,
but also along a path to avoid the obstacle. Hence, a bigger obstacle is chosen to
prevent the robot from moving in the same way as shown in Figure 5.3. In this
test the robot needed more time to avoid the obstacle. All methods found the
same optimal solution equal to tf = 1.5 seconds. As it can be seen in Figure 5.5,
the robot is avoiding the obstacle now from the other side.
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Figure 5.5: KUKA youBot robot simulation of collision avoidance of a bigger
obstacle
The test results are shown in Table 5.4. As in the case with the smaller obstacle,
the BFGS method needed signiﬁcantly more time than the other methods. The
DIAG method was the fastest.
N=41 Iterations Time [s]
DIAG 14 0.82
BFGS 33 206.5
var BS 14 1.02
SBFGS10 15 0.87
LBFGS5 18 1.39
LBFGS20 16 2.08
Table 5.4: KUKA youBot robot test results of collision avoidance of a bigger
obstacle
The problem with bigger obstacle was tested for the diﬀerent discretization points,
as well. In Figure 5.6 are presented computational times depending of the number
of discretization points.
As we have mentioned in Section 4.5, TransWORHP oﬀers graphical interface
which allows a data analysis of the optimization process. In Figure 5.7 is shown a
screenshot of the graphical interface obtained by solving the problem of a KUKA
youBot robot avoiding the collision with a bigger obstacle using 41 discretiza-
tion points. Since DIAG was the fastest method for this problem, we present its
graphical results.
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Figure 5.6: KUKA youBot robot problem with a bigger obstacle: Comparison
of the Hessian methods by the computational times in seconds for the diﬀerent
number of discretization points.
Figure 5.7: KUKA youBot robot problem with a bigger obstacle: Screenshot
of the TransWORHP graphical interface.
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The ﬁrst ﬁve graphs present the robots angles q1, ...q5 and the second ﬁve graphs
the velocities u1, ...u5. Next, the artiﬁcial controls w1, ...w12 are presented. ”DG”
shows the structure of the Jacobian matrix while ”HM” shows the structure of the
Hessian matrix.
It can be noticed that the controls u1, ...u5 and w1, ...w12 are nonsmooth functions.
In order to have more smooth functions, a Lagrange integral adjusted by the
Lagrange weight can be added to the objective function
F := tf + α(
∫ tf
t0
u2(t)dt+
∫ tf
t0
w2(t)dt).
The Lagrange weight α should be chosen between 0 and 1. In Figure 5.8 is given
the screenshot of the graphical interface of the problem with the Lagrange weight
equal to 0.001.
Figure 5.8: KUKA youBot robot problem with a bigger obstacle: Screenshot
of the TransWORHP graphical interface obtained using the Lagrange weight
α = 0.001.
We can notice that the controls of the new problem with the Lagrange integral
are smoother functions than the controls from the initial problem. Smoothness
can be improved by increasing the Lagrange weight. In Figure 5.9 is shown that
if we use α = 0.1 the controls are smooth functions. On the other side, the new
problem with the Lagrange integral diﬀers more from the initial problem.
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Figure 5.9: KUKA youBot robot problem with a bigger obstacle: Screenshot
of the TransWORHP graphical interface obtained using the Lagrange weight
α = 0.1.
5.2 ASTOS
ASTOS (AeroSpace Trajectory Optimization Software) is a software designed for
trajectory simulation and optimization of launch, re-entry and orbit vehicles. It
consists of the Graphical Environment for Simulation and Optimization (GESOP)
and a model library for aerospace vehicles.
GESOP is a software system for trajectory analysis of dynamic systems governed
by a set of nonlinear diﬀerential equations, associated boundary conditions, path
constraints and cost functions. GESOP includes several diﬀerent optimization
techniques: the direct collocation methods TROPIC (Trajectory Optimization by
Direct Collocation) and SOS (Sparse Optimization Suite), the multiple shoot-
ing method PROMIS (Parametrized Trajectory Optimization by Direct Multiple
Shooting), the hybrid optimizer CAMTOS (Collocation and Multiple Shooting
Trajectory Optimization Software). CAMTOS can use SNOPT, WORHP, ipﬁlter
or FilterSQP as NLP-solver. The major beneﬁt of CAMTOS is the combination
of two diﬀerent types of discretization for the optimal control problem: direct
multiple shooting and direct collocation methods can be selected phase-wise. I.e.,
each phase of a multi-phase trajectory optimization problem can use a diﬀerent
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transcription method. An initial guess generator and a simulation program to-
gether with evaluation tools complete the software package. GESOP combines all
this together in a graphical user interface, which supports all user activities. The
ASTOS Aerospace Model Library is the heart of all ASTOS applications. It is a
modular software component library for trajectory simulation and analysis.
Tests were run using the CAMTOS optimizer and WORHP as NLP-solver. Three
European Space Agency (ESA) launchers were used as test examples. All test
problems are multi-phase optimal control problems (Section 4.4). The goal in all
problems is to maximize the payload mass being delivered into diﬀerent orbits
under certain conditions. The LBFGS method with a vector saving parameter set
on 20 (LBFGS20) was compared with diagonal (DIAG), standard dense BFGS
(BFGS), variable block size BFGS (var BS) and sparse BFGS with block size 10
(SBFGS10). The test results are compared in terms of required number of major
iterations and CPU time displayed in seconds.
5.2.1 Ariane 5
Ariane 5 is, as a part of Ariane rocket family, an expendable launch system used
to deliver payloads into geostationary transfer orbit (GTO) or low Earth orbit
(LEO). Ariane 5 rockets are manufactured under the authority of the European
Space Agency (ESA) and the Centre National d’Etudes Spatiales (CNES). It is
designed to launch heavy payloads. Its ﬁrst launch was in 1996. Ariane 5 is
launched six to seven times a year. It is designed depending on the target orbit.
Two cases were tested: Ariane 5 from French Guiana to Geostationary Transfer
Orbit (GTO) and Ariane 5 with dual payload from French Guiana to Low Earth
Orbit (LEO) and GTO.
Figure 5.10: Ariane 5
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5.2.1.1 Ariane 5 into GTO
The mission for Ariane 5 into GTO contains 7 phases: Lift Oﬀ, Pitch Over, Con-
stant Pitch, H150 with Booster, H150 with Fairing, H150 Stage and L5 Burn
([3]). The numbers of optimization variables, total and equality constraints of the
discretized NLP problem are shown in Table 5.5.
Optimization variables Total constraints Equality constraints
225 184 154
Table 5.5: Ariane 5 GTO: NLP problem size
The results in Table 5.6 indicate that all methods found an optimal solution, just
SBFGS10 terminated unsuccessfully. It can be noticed that the LBFGS20 method
needed the least iterations and CPU time to solve the problem.
Termination Iterations Time [s]
DIAG Optimal 54 673
BFGS Optimal 80 541
var BS Optimal 54 671
SBFGS10 Unsuccessful 0 0
LBFGS20 Optimal 33 264
Table 5.6: Ariane 5 GTO: Comparison of diﬀerent Hessian-update methods
Figure 5.11: Ariane 5 GTO: Progression of the cost function using LBFGS20
method
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(a) 3D Map-Plot
(b) Satellite Plot
Figure 5.12: Ariane 5 GTO: Flight simulation. Altitude, latitude, longitude
and time of the ﬂight are displayed.
The progression of the cost function using the LBFGS20 method is depicted in
Figure 5.11. It represents the negative value of the payload mass. Flight simulation
is presented by its altitude, latitude, longitude and ﬂight time in Figure 5.12. Both
3D Map-Plot and Satellite Plot can be seen.
5.2.1.2 Ariane 5 dual payload into LEO/GTO
In this case Ariane 5 has a dual payload. First payload should reach the Low
Earth Orbit (LEO) and the second GTO. The cost function is a maximum mass
of the second payload. This mission has 9 phases: Lift Oﬀ, Pitch Over, Constant
Pitch, H155 with Booster, H155 with Fairing, H155 Stage, L9 First Burn, Coast
Arc and L9 Second Burn ([3]). The size of the discretized NLP problem is shown
in Table 5.7.
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Phases Optimization variables Total constraints Equality constraints
9 268 222 208
Table 5.7: Ariane 5 LEO/GTO: NLP problem size
As seen in Table 5.8, the BFGS method and SBFGS10 terminated unsuccessfully.
LBFGS20 method required less iterations and CPU time than DIAG and var BS
methods to ﬁnd an optimal solution.
Termination Iterations Time [s]
DIAG Optimal 45 128
BFGS Unsuccessful 0 0
var BS Optimal 45 127
SBFGS10 Unsuccessful 0 0
LBFGS20 Optimal 39 119
Table 5.8: Ariane 5 LEO/GTO: Comparison of diﬀerent Hessian-update meth-
ods
In Figure 5.13 the cost function value in each iteration obtained by the LBFGS20
method is presented. A ﬂight simulation is presented by its altitude, latitude,
longitude and ﬂight time (Figure 5.14).
Figure 5.13: Ariane 5 LEO/GTO: Progression of the cost function using
LBFGS method
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(a) 3D Map-Plot
(b) Satellite Plot
Figure 5.14: Ariane 5 LEO/GTO: Flight simulation. Altitude, latitude, lon-
gitude and time of the ﬂight are displayed
5.2.2 VEGA
VEGA (Vettore Europeo di Generazione Avanzata) is an European Advanced
Generation Carrier (Rocket) developed jointly by the Italian Space Agency and
the European Space Agency. It is designed to launch small payloads: 300 to 2000
kg satellites for scientiﬁc and Earth observation missions to polar and low earth
orbits. Costs are being kept to a minimum by using advanced low-cost technologies
and by introducing an optimized synergy with existing production facilities used
for Ariane launchers. VEGA is a single-body launcher with three solid-propellant
stages and a liquid-propellant upper module for attitude and orbit control, and
satellite release. The development of the launcher started in 1998, but it took
until 2012 to lift oﬀ the ﬁrst Vega launcher.
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Figure 5.15: VEGA
In this test example VEGA was designed and optimized to reach a polar orbit of
700 km altitude. The mission consists of 10 phases: Lift Oﬀ, Pitch Over, Constant
Pitch, P80 Burn, Zeﬁro23 Burn, Coast With Fairing, Zeﬁro9 Burn, First AVUM
Burn, Upper Stage Coast Arc and Second AVUM Burn ([72]). The numbers of
optimization variables, total constraints and equality constraints of the discretized
NLP problem are shown in Table 5.9.
Optimization variables Total constraints Equality constraints
375 327 303
Table 5.9: VEGA: NLP problem size
In Table 5.10 the test results are shown. Five diﬀerent Hessian update methods are
compared by the optimal or unsuccessful termination, number of major iterations
needed to ﬁnd a solution and CPU time.
Termination Iterations Time [s]
DIAG Optimal 102 982
BFGS Unsuccessful 0 0
var BS Optimal 102 980
SBFGS10 Unsuccessful 0 0
LBFGS20 Optimal 75 429
Table 5.10: VEGA: Comparison of diﬀerent Hessian-update methods
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As shown in Table 5.10, DIAG, var BS and LBFGS20 methods were able to ﬁnd
the optimal solution. LBFGS20 needed less major iterations and double less CPU
time than DIAG and var BS methods.
(a) 3D Map-Plot
(b) Satellite Plot
Figure 5.16: VEGA: Altitude, latitude, longitude and time of the ﬂight are
displayed
In Figure 5.16 a simulation of the ﬂight is presented by its altitude, latitude,
longitude and ﬂight time. Both 3D Map-Plot and Satellite Plot can be seen. In
Figure 5.17 the progression of the cost function values is displayed. Note that the
cost function is a negative payload mass, since with WORHP we are solving a
minimization problem.
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Figure 5.17: VEGA: Progression of the cost function using LBFGS method
5.3 CUTEr test set
CUTEr (Constrained and Unconstrained Testing Environment, revisited) is a test-
ing environment for optimization and linear algebra solvers. It provides a collec-
tion of 920 test problems. These problems are written in AMPL, an algebraic
modeling language [28]. It consists of problems of diﬀerent sizes, starting from
small problems with 2 variables to problems with 50000 optimization variables
and 50000 constraints. There are approximately 70% sparse and 30% dense prob-
lems. AMPL is able to provide the exact structure of the problem, and the ﬁrst
and second derivatives analytically.
In Table 5.11 the test results of WORHP using the exact Hessian matrix (provided
by AMPL) and using diﬀerent Hessian update-methods are shown: DIAG, BFGS,
var BS, SBFGS10 and ﬁnally, the LBFGS method with the LBFGS-parameter M
set to 5 (LBFGS5) and with the LBFGS-parameter M set to 20 (LBFGS20).
The number of successfully solved problems is divided between:
• ”Opt.”- optimal solution was found
• ”Acc.”- acceptable solution was found
• ”Total” indicates all successfully solved problems, sum of ”Opt.” and ”Acc.”
The rest of the problems which terminated unsuccessfully are categorized in three
groups:
• ”OM” is an abbreviation for out of memory. Out of memory occurs when
the memory requirements exceed the capacity of the used computer.
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• ”TO” denotes time out and it means that the solving process exceeded the
given maximum solving time (in this case half an hour).
• ”Other” indicates the number of problems with all the other types of unsuc-
cessful terminations.
In the last column the total computational time in seconds is shown. Problems
which unsuccessfully terminated, either because the memory or time exceeded the
limit, are not included in total time.
Successful Unsuccessful
Time [s]
Opt. Acc. Total OM TO Other Total
Exact 901 8 909 0 1 10 11 2711
DIAG 888 13 901 0 0 19 19 4734
BFGS 830 24 854 14 42 10 66 43847
var BS 878 12 890 3 12 15 30 22263
SBFGS10 884 20 904 0 5 11 16 11012
LBFGS5 884 22 906 0 1 13 14 4450
LBFGS20 894 16 910 0 0 10 10 7363
Table 5.11: CUTEr: Comparison of diﬀerent update-methods by number of
solved problems
It can be noticed that WORHP solved the most of the problems with an optimal
solution and with the least computational time, using the exact Hessian. Compar-
ing update-methods, LBFGS20 has found the most optimal solutions, then DIAG,
followed by LBFGS5 and SBFGS10, var BS and the last BFGS. Concerning com-
putational time, LBFGS20 needed approximately 5 times less than BFGS and also
less than var BS and SBFGS10. LBFGS5 needed less computational time than
LBFGS20. Regarding memory consumption, for 14 problems the solving process
with BFGS method exceeded the memory limit, while for var BS just 3 problems
had the same failure mode. On the other hand, using LBFGS none of the solving
processes were out of memory.
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Figure 5.18: CUTEr: Comparison of diﬀerent update-methods by percentage
of solved problems according to the time
Figure 5.18 shows the percentage of successfully solved problems according to the
time needed to solve them. Each tested method is presented by a diﬀerent line
style (see the graph legend).
Exact and BFGS methods were able to solve about 53% of the problems within
0.01 seconds while LBFGS20 just about 36% and LBFGS5 about 45%. After
0.01 seconds both LBFGS5 and LBFGS20 increased number of solved problems,
LBFGS5 (98.48%) almost reaching and LBFGS20 (98.91%) exceeding the percent
of successfully solved problems by the Exact method (98.80%).
For a more accurate analysis it is useful to take into consideration the problem size,
which is determined by the number of variables plus the number of constraints.
The problems will be divided into the following four categories:
1. problems with less than or equal to 500 variables plus constraints
2. problems with more than 500 and less or equal to 1000 variables plus con-
straints
3. problems with more than 1000 and less or equal to 5000 variables plus con-
straints
4. problems with more than 5000 variables plus constraints
In Table 5.12 the number of problems for each of the four categories is shown.
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n+m ≤ 500 500 < n+m ≤ 1000 1000 < n+m ≤ 5000 n+m > 5000
669 35 94 122
Table 5.12: CUTEr number of problems by the problem size categories
In Table 5.13 the test results for small problems (less or equal to 500 variables and
constraints) are shown. LBFGS5 and LBFGS20 were signiﬁcantly faster than the
other methods. LBFGS20 solved successfully the same number of problems as the
Exact method, but for about 11 times less time.
n+m ≤ 500 Successful Unsuccessful Time [s]
Opt. Acc. Total OM TO Other Total
Exact 656 5 661 0 0 8 8 2534
DIAG 646 7 653 0 0 16 16 4314
BFGS 652 10 662 0 0 7 7 2080
var BS 651 4 655 0 0 14 14 1224
SBFGS10 649 13 662 0 0 7 7 10197
LBFGS5 642 17 659 0 0 10 10 67
LBFGS20 653 8 661 0 0 8 8 226
Table 5.13: CUTEr problems with n + m ≤ 500: Comparison of diﬀerent
update-methods by the number of solved problems
Figure 5.19: CUTEr problems with n + m ≤ 500: Comparison of diﬀerent
update-methods by the percentage of solved problems according to the time
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Figure 5.19 shows the percentage of successfully solved problems according to the
time needed to solve them for the problems with n+m ≤ 500. For the 0.01 seconds
BFGS solved about 58% of the problems. But then LBFGS20 solved 99% of the
problems for 226 seconds.
A comparison of the test results of the problems with 500 < n+m ≤ 1000 is given
in Table 5.14. LBFGS20 solved the most of the problems but it needed 101 seconds.
LBFGS5 solved the same number of problems as the Exact method for the same
time. The percentage of successfully solved problems with 500 < n+m ≤ 1000 is
given in Figure 5.20.
500 < n+m ≤ 1000 Successful Unsuccessful Time [s]
Opt. Acc. Total OM TO Other Total
Exact 33 0 33 0 0 2 2 14
DIAG 33 0 33 0 0 2 2 17
BFGS 30 1 31 0 2 2 4 965
var BS 31 2 33 0 0 2 2 19
SBFGS10 31 1 32 0 0 3 3 40
LBFGS5 33 0 33 0 0 2 2 14
LBFGS20 32 2 34 0 0 1 1 101
Table 5.14: CUTEr problems with 500 < n + m ≤ 1000: Comparison of
diﬀerent update-methods by the number of solved problems
Figure 5.20: CUTEr problems with 500 < n + m ≤ 1000: Comparison of
diﬀerent update-methods by the percentage of solved problems according to the
time
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In Table 5.15 the test results for the problems with 1000 < n+m ≤ 5000 are shown.
In this case the Exact method solved the most of the problems for the least time.
LBFGS5 solved the same number of problems but for more time. In Figure 5.21 are
given the percentages of successfully solved problems with 1000 < n +m ≤ 5000
are given.
1000 < n+m ≤ 5000 Successful Unsuccessful Time [s]
Opt. Acc. Total OM TO Other Total
Exact 94 0 94 0 0 0 0 69
DIAG 93 1 94 0 0 0 0 176
BFGS 92 2 94 0 0 0 0 6413
var BS 93 0 93 0 1 0 1 951
SBFGS10 90 0 90 0 3 1 4 335
LBFGS5 93 1 94 0 0 0 0 2121
LBFGS20 93 0 93 0 0 1 1 208
Table 5.15: CUTEr problems with 1000 < n + m ≤ 5000: Comparison of
diﬀerent update-methods by the number of solved problems
Figure 5.21: CUTEr problems with 1000 < n + m ≤ 5000: Comparison of
diﬀerent update-methods by the percentage of solved problems according to the
time
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The test results for larger problems (n +m > 5000) are presented in Table 5.16.
LBFGS20 solved all problems. In Figure 5.22 are presented the percentages of
successfully solved problems with n+m > 5000 are presented.
n+m > 5000
Successful Unsuccessful
Time [s]
Opt. Acc. Total OM TO Other Total
Exact 118 3 121 0 1 0 1 94
DIAG 116 5 121 0 0 1 1 227
BFGS 56 11 67 14 40 1 55 34389
var BS 103 6 109 3 9 1 13 19587
SBFGS10 114 6 120 0 2 0 2 440
LBFGS5 116 4 120 0 1 1 2 2249
LBFGS20 116 6 122 0 0 0 0 6828
Table 5.16: CUTEr problems with n + m > 5000: Comparison of diﬀerent
update-methods by the number of solved problems
Figure 5.22: CUTEr problems with n +m > 5000: Comparison of diﬀerent
update-methods by the percentage of solved problems according to the time
5.4 COPS test set
COPS (Constrained Optimization Problem Set) is a collection of large-scale opti-
mization problems, with the purpose to provide diﬃcult test cases for optimization
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software. It provides a collection of 68 test problems. Problems come from ﬂuid
dynamics, population dynamics, optimal design, mesh smoothing, and optimal
control. As well as the CUTEr test set, the problems are written in AMPL.
In Table 5.17 the test results are shown analogue to Section 5.3.
Successful Unsuccessful
Time [s]
Opt. Acc. Total OM TO Other Total
Exact 66 2 68 0 0 0 0 1922
DIAG 60 7 67 0 0 1 1 9808
BFGS 34 8 42 2 24 0 26 22121
var BS 59 3 62 0 5 1 6 13795
SBFGS10 62 4 66 0 1 1 2 9229
LBFGS5 61 5 66 0 0 2 2 4389
LBFGS20 61 3 64 0 0 4 4 7542
Table 5.17: COPS: Comparison of diﬀerent update-methods by number of
solved problems
As expected, the Exact method provides the best results in terms of number of
problems solved with an optimal solution and total number of successfully solved
problems. Also, the total computational time is the least. Comparing update-
methods, SBFGS10 has the most optimal solved problems, followed by LBFGS5
and LBFGS20. If we consider total number of successfully solved problems, DIAG
method solved the most of problems, followed by SBFGS10 and LBFGS5. Con-
cerning computational time, LBFGS20 needed less time than the other update-
methods and LBFGS5 needed about two times less computational time than
LBFGS20. Comparing memory consumption, the BFGS method for 14 problems
exceeded the memory limit. With LBFGS method none of the solving process
were out of the memory.
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Figure 5.23: COPS: Comparison of diﬀerent update-methods by percentage
of solved problems according to the time
In Figure 5.23 the percentage of successfully solved problems is shown according to
the time needed to solve them. Diﬀerent methods are shown in the graph legend. It
can be noticed that all the methods are solving approximately the same percentage
of problems for the ﬁrst 0.1 seconds. After that time frame, Exact method is the
fastest, followed by LBFGS5 method. In total, Exact successfully solved 100%,
DIAG 98.52%, LBFGS5 97.06%, SBFGS10 97.06%, LBFGS20 94.12% and BFGS
61.76% of the problems.
The problems will be divided into the following two categories:
1. problems with less than or equal to 5000 variables plus constraints
2. problems with more than 5000 variables plus constraints
n+m ≤ 5000 n+m > 5000
29 39
Table 5.18: COPS number of problems by problem size categories
In Table 5.19 are presented the test results for problems with n +m ≤ 5000 are
presented. The exact method solved all problems for the minimal time. LBFGS5
needed less computational time than the other methods, but it didn’t solve 1
problem. The percentage of the solved problems according to the time is presented
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in Figure 5.24. For the ﬁrst 1 second LBFGS5 and LBFGS20 solved more problems
than the other methods.
n+m ≤ 5000 Successful Unsuccessful Time [s]
Opt. Acc. Total OM TO Other Total
Exact 28 1 29 0 0 0 0 391
DIAG 28 1 29 0 0 0 0 4209
BFGS 23 2 25 0 4 0 4 11494
var BS 28 1 29 0 0 0 0 8494
SBFGS10 29 0 29 0 0 0 0 3980
LBFGS5 26 2 28 0 0 1 1 2406
LBFGS20 25 2 27 0 0 2 2 3400
Table 5.19: COPS problems with n + m ≤ 5000: Comparison of diﬀerent
update-methods by number of solved problems
Figure 5.24: COPS problems with n + m ≤ 5000: Comparison of diﬀerent
update-methods by percentage of solved problems according to the time
Figure 5.20 shows the comparison of problems with n +m > 5000. Here as well,
Exact method solved all problems for the minimal time. Then LBFGS5 solved the
most of the problems for the least time. The percentage of the solved problems is
shown in Figure 5.25.
106 5.4. COPS test set
n+m > 5000
Successful Unsuccessful
Time [s]
Opt. Acc. Total OM TO Other Total
Exact 38 1 39 0 0 0 0 1531
DIAG 32 6 38 0 0 1 1 5599
BFGS 11 6 17 2 20 0 22 10627
var BS 31 2 33 0 5 1 6 7108
SBFGS10 33 4 37 0 1 1 2 5249
LBFGS5 35 3 38 0 0 1 1 1983
LBFGS20 36 1 37 0 0 2 2 4142
Table 5.20: COPS problems with n + m > 5000: Comparison of diﬀerent
update-methods by number of solved problems
Figure 5.25: COPS problems with n + m > 5000: Comparison of diﬀerent
update-methods by percentage of solved problems according to the time
Chapter 6
Conclusions
The nonlinear optimization problems which arise from the discretization of op-
timal control problems, are usually large-scale and sparse. To be able to solve
these problems their sparsity structure has to be exploited. One way is to use an
appropriate Hessian approximation.
Starting from the ﬁnite diﬀerence approximation which can be inaccurate and re-
quiring high computational costs, it can be improved by using the graph coloring
theory to group the permutations. If a ﬁnite diﬀerence approximation of the Hes-
sian is considered too expensive or numerically unstable, we can use the BFGS
formula. A good property of the BFGS formula is that it gives a symmetric posi-
tive deﬁnite matrix. The problem is that the BFGS formula computes the dense
matrix, which results in high computational costs and memory consumption. To
keep sparsity structure, we can use one of the block BFGS methods, or even a
more accurate method, the sparse BFGS. Still, it remains the problem of high
computational cost needed for forming the blocks and the previous knowledge of
Hessian sparsity structure, which may not be always the case. To save computa-
tional cost and memory consumption, one could apply the limited memory BFGS
method. Here, the storage of a whole Hessian matrix is avoided, as only an initial
matrix and few vectors representing the matrix implicitly need to be stored.
To improve the existing limited memory BFGS method, the LBFGS method has
been developed in this work. The LBFGS method has been specially created
for solving nonlinear optimization problems by an SQP method. In the LBFGS,
the compact representation of the limited memory BFGS formula for the Hessian
matrix is replaced in QP subproblems arising from the SQP method. Introducing
a ﬁx small number of auxiliary variables and imposing an additional constraint,
the QP problem is transformed. Then, the obtained QP problem is solved using
an interior point method. In this way, the computational cost is less than the one
needed by the limited memory BFGS.
108
The LBFGS method has been implemented successfully in WORHP. Its perfor-
mance has been tested on the optimal control problem arising from a robotic
application, on multi-phase optimal control problems arising from an aerospace
application, and on two sets of optimization problems arising from various appli-
cations. The results were compared with other Hessian approximation methods
available in WORHP.
The test results have shown that LBFGS is a robust and eﬃcient method. It was
able to solve highly nonlinear optimal control problems (Section 5.1) and diﬃcult
multi-phase optimal control problems (Section 5.2) with less computational time
and less major iterations than the other methods. The LBFGS method solved the
same number or in some cases even more problems from the CUTEr test set than
the exact Hessian method.
The number of solved problems and the computational time depends on the choice
of the LBFGS parameter. From the obtained test results it can be concluded
that generally the choice of a larger parameter, for example 20, results in a more
accurate solving process but also in more computational time, while the choice of
a smaller parameter, for example 5, results in less computational time but also
less accuracy. The choice of the parameter can be made depending also on the
problem structures. When the problem is highly sparse, like in Section 5.1, the
choice of a smaller parameter gives better results.
For the future research, it would be interesting to adapt the LBFGS parameter
during the run of the solving process, if there is not enough progress. A theoret-
ical proof of convergence of LBFGS method could be investigated for the better
understanding of the method, similarly to the work of Kalmbach [41].
Bibliography
[1] Joel Andersson, Johan A˚kesson and Moritz Diehl. CasADi - A Symbolic Pack-
age for Automatic Diﬀerentiation and Optimal Control. In Recent Advances
in Algorithmic Diﬀerentiation, S. Forth et al. Eds. Berlin, 2012.
[2] Anderson E., Bai Z., Bischof C., Blackford S., Demmel J., Dongarra J., Du
Croz J., Greenbaum A., Hammarling S., McKenney A. and Sorensen D. LA-
PACK Users’ Guide (Third ed.). Philadelphia, PA: Society for Industrial and
Applied Mathematics, 1999.
[3] European Space Agency, ESA Launch Vehicles, Ariane 5 http://www.esa.
int/Our_Activities/Launchers/Launch_vehicles/Ariane_5
[4] ASTOS, http://www.astos.de/
[5] Richard Barret, Michael Berry, Tony F. Chan, James Demmel, June M. Do-
nato, Jack Dongarra, Victor Eijihout, Roldan Pozo, Charles Romine and
Henk Van der Vorst. Templates for the Solution of Linear Systems: Building
Blocks for Iterative Methods. Philadelphia, PA: SIAM, 1994.
[6] John T. Betts. Practical Methods for Optimal Control Using Nonlinear Pro-
gramming SIAM Press, Philadelphia, Pennsylvania, 2001.
[7] John T. Betts. Survey of numerical methods for trajectory optimization. Jour-
nal of Guidance, Control, and Dynamics. 21(2):193–207, 1998.
[8] Luca Bergamaschi, Jacek Gondzio, and Giovanni Zilli. Preconditioning indef-
inite systems in interior point methods for optimization. Technical Report
MS-02-002, University of Padua, July 2002.
[9] L. D. Berkovitz. Convexity and Optimization in Rn, John Wiley & Sons, New
York, 2001.
[10] M.C.Biggs. Constrained minimization using recursive equality constrained
quadratic programming. Numerical Methods for Nonlinear Optimization, Aca-
demic Press, London/New York, 1972.
[11] I. Bongartz, A.R. Conn, N.I.M. Gould, and Ph.L. Toint. CUTE: Constrained
and Unconstrained Testing Environment. ACM Transactions on Mathemati-
cal Software, 21(1):123–160, 1995.
110 Bibliography
[12] Stephen Boyd and Lieven Vandenberghe. Convex Optimization. Cambridge
University Press, 2004.
[13] C.G. Broyden. The convergence of a class of double-rank minimization algo-
rithms. IMA Journal of Applied Mathematics, 6(3):222–231, 1970.
[14] Bryson A.E. and Ho Y.C., Applied Optimal Control- Optimization, Estima-
tion and Control. Halsted Press, New York, 1975.
[15] C. Bu¨skens and D. Wassel. The ESA NLP Solver WORHP Modeling and Op-
timization in Space Engineering. J. D. Pinte´r (Eds.), Springer Optimization
and Its Applications, Springer Verlag, 73, 2013.
[16] R. H. Byrd, J. Nocedal and R. B. Schnabel. Representations of quasi-Newton
matrices and their use in limited memory methods. Math. Programming,
63(2): 129–156, 1994.
[17] A. R. Curtis, M. J. D. Powell, and J. K. Reid. On the estimation of sparse
Jacobian matrices. IMA Journal of Applied Mathematics, 13:117–119, 1974.
[18] E. Cuthill and J. McKee. Reducing the bandwidth of sparse symmetric ma-
trices. ACM ’69 Proceedings of the 24th national conference (New York, NY,
USA), 157–172, 1969.
[19] James Demmel, Stanley C. Eisenstat, John Gilbert, Xiaoye S. Li, and Joseph
W. H. Liu. A supernodal approach to sparse partial pivoting. SIAM J. Matrix
Analysis and Applications, 20(3):720–755, 1999.
[20] E. Dolan and J. More´. Benchmarking Optimization Software with Perfor-
mance Proﬁles. Mathematical Programming, 91:201–213, 2002.
[21] Elizabeth D. Dolan, Jorge J. More and Todd S. Munson. Benchmarking Opti-
mization Software with COPS 3.0. Mathematics and Computer Science Divi-
sion, Argonne National Laboratory, Technical Report ANL/MCS-273, 2004.
[22] E. Dolan, J. More´, and T. Munson. Optimality measures for performance
proﬁles. SIAM Journal on Optimization, 16:891–909, 2006.
[23] Iain S. Duﬀ. MA57- a code for the solution of sparse symmetric deﬁnite and
indeﬁnite systems. ACM Transactions on Mathematical Software, 30(2):118–
144, 2004.
[24] Jennifer B. Erway, Vibhor Jain and Roummel F. Marcia, Shifted L-BFGS
systems. Technical Report 2012-6, Wake Forest University, 2012.
[25] Anthony V. Fiacco and Garth P. McCormick. Nonlinear Programming: Se-
quential Unconstrained Minimization Techniques. John Wiley and Sons, Inc.,
New York-London-Sydney, 1968.
[26] R. Fletcher. A new approach to variable metric algorithms. Computer Journal,
13(3):317–322, 1970.
Bibliography 111
[27] R. Fletcher. Practical Methods of Optimization, Second Edition, Chichester.
UK: John Wiley & Sons, 1987.
[28] David M. Gay, Brian W. Kernighan and Robert Fourer. AMPL – A Modeling
Language for Mathematical Programming, 2nd ed., Brooks/Cole Publishing
Company / Cengage Learning, 2002.
[29] Gertz Michael and Wright J. W. Object-Oriented Software for Quadratic Pro-
gramming. ACM Transactions on Mathematical Software, 29:796–813, 2003.
[30] P. E. Gill and M. W. Leonard. Reduced-Hessian quasi-Newton methods for
unconstrained optimization. SIAM Journal on Optimization, 12(1):209–237
(electronic), 2001.
[31] P. E. Gill and M. W. Leonard. Limited-memory reduced-Hessian methods
for large-scale unconstrained optimization. SIAM Journal on Optimization,
14(2):380–401 (electronic), 2003.
[32] Philip E. Gill, Walter Murray, and Michael A. Saunders. SNOPT: An SQP
Algorithm for Large-Scale Constrained Optimization. , SIAM Journal on Op-
timization, 12:979–1006, 1997.
[33] Philip E. Gill, Walter Murray, and Michael A. Saunders. SNOPT: An SQP Al-
gorithm for Large-Scale Constrained Optimization. SIAM Review, 47:99–131,
2005.
[34] Philip E. Gill, Walter Murray, and Margaret H. Wright. Practical Optimiza-
tion. Academic Press, 1981.
[35] D. Goldfarb. A family of variable-metric methods derived by variational
means. Mathematics of Computation, 24:23–26, 1970.
[36] Gene H. Golub and Charles F. Van Loan. Matrix Computations. JHU Press,
third edition, 1996.
[37] N.I.M. Guld, D.Orban and Ph.L. Toint. General CUTEr documentation.
CERFACS Technical REport TR/PA/02/13, 2005.
[38] Anshul Gupta and Mahesh Joshi. WSMP: A high-performance shared- and
distributed-memory parallel sparse linear equation solver. Report, University
of Minnesota and IBM Thomas J. Watson Research Center, 2001.
[39] S. Han. Superlinear convergent variable metric algorithms for general nonlin-
ear programming problems. Mathematical Programming 11(1):263–282, 1976.
[40] The HSL Mathematical Software Library, http://www.hsl.rl.ac.uk/.
[41] Patrik Kalmbach. Eﬃziente Ableitungsbestimmung bei hochdimensionaler
nichtlinearer Optimierung. Ph.D. Thesis, Universita¨t Bremen, Bremen, 2011.
112 Bibliography
[42] William Karush. Minima of Functions of Several Variables with Inequalities
as Side Constraints. Master’s thesis, Dept. of Mathematics, University of
Chicago, 1939.
[43] C. T. Kelley. Iterative Methods for Linear and Nonlinear Equations. North
Carolina State University, SIAM, Philadelphia, 1995.
[44] M. Knauer and C. Bu¨skens. From WORHP to TransWORHP. 5th Inter-
national Conference on Astrodynamics Tools and Techniques, Noordwijk,
Netherlands. Proceedings of the 5th International Conference on Astrodynam-
ics Tools and Techniques, 2012.
[45] Harold W. Kuhn and Albert W. Tucker. Nonlinear Programming. Proceedings
of the Second Berkeley Symposium on Mathematical Statistics and Probabil-
ity, 481–492, 1950, University of California Press, Berkeley and Los Angeles,
1951.
[46] KUKA youBot store, www.youbot-store.com
[47] C. Landry, M. Gerdts, R. Henrion and D. Ho¨mberg. A time optimal control
problem for the collision-free robot motion planning. PAMM, 11(1):725–726,
2011.
[48] C. Landry, M. Gerdts, R. Henrion and D. Ho¨mberg. Path planning and Col-
lision avoidance for robots. Numerical Algebra, Control and Optimization,
2(3):437–463, 2012.
[49] K. Levenberg. A Method for the Solution of Certain Non-linear Problems in
Least-Squares. Quarterly of Applied Mathematics, 2(2):164–168, 1944.
[50] D. C. Liu and J. Nocedal. On the limited memory BFGS method for large
scale optimization. Math. Programming, 45(3, (Ser. B)):503–528, 1989.
[51] MathWorksTM, MATLAB, http://www.mathworks.com/products/matlab/
[52] D. W. Matula, G. Marble, and J. D. Isaacson. Graph coloring algorithms. In
Graph theory and computing, Academic Press, New York, 109–122, 1972.
[53] Helmut Maurer and Hans Joachim Oberle. Second Order Suﬃcient Conditions
for Optimal Control Problems with Free Final Time: The Riccati Approach.
SIAM Journal on Control and Optimization, 41(2), 380-403, 2002.
[54] W. Murray. An algorithm for constrained minimization. In Optimization, (ed.
R.Fletcher), Academic Press, London, 1969.
[55] T. Nikolayzik. Korrekturverfahren zur numerischen Lo¨sung nichtlin-
earer Optimierungsprobleme mittels Methoden der parametrischen Sensi-
tivita¨tsanalyse. Ph.D. Thesis, Universita¨t Bremen, Bremen, 2011.
[56] T. Nikolayzik, C. Bu¨skens and D. Wassel. Nonlinear Optimization in Space
Applications with WORHP. Berichte aus der Technomathematik 11-10, Uni-
versita¨t Bremen, 2011.
Bibliography 113
[57] J. Nocedal. Updating quasi-Newton matrices with limited storage.Mathemat-
ics of Computation, 35(151):773–782, 1980.
[58] Jorge Nocedal and Stephen J. Wright. Numerical Optimization, Springer, New
York, second edition, 2006.
[59] POV-Ray, http://www.povray.org/
[60] M. J. D. Powell. The convergence of variable metric methods for nonlinearly
constrained optimization calculations. In Nonlinear programming 3, Academic
Press, New York, 27–63, 1978.
[61] Rainer Bischoﬀ, Ulrich Huggenberger and Erwin Prassler. KUKA youBot- a
mobile manipulator for research and education. The 2011 IEEE International
Conference on Robotics and Automation, 2011.
[62] S.M. Robinson. Perturbed Kuhn-Tucker points and rates of convergence
for a class of nonlinearprogramming algorithms. Mathematical Programming,
7:1–16, 1974.
[63] SADCO, http://itn-sadco.inria.fr/
[64] O. Schenk and K. Ga¨tner. On fast factorization pivoting methods for sym-
metric indeﬁnite systems. Elec. Trans. Numer. Anal, 23:158–179, 2006.
[65] O. Schenk, A. Wa¨chter and M. Hagemann. Matching-based preprocessing al-
gorithms to the solution of saddle-point problems in large-scale nonconvex
interior-point optimization. Computational Optimization and Applications,
36(2-3):321–341, 2007.
[66] K. Schittkowski. On the convergence of a sequential quadratic programming
method with an augmented Lagrangian line search function. Math. Opera-
tionsforsch. Statist. Ser. Optim., 14(2):197–216, 1983.
[67] D. F. Shanno. Conditioning of quasi-Newton methods for function minimiza-
tion. Mathematics of Computation, 24:647–656, 1970.
[68] Sonneveld, P. CGS: A Fast Lanczos-Type Solver for Nonsymmetric Linear
Systems. SIAM J. Sci. Statist. Comput. 10:36–52, 1989.
[69] M. C. Steinbach. A structured interior point SQP method for nonlinear opti-
mal control problems. In Computational optimal control, Internat. Ser. Nu-
mer. Math., Birkha¨user, Basel, 115:213–222, 1994.
[70] van der Vorst H. Bi-CGSTAB: A Fast and Smoothly Converging Variant
of Bi-CG for the Solution of Nonsymmetric Linear Systems. SIAM J. Sci.
Statist. Comput. 13:631–644, 1992.
[71] European Space Agency, ESA Launch Vehicles, VEGA http://www.esa.
int/Our_Activities/Launchers/Launch_vehicles/Vega2
114 Bibliography
[72] European Space Agency, VEGA Small Launcher, http://esamultimedia.
esa.int/multimedia/vega/index_vega.html
[73] D. Wassel. Exploring novel designs of NLP solvers: Architecture and Imple-
mentation of WORHP. Ph.D. Thesis, Universita¨t Bremen, 2013.
[74] D. Wassel, F. Wolﬀ, J. Vogelsang and C. Bu¨skens. WORHP - The ESA NLP
Solver. 5th International Conference on Astrodynamics Tools and Techniques.
Noordwijk, Netherlands. Proceedings of the 5th International Conference on
Astrodynamics Tools and Techniques, 2012.
[75] D. J. A. Welsh and M. B. Powell. An upper bound for the chromatic number of
a graph and its applications to timetabling problems. The Computer Journal,
10:85–86, 1967.
[76] R.B. Wilson. A simplicial algorithm for concave programming. Ph.D. Thesis.
Department of Computer Science. Stanford University, Stanford, California.
Dissertationsschrift, Universita¨t Bremen, 1963.
[77] WORHP, http://www.worhp.de/
[78] Y. X. Yuan. A modiﬁed BFGS algorithm for unconstrained optimization. IMA
J. Numer. Anal., 11(3):325–332, 1991.
