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This paper continues the theme of the recent work Chen et al. (2008) [18], in which fast
collocationmethods are introduced for solving ill-posed Fredholm integral equations of the
first kind. We develop in this paper multilevel augmentation algorithms, which lead to fast
solutions of the discrete equations resulting from fast collocation methods. Regularization
parameter choice strategies are given for proposed methods. The theoretical analysis and
numerical experiments illustrate the accuracy and efficiency of the algorithm.
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1. Introduction
The integral equations of the first kind arise naturally in science and technology, most of these equations are ill-posed
problems [1,2]. In order to treat the ill-posed problems, regularization methods are often introduced, which convert the
problems to related well-posed problems. These strategies have been widely used in many areas such as image processing,
system identification, and machine learning (see, for example, [3–9]). At the same time, many numerical methods are
designed for getting fast, stable and accurate algorithms. Among conventional numerical methods for solving integral
equations, collocation methods have got more favorable attention in the engineering community due to their lower
computational cost in generating the coefficient matrix of the corresponding discrete equations than Galerkin method.
Fast collocation methods were originally developed in [10] by using multiscale piecewise polynomials and multiscale
interpolating functionals constructed in [10–13]. Themethodology of thismethodwas realized for integral equations of one,
two and higher dimensions in [14–17], respectively. Recently, these ideas were developed for ill-posed problems in [18],
which led to fast collocation methods for solving integral equations of the first kind.
The fast collocation methods for solving ill-posed integral equations yield large linear systems with sparse coefficient
matrices. Solving such linear systems by the conventional algorithms still needs much computational cost. Since solving ill-
posed problems usually requires iterated schemes, and at each iteration we have to solve the corresponding linear system,
designing fast solvers for this kind of linear systems is very beneficial. To this end, we develop the multilevel augmentation
algorithm proposed in [19] to solve the discrete equations resulting from fast collocation methods. This algorithm is based
on a direct sum of multiscale decompositions of the solution space of the equation and the range space of the operator, with
amatrix splitting strategy. The algorithm allows us to solve the same linear system of a small size at a fixed initial lower level
and then compensate the error by directly performing amatrix-vector multiplication at the higher level. Another important
issue for regularization is the choice of regularization parameters, the regularization parameter is used to get a balance
between the well posedness and approximation accuracy. This principle has been used in [20–28].
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In paper [18], a fast piecewise polynomial collocation method is introduced for solving the integral equation obtained
by using the Tikhonov regularization from the original ill-posed equation. The method is developed based on a matrix
compression technique resulting from using multiscale piecewise polynomial basis functions and their corresponding
multiscale collocation functionals, which forms a basis for fast algorithms. In other words, paper [18] is devoted to how
to discretize the ill-posed integral equations fast. This paper continues the theme of the work of [18]. We developed the
multilevel augmentation method for getting a fast solver of discrete equations generated by the method of [18]. Similar
to [18,29,30], we present a priori and a posteriori parameter choice strategies.
We organize this paper into four sections. In Section 2, we describe the fast multilevel augmentation algorithm based
on fast collocation methods for ill-posed integral equations of the first kind in L∞ space. Choices for a priori and a posteriori
regularization parameters are proposed and analyzed in Section 3. Finally in Section 4 numerical experiments are given,
which illustrate the efficiency of the algorithm.
2. The fast multilevel augmentation method
In this section, we introduce the multilevel augmentation method for solving the discrete equations resulting from ill-
posed integral equations of the first kind by using fast collocation methods.
Suppose that E is a compact set of the d-dimensional Euclidean space Rd, we consider the Fredholm integral equation of
the first kind in the form
Kx = y, (2.1)
where the operatorK is defined by
(Kx)(s) :=
∫
E
K(s, t)x(t)dt, s ∈ E (2.2)
with a non-degenerate kernel K ∈ C(E× E), y ∈ L∞(E) is a given function, and x is the unknown function to be determined.
The operatorK can be considered as an operator from L∞(E) to L∞(E). In this case, Eq. (2.1) is an ill-posed problem.
Firstly, some important notations are introduced. Let ‖ · ‖p denote the norm of Lp(E) for 1 ≤ p ≤ ∞, and ‖A‖X→Y
denote the norm of the operator A from space X to space Y. When X = Y = Lp(E), we simplify the notation by
‖A‖p := ‖A‖Lp(E)→Lp(E).
LetK∗ be the adjoint operator ofK , which is defined by
(K∗x)(s) :=
∫
E
K(t, s)x(t)dt, s ∈ E. (2.3)
Instead of solving the Eq. (2.1), the Tikhonov regularization method is to solve the equation
(αI+A)xδα = K∗yδ, (2.4)
whereA := K∗K , and yδ is the approximate data of ywith
‖yδ − y‖2 ≤ δ (2.5)
for some positive constant δ. We also denote by xα the solution of the equation
(αI+A)xα = K∗y. (2.6)
To numerically solving (2.4) by fast collocation methods, we denote N := {1, 2, . . .}, N0 := N ∪ {0}, and require a
sequence of multiscale subspaces {Xn: n ∈ N0}, which are piecewise polynomial spaces of the total degree≤ l−1, and have
the multiscale decomposition
Xn = W0⊕⊥W1⊕⊥ · · · ⊕⊥Wn, (2.7)
whereW0 := X0 and thenotationA⊕⊥ Bdenotes the direct sumof spacesA andBwithA⊥B. The spacesWi, i = 2, 3, . . . , n,
can be constructed recursively once the initial spaceW1 is given. The construction of such spaces can be seen in [11,10,15,
12,13,17]. For each i ∈ N0, we usew(i) to denote the dimension of spaceWi and assume thatWi has a basis {wij: j ∈ Zw(i)},
that is,
Wi = span{wij: j ∈ Zw(i)},
where we use the notation Zn := {0, 1, . . . , n − 1} for any n ∈ N. Let Un := {(i, j): i ∈ Zn+1, j ∈ Zw(i)}, according to (2.7),
we have that
Xn = span{wij: (i, j) ∈ Un}.
For each (i, j) ∈ Un, we denote by Sij the support of the basis functionwij and let d(A) denote the diameter of the set A ⊆ E.
We define s(n) := dimXn and, for each i ∈ Zn+1, we set hi := max{d(Sij): j ∈ Zw(i)}. We further require that the spaces and
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their bases have the multiscale properties
s(n) ∼ µn, w(i) ∼ µi, hi ∼ µ−i/d, (2.8)
whereµ > 1 is an integer, and that there exists a positive constant c such that ‖wij‖∞ ≤ c for all (i, j) ∈ U := {(i, j): (i, j) ∈
Un, n ∈ N0}.
We next turn to describe the sequence of multiscale collocation functionals. Associated with each basis functionwij, we
assume that there is a collocation functional ℓij, which is a sum of point evaluation functionals at a fixed number of points in
Sij. We remark that for a meaningful sense of point evaluation for elements of L∞(E), readers are referred to [31]. Let

ℓij, w

denote the linear functional ℓij evaluated at the functionw. We demand that for each (i, j) ∈ Un with i > 0, ⟨ℓij, q⟩ = 0, for
any polynomial q of total degree≤ l−1, and there exists a positive constant c such that ‖ℓij‖L∞(E)→R ≤ c , for all (i, j) ∈ U.We
also require that the basis functions and their corresponding collocation functionals have the semi-biorthogonal property:
⟨ℓi′j′ , wij⟩ = δi′iδj′j, (i, j), (i′, j′) ∈ U, i′ ≤ i.
Corresponding to each subspaceWi we have the collocation functional space
Vi := span{ℓij: j ∈ Zw(i)},
so that
Ln := V0 ⊕ V1 ⊕ · · · ⊕ Vn = span{ℓij: (i, j) ∈ Un}.
We now formulate the collocation method for solving Eq. (2.4). To this end, for each n ∈ N0, we let Pn denote the
interpolation projection from L∞(E) onto Xn defined by, for f ∈ L∞(E),
⟨ℓij, f − Pnf ⟩ = 0, (i, j) ∈ Un.
We remark that there exist a positive constant c such that ‖Pn‖∞ ≤ c for all n ∈ N0 [31,18]. Moreover, for each n ∈ N0,
we letQn denote the orthogonal projection from L2(E) onto Xn. The collocation method for solving (2.4) is to find xδα,n ∈ Xn
such that
(αI+ PnAQn)xδα,n = PnK∗yδ. (2.9)
We remark that the use of the orthogonal projectionQn allows us to use themultiscale basis functionswhich have vanishing
moments. This is crucial for developing fast algorithms based on a matrix compression.
LetAn := PnAQn, as in [32,19], the operatorAn:Xn → Xn is identified in the matrix form with
An =

P0AQ0 P0A(Q1 −Q0) · · · P0A(Qn −Qn−1)
(P1 − P0)AQ0 (P1 − P0)A(Q1 −Q0) · · · (P1 − P0)A(Qn −Qn−1)
...
...
. . .
...
(Pn − Pn−1)AQ0 (Pn − Pn−1)A(Q1 −Q0) · · · (Pn − Pn−1)A(Qn −Qn−1)
 . (2.10)
The matrix representation of the operator αI + An under the multiscale basis functions and multiscale collocation
functionals is a dense matrix. But we can compress this matrix into a sparse one. If i + j > n we replace the block (Pi −
Pi−1)A(Qj −Qj−1) of (2.10) by the zero, which leads to a compressed matrix
A˜n :=

P0AQ0 P0A(Q1 −Q0) · · · P0A(Qn −Qn−1)
(P1 − P0)AQ0 (P1 − P0)A(Q1 −Q0) · · · 0
...
...
. . .
...
(Pn − Pn−1)AQ0 0 · · · 0
 . (2.11)
We call this compression strategy the Γ -shape compression. Letting P−1 = Q−1 = 0, the operator A˜n:Xn → Xn can be
written as
A˜n =
−
i,j∈Zn+1,i+j≤n
(Pi − Pi−1)A(Qj −Qj−1).
The fast collocation method for solving (2.4) is defined by finding x˜δα,n ∈ Xn such that
(αI+ A˜n)x˜δα,n = PnK∗yδ. (2.12)
Now, how to solve above equation fast is a crucial step. In practical applications, this is a large-scale systemwhich needs
to be solved repeatedly, so an efficient numerical algorithm is necessary. In paper [19], the authors introduce multilevel
augmentation methods for solving operator equations of the second kind based on direct sum decompositions of the range
space of the operator and the solution space of the operator equation and a matrix splitting scheme. This is a fast solver
for large-scale systems. Based on the idea of the multilevel method, we will develop a fast, stable and accurate numerical
algorithm for solving ill-posed problems.
Let n = k + m with k,m ∈ N0, and split the operator A˜n into the sum of two operators A˜n = A˜Lk,m + A˜Hk,m, where
A˜Lk,m := PkA˜nQn and A˜Hk,m := (Pn − Pk)A˜nQn, which correspond to lower and higher frequency parts of the operator A˜n,
respectively.
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For the parameter α > 0, we set B˜k,m(α) := I+ α−1A˜Lk,m and C˜k,m(α) = α−1A˜Hk,m. Thus, we have the decomposition
I+ α−1A˜n = B˜k,m(α)+ C˜k,m(α), m ∈ N.
Note that for each m ∈ N, the matrices B˜k,m(α) and C˜k,m(α) can be obtained by augmenting the matrices B˜k,m−1(α)
and C˜k,m−1(α), respectively, by adding new rows and new columns which correspond to the subspaceWk+m. The multilevel
augmentation scheme based on the fast collocation method for solving (2.6) can be described as follows.
Algorithm 2.1 (The Multilevel Augmentation Algorithm). Step 1. For a fixed k ∈ N, solve (2.12) with n = k exactly to obtain
x˜δα,k ∈ Xk.
Step 2. Set x˜δα,k,0 := x˜δα,k and compute matrices B˜k,0(α) and C˜k,0(α), respectively.
Step 3. Form ∈ N, suppose that x˜δα,k,m−1 ∈ Xk has been obtained and do the following.
• Augment the matrices B˜k,m−1(α) and C˜k,m−1(α), respectively.• Augment x˜δα,k,m−1 to form
x¯δα,k,m :=
[
x˜δα,k,m−1
0
]
∈ Xk+m. (2.13)
• Solve x˜δα,k,m := [(x˜δα,k,m)0, (x˜δα,k,m)1, . . . , (x˜δα,k,m)m]T with (x˜δα,k,m)0 ∈ Xk and (x˜δα,k,m)j ∈ Wk+j, j = 1, 2, . . . ,m from
equation
B˜k,m(α)x˜δα,k,m = α−1Pk+mK∗yδ − C˜k,m(α)x¯δα,k,m. (2.14)
The multilevel augmentation algorithm begins with an initial approximate solution x˜δα,k and updates it from one level to
another. At every step we only need to find the inverse of I+ α−1A˜k at the level k. Thus it is a fast solver for the Eq. (2.6).
Let xˆ ∈ L2(E) be the minimum norm solution of (2.1). As in [18], we need the following assumptions:
(H1) xˆ ∈ R(AνK∗)with 0 < ν ≤ 1, i.e., there exists an ω ∈ L2(E) such that xˆ = AνK∗ω.
(H2) For some positive constant r , there exists a constant c0 such that
‖K(I−Qj)‖∞ ≤ c0µ−rj/d, ‖(I− Pj)K∗‖∞ ≤ c0µ−rj/d,
‖(I− Pj)K∗‖2 ≤ c0µ−rj/d, ‖(I− Pj)K∗‖L2(E)→L∞(E) ≤ c0µ−rj/d,
and
‖K(I−Qj)‖2 ≤ c0µ−rj/d.
We remark that in assumption (H1) , the fractional power Aν of A is defined in the space of L2(E). If
assumption (H1) holds, as the kernel K ∈ C(E × E), so xˆ ∈ L∞(E).
We next estimate the error ‖xˆ− x˜δα,k,m‖∞. At first, we present an important lemma established in paper [27].
Lemma 2.2. For each α > 0, the operator αI+A is invertible from L∞(E) to L∞(E),
‖(αI+A)−1‖∞ ≤
√
α +M/2
α3/2
,
and
‖(αI+A)−1K∗‖L2(E)→L∞(E) ≤
M
α
where M := sups∈E

E |K(t, s)|2dt
 1
2 .
We now recall several useful lemmas and theorem established in [18].
Lemma 2.3. If hypothesis (H2) holds, then there exist a positive constant c1 such that
‖A− A˜n‖∞ ≤ c1nµ−rn/d.
Lemma 2.4. Suppose that hypothesis (H2) holds. If
nµ−rn/d ≤ 1
2c1
α3/2√
α +M/2 , (2.15)
where c1 is the constant appeared in Lemma 2.3, then αI+ A˜n: L∞(E)→ L∞(E) is invertible and
‖(αI+ A˜n)−1‖∞ ≤ 2
√
α +M
α3/2
. (2.16)
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Theorem 2.5. If hypothesis (H2) holds, the integer n = k + m is chosen to satisfy inequality (2.15), then there exist positive
constant c2 such that
‖xα − x˜δα,n‖∞ ≤ c2

δ
α
+ (k+m)µ
−r(k+m)/d
α3/2

. (2.17)
Moreover, if hypothesis (H1) holds, then we have
‖xˆ− x˜δα,n‖∞ ≤ c2

αν + δ
α
+ (k+m)µ
−r(k+m)/d
α3/2

. (2.18)
In order to obtain the error estimation, we still need following lemmas.
Lemma 2.6. If (H2) holds, then there exists a positive integer N, such that when k ≥ N and m ∈ N0, we have ‖Ck,m(α)‖∞ <
α1/2
2
√
α+M . Moreover B˜k,m(α) is invertible and
‖B˜−1k,m(α)‖∞ ≤
1
α1/2
2
√
α+M − ‖C˜k,m(α)‖∞
.
Proof. We choose the integer k to satisfy inequality
(k+m)µ−r(k+m)/d ≤ 1
2c1
α3/2√
α +M/2 , m ∈ N0. (2.19)
Using above inequality and Lemma 2.4, we have
‖(αI+ A˜k+m)−1‖∞ ≤ 2
√
α +M
α3/2
. (2.20)
Due to the definition of B˜k+m(α) and (2.20), for any u ∈ Xk+m we have
‖B˜k+m(α)u‖∞ ≥ ‖α−1(αI+ A˜k+m)u‖∞ − ‖C˜k,m(α)u‖∞
≥

α1/2
2
√
α +M − ‖C˜k,m(α)‖∞

‖u‖∞. (2.21)
It follows from the definition of C˜k,m(α) that
C˜k,m(α) = α−1[(Pk+m − I)Ak+m + (I− Pk)Ak+m + (Pk+m − Pk)(A˜k+m −Ak+m)]Qn.
By hypothesis (H2) , there exists a positive constant c such that
‖(Pk+m − I)Ak+m + (I− Pk)Ak+mQn‖∞ ≤ cµ−rk/d.
Applying Lemma 2.3, we have
‖(Pk+m − Pk)(A˜k+m −Ak+m)Qn‖∞ ≤ c(k+m)µ−r(k+m)/d.
These yield
‖C˜k,m(α)‖∞ ≤ cα−1(k+m)µ−rk/d,
which leads to
‖C˜k,m(α)‖∞ → 0, uniformly form ∈ N0, as k →∞. (2.22)
If the integer k is large enough such that
‖C˜k,m(α)‖∞ < α
1/2
2
√
α +M ,
then from the inequality (2.21), B˜k+m(α) is invertible and
‖B˜−1k,m(α)‖∞ ≤
1
α1/2
2
√
α+M − ‖C˜k,m(α)‖∞
,
which completes the proof. 
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Let
γα,k+m := c2

(k+m)µ−r(k+m)/d
α3/2
+ δ
α

,
where c2 is the constant which appeared in Theorem 2.5, then we can see that
γα,n
γα,n+1
≤ σ := µr/d, n ∈ N.
With the help of this inequality we obtain the following result.
Lemma 2.7. If hypothesis (H1) and (H2) hold, then there exists an integer N such that for any k ≥ N and m ∈ N0,
‖x˜δα,k+m − x˜δα,k,m‖∞ ≤ γα,k+m.
Proof. We prove it by induction onm. Whenm = 0, since x˜δα,k,0 = x˜δα,k, the conclusion holds.
Suppose the claim holds form = q− 1, q ∈ N, we come to prove that it holds form = q. From the Eq. (2.12), we obtain
(I+ α−1A˜k+q)x˜δα,k+q = α−1Pk+qK∗yδ. (2.23)
Using the Eq. (2.14), we have
B˜k,q(α)x˜δα,k,q = α−1Pk+qK∗yδ − C˜k,q(α)x¯δα,k,q. (2.24)
According to the definition of the operators B˜k,q(α) and C˜k,q(α), we have the decomposition
I+ α−1A˜k+q = B˜k,q(α)+ C˜k,q(α). (2.25)
Using the Eq. (2.25) and subtracting the Eq. (2.24) from the Eq. (2.23), we have
B˜k,q(α)(x˜δα,k+q − x˜δα,k,q) = C˜k,q(α)(x¯δα,k,q − x˜δα,k+q).
It follows from Lemma 2.6 that there exist a positive integer N , such that when k ≥ N ,B˜−1k,q (α)C˜k,q(α)(x˜δα,k+q − x˜δα,k,q−1)∞ ≤ ‖C˜k,q(α)‖∞
α
1
2
2
√
α+M − ‖C˜k,q(α)‖∞
‖x˜δα,k+q − x˜δα,k,q−1‖∞.
By using Theorem 2.5 we have
‖x˜δα,k+q − x˜δα,k,q−1‖∞ ≤ ‖x˜δα,k,q−1 − x˜δα,k+q−1‖∞ + ‖x˜δα,k+q−1 − xα‖∞ + ‖xα − x˜δα,k+q‖∞
≤ (1+ 2σ)γα,k+q.
Therefore,
‖x˜δα,k+q − x˜δα,k,q‖∞ ≤
‖C˜k,q(α)‖∞
α
1
2
2
√
α+M − ‖C˜k,q(α)‖∞
(1+ 2σ)γα,k+q.
From (2.22), we see that when k is sufficiently large,
‖C˜k,q(α)‖∞
α
1
2
2
√
α+M − ‖C˜k,q(α)‖∞
≤ 1
1+ 2σ ,
which leads to
‖x˜δα,k+q − x˜δα,k,q‖∞ ≤ γα,k+q,
and completes the proof. 
We can now provide the error estimate of the multilevel augmentation algorithm.
Theorem 2.8. If hypothesis (H1) and (H2) hold, then there exist a constant c3 and an integer N0, such that for any k ≥ N0 and
m ∈ N0 with n := k+m satisfying (2.15),
‖xˆ− x˜δα,k,m‖∞ ≤ c3

αν + δ
α
+ (k+m)µ
−r(k+m)/d
α3/2

. (2.26)
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Proof. By the triangle inequality, Theorem 2.5 and Lemma 2.7, we have that
‖xˆ− x˜δα,k,m‖∞ ≤ ‖xˆ− x˜δα,k+m‖∞ + ‖x˜δα,k+m − x˜δα,k,m‖∞ ≤ c3

αν + δ
α
+ (k+m)µ
−r(k+m)/d
α3/2

. 
3. Regularization parameter choice strategies
In this section we present a priori and a posteriori strategies for choices of regularization parameters and estimate the
error bound of the corresponding approximate solutions.
We first present an a priori parameter choice strategy. To do this, we suppose that xˆ ∈ R(AνK∗) with the smoothness
order ν ∈ (0, 1], and choose the regularization parameterα such that the right-hand side of the estimate (2.26) isminimized.
This leads to the following rule.
Rule 3.1. For the given noise bound δ > 0, and positive constants c4 and c5, choose the parameter α and the positive integer k
as follows:
α = c4δ 1ν+1 ,
and
(k+m)µ−r(k+m)/d ≤ min

1
2c1
α3/2√
α +M/2 , c5δ
√
α

, m ∈ N0,
where c1 is the constant appeared in Lemma 2.3.
Theorem 3.2. Suppose that K ∈ W r,∞(E×E)with 0 < r ≤ l. If α and k are chosen according to Rule 3.1 and hypothesis (H1) is
satisfied, then
‖xˆ− x˜δα,k,m‖∞ = O(δ
ν
ν+1 ), as δ → 0. (3.1)
Proof. According to Proposition 2.3 in [33], the assumption on K of this theorem ensures that hypothesis (H2) is also
satisfied. When α and k are chosen according to Rule 3.1, it is easy to see that the inequality (2.14) holds. Using Rule 3.1
and Theorem 2.8, we obtain the desired estimate (3.1). 
Wenext propose an a posteriori regularization parameter choice strategy, which is based on themultilevel augmentation
algorithm and leads to the same order of convergence as the standard regularized collocationmethod does. The original idea
of the strategy was first used in [30] and developed in [18,29].
We begin with an assumption that there exist two increasing continuous functions ϕ(α) and λ(α) with ϕ(0) = 0 and
λ(0) = 0 such that
‖xˆ− x˜δα,k(α),m‖∞ ≤ ϕ(α)+
δ
λ(α)
, (3.2)
where k(α) is a positive integer related to α.
This means that the optimal parameter choice should be α = αopt := (ϕλ)−1(δ), which leads to
‖xˆ− x˜δαopt ,k(αopt ),m‖∞ ≤ 2ϕ((ϕλ)−1(δ)).
Noting that
αopt = max

α:ϕ(α) ≤ δ
λ(α)

,
a performable scheme is to select the regularization parameter from a finite set
M(∆N) :=

αi:αi ∈ ∆N , ϕ(αi) ≤ δ
λ(αi)

,
where∆N := {αi:α0 < α1 < · · · < αN} is a set of distinct positive numbers, which will be specified later. We will choose
α∗ := max{αi:αi ∈M(∆N)}
as an approximation of αopt . However, the smoothness order ν of the exact solution is normally not known, so is the function
ϕ. As suggested in [18,29,30], we introduce an analogue
M+(∆N) =

αj:αj ∈ ∆N ,
x˜δαj,k(αj),m − x˜δαi,k(αi),m∞ ≤ 4δλ(αi) , i = 0, 1, . . . , j

,
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and choose
α+ := max{αi:αi ∈M+(∆N)}
as an approximation of α∗.
Similar to Theorem 2.1 in [30], we have the following lemma.
Lemma 3.3. Suppose that estimate (3.2) holds. If M(∆N) ≠ ∅, ∆N \M(∆N) ≠ ∅, and for any αi ∈ ∆N , i = 1, 2, . . . ,N, the
function λ(α) satisfies λ(αi) ≤ qλ(αi−1) for a fixed constant q, then
‖xˆ− x˜δα+,k(α+),m‖∞ ≤ 6qϕ((ϕλ)−1(δ)). (3.3)
We now apply the general result stated in the above lemma to propose an a posteriori parameter choice strategy.We first
choose the number k := k(α) > N0 as the smallest positive integer satisfying
(k+m)µ−r(k+m)/d ≤ min

1
2c1
α3/2√
α +M/2 , c5δ
√
α

, m ∈ N0, (3.4)
for some positive constant c5. It is easy to see that k(α) is uniquely determined by the variableα. If hypothesis (H1) and (H2)
hold, then for such a pair of (k, α) andm ∈ N0, the estimate (2.26) follows from Theorem 2.8, which leads to that
‖xˆ−xδα,k(α),m‖∞ ≤ ϕ(α)+ δλ(α) , (3.5)
with ϕ(α) := c3αν and λ(α) := αc3(1+c5) . To specify ∆N we choose appropriate constants q0 > 1, ρ > 0 and a positive
integer N such that
ρδqN−10 ≤ 1 < ρδqN0
as in [18,29,30], and then define the finite set
∆N := {αi := ρδqi0, i = 0, 1, . . . ,N}.
Now we present the following rule for choosing the regularization parameter α := α+.
Rule 3.4. For any αi ∈ ∆N , i = 0, 1, . . . ,N, let k := k(αi) > N0 be the smallest positive integer satisfying (3.4). Choose α = α+
as
α+:= max

αj:αj ∈ ∆N , ‖x˜δαj,k(αj),m − x˜δαi,k(αi),m‖∞ ≤
4δ
λ(αi)
,m ∈ N0, i = 0, 1, . . . , j

.
We remark that the role of ρ is the same as that presented in [18], which allows a larger degree of freedom for the choice
of regularization parameter, and that the strategy need not the smoothness of the exact solution.
The following theorem provides the convergence order of the approximate solution obtained by using the above a
posteriori choice of the regularization parameter.
Theorem 3.5. Suppose that hypothesis (H1) and (H2) hold. If α := α+ is chosen according to Rule 3.4, and k(α+) > N0 is the
smallest positive integer satisfying the condition (3.4), then
‖xˆ− x˜δα+,k(α+),m‖∞ = O(δ
ν
ν+1 ), as δ → 0, m ∈ N0. (3.6)
The result of this theorem is a direct consequence of Lemma 3.3. The detail of the proof is similar to that of Theorem 4.5
presented in [18], we omit it here.
We remark that one may use for approximate solution a proper linear combination of nT Tikhonov approximations
with different regularization parameters instead of single Tikhonov approximation. Under assumption xˆ ∈ R(Aν)K∗ with
0 < ν < nT , the authors in [34] obtained accuracyO(δ
ν
ν+1 ). For this approximation, the accuracy is higher but computational
amount essentially the same.
4. Numerical experiments
In this section we present numerical experiments for the example given in [18] to illustrate the results of the above
sections.
Let X := L∞[0, 1] andK:X→ X be defined by
(Kx)(s) :=
∫
E
K(s, t)x(t)dt, s ∈ E := [0, 1], (4.1)
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Table 1
A priori parameter choices.
e α1 α2 n C .R ‖xˆ− x˜δα1,k,m‖∞ ‖xˆ− x˜δα2,n‖∞ ‖xˆ− x˜δα1,k,m‖∞/δ1/2 ‖xˆ− x˜δα2,n‖∞/δ1/2 T1 (s) T2 (s)
1 1.6941×10−4 1.5401×10−4 8 0.0145 0.0220 0.0260 0.7124 0.8434 0.020 2.524
3 2.9343×10−4 2.6676×10−4 7 0.0286 0.0372 0.0395 0.6973 0.7398 0.010 0.300
5 3.7882×10−4 3.4435×10−4 6 0.0557 0.0563 0.0547 0.8174 0.7949 <0.010 0.030
7 4.4823×10−4 4.0749×10−4 5 0.1055 0.0750 0.0707 0.9203 0.8680 <0.010 0.010
9 5.0824×10−4 4.6204×10−4 5 0.1055 0.0915 0.0892 0.9902 0.9657 <0.010 0.010
with the kernel
K(s, t) :=

s(1− t), 0 ≤ s ≤ t ≤ 1,
t(1− s), 0 ≤ t < s ≤ 1.
We consider the integral equation of the first kind (2.1) with
y(s) := 1
40.320
s(s− 1)(−17− 17s+ 11s2 + 11s3 − 3s4 − 3s5 + s6).
In this case, the kernel of operator K is continuous on [0, 1] × [0, 1], so it is a linear compact operator from X to X.
Hence, the integral equation is ill-posed. Moreover, x(s) = −10.720 s(s−1)(3+3s−2s2−2s3+ s4) is the unique solution of the
Eq. (2.1), and x = AK∗ω ∈ R(AK∗)with ω := 1000. This means the condition (H1) is satisfied with ν = 1.
Next, we construct the approximation space Xn and the collocation functional space Ln. Let Xn have the decomposition
Xn = X0⊕⊥W1⊕⊥ · · · ⊕⊥Wn.
We choose a basis for X0
w00(s) = 2− 3s, and w01(s) = −1+ 3s,
and a basis for spaceW1
w10(s) =

1− 9
2
s, s ∈
[
0,
1
2
]
,
−1+ 3
2
s, s ∈

1
2
, 1
]
,
and
w11(s) =

1
2
− 3
2
s, s ∈
[
0,
1
2
]
,
−7
2
+ 9
2
s, s ∈

1
2
, 1
]
.
Then the space Wi = span{wij: j ∈ Z2i} are generated recursively by W1 following the general construction developed
in [10,15,13]. Hence dim Xn = 2n+1 and Xn is the space of piecewise linear polynomials on [0, 1] with knots at j/2n, j =
1, 2, . . . , 2n − 1. In this case we have µ = 2.
Similarly, we construct the collocation functional spaces with the decomposition as
Ln = L0 ⊕ V1 ⊕ · · · ⊕ Vn.
Firstly, let L0 = span{ℓ01, ℓ02} with ℓ00 = δ 1
3
, ℓ01 = δ 2
3
, and V1 = span{ℓ11, ℓ12} with ℓ10 = − 32δ 13 +
1
2δ 23
+ δ 1
6
,
ℓ11 = 12δ 13 −
3
2δ 23
+ δ 5
6
. Then Vi := span{ℓij: j ∈ Z2i} can be constructed recursively by V1. The approximation spaces and
the corresponding collocation functionals have the properties outlined in Section 2.
Let Xn be the piecewise linear polynomials on [0, 1] with knots at j/2n, j = 1, 2, . . . , 2n − 1. We know that
assumption (H2) is satisfied with r = 32 which presented in [18].
As [18] did, we choose perturbed right-hand side yδ = y + δv, where v ∈ X has uniformly distributed random values
with ‖v‖2 = 1, and
δ = ‖y‖2 · e/100 = 0.09488 · e/100
with e ∈ {1, 3, 5, 7, 9}.
The parameters of the augmentation methods and Gauss elimination algorithm are denoted by α1 and α2, respectively.
In this paper, we choose α1 = 0.0055 ∗ δ1/2 and α2 = 0.005 ∗ δ1/2 for a priori parameters, while for a posteriori parameters,
we choose α1 by Rule 3.4 and choose α2 by a similar rule in [18]. In all tables presented in this section, we use ‘‘ C .R’’ for
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a b
c d
Fig. 1. (a) The original function; (b) the restored function with n = 8, e = 1 and α1 = 0.0055 ∗ δ1/2; (c) the restored function with n = 6, e = 5 and
α1 = 0.0055 ∗ δ1/2; (d) the restored function with n = 5, e = 9 and α1 = 0.0055 ∗ δ1/2 .
Table 2
A posteriori parameter choices.
e α1 α2 n C .R ‖xˆ− x˜δα1,k,m‖∞ ‖xˆ− x˜δα2,n‖∞ ‖xˆ− x˜δα1,k,m‖∞/δ1/2 ‖xˆ− x˜δα2,n‖∞/δ1/2 T1 (s) T2 (s)
1 2.8091×10−4 1.2809×10−4 8 0.0145 0.0326 0.0235 1.0584 0.7907 14.301 63.752
3 3.6641×10−4 3.8426×10−4 7 0.0286 0.0366 0.0576 0.6860 0.7199 4.026 9.613
5 6.1068×10−4 6.4044×10−4 6 0.0557 0.0450 0.0410 0.6533 0.7681 1.211 1.762
7 8.5495×10−4 8.9662×10−4 5 0.1055 0.0581 0.0608 0.7129 0.7457 0.491 0.561
9 1.0992×10−3 1.1528×10−3 5 0.1055 0.0637 0.0779 0.6893 0.8428 0.410 0.460
the compression rates, ‘‘ T1’’ and ‘‘ T2’’ for the computing time (measured in second) to solve the linear system by using the
multilevel augmentation method and Gaussian elimination algorithm, respectively. When we use multilevel augmentation
method, we choose k = 2.
In our simulation, all numerical results are obtained by running on a computer with 1.50 GHz CPU and 768 MBmemory.
For a priori parameter choice strategy, Table 1 shows that the computed convergence rate by the multilevel augmentation
method is O(δ
1
2 ), which is same to the one using Gauss elimination algorithm, and Fig. 1 illustrates the numerical results.
This numerical example confirm our theoretical estimate given in Theorem 3.2. The numerical results are shown in Table 2
and illustrated in Fig. 2 for a posteriori parameter choice strategy. These results show that the a posteriori parameter choice
gives the results comparable to those of the a priori parameter choice. Both Tables 1 and 2 demonstrate that the multilevel
augmentation method is a fast solver for the linear systems, especially for large linear systems.
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Fig. 2. (a) The original function; (b) the restored function with n = 8, e = 1 and α1 = 2.8091 × 10−4; (c) the restored function with n = 6, e = 5 and
α1 = 6.1068× 10−4; (d) the restored function with n = 5, e = 9 and α1 = 1.0992× 10−3 .
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