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Abstract
Let Xt be a continuous local martingale satisfying X0 = 0 and K1q(t)6 〈X 〉t6K2q(t) a.s.
for a nondecreasing function q with constants K1 and K2. De.ne for a Borel function f; Mt =∫ t
0 f(Xs) dXs and M
∗
t =sup06s6t |Ms|. If f is in L2 and f =0 then for any slowly increasing
function 
 there exist two positive constants c and C such that for all stopping times T
cE
(M∗2T )6E
(
√
q(T ))6C(E
(M∗2T ) + 1):
Suppose that f2 is even and  (x)=
∫ x
0 (
∫ y
0 f
2(t) dt) dy is moderate. If 
 satis.es one of the 3
conditions: (i) 
 is slowly increasing, (ii) 
 is concave if f ∈ L2, and (iii) 
 is moderate if√
 (x) is convex, then there exist two positive constants c and C such that for all stopping
times T
cE
(M∗2T )6E
 ◦  (
√
q(T ))6CE
(M∗2T ):
De.ne Tr = inf {t ¿ 0; |Mt |= r}; r ¿ 0. The growth rate function of ETr can be found for
appropriate , as an application of the above inequalities. The method of proving the main result
also yields a similar type of two-sided inequality for the integrable Brownian continuous additive
functional over all stopping times. c© 2002 Elsevier Science B.V. All rights reserved.
Keywords: Stopping time; Local time; Quasi-Gaussian local martingale; Moderate function;
Continuous additive functional; Exit time; Decoupling inequality; Itoˆ’s formula
1. Introduction and statement of main results
Let (X;F) be a real continuous local martingale vanishing at 0 and adapted to a
.ltration F which satis.es the usual conditions, and let
Mt =
∫ t
0
f(s; Xs) dXs; (1)
where f(s; x) is a Borel function on R+ × R. X is said to be quasi-Gaussian if
there exists a nonnegative Borel function q(t) and two constants K1 and K2
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such that
K1q(t)6 〈X 〉t6K2q(t) a:s: (2)
for t¿ 0. Since 〈X 〉t is nondecreasing and continuous it is permitted to choose q
to be nondecreasing right-continuous by letting q˜(t)= sups6t+ q(s), say. Thereafter,
q will be assumed to be a nondecreasing right-continuous function. Two nonnega-
tive functions f and g are said to be comparable if there exist constants C1 and
C2 such that f(x)6C1g(x) and g(x)6C2f(x) for all x, and is denoted f≈ g. Let
M∗t =sup06s6t |Ms|.
Theorem 1 (The skew case). Let (X;F) be a continuous quasi-Gaussian local mar-
tingale. If inf s¿0 f2(s; x) does not vanish and sups¿0 f
2(s; x) is integrable, then for
any slowly increasing function 
 there exist two positive constants c and C which
depend only on 
 and f such that for all stopping times T with respect to F
cE
(M∗2T )6E
(
√
q(T ))6C(E
(M∗2T ) + 1): (3)
Theorem 2 (The symmetric case). Let (X;F) be a continuous quasi-Gaussian local
martingale. Suppose that sups¿0 f
2(s; x)6K inf s¿0 f2(s; x); x∈R, for some positive
constant K and inf s¿0 f2(s; x) is comparable with a nonnegative even Borel function
g(x) which is locally integrable such that  (x)=
∫ x
0 (
∫ y
0 g(t) dt) dy; x¿ 0, is moderate
(that is, g(x)¿ 0; 0¡x¡ for some ¿ 0 and x
∫ x
0 g(t) dt6  (x) for some ¿ 1
and every x¿ 0). Suppose that one of the 3 conditions below holds:
(i) 
 is slowly increasing,
(ii) 
 is concave if
∫∞
0 g(x) dx=∞,
(iii) 
 is moderate if
√
 (x) is convex.
Then there exist two positive constants c and C which depend only on 
 and  such
that for all stopping times T with respect to F
cE
(M∗2T )6E
 ◦  (
√
q(T ))6CE
(M∗2T ): (4)
These theorems will be proved in Sections 2 and 3.
One of our motivations here is that we would like to study the stopped integral
process
∫ T
0 (t; Xt) dt where X is given by Xt =
∫ t
0 s dBs, (t; x) is a nonnegative Borel
function, r.v. 2t is comparable to a deterministic locally integrable function p(t)¿ 0,
and B is a standard Brownian motion. Observe that
∫ T
0 (t; Xt) dt=
∫ T
0 ((t; Xt)=
2
t ) d〈X 〉t
≈ ∫ T0 f2(t; Xt) d〈X 〉t=〈M 〉T with f2(t; x)= (t; x)=p(t), E
(∫ T0 (t; Xt) dt)≈E
(〈M 〉T )
≈ E
(M∗2T ) for moderate functions 
, and 〈X 〉t ≈
∫ t
0 p(s) ds which shows that X is
quasi Gaussian. Therefore, the theorems above imply that there is a deterministic func-
tion a(t) such that E
(
∫ T
0 (t; Xt) dt) and Ea(T ) are comparable over all stopping times
T provided f and 
 satisfy suitable conditions.
The following problem, for various reasons, has come under recent consideration in
a number of papers.
(∗) Given a nonnegative nondecreasing adapted process (;F) and a nonnegative
nondecreasing function 
, is it possible to 6nd a deterministic function a(t) and two
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constants c and C such that for all stopping times T with respect to F
cE
(T )6Ea(T )6CE
(T )? (5)
Let Xt be a process taking values in a Banach space (B; ‖ · ‖). Then t =X ∗t =
sup06s6t ‖Xs‖ is a special case of interest concerning (5). If Xt is real with X0 = 0 then
one can take t = St =sup06s6t Xs; this is another situation that has been widely consid-
ered. For instance, the Burkholder–Davis–Gundy inequalities (BDG inequalities) give
a quick solution for (∗) for local martingales Xt for which the quadratic variation [X ]t
is a bounded r.v.: if K1q(t)6 [X ]t6K2q(t) then cE
(X
∗
T )6E
(
√
q(T ))6CE
(X ∗T )
holds for all moderate convex 
 and for all moderate 
 when X is continuous (e.g.
X is a centered continuous Gaussian process with independent increments).
Consider a general nonnegative nondecreasing process t . Clearly a(t) ≈ E
(t) if
(5) holds. Conversely, if one shows that (5) holds with a(t)=E
(t) it is not necessary
to calculate E
(t). This approach is known as decoupling (see de la Pen˜a and GinLe,
1999). Decoupling is generally diMcult, but .nding an explicit a(t) is usually far
trickier, as it entails determining the order of E
(t) as well.
The treatment of nonmoderate 
 seems to be a completely diNerent problem, but
progress has been made with several moderate cases in the past few years. These
include Klass (1990), de la Pen˜a and Eisenbaum (1997) for processes with inde-
pendent increments (decoupling without knowing a(t)); Novikov and Valkeila (1999)
with known a(t) for fractional Brownian motion, a special case of centered con-
tinuous Gaussian processes; Graversen and Peskir (1998), and Peskir (1999) for a
few one-dimensional time homogeneous diNusions with explicit a(t) and 
(x)= x;
as well as de la Pen˜a and Eisenbaum (1994) for Brownian additive local martin-
gales (decoupling with unknown a(t)) which is closely related to Theorem 1: Let
Mt =
∫ t
0 f(s; Bs) dBs where B is a standard Brownian motion. If f(s; x) is increasing
in s, f(0; x) has a compact support and does not vanish, and sups¿0 f
2(s; x) is inte-
grable then for 0¡!¡ 2 there exist two positive constants c and C such that for
all stopping times T of B
cE0M∗!T 6E0a(T )6C(E0M
∗!
T + 1);
where a(t)=E0M∗!t .
The reader will .nd that in these papers the .ltration here is the natural .ltration.
It can be shown that all the results remain unchanged under the augmentation which
is the smallest .ltration satisfying the usual conditions. The reason for addressing
this is that certain random times of interest are not stopping times relative to the
natural .ltration but they are stopping times with respect to the augmentation rather.
The other issue that sometimes matters is whether the constants can be taken the
same for all the processes of the same type under consideration. For processes with
independent increments that is the case (not only independent of the characteristics but
also irrelevant to the dimension of the state space) while for fractional Brownian motion
the constants depend on the Hurst index, for diNusions in R the constants depend
on the drift and diNusion coeMcients, and for Brownian additive local martingales
Mt =
∫ t
0 f(s; Bs) dBs the constants depend on f.
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A nice application from (5) is to give the order of ETr for an appropriate , where
Tr = inf {t ¿ 0; ‖Xt‖¿r}; r ¿ 0, is the .rst time that Xt exits from the closed ball of
radius r, given that Tr is a stopping time with respect to F. To see why the order
of ETr can be derived, observe that Tr =X
∗
Tr = ‖XTr‖ if Xt is rcll. Therefore, if (5)
holds Ea(Tr) ≈ E
(‖XTr‖). If Xt is a continuous process it follows from ‖XTr‖= r that
Ea(Tr) ≈ 
(r). a is determined by 
. Now, the other way around one need .nd the
way to decide 
 given a(t)= t. In our case, we have the following result.
Theorem 3. Let Tr = inf{t ¿ 0; |Mt |= r}; r ¿ 0. De6ne for s¿ 0
q−1(s)=
{
inf{t ¿0; q(t)¿s}
∞; if q(∞)6 s:
Assume that q−1 ∈A", where A" is the subclass consisting of the moderate functions
of the exponent 6 ".
(a) (The skew case.) Under the assumptions of Theorem 1; for any 0¡#¡ 1=2"
there exist two positive constants c and C such that for all r ¿ 0
c(q−1(r4))#6ET#r 6C[(q
−1(r4))# + 1]:
In particular, If q(t)= t$; $¿ 0, then for any 0¡!¡ 1
cr2!6ET$!=2r 6C(r
2! + 1); r ¿ 0:
(b) (The symmetric case.) Under the assumptions of Theorem 2 (noticing that  
is a strictly increasing convex function; it follows that the usual inverse  −1 exists
on R+ which is strictly increasing and concave and hence  −1 ∈A% with %6 1),
suppose that one of the 3 conditions below holds:
(i) 0¡#¡ 1=2%",
(ii) #=1=2%" if
∫∞
0 g(x) dx=∞ and q is either convex or concave,
(iii) #¿ 0 if
√
 is convex.
Then there exist two positive constants c and C such that for all r ¿ 0
c[q−1(( −1(r2))2)]#6ET#r 6C[q
−1(( −1(r2))2)]#:
In particular, if q(t)= t$ and g(x)= |x|p; p¿− 1 then
cr4#=((p+2)$)6ET#r 6Cr
4#=((p+2)$); r ¿ 0
holds for any #¿ 0 if p¿ 0 and for any 0¡#6 ((p+ 2)$)=2 if −1¡p¡ 0.
We will present the proof of Theorem 3 in Section 4.
The method of proving the unbalanced case was initially outlined in the 1994 pa-
per by de la Pen˜a and Eisenbaum. In that paper, they suggested using the occupation
time motivated by Barlow and Yor (1981) and they took the .rst step toward working
with decoupling inequalities for Brownian local times which have the quadratic vari-
ation relationship for stochastic integrals presented in the occupation times formula.
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Following this line we will consider quasi-Gaussian local times in this paper. But we
see from (3) that f is irrelevant to the function a(t)=
(
√
q(t)). In essence f only
has something to do with the constants of (3).
Since the continuous additive functionals (CAFs) for Markov processes have an inte-
gral representation under local times, it is natural as soon as local times are decoupled
that one will get decoupling inequalities for CAFs as well. We will prove the following
theorem in Section 2.
Theorem 4. Let A be a nontrivial integrable (i.e. its %-potential is integrable) Brown-
ian CAF. Then for any slowly increasing function 
 there exist two positive constants
c and C such that for all stopping times T with respect to the augmentation of F0
under the Wiener measure
cE0
(AT )6E0
(
√
T )6C(E0
(AT ) + 1):
The generalized Itoˆ’s formula is utilized in this paper to resolve the symmetric case
which is very much an analogue of the use of Itoˆ’s formula in proving the BDG
inequalities. This method is quite diNerent from that suggested by de la Pen˜a and
Eisenbaum. We take advantage of the growth of f2 rather than impose integrability.
As a result, Theorem 2 covers the case of moderate functions 
 and f contributes in
terms of  to the function a(t)=
 ◦  (√q(t)).
The results from Lenglart et al. (1980) constitute a set of powerful tools that can
usually enable us to pass from the !th-power to general moderate functions in proving
inequalities for stopped processes.
A few remarks about inequality (5): (i) for discontinuous processes like general
semi-martingales, jump stochastic integrals, or discrete time martingales, the technicality
can be far more complex; (ii) none of the approaches currently known is of value in
solving the nonmoderate problem; and (iii) proving (5) is a diNerent task for each
process. For any individual type of process this typically can only be done through
recourse to specialized tools and diMcult results that have no obvious connection with
the problem in general.
2. The skew case and local times
For a continuous local martingale X vanishing at 0 and adapted to a .ltration F we
may choose a copy X˜ on the same probability space (or maybe an extended one), which
is independent of F. Consequently, we have copies 〈X˜ 〉 (quadratic variation) and L˜
(semi-martingale local times). If 
 is a function and T is a stopping time with respect
to F then E
(X˜
∗
T )=Ea(T ), where a(t)=E
(X
∗
t ). Similarly E
(〈X˜ 〉T )=Ea(T ) with
a(t)=E
(〈X 〉t), E
(L˜∗T )=Ea(T ) with a(t)=E
(L∗t ) where L∗t =supa∈(−∞;∞) Lat , etc.
Let 
 be a nondecreasing right-continuous function de.ned on R+ with 
(0)= 0 and

(x)¿ 0 for x¿ 0. 
 is said to be slowly increasing if there exists "¿ 1 such that
supx¿0 
("x)=
(x)¡" and to be a moderate (growth) function if supx¿0 
("x)=
(x)
¡∞. The property supx¿0 
("x)=
(x)¡∞ for some "¿ 1 is equivalent to there
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existing a constant C
 ¿ 0 such that 
(x + y)6C
(
(x) + 
(y)) for x; y∈R+, and
also amounts to there existing C0 ¿ 0; "0¿ 0; %¿ 0, such that 
("x)6C0"%
(x) for
all x∈R+ and all "¿ "0. This collection is denoted by A%. In particular, a moderate
function 
 is slowly increasing if and only if %¡ 1, i.e. 
∈A% with %¡ 1; concave
functions belong to A1. In some cases, a continuous slowly increasing function such
as 
(x)= x!, x¿ 0, !¡ 1, is concave on R+ but in general it need not be.
Lemma 2.1. Let 
 be a slowly increasing function and let (X;F) be a continuous
local martingale vanishing at 0. If there exists a constant C such that for all stopping
times T with respect to F
E
(X˜
∗
T )6C(E
(X
∗
T ) + 1);
then there exists a constant C′ such that for all stopping times T and all a∈R
E
(L˜
∗
T )6C
′(E
(LaT ) + 
(|a|) + 1)
where Lx is the semi-martingale local time of X at x.
Proof. Given a local submartingale Z , Z possesses the Doob decomposition Z =A+B
where A is a local martingale and B is a predictable increasing process vanishing at 0.
By Theorem 3:2(4) of Lenglart et al. (1980), if Z is nonnegative and right-continuous
then for a slowly increasing function 
 there exists a constant C1 depending only on

 such that
E
(Z∗∞)6C1E
(Z0 + B∞);
(
Z∗t =sup
s6t
Zs
)
:
Hence, by stopping, for all stopping times T
E
(Z∗T )6C1E
(Z0 + BT ):
For any a∈R (note that X0 = 0), the Doob decomposition of the nonnegative contin-
uous local submartingale |X − a| is now given by the Meyer–Tanaka formula:
|Xt − a|= |a|+
∫ t
0
sgn(Xs − a) dXs + Lat :
Therefore, for any stopping time T ,
E

(
sup
t6T
|Xt − a|
)
6C1E
(LaT + |a|):
Letting C2 be the constant so that 
(x + y)6C2(
(x) + 
(y)); x; y∈R+, we obtain
E
(X ∗T )6C
2
2C1E
(L
a
T ) + (C
2
2C1 + C2)
(|a|):
It follows from E
(X˜
∗
T )6C(E
(X
∗
T ) + 1) that
E
(X˜
∗
T )6CC
2
2C1E
(L
a
T ) + C(C
2
2C1 + C2)
(|a|) + C:
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On the other hand, from Barlow and Yor (1981, Corollary 3:1:b), for any moderate
function F and any stopping time T we have
EF(L∗T ) ≈ EF(
√
〈X 〉T ) ≈ EF(X ∗T )
where the constants appearing in the equivalence all depend only on F . In particular,
due to independence one has
E
(X˜
∗
T )=
∫ ∞
0
E
(X ∗t )P(T ∈ dt) ≈
∫ ∞
0
E
(L∗t )P(T ∈ dt)=E
(L˜
∗
T ):
The lemma is proved and C′ depends, in fact, only on C and 
.
In particular, the condition E
(X˜
∗
T )6C(E
(X
∗
T ) + 1) is ful.lled by continuous
quasi-Gaussian local martingales. It is immediate that if X is a continuous quasi-Gaussian
local martingale then for all moderate functions 
 and all stopping times T
E
(X ∗T ) ≈ E
(X˜
∗
T ) ≈ E
(
√
q(T ))
where the constants appearing in the equivalence all depend only on 
; K1; K2. Thus,
in this case when 
 is slowly increasing Lemma 2.1 becomes
E
(L˜
∗
T )6C
′(E
(LaT ) + 
(|a|)) (6)
with C′ depending on 
; K1; K2 only.
Lemma 2.1 will not hold true if 
 is not slowly increasing or if the term 
(|a|) is
removed. To see what can go wrong, let us take X =B, the standard Brownian motion.
In this case, q(t)= t; K1 =K2 = 1. Consider 
(x)= x which is not slowly increasing,
and the stopping time T1 = inf{t ¿ 0;Bt =1}. We have E0L˜∗T1 (B˜) ≈ E0T 1=21 =∞ from
Barlow and Yor (1981). But,
E0LaT1 =


0; a¿ 1;
2(1− a); 06 a6 1;
2; a¡ 0:
Thus, (6) cannot hold.
On the other hand, consider a family of stopping times *x0 = inf{t¿ 0; Lxt ¿ 1};
x∈R, and 
(x)= |x|!; !∈ (0; 1), which is slowly increasing. Using E0(L˜∗t (B˜))! ≈ t!=2;
t ¿ 0 (Barlow and Yor, 1981), we have
E0(L˜
∗
*x0
)! ≈
∫ ∞
0
t!=2
1 + |x|√
2+t3
e−((1+|x|)
2)=2t dt=(1 + |x|)!E0T!=21 :
Noting that E0T
!=2
1 ¡∞ for !∈ (0; 1) and E0(Lx*x0 )! ≡ 1, we get
E0(L˜
∗
*x0
)! ≈ C′!(1 + |x|)! ≈ C′′! (E0(Lx*x0 )
! + |x|!);
which would contradict (6) if 
(|a|) vanished.
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Proof of Theorem 1. Let T be a stopping time. By the occupation times formula
we have
〈M 〉T =
∫ T
0
f2(s; Xs) d〈X 〉s =
∫ +∞
−∞
(∫ T
0
f2(s; x) dLxs
)
dx
6
∫ +∞
−∞
(
sup
s¿0
f2(s; x)
)
LxT dx6C1L
∗
T ;
where C1 =
∫ +∞
−∞ (sups¿0 f
2(s; x)) dx¡∞. Hence, for all moderate functions 

E
(M∗2T ) ≈ E
(〈M 〉T )6C2E
(L∗T ) ≈ E
(
√
〈X 〉T ) ≈ E
(
√
q(T )) (7)
by Barlow and Yor (1981), the BDG inequalities, and the quasi-Gaussianity of X .
Fix 0¡!¡ 1. Since inf s¿0 f2(s; x) is not identically 0 almost everywhere with
respect to Lebesgue measure, there exists a bounded Borel function bE such that
06 bE(x)6 inf s¿0 f2(s; x); x∈R and supp(bE) is contained in a .nite interval E and
0¡c1 =
∫ +∞
−∞ bE(x) dx¡∞, which yields
〈M 〉T =
∫ T
0
f2(s; Xs) d〈X 〉s =
∫ +∞
−∞
(∫ T
0
f2(s; x) dLxs
)
dx
¿
∫ +∞
−∞
inf
s¿0
f2(s; x)LxT dx¿
∫ +∞
−∞
LxT bE(x) dx
and c2 =
∫ +∞
−∞ |x|!bE(x) dx¡∞ since E is a .nite interval and bE is bounded. Thus,
from Jensen’s inequality and inequality (6) we get
c2 + E〈M 〉!T ¿ c2 + E
(∫ +∞
−∞
LxT bE(x) dx
)!
¿ c3
∫ +∞
−∞
[E(LxT )
! + |x|!]bE(x) dx
¿ c4c1E(L˜
∗
T )
!
with c4c1 ¿ 0. It follows that
E(L˜
∗
T )
! ≈ E〈X˜ 〉!=2T ≈ E(q(T ))!=2 ≈ E〈X 〉!=2T 6C(E〈M 〉!T + 1)
with a .nite constant C.
Now, let 
∈A%; %¡ 1. For %¡!¡ 1, we have
E〈X 〉!=2T 6C′(E〈M 〉!T + 1):
Since 
(t1=!)∈A%=! with %=!¡ 1, it follows next that
E
(
√
〈X 〉T )6C′′(E
(〈M 〉T ) + 1) ≈ E
(M∗2T ) + 1 (8)
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from Lemma 1:4 of Lenglart et al. (1980). (Technical Remark: 〈M 〉t + 1 starts at 1,
instead of 0. However, if we redo the proof of Lemma 1:4 carefully, we will .nd that
if B0 = a0¿ 0, then EF(X ∗∞)6 cEF(B∞) + F(a0).)
Corollary 2.2. Under the assumptions of Theorem 1; if q(t)= t$ then for any 0¡!¡1
cEM∗2!T 6ET
!$=26C(EM∗2!T + 1)
holds for all stopping times T.
We see from the above proof that in one direction all moderate functions are valid
but in the other direction only slowly increasing functions are permitted. This is indeed
the case: Let X =B, the standard Brownian motion. Then q(t)= t. Take
f(s; x)=
{
1; x∈ [− 1; 1]
0; otherwise
and 
(x)= x; x¿ 0. Consider the stopping time T1 = inf{t ¿ 0; Bt =1}. Then for Mt =∫ t
0 f(s; Bs) dBs, we have E0〈M 〉T1 =
∫ 1
−1 E0L
a
T1 da=3, but E0
√
T1 =∞.
Proof of Theorem 4. Let A be a nontrivial integrable Brownian CAF and !A be the
associated -.nite Radon measure. Since A is integrable, !A is a .nite measure. Using
Brownian local times we have, for all stopping times T ,
AT =
∫ +∞
−∞
LxT !A(dx):
Thus, for any moderate function 

E0
(AT ) = E0

(∫ +∞
−∞
LxT !A(dx)
)
6E0

[(∫ +∞
−∞
!A(dx)
)
L∗T
]
6CE0
(L∗T ) ≈ E0
(
√
T )
with a .nite constant C.
Since A is nontrivial there exists a .nite interval E such that 0¡c1 =
∫ +∞
−∞ 1E(x)!A
(dx). Fix 0¡!¡1. We have c2 =
∫ +∞
−∞ |x|!1E(x)!A(dx)¡∞. Once again, combining
Jensen’s inequality and inequality (6) we have
E0T!=26C′(E0A!T + 1):
It follows from Lemma 1:4 of Lenglart et al. (1980) that for any slowly increasing
function 
 there exists a constant C′′ such that
E0
(
√
T )6C′′(E0
(AT ) + 1)
for all stopping times T .
De.ne, for a moderate function 
, a
(t)=E
(M∗2t ): The next theorem can be de-
scribed as a decoupling version of Theorem 1.
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Theorem 2.3. Assume that the conditions of Theorem 1 are satis6ed.
(i) For any moderate function 
; there exist two positive 6nite constants c and C
such that for all t¿ 0
ca
(t)6
(
√
q(t))6C(a
(t) + 1):
(ii) For any moderate function 
; there exists a 6nite constant C such that for all
stopping times T with respect to F
E
(M∗2T )6C(Ea
(T ) + 1):
(iii) For any slowly increasing function 
; there exists a 6nite constant C such
that for all stopping times T with respect to F
Ea
(T )6C(E
(M∗2T ) + 1):
Proof. Let 
 be an arbitrary moderate function. ca
(t)6
(
√
q(t)) was already im-
plied by (7). For large enough p¿ 1; 
1=p is slowly increasing and hence 
1=p(
√
q(t))
6C′(E
1=p(M∗2t ) + 1) by Theorem 1, that is 
(
√
q(t))6C((E
1=p(M∗2t ))
p + 1)
6C(E
(M∗2t ) + 1)=C(a
(t) + 1) by Jensen’s inequality. Applying (i) to (7) and
Theorem 1 gives (ii) and (iii).
It is possible to develop accurate upper and lower bounds on E〈M 〉t for small t.
From the proof of Theorem 1, we have
∫ +∞
−∞
LxT-1(x) dx6 〈M 〉T 6
∫ +∞
−∞
LxT-2(x) dx;
where -1(x)= inf s¿0 f2(s; x) and -2(x)= sups¿0 f
2(s; x): Note that LxT =L
x
〈X 〉T (B) where
B is a standard Brownian motion. Since K1q(T )6 〈X 〉T 6K2q(T ); we obtain∫ +∞
−∞
E0LxK1q(t)(B)-1(x) dx6E〈M 〉t6
∫ +∞
−∞
E0LxK2q(t)(B)-2(x) dx:
But d=dt(ExL
y
t (B))=pt(x; y) where pt(x; y)= 1=
√
2+t exp{−((y − x)2)=2t} is the
transition density for Brownian motion, so E0Lxt (B)=
∫ t
0 1=
√
2+s exp{−x2=2s} ds=√
t
∫ 1
0 1=
√
2+u exp{−x2=2ut}du: It follows that for t¿ 0;
√
K1
√
q(t)1(t)6E〈M 〉t6
√
K2
√
q(t)2(t)
with 1(t)=
∫ +∞
−∞
∫ 1
0 1=
√
2+u exp{−x2=2uK1q(t)}-1(x) du dx; and 2(t)=
∫ +∞
−∞
∫ 1
0
1=
√
2+u exp{−x2=2uK2q(t)}-2(x) du dx: 1(t) and 2(t) are both bounded, right-
continuous, nondecreasing, and null at 0. The upper and lower bounds on E〈M 〉t
coincide when X is a Gaussian martingale and f(s; x) is replaced by f(x):
A continuous quasi-Gaussian local martingale is actually a martingale in L2. Let X
be a continuous quasi-Gaussian local martingale. Then the BDG inequalities imply that
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EX ∗t ≈ E〈X 〉1=2t 6K1=22 q(t)1=2 ¡∞ and EX ∗2t ≈ E〈X 〉t6K2q(t)¡∞: The assertion
has been justi.ed. Furthermore, if sups¿0f
2(s; x) is integrable it follows that Mt is also
a martingale in L2 from the fact that
E〈M 〉t6
∫ +∞
−∞
ELxt sup
s¿0
f2(s; x) dx
6
(∫ +∞
−∞
sup
s¿0
f2(s; x) dx
)
(EL∗t ) ≈
√
q(t)¡∞
for every t¿ 0. For example, Xt =
∫ t
0 s dBs where B is a standard Brownian motion
and  is an adaped measurable process such that |s| ≈ |p(s)| a.s. for all s¿ 0, with
p(s) being a locally L2 Borel function. We see that 〈X 〉t =
∫ t
0 
2
s ds ≈
∫ t
0 p
2(s) ds and
hence X is quasi Gaussian. If s is a deterministic function, X is a Gaussian martingale.
It is not necessary to restrict X in Theorem 1 to a quasi-Gaussian martingale. As a
matter of fact, X can be replaced by M . We have
Theorem 2.4. Let Nt =
∫ t
0 f1(s;Ms) dMs; t¿ 0; where M is de6ned as in Theorem 1
and f1(s; x) is a Borel function on R+ × R. If inf s¿0 f21(s; x) does not vanish and
sups¿0 f
2
1(s; x) is integrable, then for any slowly increasing function 
 there exist two
positive constants c and C such that for all stopping times T with respect to F
cE
(N ∗2T )6E
((q(T ))
1=4)6C(E
(N ∗2T ) + 1):
Proof. For all moderate functions 
, we have
E
(N ∗2T ) ≈ E
(〈N 〉T )6CE
(L∗T (M)) ≈ E
(
√
〈M 〉T )6C′E
((q(T ))1=4)
where the last inequality follows from (7). On the other hand, following the same
argument as in the second half of the proof of Theorem 1 combining Jensen’s inequality
and Lemma 2.1, we .rst obtain
E(L˜
∗
T (M))
!6C(E〈N 〉!T + 1)
for 0¡!¡ 1 since (3) implies that E(M˜
∗
T )
!6C1(E(M∗T )
! + 1): But,
1 + E(L˜
∗
T (M))
! =
∫ ∞
0
[1 + E(L∗t (M))
!]P(T ∈ dt)
≈
∫ ∞
0
[1 + E(M∗t )
!]P(T ∈ dt)
¿ c
∫ ∞
0
(q(t))!=4P(T ∈ dt)= cE[q(T )]!=4;
where the inequality follows from (3), so
c′E[q(T )]!=46E〈N 〉!T + 1
and it follows that for any slowly increasing function 

c′′E
[(q(T ))1=4]6E
(〈N 〉T ) + 1
from Lemma 1:4 of Lenglart et al. (1980).
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3. The symmetric case and Itoˆ’s formula
Let g be a nonnegative even Borel function locally integrable with respect to Lebesgue
measure such that g(x)¿ 0, 0¡x¡ for some ¿ 0. De.ne h(y)=
∫ y
0 g(t) dt; y¿ 0
and  (x)=
∫ x
0 h(y) dy; x¿ 0. Then  is a strictly increasing convex function. The
condition that sups¿0 f
2(s; x)6K inf s¿0 f2(s; x); x∈R and inf s¿0 f2(s; x) ≈ g(x) in
Theorem 2 is equivalent to k1f2(s; x)6 g(x)6 k2f2(s; x); s∈R+; x∈R for two con-
stants k1 and k2. Hence,
〈M 〉t ≈
∫ t
0
g(Xs) d〈X 〉s
for t¿ 0.
Proof of Theorem 2. Applying Itoˆ’s generalized formula to convex function  (|x|),
one obtains
 (|Xt |)=
∫ t
0
h(|Xs|)sgn(Xs) dXs + 12
∫ t
0
g(Xs)d〈X 〉s (9)
where g(|Xs|)= g(Xs) since g is even. It follows from Theorem 3:2(2) of Lenglart
et al. (1980) that for any moderate function 
 there exists a constant C1 such that for
all stopping times T
E
(〈M 〉T )6C1E
 ◦  (X ∗T ) (10)
since  is nonnegative continuous and sup06t6T | (|Xt |)|=  (X ∗T ). When  is also a
moderate function the composite 
 ◦  becomes moderate which yields
E
(M∗2T ) ≈ E
(〈M 〉T )6C1E
 ◦  (X ∗T ) ≈ E
 ◦  (
√
q(T )): (11)
For the other direction, we divide the proof into three cases.
(i) Slowly increasing function 
. Applying Theorem 3:2(4) of Lenglart et al. (1980)
to (9) one can see that for any slowly increasing function 
 there exists a constant C2
such that for all stopping times T
E
 ◦  (X ∗T )6C2E
(〈M 〉T ): (12)
(Remark. C1 and C2 both depend only on 
.)
(ii) Concave function 
.  is a moderate function if and only if xh(x)6  (x) for
some ¿ 1 and every x¿ 0. Since  is strictly increasing convex, the usual inverse
 −1 exists on R+ and is strictly increasing concave, and hence  −1 ∈A% with %6 1.
Assume that  is moderate. Then  is a Young function if and only if  −1 is slowly
increasing and if and only if h(x) is not bounded, i.e.
∫∞
0 g(x) dx=∞. When  is a
Young function, Doob’s generalized maximal inequality, followed by (9), yields
E (X ∗∞)6C3E〈M 〉∞ (13)
with C3 depending on  only. Hence, by stopping, for all stopping times T
E (X ∗T )6C3E〈M 〉T : (14)
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It follows from Lemma 1:3 of Lenglart et al. (1980) that for all concave functions 

and all stopping times T
E
 ◦  (X ∗T )6 (C3 + 1)E
(〈M 〉T ): (15)
(iii) Moderate function 
. For p¿ 2; ( p)′′=p(p−1) p−2 ′2+p p−1 ′′6p(p−
1) p−2( ′2 +   ′′)=p(p− 1) p−2(h2 +  g), and ( 2)′′=2(h2 +  g). Since  p is a
Young function for any p¿ 2 and any moderate convex function  , combining Itoˆ’s
formula and the generalized Doob’s maximal inequality one obtains for any p¿ 2 and
all stopping times T
E( (X ∗T ))
p6C4E
(∫ T
0
(h2 +  g)(|Xs|) d〈X 〉s
)p=2
(16)
with C4 depending only on  and p. Since for any moderate function 
(x), 
(x2=p)
will be slowly increasing for suMciently large p¿ 2, it follows from Lemma 1:4 of
Lenglart et al. (1980) that for any moderate function 
 there exists a constant C5 such
that for all stopping times T
E
[( (X ∗T ))
2]6C5E

(∫ T
0
(h2 +  g)(|Xs|)d〈X 〉s
)
: (17)
On the other hand, we have
[ (|XT |)]2 =NT +
∫ T
0
(h2 +  g)(|Xs|)d〈X 〉s; (18)
where N is a local martingale, which implies that for any moderate function 
 there
exists a constant C6 such that for all stopping times
E

(∫ T
0
(h2 +  g)(|Xs|)d〈X 〉s
)
6C6E
[( (X ∗T ))
2] (19)
by Theorem 3:2(2) of Lenglart et al. (1980). We can then apply (17) and (19) to the
function  ˜ =
√
 provided  ˜ is convex. Since ( ˜
2
)′′=  ′′= g, we obtain
E
 ◦  (X ∗T ) ≈ E

(∫ T
0
g(Xs) d〈X 〉s
)
for all stopping times T .
In the special case where g(x)= |x|p; p¿−1, we see that  (t)= ∫ t0 (∫ y0 up du) dy=
(1=(p+ 1))(1=(p+ 2))tp+2 is a Young function and
√
 is convex for p¿ 0.
Corollary 3.1. Under the assumptions of Theorem 2; if g(x)= |x|p; p¿− 1 then for
any moderate function 
 when p¿ 0 and any slowly increasing or concave function

 when −1¡p¡ 0 there exist two positive constants c and C such that for all
stopping times T
cE
(M∗2T )6E
(q(T )
(p+2)=2)6CE
(M∗2T ):
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(Note that in the trivial case p=0, M ≈ X which brings us back to the quasi-Gaussian
case in which
cE
(M∗2T )6E
(q(T ))6CE
(M
∗2
T )
holds for any moderate 
.)
Inequality (12) fails to hold when 
 is not slowly increasing and  is quasi-linear:
using 
(x)= x, which is concave, and the early counterexample
g(x)=
{
1; |x|6 1;
0; |x|¿ 1;
one can see that
h(y)=
{
y; 06y6 1;
1; y¿ 1;
 (x)=
{
x2=2; 06 x6 1;
x − 1=2; x¿ 1;
which is moderate but not a Young function since h is bounded, and E0 (
√
T1)=∞
but E0〈M 〉T1 = 3.
The same mechanism to extend Theorem 1 to Theorem 2.4 is also applicable to the
symmetric case where we can replace X by M as well: Let Nt =
∫ t
0 f1(s;Ms) dMs; t¿ 0,
where M is de.ned as in Theorem 2. Assume that sups¿0 f
2
1(s; x)6K1inf s¿0 f
2
1(s; x);
x∈R, for some positive constant K1 and inf s¿0 f21(s; x) is comparable with a nonnega-
tive even Borel function g1(x) which is locally integrable such that  1(x)=
∫ x
0 (
∫ y
0 g1(t)
dt)dy; x¿ 0, is moderate (that is, g1(x)¿ 0, 0¡x¡ for some ¿ 0 and x
∫ x
0 g1(t)
dt6  1(x) for some ¿ 1 and every x¿ 0). However, there are obviously compli-
cated composites of  ,  1, and 
 for which one will have to sort out what kinds of
moderate functions they are. We only give the statement for the case where Theorem
2 holds for all moderate functions.
Theorem 3.2. Assume that
√
 (x) is convex. Then, for any slowly increasing function

, any concave function 
 when
∫∞
0 g1(x) dx=∞, and any moderate function 
 when√
 1(x) is convex there exist two positive constants c and C such that for all stopping
times T with respect to F
cE
(N ∗2T )6E
 ◦  1(
√
 (
√
q(T )))6CE
(N ∗2T ):
4. The growth rate of ETr
De.ne stopping times Tr = inf{t ¿ 0; |Mt |= r}; r ¿ 0. Suppose that these stopping
times are .nite. Then we may determine the order of ETr for appropriate ¿ 0.
In all cases of interest, Tr is .nite. Indeed we may argue this even for one-sided
hitting times *r = inf{t ¿ 0;Mt = r}; r ¿ 0. *r ¡∞ for all r ¿ 0 is equivalent to
supt¿0 Mt =∞. It also amounts to 〈M 〉∞=∞ by changing time and noting that it
holds for Brownian motion, that is, P(*r ¡∞)=P(*r( TB)¡ 〈M 〉∞) where TB is the time
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changing Brownian motion and *r( TB)= inf{t ¿ 0; TBt = r}: We know that *r( TB)¡∞.
Using the occupation times formula, we .nd that for all t ¿ 0, 〈M 〉t¿
∫ +∞
−∞ inf s¿0
f2(s; x)LxK1q(t)(
TB) dx: But Lxt ( TB) is jointly continuous and increasing in t with L
x
∞( TB)
=∞, so provided q(∞)=∞ and inf s¿0f2(s; x) =0 which is assumed in both The-
orems 1 and 2,
∫ +∞
−∞ inf s¿0 f
2(s; x)LxK1q(t)(
TB) dx is unbounded in t. It follows that
〈M 〉∞=∞ and Tr6 *r ¡∞ for all r ¿ 0.
Proof of Theorem 3. Assume that q−1 ∈A", which indicates that q(∞)=∞ and hence
Tr ¡∞ for all r ¿ 0.
The skew case: If q(t)= t$, then by (3) for any 0¡!¡ 1,
cr2!6ET$!=2r 6C(r
2! + 1); r ¿ 0:
This is a simple case in which q(t) is a power and the usual inverse q−1 exists. We
now consider the general case where q is not necessarily strictly increasing. For any
#¡ 1=2", 
(t)= [q−1(t2)]# is slowly increasing. Using the fact that q−1 ◦ q(t)¿ t we
get 
(
√
q(Tr))¿T#r . Thus, (3) gives us
ET#r 6C[(q
−1(r4))# + 1]; r ¿ 0:
On the other hand, de.ne a(t)=EM∗t =E
√
M∗2t . Then a(t)6 c−1(q(t))1=4, t¿ 0 by
taking 
(t)=
√
t in (3). For s¿ 0, we de.ne a−1(s)=inf{t ¿ 0; a(t)¿s}¿inf{t ¿ 0;
c−1(q(t))1=4 ¿s}= inf{t ¿ 0; q(t)¿c4s4}= q−1(c4s4), (de.ne a−1(s)=∞ if a(∞)
6 s). Result 1:1:′ of de la Pen˜a and Yang (2000) states that for any 0¡¡ 1 and
any #¿ 0,
ET#r ¿ (1− )[a−1(r)]#
¿ (1− )[q−1(c44r4)]#
¿ c′[q−1(r4)]#; r ¿ 0;
where the last inequality follows from the fact that q−1 is moderate.
The symmetric case: Take 
(t)= [q−1(( −1(t))2)]# for #¿ 0. Since  −1 ∈A% with
%6 1, q−1(( −1(t))2)∈A2%". Thus if #¡ 1=2%" then 
 is slowly increasing, and if
#=1=2%" and q is convex or concave then 
(t)= [q−1(( −1(t))2)]1=2%" is concave. It
follows from (4) that
ET#r 6C[q
−1(( −1(r2))2)]#; r ¿ 0
where #¡ 1=2%"; #=1=2%", or # arbitrary depends on the three cases in Theorem 2.
On the other hand, a(t)=EM∗t =E
√
M∗2t 6 c−1
√
 (
√
q(t)) by taking 
(t)=
√
t in
(4). De.ne, for s¿ 0, a−1(s)= inf{t ¿ 0; a(t)¿s} and a−1(s)=∞ if a(∞)6 s. It
follows that a−1(s)= inf{t ¿ 0; a(t)¿s}¿inf{t ¿ 0; c−1
√
 (
√
q(t))¿s}=inf{t¿0;
q(t)¿ ( −1(c2s2))2}= q−1(( −1(c2s2))2) and that for any 0¡¡ 1 and any #¿ 0
ET#r ¿ (1− )[a−1(r)]#¿ (1− )[q−1(( −1(c22r2))2)]#
¿ c′′[q−1(( −1(r2))2)]#; r ¿ 0
again from Result 1:1:′ of de la Pen˜a and Yang (2000).
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In particular, if g(x)= |x|p; p¿ − 1 and q(t)= t$ then q−1(s)= s1=$ and  −1 =
ks1=(p+2). We see that
ET#r ≈ r4#=((p+2)$); r ¿ 0
holds for #¿ 0 when p¿ 0 and for 0¡#6 ((p+2)$)=2 when −1¡p¡ 0. (When
$=1, say, we have E
√
T r ≈ r2=(p+2) if −1¡p¡ 0; ET#r ≈ r4#=(p+2) for any #¿ 0 if
p¿ 0.)
Example. Let X be a Gaussian martingale with 〈X 〉t = q(t)= t$. Consider stopping
times: *a = inf{t ¿ 0;Xt = a}; a¿ 0. By a time changing, we have for any ¿ 0
E*a =(E0T
=$
1 )a
2=$;
where T1 = inf{t ¿ 0;Bt =1}, Bt : standard Brownian motion. (Also note that the
Laplace transform of *a is given by Ee−t*
$
a =e−a
√
2t ; t¿ 0.)
In the skew case, it follows that for any 0¡!¡ 1
cE
(∫ *a
0
f2(s; Xs)s$−1 ds
)!
6 a!6C
[
E
(∫ *a
0
f2(s; Xs)s$−1 ds
)!
+ 1
]
; a¿ 0:
In the symmetric case with g(x)= |x|p; p¿− 1 one obtains, for any 0¡!¡ 1
E
(∫ *a
0
f2(s; Xs)s$−1 ds
)!=(p+2)
≈ a!; a¿ 0:
and
E
(∫ *a
0
f2(s; Xs)s$−1 ds
)1=(p+2)
=∞; a¿ 0:
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