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Abstract—In this paper, we revisit a recently proposed
receiver design, named the splitting receiver, which jointly
uses coherent and non-coherent processing for signal detection.
By considering an improved signal model for the splitting
receiver as compared to the original study in the literature,
we conduct a performance analysis on the achievable data rate
under Gaussian signaling and obtain a fundamentally different
result on the performance gain of the splitting receiver over
traditional receiver designs that use either coherent or non-
coherent processing alone. Specifically, the original study ignored
the antenna noise and concluded on a 50% gain in achievable
data rate in the high signal-to-noise ratio (SNR) regime. In
contrast, we include the antenna noise in the signal model and
show that the splitting receiver improves the achievable data
rate by a constant gap in the high SNR regime. This represents
an important correction of the theoretical understanding on the
performance of the splitting receiver. In addition, we examine
the maximum-likelihood detection and derive a low-complexity
detection rule for the splitting receiver for practical modulation
schemes. Our numerical results give further insights into the
conditions under which the splitting receiver achieves significant
gains in terms of either achievable data rate or detection error
probability.
Index Terms—Splitting receiver, wireless receiver, coherent
detection, power detection, maximum-likelihood detection.
I. INTRODUCTION
A. Background and Prior Work
As described by “Cooper’s Law”, the data rate of wireless
communications has approximately doubled about every two
years since the advent of the cellular phone. The everlasting
demand for higher data rate has attracted a significant amount
of research into several promising technologies [1]. Many
of the cutting-edge communication technologies make use
of the increasing number of multiple antennas for transmis-
sion and/or reception, e.g., massive multiple-input multiple-
output (MIMO) [2]. However, the basic design principles of
a radio-frequency (RF) digital receiver behind each antenna
have stayed virtually unchanged throughout the evolution of
wireless digital communications.
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Roughly speaking, there are two types of receivers com-
monly used or considered in wireless communication sys-
tems: coherent and non-coherent receivers. A coherent re-
ceiver is based on coherent detection (CD) [3], where the
received RF-band signal is converted to a baseband signal
with in-phase (I) and quadrature (Q) components by using
a down-conversion circuit, which is then digitized through
an analog-to-digital converter (ADC). The coherent receiver
design is rather mature and has been adopted in most of the
wireless communication standards, and the current research
mostly focuses on two directions: I/Q imbalance compen-
sation due to the hardware imperfection [4] and low-power
design for both cellular and wireless sensor networks [5]. For
the latter, low-resolution or even one-bit ADCs have been
considered for massive MIMO systems [6], [7], since high-
resolution ADCs are power-hungry for portable devices.
Among different non-coherent receiver designs, the power
detection (PD) based receiver [8], [9] converts the RF-band
signal directly to a direct current (DC) signal representing
the power or intensity, by using a rectifier circuit, which is
then digitized using an ADC. Such a PD-based non-coherent
receiver typically suffers from certain performance losses
compared to the coherent receiver. Nevertheless, it has been
proved that the achievable rate of the PD-based non-coherent
receiver exhibits the same scaling law as the CD system
in the limit of a large number of receiving antennas [8].
More importantly, the PD-based non-coherent receiver has
lower power consumption than the CD receiver in general,
since the rectifier circuit of a PD receiver consists of passive
diodes while the RF-to-baseband conversion circuit of a
CD receiver has active components including oscillators and
mixers. Thus, the PD-based non-coherent receiver can provide
power-efficient solutions for massive receiver arrays [9] and
ultra-low power wireless sensors [10].
Recently, a new receiver architecture, named the splitting
receiver, was proposed in [11], which marks another major
innovation in the basic design principles of wireless receiver.
In the nutshell, the splitting receiver utilizes both CD and PD
for information detection. To be specific, by using a passive
RF power splitter, the received signal at the splitting receiver
is split into two streams, which are then processed by a CD
circuit and a PD circuit, separately. Then, the processed two-
stream signals are jointly utilized for information detection.
Thus, the splitting receiver introduces an interesting signal-
processing method of joint coherent and non-coherent pro-
cessing. Using a simplified analytical model for the receiver,
the work in [11] showed in the high signal-to-noise ratio
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2(SNR) regime that the splitting receiver is able to achieve
50% higher rate than either the traditional CD receiver or
the PD receiver. In addition, when applying the standard
M -quadrature amplitude modulation (QAM) for information
transmission, the splitting receiver was shown to reduce the
symbol error rate (SER) by a factor of
√
M −1 as compared
to the traditional receivers in the high SNR regime.
B. Motivation and Novel Contributions
While the new receiver architecture proposed in [11] opens
up an exciting research direction for the use of such a receiver
in various wireless systems and networks, there still needs
significant effort in establishing a better understanding on the
fundamental performance limits of the splitting receiver, even
for the most basic case of a single-antenna receiver. Taking a
closer look at the receiver model considered in [11], we see
that it only considered the processing noises in the CD and PD
circuits while ignored the antenna noise. In other words, for
the splitting receiver model shown in Fig. 1, the work in [11]
only considered the processing noise of the CD circuit Z˜ ′
and the processing noise of the PD circuit N ′ but ignored the
antenna noise W˜ ′. Hence, the performance characterization
of the splitting receiver obtained in [11] is only valid for the
antenna-noise-free case. One might expect that the results in
the antenna-noise-free case should still be accurate even when
there is antenna noise as long as it is much smaller than
the processing noises. However, we argue that the antenna
noise (before splitting the signal) and the processing noises
(after the signal is split into two streams) have fundamentally
different impacts on the signal quality for the specific receiver
architecture. This motivates us to revisit the performance of
the splitting receiver by taking into account the antenna noise.
In this paper, we aim to establish the performance limits
of a single-antenna splitting receiver considering both the
antenna noise and processing noises. We analyze the perfor-
mance in terms of achievable mutual information (i.e., data
rate) as well as the SER of signal detection and obtain the
following novel results:
• We analyze the achievable mutual information of the
splitting receiver under Gaussian signaling and derive
a closed-form approximation of the mutual information
which is asymptotically tight at high SNR. From this
result, we characterize the mutual information perfor-
mance gain of the splitting receiver as compared with
the traditional CD and PD receivers. Specifically, we
show that the splitting receiver improves the achievable
mutual information by a constant gap at high SNR.
Therefore, the percentage gain in mutual information
reduces asymptotically to zero as SNR approaches in-
finity. This result is fundamentally different from the
result obtained in [11] where an asymptotic percentage
gain of 50% was concluded under the antenna-noise-
free assumption. Therefore, the result in this paper fun-
damentally changes, and more importantly, corrects the
state-of-the-art understanding on the mutual information
performance of the splitting receiver.
• Apart from the analytical results obtained in the asymp-
totic high SNR regime, we also numerically study the
RF power 
splitter
𝜌
1 − 𝜌
RF-to-baseband 
conversion
෨𝑍′Coherent Detection
Rectifier
𝑁′Power Detection
Diode LPF
෨𝑌1
′
𝑌2
′
Information 
Detection
෩𝑊′
Fig. 1. The splitting receiver architecture with antenna noise and processing
noises.
mutual information gain of the splitting receiver for a
large range of finite SNR values. Our results show that
the splitting receiver can achieve significantly higher
mutual information as compared to the traditional CD
and PD receivers. For example, the observed percentage
gain goes up to 44.2% among the cases we examined.
The results highlight the advantage of using the splitting
receiver for improving data rate at practical SNR values.
• We also examine the maximum-likelihood (ML) detec-
tion rule for the splitting receiver for practical mod-
ulations. The optimal ML detector is found to have
high computational complexity. To facilitate practical
implementation, we derive a low-complexity detection
rule, which is asymptotically optimal at high SNR.
The SER performance of QAM modulation is then
numerically studied and the results again demonstrate
the advantage of using the splitting receiver as opposed
to the traditional CD and PD receivers. For example,
the numerical results obtained for 64-QAM show that,
to achieve the same target SER of 10−2, the traditional
CD receiver requires 32% more transmit power than the
splitting receiver, under certain noise conditions.
C. Paper Organization and Notation
The remainder of the paper is organized as follows: Sec-
tion II describes the signal model for the splitting receiver.
The mutual information performance analysis is carried out
in Section III. The ML and low-complexity detection rules,
as well as the SER performance for practical modulations
are presented in Section IV. Finally, Section V concludes this
work and points out future research directions.
Notation: ·˜ represents a complex number. |·| is the absolute-
value norm of a complex number. H(·), H(·, ·), H(·|·) are the
differential entropy, joint and conditional differential entropy,
respectively. I(·; ·) denotes the mutual information. (·)r and
(·)i denote the real part and imaginary part of a complex
number, respectively. In addition, N (m,σ2) and CN (m,σ2)
denote the real-valued and complex-valued Gaussian distribu-
tion with mean m and variance σ2. E(·) and Var(·) denote the
expectation and variance of a random variable, respectively.
II. SYSTEM MODEL
We consider a baseline single-antenna point-to-point sys-
tem and focus our attention at the receiver side. The transmit-
ted signal goes through a channel with coefficient h˜ , |h˜|ejφ
3and reaches the receiver. We assume that the channel coeffi-
cient is constant during the communication and known at the
receiver. Fig. 1 shows the splitting receiver architecture. The
received RF signal at the receiving antenna is first corrupted
by the antenna noise W˜
′
. Then, the received signal is divided
into two streams by a passive power splitter, e.g., a Wilkinson
power divider [12], which is theoretically lossless and has
ultra-low power loss in practice. Thus, we assume that the
power splitter is ideal at the receiver [13], [14]. The two
streams are processed by a conventional CD circuit and a PD
circuit, respectively. The CD circuit applies RF-to-baseband
conversion and digitizes the baseband signal through an ADC.
The rectifier-based PD circuit converts the RF signal into a
DC signal. The processing noises for the CD and PD circuits
are denoted as Z˜
′
and N
′
, respectively. In this paper, we
model the antenna noise and processing noises as zero-mean
Gaussian noises [9], [15], [16].
In practice, the antenna noise W˜ ′ consists of ambient RF
signals (i.e., interference signals) within the same spectrum of
the target signal and the thermal noise induced by the antenna
circuit. In an interference-limited scenario, the antenna noise
is dominated by the interference and can be much stronger
than the processing noises. In an interference-free scenario (or
more practically a noise-limited scenario), the antenna noise
is approximately at the thermal noise level, which is much
smaller than the processing noises. Taking a commercial
CD circuit, AD9870 [17], and a commercial PD circuit,
LMH2120 [18], as examples, the processing noise in either
case can be anywhere from 10 to 1000 times higher than the
thermal noise. Therefore, the relative strengths of the antenna
noise and processing noises can vary significantly in different
scenarios.
In the original work of splitting-receiver design [11], the re-
ceiver performance was analyzed assuming no antenna noise,
i.e., W˜
′
= 0. As we will see in the sequel of the paper, the
omission of the antenna noise can lead to fundamentally dif-
ferent understanding on the receiver performance. Therefore,
the previous (antenna-noise-free) results in [11] do not give
the correct understanding of the receiver performance even
when the antenna noise is much weaker than the processing
noises.
Taking the antenna noise into account, the post-processing
baseband signals of the CD and PD circuits are given by
Y˜
′
1 =
√
ρ(
√
Ph˜X˜ + W˜
′
) + Z˜
′
, (1)
Y
′
2 = η(1− ρ)|
√
Ph˜X˜ + W˜
′ |2 +N ′ , (2)
where ρ ∈ [0, 1] is the power splitting ratio. When ρ = 0,
the splitting receiver is degraded to the non-coherent receiver.
When ρ = 1, the splitting receiver is degraded to the coherent
receiver. Also, η ∈ [0, 1] denotes the conversion efficiency of
the rectifier-based PD circuit. X˜ is the transmitted signal with
normalized variance and P is the average transmit power of
the signal.
For the ease of analysis and without loss of generality,
we apply some simple manipulation on the baseband signals
as Y˜1 = e−jφY˜
′
1 and Y2 = Y
′
2/η. Hence, the equivalent
baseband signals are given by
Y˜1 =
√
ρ(
√
P |h˜|X˜ + W˜ ) + Z˜, (3)
Y2 = (1− ρ)
∣∣√P |h˜|X˜ + W˜ ∣∣2 +N, (4)
where W˜ , e−jφW˜ ′ , Z˜ , e−jφZ˜ ′ , and N , N ′/η.
In the remainder of the paper, we use (3) and (4) as the
received baseband signals for further analysis. With slight
abuse of language, we call W˜ , Z˜, and N as the antenna noise,
conversion noise, and rectifier noise, respectively. Note that
these noises still follow zero-mean Gaussian distributions. We
denote their variances by σ2A, σ
2
cov, and σ
2
rec, respectively. Also,
while the magnitude of the constant channel coefficient |h˜| is
kept generic in all analytical results, we will set it as |h˜| = 1
in all numerical results for simplicity. We will also set the
rectifier’s conversion efficiency as η = 1 in all numerical
results for simplicity.
III. MUTUAL INFORMATION PERFORMANCE ANALYSIS
In this section, we analyze the mutual information achieved
by using the splitting receiver. This gives insights into the
fundamental limit of the achievable rate for such a receiver
architecture. In particular, we compare the maximum mutual
information achieved by the splitting receiver with the optimal
splitting ratio (i.e., optimal ρ) against the mutual information
achieved by the traditional CD receiver (effectively setting
ρ = 1) or the traditional PD receiver (effectively setting ρ =
0), in order to find out how much performance gain there is
by using the splitting receiver architecture.
A. Mutual Information of the Splitting Receiver
From an information-theoretic perspective, (3) and (4)
jointly describe the input-output relationship of the equivalent
baseband channel, where the input is
√
P |h˜|X˜ and the output
is (Y˜1, Y2). The mutual information between the input and
output is expressed as
I(
√
P |h˜|X˜; Y˜1, Y2)
= H(Y˜1, Y2)−H(Y˜1, Y2
∣∣√P |h˜|X˜)
= H(Y˜1, Y2)−
∫
X˜
fX˜(x˜)H(Y˜1, Y2
∣∣√P |h˜|x˜) dx˜
= −
∫
Y2
∫
Y˜1
fY˜1,Y2(y˜1, y2) log2
(
fY˜1,Y2(y˜1, y2)
)
dy˜1dy2
+
∫
X˜
∫
Y˜1
∫
Y2
fX˜(x˜)fY˜1,Y2(y˜1, y2|x˜)
log2
(
fY˜1,Y2(y˜1, y2|x˜)
)
dy2dy˜1dx˜. (5)
Note that the integration over the complex-valued X˜ or
Y˜1 is taken over a two-dimensional space (i.e., two one-
dimensional integrals) and the integration over the real-
valued Y2 is one dimensional. Furthermore, evaluating the
mutual information requires a number of joint and conditional
4probability density functions (PDFs). Specifically, the joint
PDF of (Y˜1, Y2) is given as
fY˜1,Y2(y˜1, y2)
=
∫
X˜
∫
W˜
fY˜1,Y2(y˜1, y2|x˜, w˜)fX˜(x˜)fW˜ (w˜) dw˜dx˜
=
∫
X˜
∫
W˜
fY˜1(y˜1|x˜, w˜)fY2(y2|x˜, w˜)fX˜(x˜)fW˜ (w˜) dw˜dx˜,
(6)
and the conditional joint PDF fY˜1,Y2(y˜1, y2|x˜) is given as
fY˜1,Y2(y˜1, y2|x˜) =
∫
W˜
fW˜ (w˜)fY˜1,Y2(y˜1, y2|x˜, w˜) dw˜
=
∫
W˜
fY˜1(y˜1|x˜, w˜)fY2(y2|x˜, w˜)fW˜ (w˜) dw˜,
(7)
where fX˜(x˜) is the PDF of the normalized input sig-
nal, fW˜ (w˜) follows CN
(
0, σ2A
)
, and the conditional PDFs
fY˜1(y˜1|x˜, w˜) and fY2(y2|x˜, w˜) are CN
(√
ρ(
√
P |h˜|x˜ +
w˜), σ2cov
)
and N ((1− ρ)∣∣√P |h˜|x˜+ w˜∣∣2, σ2rec), respectively.
It is not hard to see that both terms in the mutual informa-
tion expression in (5) eventually have seven one-dimensional
integrals, which is extremely cumbersome to compute. Also,
it is extremely challenging to identify the optimal input
distribution fX˜(x˜) that maximizes the mutual information.
For tractability and ease of obtaining analytical insights, we
assume that the input signal follows a normalized Gaussian
distribution, i.e., X˜ ∼ CN (0, 1). It is well-known that this is
the optimal input distribution for the traditional CD receiver.
In what follows, we proceed our study by considering three
cases with different power splitting ratios.
1) When ρ = 1, the splitting receiver is degraded to the
traditional CD receiver. The mutual information is given as
I(
√
P |h˜|X˜; Y˜1, Y2) = H(Y˜1)−H(W˜ + Z˜)
= log2
(
1 +
P |h˜|2
σ2A + σ
2
cov
)
. (8)
2) When ρ = 0, the splitting receiver is degraded to the
PD-based non-coherent receiver. The mutual information is
given as
I(
√
P |h˜|X˜; Y˜1, Y2)
= H(Y2)−H(Y2
∣∣√P |h˜|X˜)
= H(Y2)−H
(∣∣√P |h˜|X˜ + W˜ ∣∣2 +N ∣∣√P |h˜|X˜)
= H(Y2)−
∫
X˜
fX˜(x˜)H
(∣∣√P |h˜|x˜+ W˜ ∣∣2 +N ∣∣√P |h˜|x˜)dx˜
= −
∫
Y2
fY2(y2) log2
(
fY2(y2)
)
dy2
+
∫
X˜
∫
Rc
fRc(rc) log2
(
fRc(rc)
)
fX˜(x˜) drcdx˜, (9)
where we have defined two new random variables, namely
Rc , Rn +N and Rn ,
∣∣√P |h˜|x˜+ W˜ ∣∣2. The random vari-
able Y2 follows an exponential modified Gaussian distribution
[19], [20]:
fY2(y2) =
1
2(P |h˜|2 + σ2A)
erfc
 σ2recP |h˜|2+σ2A − y2√
2σrec

exp
(
1
2(P |h˜|2 + σ2A)
(
σ2rec
P |h˜|2 + σ2A
− 2y2
))
,
(10)
where erfc(·) is the complementary error function. In ad-
dition, for a given x˜, the random variable Rn follows a
noncentral chi-squared distribution [21]:
fRn(rn) =
1
2σ2s
exp
(
−rn + λ
2σ2s
)
I0
(√
rnλ
σ2s
)
, (11)
where σ2s =
σ2A
2 , λ = P |h˜|2|x˜|2, and I0(·) denotes the zeroth-
order modified Bessel function of the first kind. Also knowing
N ∼ N (0, σ2rec), the distribution of Rc can be obtained using
the convolution of fRn(rn) and fN (n) as
fRc(rc) =
∫ +∞
−∞
fRn(rn)fN (rc − rn) drn
=
∫ +∞
−∞
1
2
√
2piσ2s σrec
I0
(√
rnλ
σ2s
)
exp
(
−σ
2
rec(rn+λ) + σ
2
s (rc−rn)2
2σ2s σ
2
rec
)
drn. (12)
Based on (10), (12) and X˜ ∼ CN (0, 1), the mutual
information in (9) can be obtained.
3) When ρ ∈ (0, 1), due to the complicated form of
(5), it is extremely difficult to directly calculate the mutual
information. Nevertheless, the following proposition gives an
accurate approximation of the mutual information in the high
SNR regime2.
Proposition 1. The achievable mutual information of the
splitting receiver with ρ ∈ (0, 1) can be approximated as
I(
√
P |h˜|X˜; Y˜1, Y2) ≈ log2
(
ρ(P |h˜|2 + σ2A)
ρσ2A + σ
2
cov
)
+
1
2 ln 2
Υ,
(13)
where
Υ =
exp
(
ρσ2rec
2(1−ρ)2σ2cov(P |h˜|2+σ2A)
)
Ei
(
ρσ2rec
2(1−ρ)2σ2cov(P |h˜|2+σ2A)
)
− exp
(
(ρσ2A+σ
2
cov)σ
2
rec
2(1−ρ)2P |h˜|2σ2Aσ2cov
)
Ei
(
(ρσ2A+σ
2
cov)σ
2
rec
2(1−ρ)2P |h˜|2σ2Aσ2cov
)
,
(14)
where Ei(x) is the exponential integral. Importantly, this
approximation is asymptotically tight as P →∞.
Proof : See Appendix A.
2Note that the result in Proposition 1 is valid for ρ ∈ (0, 1) which does
not include the two end values of ρ = 0 and ρ = 1.
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Fig. 2. Mutual information versus the power splitting ratio ρ.
To verify the accuracy of the approximation in (13), we plot
the achievable mutual information against the power splitting
ratio for different transmit power values in Fig. 2. Each
subfigure differs in the antenna noise variance. Firstly, when
comparing the simulation with the analytical approximation
(in any subfigure), it is observed that the approximation is
accurate even at moderate SNR, e.g., when P = 10, as long as
the splitting ratio is not very small, e.g., ρ > 0.1. As the SNR
increases, the accuracy further improves even for small value
of the splitting ratio. In short, Proposition 1 provides a very
accurate approximation of the achievable mutual information
at moderate to high SNR. In addition, one can also observe the
trend in the optimal splitting ratio that maximizes the mutual
information, that is, the optimal splitting ratio increases as
SNR increases. For example, in Fig. 2 (b), the optimal ρ is
around 0.5 when P = 10, and increases to 0.6 when P = 100
and further increases to 0.8 when P = 1000. Moreover, one
can also observe the performance gain of the splitting receiver
by comparing the mutual information achieved at the optimal
ρ with the mutual information achieved at either ρ = 0 or
ρ = 1. Looking across all three subfigures, it is clear that the
performance gain is very marginal when the antenna noise
is as strong as the processing (i.e., conversion and rectifier)
noises, while the performance gain is significant when the
antenna noise is much weaker than the processing noises. To
make such comparison more explicit, we will define metrics
for measuring the performance gain in the next subsection.
B. Mutual Information Performance Gain
One important question to answer is how much perfor-
mance gain the splitting receiver brings in as compared to
the traditional CD receiver or PD receiver. To answer this
question, we first define two metrics:
Definition 1. The mutual information performance gain of
the splitting receiver is
GMI , sup
{I(√P |h˜|X˜; Y˜1, Y2) : ρ ∈ (0, 1)}−
max
{I(√P |h˜|X˜; Y˜1, Y2)|ρ=0, I(√P |h˜|X˜; Y˜1, Y2)|ρ=1},
(15)
where sup{·} and max{·} denote the supremum and maxi-
mum, respectively.
The value of GMI tells how much increase in mutual infor-
mation that the splitting receiver can bring in as compared to
the achievable mutual information by either the PD receiver
or the CD receiver.
Definition 2. The percentage gain of the splitting receiver is
GMI% ,
GMI
max
{I(√P |h˜|X˜;Y˜1,Y2)|ρ=0, I(√P |h˜|X˜;Y˜1,Y2)|ρ=1}×100%.
(16)
Different from GMI which only tells the absolute perfor-
mance gain, GMI% tells the relative performance gain, which
is more meaningful.
Before presenting our results, it is important to revisit the
previous understanding on the mutual information perfor-
mance of the splitting receiver as reported in [11]. Specif-
ically, the main result in [11] on the mutual information
performance gain in the asymptotically high SNR regime
stated that the splitting receiver (with the optimal power
splitting ratio) increases the mutual information by a factor
of 1.5, in other words, GMI% = 50% as P → ∞. This
was an extremely encouraging result, but it was obtained
under the key assumption of no antenna noise, i.e., σ2A = 0.
Consequently, one might think that the result of GMI% = 50%
should be reasonably accurate when σ2A is very small but not
zero. Unfortunately, it turns out that the case of σ2A = 0 and
the case of σ2A 6= 0 are fundamentally different, as shown in
the following proposition.
Proposition 2. In the asymptotically high SNR regime, the
mutual information performance gain of the splitting receiver
is given by
lim
P→∞
GMI =
1
2
log2
(
1 +
σ2cov
σ2A
)
, (17)
lim
P→∞
GMI% = 0%, for σ2A 6= 0, (18)
and the optimal power splitting ratio, i.e., ρ∗, approaches one
but does not reach one.
6TABLE I
OPTIMAL POWER SPLITTING RATIO AND MUTUAL INFORMATION PERFORMANCE GAIN
Noise Conditions P = 10
2 P = 103 P = 104 P = 105 P →∞ (analytical)
ρ∗ GMI GMI% ρ∗ GMI GMI% ρ∗ GMI GMI% ρ∗ GMI GMI% ρ∗ GMI GMI%
σ2A = 0.01
σ2cov = 1
σ2rec = 1
0.44 1.69 25.4% 0.59 2.53 25.4% 0.75 2.95 22.2% 0.86 3.15 19.0% → 1 3.33 0
σ2A = 0.01
σ2cov = 1
σ2rec = 0.1
0.59 2.52 37.9% 0.75 2.95 29.6% 0.86 3.15 23.7% 0.93 3.24 19.5% → 1 3.33 0
σ2A = 0.01
σ2cov = 1
σ2rec = 0.01
0.75 2.93 44.2% 0.86 3.14 31.5% 0.93 3.24 24.4% 0.96 3.29 19.8% → 1 3.33 0
σ2A = 0.01
σ2cov = 1
σ2rec = 1
0.44 1.69 25.4% 0.59 2.53 25.4% 0.75 2.95 22.2% 0.86 3.15 19.0% → 1 3.33 0
σ2A = 0.01
σ2cov = 0.1
σ2rec = 1
0.52 0.27 2.73% 0.61 0.99 7.54% 0.75 1.38 8.35% 0.86 1.56 7.88% → 1 1.73 0
σ2A = 0.01
σ2cov = 0.01
σ2rec = 1
0.60 0.02 0.24% 0.69 0.04 0.26% 0.75 0.27 1.43% 0.85 0.39 1.75% → 1 0.50 0
Proof : See Appendix B.
Remark 1. Proposition 2 states that the absolute gain in
mutual information approaches a constant as SNR increases,
and hence, the percentage gain approaches zero as SNR
increases, as long as there is antenna noise (which can be
arbitrarily small but non-zero). This is fundamentally different
from the previous understanding obtained in [11]. In addition,
the optimal power splitting ratio approaches one as SNR
increases, which is again very different from the previous
result in [11] which stated that ρ∗ → 1/3 as SNR approaches
infinity. Therefore, the previous understanding in [11] is only
valid for the special and impractical case of no antenna
noise and it cannot be used to infer the mutual information
performance and the optimal design of the splitting receiver
in any practical case where the antenna noise always exists.
The result in Proposition 2 appears discouraging, because it
implies that asymptotically there is no performance improve-
ment by using the splitting receiver. However, the numerical
results in Fig. 2 do show some notable performance improve-
ment at practical SNR values. Therefore, it is important to
investigate the performance improvement at practical SNR
values. To this end, Table I shows the results on the optimal
power splitting ratio ρ∗, mutual information gain GMI and
its percentage gain GMI% for different values of the transmit
power P . It considers a baseline case of σ2rec = σ
2
cov = 1,
σ2A = 0.01 (repeated in the first and fourth rows of Table I),
where the processing noises are much stronger than the
antenna noise, because this is the scenario where the splitting
receiver gives significant performance gain. Then, different
rectifier noise variances σ2rec = 1, 0.1 and 0.01 are used
in the first, second and third rows of Table I, and different
conversion noise variances σ2cov = 1, 0.1 and 0.01 are used
in the fourth, fifth and sixth rows of Table I.
We first discuss the trend in the optimal splitting ratio ρ∗.
Looking horizontally across each row in Table I, there is a
clear trend of increasing ρ∗ as SNR increases. Nevertheless,
the value of ρ∗ at finite SNR does not reach the neighborhood
of its asymptotic value of 1, even when P = 105. Next we
discuss the mutual information gain. Looking across each row,
we again see that GMI increases towards its asymptotic value
as SNR increases. In terms of the percentage gain, GMI% may
or may not initially increase with SNR but eventually reduces
as SNR increases further. More importantly, we observe some
huge percentage gains at moderate SNR values, e.g., GMI%
can go as high as 44.2% when P = 102 and the percentage
gains still stay significant even at very high SNR values, e.g.,
GMI% can be as high as 19.8% when P = 105. Hence,
the pessimistic asymptotic result of GMI% = 0% is not
indicative for practical scenarios. In fact, the splitting receiver
can provide very significant performance improvement at
practical SNRs.
Another implication of Proposition 2 is that the mutual
information performance gain is primarily determined by the
relative strength of the conversion noise versus the antenna
noise, while the strength of the rectifier noise has negligible
effect. Comparing GMI% among the first, second and third
rows in Table I, where σ2rec (i.e., the strength of the rectifier
noise) is changed, we see that the performance gain stays
roughly the same for different values of σ2rec when the SNR
is sufficiently high, e.g., P = 105, which agrees with the an-
alytical result in Proposition 2. Comparing GMI% among the
fourth, fifth and sixth rows in Table I, where σ2cov is changed
(hence the relative strength of the conversion noise versus
the antenna noise is changed), we see that the performance
gain differs significantly even at very high SNRs, which also
agrees with the insight obtained from Proposition 2. Overall,
our analytical and numerical results give us important insights
into the scenarios in which the splitting receiver has notable
advantages, as compared to the traditional receivers.
IV. SIGNAL DETECTION RULE AND PERFORMANCE
In this section, we switch our attention from information
theoretic performance with Gaussian input to signal detec-
7tion with practical modulation schemes. We assume that
the transmitted symbols are drawn from a two-dimensional
constellation where each symbol/point in the constellation
has equal probability to be drawn. Denote the set of all
constellation points as Ωgen. In what follows, we will first
present the optimal detection rule, i.e., the ML detection.
Then, we will present a low-complexity detection rule for
practical purposes. Finally, we will present results in terms
of SER.
A. Optimal Detection Rule
Since all constellation points are of equal probability,
the ML detector is the optimal signal detection method.
Specifically, the ML detection output is given by
Xˆ = arg max
X˜∈Ωgen
fY˜1,Y2
(
y˜1, y2|X˜
)
, (19)
where fY˜1,Y2
(
y˜1, y2|X˜
)
is the conditional PDF of the received
signal/symbol given that the transmitted symbol is X˜ . Here,
we call (Y˜1, Y2) the received symbol. However, one should
note that the actual received symbol as shown in Fig. 1
is (Y˜
′
1 , Y
′
2 ). For convenience of subsequent analysis, we
explicitly write out the real part and imaginary part of Y˜1,
denoted as Y1r and Y1i. Based on (3) and (4), this conditional
PDF can be written as
fY1r,Y1i,Y2
(
y1r, y1i, y2|X˜
)
=
∫
Wr
∫
Wi
fY1r,Y1i,Y2
(
y1r, y1i, y2|wr, wi, X˜
)
fW˜
(
wr, wi
)
dwidwr, (20)
where we have also explicitly written out the real part and
imaginary part of the antenna noise W˜ denoted as Wr and
Wi, respectively. Hence, fW˜ (wr, wi) denotes the PDF of the
antenna noise, which is given as
fW˜
(
wr, wi
)
=
1
piσ2A
exp
(
−w
2
r + w
2
i
σ2A
)
. (21)
Note that fY1r,Y1i,Y2
(
y1r, y1i, y2|wr, wi, X˜
)
is the condi-
tional PDF of the received symbol when the antenna noise
and transmitted symbol are given, which is derived as (22).
Using (21) and (22), the receiver is able to evaluate the
conditional PDF in (20) for each candidate transmit symbol
X˜ , and hence, determine the detection output that maximizes
the conditional PDF.
Remark 2. The complexity of the optimal ML detector is
high due to the double integrals in the likelihood function in
(20) which has no closed-form expression. The receiver needs
to either evaluate this likelihood function for all received
symbols or construct the decision regions for all candidate
transmit symbols based on the likelihood function. This has
to be done for a given operating condition, e.g., the current
operating SNR, and redone as soon as the operating condition
changes. Hence, the requirement of numerical evaluation of
double integrals significantly increases the complexity of
the detection. It is, therefore, important to derive a low-
complexity detection rule for practical purposes.
B. Low-Complexity Detection Rule
In order to derive a low-complexity detection rule, we first
apply a linear scaling on Y2 in (4), i.e., dividing Y2 by
√
P .
Note that applying such scaling does not change the signal
quality nor the performance of the receiver, and there is no
loss of generality. With a slight abuse of notation, we keep
the same notation for the scaled signal as
Y2 = (1− ρ)|h˜|2
√
P
(
|X˜|2+2XrWr√
P |h˜| +
2XiWi√
P |h˜|
+
|W˜ |2
P |h˜|2
)
+
N√
P
. (23)
As P increases, the higher-order noise term |W˜ |
2
P |h˜|2 becomes
negligible as compared to the other first-order noise terms
2XrWr√
P |h˜| and
2XiWi√
P |h˜| . Hence asymptotically we can approximate
Y2 in (23) by dropping the higher-order noise term, that is
lim
P→∞
Y2 = (1− ρ)
√
P
(
|h˜|2|X˜|2 + 2|h˜|XrWr√
P
+
2|h˜|XiWi√
P
)
+
N√
P
. (24)
For convenience, we define Ns , N√P , which follows
N (0, σ2Ns), where σ2Ns =
σ2rec
P .
Based on the expressions of Y˜1 in (3) and the approximated
Y2 in (24), we obtain the following low-complexity detection
rule.
Proposition 3. A low-complexity detection rule is given by
Xˆ = arg max
X˜∈Ωgen
fˆY˜1,Y2
(
y˜1, y2|X˜
)
, (25)
fY1r,Y1i,Y2
(
y1r, y1i, y2|wr, wi, X˜
)
=
1
piσ2cov
exp
−
(
y1r −√ρ
(√
P |h˜|Xr + wr
))2
σ2cov
−
(
y1i −√ρ
(√
P |h˜|Xi + wi
))2
σ2cov

1√
2piσ2rec
exp
−
(
y2 −
(
(1− ρ)
((√
P |h˜|Xr + wr
)2
+
(√
P |h˜|Xi + wi
)2)))2
2σ2rec
 .
(22)
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Fig. 3. SER versus the power splitting ratio ρ or the transmit power P for 64-QAM.
where
fˆY˜1,Y2
(
y˜1, y2|X˜
)
=
1√
2pi3(ρσ2A+σ
2
cov)
(
σ2covσ
2
Ns
+2σ2Aσ
2
cov|X˜|2(ρ−1)2+ρσ2Aσ2Ns
)
exp
(
−
(
2
√
ρσ2A(ρ−1)(XrT1r+XiT1i)+(ρσ2A+σ2cov)T2
)2
2(ρσ2A+σ
2
cov)
(
σ2covσ
2
Ns
+2σ2Aσ
2
cov|X˜|2(ρ−1)2+ρσ2Aσ2Ns
))
exp
(
−|T1r|
2 + |T1i|2
ρσ2A + σ
2
cov
)
(26)
is the conditional joint PDF of Y˜1 in (3) and approximated
Y2 in (24), and T1r = y1r − √ρ
√
P |h˜|Xr, T1i = y1i −√
ρ
√
P |h˜|Xi, T2 = y2 − (1 − ρ)
√
P |h˜|2|X˜|2. Importantly,
this detection rule is asymptotically optimal as P →∞.
Proof : See Appendix C.
Remark 3. As compared with the optimal ML detection
rule where the likelihood function has a double integral, the
low-complexity detection rule has a closed-form likelihood
function which can be evaluated quickly. This significantly
reduces the computational complexity of signal detection at
the receiver. The low-complexity detection rule is asymptoti-
cally optimal at high SNRs because it is obtained by ignored
an insignificant noise term while keeping all the significant
noise terms in the signal model.
C. SER Performance
In this subsection, we study the SER performance of the
splitting receiver. Despite having a low-complexity detection
rule derived in Sec. IV-B, it is generally difficult to obtain
analytically tractable characterization for SER performance.
In trivial cases such as phase shift keying (PSK) where all
symbols in the constellation have the same magnitude, it is
clear that the optimal splitting ratio is 1, and hence, the SER
performance is given by well-known analytical results for the
traditional CD receiver. However, for non-trivial cases such
as QAM, the optimal splitting ratio is not necessarily 1 and
finding a mathematically tractable and useful SER expression
is extremely difficult even at high SNRs. Therefore, we resort
to numerical investigation to study the SER performance and
present the results for rectangular 64-QAM.
Fig. 3 (a) and Fig. 3 (b) show the SER performance versus
the power splitting ratio ρ for two different noise conditions.
In each subfigure, we plot both the SER achieved by the low-
complexity detection rule (in Sec. IV-B) indicated using solid
lines, as well as the SER achieved by the optimal detection
rule (in Sec. IV-A) indicated using dashed lines. We see
almost no difference between the solid and dashed lines. This
implies that the low-complexity detection rule gives nearly
optimal performance for practically relevant range of SER
values.
Focusing on the optimal splitting ratio (denoted by ρ∗) that
minimizes SER, we see that ρ∗ increases as P increases. For
example, in Fig. 3 (a), the value of ρ∗ increases from 0.8
to 0.9 when P increases from 100 to 400. Similar trend is
also observed in Fig. 3 (b). For large values of P , the SER
curve reaches its minimum at ρ∗ whose value is close to
1, and then the SER curve goes up (sharply) after ρ passes
its optimal value. From these observations, we conjecture
that, as P increases, the value of ρ∗ that minimizes SER
will approach 1 but never reaches 1. This is consistent with
the analytical results we obtained on ρ∗ that maximizes the
mutual information (in Sec. III-B).
To illustrate the advantage of the splitting receiver, we
compare the minimum SER achieved by the splitting receiver
(i.e., with ρ∗) and the SER achieved by the traditional CD
receiver (i.e., ρ = 1). One way to make such a comparison
is to directly look at the SER values at a given value of P .
Let us look at the SER curves for P = 200 as an example.
In Fig. 3 (a), the splitting receiver achieves SER ≈ 3× 10−2
and the CD receiver achieves SER ≈ 5 × 10−2, i.e., 1.67
times more errors. In Fig. 3 (b), the splitting receiver achieves
SER ≈ 2 × 10−3 and the CD receiver achieves SER ≈
6× 10−3, i.e., 3 times more errors. Clearly, the advantage of
the splitting receiver is enhanced when the antenna noise is
weaker. Another way of comparison is to look at the transmit
power consumption for achieving the same SER. To this end,
we re-plot the SER versus P (in dB scale for showing the
ratio of power consumption) in Fig. 3 (c). Again, we see
that the advantage of the splitting receiver is enhanced when
9the antenna noise is weaker. Focusing on the two curves for
σ2A = 0.1, the difference in P for achieving a target SER
of 10−2 is 1.2 dB (i.e., the CD receiver requires 32% more
transmit power). This difference in P is 0.7 dB (i.e., the CD
receiver requires 17% more transmit power) if the target SER
is 10−4. It is evident that the use of the splitting receiver
provides a notable performance gain for practically relevant
range of SER values.
Remark 4. Apart from 64-QAM, we have numerically investi-
gated other modulation orders and other types of modulations
(results not shown in the paper). We have observed that the
performance advantage of the splitting receiver, as compared
to the traditional CD receiver, behaves very differently for
different types of modulations. Even for the same type of
modulation, e.g., amplitude and phase shift keying (APSK),
different constellation designs can lead to very different
results. For example, we have considered two 32-APSK
constellation designs that are specified for the DVB-S2X
standard [22]: one has three rings with 4, 12, and 16 points
on each ring, and the other has four rings with 4, 8, 4, and
16 points on each ring. Our numerical investigation shows
that the CD receiver is optimal (i.e., ρ∗ = 1) for the (4, 12,
16) design of 32-APSK, while the splitting receiver achieves
a significant performance gain for the (4, 8, 4, 16) design
of 32-APSK and, interestingly, the gain is more profound at
larger P or lower SER. Therefore, the performance analysis
and characterization of the splitting receiver for practical
modulation can only be done in a case-by-case basis. This
also leads to an important open problem: how to design
the best modulation or constellation diagram for the splitting
receiver?
V. CONCLUSIONS AND FUTURE WORK
In this paper, we have re-examined the splitting receiver
proposed in [11] and studied its performance by considering
the antenna noise that was ignored in [11]. We have shown
that the inclusion of the antenna noise fundamentally changes
the understanding on the information-theoretic performance
of the splitting receiver. For signal detection with practical
modulations, we have derived a low-complexity detection
rule that is shown to achieve near-optimal detection perfor-
mance. Our numerical results on both the mutual information
performance and the SER performance have demonstrated
the advantage of using the splitting receiver (as compared
to the traditional CD receiver) and provided insights on the
conditions under which the performance advantage is most
profound. As mentioned in Remark 4, one important future
work is to design suitable modulations (i.e., constellation
diagrams) for the splitting receiver, in order to fully exploit
the benefit of this new receiver architecture.
APPENDIX A
PROOF OF PROPOSITION 1
Based on the property of mutual information invariance
under scaling of random variables [23], we apply further
linear scaling on the received signals in (3) and (4). With
some slight abuse of notation, the further scaled received
signals are given by
Y˜1 =
√
Θ1
(
X˜ +
W˜√
P |h˜|
)
+
Z˜√
P |h˜| ,
Y2 =
√
Θ2k
√
P |h˜|
∣∣∣∣X˜ + W˜√P |h˜|
∣∣∣∣2 + k N√P |h˜| , (A.1)
where k , σcov√
2σrec
, Θ1 , ρ, and Θ2 , (1 − ρ)2. Thus, it is
easy to verify that the real and imaginary parts of Z˜√
P |h˜| and
k N√
P |h˜| are independent with each other and follow the same
distribution N (0, σ2cov
2P |h˜|2
)
.
In the following, with some slight abuse of notation,√
P |h˜| and P |h˜|2 are denoted as √P and P , respectively,
for simplicity.
We define the following random variables as
X˜1 =
√
Θ1X˜, (A.2)
X2 =
√
Θ2k
√
P |X˜|2, (A.3)
X˜ ′1 =
√
Θ1
(
X˜ +
W˜√
P
)
, (A.4)
X ′2 =
√
Θ2k
√
P
∣∣∣∣X˜ + W˜√P
∣∣∣∣2. (A.5)
Because of the Markov chain
√
PX˜ → (X˜1, X2) →
(X˜ ′1, X
′
2)→ (Y˜1, Y2) and the smooth and uniquely invertible
map from
√
PX˜ to (X˜1, X2), we have
I(
√
PX˜; Y˜1, Y2) = I(X˜1, X2; Y˜1, Y2). (A.6)
To analyze I(X˜1, X2; Y˜1, Y2), we use paraboloid-normal
(PN) coordinate system proposed in [11] as illustrated in
Fig. 4, which is based on a paraboloid U defined by the
equation
cP = k
√
P
Θ2
Θ1
(c2I + c
2
Q), (A.7)
where cI , cQ, and cP are the three axes of Cartesian coor-
dinate system of the I-Q-P space. By changing coordinate
system, the point (c1, c2, c3) can be represented as (a˜, l) in
the PN coordinate system, where a˜ is the nearest point on U
to (c1, c2, c3), and |l| is the distance. In other words, the point
(c1, c2, c3) is on the normal line of the paraboloid at the point
a˜, and a˜ is the projection of (c1, c2, c3) on U . Specifically, the
sign of l is positive when (c1, c2, c3) is above the paraboloid.
Otherwise, it is negative. It can be easily verified that both
the points (X˜1, X2) and (X˜ ′1, X
′
2) lie on U .
Using the property of mutual information invariance un-
der a change of coordinates [23], and representing Carte-
sian coordinate based random variables (X˜1, X2), (X˜ ′1, X
′
2)
and (Y˜1, Y2) in the PN coordinate system as (A˜X˜ , LX˜),
(A˜X˜,W˜ , LX˜,W˜ ) and (A˜X˜,W˜ ,Z˜,N , LX˜,W˜ ,Z˜,N ), respectively,
we have
I(X˜1, X2; Y˜1, Y2) = I(A˜X˜ , LX˜ ; A˜X˜,W˜ ,Z˜,N , LX˜,W˜ ,Z˜,N ),
(A.8)
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Fig. 4. Illustration of the PN coordinate system (two-dimensional illustration
for simplicity).
where the noise-related random variables A˜X˜,W˜ ,Z˜,N and
LX˜,W˜ ,Z˜,N are correlated with the random variable A˜X˜ .
Recall that both (X˜1, X2) and (X˜ ′1, X
′
2) lie on U , we have
LX˜ = LX˜,W˜ = 0, (A.9)
and the mutual information is rewritten as
I(X˜1, X2; Y˜1, Y2)
= I(A˜X˜ , LX˜ ; A˜X˜,W˜ ,Z˜,N , LX˜,W˜ ,Z˜,N )
=H(A˜X˜,W˜ ,Z˜,N ,LX˜,W˜ ,Z˜,N )−H(A˜X˜,W˜ ,Z˜,N ,LX˜,W˜ ,Z˜,N |A˜X˜)
= H(A˜X˜,W˜ ,Z˜,N )−H(A˜X˜,W˜ ,Z˜,N |A˜X˜)
+
(
H(LX˜,W˜ ,Z˜,N |A˜X˜,W˜ ,Z˜,N)−H(LX˜,W˜ ,Z˜,N |A˜X˜ ,A˜X˜,W˜ ,Z˜,N)
)
.
(A.10)
Due to the fact that the expectations E(Z˜) = (0, 0),
E(N) = 0 and the variances Var( Z˜√
P
) and Var(k N√
P
) → 0
as P → ∞, it is easy to see that the random variable
A˜X˜,W˜ ,Z˜,N converges in probability towards A˜X˜,W˜ , where
A˜X˜,W˜ is the projection of (X˜
′
1, X
′
2) on U . Thus, the entropy
H(A˜X˜,W˜ ,Z˜,N ) can be approximated by H(A˜X˜,W˜ ) when P
is large.
Furthermore, from the definition of conditional mutual
information [23], it follows that
I(LX˜,W˜ ,Z˜,N ; A˜X˜ |A˜X˜,W˜ ,Z˜,N )
=H(LX˜,W˜ ,Z˜,N |A˜X˜,W˜ ,Z˜,N)−H(LX˜,W˜ ,Z˜,N |A˜X˜ ,A˜X˜,W˜ ,Z˜,N),
(A.11)
which indicates the additional amount of information of A˜X˜
by knowing LX˜,W˜ ,Z˜,N when A˜X˜,W˜ ,Z˜,N is given. Again, by
using the fact that the expectation E(Z˜) = (0, 0), E(N) = 0
and the variances Var( Z˜√
P
) and Var(k N√
P
)→ 0 as P →∞,
LX˜,W˜ ,Z˜,N converges to the constant LX˜,W˜ = 0 in proba-
bility, when P → ∞. Therefore, as LX˜,W˜ ,Z˜,N approaches
to zero, the additional amount of information it can provide
about A˜X˜ , i.e., I(LX˜,W˜ ,Z˜,N ; A˜X˜ |A˜X˜,W˜ ,Z˜,N ), approaches to
zero as well.
Thus, the asymptotic mutual information in (A.10) can be
rewritten as
I(X˜1, X2; Y˜1, Y2) = H(A˜X˜,W˜ )−H(A˜X˜,W˜ ,Z˜,N |A˜X˜).
(A.12)
Then, we calculate H(A˜X˜,W˜ ) and H(A˜X˜,W˜ ,Z˜,N |A˜X˜) in
the sequel.
1) H(A˜X˜,W˜ ): Since X˜ and (X˜ + W˜ ) are zero-mean com-
plex Gaussian random variables but with different variances,
the analysis of H(A˜X˜,W˜ ) is similar to that of H(A˜X˜) in [11].
H(A˜X˜,W˜ ) can be calculated by replacing fX˜(x˜) in [11,
Appendix A] with
fX˜(x˜) =
1
piζ2
exp
(
−|x˜|
2
ζ2
)
, (A.13)
where ζ2 = 1 + σ
2
A
P . Following the same steps, we have
H(A˜X˜,W˜ ) = log2(pieΘ1ζ2)
+
1
2 ln 2
exp
(
Θ1
4k2PΘ2ζ2
)
Ei
(
Θ1
4k2PΘ2ζ2
)
,
(A.14)
2) AsymptoticH(A˜X˜,W˜ ,Z˜,N |A˜X˜): The conditional entropy
can be written as
H(A˜X˜,W˜ ,Z˜,N |A˜X˜) = EA˜X˜ [H(A˜X˜,W˜ ,Z˜,N |A˜X˜ = a˜X˜)]
= EX˜ [H(A˜X˜,W˜ ,Z˜,N |X˜)]. (A.15)
Since the random variables X˜ , W˜ , and (Z˜,N) can be
treated as circularly symmetric Gaussian random vectors, the
entropy does not reply on the phase of the complex Gaussian
random variable X˜ when X˜ is given. Therefore, in what
follows, we note that X˜ = (XI , 0) without loss of generality,
where XI ≥ 0 and X2I follows the standard exponential
distribution, and thus XI follows a Rayleigh distribution.
From (A.2), (A.3), (A.4), and (A.5), we have
X˜ ′1 = X˜1 +
√
Θ1
W˜√
P
, (A.16)
X ′2 = X2 + 2
√
Θ2k
√
P
(
XI
WI√
P
)
+
√
Θ2k
√
P
∣∣∣∣ W˜√P
∣∣∣∣2,
(A.17)
≈ X2 + 2
√
Θ2k
√
P
(
XI
W˜√
P
)
, (A.18)
where WI and WQ are the real and imaginary parts of W˜ ,
respectively. Then the approximation (A.18) is valid when P
is sufficiently large, i.e., the antenna noise term W˜√
P
is very
small.
From (A.16) and (A.18), the point (X˜ ′1, X
′
2) lies on the
paraboloid U in the I-Q-P space can be approximated as
(X˜ ′1, X
′
2) ≈ (X˜1, X2)+
(√
Θ1
W˜√
P
, 2
√
Θ2k
√
PXI
WI√
P
)
= (X˜1, X2)+
√
Θ1 + 4Θ2Pk2X2I
WI√
P
iIP +
√
Θ1
WQ√
P
iQ,
(A.19)
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where iIP and iQ are mutually orthogonal unit vectors and
iIP ,
( √
Θ1√
Θ1 + 4Θ2Pk2X2I
, 0,
2
√
Θ2k
√
PXI√
Θ1 + 4Θ2Pk2X2I
)
,
iQ , (0, 1, 0). (A.20)
It is easy to verify that the approximated point (X˜ ′1, X
′
2) in
(A.19) lies on the tangent plane of U of the point (X˜1, X2),
∀WI ,WQ ∈ R, for large P . Taking (A.19) into (A.1), we
have
(Y˜1, Y2) = (X˜
′
1, X
′
2) +
(
Z˜√
P
,
kN√
P
)
≈ (X˜1, X2) +
(√
Θ1 + 4Θ2Pk2X2I
WI√
P
+
Z1√
P
)
iIP
+
(√
Θ1
WQ√
P
+
Z2√
P
)
iQ +
Z3√
P
iIQP , (A.21)
where iIQP is a unit vector that is orthogonal to iIP and
iQ, and
(
Z˜√
P
, kN√
P
)
, Z1√
P
iIP + Z2√P iQ +
Z3√
P
iIQP . Since(
Z˜√
P
, kN√
P
)
is a 3D circularly symmetric Gaussian random
vector and iIP , iQ, and iIQP are mutually orthogonal unit
vectors, Z1, Z2, and Z3 are i.i.d. zero-mean real Gaussian
random variables with the variance σ
2
cov
2 in (A.21).
When the noise terms are sufficiently small, (Y˜1, Y2) con-
verges to (X˜1, X2) on U in probability. Thus, the projection
of (Y˜1, Y2) on U , i.e., A˜X˜,W˜ ,Z˜,N , converges to the projection
on the talent plane of the point (X˜1, X2) on U , named as S .
Therefore, from (A.21), A˜X˜,W˜ ,Z˜,N can be approximated as
A˜X˜,W˜ ,Z˜,N ≈(X˜1, X2) +
(√
Θ1
WQ√
P
+
Z2√
P
)
iQ
+
(√
Θ1 + 4Θ2Pk2X2I
WI√
P
+
Z1√
P
)
iIP .
(A.22)
Given X˜ , since WI , WQ, Z1 and Z2 are zero-mean
Gaussian random variables and are independent with each
other, the approximated A˜X˜,W˜ ,Z˜,N in (A.22) is a complex
Gaussian random variable on S with the covariance matrix
Σ =
 (Θ1+4Θ2Pk2X2I)σ2A+σ2cov2P 0
0
Θ1σ
2
A+σ
2
cov
2P
 . (A.23)
Thus, from (A.23), the conditional entropy is approxi-
mated as
H(A˜X˜,W˜ ,Z˜,N |XI = x)
= log2 pie+
1
2
log2
(
Θ1σ
2
A + σ
2
cov
P
)
+
1
2
log2
(
(Θ1 + 4Θ2Pk
2x2)σ2A + σ
2
cov
P
)
. (A.24)
Therefore, taking (A.24) into (A.15), the approximated
conditional entropy is
H(A˜X˜,W˜ ,Z˜,N |A˜X˜) = H(A˜X˜,W˜ ,Z˜,N |XI)
=
∫ ∞
0
(
log2 pie+
1
2
log2
(
Θ1σ
2
A + σ
2
cov
P
)
+
1
2
log2
(
(Θ1+4Θ2Pk
2r)σ2A+σ
2
cov
P
))
e−rdr
= log2 pie+ log2
(
Θ1σ
2
A + σ
2
cov
P
)
+
1
2
(
1
ln 2
exp
(
Θ1σ
2
A + σ
2
cov
4Θ2Pk2σ2A
)
Ei
(
Θ1σ
2
A + σ
2
cov
4Θ2Pk2σ2A
))
.
(A.25)
3) Asymptotic I(√PX˜; Y˜1, Y2): Taking (A.14) and (A.25)
into (A.12), the asymptotic mutual information can be ob-
tained as
I(X˜1, X2; Y˜1, Y2)
= log2
(
Θ1ζ
2P
Θ1σ2A + σ
2
cov
)
+
1
2 ln 2
(
exp
(
Θ1
4k2PΘ2ζ2
)
Ei
(
Θ1
4k2PΘ2ζ2
)
− exp
(
Θ1σ
2
A + σ
2
cov
4Θ2Pk2σ2A
)
Ei
(
Θ1σ
2
A + σ
2
cov
4Θ2Pk2σ2A
))
. (A.26)
Taking ζ2 = 1 + σ
2
A
P and k
2 =
σ2cov
2σ2rec
into (A.26), we have
I(
√
PX˜; Y˜1, Y2) = log2
(
Θ1(P + σ
2
A)
Θ1σ2A + σ
2
cov
)
+
1
2 ln 2
(
exp
(
Θ1σ
2
rec
2Θ2σ2cov(P + σ
2
A)
)
Ei
(
Θ1σ
2
rec
2Θ2σ2cov(P + σ
2
A)
)
− exp
(
(Θ1σ
2
A + σ
2
cov)σ
2
rec
2Θ2Pσ2Aσ
2
cov
)
Ei
(
(Θ1σ
2
A + σ
2
cov)σ
2
rec
2Θ2Pσ2Aσ
2
cov
))
.
(A.27)
Taking Θ1 , ρ and Θ2 , (1 − ρ)2 into (A.27), and
replacing P and
√
P with P |h˜|2 and √P |h˜|, respectively,
(13) is obtained.
APPENDIX B
PROOF OF PROPOSITION 2
We first derive an asymptotic expression of the mutual
information of the splitting receiver with ρ ∈ (0, 1). Based
on the power series expansion of the exponential integral
function [24]
Ei(x) = −γ − lnx−
∞∑
n=1
(−x)n
nn!
, x > 0, (A.28)
where γ ≈ 0.5772 is Euler’s constant, we have
lim
x1,x2→0
exp(x1) Ei(x1)− exp(x2) Ei(x2) = ln
(
x2
x1
)
.
(A.29)
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Substituting (A.29) into (A.27), (A.27) is simplified as
lim
P→∞
I(
√
P |h˜|X˜; Y˜1, Y2) = log2
 P |h˜|2√
σ2A +
σ2cov
ρ
√
σ2A
 .
(A.30)
In order to calculate the mutual information performance
gain as seen in Definition 1, we need to obtain the asymptotic
mutual information of the non-coherent PD receiver (ρ = 0)
and CD receiver (ρ = 1), respectively. The mutual infor-
mation of the CD receiver has a well-known closed-form
expression in (8). However, the mutual information of the
PD receiver in (9) has multiple integrals to evaluate, which is
difficult to simplify, and thus we resort to a different approach.
That is, we find an upper bound on the mutual information of
the PD receiver and show that it is smaller than the mutual
information achieved by the CD receiver in the high SNR
regime.
An upper bound on the mutual information achieved by the
PD receiver can be obtained by ignoring the rectifier noise
N . Setting N = 0, the received signal in (4) with ρ = 0 is
simplified as
Y2 =
∣∣√P |h˜|X˜ + W˜ ∣∣2. (A.31)
The mutual information for the channel model above has
been studied in the literature. The optimal input distribution is
discrete and possesses an infinite number of mass points [25].
Specifically, an upper-bound of the mutual information is
given by [15], [25]
I(
√
P |h˜|X˜;Y2)
≤ 1
2
log2
(
1 +
P |h˜|2
2σ2A
)
+
1
2
(
log2
2pi
e
− γ log2 e
)
.
(A.32)
Based on (A.32), the upper bound on mutual information
of the PD receiver scales with P as 12 log2 P . On the
other hand, the achievable mutual information of the CD
receiver in (8) scales with P as log2 P . Therefore, it can
be easily shown that the CD receiver achieves much higher
mutual information than the PD receiver as P → ∞, i.e.,
I(√P |h˜|X˜; Y˜1, Y2)|ρ=0  I(
√
P |h˜|X˜; Y˜1, Y2)|ρ=1. Thus,
we have
GMI = sup{I(
√
P |h˜|X˜; Y˜1,Y2) : ρ ∈ (0, 1)}
− I(
√
P |h˜|X˜; Y˜1, Y2)|ρ=1.
(A.33)
According to (A.30) and (8), the performance improvement
of the splitting receiver is expressed as
lim
P→∞
GMI =I(
√
P |h˜|X˜; Y˜1,Y2)|ρ→1−I(
√
P |h˜|X˜; Y˜1,Y2)|ρ=1
=log2
(
P |h˜|2√
σ2A+σ
2
cov
√
σ2A
)
−log2
(
1+
P |h˜|2
σ2cov+σ
2
A
)
=
1
2
log2
(
1 +
σ2cov
σ2A
)
. (A.34)
Using (A.34) and (8), (17) and (18) are obtained directly.
APPENDIX C
PROOF OF PROPOSITION 3
For a candidate transmit symbol X˜ , we define two terms:
T˜1 , y˜1 −√ρ
√
P |h˜|X˜ and T2 , y2 − (1 − ρ)
√
P |h˜|2|X˜|2.
Based on (3) and (24), the conditional PDF fˆY˜1,Y2
(
y˜1, y2|X˜
)
is given by
fˆY˜1,Y2
(
y˜1, y2|X˜
)
=
∫
wr
∫
wi
fˆY˜1,Y2
(
y˜1, y2|wr, wi, X˜
)
fW˜
(
wr, wi
)
dwidwr
=
∫
wr
∫
wi
fˆY2
(
y2|wr, wi, X˜
)
fY˜1
(
y˜1|wr, wi, X˜
)
fW˜
(
wr, wi
)
dwidwr
=
∫
wr
∫
wi
fNs
(
T2 − 2|h˜|(1− ρ)(Xrwr +Xiwi)
)
fZ˜
(
T˜1 −√ρw˜
)
fW˜ (wr, wi) dwidwr, (A.35)
where Ns = N√P is the scaled version of the rectifier noise,
which follows N (0, σ2Ns), and σ2Ns =
σ2rec
P . In addition, fNs(·)
and fZ˜(·) denote the PDFs of Ns and Z˜, respectively. Hence,
the conditional PDF of fˆY˜1,Y2
(
y˜1, y2|X˜
)
is further derived as
fˆY˜1,Y2
(
y˜1, y2|X˜
)
=∫
wr
∫
wi
1√
2piσ2Ns
exp
(
−
(
T2−2|h˜|(1−ρ)(Xrwr+Xiwi)
)2
2σ2Ns
)
1
piσ2cov
exp
(
−
(
T1r −√ρwr
)2
+
(
T1i −√ρwi
)2
σ2cov
)
1
piσ2A
exp
(
−w
2
r + w
2
i
σ2A
)
dwidwr. (A.36)
To solve the double integration, we rewrite (A.36) as
follows:
fˆY˜1,Y2
(
y˜1, y2|X˜
)
=
1
pi2σ2Aσ
2
cov
√
2piσ2Ns
∫
wr
exp
(
−4|h˜|
2(1− ρ)2|Xr|2w2r − 4|h˜|(1− ρ)T2Xrwr + |T2|2
2σ2Ns
− |T1r|
2 + |T1i|2 + ρw2r − 2T1r
√
ρwr
σ2cov
− w
2
r
σ2A
)
(∫
wi
exp
(
−4|h˜|
2(1− ρ)2|Xi|2w2i − 4|h˜|(1− ρ)T2Xiwi
2σ2Ns
+
8|h˜|2(1−ρ)2XiXrwiwr
2σ2Ns
− ρw
2
i−2
√
ρT1iwi
σ2cov
−w
2
i
σ2A
)
dwi
)
dwr,
(A.37)
where T˜1 = T1r + jT1i. Specifically, T1r , y1r −√
ρ
√
P |h˜|Xr; T1i , y1i − √ρ
√
P |h˜|Xi. By comput-
ing the double integrals, the closed-form expression of
fˆY˜1,Y2
(
y˜1, y2|X˜
)
is obtained in (26). Thus, the low-
complexity detection rule is obtained.
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