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Cutoff-Type Boltzmann Equations: Convergence 
of the Solution* 
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Sherbrooke, Sherbrooke, Quebec, Canada Jl K 2RI 
Using an approach similar to Tanaka’s we prove the convergence toward equi- 
librium for general classes of models which correspond to Boltzmamr equations of 
the cutoff type. A major step consists in showing a convex inequality involving the 
Kantorovich-Vasherstein metric. This requires assumptions on the interacting 
kernels. These assumptions are very natural from a physical point of view. In 
particular, our classes include models recently developed by physicists to study 
relaxation Of closed OScillatOr Systems. 0 1987 Academic Press, Inc. 
1. ImRoDucT10~ 
The object of our study is the evolution of a particule in a bath of like 
particules. The corresponding stochastic processes are nonlinear. The usual 
techniques employed in the linear case are thus inappropriated. Here we 
will prove the convergence to equilibrium for large classes of nonlinear 
processes corresponding to Boltzmann equations of the cutoff type. First, 
we will describe the models and the method, indicating the relevant 
references at the end of the introduction. 
Physicists, since the first derivation by Boltzmann around 1872, have 
deduced integrodifferential equations describing the evolution of the prob- 
abilistic law of a particule subject to “collisions” by like particules using 
semiphenomenological fluid dynamics considerations. Taking the energy of 
a particule as the variable leads us to the following equation (in the 
spatially homogeneous case): 
(Qyb, x’) -f(x))+, x’))& 
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the bounded Bore1 functions, 
the space of probability measures on S, 
is a symmetric Markov kernel on S x S, 
is a symmetric positive function on S X S, 
Q'f= Q(f@lh 
S = N orR+, 
99 
and 
(PYf) denotes the integral of f with respect to ~1. 
The case with k bounded corresponds to the cutoff case. By a kernel 
transformation it can be assumed: k = 1. In this case the unique solution of 
the equation can be written in the form of Wild sums 
p, = c e-‘(1 - e-y&), 
ilk1 
where &) = po, 
and 
tp"v,f> = (~L(dd 8 @x'),Q'f<x,x')>. O-1) 
Although these sums are barely tractable, it is still possible to obtain 
convergence to equilibrium (if the equilibrium measure exists) for the 
general classes of kernels described below: 
(H,) Q((x, x’), 9) = Q(x + x’,{s: (s, x + x’ - s) E U}), where Q 
is a Markov kernel on S such that Q(u, .) is symmetric around u/2. (This 
implies conservation of energy.) 
In the case S = R, it is further assumed that either (Hz) or (H;) is 
satisfied: 
(H;) For each u < u there exists x* such that, 
au, Y> 5 au, Y>T y I x*, 
au, Y> ’ ~(~~ YL Y ’ x*, 
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where 
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In the case S = N the additional hypothesis is 
(Hs) For each u -C u there exists x* such that 
t&J9 {YH s e<u, iv>), y I x*, 
au, {Y>) ’ 4% {Y>h y > x*. 
Our method is adapted from Tanaka [ll]. A main step is to show a 
convex inequality for the Kantorovich-Vasherstein metric p. This is done 
by first proving that 
P(&4 4, &b, 9) = Iu - @. 
This equality is also used to show that the convex inequality is strict 
unless one has equilibrium. Another important step is the use of a compact- 
ness argument. This is done by showing that the existence of a second 
moment for p, implies that the second moments of pLI are bounded. 
Kernel & satisfying the properties (Hz), have previously been used in a 
simpler context by Nishimura [7] and also appear in the statistical literature 
(see Bickel [l]). 
The following examples have been developed by several physicists (see 
Futcher et al. [4] Ferland-Giroux [3] for more references), 
U-x+p-1 
Sb, {xl) = 
i”+:-‘I u-x 
( 
u+2p-1 
) 
1, o./xluuEN. 
9 
U 
(4 
These are the well-known Bose-Einstein statistics, 
x”-‘( u - q-1 
&(u, w = qp p)u2p-l h, OlXlU,U~R+. (B) 
9 
These are the Bessel laws. 
Q(u,{x})=(;)2-“, OlXlU,UEN. (C) 
This is a theoretical analogue of (A). 
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There are many derivations of the Boltzmann equations, all using the 
same semiphenomenological fluid dynamics ideas. Good expositions can be 
found in Griinbaum [5] or Liboff [6]. For the solutions of these equations as 
Wild sums see Wild [13] or Sznitman [lo]. 
In this paper we will assume (H,) and (H,), (Hi) or (H3). 
2. PRELIMINARIES 
The convergence of pl will be established with respect to the 
Kantorovich-Vasherstein metric p defined as follows. For p and v in 9, 
the space of probability measures with finite first moment let 
Pbbd = WYhh E ev)L (2-l) 
where y(v) = jn:]x - y]q(dxdy) and U(p, v) is the family of all coupling 
of p and Y, namely probability measures TI on W “, such that q( A X W +) = 
p(A) and r)(W+ x A) = v(A) for any A E .4?(R +). (See Dobrushin [2].) 
The metric p induces a topology on 8, which may be compared with the 
weak one. The following proposition gives information in this regard and is 
in fact a consequence of theorem 1 in Rachev [8]. 
PR~P~~ITI~N 2.1. CL, +pin9, ifandonlyif 
P 
Pn - P and jR v&d + /, x/+x), 
+ + 
where * is used to denote convergence in the weak sense. 
From this proposition we see that the convergence of p1 with respect to p 
is equivalent to the weak convergence since, as we will now show, the first 
moment of ml@,) of EL, is constant in t. Indeed, the composition operation 
introduced in (1.1) may be written in terms of convolution, 
thus 
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so it follows by induction that 
m1W) = d-4 n 2 1; 
hence for all t 2 0, 
ml(p,) = C e-‘(1 - e-I)“-lmr($“)) = m,(p). 
PI21 
Now we recall three useful results concerning the Kantorovich- 
Vasherstein metric: 
(1) There exist a coupling 11 which achieves the infimum in (2.1). Such 
a coupling is called optimal. 
(2) We have the explicit formula 
(2.2) 
where F and G are the distribution functions corresponding to p and v (See 
Vallender [ 121). 
(3) Let (Q, 9, P) be an arbitrary probability space and suppose we 
are given subfamilies { pLw, o E a} and {P, w  E Q} of 9, satisfying 
(i) For each A E .%?(R +), Y”(A) and p”‘(A) are Bmeasurable in o; 
(ii) The probability measure p = jcp” D(o) and v = /cv” dP(w) 
are in 9,. 
Then we have p(p, v) zz japQ.P, v“‘) dP(w). (See Tanaka [ll].) 
3. A CONVEX-‘IYPE INEQUALITY 
Tanaka’s proof of convergence for the Maxwellian model is based on a 
convex-type inequality that makes the connection between the metric p and 
the composition operation p 0 v. We prove a similar result for the models 
considered here. 
LEMMA 3.1. p(&U, -), &, *)) = IU - U1/2. 
Proof: (1) Under (H,). Note that if u < u then for all x 2 0: 
&(u, [O, x]) -O(u, [CA xl) = 8(1, [o, 21) - P(1. [o, j) 2 0; 
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so the absolute value can be removed in (2.2) and we obtain 
mu, 49 @b 9) 
= JU(l - Q( u, [o, x]))dx - JU(l - 0( a, [O, x]))dx 
0 0 
u u 
=--- 
2 2’ 
(2) Under (Hi). If for y > x*, &u, [0, y]) > &a, [0, y]), then 
Q(u,]x*, y] - &+*, y]) ’ Q(u, [o, x*]) - Q(u, [o, x*1). 
But the right difference is, under (H3), equal to 
Q(u, lx*, 4) - e<w lx*, 4) 
and this leads to a contradiction. 
(3) Under (H3) As for (2). 
Remark. The lemma is also true if instead of (Hi) or (HJ we assume 
more generally that for each u < u there exists a unilateral coupling of 
&u, .) and &u, .) this means that there exist a coupling n with all his 
mass on one side of the diagonal. 
THEOREM 3.2 (Convex inequality). Let pFL1, CL*, vi, and v2 belong to 9,. 
Then we have the following inequality: 
Ph0P2~ VP2) s :P(h Vl) + :P(P2? v2). 
Proof. Let n1 and n2 be two optimal couplings for p(pi, vi) and 
p( p2, v2). Define P as the product measure of v1 and n2 on the measurable 
space (S4, S(S4)). For each (x1,. . . , x4) E S4 define 
pL(~I~..44) = &x1 + x3, .), 
v(xL.....4 = &x2 + x4, .). 
Then 
/ 
pCL(X’....‘Xd&D = p1 OcL2, 
s4 
J s4 
vh.....X4)&p = v1 0 v2. 
So applying successively result (3), Lemma 3.1 and the triangle inequality 
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we obtain 
I J Ix4-x3+x2-xlldp s4 2 
J 
Ix2 - $1 I s2 2 dq, + L21X4 ; X31dq2 
5 :P(PlT 4 + :P(P27 v2). 0 
COROLLARY 3.3. Let y be an equilibrium measure, in the sense y 0 y = y 
and suppose ~1 E 9, is such that ml(p) = ml(y). Then 
PbPL, Y) < Ph Y) (3.1) 
ifP+~. 
Proof. Since y 0 y = y the preceding theorem already gives 
P(P% Y) s Ph Y). (3.2) 
Assuming that equality holds in the above, we prove that p = y by 
recalling the proof of Theorem 3.2. In order to have equality in (3.2) we 
must have 
/ S’I x4 - ~3 + ~2 - x,ldq dq = /slx4 - -We + !32 - Wv, 
where 7) is an optimal coupling of p and y. But this implies that 
tin{ Ix2 - x11, Ix4 - x31) dv dv = 0 
which in turn means that 
7({#2 ’ XJ)~I({Xz <4 = 0. 
Because the first moments of ~1 and y are equal the coupling must satisfy 
s((x1+ x2>) = 07 
that is p = y. 0 
Remark. This last result shows the unicity of the equilibrium measure 
when it exists in 9,. 
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4. PROOF OF THE CONVERGENCE TO EQUILIBRIUM 
In this section we make use of the results of Section 3 to prove the 
convergence to equilibrium assuming only the existence of the first moment 
of the initial law. We will also need the following result. 
THEOREM 4.1. For any p, v E 9, we haue 
P(h 4 5 Ph 4 - p(Bs’vM~ 
where 
The theorem is a consequence of Theorem 3.2 and the proof follows 
Tanaka [ll]. Here we present only the main ideas. Applying Theorem 3.2 it 
follows easily by induction that 
p( p(“), v@) ) s P(PY V)? n 2 1. 
This fact combined with the weak homogeneity of the solution gives that 
p( pI, v,) is a decreasing function in t. 
Finally, calculations involving Wild sums show that the derivative of 
p( pLt, v,) (which exists almost everywhere) can be dominated by p and hence 
the result. 
To prove the convergence theorem we use a compactness argument and 
this can be done because of the following lemma, where the symmetric 
property of 0 plays an essential role. 
LEMMA 4.2. If &u, *) # $3, + $3, for all u, then the second moments 
mz(pLI), t 2 0, are bounded as soon as m&,), exist. 
Proot m,(h) = Lll e-‘(1 - e-‘)“-‘m,(p(n)) so we must show that 
the second moments m,(p(“)) are bounded. But 
and 
m,(pov) = k2/“&u, dx)p*v(du) 
x 
= dx) p * v(du) 1 
= i(m2(rc) + m2(v) + 2ml(dmlW 
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where a 2 2, and a = 2 if and only if 
&, *) = $3, + is,. 
Now, for a > 2, suppose 
m,(pq I l.k<n, 
then 
THEOREM 4.3. Let ~1 E g1 and a suppose y is an equilibrium measure 
such that ml(y) = ml(p). Then, p(/~,, y) decreases to 0 as t t OCI. 
Proof. Since y is an equilibrium measure, the decreasing property of 
p(pI, y) follows from the preceding theorem. To prove p(p,, y) tends to 0 
as t Too, we first assume m*(p) = jR+x2p(dx) < co. Then m,(p,) is 
bounded in t, by some constant M. 
We denote by LP~ the family of A E 9, such that 
m,(h) = ml(Y), m,(X) I M, and P(LY) 2 c 
for a fixed e > 0. Then 4”, is compact with respect to the metric p. 
Moreover using the triangle inequality we see that 
IPh Y) - I+ Y) I s &h., 4 
and hence p(. , y) is p-continuous on 9’<. The infimum of p( 0, y) is attained 
for p* E gE and we have 
because of Corollary 3.3. Now suppose p(pr, y) 2 e,Vt 2 0. Then by 
Theorem 4.1 and the above inequality if follows that 
which leads to a contradiction for t large enough. 
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Finally we remove the restriction m,( CL) -C 00. For each E > 0 and 
/A E 9, such that m,(p) = ml(y) choose @ in such a way that 
then 
and hence Ti;i; ,?&pt, y) I C. The proof is complete. 
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