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iAbstract
A nonlinear dynamic inversion (NDI) controller and a sliding mode controller are
developed for large civil transport Boeing 747 in this thesis. Furthermore adaptive
control theory is applied on both NDI controller and SMC controller to improve the
performance. Nonlinear dynamic inversion is an advanced control method which
is able to directly handle nonlinear system with less gain schedule and provides
inherent decoupled property. The system is linearized as a pure integrator by inner
loop feedback, whilst the desired control law is fulfilled by the outer loop linear
controller. However, the NDI controller is considerably sensitive to uncertainty due
to the incomplete cancellation. SMC, a well known nonlinear robust control method,
is utilized to endow the controller with more robustness. The results show that SMC
controllers perform better than NDI controllers, but are still not perfect. Finally, a
parameter on-line estimation adaptive scheme is applied to improve NDI controller
meanwhile a disturbance observer is designed in addition to SMC controller. It is
drawn from assessments that the disturbance observer based SMC controller achieves
the best performance for all flight points: fast rising-up speed, little overshoot, short
settle time and very small steady state error.
In addition, the classical and modern linear control theories as well as nonlinear
control methods are reviewed. Moreover, some flying and handling quality criteria
are also given as literature review.
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Chapter 1
Introduction
1.1 Background
The flight control system is defined as a system which enables the pilot to control
the aircraft by altering the control surface deflections and throttle to modify flight
dynamics in order to perform desired manoeuvre [8]. It plays a vital role in airplane
operation which determines how the aircraft responds for certain command. It is
also commonplace that the stability properties and control characteristics of civil
aircraft are artificially augmented by employing flight control system in case the
aerodynamic design cannot meet requirements or the airplane is required to operate
in extended flight envelop. These also help to enhance the flight dynamics to satisfy
flying and handling quality requirements.
Flight control system have been developed for several decades from a traditional
flight control system which is mechanical control system, to a fly-by-wire (FBW)
system where the mechanical flying controls are dispensed with altogether and re-
placed by an electrical or electronic link [9]. A typical flight control system compris-
es of two parts: the inner loop feedback, also called stability augmentation system
(SAS) which functions to augment the stability characteristic of the aircraft; the
outer loop feedback, which implements the autopilot functions. The classical con-
trol theory have been implemented very well for traditional aircraft. However, it has
problems. The classical control theory is a linear-based design method and can only
handle the single input and single output system. But aircraft is not a linear system
especially for those combat aircrafts which have very large flight envelop and high
maneuverability. The nonlinearities are introduced by not only the nonlinearities of
aerodynamic characteristic but also, rather common, the nonlinear characteristics of
common flight control system components, such as actuator rate limiting or satura-
tion. Therefore, gain scheduling technique is commonly applied for a classical flight
controller to cope with the nonlinearity of aircraft. More explicitly, a set of local
flight controllers are designed based on local linearized aircraft model and then the
controller gain is blended and scheduled between the operation region according to
a function of external variable. The major disadvantages of this method are: firstly,
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the aircraft has to possess smooth nonlinearity; secondly, it is usually cumbersome
and time consuming to design the set of local flight controllers.
Intuitively, the aerospace industry tried to find a way to design control law directly
for nonlinear system. After decades of development of control theory, there are sev-
eral control techniques to handle nonlinear system currently among which nonlinear
dynamic inversion and sliding mode control are quite successful. Nonlinear dynamic
inversion can directly deal with multi-variables control laws for nonlinear dynamic
system without gain schedule or with less gain schedule. Moreover, it has inherent
property of decoupling the control axes. For these reasons, this method has at-
tracted extensive researches during recent years, and some aircraft flight controllers
have been designed through this new technology such as Lock-heed F-35 Lightning
II [10] and X-38 space reentry vehicle. However, NDI controller is very sensitive
to uncertainties, which might degrade the controller as a whole. Thus, robustness
performance of NDI controller should be guaranteed.
Sliding mode control is well known as a robust nonlinear control theory originated
in Russia at around the 1960s. Until now, this theory has been widely applied
in the electromechanical industry. The principal benefit is that SMC controller is
totally insensitive to matched uncertainty, such as parametric uncertainty or external
disturbance. In addition, the SMC could reduce the system order to n − m, the
discrepancy between number of states and number of inputs. The concept is that
the controller always tries to drive system trajectory on to the desired sliding surface
even in the presence of matched uncertainty.
In this thesis, adaptive control is considered to improve the performance of both NDI
controller and SMC controller. With respect to NDI controller, the NDI controller
parameters are recursively updated to make the response approaching the desired
dynamics when the parametric uncertainties are present. For SMC controller, a
disturbance observer is utilized to estimate the disturbance and to compensate the
real disturbance, therefore the boundary of disturbance is dramatically reduced in
turn the performance of SMC controller is significantly improved.
1.2 Outline
This thesis illustrates the developments of nonlinear controllers for large civil aircraft
Boeing 747. Both a NDI controller and a SMC controller are developed and both
are further improved by applying adaptive control technique. This thesis is started
by formulating aims and objectives, then some classical and modern linear control
theories and nonlinear control methods are briefly introduced respectively in chapter
3 and chapter 4. After that, some flying and handling quality requirements are given
as assessment criteria in chapter 5. Then a NDI controller is developed for Boeing
747 in chapter 7 after the introduction of nonlinear dynamic inversion theory in
chapter 6. A SMC controller is designed for Boeing 747 in chapter 8 before the
adaptive control theory is implemented to improve the performances of both NDI
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controller and SMC controller in chapter 9. The final chapter 10 highlights the
conclusions and future work.
1.3 Motivation and contribution
As stated previously, the typical way to design a controller for large civil aircraft is
gain scheduling, through which a set of linear controllers are designed corresponding
to the set of linear aircraft models. This method is cumbersome and time consuming
since all the gains need to be updated as the flight conditions changing. More
importantly, the stability of the controllers in the regions between the local linear
aircraft models can not be guaranteed by designer. Consequently, tremendous flight
tests which are expensive and dangerous are needed to verify the stabilities in those
regions. Other linear control methods also have these similar shortcomings. In this
thesis, I am looking for nonlinear control design methods which could proofs the
stabilities theocratically throughout the overall flight profile meanwhile possesses
good control performances.
The primary contributions of this thesis are:
• Nonlinear dynamic inversion theory is applied to a nonlinear Boeing 747 air-
craft model and NDI controllers are developed for both longitudinal and lateral
mode;
• Sliding mode control method is applied to the parameter varying Boeing 747
aircraft model and a SMC controller that can cope with the whole flight envelop
is developed for the longitudinal mode;
• A disturbance observer is combined with sliding mode control for the Boeing
747 aircraft, which considerably improves the robustness performance of sliding
mode controller.
4 Introduction
Aim and objectives 5
Chapter 2
Aim and objectives
Aim: develop a robust nonlinear controller for large aircraft by using nonlinear
dynamic inversion (NDI), sliding mode control (SMC) and adaptive control to satisfy
handling quality criteria.
Objectives:
1. Learn classical and modern control theories for linear system, and implement
applications on linear Boeing 747 model;
Classical and some modern control theories have been successfully applied on
linear system. It is necessary to understand how do these theories work. Some
classical theories applications on Boeing 747 model are carried out for better
understanding of classical control methods.
2. Learn nonlinear control theories;
There are several control techniques particularly for nonlinear control system
design such as NDI and backsteping. These nonlinear control methods are
briefly introduced and contrasted.
3. Develop a NDI controller for the nonlinear Boeing 747 aircraft model;
First of all, the NDI control theory is introduced and some key issues of NDI
theory are discussed such as internal dynamics and desired dynamics. Then
NDI controllers with different desired dynamics are designed for nonlinear
Boeing 747 model. Finally, the most suitable design point is selected according
to robustness performance of the overall flight envelop.
4. Develop a SMC controller for the nonlinear Boeing 747 aircraft model;
Since the NDI controller is very sensitive to uncertainties such as parametric
uncertainty and external disturbance, a robust nonlinear control design theory
so called sliding mode control is employed to handle matched uncertainties.
In order to improve the performance, 3 types of SMC control laws are worked
out and assessed.
6 Aim and objectives
5. Develop both adaptive-NDI controller and adaptive-SMC controller.
Adaptive control technique could adjust controller gain recursively, eventually
make the response to behave as expected at the presence of unknown param-
eters or slow varying parameters. Thus, NDI controller could be improved by
combining it with adaptive control to degrade the incomplete cancellation of
the feedback linearization. A disturbance observer is developed to reduce the
magnitude of uncertainty boundary in SMC controller, which in turn improve
the performance of the SMC controller significantly.
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Chapter 3
Classical and modern linear control
theory
3.1 Classical control theory
3.1.1 An overview of Classical control theory
Classical methods are approaches which use feedbacks to augment the stability of
system, based on proportional, integral and differential control components. Through
adjusting the gains of the proportional, integral and differential terms, the desired
stability features are achieved.[11, p.11] The popular feedback variables of longitu-
dinal control are pitch rate, normal acceleration and C*. The pitch rate feedback
is practical in longitudinal stability augmentation since it can effectively increase
the short period mode damping ratio which is commonly lower than the flying and
handling quality requirements. In other words, the pitch rate feedback can raise
the damping of airplane if you treat the airplane as a classical mass-spring-damper
system. The normal acceleration is the most visible motion cue for pilots. C* is the
combination of pitch rate and normal acceleration which has the advantage of these
two feedbacks. Classical control was applied broadly in flight control system and
has been very successful [3].
However, it might be argued that the classical control techniques have some lim-
itations. The classical control design approaches assess one loop at a time, aided
by such tools as root locus, Bode and Nyquist plots which visualizes that how the
dynamics of system change due to the varying of the feedback gain. Thus, the
design procedure becomes considerably difficult when multiple loops are added to
the control system and does not guarantee success when dealing with multi-variable
control system, namely multiple inputs, multiple outputs or multiple feedback loops.
Moreover, it is time consuming and requires many trails and errors.[12, p.383]
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3.1.2 Root locus
The feedback gains of a classical controller can be determined in two ways: root locus
and pole placement. Root locus plot is relatively simple and easy to implement. The
plot illustrates the roots of closed loop system characteristic equation varying due to
the change of single feedback loop gain variable [9, p.287]. It clearly shows the effects
of stability characteristic for different values of the feedback gain. The root locus
plots are totally different if choose different feedback variable. Following equation
illustrate the process of root locus method.
For example using pith attitude feedback to elevator deflection input[9, p.284]. The
control law is given by
η(t) = δη(t)−Kθθ(t) (3.1)
The corresponding transfer function is
θ(s)
η(s)
= G(s) =
N θη (s)
∆(s)
(3.2)
Then, the closed loop transfer function of the augmented aircraft is
θ(s)
δη(s)
=
N θη (s)
∆(s) +KθN θη (s)
(3.3)
The augmented characteristic equation is
∆(s)aug = ∆(s) +KθN
θ
η (s) = 0 (3.4)
From above equation, it is easily seen that the roots of augmented characteristic
equation are varied according to the value of feedback gain Kθ. By choosing the
appropriate value of Kθ, the poles could be shifted at the expected point along the
loci, and then stability objectives can be achieved.
An example of pitch angle rate feedback is presented here. Consider following lon-
gitudinal aircraft model of B747 from reference [13].
1 0 0 0
0 0.99296 0 0
0 0.905e− 4 1 0
0 0 0 1
 ·

u˙
w˙
q˙
θ˙
 =

0.00187 0.0263 −86.15 −31.939
−0.0696 −0.292 668.184 −4.09148
0.000259 −0.00101 −0.284 0
0 0 1 0
 ·

u
w
q
θ

+

1.93
−15.1
−0.97
0
 · η (3.5)
The following table 3.1 shows the flight condition of the aircraft. First of all, rewrite
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Table 3.1: Flight condition of aircraft model
Flight condition data
Altitude 40000ft
Mach 0.7
Velocity 678ft/s
Trimmed body incidence 7.3deg
Trimmed pitch attitude 7.3deg
Flight path angle 0
Control anticipation parameter 0.131
Gravitation constant 32.2ft/s2
Pilot axial coordinate about cg 86ft
Pilot normal coordinate about cg -10ft
the state space equation into standard form (3.6).
u˙
w˙
q˙
θ˙
 =

0.00187 0.0263 −86.15 −31.939
−0.07 −0.2941 672.9 −4.12
0.0002653 −0.0009834 −0.3449 0.0003729
0 0 1 0
·

u
w
q
θ
+

1.93
−15.21
−0.9686
0
·η
(3.6)
The open loop stability characteristics are
ςp = 0.0633, ωp = 0.0782rad/s
ςs = 0.356, ωs = 0.88rad/s
where the ςp and ςs respectively denote the damping ratios of phugoid mode and
short period mode; the ωp and ωs respectively denote the frequencies of phugoid
mode and short period mode. And the normal load factor per unit angle of attack
also could be calculated.
nα = −zw · Ue
g
= −−0.2941 · 672.5
32.2
= 6.14g/rad
From the MIL-STD-1797A [2], for class III aircraft B flight phase, following require-
ments should be satisfied.
0.3 ≤ ςs ≤ 2
0.7rad/s ≤ ωns ≤ 4.2rad/s (3.7)
As it can be seen, the short period damping is acceptable but a little low, and
the natural frequency has the same condition. Therefore a stability augmentation
system is needed.
When use pitch rate as proportional feedback, the control law is
u = δη −K · q (3.8)
The figure 3.1 is the control system structure for pitch rate proportional feedback
control law.
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Figure 3.2: Short period mode
Figure 3.1: pitch rate proportional feedback control system
The stability characteristic is determined as shown below by deciding a point on
root locus corresponding to a feedback gain value. From figure 3.2 and figure 3.3 it
could be seen that short period mode stability is satisfactory meanwhile the phugoid
mode stability is just a little lower than the requirement.
K = −1.6
ςs = 1, ωns = 1.1rad/s
ςp = 0.03
The u terms could be omitted since in short period mode u almost remains constant,
whereas θ cannot be eliminate as this is not the wind axes coordinate. Then the
closed transfer function of reduced order model is yielded for q feedback with K =
1.6.
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Figure 3.3: Phugoid mode
The reduced order state space equation: w˙q˙
θ˙
 =
 −0.2941 672.9 −4.12−0.0009834 −0.3449 0.0003729
0 1 0
 wq
θ
+
 −15.21−0.9686
0
 η (3.9)
The reduced order close loop transfer function for q:
q
qc
=
0.96862s (s+ 0.2786)
(s− 0.003462)(s2 + 2.192s+ 1.202)
If we allocate the feedback gain to the forward path, the steady state gain is com-
puted, eliminating the first item in the denominator.(
q
qc
)
steady
=
0.96862 · 0.2786
1.202
· 1.6 = 0.3592
And the time lag is
Tθ =
1
0.2786
= 3.5894s
The responses of w, q and θ for 1 deg/s q commands are shown in figures 3.4, 3.5
and 3.6. It can be seen that the augmented system has a better transient time
responses for step input. Although the damping ratio of short period mode is 1, the
q response still has a big overshoot as a result of the big time lag Tθ.
A second order linear actuator model is added in the system, which has following
the dynamic characteristic:
ςa = 0.7, ωa = 21rad/s
The steady state gain remains unchanged. The q response changed a little in contrast
to the model without actuator, as shown in figure 3.7. Thus, the controller redesign
is not necessary.
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Figure 3.4: q response for the pitch rate command
Figure 3.5: w response for the pitch rate command
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Figure 3.6: θ response for the pitch rate command
Figure 3.7: q responses comparison between cases with actuator and without actu-
ator
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3.1.3 PID controller
The PI controller is the combination of proportional states feedback and error inte-
gral feedback. The state feedback augments the stability of the system, meanwhile
the error integral feedback can reduce the steady state error. In other words, it has
good tracking performance [3].
The utilization of differential items is aiming to diminish the influence of steady
output on the control system when the input is zero. For example, in a steady
turn, the yaw rate will be non-zero and the negative feedback will drive the error to
zero. The pilot will centre the rudder and merely use aileron to maintain the bank
angle as soon as the turn is established, therefore the rudder command input will be
zero. As a result, the yaw negative feedback will give rise to roll out of turn. The
washout filter, an approximate controller of differential controller, is used to pass
the transient response and jam the steady output feedback [3].
An example of application of a PI controller is given below. Consider the longitudinal
reduced order aircraft model of B747.[
w˙
q˙
]
=
[ −0.2941 672.9
−0.0009834 −0.3449
] [
w
q
]
+
[ −15.21
−0.9686
]
η (3.10)
The integral error feedback gain and other state variables proportional feedback gain
are determined by pole placement technique. First of all, organise the block diagram
like below, and then obtain the open loop state space equation for the system below,
where the integral error will become a new state variable in the equation.
Figure 3.8: Adding integral error as a state variable
The open loop state space equation for above system is given w˙q˙
ε˙
 =
 −0.2941 −0.2941 0−0.0009834 −0.3449 0
0 −1 0
 wq
ε
+
 −15.21−0.9686
0
 η+
 00
1
 qc (3.11)
Secondly, let us place all the poles to the desired values by implementing place
command in MATLAB. The desired short period stability characteristics are selected
as follows:
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• Desired short period damping ratio: 0.9
• Desired short period frequency: 3 rad/s
• Integral lag time constant: 1/6s for giving fast integral action and avoiding
introducing large phase lag.
Thus, desired poles are: P=-2.7+1.3i, -2.7-1.3i and -6. The result values of Ki and
Kp are respectively
Ki = 199.6376, Kq = −14.8554, Kw = 0.2386
The augmented stability characteristics are
ζs = 0.9, ωn = 3rad/s
Overall flight control system structure is shown below.
Figure 3.9: PI controller for Boeing 747 reduced order model
For 1 degree per second pitch rate step command, we have figure 3.10.
(a) q response (b) w response
Figure 3.10: q and w responses of the PI controller for 1 deg/sec step command
It can be seen that the steady state value of pitch rate response is 1degree/s. Com-
paring to the result in pitch rate feedback controller, the steady state error is zero
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for the PI controller, which means that the PI controller have good tracking per-
formance. Nevertheless, the overshoot is unacceptably big and the dropback is too
big. So the shaping filter at command path is needed.
Consider the same second order actuator with above example included in the system.
Below, figure 3.11 shows the comparison between the response with actuator and
without actuator.
(a) q comparison (b) w comparison
Figure 3.11: q and w responses comparison between with actuator and without
actuator for 1 deg/sec step command
The new control system performance deteriorates
• Short period mode: ςs = 0.9, ωs = 3rad/s to ςs = 0.9, ωs = 2.7rad/s.
• Actuator mode: ςa = 0.7, ωa = 21rad/s to ςa = 0.296, ωa = 13.8rad/s.
• Integral lag time constant: 1/6s to 1/7s.
The figure 3.12 below shows the PI controller for a reduced order model of B747
including the actuator.
Figure 3.12: PI controller block diagram with actuator
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3.1.4 C* control law
The normal acceleration was considered as the main sense cue of a pilot and the
response of a normal acceleration is only determined by damping ratio and natu-
ral frequency. Hence, the rule of thumb criterion is based on damping ratio and
undamped natural frequency. It was also stated that pilots were able to sense the
pitch rate cue afterward. However, pitch rate transfer function has a numerator(
s+ 1
Tθ
)
, and incidence lag Tθ has a profound effect on pitch rate response. Big
time lag introduces huge overshoot for pitch rate response. Hence, the satisfaction
of the rule of thumb criterion can not guarantee good handling quality feature.
At low flight speed, the pitch rate is the major motion cue for a pilot, meanwhile
normal acceleration cues are weak. At high flight speed, slight pitching give rise to
large normal accelerations, therefore normal acceleration cues dominate. Thus, it is
suggested that a new variable, a blend of pitch rate and normal acceleration called
C*, could be introduced. C* variable is defined as
C∗ = nzp +
Vco
g
q (3.12)
Vco is cross velocity at which normal acceleration cues and pitch rate cue are equal.
Vco is chosen as 400ft/s. C* control law use C* as control variable to augment the
stability characteristic. It could be cooperated with the proportional control law or
PI control law.
A C∗ controller example for longitudinal B747 model is given as following.
First of all, the C* control variable is calculated in terms of state variables. The
cross over velocity Vco is selected as 400ft/s.
azp = w˙−Ueq+(g sin θe) θ−xpq˙ = −0.0929u−0.2095w+30.0787q−0.0611θ (3.13)
nzp = −az
g
= 0.0029u+ 0.0065w − 0.9341q + 0.0019θ (3.14)
C∗ = nz +
Vco
g
q = 0.0029u+ 0.0065w + 11.4882q + 0.0019θ (3.15)
Then compute the open loop transfer function of C* variable with the same actuator
as former example, which is
C∗
C∗cmd
=
−4950.9839(s+ 0.6606)(s− 0.003438)
(s− 0.005431)(s2 + 0.6444s+ 0.7663)(s2 + 29.4s+ 441) (3.16)
where C∗cmd stands for the command of C∗. The C∗ feedback gain is selected as
0.19 by root locus method, such that the damping ratio and frequency are both
acceptable, shown in figure 3.13. The stability characteristics are contrasted as
indicated in table 3.2.
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Figure 3.13: C* feedback root locus
Table 3.2: The stability characteristic comparison
Short period mode Actuator
Unaugmented ςs = 0.356, ωs = 0.88rad/s ςs = 0.7, ωs = 21rad/s
Augmented ςs = 0.985, ωs = 1.6rad/s ςa = 0.696, ωna = 19.3rad/s
The close loop transfer function of C* is given as follows.
C∗
C∗cmd
=
940.6869(s+ 0.6606)(s− 0.003438)
(s− 0.004139)(s2 + 3.155s+ 2.571)(s2 + 26.89s+ 373.3) (3.17)
The steady state gain of C* is
(
C∗
C∗cmd
)
s=0
= 0.6475
The normalized C* response is obtained and indicated as follows.
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Figure 3.14: C* response for 1 step C* command
It can be seen that C* response could meet the category 4 requirement of C* criterion
which is equal to flight phase C in military requirement. Meanwhile, pitch rate
response still has huge overshoot which is undesired. Normal acceleration has good
transient time response, playing a dominating role at this speed.
3.2 Modern linear control techniques
In recent years, modern control techniques have had significant effect on the flight
control system design. Modern control theories are base on state-variable model,
which describes not only the relationship between outputs and inputs, but also the
relationship between inputs and states of the system. In contrast to the limitations of
the classical control theory, modern control theory have several principal advantages:
the capability of dealing with MIMO systems, designing nonlinear controller and ro-
bustness. Eigenstructure assignment technique can handle multiple feedback loops
simultaneously through placing the eigenvalues and eigenvectors. Linear quadratic
optimal control theory provides the methods to tune the controller through mini-
mizing the cost function with specified weighing matrix which represents the design
objectives. Moreover, H∞ is a robust control method which tries to minimize the
influence of the uncertainties on the control system. Those three modern linear
control methods are introduced in following sections.
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3.2.1 Eigenstructure assignment
Eigenstructure assignment is defined as a control design technique which obtains the
controller by assigning both the eigenvalue and eigenvector of the system to meet
the desired close loop performance. The responses of any vibration systems could
be represented as a set of mode shapes and frequencies shown below.
x (t) =
n∑
i=1
αizie
λit
= ZΛα (3.18)
where
Z = (z1z2 · · · zn)
Λ =

λ1 0 · · · 0
0 λ2 · · · ...
...
...
0 · · · 0 λn

α =
 α1...
αn
 (3.19)
As stated in [14], eigenvalues determine the speed and stability whereas the eigenvec-
tors stand for the distribution of the eigenvalues within the states. More explicitly,
below conclusions are drawn by A.N. Andry, JR.E.Y. Shapir, and OJ.C. Chung [15]:
• eigenvalues, which determine the decay or growth rate of the response;
• eigenvectors, which determine the shape of the response;
• initial condition, which determine the degree to which each mode will partici-
pate in the free response.
Considering following LTI (linear time invariant) system, the equation (3.21) is given
in case of unity feedback with a fixed forward path gain.
x˙ = Ax+Bu
y = Cx+Du (3.20)(
A− λiI B
KC −I
)(
Zi
Pi
)
sri =
(
0
0
)
, i = 1, · · · , ki (3.21)
Where ki eigenvalues are assigned and sri is a vector that selects the appropriate right
eigenvector zi form the eigenspace Zi. Subsequently, the eigenstructure problem may
be stated as
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For a specified eigenspectrum Λ, find a gain matrix K that will satisfy
the ki equations in equation (3.21) for a selected right eigenvector set
Z = zi(i = 1, 2., ki).
Corresponding to the right eigenvector, there are also left eigenvectors. Therefore
the problem could also be clarified in terms of left eigenvectors.(
A′ − λiI C ′
K ′C ′ −I
)(
Vi
Qi
)
sri =
(
0
0
)
, i = 1, · · · , km (3.22)
The number m + l is the maximum number of pairs of eigenvalue and eigenvector
which could be assigned. If m+ l > n the whole eigenspectrum can be assigned by
output feedback. There are 4 major algorithms to solve eigenstructure assignment
problem: the protection methods, the parametric methods, the projection methods
and the orthogonal eigenvetor methods. The choice of eigenvector is the central
issue for the majority of the algorithms.
3.2.2 Linear quadratic optimal control
Linear quadratic optimal control dates back to the 1960s whose development coin-
cided with large research programs and considerable funding in the United States
and the former Soviet Union on space related problems [16]. Since then, many
books have been written on this subject such as Anderson and Moore (1989) and
Kwakernaak and Sivan (1972).
This technique enable the designer to consider both the requirements on the ampli-
tude of the control inputs and the settling time of the state variables. Furthermore,
the resulting closed-loop of LQ control exhibits very good multivariable stability
margins when considering infinite horizon optimization and the weighting matrices
are suitably chosen [17]. LQ theory has many applications in aeronautical field
among which the most important application is definitely the design of flight con-
trol system of AFTI/F-16 aircraft. When the state variables are not available, the
Kalman filter can be used to design an observer of state variables which is called
LQR. However, the robustness margins are no longer guaranteed in the presence of
an observer [17].
3.2.3 H∞
H∞ has been established since the 1980s, motivated by shortcoming of LQG (Lin-
ear Quadratic Gaussian) control technique and designing multi-variable robust con-
trollers. As described in reference [17], ‘the approach is based on minimising over
frequency the peak values of certain system transfer functions that can be chosen
by the design engineer to represent design objectives’. More explicitly, the stan-
dard H∞ optimisation problem is to find a stabilising controller K which is proper
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and minimises the supremum (lowest upper bound) over frequence of the maximum
singular value of Tzr, the transfer function from the reference inputs to the output
errors or costs. That is, to minimise
‖Tzr‖∞ =
sup
Re(s) > 0
σ¯ [Tzr (s)] (3.23)
A stabilizing controller achieving the minimum closed loop norm, ‖Tzr‖∞ = γopt, is
said to be optimal. This can be solved efficiently using the algorithm of Doyle et al.
(1989), and be reducing γ iteratively, an optimal solution is approached [16].
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Chapter 4
Nonlinear control technique
introduction
4.1 Overview
Airplane is a inherently nonlinear system resulting from the nonlinear aerodynam-
ics, nonlinear properties of some components of flight control system such as the
saturation of actuators. In order to describe the aircraft, several types of aircraft
model are invented based on which different flight control methods could be applied.
First of all, let us introduce a general taxonomy of nonlinear state-space dynamic
models as indicated in figure 4.1.
Figure 4.1: Dynamics of system models and their relationships; x = x(t) is the state,
u = u(t) the input and θ = θ(t) external parameters (variables different from x and
u). Source: [1]
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As illustrated in the above picture, reference [1] states that ‘the LTI (linear time
invariant) model arises from Taylor linearization around a single flight condition and
is excellent for linear controller design, but has rather limited applicability for the
whole flight envelope’. A more precise model called LPV (linear parameter varying)
model, locating in the bottom right corner of figure 4.1, attracted a lot interests
recently due to the preservation of transparency of linear controllers design and yet
presentation of the rapidly changing dynamics. In the LPV model, the A, B, C
matrix are varying according to the external parameter θ which is different from
x and u. Nevertheless, the LPV model is still a collection of linear designs and it
is impossible to distinguish between the real disturbance and the manifestation of
nonlinearity [1]. The controller design based on LPV model still cannot cope with
the whole flight envelope especially for high angle of attack. For presenting explicitly
the nonlinearity of the aircraft, a general model is developed which is quasi-linear
time varying (QLTV). The A, B, C matrix are varying along not only the state
variables x but also the time t. Two special cases of this general form are generized
as QLTI (quasi-linear time invariant) and QLPV (quasi-linear parameter varying).
The traditional gain scheduling technique designs the controller based on a set of
LTI models and many linear control methods can be applied based on LPV model.
Recently, some control methods are used for QLPV model to achieve better per-
formance at the present of nonlinearity. Moreover, the Lyapunov stability theory
could also be used to design nonlinear controller subject to certain types of aircraft
models. The difficulties for application of this method is to find suitable Lyapunov
functions [18].
4.2 Gain scheduling
A practical way to handle the nonlinear aircraft model is called gain scheduling
which linearises the nonlinear model at a set of flight points and then designs a
locally linear controller for each linearized aircraft model. Finally schedules the
controllers’ gains throughout the overall flight envelop. In gain scheduling scheme,
the global controller gains are varying according to a specific function with respect to
scheduling parameters such as speed and altitude which means the global controller
gain switches to the corresponding local controller when the airplane is approaching
that point in the data space. After that, the regime between design points should
be verified to be stable and assessed for performance.
For normal airplane and limited flight envelope whose nonlinearities is mild and
sufficiently smooth, this method have been proven successful [18]. However, Gain
scheduling is usually cumbersome and time consuming since a set of local controller
needs to be designed. Furthermore, Gain schedule can not cope with the conditions
when high maneuver occurs or excessive range of flight envelope is required which
means heavy nonlinearities might occur.
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4.3 A approach based on Quasi-Linear-Parameter-
Varying Model
As the previous section describes, the nonlinear system could be linearized at a sin-
gle equilibrium point, obtaining linear time invariant (LTI) model to enable linear
controller design. For capturing the nonlinearities of the system, a more precise
model called linear parameter varying (LPV) model is developed by retaining high-
er order terms while processing linearization. Furthermore, the nonlinear system
model could be explicitly described by so-called Quasi-Linear-Parameter-Varying
Model without any approximation. The QLPV model can be developed by using
Barbashin method. Based on the QLPV model, the applicability of linear con-
trol design method is preserved while retaining the nonlinearities of the full system
dynamics [19]. An application of nonlinear controller design using polynomial eigen-
structure assignment based on QLPV model is presented in [19].
For LPV model, adaptive control theory could also be used to obtain a gain schedul-
ing controller K(p) for the overall flight envelop.
4.4 Backstepping
Backstepping is a recursive, Lyapunov-based nonlinear design method, which could
be applied to nonlinear system in a lower-triangular form. It is emerged in recent
years. This nonlinear design method have shown great potential due to its flexi-
bility and avoiding cancellation of useful nonlinearities [20]. However, it also has a
drawback that a Lyapunov function has to be found in order to apply this method
[21].
The idea of backstepping is that a controller is designed recursively by considering
some of the state variables as ‘virtual controls’ and designing intermediate control
laws for them using Lyapunov-based design method. Hence, Sonneveldt, L. [22]
stated that the backstepping control law is recursively constructed, along with a
control Lyapunov function (clf) to guarantee global stability. Considering following
system model with lower-triangular form
x˙1 = f (x1) + g (x1)x2 (4.1)
x˙2 = u (4.2)
First of all, consider x2 as the virtual control of the x1-subsystem and find a virtual
control law α1(x1) that stabilizes the subsystem by using the control Lyapunov
function V1(x1).
V1 (x1) =
1
2
x21 (4.3)
The virtual control law
x2 = α1 (x1)
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is selected to guarantee the time derivative of this clf is negative definite shown as
follows.
V˙1 =
∂V1
∂x1
(x1) (f (x1) + g (x1)α1 (x1)) < 0, x 6= 0 (4.4)
Secondly, define the error between x2 and its desired value as
z = x2 − α1 (x1) (4.5)
and rewrite the system (4.1) in terms of error state.
x˙1 = f (x1) + g (x1) (α1 (x1) + z) (4.6)
z˙ = u− ∂α
∂x1
(x1) (f (x1) + g (x1) (α1 (x1) + z)) (4.7)
Now, the clf (4.4) can be expanded with a term penalizing the error state z
V2 (x1, z) = V1 (x1) +
1
2
z2 (4.8)
The time derivative of V2 is equal to
V˙2 =
∂V1
∂x1
(f + g (α1 + z)) + z
(
u− ∂α
∂x1
(f + g (α1 + z))
)
(4.9)
=
∂V1
∂x1
(f + gα1) + z
(
∂V1
∂x1
g + u− ∂α
∂x1
(f + g (α1 + z))
)
(4.10)
which can be rendered negative definite with the control law
u = −cz + ∂α
∂x1
(f + g (α1 + z))− ∂V1
∂x1
g, c > 0
In short, starting with the triangular form of the nonlinear system, each step of the
backstepping, namely designing a control law for the virtual control, can be divided
into three parts [22]:
• Introduce a virtual cotnrol α and an error state z, and rewrite the current
state equation in terms of these,
• Choose a clf for system, treat it as a final stage,
• Choose a control law for the virtual control that makes the clf stable.
These three actions should be carried out for each backstepping step. Thus, it could
be argued that backstepping technique is a recursive control design method.
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Chapter 5
Flying and handling quality criteria
5.1 American military standard
DEF-STAN 00-970 and MIL-F-8785C are flying and handling quality requirements
to cope with conventional aircraft whose short period mode behaviour is second order
like. However, they are not appropriate for highly augmented advanced aircraft.
Along with people’s understanding of handling quality is improving, Hoh et al.’s
report provided a proposal which could be applied to evaluate the flying quality of
highly augmented aircraft in 1982. His report is included into American military
standard MIL-STD-1797A. It is a considerable progress for handling quality used
for highly augmented aircraft from DEF-STAN 00-970 and MIL-F-8785C to MIL-
STD-1797A [1]. And MIL-STD-1797A still includes most stability requirement for
classical aircraft in DEF-STAN 00-970 and MIL-F-8785C.
MIL-F-8785C categorizes the degrees of flying quality to 3 levels: 1, 2 and 3, accord-
ing to specific aircraft class and flight phase. The aircraft are divided into 4 classes:
I, II, III and IV, while the flight phases are sorted in 3 categories: A, B and C.
The table below shows the requirements for short period mode damping.
Table 5.1: Short period mode damping. Source:[2]
Flight phase
Level 1 Level 2 Level 3
ζsmin ζsmax ζsmin ζsmax ζsmin
CAT A 0.35 1.3 0.25 2 0.1
CAT B 0.3 2 0.2 2 0.1
CAT C 0.5 1.3 0.35 2 0.25
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Table 5.2: Phugoid damping ratio. Source:[2]
Level of flying qualities Minimum damping ratio
1 0.04
2 0
3 Unstable, period Tp > 55s
The short period frequency requirements are clarified relating to nα, namely normal
load factor per unit angle of attack. Low speed is coincidence with low value of nα. In
general, low speed requires low frequency, while at high speed, the frequency should
be higher. For example, the requirement of short period frequency for flight phase
category B is shown in figure 5.1. The requirements for lateral dynamic stability
could be found in MIL-F-8785C as well. It is no longer presented here.
Figure 5.1: frequency requirement for category B flight phase Source: [2]
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5.2 C* criteria
In above section the C* controller has been introduced, and here we will give a
brief definition of C* criterion. C* criterion give two boundaries for time response
of C* for 1 step elevator input. These two boundaries are named category 1 and 4
corresponding to category A and category C flight phase. The category 1 is used for
tracking task meanwhile the category 4 is applied when perform take-off and landing
task. C* criterion is derived from extensive flight tests and flight experiences. The
C* criteria in the time domain is indicated in following figure. C* criteria is more
Figure 5.2: C* criteria in time domain. Source:[3]
often applied in the frequency domain as it is difficult to evaluate in the time domain.
C* criteria in a form of Bode diagram is shown below.
30 Flying and handling quality criteria
Figure 5.3: C* criteria in frequency domain. Source:[3]
5.3 Gibson criteria
Traditional flying and handling quality criteria are concerned with short period
damping ratio and frequency. For a typical second order like aircraft, this could
guarantee a good response of angle of attack α, normal acceleration az and q. How-
ever, there is no direct attention paid to responses of pitch attitude and fly path
which are also significant in pilot perception of handling quality. Gibson [3] pointed
that although the short period damping and undamped natural frequency are well
designed to meet the traditional handling quality requirement the pitch attitude
and fly path responses may still be unacceptable. There might be following three
reasons given in M. Cook’s lecture notes [3]:
1. For highly augmented airplane, the airplane behaves less like a second order
system;
2. Since pitch attitude is not a design target parameter for traditional handling
quality requirements, it is easily changed without intention.
3. For classical aircraft, the time lag Tθ remain constant because of the limitation
of flight envelop. However, Tθ variation could be found in the aircraft operating
in large envelope or the aircraft using direct lift control (DLC). It is Tθ variation
that could cause handling qualities problems.
Thereby, Gibson criteria concerned more on pitch attitude and fly path response.
The Gibson criteria consists of two criteria relating to longitudinal handling qualities:
Dropback criterion and Phase rate criterion [3].
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Dropback criterion is concerned with two parameters of pitch attitude response
and pitch rate response: qm/qsand DB/qs. qm is the peak of q response and qs
is the steady state of q response. Attitude Dropback namely DB is defined as the
displacement from the linear part of the real attitude response to the line θ (t) = qs ·t.
Dropback criterion and phase rate criterion are illustrated in figure 5.4 and figure
5.5 below.
Figure 5.4: Dropback criterion. Source: [3]
Figure 5.5: Phase rate criterion. Source: [3]
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Chapter 6
Nonlinear dynamic inversion (NDI)
6.1 NDI theory introduction
Dynamic inversion synthesis is a controller design technique which is able to can-
cel out the original plant dynamic that is deficient or undesirable, and replace it
by desirable dynamics. This method is realized by carefully selecting the feedback
function. Dynamic inversion can be used in both state feedback and output feed-
back. The basic assumption is that the plant dynamic is known exactly and can be
completely cancelled out. However, in practical application, plant dynamic model
is impossible to be perfect, therefore robust ability is usually required for dealing
with possible uncertainties. [23, p.7]
Since the dynamic of aircraft is inherently nonlinear, the linear design tools have to
design a feedback gains for each operating point based on the linear model, and then
schedule all these gains for the overall flight envelop. However, nonlinear dynamic
inversion theory allows to directly design control system for nonlinear model through
cancelling out the aircraft dynamic. Thus, dynamic inversion technique has been
becoming popular in aircraft industry in recent years.[12, p.484-485]
Nonlinear dynamic inversion is based on developments of two vital aspects of control
theory which are feedback linearization and non-interacting control law. Feedback
linearization is a technique that could algebraically transform the nonlinear dynamic
system into an equivalent linear system through exact state transformation rather
than by linear approximations of dynamics [23, p.1] [24, p.207]. The basic theory
of nonlinear dynamic inversion could be found in many books such as [24], [17] and
[25].
Below introduction to nonlinear dynamic inversion theory is represented in reference
[24]. Consider following nonlinear system described by companion form:
x˙ = f (x) + g (x)u
y = h (x)
(6.1)
Take time derivative of y trying to find the relationship between output y and input
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u, since y is not directly related with u in above dynamic equations. As a result, an
equation is given as follow.
y˙ =
∂h
∂x
· ∂x
∂t
= ∇h (f + gu) = Lfh (x) + Lgh (x)u (6.2)
Where Lfh(x) =∇hf is known as the first order Lie derivative vector [9] and Lgh(x)u =∇hgu.
If Lgh(x)u 6= 0, then the input transformation can be introduced such that lead to
a simple linear dynamic.
v = Lfh (x) + Lgh (x)u (6.3)
Then
y˙ = v (6.4)
This is a very simple linear system behaving like a pure first order integral.
If Lgh(x)u = 0, more time derivative of y is required until this term is nonzero. If
we need to differentiate the output equation r times to get the explicit relationship
between output and input, r is defined as ‘relative degree’ of the system. This relative
degree is equal to the excess of poles over zeros for the linear system. Assuming that
r times derivatives are required for the output equation, namely LgLr−1f h (x) 6= 0,
the following outcome is yielded.
y(r) = Lrfh (x) + LgL
r−1
f h (x)u (6.5)
Let v = Lrfh (x)+LgL
r−1
f h (x)u then y
(r) = v is gained. The system becomes a pure
r order integrator as a result of the introduction of new input v. Then
u =
(
LgL
r−1
f h (x)
)−1 (
v − Lrfh (x)
)
(6.6)
The method processed above is technically known as ‘input-output linearization’. If
n times derivative of y are needed to let u appear in equation (8), which is equal
to the order of system, the system can be linearized using ‘input-state linearization’
methods, where {y, y˙, y¨, · · ·, y(n−1)} is set to be new state vector. It means that the
nonlinear system is fully linearized by input-state linearization, which means there
is no internal dynamic exists.
Once the nonlinear system has been linearized by feedback linearization, becoming
a very simple linear dynamic, all the linear control techniques may be applied to
achieve the control objectives, such as pole placement. A general NDI controller
structure is shown below. The inner loop is feedback linearization loop which func-
tions linearization of the system. The outer loop is feedback control loop which is
responsible for stabilization of the new linear system. Thus the NDI control law
comprises of two parts: feedback linearization control law and the outer loop sta-
bilization linear control law [24]. Regarding stability augmentation problem, the
control law is
v = −k0y − k1y˙ − ...− kr−1y(r−1) (6.7)
With ki is chosen so that the characteristic equation pn+kn−1pn−1+ ...+k1p˙+k0 has
all its poles on the left-hand side of the complex plane, leads to the exponentially
stable dynamics.
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Figure 6.1: Basic structure of dynamic inversion
For command tracking control problem, the control law
v = y(r)c − k0e− ...− kn−1e(r−1) (6.8)
Where e = y−yc is the tracking error, leads to an exponentially convergent tracking
error dynamics, namely e(t)→ 0.
The NDI theory could be also easily applied in linear system. Considering a linear
aircraft model
x˙ = Ax+Bu
y = Cx
(6.9)
Taking time derivative of y, yields
y˙ = Cx˙ = C (Ax+Bu) = CAx+ CBu (6.10)
For aircraft, CB is usually nonzero. Then, a new input is defined as follow.
v = CAx+ CBu (6.11)
Then the real input could be calculated as
u = (CB)−1 (v − CAx)
So that we have y˙ = v, that behaves like a pure integrator. v is also the first order
derivative of the control variable. For rotation angular rate control, v are {p˙, q˙, r˙}.
For control tracking problem, the control law
v = y˙c − ke
Where e = y− yc, is simply chosen. k is selected so that the error dynamic is stable
which implies e (t)→ 0. A general dynamic inversion controller structure for linear
aircraft model is manifested as below.
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Figure 6.2: Linear system dynamic inversion controller structure
6.2 Nonlinear aircraft model
The coupled nonlinear equations of motion of an aircraft with body axes are gener-
alized in M. Cook’s book [9] as follows
m
(
U˙ − rV + qW
)
= Xa +Xg +Xc +Xd
m
(
V˙ − pW + rU
)
= Ya + Yg + Yc + Yd
m
(
W˙ − qU + pV
)
= Za + Zg + Zc + Zd
(6.12)
Ixp˙− (Iy − Iz) qr − Ixz (pq + r˙) = La + Lg + Lc + Ld
Iy q˙ + (Ix − Iz) pr + Ixz (p2 − r2) = Ma +Mg +Mc +Md
Iz r˙ − (Ix − Iy) pq + Ixz (qr − p˙) = Na +Ng +Nc +Nd
(6.13)
With
U = Ue + u
V = Ve + v
W = We + w
where the p, q and r are the components of the angular velocity about the body
axes; U, V and W are components of velocity of aircraft about body axes. Subscript
a, g, c, p and d respectively denote aerodynamic force, gravity, control force, thrust
and disturbance force. L, M and N denote moments about three body axes. I means
the inertia. [9, p.72-73]
In regards to nonlinear dynamic inversion application, the three moment equations
should be used. Keep time derivatives of angular rate at left side, and move all other
items to right side, below equations are derived from 6.44 given in reference [23].
p˙ = IzL+IxzN
IxIz−I2xz +
Ixz(Ix−Iy+Iz)pq
IxIz−I2xz +
[Iz(Iy−Iz)−I2xz]qr
IxIz−I2xz
q˙ = 1
Iy
[M + (Iz − Ix) pr + Ixz (r2 − p2)]
r˙ = IxzL+IxN
IxIz−I2xz −
Ixz(Ix−Iy+Iz)qr
IxIz−I2xz +
[Ix(Ix−Iy)+I2xz]pq
IxIz−I2xz
(6.14)
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Where L, M and N are respectively the total moments about three axes. Since the
body coordinate origin coincides with the gravity center, it is said that in [9]
Lg = Mg = Ng = 0 (6.15)
Xg = −mg sin θe −mgθ cos θe
Yg = mgψ sin θe +mgφ cos θe
Zg = mg cos θe −mgθ sin θe
(6.16)
Primary control surfaces of aircraft are aileron, elevator and rudder. Control sur-
faces deflections change the aerodynamic condition, in turn give rise to producing
moments and forces. Thus, it is normal to calculate the forces and moments pro-
duced by control surfaces by aerodynamic control derivatives. One thing should be
stressed is that all following equations are expressed in terms of normalized American
derivatives notation.
Xc = m (Xδeδe +Xδthδth)
Yc = m (Yδaδa + Yδrδr)
Zc = m (Zδeδe + Zδthδth)
(6.17)
The moment items due to control surface could be written in form of concise Amer-
ican normalized derivatives according to reference [9] as follows:
Mc = Mδeδe +Mδthδth
Lc = L
′
δaδa + L
′
δrδr
Nc = N
′
δaδa +N
′
δrδr
(6.18)
With respect to the forces and moments generated by aerodynamic force, an ap-
proximation is usually used, omitting the high order items of the Taylor series [9].
Xa = mg sin θe +m (Xuu+Xw˙w˙ +Xww +Xqq)
Za = −mg cos θe +m (Zuu+ Zw˙w˙ + Zww + Zqq)
Ya = m (Yvv + Ypp+ Yrr)
(6.19)
Same as before, the moment items contributed by aerodynamic forces could be
rewritten in form of American normalized derivatives according to reference [9] as
follows:
Ma = Muu+Mw˙w˙ +Mww +Mqq
La = L
′
vv + L
′
pp+ L
′
rr
Na = N
′
vv +N
′
pp+N
′
rr
(6.20)
Assume that all moments and force caused by disturbance are zero. Thus substitute
equations from (6.15) to (6.20) into equations (6.12) and (6.13), following nonlinear
motion equations are gained.
For longitudinal mode:
u˙ = Xuu+Xw˙w˙ +Xww + (Xq −We) q +Xδeδe +Xδthδth − gθ cos θe + (rVe + rv − qw)
w˙ = Zuu+ Zw˙w˙ + Zww + (Zq + Ue) q + Zδeδe + Zδthδth − gθ sin θe + (qu− pVe − pv)
q˙ = Muu+Mw˙w˙ +Mww +Mqq +Mδeδe +Mδthδth +
(Iz−Ix)pr+Ixz(r2−p2)
Iy
θ˙ = q
(6.21)
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With an alternative expression for w
α =
w
VTO
For lateral mode:
v˙ = Yvv + (Yp +We) p+ (Yr − Ue) r + Yδaδa + Yδrδr + gφ cos θe + gψ sin θe + pw − ru
p˙ = L′vv + L′pp+ L′rr + L′δaδa + L
′
δrδr +
Ixz(Ix−Iy+Iz)pq+[Iz(Iy−Iz)−I2xz]qr
IxIz−I2xz
r˙ = N ′vv +N ′pp+N ′rr +N ′δaδa +N
′
δrδr +
−Ixz(Ix−Iy+Iz)qr+[Ix(Ix−Iy)+I2xz]pq
IxIz−I2xz
φ˙ = p+ rtg (θe)
ψ˙ = r/ cos (θe)
(6.22)
With alternative expression for v
β =
v
VTO
Then the lateral mode could be rewritten as
β˙ =Yvβ +
1
VTO
(Yp +We) p+
1
VTO
(Yr − Ue) r + Y ∗δaδa + Y ∗δrδr
+
1
VTO
(gφ cos θe + gψ sin θe + pw − ru) (6.23)
p˙ =L′ββ + L′pp+ L′rr + L′δaδa + L
′
δrδr
+
Ixz (Ix − Iy + Iz) pq + [Iz (Iy − Iz)− I2xz] qr
IxIz − I2xz
(6.24)
r˙ =N ′ββ +N ′pp+N ′rr +N ′δaδa +N
′
δrδr
+
−Ixz (Ix − Iy + Iz) qr + [Ix (Ix − Iy) + I2xz] pq
IxIz − I2xz
(6.25)
Where
Y ∗δa =
Yδa
VTO
Y ∗δr =
Yδr
VTO
L′β = L
′
vVTO N
′
β = N
′
vVTO
For easier comparison between coupled nonlinear motion equations and decoupled
linear motion equations, the decoupled linear motion equations are given as below.
Longitudinal mode:
u˙ = Xuu+Xw˙w˙ +Xww + (Xq −We) q +Xδeδe +Xδthδth − gθ cos θe
w˙ = Zuu+ Zw˙w˙ + Zww + (Zq + Ue) q + Zδeδe + Zδthδth − gθ sin θe
q˙ = Muu+Mw˙w˙ +Mww +Mqq +Mδeδe +Mδthδth
θ˙ = q
(6.26)
Lateral mode:
v˙ = Yvv + (Yp +We) p+ (Yr − Ue) r + Yδaδa + Yδrδr + gφ cos θe + gψ sin θe
p˙ = L′vv + L′pp+ L′rr + L′δaδa + L
′
δrδr
r˙ = N ′vv +N ′pp+N ′rr +N ′δaδa +N
′
δrδr
φ˙ = p+ rtg (θe)
ψ˙ = r/ cos (θe)
(6.27)
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It is easily seen that all the coupled items and the insignificant items are omitted
such that these equations become decoupled and linear.
However, these aerodynamic coefficients do not remain constant throughout the
entire flight envelop, varying according to flight conditions. Thus, it is necessary
that the NDI controller should take the variations of aerodynamic coefficients into
account. Updating the controller by all data of every individual operation point
is not a practical way to do it, which is replaced by making an approximation for
the variations of these aerodynamic coefficient. Below approximations called least-
squares aerodynamic model are given.
Longitudinal:
Ci = K1 (α)
c¯
2V
q +K2 (α) δe +K3 (α) , i = D,L,m (6.28)
Lateral:
Ci = K4 (α) β+K5 (α)
b
2V
p+K6 (α)
b
2V
r+K7 (α) δa +K8 (α) δr, i = Y, l, n (6.29)
With
Cm = M/qSc¯
Cn = N/qSb
Cl = L/qSb
All the Ks are functions of angle of attack only.
6.3 Feedback linearization for nonlinear aircraft e-
quations
Feedback linearization could be done based on above nonlinear motion equations.
In general, nonlinear dynamic motion equations could be written as [26]. p˙q˙
r˙
 =
 fp (x)fq (x)
fr (x)
+ g (x)

δa
δe
δr
δth
 (6.30)
Where
x = [ψ, θ, φ, p, q, r, u, v, w]
g (x) =
 gpδa (x) 0 gpδr (x) 00 gqδe (x) 0 gqδth (x)
grδa (x) 0 grδr (x) 0

For example
fp (x) = L
′
vv + L
′
pp+ L
′
rr +
Ixz(Ix−Iy+Iz)pq+[Iz(Iy−Iz)−I2xz]qr
IxIz−I2xz
gpδa = L
′
δa
(6.31)
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Therefore, the general expression of nonlinear dynamic inversion is given as
δa
δe
δr
δth
 = g−1 (x)
 p˙q˙
r˙
−
 fp (x)fq (x)
fr (x)
 (6.32)
In this case, the control matrix must be invertible for all existing admissible values
of x. However, according to Jennifer Georgie And John Valasek [27], g(x) is not
invertible for so-called differentially non-flat systems, whose control variables are
more than the control inputs. Hence, the number of system control variable is
required less or equal to the number of control inputs, otherwise the system is
underactuated and not invertible. Even if the control matrix g(x) is invertible but
the magnitude of g(x) is very small, this may give rise to control ineffectiveness, in
other words, control surface will become unbounded, in turn this may cause actuator
saturation. Such a problem is underwent when use NDI controller to control angle
of attack, as the elevator have very little influence on angle of attack namely the
g(x) magnitude is very small in this case. A technique called time-scale separation
method is invented to resolve this problem [27].
The entire control variables of aircraft are sorted as two groups which are fast dy-
namic variables and slow dynamic variables. This separation of fast dynamic vari-
ables and slow dynamic variables is called two-time-scale separation method. With
application of this method, the system could be written as two general differential
equations such that the control inputs appear in only one equation.
x˙1 = f¯1(x1) + Bˆ1 (x1)x2
x˙2 = f¯2 (x1, x2) + Bˆ2 (x1, x2) u¯
(6.33)
First, the desired is generated by linear control law such as x˙1d = g (x1c − x1). Then
the command value of x2c could be computed from the equation (6.33) as below.
x2c = Bˆ
−1
1 (x1)
[
x˙1d − f¯1(x1)
]
(6.34)
Afterward, repeat above inversion process again to obtain input by following two
equations:
x˙2d = g (x2c − x2) (6.35)
u¯ = Bˆ−12 (x1, x2)
[
x˙2d − f¯2(x1, x2)
]
(6.36)
In aircraft design application, if the slow state variable is chosen as control variable,
two-Time-scale separation method divides the inversion process into two steps. One
step is so-called slow dynamic inversion which is from time derivatives of attitude
angle such as θ˙d, β˙d and φ˙d to calculate attitude angle rate p, q, and r command.
The second step is the inversion from time derivatives of attitude angle rate to yield
the surface deflections δe, δr, δr command or thrust vector command. [28]
An example of entire structure of 2 time-scale inversion is illustrated in figure 6.3.
An alternative way is that using a second order dynamic inversion control law di-
rectly yields input u from desired time derivatives of attitude angle. For example,
input δe is calculated from α¨d by a second order inversion, although δe have little
effect on α˙. [4]
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Figure 6.3: 2 time-scale inversion method
6.4 Internal dynamic
If the relative degree is equal to system order n, the feedback linearization is called
input-state feedback linearization which entirely linearizes system via transform sys-
tem states into a new state space. However, the system is merely partly linearized
if the relative degree r is less than system order n, which is called input-output
feedback linearization. In this case, the new linearized system only have r order,
therefore n-r states are missing which are considered ‘unobservable’ in the input-
output linearization. This part of the dynamics is called internal dynamics since it
cannot be seen from the external outputs.
The NDI controller stability and performance could be dramatically deteriorated
by the instability of internal dynamics. The stability of these n-r poles could be
easily checked through zero-dynamic technique. Let us introduce zero-dynamics as
follows.
When the relative degree r is defined and r < n, y, y˙, · · · , yr−1can be found as part
of the new state components of the linearized system. Let
µ = (µ1, µ2, · · · , µr)T = (y1, y˙, · · · , yr−1)T (6.37)
In a neighborhood Ω of point x0 be the part state space of the linearized system.
According to the lemma in Slotine and Li’s book, there exist a n − r order vector
ψ = (ψ1, ψ2, · · · , ψn−r), such that the vector µ and ψ are combined as a new state
space which is so-called normal coordinates or normal states in Ω. Then the system
could be rewritten as
µ˙ =

µ2
· · ·
· · ·
µr
a(µ, ψ) + b(µ, ψ)u
 (6.38)
ψ˙ = w(µ, ψ) (6.39)
with the output defined as
y = µ1 (6.40)
The dynamics of ψ is considered as internal dynamics. If we keep the outputs of
the original system zero, then we have a dynamic shown as below which is zero-
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dynamics. The zero-dynamics is defined to be the internal dynamics of the system
when the system output is kept at zero by the input [24].
Zero-dynamics have advantage of only containing internal state variables comparing
to internal dynamics. Thus, the stability of internal dynamics could be easily verified
by verifying the stability of zero-dynamics. NDI controller is feasible on condition
that the zero-dynamic of nonlinear system is stable. A system has unstable zero-
dynamic which implies that internal dynamic is unstable amount to the system
having non-minimum phase which is as a result of positive zeros. The zero-dynamic
is different due to different output y, so the zero-dynamic could be ensured stable
by carefully selecting output y [24].
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6.5 Desired dynamic
In this section, some methods of designing the desired dynamic which is the most
significant part in NDI are introduced. After dynamic inversion, the aircraft model
has become a pure integrator. Therefore performance of the controller is completely
depended on the control law of the desired dynamic. Georgie and Valasek [27] gave us
some 4 methods to design desired dynamics for dynamic inversion controller. They
are: proportional control law, PI (proportional plus integral) control law, dynamics
satisfying various flying quality levels and dynamics corresponding to passenger ride
quality. Here 3 of them are introduced and there are also many other control laws
for desired dynamic design and some of them are revealed in the NDI application
review section.
The first one is proportional dynamics which is the simplest one. The control law
is given as
CV˙des = Kp (CVcmd − CV ) (6.41)
where CV is the control variable of NDI controller. Below chart shows the over-
all structure of proportion control law for desired dynamics based on angular rate
control variables. Gain Kp simply amplifies the error between commands and feed-
Figure 6.4: Proportion desired dynamic
back items. If dynamic inverted aircraft model is treated approximately as a pure
integrator, the close loop transfer function can be calculated as
CV
CVcmd
=
Kp
s+Kp
(6.42)
It is a first order transfer function, hence the output exponentially converge to the
steady state. The convergence speed is controlled by the pole position −Kp.
The proportional integral (PI) control law is considerably popular in fighter design.
The general PI control law is written as
CV˙d = Kp (CVc(t)− CV (t)) +Ki
t∫
0
(CVc(t)− CV (t)) dt (6.43)
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The close loop transfer function of PI control law could be derived.
CV
CVcmd
=
Kp
(
s+ Ki
Kp
)
s2 +Kps+Ki
(6.44)
The close loop transfer function has following properties:
ςs =
Kp
2
√
Ki
, ωns =
√
Ki, Tθ =
Kp
Ki
Figure 6.5: Proportion plus integral desired dynamic
This method is aiming to meet the flying quality requirement Mil-STD-1797A [2]
which contains requirements about damping and natural frequency according to
flight phase and aircraft type. The value of gain Kp, Ki could be selected according
to these requirements meanwhile the value of time lag Tθ must be considered as well.
With respect to ride qualities (RQ), the desired dynamic could be designed in form
of below equation.
CV˙des =
KRQ
s+ b
(CVcmd − CV ) (6.45)
Then the close transfer function can be written as
CV
CVcmd
=
KRQ
s2 + bs+KRQ
(6.46)
The constant b and KRQ are selected to obtain desired damping ratio and value of
CAP in order to meet the ride qualities requirement. The CAP is calculated by
CAP =
ω2n
nα
(6.47)
CAP is a parameter used in high augmented aircraft to describe the flying quality
requirements instead of natural frequency. Thus, both constant b and gain KRQ
could be determined by desired damping ratio and CAP.
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Then performances of all these three desired dynamics are contrasted in terms of
time domain response and frequency domain response in reference [27]. The flying
quality is checked in time domain whereas the robust stability and performance
are verified in frequency domain. Moreover, the quadratic cost and passenger ride
comfort index are evaluated for all desired dynamics in reference [27].
6.6 Robustness
Robustness is an essential issue for NDI controller since NDI controller is based on
assumption that the dynamic model of aircraft is entirely exact. However, this is
not the case in reality, therefore the NDI controllers are very sensitive to uncer-
tainties. As a result, the performance of NDI controller perhaps deteriorates when
encounter uncertainties. If the responses of a control system are bounded in the
specific required scope under a certain range of uncertainties, the control system
is robust. Thus, it may be suggested that robust control law could be applied in
desired dynamic control law design so as to endow the aircraft with desired robust-
ness and performance properties. Quantitative feedback control (QFC), structured
singular values (µ) synthesis, Sliding mode control and adaptive control could be
employed for desired dynamic design to guarantee robust properties. There are two
types of uncertainties which are parametric uncertainty and unmodeled dynamics.
Adaptive control method is promising for dealing with uncertainties in constant or
slow-varying parameter [24]. In this thesis, adaptive control technique is implement-
ed to solve robustness problem which is illustrated in detail in chapter 9.
6.7 NDI applications review
Nonlinear dynamic inversion is quite popular in recent years as it could directly deal
with nonlinear systems, and much research has been done in this area. Most of them
concern the control of supermaneuver fighter in case of operation at very high angle
of attack or having large operation envelop. Some of them involve trust vectoring
control (TVC) except for the normal control surface [28] [5].
A general coupled nonlinear dynamic motion equation is given in Campbell’s paper
[29] as
ω˙ = A (t)ω +G (t) z +B (t)u (6.48)
ω is denoted as the vector of roll, pitch and yaw rate. z represents for a nonlinear
combination of ω, such as pq, qr, pr, (p2 − q2), (r2 − p2) and q2 − r2. Therefore, the
general expression of nonlinear dynamic inversion is given as
u = Bˆ(t)−1
(
ω˙d − Aˆ (t)ω − Gˆ (t) z
)
(6.49)
In different applications, the control inputs are different. In some high performance
fighters, the control inputs are not only the normal control surface, but also the
46 Nonlinear dynamic inversion (NDI)
thrust vector. Usually these two control surfaces are not activated at the same
time. The thrust vectoring control is only active at high angle of attack where
the conventional control surfaces become extremely inefficient. A control surface
allocation method between conventional control surfaces and thrust vectoring control
surface is introduced in Atesoglu and Ozgoren’s paper [28].
With respect to the inner-loop linearization, the so called time-scale separation
method [28] [4] [26] is normally used, which separates the dynamic inversion into two
steps: one is fast state variable inversion; the other is slow state variable inversion.
A seconder order inversion is also used for angle of attack control problem in the
inner-loop design to replace above method [4] [10].
In terms of the outer loop design, the out-loop control law is considerably crucial
for NDI technique on which the performance of whole controller depends. The sim-
ple control laws for desired dynamic are proportional and proportional plus integral
control law. The proportional and PI (proportion plus integral) control laws appli-
cation are introduced in [28], [4] and [29]. Some robust control design techniques
are applied such as quantitative feedback control (QFC) [4] and structured singular
value (µ) synthesis [5] [30] [31], aiming to endow the airplane robustness perfor-
mance since the NDI is very sensitive with uncertainties and does not guarantee
any robustness. Moreover, a method called linear quadratic full state feedback with
loop shaping [32] based on linear quadratic regulator theory (LQR) is carried out
for desired dynamic design. This method achieves robust properties by possessing
proper gain and phase margin.
The picture Below shows how the Quantitative feedback control law co-operates
with nonlinear dynamic inversion.
Figure 6.6: Overall controller structure of quantitative feedback control law co-
operates with nonlinear dynamic inversion. Source: [4]
In the above design, angle of attack is the control output, and input u is replaced by
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pseudoinput v. After dynamic inversion inner loop is done, the outer loop control law
should be designed to obtain the α¨des. The FQFT (s) and FQFT (s) are quantitative
feedback control law. And another control law between pseudo input v and α¨des is
added as well. One idea is that v = α¨des, namely PDI (S) = α(s)v(s) =
1
s2
. In this paper,
the relationship is selected as v = α¨des + 1.4α˙des + α. The general form of P is as
follows:
PDI (s) =
(1 + ε1)
(s+ ε2) (s+ ε3)
(6.50)
Where the ε are caused by uncertainties in the state equations. A basic rule of
select P is that it should have stable poles having the same magnitude as the poles
of linearizations of the open-loop aircraft system.
For structure singular value (µ) synthesis application in outer loop design, reference
[5] gives the introduction. At first, the system uncertainty should be modeled as
figure 6.7 shown.
Figure 6.7: Uncertainty model of aircraft. Source: [5]
Above model considers both uncertainties in aerodynamic coefficients and the errors
in the measurements. The set of possible transfer functions between q˙ and q˙d are de-
scribed by (1.04 + 0.21δ2) / (s+ 1.2δ1) with −1 ≤ δ1andδ2 ≤ 1. The term δ1 refer to
pole variations and δ2 refers to the gain variations in the linearized transfer function
models. The overall structure of µ synthesis combined with dynamic inversion is
illustrated as below. The D-K iteration is a practical approach to find a stabilizing
controller K.
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Figure 6.8: Overall structure of µ synthesis combined with dynamic inversion.
Source: [5]
Nonlinear dynamic inversion controller design for Boeing747 49
Chapter 7
Nonlinear dynamic inversion
controller design for Boeing747
7.1 Nonlinear coupling B747 model
The nonlinear coupling B747 model is based on the nonlinear motion equation (6.21)
and (6.22) introduced in section 6.2. It can be seen that the aircraft models become
coupled by introducing p and r items in longitudinal mode and q items in lateral
mode. Moreover, the nonlinear features are generated by the nonlinear items includ-
ing mass inertial. All stability derivative data are obtained from NASA CR-2144
[13, p.230].
The longitudinal and lateral aircraft nonlinearity coupled parameter varying Simulink
models which are both modified based on the linear parameter varying (LPV) air-
craft Simulink model provided by Dr Mudassire Lone are respectively provided in
appendix A.
7.2 Actuator model
The control surface actuators of Boeing 747 are modelled as second order transfer
functions which are linked with motion rate limiting and deflection saturation. The
following elevator model is used:
δe
δec
=
450
s2 + 30s+ 450
(7.1)
Below rudder and aileron model are used from [33, p.8-9]:
δa
δac
=
−1.77s+ 399
s2 + 48.2s+ 399
(7.2)
δr
δrc
=
12.6s2 − 1185s+ 27350
s3 + 77.7s2 + 3331s+ 27350
(7.3)
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The rate limits and deflection limits are shown respectively in the table below.
Table 7.1: Actuator limits
Rate rang Deflection rang
Elevator ±60o/s ±35o
Aileron ±60o/s ±40o
Rudder ±60o/s dynamic
Figure 7.1: Rudder actuator dynamic saturation schedule
7.3 Inner loop feedback linearization
In this case, three angular rates about 3 body axes are chosen as control variables.
Therefore, motion equations of these three parameters should be inversed to cal-
culate three control surface deflections. Two-time-scale separation method is not
needed for this case as the control variables are equal to control inputs. In dynamic
inversion, actuator dynamic is ignored since the frequency of actuator is much higher
than aircraft frequency. All the control surface deflection commands are calculated
according to equation (6.32) by substituting all the f(x) and g(x).
δe =
1
Mδe
(
q˙des −Muu−Mw˙w˙ −Mww −Mqq −Mδthδth −
(Iz−Ix)pr+Ixz(r2−p2)
Iy
)
[
δa
δr
]
=
[
L′δa L
′
δr
N ′δa N
′
δr
]−1

[
p˙des
r˙des
]
−
[
L′β L′p L′r
N ′β N ′p N ′r
] βp
r
− Ixz(Ix−Iy+Iz)pq+[Iz(Iy−Iz)−I2xz]qrIxIz−I2xz
−Ixz(Ix−Iy+Iz)qr+[Ix(Ix−Iy)+I2xz]pq
IxIz−I2xz


(7.4)
Equation (7.4) is the flight control law of Boeing 747 which varies according to
different types of desired dynamics. The overall structure of NDI controllers for
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Boeing 747 longitudinal and lateral mode attitude rate control are depicted as figure
7.2.
Figure 7.2: The overall structure of NDI controllers of Boeing 747
After feedback linearization, the whole system should become a pure integrator if
there is no desired dynamic. Figure 7.3 shows the response of aircraft model for 1
deg/s q command after dynamic inversion linearization at a chosen flight point (Mach
0.9 and Altitude 40000ft). It is obvious that the response is similar with a response
of integrator within first 5 seconds , but not a pure integrator as the influence of
actuator. After first a few seconds the response goes quickly down because both
Mach number and altitude have been changed considerably, in turn give rise to the
discrepancies of aerodynamic derivatives resulting in incomplete cancellation of the
aerodynamic of the aircraft. The variations of Mach number and Altitude are also
illustrated by figures 7.4 and 7.5. With respect to lateral direction attitude angular
rate, the roll rate and yaw rate have similar case with pitch rate after inner loop
feedback linearization.
A wrong way of doing nonlinear dynamic inversion linearization was done prior to
the above way, which is feeding back all aerodynamic derivatives computed by the
measured Mach number and Altitude. This method is based on pre-known aerody-
namic derivatives data and, more importantly, cannot guarantee system stability in
case of disturbances and measurement noise being presented.
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Figure 7.3: q response for 1 deg/s q command without outer loop controller
Figure 7.4: Mach varying for 1 deg/s q command without outer loop controller
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Figure 7.5: Altitude varying for 1 deg/s q command without outer loop controller
7.4 Internal dynamics stability verification
In this section, the stability of the internal dynamics of the feedback linearization
of Boeing 747 is verified. Firstly, the state space equation should be transformed to
normal form. Then to obtain the zero-dynamics by setting all the element of µ to
be zero. Finally, check the stability of zero-dynamics.
The aircraft model is approximated as two decoupled modes which are longitudinal
mode and lateral mode for the internal dynamics verification. Therefore the internal
dynamics stability are separately verified with respect to longitudinal mode and
lateral mode. For simplification reason, some small items are eliminated such as Xw˙.
Following equations (7.5) and (7.6) illustrate the simplified decoupled longitudinal
and lateral dynamics.

u˙
w˙
q˙
θ˙
 =

Xuu+Xww −Wq − g cos(θe)θ
(Zuu+ Zww + q(Zq + U)− g sin(θe)θ)/(1− Zw˙)
Muu+Mww +Mqq
q
+

Xδe
Zδe/(1− Zw˙)
Mδe
0
·δe
(7.5)
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v˙
p˙
r˙
φ˙
ψ˙
 =

Yvv +Wp− Ur + g(cos(θe)φ+ sin(θe)ψ)
Lrr + Lpp+ Lβv/U
Nβv/U +Nrr +Npp
p+ r tan(θe)
r/ cos(θe)
+

Yδr 0
Lδr Lδa
Nδr Nδa
0 0
0 0
 ·
[
δr
δa
]
(7.6)
The outputs of longitudinal mode and lateral mode are respectively indicated below.
y = q for longitudinal mode;
y =
{
p
r
for lateral mode.
First of all, we verify the internal stability of the longitudinal mode through zero-
dynamics. In order to achieve that, the normal form of the longitudinal mode should
be established. The output q , dented as µ defined in section 6.4, is chosen as the
first state of the normal states since the relative degree of the output is 1, provided
that
gδe =

Xδe
Zδe/(1− Zw˙)
Mδe
0

∇q · g 6= 0
After that, the remaining 3 states Zj(j = 1, 2, 3) should be found which should
satisfy
∇Zj · g = 0 (7.7)
which means that all the vector Zj are within the hyperplane orthogonal to g.
Therefore, all the states Zj are linearly independent of q and linearly independent
of each other. The existence of Zj is proofed in [24, p.251].
The solution of (7.7) could be found as below. Z1Z2
Z3
 =
 θuXδe − qMδe
u
Xδe
− w(1−Zw˙)
Zδe
 (7.8)
The normal states are formed as a blend of output q and internal dynamics states
Zj, namely [µ, Zj]. The derivatives of the normal states could be computed
µ˙
Z˙1
Z˙2
Z˙3
 =

q˙
θ˙
u˙
Xδe
− q˙
Mδe
u˙
Xδe
− w˙(1−Zw˙)
Zδe
 (7.9)
Furthermore, the expressions of the original states with respect to the normal states
are calculated as shown below.
u
w
q
θ
 =

(Xδe(µ+MδeZ2))/Mδe
−(Zδe(µ+MδeZ2 −MδeZ3))/(Mδe(Zw˙ − 1))
µ
Z1
 (7.10)
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Thus, by substituting (7.10) into (7.9), the normal form of the longitudinal mode
dynamic is obtained. Intuitively, the internal dynamics is gained as well in form of
Z˙ = Z(µ,Z) (7.11)
The right side of the equation exclude input δe. Now, set µ as 0, as a result the
zero-dynamics is obtained as:
Z˙ = Z(0,Z) (7.12)
Above zero-dynamics could be rewritten as
Z˙ = AZ+B (7.13)
We could obtain the stability of zero-dynamics by checking the eigenvalues of matrix
A in equation (7.13), namely the poles of the dynamics. If all the eigenvalues of A are
all at the left side plane, the zero-dynamics is stable. As a result, the zero-dynamics
of the longitudinal mode is verified stable throughout the entire flight profile. The
calculation of internal dynamics verification of both longitudinal mode and lateral
mode in Matlab are shown in Appendix B.
The internal dynamics of the lateral mode could be processed in a similar way. The
key difference is that the lateral mode is a MIMO system, with 2 inputs. As a
result, the internal states Z have to be orthogonal to both vectors g(x) of δr and δa.
Here we just show the key results of the verifications for no repetition. The internal
dynamics states should verify the following equations
gδa =
[
0 Lδa 0 Nδa 0
]T (7.14a)
gδr =
[
Yδr Lδr 0 Nδr 0
]T (7.14b)
∇Zj · g = 0 (7.15)
The normal states are selected as indicated in equation (7.16).
µ1
µ2
Z1
Z2
Z3
 =

p
r
φ
ψ
v
Yδr
+ p
Lδa
− r
Nδa
 (7.16)
Consequently, the zero-dynamics could be yield via setting all the outputs µ = 0,
shown in the form below.
Z˙ = Z(0,Z) (7.17)
The stability of this zero-dynamics of lateral mode for the entire flight profile is
verified stable, in turn the internal dynamics of lateral mode is stable. In summary,
based on above analysis, the internal dynamics of Boeing 747 aircraft model is stable
throughout the entire flight envelop.
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7.5 Desired dynamic design
As previous section 6.5 discussed, desired dynamic are the key part of NDI con-
troller which determined the stability and control performance of system. Four
types desired dynamics are applied for Boeing 747 model to meet the handling qual-
ity requirements.
Boeing 747 is a large civil transport for which there are specific handling quality
requirements. Performance requirements (derived from [17]): the close loop systems
should be able to track pitch angle command with a rise time ts < 5s, and a
setting time tr < 20s (within 99% of the demand value). The overshoot of any
control variable should be very little (<5%) at above 305 m whereas may increase to
30% below that altitude in order to obtain higher tracking performance. Moreover,
the pitch rate response should be minimized to provide better passenger comfort.
Control activity should be minimized, more specifically, under moderate turbulence
conditions the mean actuator rate of the elevator must be less than 33% of the
maximum rate.
First of all, the proportional desired dynamic, as described in 6.5, is applied at
cruise condition (Mach 0.85, Altitude 36000 ft). Setting the proportional gain at 3,
following closed loop transfer function is obtained. The response of NDI controller
with proportional law exponentially converges to the demand value.
q
qcmd
=
Kp
s+Kp
=
3
s+ 3
(7.18)
The second desired dynamic is proportion and integral control law. Setting KI =
4, KP = 4, the closed loop transfer function of NDI controller with PI desired control
law is given below.
q
qcmd
=
KP
(
s+ KI
KP
)
s2 +KP s+KI
=
4 (s+ 1)
s2 + 4s+ 4
(7.19)
with
ς = 1, ωn = 2rad/s, Tθ =
KP
KI
= 1s
The third desired dynamic is called RQ (ride quality) control law. By setting KRQ =
9 and b = 4.2, the close loop transfer function is provided as
q
qcmd
=
KRQ
s2 + bs+KRQ
=
9
s2 + 4.2s+ 9
(7.20)
with
ςs = 0.7, ωn = 3rad/s
The last desired dynamic is introduced previously in form of equation (6.8), named
tracking desired dynamic. For Boeing 747 longitudinal mode q command control,
the relative degree is 1 and if chose the k = 3, results in the following close loop
dynamic
e˙+ 3e = 0 (7.21)
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The solution of the above equation is
e = e−3t (7.22)
It is evident that the error converges to zero exponentially is exactly the same with
the desired proportional dynamics. Fugyre 7.6 illustrates the q responses of these 4
desired dynamics for 1 deg/s q command at cruise condition.
Figure 7.6: q response of different desired dynamics for 1 deg/s q command
Let us assess the time responses of pitch rate with respect to military requirement.
In Mil-STD-1797A [22], for class III aircraft B flight phase, following requirements
should be satisfied.
0.3 ≤ ςs ≤ 2
0.7rad/s ≤ ωns ≤ 4.2rad/s (7.23)
In time domain, above requirements could be converted to time response require-
ments as below, based on the methods introduced in reference [34].
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Table 7.2: The requirements in time domain for Military requirements
Parameters Definition Value
td The time first arrive half of steady state value 2.6s
tr The time response rise from 10% to 90% 5s
tp The time first arrive at peak 5.3s
ts The time response settled in the ±5% error 16.7s
Overshoot The discrepancy between peak and steady state value 37%
Superimpose above requirements on the same chart of the 4 types of desired dynam-
ics NDI controllers.
Figure 7.7: Desired dynamics assessed by military requirement
From figure 7.7, It is implied that the desired proportional dynamic (P) and the
tracking desired dynamic both eventually make the whole controller first order trans-
fer function whose behaviour is exponential convergence in the first 5 seconds. The
final controller of PI desired dynamic looks like a second order transfer function
as previously described. The close loop controller of RQ desired dynamic operate
exactly as we expect, a second order system with desired damping ratio and natural
frequency. It is evident that PI controller could entirely satisfy the military re-
quirements but cannot meets the civil aircraft overshoot requirement (<5%). P and
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Figure 7.8: The overall structure of NDI controllers of Boeing 747 with reference
model
tracking desired dynamics almost fulfill the military requirements apart from last
few seconds when the responses diverges due to the incomplete cancellation. The
RQ desired dynamic meets the military requirements very well but has the same
problem with P desired control law.
However, the tracking desired dynamic is different from the proportional dynamic
if we add a reference model before desired dynamics, indicated as figure 7.8. For
example, the following reference model is selected, and then the responses of pitch
rate step command of 4 types desired dynamic are shown in figure 7.9.
Gref =
64
s2 + 16s+ 64
, with ς = 1 ω = 8rad/s (7.24)
Figure 7.9: The q responses for 4 types of desired dynamic NDI controller adding
reference model
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7.6 Design point selection
One of the major advantages of nonlinear dynamic inversion is dealing with nonlinear
system with less gain schedule or without gain schedule. Therefore, the design
point of NDI controller should be carefully selected to meet the handling quality
requirements in large range of flight conditions. It should also be taken into account
that the handling requirements in different flight phase are different. Table 7.3
manifests the test flight conditions of each flight phase. For example, the design
Table 7.3: Typical flight points in different flight phase for Boeing 747. Source: [6]
[7]
Mach Altitude (ft)
Climb 0.76 25000
Cruise 0.85 36000
Decent 0.5 20000
Approach 0.25 8000
point is chosen at cruise flight condition (Mach 0.85 and Altitude 36000ft), where
the airplane staies for the longest time. The q response at other flight phases could
be obtained by simulation. Four NDI controllers with different desired dynamics are
assessed for above 4 flight conditions. The results are indicated as figure 7.10.
From figure 7.10, it is can be drawn the conclusion that the PI controller has the
best robustness performance since all the response could converge towards to demand
value and maintain at a value with small steady state error. Whereas, all other three
desired dynamics cannot retain good stability characteristic and control performance
in case of non-design point. More other flight points are taken into account as the
design points. The assessments of controllers with design points at decent, climb
and approach are shown respectively as figure 7.11, figure 7.12 and figure 7.13.
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(a) P desired dynamics (b) RQ desired dynamics
(c) PI desired dynamics (d) Tracking desired dynamics
Figure 7.10: Assessments of 4 NDI controllers with design point at cruise condition
for overall flight envelop
(a) P desired dynamics (b) RQ desired dynamics
(c) PI desired dynamics (d) Tracking desired dynamics
Figure 7.11: Assessments of 4 NDI controllers with design point at decent condition
for overall flight envelop
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(a) P desired dynamics (b) RQ desired dynamics
(c) PI desired dynamics (d) Tracking desired dynamics
Figure 7.12: Assessments of 4 NDI controllers with design point at climb condition
for overall flight envelop
(a) P desired dynamics (b) RQ desired dynamics
(c) PI desired dynamics (d) Tracking desired dynamics
Figure 7.13: Assessments of 4 NDI controllers with design point at approach condi-
tion for overall flight envelop
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Above figures show the assessments of NDI controllers with 4 types of desired dy-
namics in case of different design points. Some conclusions might be drawn as below:
• Each type of desired dynamic exhibits similar response when the test flight
condition is the same as the design point; For example, the response of P
desired control law at the cruise point provided that the design point in cruise
point is similar with the response at the decent based on design point at decent
point.
• PI desired control law has relatively high robustness performance whereas
other desired control laws cannot cope with large flight envelop no matter
what design point the NDI controller is.
• For PI desired control law, the performance of controllers with design points
at cruise and decent have smaller overshoot, short settle time and less steady
state error comparing to the other two design points. For P , tracking and RQ
desired control law, the performances of controllers with design point at cruise,
decent and climb have no substantial discrepancies, but the performance is
much poorer when design point is at approach point.
In summary, the controller design point should be set at cruise condition where
the airplane stay longest time. In addition, PI control law should be selected as
the desired dynamic of NDI controller due to the best robustness performance. In
chapter 9, an adaptive control technique is applied in order to improve the robustness
capacity of NDI controller in the presence of parameter uncertainty.
7.7 Lateral mode NDI controller design
The NDI controller design in lateral mode of Boeing 747 is similar with longitudinal
mode. The NDI control law of roll rate control and heading rate control are described
as (7.4). Analogizing with longitudinal mode, lateral mode could also have several
types of desired dynamics such as proportional, proportional plus integral and ride
quality. The controller parameters should be tuned according to the lateral dynamics
and the lateral handling and flight quality requirements.
The design results of roll rate control are indicated in table 7.4 and figure 7.14. In
analogy to longitudinal mode control, P and Tracking desired dynamics have the
same response. From figure 7.14, it is can be seen that P, RQ and Tracking desired
dynamics have reasonable rise time and little overshoot whereas PI desired control
law have relatively high overshoot. In addition, PI desired control have the smallest
steady state error meanwhile P, Tracking and RQ desired dynamics have bigger
steady state error. All responses of 4 types of desired dynamics retain at command
value very well.
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Table 7.4: Controller gain values for roll rate control
Desired dynamics Parameters value
P KP = 3
PI KP = 2,KI = 2
RQ KRQ = 3.2,b = 4
Tracking k = 3
Figure 7.14: p response of different desired dynamics for 1 deg/s p command at
cruise condition
The design results of heading rate control are illustrated as table 7.5 and figure 7.15.
Referring to figure 7.15, all 4 types of desired dynamic have the similar properties
with that of roll rate control. Yet, all responses diverge at the last 2 seconds due
to the incomplete dynamic cancellation. It might be drawn the conclusion that
the feedback linearization works well to cancel out the original aircraft dynamics
and each desired dynamic functions as expected. Furthermore, the controller pa-
rameters need to be tuned to meet the explicit lateral flying and handling quality
requirements.
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Table 7.5: Controller gain values for heading rate control
Desired dynamics Parameters value
P KP = 3
PI KP = 2,KI = 2
RQ KRQ = 9,b = 4.8
Tracking k = 3
Figure 7.15: r response of different desired dynamics for 1 deg/s r command at cruise
condition
7.8 Summary
The development of NDI control law of Boeing 747 is accomplished in this chapter.
Four types of desired dynamics are accessed and the internal dynamics of both
longitudinal and lateral mode are verified to be stable. The PI desired control
law could overcome the incomplete dynamic cancellation and maintain at command
value all the time while the other 3 types of desired dynamic diverge at last several
seconds resulting from the assessment.
The cruise condition is selected as the design point after 4 different flight points at
4 flight phases are evaluated. The evaluation implies that the PI desired control law
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has the best robustness property contrast to other 3 control laws.
The lateral mode NDI controllers are also designed in the last section. Roll rate and
heading rate are chosen as the control variable and the feedback linearization works
well. Four types of desired dynamic function are evaluated for roll rate and heading
rate control.
In order to improve the robustness performance, adaptive control technique is ap-
plied to recursively estimate the varying parameters of the aircraft system and then
the NDI controller is adjusted according to the estimates of the varying parameters.
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Chapter 8
Sliding mode control
8.1 Sliding mode control theory introduction
As we discussed earlier, modeling inaccuracies and parametric uncertainty can have
strong adverse effects on NDI controller, in other words, performance of the NDI
controller deteriorates dramatically in case of uncertainty presented. Sliding mode
control is known as a method to deal with the control problem for time invariant
system subject to parameter uncertainty, unmodeling uncertainty and system per-
turbations. This chapter introduces the sliding mode control theory and the SMC
controller design for Boeing 747 airplane. The concept of SMC is that the system
states are forced to reach and remain on a predefined surface which presents the
desired dynamics within the states space. The principal advantages of SMC are:
reducing system order and insensitive to matched uncertainty. Designing a SMC
controller is usually partitioned into two steps; firstly, design the sliding surface and
then design the control law to maintain state trajectory on the sliding surface. The
dynamic behaviour when confine to the surface is called sliding motion which is
the desired dynamics of the system. The control law functions to make the system
trajectory move towards the sliding surface and retain it on the surface. The brief
description of SMC is given as following, and more detail informations are provided
in [35] and [24].
Consider a uncertain linear time invariant system with m inputs given by
x˙ (t) = Ax (t) +Bu (t) + f (t, x, u) (8.1)
where A ∈ Rn×n and B ∈ Rn×m with 1 ≤ m < n. The function f is assumed to be
unknown but bounded by some known functions of state. Let s : Rn → Rm be a
linear function represented as
s(x) = Sx (8.2)
where S ∈ Rm×n is of full rank and define a hyperplane
σ = {x ∈ Rn : s(x) = 0} (8.3)
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If the system trajectory is forced onto and remained on the hyperplane σ after ts,
an ideal sliding motion is said to be taking place for all t > ts. In addition, function
s(t) = Sx(t) is called switching function.
8.1.1 Properties of sliding motion
As previously mentioned, the major two merits are that of order reduction and
invariance towards matched uncertainty. Now, let us have an insight look at these
two properties. These two properties are given in [35] as proposition 3.1 and theorem
3.1.
Order reduction: In sliding motion, the nth order system is reduced by dimension
of input vector, m, to an (n − m)th order system and the eigenvectors associated
with any nonzero eigenvalues of the system matrix
Aeq =
(
In −B(SB)−1S
)
A (8.4)
belong to the null space of the matrix S.
m of the states can be expressed as a linear combination of the remaining n − m
states resulting from the fact that S ∈ Rm×n is full rank. Thus, the sliding motion
only depends on the dynamics of these n−m states and a order reduction is taken
place.
Invariance: The ideal sliding motion is totally insensitive to the matched uncertainty.
The uncertainty, given as form a of Dξ(t, x), is described as matched uncertainty
if R(D) ⊂ R(B). An uncertainty which does not lie within the range space of
the input distribution matrix is described as unmatched uncertainty. From invari-
ance property, it follows that the reduced order motion is completely insensitive to
matched uncertainty.
8.1.2 Sliding surface design
So far, the SMC control problem and the properties of SMC controller has been
stated, and then the two steps of designing a SMC controller as mentioned above
should be carried out. First of all, the switching function should be designed so that
the motion of dynamic system could meet the control requirements. Several methods
could be applied to accomplish this job, such as robust eigenstructure assignment
and quadratic minimisation introduced in [35].
It becomes simple to design the switching function provided that system is of the so-
called regular form [36, p.60]. Following description of the regular form is introduced
in [35]. Consider the nominal form of the system (8.1)
x˙ (t) = Ax (t) +Bu (t) (8.5)
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where rank(B) = m and (A,B) is a controllable pair. Define an associated switching
function
s(t) = Sx(t) (8.6)
The nominal system (8.5) and switching function (8.6) could be expressed in the
regular form
z˙1(t) = A11z1(t) + A12z2(t) (8.7)
z˙2(t) = A21z1(t) + A22z2(t) +B2u(t) (8.8)
with the switching function given as
s(t) = S1z1(t) + S2z2(t) (8.9)
The coordinate transformation is written as below defined by an orthogonal matrix
Tr.
z(t) = Trx(t) (8.10)
The matrix sub-blocks in (8.7) and (8.8) can be obtained in terms of the original
pair (A,B) from
TrAT
T
r =
[
A11 A12
A21 A22
]
TrB =
[
0
B2
]
(8.11)
In analogy with above, the elements of the switching function in (8.9) satisfy
ST Tr =
[
S1 S2
]
(8.12)
It can be seen that the system is split into two connected subsystem. The first one
is independent of control input meanwhile the dimension of the second subsystem is
corresponding to the input dimension m. When sliding motion is taking place, we
have following equation
S1z1(t) + S2z2(t) = 0 (8.13)
Therefore
z2 = −S−12 S1z1(t)
= −Mz1(t) (8.14)
where M ∈ Rm×(n−m) is defined to be
M = S−12 S1 (8.15)
The new states z2 is obviously linearly dependent on the z1 partition. Hence, the
sliding motion is governed by equations (8.8) and (8.14). This can be seen as a
(n−m)th order system with z2 as a linear full-state feedback control signal. Closing
the loop with the full states feedback, the closed loop system equation is obtained
as below.
z˙1(t) = (A11 − A12M) z1(t) (8.16)
Now the control problem becomes that of designing matrix M to ensure above (n−
m)th order system (8.16) stable and meet the control performance.
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8.1.3 Control law design
A control law should be constructed to direct the system trajectory towards to the
sliding surface and remain it on the surface after a sliding surface is given. Once
the trajectory reaches the surface, the sliding motion is taking place, providing the
robustness for all the matched uncertainty. In order to ensure the sliding motion is
reachable, the reachability condition should be holding, in other words, the sliding
surface has to be locally attractive. A common condition for existence of sliding
motion is given as
ss˙ < 0 (8.17)
However, this condition could only require that the system trajectory move towards
to sliding surface asymptotically [24]. A stronger condition is introduced in [24],
called the η-reachability condition:
ss˙ < −η|s| (8.18)
This stronger condition guarantees that the sliding surface is reached within
ts <
|s (0)|
η
(8.19)
So far, the reachability condition has been already given as above, and then a variable
control law structure need to be established to meet the reachability condition. It
is commonplace to consider following control structure
u(t) = ueq + un (8.20)
where ueq is called equivalent control law which guarantee the system states tra-
jectory remaining on the sliding surface without introduction of any uncertainty,
whereas the item un is a non-linear switching control rejecting the matched uncer-
tainty and requiring the system trajectory approaching towards sliding surface. ueq
could be calculated from the nominal form (8.5) by letting s˙ (t) = Sx˙ (t) = 0. un is
commonly chosen as
un (t) = −ρ (t, x) sgn (s) (8.21)
provided that
ρ (t, x) ≥
∣∣∣∣∣
n∑
i=1
∆i (t)xi (t)
∣∣∣∣∣+ η for all t, x (8.22)
This discontinuous control signal introduces chattering which is not expected in me-
chanical system. Therefore, in order to smooth the control action, the discontinuous
sign function could be replaced by a saturation function so that the system trajec-
tory is confined within a limited boundary layer of the sliding face. The width of
the layer is determined by the saturation function.
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8.2 Sliding mode control law design and evaluation
for Boeing747 model
8.2.1 Regular form of the longitudinal Boeing 747 model
For sliding mode control design of Boeing 747 aircraft, let us consider the decoupled
longitudinal system model. The system longitudinal model becomes following refer-
ring to (6.21) by neglecting the p and r coupling items, small state product items
and the δth.
u˙ = Xuu+Xw˙w˙ +Xww + (Xq −We) q − gθ cos θe +Xδeδe
w˙ = Zuu+ Zw˙w˙ + Zww + (Zq + Ue) q − gθ sin θe + Zδeδe
q˙ = Muu+Mw˙w˙ +Mww +Mqq +Mδeδe
θ˙ = q
(8.23)
Above equation could be rewritten into state space form with respect to state vari-
ables x = [u,w, θ, q], shown as below. Some derivative coefficients disappear due to
the lack of data of Boeing 747, such as Xq, Xw˙.
u˙
w˙
θ˙
q˙
 =

Xu Xw −g cos θ −We
−Zu
Zw˙−1
−Zw
Zw˙−1
g sin θe
Zw˙−1
−(Zq+Ue)
Zw˙−1
0 0 0 1
Mu − Mw˙ZuZw˙−1 Mw −
Mw˙Zw
Zw˙−1
Mw˙g sin θe
Zw˙−1 Mq −
Mw˙(Zq+Ue)
Zw˙−1


u
w
θ
q

+

Xδe
−Zδe
Zw˙−1
0
Mδe − Mw˙ZδeZw˙−1
 δe (8.24)
It is convenient to design the sliding mode control when the model is converted to
a so-called regular form [35]. Since rank(B) = m, there exists an invertible matrix
of elementary row operations Tr ∈ Rn×n such that
TrB =
[
0
B2
]
(8.25)
where B2 ∈ Rm×m and is nonsingular. After the transformation, the system model
can be expressed in the regular form
z˙1 (t) = A11z1 (t) + A12z2 (t)
z˙2 (t) = A21z1 (t) + A22z2 (t) +B2u (t) (8.26)
The new variables z(t) are defined by
z (t) = Trx (t) (8.27)
The matrix sub-blocks in (8.26) are obtained in terms of the original pair (A,B)
from (8.28) and (8.25).
TrAT
−1
r =
[
A11 A12
A21 A22
]
(8.28)
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For the case of Boeing 747, select the Tr so that the new B matrix becomes
TrB =

0
0
0
Mδe − Mw˙ZδeZw˙−1
 (8.29)
and z2 is still q. Thus, z2 expressed in terms of new state variables z(t) is equal
to the original one, the second equation in (8.24) expressed by the original state
variables x(t).
8.2.2 Sliding mode control law design for Boeing 747
This section describes the derivation of the SMC controller for Boeing 747. Consider
the regular form of Boeing 747 longitudinal airplane model at presence of parametric
uncertainty.
z˙1 (t) =A11z1 (t) + A12q (t)
q˙ (t) =A21z1 (t) + A22q (t) +B2u (t) (8.30)
First of all, let us consider how to design the sliding surface. The sliding surface
could be traditionally defined as
si =
ri−1∑
j=0
cije
(j)
i = 0 ∀i = 1 ∼ m (8.31)
where superscript j represents jth derivative, and vector r = r1, r2, . . . , rmT is a
vector relative degree of the system (8.30). The coefficients cij∀i = 1 ∼ m,∀j =
0 ∼ ri − 1 must be defined to provide the desired dynamics of system to meet the
handling quality requirements [37]. For the Boeing 747 aircraft longitudinal mode
control problem, which is a single input, elevator command δe, and single output,
pitch rate command q, system, the sliding surface could be defined as (8.32) by
above method (8.31).
s = e (8.32)
where e = q − qd. Since the relative degree of output q is 1 the j = 0 is obtained
in (8.31). The dynamics of the sliding motion make the output q track the desired
command qd. The sliding mode control law could reject the matched uncertainty
which means the uncertainty in the input channel.
Whence the reachability condition is
e · e˙ < 0 (8.33)
Rewrite the second equation of (8.30) as below form
q˙ = f (x) + g (x)u (8.34)
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where f and g is the real value of aircraft which are varying along flight conditions.
The mismatch between the real flight condition and the nominal condition (design
point) is treated as uncertainty which is a parametric uncertainty. The uncertainty
on f is bounded by some known function F = F (x) and the boundary of g is also
defined by (8.35). The nominal value of f and g are denoted respectively as f ∗ and
g∗ which stand for controller design point.
|f ∗ − f | < F
|g∗ − g| < G
gmin < g
∗ < gmax < 0 (8.35)
Consider the nominal form of model to calculate the equivalent control law ueq. Set
e˙ = 0, therefore
e˙ = 0
⇒ y˙ − y˙d = 0
⇒ Lf∗h (x) + Lg∗h (x)ueq − y˙d = 0
⇒ ueq = (Lg∗h (x))−1 (y˙d − Lf∗h (x))
(8.36)
Thus ueq is the equivalent control law which could maintain the system trajectory
on the sliding surface in nominal condition, namely the controller design point.
Contrasting to NDI control law, it is evident that the ueq is equal to the feedback
linearization in NDI control law. As discussed before, un is commonly chosen as
−ksgn(e), therefore below sliding control law is obtained.
u = (Lg∗h (x))
−1 (y˙d − ksgn(e)− Lf∗h (x)) (8.37)
Then substitute sliding control law (8.37) into y˙ based on the parameter varying
airplane model, we have
y˙ = Lfh (x) + Lgh (x) (Lg∗h (x))
−1 (y˙d − ksgn (e)− Lf∗h (x)) (8.38)
For Boeing 747 model, h(x) is identity matrix. Besides, following concise denotation
are made for simplification.
Table 8.1: Abbreviation
Original denotation Abbreviation Expression in Boeing 747 model
Lfh (x) f Muu+Mw˙w˙ +Mww +Mqq
Lf∗h (x) f
∗ Mˆuu+ Mˆw˙w˙ + Mˆww + Mˆqq
Lgh (x) g Mδe
Lg∗h (x) g
∗ Mˆδe
After simplification, we have
y˙ = f + gg∗−1 (y˙d − ksgn (e)− f ∗)
= f + y˙d − f ∗ +
(
gg∗−1 − 1) (y˙d − f ∗)− gg∗−1ksgn (e) (8.39)
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Then
y˙ − y˙d = f − f ∗ +
(
gg∗−1 − 1) (y˙d − f ∗)− gg∗−1ksgn (e)
e˙ = f − f ∗ + (gg∗−1 − 1) (y˙d − f ∗)− gg∗−1ksgn (e) (8.40)
Equation (8.40) is the expression of e˙. Next step is to calculate the condition of
k to satisfy the reachability condition (8.33). For simplification, denote f − f ∗ +(
gg∗−1 − 1) (y˙d − f ∗) as H.
e · e˙ < 0
⇒e (H − g∗−1gksgn (e)) < 0
⇒eH − g∗−1gksgn (e) e < 0
⇒eH − g∗−1gk |e| < 0
⇒k > g∗g−1 eH|e|
⇒k > g∗g−1|H| (8.41)
Thereby, the error will converge to 0 as long as we keep k satisfying above condition.
Because the boundary of f and g is already known, the maximum value of the right
hand side of above inequality equation (8.41) could be calculated. A alternative
stronger reachability condition called η− reachability condition is given below
e · e˙ ≤ −η|e| (8.42)
where η is a small positive value, then the time required to hit the sliding surface
e = 0 could be calculated as
treach ≤ |s (0)|
η
(8.43)
Thus, the condition of k becomes
k ≥ g∗g−1Hsgn(e) + g∗g−1η (8.44)
Therefore, first of all the maximum value of the right hand side of (8.41) which could
be denoted as Q, should be calculated.
g∗g−1|H| = g∗g−1 ∣∣f − f ∗ + (gg∗−1 − 1) (y˙d − f ∗)∣∣
≤ g∗g−1 (|f − f ∗|+ ∣∣g∗−1 (g − g∗) (y˙d − f ∗)∣∣)
= g∗g−1
(|f − f ∗|+ ∣∣g∗−1 (y˙d − f ∗)∣∣ |g − g∗|)
≤ |g
∗|
|g|min
(
F +
∣∣g∗−1 (y˙d − f ∗)∣∣G) (8.45)
From the scopes of all the aerodynamic derivatives data given as below table 8.2,
the F (x) and G could be computed as (8.46) and (8.47).
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Table 8.2: Scope of aerodynamic derivatives
Aerodynamic derivatives
Scope
Max Min
Mu 0.000259 -0.000199
Mw˙ −0.0000905 -0.000246
Mw -0.00101 -0.00262
Mq -0.284 -0.925
Mde -0.378 -2.08
|f − f ∗| =
∣∣∣(Mu − Mˆu)u+ (Mw˙ − Mˆw˙) w˙ + (Mw − Mˆw)w + (Mq − Mˆq) q∣∣∣
< |(Mumax −Mumin)u|+
∣∣∣(Mw˙max − Mˆw˙min) w˙∣∣∣
+
∣∣∣(Mwmax − Mˆwmin)w∣∣∣+ ∣∣∣(Mqmax − Mˆqmin) q∣∣∣
= |0.000458u|+ |0.0001555w˙|+ |0.0016w|+ |0.641q| (8.46)
|g − g∗| ≤ 1.602 (8.47)
For an impulse command of q of 1 deg/s for 5 seconds, the value of Q is given as
picture below .
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Figure 8.1: Value Q for impulse 1deg/s q command for 5s
It is evident that the maximum value of Q < 0.45. Based on above derivation,
following sliding mode controller is developed, with constant gain k provided that
reachability condition is satisfied which means k ≥ Q.
Figure 8.2: Sliding mode controller with constant gain k
Let us set sliding mode controller gain as 0.45, then following results are obtained.
Sliding mode control 77
Figure 8.3: q response for impulse 1deg/s q command for 5s (k=0.45)
Obviously, the response is not good. The reason might be that the calculated bound-
ary of uncertainty is much higher than the real uncertainty away from the nominal
condition so that the magnitude of chattering is far away from the reasonable extent.
In order to reduce the boundary of value Q, some assumption might be hold un-
der certain circumstances. In case of that the flight condition is equal to controller
design point, for example controller design point is selected at cruise point, Mach
number 0.85 and Altitude 40000ft, the value of g does not vary too much, therefore
an assumption that
g = g∗ ⇒ G = 0 (8.48)
is reasonably made. Consequently,
g∗g−1|H| = F (8.49)
For an impulse command of q of 1 deg/s for 5 seconds, the value of F (x) is calculated
as shown in figure 8.4.
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Figure 8.4: Value of F for impulse 1deg/s q command for 5s
Figure 8.5: q response for impulse 1deg/s q command for 5s (k=0.07)
From the result, it is seen that F < 0.07. Setting SMC controller gain at 0.07,
result is shown in figure 8.5. The result is still not good enough but it becomes
more reasonable. It could be implied that the value of F should be very small at
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the beginning due to all the small deviations of aerodynamic derivatives from the
nominal condition and all the small values of state variables. Thus, let us assume
that the value of Q less than 0.01 at cruise condition for a 1deg/s q common for 5
seconds. Setting k = 0.01 following results are gained.
Figure 8.6: q response for impulse 1deg/s q command for 5s (k=0.01)
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Figure 8.7: Deflection of elevator for impulse 1deg/s q command for 5s for smoothed
SMC (k=0.01)
Above result provided acceptable converge speed and less than 5% chattering is much
better than previous ones and does not diverge which proves above assumption is
satisfied. By comparing figure 8.3, figure 8.5 and figure 8.6, two conclusions might
be drawn that:
• The magnitude of chattering is proportional to the value of sign function gain
k;
• The settle time is inversely proportional to the value of sign function gain k
since the η increase as the control gain rising, consequently the settle time is
reduced.
Other flight conditions are assessed for controller gain at 0.01 for the same q com-
mand shown below. From figure 8.8, it can be seen that the response can not reach
the command value at approaching flight condition meanwhile converge speed slow
down at decent flight point at which the response start to diverge at the last sec-
ond. Intuitively, the SMC controller gain should be enlarged to cope with bigger
uncertainty throughout the overall flight profile. Figure 8.9 indicates the evalua-
tion results obtained for SMC controller gain k = 0.03. It is evident that all the
chattering become larger although responses of all flight condition could converge
to command value and settling time are shorter. Thus improvements are needed in
order to handle all flight conditions and at the same time, trying to maintain desired
performance.
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Figure 8.8: q response for 1deg/s impulse q command for 5 seconds at other flight
points (k=0.01)
Figure 8.9: q response for 1deg/s impulse q command for 5 seconds at other flight
points (k=0.03)
8.2.3 Smoothing the control action
As illustrated in previous section, there is some chattering in all outputs since the
controller cannot maintain the system trajectory exactly on the sliding surface. This
chattering, in turn, causes undesired high discontinuous control activity (as shown
in figure 8.7) and further may excite high-frequency dynamics neglected in modeling
[24].Hence, it is intuitive to smooth at the control inputs.
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An easy way to achieve this is to replace the sign function by a saturation function in
SMC control law. The idea is that once the system trajectory goes inside a boundary
layer along sliding surface the control inputs are smoothed by a saturation function
of s rather than the discontinuous sign function of s. The original sliding mode
control law (8.37) is replaced by
u = (Lg∗h (x))
−1 (y˙d − ksat(e)− Lf∗h (x)) (8.50)
The control input is smoothed as indicated in figure 8.10.
Figure 8.10: Control interpolation in the boundary layer
However, this replacement could give rise to somewhat steady state error that might
be eliminated by introduction of an integral term in the sliding surface [37]. The
choice of boundary thickness δ is critical since small values of δ may not solve the
chattering problem whereas large values may increase the steady state error, thus
it requires a compromise choice when selecting the boundary layer thickness [38].
Here the boundary layer is chosen as 5% of the command value so that the steady
state error is not too much. For 1deg/s q impulse command, the value of boundary
thickness δ is
δ = 1× pi/180× 5% = 8.75e−4 (8.51)
Thus, the continuous SMC control law is obtained as below
u = (Lg∗h (x))
−1
(
y˙d − ksat(e
δ
)− Lf∗h (x)
)
(8.52)
The same command as shown in the last section, 1deg/s impulse q command for
5 seconds, is taken for the smoothed SMC control law with design point at cruise
condition (Mach 0.85, Altitude 40000ft), providing following evaluation result (figure
8.11). The response is very good which has rise time of 2 seconds , settle time of 2
seconds, rather small overshoot of 2% and very little steady state error. In addition,
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the input signal, namely deflection of the elevator, is smooth and without high
frequency oscillation, indicated in figure 8.12.
Figure 8.11: q response comparison between smoothed and unsmooth SMC (k=0.01)
for impulse 1deg/s q command for 5s
Figure 8.12: Deflection of elevator for impulse 1deg/s q command for 5s for smoothed
SMC(k=0.01)
84 Sliding mode control
8.2.4 Variation of Sliding mode control law
By analogy with the desired dynamic of NDI controller, SMC also could have some
variations of the control law, for example adding a proportional term to the SMC
control law (8.52). However, it should be noticed that the desired dynamics of the
system is defined by sliding surface (8.32) after the system trajectory has arrived on
the sliding surface whereas the variations of the SMC control law could only change
the mean of convergence to the sliding surface.
For instance, if we add a proportional term kpe in the SMC control law (8.52), the
following is obtained.
u = (Lg∗h (x))
−1
(
y˙d − Lf∗h (x)− ksat(e
δ
)− kpe
)
(8.53)
Then (8.40) becomes
e˙=f − f ∗ + (gg∗−1 − 1) (y˙d − f ∗)− gg∗−1ksgn (e)− gg∗−1kpe (8.54)
If substitute (8.54) into the reachability condition (8.33)
e · e˙ = e (H − gg∗−1ksgn (e)− gg∗−1kpe) (8.55)
= −gg∗−1kpe2 − e
(
H − gg∗−1ksgn (e)) (8.56)
where −gg∗−1kpe2 < 0, if kp is positive and e
(
H − gg∗−1ksgn (e)) is negative on
condition that
k > g−1g∗ |H| (8.57)
which is the same with (8.41). Thus, in other words, the reachability condition is
hold as long as k meets the original condition (8.41). Yet, the convergence speed is
different since the following equation is gained.
e · e˙ < −gg∗−1kpe2 (8.58)
where gg∗−1kp is a positive value. It could be interpreted that the system trajectory
of the new SMC control law goes to sliding surface much faster than that of original
control law with the same value of k. If kp is chosen as 1, the responses of these two
SMC control laws are compared in the figure below.
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Figure 8.13: Comparison between SMC with P term and without P term
As Shown in the above figure 8.13, it is obvious that the convergence speed of
SMC with proportional term is much faster than that of SMC without proportional
term. The meaning of this is that the convergence speed could be increased without
changing value of k, namely without increasing the magnitude of chattering, referring
to the first conclusion drawn in section 8.2.2.
Next, let us stress that both the proportion term and integral term are added into
the SMC control law, providing following control law.
u = (Lg∗h (x))
−1
(
y˙d − Lf∗h (x)− ksgn (e)− kpe− ki
∫
edt
)
(8.59)
Substituting control law (8.59) in to system (8.34), the equation (8.40) becomes
e˙=f−f ∗+(gg∗−1 − 1) (y˙d − f ∗)−gg∗−1ksgn (e)−gg∗−1kpe−gg∗−1ki ∫ edt (8.60)
In the next chapter, the disturbance expression is given as below based on the control
law (8.59), analogizing with 9.41.
d = ∆f + ∆gu
= ∆f + ∆gg∗−1 (q˙d − f ∗)−∆gg∗−1ksgn (e)−∆gg∗−1ki
∫
edt (8.61)
Thus, the equation (8.60) can be rewritten as
e˙= d− ksgn (e)− kpe− ki
∫
edt (8.62)
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The dynamics of e is ensured stable as long as the term d−ksgn (e) is negative value
and the control gain kp and ki are both positive value. Hence, the sliding surface is
able to be reached in finite time.
The integral term sums the instantaneous error over time and gives the accumulated
offset that have been corrected previously. Therefore, the integral term is able to
help driving the error to zero (e = 0 is sliding surface) quickly but may cause
overshoot as an adverse effect. In addition, assuming that the proportional term
and the value k together are not sufficient to drive e towards sliding surface when
facing big disturbance, e will increase and move away from the sliding surface. Then
the integral action will increase the control action accordingly and become sufficient
to force the trajectory to move back to the sliding surface after a period of time,
satisfying the reaching condition e · e˙ < 0 [39]. In this sense, integral term reinforces
the robustness performance of the controller to some extent.
Figure 8.14: q responses comparison between SMC, SMC with P term and SMC
with PI term for 1 deg/s impulse input for 5 seconds
A PI SMC control law is designed providing that the proportional term gain and
integral term gain is selected the same with PI NDI control law in section 7.5 (kp = 4
and ki = 4) and the value of k retain at 0.01. Above figure 8.14 illustrates the results
of smoothed SMC, P SMC and PI SMC at design point, implying that integral term
significantly decreases the rise time but causes a big overshoot at the same time.
The PI SMC control law and PI NDI control law are also contrasted for cruise point
in the chart below. As expected, the PI SMC controller has slightly shorter rise time
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and settle time than PI NDI controller. Furthermore, the PI SMC controller has
less overshoot than the PI NDI controller. Meanwhile, the steady state error of PI
SMC controller keeps the same with that of PI NDI controller. More flight points
are assessed for PI NDI controller and PI SMC controller, provided in appendix C.
Figure 8.15: The comaprison of PI NDI, PI SMC for 1 deg/s step q command at
cruise point
8.2.5 Assessment for the overall flight profile
In this section, all these 3 types of smoothed SMC control law are evaluated at 4
typical flight points. These 3 types of smoothed SMC control laws are shown as
below.
1. Smoothed SMC control law
u = g∗−1
(
y˙d − f ∗ − ksat(e
δ
)
)
k = 0.01, δ = 8.75e−4 (8.63)
2. Smoothed SMC with proportional term
u = g∗−1
(
y˙d − f ∗ − ksat(e
δ
)− kpe
)
k = 0.01, kp = 1, δ = 8.75e
−4 (8.64)
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3. Smoothed SMC with proportional and integral terms
u = g∗−1
(
y˙d − f ∗ − ksat(e
δ
)− kpe− ki
∫
edt
)
k = 0.005, kp = 4, ki = 4, δ = 8.75e
−4 (8.65)
Firstly, the smoothed SMC without proportional and integral terms is assessed.
Figure 8.16 shows that the SMC controller without proportional and integral terms
cannot cope with some flight points which means there is big uncertainty. The
value k has to be increased if good performance throughout the whole flight profile
is expected as described in section 8.2.2. Yet, a big value of k will give rise to big
undesired chattering.
Secondly, let us evaluate the performance of the smoothed SMC with proportional
term for these 4 typical flight points. It can be seen from figure 8.17 that the
rise times are reduced due to the effect of proportional term and the damping is
strengthened but still diverges. In other words, the proportional term is not sufficient
to drive the error back to sliding surface.
Thirdly, figure 8.18 illustrates the assessment results of the smoothed SMC control
law with proportional and integral terms. As you can see from this picture, all the
responses move towards to the demand value and maintain at a value with a small
steady state error. However, big overshoots occur at climb flight condition due to
the introduction of an integral term.
Figure 8.16: Assessment of the smoothed SMC controller for 4 typical flight points
for 1 des/s step q command.
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Figure 8.17: Assessment of the smoothed SMC with P term for 4 typical flight points
for 1 des/s step q command.
Figure 8.18: Assessment of the smoothed SMC with PI term for 4 typical flight
points for 1 des/s step q command.
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As discussed above, the SMC and proportional SMC are able to handle the uncer-
tainties to some extent. If increase control gain k, the robustness performance is
improved but this introduces adverse chattering. In contrast, the PI SMC control
law is capable of coping with big uncertainty but causes overshoot simultaneously.
Therefore, a way need to be found to solve this problem. In this thesis, the adaptive
SMC is considered which tries to reduce the boundary of uncertainty in turn reduce
the value of k. Let us remind a conclusion drawn in the last section: the magnitude
of chattering and the amount of control activities are proportional to the value of
SMC controller gain k. Besides, the value of controller gain k should be at least
greater than the value of Q to guarantee the stability of SMC controller, in other
words k is determined by the value of Q which stands for the boundary of uncer-
tainty. Thus, the reduction of uncertainty means it is easier to be overcome and the
gain k can be decreased as well, consequently the performance could be improved.
One way of adaptive SMC is to observe uncertainty directly which is adopted in
reference [40] and [41]. An alternative way is online estimating the unknown pa-
rameter to calculate the uncertainty boundary. Next chapter tries to develop an
adaptive control law for both NDI controller and SMC controller, and evaluates the
performances of both controllers.
8.3 Summary
Sliding mode control is a nonlinear robust control theory. In this chapter, the sliding
mode control law for Boeing 747 aircraft model is developed. A SMC control law is
designed at cruise condition and then smoothed by replacing the sign function with
saturation function. It is found that the convergence speed is proportional to the
gain k of sign function whereas the magnitude of chattering is inversely proportional
to the k.
The SMC control law could also has some variations by analogy with desired dynam-
ics of the NDI control law. A proportional term and integral term are added into
the SMC control law in section 8.2.4. From the evaluation results, the convergence
speed to the sliding surface of the P SMC controller is accelerated without raising
sign function gain k. The robust performance is improved significantly by adding
integral term that provides the adverse effect, namely overshoot.
At last, these 3 types of SMC control law are evaluated for 4 typical flight conditions.
The results are not perfect, thus the adaptive SMC control law is considered to solve
the problem which is given in the next chapter.
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Chapter 9
Adaptive SMC controller and
Adaptive NDI controller design
9.1 Adaptive control introduction
Most controller design techniques are employed on condition that the plant model is
well known. However, in some cases, the plant to be control is too complex and the
dynamic model is not completely understood. In this case, system identification is
introduced intuitively to make progressive understanding of plant at first and then
the control law is applied based on the recursively updated plant model [25].
We will see adaptive control, pragmatically, as a direct aggregation of a
(non-adaptive) control methodology with some form of recursive system
identification.[25]
In terms of the controller update way, adaptive control is categorized as direct
adaptive control schemes, namely model reference adaptive controller, and indirect
adaptive control schemes, namely so-called self tuning regulators. The direct method
adapts the controller parameters directly aiming to make output achieve the refer-
ence model. The indirect method updates the controller parameters through a fixed
transformation after recursively estimating system parameters. The non-adaptive
control law in this two schemes can be the same, which means that the model refer-
ence adaptive controller is able to be seen as a special case of self tuning regulator
with identity transformation between system parameters and controller parameters
[25, p.9].
For the indirect adaptive schemes, the normal process is that we firstly parameterize
plant model, secondly establish the error equation, then apply the adaptation algo-
rithm to estimate system parameters, finally transform the estimated system param-
eters to controller parameters. The following figure indicates the typical structure
of the self tuning controller.
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Figure 9.1: Self tuning controller structure
9.2 Identifier structure
9.2.1 Equation error identifier
The function of identifier is to produce a recursive estimate of the unknown param-
eter of the system. Following methods are described in Sastry S. and Bodson M. ’s
book [25]. A typical parameterization of a unknown plant transfer function is given
as below equation
yˆp(s)
rˆ(s)
=
αns
n−1 + · · ·+ α1
sn + βnsn−1 + · · ·+ β1 (9.1)
Equation (9.1) could be rewritten as
ˆyp(s) =
αns
n−1 + · · ·+ α1
λˆ(s)
rˆ(s) +
(λn − βn)sn−1 + · · ·+ (λ1 − β1)
λˆ(s)
yˆp(s) (9.2)
where
λˆ(s) = sn + λns
n−1 + · · ·+ λ1
which is assumed to be Hurwitz but is otherwise arbitrary. If let
aˆ∗(s) = αnsn−1 + · · ·+ α1 = kpnˆp(s)
bˆ∗(s) = (λn − βn)sn−1 + · · ·+ (λ1 − β1) = λˆ(s)− dˆp(s)
(9.3)
The new parameterization of plant is obtained
yˆp(s) =
aˆ∗(s)
λˆ(s)
rˆ(s) +
bˆ∗(s)
λˆ(s)
yˆp(s) (9.4)
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A state space realization of the foregoing parameterization is found by choosing
Λ ∈ Rn×n, bλ ∈ Rn in controllable canonical form, such that
Λ =

0 1 0 · · 0
0 0 1 · · 0
· · · · · ·
· · · · · 0
0 0 · · · 1
−λ1 · · · · −λn
 bλ =

0
·
·
·
0
1

(sI − Λ)−1bλ = 1λˆ(s)

1
s
·
·
·
sn−1

(9.5)
In analogy with equation (9.3), define
a∗
T
:= (α1, · · · , αn)
b∗
T
:= (α1 − β1, · · · , αn − βn)
(9.6)
Thus, we obtain the state space form of the plant, the vectors w(1)p (t), w(2)p (t) ∈ Rn
w˙
(1)
p = Λw
(1)
p + bλr
w˙
(2)
p = Λw
(2)
p + bλyp
(9.7)
With initial conditions w(1)p (0), w(2)p (0). In Laplace transforms
w
(1)
p (s) = (sI − Λ)−1bλrˆ(s) + (sI − Λ)−1w(1)p (0)
w
(2)
p (s) = (sI − Λ)−1bλyˆp(s) + (sI − Λ)−1w(2)p (0)
(9.8)
The description of the plant (9.4) becomes
yˆp(s) = a
∗Tw(1)p (s) + b
∗Tw(2)p (s) (9.9)
and because the plant parameters a∗, b∗ are constant, the same expression is valid
in the time domain
yp(t) = a
∗Tw(1)p (t) + b
∗Tw(2)p (t) := θ
∗Twp(t) (9.10)
where
θ∗
T
:= (a∗
T
, b∗
T
) ∈ R2n
wp(t)
T := (w
(1)T
p (t), w
(2)T
p (t)) ∈ R2n
(9.11)
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Equations (9.6)-(9.11) define a realization of the new parameterization. The vector
wp is the generalized state of the plant and has dimension 2n. The set of unknown
parameters θ∗ relate linearly to the original parameters αi, βi by (9.6), and each
corresponding to one of the equivalent parameterizations. So far, the plant has been
parameterized as a state space form where the output depend linearly on the new
parameters θ∗. We can construct an identifier with the same structure with the state
space realization (9.7) and (9.10) showing as below.
w˙(1) = Λw(1) + bλr
w˙(2) = Λw(2) + bλyp
(9.12)
with the identifier signals
θT := (aT , bT ) ∈ R2n
w(t)T := (w(1)
T
(t), w(2)
T
(t)) ∈ R2n
(9.13)
The initial conditions in (9.12) is arbitrary, and the observer error w(t)−wp(t) fade
exponentially to zero, even if the plant is unstable. In analogy with the expression
of the plant output, the output of the identifier is defined to be
yi(t) = θ
T (t)w(t) ∈ R (9.14)
and defines the parameter error
φ(t) := θ(t)− θ∗ ∈ R2n (9.15)
thus the identifier error is obtained
e(t) := yi(t)− yp(t) = φT (t)w(t) (9.16)
This type of error equation is called linear error equation with which the gradient
identification algorithm and least square identification algorithm could be applied.
Figure 9.2 shows this identifier structure.
Figure 9.2: Linear error identifier
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9.2.2 Model reference identifiers
The model reference identifier is based on another approach to parameterize the
plant. Consider below representation of the plant, there exist unique aˆ∗, bˆ∗ such
that the transfer function from r → yp is the original transfer function Pˆ (s). The
proof is given in reference [25, p.77-79]. In analogy with identifier structure of
euqation error identifier in section 9.2.1, we define Λ ∈ Rn−1×n−1, bλ ∈ Rn−1 in
controllable canonical form such that det(SI − Λ) = (ˆλ)(s) and
(sI − Λ)−1bλ = 1
λˆ(s)

1
s
·
·
·
sn−1
 (9.17)
The model reference identifier structure is defined in [25, p.80-81] as
w˙(1) = Λw(1) + bλr
w˙(2) = Λw(2) + bλyp
θT = [a0, a
T , b0, b
T ]
wT = [r, w1
T
, yp, w
2T ]
yi = Mˆ(θ
Tw)
e1 = yi − yp (9.18)
e1(t) = Mˆ(φ
T (t)w(t)) (9.19)
It might be noticed that the Mˆ in equation (9.19) should be strictly proper and
the relative degree of Mˆ should be no greater than the relative degree of the plant.
Meanwhile, the Mˆ has to be stable and strictly positive real. Consequently, the
model reference error equation is also called strictly positive real error equation.
This type of error equation often uses gradient algorithms which will be introduced
in the next section whereas preclude the application of least-squares algorithms.
The model reference identifier may give rise to saving in computations contrast to
the equation error scheme described in previous section [25]. Figure 9.3 shows the
overall structure of the model reference identifier.
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Figure 9.3: Model reference identifier structure
9.3 Identification algorithm
The identification algorithm is defined as an update law of the unknown parame-
ters. Combined with the identification algorithms, the error equation are working
as a dynamics system which ensures that the states, error signal e and parameter
error φ, are stable or furthermore converges to zero.The most common algorithms
are gradient algorithm and least-square algorithm which are described as follows
respectively.
The update law
θ˙ = −ge1w g > 0 (9.20)
is defined as the standard gradient algorithm where g is a fixed strictly positive
gain called adaptation gain. The gradient algorithms update law is considered as a
steepest descent method since the right hand side of the equation is proportional to
the gradient of the error square with respect to θ.
Another alternative algorithms commonly used is least-square algorithms whose
normalized form is defined by
θ˙ = −g Pwe1
1 + γwTPw
g, r > 0
dP
dt
= −g Pww
TP
1 + γwTPw
or
d(P )−1
dt
= g
wwT
1 + γwT (P−1)−1w
(9.21)
where g, γ are fixed parameters and P (0) > 0. This type of algorithms sometimes
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is more complicated to implement, however have better convergence speed contrast
to gradient algorithms [25].
9.4 Adaptive control combine with NDI controller
As mentioned in section 6.6 the NDI controller is very sensitive to the uncertain-
ties which could be structured uncertainties, namely parametric uncertainties and
unstructured uncertainties, namely unmodeled dynamics. The Boeing 747 model
used in this project is a nonlinear parameter varying model resulting in the para-
metric uncertainties as all the aerodynamic derivatives are varying along the flight
trajectory. In order to solve this problem, the adaptive control scheme is taken into
account to endow NDI controller robustness property. Moreover, three variations of
a model reference adaptive control design for a baseline NDI controller are given and
evaluated in reference [42]. In this thesis, a direct adaptive control is implemented
based on the baseline NDI controller which tunes the controller parameter directly
by updating law.
In terms of the longitudinal mode, assuming ailerons and rudders inputs are zero,
the system is simplified as a SISO system with elevator as input and pitch rate as
output. For the direct adaptive control scheme, the NDI control law now become
δe =
1
gˆ (x)
(
v − fˆq (x)
)
(9.22)
The original g(x) and fq(x) in NDI control law (6.30) are replaced respectively by
the estimated gˆ(x) and fˆq(x).
All the aerodynamic derivatives should be described as a set of linear function of
Mach number and altitude. However, it is hard to attain adequately accurate linear
functions of derivatives with respect to Mach number and altitude by interpolating
the data points. Thereby, we have to confine the controller acting in a small regime
where sits between two data point such that the interpolating is exactly the same
with real plant.
For altitude greater than 35000ft, and Mach number is at between 0.6 to 0.8. We
have following linear function of all the aerodynamic derivatives. Mach number is
denoted as a.
Mu = −0.00066a+ 0.000721
Mw˙ = −0.000255a+ 0.000088
Mw = −0.0004a− 0.00073
Mq = −0.55a+ 0.101
Mδe = −1.9a+ 0.36
(9.23)
If substitute all the expressions into the differentiates equation of pitch rate in
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equation (6.21), then following equation is obtained.
q˙ = (−0.00066u− 0.000255w˙ − 0.0004w − 0.55q) a+
(0.000721u+ 0.000088w˙ − 0.00073w + 0.101q)− 1.9δea+ 0.36δe + (Iz−Ix)pr+Ixz(r
2−p2)
Iy
= f1 (x) a+ g1 (x) δea+R1 (x) + βδe + I(p, r)
(9.24)
Where
f1 (x) = (−0.00066u− 0.000255w˙ − 0.0004w − 0.55q)
g1 (x) = −1.9
R1 (x) = (0.000721u+ 0.000088w˙ − 0.00073w + 0.101q)
β = 0.36
I(p, r) =
(Iz − Ix) pr + Ixz (r2 − p2)
Iy
Substituting (9.22) into the differentiate equation of pitch rate (6.30), the (6.30)
could be rewritten as
q˙ = v +
(
fq (x)− fˆq (x)
)
+ (gq (x)− gˆq (x)) δe
= v − φf1 (x)− φg1 (x) δe
= v + φ (−f1 (x)− g1 (x) δe) (9.25)
where
θ = a
φ = a− a∗
a is the estimate of Mach number and a∗ is the real Mach number. Choose the
desired dynamic as
v = q˙c + α (qc − q) α > 0 (9.26)
Substituting the above desired control law of v (9.26) into above equation (9.25),
we obtain
e =
1
s+ α
φ (−f1 (x)− g1 (x) δe) (9.27)
where e = q − qc. Denoting (−f1 (x)− g1 (x) δe) as regressor w. Then
e =
1
s+ α
φw (9.28)
Equation (9.28) is of the form strictly positive real error equation. Thereby, the
gradient updating law could be applied with the SPR error equation according to
theorem 2.6.3 in [25].
φ˙ = a˙ = −gew g > 0 (9.29)
where g is the gain of update law determining convergence speed. Thus,
a (t) = a (0) +
∫ t
0
−ew
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Once a is estimated all the aerodynamic derivatives could be calculated by (9.23).
By substituting all the estimates of aerodynamic derivatives into the new adaptive
NDI control law (9.22), the adaptive controller is completed. Setting α = 3 the
closed loop dynamics of the nominal condition is
e˙+ 3e = 0 (9.30)
According to the theorem 7.3.1 in [25, p.310], output q is bounded and asymptoti-
cally converge to qc. Furthermore, verify below persistency of excitation condition
in [25, p.72-73].
If there exist α1, α2, δ > 0 such that
α2I ≥
t0+δ∫
t0
w wTdt ≥ α1I for all t0 ≥ 0
The PE condition is satisfied since regressor w is a bounded scalar value at any
defined time t0. Hence, the error φ exponentially converge to zero. The unknown
Mach number estimation results and q response are indicated in figure 9.4.
(a) Update gain at 1 (b) Update gain at 10
(c) Update gain at 50 (d) Update gain at 100
Figure 9.4: Mach number estimations of different value of update gain
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Figure 9.5: q response of adaptive NDI controller for 1 deg/s q command for 30
seconds
It can be seen that convergence time reduces as the update gain increases from figure
9.4. The q response of the controller with update gain at 1 goes still diverge after
about first 8 seconds due to the slow convergence of estimation of Mach number.
However, q response tries to go back to the steady state value after a few seconds
if the gain value is higher, eventually the q response could almost maintain on
demand value when the update gain reaches 100. Contrast to the results obtained
in section 7.5, above results have been dramatically improved. Unfortunately, this
adaptive NDI controller is only verified within a very limited flight regime due to
the restriction of aircraft model. However, it provided a adaptive NDI controller
framework which could significantly rise the NDI controller performance in presence
of parameter uncertainty. This direct adaptive NDI controller might work well for
all flight points on condition that the expressions of all aerodynamic derivatives are
verified throughout overall flight envelope.
9.5 Observer based SMC controller design for Boe-
ing 747
Sliding mode control is well known as a robust nonlinear control technique and have
been applied to nonlinear system control successfully. Yet, pure sliding mode control
has some shortcomings such as large control authority requirement and chattering as
we have discussed in previous sections [43]. On-line parameter estimation schemes
are considered to combine with SMC to overcome these problem in [44] and [45].
An alternative way to solve the problems is estimating the disturbance in turn re-
ducing the chattering. The mismatch between the real plant model and the nominal
model is considered as an equivalent disturbance acting on the nominal model. As
discussed in section 8.2.5, the chattering could be reduced if the value of Q which
stands for the boundary of uncertainty is decreased. After disturbance is estimated,
the estimate of disturbance could be used to compensate the real disturbance, in
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turn the requirement of SMC controller gain k could be dramatically reduced. Con-
sequently, the SMC controller could maintain accurate control performance in the
presence of parametric uncertainty provided that k is greater than the error between
the estimate of disturbance and the real disturbance. In [46], a disturbance estima-
tion scheme in addition to the sliding mode control is proposed in order to reduce
the chattering. The H∞ technique was applied for the design of the optimal distur-
bance observer in [47]. Liu [41] proposed a sliding mode disturbance observer for
a specific nonlinear system control problem. Another type of disturbance observer
was applied for nonlinear formation guidance law design in [40].
Here a disturbance observer with similar structure in [46] is developed in addition to
the SMC controller. Let us consider the differential equation of the control variable
q in (8.24) and assume the disturbance is a constant which stand for the difference
between real flight condition and the nominal condition. Thus, following equations
are obtained.[
q˙
d˙
]
=
[
Mq − Mw˙(Zq+Ue)Zw˙−1 1
0 0
] [
q
d
]
+
[
Mδe − Mw˙ZδeZw˙−1
0
]
δe +
[
f ∗ (x1)
0
]
(9.31)
where
x1 = (u,w, θ)
f ∗ (x1) =
(
Mu − Mw˙Zu
Zw˙ − 1
)
u+
(
Mw − Mw˙Zw
Zw˙ − 1
)
w +
(
Mw˙g sin θe
Zw˙ − 1
)
θ
d = ∆f + ∆gδe
∆f = f − f ∗
∆g = g − g∗
and all the aerodynamic derivatives in above equation (9.31) are the values of nom-
inal condition, namely controller design point and d denotes the disturbance. Fol-
lowing sliding mode disturbance observer is constructed.[
˙ˆq
˙ˆ
d
]
=
[
Mq − Mw˙(Zq+Ue)Zw˙−1 1
0 0
] [
qˆ
dˆ
]
+
[
Mδe − Mw˙ZδeZw˙−1
0
]
δe+
[
f ∗ (x1)
0
]
+
[
K1
K2
]
q˜
(9.32)
where qˆ denotes the estimate of q and dˆ denotes the estimate of disturbance and q˜
denotes q − qˆ. The equation (9.33) is gained from (9.31) subtracting (9.32).[
˙˜q
˙˜d
]
=
[
Mq − Mw˙(Zq+Ue)Zw˙−1 −K1 1−K2 0
] [
q˜
d˜
]
(9.33)
Let us consider the stability of the above dynamic system. All the poles should be on
the left hand side plane to guarantee the stability. Denoting Mq − Mw˙(Zq+Ue)Zw˙−1 −K1
as a44, the expression of poles are
p1,2 =
1
2
(a44 −K1)±
√
(a44 −K1)2 − 4K2
2
(9.34)
102 Adaptive SMC controller and Adaptive NDI controller design
The fact that the real parts of the two poles are negative is hold as long as
K1 > a44
(a44 −K1)2 − 4K2 < 0 (9.35)
Above conditions guarantee that the estimate of disturbance and q converge to zero
in finite time, provided that disturbance is assumed to be a constant. Thus, the
positions of these two poles are
p1,2 =
1
2
(a44 −K1)±
√
4K2 − (a44 −K1)2
2
i (9.36)
on condition that (9.35) holds. Consequently, the damping ratio and frequency of
dynamic system (9.33) are
ωn = 2
√
k2
ζ =
k1 − a44
4
√
k2
(9.37)
Here the observer gain K1 and K2 are selected as 5 and 25 respectively. Then
providing that a44 = −0.5 at design point (Mach 0.85 and Altitude 36000ft), we
have
ωn = 10
ζ = 0.55 (9.38)
Next, the observer based sliding mode control law is designed. The basic concept is
that the estimate of disturbance is added in to the control law to compensate the
real disturbance resulting in the disturbance boundary reduction. Consider following
sliding mode control law
u = g∗−1
(
q˙d − f ∗ − ksgn (e)− dˆ
)
(9.39)
By substituting above control law (9.39) into (8.34), below equation is obtained.
q˙ = f + gg∗−1
(
q˙d − f ∗ − ksgn (e)− dˆ
)
= ∆f + q˙d + ∆gg
∗−1 (q˙d − f ∗)−∆gg∗−1ksgn (e)− ksgn (e)− gg∗−1dˆ
⇒ e˙ = ∆f + ∆gg∗−1 (q˙d − f ∗)−∆gg∗−1ksgn (e)−∆gg∗−1dˆ− ksgn (e)− dˆ
⇒ e˙ = d− dˆ− ksgn (e) (9.40)
where
d = ∆f + ∆gu
= ∆f + ∆gg∗−1 (q˙d − f ∗)−∆gg∗−1ksgn (e)−∆gg∗−1dˆ (9.41)
Adaptive SMC controller and Adaptive NDI controller design 103
Verify the reachability condition
e · e˙ < 0
⇒ e ·
(
d− dˆ− ksgn (e)
)
< 0
⇒ k |e| > e
(
d− dˆ
)
⇒ k >
∣∣∣d− dˆ∣∣∣ (9.42)
Let us compare the reachability condition of disturbance observer based SMC con-
troller (9.42) with the reachability condition of the original SMC controller (8.41)
which could be rewritten as
k > |d| (9.43)
It is obvious that the original SMC controller requires k greater than the magnitude
of disturbance boundary whereas the adaptive SMC controller requires k only greater
than the magnitude of error between real disturbance and estimate of disturbance.
Thereby, the value of k could be significantly reduced so that the chattering could
be decreased dramatically. The overall structure of the disturbance observer based
SMC controller is indicated as below figure 9.6.
Figure 9.6: Disturbance observer based SMC controller overall structure.
According to the above disturbance observer based SMC controller design, select
cruise flight point which is at Mach 0.85 and Altitude 36000ft as the design point
namely the nominal condition. As the value of k can be reduced considerably, k is
chosen as 0.005. The control action is also smoothed by the method described in
section 8.2.3. This adaptive SMC controller is evaluated at 4 typical flight points as
previous, moreover the estimations of the disturbance are also shown contrasting to
real disturbance. The evaluations for more flight points could be found in Appendix
C.
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(a) Cruise flight point (b) Decent flight point
(c) Climb flight point (d) Approaching flight point
Figure 9.7: The estimations of disturbance at 4 typical flight points contrasting to
the real disturbance
(a) Cruise flight point (b) Decent flight point
(c) Climb flight point (d) Approaching flight point
Figure 9.8: q responses comparison between adaptive SMC and original SMC at 4
typical flight points for 1deg/s step q command
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(a) Cruise flight point (b) Decent flight point
(c) Climb flight point (d) Approaching flight point
Figure 9.9: The deflection of elevator at 4 typical flight points
It can be seen from figure 9.7 that there is a steady state error between the estimate
of the disturbance and the real disturbance since the disturbance is assumed as
a constant in observer but the real case is that disturbance is slowly varying. In
addition, the steady state errors of 4 flight points are all less then 0.05 so that the
value of control gain k is adequate enough to cope with the uncertainty at all these
4 points. Actually, it is verified that k = 0.005 could handle the uncertainty for the
whole flight envelop based on the disturbance observer SMC controller. Beside, the
control inputs, namely the deflections of elevator, could be inspected from figure
9.9. The control inputs are of small magnitude and smooth as well.
By comparison the q responses between adaptive SMC controller and original SMC
controller from figure 9.8, it is found that the results of the adaptive SMC controller
completely prevent chattering and possess good robustness property at different
flight point whereas the original SMC controller cannot maintain at command value
at non-nominal flight points. Moreover, the adaptive SMC control have considerably
good control accuracy, providing the steady state errors stay within 2%. However,
the only drawback is relatively low converge speed due to the small value of k.
Intuitively, the proportional term is considered to be added into the control law
liking we have discussed in section 8.2.4 to speed up the settle down process. If the
proportional term is added, below adaptive SMC control law (9.44) is obtained.
u = g∗−1
(
q˙d − f ∗ − ksat
(e
δ
)
− kpe− dˆ
)
(9.44)
The kp is selected as 1.5 for both proper convergence speed and overshoot. Following
results are obtained from the adaptive SMC control law with proportional term.
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(a) Cruise flight point (b) Decent flight point
(c) Climb flight point (d) Approaching flight point
Figure 9.10: The q responses comparisons between adpSMC with P term and that
of without P term at 4 typical flight points
(a) Cruise flight point (b) Decent flight point
(c) Climb flight point (d) Approaching flight point
Figure 9.11: The deflections of elevator comparisons between adpSMC with P term
and that of without P term at 4 typical flight points
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Figure 9.12: The comparison of q of adaptive SMC with kp at 1.5 between 4 flight
points
Figure 9.10 indicates that the adaptive SMC controller with proportional term con-
siderably accelerates the converge speed, at the same time remain the high control
accuracy and robustness property. Figure 9.11 shows the comparisons between the
deflection of adaptive SMC controller with proportional term with that of SMC con-
troller without proportional term. The control inputs become slightly more intensive
and maintain similar magnitude. Figure 9.12 illustrates all q responses of 4 typical
flight points for 1 deg/s step q command. There are almost no overshoots and all
the responses converge to command value quickly providing rise time at about 1
second and settle down at about 1.5 seconds. Moreover the steady state errors are
confined within only 2% which is rather accurate throughout the whole flight pro-
file. More flight points are assessed for the disturbance observer based SMC with P
control law, shown in Appendix C. In summary, the adaptive SMC control law with
proportional term improve the performance significantly and achieve highly robust
performance simultaneously.
In addition, the integral term is not necessary to be added into the adaptive SMC
control law since the uncertainty shrinks dramatically after the disturbance observer
applied and more importantly integral term will introduce undesirable overshoot.
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9.6 Controllers comparisons
9.6.1 Results comparison between NDI, SMC and adaptive
SMC
So far the NDI controller, SMC controller and adaptive SMC controller are devel-
oped for Boeing 747 longitudinal mode control. Theoretically, adaptive SMC should
perform best and the second best one should be SMC controller, finally the last one
should be the NDI controller. Let us contrast results of the best design in each form
at 4 typical flight points: the PI NDI controller, the smoothed PI SMC controller
and the smoothed adaptive P SMC controller. Following figures are obtained refer-
ring to figure 7.10, figure 8.18 and figure 9.12. For easy reading, the control laws of
these 3 types controllers are reminded here.
1. PI NDI control law:
u = g∗−1
(
q˙d − f ∗ − kpe− ki
∫
edt
)
kp = 4, ki = 4 (9.45)
2. PI SMC control law:
u = g∗−1
(
q˙d − f ∗ − ksat(e
δ
)− kpe− ki
∫
edt
)
k = 0.005, kp = 4, ki = 4, δ = 8.75e
−4 (9.46)
3. adaptive P SMC control law:
u = g∗−1
(
q˙d − f ∗ − ksat
(e
δ
)
− kpe− dˆ
)
k = 0.005, kp = 1.5, δ = 8.75e
−4 (9.47)
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(a) Cruise flight point (b) Decent flight point
(c) Climb flight point (d) Approaching flight point
Figure 9.13: The comaprison of PI NDI, PI SMC and P adpSMC for 1 deg/s step q
command at 4 typical flight points
As you can see from above figure 9.13, the PI SMC controller have less overshoots
than PI NDI controller and rise up slightly quicker than PI NDI controller whereas
the adaptive P SMC have almost no overshoots for 4 flight points. Despite the
adaptive P SMC contoller has a little more rise times but possesses the shortest
settle down time at about 1.5 seconds. With respect to steady state error, the
adaptive P SMC decreases the steady state error significantly from 2% to 0 at cruise
point, from 5% to 2% at approach point meanwhile the PI NDI and PI SMC have
similar steady state error for 4 flight points. In conclusion, the PI SMC performs
better than PI NDI and more importantly the adaptive SMC controller has the best
transient performance, best control accuracy and best robustness performance.
9.6.2 Results comparison between NDI, adaptive NDI and
adaptive SMC
In section 9.4, the adaptive NDI controller is developed by applying on-line param-
eter estimation. All the aerodynamics derivatives are expressed as linear function
of Mach number in a confined region (Mach 0.6 0.8, Altitude above 35000ft), and
then the Mach number is estimated by an adaptive scheme. Consequently, all the
unknown aerodynamics derivatives are gained and updated along the flight condi-
tion, providing improved robust performance relative to the original NDI controller.
However, the estimation have somewhat delay so that the performance is not per-
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fect. Figure 9.14 illustrates the contrast between P NDI controller, adaptive P NDI
controller and adaptive P SMC controller at flight point Mach at 0.8 and Altitude
40000ft. The control laws of these 3 types controller are also listed as below.
1. P NDI controller:
u = g∗−1 (q˙d − f ∗ − kpe) kp = 3 (9.48)
2. Adaptive P NDI controller:
u = gˆ−1
(
q˙d − fˆ − kpe
)
kp = 3 (9.49)
3. Adaptive P SMC controller:
u = g∗−1
(
q˙d − f ∗ − ksat
(e
δ
)
− kpe− dˆ
)
k = 0.005, kp = 1.5, δ = 8.75e
−4
(9.50)
Figure 9.14: The comparison between PNDI, adaptive PNDI and adaptive SM-
C(Mach=0.8,Altitude=40000ft)
It is clear from the above figure that the original P NDI controller gradually diverges
after 6 seconds due to the incomplete cancellation of dynamic inversion, whereas the
adaptive P NDI controller and adaptive P SMC controller retain at the vicinity of the
command value. Resulting from the inaccurate estimation the response of adaptive
NDI controller move exceed the demand value and then converge to the command
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value after a period of time due to the delay of estimation. The adaptive SMC
controller has the best steady state performance, providing almost no steady state
error. All 3 controllers have similar transient behavior. In summary, the disturbance
based sliding mode control with proportional term controller performs best.
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Chapter 10
Conclusion and future work
10.1 Conclusion
10.1.1 Aircraft model
• The Boeing 747 aircraft model is provided, which is a linear model by eliminat-
ing the hight order terms and coupled nonlinear terms such as the product of
both longitudinal and lateral state variables. By reserving the product of state
variables and the term containing inertia, the nonlinear coupling longitudinal
motion equation and lateral motion equation are obtained as equations (6.21)
and (6.22).
• The control surface actuators of Boeing 747 are modelled as second order
transfer functions which are cascaded with motion rate limiting and deflection
saturation, provided in reference [33].
10.1.2 NDI control
• After the NDI theory is presented in chapter 6, NDI controllers are developed
for angular rate control for both longitudinal mode and later mode of Boeing
747 aircraft in chapter 7. NDI controller consists of 2 feedback loops: inner
loop feedback linearization and the linear outer loop desired dynamic control
law. Feedback linearization functions to cancel out the original aircraft dy-
namics resulting the aircraft model is replacing by a pure integral. The desired
dynamics determines the close loop transfer function of the system.
• When doing feedback linearization, the control matrix must be invertible. g(x)
in (6.32) is not invertible for so-called differentially non-flat systems whose
control variables are more than the control inputs. Hence, the number of
system control variables is required to be less or equal to the number of control
inputs, otherwise the system is under-actuated and not invertible. Even if
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the control matrix g(x) is invertible but the magnitude of g(x) is very small,
this may gives rise to control ineffectiveness, in other words, control surface
becoming unbounded, in turn, causing actuator saturation. A technique called
time-scale separation method is invented to resolve this problem. For Boeing
747 aircraft model, there are 3 inputs including elevator, rudder and aileron
equalling to the number of outputs, namely 3 angular rates. Moreover, the
control matrix g(x) of Boeing 747 model is verified to be invertible.
• The NDI controller stability and performance could be dramatically deterio-
rated by the instability of internal dynamics. The relative degree of Boeing
747 longitudinal mode is 1 so that the order of internal dynamics is 3. Lateral
mode have 2 inputs and the order of internal dynamics is n− r = 3. The sta-
bilities of the internal dynamics of both longitudinal mode and lateral mode
are checked to be stable by zero dynamic technique in section 7.4.
• The desired dynamic law is the key part of NDI control law which determines
the close loop transfer function of the system. 4 types of desired dynamic
law are carries out for Boeing 747 aircraft which include P, PI, ride quality
and tracking desired dynamic laws. The evaluations of the pitch rate control
illustrate that P, tracking and RQ desired dynamics all behave as expected
for the first 5 seconds, but go diverge after that. Meanwhile, the output of PI
control law retains in vicinity of command value but cannot meets the civil
aircraft overshoot requirement (<5%). Furthermore, PI desired control law
shows the best robustness property after assessment for 4 typical flight points
sitting in 4 different flight phases. Cruise point is selected as the design point
by contrasting the results of other points as design point.
• High sensitivity to uncertainty is the principal disadvantage of the NDI con-
troller. NDI controller could be deteriorated at the presence of uncertainty
since the original dynamics cannot be completely compensated by feedback
linearization. Some robust linear control techniques are recommended to de-
sign the outer loop linear control law.
10.1.3 SMC control
• In order to have robustness performance, the sliding mode control method is
applied in chapter 8. The concept of SMC is that the system states are forced
to reach and remain on a predefined surface which presents the desired dynam-
ics within the states space. The principal advantages of SMC are: reducing
system order and insensitive to matched uncertainty. The sliding surface of
Boeing 747 SMC controller is designed as s = e where e stands for the error
between q command and q output. The reachability condition e · e˙ < 0 has
to be met for forcing the system trajectory to the sliding surface. Two con-
clusions might be drawn that: the magnitude of chattering is proportional to
the value of sign function gain k; The settling time is inversely proportional
to the value of the sign function gain k since the η in (8.19) increases as the
control gain rises, consequently the settling time is reduced.
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• Chattering is a big problem for SMC control causing highly intensive discon-
tinuous control activity. A simple way to avoid chattering is replacing the sign
function by saturation function in SMC control law but this will results in
steady state error. Thus, the thickness of boundary layer δ should be carefully
chosen since small values of δ may not solve the chattering problem whereas
large values may increase the steady state error [38]. In the SMC controller
for Boeing 747, δ is properly chosen at 5% of the command value.
• By analogy with various sorts of desired dynamics of the NDI controller, the
P and PI control law could also be used in SMC control. The discussion of
different types of SMC control law are proceeded in section 8.2.4. The results
of assessments indicate that the proportional term is able to speed up the
converge speed on condition that the gain k is greater than the magnitude of
uncertainty, but is not adequate enough to cope with big uncertainty. However,
the PI control law is capable of driving system trajectory back to sliding surface
when facing large uncertainty. Therefore, PI SMC control law has the best
robustness performance contrasting to the other two. The disadvantage of the
PI control law is introducing undesired overshoot.
10.1.4 Adaptive control
• In section 9.5, a disturbance observer based SMC controller is developed. The
disturbance is estimated on-line and used to compensate the real disturbance,
in turn, the boundary of disturbance is reduced dramatically. Consequently
the gain k can be reduced to decrease chattering. The disturbance observer
based P SMC control shows great performance for all flight points: fast rising-
up speed, little overshoot, short settling time and very small steady state error.
A notable point is that an unrealistic assumption of constant disturbance is
made so that steady state errors are presented in the disturbance estimation
results.
• The development of adaptive NDI controller is presented in section 9.4. Mach
number is estimated on-line and the NDI control is updated recursively. How-
ever, this adaptive scheme is confined to a specific region where altitude is
greater than 35000ft, and Mach number is at between 0.6 to 0.8 due to the
lack of aerodynamic derivative data.
10.2 Recommendations for future work
• As mentioned previously, the disturbance is assumed to be constant when
constructing the disturbance observer. But the reality is that the disturbance
is varying along the flight condition. Therefore, the disturbance observer need
to be improved without assumption of the invariance of disturbance and then
more accurate estimate is expected.
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• There are various ways to design the sliding surface and the sliding surface of
SMC controller for Boeing 747 is very simple, s = e. Thus, the sliding surface
could be redesigned to improve the performance in future.
• In this thesis, the longitudinal mode is mainly concerned and the SMC con-
trol and adaptive control are not applied for lateral mode control. In future,
nonlinear lateral mode control might be a research direction.
• Three angular rates are chosen as the control variables in this thesis which is
called rate control attitude hold but the attitudes of aircraft are commonly
the major control objectives. An attitude control loop out side the angular
rate control loop can be designed to complete the controller design.
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Appendix A
The simulink models
Following figure A.1 and A.2 shows the aircraft model in Simulink including longi-
tudinal mode and lateral mode.
Figure A.1: Longitudinal Boeing 747 model
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Figure A.2: lateral Boeing 747model
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Appendix B
Some important Matlab code
The internal dynamics verification of longitudinal mode and lateral mode are shown
below.
Listing B.1: Internal dynamics verification of lateral mode.
syms Ydr Lda Ldr Nda Ndr delR delA real ;
syms Yv Lr Lp Lbeta Nbeta Nr Np real ;
syms mu1 mu2 z1 z2 z3 real ;
syms p r phi p s i v real ;
syms Theta W g U real ;
%syms mu1_d mu2_d z1_d z2_d z3_d r e a l ;
%the l a t e r a l mode
v_dot = Ydr∗delR + Yv∗v + W∗p − U∗ r + . . .
g∗( phi∗cos ( Theta ) + ps i ∗ sin ( Theta ) ) ;
p_dot = Lda∗delA + Ldr∗delR + Lr∗ r + Lp∗p + Lbeta∗v/U;
phi_dot = p + r∗tan ( Theta ) ;
r_dot = Nda∗delA + Ndr∗delR + Nbeta∗v/U + Nr∗ r + Np∗p ;
psi_dot = r /cos ( Theta ) ;
%the s o l u t i o n o f LgZ=0
%the new s t a t e space i s :mu1=p ,mu2=r , z1=phi , z2=psi ,
%z3=v/Ydr∗(Ndr/Nda−Ldr/Lda)+p/Lda−r/Nda ;
%thus the normal form i s presen ted as be low
mu1_d=p_dot ;
mu2_d=r_dot ;
z1_d=phi_dot ;
z2_d=psi_dot ;
z3_d=v_dot/Ydr∗(Ndr/Nda−Ldr/Lda)+p_dot/Lda−r_dot/Nda ;
z3_d=expand (z3_d ) ;
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%the expre s s i on o f o r i g i n a l s t a t e wi th r e s p e c t to new s t a t e .
%the o r i g i n a l s t a t e xo l d=[v , p , r , phi , p s i ] ;
%the new s t a t e s z=[p , r , phi , ps i , v/Ydr∗(Ndr/Nda−Ldr/Lda)+p/Lda−r/Nda ]
%thus z=Rx , x=inv (R)∗ z
R=[0 1 0 0 0 ; 0 0 1 0 0 ; 0 0 0 1 0 ; 0 0 0 0 1 ;
(Ndr/Nda−Ldr/Lda)/Ydr 1/Lda −1/Nda 0 0 ] ;
x=R\ [mu1 ,mu2 , z1 , z2 , z3 ] ’ ;
%obta in the expre s s i on o f the zerodynamics .
z1_d=subs (z1_d , { v , p , r , phi , p s i } ,{x ( 1 ) , x ( 2 ) , x ( 3 ) , x ( 4 ) , x ( 5 ) } ) ;
z2_d=subs (z2_d , { v , p , r , phi , p s i } ,{x ( 1 ) , x ( 2 ) , x ( 3 ) , x ( 4 ) , x ( 5 ) } ) ;
z3_d=subs (z3_d , { v , p , r , phi , p s i } ,{x ( 1 ) , x ( 2 ) , x ( 3 ) , x ( 4 ) , x ( 5 ) } ) ;
%se t a l l the output equa l to 0 , namely p , r=0 and p_dot , r_dot=0;
z1_d=subs (z1_d , {mu1 ,mu2} ,{0 , 0 } ) ;
z2_d=subs (z2_d , {mu1 ,mu2} ,{0 , 0 } ) ;
z3_d=subs (z3_d , {mu1 ,mu2} ,{0 , 0 } ) ;
%obta in the A matrix o f the zerodynamics
[ z3d_z1 , t1 ]= c o e f f s ( z3_d , z1 ) ;
[ z3d_z2 , t2 ]= c o e f f s ( z3_d , z2 ) ;
[ z3d_z3 , t3 ]= c o e f f s ( z3_d , z3 ) ;
A=[0 0 0 ;
0 0 0 ;
z3d_z1 (1 ) , z3d_z2 (1 ) , z3d_z3 ( 1 ) ] ;
%ca l c u l a t e the e i g enva l u e o f A at d i f f e r e n t f l i g h t cond i t i on s
Machdata=[0.7 0 .75 0 .8 0 .85 0 .9 0 .95 0 .95 0 .95 0 . 9 5 ;
0 . 5 0 .55 0 .6 0 .65 0 .7 0 .75 0 .8 0 .8 0 . 8 ;
0 .198 0 .25 0 .3 0 .35 0 .4 0 .45 0 .5 0 .6 0 . 6 5 ] ;%mach number
Altdata=[40000 20000 0 ] ;%a l t i t u d e ( f t )
s imulat ion_times=0;
for m=[1 : 3 ]
for n=[1 : 9 ]
Mach=Machdata (m, n ) ;
Alt=Altdata (m) ;
k=0;% count the un s t a b l e i n t e r n a l dynamics
sim ( ’ obta in_der ivat ives_data_lat ’ )
s imulat ion_times=simulat ion_times+1;
po l e s=subs (A, {g , Theta ,U, Ndr , Nda , Ydr , Ldr , Lda , Yv . . .
Lbeta , Nbeta } ,{32 ,0 ,Ua(1 ) , Ndra ( 1 ) ,Ndaa (1 ) ,Ydra (1 ) , Ldra ( 1 ) , . . .
Ldaa (1 ) ,Yva(1) , Lbetaa (1 ) , Nbetaa ( 1 ) } ) ;
po l e s=eig ( po l e s ) ;
for i = [ 1 : 3 ]
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i f po l e s ( i )>0
k=k+1;
end
end
end
end
Listing B.2: Internal dynamics verification of longitudinal mode.
syms Xde Mde Zwd Zde delE Xu Xw Zu Zw Mu Mwd Mw Mq Zq real ;
syms mu z1 z2 z3 real ;
syms u w q theta real ;
syms Theta W g U real ;
syms z1d z2d z3d real ;
%the l o n g i t u d i n a l dynamic mode
u_dot = Xde∗delE + Xu∗u + Xw∗w − W∗q − g∗cos ( Theta )∗ theta ;
w_dot = (Zde∗delE +Zu∗u + Zw∗w + q∗(Zq+U) − . . .
g∗ sin ( Theta )∗ theta )/(1 − Zwd ) ;
q_dot = Mde∗delE + Mu∗u + Mw∗w + Mq∗q ;%+Mwd∗w_dot
theta_dot=q ;
%the s o l u t i o n o f LgZ=0
%mu=q , z1=the ta , z2=u/Xde−q/Mde, z3=u/Xde−(1−Zwd)/Zde∗w
%thus the normal form i s presen ted as be low
z1_d=q ;
z2_d=u_dot/Xde−q_dot/Mde ;
z3_d=u_dot/Xde−(1−Zwd)/Zde∗w_dot ;
z2_d=s imp l i f y ( z2_d ) ;
z3_d=s imp l i f y ( z3_d ) ;
%the expre s s i on o f o r i g i n a l s t a t e wi th r e s p e c t to new s t a t e .
R=[0 0 1 0 ; 0 0 0 1 ; 1/Xde 0 −1/Mde 0 ; 1/Xde −(1−Zwd)/Zde 0 0 ] ;
x=R\ [mu, z1 , z2 , z3 ] ’ ;
%mu=q , z1=the ta , z2=u/Xde−q/Mde, z3=u/Xde−(1−Zwd)/Zde∗w
%u=x (1) ,w=x (2) , q=x (3) , t h e t a=x ( 4 ) ;
%ob ta in the expre s s i on o f the zerodynamics .
z1_d=subs (z1_d , { u ,w, q , theta } ,{x (1 ) , x ( 2 ) , x ( 3 ) , x ( 4 ) } ) ;
z2_d=subs (z2_d , { u ,w, q , theta } ,{x (1 ) , x ( 2 ) , x ( 3 ) , x ( 4 ) } ) ;
z3_d=subs (z3_d , { u ,w, q , theta } ,{x (1 ) , x ( 2 ) , x ( 3 ) , x ( 4 ) } ) ;
%obta in the A matrix o f the zerodynamics
[ z2d_z1 , t1 ]= c o e f f s ( z2_d , z1 ) ;
[ z2d_z2 , t2 ]= c o e f f s ( z2_d , z2 ) ;
[ z2d_z3 , t3 ]= c o e f f s ( z2_d , z3 ) ;
[ z3d_z1 , t4 ]= c o e f f s ( z3_d , z1 ) ;
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[ z3d_z2 , t5 ]= c o e f f s ( z3_d , z2 ) ;
[ z3d_z3 , t6 ]= c o e f f s ( z3_d , z3 ) ;
A=[0 0 0 ;
z2d_z1 (1 ) , z2d_z2 (1 ) , z2d_z3 ( 1 ) ;
z3d_z1 (1 ) , z3d_z2 (1 ) , z3d_z3 ( 1 ) ]
%ca l c u l a t e the e i g enva l u e o f A at d i f f e r e n t f l i g h t cond i t i on s
Machdata=[0.7 0 .8 0 .9 0 . 9 ;
0 . 5 0 .65 0 .8 0 . 8 ;
0 .198 0 .249 0 .45 0 . 6 5 ] ;%mach number
Altdata=[40000 20000 0 ] ;%a l t i t u d e ( f t )
k=0;
for m=[1 : 3 ]
for n=[1 : 4 ]
Mach=Machdata (m, n ) ;
Alt=Altdata (m) ;
sim ( ’ obtain_derivat ives_data_long ’ )
po l e s=subs (A, {g , Theta , Xde , Mde, Zwd, Zde , Xu, Xw, Zu , Zw , . . .
Mu, Mw, Mq, Zq} ,{32 ,0 , Xdeb (1 ) ,Mdeb(1 ) ,Zwdb(1) , Zdeb (1) ,Xub ( 1 ) . . .
Xwb(1) ,Zub (1 ) ,Zwb(1 ) ,Mub(1 ) ,Mwb(1 ) ,Mqb(1 ) , Zqb ( 1 ) } ) ;
po l e s=eig ( po l e s ) ;
for i = [ 1 : 3 ]
i f po l e s ( i )>0
k=k+1;
end
end
end
end
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Appendix C
More assessments results
The assessment of disturbance observer based SMC controller with η = 0.005 for
more flight points is indicated as below picture.
Figure C.1: The assessments of disturbance observer based SMC controller for more
flight points for 1 deg/s step command
Below picture shows the assessment of disturbance observer based P SMC controller
with η = 0.005andkp = 1.5 for more flight points.
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Figure C.2: The assessments of disturbance observer based P SMC controller for
more flight points for 1 deg/s step command
Figure C.3 and figure C.4 show respectively the assessment of PI NDI controller
(kp = 4 and ki = 4) and PI SMC (kp = 4, ki = 4 and η = 0.005) for more flight
points.
Figure C.3: The assessments of PI NDI controller(kp=4,ki=4) for more flight points
for 1 deg/s step command.
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Figure C.4: The assessments of PI SMC controller(kp=4,ki=4 and η = 0.005) for
more flight points for 1 deg/s step command.
More assessments results 133
