The Polycomb-group proteins (PcG) and Trithorax-group proteins (TrxG) are two major epigenetic regulators important for proper differentiation during development (1, 2). In Drosophila melanogaster (D. melanogaster), Polycomb response elements (PREs) are short segments of DNA with a high density of binding sites for transcription factors (TFs) that recruit PcG and TrxG proteins to chromatin. Each PRE has a different number of binding sites for PcG and TrxG, and these binding sites have different topological organizations. It is thus difficult to find general rules to discover the locations of PREs over the entire genome. We have developed a framework to predict the locations and roles of potential PRE regions over the entire D. melanogaster genome using machine learning algorithms. Using a combination of motif-based and simple sequence-based features, we were able to train a random forest (RF) model with very high performance in predicting active PRE regions. This model could distinguish potential PRE regions from non-PRE regions (precision and recall ~0.92 upon cross-validation). In the process, the model suggests that previously unrecognized TFs might contribute to PcG/TrxG recruitment at the PRE locations, as the presence of binding sites for those factors is strongly informative of active PREs. A secondary regression model provides information on features that further differentiate PREs into functional subclasses. Our findings provide both new predictions of 7887 potential PREs in the D. melanogaster genome, and new mechanistic insight into the set of DNA-associated proteins that may contribute to PcG recruitment and/or activity.
Introduction
The cells of higher eukaryotes regulate gene expression at many different levels, from local transcriptional regulation to 3D chromosomal structure (3) and epigenetic silencing (4) . The latter form of regulation is particularly important during development, as it allows gene regulatory programs to be maintained during cell division and differentiation throughout embryogenesis to form tissue, organ, and organism identity in higher eukaryotes (5-9). There are several major epigenetic regulators that contribute to maintaining a regulatory state over many cell divisions. Among them, Polycomb group (PcG) and Trithorax group (TrxG) proteins act epigenetically in functional opposition to maintain gene expression patterns as cells differentiate during embryogenesis: PcGs maintain gene silencing, whereas TrxGs act as anti-repressors to counteract PcG function (10) (11) (12) . PcG proteins contribute to the formation of a specific type of repressive chromatin structure called a Polycomb domain which, for example, represses the expression of nonfunctional Hox genes during segmentation of the Drosophila embryo (13) (14) (15) . Indeed, it has been shown that not only Hox genes, but also thousands of other genes essential for development, cell-fate determination, stem-cell pluripotency, and cell reprogramming are regulated by PcG proteins (14, 16) . To date, three distinct Drosophila PcG protein complexes are known, including Polycomb repressor complexes 1 and 2 (PRC1 and PRC2) and pleiohomeotic repressive complex (PhoRC) (17, 18) . Pho and Drosophila Sfmbt proteins (dSfmbt) form the PhoRC, which is the only Polycomb group protein complex that binds directly to DNA cis-regulatory elements called Polycomb response elements (PREs) in a sequence-specific manner (19) (20) (21) . PRC2 complex is recruited by PhoRC to PRE regions. This complex has a methyltransferase enzyme that generates silencing H3K27me3 marks in a large domain, including regulatory elements like promoters and enhancers. Subsequently, the PRC1 complex recognizes the methylated regions and joins with PRC2 to form Polycomb complex at PRE regions (22, 23) .
Interaction of PRC2-PRC1-PhoRC complexes at PRE regions act as nucleation sites for Polycomb domains by formation of looping interactions (13, 15) . PREs are typically thought of only as genomic elements that mediate PcG-dependent transcriptional silencing of associated target genes (17) . However, recently published data from Erceg et al. (24) showed substantial additional richness of behavior, depending on sequence context and the exact developmental stage of the cell. Using PhoRC ChIP-seq peak coordinates, they categorized PhoRC peaks into four different classes: promoter, enhancer (developmental and chip-defined putative enhancers), intragenic (exon and introns of annotated genes), and intergenic (every other location). Further, they showed that, depending on the cell's local environment, the PRE elements can have dual functionality during embryonic development --the same PRE that recruits silencing PcG complexes in one type of tissue can act as an enhancer in different tissues.
Many PREs with similar functional properties are enriched with key motifs like Pho/Phol, Trl, combgap (Cg), Pipsqueak (psq), zeste (z), Dorsal switch protein (dsp), Grainyhead (grh) and Sp1/KLF motifs; however, the same elements show no preferred order, number, or spatial arrangement of consensus motifs in different PREs (11, 25, 26) . Thus, there is no common rule to distinguish PRE from non-PRE regions due to the diversity in composition of PREs themselves.
Despite the difficulties involved, there have been several computational efforts to find a rule to predict PRE regions over the entire Drosophila genome (27) (28) (29) . For example, Ringrose et al. considered 7 known motifs that exist in PRE regions and define a score for each possible pair of those motifs, then calculated the sum of the occurrence of every possible motif pair in each genomic window. Later, similar approaches were used to develop prediction algorithms by defining sequence feature properties, number of mismatch errors, and flexibility in motif pair combinations (27, 30) . Although some of these predictions show high performance -e.g., a support vector machine (SVM)-based classifier had recall = 0.82 and precision = 0.96 (27) -the limited number of TF motifs and the small size of training data set (only 12 positive sites) relative to the overall diversity of known PREs makes it difficult to obtain a reliable computational prediction of PRE regions genome-wide. Therefore, recent ChIP-seq assays based on the presence of the PhoRC complex, as a main core of Polycomb group complex that recruits PRC1 and PRC2 to the PRE regions, provide a good opportunity to study more about PRE regions within the fruit fly genome.
To better computationally detect PREs, and to understand the relationship between PRE properties and their functions, we present here a novel computational approach to predict and classify potential PRE regions. Working under the hypothesis that binding of additional TFs in the vicinity of PRE-like sequences would specify Polycomb complex recruitment and activity, we built a database based on motif scanning that shows the potential binding of all possible DNA-associated proteins in each genomic region over the entire Drosophila genome. Using a RF model with the incorporation of the binding of all possible DNA-associated proteins for each potential PRE region as a main feature set, and combining it with sequence features, our approach was able to predict potential PRE regions with high consistency compared with ChIP-seq peaks and operationally known PRE regions. Previous computational studies showed that seven selected motifs corresponding to four TFs including GAF (two motifs), Pho (three motifs), engrailed-1, and z are informative in distinguishing potential PRE regions from non-PREs (27, 29) . However, our study demonstrates that for prediction of potential PRE functions, more features/variables (motifs) are needed to improve computational performance and can provide useful information on PRE locations. We identify both known motifs for TFs such as Beaf-32 and stripe(sr), and newly inferred motifs specifically enriched in PhoRC binding sites, as being important features in identifying and classifying PREs. According to flybase annotations (31) , most of these features correspond to proteins that are involved in key biological processes such as development, cell organization, and proliferation. Our results suggest that the formation of functional PREs in a given tissue type is driven in part by contributions from several accessory DNA-binding proteins active in that particular tissue type; thus, we have simultaneously obtained a highly effective specific model for finding PREs in our condition of focus (mesoderm cells and in 4-6h and 6-8h windows of embryogenesis), and also obtained important insight into strategies that will enable prediction of active PRE locations under other conditions in which the set of active accessory DNA-associated proteins may be different.
Results
We developed a new machine-learning framework based on the RF algorithm to predict potential PRE regulatory elements and their functions within a regulatory network over the entire D. melanogaster genome (Fig 1) . As a key starting point, we constructed a database to classify the strength of binding of known TFs and other DNA-associated proteins to each specific location of the D. melanogaster genome based on combined information from all available sequence motifs in the modENCODE (32, 33) and CisBP databases (34) . Subsequently, based on a recent ChIP-seq assay for nearby Pho and dSfmbt binding sites to obtain a reliable training set for active PREs, we developed models to predict PRE locations and to categorize them into different classes.
Constructing predictive database for known TF binding motifs
Because DNA-binding proteins such as TFs apply their functional roles by binding to regulatory elements such as promoters, enhancers, insulators, PREs, and TREs, we expected that the combination of DNA-associated protein information along with sequence properties would be optimal for distinguishing PRE regions from the rest of the D. melanogaster genome. We already know that each PRE has a different set of DNAbinding proteins with different order and arrangement based on operationally known PRE regions (25) . Thus, we hypothesized that using the combination of all possible DNA associated proteins bound to each potential PRE region and considering sequence features such as nucleotide composition could allow us to construct a model to identify PREs throughout the genome. To test this hypothesis, we collected all available DNAassociated protein position weight matrices (PWMs) available in the CIS-BP database (34) . We also gathered binding data from ChIP-seq assays in both modENCODE (32, 33) and literature sources (35) to construct the PWMs for DNA-associated proteins which do not exist in standardized databases (S1 Table and would have a unique distribution of potential binding scores Xj (Fig 1B) . Then the robust zscore (rz-score) at each position is calculated for each DNA-associated protein in our collection separately. The rz-score is calculated at each position by reference to the median and median absolute deviation (MAD) of the distribution of protein binding scores for that protein across the entire genome. The rz-score is calculated by the following formula:
Therefore, we constructed an exhaustive database that predicts the strength of a motif match at each D. melanogaster genomic location relative to the overall distribution of scores for that motif (Fig 1C and S3 tables) . Given the extensive coverage of TFs, we expected that these databases would cover a significant number of cis-regulatory sequences as well as components of PREs to regulate gene expression. The use of motifs, rather than primary ChIP-seq peaks, to inform our model allows us to incorporate information from methodologies such as SELEX methods, and avoids bias toward only sites bound under the particular conditions in which ChIP datasets were gathered (which do not always overlap with our condition of interest).
Predictive Model for Active PRE Locations
Our goal was to model the identities of PRE regulatory elements and their roles, distinguishing PREs from non-PRE sites throughout the genome. The RF (37) algorithm was used for the classification because of its robustness in the face of potentially irrelevant features. We developed two RF models based on the rz-score database: one model to distinguish potential PRE from non-PRE regions (Fig 1E) , and a second model to predict the class of each potential predicted PRE as being a promoter, enhancer, intergenic, and intragenic ( Fig 1F) . The motivations and goals of the two models differ somewhat; the first is intended primarily for de novo PRE discovery, whereas the second is intended mainly for regression purposes to identify features that distinguish the different PRE subtypes, since their sub-classifications can also be inferred by position alone (24) .
Each model had two major feature components: (i) rz-scores for those motifs existing at each potential PRE region, and (ii) DNA sequence features.
Construction of the training set
To train an RF model for identification and classification of PREs, we established a training set consisting of two parts: 1) A positive dataset for PRE sequences, and 2) a negative dataset for non-PRE sequences. For the positive training dataset, we use a recent ChIP-seq data set (24) for the overlapped Pho and dSfmbt binding sites as a central PRE-binding complex; we thus develop our model under the assumption that the presence of PhoRC binding is indicative of an active/functional PRE. The size of the potential PRE regions (i.e. peak ranges) varied from 100 to ~1000 bps with the highest frequency at ~150 bps. Thus, we selected the summit of each peak as a midpoint and extended it 150 bp to the left and right to generate a positive region. As a negative data set for training our classifier, an equal number of potential PRE sequences with the same length were randomly selected from whole D. melanogaster genome. Taken together, we constructed a sequence collection containing 994 known potential PRE sequences (as the positive training set) and 994 non-PRE sequences (as the negative training set). To test the performance of model the data was split to 75% of the data for model generation and selection, and 25% of data for testing of the final model -the latter set was never used for training the model. As described below, we also show that the precise identities of the negative set sequences did not strongly affect the model.
Construction of a random forest model to identify potential PRE locations
Our RF model for identifying PRE regions was implemented as described above and in the methods section. We used two measures to evaluate the performance of each model. The first is the area under the receiver operating characteristic curve (AUC-ROC), where a perfect model would have AUC-ROC = 1, and the second one is the area under the precision-recall (P-R) curve, where precision is the proportion of correctly predicted potential PREs and recall is the proportion of potential PREs that are correctly predicted.
We construct our final model based on tuning RF parameters. After tuning RF parameters, our fitted models for identifying PREs from non-PREs showed AUC=0.92 for both ROC and P-R curves, taking averages over 5-fold cross-validation (Fig 2, GroupA; see below for a discussion of the different feature Groups tested).
Looking at DNA-associated protein sites within our positive training data set, we find that 308 out of 378 DNA associated proteins in our predicted database exist in at least one PRE (S4 Table) . Among the motifs present for each DNA-associated protein at each PhoRC binding region, the maximum rz-score among all motifs of a protein present at each sequence with rz-score greater than or equal to 3 were retained and considered as significant in binding to the region.
In addition to Pho and dSfmbt, there are several major motifs associated with PRE/TRE functions that are already known. These include motifs for the sequencespecific DNA binding proteins Pho (38) , Trl (39), EN1 (40) and z (41) . However, the genome wide ChIP-seq assays for these TFs reveal that these factors also bind in many locations in the genome outside of PREs and are involved in other regulatory networks.
Thus, there must be additional features and motif binding contributing to the establishment of PRE/TRE regions. To discover if any other DNA-associated proteins other than Pho, Trl, dSfmbt, EN1, and z are involved in specifying potential PRE regions, we divided our feature set into four categories. calculate the model performance on our withheld testing set based on ROC and P-R curves (Fig 2) . Based on the AUC values in both ROC and P-R curves, the performances of models A, B and D are very similar. It is striking that model C, which excludes all important known motifs corresponding to Pho, Trl, and z, still shows high performance in distinguishing potential PRE regions from the rest of the genome, demonstrating that the presence of binding sites for several accessory TFs or other DNA associated proteins must also be informative of PRE status (albeit not as much so as the motifs for known core elements of PREs).
We applied feature importance analysis to identify which motifs from our database were most informative for identifying PREs from non-PRE regions. We considered two relevant measurements: mean decrease in accuracy (MDA) and mean decrease in the Gini index (MDG). A higher value of the MDA or MDG score indicates higher importance of the feature to our model. In order to identify which DNA-associated proteins occurred more frequently within PRE/TRE regions, we show the distribution of rz-scores of the 15 most important variables in both PRE and non-PRE regions (Fig 4) . Testing for higher rz-scores in the positive dataset when compared with the negative set was done using a one-sided Wilcoxon test ; we then present q-values based on false discovery rate (FDR) adjusted p values via the Benjamini-Hochberg method (44) . The results of our significance tests reveal that all of these features occur significantly more often in the positive data set ( i.e in PRE regions). Thus, one might expect that PRE regions could be identified by searching for these DNA-associated binding sites. To ensure that the model based on
Group A was not biased by the randomly selected negative dataset, we performed random selection of the negative dataset from the whole genome a total of ten times, thus The similar AUC values under both ROC and P-R curves provides further evidence for the robustness of our main model, and the lack of any bias due to the selection of the negative training data.
Genome-wide application of potential PRE location predictions
The high performance of our model on different test sets (with the same positive and different negative data sets, as mentioned above) encouraged us to use it to search for PRE/TREs throughout the Drosophila genome. We applied our model to 300 bp windows moved in 50 bp step intervals across the entire sequenced D.
melanogaster genome v5.9 obtained from flybase (31) . In each window, the possible binding motifs and sequence features were calculated. In each window the maximum rzscore were selected if more than one motif hit was found for a given DNA-associated protein. Then, our main RF model (described above) was applied on each window. The output at each location is the fraction of trees in the RF model voting that a given site represents a PRE, which can be taken as a confidence score for the prediction that the region indeed represents a PRE.
Comparison with Additional ChIP-based PRE Datasets
To provide an unbiased evaluation of our genome-wide model and identify reliable confidence score thresholds for the identification of new PREs, we take advantage of two experimentally identified gene lists (8, 45) reasonable performance (and substantially higher recall); on the training data described above, the 0.9 threshold gives a recall of 0.03 and precision of 1.00, whereas the 0.8 threshold gives a recall of 0.26 and precision of 0.98. These scores provide optimal overlap between our PRE predictions and those inferred from the two experimental data sets considered here, neither of which was used directly in training our model. Thus, in most of our analyses below, we report data on our genome-wide PRE predictions at confidence score thresholds of 0.8 and 0.9 to represent low-confidence and highconfidence predictions.
Using thresholds of 0.8 and 0.9, we identified 7887 and 563 locations as potential PRE regions that cover approximately 3.93 and 0.34 % of the whole D. melanogaster genome, respectively (S8 Table) . Calculating the overlap of the positions of predicted PREs with the 5000 bp upstream of the genes reveal that there are 378 genes whose expressions are potentially being regulated by PRE elements in cis (S9 Table) ; an unknown additional number could be affected via enhancer activity. Fig 5 shows the overlap of our predicted genes and the two experimental datasets described above, demonstrating strong enrichments in overlap between our predictions and both experimental data sets. Since our potential PRE prediction is based on specific cell type (mesoderm cells) from embryos in 4-6 and 6-8 h of embryogenesis, perfect overlap with the two experimental studies should not be expected. The statistical significance of the overlap of each experimental dataset with our predicted gene list at both 0.8 and 0.9 cutoffs was estimated utilizing a permutation test. Laying at the center of all gene sets under consideration, 34 genes and 89 genes are in common between our predictions and both validation data sets using our 0.8 and 0.9 cutoffs, respectively (S9 Table) . According of these categories for each predicted potential PRE (Fig 6 and S10 Fig) . The model performance on the withheld testing set, assessed using the AUC values under both ROC and P-R curves, demonstrates that among these four models, the model using Group A motifs has the best performance in categorizing the potential PRE regions, while Groups B and D show poor performance (S10 Fig). It is notable here that among the feature subsets in Groups B-D (all of which contain only some of the features in Group A), the strongest performance arises from Group C (Fig. S10 B&B') . our system revealed that they are crucial for key developmental processes. In two previous studies of genome-wide PRE prediction (26, 27) , regardless of the type of the method and algorithm used, predictions were only based on sequence features and seven known common motifs in PRE regions, whereas we extended our study to consider the binding of all possible DNA-associated proteins that might contribute to establishing active PREs. Our results suggest that additional proteins beyond the known Polycomb complex core components are necessary to specify the locations, activities, and functions of active PREs in a condition-specific manner.
Validation of our model using experimental data sets that were not involved in model construction showed significant enrichments of overlap between our predictions and the experimental data sets, particularly for PREs with high confidence scores (>0.8 & >0.9). Of particular note, according to cutoff 0.8 and 0.9, there are 89 and 34 genes, respectively, which are shared between our high-confidence predictions and both experimental validation data sets, representing a particularly strong class of likely PREregulated targets which appear to drive developmental processes (S9 Table) .
In interpreting our findings, it is important to consider that all of the data used in our model are centered around Pho and dSfmbt occupancy, specifically in mesodermal embryonic cells in 4-6 h and 6-8 h after egg laying, corresponding to the conditions used to generate our training data sets (24) . Thus, our predictions are almost certainly condition enhancers. Thus, we used our regression model to characterize important factors in each potential PRE class (Fig 10) with particularly good performance at identifying PREs in promoters and in potential enhancers. Feature importance analysis then showed that several known chromatin remodeling TFs including "CTCF", "BEAF-32", and "Trl", are among the most important features for classifying PREs using our RF model. It has already been shown that the activation by enhancers and repression by the PcG proteins are involved in higher-order interactions, either by looping or forming discrete domains of interaction (50) (51) (52) . Thus, we compared our prediction results with the looping data obtained from Ogiyama et al. (53) . In this study they identified higher order 3D chromatin organization using Hi-C experiments as well as Polycomb domain loops during Drosophila embryogenesis and determined active and repressive chromatin loops.
Comparing the overlap of their hand-selected loops with our predicted PRE regions, we obtained enrichments of 11.83 (p=9.9e-5) and 42.56 (p=9.9e-5, name test) using our predictions with cut-offs of 0.8 and 0.9, respectively; these findings illustrate that our 
Methods Motif Inference and Scoring
We used meme-chip (55) to construct PWMs from ChIP-seq data and fimo (56) and calculate the distribution of the matching scores for each motif at each position, we used the following command, "fimo --oc fimo --max-strand --no-qvalue --bgfile bg.txt --thresh 1 --max-stored-scores 10000000 --text --parse-genomic-coord pwm.meme dmelv5.9.fasta" where bg.tx contains frequencies equivalent to those used in nejire and psq motif analysis. We then calculated the position-wise rz-scores using the median and MAD, which is robust to single outliers, of a given population of fimo score across whole genome according to Equation 1. Only rz-scores with a value larger than 3 were retained.
Construction of the training set
RF is a supervised learning algorithm. Thus, we needed to provide it with a training set containing both positive (PhoRC binding sites) and negative (non-PRE) examples.
We constructed a sequence collection of PhoRC ChIP-seq data (24) as known PRE sequences, and the same number of random sequences were selected over the whole genome as a negative dataset. A few potential PRE locations of our constructed dataset (less than 1%) showed zero DNA-associated protein binding sites, thus we deleted any such sequences from our training dataset. The positive and negative examples were then split to 75% of the data for training the models and 25% of as testing dataset for models'
validation. The PhoRC peaks in the training ChIP-seq data were varied from 100 to ~1500
bps. Thus, we select ±150 bps around the summit of each peak in order to have all sequences have the same length. To ensure that our control sequences were randomly selected, we repeated the process of random sequence selection 10 times. For each selection we calculated the AUC of ROC and P-R curves (Fig S6) which were all within ± 0.03 of main RF model based on Group A classes. In order to predict potential PREs we scanned D. melanogaster genome v5.9 including chromosomes 3R, 3L, 2R, 2L, 4, U, Uextra, X both for both euchromatin and heterochromatin obtained from flybase (31) , with a sliding window of 300 bps that incremented with a constant step of 50 bps. For each potential PRE sequence, we calculated sequence features and the possible predicted DNA-associated binding sites and applied the RF model trained above. At each cut-off, we identified as potential PREs all regions above that confidence score, and then expanded each PRE to cover the immediately flanking regions until the confidence score dropped to 0.5
Random Forest parameters
Random forest is a nonparametric method that can also be used as a binary classifier. We used the RF as a classifier to predict whether a given locus is actually a potential PRE site. All calculations done here used the RandomForest R package (37).
The RF model tuned via "TunRF" with the following parameters; ntreeTry=200, 
Model Validation
We used a fivefold cross validation to validate our prediction model. The total training data set was divided into 5 equal size subsets with randomly selected values without replacement. At each time, 4 of the subset were used as a training set, whereas remaining subset formed the corresponding testing set. This procedure was repeated five times with every subset selected once for training. For further validation we also constructed 10 different datasets. The positive section of these datasets all were the same while the negative part of each dataset was randomly picked up over D.
melanogaster genome. In each case, 75% of each dataset was used for training the model and 25% as testing sets. To avoid retraining the testing sets, we kept the positive part of all testing sets the same as the testing set that we used to validate our main model (based on Group A) (Fig S6, A&A' ). Moreover, we applied the main model on each of these 10 different test sets and it showed the similar performance to each of these 10 different models (Fig S6, B&B' ).
Permutation test for gene set overlap
To evaluate the statistical significance of the overlaps between two or more gene lists, we implemented a simple permutation test. For each of 10,000 samples, we randomly picked different regions of the genome of the same number and length as our true PREs, as a null set of PRE-predictions. We then assigned regulated gene lists to the null samples following the same procedure as was used for the actual PREpredictions and took the fraction of null samples with equal or greater overlap than they actually observed overlap as the p-value. For each feature we performed a one-sided Wilcoxon rank sum test with an alternative hypothesis that the distribution for the PRE regions is stochastically greater than that of the non-PRE regions. The stars show the levels of significance using q-values (FDR-corrected p-values). If a q-value is less than 0.05 it is one star (*), less than 0.01 it is two stars (**), less than 0.001 it is three stars (***) and less than 0.0001 it is four stars (****). If a q-value is less than 0.05 it is one star (*), less than 0.01 it is two stars (**), less than 0.001 it is three stars (***) and less than 0.0001 it is four stars (****). Figure 10 . Example view of potential PRE prediction and their predicted category over entire D. melanogaster genome. The pie chart next to each prediction shows the fraction of trees as a confidence score for classifying target predicted potential PRE segment (cutoff greater than or equal to 0.8). The range of color from blue to red used to indicate the confidence of potential PRE (PREp) prediction in our binary model distinguishing PRE from non-PRE sites.
