It is well known that the frequency functions of a set of quantities and of their measures are different;' if the error of measurement is comparable in magnitude to the quantity determined, they may be decidedly dissimilar. In the case of good photographic parallaxes the reported probable errors average about eight one-thousandths of a second of arc, making a dispersion of twelve. Moreover, as we have shown,2 there appears to be a Lexian ratio of 1.25 here involved which would increase the true dispersion to o = 15. This might well seriously disturb the frequency distribution of the large number. of parallaxes which lie between -0.'15 and +0. '050.
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To obtain a fairly comparable set of stars for discussion we restricted our list to a spread of one magnitude in apparent brightness and found 313 determinations3 of parallax by the Allegheny, McCormick and Mt. Wilson observatories of stars between magnitudes 5 and 6. For some stars there were several determinations; it was decided to discuss the frequency distribution of the measures, and thus each measure was counted separately. To have combined by averaging, the plural measurements would have introduced a variety of different weights; to have chosen one of the measures and discarded the rest would have involved a more or less arbitrary choice.4
The frequency curve obtained is very skew, but looks like a logarithmic transform, and is, in fact, normal in x = logio (C + 20) the parallax co being taken in thousandths of a second of arc. Plotted on probability paper, the distribution nowhere departs from a straight line more than 2 or 3 per cent, which is about the magnitude of the errrors of sampling. The fit appears better than would be expected on chance (figure 1, line with points).
It may therefore be assumed that the frequency distribution of these parallax-measurements is: Plot on logarithmic-probability paper of the distribution of observed parallaxes (pointed line) with scale giving log lo (& + 20) and of the fitted logarithmic transform (above) with scale giving logio (Co + 6.3).
then G is the median of the distribution f and GH is its arithmetic mean measured from the origin Co = -20. The moments about the mean are: Graphs on a parallax base of the frequency distributions given in figure 1.
The vertical line to the left of the origin is located at C =-2.7 and represents the true origin of parallaxes when allowance is made for the average parallax of the comparison stars. The lower curve gives the distributions of observations and the higher curve of the paArallaxes themselves.
There is, however, available.another method which may be followed. The transformed curve must in this 'case be a good deal like a logarithmic transform with the origin drawn in from ' --20 toward C = 0. As a first approximation we' may determine .that logarithmic transform which has its first three moments identical with the above computed for the transformed true frequency curve.
Let the new'origin be at a, on the scale of W-+ 20. Then GH= 51.5 = G'H' + a; (G'H')2-(H'2-1) = U2 1083 j =>j,3 = 116,000 (G'H!')3 (N12 1)2(H'2 + 2). V27r p (C' + '6.3)
The observed median or geometric mean is 41.7 -20 21.7; the median or geometric mean ex observational errors is 28.7 -6.3 = 22.4. The observed mode is G/H2 = 27.6' measured from the origin co = -20, or at parallax X = 7.6; the corrected mode is at G'/H'2 = 16.4, or at co = 16.4 -6.3 = 10.1. There are no parallaxes under -6.3; there are only seven parallaxes out of 311 that are negative, instead of 41 observed. As there is a systematic correction2 of 2.7 which should be added to the parallaxes to reduce them to absolute: values some of the parallaxes might be negative. In this distribution log (-2.7 + 6.3) = log 3.6-0.56 which departs from 1.46 10, 129 (1924) .
3Two parallaxes, at -25 and -31, were rejected. 4 On the whole, the procedure followed seems as good as any, though it makes the frequency distribution of the parallax-measurements slightly different from that in which no star was represented by more than one parallax. The effect is most pronounced in the part of the distribution determined by the larger parallaxes, which is the part of less interest in the present discussion.
See, e.g., Arne Fisher, Mathematical Theory of Probabilities, 2nd Ed., Chap. XVI, p. 237. 6 If a frequency curve sp (x) has each of its elements i0 dx subject to dispersion by a normal error function, the resulting observed frequency function f(t) is = P(x)dx x) 222.
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