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ABSTRACT
La caracte´risation de jeu de donne´es reste un verrou
majeur de l’analyse de donne´es intelligente. Une majorite´
d’approches a` ce proble`me agre`gent les informations
de´crivant les attributs individuels des jeux de donne´es, ce
qui repre´sente une perte d’information. Nous proposons
une approche par dissimilarite´ permettant d’e´viter cette
agre´gation, et e´tudions son inte´reˆt dans la caracte´risation
des performances d’algorithmes de classification et dans la
re´solution de proble`mes de me´ta-apprentissage.
Keywords
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1. INTRODUCTION
L’e´mergence du phe´nome`ne de donne´es massives cre´e un
besoin grandissant en analyse de donne´es, et bien souvent,
cette analyse doit eˆtre conduite par des experts de diffe´rents
domaines ayant peu d’expe´rience en science des donne´es.
Afin de leur permettre de tout de meˆme exploiter efficace-
ment leurs donne´es, divers travaux ont propose´ des me´th-
odes d’assistance intelligente a` l’analyse de donne´es [31, 20].
La caracte´risation de jeu de donne´es, proble`me apparu avec
les premie`res e´bauches de me´ta-apprentissage [5], constitue
encore l’un des verrous majeurs de l’assistance intelligente a`
l’analyse de donne´es.
Dans le cadre ge´ne´ral du me´ta-apprentissage, le prob-
le`me de caracte´risation de jeu de donne´es consiste en la
de´finition d’un ensemble de proprie´te´s de jeu de donne´es
(ou me´ta-attributs) permettant leur caracte´risation pre´cise
qui doit de plus eˆtre utilisable par des algorithmes de
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me´ta-apprentissage. Afin de se conformer aux pre´requis de
la plupart des algorithmes de me´ta-apprentissage, ces pro-
prie´te´s sont ge´ne´ralement agre´ge´es en vecteurs d’attributs
de taille fixe, ce qui peut repre´senter une importante perte
d’information [10]. Nous e´tudions la possibilite´ que les
limitations des techniques courantes de caracte´risation
de jeu de donne´es soient l’un des obstacles majeurs a` la
bonne performance de la se´lection d’algorithmes. Nous
nous concentrons en particulier sur la de´finition d’une
repre´sentation des jeux de donne´es permettant d’utiliser
toute l’information disponible pour leur caracte´risation.
Tout d’abord, la section 2 pre´sentera les approches ex-
istantes de caracte´risation de jeux de donne´es, et illustr-
era sur un exemple la perte d’information provoque´e par
l’agre´gation d’attributs. La section 3 s’inte´ressera aux fonc-
tions de dissimilarite´, en e´tudiant les proprie´te´s de´sirables
pour la caracte´risation de jeux de donne´es, et pre´sentera une
fonction candidate. La section 4 e´tudiera ensuite la validite´
de la dissimilarite´ propose´e d’un point de vue the´orique puis
expe´rimental. Enfin, la section 5 pre´sentera nos conclusions
et discutera de potentiels de´veloppements.
2. APPROCHES PRÉCÉDENTES
ET MOTIVATION
Le proble`me de caracte´risation de jeux de donne´es a e´te´
e´tudie´ selon deux axes :
• Le premier consiste en l’emploi de mesures statistiques
et information-the´ore´tiques pour de´crire le jeu de don-
ne´es. Cette approche, notamment mise en avant par le
projet STATLOG [15], et employe´e dans une majorite´
d’e´tudes poste´rieures [25, 9, 13, 21, 14], pre´sente nom-
bre de mesures tre`s expressives, mais sa performance
repose inte´gralement sur l’ade´quation entre le biais de
l’apprentissage effectue´ au me´ta-niveau et l’ensemble
de mesures choisies. On note parfois l’emploi de
techniques de se´lection d’attributs a` ce me´ta-niveau
[11], mais les re´sultats expe´rimentaux ne permettent
pas de conclure a` la supe´riorite´ de quelconque mesure
inde´pendamment du me´ta-apprentissage employe´ [22].
• Le second axe d’approche conside`re quant a` lui non
pas des proprie´te´s intrinse`ques du jeu de donne´es
e´tudie´, mais plutoˆt la performance d’algorithmes
d’apprentissage simples exe´cute´s dessus. Introduit
comme ”landmarking” par [19], cette approche em-
ploie initialement le taux d’erreur d’un ensemble
d’algorithmes basiques comme me´tadonne´es. Comme
pre´ce´demment, les re´sultats sugge`rent une forte
de´pendance de l’efficacite´ de cette approche avec le
choix des algorithmes de base et du me´ta-niveau,
ne re´ve´lant aucune combinaison uniforme´ment
supe´rieure. Des de´veloppements poste´rieurs ont intro-
duit des mesures plus complexes, tel [18] proposant
comme me´ta-attributs des proprie´te´s structurelles
d’un arbre de de´cision construit sur la donne´e. Les
expe´riences conduites par [4] sur ces diffe´rentes
approches tendent a` conclure que toutes peuvent
re´aliser de bonnes performances dans diverses parties
de l’ensemble des jeux de donne´es, sans qu’aucune ne
domine globalement.
Le proble`me de caracte´risation de jeux de donne´es a
donc de´ja` rec¸u une certaine attention dans le domaine du
me´ta-apprentissage, mais l’agre´gation des me´ta-attributs
en vecteur de taille fixe y reste une constante. Cette
agre´gation repre´sente cependant une importante perte
d’information, que certaines approches ont de´ja` tente´ de
limiter, notamment par l’utilisation d’histogrammes [8]. On
peut illustrer ce proble`me sur l’exemple suivant.
Exemple Conside´rons deux jeux de donne´es, A et B il-
lustre´s en figure 1. A de´crit 12 attributs de 100 individus,
et B 10 attributs de 200 individus. On souhaite comparer
les re´sultats de 5 mesures statistiques et informationnelles
releve´es sur les attributs individuels de ces jeux de donne´es
(comme illustre´ sur le second attribut de A).
Figure 1: Proprie´te´s d’attributs individuels
L’information comple`te que l’on souhaite comparer est
donc un vecteur de 60 valeurs pour A et de 50 pour B.
Une approche classique [8, 27] serait de faire une moyenne
de chaque me´ta-attribut selon les diffe´rents attributs des
jeux de donne´es, perdant ainsi l’information caracte´risant
individuellement chaque attribut (Figure 2)).
Figure 2: Moyenne sur les attributs
Notre approche est de comparer les attributs de A et B par
paires les plus similaires, comparant les attributs en surnom-
bre a` d’hypothe´tiques attributs vides. L’hypothe`se e´mise
ici est qu’un attribut absent e´quivaut a` un attribut dont
aucune valeur n’est connue. Pour en revenir a` l’exemple, la
comparaison des 5 mesures s’effectuera donc entre l’attribut
de A et l’attribut de B les plus similaires selon ces meˆmes
mesures, puis sur les seconds plus similaires et ainsi de
suite, pour finir par comparer les mesures releve´es sur les
deux attributs surnume´raires de A avec leur valeur sur un
hypothe´tique attribut vide de B. Cette comparaison par
paires permet de s’affranchir de l’ordre de pre´sentation des
attributs, qui ne rece`le aucune information, se concentrant
sur la topologie re´elle du jeu de donne´es (Figure 3)).
Figure 3: Comparaison directe d’attributs
Cette comparaison peut s’effectuer par le biais d’une dis-
similarite´ prenant en compte les proprie´te´s des attributs in-
dividuels des jeux de donne´es.
3. FONCTION DE DISSIMILARITÉ
3.1 Propriétés désirables
Avant de proposer une fonction candidate, il convient
d’e´tudier les proprie´te´s qu’elle devrait pre´senter. Soit Ω
l’ensemble des jeux de donne´es, et x, x′ ∈ Ω des instances de
jeu de donne´es. Traditionnellement, les proprie´te´s usuelles
des distances ne sont pas juge´es ne´cessaires [26], ne con-
servant que la positivite´ (d(x, x′) ≥ 0). Nous pre´fe´rerions
cependant conserver uniquement des proprie´te´s pre´sentant
une interpre´tation naturelle dans le contexte de la caracte´ri-
sation de jeu de donne´es.
√
Positivite´ (d(x, x′) ≥ 0) : une dissimilarite´ doit quan-
tifier la diffe´rence absolue entre e´le´ments, donc na-
turellement positive.
√
Indiscernabilite´ des identiques (x = x′ → d(x, x′) =
0) : des jeux de donne´es rigoureusement identiques
doivent eˆtre conside´re´s aussi similaires que possible.
× Identite´ des indiscernables (d(x, x′) = 0 → x = x′) :
des jeux de donne´es physiquement diffe´rents doivent
pouvoir eˆtre conside´re´s parfaitement similaires (con-
side´rer par exemple l’ordre de pre´sentation des
attributs).
√
Syme´trie (d(x, x′) = d(x′, x)) : l’ordre de pre´sentation
des jeux de donne´es est indiffe´rent, il parait donc na-
turel de l’ignorer.
× Ine´galite´ triangulaire (d(x, x′′) ≤ d(x, x′) + d(x′, x′′))
: perd tout sens en l’absence d’identite´ des indiscern-
ables. On peut avoir d(x, x′) = d(x′, x′′) = 0 et ne´an-
moins x 6= x′′ et d(x, x′′) ≥ 0...
De´finition 1 Soit A un ensemble et d une fonction de
A2 → R. d est une fonction de dissimilarite´ sur A si et
seulement si, ∀x, x′ ∈ A2 :
• d(x, x′) ≥ 0 (Positivite´)
• x = x′ → d(x, x′) = 0 (Indiscernabilite´ des identiques)
• d(x, x′) = d(x′, x) (Syme´trie)
Afin de construire une dissimilarite´ entre jeux de don-
ne´es, il faudra pouvoir comparer les valeurs de diffe´rentes
proprie´te´s de ces jeux de donne´es. Ces proprie´te´s e´tant pos-
siblement tre`s diffe´rentes les unes des autres de par leur se´-
mantique et repre´sentation, une normalisation sera ne´ces-
saire pour garantir qu’aucune composante ne domine les
autres ou ne soit ignore´e. Ces proprie´te´s sont formalise´es
dans la de´finition ci-dessous, ou` un ensemble de valeurs sera
dit atomique s’il ne peut eˆtre divise´ en sous-ensemble dont
l’observation inde´pendante produirait autant d’information
que l’observation de l’ensemble complet.
De´finition 2 Soit A un ensemble fini et d une fonction de
dissimilarite´ sur A. d est une fonction de dissimilarite´
normalise´e sur A si et seulement si au moins l’une des
proprie´te´s suivantes est ve´rifie´e :
1. A est atomique et d est borne´e sur A
2. Il existe une suite d’ensembles E1...En tels que
A =
∏n
i=1 Ei, et une suite de fonctions de dissimi-
larite´ d1...dn respectivement normalise´es sur E1...En,
telles que :
∀δ ∈ R, ∃∆ ∈ R tel que ∀i ∈ [1..n] et ∀a, b, c ∈ A,
Si di(ai, bi) = di(ai, ci) + δ ∗ max
(x,y)∈A2
(di(xi, yi))
et ∀j ∈ [1..n], j 6= i, dj(aj , bj) = dj(aj , cj)
Alors d(a, b) = d(a, c) + ∆ et ∆ = 0↔ δ = 0
En d’autres termes, une variation d’amplitude δ relative-
ment a` sa borne supe´rieure, de toute composante di entre
deux e´le´ments de A induit une meˆme variation ∆ de d.
3.2 Fonction candidate
Nous proposerons ici une fonction de dissimilarite´ par-
ticulie`re pre´sentant les proprie´te´s e´nonce´es pre´ce´demment.
Pour construire ces fonctions, nous conside´rerons un ensem-
ble fini de jeux de donne´es ω, et deux ensembles de mesures.
Le premier, G, consistera en des proprie´te´s ge´ne´rales de jeu
de donne´es, telles que pre´sente´es en section 2. Le second,
F , consistera en des proprie´te´s capables de caracte´riser les
attributs individuels de jeux de donne´es.
De´finition 3 Soit E1...En une suite d’ensembles finis et
A leur produit carte´sien
∏n
i=1 Ei. Soit d1...dn une suite
de fonctions de dissimilarite´ respectivement sur E1...En.
On de´finit la dissimilarite´ normalise´e par la borne
supe´rieure sur A selon d1...dn, d
ubr
A : A
2 7→ R+ telle que1
:
∀a, b ∈ A, dubrA (a, b) =
n∑
i=1
di(ai, bi)
max
(x,y)∈A2
(di(xi, yi))
(1)
Proposition 1 Soit E1...En une suite d’ensembles finis et
A leur produit carte´sien
∏n
i=1 Ei. Soit d1...dn une suite
de fonctions de dissimilarite´ respectivement normalise´es sur
E1...En. Alors, la dissimilarite´ normalise´e par la borne
supe´rieure sur A selon d1...dn est une fonction de dis-
similarite´ normalise´e sur A.
Preuve. Soit δ ∈ R∗. Les Ei e´tant des ensembles finis, et
les di e´tant des dissimilarite´s normalise´es, max
(x,y)∈A2
di(xi, yi)
existe ∀i. Soit alors (X,Y, Z) ∈ A3 tels que
∃i ∈ [1..n], di(Xi, Yi) = di(Xi, Zi) + δ ∗ max
(x,y)∈A2
(di(xi, yi))
∀j ∈ [1..n], j 6= i, dj(Xj , Yj) = dj(Xj , Zj)
Ce qui implique dubrA (X,Y ) = d
ubr
A (X,Z)+δ. Ainsi, ∃∆ = δ,
et dubrA est bien une fonction de dissimilarite´ normalise´e
sur A.
Supposant que l’on puisse construire des fonctions de dis-
similarite´ normalise´es sur G(ω) et F (ω), on pourrait donc
proposer dubrω comme fonction de dissimilarite´ normalise´e sur
ω. Afin d’ale´ger les notations, dans les paragraphes suivants,
pour toute fonction H de´finie sur ω, on notera abusivement
dH(H(x), H(y)) = dH(x, y).
3.2.1 Méta-attribut des jeux de données
Afin de disposer d’une large se´lection de me´ta-attributs
de diverses cate´gories, nous avons choisi d’utiliser ceux de
la base de donne´es d’expe´riences d’apprentissage OpenML
[24]. Les nombreuses expe´riences pre´sentes sur cette base
et dont les donne´es sont caracte´rise´es par cet ensemble de
1ubr pour upper bound relative
me´ta-attributs constitueront une large base de comparai-
son. OpenML affiche plus d’une centaine de me´ta-attributs
des jeux de donne´es, provenant de diffe´rentes approches
statistiques, information-the´ore´tiques, et de ”landmarking”
(voir http://www.openml.org/ pour une liste comple`te).
Les valeurs g(ω) de l’un de ces me´ta-attributs g sur nos
jeux de donne´es constitueront le cas typique d’ensembles
atomiques a` partir desquels lesquels calculer la dissimilarite´.
On peut donc de´finir pour chaque me´ta-attribut g une
dissimilarite´ borne´e dg : g(ω)
2 7→ R+ (souvent la diffe´rence
absolue), qui selon la de´finition 2.1 sera donc normalise´e.
Ceci permet d’introduire la dissimilarite´ normalise´e par la
borne supe´rieure (cf. Eq. 1) sur G(ω) selon {dg|g ∈ G} :
∀x, y ∈ ω, dubrG(ω)(x, y) =
∑
g∈G
dg(x, y)
max
(x′,y′)∈ω2
(dg(x′, y′))
(2)
En pratique, cela co¨ıncidera ge´ne´ralement avec une dis-
tance de Manhattan normalise´e. Cela pose en revanche
les fondations ne´cessaires au prochain type de mesures :
les me´ta-attributs caracte´risant les attributs individuels des
jeux de donne´es.
3.2.2 Méta-attributs des attributs
Afin de caracte´riser les attributs individuels des jeux
de donne´es, on de´finit un ensemble de mesures statis-
tiques, information-the´ore´tiques, et de ”landmarking”,
consistant majoritairement en des versions non agre´ge´es
des me´ta-attributs des jeux de donne´es. Cet ensemble F
de me´ta-attributs des attributs comprend les 72 mesures
d’OpenML permettant de caracte´riser les attributs de
jeux de donne´es (voir Ressources pour une liste comple`te).
Certaines peuvent caracte´riser tout type d’attribut (le
nombre de valeurs manquantes, par exemple), tandis que
d’autres sont restreintes a` des types particuliers. Dans la
de´finition de ces mesures, nous nous sommes concentre´s sur
les deux types d’attributs les plus repre´sente´s : attributs
nominaux et nume´riques. Les vecteurs de me´ta-attributs
caracte´risant les attributs individuels pre´senteront donc
ne´cessairement des valeurs manquantes (note´es ∅) pour
les mesures inadapte´es a` leur type, ce qui est un obstacle
majeur a` leur comparaison. En effet, la signification
d’une diffe´rence de valeur entre deux jeux de donne´es est
intrinse`quement de´pendante du me´ta-attribut conside´re´,
et varie grandement d’un me´ta-attribut a` l’autre. Afin de
pouvoir comparer la valeur f(xi) d’un me´ta-attribut f ∈ F
sur xi le i
th attribut du jeu de donne´es x ∈ ω, et x′j le jth
attribut du jeu de donne´es x′ ∈ ω, on introduit les fonctions
δf : f(ω)
2 7→ R+ et δ∅f : f(ω) 7→ R+ telles que :
1. δf est une dissimilarite´ borne´e sur l’ensemble atomique
f(ω) (donc normalise´e)
2. δf (xi, ∅) = δf (∅, xi) = δ∅f (xi)
3. δ∅f est la dissimilarite´ a` l’absence de valeur du me´ta-
attribut f . Elle doit eˆtre de´finie en conside´rant le sens
d’une valeur manquante de f , et sera de´taille´e plus
avant par la suite.
On peut alors de´finir δF : F (ω)
2 7→ R+ :
δF (xi, x
′
j) =
∑
f∈F
δf (xi, x
′
j)
max
(y,y′)∈ω2
(p,q)∈N2
δf (yp, y′q)))
(3)
δF permet de comparer les attributs de diffe´rents jeux de
donne´es selon les Me´ta-attributs des attributs de F . Cepen-
dant, comme indique´ en section 2 et illustre´ en Figure 3,
l’objectif est de comparer ces attributs par paires les plus
similaires. Cela peut se faire de la manie`re pre´sente´e ci-
apre`s. Soient n et n′ le nombre d’attributs respectifs des
jeux de donne´es x et x′. Moyennant une e´ventuelle sub-
stitution, supposons n ≥ n′. Soit alors S l’ensemble des
pseudo-permutations σ : J1, nK → J1, n′K ∪ {∅} surjectives
sur J1, n′K ∪ {∅} et injectives sur J1, n′K, ainsi qu’illustre´ en
Figure 4.
Figure 4: Pseudo-permutation σ
On peut alors de´finir dF (ω) : F (ω)
2 7→ R+ telle que :
dF (ω)(x, x
′) = min
σ∈S
1
n
n∑
i=1
δF (xi, x
′
σ(i))
dF (ω)(x, x
′) = min
σ∈S
1
n
n∑
i=1
∑
f∈F
δf (xi, x
′
σ(i))
max
(y,y′)∈ω2
(p,q)∈N2
δf (yp, y′q)))
(4)
Proposition 2 dF (ω) est une fonction de dissimilarite´ nor-
malise´e sur F (ω).
Preuve. On de´montre successivement quatre proprie´te´s :
Positivite´, Indiscernabilite´ des identiques, Syme´trie et Nor-
malisation (au sens de la De´finition 2).
1. Soient x, x′ ∈ ω posse´dant respectivement n et n′ at-
tributs. Montrons que dF (ω)(x, x
′) ≥ 0.
∀f ∈ F , δf est une fonction de dissimilarite´, donc
∀i, j ∈ [1, n] ∗ [1, n′], δf (xi, x′j) ≥ 0, et par somme,
dF (ω)(x, x
′) ≥ 0. 
2. Soit x ∈ ω ayant n attributs. Montrons dF (ω)(x, x) =
0.
dF (ω)(x, x) = min
σ∈S
1
n
n∑
i=1
∑
f∈F
δf (xi,xσ(i))
max
(y,y′)∈ω2
(p,q)∈N2
δf (yp,y
′
q)))
∀f ∈ F , δf est une fonction de dissimilarite´, donc
∀i, j ∈ [1, n], δf (xi, xj) ≥ 0, et par somme,
1
n
n∑
i=1
∑
f∈F
δf (xi,xσ(i))
max
(y,y′)∈ω2
(p,q)∈N2
δf (yp,y
′
q)))
≥ 0
De plus, comme δf est une fonction de dissimilarite´,
∀i ∈ [1, n], δf (xi, xi) = 0. Donc, pour σ = Id la
fonction Identite´, on a :
1
n
n∑
i=1
∑
f∈F
δf (xi,xσ(i))
max
(y,y′)∈ω2
(p,q)∈N2
δf (yp,y
′
q)))
= 0
dF (ω)(x, x) e´tant un minimum selon σ, on a donc bien
dF (ω)(x, x) = 0. 
3. Soient x, x′ ∈ ω posse´dant respectivement n et n′ at-
tributs. Montrons que dF (ω)(x, x
′) = dF (ω)(x
′, x).
Soit m = max(n, n′). ∀f ∈ F , δf est une fonction de
dissimilarite´, donc ∀i, j ∈ [1, n] ∗ [1, n′],
δf (xi, x
′
j) = δf (x
′
j , xi)
δf (xi,x
′
j)
max
(y,y′)∈ω2
(p,q)∈N2
δf (yp,y
′
q)))
=
δf (x
′
j ,xi)
max
(y,y′)∈ω2
(p,q)∈N2
δf (yp,y
′
q)))
min
σ∈S
1
m
m∑
i=1
∑
f∈F
δf (xi,x
′
j)
max
(y,y′)∈ω2
(p,q)∈N2
δf (yp,y
′
q)))
=
min
σ∈S
1
m
m∑
i=1
∑
f∈F
δf (x
′
j ,xi)
max
(y,y′)∈ω2
(p,q)∈N2
δf (yp,y
′
q)))
dF (ω)(x, x
′) = dF (ω)(x
′, x) 
4. F (ω) ne peut eˆtre partitionne´ sans perte d’information
(typiquement, le nombre d’attributs du jeu de don-
ne´es), et sera donc dit atomique. F (ω) est un ensemble
fini, donc dF (ω) est borne´e sur F (ω). Selon la De´fini-
tion 2.1, dF (ω) est donc normalise´e sur F (ω). 
dF (ω) est donc bien une fonction de dissimilarite´ normal-
ise´e sur F (ω). 
3.2.3 Composition.
Par le biais des e´quations 2 et 4, on peut donc proposer
∀x, y ∈ ω la dissimilarite´ normalise´e par la borne
supe´rieure sur ω selon dubrG(ω) et dF (ω) :
dubrω (x, y) =
dubr
G(ω)(x,y)
max
(x′,y′)∈ω2
(dubr
G(ω)
(x′,y′))
+
dF (ω)(x,y)
max
(x′,y′)∈ω2
(dF (ω)(x
′,y′))
(5)
D’apre`s la Proposition 1, dubrω est bien une fonction de
dissimilarite´ normalise´e sur ω.
4. VALIDATION
Afin d’e´valuer l’utilite´ de la dissimilarite´ propose´e, cette
section pre´sentera une proce´dure de validation en deux
e´tapes. Tout d’abord, nous e´tudierons le potentiel de la
dissimilarite´ propose´e pour l’apprentissage, en utilisant
les me´thodes d’estimation pre´sente´es dans [26]. Dans un
second temps, nous de´crirons une importante expe´rience de
me´ta-apprentissage e´valuant la dissimilarite´ propose´e dans
un large panel de sce´narios.
Ces deux approches requerront la de´finition d’un prob-
le`me pre´cis de me´ta-apprentissage comme cas d’e´tude, et la
collecte de donne´es caracte´risant ce proble`me. Nous avons
concentre´ nos efforts sur les proble`mes de classification. En
effet, s’agissant du cas le plus typique de l’apprentissage, il
est notablement plus facile de collecter des expe´riences de
classification. La description de ces expe´riences proviendra
e´galement de la base d’OpenML.
4.1 Validation Théorique
Dans [26], Wang & al. proposent une de´finition intuitive
de la qualite´ d’une fonction de dissimilarite´ dans le contexte
de l’apprentissage. Selon leur de´finition, une fonction de
dissimilarite´ est strongly (ǫ, γ)-good pour un proble`me donne´
de classification binaire, si une proportion au moins 1−ǫ des
exemples z = (x, y) satisfait :
P (d(x, x′) < d(x, x′′) | y′ = y, y′′ = −y) ≥ 1
2
+ γ
2
En d’autres termes, plus la probabilite´ que la dissimi-
larite´ juge deux exemples ale´atoires de meˆme classe plus
proches que deux exemples ale´atoires de classes diffe´rentes
est grande, mieux elle permettra de se´parer les classes. Cette
interpre´tation nous ame`ne a` de´finir un proble`me de classifi-
cation binaire entrant dans les attributions de la dissimilar-
ite´ propose´e.
Conside´rons un ensemble X de jeux de donne´es de classifi-
cation, et un ensemble A de classifieurs. On exe´cute chaque
classifieur de A sur chaque jeu de donne´es de X et mesure
un crite`re de performance c du mode`le re´sultant. Ensuite,
pour chaque jeu de donne´es x ∈ X, on de´finit l’ensemble
Ax des algorithmes approprie´s sur ce jeu de donne´es selon
le crite`re de performance c, comme ceux e´tant au plus un
e´cart type en dessous du meilleur :
Ax = {a ∈ A tels que |max
a′∈A
(c(a′, x))− c(a, x)| ≤ σx}
On peut donc conside´rer, pour tout algorithme a ∈ A, le
proble`me de classification binaire ou` les instances sont les
jeux de donne´es x ∈ X, et dont la classe spe´cifie si a est ap-
proprie´ sur x. Ces proble`mes caracte´risent donc l’ade´quation
entre les diffe´rents classifieurs et jeux de donne´es, ce qui est
un objectif intuitif de la dissimilarite´ propose´e.
Pour e´valuer la dissimilarite´, on peut alors calculer pour
chaque classifieur a ∈ A et chaque jeu de donne´es x ∈ X, la
probabilite´ que la dissimilarite´ juge deux exemples ale´atoires
de meˆme classe plus proches que deux exemples ale´atoires
de classes diffe´rentes, ce qui nous donnera la (ǫ, γ)-goodness
de dubrω :
P (dubrω (x, x
′) < dubrω (x, x
′′) | a ∈ Ax, a ∈ Ax′ , a /∈ Ax′′)
Le re´sultat suivant de [26], stipule que si d est une fonction
de dissimilarite´ strongly (ǫ, γ)-good, alors il existe un classi-
fieur simple construit sur d qui, sur le choix de n = 4
γ2
ln 1
δ
paires d’exemples ale´atoires de classes diffe´rentes, aura, avec
une probabilite´ au moins 1 − δ, un taux d’erreur d’au plus
ǫ + δ. Ce re´sultat permet d’estimer de manie`re naturelle
l’ade´quation de la dissimilarite´ au proble`me e´tudie´.
Ces mesures ont e´te´ re´alise´es sur des ensembles de classi-
fieurs et de jeux de donne´es provenant de la base d’OpenML
(voir Ressources pour les tables comple`tes), en utilisant suc-
cessivement la dissimilarite´ propose´e, une distance euclidi-
enne, et une distance de Manhattan sur les me´ta-attributs
des jeux de donne´es. Le parame`tre γ a e´te´ amene´ aussi
haut que possible en conservant ǫ ≤ 0.05. Les re´sultats sont
pre´sente´s en Table 1, moyenne´s selon les classifieurs et jeux
de donne´es. La Table 2 pre´sente le risque δ et la borne de
taux d’erreur obtenus pour diffe´rents nombres d’exemples.
200 exemples 1000 exemples 5000 exemples
δ erreur max δ erreur max δ erreur max
dubrω 0,973 1,023 0,871 0,921 0,501 0,551
Distance Euclidienne 0,989 1,039 0,945 0,995 0,755 0,805
Distance de Manhattan 0,990 1,040 0,952 1,002 0,783 0,833
10000 exemples 20000 exemples 50000 exemples
δ erreur max δ erreur max δ erreur max
dubrω 0,251 0,301 0,063 0,113 0,001 0,051
Distance Euclidienne 0,570 0,620 0,325 0,375 0,060 0,110
Distance de Manhattan 0,613 0,663 0,375 0,425 0,086 0,136
Table 2: Borne du taux d’erreur obtenu avec une probabilite´ 1− δ pour diffe´rents nombres d’exemples et par des classifieurs
construits sur diffe´rentes dissimilarite´s.
Dissimilarite´ ǫ γ
dubrω 0,05 0,024
Distance Euclidienne 0,05 0,015
Distance de Manhattan 0,05 0,014
Table 1: (ǫ, γ)-goodness moyenne avec diffe´rentes dissimilar-
ite´s
Comme on peut le voir, la dissimilarite´ propose´e offre
des bornes inte´ressantes au taux d’erreur avec sensiblement
moins d’exemples (environ 10% pour 20k exemples, ce qui
n’est atteint par la distance euclidienne qu’autour de 50k...).
Elle semble donc eˆtre plus adapte´e a` la caracte´risation
d’ade´quation entre classifieur et jeu de donne´es que les
autres distances e´tudie´es. Ce re´sultat est en revanche
ne´cessairement de´pendant du choix des algorithmes et
jeux de donne´es sur lesquels sont construits ces prob-
le`mes d’ade´quation, et on ne peut donc pas le supposer
ge´ne´ralisable. Ce qui est montre´ ici, est que pour certains
algorithmes, l’utilisation de la dissimilarite´ propose´e per-
met de caracte´riser leur ade´quation aux jeux de donne´es
plus efficacement que les distances traditionnelles. Parmi
les algorithmes ou` la dissimilarite´ pre´sente d’excellentes
performances, on peut noter une majorite´ de classifieurs
de type arbre de de´cision. On pourrait donc postuler que
la dissimilarite´ caracte´rise bien l’ade´quation des approches
par arbres de de´cision aux jeux de donne´es, et donc que
cette ade´quation de´pend largement des me´ta-attributs
d’attributs individuels utilise´s par dubrω .
4.2 Validation Expérimentale
Afin d’e´valuer l’inte´reˆt de la dissimilarite´ propose´e dans le
cadre de la se´lection d’algorithmes et du me´ta-apprentissage,
nous avons mis en place une se´rie d’expe´riences comparatives
autour du proble`me de me´ta-classification. Nous illustrerons
tout d’abord ce proble`me par un exemple d’exe´cution, puis
de´taillerons les facteurs qui varieront au fil des exe´cutions.
4.2.1 Exemple d’exécution
Pour un jeu de donne´es de classification particulier,
l’objectif d’une expe´rience de se´lection d’algorithmes est de
choisir un classifieur maximisant un crite`re donne´. Dans
cet exemple, on utilisera le crite`re traditionnel de pre´cision
(bien que biaise´ [12], il est l’un des plus intuitifs). Pour
construire le jeu de donne´es de me´ta-classification, on
extrait de la base d’OpenML deux ensembles de donne´es.
Le premier de´crit la pre´cision de diffe´rents algorithmes de
classification sur un ensemble de jeux de donne´es (Table 5),
tandis que le second caracte´rise ces jeux de donne´es selon
un ensemble de me´ta-attributs (Table 3).
classifier1 classifier2 ... classifier93
dataset1 0.8 0.9 ... ...
dataset2 0.9 0.7 ... ...
... ... ... ... ...
dataset434 ... ... ... ...
Table 5: Pre´cision de diffe´rent algorithmes de classification
sur un ensemble de jeux de donne´es
NumberOfInstances NumberOfFeatures ... MetaAttribute105
dataset1 100 62 ... ...
dataset2 5000 13 ... ...
... ... ... ... ...
dataset434 360 20 ... ...
Table 3: Caracte´risation des jeux de donne´es selon un ensemble de me´ta-attributs
NumberOfInstances ... MetaAttribute105 Class
dataset1 100 ... 4 classifier18
dataset2 5000 ... 92 classifier7
... ... ... ... ...
dataset434 360 ... 13 classifier63
Table 4: Jeu de donne´es de me´ta-classification
On peut alors construire le jeu de donne´es de me´ta-
classification repre´sente´ en Table 4. La classe d’une
instance de ce jeu de donne´es de me´ta-classification identifie
quel algorithme pre´sente la meilleure performance (i.e. la
meilleure pre´cision) sur le jeu de donne´es qu’elle de´crit
(selon les performances recense´es en Table 5).
Il faut ensuite re´soudre ce proble`me de me´ta-classification.
Dans cet exemple ceci s’effectue par une forme de ”leave one
out” selon le pseudocode 1.
foreach Instance de jeu de donne´es dataseti do
Exclure dataseti du jeu de donne´es de
me´ta-classification
Appliquer l’algorithme de se´lection d’attributs
RefliefF au jeu de donne´es de me´ta-classification
Aprendre un arbre de de´cision en appliquant
l’algorithme C4.5 au jeu de donne´es de
me´ta-classification re´duit
Utiliser cet arbre de classification pour pre´dire la
classe de l’instance dataseti
Pseudocode 1: Exemple d’exe´cution
Pour chaque jeu de donne´es, on dispose alors d’un label de
classe pre´dit, identifiant quel classifieur devrait y obtenir les
meilleures performances, selon l’arbre de de´cision construit
sur les autres instances. L’objectif est ensuite de caracte´riser
la performance de cette expe´rience a` partir de cet ensemble
de pre´dictions. Pour ce faire, il convient d’utiliser un crite`re
aussi inde´pendant que possible de tous les choix de construc-
tion fait dans l’expe´rience. Le crite`re suivant permet de s’en
affranchir dans une certaine mesure :
De´finition 4 Soit p la performance du classifieur
classifierj sur le jeu de donne´es dataseti selon le
crite`re choisi (ici, la pre´cison). Soient alors best la perfor-
mance du meilleur classifieur de classifier1..m sur le jeu
de donne´es dataseti, et def la performance du classifieur
par de´faut (pre´disant la classe majoritaire) sur ce meˆme
jeu de donne´es. On de´finit la performance perf de notre
expe´rience sur le jeu de donne´es dataseti :
perf = 1− |best− p||best− def |
Ce crite`re de performance atteint son maximum de 1
quand le classifieur pre´dit pre´sente une valeur de pre´cison
maximale, et atteint 0 quand le classifieur pre´dit pre´sente la
meˆme pre´cision que le classifieur par de´faut. Le cas ne´gatif
traduit une performance infe´rieure a` celle du classifieur par
de´faut. Bien que simple, ce crite`re permet de comparer
la performance d’expe´riences construites sur diffe´rents
me´ta-proble`mes, mais il reste ne´cessaire de lui fournir la
valeur neutre du crite`re d’e´valuation conside´re´.
4.2.2 Cadre d’expérimentation
Comme stipule´ pre´ce´demment, le jeu de donne´es de
me´ta-classification est construit en utilisant des donne´es
d’OpenML, qui re´pertorie plus de 2500 jeux de donne´es
et 2000 algorithmes. La construction du jeu de donne´es
de me´ta-classification reque´rant de nombreux algorithmes
e´value´s sur un ensemble de jeux de donne´es, nous avons
employe´ une technique de recherche de bi-clique maximale
[23] pour trouver les plus grands ensembles de jeux de
donne´es et de classifieurs tels que chaque e´le´ment des deux
ensembles a e´te´ e´value´ en conjonction avec tous les e´le´ments
de l’autre ensemble. Ceci nous a permis de nous restreindre
a` 93 algorithmes de classification et 434 jeux de donne´es de
la base d’OpenML. Nous avons ensuite extrait les valeurs
d’e´valuation de 11 crite`res de performance sur chacune
des 40k exe´cutions que cela repre´sente. Enfin nous avons
extrait les valeurs de 105 me´ta-attributs pour chaque jeu
de donne´es (voir Ressources pour les noms et descriptions
de tous ces e´le´ments). Ces me´ta-attributs constituent
e´galement l’ensemble de´crit en Section 3.2 et utilise´ par la
dissimilarite´.
Figure 5: Dimensions des exe´cutions
Pour ite´rer l’expe´rience pre´sente´e dans l’exemple pre´ce´-
dent, il est ensuite ne´cessaire de de´finir des ensembles
d’algorithmes de classification et de se´lection d’attributs
pour le me´ta-niveau. Nous avons choisi d’utiliser les
algorithmes de l’API Weka [6], qui de par son statut
de re´fe´rence, be´ne´ficie d’imple´mentations de nombreux
algorithmes de l’e´tat de l’art. Nous e´valuons ainsi plus de
2600 classifieurs et 60 me´thodes de se´lection d’attributs
de l’API Weka (voir Ressources pour les listes comple`tes),
comprenant en particulier des me´thodes d’augmentation
telles le ”boosting” ou ”bagging”. A` cela, nous ajoutons un
classifieur kNN (IBk dans Weka) employant la dissimilarite´
propose´e comme distance entre instances, et permettons a`
ce classifieur les meˆmes de´clinaisons d’hyperparame`tres et
me´thodes d’augmentation que les autres classifieurs.
Les exe´cutions individuelles sont instancie´es automatique-
ment, et de´le´gue´es a` un re´partiteur de taˆches SLURM [30]
ge´rant les 640 nœuds du cluster OSIRIM (voir osirim.
irit.fr). Les 200k exe´cutions re´sultantes totalisent plus de
700 millions de cycles apprentissage-pre´diction-e´valuations,
ce qui, meˆme avec des ressources importantes, reste tre`s cou-
teux (plus d’un mois de temps re´el en exe´cution paralle`le,
pour des dizaines d’anne´es de temps machine).
4.2.3 Résultats
Ce proce´de´ fournit donc une valeur de performance
pour chacune des 200k exe´cutions. Notre objectif e´tant de
discriminer entre classifieurs au me´ta-niveau, et les valeurs
de performance e´tant commensurables, il est possible d’en
faire la moyenne selon les autres dimensions. On obtient
donc, pour chaque classifieur de me´ta-niveau, sa perfor-
mance moyenne pour diffe´rentes approches de se´lection
d’attributs, crite`res d’e´valuation a` maximiser, et ensembles
d’apprentissage. On minimise ainsi la variance introduite
par ces diffe´rents facteurs de bruit. Notre jeu de donne´es de
me´ta-classification e´tant ne´anmoins de taille relativement
petite (434 instances), on ne peut comple`tement ne´gliger la
variance de ces re´sultats, et il conviendra donc de les e´tudier
dans leur globalite´, car plus on ”zoome” sur les re´sultats,
plus on a de chances d’observer un re´sultat contingent,
fonction uniquement du contexte de l’expe´rience. Nous
avons donc concentre´ nos observations sur la re´partition des
classifieurs de me´ta-niveau utilisant la dissimilarite´ propose´e
dans la population. Dans la Figure 6, on compare, pour
diffe´rents seuils de performance, le nombre de classifieurs
de me´ta-niveau utilisant ou non la dissimilarite´ propose´e.
On peut constater que parmi les approches conseillant en
moyenne des classifieurs jusqu’a` 5% moins performant que
le meilleur, 20% sont base´es sur la dissimilarite´ propose´e,
alors que cette proportion est de moins de 10% dans la
population comple`te.
La Figure 7 pre´sente la proportion de classifieurs de me´ta-
niveau utilisant la dissimilarite´ propose´e dans chaque de´cile
de performance. La` encore, on peut noter que parmi les
10% de meilleurs classifieurs de me´ta-niveau, plus de 17%
utilisent la dissimilarite´ propose´e. De plus, malgre´ des di-
vergences aux deuxie`me, quatrie`me et sixie`me de´ciles, on
peut observer que cette proportion semble de´croˆıtre presque
line´airement avec la baisse de performance.
Ces re´sultats ne permettent pas d’e´tablir la supe´riorite´
ge´ne´rale des approches employant la dissimilarite´ propose´e,
mais montrent bien que certaines approches en be´ne´fi-
cient grandement. Ce constat n’est pas particulie`rement
surprenant dans la mesure ou` le me´ta-apprentissage est
toujours concerne´ par les limitations des ”no free lunch
theorems” [28, 29]. En effet, toute nouvelle me´thode peut,
au mieux, faire montre de meilleures performances sur
une partie spe´cifique du proble`me. Parmi les me´thodes
be´ne´ficiant le plus de l’utilisation de la dissimilarite´, on
peut relever une majorite´ d’approches divisant le prob-
le`me en plusieurs sous-proble`mes de classification binaire,
telles ”ensemblesOfNestedDichotomies” [2] ou ”Classifi-
cationViaRegression” [3]. Ceci pourrait sugge´rer que la
dissimilarite´ propose´e est particulie`rement efficace sur
de tels sous-proble`mes, qui reviennent a` caracte´riser les
domaines de bonne performance d’algorithmes particuliers.
Il s’agit la` de l’une des proble´matiques re´currentes de
l’apprentissage, et donc d’un de´veloppement potentiel
inte´ressant pour la dissimilarite´ propose´e.
Figure 6: Populations de me´ta-classifieurs atteignant divers seuils de performance
Figure 7: Proportion dans chaque de´cile de performance de me´ta-classifieurs utilisant la dissimilarite´ propose´e
5. CONCLUSION
Nous avons propose´ une fonction de dissimilarite´ entre
jeux de donne´es pre´sentant un ensemble de proprie´te´s
de´sirables, et capable d’employer des me´ta-attributs
caracte´risant des attributs particuliers de ces jeux de
donne´es. Nous avons montre´ qu’elle permet de caracte´riser
l’ade´quation d’algorithmes de classification avec des jeux de
donne´es plus efficacement que des distances traditionnelles,
et qu’elle peut eˆtre employe´e avec de bonnes performances
dans le contexte de classification au me´ta-niveau.
De nombreuses pistes d’ame´lioration restent cependant a`
explorer. Tout d’abord, notre dissimilarite´ permet d’utiliser
des me´ta-attributs caracte´risant des attributs particuliers
des jeux de donne´es, mais diverses expe´riences [17, 1] ont
montre´ que les proprie´te´s d’un attribut dans le contexte
des autres attributs sont au moins aussi importantes.
Il serait alors inte´ressant de permettre l’utilisation de
tels me´ta-attributs relationnels, comme la covariance, ou
l’information mutuelle, par la dissimilarite´. D’autre part,
bien que divers et provenant d’approches tre`s diffe´rentes,
les me´ta-attributs employe´s dans nos expe´riences ne cou-
vrent pas comple`tement l’e´tat de l’art en la matie`re. Ces
dernie`res anne´es ont e´te´ riches en contributions introduisant
de nouveaux me´ta-attributs [18, 7, 16, 21], dont l’utilisation
pourrait re´ve´ler l’inte´reˆt d’une approche par dissimilarite´
dans de nouveaux contextes. Enfin, comme l’efficacite´
de l’approche par dissimilarite´ apparaˆıt tre`s de´pendante
du contexte (comme c’est souvent le cas en apprentissage
et me´ta-apprentissage), il pourrait eˆtre inte´ressant de
concevoir une me´thode d’e´valuation de me´ta-attributs
conside´rant leurs diverses natures (globaux, lie´s a` un
attribut, relationnels...). Il serait alors possible de carac-
te´riser l’utilite´ des divers me´ta-attributs dans une varie´te´
de situations et donc d’approfondir notre connaissance du
proble`me de me´ta-apprentissage.
Dans le cadre de l’assistance intelligente a` l’analyse de
donne´es, un atout particulier de notre approche est qu’elle
permettrait une caracte´risation unifie´e des expe´riences
d’analyse de donne´es. En effet, disposant d’une quelconque
repre´sentation du processus d’analyse de donne´es et de ses
re´sultats, il serait possible de l’inte´grer dans la dissimilarite´,
permettant la comparaison directe d’expe´riences comple`tes.
Il s’agit la` d’un premier pas vers de nouvelle approches
d’assistance intelligente a` l’analyse de donne´es, permettant
notamment l’utilisation directe d’heuristiques pour la
de´couverte et recommandation de processus d’analyse
adapte´s.
Ressources. Tous les e´le´ments re´fe´rence´s sont disponibles
au te´le´chargement a` l’adresse suivante :
https://github.com/WilliamR03/Dissimilarity-
dataset-characterization.git
6. REFERENCES
[1] Brown, G., Pocock, A., Zhao, M.J., Luja´n, M.:
Conditional likelihood maximisation: a unifying
framework for information theoretic feature selection.
The Journal of Machine Learning Research 13(1),
27–66 (2012)
[2] Dong, L., Frank, E., Kramer, S.: Ensembles of
balanced nested dichotomies for multi-class problems.
In: Knowledge Discovery in Databases: PKDD 2005,
pp. 84–95. Springer (2005)
[3] Frank, E., Wang, Y., Inglis, S., Holmes, G., Witten,
I.H.: Using model trees for classification. Machine
Learning 32(1), 63–76 (1998)
[4] Fu¨rnkranz, J., Petrak, J.: Extended data
characteristics. Tech. rep., METAL consortium (2002),
accessed 12/11/15 at citeseerx.ist.psu.edu/
viewdoc/summary?doi=10.1.1.97.302
[5] Giraud-Carrier, C., Vilalta, R., Brazdil, P.:
Introduction to the special issue on meta-learning.
Machine learning 54(3), 187–193 (2004)
[6] Hall, M., Frank, E., Holmes, G., Pfahringer, B.,
Reutemann, P., Witten, I.H.: The weka data mining
software: an update. ACM SIGKDD explorations
newsletter 11(1), 10–18 (2009)
[7] Ho, T.K., Basu, M.: Complexity measures of
supervised classification problems. Pattern Analysis
and Machine Intelligence, IEEE Transactions on
24(3), 289–300 (2002)
[8] Kalousis, A.: Algorithm selection via meta-learning.
Ph.D. thesis, Universite de Geneve (2002)
[9] Kalousis, A., Gama, J., Hilario, M.: On data and
algorithms: Understanding inductive performance.
Machine Learning 54(3), 275–312 (2004)
[10] Kalousis, A., Hilario, M.: Model selection via
meta-learning: a comparative study. International
Journal on Artificial Intelligence Tools 10(04), 525–554
(2001)
[11] Kalousis, A., Hilario, M.: Feature selection for
meta-learning. In: Proceedings of the 5th Pacific-Asia
Conference on Knowledge Discovery and Data Mining.
pp. 222–233. PAKDD ’01, Springer-Verlag, London,
UK, UK (2001), http:
//dl.acm.org/citation.cfm?id=646419.693650
[12] Kononenko, I., Bratko, I.: Information-based
evaluation criterion for classifier’s performance. Mach.
Learn. 6(1), 67–80 (Jan 1991)
[13] Leite, R., Brazdil, P., Vanschoren, J.: Selecting
classification algorithms with active testing. In:
Machine Learning and Data Mining in Pattern
Recognition, pp. 117–131. Springer (2012)
[14] Leyva, E., Gonzalez, A., Perez, R.: A set of complexity
measures designed for applying meta-learning to
instance selection. Knowledge and Data Engineering,
IEEE Transactions on 27(2), 354–367 (2015)
[15] Michie, D., Spiegelhalter, D.J., Taylor, C.C.: Machine
Learning, Neural and Statistical Classification. Ellis
Horwood, Upper Saddle River, NJ, USA (1994)
[16] Ntoutsi, I., Kalousis, A., Theodoridis, Y.: A general
framework for estimating similarity of datasets and
decision trees: exploring semantic similarity of
decision trees. In: SDM. pp. 810–821. SIAM (2008)
[17] Peng, H., Long, F., Ding, C.: Feature selection based
on mutual information criteria of max-dependency,
max-relevance, and min-redundancy. Pattern Analysis
and Machine Intelligence, IEEE Transactions on
27(8), 1226–1238 (2005)
[18] Peng, Y., Flach, P.A., Brazdil, P., Soares, C.: Decision
tree-based data characterization for meta-learning.
IDDM-2002 p. 111 (2002)
[19] Pfahringer, B., Bensusan, H., Giraud-Carrier, C.: Tell
me who can learn you and i can tell you who you are:
Landmarking various learning algorithms. In:
Proceedings of the 17th international conference on
machine learning. pp. 743–750 (2000)
[20] Serban, F.: Toward effective support for data mining
using intelligent discovery assistance. Ph.D. thesis
(2013)
[21] Sun, Q., Pfahringer, B.: Pairwise meta-rules for better
meta-learning-based algorithm ranking. Machine
learning 93(1), 141–161 (2013)
[22] Todorovski, L., Brazdil, P., Soares, C.: Report on the
experiments with feature selection in meta-level
learning. In: Proceedings of the PKDD-00 workshop
on data mining, decision support, meta-learning and
ILP: forum for practical problem presentation and
prospective solutions. pp. 27–39. Citeseer (2000)
[23] Uno, T., Asai, T., Uchida, Y., Arimura, H.: An
efficient algorithm for enumerating closed patterns in
transaction databases. In: Discovery science. pp.
16–31 (2004)
[24] Vanschoren, J., van Rijn, J.N., Bischl, B., Torgo, L.:
Openml: Networked science in machine learning.
SIGKDD Explorations 15(2), 49–60 (2013),
http://doi.acm.org/10.1145/2641190.2641198
[25] Vilalta, R., Drissi, Y.: A perspective view and survey
of meta-learning. Artif. Intell. Rev. 18(2), 77–95 (Oct
2002), http://dx.doi.org/10.1023/A:1019956318069
[26] Wang, L., Sugiyama, M., Yang, C., Hatano, K., Feng,
J.: Theory and algorithm for learning with
dissimilarity functions. Neural computation 21(5),
1459–1484 (2009)
[27] Wistuba, M., Schilling, N., Schmidt-Thieme, L.:
Learning data set similarities for hyperparameter
optimization initializations. pp. 15–26.
http://ceur-ws.org/Vol-1455/#paper-04
[28] Wolpert, D.H.: The lack of a priori distinctions
between learning algorithms. Neural computation
8(7), 1341–1390 (1996)
[29] Wolpert, D.H., Macready, W.G.: No free lunch
theorems for optimization. Evolutionary Computation,
IEEE Transactions on 1(1), 67–82 (1997)
[30] Yoo, A.B., Jette, M.A., Grondona, M.: Slurm: Simple
linux utility for resource management. In: Job
Scheduling Strategies for Parallel Processing. pp.
44–60. Springer (2003)
[31] Zakova, M., Kremen, P., Zelezny, F., Lavrac, N.:
Automating knowledge discovery workflow
composition through ontology-based planning.
Automation Science and Engineering, IEEE
Transactions on 8(2), 253–264 (2011)
