The Riemann zeta function is defined as ζ(s) = ∞ n=1 1 n s for ℜ(s) > 1 and extended to a regular function on the whole complex plane deleting its unique pole at s = 1 with the residue 1. The Riemann hypothesis asserts that all non-trivial zeros for ζ(s) lie on the line ℜ(s) = 1/2. The density hypothesis is a related "weaker" conjecture about the estimate of the number of zeros for the Riemann zeta function on the right half side of the so-called critical strip 0 ≤ ℜ(s) ≤ 1; it is trivial that the Riemann hypothesis implies the density hypothesis. In this article, we prove that the (quasi) Riemann hypothesis and the (quasi) density hypothesis are equivalent.
Introduction.
Throughout this paper, we shall use notations P for the set of all prime numbers, N that of natural numbers, Z that of integers, R that of real numbers, and C that of complex numbers. I also use the notation R + for the set of all positive numbers. An arithmetic function f (n) is a complex valued one defined for each n ∈ N. The sum function F (x) for an arithmetic function f (n) is a piecewise constant function with possible discontinuities only at some n's for n in a subset of N. It is convenient for us to adopt the half-maximum convention for every such a sum function; henceforth, we regard that every sum function (1.1)
n≤x f (n), otherwise.
1 I would like to thank the reviewers for their careful reading. I also wish to thank Andrew J. Granville, Kevin Ford, Ju-Ping Wang, and, Glenn J. Fox for their encouragements and helpful comments.
Therefore, in our work, every sum function for an arithmetic function f (n) satisfies the following property:
F (x) = F (x − 0) + F (x + 0) 2 , at each point x where F (x − 0) and F (x + 0) are the left sided limit and right sided limit of F (x) at x, respectively. We also use the Heaviside function H v (x) at the point v = β which is defined by
0, for β < v, 1 2 , for v = β, 1, for v < β.
We shall use the symbol ǫ ∈ R + for an arbitrary small positive real number, not necessarily the same at each occurrence in the various statement. The notation g(x) = O f (x) describe the fact that |g(x)| ≤ Bf (x) or |g(x)| = Ie(Bf (x)) with some absolute constant B > 0 whenever x is sufficiently large. Here g(x) is a complex function of the real variable x and f (x) is a positive function of x.
It is obvious that prime numbers play a central role in number theory. It has been understood that in-depth study of the distribution of the distribution of primes is connected to the Riemann zeta function since 1859, by Riemann's epoch-making work [13] . The Riemann zeta function ζ(s) is a regular complex valued function for s ∈ C\{1}. Denote s = σ + it. For σ > 1, the Riemann zeta function is defined by
in which the last equation was known with real variable s by Leonard Euler as early as in 1773 and may be regarded as an analytic version of the fundamental theorem of arithmetic, which states that for each natural number n there is a unique factorization
where p a n means that a is the highest positive exponent such that p a divides n. The definition in (1.4) may be extended to the whole complex plane by many different ways. For instance,
where ⌊x⌋ is the integer part of x or the greatest integer less than or equal to x. One may notice that s = 1 is a pole for ζ(s) with the residue 1. The functional equation for ζ(s) states that
where Γ(s) is the complex valued factorial function extending the definition for the factorial n! such that Γ(n + 1) = n!. By Gauss' product representation, the Gamma function may be defined by
The Gamma function Γ(s) has simple poles for s ∈ N − 1 and no zeros at all; in order to compensate these poles of Γ(s), ζ(s) vanishes at s ∈ −2N and the pole of ζ(s) at 1 corresponds the pole of Γ(s) at s = 0. These zeros s ∈ −2N for ζ(s) are called trivial zeros; all other zeros are called non-trivial zeros. The identity . Actually, it is proved that all non-trivial zeros for the Riemann zeta function are located in the so-called critical strip 0 ≤ σ ≤ 1, also from (1.7) with a little bit more work.
The quasi Riemann hypothesis with respect to a for ≤ a < 1 asserts that there is no zeros for ζ(s) for σ > a. The quasi Riemann hypothesis with respect to a = 1 2 is the Riemann hypothesis. This conjecture was made by Riemann together with six other conjectures in [13] . Every other conjecture made by Riemann has been proved since then, but the Riemann hypothesis has resisted every attack, which may be very difficult or very easy to prove or disprove. Many mathematicians believe that the Riemann hypothesis is valid; some of them have a doubt about it at this point.
It is proved in 1890's by Hadamard and de la Vallée Poussin that ζ(s) does not have a zero on the line σ = 1. This result is equivalent to lim x→∞ π(x)
x log x = 1 where π(x) is the prime counting function as defined in (2.2). However, we did not even know whether the quasi Riemann hypothesis is valid for any a < 1 at the time of this work being written. The best known zero free region so far, from Vinogradov's method, was in the form of (1.10)
Various forms of the Prime Number Theorem.
Perhaps, one should say that it is important to look at the Riemann hypothesis from the point of view in number theory; after all, it is about the prime numbers. The prime indicator function Id P (n) for every n ∈ N is defined by (2.1)
Id P (n) = 1, if n is a prime number; 0, if n is not a prime number.
The prime counting function π(x) or the sum function for the prime indicator is defined by
since we have adopted the half-maximum convention. Gauss' logarithmic integral function Li(x) is defined by
The prime number theorem in its best known form is
where C is positive constant.The quasi Riemann hypothesis is equivalent to the prime number theorem in the form of
with respect to the same a in the statement of the quasi Riemann hypothesis. The Lindelöf hypothesis states that
In [2] , it is proved by applying van der Corput's method in 1921 that in (2.6) ǫ = + log log t log t with the constant B = 3 instead of the O notation. The best known result in this direction is slightly better than 1 6 . The quasi density hypothesis with respect to a, we introduce here, says that
for σ ≥ a, where N(σ, T ) is the number of zeros for ζ(s) in the region such that ℜ(s) ≥ σ and 0 < ℑ(s) ≤ T . The density hypothesis we are concerned is the quasi density hypothesis with respect to a = . Note here that our definition here is slightly stronger than that in literature with log T in place of T ǫ for an arbitrary ǫ ∈ R + . It is well-known that the Riemann hypothesis implies the Lindelöf hypothesis and the Lindelöf hypothesis implies the "slightly weaker" density hypothesis in literature. However, we did not know whether the density hypothesis implies the Riemann hypothesis; our main result in this article is to prove that as Theorem 1. As a consequence of Theorem 1, we have Theorem 2 from the fact that the Riemann hypothesis implies the density hypothesis.
Theorem 2. The Riemann hypothesis and density hypothesis are equivalent.
We leave to reader on whether Linderlöf hypothesis implies the slightly stronger density hypothesis we defined in (2.7) with a = 1 2
? Furthermore, we have Theorem 3 since the quasi density hypothesis was proved by Ingham in 1941, see [11] . The value of a = is replaced by a larger number because Ingham's qausi density theorem has a factor of log 5 T . In this artical, we actually prove that the quasi density hypothesis implies the quasi prime number theorem in its psi-form, which is equivalent to the quasi Riemann Hypothesis. The psi-function is defined as
for x ≥ 2, with the notation ∈ meaning that the half-maximum convention is adopted. The quasi prime number theorem may be stated in the following psi-form. ≤ a < 1.
If the quasi density hypothesis with respect to a is valid, then
where B is an absolute positive constant.
Differences with the Exact Form of Landau's Formula.
From now on, we assume that x 0 is sufficiently large. Then, we let y > x 0 and y < x, r = 1 + 1 log x , and T > 14. It is known that there are no zeros for the Riemann zeta function for ℑ(s) ≤ 14. We also let Y and X satisfy 0 < Y < y and x < X whose values will be determined later. Also, we assume that T u is an associate of T , about which we only need to know that T u is not an imaginary part of any non-trivial zero ρ for the Riemann zeta function and |T − T u | ≤ 1.155, see [6] .
It is well-known that
Though, we only need the last expressions as the definition of δ(v). For references, one may see [8] or [12] . Approximating the integral in (3.1) by a finite integral, one uses
Recalling the definition of the psi-function in (2.8), we get
where ψ 1 and ψ 2 are defined by the last two sums, respectively. For the first sum, one has
where ρ runs through the set of non-trivial zeroes for the Riemann zeta function, L b and L u are the horizontal line routes from r − iT u to −1 − iT u and from −1 + iT u to r + iT u , respectively, and, L l is the vertical line route from −1 − iT u to −1 + iT u , if x 0 and T u are sufficiently large as required in [6] . We first consider the difference for the integral in (3.4), though, estimating the integral along with L l can be done directly without considering the difference. That is, (3.5)
again, see [6] . Next, we note that
It follows that
recalling Proposition 9.2 in [6] , if y is sufficiently large.
For the difference of ψ 2 (x), we write
where S j 's for j ∈ (0, 8) ∩ N are defined respectively. For the discrepancies between δ and δ T we have the following expressions:
where P r and N l are the right side and left side from r − iT u to r + iT u on the circle |s| = r 2 + T 2 u , respectively. To justify the last expressions for the first and third cases, one applies Cauchy's Residue Theorem and notes that the only residue of v s s at s = 0 is equal to 1; for the second case, one can figure out the result by direct computation. For references, one may see pages 105-107 in [8] or pages 300-301 in [12] . From the same references, one recalls that
We also need
for estimating S 1 and S 7 , which may be justified by direct computation. It follows that
Similarly, we have
Hence,
where M = min{log(y/Y ), log(X/x)}. Noting that |s| = R and utilizing (3.6) again, one acquires (3.12)
Recalling (3.10), one gets
since Λ(n) ≤ log n for all n ∈ N. Estimates for S 3 and S 5 is trivial; one has (3.14)
Conclude from (3.3), (3.4) , and (3.8) with (3.5), (3.7), (3.11), (3.12), (3.13), and (3.14) that we have the following lemma, which is the difference form of Landau's Formula.
Lemma 5. Suppose that y is so that x and T sufficiently large. We have 4. The prime number theorem in the ψ form.
We now prove Theorem 1. We instead prove (2.9), by the density hypothesis in the form of (2.7) and having recourse to the difference ψ(x) − ψ(y) from Lemma 5. Assuming that (2.9) is valid for y. We obtain
Recall (3.10) and note that 
where H β (u) is the Heaviside function at the point β with the half-maximum convention in (1.3). Therefore,
, in which, the last equality is from the density hypothesis in (2.7). We shall take T such that T c > y, or equivalently, T > y 1−a . The second term inside the parenthesis in the last expression in (4.3) is simplified to (4.4) T c log y
Substituting (4.4) into (4.3) yields (4.5)
Actually we choose T = ey 1−a , from which, the second term inside the parenthesis on the right side of (4.5) is bounded from above by Recalling (4.1) with (4.7) and (3.16), we obtain (4.8) ψ(x) = x + O y a log 2 y + O (x − y) log 2 y + O E(x, y; X, Y, T ) .
In order to prove Theorem 3, we now take y = x − x a ≥ 1 7
x (whenever x ≥ e log(7/6) 1−a and this is satisfied for all a ≤ 5/8) so that (4.9) x log 2 x ey 1−a ≤ 7 1−a e x a log 2 x < x a log 2 x, and (4.10) (x − y) log 2 x = x a log 2 x.
By (4.8) with (4.9) and (4.10), we conclude (2.9) by induction on x = x l , x l−1 = x l − x a l , . . ., x 1 = x 2 − x a 2 , x 0 = x 1 − x a 1 for sufficiently large l so that x 0 is small enough with the validity of (2.9) for x 0 being verified easily with a computation. The equivalence of (2.9) and (2.5) is well-known in literature, see [3] , [8] , or [12] ; we have finished the proof for Theorem 1.
To finish the proof of Theorem 1, we record the following Lemma 6 (Theorem 12.3 on page 305), directly from [12] . To conclude this article, let me say that some difficult-look problems in mathematics may not be so tough to deal with if we somehow find a neat way to tackle it. This is one of those examples, one may also see [1] , [4] , and, [5] .
