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Abstract
qAC0[2] is the class of languages computable by circuits of constant depth and quasi-polynomial
(2log
O(1)n) size with unbounded fan-in AND, OR, and PARITY gates. Symmetric functions are
those functions that are invariant under permutations of the input variables. Thus, a symmetric
function fn : {0; 1}n → {0; 1} can also be seen as a function fn : {0; 1; : : : ; n} → {0; 1}. We
give the following characterization of symmetric functions in qAC0[2], according to how fn(x)
changes as x grows from 0 to n. A symmetric function f = (fn)n∈N is in qAC0[2] if and only
if fn has period 2t(n) = logO(1)n except within both ends of length logO(1)n. c© 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Proving lower bounds is one of the most fundamental tasks in complexity theory.
However, it appears to be a rather diAcult one, and so far people can only show lower
bounds for very restricted classes, mainly for variants of constant-depth circuits.
Let AC0 denote the class of languages computable by constant-depth polynomial-size
circuits with AND and OR gates. For any constant p∈N, by allowing AND, OR, and
MODp gates, we have the class AC0[p]. Allowing a MAJORITY gate on the top but
only AND and OR gates for the remainder, we get the class PERCEPTRON. If a letter
q is added before any of the class names above, the circuit size is now allowed to be
quasi-polynomial, or 2log
O(1) n.
The Crst signiCcant lower bound on the size of such circuits came from Furst et al.
[7] and Ajtai [1], showing that the PARITY function is not in AC0. This was later
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improved by Yao [12] and HIastad [9], showing that PARITY is even outside of qAC0.
Razborov [10] considered qAC0[2] and showed that the MAJORITY function is not
in it. Smolensky [11] showed that, for any prime p and any constant c not divisible
by p, both MODc and MAJORITY are not in qAC0[p]. Barrington and Straubing [3],
generalizing the result of Green [8] and Aspnes et al. [2], proved that for any constant
c, MODc is not in qPERCEPTRON.
Note that all these lower bounds are for symmetric functions. A boolean function
f : {0; 1}∗→{0; 1}, can be seen as a sequence of functions fn : {0; 1}n→{0; 1} for
n∈N, and vice versa. A function fn : {0; 1}n→{0; 1} is called symmetric if its value
depends merely on the number of 1’s in its input, and we say that f : {0; 1}∗→{0; 1}
is symmetric if for all n∈N, fn is symmetric. A symmetric function fn can also be seen
as a function from [n] = {0; 1; : : : ; n} to {0; 1}. We will abuse the notation and also use
fn to denote this function from [n] to {0; 1}. That is, for k ∈ [n], fn(k)=fn(1k0n−k).
It turns out to be very useful to look at how fn(x) changes as x grows from 0 to n.
The sequence fn(0)fn(1) · · ·fn(n) is called the spectrum of fn.
Symmetric functions in some circuit classes appear to be special, as there are some
neat characterizations for them. Fagin et al. [6] pioneered this line of study, for sym-
metric functions in AC0. Brustmann and Wegener [4] followed this approach, equiped
with HIastad’s lower bound, and found an exact characterization for symmetric func-
tions in AC0. A careful analysis of their proof shows that all the symmetric functions
in qAC0 are also in AC0. So we have the following:
• Suppose that f is a symmetric function. Then f is in AC0 iL f is in qAC0 iL fn
is constant except within both ends of length logO(1) n.
For qPERCEPTRON, Zhang et al. [13] gave the following characterization:
• A symmetric function f is in qPERCEPTRON iL fn has logO(1) n many value
changes.
Damm and Lenz [5] attempted a characterization of AC0[2] but did not quite succeed.
Their characterization was based on some unproven assumption. Proceeding along their
line, together with an adaptation of Smolensky’s lower bound [11], we succeed in
characterizing symmetric functions in qAC0[p] for any Cxed prime p:
• A symmetric function f is in qAC0[p] iL fn has period pt(n) = logO(1) n except
within both ends of length logO(1) n.
It is not clear whether for symmetric functions qPERCEPTRON would collapse to
PERCEPTRON, or qAC0[2] would collapse to AC0[2]. However, for some function k
to be deCned later, our result implies the following:
• The set of symmetric functions in qAC0[2] is equal to the set of symmetric functions
in AC0[2] iL k ∈AC0[2] for all k = logO(1) n.
2. Preliminaries
Let sBn denote the class of symmetric functions from {0; 1}n to {0; 1}, and let sB
denote the class of symmetric functions from {0; 1}∗ to {0; 1}. sBn can be seen as a
C.-J. Lu / Theoretical Computer Science 261 (2001) 297–303 299
vector space of dimension n + 1 over Z2, and there are two natural bases for it. The
Crst one is {k | 06k6n}, where k ∈ sBn is deCned as
k(x) =
{
1 if x = k;
0 otherwise:
The second one is {k | 06k6n}, where k ∈ sBn is deCned as
k(x) =
( x
k
)
mod 2:
One can check that k is the kth symmetric polynomial over Z2, that is,
k(x1; : : : ; xn) =
⊕
I∈[n];|I |=k
∏
i∈I
xi:
So for k = logO(1) n, both k and k are in qAC0[2].
Let fn ∈ sBn. Clearly fn=
∑
k∈[n] fn(k)k . Let v(fn) denote the spectrum fn(0)
fn(1) · · ·fn(n)∈Zn+12 of fn. DeCne C(fn) to be the smallest integer k such that v(fn)
is constant except within both ends of length k, that is, the smallest k such that
fn(x1 : : : xn−2k1k0k) is a constant.
For fn=
∑
k∈[n] fˆn(k)k , deCne the degree of fn, denoted as D(fn), to be the largest
k with fˆn(k) 	= 0. The period of fn, denoted as P(fn), is deCned as the smallest k such
that fn(x)=fn(x+ k) for 06x6n− k. The following proposition shows the period of
k . It can be proved using Lucas’ theorem
( x
k
)
≡
(x=2
k=2
)(
xmod 2
k mod 2
)
(mod 2):
Proposition 1. The period of k is 2t where t is the smallest integer such that k6
2t − 1. That is; P(k)= 2log2 (k+1).
Corollary 1. Every function in sBn of degree k has period 2log2 (k+1).
The following can easily be proved using dimension arguments.
Proposition 2. Every function in sBn with period 2t has degree less than 2t .
We will use a measure for functions in sBn, which is slightly diLerent from that
used by Damm and Lenz [5]. For fn ∈ sBn, deCne b(fn) as the smallest integer k such
that fn ∈ span {i; n−i ; i | 06i6k}, over Z2.
For fn ∈ sBn, it is useful to divide v(fn) into three parts with a periodic middle part.
Let v(fn)= , where ||6||6||6|| + 1. Let gn ∈ sBn be the function with the
smallest period such that v(gn)= ′′ for some ′ and ′ with |′|= || and |′|= ||.
DeCne hn=fn⊕gn. The decomposition fn= gn⊕hn is called a standard decomposition.
So for a standard decomposition fn= gn ⊕ hn, P(gn); C(hn)6(n+ 1)=3.
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Let MAJn denote the MAJORITY function on n boolean variables, which outputs 1
iL at least n=2 input variables are 1. We will need the following lower bound of
Smolensky [11].
Lemma 1. Let p be any 1xed prime. Then any depth d circuit with AND; OR; and
MODp gates for MAJn must have size 2!(n
1=2d).
Let MODqn denote the function on n boolean variables that outputs 1 iL the num-
ber of 1’s in the input is a multiple of q. For any Cxed prime q 	=p, the above
size lower bound also holds for the function MODqn, as proved in [11]. However, we
need a slightly stronger lemma instead, which can be proved by slightly modifying
Smolensky’s argument. Notice the point in the statement where q is quantiCed.
Lemma 2. Let p be a 1xed prime. There exist contants n0 and c such that for any
n¿n0 and for any prime q 	= p with q6n=2; any depth d circuit with AND; OR;
and MODp gates computing MODqn must have a size of at least 2cn
1=2d
.
3. Main results
Lemma 3. Suppose that f∈ sB and for each n∈N; fn= gn ⊕ hn is a standard
decompostion. If f is in qAC0[2]; then P(gn)= log
O(1) n.
Proof. Let b=P(gn), which is a function of n. We will construct the function MAJb
from fn, and a circuit for MAJb from the circuit for fn without blowing up the size
too much. So if f is in qAC0[2], then b must be small because of the lower bound
for MAJb.
Consider the interval of length b centered at n=2. Clearly fn and gn agree at inputs
from this interval. Let A= {i1; i2; : : : ; il}, for some integer l, be the set of indices i in
that interval where gn(i)= 1. The only index x in that interval such that gn(x+i1−ij)= 1
for each ij ∈A is x= i1, for otherwise gn has a smaller period than b=P(gn).
Let k = 3b=2. Consider those l functions on k variables derived from fn by Cxing
ij − b=2 variables to 1 and n − b − ij variables to 0, for 16j6l. The AND of
these l functions has spectrum 10b−1, for some  of length b=2. By negating all its
variables we get a function with spectrum 0b−11, where  is the reverse of . More
precisely, deCne
f′k (x1 · · · xk) =
∧
16i6l
fn(Px1 · · · Pxk1ij−b=20n−b−ij):
Then v(f′k )= 0
b−11, for some  of length b=2. Next deCne
f′′b (x1 · · · xb)=
∨
16i6b=2
f′k (x1 · · · xb1i−10k−b−i+1):
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Then f′′b =MAJb. If fn has a qAC
0[2] circuit of depth d and size 2log
c n, MAJb has a
circuit of depth d+ 2 and size 2log
c+2 n. From Lemma 1, P(gn)= b= log
O(1) n.
Lemma 4. Suppose that f∈ sB and for each n∈N; fn= gn ⊕ hn is a standard
decompostion. If f is in qAC0[2]; than P(gn) is a power of 2 for all but 1nitely
many n.
Proof. Suppose f∈ qAC0[2]. We know that P(gn)= logO(1) n from the previous
lemma. Now suppose that P(gn) is not a power of 2 for an inCnite number of n.
We will show that this leads to a contradiction.
Consider the function derived from fn by discarding both ends of length C(hn). That
is, for l= n− 2C(hn), deCne
f′l (x1 · · · xl) = fn(x1 · · · xl1C(hn)0C(hn)):
Then f′l is a periodic function with P(f
′
l )=P(gn). As C(hn)6(n + 1)=3, l=
n − 2C(hn)=!(n). So P(f′n )= logO(1) n, and it is not a power of 2 for an inCnite
number of n. Observe that there exist constants n0; d; c1; c2; c3, such that when n¿n0,
all the following statements hold:
• f′n can be computed by a qAC0[2] circuit of depth d and size 2log
c1 n, as f is assumed
to be in qAC0[2].
• P(f′n )6 logc2 n:
• 1 + logc2 n2logc1 n62logc3(n−2P(f′n ))=P(f′n ):
• For any prime q 	= p with q6n=2, the function MODqn is not computable by any
qAC0[2] circuit of depth d+ 1 and size 2log
c3 n, from Lemma 2.
As P(f′n ) is not a power of 2 inCnitely often, there exist an m¿n0 and a prime q 	= 2
such that q |P(f′m) and (m−2P(f′m))=(P(f′m)=q)¿n0. Let b=P(f′m), r=m−2b, and
k = r=(b=q). As f′m is a function of period b, we can construct the function MODbr
and then the function MODqk as the following:
MODbr (x1 · · · xr) =
∧
i∈[b−1];f′m (i)=1
f′m(x1 · · · xr1i02b−i); and
MODqk(x1 · · · xk) =MODrb(xb=q1 · · · xb=qk 0r−kb=q):
Then MODqk can be computed by a qAC
0[2] circuit of depth d + 1 and size
1 + b2log
c1 m61 + logc2 m2log
c1 m62log
c3(m−2b)=(b=q)62log
c3 k , a contradiction.
Lemma 5. Suppose f∈ sB. If f is in qAC0[2]; then b(fn)= logO(1) n.
Proof. Suppose that f is in qAC0[2]. For each n∈N, let fn= gn⊕hn be a standard de-
composition. From Lemmas 3 and 4 we know that P(gn)= log
O(1) n and is a power of
2 for almost every n. So from Proposition 2, D(gn)= log
O(1) n. Then g=(gn)n∈N is in
qAC0[2], and so is h=(hn)n∈N =(fn⊕gn)n∈N. Let b=C(hn), which is a function of n.
We will construct the function MAJb from hn, and use the lower bound for MAJb to
the upper bound b.
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Let v(hn)= v0 · · · vb0n−2b−1vn−b · · · vn. Assume, without loss of generality, that
vn−b=1 (otherwise consider the function hn(Px1 · · · Pxn)). For 16i6b=2, by Cxing
n − 2b + i variables to 1 and b − i variables to 0, we get a function with spectrum
0b−i1vn−b+1 · · · vn−b+i−2. The OR of these functions has spectrum 0b=21b=2, that of
MAJb. More precisely, deCne
h′b(x1 · · · xb) =
∨
16i6b=2
hn(x1 · · · xb1n−2b+i0b−i):
Then h′b=MAJb. If hn has a depth d size 2
logc n circuit, MAJb has a depth d + 1
size 2log
c+1 n circuit. From Lemma 1, b= logO(1) n. So b(fn)= max{D(gn); C(hn)− 1}
= logO(1) n.
Fagin et al. [6] showed that for i= logO(1) n, i and n−i are in AC0. Also for
i= logO(1) n, i can be computed by a PARITY of 2log
O(1) n ANDs. So for f∈ sB,
b(fn)= log
O(1) n implies that fn can be computed by the PARITY of some subset
of {i; n−i ; i | i= logO(1) n}. Also, from Corollary 1 and Proposition 2, a symmetric
function has degree logO(1) n iL it has period 2t(n) = logO(1) n. So we have our main
theorem and a normal form theorem for sB∩ qAC0[2].
Theorem 1. For f∈ sB; f∈ qAC0[2] i8 b(fn)= logO(1) n i8 fn has period 2t(n)
= logO(1) n except at both ends of length logO(1) n.
Theorem 2. Any function in sB∩ qAC0[2] can be computed by circuits that are PAR-
ITY of quasi-polynomial number of AC0 circuits.
There is nothing special about MOD2. In fact for any prime p, we have the following
similar theorem. The proof is almost identical.
Theorem 3. For f∈ sB; f∈ qAC0[p] i8 fn has period pt(n) = logO(1) n except at both
ends of length logO(1) n.
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