The ecosystems within and surrounding plants, called phytobiomes, are teeming with microorganisms and macroorganisms. They include representatives from diverse taxa: viruses, bacteria, archaea, fungi, oomycetes, other plants, and animals. The biological interactions among these organisms encompass the full range encountered in any complex ecosystem, from competition, predation, and pathogenesis to mutualism and symbiosis. Interactions are influenced by environmental factors, including soil composition, temperature, humidity, irradiation, and wind. Teasing apart these intricate exchanges for applicable insight is an ongoing challenge, but one that could yield new intervention points for managing crop health. Understanding, and eventually directing, the functions of phytobiomes will require embracing their complexity.
Plants and associated organisms influence one another through cycling of nutrients, chemical antagonism, or direct predation and feeding. Interactions are established and regulated, and sometimes inhibited, through the production and perception of physical and chemical cues. We focus this brief Review on the chemical languages mediating communication in the phytobiome, and how these signals are perceived and manipulated to affect plant performance.
What Makes Up the Phytobiome?
The first stage toward resolving phytobiome function has been exploration of the composition, distribution, and abundance of organisms within plant-associated communities. Plants associate with billions of organisms in millions of species, from viruses to arthropods, whose gene repertoires far surpass those of plants themselves (Table 1 ; see references). Metataxonomic approaches are high-throughput processes used to characterize the entire microbiota and allow comparisons of relationships among microbiome members (Marchesi and Ravel, 2015) . Such approaches targeting bacterial and fungal composition have shown that genotype, environment, and plant compartment (i.e., spermosphere, endosphere, rhizosphere, phyllosphere) all influence community composition to varying degrees (Figure 1 ; [Hacquard et al., 2015] ). The plant aerial surface, or phyllosphere, which experiences fluctuations in nutrient availability and environmental conditions, harbors a more distinct microbiome compared with the more environmentally stable rhizosphere (zone of soil that is directly influenced by the plant root) (Remus-Emsermann et al., 2012) . Whole-metagenome sequencing (WMS) studies, which offer a more comprehensive view of nonbacterial organisms, have determined that bacteria dominate all plant compartments and that bacterial diversity and density are highest in the rhizoplane (external root surface) (Hacquard et al., 2015) . The finding that plant genotype and plant niche can drive community composition has important implications for crop-improvement programs.
The rhizosphere is replete with organisms that impact microbial composition and activity by feeding on other community members. These so-called grazers include insects, earthworms, nematodes, and protists, and they can change microbial community structure by dispersing microbes through the soil or by preferential feeding on specific taxa, either reducing prey abundance or stimulating turnover and activity (reviewed in de Vries and Shade [2013] ). As examples, certain soil protozoa prefer Gram-negative bacteria (Andersen and Winding, 2004) and nematodes may change rhizosphere bacterial community composition to favor plant growth-promoting bacteria (Kreuzer et al., 2006) . Some soil microbes, including some pseudomonads, have evolved antibiotics that protect against protozoan predators (Jousset et al., 2010) . Thus, these animals and amoebae, which provide about one-third of the nitrogen mineralization in agricultural ecosystems, will have far-reaching implications on phytobiome communication. Due to limited reference sequences, our current grasp of the diversity of these groups is poor; however, metataxonomic techniques targeting environmental protists, nematodes, and arthropods are beginning to shed light on this important segment of the phytobiome (Andú jar et al., 2015) . like autoinducers from other species; the HSL signals required for virulence in the olive knot pathogen Pseudomonas savastanoi can be supplied by nonpathogenic species on the plant (Hosni et al., 2011) . Signals may activate competitive inhibition mechanisms of neighboring bacteria, like antibiotic expression in P. fluorescens (Dubuis et al., 2007) . Quorum quenching, or autoinducer degradation, among bacteria in the phytobiome can affect the behavior of biocontrol and pathogenic species alike, potentially causing beneficial or detrimental effects to the plant (reviewed in Teplitski et al. [2011] ). Bacterial signaling by lipochitooligosaccharide NOD factors and exopolysaccharides, used to establish nodulation symbiosis and confer host specificity, has been reviewed extensively. Less well characterized are the signaling roles of diverse microbial volatile organic compounds (VOC) produced by bacteria. Production of the volatile compound indole can affect biofilm formation, virulence factor production, and stress survival mechanisms in nearby bacteria (Lee et al., 2015) . Some volatiles relay a message through alteration of the physical environment: the soil-inhabiting (Rousk et al., 2010; Siles and Margesin, 2016; Trivedi et al., 2016) ; Aboveground: (Williams and Marco, 2014) . z Operational taxonomic units (OTUs): Belowground: (Maestre et al., 2015; Siles and Margesin, 2016; Trivedi et al., 2016) ; (Wagner et al., 2016) , maize (authors unpublished data), sugarcane (de Souza et al., 2016) , grapes (Zarraonaindia et al., 2015) , cacti species (M. geometrizans and O. robusta; [Fonseca-García et al., 2016] ), and
Streptomyces venezualeae releases the volatile organic compound trimethylamine, which modifies local pH levels to trigger exploratory activity in physically separated Streptomyces (Jones et al., 2017) . QS and volatile signals play important roles in interkingdom communication. Algal zoospores are attracted to bacterial biofilms, their major food source, by perceiving HSLs (Tait et al., 2005) . Plant roots may actively take up, perceive, or systemically transport some HSLs, causing measurable hormonal and developmental effects (reviewed in Hartmann et al. [2014] ). Bacterial VOC can also modulate plant development and defense, with specific volatile blends activating distinct defense and developmental pathways in different plants (reviewed in Kanchiswamy et al. [2015] ). Convergent evolution of indoleacetic acid biosynthesis in bacteria, microalgae, fungi, and plants suggest that natural selection might have favored indole signaling as a widespread physiological code (Fu et al., 2015) .
Other phytobiome members can actively enhance or thwart autoinducer signaling through signal degradation, mimicry, inhibition, or induction mechanisms. HSL levels were rapidly diminished when added to the root systems of lotus and clover, but not to those of wheat or corn (Delalande et al., 2005) . Some plant secondary metabolites inhibit QS signaling (Vikram et al., 2010) , while the metabolites rosmarinic acid and lumichrome are true HSL mimics that bind directly to QS receptors (Corral-Lugo et al., 2016) . Fungal compounds, including some Penicillium and Fusarium mycotoxins, also inhibit HSL perception or responses (Bacon et al., 2016; Rasmussen et al., 2005) . Phytophthora species are capable of producing a non-HSL QS molecule, AI-2, presumably for cross-kingdom communication that promotes oomycete fitness (Kong et al., 2010) .
Insect Signals
Insects and other arthropods convey messages to one another about threats, social status, food availability, and mating through agava species (A. deseritti; A. salmiana; A. tequilana; ). Only phyla that represent > 0.5% of the total population in at least one sample are included. The selected studies used high-throughput sequencing (Illumina MiSeq or 454 pyrosequencing) to profile the bacterial community structure. (B) OTU network maps showing interactions between root-associated microbiome (bacteria and fungi) and plants strongly correlates with plant species identity. Plants were grown in the same soil, and root-associated microbiome were characterized using MiSeq Illumina sequencing. The raw sequence data have been submitted to the NCBI Short Read Archive database under accession numbers NCBI: SUB2577050 and NCBI: SUB2577680 for bacteria and fungi, respectively. volatile pheromones, or semiochemicals. The 1959 discovery of the first insect pheromone paved the way for the field of chemical ecology and the discovery of hundreds of chemically diverse pheromones. Pheromone communication is essential for the success of insect herbivores and plant disease vectors, and synthetic pheromones were the first phytobiome chemical signals to be commercialized for integrated pest management and monitoring.
Plants strongly influence pheromone production and perception. Bella moths use alkaloid compounds from rattlebox plants for sex pheromone synthesis (Eisner and Meinwald, 1995) . Sex and aggregation pheromones, in some cases, work synergistically with plant-volatile compounds, resulting in much better attractants of insects than either molecule alone (reviewed in Reddy and Guerrero, [2004] ). Other plant volatiles inhibit pheromone signaling by inhibiting the response of insect olfactory neurons (Hatano et al., 2015) . Additionally, VOC emitted by bacteria and fungi affect insect behavior (Davis et al., 2013) .
Fungal Signals
Fungi employ chemical signals to regulate sexual reproduction, sporulation, and development. Cell-cell recognition signals employed in mating include cyclic AMP or, in the maize pathogen Ustilago maydis, short peptide pheromones (Szabó et al., 2002) . Mycorrhizae establish communication with hosts through Myc factors, or chitooligosaccharides that are recognized by receptors in the plant (reviewed in Smith et al. [2015] ). Like bacteria and insects, fungi emit species-specific VOC profiles with diverse properties, although only a fraction of these have been studied in detail. Among these, oxygenated lipid pheromones-or oxylipins-are important in regulating development and pathogenesis in fungi (Tsitsigiannis and Keller, 2007) . Other fungal VOC may affect the phytobiome through direct antimicrobial activity (Kanchiswamy et al., 2015) , but relatively little is known about their roles as intraspecies or interspecies signals.
Fungal signals also are prone to perception or interference by other members of the phytobiome. Plant-produced oxylipins may mimic those of fungi and can regulate fungal development and mycotoxin production during pathogenesis (Gao and Kolomiets, 2009 ). Similarly, plant mimicry of fungal VOC may serve to attract insect pollinators (Kaiser, 2006) . Several fungal VOC affect the motility or exopolysaccharide production of soil bacteria (Schmidt et al., 2016) . Insects, microscopic arthropods, nematodes, and earthworms may also perceive and respond to fungal VOC (reviewed in Werner et al. [2016] ). Fungal VOC can prime systemic resistance in plants or suppress plant growth, as seen in the induction of lateral root growth by a sesquiterpene from the mycorrhizae Laccaria bicolor (reviewed in Li et al. [2016] ). Some VOC effects on plants appear to be species-specific, but the mechanisms of their perception and function, and their overall significance in the phytobiome, are not yet understood.
Nematode, Virus, and Protist Signals Other phytobiome inhabitants communicate through signals that are just beginning to be recognized. Plant-infecting nematodes communicate through secretion of ascaroside pheromones (Choe et al., 2012) , and social amoebae use cyclic nucleotide or peptide signals to modulate social behavior (Asghar et al., 2012) . Even viruses display communal signaling using short communication peptides (Erez et al., 2017) . For example, a peptide called arbitrium is produced by bacteriophage during infection of its host cell; the concentration of arbitrium in the medium is measured by progeny viruses and serves as a communication code for lysis-lysogeny decisions (Erez et al., 2017) . The effects of nematode and protist signals on the phytobiome are poorly understood, but pioneering studies suggest that they might play a significant role. Plants can detect nematode ascarosides, which are proposed to act as nematode-associated molecular patterns (NAMPs), and respond through the induction of general defense response pathways effective against many pathogens (Manosalva et al., 2015) . Nematode-trapping fungi also detect these pheromones and use them to regulate morphogenesis, possibly to grow toward prey (Hsueh et al., 2013) . Growth of soil microalgae is substantially affected by phytohormones produced by algae-associated bacteria (De-Bashan et al., 2008) , and amoebal supernatants signal prey bacterium P. fluorescens to secrete a cocktail of anti-amoebal toxins (Jousset et al., 2010) . Nematodes also produce plant hormones to establish association with plants. Nematode-produced cytokinins activate the host plant cell cycle, helping establish long-term parasitism (Shanks et al., 2016) .
MAMPs, DAMPs, and Effectors
Other signals detected by plants are not employed in communication but are instead the hallmarks of pathogen or symbiont presence. Microbe-associated molecular patterns (MAMPs) are highly conserved in other organisms but are not present in plants; MAMPs include the bacterial protein flagellin and chitin oligomers from fungi. In plants, MAMPs are recognized by cellsurface-localized pattern recognition receptors (PRRs) (Zipfel, 2014) . Binding of MAMP ligands to cognate PRR receptors initiates a downstream signaling cascade that activates a restrained state of plant immunity, known as MAMP-triggered immunity (MTI) (Dangl et al., 2013) . MTI includes responses such as extracellular alkalization, increased Ca 2+ concentration, and activation of defense signaling cascades. MTI functions in the recognition of many components of the phytobiome, including bacteria, fungi, oomycetes, nematodes, and insects. Damage-associated molecular patterns (DAMPs) are by definition ''self'' molecules, but their presence signals the damaging activity on plants by other organisms. DAMP signals include oligogalacturonides, formed by fungal degradation of plant cell walls during infection. Perception of DAMPs is also achieved by PRRs. Effectors are molecules expressed by plant pathogens that change host physiology to benefit the invading pathogen. Plant perception of effectors is frequently mediated by nucleotide-binding LRR proteins (NLRs) that are mostly intracellular (Jones et al., 2016) . NLR proteins have evolved to detect the presence or activity of effector proteins, leading to activation of strong immune reactions, a process known as effector-triggered immunity (ETI) (Dangl et al., 2013) .
Plant Signals
Plant signals help shape the phytobiome by recruiting, repelling, and coordinating the interactions among different organisms and the environment. Root exudates contain sugars, amino acids, polysaccharides, and secondary metabolites, which can serve as food sources and signals for phytobiome components. This exudate cocktail, which is affected by environmental factors and plant physiological status, influences the assembly of rhizosphere communities and the deterrence of pathogens (Lareen et al., 2016) . Secreted flavonoids recruit specific Rhizobia species, inducing Nod gene expression to initiate symbiosis. Other plant signals perceived by Rhizobia include betaines, aldonic acids, and jasmonic acid (reviewed in Smith et al. [2015] ). Signals may have simultaneous beneficial and detrimental effects; for example, plant cutin monomers are signals to trigger arbuscular mycorrhizal fungal symbiosis, but they are also recognized by oomycetes to trigger pathogenesis behaviors (Wang et al., 2012) . Plant-emitted VOC are key recognition cues that allow insect herbivores, pollinators, and seed dispersers to recognize plants. This recognition is usually mediated not by single compounds, but by recognition of volatile blends of specific composition and concentration (reviewed in Bruce and Pickett [2011] ).
Plant perception of microbes and insects leads to activation of phytohormone signals that convey messages among different parts of the plant (Figure 2 ). The plant hormones salicylic acid (SA), jasmonic acid (JA), and ethylene (ET) are the main regulators of plant response to attack by pathogens and pests (Pieterse et al., 2012) . While SA is important for defense against biotrophic pathogens and phloem-feeding insects, JA and ET mediate responses to necrotrophic pathogens, chewing insects and herbivores (Glazebrook, 2005) . The SA and JA/ET pathways act mostly in an antagonistic manner, leading to tradeoffs for resistance against organisms of diverse lifestyles (Spoel et al., 2007) . Phytohormones that function in abiotic stress tolerance and plant growth-namely auxins, cytokinins, ethylene, gibberellic acid, abscisic acid, brassinosteroids, and strigolactonesalso participate in plant responses to phytobiome members (Shigenaga and Argueso, 2016) . Phytohormone responses also serve as signals to the community. The ability of Arabidopsis plants to produce SA shapes the root microbiome composition, including non-pathogenic species, by acting as a signal or carbon source for some microbiome species . Secretion of the plant hormone strigolactone stimulates spore germination and Myc factor production in arbuscular mycorrhizal fungi, allowing for plant colonization under low-phosphate conditions (Besserer et al., 2006) . Hormonal effects may be specific to a plant compartment or a particular context; in Arabidopsis, ethylene perception had a positive effect on microbial diversity in the rhizosphere but a negative effect on phyllosphere diversity (Bodenhausen et al., 2014) .
Phytohormone function can also be manipulated by phytobiome members. Plant-associated bacteria produce cytokinins, gibberellins, auxin, and SA (Baca and Elmerich, 2007; Lebeis et al., 2015) , and phytohormone production by beneficial bacteria can promote root growth and reduce stomatal conductance, resulting in improved drought resistance (reviewed in Kudoyarova et al. [2015] ). Conversely, plant pathogens can catabolize auxin or reduce ET levels, resulting in a diminished defense response (Leveau and Lindow, 2005) . Mimicry is also a strategy: the JA mimic coronatine from Pseudomonas activates a signaling cascade that inhibits SA signaling in plants (Zheng et al., 2012) , and methylated cytokinins released by Rhodococcus fascians mimic plant cytokinins to induce gall symptoms (Radhika et al., 2015) . Phytohormone production is also observed in fungi. Ectomycorrhizae produce phytohormones that stimulate plant root development (Vayssiè res et al., 2015) , and fungal pathogens produce abscisic acid, increasing plant susceptibility and accelerating fungal pathogenesis (Spence and Bais, 2015) .
Tritrophic and Multitrophic Signal Interference: No Conversation Is Private
The signaling systems discussed in the previous section reflect the focus and scope of the majority of research-that is, signals that mediate interactions within a single population or between two taxa in the phytobiome. In nature, these messages are affected, or even directly manipulated, by the many biotic partners present or the composition of the community as a whole. Systemic plant hormonal changes are likely among the major integrators of community-wide signals. Infection with necrotizing pathogens initiates systemic acquired resistance (SAR), a major systemic response that accompanies the accumulation of SA (Fu and Dong, 2013) . Insect herbivory and colonization with some non-pathogenic species of rhizobacteria promote another systemic plant response, induced systemic resistance (ISR). ISR responses are independent of SA (Pieterse et al., 2009 ) and dependent on JA and ET. Both pathways signal through the downstream master regulator NPR1 and activate distinct but overlapping sets of defense genes. Extensive crosstalk among these and other phytohormone signaling pathways allows plants to define appropriate physiological responses to the existing environmental conditions and to the characteristics of the interacting organisms (Vos et al., 2015) . Hormonal crosstalk, as measured by gene expression, is widely observed in plants subjected to multi-stress and multi-attacker conditions, which are likely more similar to situations encountered in nature (reviewed in Berens et al. [2017] ). The ability to develop hormonal crosstalk under multiple stresses is correlated with a lack of growth fitness costs during defense (Vos et al., 2015) ; thus, the capacity to generate specific rather than general responses is likely an energy-saving strategy used by plants to conserve resources for survival in stressful situations.
It is thus clear that most plant biotic interactions have some effect on the outcome of plant interactions with other organisms, but the number of mitigating abiotic and biotic factors involved makes these outcomes hard to predict in nature. The presence of specific endophytes or pathogens can affect plant interactions with herbivores, either to the benefit or detriment of the plant. In a summary of dozens of studies, pathogen infection of plants had a negative effect on feeding arthropods in 35% of interactions studied, a positive effect on 17% of interactions, and no effect in 50% of the cases (reviewed in Stout et al. [2006] ). The effects of herbivory on plant infection showed a similar proportional breakdown. Beneficial endophytes also work through hormones; Trichoderma inhibits nematode invasion of tomato by priming plant hormones in a temporal, stepwise manner (Martí-nez-Medina et al., 2017) . Viruses have an especially close mutualistic relationship with their insect vectors, and viral effects can suppress defense against insect feeders, increase insect fecundity, and free nutrients for the insect (Casteel and Falk, 2016) . Some viruses enhance recruitment of aphids to their respective hosts (Salvaudon et al., 2013) , and the Colorado potato beetle survives better on tobacco mosaic virus-infected tomato than healthy plants (Gopal et al., 2013) . Not all viral effects are purely beneficial to their vectors, however. Tungro virus attracts leafhoppers to rice but slows their growth and fecundity (Khan and Saxena, 1985) .
The systemic nature of these responses results in tight linkage of aboveground and belowground events. Leaf infection of tall fescue with Epichloe coenophiala changed the microbial communities associated with the roots (Rojas et al., 2016) , and whitefly infestation on pepper plants reduced infection by root bacterial pathogens (Yang et al., 2011) . Large animals are also considered part of the phytobiome in this regard: light sheep grazing on legumes was reported to increase the microbial diversity in soil, while heavy grazing did not (Qu et al., 2016) . Conversely, rhizosphere communities may affect the outcome of leaf interactions: mites showed greater attraction to bean plants colonized with mycorrhizae and nitrogen-fixing bacteria (Khaitov et al., 2015) , while adding nematodes to soil can decrease reproduction of aphids on the leaves (Hol et al., 2013) .
For every example of signal interference by a third party, there are many examples of disease complexes or other multipartite interactions for which the mechanisms are not yet understood. The development and spread of the devastating pine wilt disease involves interactions between pine, the pinewood nematode (PWN), the nematode-vectoring pine sawyer longhorn-beetle, and PWN-vectored bacteria; yet, the basis for interactions that culminate in this disease are not known (reviewed in Proenç a et al. [2017] ). It is also important to note that eukaryotic organisms in the phytobiome each harbor their own internal and external microbiomes, which may be involved in establishing interactions of those organisms with plants. The ectomycorrhizal fungus L. bicolor requires a close relationship with the helper bacterium P. fluorescens to colonize tree hosts (Cusano et al., 2011) , and arbuscular mycorrhizal fungal symbioses are also augmented by fungal association with helper bacteria (Khaitov et al., 2015) . Bacteria secreted by the Colorado potato beetle larvae during feeding manipulate JA-mediated plant defenses to enhance larval feeding, and other herbivores are thought to use their oral or gut symbionts to suppress plant defenses, potentially through specific induction of cytokinins (reviewed in Shikano et al. [2017] ).
Conclusions, Perspectives, and Future Needs Phytobiome interactions have been studied for years in different academic fields. Community composition and interaction networks are studied by microbial and terrestrial ecologists, volatile signals by chemical ecologists, environmental cues by climate and soil scientists, and interactions with specific pest and beneficial organisms are in the realm of plant pathologists and agricultural entomologists. Each of these fields has its own language, focus, journals, and conferences. The nascent field of phytobiomes research is an attempt to strengthen the connections between ecological and agricultural bodies of knowledge for better translation to crop and managed ecosystems (Phytobiomes Roadmap, 2016) .
Phytobiome biotic interactions-whether mediated by signaling, antagonism, or cooperation for resources-have important implications for plants. Inter-kingdom connectivity among keystone species in phytobiome networks can regulate community assembly and plant fitness (Agler et al., 2016) . This principle has begun to be applied to restoration ecology; inoculation of restoration grassland with soil microbiota from different environments influences the composition of plant species that take hold there (Wubs et al., 2016) . A large-scale study of grassland succession after abandonment of agricultural fields demonstrated that existing groups of soil biota, including fungi, bacteria, microarthropods, nematodes, and plants, become increasingly connected and efficient in carbon uptake over time, even when the composition of plant species does not greatly change (Morrië n et al., 2017) . The basis of the relative paucity and simplicity of these networks in agricultural soils is not known, but the influential role of the non-plant organisms in these studies suggests that plant monoculture might not be solely to blame. Linking these biotic relationships with the underlying communication pathways needed to establish and regulate them could open up important new strategies modulating microbe-microbe interactions to benefit crop productivity and disease resistance.
Our current knowledge of communications within the phytobiome is still largely based on interactions involving two or three components and is frequently measured in laboratory settings. The repeated observations that signals can be co-opted, modified, or even destroyed by another member of the community reinforces the need for a systems-level analysis of communication within the phytobiome. Predictions of the signaling potential among phytobiome members are becoming more reliable through integration of improved metabolome and proteome technologies and analyses and with expansion of methods for studying environmental metabolomics. Indeed, interdisciplinary groups of scientists have come together to discuss and outline fundamental questions, including those encompassing communications within the phytobiome, and how to translate the information for crop improvement (Phytobiomes Roadmap, 2016) . Do communities evolve together to modulate or compensate for one another's signals for maximum plant survival? Many of the signals we discussed earlier are contradictory and simultaneous. Are plant manipulation and detection of signals coordinated to thwart certain neighbors and encourage others in specific conditions? A systems-level picture of signaling events is needed to understand whether plants are conducting a signaling symphony or shouting into a cacophonous crowd.
