Phase retrieval refers to algorithmic methods for recovering a signal from its phaseless measurements. Local search algorithms that work directly on the non-convex formulation of the problem have been very popular recently.
I. INTRODUCTION
Phase retrieval (PR) refers to the problem of recovering a signal x ∈ C n from a set of phaseless linear observations y ∈ R m . Under the absence of the measurement noise, the acquisition process is modeled as
where A ∈ C m×n is a measurement matrix and (·) i denotes the i th element of a vector. A recent surge of interest in PR has offered numerous recovery algorithms, among which a popular method poses PR as a nonconvex optimization, and employs a local search algorithm to find its minimizer [1] - [4] . For instance, adopting the optimization problem
and employing a "gradient descent" algorithm leads to the well-known Wirtinger flow.
The non-convexity of (1) magnifies the impact of initialization on the performance of local search algorithms. The most widely used initialization scheme, known as spectral initialization [2] , [3] , [5] - [8] , uses the leading eigenvector of the following data-dependent matrix:
as the starting point for local search algorithms. In the above equation, T = Diag(T (y 1 ), T (y 2 ), . . . , T (y m )), and T (·) denotes a suitable trimming function. Letx denote the leading eigenvector of M normalized so that x = 1.
It has been observed in [1] that if the number of measurements m is large enough (for a fixed n), then the leading eigenvector of M is aligned with the true signal vector. Hence, it is intuitively expected that even when m is not enormously larger than n,x can still carry some information about x . This heuristic was recently formalized in [6] for measurement matrices that are composed of independent and identically distributed (i.i.d.) standard normal entries. More specifically, [6] considered the asymptotic setting in which m, n → ∞, m/n = δ, and obtained a sharp characterization for the overlap between the leading eigenvector and the true signal. Further, [7] , [8] showed that, for the optimal trimming function, the overlap
x 2 converges to zero when δ < 1, and converge to a strictly positive number otherwise. Note that [7] , [8] not only characterized the fundamental limits of the spectral method, but also obtained the optimal trimming function.
A major assumption in the analysis of [7] , [8] is that the measurement matrix A contains i.i.d. Gaussian entries.
However, it is well-known that many important applications of phase retrieval are concerned with Fourier-type matrices [9] . This leads to the following natural questions: (i) Are the conclusions of [7] , [8] correct for other matrices that are employed in practice? (ii) Is the optimal choice of trimming that was derived in [7] , [8] for
Gaussian measurement matrices optimal for other matrices employed in practice? In response to these questions, [10] considered a popular class of matrices that can be used in phase retrieval systems, known as coded diffraction pattern (CDP) [11] . Through an extensive numerical study, [10] showed that the performance of the spectral initialization for such matrices follows that of the partial orthogonal sensing matrices closely. This allowed [10] to use an expectation propagation type algorithm [12] , [13] , proposed in [14] , [15] and analyzed in [16] , [17] , to obtain accurate conjectures for the performance of the spectral initialization. As a result of such studies, [10] conjectured that for partial orthogonal matrices (or equivalently for CDP matrices) if the trimming function is chosen optimally, then for δ > 2,
x 2 > 0, and for δ < 2,
x 2 = 0, in the asymptotic setting where n, m = δn → ∞. In this paper, we prove the conjectures presented in [10] using tools from the free probability theory [20] . We believe this is the first theoretical justification that the expectation propagation framework can correctly predict the statistical properties of the solutions to non-convex optimization problems. The main technical step in our proof is the identification of the location of the largest eigenvalue using a subordination function [20] . Interestingly, such subordination function appears naturally in the expectation propagation (EP) algorithm of [10] .
II. MAIN RESULT
This paper analyzes a spectral estimator for the phase retrieval problem with subsampled-Haar sensing matrices.
A. Notation 1) For Linear Algebraic Aspects: For a matrix A, A
H refers to the conjugate transpose of A. For a matrix A ∈ C n×n , with real eigenvalues, we use λ 1 (A) ≥ λ 2 (A) · · · ≥ λ n (A) to denote the eigenvalues arranged in descending order. We use σ(A) to refer to the spectrum of A which is simply the set of eigenvalues {λ 1 (A), λ 2 (A) . . . λ n (A)}.
Finally we define the spectral measure of A, denoted by µ A as,
δ λi(A) .
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For m, n ∈ N, we denote the m × m identity matrix by I m and a m × n matrix of all zero entries by 0 m,n . For m ≥ n, We also define the special matrix S m,n as: 
2) For Complex Analytic Aspects: For a complex number z ∈ C, Re(z), Im(z), Arg(z), |z|, z refer to the real part, imaginary part, argument, modulus and conjugate of z. We denote the complex upper half plane and lower half planes by
3) For Probabilistic Aspects: We use CN (0, 1) to denote the standard, circularly symmetric, complex Gaussian distribution. Unif(U m ) denotes the Haar measure on the unitary group. We denote almost sure convergence, convergence in probability and convergence in distribution by a.s. T (|Z|/ √ δ). For a borel probability measure µ, we use Supp(µ) to denote the support of µ.
4) Miscellaneous:
: Let A be a subset of R or C. A denotes the closure of A. The distance from a point
x ∈ R to A is defined by dist(x, A) = inf y∈A |x − y|. We define the neighborhood of A, denoted by A as
B. Measurement Model and Spectral Estimator
In the phase retrieval problem we are given m observations y ∈ R m generated as:
where x ∈ C n is the unknown signal vector and A ∈ C m×n is the sensing matrix. We assume that x = √ n and that the matrix A is generated according to the following process: Sample H m ∈ U(m) from the Haar measure on the unitary group U(m) and set A to be the matrix formed by picking the first n columns of H m . More formally,
and S is defined in (3). An important parameter for our analysis will be the sampling ratio, denoted by δ
C. Assumptions & Asymptotic Framework
We analyze the performance of the spectral estimator in an asymptotic setup where n, m → ∞, m/n = δ > 1. In particular, we consider a sequence of independent phase retrieval problems realized on the same probability space with increasing n, m. We assume some regularity assumptions on the trimming function T which are stated below.
Assumption 1.
The trimming function T satisfies the following conditions:
1) T is Lipschitz continuous.
2) sup y≥0 T (y) = 1, inf y≥0 T (y) = 0.
3) The random variable T , defined by Z ∼ CN (0, 1) and T = T (|Z|/ √ δ) has a density with respect to the Lebesgue measure on R.
In the following remarks, we discuss why each of these assumptions are required and whether they can be relaxed.
Remark 1.
We need the trimming function T to be Lipschitz continuous so that the trimmed measurements T (y i )
can be approximated in distribution by T (|Z|/ √ δ), Z ∼ CN (0, 1). We expect this approximation to hold under weaker smoothness hypothesis on T than Lipschitz continuity.
Remark 2. The assumption sup y≥0 T (y) = 1, inf y≥0 T (y) = 0 is no stronger than the assumption that T is a bounded trimming function. In fact, given any arbitary bounded trimming function with inf y≥0 T (y) = a and sup y≥0 T (y) = b, the spectral estimator constructed using T has the same performance as the spectral measure constructed usingT (y)
. This is because,
In particular M and M have the same leading eigenvector.
Remark 3. We need (3) in Assumption 1 to ensure that the limiting spectral measure of the matrix M has no discrete component. We expect that this assumption can be completely removed by a careful analysis since the location of point masses in the limiting spectral measure of M is well understood.
D. Main Result
In order to state our main result about the performance of the spectral estimator, we need to introduce the following four functions:
If it is finite, each of the above functions are well-defined at τ = 1.
we define, Λ(1) = 1, ψ 1 (1) = 1. This corresponds to interpreting 1/∞ = 0 and ∞/∞ = 1 in the definition of these functions.
Theorem 1. Define τ r arg min τ ∈[1,∞) Λ(τ ). Also, let θ denote the unique value of θ > τ r that satisfies
Remark 5. The proof of Theorem 1 shows that if ψ 1 (τ r ) > δ/(δ − 1), there exists exactly one solution to the
The proof of this result is postponed until Section III. Before we proceed to the proof of this theorem, let us clarify some of its interesting features. First, note that similar to the Gaussian sensing matrices, even in the case of partial orthogonal matrices, the maximum eigenvector exhibits phase transitions in its behavior. For certain values of δ > 1, the inequality ψ 1 (τ r ) < δ δ−1 holds, and hence the maximum eigenvector does not carry information about x * . For other values of δ, the inequality ψ 1 (τ ) > δ δ−1 holds and hence, the direction of the maximum eigenvector starts to offer information about the direction of x * . For typical choices of the trimming function T , there exists a critical value of δ, denoted by δ T such that, when δ < δ T , the spectral estimator is asymptotically orthogonal to the signal vector. When δ > δ T , the spectral estimator makes a non-trivial angle with the signal vector. This phase transition phenomena is illustrated in Figure 1 for 3 different choices of T . 
is a translated and re-scaled version of the trimming function proposed by [7] .
2) T (y) = δy 2 /(δy 2 + 0.1) is a regularized version of the trimming function proposed by [8] .
III. PROOFS

A. Roadmap
Our proof follows the general strategy taken by [18] . First we note that without loss of generality, for the purpose of analysis of the spectral estimator, we can assume x = √ ne 1 . The following lemma supports this claim.
Lemma 1. The distribution of the cosine similarity, ρ 2 = |x H x| 2 /n is independent of x .
Proof. Let x be an arbitrary signal vector with x = √ n. Let y, T ,x denote the measurements, trimmed measurements and spectral estimate generated when the sensing matrix was A and the signal vector was x . Note 
The starting point of our reduction is Proposition 2 from [18] , stated below.
Proposition 1 ( [18]
). Let D be an arbitrary deterministic symmetric matrix partitioned as:
Then, we have
where L(ϑ) = λ 1 (P + ϑqq T ), and ϑ > 0 is the unique solution to the fixed point equation L(ϑ) = 1 ϑ + a. Furthermore, let v 1 be the eigenvector corresponding to the largest eigenvalue of D. Then,
where ∂ − and ∂ + denote the left and right derivatives respectively. In particular, if L(ϑ) is differentiable at ϑ ,
A straightforward corollary of the above proposition to our problem is given below. Define the function
Hence, we shift our focus to characterizing the function L m (ϑ). The following lemma establishes the link between the function L m (ϑ) and the study of the spectrum of a matrix of the form X = EU F U H , where U is a uniformly random unitary matrix, E is a random matrix independent of U and F is deterministic.
Lemma 2. We have Proof. We condition on A 1 . Conditioned on A 1 , the distribution of A −1 is given by:
In the above equation, B ∈ C m×m−1 is matrix whose columns form an orthonormal basis of the orthogonal complement of A 1 and H m−1 is a Haar Unitary of size m − 1 independent of A 1 . Hence, we obtain
We can rewrite L m (ϑ) in the following way:
In the step marked (a), We used the fact that for any two matrices Λ, Γ (of appropriate dimensions), ΛΓ and ΓΛ have the same non-zero eigenvalues.
The following lemma characterizes the asymptotic limit of the function L m (ϑ). Define Λ + (τ ) as
where T = T (|Z|/ √ δ) and Z ∼ CN (0, 1), and
The following lemma gives an asymptotic characterization of the largest eigenvalue of the matrix
The proof of Lemma 3 can be found in Section III-E.
. Define the function θ(ϑ) as:
• When ϑ > ϑ c : θ(ϑ) was defined as the unique value of λ > max(1, E[|Z| 2 T ]+1/ϑ) that satisfies the equation 2) Let ϑ denote the of the above equation. Then, Λ + (θ(ϑ )) can be characterized in the following way:
where θ > 1 is the unique θ ≥ τ r that satisfies ψ 1 (θ) = δ δ−1 .
We are now in the position to prove our main result (restated below for convenience). Recall the definitions of
. Also, let θ denote the unique value of θ > τ r that satisfies
Proof. We start with the analysis of the largest eigenvalue. We recall the claim of Corollary 1, which tells us that
We also know that there exists a probability 1 event E, on which, L m (ϑ) a.s.
We claim that on E, ϑ m → ϑ , where ϑ is the solution of the limiting fixed point equation
(which was analyzed in Lemma 4). To see this let ϑ = lim sup ϑ m . Consider a subsequence ϑ m k → ϑ. Then applying Lemma 3 (in Appendix E) of [18] , we obtain,
That is, ϑ is also a solution to the limiting fixed point equation Now for any realization in the event E, we have,
In the above display, in the step marked (a), we again appealed to Lemma 3 (Appendix E) of [18] and the fact that ϑ m → ϑ . Finally, appealing to the alternative characterization of Λ + (θ(ϑ )) given in Lemma 4 gives us the claim of the theorem.
We now discuss our result about the cosine similarity. We recall that from Corollary 1, we have
Appealing to Lemma 4 in Appendix E of [18] , we have,
The derivative of Λ + (θ(ϑ)) at ϑ = ϑ was calculated in Lemma 4. Plugging this in the above expression gives the statement of the theorem.
The remainder of this section is dedicated to the proof of Lemmas 3 and 4, and is organized as follows:
Note that E(ϑ) is independent of H m−1 . The spectrum of such a matrix product has been studied in free probability theory, and we collect some results regarding this in Section III-B.
• In order to apply the free probability results, we need to understand the spectrum of E(ϑ). This is done in Section III-C.
• It turns out that the limiting spectrum measure of E(ϑ)H m−1 RH H m−1 is given by the free convolution (defined in Section III-B) of the measures γ and L T , where γ
. Section III-D is devoted to understanding the support of the free convolution.
• Finally, Section III-E proves lemmas 3 and 4.
B. Free Probability Background
Our analysis of the spectral estimators relies on a well-studied model in the theory of free probability; We will reduce the problem to the problem of understanding the spectrum of matrices of the form X = EU F U H , where E and F are deterministic matrices and U is a Haar-distributed unitary matrix. Then, the limiting spectral distribution of X is the free multiplicative convolution of the limiting spectral distributions of E and F . This section is a collection of the results and definitions regarding these aspects. Here is the organization of this section. Section III-B1 collects various facts from free harmonic analysis. Section III-B2 describes the two fundamental results about the model X = EU F U H that will be used throughout our paper. Section III-B3 reviews some results about the support of singular part of the free convolution of two measures. Throughout this section, we assume that γ and ν are two arbitrary compactly supported probability measures on [0, ∞) and that neither of the two measures is completely concentrated at a single point.
1) Facts from Free Harmonic Analysis:
In this section, we collect some facts from the field of free harmonic analysis. All these results can be found in Chapter 3 of [19] or the papers [20] and [21] .
Definition 1. The Cauchy transform G γ of γ at z is defined as follows:
Definition 2. The moment generating function of γ, ψ γ at z is defined as follows:
The Cauchy transform and the moment generating function are related via the relation
Definition 3. The η-transform of a measure is defined as,
.
The Cauchy Transform (and hence the Moment Generating function) uniquely characterizes a measure. The measure can be obtained by the following inversion formula. The particular version we state is taken from Section 3.1 of [20] .
Furthermore, if γ satisfies γ = γ ac + γ s , where γ ac and γ s denote the absolutely continuous and the singular part of the measure with respect to the Lebesgue measure, then the density of the absolutely continuous part is given by
Next we recall the definition of the free convolution based on the subordination functions from [22] . The statement
we provide below appears in a more general form as Proposition 2.6 in [23] .
Definition 4. Let (γ, ν) be a pair of probability measures. There exist analytic functions w γ , w ν defined on C\[0, ∞)
such that, for all z ∈ C + we have
2) For any z ∈ C + , w ν (z) is the unique solution in C + of the fixed point equation Q z (w) = w, where Q z is given by
w .
An analogous characterization holds for w γ with the role of γ and ν changed.
The free convolution of the measures γ and ν denoted by γ ν is the measure whose moment generating function satisfies
Remark 7.
We emphasize that each of the subordination functions w γ , w ν depend on both the measures γ, ν. This is clear since the function Q z (w) defining w ν depends on both ν, γ.
Note that the above definition defines w ν and w γ on C\[0, ∞). However these functions can be continously extended to C + ∪ {∞} (Lemma 3.2 in [20] ). These extensions to the real line will be important for Theorem III-B2.
Lemma 5. The restrictions of subordination functions w γ , w ν on C + have extensions to C + ∪ {∞} with the following properties:
, then the functions w γ , w ν continue analytically to a neighborhood of x and
2) Spectrum of X = EUFU H : As we discussed before, we will convert the problem of analyzing the spectrum of M to problems involving the spectrum of matrices of the form
where U N is a sequence of Haar distributed N × N random matrices, and E N and F N are sequences of deterministic positive semidefinite matrices. In this section, we review two important results from the field of free probability regarding such matrices.
Suppose that E N and F N satisfy the following hypotheses:
where µ e , µ f are compactly supported measures on [0, ∞).
(ii) E N has a single outlying eigenvalue θ not contained in Supp(µ e ). F N has no eigenvalues outside Supp(µ f ).
(iii) The set of eigenvalues of E N not equal to θ converge uniformly to Supp(µ e ) in the sense,
Our next theorem characterizes the bulk distribution of X N . The first part of this theorem is due to [24] and the second and third parts are due to [20] (Theorem 2.3) .
Theorem 3.
Let w e and w f denote the subordination functions for the free multiplicative convolution of µ e and µ f . Define
Then we have, almost surely for large enough N ,
2) Given > 0, we have σ(X N ) ⊂ K , where K is the -neighborhood of K.
3) For any ρ ∈ τ
Remark 8. The hypothesis in the above theorem can be relaxed (as mentioned in Remark 5.11 of [20] ) in the following two ways: 1) E N is random, independent of U N and F N is deterministic, provided µ E N d → µ e occurs almost surely, 2) The spike locations depend on N , θ N provided θ N → θ almost surely.
Remark 9. The above theorem is a simplified version of Theorem 2.3 in [20] which allows for multiple spikes in both E N and F N .
Remark 10. The function τ might not be invertible. In such cases, τ −1 (θ) can be a non-singleton set, and hence a single spike in E N can create multiple spikes in X N . But we will see that this doesn't happen in our problem.
3) Singular Part of Free Convolution: In the last section we discussed the bulk distribution of
The main objective of this section is to mention a result regarding the largest eigenvalue of X N . We state regularity b) Any a ∈ (0, ∞) such that there exist u, v ∈ (0, ∞) with uv = a and γ({u}) + ν({v}) > 1 and we have, γ ν({a}) = γ({u}) + ν({v}) − 1. Note that there can be atmost one such a.
2) Suppose neither of γ, ν is completely concentrated at a single point. We have, Supp
C. Analysis of the Spectrum of E(ϑ)
In order to apply Theorem 3, we need to understand the spectrum of B H (T + ϑT A 1 (T A 1 ) H )B. This is done in the following lemma.
Then,
1)
The eigenvalues of E(ϑ) interlace with T (1) , T (2) . . . T (m) in the sense,
2) E(ϑ) can have at most one eigenvalue bigger than T (1) , which (if it exists) is given by the root of the following equation:
where Q m (λ) is defined as
The main trick will be to choose the orthonormal basis matrix B conveniently, which will make our calculations easier. Recall that the columns of matrix B, i.e. 
With this choice, we note that
Hence 
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Consider the following matrix equation:
. Now, we can compute the characteristic polynomial of E(ϑ). We have
Where Q m (λ) is defined in the following way:
Hence,
Next we make the following observations: 1) By Cauchy's interlacing theorem, we have
The above is also true for the eigenvalues of
Combining 6 and 7, one obtains
This proves statement (1) in the lemma. This means that E(ϑ) has atmost one eigenvalue bigger than T (1) .
, then it has no outlying eigenvalue, if λ 1 (E(ϑ)) > T (1) , it has exactly one. We call this eigenvalue an outlying eigenvalue for reasons that will be clear later.
3) The outlying eigenvalue of E(ϑ) (if it exists) is a root of the characteristic polynomial:
Since this root lies in (T (1) , ∞), it must be a root of:
Observing Q m (λ) > 0 when λ > T (1) and (λ − a m − 1/ϑ) −1 > 0 when λ > a m + 1/ϑ, we conclude the outlying eigenvalue is the unique solution (if it exists) to:
This proves statement (2).
4) Finally, we observe that E(ϑ) is a positive semidefinite matrix for all ϑ ≥ 0, which shows λ m−1 (E(ϑ)) ≥ 0.
Also, we have
H . Note that B ≤ 1 and T ≤ 1 and
Hence, by the triangle inequality we have λ 1 (E(ϑ)) ≤ 1 + ϑ. This proves statement (3) of the lemma.
The following lemma analyzes the concentration of the function Q m (λ) to the deterministic function Q(λ).
Lemma 7. Suppose m n = δ. For a Lipschitz function T whose range is in [0, 1], there exists an event of probability 1, on which the following three statements hold:
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In the above equations, Z ∼ CN (0, 1), and T = T (|Z|/ √ δ). Furthermore, L T denotes the law of the random variable T , and
Proof. It is sufficient to show each item holds almost surely.
1) The argument for this part is a minor modification of the argument sketched in [26] . To prove statement (1) it suffices to show that 1 m
almost surely. Because if we have (9), then for every bounded continuous function f ,
where
) is a bounded continuous function as well. Hence by (9),
which implies
To show (9), note that A 1 has the same distribution as 
∼ CN (0, 1).
Let Φ denote the cumulative distribution function of a standard normal random variable and define
Moreover,
G m (t z ) − Φ(t z ) goes to 0 almost surely by Glivenko-Cantelli lemma. Furthermore, since z √ m a.s.
− − → 1
and Φ is a continuous function we conclude that Φ t
a.s.
→ 0. Hence,
almost surely which yields (9).
2) We now focus on the proof of statement (2) . Let
We will show that
almost surely. This means there is a set C k , with measure 0, out of which we have the convergence for all
out of C and clearly P C = 0. 
∼ CN (0, 1). Definẽ
Note that for a fixed λ we haveQ m (λ) → Q(λ) almost surely by the strong law of large numbers. Sincẽ Q m (λ) is a decreasing function in λ and we haveQ m (λ) → Q(λ) ∀λ ∈ C k ∩ Q almost surely, we obtaiñ Q m (λ) → Q(λ) for all λ ∈ C k with probability 1. Hence, it suffices to show under an event that holds with probability 1,
To prove (16), we will find a sequence τ m such that
where c > 0 is a fixed number. Note that since m − 1 ≤ . We will set the value of later. Under the event E 1 ∩ E 2, , we have
Hence, 
3) The proof is similar to the proof of the second statement. Hence, we skip the details. Note that if we define
then it again converges under the event E 1 ∩ E 2, , defined in the proof of statement (2).
The next lemma analyzes the properties of the limiting fixed point equation
Define the critical value ϑ c as:
Lemma 8. Consider the equation
We have
1)
If ϑ > ϑ c , then the above equation has exactly 1 solution, denoted by λ = θ(ϑ). Furthermore,
Furthermore, we have θ(ϑ) is an increasing function of ϑ and lim ϑ→∞ θ(ϑ) = ∞.
2) If ϑ ≤ ϑ c , then the equation has no solutions. For any ϑ ≤ ϑ c , we define θ(ϑ) = 1.
Proof. The following change of measure simplifies some of the proofs:
Note that p(z) is a proper probability density function since ρ(z) dz = E[|Z| 2 ] = 1. With this notation, (19) can be written as
The first two derivatives of f (λ) are
First, since f (λ) ≥ 0, the function f (λ) is increasing. By Jensen's Inequality f (λ) ≥ 1. Since the equality holds if and only if G is deterministic, and we have assumed that the support of T is [0, 1], we conclude that f (λ) > 1.
Noting that G ≥ 0 and applying Chebychev's association inequality (See Fact 1, Appendix A) with B = A = G and f (a) = g(a) = a gives f (λ) ≤ 0. Hence f (λ) is an increasing, concave function and f (λ) > 1.
Next, we claim that f (λ) = λ −Ẽ[T ] − 1/ϑ can have atmost one solution in (1, ∞) . To see this, let λ 1 be the first point at which the two curves intersect. Hence
Hence there can be no other intersection point of the two curves after λ 1 .
Now consider the following two cases:
This shows that ϑ c ≥ 0. Furthermore,
On the other hand, we can also compare the limiting behavior of λ −Ẽ[T ] − 1/ϑ and f (λ) as λ → ∞.
We have 
Hence θ(ϑ) is an increasing function of ϑ. Finally, we verify that lim ϑ→∞ θ(ϑ) = ∞. Suppose that this is not the case, i.e. θ(ϑ) → θ ∞ < ∞ as ϑ → ∞. Recalling the fixed point characterization of θ(ϑ), we obtain that θ ∞ satisfies the fixed point equation
This means that Jensen's Inequality applied to the strictly convex function (θ ∞ − t) −1 should be tight.
This means under the tilted measure (Ẽ), T is deterministic. This is not possible since we have assumed
Case 2: ϑ ≤ ϑ c As in Case 1 we argue (this time with the opposite conclusion) that
Combining the above sequence of lemmas, we obtain the following proposition about the spectrum of the matrix
Then, there exists an event of probability 1, on which we have,
, and,
where θ(ϑ) is the unique solution to the equation (in λ):
Proof. We restrict ourselves to the event guaranteed by Lemma 7, on which,
Let us denote this event by E. Define the sequence of (random) functions f m (λ) as:
, λ > max(1, a m + 1/ϑ).
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Define the (deterministic) function f (λ) as:
Note that on E, we have f m (λ) → f (λ) ∀ λ > 1.
1) By Lemma 6, we know that the eigenvalues of E(ϑ) interlace with the eigenvalues of the diagonal matrix
This proves statement (1) of the proposition.
2) Consider the case ϑ ≤ ϑ c . By Lemma 6, we already know that λ 2 (E(ϑ)) ≤ T (1) ≤ 1 and λ m−1 (E(ϑ)) ≥ 0.
Hence to prove (2), it is sufficient to show that
For the sake of contradiction, suppose that there is a realization in E such thatλ 1 > 1. On this realization we consider a subsequence such that λ 1 (E(ϑ)) →λ 1 . All the analysis henceforth is along this subsequence.
Since for all m large enough λ 1 (E(ϑ)) > 1, by Lemma 6, we must have f m (λ 1 (E(ϑ)) = 0. Applying Lemma 3 from [18] (Appendix E), we obtain
Since ϑ ≤ ϑ c , we know by Lemma 8 that
However,
This contradicts f (λ 1 ) = 0. Hence, lim sup m→∞ λ 1 (E(ϑ)) ≤ 1, on E. This concludes the proof of statement (2).
3) Now consider the case ϑ > ϑ c . Again by Lemma 6, we know
we know that f (λ) = 0 has a unique solution in λ > max(1,
Since a m → E|Z| 2 T , for all m large enough, [θ(ϑ)− , θ(ϑ)+ ] also lies in the domain of f m (λ). By Lemma
In particular, we have, for all n large enough
Hence, by Lemma 6, we have
for all n large enough. Hence indeed, λ 1 (E(ϑ)) a.s.
→ θ(ϑ). This proves (3).
D. Analysis of the Support of γ L T
We recall that L T is the law of the random variable T = T (|Z|/ √ δ), and γ =
To keep the notation clean, we will refer to the analytic transforms corresponding to the measure L T with the subscript T , for example the Cauchy transform for the measure L T will be referred to as G T .We begin by computing the Cauchy Transform of γ T .
Lemma 9. Let z ∈ C − . Then, we have,
In the above display, the subordination function, w T (1/z), is the unique solution in C + to the equation
where the function Λ is defined as:
Proof. First we can compute the moment generating functions:
The η-transforms of the two measures are given by,
Hence, we can compute the function Q z , given in Definition 4,
Hence w T is the unique solution in C + of the equation Q z (w) = w. This equation can be simplified to
where the function Λ is defined as Λ(τ )
. Hence, we can compute the moment generating function of γ T in the following way:
In the above display, in the step marked (a), we used the fact that w T solves Λ(1/w) = 1/z. Finally, the Cauchy Transform of γ T is given by
Our next goal is to characterize Supp(γ T ). Theorem 4 gives a complete characterization of the support of the singular part of γ T . Hence, we now need to understand the support of the absolutely continuous part of γ T .
According to the Stieltjes Inversion theorem, Theorem 2, the density of the continuous part is given by
, our interest will be to study the solutions of this equation for ≈ 0. Hence, we begin by studying the solutions of Λ(τ ) = x. Before doing so,
we clarify the definition of Λ(τ ) at τ = 1 which is a subtle case because 1 ∈ Supp(T ). We note that the random 
3) λ r > λ l ≥ 0. Proof. 1) We define the random variable G(τ ),
We observe that for any τ ∈ [1, ∞), G(τ ) ≥ 0 where as for τ ∈ (−∞, 0], G(τ ) ≤ 0. It is straightforward to
For notational simplicity, we will often short hand G(τ ) as G. We have
Consider the following two cases, 2) Note that,
This shows lim τ →∞ Λ(τ ) = ∞. The claim about the limit as τ → −∞ can be analogously obtained. This proves item (2) in the statement of the lemma.
3) The infimum in the definition of λ r is attained due to item (2) in the statement of the lemma. Analogously, the supremum in the definition of λ l is attained. Next consider any τ + ∈ (1, ∞) and any τ − ∈ (−∞, 0).
Since the function f (t) = (τ + − t) −1 is convex on [0, 1], according to Jensen's Inequality, we have
On the other hand, since the function f (t) = (τ − − t) −1 is concave on [0, 1], we have
Taking the minimum over τ + and maximum of τ − gives us λ r > λ l . Furthermore we note that Λ(0 − ) ≥ 0.
Hence λ l ≥ 0. This concludes the proof of item (3) in the statement of the lemma.
4) For any
Since Λ is strictly convex in (1, ∞), there can be atmost 2 solutions. Now consider any x > λ r . Let τ r = arg min τ ≥1 Λ(τ ). Due to strict convexity of Λ(τ ), we have Λ (τ ) > 0
for any τ ∈ (τ r , ∞). Hence Λ(τ ) is strictly increasing on [τ r , ∞). Since λ r = Λ(τ r ) < x < Λ(∞) = ∞, we are guaranteed to have exactly one solution to Λ(τ ) = x on (τ r , ∞) which indeed satisfies Λ (τ ) > 0. The analysis for the case when x ≤ λ l can be done in a similar way. This concludes the proof of item (4) in the statement of the lemma.
We are now in the position to characterize the support of γ T which is the content of the following proposition.
Proposition 3. The support of γ T is given by
where (γ T ) d denotes the discrete part of the measure γ T .
Proof. We first claim that (λ l , λ r ) ⊂ Supp(γ T ). Since the support of a measure is closed, this means that
. We prove this claim by contradiction. Suppose that ∃λ ∈ (λ l , λ r ) such that λ ∈ Supp(γ T ).
To simplify notation, for z ∈ C − , we introduce the following reciprocal subordination function τ T (z)
According to Lemma 5, we have
By Lemma 9, τ T (λ − i ) uniquely solves the equation Λ(τ ) = λ − i in C − . Taking → 0, we obtain,
In the step marked (a), we used the fact that since lim →0 + τ T (λ − i ) ∈ Supp(T ), we have ∃c > 0, such that for 
This gives us
Hence, we have
This verifies that τ ( ) ∈ C − for small enough. Finally since τ T (x − i ) is the unique solution to the equation
According to the Stieltjes Inversion Formula, Theorem 2, we obtain
In the step marked (b), we are relying on the assumption that τ = x. To verify this, we recall that τ solves, Λ(τ ) = x and τ ∈ [0, 1]. This means that
Hence, we have shown
Taking complements, we have Supp
Hence, we have shown that
which concludes the proof of the theorem.
Finally we note that in order to apply Theorem 3, it is necessary to understand the set τ −1
T ({θ}) ∩ (R\Supp(γ T )), θ ∈ R (See Theorem 3 for a definition of τ T ). This is done in the following lemma. Furthermore, we showed that for any x ∈ [λ l , λ r ], the reciprocal subordination function τ T (x) is the unique solution to the equations: Λ(τ ) = x, Λ (τ ) > 0, τ ∈ [0, 1]. From Lemma 10, we know that when x > λ r , the unique solution to Λ(τ ) = x, Λ (x) > 0 satisfies τ > τ r and when x < λ l , the unique solution satisfies τ < τ l . These considerations immediately yield the claim of the lemma.
E. Proof of Lemmas 3 and 4
Recall we defined Λ + (τ ) as 
We first prove Lemma 3, which we restated below for convenience. . Define the function θ(ϑ) as:
• When ϑ > ϑ c : θ(ϑ) was defined as the unique value of λ > max(1, E[|Z| 2 T ]+1/ϑ) that satisfies the equation
• When ϑ ≤ ϑ c : θ(ϑ) = 1.
Then, we have L m (ϑ) a.s.
→ Λ + (θ(ϑ)), where L m (ϑ) is defined in (4).
Proof. In Proposition 6, we obtained an asymptotic characterization of the spectrum of E(ϑ). More specifically, we proved that
We recall the matrix R was defined as 
In Lemma 11, we characterized the set τ where, τ l arg max τ ≤0 Λ(τ ), τ r arg min τ ≥1 Λ(τ ). Putting these together, one obtains the following two cases:
Case 1: θ(ϑ) ≤ τ r . In this case, the set τ → λ r = Λ(τ r ).
Case 2: θ(ϑ) > τ r . In this case, the set τ −1
T ({θ}) ∩ (R\Supp(γ T )) = {Λ(θ(ϑ))}. Hence, there is an eigenvalue in the neighborhood of Λ(θ(ϑ))). Since θ(ϑ) > τ r , and Λ is a strictly increasing function on [τ r , ∞) (Lemma 10), we have Λ(θ(ϑ)) > λ r . Hence the eigenvalue in the neighborhood of Λ(θ(ϑ)) is the largest one, and we have L m (ϑ) a.s.
→ Λ(θ(ϑ)).
It is now straightforward to check that the above two cases can be combined into a concise form stated in the claim of the lemma.
We end this section by proving Lemma 4, restated below for convenience. where θ > 1 is the unique θ ≥ τ r that satisfies ψ 1 (θ) = δ δ−1 .
Proof. Before we begin the proof of this lemma, it is helpful to list the conclusions of some of the previous lemmas. 
