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New York University, New York 
This paper consists of two parts. In the first one we discuss the 
subharmonics of any order in the case where the nonlinearity enters 
in the elastic forces. The basic differential equation is with coeffi- 
cients not necessarily small. The "steady state" and "transient" 
solutions of the differential equation, and the conditions for the 
existence of the subharmonics and their stability in a steady state 
are examined. In the second part of the paper an application is given, 
namely, the investigation of the subharmonics oforder 1/~ according to 
the theory of the first part: An il lustrated example is given, the 
"inverse problem" is examined, and the conditions for the stability 
and instabil ity of the "harmonic solution" arefound. 
INTRODUCTION 
The behavior of an oscillatory system with one degree of freedom is 
governed by an equation of the form 
= ¢(Q, Q, t), (a) 
being a function nonlinear in the variables Q and Q, and periodic or 
almost periodic in t. In some cases Eq. (a) leads to the equation 
-Jr Q = ~f(Q, Q) + kg(t), (b) 
from which we may get the first order equation 
du~ _ fs(ul , us,  t) (c) 
dul f l (u l  , us,  t) ' 
where u~ and u2 are related to Q and Q by proper elations. 
* Most of the work of the paper was carried out when the author was employed 
on a project sponsored by I.B.M. Watson Laboratory at Columbia University. 
The author is deeply indebted to Prof. L. It. Thomas of Columbia University for 
his interest and the many invaluable discussions concerning the problems of the 
paper, and to Prof. J. B. Keller of New York University for his helpful criticism. 
t Present address: tIofstra College, ttempstead, New York. 
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In this paper we treat a special case of the Eq. (a), namely, the prob- 
lem of subharmonics of any order when the system is governed by an 
equation of the form 
(~ -4- kQ "4- 61Q -4- 52Q 2 -4- c~Q = B sin nt, (d) 
where the coefficients are not necessarily very small. This case is very 
important from a mathematical point of view and very useful in non- 
linear engineering problems. 
A mechanical model of a system, governed by Eq. (d), might be a mass 
under the action of a viscous damping force linear in the velocity, of an 
elastic force which is a cubic function of the deflection, and of a simple 
harmonic forcing function of a given frequency and not necessarily small 
amplitude. An electrical model might be an electrical oscillatory circuit 
in which the nonlinear oscillations take place because of a saturable-core 
inductance under the impression of an alternating electromotive force 
of sinusoidal type (Hayachi, 1953). An aerodynamical model could be 
based on the fact that certain parts of an airplane can be excited to vio- 
lent oscillations by an engine running with a number of revolutions much 
larger than the natural frequency of the oscillating parts (Von K~rm~n, 
1940). 
By using ideas of Van der Pol (1927), Mandelstam and Papalexi 
(1935), and Andronow and Witt (1930), we transform Eq. (d) to the 
forms (b) and (c). We deal with the steady state and transient solutions, 
by using Poincar~'s method for periodic solutions (Friedrichs, 1953; 
Poincar~, 1890; Tsien, 1956). The condition for the existence of the sub- 
harmonics and their stability in a steady state are discussed by consider- 
ing the stability of the singularities of the corresponding equation of the 
form (c). In the appendix (Magiros, 1957d) we discuss the fact that the 
singularities of an ordinary system, where the time enters explicitly, are 
the same as those of an "approximate system," where the time does not 
enter explicitly. As an application of the theory we discuss the subhar- 
monies of order 1/~. In this case, the equations that give the components 
of the amplitude of the subharmonics in steady state are properly trans- 
formed. The components of the amplitude are given in terms of the am- 
plitude of the external force, and the ratios of the coefficients of the lin- 
ear damping and the cubic elastic force. Under certain conditions given 
here, these ratios can have any values. The coefficients themselves need 
not necessarily be small--a case important in theoretical and practical 
problems. Some bounds are given for the amplitude of the external 
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force, and some restrictions for the coefficients of the differential equa- 
tion. An example is illustrated and the corresponding sketch of the 
integral curves in the whole plane, which is separated into appropriate 
regions, is given. The "converse problem" is also discussed. Finally, we 
discuss the conditions under which we have the stability or instability 
of the "harmonic part" of the solution, the subharmonic part being 
zero. 
PART A: THE GENERAL CASE 
1. THE P~OBLEM (MAGIROS, 1957a) 
We discuss subharmonics of any order 1/n(n  = 2, 3, . . . )  of the dif- 
ferential equation 
Q -~ ]~Q + 51Q -t- 5~Q 2"~ 53Q 3 = B sin nt, (1) 
in their steady and transient states, in the case when the coefficients of 
(1) are not necessarily small--a case very important in engineering 
problems. Dots in (1) denote derivatives with respect to time t. By taking 
a parameter ~such that 
= eIc, 1 - 51 = ecl, 52 = ec2, 53 = ec3, (2) 
Eq. (1) can be written as 
O. --t- Q = ~f(Q, Q) --}- B sin nt, (3) 
f (Q,  (2) = -kQ --}- clQ - c2Q: - c3Q 3. (3a) 
The parameter e is a constant with respect o the variables Q, Q. All 
the coefficients in (2) must be finite as well as the parameter e. The case 
e = 0 corresponds to that in which all the coefficients in left-hand mem- 
bers of (2) are zero, except 51 -- 1, and the coefficients in right-hand 
members can take any finite value. When e ~ 0, even if e is small, the 
coefficients of left-hand members of (2) are not necessarily small, if we 
take appropriate values for the coefficients of the right-hand members. If
we know the values of Q and (~ art = to, say Q~-to = Qt ,  (Jt=~o = C2o ;and 
if the function f (Q,  Q), given by (3a), is continuous and has continu- 
ous derivatives with respect o Q and (~ in a domain D, 
D: Qo-~I_-<Q_-<Qo+~I, Qo-~2_-<Q_-_Qo-t-~2, to-<t-< T; 
then I f (Q,  Q) I has an upper bound in the domain of the variables, which 
depends on the domain. 
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In case ~ = 0, Eq. (3) reduces to 
Q+ Q- -  Bs innt ,  (4) 
of which the solution of period 2~r is 
Q- -  xs in t -  ycost+ (B /1 -  n 2) sin nt, (5) 
where n # ~1 and x, y are arbitrary constants which can be determined 
by using the initial conditions. 
If ~ ~ 0, we attempt o determine a periodic solution of Eq. (3) of 
the form (5), in which x and y are functions of E and t, say x = ul(~, t), 
y = u2(~, t), and such that when e --~ 0 the limits 
lira ul ,  lira us (6) 
e~0 e~0 
are the constants of the "generating solution" in case e = 0. Our type 
of periodic solution, given by (5), consists of two parts. One part, the 
term (B /1  --  n 2) sin nt, with the same frequency as that of the external 
force, is called the harmonic part of the solution. The other part, x sin t - 
y cos t, with frequency a fraction 1In  of that of the external force, is 
called the "subharmonic part," and its amplitude is ~ -- (x 2 + y2)1/~. 
Given the amplitude and the frequency of the external force, the ampli- 
tude of the harmonic part of the solution is constant. But this does not 
happen with the components x and y of the amplitude of the subhar- 
monic part of the solution. 
When ~ = 0, and for given initial conditions, x and y are constants, 
and in this case we speak about "subharmonics in steady states of 
oscillation," either stable or unstable. If ~ # 0, the components x and 
y are functions of time t, we have a "transient phenomenon," and we 
speak about "subharmonics  in transient states." The steady states of 
oscillation, i.e., the equilibrium positions of the system, are correlated 
with the singularities of the differential equation; the transient states 
with their integral curves, which do or do not terminate on the singulari- 
ties, depending on the stability or instability of the singularities. The 
solution in the transient state yields, with the lapse of time, ultimately 
to steady state solution (stable) (Hayachi, 1953; Stoker, 1955). 
2. REDUCTION Of EQ. (3) TO AN EQUIVALENT NORMAL SYSTEM 
Take a new variable q according to the relation 
q --- Q - (B /1  - n:) sin nt. (7) 
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Substitut ing (7) into (3) we obtain 
+ q = el(q, q), 
with 
2 
f(q,  ~) = --k(1 + oq  -- c~q 
- -  C~ 
/~n B 
1 - -  n ~Bc°snt  +cl~s innt  
B 2 B ~ 
(1 - -  n2) 2 sin~ nt -- ca (1 - -  n~) ~ sina nt 
B 
- 2c2 ~ q sin nt - 3caq ~ sin nt - 3c3 
n 2 
(1 - -  n2) 2 q sin~ nt. 
Int roduce into (8) new variables, ul and us,  defined by  
u1 = ~cost  + qs in t ,  
F rom (9) we get 
q = u~s in t - -  u2cost ,  
~ = (~ + q) cos t, 
when, according to (8), we have 
al = 4 , (u~ , us ,  t), 
where 
with 
u~ = ~s in t - -  qcost .  
= u~cost  + u2s int ,  
~2 = (~ + q) sin t, 
~ = ~A(ux, u~, t), 
f l (u l  , u2 , t) = f (u l  , u~ , t).  cos t, 
f2(U l  , U2,  t) "~ f (u l ,  u~, t)" sin t, 
[- 
f (u l  , t) | - k (u l  cos t + u2 sin t) + cl(ul sin t - u2 cos t) 
-- u2(u~ sin 2 t + u~ ~ cos 2 t -- 2u,u~ sin t cos t) 
- -  c3(ul ~ sin ~ t -- u2 3 cos 8 t + 3UlU2 2 sin t cos: t 
nk B 
- -  3u~2u2 s i~ t cos t) -- k ~ cos nt -[- c~ ~ sin nt 
(8) 
(8a) 
(9) 
(10) 
(11) 
(12) 
02a) 
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B s B 3 
cs (1 - ue) s sins nt - ca (1 - uS) ~ sin3 nt (12b) 
B 
- 2cs ~ (ul sin t - u9 cos t) sin nt 
2 B (ul 2 sin s t -~ us cos ~ t - 2UlUs sin t cos t) sin nt  - 3c8 
Bs 1 
- 3c3 (1 -- n2) 2 (ul sin t - us cos t) sin 2 nt.~. 
The function f (u l ,  ue ,  t) is found by inserting (10) into (Sa). The system 
(12), which takes the place of Eq. (3), gives advantages in the analysis. 
From (7)and  the first of (10) we obtain 
Q = ul sin t - us cos t Jr- (B /1  - n s) sin nt. (13) 
The expressions (5) and (13) are of the same form, then a solution 
{ul, us} of the system (12) gives the components of the subharmonics 
in the transient states, and the limits lim~0 u~, lim~0 u2 give the com- 
ponents of the subharmonics in the steady states, 
3. THE GENERAL SYSTEM 
In this section we shall discuss the system 
i~1 = eFl(ul  , ue ,  t), i~2 = eFe(ul , ue ,  t), 
(14) 
ul(t0)  = u l0 ,  ue(to) = uso ,  
in a general way, as it is needed for our purposes. The functions FI and 
Fe are taken with the following properties: They are analytic in ul and 
we, continuous and periodic with period 2v in t, and hence continuous 
in u l ,  us, t; therefore { F~ }, ] F2 I have least upper bounds M1, Me 
respectively, in a domain 
DI :  lug -  u~0] < r~, {ue-  u:01 <re ,  to < t < T; 
also F1, Fs are expansible as power series in (u~ --  ulo), (us - u:o) and 
convergent in the domain D1. The number e is real. 
(a) Try  to find a solution {u~, us} of the system (14) such that if 
--~ 0, u~ and us tend to constants x and y. When e ~ 0, ul and us de- 
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pend on e and t, and we assume tha~ for t = to they differ a little from 
x and y; that  is, 
ul0 = x + ~, u~0 = y + 7, (15) 
where $, ~ are very small. These conditions can be considered as initial 
conditions for the system (14). 
Take as a formal solution {ul, u2} of (14) the following expressions: 
u l=X1 °+~X1 I+ JX1  ~+ ""  
(16) 
U 2 X 0 1 2 X 2 = ~ +eX~ +~ ~ +- . -  
where 
X1 ° = x+ }, X2 ° = Y+ 7, (16a) 
and the other coefficients of (16) are regular functions of x, y, ~, 7, t 
when Ix[ ,  [y] ,  ] }l, I ~ I, [ t - to ] are less than certain constants. We 
determine the coefficients X of (16) by presupposing the convergence 
of the series (16). 
(b) For the determination of the coefficients X, substitute (16) into 
the system (14) after the right members of (14) have been developed 
as power series in (ul - Ul0), (u~ - u20), e. Then rearrange the terms 
according to powers of E, and equate coefficients of corresponding powers 
of e. We obtain an infinite series of systems of differential equations, 
from which, by integrating, we have 
t dt, ft ~ X1 ~ = [ [F1] X21 = [F~] dt, 
,It 0 0 
#1 t 
-~ t 1 1 X1 ~ {X1 [F1]ul -t- X2 [F2]~} dt, 
Jt o 
f' X2' {X1 [F~]u, + X2 [F,]~ } dt, to (17) 
Xi  ~ X~2[F~]u~ dt + 1 1 1 F = X~ X~ [ i]~i~ ~ dt, 
0 i=i 2 0 i ~I l=l  
f t k 1 X~ k Pi (Xi , " "  X i  k-l) dr, 
to 
j , l , i  = 1,2 k = 1,2, " "  
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The brackets indicate that the corresponding functions and their deriva- 
tives are taken at: ul = u~0 = x + ~, u2 = us0 = y + 7. The p k have 
the following properties. (i) They are polynomials in X11, Xs 1, .-- ,  
X1 k-~, . - . ,  not in (t - to). (ii) Their coefficients are linear functions of 
the coefficients of the expansion of F~, F~ given in power series of 
(ul - u~0), (us - u20). (iii) The numerical multipliers of f~ and f2 are 
positive numbers, namely, the numbers arising in Taylor's expansion 
and in forming products of various power series. All X, according to 
(17), are zero at t = to. 
By carrying out the integrations in the first two of (17), we find X~ 1, 
X21. Upon substituting the values of X~ ~, X2 ~ into the second two of 
(17), the integrands become known continuous functions of t, when 
X12, X 2 are defined by quadratures. With the same procedure we can 
find X1 a, X~ 8, . . . .  
(c) The convergence of the formal 
presupposed for the determination of
This convergence and the domain of 
solution (16) in our domain was 
the coefficients X,  given by (17). 
its validity come from using the 
"method of dominants," as follows. There always exists (Petrovsky, 
1954) a function which dominates F1, Fs of (14); that is, there exists a 
function F such that the nonnegative coefficients of its expansion in 
power series, in the neighborhood of any point of the domain D1, are 
not smaller than the absolute values of the corresponding coefficients 
of the power series expansion of F1, F2 in the neighborhood of the point. 
Such a dominating function of F~, Fs in D~ is the function 
M 
F = 1 - [(xl - ul0) + (x2 - us0)]~ -1' (18) 
where 
M_> M~, ~_-< ~i, i = 1, 2. (18a) 
This gives a power series expansion that converges when 
I z~-  u,01 < ½L 
Consider the auxiliary system 
M 
1 - ½[ (X l  - u10) + (xs - -  u~0)] (19)  
x~(to) = Uio, i = 1, 2. 
i=  1,2. 
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The system (19) gives 21(to) = 2~(to). On making use of the initial con- 
ditions, we have 
xl -- ul0 = x2 -- u~0 = ~, (20) 
and 2 satisfies the differential equation 
M 
1 - (2~/~)  (21)  
z(t0) = o. 
On separating the variables in (21) and performing the quadratures, we 
find that 
2 - 22/~ = ~M(t -- t0). 
Then 
1 ( I 4~M(t - t ° ) lm} 2 = ~ ~ 1 -- 1 ~ , (22) 
by selecting the negative sign before the radical, in order to satisfy the 
condition 2(t0) = 0. 
According to (20), the solution of (19) is 
x~ = u,0 A- 2, x~ = u¢0 zr 2, (23) 
2 being given by (22). 
The expansion of the right-hand member of (22) as power series in e 
has the singularity: e= ~/4M(t -- to). Therefore the expansion converges 
for all values of e such that 
~" (24) l e I < 4M(t -- to)" 
The expansions of x l ,  x~ as power series in e converge under the same 
condition (24). The second members of (19) have all properties of the 
second members of (14), so that the system (19) can be solved directly 
by using power series in e of the form (16). This solution is unique, and 
so it is identical with that given by (22) and (23), if we take the expan- 
sion of 2 in powers of e, Then the power series solution of (19) in e is 
valid under the condition (24). 
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If the series solutions of (19) and (21) are 
= ~o + e21 + e22~ + . . .  
(25a) 
2 0 = 0 
X i = X i  0 -~  ~_X$1 -3[- e2Xl 2 -~- . . .  
(25b) 
~ 1 - X l  2 ~ X2 2 - • • • Xl  0 Ul~ } , X :  = ~20 , Xl  1 X2 = 1 ,  = X 2, 
and we consider the formulas (17) that give the coefficients XI  ~, X2 ~, and 
1 the formulas that give the coefficients xl 1, x2, then the integrand of the 
former is dominated by the integrand of the latter in these definite 
integrals. Therefore 
1 1 xi > [Xi ], to => t_>- T, i = 1,2. (26a) 
The corresponding result is true successively for terms with higher 
indices. Thus 
k k x~ => [X~ t, to ~< t =< T, i = 1,2, (26b) 
and the investigation of the convergence of (16) is completed. 
(d) In many special cases the domain of convergence of (16) is much 
larger than the condition (24) shows. This is due to additional proper- 
ties that the differential equations possess, which give to their solution 
a wider domain of convergence. The inequality (24) can be satisfied (i) 
by imposing restrictions upon both e and t, or (ii) by taking t arbitrarily 
and then, for the convergence, restricting e, or (iii) by taking e arbi- 
trarily and then restricting t.
For nonnegative , (24) gives 
t - -  to< i* - T - -  to. 
= 4~M 
Then 
T = maxt  = to+ ~" 4EM' (27a) 
and if to varies in 0 _~ to =< 2~r, we have 
~" (27b) < T < 2~+4~ M.  4eM = = 
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4. THE USE OF THE PERIODICITY OF THE SOLUTION {Ul, U2} 
In the theory of the previous ection no use of the periodicity of the 
solution {ul, us} of the system (14) has been made. Let us assume now 
that u l ,  us are periodic in t with period 2v; that is, 
u~(to + 2~)  - u~(to) = o, u~(to + 2~)  - u~(to) = o .  (28)  
Applying (28) to (16) we have 
[X~(to + 2~-) - X?(to)] + 4X?(to + 2~-) - X?(to)] +- . .  = O, 
(29) 
[X21(to -4- 2~-) -- X2'(to)] -4- e[X22(to + 27r) - X22(t0)] -t- . . . .  0. 
Now take the Fourier series development in t of the function F~ and F2 : 
F~ = Ao + A~ cos t -4- B1 sin t -4- • • • A~ cos mt "4- B~ sinmt + • -. 
(30) 
F2 = Co + C~ cos t + D~ sin t + • • • C~ cos mt+ D ,~ sin mt + • •., 
where the coefficients A, B, C, D are functions of u~, u2 and such that 
the series 
[Ao[  + ]A~I + . . .  + [Am[ + IBml --]- ' ' ' ,  
(30a) 
ICo l+ lCx l+ ---  + Ic~!+ID~I+- - . ,  
are uniformly convergent with least upper bound/~r; also the series of 
partial derivatives with respect o u~, u2 : 
I OAo/Ou~ [ + I oAx/Oull + . . . ,  
(30b) 
{ OCo/Ou~ [ + I oc~/o~ I + . . . ,  
are uniformly convergent with least upper bound/~. 
By taking into account the expressions of X given by (17) and the 
series (30), the conditions (29) give 
Ao(x + ~, y + ~) + eC)~(x + ~, y + ~, to) + . . . .  O, 
(31) 
Co(x+ $ ,y+ n) + ~¢2(x+ ~,y+ •,t0) + . . . .  0, 
where we suppose 
, Ao(0, 0) = 0, C0(0, 0) = 0. (31a) 
Provided that the Jacobian of the system (31) is not zero, 
OAo/O~ OCo/O~ 
0, (32) 
OAo/On OCo/On 
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we can solve the system (31) in ~ and ~ in terms of e and t; 
= ~(~, to), ~ = ~(~, to), say, (33) 
with the conditions 
= ~(0, to) = 0, ~ = 7(0, to) = 0. (33a) 
If the Jacobian is zero, it is necessary to consider in (31) terms of degree 
1, 2, . . .  in ~, that is, the function ¢1, 4)2, "" ", (Faton, 1929). ~ v in 
(33) are given in series in e, where to can take any value of the interval 
0 =< to _-< 27r and e is in accordance with the condition (24). From (15), 
(16a), and (33) we get 
X1 ° = ul0 = x A- ~(~, to), X2 ° = u2o = y A- v(e, to), (34) 
where x and y are unknown. If we find the constants x and y, the tran- 
sient solution (16) of the system (14) is completely determined. 
5. DETERMINATION OF THE CONSTANTS Z AND y: CONDITIONS OF EXIST- 
ENCE OF STEADY STATES SUBI-/ARMONICS 
Equations (31) must be satisfied when e = ~ = v = 0. In that case 
(31) give 
Ao(x, y) = O, Co(x, y) = 0. (35) 
The solution (x, y) of the system (35) gives the constants x and y, which 
characterize the steady state subharmonics. The conditions for real 
intersections of the curves (35) in the x, y-plane give the conditions of 
the existence of the steady state subharmonics. 
6. THE STABILITY OF THE STEADY STATE SUBHARMONICS 
The singular points of the general system (14), where the time enters 
explicitly, are given, according to the appendix of the paper, by Eq. (35). 
The stability of these singularities gives the stability of the steady 
state solution of the system (14). The following definitions of the 
singular points shall be used in the second part of this paper. 
According to Poincard (1892) and Bendixson (1901), the distinction 
between the different kinds of singularities depends on two numbers 
p~, p~, the roots of the characteristic equation 
a l -pb l  
-- 0; (36) 
as b2 - p 
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that is, on the numbers 
pl.2 = 1~{al + 52 -4- [(al - b2) ~ + 4a251]~J2}, (36a) 
where: 
al = OAo/OX, as = OAo/Oy, 51 = OCo/Ox, b2 = OCo/Oy. (36b) 
For nonzero roots pl, p~ the "simple singularities" are classified in four 
classes as follows: 
I. "Nodal points," when pl, p= are real and of same sign: 
(al - b2) ~ + 4a2bl ~ O, alb2 - a2bl > 0. (37a) 
II. "Saddle (pass) points," when pl, p2 are real but of opposite sign: 
(a~-- b2) 2+4a~b~ >= O, a lb2-  a2b l< 0. (37b) 
I I I .  "Spiral (focus) points," when pl, p2 are complex conjugates: 
(al - b2) ~ + 4a2b~ < O, alb2 - a2bl # O. (37c) 
IV. "Spiral points" or "centers," when pl, p2 are pure imaginaries: 
(al - b2) ~ + 4a2b~ < O, alb~ --  a~bl = 0. (37d) 
Under the conditions (37d) the singularity "may be a center." These 
conditions are necessary, but not sufficient. There is "Poincar6's 
criterion" in this case for distinguishing a spiral point from a center 
(Hadamard, 1933). 
Define the above singularities as "stable" or "unstable" when, with 
increasing time t, any point on any integral curve does or does not move 
into the said singularity, that is, according as the real part of the roots 
is negative or positive, respectively. In Fig. 1, I shows a "stable node," 
I I  a saddle point which is "intrinsically unstable," I I I a  "stable spiral 
point," IV a (neutral) center. By "intrinsically unstable" we mean that 
FIG. 1. The four kinds of simple singularities. I is the stable node, I I  t~he saddle, 
I I I  the stable spirM, IV the center. 
SUBHARMONICS IN NONLINEAR SYSTEMS 211 
the saddle point is terminated by four trajectories forming two distinct 
integral curves. Two of these trajectories approach the saddle point with 
increasing time t, and correspond to the stable curves, while the others 
move away from it with increasing time and correspond to the unstable 
curves. There exist four regions containing continua of hyperbolically 
shaped integral curves which do not approach the saddle point (Hayachi, 
1953). 
7. APPLICATION TO THE SYSTEM (14) 
Now, coming back to our original problem, we see that the system 
(12) is a special case of the system (14). To apply the theory of the 
previous ections concerning the system (14) to our special case of the 
system (12), we give to the functions fl and f2 of (12a) and (12b) an 
appropriate form from which we can get the development into Fourier 
series for any order of the subharmonics. By replacing the powers and 
products of sines and cosines of multiple angles in constructing fl and f2, 
according to (12a) and (12b), we can get the following results, if we re- 
strict ourselves to coefficients which are useful for the construction of 
the corresponding functions A0 and Co, which depend on the number n 
characterizing the order of the subharmonics: 
I 1 1 3 3 3 2 
f~(ul  , u2 , t) = - ~ ku l  - ~ ClU2 + ~ c3u~ + -~ c3ul us 
+~C3(l_n~)~us + -2c2~ul  cos(n-2) t+. . -  (3Sa) 
] + c3~ulu2  cos(n - -  3 ) t+ ..- 
[1 1 3 3 3  2 
f2(ul , u : ,  t) = L -  clul - ~ lcu2 -- ~ c3ul -- ~ c3ulu2 
--~c~ (1 --n~) 2ul -F c21---L-~n u2 cos (n - -  2 ) t+ -.. (38b) 
+ -gc3~( - -u l  2+ u22) cos (u -3) t+ --. 
For any given n, that is, for any order of the subharmonics, the corre- 
sponding functions Ao(x, y), Co(x, y) are the independent-of-time terms 
of the right-hand members of (38a) and (38b), respectively, if we put 
x and y instead of u~ and us, respectively. If we know fl and f2, the 
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equations A0 = 0 and Co = 0 are known, and their solutions give the 
steady states subharmonies of the initial equations. The stability of 
the steady state solutions comes from the study of the singularities 
(x, y), according to what has been quoted above on the singularities. 
The terms of the functions Ao(x, y) and Co(x, y) are, as we can see from 
the formulas (38a) and (38b), such that we can have x and y, from 
A0 = 0 and Co = 0, in terms of B and the ratios k/c3, cl/ca, c2/c3 for 
c3 ~ 0. 
PART B. APPLICATION: SUBHARMONICS OF ORDER 1/~ 
(MAGIROS, 1957b) 
8. THE EQUATIONS FOR THE COMPONENTS OF THE AMPLITUDE OF THE 
SUBUARMONICS 
From Eq. (1) and its solution (5) for n = 3 we deduce 
- 2 - 3 O~ + fco. + ~Q + c2Q + c~Q = Bs in3t ,  (39) 
Q = x sin t - y cos t - 1/~B sin 3t. (40) 
For e ~ 0 the components x and y of the subharmonics depend on time 
t, and this transient state yields, with the lapse of the time, to the steady 
state, either stable or unstable. Since the coefficients of (39) can have 
arbitrary values, Eq. (39) may contain various types of periodic solu- 
tions for different initial values. For the constant values of x and y, 
which characterize the subharmonics in the "steady state," we must 
find the functions Ao(x, y) and Co(x, y). If x and y are substituted for 
ul and u2, Eqs. (38a) and (38b) give for n = 3: 
Ao(x, y) = 1/~[-kx + cly + 3/~c3y(x 2 -~- y2 + 1/~2B2) __ 3~6c3Bxy], 
_ 1 2 Co(x, y) = l/~[c~x - ky 3~csx(x 2 _[_ y2 + l~2B ) (41) 
+ a/~2c3B(--x 2 + y~)]. 
Setting the right-hand members of (41) equal to zero, we have the 
following equations for the determination of x and y: 
t~x -{- ~y - -  y (x  2 + Y~ + 1/~2 B2) + ~Bxy -~- O, 
(42) 
~x -- t~Y + x(x 2 + y2 + 1/~2B ~) + 1/~B(_x ~ + y2) = 0, 
where 
4c1_  41  - -  ~1 4k  _ 4 /~ (42a)  
--  3c8  3 ~3 ' ~- -  3c3  3~3" 
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To any real solution of the system (42) corresponds a solution of (39) 
in the form of (40). 
Remarks  
For prescribed initial conditions of (39), say Q0 and Q0 at t = 0, we 
have, according to (40), 
Q0 = -y ,  ¢0 = x - ~B,  (43) 
and the given initial conditions correspond to the point 
x = Q0 + 3/~B, y = -Q0 (43a) 
in the x, y-plane. Starting from the point (43a), the "starting point," 
and following the corresponding integral curve with the lapse of time, 
we may terminate to a "final point," which corresponds to the proper 
steady solution. The coordinates of this final point are solutions of the 
system (42) and the stability of this point can be investigated according 
to Section 6. 
Given the initial condition and the amplitude B of the external force, 
the "starting point" in the x,  y-plane is defined; conversely, any point 
of the x, y-plane can be taken as a starting point by properly choosing 
the initial conditions and the amplitude B. If the "starting point" is 
selected in coincidence with a "stable final point," no "transient phe- 
nomena" must exist. This last remark may be of importance in engineer 
ing problems. 
9. RESTmCTIONS OF THE COEFFICZENTS OF EQ. (39) 
The system (42) can be written as 
t~x 4- hy  - -  Ay  = -1 /~B(2xy)  
(44) 
Xx - -  try - -  Ax  = - - I~B( - -x  2 -~ y2), 
with 
A = ~.2+ 1/~2B 2, ~2 = x 2+y~. 
Squaring, and adding (44) we find 
~2 -t- 2 + A 2 _ 2~,A = 1/~4B2~ , 
which, by using (44a), can give 
B 4 _ B 2 
(44a) 
= o, (45) 
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with roots 
~,~ 1 I 3 B 2 =~ L2x-~ 3 2 2 
(46) 
-4  X' + .~ + ~ - x -~/ j  j .  
The reality of ~2 requires 
I - -7B  4 -- 2SkB ~ -[- 214g ~ -<_ 0. (47) 
The roots of I = 0 are 
B 2 27 = ~ ix a= (x ~ - 7~) '~ (48) 
Then the condition (47) is fulfilled only when the following inequalities 
are fulfilled: 
(49a) X 2 -- 7g 2 > O, 
2 7 _ 7g~) in } B 2 27 7#~)1t2}. ~- {x - (x ~ _-< _-< ~- {~ + (x 2 - 
The inequalities (49), by using (42a), can be written as 
- r( 1 -  ( YFI ~-i ! e, _ -T \~} j  )--<B ~< 
Ca L \  ca / 
(49b) 
(50a) 
c3 L \  ~3 / 
The inequalities (50) are restrictions of the values of the coefficients 
of the differential equation (39) for real amplitude of the subharmonics 
of order ~.  
From (46), if X and g are given, we can draw the diagram of ~2 versus 
B 2, taking into account the arc of this diagram which is valid for B ~, 
according to the restriction (50b). 
As for the condition (50a), it can be written in the form: 
(1 - e~ - ~/7k) .  ( I  - ~ + ~/ fk )  > O, (51) 
which corresponds to the shaded region of the el,/~-plane. (Fig. 2). 
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"~1 ~'~ j  
"7 
FIG. 2. Graphic representation of the restriction (50a) for stability. Accep- 
ted values of cl and/~ must represent points in the shaded region of c l ,  Z-plane. 
10. SOLUTION OF THE SYSTEM (42) 
The real roots of the system (42) may be at most nine. By using the 
number A, given by (44a), we reduce to the system (44), of which the 
real roots are acceptable. By regarding the equations (44) as equations 
in x, whose coefficients are functions of y, we get the vanishing of the 
eliminant of this system, say the Sylvester's eliminant, which is the 
condition for common roots of the system. The system (42) can be 
written as 
(t~ + l/~By)x + (X -- A)y  = O, 
(52) 
1/~Bx 2 -- (X - A )x + (t~ -- 1/~By)y = O, 
and its Sylves~er's eliminant is 
+ ~By (X--  A)y  
0 t~ + I~By 
~B - (X - A )  
0 
(X - A )y 
(t~ - I/~By)y 
= 0, (53) 
which, for nonzero roots y, leads to the cubic: 
y3 _ 3(4/B)2[(X _ A)~ + u2]y _ 2(4u/B)3 _ 2(4/B)3tL(X _ A)2 = 0. (54) 
If we know the coefficients of the differential equation (39), we find the 
values X and t~ according to (42a). We can then obtain from (46) the 
amplitude of the subharmonics, which are at most two. On the circum- 
ference with radius ~ there are one or three singular points, of which the 
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ordinates y are the real roots of the cubic (54), when for their abscissas 
x we apply the Pythagorean theorem. Therefore, the singular points 
(x, y) are at most seven, including the origin, which in every case is a 
singular point, as we shall see in Section 16. 
11. REQUIREMENTS FOR STABILITY OF THE SOLUTION (;~, y) 
For the stability of (x, y), according to Section 6, we need the partial 
derivatives of the functions Ao(x, y) and Co(x, y), given by (41), with 
respect o x and y. These derivatives are 
oAJOx = al = 1//22[-k '53/~c3xy - 3/~6c~By], 
OAo/Oy = a2 = 1/~[-cl + 3/~c3(x 2 -53y 2 -51/~2B ~) - 3/~6c3Bx], 
(55) 
OCo/Ox = 51 = ½[cl  - 3/~c~(3x ~ + y~ + ~2B ~) - ~6c~Bx], 
OCo/Oy = b~ = ~l~[-k - 3/tc3xy -5 s/~6c3By ]. 
If in the inequality (24), which is the condition for convergence of the 
solution (5) and then of (40), we take to = 0, e = 1, we thus establish 
the restriction for the T = max t: 
(56) T < ~-~. 
Under this restriction, and by the use of (2), the partial derivatives (55) 
can be written as 
-o-; g ~y-igBy' 
3 { , 
_ 
1 
a~ = ~ ~3 
b~ = ~ ca e3 
43 < 3x2 + y~ + ~---2~2) -- 3 Bx} '
) 3 3 
-~ xy -5 i-6 By}. 
(57) 
12. ILLUSTRATED EXAMPLE 
With the above we have everything we need for treating a numerical 
example. For the components x and y of the amplitude of the subhar- 
monics of order 1/~ of the differential equation (39), we do not need, as 
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we can see from (42) and (42a), the coefficient 52 of the elastic force, 
since ~3 ~ O. Such a thing happens for the components of any order of 
the subharmonics, except in the case of subharmonics of order 1/~, as we 
can see from the equations (38a) and (38b). 
Let us take 
B = 4, k = ~6,  ~1 = 13A, ~ = -~ .  
For this example we have 
1 -- ~1 3 ]~ 3 1 
~ - 2 '  ~ 8 '  ~, = 2, ~ = 2'  
and these values, and B = 4, are in accordance with the restrictions 
(50a, b). 
We have 
~'12 ---~ 2, ~1 ~ 1.414, ~22 ~ 1.25, {'2 ~ 1.118, 
A1 = ~'12 -[- 1/~ ~ 2.5, A2 = ~2 ~ ~- 1~ ~ 1.75, 
AI ~ ~ 6 25 A22 ~'~ -~ • , = 3.06. 
The cubic (54) gives 
Yl 3 -~y1+~=0,  
y3 _ 15/~6y 2 ~_ 5/~6 = 0. 
These cubics have three real unique roots. The roots of the first are 
Yll = 0.9999, Y12 = -- 1.3649, 
those of the second 
y2~ = 0.7032, y22 = -1 . t034,  
The corresponding abscissas are 
xll = 0.9999, x12 = 0.3648, 
x21 = 0.8672, x22 = 0.1755, 
(58) 
y2a = 1.0431. (60a) 
xla = -0.3648 (59b) 
x2~ = -0.3991 (60b) 
Thus, the origin and the above points (59a, b) and (60a, b) are the 
singular points in our numerical example. 
The kind of singularity of these points can be computed from the 
corresponding characteristic roots, according to (36a) and (57), by using 
the coordinates of the above points. The results of the computation are 
Yla = 1.3645; (59a) 
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TABLE I 
THE SINGULAR POINTS AN]) THEIR CLASSES FOR THE 
NUMERICAL EXAMI'L~ OF SECTION 12. 
Point Class 
0 x = 0 y = 0 Stab le  sp i ra l  po in t  
I xn -- 0.9999 yn  = 0.9999 Stab le  sp i ra l  po in t  
I I  x12 = 0.3648 yl~ = - 1.3645 Stab le  sp i ra l  po int  
I I I  xla -- -0 .3648 y~ -- 1.3645 Saddle  po in t  
IV x~l = 0.8675 y~l = 0.7032 Saddle  po in t  
V x22 = 0.1755 y~ = - 1.1034 Saddle  po in t  
V I  x2~ = -0 .3991 y2~ = 1.0431 Saddle  po in t  
given in TaMe I. The singularities I, II, I I I  are on the circumference 
with radius 1.414; the others, IV, V, VI, on the circumference with 
radius 1.118. 
13. NONEXISTENCE OF POINCARg 'S  CYCLES 
In order to give a sketch of the behavior of the integral curves and 
the singularities in the x, y-plane of the above example, it is useful to 
know the existence or nonexistence of Poincar6's cycles. "Bendixson's 
criterion" can be apphed here. Bendixson's criterion states that: "If 
the expression OAo/Ox n u OCo/Oy does not change its sign within a do- 
main  in the x, y-plane, no Poincar~ cycle can exist in the domain." Ap-  
plication of this criterion gives, by using (57), 
OAo/Ox + OCo/Oy = -~,  
which is valid in the whole x, y-plane. Then no Poincar6 cycles can 
exist in the whole x, y-plane. Should E not equal zero none of the singu- 
larities can be a "center." However, we may have centers if ]~ = 0, when 
"closed integral curves" appear, which have nothing to do with the 
Poincarg cycles. 
14. SKETCH CORRESPONDING TO OUR EXAMPLE 
By applying the method of isoclives to the equation 
dy _ Co(x, y) (61) 
dx Ao(x, y)' 
we can sketch the regions and integral curves of our example of Section 
12, as is shown in Fig. 3. The solid lines are the boundaries from the 
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FIG. 3. The regions and the singularities in the x, y-plane. The solid lines 
through the saddle points I I I ,  IV, V, VI are the boundaries of the regions. The 
shaded regions (al), (a2) and (bl), (b~) do not correspond to any solution. The 
points I, I I  and the origin are stable spirals and correspond to the regions (e), 
(d) and (el, e2, ea, e~ ), respectively. The dotted lines are integral curves. 
saddle points, the dotted lines the integral curves. The regions (al), 
(a2), (bl), (b~) correspond to no solution of our example. The regions 
(@, (@, (e~), (e4) correspond to the stable harmonic solution 
Q = -~s in3t .  
The  region (c) corresponds to the stable solution 
Q = 0.9999 sin t - 0.9999 cos t - 1/~ sin 3t, 
and the region (d) to the stable solution 
Q = 0.3648 sin t - 1.3645 cos t - ~ sin 3t. 
By  "corresponds" we mean that  if the start ing point is a point of a 
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region, the final point of this region gives the stable solution, which is 
appropriate to the starting point, and all the starting points of the region 
give the same final point. According to the remarks of Section 8, if the 
initial conditions are 
Q0 = -0"9999' Q0 = 0.9999 - 8/~, 
or  
Q0 = 1.3645, Q0 -- 0.3648 - 3/~, 
which correspond to the fact that the starting point coincides to the 
point I of the region (c), or to the point I I  of the region (d), no transient 
phenomena can exist. 
15. THE CONVERSE PROBLEM (MAGmOS, 1957c) 
In this section we deal with the converse problem; that is, We try to 
establish the coejTicients of the original equation (39) such that for the sub- 
harmonic of order ~ the amplitude is prescribed. The solution of this 
problem corresponds to the determination of the numbers k and ~ in 
the system (42) and then, with the help of (42a), of the ratios of the 
coefficients. This determination is to be made in terms of B and ~, by 
using the additional equation 
x 2 A- y~ --  ~2 = 0. (62) 
The determination of ~ and g in this way is impossible because of the 
form of Eqs. (42). From Eqs. (42) and (62) we can obtain ~ and g in terms 
of x, y, ~, and B. Then the determination of X and g requires us to know B 
and two of x, y, ~. But, if we know B and x, y, the numbers ~ and 
are known by solving the system (42) in h and g, (62) being a restriction 
between x, y, ~. Now, by knowing ~ and g, we know the ratios (1 - ~1)/~3, 
]~/~. Thus any two coefficients from 51,53, # can be determined in terms 
of a third one, which can get arbitrary values. Since the stability can 
be treated as in the previous example, the converse problem is finished. 
To illustrate the above, let us take two cases with the same ampli- 
tude: (a) x = 1, y = 1 and (b) x = 0.3648, y = -1.3645. 
(a) x = 1, y = 1, B = 4. According to (40) the corresponding solu- 
tion is 
Q = sin t - cos t - ~ sin 3t. (63) 
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From (42) and (42a) we find that 
1 -  ~1_ 3 k _ 3 (63a) 
c3 8' ~3 2" 
The test for the stability of the singularity (1, 1) shows that this point 
is a saddle point. Thus the solution (63) of Eq. (39), when the coefficients 
satisfy the relations (63a), is not acceptable. 
(b) x = 0.3648, y = -1.3645, B -- 4. The corresponding ratios of 
the coefficients are 
1 - -~_3  ]~ 3 
- (64a)  c3 3' ~3 S' 
and the solution is 
Q -- 0.3648 sin t + 1.3645 cos t - ~ sin 3t. (64) 
This is acceptable, since the singularity x -- 0.3648, y -- -1.3645 is 
a stable spiral point. 
16. T.HE SINGULARITY AT THE ORIGI~ IN THE GENERAL CASE (MAGIROS, 
1957C) 
From the system (42) we see that the origin x -- 0, y = 0 is, for any 
case of the coefficients of (39), a singularity of (39). In other words, 
the function -~B sin 3t is always a solution of (39), the harmonic 
solution, either stable or unstable. For the stability of this harmonic 
solution we have, first, from (55): 
l -  al = - -~k  
1 3 
a2 = --~ (1 -- Cl) + ~-~ e3B 2, (65) 
1 (1 - el) - 3 bl = ~ ~ e3B ~ 
when, from (36a) and (65), we obtain 
l z± i  0 -~1) -3e~1-  ~ (66) Pl,2 = - -~  
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By using the definitions of the singularities of Section 6 we get the fol- 
lowing: 
(a) If the imaginary part of (66) is not zero, that is, if 
1 -- ~__._~ ~ 6. B2 (67a) 
~3 16 2' 
then (i) for ]~ > O, the origin is a stable spiral point; (ii) for ]~ < O, the 
origin is an unstable spiral point; (iii) for ]~ = O, the origin is either a 
center or a spiral. 
(b) If the imaginary part of (66) is zero, that is, if 
1 - e~ B 2 
e3 - 6 .y~,  (675) 
then (i) for Is > 0, the origin is a nodal stable point; (ii) for ]~ < 0, the 
origin is an unstable nodal point; (iii) for ]~ = 0, the origin is not a sim- 
ple singularity of the kind we know in Section 6, since the characteristic 
roots are zero. 
The result of this section is that the origin is a stable singularity when 
:> O, and of spiral type under the condition (67a), or of nodal type under 
the condigon (67b). This is shown in Fig. 4. In Fig. 4, the left-hand of 
VIlli/Ill, 
villi/Ill~ 
l~a. 4. The kinds of singularity of ~he origin of Eq. (89). ~'or/~ > 0 the origin 
is stable and either of spiral or of nodal kind. For ~ < 0 the origin is an unstable 
singularity. 
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the (1 - 5~)/~3, It-plane corresponds to instability of the harmonic solu- 
tion. The right-hand of this plane corresponds to stability, with all 
spiral points, except he points of the nodal ine MN, of which all points 
are nodal points, except he point M which is a siugularity but not of 
simple type. The points of the [(1 - 50/53]-axis may be either centers 
or spirals, except M. The distance OM has a maximum and a minimum 
due to the restriction of B, given by (50b). For B = 0, the/~-axis the 
nodal ine. 
APPENDIX  
The following are concerned with the singular points, that is, the 
constant solutions, of the system (14). The functions FI and F2 of (14) 
satisfy the conditions of Fourier's theorem (17), so: 
~s = E(A0+Ascost+Bls in t+ . . .  
+ Am cos mt+ B,~ sin mt+ .. .)  
(68) 
~2 --- ~(Co + Cs cos t + Ds sin t + . . .  
+ C,~ cos mt + D,, sin mt + .. .)  
where the coefficients A, B, C, D depend on ul and u2 • 
Take the system: 
~s = EAo(ul  , u2), 
(6Sa) 
= ~Co(ul,  u~), 
where the time t does not enter explicitly. Each of the above systems 
accepts a unique solution {ul, u2} which assumes given values 
lus(to)  = uso,  u~(to) = uso} 
at t = to, provided that the functions in their right-hand sides satisfy a 
Lipschitz condition, when their arguments are restricted to lie in the 
domain 
A: ]u~ -- Ulo] ~ ks, lug--  u201 --< k~, I t - -  t0l < T. (69) 
Apply Picard's method of successive approximations for the calculation 
of the solution {~x, ~} of the system (68a), by taking as zeroth approxi- 
mation arbitrary initial conditions {~0, ~0}. The successive approxi- 
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mations, which converge to the unique solution {41,42} of (68a), are 
4~ (~)= 4~0 +eft:Ao(41o,~2o) dt, 
4~ (1)= 420 "~" e ieo Co('lO , 42o) dr, 
. . . . . . . . . . . . . . . . . . . . . . . . . . . .  (7oa)  
]'oAO ~ (~-1),  41 (n) = 410 "t- e (41(n--1)lt u,2 J dr, 
42 (n)= 420-~-e f:: G0(41(n-1), 42(n-1)) dr. 
Apply also the above method for the calculation of the solution {ul, us} 
of the system (68), by taking as zeroth solution arbitrary initial condi- 
Lions {ul(t0) = ul0, u2(t0) = u~0}. The successive approximations are 
u1(1) = ulo +~f/oAO(ulo,U2o)dt 
+ e ~'o Al(ulo , U:o) cos t dt + . . .  
u2 (~) =u~ +~f , :  Co(u,o,u2o) dt 
i + e Cl(ulo, u2o) cos t dt + ""  0 (7O) 
ul(-) = ulo+ef/oAO(ul('~-l),u~(~-n)dt 
q-eftlAl(ul('~-1',u~('-l ')costdt + .. .  
U2 (') = U2o + ~ f/, Co(ul('-l), u2('-l)) d t 
+ • (uz ('-~), u2(~-1)) oos d~ + . - .  
which converge to the unique solution {ul, u~} of the system (68). 
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Let us take the same initial conditions 
Ulo = ~10, u~0 = ~0, (71) 
of the above approximation (70) and (70a), and subtract. We get 
Ul  (n) - -  '~1 (n) = e {Ao(Ul (n-l), u2 (n - l ) )  - -  Ao(al ("-~), a2 c"-~)) } d$ 
(1 
ft t ~ (n--1)'~ + e A~(u (~-~), ~2 ~ cos t dt o 
-t- e Bl(ul (~-1), u~ (~-1)) sin t dt + . . .  
0 
(72) 
u2 (~) ~2 (~) = e {Co(at (~-~), (~-~)~ - -  u~ j - -  Co(~l  (~-I), ~(~-~) )}  dt 
o 
f/ + e Cl(ul (~-1), u2 ('-I)) cos t dt o f' 
-]- E Dl(u l  (~-1), u~ (~-~)) cos t dt + . . .  
0 
The integrals in (72) are bounded and the right-hand sides contain e 
or a common factor, so the approximations, and consequently their 
limits, are, for small e, of order e; that is, 
l ul - -  a~ I = 0(~) ,  I~  --  u~] = 0(~) .  (73)  
In (73) {ul, us} and {~1, ~2} are solutions of (68) and (68a), respectively. 
Thus any solution of the system (68a) can be considered as an approxi- 
mation of the solution of the system (68) of the first order e. 
The solutions of the system (14), i.e., of the system (68), are constant 
if eF~ and eF2 tend to zero, or, since the time t enters explicitly in F1 
and F~, if e -~ 0. But in the system (68a) the time t does not enter 
explicitly, so we can get constant solutions of (68a), if e is not neces- 
sarily zero, by taking appropriate initial conditions in the approxima- 
tions (70a), namely, the initial conditions {~0, ~0} which satisfy the 
conditions 
A0(a~0, a2o) = 0, C0(g~0, a2o) = 0, (74) 
when the integrals in (70a) are zero and the solution {~1, ~2} of (68a) 
is the constant {~1o, ~20} for any e, including e = 0. A constant solution 
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{~1, ~2} of the approximate systems (68a), which satisfies the condition 
(74), is considered as an approximate constant solution {ul, u=} of the 
exact system (68), or (14), of the first order in e. 
The technique of substituting the system (68), where the time t 
enters explicitly, by the approximate system (68a), where the time does 
not enter explicitly, consists essentially of replacing a function by its 
"mean value" over an interval (Fatou, 1929), which is called "moving 
average" or "sliding mean" (Van der Pol and Bremmer, 1955). Since 
the moving average is generally smoother than the original function, 
the above technique, which is known as the "averaging principle" 
(Kryloff and Bogoliuboff, 1947), offers advantages in the study of the 
original system. In practice, this technique brings good results, for exam- 
ple, in economics or in electrical problems uch as the photoelectric 
reproduction of sound, television images (Van der Pol and Bremmer, 
1955). 
RECEIVED: November 27, 1957. 
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