This article addresses macroeconomic instabilities according to exchange rate regimes in Sub-Saharan Africa (SSA) 
Introduction
Herein we carry out an empirical and comparative study of macroeconomic instabilities according to exchange rate regimes in Sub-Saharan Africa (SSA). The macroeconomic instabilities are a major and general topic in economic analysis because of their effects. Indeed, they affect all sectors of an economy with consequences more or less harmful for populations and business environment. However, this issue becomes even more important when dealing with developing countries for the simple reason that developing countries often may not have possibilities to carry out countercyclical economic policies when those are necessary. Especially, Sub-Saharan African countries are poor countries that heavily depend on international aid and revenues from the trade of their commodities on international markets of commodities. Therefore, these economies need a more stable and viable economic environment necessary for investment, consumption and trade. But despite the fact that this topic is very important in economic analysis, one of the important issue of this major topic is the measurement of a macroeconomic instability itself.
Generally, the general tendency consists of computing either the standard deviation or computing the difference between the variable under consideration and another variable or standard. Therefore, these measurements give only a descriptive explanation at a specific time, whereas it would rather be more interesting to understand the dynamic of a macroeconomic instability over time in order to make assumptions and conclusions for the medium and long terms. This approach is especially important of since the macroeconomic stability is assumed as one of the most important factors for promoting the economic growth in developing countries, and particularly in SSA. Thus, recommendations of economic policies should be shaped in accordance with countries' macroeconomic instabilities and their exchange rate regimes. This is really important and even fundamental in decision making of economic policies. Unfortunately, studies focus often to show an empirical relationship between macroeconomic instabilities and economic growth, and as a consequence they treat less macroeconomic instabilities themselves. Hence, our main contribution in this article will consist of treating macroeconomic instabilities' dynamics in SSA with respect to underlying exchange rate regimes.
The theoretical framework of this study considers a general macroeconomic equilibrium that requires that the internal equilibrium and the external equilibrium must be realized simultaneously. Based on this approach, the stability of prices and the fluctuations of the gross domestic production, the GDP or simply the output, reflect the internal equilibrium indicators (stability of internal macroeconomic policy), while the gaps between the RER and the equilibrium real exchange rate (ERER) reflect the external equilibrium stability indicator (stability of external macroeconomic policy). The internal equilibrium means or at least requires that the instability of prices and output gaps must be very low and very stable. And then, the external equilibrium requires that the current account, or generally the balance of payments, must be in equilibrium over medium and long terms without being harmful for the economic growth at all. Indeed, the RER must not undergo important and persistent deviations over medium term or long term.
The basic hypothesis behind the assumptions above is that macroeconomic variables standing for internal equilibrium and external equilibrium conditions are related each other over time. Thus, our approach will consist of using statistical and econometric methods that allow to model conditional variances of each variable with taking into account those of other variables at the same time. Therefore, we aim to estimate co-volatilities of inflation gaps, output gaps and RER gaps over time. In order to achieve this goal, we will use multivariate GARCH (MGARCH) methods at the first step. But recalling that MGARCH techniques require a very deep time dimension, which is not the case here as our time dimension is not long enough, we will use non parametric techniques that keep correlation structure between variables in the case where our parametric methods fail. Indeed, we will complete our approach by semi-parametric and non-parametric methods and especially by using simulation techniques (Monte Carlo) of correlated variables and density estimates.
The rest of the article is organized into five sections. In the first section, we present a literature review of macroeconomic instabilities and MGARCH models. In the second section, we will introduce the econometric models, especially CCC (Constant Conditional Correlations) and DCC (Dynamic Conditional Correlations) GARCH models that we will be using in the parametric estimates. In the third section we will introduce the global sample and the subsamples, and the data and its treatment. The fourth section will present the estimates' procedures, while we will present results and commentary in the fifth section. And then the article will be ended up by a conclusion.
Review of literature
The macroeconomic instabilities in developing countries have become a major topic that preoccupies experts and institutions working on economic development issues because they directly or indirectly affect the social wellness, and because of the fact that the fluctuations of the output are harmful for the consumption, the production and the employment. Thus, the study of Bleaney (1996) on macroeconomic instabilities and growth in developing countries is one of the most forerunner contributions of this thematic for developing countries. Indeed, selecting a number of indicators of macroeconomic instability (or stability) such as the fiscal deficit, the volatility of RER, the public debt and the inflation over the period 1980-1990, the author shown negative correlations between the fiscal deficit and the economic growth, and between the instability of the RER and the economic growth. As results, the author concluded that the macroeconomic stability is combined with a high level of economic growth for a given level of investment. However, recent empirical studies on economic growth in developing countries take into account many other factors such as institutions, culture and geography, etc. in addition to macroeconomic instabilities Acemouglu (2009).
The studies of Aizenman & Pinto (2005) and Wolf (2005) pointed out some transmission mechanisms of the macroeconomic instabilities. According to the authors, negative effects of macroeconomic instabilities can appear through economic, political and social uncertainties, which cause economic costs for a given economy. According to Guillaumont (2006) , Aizenman & Pinto (2005) , Agénor (2001) and Aguiar & Gopinath (2007) , the costs of macroeconomic instabilities affect factors such as the consumption, the poverty and the income inequality. And according to Hnatkovska & Loayza (2003) , countries with high macroeconomic volatility experience low economic growth that in turn affects directly or indirectly the poverty, the inequality and the human capital accumulation. For Athanasoulis & Van Wincoop (2000) , it is possible to increase the social wellness by mitigating the consumption volatility. Many other empirical studies, as those of (Ramey & Ramey, 1995) , (Fatàs, 2002) , Acemouglou & others (2003) , Hnatkovska & Loayza (2005) , and Sadni-Jallab, Gbakou & Sandretto (2008) , demonstrate an evidence of negative impacts of the macroeconomic instabilities on the economic growth. These studies argue that developing countries in the most of the time do not have the necessary capability to face up unforeseen difficult economic situations, or simply they are unable to set up countercyclical fiscal policies when required.
One of the numerous causes of the weakness of the economic growth in SSA is the lack of necessary capital for investment. But nowadays, this issue could be obviously figured out by foreign direct investment (FDI) flows in somehow. However, the intensification of FDI flows and their role on the economic growth in recipient countries have compelled economists to look into this factor in developing countries. The study of Sadni-Jallab, Gbakou & Sandretto (2008) questioned the impacts of the FDI in the case of North Africa and Middle East countries (MENA) for a total number of eleven countries. The results of this study led to the conclusion that the FDI flows contribute positively to economic growth only if the level of inflation is low and stable over time. And in a recent work of Abdelmalk & al (2012) , the authors questioned whether the macroeconomic stability determines the impact of the FDI flows on the economic growth and the process of emerging or not. Using a global sample formed by countries of Africa, Latin America, Caribbean and Asia chosen over the period 1990-2005, the empirical results of this study show that the FDI flows affected positively the economic growth in these countries. On the other hand, the study shows that the macroeconomic instabilities, and particularly that of inflation has a negative effect on the economic growth and limits, therefore, the impact of the FDI flows on the economic growth for the subsample of African countries. In addition, the study shows that there is a threshold effect of inflation that authors is identified to be about 112%.
But as we noticed above, estimating the volatility may be very challenging, and often one estimates it by the standard deviation or by the difference between two variable. However, the ARCH (p) models, introduced by Engle (1982) , and their generalized version, the GARCH (p, q) models introduced by (Bollerslev, 1986) , have facilitated volatility modeling and forecasting. We recall that the letters p and q stand respectively for the numbers of lags for autoregressive (AR) and moving average (MA) parts. Even though many univariate GARCH models have been developed and are very useful for volatility estimating and forecasting, hence, the volatility of a variable may depend on those of another or other variables, and this is often the case for a macroeconomic time series. Therefore, univariate GARCH (p, q) models are not appropriate for estimating conditional correlations between a variable and others. However, multivariate GARCH models (MGARCH) have been conceived to fulfill this weakness of GARCH (p, q) models. Indeed, the MGARCH models are useful for modeling conditional correlations and conditional covolatilities between variables that are correlated other over time. The first version of MGARCH models was introduced by extension of the ARCH (p) model to two variables, which is the first version of VEC (p, q) model. Indeed, the article of Engle, Granger, & Kraft (1984) provided an approach of ARCH (p) models with two variables and in which the conditional variance of each variable depends on its own previous volatilities and those of the other variable. And then, the article of (Bollerslev, Engle, & Wooldridge, 1984) extended this version to a GARCH (1, 1) model, which turned out as a generalized version of the VEC (1, 1) model. However, the VEC model requires a very high number of parameters to be estimated. Therefore, a new model with k variables and known as BEKK (p, q, k) model has been introduced by Baba, Engle, Kraft & Kroner (1990). The BEKK (p, q, k) model, with the acronym representing the initials of the authors' names who developed the so called model, allowed considerably the shrinking of the number of parameters to be estimated. For instance, in a VEC (1, 1, 2) the number of parameters is 21, while it is only 11 for a BEKK (1, 1, 2). Though the BEKK model is an important contribution, the reality is that the number of parameters to be estimate is still very high. For instance, the number is equal to 164 for a BEKK model with one lag only for both AR and MA parts and eight variables, BEKK (1, 1, 8) . Thus, Bollerslev introduced the CCC model, which reduces the number of parameters to be estimated because of its hypothesis of constant conditional correlations. For a CCC (1, 1, 2) and a CCC (1, 1, 3), the number of parameters to be estimated are 7 and 15 respectively. However, the strength of the CCC model, that is the hypothesis of constant conditional correlations, is also its weakness. Indeed, the hypothesis may be roughly reasonable for a short period, but it is unlikely reasonable for a period relatively long. In the case of financials time series, studies as those of (Sheedy, 1998) and Tse & Tsui (2002) show that the hypothesis of constant conditional correlations is not often verified. Thus this hypothesis has been abandoned in favor of dynamic conditional correlations which resulted in introduction of DCC models by Tse, & Tsui (2002) and Engle (2002) . A literature review of the DCC models is provided in Engle & Sheppard (2001) , but the article of Bowens, Laurent, & Rembouts (2006) is an excellent literature review of MGARCH models. Now, our next step will introduce the univariate and multi variate GARCH models in order to explore our econometric method. Note that this step will focus on the CCC and DCC GARCH models of since our goal is to estimate conditional correlations and covolatilities.
Econometric models
Our econometric approach herein will consist of combining macroeconomic variables that reflect internal and external equilibrium conditions in order to determine their covolatilities. The choice for the CCC model is motivated by its simplicity, while the choice for DCC model relies on the fact that the goals of macroeconomic policies may change over time, and that is even more obvious for SSA in the measure that the macroeconomic policy changes are quite frequent and very rough in developing countries due to political instabilities and the nature of the economic management (often goals are neither elucidated and enumerated nor quantified). Now, let us start by a univariate GARCH (1, 1) model:
, , ≥ 0
Where, is a set of independently and identically distributed (i i d) numbers, and , , and are parameters such the sum of and is less or equal to one ( + ≤ 1). The parameters can be estimated by the maximum of likelihood method. The equations (eq1) and (eq2) show that the variable has a conditional mean that is constant overtime and a conditional variance ℎ that varies over time according to the dynamic described in equation the (eq3). The CCC model proposed by Bollerslev (1990) is given as follow:
Where, is − − matrix of conditional correlations, and ℎ are given by a GARCH model, especially by the equation (eq6) below:
The constraint of positivity of the matrix implies the positivity of the matrix and elements ℎ , and we have:
The parameters to be estimated are , the conditional means which are supposed linear, and the parameters , , and (the matrix of constant conditional correlations). The equation (eq4) shows that the conditional mean of each variable is , and the equation (eq6) shows how each co-volatility varies over time. The model can be computed in two stages, and the first will consist of computing a GARCH (1, 1) while the second will consist of computing the matrix of conditional correlations from the errors ( , ) of the GARCH model. Note that ̂ is not the matrix of conditional correlations, but that of feasible and consistent estimators of the matrix . Nevertheless, before we turn to DCC models, we would like to say that we will only show those of Tse & Tsui (2002) and (Engle, 2002) . The former version is noted by DCC T and the latter is noted by DCC E . The DCCT version is given as follow:
Where, 1 , 2 > 0 and 1 + 2 < 1, and has the same meaning as in the CCC model. The matrix −1 is − − matrix of correlations of , for = − , − + 1, … , − 1. The necessary condition to guarantee the positivity is such as > × , that is a weighted matrix of correlations ( , −1 , −1 ). This matrix is positive if each element is positive. If 1 = 2 = 0 (weighting parameters are null), we obtain the CCC model, and the matrix Ψ −1 is given by:
Where, −1 is a diagonal matrix with − − size, and its ℎ elements are given by 
Where, = ( , ) is also a matrix of − − size, and it is symmetric and positive. The matrix is given by the equation (eq16):
The matrix is defined as in the DCCT model. And 1 ′ and 2 ′ are positive parameters, with 1 ′ + 2 ′ < 1. If, 1 ′ = 2 ′ = 1, we obtain the CCC model. The matrix ̅ is a matrix of conditional variances of with the size − − . In order to better see the difference between the two versions, we give the equations of conditional correlations for each version. The equations (eq17) and (eq18) represent the conditional correlations for the DCC T model and DCC E model, respectively.
Contrarily to the DCC T model, the DCC E model does not take the conditional correlations as a weighted average of preview correlations. However, the matrix is given by a GARCH model. As we have presented our parametric methods, we are now going in turn to introduce data and subsamples
Data
The data is collected from the World Development Indicators database known as WDI, and the time period is from 1980 to 2008 including all Sub-Saharan countries. With individual observations, we have computed average observations by subsamples according to the exchange rate regimes and by year for each variable. The global sample, SSA countries, is splitted into several subsamples or groups based on the de facto exchange rate regimes classification of the International Monetary Fund (IMF). The subsamples are as follow:
The monetary union group, which is represented by CFA franc countries or zone (ZCFA). ZCFA itself is constituted by two subsamples, which are the West African Economic and Monetary Union (WAEMU) and the Central African Economic and Monetary Community (CAEMC). The French denominations for these to subsamples are respectively UEMOA and CEMAC. The two latter denominations are those we adopted to use afterwards
The group of fix exchange rate regimes (HZCFA-FIX), which represents the countries with fixed exchange rate accept the countries in Monetary Union (WAEMU and CAEMC). This subsample is constituted by the countries with either currency board system or conventional pegged exchange rate regimes.
The group of intermediate exchange rate regimes, which represents the countries with stabilized arrangement regime, crawling peg regime, crawl-like arrangement and pegged exchange rate within horizontal bands. Exceptionally, we do not have this subsample because these regimes were seldom chosen by SSA countries during 1980-2010.
The group of flexible exchange rate regimes (HZCFA-FLEX), which represents the countries with other managed arrangement and floating exchange rate regimes.
In our approach, we have a global sample, which is SSA, and then this is first splitted into two subsamples, which are the countries within the CFA franc zone (ZCFA) and those outside the CFA franc zone (HZCFA). And then the former is, ZCFA, is splitted into two subsamples which are WAEMU (or UEMOA in French) and CAEMC (or CEMAC in French). As the former, the latter, HZCFA, is as well splitted into two subsamples, which are the subsamples HZCFA-FIX and HZCFA-FLEX. As the countries often change their exchange regime over time, the number of countries in the subsamples HZCF-FIX and subsample HZCFA-FLEX varies over time. The evolution of exchange rate regimes' choices in SSA is exhibited in table 1 below: 5 The number of countries passed from 12 to 13 in CFA franc with the membership of Equatorial Guinea in CAEMC 6 The number of countries passed from 13 to 14 in CFA franc zone with the membership of Guinea Bissau in WAEMU zone
This table is conceived by the author using de facto Classification of IMF
With regards to our variables, we point out that we have selected three indicators of macroeconomic instabilities. The indicators are the inflation gaps ( ), the output gaps ( ) and the RER gaps ( ). The two first reflect the internal macroeconomic equilibrium conditions, and the latter one reflects the external macroeconomic equilibrium conditions. These three variables are computed as the difference between the current level of each indicator and its long term value. Thus, we used the filter HP of Hodrick & Prescott (1997) in order to identify long term time series for each indicator. However, we first applied log transformation to both output, note by and RER, noted by . Therefore, the variable stands for the logarithmic transformation of and the variable stands for the logarithmic transformation of . Unit root tests such as ADF (Dickey & Fuller, 1981) and PP (Phillips & Perron, 1988) show that all variables are stationary and these results are not surprising since the variables have been differenced with their long-run time series respectively. The descriptive statistics and graphs are respectively shown in table 2 and table 3 below. The time series ̅ , ̅ and ̅ stand for the long-run time series obtained by the filter HP. And m, sd, min and max stand respectively for mean, stand deviation, minimum and maximum 
Estimates
In estimate stage, we first estimated a CCC (1, 1, 3 We remind that each estimate has three residual time series that we stored in the matrix noted , , . In this matrix the vector 
variable
, the vector ,2 stands for the residual time series of the variable and the vector ,3 stands for the residual time series of the variable . Each residual time series must not be auto-correlated. However, we observed that the constraint of positivity of the parameters is not respected for any sub-sample, whereas it must be necessarily verified. Therefore, we gave up the hypothesis of constant conditional correlations in favor of the hypothesis of dynamic conditional correlations. Thus, we estimated the DCC (1, 1, 3 ) model by subsample exhibited the results in table 5 below. The parameters 1 , 2 , 3 , 2 , 3 , 1 , 2 , 3 , 1 , 2 , 3 have the same meanings as in the CCC model (table 4). The parameters 1 and 2 represent the weights defined in the DCC model. The dynamic conditional correlations, noted , , , can be extracted from the correlations matrix. In table 5, we however observe that most parameters have been improved and have become positive for each subsample. But, the positivity constraint is still not respected for all parameters, except the estimate for the subsample UEMOA (WAEMU). Therefore, we must make estimates with constraints on parameters if we want to remediate to this difficulty. But as we use the maximum of likelihood estimate method, using constraints on parameters may cause convergence problems during iteration process because of the fact our time dimension is not deep enough. Another difficulty is related to the residual time series autocorrelations. In fact, whenever we face to autocorrelation problems, the easiest way to correct that will imply introduction of one or several lags of each variable in the model. However, we will not be able to do that of since our time dimension is not long enough. For example, if we introduce one lag in the model, the number of variables will rise from 3 to 6. Thus, the number of parameters to be estimated becomes greater than the number of observations. For these technical reasons, we are forced to give up the DCC model too. Nevertheless, we can opt for flexible methods, especially semi-parametric and non-parametric methods.
We recall that we would have kept exploring parametric methods if we had time series with a very long time dimension. However, as we ae obliged to use flexible methods, we first simulated correlated variables using Monte Carlo simulations, and then we performed kernel estimate in the second stage. These procedures are justified because we still take into account our basic hypothesis that considers that macroeconomic policies management relies on macroeconomic gaols that are linked with one another. Although parametric methods are more efficient and more accurate than non-parametric methods in data usage, a simulation of a large number of observations leads to convergent non-parametric estimates. In our case here, we have simulated 50000 correlated observations by variable and by subsample, and then we performed kernel estimates using the normal distribution density. Our choice for the normal distribution density is consistent with the parametric estimate hypothesis. To take into account the macroeconomic equilibrium, we simulated keeping the structure of correlations between the variables. Indeed, we handled this issue by decomposing the variance-covariance matrix according to Cholesky method in order to generate correlated random observations. The non-parametric estimates figures are exhibited in table 6 below. 
Results and commentary
As our parametric models failed, then we solely relied on the non-parametric method. According to simulations and estimates' results shown in table 6, it is clearly shown that the macroeconomic instabilities are very high in SSA although the results are different depending on the subsamples. With respect to the global sample, SSA, the distribution of inflation gaps (fig  1) , is spread out on the range of [-1000, 1000], and the distributions of output gaps ( fig. 2 ) and RER gaps (fig3) are both spread out on the same range of [-1, 1] . Therefore, it is definitely clear that the instability of inflation is the most important macroeconomic instability in SSA. Regarding to the subsamples, the distributions of inflation gaps are spread out on the intervals of [-30, 30] and [-1000, 1000] respectively for ZCFA (fig 4) and HZCFA (fig 7) . Let point out that there is a very significant difference between the two subsamples the two latter subsamples. Furthermore, the distribution is spread in the range of [-30, 30] for the subsample WAEMU (UEMOA: fig 10) , and the distribution is spread out on the range of [-40, 40] for the subsample CAEMC (CEMAC: fig. 13 ). And with regards to the subsample of countries outside CFA franc zone, HZCFA, the two distributions are spread out on the rage of [-3000, 3000] both for the subsample HZCFA with fixed exchange rate regimes or HZCFA-FIX ( fig. 16 ) and the subsample HZCFA with flexible exchange rate regimes or HZCFA-FLEX ( fig. 19 ). On the one hand, the above results reveal that the CAEMU is slightly more instable than the UEMOA (WAEMU) in term of inflation. And on the other hand, the two subsamples of HZCFA are not specifically different in term of inflation. It is relevant to recall that the CAEMC zone is formed by oil exporting countries contrarily to countries in the WAEMU zone. Hence, the CAEMU zone may more frequently face up more with the inflation instability than the WAEMU zone because of high volatility of oil prices undergo on through international market of commodities. Besides, these results reveal that in the case of SSA, the countries with fixed exchange rate regimes are not more performing than those with flexible exchange rate regimes in terms of inflation.
Regarding to the output gaps, the distributions are spread out on the rage of [- fig. 2) , the subsample ZCFA ( fig. 5) , and the subsample HZCFA ( fig. 8) . Thus, the ZCFA group has less output gaps instability than the HZCFA group. Indeed, the HZCFA group's range is larger than the ZCFA group's range, and the first group has an asymmetric distribution at the left-hand side, which means that the group often was in the situation where the current output was below the long-run output. In the ZCFA group, the two subsamples have the same distribution, which is spread on the interval of [-1, 1] (fig 11 and fig 14) . However, for the two groups of HZCFA, the distributions are very different. Indeed, the subsample HZCFA with fixed exchange rate regimes has a distribution spread on the interval of [-4, 4] (fig 17) , whereas the subsample HZCFA with flexible exchange rate regimes has a distribution spread on the interval of [-1.5, 1.5] (fig. 20) . The range of the first subsample is more than two times larger than the second one's range. Though the output gaps are very volatile for the two subsamples, this result shows that they are rather extremely volatile for the group with fixed exchange rate regimes.
Finally, regarding to the RER gaps, the distribution of the global sample is spread on the interval of [-1, 1] ( fig. 3) , that of the subsample ZCFA is also spread on the interval of [-1, 1] (fig. 6 ), and that of the subsample HZCFA is spread on the interval of [-1.5, 1.5] (fig  9) . Again for this variable also, we note that the instability of the RER is higher for the subsample HZCFA comparatively to the subsample ZCFA as we can obviously see that the former's distribution is asymmetrical on the left-hand side. Then, the two subsamples WAEMU and CAEMC are both distributed on the interval of [-1, 1] (fig 12 and fig 15) . But regarding to the two subsamples HZCFA-FIX and HZCFA-FLEX, it is shown that the distribution of the former is spread on the interval of [-4, 4] (fig. 18 ), while that of the latter is spread on the interval of [-1.5, 1.5] (fig 21) . Therefore, the instability of the RER is also higher for the subsample HZCFA-FIX than that of any other subsample.
Conclusion
In this article, we have carried out an empirical and comparative study of macroeconomic instabilities according to exchange rate regimes in SSA in order to draw a global vision with regards to macroeconomic policies conducted during the last thirty years in SSA. Relying on internal and external macroeconomic equilibria, we have chosen three variables as macroeconomic instabilities' indicators, which are the inflation gaps, the output gaps and the RER gaps. We first strove to estimate the conditional correlations and conditional co-volatilities of variables under consideration using parametric models, especially multivariate GARCH models based on CCC and DCC. But we were obliged to give up this procedure due to technical issue that we could not work out because of lack of observations. Therefore, we were finally forced to rely on semi-parametric and nonparametric methods, especially Monte Carlo simulations and density estimates. These procedures led to the results that demonstrate that macroeconomic instabilities are very high in SSA, and that the results vary depending on exchange rate regimes.
Indeed, we have shown that the macroeconomic instabilities are higher for the countries outside CFA franc zone comparatively to CFA franc zone. Then, the results show that they are higher for the group of countries outside CFA zone with fixed exchange rate regimes than the group of countries outside CFA zone with flexible exchange rate regimes with respect to all studied criteria (instability of inflation, instability of GDP and instability of RER). Contrarily to the standard economic analysis, which assumes that fixed exchange rate regimes are more rigorous in terms of inflation management, we found out that that analysis is not true for the case of SSA countries. The results found out herein may constitute some proofs that many uses of fixed exchange rates in SSA often are related to problems of ineffective economic management. Therefore, political deciders may frequently choose fixed exchange rate regimes in order to alleviate consequences of their economic mismanagement by controlling the price of the local currency and other goods and services. Lastly, we found out that the instability of inflation is associated with those of the output and the RER.
