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ABSTRACT 
A measurement of Z lineshape parameters has been made with the ALEPH 
-detector in a high precision three-point energy scan across the Z resonance at 
the LEP e+ e- collider in 1993. By using the spin resonance depolarization 
method, the LEP beam energy at each scan point was measured with high 
precision. With the help of increased luminosity at each energy scan point, 
we have a better understanding of background and systematic uncertainties. 
Based on all data taken since 1989, the resonance parameters of Z are de-
termined to be Mz = (91.1916 ±0.0039) GeV, rz = (2.4941 ±0.0058) GeV, 
a~ad = (41.63 ±0.10) nb, and R1 = 20.751 ±0.074. The corresponding num-
. her of light neutrino species is N11 = 2.966 ±0.024. Combining this with 
ALEPH measurements of the lepton forward-backward asymmetry, b and c 
quark asymmetries, and r polarization, a constraint on the top quark mass 
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It is believed that there are four basic forces, namely gravitation, el~ctromag­
netism, the weak force and the strong nuclear force. The interactions of the 
last three forces with matter can be explained as being mediated by so called 
gauge particles. The Standard Model [1], developed in the early 70's, unifies 
the electromagnetic and weak forces into a combined electroweak interaction 
and models the strong interaction using quantum chromodynamics [2]. The 
photon, ,, and the weak vector bosons, w+, w- and z, are the mediating 
gauge particles for the unified electroweak interaction. 
In the past twenty five years, the Standard Model has been extensively 
tested and verified by experiments [3]. No experimental evidence has been 
found to disprove the model. The construction of the e+ e- colliders LEP 
and SLC [4], has offered the opportunity to extend these tests of the theory 
to the Z mass region with very high precision. 
As a vector boson, the Z may decay into any kinematically available 
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fermions and anti-fermion pair. By measuring the cross sections u(e+e- -+ 
Z -+ ff) as a function of center-of-mass energy vs around the Z mass Mz, 
a Breit-Wigner resonance lineshape is observed. By fitting the Z resonance 
lineshape we can extract the basic parameters such as the mass Mz, the 
width r z, and the peak cross section, uJ 1. The precise measurement of these 
parameters is of great interest. As we will see, Mz can be measured with 
an extremely good precision, about 2 x 10-5 • This precision on Mz ( the 
last missing input parameter) precisely fixes the Standard Model predictions 
at tree level. On the other hand, r z and u~ 1 can be used to precisely test 
the model predictions. By assuming that Standard Model is correct, the r z 
measurements can also be used to constrain the top quark mass, which is 
directly measured in the CDF and DO experiment [5][6]. 
In this dissertation, measurements of the hadronic cross section are made 
using data collected with ALEPH detector during LEP's 1993 three-point 
energy scan across the Z resonance. A Z lineshape fit is performed using a 
... 
model independent formula from which the electroweak parameters Mz, fz 
and peak hadronic cross section u~d are extracted. Combining with other 
electroweak parameters measured by ALEPH, a constraint for the top quark 
mass is obtained in the context of the Standard Model. 
Chapter 2 describes the LEP machine and the ALEPH detector. Chapter 
3 is dedicated to the hadronic cross section measurements of 1993 data. 
Chapter 4 shows the Z lineshape fitting procedures and the results. The 
remainder of this chapter is devoted to a brief overview of the electroweak 
theory of the-Standard Model at the Z resonance and a description of a model 
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independent lineshape fit formula, with which the electroweak parameters are 
extracted. 
1.1 Standard Model and Z resonance 
The Standard Model (SM) requires the presence of three massive vector 
bosons, the z, w+ and w- to mediate weak interactions [7]. In order to 
introduce masses for the fermions and bosons, a further scalar boson, the 
Higgs (El°), has to be postulated [8]. 
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In the SM, the fermions are grouped into families according to weak 
isospin; doublets for left-handed fermions and singlets for right-handed fermions [9]. 
The known lepton families are: 
The known quark families are: 
So far the neutrinos appear to be essentially massless, and experimental 
results showed (10] that only left-handed neutrinos exist. Quarks are the 
basic constituent of hadrons and participate in all kind of interactions, while 
the leptons only participate in electroweak interactions. 
At the lowest order approximation (so called tree level) in the SM, the 
e+ C -+ f J processes can be described with three parameters. These three 
free parameters are usually expressed in terms of quantities known to the 
best accuracy. At the Z resonance, a common choice is: electromagnetic 
coupling constant, aem, the Fermi coupling constant, Gp, and Mz. Table 1.1 
lists updated values of these three parameters [4] [11]. 
Parameter Measured Value Precision 
aem [137.0359895(61 )]-1 4.5 x 10-s 
Gp 1.166372(2) x 10-5Gev-2 1.7 x 10-5 
Mz 91.1887(22)GeV 2.4 x 10-5 
Table 1.1: Measured values of three basic Standard Model parameters. 
Due to the Z resonance, the e+ C -+ ( 1, Z) -+ f J cross section (shown 
in Figure I.I.) is greatly enhanced [12] around Z mass energy region. At 
tree level, the cross section of e+ e- -+ (I, Z) -+ f J (with f =/= e) can be 
calculated via the diagrams shown in Figure 1.2 as [13]: 
where aJ1 is the peak cross section at ../S = Mz. Q1 is the electrical charge 
and Ne is the colour factor1 of the fermion. In the formula, the first term is 
1 According to Quantum Chromodynamics (QCD), a quark has three col-
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Figure 1.1: Hadronic cross section as function of center-of-mass energy 
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Figure 1.2: Feynman diagrams for the process e+ e- -+ I, Z -+ f J. 
from the Z exchange process, which is greatly enhanced by the Breit-Wigner 
form factor at the center-of-mass energies near the Z mass; the second term, 
multiplied by 11 is from the Z -1 interference process; the third term is from 
the photon exchange process. In the Z resonance region, the contributions 
from the Z-1 interference account for a small ( 0(1 % ) ) part of the total cross 
section. For the Z hadronic decays, the photon exchange process contributes 
about 1 % to the cross sections across the Z resonance. 
The peak cross section CT~ 1 can be expressed as: 
where re and r J J are the partial widths for z decay into an e+ e- and any 
fermion pair ff respectively. In the SM at the lowest order, the partial 
widths can be written as: 
where g? and g~ are the vector and axial-vector coupling constants of the Z 
to fermion f, They can be expressed as: 
g{ I{ - 2Q1sin20w 
g~ 1£. 
Here IJ is the third component of the weak isospin of the fermion. Ow is the 
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weak angle of the SM and sin2Bw = 1 - Mtv / Mj in the tree level. Table 1.1 
shows some numerical values of quantum numbers, the coupling constants 
for the four types of fermions. 
f !£ Q1 rl flv 
v 1/2 0 1/2 1/2 
e -1/2 -1 -1/2 -0.04 
u 1/2 2/3 1/2 0.19 
d -1/2 -1/3 -1/2 -0.35 
Table 1.2: Quantum numbers and coupling constants of four types of 
fermions. Here sin20w = 0.23 is taken. 
1.2 Radiative corrections 
To match the precision of the data at LEP, higher order corrections (so-called 
"radiative corrections" ) have to be included in the theoretical cross section 
and partial width calculations. 
At the initial state, the largest correction comes from initial state radia-
tion (ISR), where a photon is radiated from initial state particles (e+ ore-), 
thus modifying the effective center-of-mass energy. The ISR has a substantial 
effect on cross sections close to the Z resonance. As shown in Figure 1.3, af-
ter correcting for ISR, the peak hadronic cross section is decreased by about 
30%. 
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Figure 1.3: The effect of ISR on o-(e+e- --t (1', Z) --t qq). The dashed line is 
the SM calculation of hadronic cross sections assuming Mz = 91.1887 GeV, 
without ISR. The solid line represents the hadronic cross sections with ISR. 
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be considered. With this correction, the Z partial width becomes [13]: 
f 3aem tlqED=~QI · 
For lepton partial widths, the correction is about 0.17%. For the hadronic 
final state, an additional radiative correction (gluon emission) has to be taken 
into account. This QCD correction has the following form [14]: 
Here a8(M~) is the strong interaction coupling constant at the Z mass. If 
we take the value measured from event shape at LEP, aa(M~) = 0.123 ± 
0.006 [15], this correction is estimated to be about ·(4.05 ± 0.19)%. 
Taking into account all above corrections, we still have one set of more 
important corrections to be considered. These are the electroweak radiative 
corrections. They include the corrections on the vertex, and self-energy loops 
in the propagator line (see Figure 1.4). The interesting part of these correc-
tions is that in the diagrams, the loop can be any particle pairs which couple 
to the Z or photon, even if they are much heavier than the available center-
of-mass energy (for example, the top quark). This provides us a probe into 
the physics beyond the energy scale .JS= Mz. As we will show later, this is 
9 
W:Z+······· 
Figure 1.4: Feynman diagrams for the electroweak radiative corrections. 
how the mass of the top quark was constrained before its direct observation 
in CDF at Fermilab [16]. The contribution from vertex corrections in the 
diagrams only become significant when Z decays into a pair of b quarks. 
With the electroweak corrections, the electromagnetic coupling constant 
O'.em becomes: 
O'.em-+ aem(s) = l - ~=em(s), 
where .6.aem(M}):::::::: 0.07. Recently, there have been several reevaluations of 
aem(M}) [17][18](19]. In this dissertation, a value of aem(M}) = 1/128.896± 
0.090 (19] is taken for consistency with the LEP electroweak working group. 
After these corrections, the Z partial width, r /h becomes [3]: 
Here 9t and g~ are the effective coupling constants defined by: 
9t - y'Pj(I{ - 2Q1K1sin2Bw) 
g~ - .JPjl{' 
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where p I and KI are the weak form factors. They contain the electroweak cor-
rections including the dependence on Mtop and MH. In the on-shell scheme, 
P! = 1+6.p ~ 1+3GpMfop/8../27r2, and "'J ~ 1 - 6.p/(1 - tan20w). For 
Mtop. 176 GeV, 6.p ~ 0.01. At LEP, an effective electroweak mixing angle 
is defined by: 
where g~ and g~ are the effective couplings for leptons. 
For the partial width of Z decays into hadrons, in addition to the loop 
corrections, the vertex corrections have to be considered, especially for b 
quark final states [3]: 
where a11b rv (-0.5Mfop/Mi + 0.2)10-2 ~ -1.66 · 10-2 • The ha.dronic partial 
width thus becomes: 
The complete description of electroweak corrections are beyond scope of this 
dissertation and may be found in reference [20). 
1.3 The Model independent description 
From the cross sections measured across the Z resonance, the parameters 
Mz, f z, and peak cross sections can be extracted. In order to compare 
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the fit results with various theoretical model predictions, ideally the fitting 
formula used to extract the results should be free of assumptions made by the 
theoretical models. The model independent description is a good approach 
to avoid possible bias made by the assumptions with theoretical models (such 
as the SM parameters top quark mass and Higgs mass for the partial width 
calculations), and allows easier interpretation of the model independent fit 
results in terms of new theoretical models. 
MIZA (Model Independent Z Approximation), a model independent fit-
ting software package has been developed to fit for the Z lineshape parameters 
at ALEPH [21]. It is based on the ideas that the Z resonance is well described 
in a Breit-Wigner form, and it assumes the validity of QED corrections for 
the e+ e- -7 'Y -7 ff processes, and uses QCD corrections which are empiri-
cally derived from lower energy data. The total cross section for the process 
e+ e- -7 ff, thus can be expressed as: 
aJJ(s) 
o r2 s aff z 
- (s - M1)2 + s2f~/Mi. (1 +~QED) 
s ( Nf(s-M~) J ) 
+ (s - M~)2 + s2f~/M~ · 11 s (l + ~Qcn) 
4 2 a~m ( s) f( f ) + 311" . Q J • s . NC 1 + ~QCD (1.2) 
Here the Z mass, total width and partial widths, the peak cross sections are 
treated as free and independent physical parameters. 
The ISR correction, is included by convoluting a radiator function H(s, s') 
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with the cross section <TJJ(s): 
The function H(s,s') gives the probability that the initial e+e- system with 
center-of-mass energy s has radiated one or several initial state photons, so 
that the remaining available energy for annihilation is s'. This function has 
been calculated up to second order in Cl'.em with exponentiation of higher 
orders [22]. 
In equation 1.2, we have made no assumptions about the existence of the 
top quark or Higgs boson. The only model dependent part is that it uses SM 
calculation for the scale factor I 1 of the 'Y - Z interference term. 2 
In this model independent approach, instead of the SM parameters such 
as Mtop, MH, Mz and a.,(M~), we will fit for the lineshape parameters such 
as rz, r," u~1 , and Mz. It can be easily shown that it is equivalent to fit 
firstly the cross-sections to get the Mz, r z and other lineshape parameters 
, and then fit the obtained electroweak parameters in the context of the SM 
to get the top quark mass, a.,( Mi), or to some extent the Higgs mass. 
2If instead the 'Y - Z interference terms are entirely determined from the 
Z resonance cross section data, the error on Mz is increased to 13 MeV, and 
the error on fz to 7 MeV. 
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1.4 Extraction of electroweak parameters 
From previous discussion, by fitting the hadronic cross sections to equa-
tion 1.2, we can extract Mz, r z, and u~. By taking the ALEPH results 
of leptonic cross section measurements, from the combined lineshape fit, 
we can get hadronic partial width rhad, and charged lepton partial widths 
rz, (l = e,µ,r). In the SM, assuming lepton universality, the Z total width 
can be expressed as: 
where rinv is the invisible width for z decay into neutrinos, which go unde-
tected. In the SM, rinv = N,,r ,,, where N,, and r II represent the number of 
light neutrino generations (m,, < Mz/2) and partial width of Z -+ vi/ re-
spectively. By taking the SM value of r 11 /f1 = 1.992±0.003 [11], the number 
of light neutrino species can be obtained by using the formula: 
(1.3) 
In the SM, one additional specie of light neutrinos would result in an 
increase of 6.6% in Z total width and decease of 13% in the peak cross 
sections. So the number of light neutrinos' measurement can effectively set 
a strong constraint on the SM. Figure 1.5 shows the SM predicted hadronic 
cross sections as center-of-mass energy with number of neutrino generations 
of 2, 3 and 4. 
Lastly, since in the SM with radiative corrections, any Z resonance observ-
14 
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Figure 1.5: SM predicted hadronic cross sections as center-of-mass energy 
with number of neutrino generation of 2, 3 and 4. 
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ables can be parameterized as function of aem, aem (Mi), G F, Mz, Mtop, My, 
and a. ( M;), one can use the precisely measured physical lineshape param-
eters to constrain the less well known parameters Mtop, MH and a 3 in the 
context of the SM. For instance, the Z resonance observable R1 = rhad/ri, 
can be used to extract a 3 (Mi), since in the SM, R1 is simply related to 
o:a(Mi) in a form (23]: 
R1 =It/ ( 1+1.06°'(!11) + (0.9 ± 0.1) ( a,(!11)) 2 - 15 (a,(:~) n 
(1.4) 
where R!/ = 19.943±0.030 in the SM (24], calculated using Mz = 91.1887 GeV, 
Mt= 175 GeV and MH = 300 GeV. This determination of R1 is very clean 
theoretically, and a good test for QCD. 
More importantly, the Z partial widths after the electroweak radiative 
corrections, gain a quadratic Mtop dependence. So we can use rz and r1 
measurements to constrain the top quark mass an:d to a less extent the Higgs 
mass3 (the leading correction is logarithmic for Higgs mass.) For the other 
lineshape parameters such as O'~a\i and R1, the top mass dependence essen-
tially cancels out. 
3 In this dissertation, due to the limited measurement precision, the fit to 
constrain the Higgs mass is not performed. 
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1.5 Sensitivity of Ojf to Mz and f z 
To measure the Z lineshape, one has to decide at which energies one should 
measure the cross sections. For the peak cross section measurement, the best 
choice is at the energy point where cross section is maximum. To measure 
the Z mass and width, however, at least two additional energy points are 
required. One approach to find the additional best energy points is to build 
sensitivity functions of cross sections to Mz and rz. They are calculated 
as shown below: for o-u(W), the cross section measured at center-of-mass 
energy W (W =.JS), the statistical error on rz can be written as: 
.6.r = (do-JJ(W))-1 .6.u (W) 
z drz 11 . 
Here the error .6.o-11(W) is given by: 
where N is· the accumulated number of Z -t ff events and £ is the accumu-
lated luminosity at energy point W. 
Combining above two equations, we have: 
1 1 
.6.rz = y'l S(W, rz) ' 
S(W, rz) = 1 duJJ(W) ' 
Jo-JJ(W) drz 
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where S(W, fz) is the sensitivity function for the fz. In the same way, we 
can derive the sensitivity function for Mz. For a given luminosity, one can 
see that the larger the sensitivity the smaller the error. Figure 1.6 shows the 
hadronic cross section sensitivity curves for Mz and r z. From the curves, 
the most sensitive energy points for Z mass are around 90.3 GeV and 92.2 
GeV (the so called peak-1 and peak+l points). For the fz, the two most 
sensitive energy points are around 89.4 GeV and 93.2 GeV {so called peak-2 
and peak+2 points). In 1993, LEP was running on the peak-2, peak, and 
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Figure 1.6: (a) Sensitivity function for Mz. (b) Sensitivity function for fz. 

Chapter 2 
LEP and ALEPH 
2.1 The LEP collider 
2.1.1 The basic features of LEP 
LEP, the Large Electron-Position Collider built at CERN [25] (European 
Laboratory for Particle Physics), Geneva, Switzerland lies in an underground 
tunnel at a depth of 40-150 meters. It is by far the largest operating machine 
in the world, with a circumference of 26.66 km, and a bending radius of 3.13 
km in the magnets. 
The LEP main ring has a total of 3304 dipole bending magnets, each of 
which has a peak magnetic field 0.135 T. There are at present 64 accelerating 
radio frequency cavities, each with a maximum power of 125 kw, which can 
accelerate the electron and positron beams up to 60 Ge V. The energy radiated 
per turn in the LEP ring by an electron of 45.6 GeV is about 125 MeV. 
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Figure 2.1 shows the LEP injection chain composed of: the linac systems 
which accelerate electrons and positrons up to 600 Me V, a small Electron 
Positron Accumulator (EPA) to collect sufficient number of electrons and 
positrons to achieve the desired luminosity, a proton synchrotron (PS) to 
accelerate the beams to 3.5 GeV, and the Super Proton Synchrotron (SPS) 
to achieve 20 Ge V. The current LEP beam dimensions at interaction points 
are: 
• Horizontal O"x ~ 140µm 
• Vertical Uy ~ 3µm 
• Bunch length Uz = 0.7cm 
The luminosity of a collider machine is defined as: 
At LEP, the revolution frequency is !rev ~ llkHz, and the number of particles 
per bunch is N + ~ N _ ~ 2 x 1011 which corresponds to a beam current about 
3.6 mA. Before September of 1992, the number of bunches was k = 4, and the 
maximum luminosity of LEP was around 1030cm-2sec-1 • Since September 
1992, LEP has been running with 8 bunches. In 1994, a LEP beam current 
of over 5 mA was achieved, giving a peak luminosity of 2.1x1031cm-2sec1 • 
The average luminosity lifetime in the LEP machine is about 10 hours. There 
are four multi-purpose detectors (ALEPH, DELPHI, L3 and OPAL) taking 
data at LEP. 
21 
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Figure 2.1: LEP ring and i_njection chains, and experimental zones. 
2.1.2 LEP beam energy meas~ement 
The LEP beam energy is defined by the integral bending magnetic field along 
the orbit. This field is measured from a reference dipole magnet [26] in series 
with the main ring bending magnets. Due to the iron and concrete structure 
' 
of the main ring dipole magnet, the magnetic field measured in the reference 
magnet (made of iron only) has to be corrected for the time variations (aging) 
and temperature of the main ring magnets. 
A more precise measurement of the LEP beam energy was obtained by 
measuring the rotation frequency of 20 Ge V protons injected in LEP on the 
same orbit as positrons [27]: the difference in velocity is very accurately 
measured and the energy is known in terms of the proton mass. The relative 
precision of this method at 20 Ge V is 10-4 • The determination of the beam 
energy at 45 Ge V depends on extrapolations from the energy measurement at 
20 GeV, this introduces an uncertainty about 20 MeV in the center-of-mass 
energy at the Z resonance. 
Since 1991, LEP has been using the resonant depolarization method [28] 
to measure the beam energy. This method is based ori the fact that in an e+ e-
storage ring, because of a small asymmetry in synchrotron radiation [29], the 
beam particles tend to be polarized in a direction parallel to the bending 
magnetic field. The beam energy is determined by measuring the frequency 
with which the spins of transversely polarized electrons precess about the. 
vertical bending field. With this method, the precision of 10-5 is achieved. A 
detailed description of the LEP beam energy measurement using the resonant 
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depolarization method can be found in Appendix A. 
In the 1993 LEP energy scan, the resonant depolarization method was 
frequently used to measure the beam energy at each of the off-peak scan 
points (89.4 GeV and 93.0 GeV). This has led to a significant reduction of 
the LEP beam energy errors and to the systematic errors on the Mz and rz. 
2.2 The ALEPH detector 
ALEPH ( Apparatus for LEP Physics ) [30] is a large multi-purpose particle 
detector, built by a collaboration of over 30 institutes from Europe, the 
United States and China. The goal of the detector is to record in detail 
the results of e+e- collisions at center-of-mass energies up to 200 GeV. The 
detector was designed to have high granularity and good hermeticity around 
the beam interaction region. 
The ALEPH detector is located at point 4 of the LEP ring about 150 
meters underground at the foot of Jura mountains. A cut away view of the 
ALEPH detector is shown in Figure 2.2. 
2.2.1 Tracking system 
The tracking system, in order from inner to outer, consists of a Vertex De-
tector (VDET), an Inner Tracking Chamber (ITC) and a Time Projection 
Chamber (TPC). 
The Vertex Detector 
24 
Figure 2.2: View of ALEPH. The labels indicate 1) Luminosity Calorimeter, 
2) Inner Tracking Chamber, 3) Time Projection Chamber, 4) Electromag-
netic Calorimeter, 5) magnet coil, 6) Hadron Calorimeter, 7) Muon Cham-
bers, and 8) low-/3 quadrupole magnet. 
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Close to the interaction point, tracking is performed by a silicon microvertex 
detector (VDET) . This device consists of two coaxial layers of silicon wafers 
around the beam pipe. Each silicon wafer has 100 µm strip readout both par-
allel ( r</>) and perpendicular ( r z) to the beam direction. For perpendicularly 
incident tracks, the VDET point resolution is Ur~= 12µm, with uz = lOµm. 
A detailed description of the vertex detector is given in Reference [32]. 
The Inner Tracking Chamber 
The Inner Tracking Chamber (ITC) [33] is a conventional cylindrical drift 
chamber situated just outside of the VDET. It is operated at atmospheric 
pressure in an Ar(80%) + 002(20%) gas mixture. The ITC has eight layers 
of signal wires, composed of 96 small staggered cells on the inner four layers 
and 144 on the outer four layers. It can provide up to 8 measurements of the 
r</> position of a track. The resolution depends on the drift length in the cell, 
with an average of 150µm. With a total length of 2 meters, the ITC covers 
97% of the solid angle. 
The Time Projection Chamber 
The ALEPH principle tracking device is a large Time Projection Chamber 
(TPC) [34). A cut away view of the TPC is shown in Figure 2.3. 
It has a large cylindrical drift volume filled with an Ar(91%) + CH4 (9%) 
gas mixture. An uniform electric drift field (12.5kV /m) is built up by the 
high voltage (27000 V) central membrane, the inner and outer field cages and 
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Figure 2.3: ALEPH TPC cut away view. The TPC inner radius is 0.31 m, 
outer radius is 1.8 m, and the drift length is 2 x 2.2 m. 
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are 6 inner sectors and 12 outer sectors. There are 9 concentric cathode pad 
rows and 148 wires for inner sectors and 12 pad rows and 196 wires for the 
outer sectors. With these the TPC can provide up to 21 three dimensional 
measurements for a charged track. The ref> information is obtained using the 
fired pads position, and the z coordinate information is provided by the drift 
time measurement. 
The working process of the TPC can be described as follows: when a 
charged particle passes through the TPC, it produces an ionization trail in 
the gas. The electrons from the ionization are then driven to the endplates 
by the uniform electrical field. When the electrons reach the endcaps, a 
local avalanche on the sense wire occurs, the charges are recorded by the 
sense wires. At the same time, image charges are induced on the cathode 
pads below the fired sense wires. A TPC track is constructed by taking 
the following steps: firstly nearby hits are linked to form track segments, 
and then the segments are connected to form a track according to the helix 
hypothesis. Figure 2.4 shows the detailed wire and pad layout of a TPC 
sector. 
The TPC single track resolution was measured from leptonic Z decays. 
It is Cir</> = 180 µm, and Clz = 740 µm for polar angle within 10°. Both 
resolutions depend on the drift length and the orientation of the track relative 
to the pads and wires. The two-track separation capability is 15 mm in ref> 
and 20 mm in z. If we require at least 4 hits (TPC coordinates) for a good 
track measurement, the acceptance of the solid angle is 97%. The single-track 







Figure 2.4: TPC sector wire plane and pad layout. 
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in jets at y'S = 91 GeV (the efficiency for isolated tracks which cross all 21 
pad rows is practically 1003). Since the TPC drift velocity is 5.2 cm/ µs, 
the readout time for the TPC is about 42 µs. This is longer than the time 
interval of beam crossing (llµs for 8 bunch beams), so the TPC is only used 
for the second level trigger. 
In addition to providing the position measurements of charged tracks, 
the tracks' charge information recorded on the TPC sense wires can be used 
for dE/dx measurements. A maximum of 338 dE/dx measurements can be 
obtained for a charged track. The dE/dx resolution of the TPC for a well 
isolated track with 338 measurements is about 53 [35]. 
The Magnet 
The magnet coil is a superconducting solenoid with helium cooled NbTi/Cu 
pipes surrounding an Al conductor. It provides a uniform 1.5 Tesla magnetic 
field parallel to the beam for the tracking chambers. In addition to providing 
the charged tracks' momentum measurement with the tracking chambers, 
the strong magnetic field is used to constrain the transverse diffusion of 
the drift electrons in the TPC. The magnet coil is situated outside of the 
electromagnetic calorimeter, and this has effectively reduced the materials in 
front of the calorimeter. The iron mass of the ALEPH hadron calorimeter 
serves as the field's return yoke. 
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2.2.2 Calorimeters 
The energy measurements for electrons and photons are carried out by an 
Electromagnetic Calorimeter (ECAL). It is a sampling calorimeter made of 
lead sheets and wire chambers with a total thickness of 22 radiation length. A 
Hadron Calorimeter (HCAL) provides the energy measurements for strongly 
interacting particles. The H CAL is made of 23 layers of plastic streamer tubes 
separated by 5 cm thick iron slabs. With a total of 7.2 interaction lengths at 
90 degree, the HCAL also serves as a filter for muons. In this dissertation, 
calorimeters are only used as trigger devices, a detailed description of the 
ECAL and the HCAL can be found in reference [30]. 
2.2.3 Luminosity monitors 
At LEP the beam luminosity is measured by counting the rate of Bhabha 
events. Since September 1992, a solid-state luminosity calorimeter (SI CAL) [36] 
has been used for the ALEPH luminosity measurement. It is a silicon-
tungsten sampling calorimeter, which has 12 layers with a total thickness 
of 23.4 radiation length. Each layer is segmented into 16 annular pad rows 
in radius, the successive layers are rotated by 3. 75° in </> to avoid aligned 
cracks between the layers. It is assembled from two sets of half-modules, 
and it is installed around the beam pipe with a distance from interaction 
point along the beam of 250 cm. The inner radius of the SICAL is 6.0 cm 
and outer radius is 14.6 cm. The polar angle coverage of the SICAL is from 
24 to 58 mrad. Because the Bhabha scattering cross section increases with 
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the inverse square of the polar angle, the low angle coverage of the SICAL 
gains the statistical power in the luminosity measurement. A great effort 
was made to control the mechanical precision of the SI CAL. The precision of 
the radial fiducial boundary uncertainty is kept smaller than 18µm, leading 
to a luminosity experimental systematic error less than 0.1 %. Details about 
the luminosity measurement with the SICAL will be discussed in section 3.1. 
The information about the ALEPH luminosity measurement before 1992 can 
be found in reference [37]. 
2.2.4 Trigger system 
The trigger system [38] is designed to accept all genuine e+ e- interactions. 
The redundancy of triggers enables about 100% efficiency for the real Z 
decays. For the hadronic Z decays, there are two main triggers: 
• Energy deposits in the ECAL, requiring a total energy of 6.6 Ge V 
deposited in the ECAL barrel, or 3.8 Ge V in either endcap, or about 
1.5 Ge V in both endcaps. 
• ITC-HCAL coincidence for penetrating charged particles, requmng 
track segments found in the ITC associated with the hits in a mod-
ule of the HCAL in the same azimuthal region. 
Since the ECAL energy trigger only uses energy and the ITC-HCAL 
trigger only uses the tracks, so these two triggers are mostly not correlated 
except very small correlations introduced by the geometrical acceptance of 
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the related subdetectors. The combined trigger efficiency is greater than 
99.99% for the hadronic Z decays within the TPC acceptance. 
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Chapter 3 
The Hadronic Cross Section 
Measurement 
At LEP, electrons and positrons collide at center-of-mass energies around the 
Z pole and produce pairs of fermions: 
where f J can be a pair of quarks qq( uu, dd, ss, ce, bb) or a pair of leptons z+ 1-
( e+ e-, µ+ µ-, r+r- and neutrino pairs). According to the SM, approximately 
70% Z decays are from Z -t qq and 10% Z decays are from processes Z -t 
e+e-,µ+µ-,r+r-. The rest are Z -t vii; the v's go undetected. 
The hadronic cross section UJw.d is measured by counting the number of 
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Figure 3.1: The lowest order Feynman diagram for the Bhabha scattering 
process e+ e- -+ e+ e-. The diagram with the photon propagator is the 
dominant diagram in low angle Bhabha scattering. Diagram involving the 
Z as the propagator will provide corrections to the integrated cross section 
which are 0(10-2 ) by two orders of magnitude. 
hadronic events Nhad in a given luminosity C: 
In the following sections, we will first describe how the luminosity is deter-
mined and then give a detailed discussion on the hadronic event selection. 
3.1 Luminosity determination 
In e+ e- collider experiments, Bhabha scattering provides an excellent means 
of measuring the absolute luminosity. As shown in Figure 3.1, the Bhabha 
event is an elastic scattering process of electrons and positrons. 
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The luminosity measured in the detector can be evaluated by the formula: 
where Nbhab is the number of detected Bhabha events, and CTbhab is the calcu-
lated cross section taking into account the luminosity monitor acceptance. 
In theory, the Bhabha scattering is a well understood QED process. Its 
production cross section at small scattering angles is, at tree level: 
du0 (s) 16/ica~ 1 
-dO s 04 
The integrated cross section between the minimum and maximum scattering 
angles Omin and Oma.x can be expressed as: 
cro(s) = 1040 nb GeV2 <-i-- --i-) 
s omin om=: 
where s is the center-of-mass energy squared, and the polar angle 0 is defined 
as deflection angle respect to the beam line in radians. From the formula, it 
is clear that in order to reduce the statistical errors, the Bhabha scattering 
detector must positioned as closely as possible to the beam line. For the 
SICAL, the minimum angle Omin is 24 mrad and maximum angle Omax is 58 
mrad. Without considering the details of the acceptance and detector simu-
lation, the calculated Bhabha cross section exceeds 100 nb. So the statistical 
precision will be better than 10-3 if more than lOpb-1 integrated luminosity 
is accumulated at each of the energy scan points. The uncertainty of the 
r 
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Bhabha cross section is related to the precision of luminosity calorimeter 
boundaries in a form: 
Aabhab ~ 2 X A()min ~ 2 X AR • 
O"bhab (}min R 
Thus to match the statistical precision, a very good control for the mechanical 
precision of the detector boundaries is required. For the SICAL R ~ 6 cm, 
the boundary position has to be know to a precision better than 30 µm to 
reach the experimental precision of 10-3 • 
3.1.1 Bhabha event selection 
Due to its elastic scattering nature, the Bhabha event is characterized as 
back-to-back e- and e+, each with the beam energy and scattered at very 
low angles. So the trigger for the Bhabha events can be designed based on 
the total energy deposited in each side of the SICAL. The ALEPH Bhabha 
triggers are composed of a single-arm high threshold trigger ( rv 40 GeV), 
and double-arm low threshold trigger (EA> 12 GeV).AND.(EB > 24 GeV) 
or (EB > 12 GeV).AND.(EA > 24 GeV). Here EA and EB are the energies 
measured in the SICAL side A and side B respectively. The redundancy 
of having two triggers is that these two triggers's efficiencies can be cross 
checked against each other. The overall trigger efficiency for Bhabha events 
is measured to be near 100% within the SICAL acceptance [36]. 
For the Bhabha event selection, we can use the same idea as trigger 
designed by correlating the energy deposited . by the electron and by the 
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positron in each side of the luminosity monitor. It requires: 
• At least one shower cluster found in each side of the SICAL modules. 
The energy of the largest shower cluster on each side should be larger 
than 20 GeV. 
• The sum of the energy of these shower clusters should be larger than 
55 GeV. 
• The largest shower of each side should satisfy a collinear requirement: 
150° < 6.<f> < 210°. 
A selected SICAL luminosity event is shown on Figure 3.2. 
The background of the Bhabha event selection mainly comes from two 
sources. One is from the accidental coincidence of off-momentum beam par-
ticles. The off-momentum beam particles are those beam particles which lost 
part of their energy due to the collision with the residual molecules in the 
vacuum of the beam pipe. Near the detector, the focusing quadrupole mag-
netic field can deflect some of these off-momentum particles (electrons and 
positrons) to the luminosity calorimeter, and random coincidence of these 
beam particles provide a background for the Bhabha event sample. These 
background events usually have lower total energy than the Bhabha events. 
Also unlike the Bhabha pairs, the off-momentum beam particle pairs are not 
constrained to be collinear. After the Bhabha selection cuts, the remaining 
off-momentum beam particle background is estimated using a low threshold 
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Figure 3.2: Typical Bhabha event in the SICAL. Clusters on A and B side 
are shown in the same view. The showers' z profiles are also shown from the 
interaction point toward + Z or -Z; they are the sums of pads energies over 
r - </> for each side. 
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Figure 3.3: The t-channel two hard photon production Feynman diagram. 
Another source of background is from the e+e- -+ 'Y''Y process (39]. As 
shown in Figure 3.3, this process produces two or more hard photons, which 
can effectively simulate a pair of electrons and positrons in the SI CAL. From 
Monte Carlo simulation, this background accounts for about 0.015% of the 
Bhabha event sample. 
Figure 3.4 shows the energy correlation of the largest cluster on each 
side of the SICAL. The minimum energy requirements of the Bhabha event 
selection effectively remove most of the off-momentum beam background 
events. The collinear requirement of the two largest clusters of each side 
of the SICAL is aimed at reducing further the accidental coincidence of off-
momentum beam particles. The 6.</> distribution for the real data and Monte 
Carlo events (without background ) is shown in Figure 3.5; the tails in the 
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Figure 3.4: Largest reconstructed cluster energy on one side versus the largest 
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Figure 3.5: Distribution of the </>- difference .6.4> between the each side of the 
clusters. Data are plotted as points and the Monte Carlo sim~ation (without 
background) is shown as a histogram. 
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3.1.2 Bhabha cross section and luminosity systematic 
errors 
The Bhabha cross section for the SICAL is estimated by using a Monte Carlo 
program BHLUMI [40], which is a multi-photon O(a2 ) event generator. The 
cross section for the SICAL is determined by the formula: 
<Taical = <Ttheo • Nacc/Ngen 
where N9en is the number of generated events by BHLUMI, and <Ttheo is the 
theoretical cross section calculated by BHLUMI with the SICAL acceptance. 
Nace is the number of full detector simulated events accepted by the SICAL. 
The estimated cross section for the 1993 SICAL geometry and acceptance is 
· about 84 nb. The uncertainties in this estimation are mainly from theoretical 
uncertainties in the <Ttheo calculation due to the truncation of the higher order 
QED corrections. Currently, the error is estimated to be 0.16% [41]. 
For the luminosity measurement, beside the systematic errors from Bhabha 
cross section, another source of the systematic error is from the detector ex-
perimental errors. They are from the radial boundary uncertainties, the 
:fidelity of the detector response simulation, and the Monte Carlo statistical 
errors. Table 3.1 [42] summarizes the systematic errors estimated in 1993. 
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Source of Uncertainty 1993 Estimation 
Ra.dial fiducial boundary 0.063% 
Background estimation 0.011% 
Simulation statistics 0.060% 
Total experimental error 0.087% 
Theoretical error 0.16% 
TOTAL luminosity error 0.182% 
Table 3.1: Summary of the SICAL 1993 luminosity systematic errors. 
3.2 Hadronic cross section 
Hadronic events at LEP have high multiplicity of final state particles and 
high visible energy. The measured charged multiplicity in hadronic events is 
about 21.3 ± 0.6 [43], and about 97% of hadronic events have charged energy 
more than 10 Ge V. Figure 3.6 shows the end and side views of a typical 
hadronic event recorded in the detector. 
3.2.1 Event selection 
We can select hadronic events using cuts on the number of the tracks and 
charged energy. A hadronic event selection method based on charged tracks 
found in the TPC was developed [44]. It requires: 
• At least 5 good charged tracks in the TPC 
• The energy sum of the good charged tracks Echg must be greater than 
10% of the center-of-mass energy ( assigning each track a pion mass ) 
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Figure 3.6: A typical hadronic Z decay in ALEPH shown in an endcap view 
(top) and side view (bottom) with only the ECAL and the TPC information 
displayed. The solid lines are the track fits to the ITC and the TPC coordi-
nates (indicated by small'+'). ECAL energy tower is indicated by the small 
rectangular boxes. The HCAL energy tower is shown as large boxes and the 
end view shows strip hits tracing a muon's path through the iron. 
45 
Charged tracks are defined as "good" if the following conditions are sat-
isfied: 
• They must originate from a cylindrical zone of radius 2 cm and extend-
ing 10 cm on either side of the interaction point along the beam. 
• They are required to have at least 4 TPC coordinates. 
• They must satisfy lcosOtrackl :5 0.95 
where Otrack is the angle between the track and thee+ beam direction. 
The track origin requirements eliminate many poorly measured tracks, 
knock-on electrons, secondary arcs oflow-momentum charged particles which 
loop inside the tracking detectors, tracks originating from secondary interac-
tions and tracks from beam gas events. 
The requirement of 4 TPC coordinates removes the most track fragments 
which usually do not have good tracking quality for the momentum measure-
ment. The maximum dip angle requirement guarantees that a track crosses 
at least six TPC pad rows. 
Most of the Z -+ e+ e- and Z -+ µ+ µ- events give only two charged 
tracks, and about 98% [4] of Z -+ r+r- events have less then 5 charged tracks. 
Therefore, the multiplicity requirement of 5 good charged tracks removes the 
most of r+r- events and almost all e+e- andµ+µ- events. The minimum 
track energy sum requirement removes most events produced from e+e- -+ 
e+e- +hadrons process ( the so called "two-photon" events). Figure 3.7 
shows a diagram of the two-photon processes. The final state electron and 
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x 
Figure 3.7: Diagram for the two-photon processes, e+e--+ e+e- +hadrons, 
which contributes to the low energy tails of the hadronic sample. The final 
state electron and positron often pass undetected down the beam pipe. 
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positron take most of the center-of-mass energy and are scattered in a very 
forward direction along the beam. As they often go undetected in the TPC, 
so the tw<>-photon events usually have very low visible energy in the TPC 
tracking volume. At LEP, about 90% of tw<>-photon event have visible energy 
less than 10 GeV. A more detailed study of the tw<>-photon process can be 
found in reference [45]. Figure 3.8 shows a charged energy distribution of 
real data superimposed on the Monte Carlo predictions. The events in the 
plot have at least 5 good charged tracks. 
3.2.2 Selection efficiency 
The fully simulated hadronic Monte Carlo events from the process e+ e- -7 
Z, / -7 qq at the peak energy are used to estimate the hadronic event selection 
efficiency. The efficiency is defined as: 
u( accepted) 
€=----==-u(#>~) (3.1) 
wheres' is the invariant mass of the e+c system after initial state radiation 
and ~is chosen to be 10% of ..JS. The selection efficiency calculated 
from 1993 Monte Carlo hadronic event generated at Z mass peak with full 
detector simulation is (97.480±0.013)%. The error is Monte Carlo statistical 
only. 
The hadronic event selection efficiency is not perfectly constant at the 
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Figure 3.8: Distribution of charged energy with all contributions. More than 
five good· charged tracks are required for the events in the histogram. 
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three energies, 89.4 GeV (peak-2), 91.2 (peak), and 93.0 GeV (pea.k+2). To 
estimate the selection efficiency at each of the energy points, a Monte Carlo 
study (46] was performed. Because the TPC tracking efficiency is very high, 
it can be modeled by applying very simple cuts at the generator level. It is 
enough to require five charged particles with lcosOI < 0.95 and energy sum 
larger than O.lEcm to well approximate the efficiency and study the relative 
changes between different energies. About 10 million such events were gener-
ated at each of the energy scan points using the ALEPH standard hadronic 
event generator HVFL04 [47) without detector simulation. By applying sim-
ilar event selection cuts to these generated hadronic events, the efficiency at 
each of the energy points was calculated. 
The hadronic event selection efficiency calculated in this way for each 
of the 1993 scan points is listed in Table 3.2. It also shows the efficiency 
Vs (GeV) 89.4 91.2 93.0 
t(vs)% 97.576 ± 0.005 97.603 ± 0.005 97.567 ± 0.005 
t( vs) - €(91.2)% -0.027 ± 0.007 - -0.036 ± 0.007 
Table 3.2: Hadronic event selection efficiency as a function of vs, from gen-
erated hadronic events without detector simulation. 
difference between the peak and off peak points. The uncertainties in the 
table are from Monte Carlo statistics only. The effect of this small efficiency 
difference is to shift up the Z width by a.bout 1 Me V. In the efficiency cal-
culation for the 1993 energy points, we use the efficiency calculated at peak 
(97.480% ± 0.013%) as a reference, and use linear interpolation between the 
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energies in Table 3.2 to find the corrections to the selection efficiency at the 
luminosity-weighted average scan point energies. The calculated efficiencies 
for 1993 energy points is shown in Table 3.3. 
Designation peak-2 peak pre-scan peak+2 
Avg. .JS (Ge V) 89.434 91.192 91.290 93.016 
€(0) % 97.454 97.480 97.478 97.443 
Table 3.3: Hadronic event selection efficiency as a function of vfS, used in 
1993 hadronic cross section measurement. 
Figure 3.9 shows the calculated relative efficiency difference between the 
Z mass peak point and the off peak points scanned at LEP between 1989 
and 1993. Also shown is a plot of relative efficiency differences calculated 
with the events generated without initial state radiation. From the plot, it 
is clear that without initial state radiation, the efficiency is constant. 
3.2.3 Background 
The background in the hadronic event selection are mainly from Z -+ T+ T-
and two-photon processes. According to Monte Carlo simulation, about 
93~30% of tau pairs are rejected by the hadronic event selection cuts. Taking 
the measured Z-+ qij to Z-+ T+T- ratio 20.798 ± 0.066 [11], the estimated 
background contamination from tau pairs in the hadronic sample is 0.32%. It 
should be noticed that since T production follows the same resonant behavior 
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Figure 3.9: Monte Carlo hadronic event selection efficiency change as function 
of LEP center-of-mass energy: (a) with initial state radiation, (b) without 
initial state radiation. The peak efficiency change is chosen as the zero value 
of both plots. 
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The background from two-photon process is however hard to estimate 
accurately from Monte Carlo simulation. The current models for the two-
photon processes are still under development and the experimental results 
have large errors [45]. As shown in Figure 3.8, the deviations between data 
and Monte Carlo are significant. In ALEPH the two photon background 
has been measured with the data by exploiting the different center-of-mass 
energy dependence of the two-photon background and hadronic Z decays. 
The cross section of the two photon process rises only logarithmically with 
center-of-mass energy, so we can treat it as constant across the Z resonance. 
We measure the correlation between the cross section in the range 0.1 < 
Echo/ vs < 0.3 where background from the two-photon process is expected 
and the cross section for events with Echo/ ./S > 0.3 where the expected back-
ground is negligible [48]. For convenience of discussion, we define variables: 
O"L = a(0.1<Echo/Vs<0.3) = af(./S) + O"yy 
UH= u(0.3 <Echo/Vs)= u~( vs) 
where u~ and uf represent the resonant part of measured hadronic cross 
sections in the region of0.1 <Echo/Vs< 0.3 and Echo/Vs> 0.3 respectively. 
O"yy is the two photon cross section across the Z resonance region. Figure 3.10 
shows a Ech9 / ./S distribution of selected hadronic events from 1993 data 
collected at the peak energy point. 
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Figure 3.10: Normalized charged energy ( Echg / v'S) distribution for 1993 peak 
scan data. All events in the plot have at least five good charged tracks. The 
two regions 0.1 < Ech9 /.Js < 0.3 and Ech9 / .JS > 0.3 are divided by the 
vertical lines. 
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Z resonant region, by assuming the shape of the normalized charged energy 
distributions of hadronic events are the same for different energy point across 
the Z resonance, we can express the O"L in a form: 
where F = o-l / o-~ and it is independent of energy points. By plotting the 
points (o-H, o-L) for each energy scan points across the Z resonance, we see 
that the resonant portion of the measured hadronic cross section will cause 
the points to lie on a straight line whose slope is the ratio of F = o-l / o-~. The 
nonresonant two-photon portion should cause the line to be shifted upwards. 
So we can perform a linear x2 fit to the plotted points of different energy 
' 
scan points to extract the two-photon cross section. Figure 3.11 shows a plot 
of measured cross sections O"H, O"L from all the energy scan points from 1991 
to 1993. The two-photon cross section estimated from the linear x2 fit is 
(93±12) pb. 
Notice that this value is obtained by assuming that the shape of the 
energy spectrum does not depend on scan energy points. In practice, this 
assumption is only a good approximation. For data collected in 1993 as shown 
in Figure 3.12, a small difference is observed between the off-peak energy 
spectrum (here peak+2 energy point is chosen) and peak energy spectrum. 
A Monte Carlo study shows this small difference is caused by the initial state 
radiation(ISR), and it has considerable effect on the Z width determination. 
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Figure 3.11: TPC hadronic selection: Nonresonant two-photon background 
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Figure 3.12: Normalized charged energy distributions for peak+ 2 and peak 
data. All events in the plot have at least five good charged tracks. The 
peak+ 2 distribution is scaled to have the same area as the peak distribution 
in the (0.3,1.0) region. The difference plot below is normalized to the number 
of peak events in the (0.3,1.0) region. · 
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both with and without ISR. 
To correct for the ISR effect in the energy spectrum, about 3 million 
Monte Carlo event have been generated at each of the scan points both with 
and without ISR, again without full detector simulation but with the simple 
selection cuts at the generator level. For each of the energy scan points in 
the Monte Carlo sample, the event count differences 8N between with ISR 
and without ISR in the (0.1 < Ech9 /ys < 0.3) and (0.3 < Echg/ys) energy 
regions are calculated by: 
NwithoutISR(. 'S) NwithISR( 'S) 8Nnorm ( f:) _ (0.1,0.3) y<> - (0.1,0.3) y<> 
(0.1,0.3) vs - NwithISR( 'S) 
(0.3,1.0) v., 
Nwithout1sR( IS' Nwith1sR(vs) d Nnorm ( f:) _ (0.3,1.0) V "'J - (0.3,1.0) 
(0.3,1.0) vs - NwithISR( 'S) (0.3,1.0) v., 
Here the 8N values are normalized by the number of events in the high 
energy region , and represent the fraction of UH which must be added to or 
subtracted from UL and UH in the data to imitate the effect of removing the 
ISR. The 8 N values we obtain from the Monte Carlo calculation for some 
energy points scanned at LEP between 1989 and 1993 are listed in Table 3.4 
with statistical uncertainties. 
By applying the Monte Carlo calculated 8N values to the data, the ISR 
effect corrected two-photon cross section estimated from 1991 to 1993 data 
is 81±12 pb. The error is statistical only. Comparing with the previously 
estimated two-photon cross section of 93 pb, the ISR effect caused an over-
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Figure 3.13: Normalized charged energy distributions for peak+ 2 and peak 
Monte Carlo, with ISR. All events in the plot have at least five generated 
charged particles. 
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Figure 3.14: Normalized charged energy distributions for peak+ 2 and peak 
Monte Carlo, without ISR. All events in the plot have at least five generated 
charged particles. 
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y's(GeV) 88.4 89.4 90.4 91.2 92.0 93.0 94.0 
<5N~~~.3)( vs) -2.04 -1.06 -0.79 -0.70 -1.23 -1.66 -2.60 
* 10-3 ±0.24 ±0.13 ±0.23 ±0.13 ±0.23 ±0.13 ±0.24 
<5N~~'J.o>( vs) +5.93 +3.09 +1.40 +1.25 +2.22 +3.21 +5.28 
* 10-3 ±0.27 ±0.15 ±0.27 ±0.15 ±0.27 ±0.15 ±0.27 
Table 3.4: <5N values as-a function of vs, calculated from Monte Carlo. 
measurement, the effect of this correction shifts Z width up by about 1.5 
Me V, which is about the same size as the LEP energy uncertainty on the Z 
width. 
3.2.4 Cross section determination and uncertainties 
The hadronic cross section for scan energy point i is given by: 
i _Ni ;ri O' had - had J.., 
Here N~ad is the acceptance and background corrected number of hadronic 
events at scan energy point i: 
where N/,1m f~cc and t:,i correspond to the number of selected hadronic events, 
acceptance, and integrated luminosity at energy scan points i respectively. 
f-r is the estimated relative r+r- contamination and O'n is the measured 
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two-photon cross section. 
The statistical uncertainty on the cross section at each energy scan point 
z is: 
1 1 
-. +-.-N~. Nt,hab 
Table 3.5 lists the hadronic cross sections for each energy scan point along 
with the luminosity, number of observed events, efficiency, and background 
subtraction with their statistical errors. 
y's (GeV) 91.290 89.434 93.016 91.190 
Noba 160126 78774 119910 272279 
face 97.478% 97.454% 97.443% 91.480% 
C(nb-1 ) 5331.8 8064.9 8692.6 9130.9 
Nbhab 448583 707157 702292 769474 
£*Un 432 653 704 740 
f-r 0.32% 0.32% 0.32% 0.32% 
I <:Thad (nb) I 30.625 ± 0.087 I 9.907 ± 0.038 j 14.027 ± 0.044 I 30.407 ± 0.069 I 
Table 3.5: Cross sections measured with the TPC hadronic event selection 
in 1993. The errors are statistical only. 
The systematic errors on the hadronic cross section are mainly from 
two sources: the event selection acceptance estimation which depends on 
the Monte Carlo simulation, and the two-photon background estimation. 
The first of these two uncertainties was estimated by selecting real data 
events for which the thrust axis was nearly normal to the beam direction 
(jcosthruat I < 0.2). These events were then rotate these events randomly in 
space and the tracks falling outside the detector acceptance were eliminated. 
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The efficiency was then recalculated by weighting the events passing the 
hadronic event selection with proper thrust angular distribution. This pro-
cedure was repeated for fully simulated 1993 Monte Carlo events. A recent 
study [49] showed a calculated efficiency difference of (0.06 ± 0.02)% between 
Monte Carlo and data. Combining with all the uncertainties in the above 
procedure (detector response, Monte Carlo statistics, absence of low multi-
plicity events etc.), The total systematic error in the efficiency calculation is 
estimated to be 0.07% and this error is correlated between the 1993 energy 
scan points. The two-photon background uncertainty, as was discussed be-
fore, comes from the statistical error of the fit, and the uncertainty of 12 pb 
is common to all the 1993 energy points. 
Table 3.6 summarizes the contributions of all 1993 systematic errors of 
the hadronic cross section measurements. 
I Vs (GeV) I 9i.290 I 89.434 I 93.016 I 9i.190 I 
Efficiency 0.07% 0.07% 0.07% 0.07% 
7+7- 0.03% 0.03% 0.03% 0.03% 
Two-photon (12pb) 0.04% 0.12% 0.09% 0.04% 
Total 0.09% 0.14% 0.12% 0.09% 
Table 3.6: Compilation of relative systematic errors of the 1993 hadronic 
cross section measurement, based on the TPC hadronic event selection, at 
each of the energy scan points. 
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Chapter 4 
Z Lineshape Fit and Results 
Using the hadronic cross sections measured at each of the energy scan points, 
we can perform a fit to obtain the Z resonance parameters Mz, rz, and u~ad· 
In this chapter, we will first introduce the error matrix used in the Z lineshape 
fit, then the hadronic lineshape results, and finally the combined results with 
the ALEPH leptonic cross section measurements. Finally we will discuss the 
implications of the measured Z resonance parameters for the Standard Model 
(SM). 
4.1 The fitting error matrix 
In the Z lineshape fit there are two main sources of uncertainty which need 
to be considered: uncertainties in the cross section measurements, and un-
certainties in the center-of-mass energies. 
We used a x2 minimization algorithm to extract the Z lineshape pa-
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rameters. Considering possible correlations between systematic errors in the 
cross section measurements, and LEP beam energy correlations between scan 
points, we define the x2 as: 
X2 =:Leu~ - u;h)\tij1(o-iexp - o-!h) 
iJ 
Here V is the error matrix, a sum of matrix A and matrix E: 
Matrix A accounts for the correlations between the cross sections, while ma-
trix E accounts for the energy measurement errors. O'~ is the measured 
cross section at the energy scan point i. O';h is the theoretical cross section 
predicted by the model independent formula 1.2. 
4.1.1 Error matrix for cross section measurements 
As discussed in the previous chapter, the systematic uncertainties in the 
cross section measurements are mainly due to uncertainties in the event se-
lection efficiency estimation and theoretical uncertainties in the luminosity 
determination. 
The diagonal elements of error matrix A should contain the full statistical 
and systematic errors, calculated by: 
Aii - [(Lumi.Stat.Err.)2 + (Lumi.Sys.Err.) 2 
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+(Ef f.Sys.Err.) 2 + (Other.Sys.Err.)2]u~ 
where the Lumi.Sys.Err. and Ef f.Sys.Err. are the luminosity systematic 
errors and efficiency systematic errors in the cross section measurements, 
and Other.Sys.Err. contains systematic errors from background subtrac-
tion. Lumi.Stat.Err. represents the statistical errors in the cross section 
measurements. As we discussed before, tlie cross section can be written as: 
Here N had is the number of selected hadronic events after background sub-
traction and t is the event selection efficiency. £, is the measured luminosity 
which is determined by: 
where Nbha.b is the number of the Bhabha events and O"bha.b is the calculated 
Bhabha cross sections within the acceptance of the SICAL. Using the above 
expressions, the statistical error for the cross section measurement can be 
shown to be: 
2 
( A )2 O"ha.d qha.d UO"ha.d ata.t = -;;- + ~ • 
.c.,( Hbhab 
From the above formula, it is easy to see that the cross section statistical 
error depends on the measured luminosity. It should be pointed out that the 
cross section used in the above formula is taken from the model independent 
formula prediction rather than the measured value. This provides the best 
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estimate of the statistical errors and avoids biasing the fit due to downward 
measurement fluctuations. 
For the off-diagonal elements of matrix A, we have to consider the corre-
lations between systematic errors. For example, the fact that we have used 
the same Monte Carlo program BHLUMI (40] to estimate the Bhabha cross 
sections for the luminosity measurements made in each year's data means 
that the theoretical part of the systematic error is fully correlated among the 
data taken in different years. The experimental uncertainties on the lumi-
nosity measurement are only correlated if the detector is unchanged. This 
introduces year-to-year correlation due to the actual geometry of the detec-
tors which is common to different years. Some errors are obtained from the 
data directly each year and thus are not correlated. Table 4.1 summarizes 
the luminosity systematic error correlations for the past five years [50]. 
I Sys. err. II Year I 1990 I 1991 j 1992 P j 1992 S I 1993 I 
5.7E-3 1990 1.00 0.376 0.376 0.202 0.247 
4.3E-3 1991 0.376 LOO 0.629 0.269 0.331 
4.3E-3 1992 p 0.376 0.629 LOO 0.269 0.331 
2.2E-3 1992 s 0.202 0.269 0.269 1.00 0.692 
L8E-3 1993 0.247 0.331 0.331 0.692 LOO 
Table 4.1: Correlation matrix of the luminosity systematic errors for the 
past five years. The steady improvement in the relative luminosity systematic 
errors is due to improved understanding of the performance of the luminosity 
monitors. The drastic reduction of the systematic error for the second part 
of the 1992 data (1992 S) is the result of the installation of SI CAL. The 1992 
P denotes 1992 Pre-SICAL installation period. 
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For the hadronic event selection, we have used the same Monte Carlo 
generator to estimate the selection efficiencies for each year, so the efficiency 
systematic errors for different years' data are correlated. Considering all 
above correlations, we can write the off diagonal elements as [51]: 
Ai; [(Lumi.Stat.Err.)2 + (Lumi.Sys.Err.)~O'iO"j 
if measurements are at the same energy, 
- ((Lumi.Sys.Err.) 2 + (Ef f.Sys.Err.) 2]uiO'j 
if measurements are in the same year, 
- [(Eff.Sys.Err.)i(Ef f.Sys.Err.);(pU1) 
+ ( Lumi.Sys.Err. )i( Lumi.Sys.Err. );(p~jmi)]O"iO'j 
if measurements are in different years. 
Here PU 1 is the correlation coefficient between the efficiency systematic errors 
in different years. P!imi is the correlation coefficient between the luminosity 
systematic errors for different years as listed in the Table 4.1. 
4.1.2 Error matrix for LEP beam energy measure-
ments 
The energy uncertainty matrix E is constructed by considering the corre-
lations between the systematic uncertainties in the energy measurements 
at each energy scan point. We classify the energy uncertainties into two 
categories, the correlated and uncorrelated ones. The correlated errors are 
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mainly due to the uncertainties in the absolute energy scale determined by 
the energy calibration. The uncorrelated errors include the relative point to 
point energy errors and the reproducibility of LEP machine settings (RF, 
dipole current). A detailed discussion of LEP beam energy errors is given in 
Appendix A. 
So the diagonal elements of error matrix of energy measurements can be 
expressed as: 
Eii = [(Uncorr.Err)2 + (Corr.Err)2JE? , 
where Uncorr.Err and Corr.Err represent relative uncorrelated and corre-
lated errors in the energy scan points Ei. For the off diagonal elements of 
error matrix of energy measurement, only correlated errors are taken: 
Ei; = (Corr.Err)2 EiE; . 
For the data collected in 1993, LEP calibrated each of the three energy 
scan points using the resonant depolarization method. The errors in the 
absolute energy scale determination are reduced to about 1 MeV. Due to 
the frequent calibration of the off peak energy points, the total uncorrelated 
errors from point to point energy errors and energy reproducibility errors for 
the off peak points were reduced to about 2 MeV on the peak-2 energy point 
and 1.5 MeV for the peak+2 point. Since the peak energy scan point only 
had one calibration measurement, the reproducibility error for this point is 
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about 5.3 MeV. Table 4.2 [52] gives the error matrix for the 1993 energy 
scan. 
II Peak-2 I peak I Peak+2 I 
Peak-2 4.96 1.98 1.97 
peak 1.98 30.14 2.05 
Peak+2 1.97 2.05 3.15 
Table 4.2: Error matrix in MeV2 for the 1993 energy scan. 
4.2 The fit results 
Two fits are performed to extract the Z resonance parameters. First, by using 
only the measured hadronic cross sections, Z lineshape parameters Mz, fz, 
and ugad are extracted. Then, by using the ALEPH measured leptonic cross 
sections, a combined fit is performed and parameters Mz, r z ,u~d' and R1 
are obtained. 
I 
4.2.1 Hadronic lineshape fit results 
A three-parameter fit to the 1993 measured hadronic cross sections is per-
formed using the model independent fitting package MIZA [21]. This fit 
yields the peak hadronic cross section u~d' the Z mass and f z: 
Mz - 91.1921±0.0043 GeV 
r z 2.4858 ± 0.0073 Ge V 
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Parameter Value Stat. Sys. Sys. Sys. Sys. 
Error Error Error Error Error 
LEP Eff. Lumi 2, 
Mz (MeV) 91192.1 3.8 1.7 - 0.8 -
rz (MeV) 2485.8 6.7 2.0 - 1.5 1.5 
O'~ad (nb) 41.636 0.080 0.016 0.029 0.074 0.014 
Table 4.3: 1993 statistical and systematic errors on the measured Z resonance 
parameters. 
u~d - 41.636 ± 0.115 nb . 
The x2 of the fit is 0.1 for 1 degree of freedom. Beside statistical errors, 
the uncertainties quoted in the above results include all sources of system-
atic errors. The uncertainty on Mz due to the LEP energy uncertainties is 
about 1.7 MeV, and for fz it is 2.0 MeV1• A detailed discussion of the LEP 
energy errors on the Z mass and width is given in Appendix A. The other 
systematic errors are due to uncertainties in the hadronic cross section mea-
surements, which include the luminosity systematic errors, the uncertainties 
in the hadronic event selection efficiency calculation, and the uncertainties in 
the two photon background estimation. Table 4.3 listed the contribution of 
the systematic errors from all sources. Figure 4.1 shows the hadronic cross 
sections measured from 1989 to 1993 together with the SM predictions. 
1 An additional error of 1 Me V due to an uncertainty of 5 Me V in the LEP 
center-of-mass energy spread has been added. 
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Figure 4.1: Cross sections for e+e- -+hadrons as a function of center-of-mass 
energy. The SM predictions for N,, = 2, 3, and 4 are shown. The bottom plot 
shows the residuals of the fitted hadronic cross sections and the measured 
values. 
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4.2.2 Combined fit with leptonic lineshapes 
Using ALEPH cross section measurements for the lepton channels (e+e- -+ 
Z-+ 1+1-, l = e,µ,r) [50], we can extract the peak leptonic cross sections 
o-?, ( l = e, µ, r) and the ratios: 
For the combined lineshape fit of hadronic cross sections and leptonic 
cross sections, we fit for the following 6 parameters: 
This set of parameters is chosen since these variables have little correlation 
with each other. Table 4.4 shows the parameters from the combined fit 
together with some derived results for the data taken from 1989 to 1993. 
The correlation matrix for these six parameters is shown in Table 4.5. 
From Table 4.4, we can see that the measured ratios Re, Rµ, and R,. 
are consistent with each other, in agreement with lepton university. If we 
now assume exact lepton universality, which implies that r, = re = r µ = 
r 'T ( aside from very small mass effects), we can perform a 4-parameter fit 
(Mz, fz, o-2ad' R1). The fit results together with some derived results are 
summarized in Table 4.6. The correlation matrix for these four parameters 
is shown in Table 4.7. 
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Parameter 1989-1993 Data 
Mz (GeV) 91.1914 ± 0.0039 
rz (GeV) 2.4944 ± 0.0058 
O"had (nb) 41.63 ± 0.10 
Re 20.62 ± 0.13 
Rµ 20.94 ± 0.12 
R.,. 20.67 ± 0.12 
X2 /d.o.f. 90/103 
re (MeV) 84.32 ± 0.32 
r'"' (MeV) 83.03 ± 0.55 
r.,. (MeV) 84.09 ± 0.55 
O"e (nb) 2.018 ± 0.013 
O"µ (nb) 1.987 ± 0.012 
O".,. (nb) 2.013 ± 0.012 
Table 4.4: Results of the combined fit with both hadronic and leptonic cross 
sections. The errors include both systematic and statistical uncertainties. 
Parameter Mz rz O"had Re Rµ R.,. 
Mz 1.000 0.043 0.022 0.031 0.002 0.006 
rz 0.043 1.000 -0.320 -0.044 0.007 -0.019 
O"had 0.022 -0.320 1.000 0.149 0.153 0.161 
Re 0.031 -0.044 0.149 1.000 0.068 0.072 
Rµ 0.002 0.007 0.153 0.068 1.000 0.075 
R.,. 0.006 -0.019 0.161 0.072 0.075 1.000 
Table 4.5: Correlation matrix for the set of parameters given in 4.4. 
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Parameter 1989-1993 Data 
Mz (GeV) 91.1916 ± 0.0039 
fz (GeV) 2.4941 ± 0.0058 
O"had (nb) 41.63 ± 0.10 
R1 20.751±0.074 
x:.i/d.o.f. 94/105 
fhad (MeV) 1744.7 ± 5.3 
fz (MeV) 84.04 ± 0.23 
0"1 (nb) 2.0052 ± 0.0077 
Table 4.6: Results of the combined fit with both hadronic and leptonic cross 
sections assuming lepton universality. The errors include both systematic 
and statistical uncertainties. 
Parameter Mz f z O"had R1 
Mz 1.000 0.044 0.021 0.019 
f z 0.044 1.000 -0.320 -0.036 
O"had 0.021 -0.320 1.000 0.249 
R1 0.019 -0.036 0.249 1.000 
Table 4. 7: Correlation matrix for the set the parameters given in Table 4.6. 
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Recall that Z total width can be expressed as: 
where rint1 is the invisible width from Z decay into neutrinos. From the above 
results, we can derive rint1 = 496.6 ± 4.4 MeV and rint1/r1 = 5.909 ± 0.047. 
By using the equation 1.3, we obtain the number of light neutrinos: 
Nv = 2.966 ± 0.024 , 
which is consistent with the integer number 3. 
As we discussed before, the parameter R1 can be used to determine the 
strong coupling constant a,,. Using equation 1.4 and the measured value 
R1 = 20.751±0.074, we obtain a,,(M~) = 0.119 ± 0.012, which is in good 
agreement with the independent value a,,(M}) = 0.123±0.006 [15] extracted 
from jet event shapes measured in hadronic Z decays. 
4.3 Interpretation of results 
The precise electroweak measurement results obtained from the lineshape 
can be used to check the validity of the SM and, within its framework, to 
constrain some of its basic parameters which are not directly measured at 
LEP. In this section, we will first compare the measured Z lineshape parame-
ters with the SM predictions. Then we will discuss the constraints on the top 
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quark mass set by the measured Z lineshape parameters together with the 
results from ALEPH lepton forward-backward asymmetry measurements, r 
polarization measurements, results from quark asymmetries, and heavy flavor 
partial widths. 
4.3.1 Comparison with the Standard Model 
By taking the Mz measured using the Z lineshape, Mtop = 176±13 GeV [5], 
a,,(Mj) = 0.123 ± 0.006 [15], a;!(Afj) = 128.896 ± 0.090 [19], and assuming 
Mn= 300 GeV, we can calculate the SM expected values for the lineshape 
parameters. Table 4.8 shows measured Z lineshape parameters compared 
with the SM predictions. From this table, we see that the measured lineshape 
errors 
Parameter Measured Value SM Value D..Mtop D..a,, D..aem 
Mz (GeV) 91.1916 ± 0.0039 input - - -
rz(MeV) 2494.1±5.8 2496.9 ±4.6 3.2 3.2 0.6 
r1(MeV) 84.04 ± 0.23 83.96 ± 0.12 0.12 - -
u2aipb) 41631±103 41448 ±33 8 32 1 
R1 x 103 20751±74 20770 ±40 4 40 4 
Table 4.8: ALEPH measured Z lineshape parameters comparing with the 
SM predictions. The SM value errors only include the uncertainties from 
the input parameter Mtop, a,,(Mj), and a;!(Mj). Column three lists the 
contributions to the total errors from each of the input parameters. The SM 
errors are calculated using the ZFITTER 4.8 program [53]. 
parameters are in good agreement with the SM expected values. We can also 
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see that r z measurement gives the best constrain to the top quark mass, and 
R,z, fz, and ugad measurements give good constraints to the strong coupling 
constant. 
4.3.2 Constraint on the top mass 
The observables measured at the Z resonance can be used to constrain the 
top quark mass in the context of the SM. In addition to the lineshape pa-
rameter r z, there are some other observables measured in ALEPH which 
a.re also sensitive to the top quark mass. They are the pole lepton forward-
backward charge asymmetries A~k [50], and the r polarization observables 
(the average polarization P-r and the forward-backward polarization asym-
metry A~l3) [54]. The observables measured with quarks [55] such as the 
charm and bottom quark forward-backward asymmetries A~B and AiB, the 
Z partial Widths rb and r Cl and Sin20U1 from the hadroniC Charge asymmetry 
(QFB) measurements [56]. Most of these observables essentially gain their 
top quark mass dependence from the effective coupling constants, except for 
rb;;, which also has a large contribution from the top quark mass dependent 
hadronic vertex corrections. 
The pole asymmetries are related to the effective coupling constants 9( 
and g~ by: 
3 AO,/ - AA FB =-.Moe I ' 4 
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where 





Table 4.9 summarizes the recent ALEPH measurements of these observ-
ables. 
Parameter Measured Value 
AU,I 
FB 0.0208 ± 0.0026 
Ar 0.136 ± 0.015 
Ae 0.129 ± 0.017 
R,, = r ,;;;/rhad 0.2206 ± 0.0031 
Re = r ce/rhad 0.165 ± 0.021 
Au,11 
FB 0.094 ± 0.0068 
Au,c 
FB 0.080 ± 0.023 
I sin2tJU,1 from (QFB) I 0.2317 ± 0.0017 I 
Table 4.9: List of some top quark mass sensitive observables measured at 
ALEPH. 
Figure 4.2 shows the measured r z compared with the SM predicted values 
as a function of the top quark mass Mtop· Figure 4.3 and Figure 4.4 show 
the other ALEPH measured top sensitive observables together with their SM 
predictions as function of Mtop· The bands in the SM predictions reflect the 
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linear sum of the expected variations of each quantity due to a change of the 
strong coupling constant a 6 = 0.123 ± 0.006 and MH in the interval 60 :$ 
MH(GeV) :$ 1000 for Mz = 91.1916 GeV. The small Z mass uncertainty 
does not change the predictions. 
A SM fit is performed using the measured lineshape parameters with the 
constraints listed in the Table 4.9, yielding a top quark mass and strong 
coupling constant as below: 
aa(Mi) = 0.115 ± 0.007 ± 0.002 , 
with x2 /d.o.f. = 11/9. The central values and the first set of errors refer 
to a Higgs mass MH = 300 GeV. The second set of errors corresponds to 
the variation of the central value when MH is varied in the interval 60 :$ 
MH(GeV) < 1000. Thedetermined top quark mass is in excellent agreement 
with the recent direct measurements reported by CDF [5], Mtop = 176 ± 
8 (stat.)±10 (sys.) GeV, and by DO [6], Mtop = 199:!:~~(stat.)±22 (sys.) GeV. 
4.4 Summary 
Hadronic cross sections are measured with the data collected in 1993. By 
fitting them with a model independent formula, the Z resonance parameters 
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Figure 4.2: Comparison of the r z with the SM prediction as a function 
of top mass Mtop· The cross hatched area shows the variation of the SM 
prediction with MH spanning the interva.160 :5 MH(GeV) < 1000 and singly-
hatched area corresponds to a variation of a., within the interval a.,= 0.123± 
0.006. The total width of the band corresponds to the linear sum of both 
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Figure 4.3: Comparison of the measured ALEPH top quark mass sensitive 
observables with the SM predictions as a function of top mass Mtop· The cross 
hatched area shows the variation of the SM prediction with MH spanning the 
interval 60:::; MH(GeV):::; 1000. The experimental errors on the parameters 
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Figure 4.4: Comparison of the measured ALEPH top sensitive observables 
with the SM predictions as a function of top mass Mtop ( c.f. figure 4.3). 
83 
leptonic cross sections measured with the data taken from 1989 to 1993 yields: 
Mz - 91.1916 ± 0.0039 GeV 
rz - 2.4941±0.0058 GeV 
o-2ad 41.63 ± 0.10 nb . 
The partial widths of Z decays (re, r "' r,,.) and ratios of hadronic partial 
width to leptonic partial widths (Re, Rµ, R,,.) are also determined from the 
combined fit. The measured ratios are: 
Re - 20.62 ± 0.13 
R" 20.94 ± 0.12 
R,,. - 20.67 ± 0.12 
The measured ratios from each lepton channel showed consistency with lep-
ton university. By assuming lepton universality, the following electroweak 
parameters are obtained: 
rhad 1744.7 ± 5.3 MeV 
r, 84.04 ± 0.23 Me V 
rinv - 496.6 ±4.4 MeV 
R1 20.751±0.074 
rinv/r, 5.909 ± 0.047 . 
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The above measured lineshape parameters are in good agreement with the 
SM expected values. Using the SM value of the ratio of neutrino partial width 
to lepton partial width r v/rz = 1.992 ± 0.003, the number of light neutrinos 
species Nv = 2.966 ± 0.024 is determined by the rinv/rz measurement .. 
By combining the Z lineshape measurements with other electroweak ob-
servables measured at ALEPH, we are able to constrain the top quark mass 
and the strong coupling constants in the context of the SM. From a SM fit, 
we get: 
M = 17g+i5 +16 GeV top -16 -18 
o:a(M~) = 0.115 ± 0.007 ± 0.002 
The central values and the first set of errors refer to a Higgs mass MH = 300 
Ge V. The second set of errors corresponds to the variation of the central 
value when MH is varied in the interval 60 < MH( Ge V) < 1000. The 
top quark mass obtained here is consistent with the direct measurements 
reported by CDF [5], Mtop = 176 ± 8 (stat.)± lO(sys.) GeV, and by DO [6], 
Mtop = l99~~~(stat.) ± 22 (sys.) GeV. 
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Appendix A 
LEP Energy Calibration 
A.1 Energy calibration by resonant depolar-
ization 
At LEP, beam particles are naturally spin polarized along the vertical di-
rection of the bending field due to a small asymmetry in synchrotron ra-
diation [29]. The degree of beam polarization can be measured by using a 
Compton scattering polarimeter [57], based on the idea that the angular dis-
tribution of the back-scattered circularly polarized photons from transversely 
polarized beam particles depends on both the polarization of photons and 
on that of the beam particles. 
The polarization build-up is a very slow process in the LEP storage ring; 
the calculated rise time is about 310 minutes at 46 GeV beam energy and 
a maximum polarization of 92.4% can theoretically be achieved. Under real 
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operating conditions, due to imperfections in the beam optics, such as verti-
cal orbit distortions and dispersions, uncompensated solenoids, beam-beam 
effect, etc., the amount of polarization is very small ( < 10-2 ). A special 
procedure has been commissioned which compensates for some of these im-
perfections in order to increase the level of beam polarization. The first 
observation of transverse polarization in LEP was achieved in 1990 [28], and 
typical polarizations of 10-20% are measured during the energy calibration. 
From a dedicated experiment a maximum transverse polarization of 57% has 
been observed [58]. 
The polarized beam particles, electrons or positrons spin precess about 
the LEP dipole field. The spin precession frequency is related to the beam 
revolution frequency as: 
where at LEP frw = 11245.5041(1) Hz. Va is the number of precessions per 
turn (spin tune), which is related to the beam energy Ebeam by: 
(ge - 2) Ebeam Ebea.m 
Va= ae/ = 2 mec2 = 0.4406486(1) 
Here ae = !(ge - 2) = 1.1596521884( 43) x 10-3 is the electron anomalous 
magnetic moment and mec2 = 0.51099906(15) MeV is the electron mass. 
It is clear that if one can measure the spin tune Va or the spin precession 
frequency fapin to a high precision, one can accurately determine the beam 
energy Ebeam· 
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The spin precession frequency of the polarized beam particles is precisely 
measured by inducing a resonant depolarization with a horizontal oscillating 
magnet. The measurement is done by putting a weak horizontal oscillating 
magnetic field at one point of the LEP ring and slowly sweeping the frequency 
of the oscillating magnet until it is in phase with the beam particle spin 
precession. At this point the spin rotations about the horizontal direction 
will add coherently and depolarize the beam. Since the beam encounters the 
horizontal exciting field only once per tum, the frequency of the resonant 
depolarization /dep actually depends on the fractional part of the spin tune 
[v.,] and also on its mirror fraction 1 - [v.,]: 
J dep = J apin = [v.,]j rev 
or 
The beam energy Ebeam can be determined by: 
mec2 ( /dep) ( ) Ebeam = -- = Na + ~ 0.44064861 1 Ge V 
ae Jrev 
where the integer part of the spin tune N., is known from the settings of LEP 
bending fields (N., =105 at 45~6 GeV beam energy). The mirror ambiguity 
of fraction of the spin tune can be resolved easily by a small change of the 
beam energy. 
Experimentally, the frequency of the oscillating magnet field is slowly 
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varied with time over a given range. In a simple approach, defining ~Vacan 
as the difference in frequency between the start and the end of the sweep, 
the change in the beam particle polarization P/inazf Pinitial in the resonant 
depolarization process can be described using the formula [59]: 
where 
Pjinal = 2e-x - 1 ' 
P1nitial 
( 'lrV.,b:cl/ BL)2 /rev 
x= . ~Vacan/~t 
Here b~:l ~ 2 x 10-4 Tm is the oscillating magnetic field and BL is the in-
tegrated guide field of LEP. The weak oscillating field b:cl kicks the beam 
particle's spin about 140µrad down towards the horizontal plane with each 
turn, thus it needs about 104 turns (about 1 second) to rotate the spin vec-
tor completely down to the horizontal plane. Figure A.1 schematically shows 
the process of a beam particle's resonant depolarization at LEP. The per-
turbation from the oscillating magnet can be considered as an artificial spin 
resonance which is excited at some known location in spin tune. If the av-
erage spin tune of the beam is inside the width of the spin resonance, then 
the polarization vector is rotated. In the absence of beam energy spread, 
the magnitude of the polarization vector would not change and a value of 
P/inaz/ Pinitial = -1 could be obtained. However, because of the beam en-
ergy spread, the horizontal component of the polarization is quickly reduced, 
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Figure A.l: Resonance condition between the nominal spin precession with 
[v.,] = 0.5 and the horizontal perturbation b:cl from the LEP oscillating mag-
net. In an ideal storage ring , the polarization vector is initially along the 
vertical direction. After being tilted, the spin vector P precesses with fre-
quency v., about its initial direction. If the perturbation is in phase with 
the nominal spin precession (in this example fdep = 0.5frev), the polarization 
vector is resonantly rotated away from the vertical direction. 
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Figure A.2: Example of energy calibration. Several bunches are used to mea-
sure the non-integer part of the spin tune. Spin flip to negative polarization 
was observed and checked by flipping it again. . 
calibration by resonant depolarization is shown in Figure A.2. 
Due to the fact that the polarization vector is an ensemble average over 
all the beam particle spin vectors and that the depolarization process occurs 
slowly compared to the periods of the betatron and synchrotron oscillations 
of the beam particles, the measured beam energy is to very good approxima-
tion independent of betatron and synchrotron oscillations of the individual 
particles and· its accuracy is not limited by the beam energy spread (38 Me V). 
This fact also can be verified by measuring the FWHM of the spin depolar-
ization resonance, which is as small as 0.2 MeV for a standard LEP energy 
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calibration settings (see Figure A.3.) 
As discussed above, the spin tune measurement uncertainty determines 
the accuracy of the beam energy measurement. The resolution of the spin 
tune depends on the frequency difference ~Vacan of the oscillating magnet 
during the sweep of the resonant depolarization process. So one can write 
the following relations: 
~Vacan =~Vis= ~(f 11ey)/ /rev ' 
and the RMS uncertainty of the beam energy can be expressed as: 
~E 1 ~v" 
(E)beam = 02~ 
For standard energy calibration, ~Vacan is set to 0.002, giving an accuracy 
on the beam energy of l:!..E = ±0.25 MeV. 
A.2 Corrections to LEP beam energy mea-
surements 
The beam energy of LEP is subject to fluctuations due to LEP settings (RF 
frequency, dipole current, etc.) and the various changes of environmental 
conditions such as magnet temperature, and beam orbit changes due to ge-
ological and tidal effects. 
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Figure A.3: A measurement of the artificially excited spin resonance. The 
slightly asymmetric resonance shape is due to tidal changes of the beam 
energy during the 12 minutes of measurement. 
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which length is defined by the RF frequency, which is nominally set to 
352 254 170 Hz and measured to be better than 1 Hz. Particles moving 
out of the orbit will see different RF accelerating fields and will put them 
back on the central orbit. 
There are two kinds of magnetic fields which affect the beam energy: 
dipole fields and quadruple fields. Dipole fields represent the bending mag-
netic fields around the ring. Since beams are constrained to move on the 
orbit defined by the RF frequency, the higher the f Bdl seen by the beam 
particles, the higher their energy should be. At LEP, the dipole current is the 
major cause for the changes of dipole fields. Since the LEP bending magnets 
are made of iron and concrete, the magnet temperature is another factor for 
the changes of dipole fields. 
The quadruple fields are used to focus the beam particles. The beam 
particles will see an extra magnetic field if the average beam position is not 
in the center of the quadruple magnets. Since the beam orbit is fixed by the 
constant RF frequency, any changes in the LEP circumference will force the 
beam particles to move off center in the quadruples where they will receive 
extra deflection and th.us lead to change the beam energy. In practice, the 
LEP ring is influenced by terrestrial tides [61] (see Figure A.4) and other 
local long term geological ground movements. The energy of LEP changes 
by about 1 Me V for a 13 µm transverse movement of the beam relative to 
the center of the quadrupoles [62]. Figure A.5 shows the transverse beam 
position in 1993 and its effect on the beam energy. 









11 November 1992 
0:00 4."()() 8."()() 12:00 16."()() 20."()() 24."()() 4:00 
100 
-100 • 
29 August 1993 




8."()() 12."()() 16."()() 20."()() 24."()() 4."()() 8:00 12."()() 
Daytime 
Figure A.4: Results of dedicated tide experiments. The beam energy mea-
sured with resonant depolarization has been corrected for changes of the 
integrated dipole field. The agreement between model and measurements is 
good. 
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Figure A.5: Top: Mean X position of the beam versus time in 1993. Bottom: 
Average beam energy measured by resonant depolarization versus time in 
1993. The energy has been corrected for changes in the integrated dipole 
field and tidal effects. A beam energy change due to the local long term 
geological ground movements is observed. 
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synchrotron radiation on their curved path through the LEP dipoles. This 
energy loss is compensated by acceleration in the radio frequency (RF) cav-
ities, placed on both side of the LEP interaction point 2 and 6 . Ideally, the 
sum of the e+ and e- energies would be constant around the whole ring.- Due 
to alignment errors, this is not necessarily the case, and corrections to the 
center of mass energy at the collision regions, especially those close to the 
RF sections (point 2 and point 6) have to be considered. 
The influence of all above factors on the LEP energy results in typical 
changes in the center-of-mass energy of the order of 1 MeV per hour. So 
the accurate corrections to the LEP beam energy rely on frequent login of 
the LEP machine conditions, since the beam energy calibration by resonant 
depolarization only infrequently measures the instantaneous energy of the 
beam. To calculate the energy of LEP ·at some specific time t and fill, a 
model has been built as shown below: 
ELEP = Cnorm(fill) x(Dipole field correction)(t) 
x(Magnet temperature correction)(t) 
x(Tidal correction)(t) 
x (Orbit correction )(Jill) 
x(RF correction)(fill) . 
Cnorm is the normalization factor determined by energy calibration using 
resonant depolarization method. If the fill is calibrated, then. Cnorm ensures 
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the energy of the model at the moment of the calibration equals the value of 
the calibration of this fill; if the fill is not a calibrated one, then Cnorm takes 
the mean of all the calibrated fills at that energy scan points. The dipole field 
is constantly monitored by using a NMR probe installed inside a reference 
magnet which is connected in series with the LEP main bending magnets. 
The magnet temperature is monitored by 34 sensors uniformly distributed 
around the LEP tunnel. The tidal effect is corrected by using a geological 
model [63]. The orbit correction, applied once per fill, takes care of the long 
term local ground movement. 
A.3 The uncertainties of LEP beam energy 
determination 
The uncertainty in the LEP beam energy is mainly from three sources: the 
LEP energy reproducibility error on a fill to fill- basis, the LEP energy un-
certainty within a fill; and the uncertainty due to any further assumptions 
made. The reproducibility error is estimated from the scatter of the dif-
ference between the LEP energy predicted from the model with a constant 
normalization factor and the LEP beam energy measured by using the reso-
nant depolarization method. Figure A.6 shows the scatter for all calibrated 
fills of 1993 off peak scan. 
From the plot, a scatter of RMS 2.9 Me V. and 7 .0 Me V in the LEP center-
of-mass energies of peak+2 and peak-2 are observed respectively. Provided 
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Figure A.6: Difference between the center-of-mass energies measured by the 
resonant depolarization method and those predicted by the model with a 
constant normalization factor. An error bar of 2 MeV is shown on each 
entry. 
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that calibrated fills are an unbiased sample of all fills, an error on the LEP 
beam energy due to the reproducibility of LEP for uncalibrated fills can be 
estimated by jff9' , where O"cal is the RMS of the scatter and Nuncal is the 
unc:al 
number of uncalibrated fills. For 1993 scan, this gives center-of-mass error 
0.6 MeV for peak+2 and 1.4 MeV for peak-2 energy points. This error is 
uncorrelated between energy points. For calibrated fills this error does not 
apply. 
For the LEP energy uncertainty during the fill, for the uncalibrated fills 
the major uncertainty is from the normalization factor Cnorm estimation. 
Since we have used a finite number of calibrated fills to estimate the mean 
energy, the error of this estimation is given by ~- This yields an error 
vNco.1 
in center-of-mass energy of 0.9 MeV for peak+2 and 1.9 MeV for peak-2 
energy points. This error is also uncorrelated between energy points. 
The total error due to Cnorm and the reproducibility error of LEP for all 
fills, is determined by: 
This implies errors of 0.7 .and 1.6 MeV in center-of-mass energy for the 
peak+2 and peak-2 points respectively. 
There is an assumption made in the model of LEP energy calculation, it 
assumes that during a fill, the dipole field current measured in the reference 
magnet should reflect the main ring dipole current. It has been found that 
the measured dipole current from the NMR showed occasional jumps and 
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drifts during the fill, which could not be attributed to the changes in current 
or temperature. It is believed that at least part of these drifts and jumps is an 
artificial effect of the monitoring system in the reference magnet. To estimate 
this uncertainty, a conservative systematic error of 0.8 Me Vin center-of-mass 
energy has been assigned to the peak+2 and peak-2 scan points. This error 
is correlated between the scan points. 
Another assumption made in the LEP energy determination is that positron 
beam energy is equal to the electron beam energy. At LEP the energy cal-
ibration was performed only with electron beams. A dedicated resonant 
depolarization energy calibration test on the positron beams showed that 
the positron beam energy is the same as electron beam within the error of 
0.2 MeV. 
There are also uncertainties from the various corrections in the LEP en-
ergy determination. The largest error is from RF corrections, which con-
tribute about 1 MeV for both peak-2 and peak+2 scan points. This error is 
almost fully correlated between energy points. The other corrections (tide, · 
orbit,. and temperature) contribute about 0.3 MeV uncorrelated errors and 
about 0. 7 Me V correlated error for both off peak points. A detailed discus-
sion of the errors due to the various corrections can be found in reference [52]. 
Table A.1 lists the systematic errors on the off-peak energies. 
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Source Pea.k-2 Pea.k+2 Corre- Cort. Uncorr. 
la ti on Error Error 
Mean fill energy 1.60 0.72 0 NA NA 
Dipole field uncertainty 0.93 0.93 0.81 0.8 0.4 
Polarization systematics 0.50 0.50 0.04 0.1 0.5 
e+ Energy Uncertainty 0.30 0.30 0.5 0.2 0.2 
RF Corrections (ALEPH) 1.02 1.02 0.96 1.0 0.1 
Tide/orbit/temp NA NA NA 0.7 0.3 
Table A. l: Summary of errors (Me V) on the energy determination. These 
numbers are for illustration only - the exact errors are determined using 
the correlation matrix formalism. The first three columns give the errors at 
pea.k-2 and peak+2 and their correlation coefficient. The last two columns 
give the correlated and uncorrelated error as explained in the text. NA= Not 
Applicable. 
A.4 LEP energy errors on Mz and rz 
For an energy scan at pea.k-2 and peak+ 2 points across the Z resonance, 
to a very good approximation, the systematic errors on k!z due to the LEP 
energy uncertainty can be expressed as: 
Here E_2 and E+2 are the luminosity-weighted center-of-mass energies at 
the two off-peak points. The systematic errors for r z due to the LEP energy 
uncertainties can be estimated by: 
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From the above formulae, it is easy to see that Mz is sensitive to the full 
errors on the off peak energie5, while r z is only sensitive to the uncorrelated 
energy systematic errors. Table A.2 summarizes various contributions of the 
LEP energy errors to.the uncertainty of Mz and rz . 
I Source . II arz(MeV) I LlMz (MeV) I 
Calibration scatter 1.3 0.9 
Dipole field uncertainty 0.4 0.9 
Polarization systematics 0.5 0.4 
Tide/ Orbit /Temp corrections 0.3 0.5 
e+ / e- energy difference 0.2 0.2 
RF correction( ALEPH) 0.1 0.7 
I Total II 1.51 1.6 I 
Table A.2: Summary of sources of LEP energy errors on the Mz and r z. 
These numbers are for ·illustration only, the exact errors have to be deter-
mined using the energy correlation matrix. 
From the table, the total LEP energy error on the Z width is 1.5 Me V, 
and the LEP en~rgy error on the Z mass is 1.6 MeV. The dominant LEP 
energy error on the Z width is from scatter of the energy calibration. For 
the Z mass, the dominant LEP errors are from both scatter of the energy 
calibration and uncertainty of the dipole field. In the lineshape fit, the exact 
errors have to be evaluated using correlation matrix formalism, which gives 
the LEP energy errors on the Z width of 2.0 Me V and Z mass of 1. 7 Me V .. 
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