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Abstract: There are challenges in attempting to acquire sufficient atmospheric measurements that are required in order to
model the physical atmospheric refraction effects for all transmission pulses within a typical synthetic aperture radar (SAR)
collection interval. In particular, atmospheric turbulence can induce spatial variations of the air density, temperature, and other
physical variables along the synthetic aperture, which can have differing effects on the local refraction-induced bending and
delay of each of the transmission pulses. The primary goal of the current investigation is to develop an alternate approach
based on data-driven techniques in order to develop methods for automatically correcting such refraction-induced defocus
effects on SAR image data. This alternate methodology applies two-dimensional maximum likelihood signal-theoretic techniques
in order to estimate and compensate for the refraction-induced phase errors of the input defocused SAR imagery, thus yielding
improved scene refocus wherein the majority of the refraction-induced defocusing effects have been corrected. The efficacy of
this data-driven approach is demonstrated through the injection of known bending and delay effects applied to measured Ku-
band SAR data.
1 Introduction
It is well known that atmospheric refraction effects can cause both
bending and delay of radar ray paths. It is possible that such
refraction effects can contribute to the non-ideal focusing of
synthetic aperture radar (SAR) imagery. The goal of the current
investigation is to develop a signal-theoretic methodology for
estimating and compensating for such refraction effects so that the
focus of SAR imagery is improved.
Most existing methods for correcting refraction effects are
based on the estimation of atmospheric parameters along the radar
ray path of propagation [1–6]. The practical applications of such
methods often require radiosonde measurements of atmospheric
parameters [7] in conjunction with numerical radar propagation
codes that incorporate refraction effects, such as advanced
refractive effects prediction system [8, 9].
Local spatial variations in the index of refraction cause bending
of radar rays over a wide band of radar frequencies [5], which can
be so significant as to induce ducting and ray bending away from
the earth rather than towards it [10–12]. The amount of bending
and delay can exhibit significant variations due to atmospheric
turbulence [13]. For the current SAR imagery focus problem, it is
possible that the bending effects can vary from one pulse to the
next along the synthetic aperture, especially for rapidly moving
radar platforms. The current investigation is sufficiently general to
examine SAR focusing under the conditions of such atmospheric
turbulence.
The current investigation applies an alternate approach
involving the estimation of the change in the refraction effects from
one range-compressed radar pulse along the synthetic aperture to
the next based on the input SAR imagery itself. In this manner, the
estimated pulse-to-pulse variations in the bending and delay enable
accurate SAR focusing. This methodology involves a non-trivial
extension of conventional autofocus techniques.
SAR autofocus techniques estimate and compensate for
unknown phase errors due to uncertainties in the radar trajectory.
The non-parametric phase gradient autofocus (PGA) method of
Wahl, Jakowatz, et al. [14–17] is derived using maximum
likelihood (ML) theory applied to estimate a single phase error
vector along the synthetic aperture.
The refraction-based autofocus methodology developed herein
invokes the general approach of PGA, but here estimates and
compensates both the bending and the delay by applying well-
known multi-dimensional ML estimation techniques (e.g. [18–20]),
i.e. joint two-dimensional (2-D) ML methods yield estimates for
the changes in both the bending and the delay effects from any
given pulse to the next along the synthetic aperture. By applying
this processing over a full synthetic aperture for all pairs of
successive pulses, both the bending and the delay effects can be
estimated and thus removed, yielding improved SAR focus of the
imaged scene.
The next section gives the signal model applied herein. Section
3 gives the non-parametric ML estimate of the refraction-induced
bending and delay. Section 4 validates this theory through
measured Ku-band SAR data in which known refraction errors
have been injected. Finally, the conclusions are summarised in
Section 5.
2 Signal model
The analysis begins with definitions of the relevant quantities.
First, the radar path length at the ground down-range x relative to
the selected ground reference point (GRP) at x = 0 depends upon
the elevation angle θ through xcos(θ). A schematic of the straight
and undelayed paths for unrefracted rays is shown in Fig. 1a
revealing these relationships. 
Radar ray paths can bend either towards or away from the earth,
depending on the details of the local atmospheric parameters. If the
pulse ray path bends towards the earth, then θ increases relative to
that of a straight-line path. In contrast, if the path bends away from
the earth, then θ decreases relative to that of an unrefracted ray.
These concepts are displayed in Fig. 1b.
This model applies for the two-way path of the pulse
propagation from the radar to a given target scattering centre on the
earth's surface and back to the radar. The return path is
approximately identical to that of the original radar-to-target path
since the path delays and the changes in the propagation angle
depend primarily on the atmospheric density changes according to
Snell's law.
The amount of bending can vary from one radar pulse to the
next along the synthetic aperture, due to the possible fine-scale
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spatial variations of the atmospheric parameters resulting from
turbulence. The goal of this analysis is to develop a methodology
for compensating the resulting variations in the ray path length s
and the elevation angle θ along the synthetic aperture of a SAR
collection. The overall strategy for accomplishing this goal is to
develop a signal-theoretic algorithm for estimating the changes in
path length Δs and elevation angle Δθ between successive pulses.
The definitions above enable the specification of a basic signal
model for atmospheric refraction effects, as shown in Fig. 1c.
Define ω1 to equal the phase of a given radar pulse relative to that
of a notional unrefracted ray which arrives at the ground reference
value of x = 0. Define the spatial frequency ρc ≡ 2 f c/c, with f c
equal to the pulse centre frequency. Also, assume that the received
amplitude due to the pulse scattering from a given location within
the scene is characterised by the complex-valued coefficient α~0.
Then, the received signal r1 can be expressed as
r1 = α~0exp jω1 + N1, (1)
ω1 ≡ 2πρc s1 − s0 + xcos(θ1) . (2)
This equation includes additive measurement noise N1 for this first
pulse of a given pair. Also, s0 is the selected range reference for this
particular pair of pulses. Often, s0 is selected to be the range to the
GRP for this particular pulse pair.
This model considers the change in the radar scattering return
corresponding to the illumination of the same idealised point
scattering centre for successive pulses. For such an idealised case,
there is no change in the amplitude due to this scattering return.
The dominant changes between successive pulses are due to the
possible changes in the path length and the elevation angle, which
yields a phase change but not an amplitude change. However, for
non-ideal scattering centres, there can be small changes in
amplitude between successive pulses. Also, the beam illumination
pattern on the ground can change slightly, giving another possible
contribution to small changes in returned amplitude for successive
pulses. Nevertheless, the primary changes remain in the phase
differences due to the path and elevation angle variations, which
leads to the model used herein.
The second received signal from a pair of successive pulses has
the same form as (1). However, this second signal can have a
potentially different path length s2 and elevation angle θ2 and
therefore a different phase ω2
r2 = α~0exp jω2 + N2, (3)
ω2 ≡ 2πρc s2 − s0 + xcos(θ2) . (4)
The additive noise N2 for this second received signal is assumed to
be uncorrelated with N1 since the noise values are assumed to be
obtained from independent samples. It is convenient to absorb the
phase ω1 into the complex-valued amplitude α~0 in forming a new
constant α0. Thus, the signal model for successive pulses is
r1 = α0 + N1, (5)
r2 = α0exp(jΔω) + N2, (6)
Δω ≡ 2πρc s2 − s1 + xcos(θ2) − xcos(θ1) . (7)
The phase argument of (7) exhibits a nonlinear sinusoidal
dependence on the elevation angle θ. However, this equation can
be expressed in linear form without any additional approximation
by using the direction cosine of θ
u ≡ cos(θ) . (8)
Define Δu ≡ u2 − u1 = cos(θ2) − cos(θ1) to be equal to the change
in u with respect to successive pulses. Likewise, define Δs ≡ s2 − s1
to be the path length difference for successive pulses. Therefore,
(7) can be expressed in the following linear form in terms of Δs
and Δu through
Δω ≅ 2πρc{Δs + xΔu} . (9)
At this point in the analysis, the specific strategy is to develop a
data-driven methodology for estimating Δs and Δu for pairs of
successive pulses based on the signal model of (5), (6), and (9).
Then, the final error estimates are obtained by integrating Δs and
Δu along all pulses of the synthetic aperture. The final estimate of
θ is obtained from the estimate of u by using θ = arccos(u) from
(8).
Let the index k correspond to a particular range bin. The use of
multiple range bins for (5), (6), and (9) yields the following signal
model form which is conducive for the joint 2-D ML estimation of
Δs and Δu, conditioned upon the measurement data corresponding
to the various range bins
gk ≡ αk + N1, k, (10)
hk ≡ αkexp(jΔωk) + N2, k, (11)
Δωk ≅ 2πρc{Δs + xkΔu} . (12)
Fig. 1  Effects of atmospheric refraction on radar ray paths
(a) Straight and undelayed paths for unrefracted rays, showing the path length of
xcos(θ) relative to the GRP at x = 0, (b) Curved and delayed paths for refracted rays,
including the altered path length sa and elevation angle θa for a ray which curves away
from the earth, and values sb and θb for path curvature towards the earth, (c) Resulting
signal model for refraction effects
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This model is valid provided that the length scale of the region of
interest (ROI) on the earth's surface is much smaller than the
distance from the ROI centre to the radar. For such cases, each
individual range-compressed pulse along the synthetic aperture is
characterised by a single path length error and a single elevation
angle error, for each spatial position within the ROI on the earth's
surface. This approximation becomes degraded if the radar-to-ROI
and ROI length scales are comparable so that different path length
and elevation angle errors occur for differing positions within the
ROI.
3 ML estimation
This section applies the signal model of (10)–(12) in order to
derive the joint 2-D ML estimate of the unknown error vectors Δs
and Δu. Begin by defining G xk, yℓ  to be the defocused complex-
valued image after SAR image formation processing. Here, xk is
the ground down-range coordinate in terms of the integer index k,
and let yℓ equal the ground cross-range coordinate indexed by the
integer ℓ. The next step in the processing applies a 1–D discrete
inverse Fourier transform in the radar cross-range direction in order
to obtain the complex-valued, range-compressed, azimuth-spread
SAR image data
gk, n ≡ g(xk, ηn) =
1
L ∑ℓ = 1
L
G xk, yℓ exp j2πyℓηn . (13)
This transform is expressed in terms of the cross-range spatial
frequency ηn indexed by the integer n.
Apply the reduced notation gk = gk, n and hk = gk, n + 1 for two
successive pulses indexed by n and n + 1, respectively, so as to
suppress the aperture index n for much of the following analysis.
This simplification is possible since the ML estimation process in
applied independently on each pair of successive pulses along the
synthetic aperture.
The scattering properties from a given scattering centre are not
known a priori. Thus, the complex-valued scattering from a given
dominant scattering centre in the scene must be modelled
statistically. In the absence of additional information, a Gaussian is
typically used as a most basic and simplified model. This
assumption is also justified from the central limit theorem, since
the measured scattering at a given range line depends upon
multiple physical effects, including the dielectric and magnetic
properties of the material, the shape of the scattering surface, the
waveform polarisation, the propagation through the atmosphere,
and the actual location within the overall scene.
The analysis continues by defining the following vector which
consisted of the range-compressed, azimuth-spread data vectors for
two successive pulses
zk ≡ gk hk T, (14)
where the superscript T denotes the matrix transpose. This analysis
invokes the standard theoretical assumptions that the elements of
the signal zk represent a set of Gaussian random variables which
are mutually independent and identically distributed (iid). Thus, zk
is assumed to conform to a multi-variate white-noise random
process.
Next, compute the conditional probability density function
(PDF) of the variable zk, conditioned upon the measurements gk
and hk. This conditional PDF has the following form, given a set of
unknown error vectors Δs and Δu:
p(zk |Δs, Δu) =
1
π2 | Rk|
exp −zk*TRk−1zk , (15)
with zk*T denoting the complex-conjugate transpose. Also in (15),
|Rk| denotes the determinant of the covariance matrix Rk. This
covariance matrix is defined through
Rk ≡ E zkzk*T . (16)
Use of (14) implies the form
Rk =
E gkgk* E gkhk*
E hkgk* E hkhk*
, (17)
in terms of gk and hk of (10) and (11). Calculation of Rk in (17) is
similar to that within the derivation of PGA [14, 15], except that in
the current analysis, the phase error Δωk depends upon the ground
down-range coordinate xk.
For computing the expectation values in (17), it is assumed that
αk, N1, k, N2, k are all independent complex-valued variables. It is
assumed that the noise samples at different positions along the
synthetic aperture are Gaussian random variables which are all
mutually iid, as is frequently assumed in SAR phase error
estimation methods (e.g. [14–16, 21]). One prominent contribution
of this additive ‘noise’ process often arises from the background
radar-reflective clutter due to both natural and human-made objects
in the illuminated scene. However, a truly stationary statistical
process, as required for ML analysis, does not contain the natural
and human-made structure that is evident within most SAR
imagery, i.e. a real-world SAR clutter contains non-stationary
contributions which are not included in the ML approach. For this
reason, the current ML approach for estimating refraction effects is
validated by applying known phase errors to measured Ku-band
SAR background data, as is done in Section 4.
A further assumption in this ML analysis is that the signal αk is
independent of the noise samples N1, k and N2, k, as there is typically
little physical justification for the opposite assumption in which the
additive noise and other background clutter have a non-zero
correlation with the radar returns of the dominant scattering
centres. Again, this analysis assumes that the signal αk and the
noise N1, k and N2, k are sampled from zero-mean complex-valued
processes, as there is typically no physical reason that SAR radar
returns containing target, clutter, or noise should have a non-zero
mean. In addition, the noise processes are assumed to have the
same statistical properties for each range line k, which is
reasonable provided that the radar is narrowband and relatively
distant from the SAR scene. For the opposite case of near-field
SAR collections, additional corrections to these assumptions may
be warranted.
Use the standard notation for the variance of the signal and the
clutter-plus-noise processes, respectively, i.e.
σα2 ≡ E |αk|2 , (18)
σN2 ≡ E |N1, k|2 = E |N2, k|2 . (19)
The following form for the covariance matrix is obtained
Rk =
σα2 + σN2 σα2exp( − jΔωk)
σα2exp(jΔωk) σα2 + σN2
. (20)
The determinant of the covariance matrix can be expressed as
R0 ≡ | Rk | = σN2 + 2σα2 σN2 . (21)




σα2 + σN2 −σα2exp( − jΔωk)
−σα2exp(jΔωk) σα2 + σN2
. (22)
Define the exponent of the conditional PDF of (15) to be given by
Λk(Δs, Δu) ≡ zk*TRk−1zk . (23)
Use of (14) and (22) implies that (23) can be expressed as
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Λk(Δs, Δu)
= 1R0 σα




gkhk*exp j2πρc Δs + xkΔu
+gk*hkexp −j2πρc Δs + xkΔu .
(24)
This analysis uses the definitions above to express the conditional
PDF for a single range line indexed by k in the form
p(zk |Δs, Δu) =
1
π2R0
exp( − Λk(Δs, Δu)) . (25)
Consider the conditional probability of K independent range lines,
applied simultaneously






exp( − Λk(Δs, Δu)) . (26)
Here, Zk is a vector of K range lines within the imagery.
Define the elements of the vectors g and h to be the range-
compressed, azimuth-spread data for all of the range lines. Thus,
the conditional PDF for all of the range lines considered
simultaneously, given the measurement vectors g and h, is





exp( − Λk(Δs, Δu)) . (27)
To obtain the desired estimates for the non-parametric vectors Δs
and Δu, it is necessary to maximise the PDF of (27) conditioned
upon the data vectors g and h. This problem is equivalent to the
task of maximising any monotonic function of the PDF. A
convenient strategy is to maximise the logarithm of the PDF since
it transforms the product over various factors into a summation of
corresponding terms. This logarithm of the PDF conditioned upon
the data has the form




in terms of a constant γ1 that is independent of the desired non-
parametric vectors Δs and Δu, and the radar measurement data
vectors g and h
γ1 ≡ − 2Kln(π) − Kln(R0) . (29)
The analysis proceeds by expressing (28) in the form
ln(p(g, h |Δs, Δu))
= γ2 +
σα2
R0 ∑k = 1
K
gkhk*exp(j2πρc{Δs + xkΔu})
+gk*hkexp( − j2πρc{Δs + xkΔu}) .
(30)
Here, the constant γ2 is defined by
γ2 ≡ γ1 −
1
R0
σα2 + σN2 ∑
k = 1
K
|gk |2 + |hk|2 , (31)
which is a function of the measured data vectors g and h alone and
is independent of the non-parametric vectors Δs and Δu to be
optimised.
The next step in the joint 2-D ML calculation [18–20] is to take
the partial derivative of (30) with respect to each of the non-
parametric vectors to be optimised (i.e. Δs and Δu) and then to set
both of the resulting equations equal to zero. The partial derivative
with respect to Δs gives




R0 ∑k = 1
K
gkhk*exp j2πρc Δs + xkΔu
−gk*hkexp −j2πρc{Δs + xkΔu} = 0.
(32)
The partial derivative with respect to Δu yields




R0 ∑k = 1
K
xkgkhk
∗exp j2πρc Δs + xkΔu
−xkgk∗hkexp −j2πρc Δs + xkΔu = 0.
(33)
The exponential arguments in (32) and (33) each contains a factor
of xk, which prevents the entire exponential function from being
factored outside of the summation for each of these equations.
Thus, it is useful to apply an approximation exp(ϵ) ≅ 1 + ϵ for
ϵ ≪ 1 in (32) and (33) in order to linearise the two equations in the

















xkgk*hk − xkgkhk* .
(35)
These approximations are valid provided that the desired unknown
non-parametric vectors Δs and Δu are sufficiently small so that
Δωk ≪ 1 in (12). This condition is satisfied if the temporal interval
between successive transmission pulses is sufficiently small along
the synthetic aperture. Mitigation of the aliasing effects arising for
cases in which Δωk ≪ 1 does not apply is beyond the scope of the
current investigation.
The frequent appearance of the real Re[z] = z + z* /2 and
imaginary Im[z] = z − z* / 2 j  forms in (34) and (35) suggests
the use of the following convenient definition:
Ψp, n ≡ ∑
k = 1
K
xk pgk, n* hk, n . (36)
Here, the pulse index n is shown explicitly in order to clarify all
dependencies in the final solution. Equation (36) enables the
further simplification of (34) and (35) to yield the following two
linear equations in terms of the estimates of the two unknown
increments Δsn ≡ sn + 1 − sn and Δun ≡ un + 1 − un for any pair of
successive transmission pulses indexed by n + 1 and n
Re Ψ0, n Δsn + Re Ψ1, n Δun =
1
2πρc
Im Ψ0, n , (37)
Re Ψ1, n Δsn + Re Ψ2, n Δun =
1
2πρc
Im Ψ1, n . (38)
Any of the well-known linear methods can be used to solve for Δsn
and Δun in (37) and (38) for any pair of successive pulses.
The final scene refocus depends critically upon the accuracy of
the refraction-induced phase error ωk, n of (12). The calculation of
the corresponding estimate ω^ k, n proceeds by simultaneously
integrating the following equations from one end of the synthetic
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aperture to the other. Here, the notation ⋅ indicates an estimated
quantity.
Define the estimate of the determinant of (37) and (38) through
Υ^ n ≡ Re Ψ0, n Re Ψ2, n − Re Ψ1, n 2 . (39)













Re Ψ0, n Im Ψ1, n − Re Ψ1, n Im Ψ0, n . (41)
It is possible to include any of a variety of conditioning methods to
solve (37) and (38), including diagonal loading and regularisation.
In the current approach, the case of a zero or near-zero determinate
in (39) is mitigated by assuming that the corresponding errors are
due to the ray path delay alone, i.e. Δsn ≠ 0, with the path bending
effects set equal to zero, i.e. Δun = 0. Certainly, other mitigation
strategies for such singular conditions can be applied. A
comparison of different approaches to this issue is beyond the
scope of the current investigation and thus is deferred for future
research.
The estimate of Δωk, n follows from (12):
Δωk, n = 2πρc Δsn + xkΔun . (42)
The final integration equations for a given iteration in this overall
2-D refraction-based autofocus methodology are the following:
s^n + 1 = s^n + Δsn, u^n + 1 = u^n + Δun, (43)
ω^ k, n + 1 = ω^ k, n + Δωk, n . (44)
The error estimates are computed by integrating (43) and (44)
along the synthetic aperture through n. The integration equations of
(43) are not required for the final estimate of the phase correction,
but additional insight can be gleaned by generating estimates of
these estimates of the physical radar ray path delay and elevation
angle.
The final estimation of the sn, un, or ωk, n actually involves the
removal of two different sets of means. The first set involves the
removal of the linear phase terms in sn, un, or ωk, n. Specifically, the
means of Δsn and Δun with regard to n are removed in order to
eliminate the linear phase terms in s^n and u^n. This strategy
minimises the shift of the refocused scene relative to the input
image. Correspondingly, a single mean with regard to all range
lines is removed from Δωk, n. Notice that shifting of the scene
through linear phase terms does not affect the sharpness of the
resulting refocused image so that a prudent strategy is to minimise
the magnitude of these linear shifts relative to the input defocused
image by this removal of the means of Δsn, Δun, and Δωk, n.
The second set of mean removals is equivalent to the resetting
of arbitrary phase constants within s^n and ω^ k, n. Specifically, the
means of s^n and ω^ k, n are removed after the integration over n is
complete, since these values are phase constants which can be
absorbed into the complex-valued amplitudes and thus do not
affect the resultant magnitude imagery.
There is no mean removal applied to u^n since this variable is
typically non-zero and is determined by the cosine of the radar ray
elevation angle θ. In the estimation of un, the integration constant is
selected to be the average along n of uradar(tn) ≡ cos(θradar(tn)) in
terms of the slow-time tn. Here, the elevation angle of the recorded





Also, {x, y, z} = Xp(tn), Yp(tn), Zp(tn)  gives the instantaneous
radar position relative to the GRP at {x, y, z} = {0, 0, 0}. This
resetting of the integration constants s^1, u^1, and ω^ k, 1 is permitted
since the increments Δsn, Δun, and Δωk, n of (40)–(42) do not
depend explicitly upon sn, un, or ωk, n.
Again, the notation gk, n ≡ g xk, ηn  corresponds to the range-
compressed, azimuth-spread data of the unfocused image at some
particular iteration in the overall processing. Then, the signal
model equations (10)–(12) imply that the focused image data f k, n
are computed from the defocused image data gk, n through
f xk, ηn ≡ f k, n = gk, nexp − jω^ k, n . (46)
The minus sign in the argument of the exponential in (46) follows
since the required phase correction is intended to offset the delay
and bending effects of atmospheric refraction. Finally, compute the
1–D discrete Fourier transform along the radar cross-range
direction in order to obtain the desired focused imagery at this
iteration
F xk, yℓ = ∑
n = 1
N
f (xk, ηn)exp( − j2πyℓηn) . (47)
Multiple iterations can be applied until the desired focus quality is
obtained through either human interpretation or image sharpness
metric. This 2–D refraction-based autofocus also uses a masking
process wherein the dominant scattering centre on each range line
is retained while masking the competing scattering centres in the
region outside the vicinity of this defocused dominant scattering
centre, as with PGA [14, 15]. The PGA method applies a circular
shift of each range line so that the dominant scattering centre at
each iteration is circularly shifted to the image centre before
masking the competing scattering centres on each range line. This
same data conditioning step is applied in the current 2-D autofocus.
The portion of the circularly-shifted image which is not masked
becomes smaller with each iteration so that increasingly only the
dominant scattering centre on each line contributes to the ML
estimation process. In this fashion, the refocus of the target scene
becomes sharper with each iteration, as illustrated in the following
section.
4 Theory validation
The proposed 2-D refraction-based autofocus is validated using
measured SAR data containing known injected errors in path
length and elevation angle which are generated along the length of
the synthetic aperture. The resulting phase errors permit a
quantitative examination of the efficacy of the proposed
methodology through comparison with known truth. In addition,
these autofocus techniques are performed on the SAR imagery
after image formation and thus can be applied for most SAR radar
collections and processing methods.
This investigation uses complex-valued SAR image data which
were collected through an airborne Ku-band radar using a
broadside geometry [22]. For this collection, the radar flew with a
straight and level flight path with an altitude of Z0 = 1.496 km and
a speed of V0 = 71.3763 m/s. The ground down-range of the radar
at its mid-point along the synthetic aperture relative to the centre of
the imagery area was X0 = 2.914 km. The radar transmitted pulses
over the SAR collection duration of T0 = 4.034 s, each with a
centre frequency of f c = 16.8 GHz and a bandwidth of 1.6593 
GHz.
The magnitude of the original complex-valued Ku-band
imagery is shown in Fig. 2a. Next, artificial errors in the path
length strue and the elevation angle θtrue are generated based on
arbitrary polynomial functions in order to model the possible
effects of refraction-based distortion of the pulse propagation in the
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earth's atmosphere. The specific selected strue and θtrue for each
pulse are presented in Figs. 2b and c. In addition, Fig. 2c also
presents the profile of the elevation angle of the radar platform
relative to the ground plane.
In this analysis, there is no attempt to estimate the physical
profiles in 3-D space of atmospheric parameters, such as
temperature, density, water vapour concentration etc., through
which the pulses have traversed. This approach merely estimates
the total integrated ray path length error and elevation angle at the
scattering terrain for each pair of successive pulses. The goal of
this numerical exercise is to demonstrate that these errors strue and
θtrue can be estimated and compensated for a set of arbitrarily-
selected profiles along the synthetic aperture.
The emulated refraction-based phase errors are injected into the
original SAR data by multiplying the range-compressed, azimuth-
spread data by exp(jωtrue), with
ωtrue xk, tn ≡ 2πρc strue(tn) + xkcos(θtrue(tn)) , (48)
based on (2). Then, the data are transformed back to the image
domain through a 1-D Fourier transform. The result of this
generation of measured image data with artificial phase errors is
shown in Fig. 2d. This latter figure gives the initial imagery data
set which is input into the proposed refraction-based autofocus
methodology.
After a single iteration of this 2-D autofocus algorithm, the
estimated total path length error and elevation angle profiles have
the forms shown in Figs. 3a and b. Clearly, a single iteration is not
sufficient to obtain accurate estimates of the refraction-induced
errors of path length or elevation angle. The corresponding
refocused image after the first iteration of this refraction-based
autofocus is shown in Fig. 3c, revealing some improvement in
scene focus over the input image of Fig. 2d. 
For the second iteration, a mask of half the full cross-range
extent is applied about the dominant scattering centre on each
range line, just as can be applied in PGA. Subsequent iterations
involve applying a mask about each dominant scattering centre
Fig. 2  Measured complex-valued SAR image data used for autofocus
processing {image data provided courtesy of Sandia National Lab}
(a) Image magnitude before inclusion of the refraction-induced phase errors, (b) True
refraction-induced path length error profile strue, i.e. injected into the original SAR
image data, (c) True elevation angle profile θtrue after refraction-induced errors are
injected into the original SAR image data, in comparison with the radar elevation
angle profile θradar relative to the ground-plane, (d) Image magnitude after inclusion of
the refraction-induced phase errors
 
Fig. 3  Results after a single iteration of the 2-D refraction-based
autofocus applied to the input image data of Fig. 2d
(a) Estimated total path length error profile ŝn compared with that of the truth strue
from Fig. 2b, (b) Estimated elevation angle profile θ^n compared with that of the truth
θtrue from Fig. 2c, (c) Refocused image magnitude, showing residual smearing that is
not yet compensated at the first iteration
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which is half of the cross-range extent relative to that of the
previous iteration.
This second iteration of Fig. 4 reveals further improvement in
the path length error and elevation angle estimates, as well in the
resulting refocused scene image. Still, further improvements in the
estimates of the injected errors and the resulting refocused imagery
are obtained after three iterations, as shown in Fig. 5. Finally,
Fig. 6 shows that the use of ten iterations yields an excellent
agreement in the path length error and elevation angle estimates in
comparison with the corresponding true injected errors. In addition,
the use of ten iterations gives a refocused scene image in Fig. 6c
that has excellent agreement with the original imagery prior to the
injected errors shown in Fig. 2a. 
Notice that any radar pulse propagation path which is other than
a straight-line path serves to increase the overall path length and
therefore increases the estimated distance to target for each
individual pulse along the synthetic aperture. The overall result of
this effect is to give a bias in the calibration of exactly where the
image lies within the context of the earth's surface. In effect, the
radar will erroneously conclude that the resulting SAR image lies
at a slightly larger distance from the radar than that corresponding
to the truth. However, the extent of the bias is likely to be relatively
small, unless the atmospheric refraction effects become
anomalously significant.
5 Conclusions
This investigation has developed a data-driven methodology for
automatically correcting refraction-induced defocus effects in SAR
imagery. This approach applies joint 2-D ML signal-theoretic
methods to estimate and compensate phase errors based upon the
input complex-valued SAR imagery, thus yielding improved
refocused imagery wherein the refraction-induced defocusing
effects have been removed.
This refraction-based autofocus method invokes assumptions of
relatively small changes in both the path length error and the
elevation angle for a given received pulse along the synthetic
aperture relative to that of the previous pulse. However, the total
accumulated errors along the synthetic aperture for both of these
quantities are permitted to be quite significant. For the example
presented herein, the total path length error varies over more than
25 full cycles. In addition, the total elevation angle error for this
example varies by several degrees along the synthetic aperture.
Notice that there is no explicit limitation on the total accumulated
error for either the path length or the elevation angle so that this
autofocus methodology is applicable theoretically for cases of
extreme refraction.
This analysis develops the theoretical changes in the path length
delay and elevation angle corresponding to the propagation of
successive pulses from the radar to an idealised point scattering
centre and back. There are no explicit assumptions pertaining to
whether the collection geometry is of the spotlight, strip map, or
scan variety [23–25]. Likewise, there are no constraints pertaining
to the type of the image formation processor (IFP) [15, 23–28],
including the range migration algorithm, the chirp scaling
algorithm, and the polar formatting algorithm. Comparisons of
focus quality between the different types of collection geometries
and IFPs are beyond the scope of the current theoretical analysis
and thus is reserved for future work.
It should also be clarified that this 2-D autofocus approach not
only compensates for refraction-induced path length and elevation
angle errors but also yields explicit estimates of the variation in
these quantities along the synthetic aperture. It is not currently
known if these explicit profile estimates have additional
implications pertaining to local atmospheric variations in physical
quantities, such as temperature, pressure, and water content. Such
speculation about possible new applications of the resulting error
estimate profiles along the synthetic aperture is reserved for future
work.
The developed 2-D refraction-based autofocus lies in the
category of data-driven estimation techniques. A primary strength
of this approach is that it is applicable for extremely complicated
refraction environments wherein there are changes in the radar path
length and elevation angle from one transmission pulse to the next.
This data-driven autofocus approach for compensating
refraction effects is possible due to the availability of multiple
transmission pulses of a SAR collection since the invoked joint 2-
D ML estimation methodology is applied to pairs of successive
pulses along a synthetic aperture, i.e. it is generally not practical to
apply these methods in order to compensate for refraction effects
for cases involving transmission pulses in isolation, absent from
the coherent collection of multiple pulses within a synthetic
aperture.
The efficacy of this data-driven approach has been
demonstrated through injection of known defocusing effects
applied to measured Ku-band radar data. Specifically, these
injected errors are based on arbitrary profiles of the path length
error and the elevation angle along the synthetic aperture. The
accuracy of the estimation of the path length error and elevation
angle profiles increases with each iteration so that the fidelity of
the scene refocus also improves with each iteration. Algorithmic
validation with regard to fully measured SAR data in which
atmospheric effects are known to be significant is reserved for
future research.
One avenue for future work is the extension of these data-
driven techniques to incorporate physics-based ray propagation of
the transmission pulses based on radiosonde measurements of
atmospheric parameters. Typically, only spatially sparse radiosonde
Fig. 4  Results after two iterations of the 2-D refraction-based autofocus
applied to the input image data of Fig. 2d
(a) Estimated total path length error profile ŝn compared with that of the truth strue
from Fig. 2b, (b) Estimated elevation angle profile θ^n compared with that of the truth
θtrue from Fig. 2c, (c) Refocused image magnitude, showing less residual smearing at
the second iteration compared to that of the first
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measurements are available, so that physics-based modelling often
tacitly assumes a laterally homogeneous atmosphere and thus
enables the generation of only course-grained refraction effects.
However, this physical modelling approach can yield an improved
value for bias offset of the integration constant u^1 which is applied
in the estimation of the elevation angle direction cosine vector u^n
based upon its variation Δun. A corresponding estimate of the
physical bias of the path length integration constant s^1 can be
obtained from physics-based modelling as well but is likely to be
less important in obtaining accurate scene refocus. Thus, this
possible future approach is an amalgam of the current data-driven
autofocus methodologies, which yield the fine-scale variation in
the estimated quantities which are required in order to obtain sharp
scene focus, and physics-based modelling approaches, which can
aid in removing the biases in the estimated quantities such as the
elevation angle. Such potential extensions of the current data-
driven methods are reserved for future work.
The current 2-D focus methodology can be applied for any
situation in which there are unknown errors in both the path length
and the elevation angle of the target scene relative to the radar
measurement system. One possible example is that of attempting to
refocus a mobile target which is pitching up and down as it
traverses a series of hills while moving away from the radar, i.e.
these methods can be applied whenever the relative path length and
elevation angle of the scattering centres to be imaged are changing
from one transmission pulse to the next. Other possible
applications and extensions of this investigation are reserved for
future work.
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