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The processing and quantification of electron diffraction patterns have become
vital in advanced electron crystallographic analysis work. A computer program,
QPCED2.0, has been developed for the handling of selected-area electron
diffraction patterns for polycrystalline materials. QPCED2.0 can be used to enhance the visibility of electron diffraction patterns, to convert electron diffraction
patterns into intensity profiles, and to retrieve precisely the lattice d spacings
and the integral intensities of the diffraction rings. The design and implementation of QPCED2.0 are elucidated and application examples are given.

1. Introduction
Selected-area electron diffraction (SAED) patterns from polycrystalline materials are typically patterns of a series of concentric
rings, including discontinuous arcs in special cases, which have been
used extensively for phase identification and microstructure analysis.
It is common to obtain digital electron diffraction patterns using CCD
cameras or image-plate systems. Dedicated computer programs are
needed to analyze this type of ring pattern quantitatively. The
framework of such a development has been discussed and computer
programs have been developed (Zuo et al., 1993; Lábár, 2000, 2008,
2009; Li, 2004, 2007, 2010, 2011; Dudka et al., 2008).
Quantitative analysis of electron diffraction patterns has two basic
aspects: (i) the quantification of experimental patterns; and (ii)
advanced simulation for phase identification, microstructure analysis
and structural determination of unknown phases. Ideally, quantitative
analysis will require a least-squares refinement procedure. Dynamic
theories for electron diffraction are now well established and are
accurate enough for the calculation of diffraction intensities from
single crystals. Least-squares refinement has been applied to
convergent-beam electron diffraction (CBED) and SAED data (e.g.
Zuo & Spence, 1991; Zandbergen et al., 1997). However, the theories
of polycrystalline electron diffraction available so far are limited to
either a two-beam approximation of dynamic diffraction theory
(Blackman, 1939) or kinematic theory. In such cases, a semi-quantitative analysis can be used instead, in which the calculated results are
compared visually with the experimental ones.
Polycrystalline SAED and powder X-ray diffraction (XRD) are
considered complementary techniques. The data retrieval methods in
the two techniques are remarkably similar in general but differ in
many subtle aspects. Notwithstanding these differences, the development of software for the analysis of SAED ring patterns has often
relied on methods originally developed for powder XRD analysis, so
it is clear that computer programs dedicated solely to the analysis of
SAED ring patterns are needed.
A computer program, PCED, was developed for the simulation of
SAED ring patterns under kinematic diffraction theory and phase
identification (Li, 2004). The program has been upgraded to
PCED2.0, including Blackman’s dynamic approach (Blackman,
1939), to meet the need for semi-quantitative analysis of poly-
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crystalline materials (Li, 2010). QPCED2.0, as a counterpart to
PCED2.0, is a computer program for the processing and quantification of SAED ring patterns. QPCED2.0 is self-contained software but
can also be used together with PCED2.0. An early version of this
program (Li, 2007) was successfully applied to the analysis of the
nanostructures of Co:CoO core–shell particles, which exhibit unusual
magnetic properties, especially the occurrence of inverted hysteresis
loops (Li et al., 2010).
In this paper, the program design and implementation of
QPCED2.0 are described and application examples are given. The
program was written in Java SE6. Java Runtime Environment (JRE)
and Java Advanced Imaging (JAI) are required to run QPCED2.0.
The supplementary documents for QPCED2.0 can be downloaded
from the author’s web page (http://www.unl.edu/ncmn-cfem/xzli/
programs.htm).

2. Program design and implementation
Fig. 1 shows a flow chart of the functions in QPCED2.0. This reflects a
general procedure for the processing and quantification of SAED

Figure 1
A flow chart of the functions in QPCED2.0, reflecting the general procedure for
processing and quantification of SAED ring patterns.
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ring patterns. There are various methods for the implementation of
these functions in computer programs, and the methods adopted in
QPCED2.0 are elucidated here. The main graphical user interface
(GUI) includes a menu system and a display panel, shown in Fig. 2(a),
and an accessory panel, shown in Fig. 3. Operational dialog windows
are used to handle various tasks in the processing and quantification
process. The operational dialog window for preparing SAED ring
patterns is shown in Fig. 2(b) and the rest will be discussed in the
following subsections. An SAED pattern taken from an aluminium
film is used as an instructive example for the description of
QPCED2.0.

2.1. Preparation of SAED ring patterns

The input file is an SAED ring pattern in TIFF. The input is then
converted to an eight-bit gray-scale image in a square shape by
QPCED2.0. A circle and a pair of orthogonal lines in the display
panel can be used as references for locating the pattern center. The
radius of the circle can be adjusted to overlap any diffraction ring and
the profiles along the orthogonal lines are shown in the accessory
panel (e.g. see Fig. 3). For an ideal SAED ring pattern, the two
profiles should be identical and each has mirror symmetry when the
pattern is centered. These features can be used as guidelines to center
the input pattern. The position of the pattern can be shifted horizontally and vertically, so the pattern can be centered precisely.
For a slightly elliptical SAED ring pattern, the orientation and
ellipiticity of the rings can be determined using the same reference
system. The pattern can be corrected using these two parameters in
QPCED2.0. The reference lines, being horizontal and vertical in
preset positions, can be rotated over a range of 180 , and the
corresponding profile pair can be used to check if the diffraction rings
are divergent from perfect circles. The procedure for elliptical
correction in QPCED2.0 is that, firstly, the pattern is rotated until the
long axis of the ellipse lies in a horizontal orientation, and secondly
the long axis (a) is shrunk and simultaneously the short axis (b) is
expanded. The corrected pattern [r = (a + b)/2] is rotated back so as
to be in the same orientation as the original image. This last step is
necessary for the display of the corrected image within a square
shape.
In Fig. 2(b), the left button labeled " is used to pop up an operational dialog window with fields for the long and short axes (a and b)
for determining the ellipticity; the middle button, labeled with a
triangle, can be used to correct the elliptical pattern; the right button,
labeled with a curved arrow, can be used to restore the pattern to the
original one. The diffraction rings in Fig. 2(a) are nearly perfect
circles, although a slightly elliptical deformation is revealed under
careful examination. The two orthogonal lines in Fig. 2(a) were
rotated counterclockwise and the maximum divergence between the
two profiles was found to be 9 . Fig. 3(a) shows the profile before
correction (ellipticity " 6¼ 0) and Fig. 3(b) shows the profile after
correction (" = 0).

Figure 2

Figure 3

(a) A screenshot from QPCED2.0, showing an SAED ring pattern from an
aluminium thin film. (b) The operational dialog window for preparing SAED ring
patterns.

The profiles of Fig. 2(a) along two orthogonal lines after a counterclockwise
rotation of 9 from their preset positions, (a) before correction (ellipticity " 6¼ 0)
and (b) after correction (" = 0).
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2.2. Visibility enhancement of SAED ring patterns

The visibility of SAED ring patterns can be improved by suitable
adjustment of the image brightness and contrast, or by pseudocoloring. Besides these common methods, QPCED2.0 provides yet
another method for revealing diffraction rings. A profile is generated
by selecting the maximum intensity of pixels on the circumference of
the circles, which is referred to as the max-I profile hereinafter. The
positions of the diffraction peaks can be clearly revealed in the max-I
profile. The traces of the diffraction rings can be highlighted using the
positions of the diffraction peaks in the max-I profile. Fig. 4(a) shows

the max-I profile derived from the SAED ring pattern in Fig. 2(a)
with inverted contrast. Duplicate data from the SAED ring pattern
were used for the visibility enhancement, while the original data can
be used to generate various profiles for the quantification of the
diffraction intensities.
Fig. 4(b) shows the operational dialog window for the visibility
enhancement of SAED ring patterns. An SAED ring pattern can be
pseudo-colored by selecting a palette from a built-in list, and its
brightness and contrast can be adjusted to render the best visualization. The original and pseudo-color palettes can be toggled. A maxI profile can be displayed in the form of curved lines or dots. The
highlighted traces of the diffraction rings from the peak positions in
the max-I profile are especially useful for discontinuous diffraction
rings. Both the profile and the rings can be displayed in selected
colors from built-in lists. The processed images can be saved as TIFF
or in JPEG format and used in PCED2.0 as input image files.
2.3. Quantification of SAED ring patterns

Two types of profile for intensity retrieval can be generated from
an SAED ring pattern. One is generated from a selected diffraction

Figure 5
Figure 4
(a) The SAED ring pattern of Fig. 2(a) with inverted contrast and its max-I profile.
(b) The operational dialog window for the visibility enhancement of SAED ring
patterns.
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Quantification of the SAED ring pattern in Fig. 2(a). (a) The incident beam is
marked in the linear scanning profiles along two orthogonal directions. (b) The
intensity profile of the SAED ring pattern. (c) The operational dialog window for
quantifying SAED ring patterns.
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ring: the circumference of the intensity distribution is averaged within
a predefined width. This gives the integral intensity distribution of a
diffraction ring as a function of azimuthal angle. The other is
generated from the whole pattern: the intensity distribution is averaged for the same radius. This gives the integral intensity distribution
of a diffraction pattern as a function of radius. The intensity profile of
the whole pattern contains the intensity of the incident beam, which
does not contain any information for structural analysis. By
subtracting the profile of the incident beam using a customized
pseudo-Voigt function and/or replacing the area of the incident beam
with the nearby background intensity, the incident beam can be
excluded from the intensity profile of the whole pattern.
Fig. 5 shows (a) the area of the incident beam to be excluded in two
orthogonal linear scanned profiles; (b) the intensity profile of the
SAED ring pattern in Fig. 2(a); and (c) the operational dialog window
for quantifying an SAED ring pattern. The incident beam in Fig. 5(a)
was excluded using a combination of the two methods mentioned
above. A simulated profile is used to remove most of the intensity of
the incident beam, and the central part of the incident beam is
blocked out and will be replaced by the nearby intensity. If a beam
stopper is used during SAED experiments for blocking the incident
beam, the shadow of the stopper can also be excluded. The profiles
can be saved as ASCII files in QPCED2.0. The intensity profile of the
whole pattern can be input to PCED2.0 for semi-quantitative
analysis, e.g. to study texture and chemical ordering, or to determine
the phase component in a sample with a mixture of two phases.

recapitulated here. The interested reader may refer to the original
papers for further details. Although the application of quantitative
diffraction intensities is not covered here, such examples can be
found in the literature, e.g. the determination of crystal structures
using electron diffraction ring patterns (Weirich et al., 2000; Luo et al.,
2011).
QPCED2.0 can be used to retrieve the d spacings and the integrated intensities of the diffraction peaks for quantitative studies
similar to those outlined here.
3.1. Example 1. Carbonized PAN polymer nanofiber

Carbon fibers constitute the bedrock of the composite industry,
because of their high strength and stiffness combined with their
relatively low density. Carbon fibers are commonly produced using
polymer precursors such as polyacrylonitrile (PAN). The polymer
nanofibers in our study were produced by electrospinning from a

2.4. Analysis of intensity profile

The background of the intensity profile from an SAED ring pattern
can be traced out using the algorithm developed by Brückner (2000),
which works well for profiles with a relatively smooth background,
and then a step width needs to be adjusted to find the most reasonable background (preset value of 20). The background can also be set
up by a linear interpolation of manually selected points for general
cases. Fig. 6 shows the background of the intensity profile in Fig. 5(b)
as determined by (a) Brüchner’s algorithm and (b) selected points.
Fig. 6(c) shows the operational panel for handling the background of
an intensity profile.
The positions and heights of diffraction peaks can be marked
manually or by a search algorithm and then refined by the Levenberg–Marquardt algorithm (Press et al., 1992). The built-in peak
functions are pseudo-Voigt and Pearson VII (Wang & Zhou, 2005),
both of which are commonly considered the most practical and useful
functions for peak fitting of SAED ring patterns. The parameters of
each peak are listed in an accessory panel. The parameters can also be
manually adjusted for severely overlapping peaks. Figs. 7(a)–7(c)
show the refined results of the intensity profile in Fig. 6; the three
display modes of the refined peaks are (a) bar, (b) the individual peak
profile and (c) the composite peak profile. Fig. 7(d) shows the
operational dialog window for analyzing the intensity profiles.
Fig. 8(a) shows the operational dialog window for the calibration of
the camera constants. The peak positions are converted into d
spacings using the calibrated camera constants, and the peak intensities are normalized. Fig. 8(b) shows a list of precise peak positions,
the corresponding d spacings and the integrated intensity for the
SAED ring pattern in Fig. 2(a).

3. Application examples

Figure 6

The examples below have been selected from the author’s previous
and recent research work, and only content related to QPCED2.0 is

The background curves for an intensity profile estimated by (a) Brüchner’s
algorithm and (b) the linear interpolation of selected points. (c) The operational
dialog window for handling the background of intensity profiles.
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PAN solution and were then carbonized at 1073 K in a nitrogen
atmosphere after undergoing stabilization at 543 K under an oxygen
atmosphere (Papkov et al., 2012). One of the important features of
these carbon fibers is the orientation of the (002) plane of the
graphitic phase (a = 2.464 Å and c = 6.711 Å, space group P63/mmc).
The intensity profiles of the arc-like (002) reflections in the SAED
ring patterns were investigated, taken from samples that had undergone various treatments. As an example, an SAED ring pattern from
such a fiber is shown in Fig. 9: (a) a pseudo-colored pattern using a

rainbow palette, (b) the original pattern with a selected band indicated by two circles and (c) the integrated intensity profile of the
selected band.
3.2. Example 2. MnAu2 nanoparticles

In our recent work, a series of Mn–Au nanoparticles were
synthesized in a cluster-deposition system of inert-gas condensation
for the study of their structures and physical properties in various
particle sizes and compositions (Wei et al., 2012). For transmission
electron microscope studies, the particles were deposited directly
onto copper grids with ultrathin carbon films. It has been found that
the MnAu L10 structure stabilizes in particles about 2–5 nm in
diameter and the L10–Mn core–shell structure forms after annealing
at 773 K for 1 h. The as-produced particles, about 10 nm in diameter,
are in the face-centered cubic structure of Au(Mn), and transform to
the MnAu2 structure after being annealed at 773 K for 1 h. Thin
layers of SiO2 were coated onto the particles in the cluster-deposition

Figure 8
(a) The operational dialog window for the calibration of the camera constants. (b)
A list of peak positions, the corresponding d spacings and the integrated intensities
for the SAED ring pattern in Fig. 2(a).

Figure 7
Peak fitting to an intensity profile by least-squares refinement. The peaks are
displayed in three modes after the refinement, (a) bar, (b) individual peak profile
and (c) composite peak profile. (d) The operational dialog window for analyzing
intensity profiles.
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Figure 9
An SAED ring pattern from a carbonized PAN polymer nanofiber. (a) A pseudocolored pattern. (b) The original pattern, with a selected band indicated by two
circles. (c) The integral intensity profile of the selected band.
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Figure 11
Figure 10
(a) An SAED ring pattern for MnAu2 particles and its max-I profile. (b) The
simulated diffraction pattern, calculated on the basis of the structures of the MnAu2
phase and the low-temperature quartz phase.

system. Fig. 10(a) shows an SAED ring pattern from the MnAu2
particles, with the diffraction rings revealed via its max-I profile and
highlighted, while Fig. 10(b) shows the simulated pattern using
PCED2.0 on the basis of the structures of the MnAu2 phase and the
low-temperature quartz. This shows that the max-I profile is helpful
for the display and analysis of SAED ring patterns.

3.3. Example 3. Pt–Bi hexagonal structure

As part of a project on the study of the transport and magnetic
properties of the Bi–Mn–Pt system, thin films of Pt–Bi were deposited
by electron-beam evaporation and annealed in situ at various
temperatures. The main aim was to understand the structures and
electron-transport properties of these Pt–Bi thin films (Li et al., 2011).
A single-phase PtBi film was obtained at an annealing temperature of
573 K. The crystalline structure of the PtBi phase was determined in
1962 to be the NiAs structure type, with Bi at (0, 0, 0) and Pt at (13, 23, 14)
(Zhuravlev & Stepanova, 1962). Recently, this structure has been
called into question: the Bi and Pt sites should be exchanged if
comparing it with other similar intermetallic compounds, e.g. PtSn
and PtSb, and this new structure of the PtBi phase has been
confirmed by further Rietveld refinement of high-quality powder
X-ray data (Casado-Rivera et al., 2003). In Fig. 11, (a) is the intensity
profile generated from an experimental SAED ring pattern of the
PtBi film, and the simulated diffraction patterns are calculated on the
basis of (b) the PtBi structure reported in the early literature and (c)
the updated structure. Although the two simulated patterns look
rather similar, the difference in the 100 or 110 reflection can easily be
seen: the intensity of the 100 or 110 reflection in Fig. 11(c) is much
weaker than that in Fig. 11(b). It is clear that the simulated diffraction
pattern in Fig. 11(c) is the favorable one, given the experimental
intensity profile in Fig. 11(a). Thus, this semi-quantitative analysis
supports the updated structure of the PtBi phase.
J. Appl. Cryst. (2012). 45, 862–868

(a) The intensity profile generated from an experimental SAED ring pattern of a
PtBi film. (b) The simulated pattern calculated on the basis of the PtBi structure
reported by Zhuravlev & Stepanova (1962). (c) The simulated pattern calculated
on the basis of the updated structure with Bi and Pt sites exchanged.

4. Concluding remarks
A computer program, QPCED2.0, has been developed for processing
and quantifying SAED ring patterns. It provides a set of tools for the
visibility enhancement of SAED ring patterns and for the quantification and analysis of the intensity profiles generated from them. Two
types of profile for intensity retrieval can be generated from an
SAED ring pattern: (i) the integral intensity distribution of a
diffraction ring as a function of azimuthal angle; and (ii) the integral
intensity distribution of a diffraction pattern as a function of radius. A
list of the lattice spacings and normalized intensities can be obtained
after an analysis. Examples have been given to show various applications of QPCED2.0, together with its counterpart, PCED2.0. It is
shown that QPCED2.0 is a useful program for phase identification
and semi-quantitative analysis of SAED ring patterns.
The author expresses his thanks to colleagues in Professor D. J.
Sellmyer’s group and in Professor Y. A. Dzenis’s group for collaboration on the results shown in the section on application examples.
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