In this paper, we study the event-triggered global robust practical output regulation problem for a class of nonlinear systems in output feedback form with any relative degree. Our approach consists of the following three steps. First, we design an internal model and an observer to form the so-called extended augmented system. Second, we convert the original problem into the event-triggered global robust practical stabilization problem of the extended augmented system. Third, we design an outputbased event-triggered control law and a Zeno-free output-based event-triggered mechanism to solve the stabilization problem, which in turn leads to the solvability of the original problem. Finally, we apply our main result to the tracking problem of the controlled hyper-chaotic Lorenz systems.
I. INTRODUCTION
The robust output regulation problem has been one of the fundamental and important control problems and has attracted extensive attention from the control community over the past few decades. It aims to design a feedback control law for an uncertain plant such that the output of the closed-loop system can asymptotically track some class of reference inputs while rejecting some class of external disturbances. Here the reference inputs and external disturbances are both generated by an autonomous differential equation called exosystem. The problem was first thoroughly studied for linear uncertain systems in, say, [7] , [10] , [11] during 1970s. The local robust output regulation problem for nonlinear systems was later studied in [4] , [14] ,
In this paper, we will further study the global robust practical output regulation problem for nonlinear systems in output feedback form with any relative degree by an output-based eventtriggered control law. The system to be studied is a generalization of the system studied in [22] , which can be viewed as an output feedback system with unity relative degree. As will be seen in Remark 2.1 and in the conclusion part of this paper. The problem to be studied in this paper is more complex than the one in [22] . We need to establish some technical lemmas to overcome some specific technical difficulties and develop a recursive approach to construct both the event-triggered control law and the event-triggered mechanism.
Compared with some other existing event-triggered control problems for nonlinear systems such as stabilization problem [20] , [27] and tracking problem [28] , [29] , our problem poses at least three specific challenges. First, the control objective of our problem is to achieve not only the asymptotical tracking and but also the disturbance rejection for a class of uncertain nonlinear systems in output feedback form with any relative degree. Second, the uncertain parameter vector of the plant is allowed to belong to an arbitrarily large prescribed compact set. Third, our control law is a dynamic output feedback control law which contains not only an internal model but also an observer. Thus, we need to sample not only the output of the plant but also the states of the internal model and the observer. As a result, the stability analysis of the closed-loop system is more complicated than the static state or static output feedback case. We have managed to overcome these challenges by integrating the internal model approach and the observer-based approach, and shown that our design can exclude the Zeno phenomenon.
The rest of this paper is organized as follows. In Section II, we give the problem formulation and some preliminaries. In Section III, we solve the problem by a recursively designed eventtriggered output feedback control law together with an output-based event-triggered mechanism. In Section IV, a simulation example is given to to illustrate the design. In Section V, we give some concluding remarks. Finally, one technical lemma and some proofs are given in appendix section.
Notation. For any column vectors a i , i = 1, ..., s, denote col(a 1 , ..., a s ) = [a T 1 , ..., a
T s ] T . The set of all nonnegative integers is denoted by N. The base of the natural logarithm is denoted by e. The maximum eigenvalue and the minimum eigenvalue of a symmetric real matrix A are denoted by λ max (A) and λ min (A), respectively. In this paper, for simplicity, we use x to denote x(t) when no ambiguity occurs.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider a class of nonlinear systems in output feedback form as followṡ z = f (z, y, v, w)
March 6, 2018 DRAFT where z ∈ R nz and x = col(x 1 , · · · , x r ) ∈ R r are the states, y ∈ R is the output, u ∈ R is the input, w ∈ R nw is an uncertain constant vector, and v(t) ∈ R nv is an exogenous signal representing both reference input and external disturbance. It is assumed that v(t) is generated by a linear exosystem as followsv
Define the regulated error output as e = y − y 0 . We assume that all functions in (1) and (2) are sufficiently smooth, and satisfy q(0, w) = 0, f (0, 0, 0, w) = 0, g i (0, 0, 0, w) = 0 with i = 1, · · · , r, and b(w) > 0 for all w ∈ R nw .
Consider a control law of the following form
wheref (·),ĝ(·) andl(·) are some nonlinear functions, η ∈ R s andξ ∈ R r are the states of the internal model and observer which will be described in detail later in this section, S ⊆ N denotes the set of triggering times, and {t k } k∈S denotes the triggering time sequence with t 0 = 0, which is generated by an event-triggered mechanism of the following form
whereĥ(·) is some nonlinear function, δ > 0 is some constant, and The closed-loop system under our event-triggered control scheme is given in Figure 1 . Now we describe our problems as follows. Problem 2.1: Given the plant (1), the exosystem (2), some compact subsets V ⊂ R nv and W ⊂ R nw containing the origin, and any ǫ > 0, design a control law of the form (3) and an event-triggered mechanism of the form (4) such that, for any v ∈ V, w ∈ W, and any initial states z(0), x(0), η(0),ξ(0), 1) the trajectory of the closed-loop system exists and is bounded for all t ≥ 0; 2) lim t→∞ sup |e(t)| ≤ ǫ.
Remark 2.1: As in [22] , Problem 2.1 is called as the event-triggered global robust practical output regulation problem, and a control law that solves Problem 2.1 is called as a practical solution to the global robust output regulation problem. The problem in [22] can be viewed as a special case of the problem here since the system in [22] is a special case of the system (1) here with r = 1. Like in [22] , the first step of our design is to employ the internal model approach to convert the problem into a stabilization problem of a well defined augmented system. However, unlike in [22] where the augmented system can be stabilized by a static output feedback control law, here we need to further employ a hybrid practical observer to estimate the partial state of the augmented system, which leads to a hybrid extended augmented system. Then an eventtriggered static control law will be further designed to stabilize the extended augmented system. Moreover, since the system [22] has unity relative degree, the design of the control law and the event-triggered mechanism does not involve a recursive procedure. In contrast, here both of our event-triggered control law of the form (3) and our event-triggered mechanism of the form (4) have to be designed recursively, which makes the stability analysis of the closed-loop system much more complicated.
To solve our problem, we first introduce some standard assumptions which can also be found in [22] , [30] .
Assumption 2.1: The exosystem is neutrally stable, i.e., all the eigenvalues of S are semisimple with zero real parts.
Under Assumption 2.1, for any v(0) ∈ V 0 with V 0 being some known compact set, there always exists another compact set V such that v(t) ∈ V for all t ≥ 0. Assumption 2.2: There exists a globally defined smooth function z :
for all (v, w) ∈ R nv × R nw .
Under Assumption 2.2, let
Then the solution to the regulator equations associated with (1) and (2) is given by col(z(v, w),
, [15] . Assumption 2.3: The function u(v, w) is a polynomial in v with coefficients depending on w.
Under Assumption 2.3, there exists an integer s such that, for all trajectories v(t) of the exosystem (2) and all
where ̺ 1 , · · · , ̺ s are some real scalars such that all the roots of the polynomial
are distinct with zero real part [15] . Let
Then the Sylvester equation T Φ − MT = NΓ has a unique nonsingular solution T for any given controllable pair (M, N) with M ∈ R s×s a Hurwitz matrix and N ∈ R s×1 a column vector [15] .
We further let Ψ = ΓT
Moreover, define the following dynamic compensatorη
which is called as a linear internal model of (1) like in [4] , [15] , [24] . Motivated by [30] , we perform the following coordinate and input transformation on the system (1) and the internal model (7)
Then we obtain an augmented system as followṡ z =f (z, e, v, w)
nv and w ∈ R nw . Then, as in [30] , we further perform another coordinate transformation on thex-subsystem as follows
where
Then we haveż =f (z, e, v, w)
Remark 2.2:
The transformation (8) is to convert the robust output regulation problem of (1) into the robust stabilization problem of the augmented system (9). This step follows from the general framework for handling the robust output regulation problem described in [16] . The second step is to globally stabilize (9) . But since (9) does not take any standard form that is amenable to some known stabilization technique, we further perform the coordinate transformation (10) to convert (9) to a more standard lower triangular form (11) withz,η as dynamic uncertainty and B(ū + Ψη) as input. Here the transformation (10) follows from the same one in [30] .
The stabilization problem of systems of the form (11) without the term BΨη has been well studied in the literature [6] , [30] by continuous-time control laws. Here, we will further consider stabilizing the system (11) by an event-triggered control law. For this purpose, mimicking the approach in [6] , [30] , we attach a dynamic compensator for (11) as follows:
where λ = col(λ 1 , · · · , λ r ) and λ 1 , · · · , λ r are chosen such that the matrix
is Hurwitz. Remark 2.3: Like in [6] , [30] , the dynamic compensator (12) is to estimate the state ξ of the system (11), which cannot be used for control since it relies on v and w according to (8) and (10) . However, unlike in [6] , [30] , the dynamic compensator (12) is not continuous as it also relies on the discrete quantity e(t k ). Nevertheless, it will be shown in the next section that the quantity ξ −ξ can still be made to approach an arbitrarily small value as t tends to infinity. Thus, the system (12) can be viewed as a practical observer of the system (11) . Now define the observation error asξ = ξ −ξ. Then, from (5), (11) and (12), we havė
Attach (13) to (11) and replace the state variable ξ by col(e,ξ 2 , · · · ,ξ r ). Then we obtain the March 6, 2018 DRAFT following system:
Remark 2.4: We call (14) the extended augmented system of the given plant (1). It is noted that the derivation of the extended augmented system (14) is different from that of the extended augmented system in [30] in two ways. First the transformation (8) is different from the corresponding transformation in [30] in that we have replaced the continuous function η(t) by the piecewise constant function η(t k ), k ∈ S. Second, the observer (12) is obtained from the corresponding observer in [30] by replacing the continuous function e(t) with the piecewise constant function e(t k ), k ∈ S. As a result, the extended augmented system (14) here is also quite different from the extended augmented system in [30] in that it contains some additional termsη andẽ, and thus is a hybrid system.
To stabilize (14) by an event triggered control law, we consider a piecewise constant control law as follows:ū
wheref (·) is a globally defined sufficiently smooth function vanishing at the origin. Denote the state of the closed-loop system composed of (14) and (15) under the triggering mechanism (4) byx c = col (z,η,ξ, e,ξ 2 , · · · ,ξ r ). Then we first establish the following proposition. Proposition 2.1: Under Assumptions 2.1-2.3, for any ǫ > 0, any known compact sets V ∈ R nv and W ∈ R w , if we can find a control law of the form (15) and an event-triggered mechanism of the form (4) such that, for anyx c (0), any v(t) ∈ V and any w ∈ W, the solutionx c (t) exists and is bounded for all t ∈ [0, ∞), and satisfies
then Problem 2.1 for the original system (1) is solvable by the following control law
March 6, 2018 DRAFT under the event-triggered mechanism (4).
To not distract the attention of the readers, we put the proof of Proposition 2.1 in Appendix A. As in [22] , we call the problem of designing a control law of the form (15) and an eventtriggered mechanism of the form (4) to achieve (16) as the event-triggered global robust practical stabilization problem for (14) .
III. MAIN RESULT
By Proposition 2.1, to solve the global robust practical output regulation problem for the system (1), it suffices to solve the global robust practical stabilization for the extended augmented system (14) . In this section, we will first establish a technical lemma which is given in Appendix B, and then develop a recursive procedure to construct a piecewise constant output feedback control law and an output-based event-triggered mechanism. Finally, we will show that the solution of the closed-loop system exists for all t ∈ [0, ∞), thus excluding the Zeno behavior.
For this purpose, we introduce one more assumption.
such that, for any col(v, w) ∈ Ω, and anyz and e,
where γ 0 (·) is a known smooth positive definite function, α 0 (·),ᾱ 0 (·) and α 0 (·) are some known class K ∞ functions with α 0 (·) satisfying lim s→0 + sup(s 2 /α 0 (s)) < ∞.
Remark 3.1: Assumption 3.1 is a standard assumption for nonlinear stabilization problem and has also been used in [22] , [30] . Under this Assumption, the subsystemż =f (z, e, v, w) is input-to-state stable (ISS) with e as the input [26] .
Motivated by [30] , our control law will be recursively constructed as follows:
andū
where ϑ 1 (·), · · · , ϑ r (·) are some smooth functions to be constructed in Lemma 3.1 below. Let
Under the transformation (20) , the closed-loop system composed of (14) and (21) can be put into the following form:
To facilitate our analysis, we define the following systems:Ẋ
whereξ r+1 =θ r , F 0 (X 0 , e,χ, µ) = col(f (z, e, µ), Mη +fη(z, e, µ), A oξ + BΨη +fξ(z, e,χ, µ)),
, · · · , r −1 and F r (X r ,θ r ,χ, µ) = col(F r−1 (X r−1 ,ξ r ,χ, µ), ϑ r +θ r + h r (X r−1 ,ξ r ,χ, µ)). Clearly, the systemẊ r = F r (X r ,θ r ,χ, µ) is equivalent to the system (22) .
Lemma 3.1: Under Assumptions 2.1-2.3 and 3.1, (i) there exists a C 1 function U r (X r ) and some smooth positive functions ρ i (·) with i = 1, · · · , r, such that, with
for any µ ∈ Ω, and any X r , we have
where α r (·),ᾱ r (·) and α r (·) are some class K ∞ functions with α r ( X r ) = −2 X r 2 − σ 2 ρ r (ξ r )ξ 2 r for some real number 0 < σ < 1, and π r (·) is some positive definite function. (ii) Consider the following event-triggered mechanism
March 6, 2018 DRAFT where δ is some positive real number. Then, for any µ ∈ Ω, and any X r , we further have
Proof: Proof of Part (i): The proof of this part consists of the following r steps.
Step 1: From (22), we know that the X 1 = col(z,η,ξ, e) subsystem is in the same form of equation (22) in [25] z, e, µ),fξ(z, e,χ, µ) 
Note that the matrix M 0 BΨ A o is Hurwitz, since the matrices M and A o are both Hurwitz.
Then, under Assumption 3.1, by Lemma 3.1 of [25] , there exists a smooth positive function ρ 1 (·) and a C 1 function U 1 (X 1 ) such that, for any µ ∈ Ω, and any X 1 ,ξ 2 ,χ, with ϑ 1 (ξ 1 ) = −ρ 1 (ξ 1 )ξ 1 ,
where α 1 (·) andᾱ 1 (·) are two class K ∞ functions, and π 1 (·) is a smooth positive definite function.
Step i (2 ≤ i ≤ r − 1): From (22), we also know that the subsystem X i = col(X i−1 ,ξ i ) is in the same form of equation (58) with
Assume that there exists a C 1 function U i−1 (X i−1 ) such that, for any µ ∈ Ω, and any X i−1 ,ξ i ,χ,
where π i−1 (·) is a smooth positive definite function, α i−1 (·),ᾱ i−1 (·) and α i−1 (·) are some class K ∞ functions with α i−1 (·) satisfying lim s→0 + sup(s 2 /α i−1 (s)) < ∞. Then, by Lemma A.1, there exists a smooth positive function ρ i (·) and a C 1 function U i (X i ) such that, for any µ ∈ Ω, and
where π i (·) is a smooth positive definite function, α i (·),ᾱ i (·) and α i (·) are some class K ∞ functions with α i (·) satisfying lim s→0 + sup(s 2 /α i (s)) < ∞.
Step r: From step r − 1, we know that there exists a C 1 function U r−1 (X r−1 ) such that (33) and (34) are satisfied with i = r − 1. By the changing supply pair technique in [26] , given any smooth function ∆ r−1 (X r−1 ) ≥ 0, there exists a C 1 functionŪ r−1 (X r−1 ), such that, for any µ ∈ Ω, and any X r−1 ,ξ r ,χ,
∂Ū r−1 (X r−1 ) ∂X r−1 F r−1 (X r−1 ,ξ r ,χ, µ) ≤ −∆ r−1 (X r−1 ) X r−1
where β r−1 (·) andβ r−1 (·) are some known class K ∞ functions,φ r−1 (·) andπ r−1 (·) are some known smooth positive functions. Note that h r (X r−1 ,ξ r ,χ, µ) is smooth and satisfies h r (0, 0, 0, µ) = 0 for any µ ∈ R nµ . Then, by applying Lemma 7.8 of [15] , there exist three smooth functions l r (X r−1 ), κ r (ξ r ) and ω r (χ) satisfying l r (0) = 0, κ r (0) = 0 and ω r (0) = 0 such that, for all X r−1 ,ξ r ,χ and all µ ∈ Ω, |h r (X r−1 ,ξ r ,χ, µ)| ≤ l r (X r−1 ) + κ r (ξ r ) + ω r (χ), which further implies |h r (X r−1 ,ξ r ,χ, µ)
and ω r (0) = 0, there exist some smooth positive functionsl r (X r−1 ),κ r (ξ r ) andω r (χ) such that, for all X r−1 ,ξ r andχ,
As a result, for all X r−1 ,ξ r ,χ, and all µ ∈ Ω, we have
Let V r (ξ r ) = 1 2ξ 2 r and ϑ r (ξ r ) = −ρ r (ξ r )ξ r with ρ r (·) being a smooth positive function, and let β r (s) =β r (s) = 1 2 s 2 . Then β r (|ξ r |) ≤ V r (ξ r ) ≤β r (|ξ r |) for allξ r . Also, according to (22) and (37), for all µ ∈ Ω, all X r−1 , allξ r and allχ, we have ∂V r (ξ r ) ∂ξ r (ϑ r +θ r + h r (X r−1 ,ξ r ,χ, µ)) =ξ r (ϑ r +θ r + h r (X r−1 ,ξ r ,χ, µ))
We further let U r (X r ) =Ū r−1 (X r−1 ) + V r (ξ r ). Then, by Lemma 11.3 of [6] , we can choose some class K ∞ functions α r (s) ≤ min{β r−1 (s/ √ 2), β r (s/ √ 2)} andᾱ r (s) ≥β r−1 (s) +β r (s) such that (25) is satisfied. Also, according to (36) and (38), for all µ ∈ Ω, and all X r−1 ,ξ r ,χ, we have ∂U r (X r ) ∂X r F r (X r ,θ r ,χ, µ)
Choose ρ r (ξ r ) ≥
+κ r (ξ r ) +φ r−1 (ξ r )) and ∆ r−1 (X r−1 ) ≥l r (X r−1 ) + 2, and let π r (χ) = (π r−1 (χ) +ω r (χ)) χ 2 . Then we have
which implies (26) . Proof of Part (ii): Note that, under the event-triggered mechanism (27) , for any t ∈ [t k , t k+1 ) with k ∈ S, we haveθ
Then, combining (40) and (41), we have
Thus the proof is completed. Remark 3.2: It is of interest to explain the procedure for designing our triggering mechanism (27) . First, note that the termθ 2 r +π r (χ) in the triggering mechanism (27) is due to the fact that the systemẊ r = F r (X r ,θ r ,χ, µ) is ISS withθ 2 r + π r (χ) as the input. Thus, it is naturally to requirẽ ϑ 2 r + π r (χ) ≤ δ for some δ > 0. Also, from the proof of Lemma 3.1, we know the functions ϑ r and π r (χ) can be recursively constructed. Second, the term σ 2 ρ r (ξ r )ξ 2 r is not necessary for the sake of the solvability of the problem. We use it for adjusting the transient performance and the triggering number during the initial stage, which is motivated by our previous work in [22] . If we let σ = 0, then the triggering number may become large during the initial stage. Third, as will be discussed in Remark 3.4, the term δ plays an important role in eliminating the Zeno behavior and also influences the steady-state tracking error and the triggering number during the steady stage.
Remark 3.3: It is noted that not only the the event-triggered control law (21) is more complicated than that in [22] , but also the event-triggered mechanism (27) is more complicated than that in [22] . This complexity is caused by two factors. First, unlike in [22] where it suffices to stabilize the augmented system, here we need to stabilize the extended augmented system (14) , which contains some additional piecewise continuous functionsη andẽ. Second, since the extended augmented system (14) is of higher relative degree, the functions π r (·) and ϑ r (·) have to be recursively constructed as detailed in the proof of Lemma 3.1.
Proposition 2.1 and Lemma 3.1 lead to the following main result. Theorem 3.1: Under Assumptions 2.1-2.3 and 3.1, for any ǫ > 0, there exists a δ > 0, such that Problem 2.1 for the system (1) is solvable by the following event-triggered output feedback control law
under the output-based event-triggered mechanism (27) . Proof: Suppose that the solution X r (t) of the closed-loop system (22) under the event-triggered mechanism (27) is right maximally defined for all t ∈ [0, T M ) with 0 < T M ≤ ∞. Then, based on Lemma 3.1, we have
We first consider the case that S = N, i.e., there are infinite many triggering times. If we show lim k→∞ t k = ∞, then T M must be equal to ∞. For this purpose, note that, for any t ∈ [t k , t k+1 ) with k ∈ S,
where, for convenience, we still use
,θ r (t),χ(t),ξ r (t) andχ(t) to denote their right derivatives at the triggering time instant t k . From (44), we know X r (t) is bounded for all t ∈ [0, T M ). Together with the definitions ofθ r andχ, we knowθ r andχ are also bounded for all t ∈ [0, T M ). Then, fromẊ r = F r (X r ,θ r ,χ, µ), we knowẊ r (t) is also bounded for all t ∈ [0, T M ), which further implies thatθ r (t),χ(t),ξ r (t) andχ(t) are bounded for all t ∈ [0, T M ). Then we conclude that there exists a positive constant c 0 depending on δ and X r (0) such that
On the other hand, according to the definitions ofχ(t) andθ(t), we knowχ(t k ) = χ(t k ) − χ(t k ) = 0 andθ(t k ) = ϑ(ξ(t k )) − ϑ(ξ(t k )) = 0 for all k ∈ S, and, from (27) , we have
As a result, we conclude that
for all k ∈ S. Thus lim k→∞ t k = ∞ and the Zeno behavior does not happen. Then T M = ∞.
Next, we consider the case that S = {1, 2, · · · , k * } with k * a positive integer. For this case, the closed-loop system (22) reduces to a time-invariant continuous-time system for all t ≥ t k * . Then, according to (44) and the definition of T M , we have T M = ∞.
Since the solution X r (t) of the closed-loop system (22) exists for all t ∈ [0, ∞), by applying Theorem 4.18 of [18] and Lemma 3.1 here, we have that X r (t) is globally ultimately bounded with the ultimate bound
r (α r (ǫ)). Then we have lim t→∞ sup X r (t) ≤ ǫ. That is to say, the control law (21) together with the event-triggered mechanism (27) solves the global robust practical stabilization problem for the extended augmented system (14) .
Using Proposition 2.1 completes the proof. Remark 3.4: As remarked in [22] , letting δ = 0 gives a special case of Theorem 3.1 where lim t→∞ |e(t)| = lim t→∞ X r (t) = 0. Nevertheless, in this case, we cannot guarantee the prevention of the Zeno behavior. That is why we have introduced the positive constant δ in the triggering mechanism (27) . In addition, from δ =ᾱ −1 r (α r (ǫ)), we can conclude that a smaller δ leads to a smaller steady-state tracking error. However, the price for a smaller δ is that the triggering number may become larger during the steady stage.
Remark 3.5: The control law (43) lends itself to the following digital implementation:
for any t ∈ [t k , t k+1 ) with k ∈ S.
IV. AN EXAMPLE
Consider the controlled hyper-chaotic Lorenz systems [30] described as followṡ
March 6, 2018 DRAFT where a col(a 1 , · · · , a 6 , b) is a constant parameter vector satisfying a 1 < 0, a 3 < 0 and b > 0.
To account for the uncertain parameter vector, we let a =ā + w, whereā = col(ā 1 , · · · ,ā 6 ,b) = col(−8, 1, −6, 2, −1, −2, 1) represents the nominal value of a, and w = col(w 1 , · · · , w 7 ) represents the uncertainty of a. It is easy to see that the system (47) is in the form (1) with relative degree r = 2.
Then we define an exosystem system in the form (2) as follows
Clearly, Assumptions 2.1 is satisfied. We assume that
Define the tracking error e = y −y 0 . Then, as shown in [30] , the regulator equations associated with (47) and (48) are solvable and the solutions are given as follows where the coefficients are the same as those given in [30] . As a result, Assumptions 2.2 and 2.3 are both satisfied. It can be verified that
Thus we have
Then we can define an internal model of the form (7) 
G(z, e, v, w) = col(G 1 (z, e, v, w), G 2 (z, e, v, w)).
Design an observer of the form (12) and define the observer errorξ = ξ −ξ. Attach the observer error dynamics to the augmented system (50) and replace the state variable ξ by col(e,ξ 2 , · · · ,ξ r ). Then we get the following extended augmented systeṁ z =f (z, e, v, w)
In order to verify Assumption 3.1, we choose the Lyapunov function candidate for thezsubsystem as follows: 
for some positive constants ℓ 1 , · · · , ℓ 5 . Thus Assumption 3.1 is satisfied. Then, by applying Theorem 3.1 and following the detailed procedures in Section III, we can design the following event-triggered output feedback control law
and the following output-based event-triggered mechanism The event-triggered numbers for both δ = 0.1 and δ = 0.01 are shown in Table I . The tracking errors for δ = 0.1 and δ = 0.01 are shown in Figures 2 and 4 , respectively. The event-triggered conditions for δ = 0.1 and δ = 0.01 are shown in Figures 3 and 5 , respectively. It can be seen from Table I that the triggering number for δ = 0.01 is greater than that for δ = 0.1. Also, from Figures 2 and 4 , we can see that lim t→∞ sup |e(t)| ≤ 0.02 for δ = 0.1, and lim t→∞ sup |e(t)| ≤ 0.008 for δ = 0.01. Thus these simulation results illustrate that a larger δ leads to less triggering number but leads to larger steady-state tracking error, which coincides with the viewpoint noted in Remark 3.4.
V. CONCLUSION
In this paper, we have studied the event-triggered global robust practical output regulation problem for nonlinear systems in output feedback form with any relative degree. The problem contains the problem in [22] as a special case. The higher relative degree of the plant incurs at least three specific challenges. First, since the partial state ξ of the augmented system (11) is not available for control, we need to design an extra observer relying on the sampled error output e(t k ) to estimate the partial state ξ of (11), thus entailing the stabilization of a much more complicated extended augmented system. Second, since the extended augmented system (14) contains some aperiodically sampled quantities η(t k ) and e(t k ), k ∈ S, we need to establish the technical Lemma A.1 to recursively design the dynamic output feedback control law and the output-based event-triggered mechanism. Third, due to the complexity of the closed-loop system, the stability analysis is also more complex than the unity relative degree case in [22] . It would be interesting to further consider the event-triggered cooperative global robust practical output regulation problem for nonlinear multi-agent systems in output feedback form. 
which means that Property 2) of Problem 2.1 is satisfied. Next, we only need to show that Property 1) of Problem 2.1 is also satisfied. For this purpose, we denote the state of the closed-loop system composed of (1) and (17) under the triggering mechanism (4) by x c (t) = col(z(t), x(t), η(t),ξ(t)).
Sincex c (t) exists and is bounded for all t ∈ [0, ∞), we know thatz(t),η(t),ξ(t), e(t),ξ 2 (t), · · · ,ξ r (t) are all bounded for all t ∈ [0, ∞). Besides, due to the fact thatξ 1 = ξ 1 −ξ 1 = b −1 (w)e −ξ 1 , we have thatξ 1 (t) is bounded for all t ∈ [0, ∞). Thusξ(t) = col(ξ 1 (t), · · · ,ξ r (t)) is bounded for all t ∈ [0, ∞). According to the coordinate transformations (8) and (10), we have z(t) =z(t) + z(v(t), w) x(t) =x(t) + x(v(t), w) = b(w)U Note that z(v(t), w), x(v(t), w), b(w) and θ(v(t), w) are all smooth functions, and the boundaries of the compact sets V and W are known. Then z(v(t), w), x(v(t), w), b(w) and θ(v(t), w) are all bounded for all t ∈ [0, ∞). Then z(t), x(t) and η(t) are all bounded for all t ∈ [0, ∞). Thus we conclude that x c (t) exists and is bounded for all t ∈ [0, ∞), i.e., Property 1) of Problem 2.1 is also satisfied.
The proof is thus completed.
B. One Technical Lemma
Lemma A.1: Consider the following system:
where ζ 1 ∈ R n ζ 1 , ζ 2 ∈ R, ψ ∈ R n ψ , u ∈ R µ ∈ Ω ⊂ R nµ with Ω being some compact subset, ϕ 1 (ζ 1 , ζ 2 , ψ, µ), ϕ 2 (ζ 1 , ζ 2 , ψ, µ) and b(µ) are sufficiently smooth functions with ϕ 1 (0, 0, 0, µ) = 0, ϕ 2 (0, 0, 0, µ) = 0 and b(µ) > 0 for all µ ∈ R nµ . Assume that there exists a C 1 function V 1 (ζ 1 ), such that, for all ζ 1 , ζ 2 , ψ, and all µ ∈ Ω, γ 1 (
and ∂V 1 (ζ 1 ) ∂ζ 1 ϕ 1 (ζ 1 , ζ 2 , ψ, µ) ≤ −γ 1 ( ζ 1 ) + φ 1 (ζ 2 ) + π 1 (ψ), where γ 1 (·),γ 1 (·) and γ 1 (·) are some known class K ∞ functions with γ 1 (·) satisfying lim s→0 + sup(s 2 /γ 1 (s)) < ∞, φ 1 (·) and π 1 (·) are some known smooth positive definite functions. Then there exists a control law
and a C 1 function V 2 (ζ), such that, for all µ ∈ Ω, and all ζ, ψ, ν
∂V 2 (ζ) ∂ζ ϕ(ζ, ψ, ν, µ) ≤ − γ 2 ( ζ ) + ν 2 + π 2 (ψ)
where ρ(·) is some smooth positive function, ϕ(ζ, ψ, ν, µ) = col(ϕ 1 (ζ 1 , ζ 2 , ψ, µ), ϕ 2 (ζ 1 , ζ 2 , ψ, µ)+ b(µ)(−ρ(ζ 2 )ζ 2 + ν)), ν ∈ R, ζ = col(ζ 1 , ζ 2 ), π 2 (·) is some known smooth positive definite function, γ 2 (·),γ 2 (·) and γ 2 (·) are some known class K ∞ functions with γ 2 (·) satisfying lim s→0 + sup(s 2 /γ 2 (s)) < ∞.
Proof: By applying the changing supply pair technique in [26] , given any smooth function ∆ 1 (ζ 1 ) ≥ 0, there exists a C 1 functionV 1 (ζ 1 ), such that, for all µ ∈ Ω, and all ζ 1 , ζ 2 , ψ,
where β 1 (·) andβ 1 (·) are some known class K ∞ functions,φ 1 (·) andπ 1 (·) are some known smooth positive functions.
