In many dynamic stochastic optimization problems in practice, the uncertain factors are best modeled as random variables with an infinite support. This results in infinite-dimensional optimization problems that can rarely be solved directly. Therefore, the random variables (stochastic processes) are often approximated by finitely supported ones (scenario trees), which result in finite-dimensional optimization problems that are more likely to be solvable by available optimization tools. This paper presents conditions under which such finite-dimensional optimization problems can be shown to epi-converge to the original infinite-dimensional problem. Epi-convergence implies the convergence of optimal values and solutions as the discretizations are made finer. Our convergence result applies to a general class of convex problems where neither linearity nor complete recourse are assumed.
1. Introduction. This paper is concerned with numerical solution of multistage decision problems where, at each stage k = 0 K, the decision maker observes the value of a random variable k , and makes a decision x k depending on the observed values of 0 k . In many applications, the first stage decision x 0 is deterministic, which corresponds to 0 being constant. A sequence of decisions x = x 0 x K together with a realization of = 0 K determines a "cost" f x . The objective is to find a decision rule x that minimizes the expectation of f x . Many decision problems in practice can be cast in this general framework; see for example Ziemba and Mulvey [40] , Marti and Kall [17] , Föllmer and Schied [11, Part II] and Ruszczynski and Shapiro [32] .
We will assume that the random variable k takes values in a Borel subset k of d k and the decision x k is n k -valued. The vector will be modeled as a random variable in the probability space P , where = 0 × · · · × K , is the Borel -field on , and P is a probability measure on . For k = 0 K, k denotes the Borel -field on 0 × · · · × k , and k the projection of 0 × · · · × K on 0 × · · · × k . The -fields
define a filtration 0 ⊂ · · · ⊂ K = that describes the information available to the decision maker at each stage k. Indeed, the requirement that the function x k → n k depends only on the values of 0 k means that it is k -measurable (when n k is endowed with its Borel structure). A function x = x 0 x K is said to be nonanticipative or adapted to the filtration k K k=0 if x k is k -measurable, for k = 0 K. The fact that the expectation E P f x is not affected if we alter x on a set of P -measure zero, suggests taking as decision variables equivalence classes of functions that agree P -almost surely. More specifically, we will restrict the decision variables x to be elements of the Lebesque space X P = L P n , where n = n 0 + · · · + n K . For a filtration k K k=0 , an element x = x 0 x K of X P will be called k K k=0 -adapted if it contains a function which is adapted to k K k=0 . The set of k K k=0 -adapted elements of X P will be denoted by P , i.e., P = x ∈ X P x contains an k K k=0 -adapted function Our decision problem will be modeled as the multistage stochastic program
where f is a convex normal integrand on n × . Recall that a function f n × → − + is called a convex normal integrand if f · is convex and lower semicontinuous for every ∈ and if f is n × -measurable, where n is the Borel -field on n . Problem (SP P ) and its dual has been studied in a series of papers by Rockafellar and Wets [26, 27, 28, 29] . It should be noted that by allowing f to take on the value + , explicit constraints can be incorporated into the objective by infinite penalties. This makes (SP P ) a very general model for decision problems.
Unless P is finitely supported, X P is an infinite-dimensional space and (SP P ) cannot be solved directly except in some special cases. Infinitely supported measures come up quite naturally, for example, in various financial applications; see, e.g., Shiryaev [34] . In practice, such infinite-dimensional problems are often discretized by replacing P by a finitely supported measure of the form
where i is the point mass at a point i ∈ , and the set i p i i=1 of scenarios and associated probabilities is believed to somehow describe the underlying uncertainties. For simplicity, we will assume throughout that p i > 0. Then X P n and (SP P ) can be written in the finite-dimensional form
where
This is a mathematical program that can in principle be solved numerically by standard solvers or special purpose algorithms designed to take advantage of problem structure. It is natural to ask whether (SP P ) can really be considered an approximation of (SP P ). We will study this question under the general framework of epi-convergence; see for example Attouch [3] , Rockafellar and Wets [30, Chapter 7] or Braides [6] . Epiconvergence is by now widely recognized as the right framework for studying approximations of optimization problems and it has been successfully applied to discretizations of various infinite-dimensional optimization problems such as finite element and finite difference approximations in numerical analysis of ordinary and partial differential equations. Our aim here is to find conditions under which the optimal values and solutions of (SP P ) converge to those of (SP P ) as the discretizations are made finer by increasing the number of scenarios.
In one-stage (static) stochastic programs, where the decision variables are not functions of , the situation is much simpler. In the present notation, a one-stage problem is obtained when K = 1, 0 is constant, and f is independent of x 1 . Then the decision variables both in (SP P ) and (SP P ) can be viewed as elements of n instead of X P and X P . One-stage problems have been studied by many authors and conditions have been found that guarantee the epi-convergence of the objectives when the underlying probability measure is approximated; see for example Birge and Wets [5] , Robinson and Wets [24] , Dupačová and Wets [8] , Lucchetti and Wets [16] , Artstein and Wets [1, 2] , Zervos [39] , Schultz [33] , Vogel and Lachout [37] , Pennanen and Koivu [21] and their references.
For general multistage problems, the situation is not as good. Here, the analysis is complicated due to the fact that the underlying decision space depends on the probability measure: (SP P ) is a minimization problem over the space X P whereas (SP P ) is over X P . One does not have that X P ⊂ X P , and it is not even clear how to interpret the variables of (SP P ). Discretizations of multistage stochastic programs have been studied by various techniques in the linear case by Olsen [18] and Casey and Sen [7] , in the two-stage case by Lepp [15] , and in the case of concave-convex value functions by Frauendorfer [12] . Wang [38] gave conditions for epi-convergence of certain perturbations of linear and linearquadratic stochastic programs, but his results do not apply to the above discretizations. In this paper, we give conditions that imply that the essential objectives of appropriate reformulations of (SP P ) epi-converge to the essential objective of (SP P ) with respect to the weak * -topology of X P . The general properties of epi-convergence then allow us to deduce the convergence of optimal values and of optimal first stage solutions.
This paper is concerned only with the behavior of (SP P ) as the number of scenarios tends to infinity. In particular, nothing is said about how many scenarios are required to get good approximations of the original problem, or how "far" (SP P ) is from (SP P ) for given P . Quantitative results for approximations of optimization problems usually require stronger assumptions on the given problem. Our aim here is to give as general conditions as possible that will guarantee the asymptotic consistency of discretizations which is a minimal requirement for any approximation scheme. Quantitative results for certain class of perturbations of multistage stochastic programs can be found in Fiedler and Römisch [9] . Empirical tests have shown that the number of scenarios required to get convergence of optimal values and optimal solutions grows rapidly with the number of stages K.
The rest of this paper is organized as follows. We will first reformulate, in §2, problems (SP P ) as problems of minimizing certain functions F over the original space X P . In §3, we give conditions that guarantee the epi-convergence of these functions F to the essential objective of (SP P ) with respect to the weak * -topology of X P . This yields results on the convergence of optimal values and optimal solutions of (SP P ). Our conditions concern both the problem being discretized and the discrete measures P . In §4, we show that the class of stochastic programs analyzed in Rockafellar and Wets [28] satisfies the conditions we pose on the problem. Methods for constructing discrete measures that satisfy our conditions, along with some numerical tests, have been already presented in Pennanen and Koivu [20] . That those methods really satisfy the conditions given in this paper (Assumption 3.1 below) will be verified in Pennanen [19] .
Reformulations.
In order to analyze the discretizations (SP P ) through the theory of epi-convergence, we will first express both (SP P ) and (SP P ) as problems of minimizing certain functions F and F , respectively, over X P . For (SP P ), we simply set
Under mild conditions, F is convex and lower semicontinuous (lsc) in the weak * -topology which is defined as the weakest topology which makes continuous all functions of the form
where x * ∈ L 1 P n . Indeed, the subspace P is weak * -closed, and the function
As to (SP P ), we will first embed the spaces X P in X P . To this end, we assume that, for each = 1 2 , there is a partition i ) with i ∈ and P i > 0. These partitions allow us to define finite-dimensional subspaces of SP P on which one can define a minimization problem that is equivalent to (SP P ). Our convergence analysis will require the existence of such partitions, but note that, the partitions are not needed in the formulation of the discretizations (SP P ). The idea of using partitions in studying approximations of stochastic programs is quite natural and has been used for example in Olsen [18] , Kall et al. [14] , Lepp [15] , Frauendorfer [12] , Casey and Sen [7] .
Let be the -field generated by the th partition, and define the finite-dimensional subspace X P = x ∈ X P x contains an -measurable function of X P . This is the set of equivalence classes of functions equivalent to step functions of the form
The restriction to X P of the linear mapping A X P → X P ,
defines a continuous bijection from X P to X P . The inverse X P → X P of this bijection maps points z ∈ X P to their prolongations
It follows that (SP P ) is equivalent to the problem of minimizing over X P the function
where F denotes the essential objective of (SP P ). Indeed, a z solves (SP P ) if and only if z minimizes F . Note that F is lsc since it is the composition of a continuous mapping with a lsc function. Lemma 2.1. We have
where s → and → are the piecewise constant functions, defined
and P is the set of s
-adapted elements of X P . Proof. Note first that, by the Doob-Dynkin lemma (see, e.g., Rao [23] , p. 4),
We thus have that
3. Epi-convergence. From now on, unless otherwise specified, we equip X P with the weak * -topology. 
F x
If e-lim inf F = e-lim sup F , then the common limit, denoted e-lim F , is called the epilimit of F i=1 and the sequence is said to epi-converge to it. Epi-convergence has many important implications for approximations of minimization problems. The following theorem, where the set x F x ≤ inf F + of -minimizers of a function F will be denoted by -arg min F , lists some of them; see, e.g., Attouch [ 
Our epi-convergence result for the discretizations will rely on the following. 
where P , s , and are as in Lemma 2.1.
By (A2) we mean that the functions s converge in probability to the identity function, i.e., P s − ≥ → 0 for every > 0. Assumption (A3) means that
so it may be seen as a relaxed version of P i = p i . Assumption (A3) implies that, eventually, P i > 0, so that the reformulations of (SP P ) in §2 are valid. Assumption (A1) means that the sets P of s Example 3.1. Assume that P = P 0 × · · · × P K and that
is a partition of k . Define a discretization of P by P = P 0 × · · · × P K and a partition of by
Situations where P = P 0 × · · · × P K are of course rather special, but with an appropriate change of variables, many practically interesting models can be reduced into such a form; see for example Shiryaev [34, Chapter II] and Pennanen and Koivu [20] . A simple technique for generating scenario trees P that satisfy Assumption 3.1 have been already presented in Pennanen and Koivu [20] ; see Pennanen [19] for a detailed analysis. 
by the boundedness of . Following Ioffe [13] , we will say that f has the lower compactness property if f − x · s · is weakly precompact in L 1 whenever x converges in X P , s converges in measure P , and sup E P f x s < . Here, f − x s = min f x s 0 . More specific conditions implying the lower compactness property can be found in Ioffe [13, §3] . In particular, f has the lower compactness property if there exist real numbers a and b such that
We are now ready to prove our main result. 
In particular, if both conditions (1) and (2) hold, then e-lim F = F . . For simplicity, we do not use the multi-index notation in our general analysis but everything that is said applies to that case as well.
Proof. To verify the first claim, it suffices to show that lim inf F x ≥ F x whenever x → x. The only challenging cases are the ones where there exists a subsequence for which the objective values are bounded from above. By passing to a subsequence if necessary, we can thus assume that sup F x < . Then, by Lemma 2.1, x ∈ P and
We will now apply the lower semicontinuity result of Ioffe [13] . (4) as
The advantage of this form is thatf − x s ≥ f − x s , which shows that the lower compactness property of f implies thatf is lower compact on M × L (see, e.g., Ioffe [13, Proposition 1] ). Then, since x → x in M and, by (A2) and (A3),
Since x ∈ P , where P ⊂ P by (A1), and since P is closed, we must have x ∈ P , so the right-hand side equals F x . This completes the proof of the first claim.
The bound in the second claim holds trivially for x dom F , so let x ∈ dom F and consider the sequence y =1 given by the second condition. Let y ∈ X P be the equivalence class of functions corresponding to
as → . For any Borel set C ⊂ n k , the nonanticipativity of y implies
so y ∈ P and by Lemma 2.1,
Thus, by the first inequality in the second condition, lim sup
The proof is now completed by a diagonalization argument. Since the sequence y is uniformly bounded, there exists an M ∈ such that y ∈ B = y ∈ X P y L ≤ M 
By (5) and (6), the right-hand side is less than or equal to lim sup
which is zero by the second inequality in the second condition. Thus, y → x and lim sup F y ≤ F x , which proves the second claim. Remark 3.1.
(1) The lower semicontinuity property in condition (1) holds in most applications in practice, and it has been assumed also in the analysis of Bertsekas and Shreve [4, §8.3] and Lucchetti and Wets [16] . Section 4 describes situations where conditions (1) and (2) of Theorem 3.2 are automatically satisfied whenever Assumption 3.1 holds. Procedures for generating discrete measures for which Assumption 3.1 can be guaranteed will be presented in Pennanen [19] ; see also Pennanen and Koivu [20] .
(2) Instead of (A1), it would suffice that the outer limit lim sup P of the sets P is contained in P . Such a condition can also be expressed in terms of the -fields s −1 k and k ; see Piccinini [22] . We have chosen to use (A1) for simplicity since it holds for all the practical constructions we have in mind; see Pennanen [19] .
(3) The sets P are said to converge to P in the sense of Painleve-Kuratowski if, in addition to lim sup P ⊂ P , one has P ⊂ lim inf P . Taking f ≡ 0 in the above proof shows that the sets P converge to P in the sense of PainleveKuratowski if (a) s
c) for every x ∈ P , there exists a uniformly bounded sequence y → x of P -a.s. continuous functions in P . Combining Theorem 3.2 with Theorem 3.1, we obtain conditions for the convergence of the optimal values and the prolongations z of the solutions z of (SP P ). Note that when 0 is a singleton (which is often the case in practice), the first-stage decision (which is what one is usually most interested in) is deterministic and the prolongation z 0 of the first-stage solution of (SP P ) is the constant function z 0 . In this case, Theorem 3.2 yields the following.
Corollary 3.1. Assume that the conditions of Theorem 3.2 hold and that problems (SP P ) have -optimal solutions z such that 0 and max i=1 z i remains bounded. Then the optimal values of (SP P ) converge to that of (SP P ), and if 0 is a singleton, all cluster points of z 0 =1 are optimal first-stage solutions of (SP P ).
Proof. In terms of F , we have z ∈ -arg min F . The boundedness condition implies that the sequence z =1 is bounded in X P , so it is weakly relatively compact by the Banach-Alaoglu theorem. The conclusions now follow from Theorems 3.2 and 3.1 and the observation that any cluster pointz 0 of z 0 =1 can be expressed asz 0 =x 0 for a cluster pointx of z =1 . Indeed, if =1 is a subsequence such that z 0 →z 0 , we can, by weak compactness, find a subsequence of A −1 z =1 that converges to a pointx. Since 0 is a singleton, A −1 z 0 is the constant function z 0 for each , and we must havex 0 =z 0 .
If K = 1, 0 is a singleton and f is independent of x 1 , (SP P ) becomes a one-stage stochastic program, and the decision variables both in (SP P ) and (SP P ) can be viewed as elements of n 0 . In this case, Theorem 3.2 gives the following.
Corollary 3.2. Consider the one-stage case and assume that is compact, P → P , f is lsc and has the lower compactness property, and that for every x ∈ dom F , there is a sequence y → x such that lim sup
Proof. When is compact, E P ∈ holds automatically. Then also, the weak convergence of P to P implies that there exists a sequence of partitions such that (A2) and (A3) hold; see Vainikko [35] . Since K = 1, (A1) is trivially satisfied. The claim now follows from Theorem 3.2.
Corollary 3.2 is close to Pennanen and Koivu [21, Corollary 10] , but it applies to more general f and adds the compactness assumption on . It still allows implicit constraints of the form f x · ∈ L 1 P unlike most existing epi-convergence results for one-stage problems.
4. Weak convergence and continuous recourse. A sequence P =1 of probability measures is said to converge weakly to a measure P , denoted P → P , if for every bounded and continuous function , lim −→ by (A2) and Lemma 3.1. By the above lemma, condition (2) of Theorem 3.2 will hold under Assumption 3.1 if the feasible points of (SP P ) can be approximated by feasible points which are sufficiently continuous functions of . Such properties of (SP P ) have been studied in Rockafellar and Wets [26, 28] . The problems studied in Rockafellar and Wets [28] correspond to functions f of the form
where (a) X ⊂ n is convex and compact with nonempty interior, (b) f i are convex in x and continuous on X × supp P . Given S ⊂ , for each k = 0 K − 1, let
K ∈ S Following Rockafellar and Wets [26] , we will say that a probability measure P is laminary if (i) if S ⊂ supp P is such that S ∈ , P S = 1 and k S ∈ k , then (ii) the set
Here, supp P denotes the support, of P which is defined as the intersection of all closed sets of full measure. It can be shown that, since has a countable base of open sets and P is a Borel measure, supp P is well defined and P supp P = 1. As noted in Rockafellar and Wets [26, p. 840 ], a measure P is laminary in particular when it has a strictly positive density with respect to a product measure P 0 × · · · × P K , where P k is a probability measure on k .
As in Rockafellar and Wets [28] , we will say that the problem (SP P ) corresponding to (7) is strictly feasible if there is a bounded nonanticipative functionx and an > 0 such thatx ∈ X and f i x ≤ − for i = 1 m and all ∈ supp P It is clear that problem (SP P ) is not affected if we replace by supp P .
Theorem 4.1. Assume that f is of the form (7), (a) and (b) hold, P is laminary, = supp P is compact, and (SP P ) is strictly feasible and Assumption 3.1 is satisfied. Then conditions (1) and (2) of Theorem 3.2 hold. Furthermore, the optimal values of (SP P ) converge to that of (SP P ), and if 0 is a singleton and z is an -optimal solution of (SP P ), then all cluster points of z 0 =1 are optimal first-stage solutions of (SP P ).
Proof. Since f i are continuous and X × is compact, the function f is lsc and bounded from below. The lower boundedness implies the lower compactness property of f (see, e.g., Ioffe [ where the right-hand side is continuous and bounded by the continuity of y and f 0 and the boundedness of X and . The first inequality in condition (2) thus holds as an equality by Lemma 4.1. We have thus shown that condition (2) holds, except that instead of weak * -convergence of y to x, we have convergence in the L 1 -norm. However, since y are uniformly bounded, by boundedness of X, the L 1 -convergence implies the weak * -convergence, as in the proof of Lemma 3.1.
To verify the last claim, it suffices, by Corollary 3.1, to note that since is compact, E P ∈ holds automatically, and since X is compact, problems (SP P ) have optimal solutions such that max i=1 z i remains bounded. The conditions in Theorem 4.1 hold in many situations arising in practice, but they are only sufficient for the conditions of Theorem 3.2 to hold. Indeed, they imply the existence of continuous functions that converge in the L 1 -norm, while P -a.s. continuity and weak * -convergence suffice in Theorem 3.2. It would be interesting to explore whether such properties could be obtained for problem classes other than (7) .
