We consider the acoustic propagator
Let Ω ⊂ R n−1 , n ≥ 2 be a Lipschitz bounded open set (or according to Stein [13] a domain with a "boundary with minimal regularity"). Then the cylinder Ω := Ω × R is also a Lipschitz domain and the Sobolev spaces H s (Ω) and H s 0 (Ω), s ∈ R, have the usual properties. We consider a function ρ : Ω → R * + satisfying the following assumptions: (i) ρ and 1/ρ belong to L ∞ (Ω).
(ii) There exist two strictly positive constants c 1 , c 2 and two real-valued functions δ S , δ L : Ω → R, such that: is symmetric, non negative and closed. Kato's representation theorem (Chapter VI of [10] ) gives a unique self-adjoint operator in L 2 (Ω) with domain
The spectral theory of the operator H, and a limiting absorption principle (under more general assumptions), have been studied in [7] (refer also to [4] at the origin of these works). When the perturbation δ L is zero (and c j , j = 1, 2, not necessarily constants), the scattering theory for H has been made in [5] by comparing H to the "free" operators H j , j = 1, 2, defined analogously to H by substituting c j for ρ and by using some aspects in relation with a 3-body Hamiltonian of quantum mechanics.
In our case where the functions c j , j = 1, 2, are constant, the "free" operators H j , j = 1, 2, are the self-adjoint operators in L 2 (Ω) defined by
if Ω would have the exterior ball property (see [2] ).
In the case of a long-range perturbation, it is no longer possible to compare the evolution e −itH with the free evolutions e −itHj , j = 1, 2, and we have to find modified free evolutions U j (t), j = 1, 2. There exist a lot of results concerning the scattering theory for stratified media with short-range perturbations (see for instance [3] , [6] , [14] ). As far as we know, there is no result for such media with long-range perturbations.
The main result of this paper is the following theorem: Ran Ω ± j (1.8) where H ac (H) is the subspace of absolute continuity of the operator H.
and H ± ac,j := Ran Ω ± j . Then we have the following corollary:
2) The operators
For the proofs, we use some results of [7] , in particular the limiting absorption principle, and an idea of Isozaki and Kitada [9] improved by Yafaev [17] . These authors have built wave operators for the Schrödinger operator with an identification J , defined as a Fourier integral operator and allowing to prove the asymptotic completeness. The modified free evolutions follow by the stationary phase method. Nevertheless, the existence of thresholds gives some problems.
The paper is organized as follows. In Section 2, we collect from [4] and [7] the needed results concerning the operators H and H j . In Section 3, we study the eikonal equation. It defines the phase function of a Fourier integral operator on R considered in Section 4. The operators of identification are built in Section 5. The existence of the generalized wave operators is proved in Section 6, and their completeness in Section 7. Finally, the construction of the free evolutions U j (t) and the proofs of Theorem 1.1 and Corollary 1.1 are given in Section 8.
Let us give some notations. The norm (respectively the scalar product) in a normed (respectively Hilbert) space E is denoted by · E (respectively (·, ·) E ). The space of bounded (respectively compact) linear operators from a Banach space E to a Banach space F equipped with the uniform operator topology is denoted by B(E, F ) and by
If H is a self-adjoint operator in a Hilbert complex space, the spectrum of H, (respectively the essential spectrum, the singular continuous spectrum, the absolutely continuous spectrum, the set of eigenvalues, the orthogonal projection on the subspace of absolute continuity H ac (H)) are denoted by σ(H) (respectively σ ess (H), σ sc (H), σ ac (H), σ p (H), P ac (H)).
§2. Spectral Preliminaries
We identify the space L 2 (Ω) with the direct integral ⊕ R L 2 (Ω )dξ, so that F n , the partial Fourier transform (1.9), is unitary. We set
where ∆ is the Laplace operator on Ω . The operator H j (ξ) is with a compact resolvent, and if (λ k ) k≥1 , 0 < λ 1 ≤ λ 2 ≤ . . . , is the sequence of eigenvalues of the Dirichlet problem for −∆ on Ω and (V k ) k≥1 is an orthonormal basis of L 2 (Ω ), elements of which are real-valued eigenfunctions of the same problem associated to the above eigenvalues (λ k ) k≥1 , then the V k , k ≥ 1 are also eigenfunctions of H j (ξ) associated to the eigenvalues
It is known (see [7] ) that H j is purely absolutely continuous and that
The generalized eigenfunctions of H j are independent of j = 1, 2, and defined by
where both last integrals converge in L 2 (R).
The following properties can be found in [15] , [4] and [7] .
where the series converges in L 2 (Ω).
is unitary.
the set of thresholds of H, then σ p (H) ∪ τ (H) is closed and countable. The elements of σ p (H)\τ (H) are eigenvalues of finite multiplicity that can accumulate at the thresholds (or at infinity) only.
To formulate the limiting absorption principle for H (see Theorem 0.3 of [7] ), we need the weighted Sobolev spaces H
s (Ω)}, t and s real numbers. These spaces are equipped with the natu-
Proposition 2.3.
Let t > 1/2 be a real number. Then for each compact
Finally, we need the following lemma.
Lemma 2.1 (see Proposition 5.7 of [7]).
Let α 1 , α 2 ∈ C ∞ (Ω) be two functions depending only on x n , such that α 1 = 0 when x n is large enough, α 2 = 0 when (−x n ) is large enough, and
where R k will be chosen large enough.
Finally, we define the real-valued function
We can assume θ < 1 in (1.2). Then we have the following proposition: with constants C pq depending also on j and k, the inequalities:
2) One has supp r jk ⊂ supp γ jk , and for every p, q ∈ N, there exist constants C pq (depending also on j and k) such that
3) One has the equality
Proof. Suppose ψ jk satisfying 1): a direct calculation gives easily that
where r jk satisfies 2) and
We determine ψ jk as an approximate solution of the eikonal equation
Using (1.2), (3.8), (3.9) and (3.10), we see that ψ jk satisfies 1). Now with Taylor's formula, using (1.2), (3.8), (3.9) 
To get (3.6), we use (3.7) and choose r jk :
§4. A Class of Fourier Integral Operators
With the notations of Section 3 and for j = 1, 2, k ≥ 1, we define the real-valued function
with f (ξ) := (2π) Proof. For 1), we use the inequalities (3.4). For 2), we remark firstly that the formal adjoint of F jk satisfies the equality
where
We have
If (x n , ξ) and (y n , ξ) are in supp γ jk , we have |tx n + (1 − t)y n | = t|x n | + (1 − t)|y n | ≥ R k for every t ∈ (0, 1). Then using (3.4), we find a constant C > 0 such that
In the integral (4.4), we can do the change of variables η = ξ + ζ jk (x n , y n , ξ), i.e. ξ = ξ jk (x n , y n , η), since the derivatives with respect to η of ξ jk are bounded on the support of the integrand. After an integration by part, we get for every p ∈ N (4.7)
Thus there exists a constant C > 0 such that
for every x n , y n ∈ R and p ∈ N. Now using the Schur lemma, we deduce that F jk F * jk has a unique extension as an operator of B(L 2 (R)), so that F * jk and F jk have the same property.
fined on S(R), has a unique extension as an operator of B(L 2 (R)).

Proof. If a(x
ξ)]dξ and there
exist constants C jk and C jk such that
(4.10)
According to the decomposition (4.11), we write
On the one hand, the identity
and integrations by part give a constant C p,j,k such that, for |x n − y n | ≤ (1/2)|x n |,
On the other hand, with similar integrations by parts, we see that the kernel K jk (x n , y n ) verifies an inequality similar to (4.10) for |x n − y n | ≥ (1/2)|x n |.
Thus for every x n , y n ∈ R, there exists a constant C jk such that | K jk (x n , y n )| ≤ C j,k x n − y n −2 , so that the operator T jk with the integral kernel (2π)
Finally the operator T jk with the integral kernel (2π)
where e jk ∈ C ∞ (R × R), supp e jk ⊂ supp γ jk and all the derivatives of e jk are
bounded. Using the proof of Lemma 4.1, we get T jk ∈ B(L 2 (R)). The proof is complete since L jk = T jk + T jk according to (4.8) and (4.14). §5. Identification Operators
With the notations of the previous sections, we consider the operators
The sum in (5.1) is finite since γ jk = 0 if k ≥ k j (Λ) + 1.
Lemma 5.1.
1) G j has a unique extension as an operator of B(L
Proof. It is sufficient to take into account the following expression of G j :
where f k is defined by (2.4) and to use Remark 4.1 and the fact that
Remark now that for a fixed interval Λ and for 1 ≤ k ≤ k j (Λ), j = 1, 2, we can choose R k in (3.2) independent of k, and consequently α jk =: α j .
Proposition 5.1.
The following relation holds:
Proof. Using (2.5) and (2.8), we get
On the other hand, the formal adjoint of G j satisfies
Then we have
where K jk is defined by (4.4) or(4.7). Using the identities
(4.6) and the inequalities (3.4), it is easily seen that
while, for every p, q ∈ N, there exists a constant C pq (depending also on j and k) such that
Then the operator T j defined by
Finally, comparing the relations (5.4), (5.6) and (5.7), the operator on the left-hand side of (5.3) is equal to T 1 + T 2 , and the proof is ended.
§6. Existence of the Generalized Wave Operators
We use the following result of existence for the wave operators. 
5) Both sets σ(T 1 )\J and σ(T 2 )\J have Lebesgue measure 0.
Then the generalized wave operators s − lim t→±∞ e itT2 Se −itT1 P ac (T 1 ) and
The proof of this proposition is in [12] for S = Id H and in [16] for the general case S in B(H).
Remark 6.1 (see [12] and [1] ).
If T is a self-adjoint operator on H and A is a T -bounded operator, in order to verify that A is locally T -smooth on an open interval I ⊂ R, it is suffcient to verify, for every compact set K ⊂ I,
With the assumptions (i) and (ii) of the introduction and with G j defined by (5.1), there exist the following generalized wave operators:
Proof. We apply Proposition 6.1 with 
On the other hand, if u ∈ D(H), v ∈ D(H j ) and if we take into account the support of γ jk , we have
With (3.6) and (6.4), we see that the first integral on the right-hand side of (6.5) with u ∈ C ∞ 0 (Ω) is equal to
Then the assumption 4) will be satisfied with N = n + 1,
Using (2.10) with t = (1 + θ)/2 and (6.1), we see that the operators B k , 1 ≤ k ≤ N , satisfy the assumption 3). We write now the identity that A k , 1 ≤ k ≤ n, satisfy the assumption 2). Finally, with the inequalities (3.5), we see that the operator x n 1+θ G j has the properties of G j . In order to verify the assumption 2) for A n+1 , it is now sufficient to remark the identity
The following statements follow directly from the general properties of the generalized wave operators.
) is the spectral measure of H (respectively H j ), one has, for every Borel set J ⊂ R, Under the assumptions (i) and (ii) of the introduction, one has the following property of asymptotic completeness:
Proof. It is sufficient to prove that if f ∈ E(Λ)H (in particular f ∈ H ac (H)), and f
, then the following equality holds:
Using Lemma 2.1, we see that the operator
Finally, the relation (7.4) and the equality β 2 (H)e −itH f = e −itH f imply (7.3).
§8. Free Modified Evolutions
We use the notations of the Sections 3 to 5, and denote by χ j : Ω → R the characteristic function of {x n ∈ R/(−1) j x n > 0}, j = 1, 2.
The following identity holds for x n ∈ R and ± t > 0 :
3) The following relations hold for j = 1, 2 and f ∈ L 2 (Ω) :
We fix f ∈ C ∞ 0 (Ω). Pointing out that lim t→±∞ e −itHj f = 0 for the weak topology of L 2 (Ω) and that χ j − α jk , j = 1, 2, k ≥ 1, is with a compact support in R, it is sufficient to prove (8.2) with
Using (2.8) and (5.2), we write
We fix ε > 0 small enough and ρ ∈ C ∞ 0 (R) an even real-valued function, such that ρ(s) = 1 if |s| ≤ ε/2, ρ(s) = 0 if |s| ≥ ε. We set ρ jk (x n , ξ, t) := ρ((∂ ξ Φ jk )(x n , ξ, t)) and ρ jk := 1 − ρ jk . According to 1 = ρ jk + ρ jk , we write
where d := dist (0, supp β jk ) and T ≥ 1 chosen large enough. We have
Taking (3.4) into account, we can find two constants m and M, 0 < m < M, such that if T is large enough, the following estimates hold on A jk : 
modulo terms the L 2 (R)-norms of which go to zero if |t| → ∞. Thanks to the inequalities (3.4) and (8.8), for every s ∈ N, there exists a positive constant
In particular, using the equality ξ jk (x n , t) = x n 2c j t + 1 2c j t (∂ ξ ψ jk )(x n , ξ jk (x n , t)), (8.10) we get the inequality |ξ jk (x n , t) − (x n /2c j t)| ≤ (2c j ) −1 C s |t| −θ , |t| ≥ T . On the other hand, to eliminate some terms (depending explicitely on ξ jk ) of Φ jk , we replace ξ jk by its expression coming from (8.10) and we use a Taylor's development of finite order to express (∂ s ξ ψ jk )(x n , ξ jk (x n , t)) in function of the derivatives (∂ r ξ ψ jk )(x n , (x n /2c j t)), the powers of ξ jk (x n , t) − (x n /2c j t) and a convenient remainder. Repeating several times these two operations, we find the functions a jk and b jk satisfying (8.1), independent of ξ jk (x n , t) and such that |tΦ jk (x n , ξ jk (x n , t)) − a jk (x n , t)| ≤ C|t| −δ holds on A jk with two positive constants C and δ. We deduce Proof of Corollary 1.1. It is sufficient to use the relation (8.4) which implies
