Development of a Formalism for Modelling and Analysis of Dynamic Reconfiguration of Dependable Real-Time Systems: A Technical Diary by Bhattacharyya A & Fitzgerald JS
 
 
 
 
 
 
 
   
 
 
 
 
 
 
 
COMPUTING 
SCIENCE 
 
 
 
 
 
Development of a Formalism for Modelling and Analysis of Dynamic 
Reconfiguration of Dependable Real-Time Systems: A Technical Diary 
 
 
A. Bhattacharyya and J. S. Fitzgerald 
 
 
 
 
 
 
 
 
 
TECHNICAL REPORT SERIES 
              
 
No. CS-TR-1121 September, 2008 
TECHNICAL REPORT SERIES 
              
 
No. CS-TR-1121  September, 2008 
 
 
 
Development of a Formalism for Modelling and Analysis of Dynamic 
Reconfiguration of Dependable Real-Time Systems: A Technical Diary 
 
 
Anirban Bhattacharyya and John S. Fitzgerald 
 
Abstract 
 
 
This paper presents the first step towards a formalism for the modelling and analysis 
of dynamic reconfiguration of dependable real-time systems. The first version of our 
formalism (CCSdp) is focused on dynamic process reconfiguration. That is, process 
creation, deletion and replacement at runtime. We illustrate the process through 
which CCSdp is being developed using a series of trials in modelling a highly 
simplified sensor array, in order to determine the simplest construct necessary for 
modelling process reconfiguration. We define the syntax and operational semantics of 
CCSdp, and identify a bisimulation for further investigation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© 2008 University of Newcastle upon Tyne. 
Printed and published by the University of Newcastle upon Tyne, 
Computing Science, Claremont Tower, Claremont Road, 
Newcastle upon Tyne, NE1 7RU, England. 
Bibliographical details 
 
BHATTACHARYYA, A., FITZGERALD, J. S. 
Development of a Formalism for Modelling and Analysis of Dynamic Reconfiguration of Dependable Real-Time 
Systems: A Technical Diary  
[By] A. Bhattacharyya, J. S. Fitzgerald. 
 
Newcastle upon Tyne: University of Newcastle upon Tyne: Computing Science, 2008. 
 
(University of Newcastle upon Tyne, Computing Science, Technical Report Series, No. CS-TR-1121) 
 
Added entries 
 
UNIVERSITY OF NEWCASTLE UPON TYNE 
Computing Science. Technical Report Series.  CS-TR-1121 
 
 
Abstract 
 
This paper presents the first step towards a formalism for the modelling and analysis of dynamic reconfiguration 
of dependable real-time systems. The first version of our formalism (CCSdp) is focused on dynamic process 
reconfiguration. That is, process creation, deletion and replacement at runtime. We illustrate the process through 
which CCSdp is being developed using a series of trials in modelling a highly simplified sensor array, in order to 
determine the simplest construct necessary for modelling process reconfiguration. We define the syntax and 
operational semantics of CCSdp, and identify a bisimulation for further investigation. 
 
About the author 
 
Anirban Bhattacharyya is a PhD student in the School of Computing Science, Newcastle University. His research 
interests include modelling and verification of dynamically reconfigurable dependable real-time systems, pi-
calculi and model checking. 
 
John Fitzgerald is Reader in Computing Science at Newcastle University. His research interests include the 
development of formal methods suited to industry application and the design of predictably resilient computing 
systems. He is currently on secondment to the Deploy project leading its work package on achieving and 
demonstrating dependability through the deployment of formal methods in four major industry sectors. 
 
Suggested keywords 
 
DYNAMIC RECONFIGURATION,  
PROCESS ALGEBRA 
Development of a Formalism for Modelling and Analysis of
Dynamic Reconfiguration of Dependable Real-Time
Systems: A Technical Diary
Anirban Bhattacharyya and John S. Fitzgerald
School of Computing Science
Newcastle University
Newcastle upon Tyne, UK
{Anirban.Bhattacharyya, John.Fitzgerald}@ncl.ac.uk
ABSTRACT
This paper presents the first step towards a formalism for
themodelling and analysis of dynamic reconfiguration of de-
pendable real-time systems. The first version of our formal-
ism (CCSdp) is focused on dynamic process reconfiguration.
That is, process creation, deletion and replacement at run-
time. We illustrate the process through which CCSdp is being
developedusing a series of trials inmodelling ahighly simpli-
fied sensor array, in order to determine the simplest construct
necessary for modelling process reconfiguration. We define
the syntax and operational semantics of CCSdp, and identify
a bisimulation for further investigation.
Categories and Subject Descriptors
F.3.1 [Logics and Meanings of Programs]: Specifying and
Verifying and Reasoning about Programs
Keywords
Dynamic reconfiguration, process algebra
1. INTRODUCTION
Thedialectics of competition is driving computing systems,
including dependable real-time (DRT) systems, to be more
flexible, more available and more dependable. One way of
meeting these requirements is through the use of dynamic
reconfiguration. However, most of the research on dynamic
reconfiguration has assumed either that reconfiguration can
be done instantaneously (e.g. [23]); or that normal transac-
tions of the system can be suspended or aborted during the
execution of the reconfiguration transactions (e.g. [22], [1],
[4] and [13]), which presumes the environment can wait for
normal system service to resume. Both cases are unrealistic
for DRT systems. Furthermore, systems supporting concur-
rent execution of normal and reconfiguration transactions
are unlikely to be deployed unless the safety requirements of
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such systems can be guaranteed formally. Existing research
in this field is limited, and has focused on temporal interac-
tions between normal and reconfiguration transactions, and
on achieving schedulability guarantees for both sets of trans-
actions (for example, see [7] and [18]). There is very little
research examining computational interactions between nor-
mal and reconfiguration transactions of a DRT system (see
[15] and [5]). Therefore, our current work aims to develop
a formalism to model these computational interactions, and
to support the proof of safety and liveness properties that
should hold during the reconfiguration interval.
The complexity of the problem suggested we should use
an incremental approach to develop our formalism. We
wanted to develop a single formalism to model both nor-
mal transactions and reconfiguration transactions; otherwise
their interactions cannot be modelled easily. Graph-based
formalisms such as Garp [11] and ∆-Grammars [10] repre-
sent changes in system structure as graph rewrites, but it is
difficult to model interactions between normal and reconfig-
uration transactions, because of the mismatch in the gran-
ularities between normal and reconfiguration actions. The
Chemical Abstract Machine [3] has a similar problem. Fur-
thermore, the conceptual gap between its constructs and the
constructs used by systemdesigners [19]may complicate tool
support. We also wanted to base the formalism on processes
(i.e. sequences of actions with durations), to facilitate mod-
elling their interactions and durations (the durational infor-
mation is necessary for schedulability analysis). State-based
formalisms such as Z [21] andVDM [9] can represent changes
in system structure. However, states do not interact; whereas
actionsdo. Therefore, our intuition is that basing this research
on actions (i.e. processes) is likely to result in a simpler and
more effective formalism than with any other existing con-
cept.
The first version of our formalism is CCSdp; so called be-
cause it is based on full CCS [16] and is focused on dynamic
process reconfiguration. We decided to base our formalism
onCCS for two reasons. First, CCS is a simpleprocess algebra.
Therefore, it should be easier to extend to suit our modelling
requirements than a more complex process algebra. Further-
more, it should be an easier environment in which to experi-
ment with new modelling constructs and ’tune’ them to our
requirements than a more complex process algebra. Second,
CCS is the basis for pi-calculi [17] and provides no dynamic
reconfiguration facility (except process creation). Therefore,
we will be able to demonstrate clearly the difference between
modelling process reconfiguration using CCSdp and attempt-
ing the same using pi-calculi (which were designed for link
passing). CCSdp (presented here) extends CCS so that process
deletion and replacement can be modelled very simply and
in a modular manner. The second version of our formalism
(pidb) will add link passing (as in pi-calculi), to model dynamic
reconfiguration fully; and replace the synchronous point-to-
point communication inherited fromCCSwith asynchronous
broadcast communication – commonly found in DRT sys-
tems. The third version will add process identity, so that
process replicas can be reconfigured selectively. The fourth
version will add time, so that clocks, action timeouts, peri-
ods, computation times and deadlines can be modelled for
schedulability analysis. Thus, the complexity of our formal-
ism will gradually increase as more properties are modelled
and analysed.
This paper has two purposes. First, to present CCSdp. Sec-
ond, and equally important, to describe the process through
which CCSdp is being developed: a series of trials in mod-
elling a variety of examples to find the simplest constructs
that meet our requirements. We intend to use this process to
develop future versions of the formalism. We hope it will be
of interest to fellow researchers engaged in a similar activity.
The rest of the paper is organised as follows: Section 2
identifies some of the application domains of the formalism,
defines the requirements on the formalism, and gives our pri-
orities. The development process of CCSdp is then described
in detail as a series of trials in modelling a highly simplified
sensor array. Section 3 defines the syntax and semantics of
CCSdp. Section 4 briefly compares CCSdp to related work; and
Section 5 describes the lessons we have learnt so far during
the research.
2. DEVELOPMENTOFTHEFORMALISM
The eventual application domain of our formalism is DRT
systems. Typical examples are controllers for: chemical plants,
automatedmanufacturing processes, power stations, air traf-
fic and sensor arrays. Reconfiguration of such systems con-
sists of the creation, deletion, replacement and relocation of
system components; and the creation and deletion of com-
munication links between components. Therefore, our for-
malism is required to model these changes. DRT systems
typically use active replication to achieve fault tolerance, and
the replicas can be reconfigured selectively. Therefore, our
formalismmust be able to model component identity. Notice
that the formalism is targeted on software reconfiguration at
the scheduling level. This is because software is highly mu-
table, and we need to ensure the schedulability of the recon-
figuration (scheduling of architectural software components
is still an open research issue).
DRT systems have strong timeliness requirements. There-
fore, our formalism is required to model: clocks, including
a global clock (because this is often needed to ensure consis-
tency between replicas and to schedule distributed transac-
tions); the order of events and the duration between events;
periodic and sporadic tasks, the order and duration of tasks,
as well as the deadlines, timeouts and periods of tasks. Mod-
ernDRTsystems typically communicate asynchronouslyover
a broadcast medium. Therefore, our formalism must be able
to model asynchronous broadcast communication.
Finally, our formalism is required to be amenable to auto-
mated verification of safety and liveness properties. We be-
lieve the scale and complexity of DRT systemsmakesmanual
and semi-manual verification impractical. We have decided
to use model checking techniques for verification, because
of their suitability for concurrent systems [6]. This implies
that the models produced using the formalism must map
to finite state machines (FSMs). The addition of time to a
model typically results in an infinite state space. However, it
is possible to achieve a finite partitioning of this state space
using various abstraction techniques [12], and thereby obtain
a FSM suitable for model checking. We also wanted a formal-
ism that was as simple as possible to use for both modelling
and automated analysis, partly to facilitate its use by human
beings and partly to aid tool support.
2.1 Simplified Sensor Array
CCSdp was developed through its use. Wemodelled simple
examples of dynamic reconfiguration, evaluated our ideas
using these examples, and used the results to make design
decisions underlying CCSdp. In this section, we will illustrate
this process by means of one such example – a ‘stripped-
down’ sensor array (see Figure 1).
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Figure 1: Simplified Sensor Array.
The sensor array consists of a number of identical hardware
sensors X, each of which is handled by a separate software
process S; and a reconfiguration manager R. C is a client pro-
cess that uses the sensor reading. To maximise the longevity
of the array, only one sensor is active at a time; the other sen-
sors are either dormant or ‘burned-out’. The array operates
by the active sensor’s S sending its reading to R, which pro-
cesses the reading and sends the output to C. If the sensor
is ‘burning-out’, S outputs an error signal that causes R to
reconfigure the array by deleting the faulty sensor’s S, and
creating a new software process S to handle a newly activated
hardware sensorX. C,R and S are non-terminating processes.
Notice that timeouts and other real-time quantities have not
been used in this example in order to avoid complicating the
process transitions.
2.2 CCS
The syntax and semantics of CCSdp is very similar to that
of full CCS. Therefore, for readers unfamiliar with CCS, we
give a brief description of CCS syntax before discussing the
trials. A process P in CCS has the following syntax:
P ::= 0 | A<~a> |
∑
i∈I
αi.Pi | P|P′ | (ν~x)P
where α ::= x¯<~v>| x(~v) | τ and I is a finite non-empty index-
ing set.
0 models the null process, which does nothing. It is typ-
ically used at the end of a trace of a process to indicate the
termination of the process.
A < ~a > is a constant process. It is instantiated with the
vector of port names ~a.
α.P models sequential action – the simplest control struc-
ture in a process. x¯ and x represent both actions and port
names: x¯models the output action on port x¯ of a process, and
xmodels the input action onport x of a process. ~v is a vector of
values communicated between x¯ and x. τmodels an internal
action performed by a process. Summation models choice in
process execution. If different branches of a summation are
possible, a non-deterministic choice is made.
P|P′ models concurrent processes and their direct func-
tional interaction, as well as process composition and decom-
position.
(ν~x)P models scoping of names (to control side effects be-
tween processes).
Processes communicate synchronously via output/input
ports over point-to-point communication links.
The first issue we encountered in modelling the sensor
array was: how to delete S? The standard technique for
deleting a process in process algebras is ‘link-cutting’. That
is, using scope extrusion to restrict all the port names of a
process to itself, so that it is congruent to the null process 0
(see [17]). However, this alters the semantics of the model:
most DRT processes are not designed for dynamic reconfigu-
ration. Nevertheless, it may be possible to reconfigure them
safely. However, adding ‘fictitious’ reconfiguration actions
to models of these processes means that a model no longer
has a simple correspondence with its DRT process, which
complicates the modelling. There had to be a simpler way of
deleting a process!
2.3 Trials using an Inverse Process
We observed that process algebras are poor at process dele-
tion, especially for non-terminating processes, but good at
process creation. Therefore, we conceived the idea of creating
an inverse process to delete a process. This inverse process
(denoted by P−1) would be created like any other process, but
its purpose would be simply to delete its corresponding pro-
cess P or a process congruent to P; it would not interact with
any other process. Thus, the labelled transition semantics of
P−1 is given by:
INV : P|P−1 τ−→ 0
with P|P−1 ≡ P−1|P and (P−1)−1 ≡ P.
Therefore, the sensor array can be modelled as follows:
SensorArray , C|R|S
where C , p(~b).τ.C
and R , i(~γ).τ.p¯<~δ>.R + e.(S−1|τ.(S|R))
and S , i¯<~s>.S + e¯.S
During normal operation, S outputs its reading (i¯<~s>);
which is input and processed by R (i(~γ).τ) and the results are
output (p¯<~δ>) for C. When there is an error, S outputs an
error signal e¯; which is input by R (e), and causes the creation
of an inverse process S−1 to delete S and the creation of a new
S. Notice that R contains a τ guard to prevent S−1 deleting
the new S during reconfiguration. S, R and C are defined
recursively because they model non-terminating processes.
Thus, there are two modelling requirements:
R1: Ensuring the right process is deleted.
R2: Ensuring the model produces a finite state machine
(necessary for model checking).
We focus on the transitions resulting in reconfiguration:
SensorArray τ→ C|S−1|τ.(S|R)|S
One possible transition of this leads to:
C|τ.(S|R) τ→ C|S|R where the faulty S has been deleted and
a new S created (as required). However, another possible
transition leads to: τ→ C|(S−1|S)|R|S τ→ C|R|S where the new S
has been deleted.
The problem of deleting the wrong process is caused by
an unwanted ordering of actions, which is caused by non-
determinism of transitions in CCS.We investigated a number
of potential solutions, which are described below.
Trial using P−1 raising a signal
In this solution, deletion of P raises a signal that synchronises
with guarded process creation. Thus, the semantics of P−1 is
given by:
INV : P|P−1 τ−→ α¯.0
Therefore, replacing τ.(S|R) in R by α.(S|R), the transitions
resulting in reconfiguration are:
SensorArray τ→ C|S−1|α.(S|R)|S τ→ C|α¯.0|α.(S|R) τ→ C|S|R
Hence, the faulty S is deleted and a new S is created (as re-
quired). Furthermore, the total number of processes remains
bounded, resulting in a finite state machine (as required).
Trial using P−1;P
This solution involves extending CCS with the sequential
operator ‘;’ which is used to ensure process deletion precedes
process creation. The semantics of P|(P−1;Q) is given by:
P|(P−1;Q) τ−→ Q
Therefore, replacing S−1|τ.(S|R) in R by (S−1;S)|R, one se-
quence of transitions involving reconfiguration leads to:
SensorArray τ→ C|(S−1;S)|R|S τ→ C|S|R
Thus, the faulty S is deleted and a new S is created (as
required). However, another sequence of transitions leads to:
SensorArray τ→ C|(S−1;S)|R|S
τ→ C|(S−1;S)|(S−1;S)|R|S τ→ C|(S−1;S)|S|R
Here, although the faulty S is deleted and a new S is cre-
ated, an unnecessary process S−1;S is created. In fact, non-
determinism between S|(S−1;S) and R|S can cause an infinite
number of S−1;S to be created without deletion of the faulty
S (thereby breaking requirement R2). The generator of these
S−1;S is R|S. Therefore, we break-up R|S by redefining R, so
that R , i(~γ).τ.p¯ < ~δ > .R + e.(S−1; (S|R)). Thus, we have the
transitions as required:
SensorArray τ→ C|(S−1; (S|R))|S τ→ C|S|R
Trial using P−1 with process identity
In this trial, each process instance has a unique identity. The
semantics of P−1 is given by:
INV : Pi|P−1−i τ−→ 0
Therefore, R and S are redefined as follows:
R , i(~γ).τ.p¯<~δ>.R + e( j).(S−1− j |τ.(S j+1|R))
and Sk , i¯<~s>.Sk + e¯<k>.Sk
Notice that the identity of S does not affect the naming of
its actions. This is necessary in order tomake the replacement
of S transparent to the processes that communicate with it;
otherwise those processes would have to be changed in order
to communicate with the new S. Thus, the reconfiguration
of S would cause reconfiguration of other processes in the
system. In order to avoid this, process identity is usedonly for
process deletion, and is not used for process communication.
One sequenceof transitions involving reconfiguration leads
to:
SensorArray τ→ C|{ kj }(S−1− j |τ.(S j+1|R))|Sk
τ→ C|{ kj }τ.(S j+1|R) τ→ C|Sk+1|R
Thus, the faulty S is deleted and a new S is created (as
required). However, due to non-determinism, we can have:
SensorArray τ→ C|{ kj }(S−1− j |τ.(S j+1|R))|Sk
τ→ C|S−1−k |Sk+1|R|Sk
This can lead to an infinite number of S processes being cre-
ated (thereby breaking requirement R2). Furthermore, with
this simple process identity scheme, R|Sk can lead to multiple
copies of Sk+1 being created, which destroys the uniqueness
of process identity.
Trial using P−1 with priority
In this solution, transitions due to the parallel composition of
mutually inverse processes (e.g. P|P−1) have a higher priority
than any other transition (thereby changing the semantics of
the parallel composition operator in CCS). The semantics of
P−1 is given by:
INV : P|P−1|Q τ−→ Q (Q . P,P−1)
Therefore, the transitions of SensorArray resulting in recon-
figuration are:
SensorArray τ→ C|S−1|τ.(S|R)|S τ→ C|τ.(S|R) τ→ C|S|R
Hence, the faulty S is deleted, a new S is created, and the
total number of processes remains bounded, resulting in a
finite state machine (as required).
Evaluation of P−1 Trials
The most important reconfiguration operation is process re-
placement. This can be modelled as process deletion (using
P−1) followed by process creation. However, in a concurrent
system, non-determinism can cause the wrong process to be
deleted. Attempts to ‘fix’ the problem complicate the for-
malism. Deletion raising a signal (i.e. P|P−1 τ−→ α¯.0) meets
both R1 and R2 requirements; but it resembles an implemen-
tation ‘hack’. The sequential operator (i.e. P|(P−1;Q) τ−→ Q)
also meets both requirements; but it raises the issue of what
(P1|P2);Q means. The semantics of ‘;’ in a concurrent sys-
tem could become complicated. Is this complication really
necessary just to replace a process? Process identity (i.e.
Pi|P−1−i
τ−→ 0) not only meets the R1 requirement, it can be
used to delete a specific process instance (assuming we can
devise a scheme to ensure uniqueness of the process identity),
which enables the selective reconfiguration of process repli-
cas to be modelled – a facility not supported by any other
scheme in the trials. However, process identity does not
prevent the creation of an infinite number of processes due to
non-determinism,which breaks the R2 requirement. Further-
more, use of process identity will result in the loss of useful
congruence properties. For example, process congruence re-
quires that P1 ≡ P2 =⇒ P1|R ≡ P2|R; but P1|P−11 . P2|P−11 .
We would prefer not to lose process congruence at the out-
set of developing our formalism. Deletion with priority (i.e.
P|P−1|Q τ−→ Q where Q . P,P−1) meets both requirements;
but it lacks flexibility. Process-based and message-based pri-
ority schemes are more flexible, and are commonly used in
modern DRT systems to manage interrupts. Therefore, we
would prefer to define our priority scheme when we model
interrupts in future work. The complexity we encountered
in meeting the R1 and R2 requirements suggested we should
find a simpler way of replacing a process than by using P−1.
In which case, maybe P−1 was not the best construct onwhich
to base CCSdp.
2.4 Trial using a Fraction Process
The trials with P−1 demonstrated that modelling the re-
placement of a faulty S with a new S as process deletion
followed by process creation, in a non-deterministic system,
caused the problem of ensuring the right process is deleted.
Hence, we thought of treating process replacement as the ba-
sic operation rather than process deletion, and conceived the
idea of a fraction process (denoted by P
′
P ) to model it. In fact,
a fraction process can be used to model process replacement,
deletion and creation. On creation of P
′
P , the fraction identi-
fies any instance of the denominator process P or a process
congruent to P with which it is composed in parallel, and
replaces that process atomically with the numerator process
P′. If no such process instance exists, the fraction continues to
exist until such a process is created (or the fraction process is
itself deleted or replaced). If there is more than one such pro-
cess instance, a non-deterministic choice is made as to which
process is replaced. Thus, the labelled transition semantics
of P
′
P is given by:
REP : P|P
′
P
τ−→ P′
Therefore, the sensor array can be modelled as follows:
SensorArray , C|R|S
where C , p(~b).τ.C
and R , i(~γ).τ.p¯<~δ>.R + e.( SS |R)
and S , i¯<~s>.S + e¯.S
One sequence of transitions of SensorArray involving pro-
cess replacement leads to:
SensorArray τ→ C| SS |R|S τ→ C|S|R
Thus, the faulty S is replaced with a new S, and there
is a bounded number of processes (as required). However,
another sequence of transitions leads to:
SensorArray τ→ C| SS |R|S τ→ C| SS | SS |R|S
As in the trial using S−1;S non-determinism can cause
an infinite number of fraction processes to be generated by
R|S. Therefore, we break-up R|S by redefining R, so that
R , i(~γ).τ.p¯<~δ>.R + e. S|RS . This gives the required transitions
for process replacement:
SensorArray τ→ C| S|RS |S τ→ C|S|R
Thus, fraction processes provide a simpler way of mod-
elling process reconfiguration than inverse processes. There-
fore, we based CCSdp on P
′
P .
3. CCSdp
In this section,wewill defineCCSdp formally; concentrating
on the extensions toCCS rather thandescribing the formalism
in its entirety, due to shortage of space.
CCSdp is a process algebra based on full CCS, with syn-
chronous point-to-point communication between processes.
Syntax
The process syntax extends full CCSwith one significant con-
struct:
P ::= 0 | A<~a> |
∑
i∈I
αi.Pi | P|P′ | (ν~x)P | P
′
P
where α ::= x¯<~v>| x(~v) | τ | [γ]α and γ is a predicate on ~v, and
I is a finite non-empty indexing set.
P′
P models process replacement and deletion.
[γ] is a data guard on α, used to model conditional pro-
cess execution. Notice that data guards can be conjoined as
follows: [γ][γ′] , [γ ∧ γ′]. Summation can be used in combi-
nation with data guards to model conditional branching in a
process. For example, IF γ THEN P ELSE P′ can bemodelled
as [γ]P + [¬γ]P′.
Processes can be defined recursively in CCSdp (as in CCS),
which is useful for modelling iterative processes – common
in DRT systems. However, the recursion must be guarded
by an action in order to avoid the simultaneous creation of
an infinite number of processes, which is unrealistic for DRT
systems and can preclude the use of model checking.
The precedence of the operators (in decreasing order) is:
P′
P ; [γ]α, α.P, (ν~x)P (equal precedence, evaluated left to right);
P|P′; α.P + β.P′
We decided to use structural operational semantics (SOS)
[20] for CCSdp rather than denotational or algebraic seman-
tics. This was because SOS and model checking are both
based on transitions of state machines. In contrast, denota-
tional semantics is based on domains, and an equational style
of reasoning seems to be more appropriate for an algebraic
semantics than model checking. Thus, our intuition is that
SOS is better suited to model checking.
Reduction Semantics
The reduction semantics of CCSdp extends full CCS with one
significant transition rule:
REP : P|P
′
P
−→ P′
Reduction is the simplest form of SOS semantics. It defines
the transitions of a process from the viewpoint of an observer
who can see only the effect of a transition (i.e. the state
change), but not the action causing it.
Labelled Transition Semantics
The labelled transition semantics of CCSdp extends full CCS
with one significant transition rule:
REP : P|P
′
P
τ−→ P′
Labelled transition semantics defines the transitions of a
process from the viewpoint of an observer who has complete
information about the transitions (i.e. the state changes, and
the actions and their parameters causing the changes).
Both semantics define the intrinsic behaviour of a process.
The extrinsic (or extensional) behaviour of a process is its
effect when embedded in a process expression. To determine
this behaviour, we need to define process context.
Process Context
The process context C is defined by the syntax:
C ::= [] | α.C + β.P | (ν~x)C | C|P | P|C | CP |P′ | PC |P′
A process context is a process expression with a ‘hole’,
represented by []. The extrinsic behaviour of a process P
relative to a context C is determined by C[P], which is the
result of filling the ‘hole’ in Cwith P.
Bisimulation
Process context is used to define a congruence relationship
between processes. Congruent processes can be used inter-
changeably in any process expression containing them with-
out changing the behaviour of the expression. Thus, congru-
ence can be used to identify components that can differ in
their internal design, but exhibit the same behaviour at their
interface.
A congruence can be induced by a bisimulation relation-
ship between twoprocesses. Bisimilar processes can simulate
each other’s behaviour: each transition of one process can be
matched by the other, and the processes resulting from the
transition are also bisimilar. Unfortunately, standard notions
of bisimulation are inadequate for CCSdp because a fraction
process exhibits no transition on its own; it exhibits a tran-
sition only when composed in parallel with another process.
Therefore, we extend the standard definitions of bisimula-
tion. For example, we define strong bisimulation as follows:
let P be the set of all processes in CCSdp; and given p ∈ P, let
Dp =
⋃{d ∈ P | p = nd ∨ p = u| nd for some n,u ∈ P}; and
let S be a symmetric binary relation on P. Then S is a strong
bisimulation if it satisfies the following condition:
∀p, q ∈ P
( pSq ∧ p α−→ p′
p′Sq′ ∧ q α−→ q′
∧
∀d ∈ Dp pSq ∧ p|d
β−→ p′′
p′′Sq′′ ∧ q|d β−→ q′′
)
The first subcondition is the standard definition of strong
simulation; and states that q must match every transition of
p, and the resulting process q′ must simulate the resulting
process p′. In the second subcondition, Dp is the maximal
set of denominator processes of p; and the idea is to ’free’
the numerator processes of p and q by composition with the
denominator processes of p and performing the β-transitions,
and then verify the resulting process p′′ can be simulated by
the resulting process q′′. The conjunction between the sub-
conditions is necessary because p and q can be combinations
of non-fraction and fraction processes.
p, q ∈ P are defined to be strongly bisimilar if there exists a
strong bisimulation S on P such that pSq.
4. RELATEDWORK
The fraction process in CCSdp is similar in its effect to the
interrupt operator inCSP [8], and to theworkunit construct in
webpi∞ [14]. However, in both interrupts and workunits, the
replacing process can be used only in syntactic proximity to
the process being replaced; whereas the fraction process does
not have this restriction. InCMSl,l− [2], a lazy lowpriority link
operator is used tomodel dynamic linking betweenmodules.
Thus, the research addresses issues of link reconfiguration
rather than process reconfiguration.
5. CONCLUSIONS AND FUTUREWORK
Developing mechanisms for the dynamic reconfiguration
of DRT systems is challenging. Developing a formalism to
model the action of these mechanisms, and their interaction
with normal transactions, is even more challenging. There-
fore, we have used an incremental approach for our research.
The formalism is being developed through its use in mod-
elling examples (as illustrated by the trials described in sec-
tion 2), so that we can monitor its utility. We have also tried
to keep the formalism as simple as possible, for both mod-
elling and analysis. This was done for two reasons. First,
we think formalisms should be designed for human use (as
well as for computers). After all, the differential and integral
calculi (formalisms for modelling and analysis of continuous
change) were designed for use by human beings. Second, we
believe simplicity is the key to discovering the ‘right’ abstrac-
tions. To this end, we have been ruthless in throwing away
‘good’ ideas for better ideas.
Our future work will include finalising the definitions of
bisimulation and congruence in CCSdp, proving the bisimu-
lations are congruences, checking whether or not CCSdp can
be encoded in a pi-calculus, modelling more systems and us-
ingmodel checking to verify properties required during their
dynamic reconfiguration. However, it is worth emphasising
that the constructs and techniques we are developing as we
create CCSdp are more important than CCSdp itself, since we
intend to use them in process algebras more complex than
CCS to model and analyse dynamic reconfiguration in more
complex systems.
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