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Abstract. In the paper, we study a linear-quadratic optimal control problem of Mayer type
given by a fractional control system. First, we prove a theorem on the existence of a solution
to such a problem. Next, using the local implicit function theorem, we derive a formula for
the gradient of a cost functional under constraints given by a control system and prove a
maximum principle in the case of a control constraint set. The formula for the gradient is
used to implement the gradient methods for the problem under consideration.
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1. INTRODUCTION
In the paper, we consider the following fractional linear control system of order
 2 (0;1) (
D
a+x(t) = Ax(s) + Bu(t); t 2 [a;b] a.e.;
I
1 
a+ x(a) = 0
(1.1)
with the performance index of Mayer type
J(u) =
1
2

I
1 
a+ xu(b)   c

2
. (1.2)
Here D
a+x denotes the left Riemann-Liouville derivative of a function x : [a;b] ! Rn,
xu is a unique solution to system (1.1), corresponding to a control u (cf. [3]) and
A 2 Rnn, B 2 Rnm, c 2 Rn, n, m 2 N. We consider the above optimal control
c 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problem in the space AC
;2
a+ = AC
;2
a+ ([a;b];Rn) of solutions and in a subset U of the
space L2 = L2([a;b];Rm) of controls (AC
;2
a+ is the set of all functions x : [a;b] ! Rn
possessing Riemann-Liouville derivative of order  belonging to L2). Problems of such
a type can be used in the study of pointwise controllability of systems (1.1).
The paper is organized as follows. In the ﬁrst part, we obtain existence of a unique
solution to problem (1.1)–(1.2). In the second part, assuming that  2 (1
2;1), we derive
a formula for the gradient of the functional J under constraints given by (1.1) and
prove a maximum principle. In the third part, we show that the gradient is Lipschitzian
and next use this fact to describe the gradient and projection of the gradient methods
for (1.1)–(1.2).
Results of such a type for  = 1 can be found in [7]. To our best knowledge the
case of  < 1 has not been studied by other authors so far.
2. BASICS OF FRACTIONAL CALCULUS
Let  > 0, h 2 L1 = L1([a;b];Rn). By the left Riemann-Liouville integral of order 
of the function h on the interval [a;b] we mean ([6]) a function I
a+h given by
I
a+h(t) =
1
 ()
t Z
a
h()
(t   )1 d; t 2 [a;b] a.e., (2.1)
where   is the Euler function. By the right Riemann-Liouville derivative we mean the
function
I
b h(t) =
1
 ()
b Z
t
h()
(   t)1 d; t 2 [a;b] a.e.
One can show that the above integrals exist and are ﬁnite a.e. on [a;b]. Moreover,
if h 2 Lp = Lp([a;b];Rn), 1  p < 1, then I
a+h 2 Lp.
Now, let  2 (0;1). We say ([6]) that x 2 L1 possesses the left Riemann-Liouville
derivative D
a+x of order  on the interval [a;b] if the integral I
1 
a+ x is absolutely
continuous on [a;b] (more precisely, if I
1 
a+ x has an absolutely continuous representant
a.e. on [a;b]). By this derivative we mean the classical derivative D1(I
1 
a+ x), i.e.
(D
a+x)(t) =
1
 (1   )
D1
 t Z
a
x()
(t   )d

; t 2 [a;b] a.e.
In a similar way, by the right Riemann-Liouville derivative D
b x of order  2 (0;1)
of the function x 2 L1 on the interval [a;b] we mean the function  D1(I
1 
b  x), i.e.
D
b x(t) =  
1
 (1   )
D1
 b Z
t
x()
(   t)d

; t 2 [a;b] a.e.
provided that the integral I
1 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Properties of the fractional integrals and derivatives can be found in [6].
Let  2 (0;1), 1  p < 1. By AC
;p
a+ = AC
;p
a+ ([a;b];Rn) we denote the set of all
functions x : [a;b] ! Rn of the form
x(t) =
1
 ()
c
(t   a)1  + I
a+'(t); t 2 [a;b] a.e.,
with c 2 Rn, ' 2 Lp. One can show ([1]) that x 2 AC
;p
a+ if and only if x possesses
the left Riemann-Liouville derivative D
a+x 2 Lp. In such a case
I
1 
a+ x(a) = c
and
D
a+x = ':
It is easy to show that AC
;2
a+ with the scalar product
hx;yi = I
1 
a+ x(a)I
1 
a+ y(a) +
b Z
a
D
a+x(t)D
a+y(t)dt
for x, y 2 AC
;2
a+ , is complete.
Similarly, by AC
;p
b  = AC
;p
b  ([a;b];Rn) we mean the set of all functions
x : [a;b] ! Rn of the form
x(t) =
1
 ()
d
(b   t)1  + I
a+ (t); t 2 [a;b] a.e.,
with d 2 Rn,   2 Lp. As in the „left” case x 2 AC
;p
b  if and only if x possesses the
right Riemann-Liouville derivative D
b x 2 Lp and, in such a case,
I
1 
b  x(a) = d;
D
b x =  :
Using the method applied in [3] one can obtain (cf. [5]) the following lemma.
Lemma 2.1. If 1  p < 1,
p 1
p <  < 1, c 2 Rn, u 2 Lp, then the problem
(
D
a+x(t) = Ax(t) + Bu(t); t 2 [a;b] a.e.;
I
1 
a+ x(a) = c
has a unique solution xu in AC
;p
a+ . It is given by
xu(t) = A
;(t   a)c +
t Z
a
A
;(t   s)Bu(s)ds; t 2 [a;b] a.e.;
where A
;(t) =
P1
k=0
A
kt
(k+1) 1
 (k+) . In particular, a unique solution x0 corresponding
to control u()  0 is given by
x0(t) = A
;(t   a)c; t 2 [a;b] a.e.;766 Dariusz Idczak and Stanislaw Walczak
From the above lemma the following corollary can be deduced.
Corollary 2.2. If 1  p < 1,
p 1
p <  < 1, e 2 Rn, then problem
(
D
b y(t) = Ay(t); t 2 [a;b] a.e.;
I
1 
b  y(b) = e
(2.2)
has a unique solution y 2 AC
;p
b  and it is given by
y(t) = A
;(b   t)e: (2.3)
The above corollary implies what follows.
Corollary 2.3. If 1  p < 1,
p 1
p <  < 1, then the function
[a;b] 3 t 7 ! A
;(b   t) 2 Rnn
belongs to Lp.
Denoting by I
a+(L2) the range of the operator I
a+ : L2 ! L2 we see that problem
(1.1) (with a ﬁxed control u 2 L2) in AC
;2
a+ is equivalent to the problem
D
a+x(t) = Ax(t) + Bu(t); t 2 [a;b] a.e., (2.4)
in I
a+(L2), i.e. the set of solutions to (1.1) in AC
;2
a+ is the same as the set of solutions
to (2.4) in I
a+(L2).
Of course, I
a+(L2) with the scalar product
hx;yi =
b Z
a
D
a+x(t)D
a+y(t)dt
is complete.
3. EXISTENCE OF A SOLUTION TO (1.1)–(1.2)
Let us recall that a function J : U ! R where U is a convex subset of a Hilbert space
H, is called strongly convex, if
J(u + (1   )v)  J(u) + (1   )J(v)   (1   )ku   vk
2
for some  > 0 and all  2 [0;1], u, v 2 U. One can show that J is strongly convex
on U with a constant  if and only if function g(u) = J(u)   kuk
2 is convex on U.
So, functional H 3 u 7 ! kuk
2 2 R is strongly convex with constant  = 1.
We have the following corollary of a continuous dependence result obtained in
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Lemma 3.1. If 1  p < 1, 0 <  < 1 and uj  ! u0 in Lp, then I
1 
a+ xj  ! I
1 
a+ x0
uniformly on [a;b] (here xj is the unique solution to problem (1.1), corresponding to
control uj).
Now, let us ﬁx a convex closed set M  Rm and consider problem (1.1)–(1.2) in
the set U = LM = fu 2 L2; u(t) 2 M for t 2 [a;b] a.e.g of controls.
Theorem 3.2. The set of minimum points of the functional J on the set LM is
nonempty and consists of one point.
Proof. The set LM is convex and closed in L2. The above lemma implies continuity
of the strongly convex functional (1.2). So, from [7, Theorem I.3.8] the assertion
follows.
4. GRADIENT OF THE COST FUNCTIONAL
Let  2 (1
2;1). To calculate the gradient of the functional J we write equation (2.4)
in the form
F(x;u) = 0
where F : I
a+(L2)  L2 ! L2 is given by
F(x;u) = D
a+x()   Ax()   Bu():
In a standard way we check that F is of class C1 and its partial diﬀerentials are given
by
Fx(x;u)h = D
a+h()   Ah();
Fu(x;u)v =  Bv()
for x, h 2 I
a+(L2), u, v 2 L2. From Lemmas 2.1, 3.1 and the Banach inverse mapping
theorem it follows that Fx(x;u) : I
a+(L2) ! L2 is a homeomorphism for any (x;u) 2
I
a+(L2)  L2. So, using the implicit function theorem we assert that the mapping
 : L2 3 u 7 ! xu 2 I
a+(L2)
is of class C1 and its diﬀerential 0(u) at a point u 2 L2 has the form
0(u)v =  
 
[Fx((u);u)] 1  Fu((u);u)

v
= [Fx((u);u)] 1(Bv) = hv
for any v 2 L2, where hv 2 I
a+(L2) is a unique solution of system (2.4), corresponding
to control v, i.e.
D
a+hv(t) = Ahv(t) + Bv(t); t 2 [a;b] a.e. (4.1)
Remark 4.1. Diﬀerentiability and the form of the diﬀerential of  can be deduced
from the fact that Fx(x;u) is a homeomorphism. We present the method based on
the local implicit function theorem, because it is more general and can also be used
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Since J is the following superposition
J : L2 3 u 7 ! (u) 7 ! I
1 
a+ (u)(b)   c 7 !
1
2

I
1 
a+ (u)(b)   c

2
2 R;
its diﬀerential J0(u) : L2 ! R at a point u 2 L2 is given by
J0(u)v =
 
I
1 
a+ (u)(b)   c

I
1 
a+ hv(b) =
 
I
1 
a+ xu(b)   c

I
1 
a+ hv(b)
for v 2 L2.
Now, let us observe that if  2 (1
2;1), then
(I
1 
a+ xu(b)   c)I
1 
a+ hv(b) =
b Z
a
d
dt
 
I
1 
b  gu(t)I
1 
a+ hv(t)

dt
where gu 2 AC
;2
b  is a unique solution to problem
(
D
b y(t) = ATy(s); t 2 [a;b] a.e.;
I
1 
b  y(b) = I
1 
a+ xu(b)   c:
(4.2)
But
b Z
a
d
dt
 
I
1 
b  gu(t)I
1 
a+ hv(t)

dt
=
b Z
a
 D
b gu(t)I
1 
a+ hv(t)dt +
b Z
a
I
1 
b  gu(t)D
a+hv(t)dt
=
b Z
a
 ATgu(t)I
1 
a+ hv(t)dt +
b Z
a
I
1 
b  gu(t)Ahv(t)dt +
b Z
a
I
1 
b  gu(t)Bv(t)dt
=  
b Z
a
gu(t)I
1 
a+ (Ahv)(t)dt +
b Z
a
gu(t)I
1 
a+ (Ahv)(t)dt +
b Z
a
I
1 
b  gu(t)Bv(t)dt
=
b Z
a
BTI
1 
b  gu(t)v(t)dt:
So,
J0(u)v =
b Z
a
BTI
1 
b  gu(t)v(t)dt (4.3)
for v 2 L2. This means that the gradient rJ(u) 2 L2 of the functional J at a point
u 2 L2 is given by
rJ(u) = BTI
1 
b  guOptimization of a fractional Mayer problem – existence of solutions... 769
where gu is a solution to (4.2), i.e.
gu(t) = A
T
;(b   t)(I
1 
a+ xu(b)   c) (4.4)
for t 2 [a;b] a.e.
Now, we shall show that the gradient rJ is Lipschitzian. In the proof of this fact
we shall use the following
Lemma 4.2. The function
[a;b] 3 t 7 !
 t Z
a

 A
T
;(t   s)

 
2
ds
 1
2
2 R
+
0 (4.5)
belongs to L2.
Proof. From Corollary 2.3 it follows that the function A
T
;(t   ) : (a;t) ! Rnn
belongs to L2([a;t];Rn) for any t 2 (a;b). So, the function under consideration is well
deﬁned. The mentioned corollary also implies the summability of the function
{ : (0;b   a) 3 t 7 !
 
A
T
;(t)
 

2
2 R
+
0 :
Let us consider the function
 : Pr 3 (t;s) 7 ! {(b   s) 2 R
+
0
where
Pr = f(t;s) 2 (a;b)  (a;b); a + b   t < sg:
Of course,  being the restriction to the set Pr of a summable function
(a;b)  (a;b) 3 (t;s) 7 ! {(b   s) 2 R
+
0 ;
is summable. Now, let us consider a function
 : P 3 (t;s) 7 ! {(t   s) 2 R
+
0 ;
where
P = f(t;s) 2 (a;b)  (a;b); s < tg:
This function is measurable because its superposition F with a diﬀeomorphism F
given below is equal to the measurable function . Moreover,
Z
P
{(t   s)dsdt =
Z
P
(t;s)dsdt
=
Z
Pr
(  F)(t;s)jdetF0(t;s)jdsdt =
Z
Pr
(t;s)  1dsdt 2 R
+
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where F : Pr 3 (t;s) 7 ! (t;s   (b   t)) 2 P is a diﬀeomorphism with
F0(t;s) =

1 0
1 1

.
So, the function
P 3 (t;s) 7 !

 A
T
;(t   s)

 
2
2 R
+
0
is summable. Consequently, the Fubini theorem implies summability of the function
(4.5).
Now, we can prove the following result.
Theorem 4.3. If  2 (1
2;1), then
krJ(u)   rJ(w)kL2  Lku   wkL2
for u, w 2 L2, where
L =
 
2jAj
2
 b Z
a

t Z
a

A
;(t   s)

2
ds
 1
2
dt
2
+ 2jBj
2 (b   a)
! 1
2
jBj2 
I
1 
b 

A
;(b   )




L2 :
(4.6)
Proof. Let us ﬁx u, w 2 L2. We have
krJ(u)   rJ(w)k
2
L2  jBj2
b Z
a
 I
1 
b  gu(t)   I
1 
b  gw(t)
 2
dt:
But
 I
1 
b  gu(t)   I
1 
b  gw(t)
   I
1 
b  jgu   gwj(t)
= I
1 
b 
 
A
T
;(b   )(I
1 
a+ xu(b)   I
1 
a+ xw(b))
 
(t)


I
1 
a+ xu(b)   I
1 
a+ xw(b)

I
1 
b 
 
A
T
;(b   )
 
(t):
From Corollary 2.3 it follows that the function A
T
;(b ) : [a;b] ! Rnn belongs
to L2. Consequently, I
1 
b 

A
;(b   )

 2 L2. Thus
krJ(u)   rJ(w)k
2
L2
 jBj2
b Z
a
(I
1 
b 
 
A
T
;(b   )
 
(t))2dt

I
1 
a+ xu(b)   I
1 
a+ xw(b)

2
= L1
 I
1 
a+ xu(b)   I
1 
a+ xw(b)
 2
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where
L1 = jBj2
b Z
a
(I
1 
b 
 
A
T
;(b   )
 
(t))2dt:
Now, let us observe that
 I
1 
a+ xu(b)   I
1 
a+ xw(b)
 2
=


 


b Z
a
d
dt
I
1 
a+ xu(t)dt  
b Z
a
d
dt
I
1 
a+ xw(t)dt


 


2
=
 

 

b Z
a
(Axu(t) + Bu(t))dt  
b Z
a
(Axw(t) + Bw(t))dt
 

 

2

 
jAj
b Z
a
jxu(t)   xw(t)jdt + jBj
b Z
a
ju(t)   w(t)jdt
!2
 2jAj
2
  b Z
a
jxu(t)   xw(t)jdt
!2
+ 2jBj
2
  b Z
a
ju(t)   w(t)jdt
!2
 2jAj2
  b Z
a
 

 

t Z
a
A
;(t   s)B(u(s)   w(s))ds
 

 

dt
!2
+ 2jBj
2 (b   a)ku   wk
2
L2
 2jAj2jBj2
  b Z
a
  t Z
a

A
;(t   s)

2
ds
! 1
2  t Z
a
ju(s)   w(s)j
2 ds
! 1
2
dt
!2
+ 2jBj2(b   a)ku   wk
2
L2

 
2jAj2jBj2
  b Z
a
 t Z
a

A
;(t   s)

2
ds
 1
2
dt
!2
+ 2jBj
2 (b   a)
!
ku   wk
2
L2 :
From Lemma 4.2 it follows that the integral
b R
a
(
t R
a
 A
;(t   s)
 2
ds)
1
2dt is ﬁnite.
5. MAXIMUM PRINCIPLE
Let us start with the following classical result ([7, Theorem I.2.5]).
Lemma 5.1. Let U be a convex subset of a Banach space X, J – a functional of
class C1 on U. If u is a minimum point of J on U, then
J0(u)u  J0(u)u (5.1)772 Dariusz Idczak and Stanislaw Walczak
for any u 2 U. If, additionally, J is convex on U, then condition (5.1) is suﬃcient
for u to be the minimum point of J on U.
Now, let us consider problem (1.1)–(1.2) in the set U := LM with a convex set
M  Rm, in the case of  2 (1
2;1).
Theorem 5.2. Control u is a solution to problem (1.1)–(1.2) in the set LM if and
only if
min
u2M
(BTI
1 
b  (A
T
;(b   ))(t)(I
1 
a+ xu(b)   c))u (5.2)
= (BTI
1 
b  (A
T
;(b   ))(t)(I
1 
a+ xu(b)   c))u(t)
for t 2 [a;b] a.e.
Proof. Let u be a solution to problem (1.1)–(1.2) in the set LM. From Lemma 5.1,
formula (4.3) and the convexity of functional (1.2) it follows that optimality of u is
equivalent to the functional condition of the form
min
u()2LM
b Z
a
BTI
1 
b  gu(t)u(t)dt =
b Z
a
BTI
1 
b  gu(t)u(t)dt
where gu 2 AC
;2
b  is a unique solution to problem
(
D
b y(t) = ATy(s); t 2 [a;b] a.e.;
I
1 
b  y(b) = I
1 
a+ xu(b)   c
given by (4.4). Lemma 6 of [2] gives the pointwise minimum condition
min
u2M
BTI
1 
b  gu(t)u = BTI
1 
b  gu(t)u(t)
for t 2 [a;b] a.e. Formula (4.4) implies (5.2).
6. GRADIENT METHOD
Let us recall the following classical result concerning the convergence of the gradient
method for a functional J deﬁned on a real Hilbert space H ([7, Theorem I.4.1]).
Lemma 6.1. Let a functional J : H ! R be of class C1, bounded below and with the
gradient satisfying the Lipschitz condition. If (uk)  H is a sequence described by the
formula
uk+1 = uk   krJ(uk); k = 0;1;:::; (6.1)
with any ﬁxed u0 2 H, where parameter k is a minimum point of the functional
fk : [0;1) 3  7 ! J(uk   rJ(uk)) 2 R (6.2)Optimization of a fractional Mayer problem – existence of solutions... 773
for k = 0;1;:::, then the sequence (J(uk)) is nonincreasing and
lim
k!1
krJ(uk)k = 0. (6.3)
If, additionally, J is strongly convex (with a constant  > 0), then (uk) converges with
respect to the norm to u - a unique minimum point of J and
0  J(uk)   J  (J(u0)   J)qk; (6.4)
kuk   uk
2 
1

(J(u0)   J)qk; (6.5)
for k = 0;1;:::, where J = inf
u2H
J(u), q = 1   2
L 2 [0;1) (L > 0 is a Lipschitz
constant for rJ).
Remark 6.2. One shows that
(rJ(u)   rJ(v))(u   v)  2ku   vk
2
for u, v 2 U (cf. [7, Theorem I.2.2] and [8, Theorem IV.3.3] for the method of the
proof). Consequently, 2  L because (rJ(u)   rJ(v))(u   v)  Lku   vk
2.
Now, let us consider problem (1.1)–(1.2) in the set U = L2. Using the above lemma
and strong convexity of J we obtain the following theorem.
Theorem 6.3. If  2 (1
2;1), then there exists a unique minimum point u of J on
L2, the sequence (uk) given by (6.1) converges to u with respect to the norm and
conditions (6.3), (6.4), (6.5) are satisﬁed (with L given by (4.6)).
Remark 6.4. In an analogous way as in [7] we check that if
I
1 
a+ xuk rJ(uk)(b)   I
1 
a+ xuk(b) = 0
for some k, then rJ(uk) = 0. This means (cf. Lemma 5.1 and Theorem 3.2) that uk
is a unique minimum point of J. If
I
1 
a+ xuk rJ(uk)(b)   I
1 
a+ xuk(b) 6= 0
then
k =
1
2
b R
a
 BTI
1 
b  guk(t)
 2
dt

I
1 
a+ xuk rJ(uk)(b)   I
1 
a+ xuk(b)

2
is the unique minimum point of fk (guk is given by (4.4)).774 Dariusz Idczak and Stanislaw Walczak
7. PROJECTION OF THE GRADIENT METHOD
Let H be a real Hilbert space. By PU(u) we denote the projection of a point u 2 H
on a convex closed set U  H. We shall use the following result on the convergence
of the projection of the gradient method ([7, Theorem I.4.4]).
Lemma 7.1. Let U be a convex closed subset of H and J : U ! R - a functional of
class C1, bounded below and with the gradient satisfying the Lipschitz condition (with
a constant L). If (uk)  H is a sequence described by the formula
uk+1 = PU(uk   krJ(uk)); k = 0;1;:::; (7.1)
with any ﬁxed u0 2 H, where parameter k, k = 0;1;:::; is such that
"0  k 
2
L + 2"
(7.2)
(here "0, " are ﬁxed positive parameters such that "0 < 2
L+2"), then the sequence
(J(uk)) is nonincreasing and
lim
k!1
kuk   uk+1k = 0. (7.3)
If, additionally, J is strongly convex on U, then (uk) converges with respect to the
norm to u - a unique minimum point of J on U and there exists a constant c  0
such that
kuk   uk
2 
c
k
; (7.4)
for k = 1;2;:::.
Remark 7.2. The constant c can be calculated (cf. [7, Theorem I.4.4] and [8, Theo-
rem V.2.2] for the details).
Now, let us consider problem (1.1)–(1.2) in a set U = LM where M is a convex
closed subset of Rm. From the above lemma we obtain the following theorem.
Theorem 7.3. If  2 (1
2;1) and "0, " > 0 are such that "0 < 2
L+2", then there
exists a unique minimum point u of J on LM, the sequence (uk) given by (7.1)–(7.2)
converges to u with respect to the norm and condition (7.4) is satisﬁed.
Remark 7.4. Form the projection PLM in the case of the set
M = [n1;N1]  :::  [nm;Nm]  Rm
can be found in [7, Part I.4].
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