ABSTRACT In the Body Sensor Networks (BSNs), a comprehensive and intuitive conclusion can be obtained by analyzing the physiological state in the mode of multi-heterogeneous source fusion. However, if a node in the sensing layer fails, the input-oriented analysis system is no longer reliable. In this paper, we propose a homogenous sensor weight calculation method for a single sensing node in the BSNs. Under the premise of valid sensing, a set of sequences will be randomly selected as a referee to make the rules of weight allocation. Weak competitiveness means that sensors have a high degree of antagonism, which indicates that the measuring results have errors or there may be abnormal sensors in the sensing module. Meanwhile, we introduce the trend factor of human body state to strengthen the connection between adjacent data in time series, so as to further improve the reliability of trust weight. The proposed algorithm is helpful for sensing nodes in BSNs to obtain more reliable original physiological data and ensure the accuracy of subsequent feature analysis and system decision. Specifically, it can (1) improve the robustness of sensing in BSNs applications, (2) suppress the interference of abnormal signals, (3) solve data conflict, and (4) be universal to the sensors in BSNs devices. The ECG simulations verify the validity of the algorithm in all extreme cases of valid sensing, and the PPG experiments show that the proposed algorithm is applicable to different types of biosensors. Finally, the evaluation and comparison with other four known data-level fusion methods show that the proposed algorithm has better fusion performance.
I. INTRODUCTION
In recent years, with the continuous improvement of data acquisition and processing capacity, the technology related to the Body Sensor Networks (BSNs) has been developed rapidly. More and more applications of BSNs are combined with the popular Artificial Intelligence (AI) technology to achieve diverse functions [1] . However, the cores of both traditional wearable technology and applications of BSNs based on AI are input-oriented algorithms. So a reliable analysis result must depend on accurate data. For many BSNs applications based on the wearable devices, they cannot determine the accurate output range in advance with prior data in time, and require that the physiological data provided by all the sensors on the hardware equipment must be completely accurate, or the subsequent processing based on these data will
The associate editor coordinating the review of this article and approving it for publication was Yongming Li. be meaningless. But the microsensors for measuring human body parameters are affected easily by their own material and working environment. It is one of the main research objects in the field of BSNs to ensure the measurement data of all sensors to be transmitted to the analysis system stably and accurately. Improving the error-tolerant capability of the devices will help the BSNs system integrated with multiple sensors expand into more application areas.
Information fusion is a universal tool and thought pattern in modern information processing. In the field of BSNs, it has always been a research hotspot to use multi-sensor information fusion technology to process heterogeneous source information. Previous studies based on different stages of fusion (data-level fusion, feature-level fusion, and decision-level fusion [2] ) have solved the application problems in many fields, including military, medical, sports, entertainment and so on. However, no relevant research has focused on the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ accuracy and validity of a single kind of physiological data in BSNs system. As the basic element of BSNs application, a single kind of physiological data is the guarantee for the validity of the system analysis results, which determines the outline of system training models and the final performance of fusion algorithms. Previous researches have proposed many data revision methods, including polynomial fitting, wavelet decomposition, empirical mode decomposition and so on [3] - [7] . The missing information is also different for the same set of data after different revision processes. These data revision methods designed artificially will seriously affect the accuracy of the input data to the BSNs system. To solve this problem, we propose an adaptive ''data-correct-data'' algorithm, which uses the conflict evidences provided by multi-homogeneous sensors to conduct data fusion without any prior knowledge support, so as to improve the reliability of sensing. The algorithm randomly selects a set of original data as the referee sequence to formulate fusion rules, and takes the fusion result as the sensing data for subsequent analysis. Compared with the result by a single sensor, the fusion result has more accurate information expression capability and higher antiinterference capability.
In this paper, we will focus on two issues. Since the working parameters of homogeneous sensors are the same, we assume that there is no time warping case for the time series collected [8] . The question is how to guarantee the synchronization of sequence fusion. In other words, all sensors should feedback the physiological information of the user at a certain moment simultaneously for subsequent processing (including weight calculation and fusion). Another problem is how to make fusion rules with random sequences. Weight distribution is the key to achieve good fusion performance. Assuming that all components have the same performance exactly, the emphasis of weight distribution falls on the distance between corresponding elements of the time series. Different from the weighted methods based on various distance [9] - [13] , the method we discussed does not rely on the approximation degree among sequences, but takes the overall overlap degree as the basis of weight distribution after judging whether the human body information reflected by the corresponding subsequences is overlaped. Meanwhile, in the judging process between the two subsequences, in order to further improve the accuracy of the results, we take the trend factor of human body state into account. That means the current state of the human body might be affected by the state before the moment. Therefore, we also take the human body state in extremely short time periods as the matching element rather than the abstract distance between the two subsequences.
The rest of the paper is organized as follows. The second part introduces the related work of the proposed algorithm, including the BSNs applications based on multi-sensor fusion, the data acquisition and processing methods, and the researches on data conflict. The third part is the proposed algorithm, including starting point calibration, weight calculation and data fusion. In the fourth part, the validity and universality of the algorithm are verified by ECG simulations and PPG experiments respectively, and the performance is evaluated at the end of the chapter.
II. RELATED WORK
The purpose of this study is to solve the problem of information conflict among multi-homogeneous sensors, and to suppress the information interference of abnormal sensors in wearable devices, so as to provide more reliable input information for various applications of BSNs based on information fusion. This section is divided into three parts: (1) Applications of BSNs based on information fusion; (2) Data acquisition based on different revision methods; (3) Researches on information conflict.
A. BSNS APPLICATIONS BASED ON INFORMATION FUSION
Body sensor networks are composed of sensor nodes attached to a person's body, which are able to record the changes of human physiological parameters in real time. Information fusion results of multi-heterogeneous synchronous sources can reflect the physiological state of human body more accurately at a certain time. The state-of-the-art researches of BSNs based on multi-sensor fusion were summarized in [1] .
Many information fusion methods, such as Bayesian estimation, Statistical Decision theory, DS Evidential theory, Fuzzy Logic and Neural Networks, have different adaptabilities to different constraints. In a static environment, high-level information from multi-sensors often shows the causal relationship among key variables based on time clues, and Bayesian estimation is a common method to fuse such information [14] . However, for heterogeneous information fusion, the combination of probability distribution based on different fusion rules can also obtain the same results as the Bayesian estimation in the presence of non-zero but unknown correlation [15] . Homogenous information fusion is often accompanied by a high degree of evidence conflict. Classical fusion rules are not good at handling this situation under some conditions. Many scholars, including Xia et al. [16] , are committed to improving or developing information combination rules based on information entropy to solve this problem. Furthermore, with the continuous improvement of computing power, the fusion results based on neural network are more and more accepted by researchers [21] , [22] . People pursue logical and multi-constraint reasoning results, which undoubtedly provides a working platform for neural networks.
Different fusion methods promote the diversity of BSNs application. Recent studies have focused on target recognition [17] - [20] , behavior recognition [21] - [23] , emotion recognition [24] , [25] , disease diagnosis [26] - [29] , physical rehabilitation [30] - [32] and other aspects. Shu et al. [24] presented a comprehensive review on physiological signalbased emotion recognition and conduct a summary and comparison of the recent studies. In recent years, the application on disease diagnosis based on multi-sensor fusion has also been emerging, such as epilepsy diagnosis [27] , atrial hypertrophy disease diagnosis [28] , and children's chronic illness monitoring [29] . In addition, there are rehabilitation applications including intelligent body posture analysis model [30] , rehabilitation exoskeleton [31] , end-of-arm force display system [32] and so on.
B. ACQUISITION OF RELIABLE DATA
There are many traditional methods to obtain reliable input data. These methods aim to reduce the interference of noise, to eliminate repeated information, to suppress signal drift and so on. Hassan et al. [33] adopted the method of exponential weighted moving average for data processing and proposed a multi-stage fusion method for the diagnosis of autonomic neuropathy (CAN). Wu et al. [34] proposed an improved method of Empirical Mode Decomposition (EMD) in order to attenuate undesired signals and deal with the problem of the mode mixing. Cederbaum et al. [35] proposed a fast bivariate smoothing approach for symmetric surfaces. The proposed symmetric smoother can handle data sampled on a common, dense grid as well as irregularly or sparsely sampled data. Yang and Hong [36] considered the data-driven adaptive penalized splines, which remarkably improved the local adaptivity of the model for data heterogeneity. Due to the periodicity of physiological signals, redundant duplicate data is inevitable for BSNs applications. Therefore, the emphasis of data acquisition should be on eliminating signal anomalies, which is also the goal of our work.
C. INFORMATION CONFLICTS BASED ON MULTIPLE SENSORS
Information conflict is one of the inevitable problems in multi-sensor information fusion. Without the prediction information, the weights of the sensors in the measurement system are all the same. Although some specific measurement systems have empirical thresholds to distribute weights, this method of resolving information conflicts is not universally applicable. Therefore, in recent years, many scholars have devoted themselves to designing new weight distribution schemes or improving traditional theories to avoid obtaining counter-intuitive results in the case of highly conflicting information [37] - [39] . Wei et al. [40] proposed a concept of ''Conflict Measure (g CF )'', which can accurately reflect the degree of confliction of each sensor under the condition of known sensors outputs (no other prior knowledge). In this algorithm, multiple sets of original sequences are divided into subintervals with the same dimension, and each subinterval needs to be defined the endpoint and calculated its own weight according to the g CF . For BSNs applications, however, biosensors are highly sensitive to human body information. Changes at endpoint values will affect the value information in the sequence. Meanwhile, the computational complexity of the algorithm is not suitable for the low-level decision of BSNs. A more detailed analysis of the algorithm performance is described in section 4.4.
In this paper, we comprehensively illustrate the data-level fusion of the valid sensing module, including: (1) Calibration of the interaction starting point of sequences. This process can improve the credibility of trust weights and avoid the problem of data-mismatch fusion caused by sensor hysteresis; (2) Calculating the trust weight of each sequence. The proposed method considers the inertia of human body state, in which the random referee sequence ensures the reliability and universality of the algorithm. (3) In the part of algorithm verification, we analyze the validity of the algorithm in all extreme cases based on the integration ability of sensing module. Finally, the algorithm performance is evaluated by comparing with other four known data fusion methods.
III. PROPOSED ALGORITHMS
In this paper, an adaptive weight distribution method is proposed. We randomly select a set of original data as the ''Referee Sequence (RS)'' to establish the trust basis for other sequences. These sequences that participate in the fusion, as the ''Competitor Sequences (CS)'', calculate their own weights according to the rules designed by the RS and conduct data fusion. It is worth mentioning that the RS only provides fusion rules and does not participate in fusion. In this way, we can not only improve the reliability of fusion results by the mode of data-correct-data, but also reduce the interference of ''unfair'' RS on valuable information. Meanwhile, we do not need to add exclusive preprocessing process according to the data characteristics of different types of sensors, so as to provide universality for different sensors. Fig. 1 shows the working process of the proposed algorithm.
A. DEFINITION OF INVALID SENSING
For physiological signals in complex environments, the sensing module integrated with multi-homogeneous sensors has higher robustness and reliability than a single sensor. Previous studies treated abnormal data detected by a single sensor as erroneous data or invalid data. Similarly, before using the sensing module, we need to determine the valid conditions of the module, so that the subsequent analysis is based on the valid fusion results. Assume that the sensors are independent and the failure probability of each sensor is ϕ (ϕ < 0.1), the measurement process of the abnormal sensor (or abnormal sensing module) is defined as invalid sensing, and the probability of invalid sensing is H . Let the sensing module be composed of N (N > 2) homogeneous sensors, then the valid sensing of the module meets the condition:
Considering the cost and practicability of the measuring device, let N max = 5. Table 1 shows the probability distribution of the sensing module integrated with abnormal sensors, where the valid sensing is shown in bold.
It can be seen that H N decreases gradually as N increases (the proof process is omitted), indicating that the integration of more homogeneous sensors in the sensing module is VOLUME 7, 2019 TABLE 1. The probability distribution of the sensing module integrated with abnormal sensors. helpful to improve the robustness of the device. Meanwhile, a failure is allowed for a certain sensors when N = 3 or N = 4. Abnormal output may be selected as the CS or RS in the proposed algorithm, which will be discussed in section 4. It is worth mentioning that two abnormal sensors are allowed when N = 5. In this case, there must be a set of abnormal sequences involved in the fusion, and the RS still faces two choices. We will discuss this extreme case in 4.2.3. In the case of invalid sensing (shown in non-bold), there may be more abnormal sensors in the same sensing node. Changing the selection of RS cannot improve the reliability of fusion results without enough reliable data supports. Therefore, all subsequent analysis in this paper is based on valid sensing.
B. CALIBRATION OF STARTING POINT IN THE VALID-SENSING MODULE
After the selection of the RS, we cannot calculate the trust weight of each CS immediately. In this paper, starting point calibration includes not only the fusion starting point calibration but also the calibration before interacting with the RS in calculating the trust weight. Many fusion algorithms do not consider whether the fusion starting point of sequence corresponds to each other. Both hardware quality and system error will cause sensor hysteresis and data mismatch. Assuming that none of the sensors lost packets (no time warping), data-mismatch fusion will seriously reduce the accuracy of fusion results. In this case, the priority sensor will collect redundant data at the beginning of the time series. Our work is to eliminate this part and determine the corresponding moment of sequence interaction.
The actual scenario we consider is that some sensors will work with a lag of no more than 0.5s. 0.5s is the upper limit of the start-up time difference of sensors because the startup process of all sensors can be completely finished within this time. In addition, 0.5s is less than the period of most physiological signals, which limits the calibration process of the starting point to the same period of two time series.
Take the HKD-10 ECG sensor as an example. The sampling frequency of the sensor is 200Hz. When calibrating the outputs of two sensors, the synchronization of starting points is determined within ±0.5s (200 data in total) with the first sensor as the benchmark. Fig. 2 shows the calibration process of the starting point. Since the initial working order of all sensors cannot be determined, we take the first data of two sets of sequences respectively as the benchmark to correspond to the first 100 data of the other set of sequences. The synchronized starting point is determined by comparing the Morphology Similarity Distance (MSD) of two sequences under different corresponding conditions.
Here we introduce the concept of the MSD [41] . MSD is a method to analyze the morphological distribution difference between two sequences based on classical Euclidean distance. Let L 1 = (l 11 , l 12 , . . . , l 1n ) and L 2 = (l 21 , l 22 , . . . , l 2n ) be the original sequences with the same dimension. The MSD between L 1 and L 2 is as follows: 
It should be emphasized that when we look for the data point with the minimum of D MSD , the calculation process can be seen as that the length of the sequence changes dynamically. Therefore, in order to ensure that the two sets of sequences have the same dimension, we delete the tail data of the same length of the lag sequence while removing the redundant data generated by the priority sensor, as shown in Fig. 2 .
C. CALCULATION OF WEIGHT AND DATA FUSION
Before calculating the trust weight of each CS, we need to divide all sequences into sub-intervals, including the RS. Let each sequence be composed of m subsequences and the dimension of each subsequence be n. Let R = (R 1 , R 2 , . . . , R m ) be the RS, where
For two sets of corresponding subsequences of the same time period, let
The DS can directly reflect the difference distribution of the corresponding elements in two subsequences. Let S i = (s i2 , s i3 , . . . , s in ) be defined as the State Sequence (SS), where
Let p be the state factor (0 < p ≤ 0.5), h = 2, 3, . . . , n. We introduce the concept of the SS in judging the overlap of subsequences. Each element in the subsequences represents the body state at a certain time and the overlap of subsequences means that the body state information reflected by the two sets of subsequences are consistent. However, if the overlap of two subsequences is directly described by the traditional Euclidean distance, the contribution of data at each moment to the distance is equal. If there is a huge deviation in data at a certain time, it will seriously affect the accuracy of trust weights. Therefore, we considered the influence of the trend factor of human body state and represented it by the state factor p. This means that subsequence overlap is VOLUME 7, 2019 determined by a new set of time series sets composed of adjacent data. The SS builds the first element from the second moment, which makes the number of the elements in SS one less than the DS. Fig. 3 shows the construction process of the SS.
Furthermore, when n is sufficiently large (n > 10), the distribution of D i is assumed to be Gaussian (with null expectation and standard deviation equal to δ d ). The distribution of S i changes with D i . We eliminate the data points that may have pulse interference in the SS by analyzing the distribution characteristics of the DS. Let t 1 and t 2 be defined as follows:
where µ s and δ s are the expectation and the standard deviation of the SS. When s ih < t 1 , these points are regarded as nonpulsed data and the statistical number is n 1 ; When s ih < t 2 , these points are regarded as the data with consistent human body state information expressed by two corresponding subsequences, and the statistical number is n 2 . Let γ (0 < γ < 1) be the overlap probability threshold. Then the judgment rule for subsequences overlap is as follows:
Fig . 4 shows the threshold setting process for determining the overlap of subsequences. It can be seen that the state factor and the overlap probability threshold play a decisive role in judging the subinterval overlap. In order to further optimize the two parameters, we need to analyze the statistical curve of the SS. The function of the fitted curve is expressed as:
It can be known from Eq. (5) and Eq. (6):
In Eq.(9), the numerator can be regarded as the area projected by f (s ih ) when 0< s ih < µ s + δ s . Under the condition of known statistical parameters, the numerator is equivalent to the constant C 1 (C 1 > 0). Since:
The denominator of Eq.(9) can be expressed as D:
where the second term of D can be regarded as constant C 2 (C 2 > 0) under the condition of known statistical parameters. Let the function h (p) be the first term of D. Then the Eq. (9) is as follows:
Since h (p) can be regarded as the area projected by f (s ih ) when −∞< s ih < t 1 , the y is the inverse proportional function in the first quadrant with h (p) as the independent variable (h (p) > 0). When γ is determined, only by continuously increasing the value of y can more overlapping subintervals be detected under strict threshold conditions. So we need to find the minimum value of the function h (p). According to Fig.4 and Eq.(5), t 1 is positively correlated with h (p).
min . At this point, the shaded part in Fig.4 obtains the largest area, that is, the most peak interference data are removed. On the other hand, when t 2 is constant (the statistics are determined), the left shift of t 1 will bring y closer to 1. In order to improve the reliability of subinterval overlap judgment process, the value of γ should be increased. We will explain the process of selecting the optimal threshold γ by ''maximum weight difference'' in chapter IV.
After determining the state factor and overlapping probability threshold, let n 3 be the number of overlapping subintervals. Then the trust weight of Sequence Q based on the RS is as follows:
Through the calibration of starting point and the judgment of subsequence overlap, we have calculated the trust weight of each CS based on the RS. However, the RS does not participate in the final fusion process. It simply provides the rule for data correction. The advantage of this mechanism is that when an abnormal sensor is selected as the ''referee'', the result after fusion is still reliable. In this special case, the CS can still correctly reflect the human body information. The weight value only determines the fusion direction. This feature will become more obvious as the number of CS increases. In addition, we need to emphasize that the starting point calibration is still needed between CS before final fusion in order to further improve the accuracy of fusion results. Let z be the number of the sensor participating in fusion. The final result of the fusion is as follows: where Q i is the i th sensor output participate in the fusion, w i is the trust weight of the i th sensor.
IV. VERIFICATION OF ALGORITHM
Firstly, the algorithm to calibrate the interaction starting point is validated. The starting point calibration process is an important step rarely considered in previous studies, which has a decisive impact on subsequent fusion; Secondly, the validity and universality of the fusion algorithm based on all practical scenarios are verified; Finally, the performance of the algorithm is evaluated. In this paper, the simulation dataset was constructed based on a set of measured 30s ECG data (standard data), which was detected by the HKD-10 ECG sensor with a frequency of 200Hz. The data of homogeneous sources are simulated by adding 20db Gaussian noise and the combined noise of 13db Gaussian and pulse noise to the measured data. This method is helpful to evaluate the performance of the algorithm with a controlled value of perturbation. The data coupled with Gaussian noise represents the valid output with low signal-to-noise ratios, and the data coupled with combined noise represents invalid data (abnormal sequence). The experiments used dual-wavelength HKG-07L PPG sensors with a frequency of 200Hz.
A. CALIBRATION OF STARTING POINT
The unsynchronized sources need to be calibrated several times during the fusion process. Firstly, the starting point of interaction is calibrated before the RS calculates the trust weights of the CS. This process can improve the credibility of the trust weight of each CS. Secondly, after gaining the trust weight, the corresponding elements of the two CS need to be fused based on each time point, and this process still requires starting point calibration. The two calibration processes do not interfere with each other, and all sequences do not need to correspond simultaneously. Fig. 5 shows a case of the starting point calibration process. In the simulation process, the RS works first and 40 additional data points are collected. After starting point calibration, the redundant part of the RS is removed. Meanwhile, 40 data at the end of CS 1 are removed (only two periods are shown in Fig. 5 ) to ensure that the two sets of interaction sequences have the same dimension. Since the start-up order for all sensors cannot be determined, it is necessary to calculate the MSD in all corresponding cases within ±0.5 seconds (based on the RS). When the MSD is the smallest, the corresponding data at this moment will serve as the starting point of the interaction of sequences. The calibration result is shown in Fig. 5(b) .
B. ANALYSIS OF VALIDITY
The conclusions in this section are drawn under the condition of valid sensing. All scenarios based on valid sensing are described in 3.1.
1) N = 3
When the abnormal sequence participates in fusion, the trust weights of two CS need to be calculated (w 2 and w abnormal ). During the whole process, the state factor p and the overlap VOLUME 7, 2019 probability threshold γ jointly determine the final fusion effect. The larger the state factor, the stronger the body's state inertia. The higher the threshold of overlap probability, the more stringent the criteria for judging the overlap between two sequences. The weight distribution results based on different p and γ are shown in Table 2 . It can be seen that p has a great influence on the trust weight of each sequence, which reflects the physiological characteristics of different human bodies. The increase of γ reduces the number of subsequences that meet the condition of state overlap, so that the trust weight decreases rapidly. Fusion results based on different p and γ are shown in Fig. 6 (a), (b) , and (c).
Before selecting the final fusion curve, we need to verify the validity of all the fusion results. The content of verification is divided into two parts: (1) There was no significant difference between the fusion results and normal sequences. (2) Compared with abnormal sequences, the morphological distribution characteristics of all fusion curves are more consistent with the curve characteristics of normal sequences.
Considering the distribution characteristics of the samples, we used the rank-sum test to analyze the differences between the fusion results and the standard data. The rank-sum test is a nonparametric test, which is applicable to the case where two samples are from two independent and morphologically indeterminate populations. Furthermore, when both sample sizes are sufficiently large (n > 10), the distribution of the statistic is assumed to be Gaussian [42] . The statistic is calculated as follows:
where T is the rank-sum of the sample with smaller size, and n 1 and n 2 are the size of two samples respectively. After the establishment of null hypothesis (H 0 : there was no difference between the two samples), the final conclusion were judged according to the significance level table of difference (Table 3) . In order to analyze the difference between fusion results and the normal sequence more accurately, we extracted 11 feature points from one cycle ECG signal to form data samples, as shown in Fig. 7 . These feature points include (1) five significant characteristic points of ECG signal: P wave peak point, QRS complex wave peak point, J point, T wave peak point and U wave peak point; (2) Random points in the four characteristic intervals of ECG signal: P-R interval, S-T interval, and the ascending and descending phases of QRS complex wave; (3) Peak points of two pulse interferences in abnormal sequences(other sequences need to extract ECG data from the corresponding positions as samples). These data points represent all the characteristics of ECG signal in a certain period, including the physiological information on human body and the degree of signal interference. For fusion results, each data point will deviate from the standard value due to the presence of various noises. Our goal is to use the rank-sum test to verify that all sample differences is within an acceptable range. The extracted samples and the final statistical results are shown in Table 4 .
As can be seen from the calculated statistical results, Z statistic and P values consistently met the ''no significant difference'' condition in Table 3 . Therefore, we keep the null hypothesis that all fusion results are not significantly different from the normal sequence. Meanwhile, the results further verify the reliability of the fusion algorithm.
In addition, since the abnormal sequence participates in the fusion, the fusion algorithm needs to show the ability to suppress the abnormal information as much as possible. In other words, the distribution characteristics of the final fusion results should be closer to the normal sequence. To test this hypothesis, we use the MSD to represent the trend degree of fusion results for normal sequences and abnormal sequences. Table 5 shows the calculation results of D MSD . In all cases, the D MSD between the fusion results and the normal sequence is always less than that between the fusion results and the abnormal sequence, which indicates that the distribution characteristics of all fusion results are more consistent with the normal sequence. Moreover, when p = 0.5 and γ = 0.90, D MSD reaches the minimum. At this time, the abnormal sequence has been assigned a weight of 0.04 according to the weight distribution results in Table 2 , and fusion result has achieved the maximum inhibitory effect. The reliability of the number of overlapping subintervals can be improved by increasing the overlap probability factor appropriately. However, as γ continues to approach 1, it becomes increasingly difficult for each subinterval of the normal sequence to meet the overlap criteria, so that the weight drops rapidly, as shown in table 2. When γ increased from 0.80 to 0.85 (p = 0.5), w 2 decreased by 0.10; When γ increased from 0.85 to 0.90, w 2 decreased by 0.28. So we decided to determine the final selection of the overlap probability factor through the maximum weight difference, that is, when γ = 0.85 to achieve the best effect. Fig. 6(d) shows the comparison between the fusion result and the abnormal sequence when p = 0.5 and γ = 0.85. It can be seen that the fusion result is more stable and the pulse interference is reduced significantly compared with the abnormal sequence. Since the RS is selected randomly, it is possible for the output of abnormal sensor to be selected as the RS. The RS provides the weight distribution criteria for CS. When the criteria has a large deviation, the weight distribution will be not dominant in the fusion process. As mentioned above, when the abnormal sequence is selected as the RS, the reliability of fusion results depends on the distribution characteristics of all CS. And the more CS there are, the more reliable the result will be, which depends on the integration ability of the measurement device. The weight distribution results based on different p and γ are shown in Table 6 . It can be seen that since the RS is an abnormal sequence with large deviation, the trust weight of each CS is always low. When the state factor and the overlap probability threshold are changed, the fusion results do not change significantly.
The same conclusion can be reached through the rank-sum test and D MSD analysis of fusion results, as shown in Table 7 . Since the abnormal sequence did not participate in fusion, the statistics of fusion results under different parameters showed no significant difference from the normal sequence. Meanwhile, the limited influence of trust weight on fusion results makes the distribution characteristics of all fusion results always similar to the CS. Fig.8 shows the comparison between the final fusion result (N = 3, p = 0.5, γ = 0.85) and the abnormal sequence. The result shows that when the abnormal sequence is selected as the RS, the fusion algorithm can still suppress the abnormal information well.
2) N = 4
More homogeneous sensors can improve the robustness of sensing module, which has been proved above. The sensing module allows a sets of data to have a high conflict with other sensors when N = 4. In order to verify that the proposed algorithm is applicable to all cases, we added a new set of valid sequence (coupled with 20db Gaussian noise) into the dataset of 4.2.1. In this section, the validity of the algorithm is discussed respectively based on the abnormal sequence as CS and RS.
In order to compare the influence of the number of sensors on fusion results, the RS selected in the two cases is the same as N = 3. The difference is that the new CS will grab part of trust weight (w 3 ). Since the new sequence is valid data, w 3 will reduce the contribution of the abnormal sequence in fusion. After redistributing the weights, we analyzed the fusion results in the two cases by rank-sum test based on standard data. Meanwhile, D MSD of the fusion results based on standard data and abnormal data are shown in Table 8 .
It can be seen that the two fusion sequences always keep the results with no significant difference to the standard data. Morphologically, fusion sequences are more friendly to standard data due to D Normal MSD D Abnormal MSD . Fig. 9(a) shows the comparison effect of fusion results and abnormal sequence in two cases, which verifies the validity of the proposed algorithm when N = 4.
Assuming that the sensing module has sufficient integration capacity, five homogeneous sensors can greatly improve the signal reliability of a node in BSNs. No more than two abnormal sensors are allowed to appear in the valid sensing module. We need to discuss these extreme cases to ensure the robustness of the algorithm. According to the proposed method, there must be a set of abnormal data to participate in the fusion. Meanwhile, the random RS determines the role of the second abnormal sequence. The worst case would be that this abnormal sequence is selected as the RS. First, the probability of this extreme event needs to be quantified. Let event A be ''there are two abnormal sensors'', and event B be ''one of the abnormal sequences is selected as the RS''. Then the probability σ of both occurring at the same time is as follows:
where
When 0 < ϕ < 0.1, N = 5
Compared with the standard for small probability event (5%), ''one of two sets of abnormal sequences is selected as the RS'' will occur infrequently. With the improvement of sensor VOLUME 7, 2019 reliability, σ will decrease continuously. However, we have still verified the validity of the algorithm in the above cases (Table 9 ) in order to evaluate and compare performance in 4.4.
A new set of abnormal data is added to the simulation dataset, which coupled the combined noise of the same parameters. Similarly, in order to analyze the calculation results of rank-sum test and D MSD , the RS of the two simulations is the same as N = 4. It should be noted that since the noise parameters of valid data or abnormal data are the same, the selection of RS between valid sequences or abnormal sequences does not affect the analysis results of validity. Fig. 9(b) shows the fusion effect in both cases. The results demonstrated that after fusion: the signal waveform tended to be stable; there was no significant difference between fusion sequence and the standard data; the fusion results were more consistent with the morphological characteristics of the standard data compared with the abnormal sequence.
C. ANALYSIS OF UNIVERSALITY
The universality is reflected in that the algorithm neither needs to passively adjust parameters due to different types of biosensors nor is inapplicable to a certain group of people due to the state differences. To verify the universality, we conducted two groups of PPG data fusion experiments on a volunteer in the state of steady sitting posture and uniform walking speed. Moreover, data fluctuation in motion is a representative problem in data processing. The experimental results can prove the adaptability of the proposed algorithm to data with different distribution characteristics without prior evidence support.
Three dual-wavelength PPG sensors were used to measure the middle three fingers of the volunteers' right hand simultaneously. The measurement process needs to ensure that the start-up time difference of all sensors is within 0.5s. In this section, we omit the description of the starting point calibration process of PPG experiments, which is the precondition of the subsequent fusion process. Three sets of original data were taken as the RS for information fusion respectively. The comparison between the original data and the fusion results (p = 0.5, γ = 0.85) was shown in Fig. 10 .
The measurement results of sitting state have similar distribution characteristics, but there are still large deviations due to some unknown reasons, such as Sequence 3. It can be seen from Fig. 10(a) that the distributions of the three sets of fusion sequences are close to that of Sequence 1 and Sequence 2, indicating that the fusion algorithm treats Sequence 3 as a set of ''abnormal data'' with large deviation by default. For the PPG experiment with three homogeneous sensors, the result is consistent with the data revision trend. Similar to the ECG simulation results, the trend direction of PPG fusion will be revised as the number of sensors increases. PPG signals measured in the state of walking fluctuate greatly. In addition to the change of body state, the interference of the external environment on sensors is also an important reason. After weighing the distribution characteristics of the three inputs, the algorithm not only smooths the sensing results, but also adjusts the baseline position of the data within limits, which makes the distribution of the fusion sequences more concentrated. In practical applications, the sensing module will only select one curve as the final output, but the reliability of the detection signal is increased in all the results.
D. PERFORMANCE EVALUATION
In order to compare with other fusion algorithms more accurately, the performance evaluation method used in [40] is cited, as shown in Eq. (20) . The average of absolute difference can reflect the average deviation degree of two sets of sequences. The smaller the average deviation, the higher the accuracy of fusion results. Note that the standard data used for quantitative analysis is measured ECG data, and the weight and fusion results in all scenarios are the simulation results of validity analysis in this paper. E abnormal standard = 9.8286). Considering the diversity, timeliness and redundancy of data in BSNs, we selected four fusion methods based on time series for performance comparison, including the classic weighted fusion method based on average operator, Euclidean distance based on sequence similarity measure, entropy method based on information theory and homogeneous sensor data fusion algorithm based on the Conflict Measure (g CF ). All methods are used for performance evaluation in N = 3 scenarios. Meanwhile, the weight distribution results of each method (after normalization) are recorded in Table 11 . It is worth noting that (1) In the proposed method, CS and RS refer to the case where the abnormal sequence is CS and RS respectively (p = 0.5, γ = 0.85); (2) In the method based on the g CF , we select 1 second for our time interval as a sliding window (200 data), and set the interval-valued evidence to the mean plus or minus three standard deviations, which is more robust to outliers; (3) In the method based on the Euclidean distance, the weight of the sensor node before normalization is equal to the reciprocal of the distance sum of all the edges of the node; (4) The starting point of interaction for all sequences has been calibrated.
It can be seen that the results of the proposed method show better fusion performance. When the abnormal sequence is selected as the RS, all the CS are valid sequences and the sensing module can suppress the interference of abnormal information; When the abnormal sequence participates in the fusion, the accuracy of the fusion result is similar to the method based on the g CF . However, the computational complexity of the latter method for weighting is much higher than other methods. In our parameters, the method cuts the original data into multi-subintervals with a width of 200, and each subinterval needs to calculate the endpoint value and weight ( N i=1 C i N times of g CF ), which is not conducive to the low-level decision in BSNs; Although there are many distance-based weighted fusion methods, the inertia of human body state is often neglected when exploring the connection between physiological data. ''Distance weighting'' assumes that the data at each moment have the same ability to prove their worth, creating opportunities for illogical abnormal data; In this section, the weights based on the entropy method have produced counterintuitive results, which is possible in the case of highly conflicting data. The result also shows that the entropy method is stricter than our method in valid sensing.
V. CONCLUSION AND DISCUSSION
In this paper, a weight calculation method for multihomogeneous sensors based on BSNs is proposed. The proposed algorithm can improve the robustness of the sensing layer in the BSNs and solve the highly conflicting problem of homogeneous sources in valid sensing. Our contributions are fourfold. Firstly, interaction starting point calibration is considered in the fusion process to ensure the synchronization of weight calculation and sequence fusion. Secondly, a weight calculation method based on the RS is proposed, which can obtain more accurate sensing information by the mode of data-correct-data. Different from paying more attention to the abstract distance between sequences in other weight calculation methods, we take the distribution characteristics of RS as the standard of weight distribution. Furthermore, the trend factor of human body is introduced to strengthen the connection of adjacent data in time series so as to further improve the reliability of weights. Finally, data fusion is conducted without the participation of the RS. In the case of valid sensing, the proposed algorithm may have multiple fusion results according to the random RS. The validity of all extreme results was verified by ECG simulations. Meanwhile, PPG data fusion experiments have verified the universality of the algorithm to biosensors. The results of performance evaluation show that the proposed algorithm is more suitable for the sensing module of BSNs applications.
For the BSNs, data-level fusion can maximize the preservation of human physiological information. However, the fusion method based on multi-homogeneous sensors brings challenges to the integration capability of the sensing module.
In this study, we ignore the invalid sensing module, which is a waste of data sources. It is the focus of future work to extract valid information from original data by means of multi-source fusion, multi-level fusion and multi-method fusion. For the method proposed in this paper, future work also includes (1) weight calculation based on multiple RS; (2) influence of human body symmetry on physiological parameters (influence of sensor measurement position on physiological parameters); (3) Her current research interests include intelligent information processing, information integration, and big data processing.
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