Semantic word embeddings use vector representations to represent the meaning of a word. Methods to create them include Vector Space Methods (VSMs) such as Latent Semantic Analysis (LSA), matrix factorization, generative text models such as Topic Models, and neural nets. A flurry of work has resulted from the papers of Mikolov et al. (Mikolov et al., 2013a). These showed how to solve word analogy tasks very well by leveraging linear structure in word embeddings even though the embeddings were created using highly nonlinear energy based models. No clear explanation is known why such linear structure emerges in low-dimensional embeddings.
Introduction
Vector representations of words (word embeddings) try to capture relationships between words as distance or angle, and have many applications in computational linguistics. Many constructions are known, but apart from the unifying philosophy that the meaning of the word is defined by "the company it keeps" (Firth, 1957) -namely, cooccurrence statistics-there is little theoretical understanding of their interrelationship.
Vector space models (VSMs) (see the excellent survey (Turney et al., 2010) ) use word vectors that explicitly represent cooccurrence statistics. Reweighting heuristics are known to improve these methods, but theoretical understanding is lacking.
Probabilistic models of text generation have more theoretical justification: word embeddings correspond to the model's latent variables. Examples include Latent Dirichlet Allocation (LDA) and its more complicated variants (see the survey (Blei, 2012)), and some neurally inspired models (Mnih and Hinton, 2007; Maas et al., 2011) .
Neural network language models are another approach (Hinton, 1984; Rumelhart et al., 1988; Bengio et al., 2006; Collobert and Weston, 2008) ; the word vector is simply the neural network's internal representation for the word. This method was sharpened and clarified via energy based models of (Mikolov et al., 2013b; c) . A surprising discovery was that despite being produced via nonlinear methods, these word vectors exhibit linear structure, which allows easy solutions to analogy questions of the form "man:woman::king:??." Specifically, queen happens to be the word whose vector v queen is most similar to the vector v king − v man + v woman . (Note that the two vectors may only make an angle of say 45 degrees, but that is still a significant overlap in 300-dimensional space.)
The current paper uses a loglinear generative process similar to Mnih and Hinton's (Mnih and Hinton, 2007) to give a unified explanation of several of the above works. The novel aspect here is deriving-using the model priors-a closed-form expression that directly connects word-word cooccurrence counts with the word vectors. This closed-form expression-similar to but simpler than the one in (Pennington et al., 2014) -can be used to fit a model in a way that is very related to the reweighted truncated SVDs used for VSMs. The model also explains why some of the neural approaches work; especially word2vec(CBOW) of Mikolov et al. (2013a) .
Empirically, this simple model fits the data quite well, and the modeling assumptions accord with reality. Performance on analogy tests is within a few percentages points of the state of the art. In addition, our theoretical model has the benefit of adding interpretability to the word vectors. We can give a good explanation of why analogies are solvable via linear algebra, and why the approach is robust to the noise. While similar linear algebraic structure exists in word vectors obtained from prior methods, those models lacked such interpretability.
Prior and related work
Let n (about 10 5 ) be the number of words in the vocabulary. A basic object is a matrix storing the number of times two words cooccur within distance say 5 of each other in a corpus.
In the simplest VSM methods, the word vector is a row of the cooccurrence matrix/tensor. The high dimensionality can be greatly reduced via truncated SVD (Deerwester et al., 1990) which, surprisingly, improves vector quality, instead of introducing a lot of noise as one would expect from dimension reduction. Mysterious reweightings of cooccurrences before SVD can improve quality, including taking square root (Rohde et al., 2006) or logarithm/PMI (Church and Hanks, 1990) before SVD. In fact the rows of the matrix of PMI values also exhibit linear structure and allow solving analogies (Levy and Goldberg, 2014) .
Probabilistic topic models such as LDA posit that each word w has an associated vector v w ∈ d which represents its probability of occurring among some d topics. A document is generated by first probabilistically choosing a mixture θ of a small number of topics, and then independently picking words: Pr[w | θ] ∝ θ, v w . A later model (Mnih and Hinton, 2007) (adapted to sentiment analysis in Maas et al. (2011) ) can be described as a loglinear analog of LDA: Pr[w | θ] ∝ exp( θ, v w ).
The recent word2vec models of Mikolov et al. (2013b; c) are discriminative rather than generative: the probability of a word depends upon the neighboring words. For example their CBOW model posits that the probability of a word as a function of the previous 5 words is:
where w i is the i-th word in the corpus and v wi is its word vector. This "energy based" model is trained by maximizing the difference of the log likelihood of actual text and the log likelihood of random (meaningless) text sequences. A priori, a method that tries to recover word meanings after taking the logarithm (or square root for that matter) of word coccurrences just feels wrong. To give an example, the word bat has 5 major meanings, which occur with varying frequencies in a corpus. Hence the conditional distribution of other words in the neighborhood of bat should be a mixture of 5 distributions, and mixtures are, of course, linear. Thus a linear approach such as LDA feels more correct for recovering the meanings, though as mentioned, the loglinear approaches nevertheless produce linear structure. Similar linear structure appears in a flurry of other work that also uses the logarithm: noise-contrastive estimation (Mnih and Kavukcuoglu, 2013) , a specific weighted least squares model that trains on the logarithm of word-word cooccurrence counts (Pennington et al., 2014) , and large-dimensional embeddings that explicitly encode cooccurrence statistics (Levy and Goldberg, 2014) .
Some papers (Levy and Goldberg, 2014) and (Pennington et al., 2014) try to provide some intuitive justification for linear algebraic structure but these explanations are incomplete. Pennington et al. argue that their model is the only one that is a homomorphism and yields linear structure, but it is unclear why the model has to be a homomorphism. Levy and Goldberg's explanation feels correct, but only for explicit (high dimensional) vectors. Neither paper can explain why their explanation applies to low-dimensional vectors. A priori, dimension reduction could introduce a lot of error. (This is reminiscent of the old problem of theoretically explaining the efficacy of truncated SVD in older VSM methods.) The generic reasoning that fitting less parameters (a simpler model) leads to better generalization most certainly does not hold heresince the training is done on the word-word co-occurence statistics, and the testing on the analogies. This mystery is explained in Section 4.
Generative model and its properties
We think of corpus generation as a sequential process, where the t-th word is produced at time t. The process is driven by the random walk of a discourse vector c t ∈ d . Its coordinates represent what is being talked about, e.g., a coordinate could correspond to gender, with the sign indicating male/female. Each word has a (time-invariant) latent vector v w ∈ d that captures its correlations with topics; in the coordinate corresponding to gender, v king could have a positive value and v queen a negative value. When the discourse vector has a positive value of the gender coordinate, it should be more likely to produce words like king, man, and when it has negative value, favor words like queen, woman. We model this bias with a log-linear word production model (equivalently, product-of-experts):
The random walk or drift of the discourse vector will be slow, so that nearby words are generated under similar discourses. We are interested in cooccurrence probabilities of words near each other, so actually occasional big jumps in the random walk are allowed because they have negligible effect on these probabilities.
A similar loglinear model appears in Mnih and Hinton (2007) but without the random walk. The linear chain CRF (Lafferty et al. (2001) ) is more general. The dynamic topic model of (Blei and Lafferty, 2006) utilizes topic drift but with a linear word production model. The most novel element over past approaches is that instead of empirically doing max-likelihood fit to data (which seems difficult, and wouldn't yield the interpretabilty and unification we seek), we'll do something closer to method of moments. Assuming a prior on the random walk we analytically compute a simple closed form expression that approximately connects the model parameters to the observables (see Theorem 1); this is reminiscent of analysis of similar random walk models in finance (Black and Scholes, 1973) . It leads to a training method for the model, and makes it nicely interpretable.
Model details. Let n denote the number of words, d denote the ambient dimension of the discourse space, where d = Ω(log 2 n) and d = O( √ n). Inspecting (3.1) suggests word vectors need to have varying lengths, to fit the empirical finding that word probabilities satisfy a power law. We assume that word vectors are i.i.d generated by v = s ·v, wherev is from the spherical Gaussian distribution, and s is a random scalar with expectation and standard deviation less than √ d and absolute bound of κ √ d for constant κ. (Dynamic range of word probabilities will roughly equal exp(κ 2 ), so think of κ as constant like 5.) We assume that each coordinate of the hidden discourse vectors {c t } lies in [− Theorem 1. There is a constant Z > 0 such that with high probability over the choice of word vectors, for any two different words w and w log p(w, w ) = 1 2d
Jointly these imply:
Remarks.
(1) Since the word vectors have 2 norm of the order of √ d, for two typical word vectors v w , v w , v w + v w 2 is of the order of Θ(d). Therefore the noise level o(1) is dominated by the leading term
, which is what we are going to fit. For PMI however, the noise level could be comparable to the leading term, and empirically we also find higher error here. We later explain why this error doesn't cause problems in analogy solving in Section 4. (2) Variants of (3.2) were hypothesized and empirically supported also in (Globerson et al., 2007) and (Maron et al., 2010) .
Isotropy and its consequences. The set of word vectors is said to be isotropic if the matrix Σ = w v w v T w is (close to) a scaling of the identity matrix I. Our model's prior implies that the set of word vectors is isotropic, which is useful for our theory that explains the error-resilience phenomenon of the dimensionreduced word vectors in Section 4. We actually require milder isotropic condition (see the first condition of Theorem 3) and in Section 5 we report that the empirical word vectors discovered using our model are indeed mildly isotropic.
Proof Sketch of Main Theorem
We briefly sketch the proof of Theorem 1, and defer the full proof to Section A in the supplementary material.
To derive the expression (3.2) for p(w, w ), we start by marginalizing out the contexts c, c :
Where Z c = w exp( v w , c ) is the partition function. This integral would normally be difficult, because of the appearance of the partition functions. However, we can prove:
Theorem 2. There exists Z such that with high probability (1 − 4 exp(−d 0.2 )) over the choice of v w 's and c,
(
. This is only a proof sketch, so suppose the context drifts extremely slowly: with probability extremely close to 1, context c is equal to c. Then, we simplify the expression above by just setting c = c :
(Note that the above can and is made completely formal in Section A of the supplementary material.) Since we assume C is a product distribution under which c has expected norm 1, by Taylor expanding we can show
, which gives us the result we want. In an analogous way, we can prove that log occurrence probability of word w is proportional to w 2 up to an o(1) shift. Finally, we sketch the proof of Theorem 2. We use the fact that word vectors have evenly spread directions, being scaled Gaussian vectors, to show that Z c is close to its mean. The means of the Z c 's are also close to each other because they mainly depend on the norms of c's, which are fairly concentrated around 1. Note this is all non-trivial: the random variable exp( v w , c ) is not subgaussian nor bounded, since the scaling of w and c is such that v w , c is Θ(1), and therefore exp( v w , c ) is in the non-linear regime. In fact, the same concentration phenomenon doesn't happen for w. The occurrence probability of word w is not necessarily concentrated because the 2 norm of v w can vary a lot in our model. (This allows the words to have a large dynamic range.) We note finally that the concentration bounds crucially use the fact that d is suffuciently small (O( √ n)), so the low-dimensionality assumption is necessary for our main result.
Training objective and relationship to past methods
We sketch the training objectives suggested by Theorem 1, specifically (3.2) and (3.4), and how they "explain" several past methods, and why these methods yield similar vectors. Let L be the corpus size, and X w,w the number of times words w, w cooccur within a context of size 5 in the corpus. Our model implies (up to a very close approximation) that the distribution of pairs w, w in the corpus follows a multinomial Mul(L, p w,w ) distributon where p w,w ∝ v w + v w 2 2 . A simple calculation (see Section B of the supplementary) shows that maximum likelihood values for the word vectors correspond to (where
This is very close to the matrix factorization objective used by Pennington et al. (2014) , which has a couple of additional bias terms, and a slightly more complicated weighting (apparently derived by trial and error; our experiments also show slight changes of weighting are OK). In the context of classical VSM methods, this can be seen as an SVD-like objective with a weighting term X w,w , and matrix entries log(X w,w ) − C, where C is a scalar. Such Weighted SVD is NP-hard, but solvable in our setting via gradient descent.
A similar objective PMI can be obtained from (3.4); it corresponds to weighted SVD with matrix entries PMI(w, w ); this is very analogous to classical VSM methods and was recently also suggested for analogy solving (Levy and Goldberg, 2014). We do not know if the precise weighting X w,w was explored before.
Neural and Energy Based models. Suppose text is being generated from our model, and the last five words observed were w t , w t+1 , . . . , w t+4 . Under a slightly simplified version of our model, where the discourse vector c t didn't change in these 5 steps, the Max A Posteriori (MAP) estimate for it is c t = 4 j=0 wt+j 4 j=0 wt+j (details in Section C of the supplementary material), whence the estimate of the probability of the next word w t+5 agrees with the discriminative word2vec(CBOW) model (2.1).
Linear algebra, analogies and error-resilience
The mystery about analogy solving is that a linear algebraic expression suffices: to solve "a:b::c:??" recent methods use (possibly normalized to make v d = 1):
(4.1)
A plausible explanation exists if the word vectors were very high-dimensional (Levy and Goldberg (2014)) which needs v w , v w = PMI(w, w ). They observe further that low dimensional embeddings satisfy v w , v w ≈ PMI(w, w ), which is now explained by our Theorem 1. But the approximation error is large (both in theory and practice), say 15%. So it is a mystery why this doesn't kill Levy-Goldberg's explanation, since (4.1) involves 6 inner products, and the difference between the best and next-best answer is small. Even more mysterious, for many analogies the 300-dimensional vectors work better than Levy-Goldberg's 10 5 -dimensional vector.
We explain this mystery using our theory, drawing upon the insight of (Levy and Goldberg (2014)). First, note that analogies are a way to test understanding of semantic relations. The analogy "man:woman::king:??" tests knowledge of the relation "masculine-feminine". meta claim 1: If R is a "reasonable" relation (in the sense of satisfying (4.2) below) then there is a vector µ R such that for every pair of words a, b in that relation, v a − v b = µ R + noise vector, where the noise vector is small.
(We called it a claim and not a theorem because both "reasonable" and "small " are imprecise.) An immediate consequence of the meta claim is also the effectiveness of the linear algebraic query (4.1) for the analogy test: for question a : b :: c :?, the correct answer d should exhibit the property that
Below, we theoretically justify Meta Claim 1. In Section 5 we present empirical verification, and also show how to use this claim to improve analogy tasks.
We start by positing/observing that for such a pair a, b their cooccurrences with most other words χ fit some pattern that depends only on R. Concretely, for the relation "masculine-feminine"and four pairs of words that belong to it, (king,queen), (waiter,waitress), (actor, actress), (man,woman), we observe that for most of words χ,
Indeed, the ratios will be ≈ 1 for gender-neutral words χ, e.g., walks or food, but be > 1 when χ is, say, he, henry and be < 1 when χ is, say, dress, she, Elizabeth. This suggests the ratio p(χ|a) p(χ|b) is largely determined by the relation R and χ, but not by the particular choice of (a, b) ∈ R.
Mathematically, there exists function ν R (·) depending only upon R such that for any a, b there is a noise function ξ a,b,R (·) for which:
For individual χ the approximation might be coarse, so the multiplicative noise may be large. Taking logarithms gives
Observe that Theorem 1 implies that the LHS of the equation above can be simplified to log
where captures the small approximation errors induced by the inexactness of Theorem 1. This adds yet more noise! Denoting by V the n × d matrix whose rows are the v χ vectors, we rewrite (4.3) in matrix form as:
where log(ν R ) in the entry-wise log of vector ν R and ζ a,b,R = d(ζ a,b,R − a,b,R ) is the noise. Note that matrix V can be assumed to have full column rank (and under our generative model as well as experimentally it is even isotropic). Let V † to be the pseudo-inverse of V . Multiplying by V † from the left we obtain, for any
where
,R corresponds to the transformed noise. Now we show the transformed noise gets greatly reduced under mild conditions.
In essence, (4.4) is an instance of linear regression with n d and we hope to recover v a − v b . We can think of ζ a,b,R as noise-like and fixed, whereas V (the design matrix in the regression) is the matrix of word vectors, which we will assume satisfies a mild isotropy condition. Such a regression should be expected to "denoise" effectively, and indeed it does by the following theorem, once we notice ζ a,b,R scales like √ n, so
n → 0 as n → ∞. Moreover, the mild isotropic condition assumed in Theorem 3 below indeed empirically holds with constant c 1 ≈ 1/3, as shown in Section 5. See Section D for a full proof and more discussion.
Theorem 3. Let the word vector matrix V satisfy the following properties:
• V is mildly isotropic: the smallest non-zero singular values of V is larger than constant c 1 times the quadratic mean of the singular values, that is,
• The left singular vectors behave like random vectors with respect to ζ a,b,R -i.e., have inner product at most c 2 ζ a,b,R / √ n for some constant c 2 .
Then, the noise in the dimension-reduced semantic vector space satisfies ζ a,b,R ζ a,b,R √ d n .
Empirical verification of model
Finally, we provide experiments empirically supporting our generative model (complete experiment details can be found in Section E in the supplementary). To train our vectors, the English Wikipedia data 2 is preprocessed by standard approach, which results in about 3 billion tokens. Words that appear less than 1000 times in the corpus are ignored, resulting in a vocabulary of 68, 430. The cooccurrence is then computed using GloVe's code, on which our SN objective (3.6) are optimized by AdaGrad (Duchi et al., 2011) .
Model verification. We test two key elements in our model: 1) the isotropy property, and 2) the partition function Z c is roughly the same for different c. For isotropy, the quadratic mean of the singular values of word vectors trained from SN objective is 34.3 while the minimum non-zero singular value is 11, therefore the ratio between them is a constant close to 1. For Z c , we approximately verified the concentration by computing Z c = w exp(c w ) for random vectors c. Figure 6 shows the histogram for 1000 random c -it again demonstrates the values are mostly in a range [0.8, 1.2] times the mean.
Verification of theory of Section 4 and applications. We perform the following experiment: take v a − v b for word pairs a, b in some relation, and calculate the top singular vectors, and compute the cosine similarity of individual v a − v b vectors to the singular vectors. Figure 2 shows a normal distribution fitted to the histogram of the similarities for pairs in the relation city-in-state from the testbed GOOGLE 3 . (The y axis indicates the percentage of points with a given inner product-x-axis). Clearly, most v a − v b are very close to the first singular vector, while their similarities to the second singular vectors are centered around 0, indicating that these components look like random noise, in line with Meta Claim 1.
This then suggests a better (cheating) way to solve the analogy task with a batched algorithm. The testbed has many questions for the same relation, e.g., city-in-state. Instead of solving them one by one, one can take v a − v b for a few pairs a, b, then estimate the relation direction µ R as above and substitute that for v a − v b in (4.1). We call this relation direction (RD) method. Figure 3 shows that its performance on GOOGLE when different number of pairs are used. Using 5 pairs already leads to 90.41% accuracy on semantic tasks, 66.43% on syntactic ones, and 76.90% overall. For comparison, Table 1 shows the performance of different methods on three testbeds. The vectors trained by our objective (SN) achieve comparable performance to others, especially on semantic tasks. The relation direction method using our vectors achieves the best: using 10 pairs of words it beats the second best by significant margins (> 8%) on all testbeds.
Leveraging such linear algebraic insights from our model may reduce the data requirement for NLP tasks. This also has implications for future design of testbeds: if more than 5 questions for the same analogy relation is given, then it can be solved much better by the relation direction method.
Conclusions
Though simple ("few knobs to turn"), our loglinear generative model fits surprisingly well with the word pair cooccurrence data. The SN objective has average (weighted) termwise error of 5%, and the PMI objective has 17%. The model and its analysis begin to unify diverse past work on word embeddings, including disparate-looking ones such as VSMs and neural nets. It provides intuitive explanations for the success of analogy solvers, and begins to provide new linear algebraic insight into word meanings. The model is tailored to capturing semantic similarity, more akin to a loglinear dynamic topic model. In particular, word order in a sentence is unimportant. Designing similar generative models (with provable and interpretable properties) with linguistic features is left for future work.
Finally, we cannot resist returning to a philosophical question raised in Section 2: why logarithm? A priori, taking logs of word cooccurrences seems to interfere with capturing meaning. We think that taking log helps-as it does for the human brain for understanding sounds, visual signals, etc.-because meaning has high dynamic range. The frequent meaning of a word may be 1000 times more common than an infrequent meaning. Taking logs seems to lead to representations where the dominant meaning does not swamp out the infrequent one. This can be explained to some extent in our theoretical model, but a more direct experiment is more illuminating: we took pairs of unrelated words w, w , where w is 100's of times more common in the corpus than w . Then we declared these to be a new word w new , and trained a new vector for it using our method (while dropping the vectors for v w , v w and keeping all other word vectors unchanged). This new vector turns out to be something like 0.7v w + 0.2v w + noise: in other words, the infrequent meaning w has a significant component.
One wonders if such representation of meaning will have relevance to neuroscience-there is evidence that human and primate brains store frequencies internally on a logarithmic scale (Buzsáki and Mizuseki, 2014) .
A Proofs of Theorem 1 and 2
In this section we prove Theorem 1 and 2 (restated below) . Theorem 1. Assume that the hidden contexts are at stationary distribution, with high probability over the choice of v w 's, we have that for any two different words w and w log p(w, w ) = 1 2d
for some fixed constant Z. Moreover,
Theorem 2. There exists Z such that for any context c with | c − 1| ≤ d −0.4 , with high probability (1 − 2e −2n 0.4 )) over the choice of v w 's,
We first prove Theorem 1 using Theorem 2, and Theorem 2 will be proved in Section A.1. For the intuition of the proof, please see Section 3 of the main paper.
Proof of Theorem 1. Let c be the hidden context that determines the probability of word w, and c be the next one that determines w . We use p(c |c) to denote the Markov kernel (transition matrix) of the Markov chain. Let C be the stationary distribution of context vector c. We marginalize over the contexts c, c and then use the independence of w, w conditioned on c, c ,
We first get rid of the partition function Z c using Theorem 2, which says that there exists Z such that, with probability 1
where z = o(1). Let F be the event that both c and c satisfy (A.4)and F be its negation, and let 1 F be the indicator function for the event F. Therefore we have Pr[F] ≥ 1 − 4 exp(−d 0.8 ). We first decompose the integral (A.3) into the two parts according to whether event F happens,
We bound the first quantity on RHS by using (A.4) and the definition of F.
c,c .6) and for the second one we use the fact that Z c ≥ n and exp( v w , c ) ≤ exp(2κ √ d) (by assumption v w ≤ κ √ d and c ≤ 2), and conclude c,c
For the last inequality we use Pr[F] ≤ 4 exp(−d 0.2 ). Combining (A.5), (A.6) and (A.7), we obtain
. This is because Z ≤ exp(2κ)n and d = ω(log 2 n), and κ is a constant.
On the other hand, we can lowerbound similarly
Taking logarithm, the multiplicative error translates to a additive error log p(w, w ) = log c,c
For the purpose of exploiting the fact that c, c should be close to each other, we further rewrite log p(w, w ) by re-organizing the integrals,
where the inner integral which is denoted by A(c, c ),
Note that by Lemma 4, we have that for any w ∈ W , v w ∞ ≤ 4κ log n. Therefore we have that v w , c − c ≤ v w ∞ c − c 1 ≤ 4κ log n c − c 1 .
Then we can bound A(c, c ) by
[exp(4κ|c − c| 1 log n)]
For the lower bound of A(c, c ), we first observe that
Therefore it follows model assumption that
Therefore,
[exp(−4κ c − c log n)]
Therefore, we obtain that A(c, c ) = (1 ± 2 ) exp( v w , c ). Plugging the estimation of A(c, c ) into the equation A.8, we obtain that log p(w, w ) = log
Now it suffices to compute Ec∼C[exp( v w + v w , c )]. Let t = v w + v w . By our assumption, C is a product distribution across the coordinates. Therefore we can write
Using lemma 5 for t i c i ≤ 1( we used the fact that t i ≤ 8κ log n for all
(see Lemma 4); In our setting κ is a constant, d = ω((log n)
2 )), we can estimate Ec i exp(t i c i ) by
Using the fact that x −
Putting altogether, we have that Lemma 4. With high probability over the choice of v w 's, we have that for any w ∈ W and any i, (v w ) i ≤ 4κ log n, and for any pair of words w, w ,
Proof. Recall that we assume v w are generated independently as v w = s w ·v w where s w ≤ κ √ d for some constant κ andv w is from a spherical Gaussian distribution (each coordinate is i.i. d N (0, 1/d) ).
Let's do each of the claims separately. For a standard Gaussian distribution, we know that
Union bounding, we have that with probability 1 − dne
2 log 2 n = 1 − o(1) (recall that d < n 0.5 ), for all words w, for every coordinate i, (v w ) i ≤ 4κ log n.
The second claim is not much more difficult. For standard Gaussian distribution, we know that
Taking a union bound, we have: with probability 1 − dne
2κ 2 (note in our setting dne 
which easily implies the claim we want.
Lemma 5. If a real random variable X is symmetric and
Proof. By the moment generating function of X, we have
Therefore by the assumption that X is symmetric and
On the other hand, using the fact that |X| <
where the last inequality is because we choose t < √ d/10:
In this section, we prove Theorem 2. We basically first prove that for the means of Z c are all (1 + o(1))-close to each other, and then prove that Z c is concentrated around its mean. It turns out the concentration part is non trivial because the random variable of concern, exp( v w , c ) is not well-behaved in terms of the tail. Note that exp( v w , c ) is NOT sub-gaussian for any variance proxy. This essentially disallows us to use an existing concentration inequality directly. We get around this issue by considering the truncated version of exp( v w , c ), which is bounded, and have similar tail properties as the original one, in the regime that we are concerning.
Proof of Theorem 2. Recall that by definition
We fix context c and view v w as random variables throughout this proof. For convenience, we denote the norm of c by = c . Recall that v w is composed of v w = s w ·v w , where s w is the scaling andv w is from spherical Gaussian with covariance 1 d I d×d and thus almost a unit vector. Just as a warm-up, we lowerbound the mean of Z c as follows:
On the other hand, to upperbound the mean of Z c , we condition on the scaling s w ,
Note that conditioned on s w , we have that v w ,ṽ c is a Gaussian random variable with variance
It follows that
We calculate the variance of Z c as follows:
By a very similar calculation as above, using the fact that v w , c is a Gaussian random variable with variance
Therefore, we have that
For Λ = exp(8κ 2 ) being a constant. Therefore, the standard deviation of Z c is √ Λn is much less than n. Also note that E[Z c ] ≥ n, therefore we should expect with good probability over the choice of v w 's, we have that Z c is within (1)). However, observe that exp( v w , c ) is not sub-Gaussian or bounded. This disallows us to apply the usual concentration inequalities. The rest of the proof deals with this issue in a slightly more specialized manner.
Let's define F w be the event that exp( v w , c ) < d 0.2 . Observe that F is a very high probability event with Pr[
. Let random variable X w have the same distribution as exp( v w , c )| Fw . We prove concentration inequality for Z c = w X w . Observe that mean of Z c is lowerbounded
and the variance is upperbounded by
where the second line uses the fact that
Moreover, by definition, for any w, |X w | ≤ d 0.2 . Therefore by Bernstein's inequality, we have that
0.4
By the fact that E[Z c ] ≥ n, we have that for = n −0.3 ≤ d −0.6 (we use the fact that d < n 0.5 )
Let F = ∩ w F w be the union of all F w . We have that by definition, Z c have the same distribution as Z c | F . Therefore, we have that
and therefore
Finally we show that E[Z c ] are close to each other as well. We take c that satisfies that c = 1 ± d 
Similarly we can prove that
, we have the desired result.
Proposition 6. When c ∼ C is at stationary distribution of the random walk, we have that
Proof. By assumption, each coordinate of c is independent with E[c
, so the Proposition 6 follows from standard Chernoff bound.
B Maximum likelihood estimator for cooccurrence
In this section, we present a simple calculation to provide justification for the weighting in our training objective. Let L = |T | to be the corpus size, and W be the set of all words. We assume that the cooccurrence counts X w,w for word pairs are generated according to a multinomial distribution Mul(m, p(w, w ) w,w ∈W ). Denoting {X w,w } the set of random variables corresponding to cooccurence counts for all of the word pairs (w, w ) and {p w,w } the set of corresponding probabilities, we show that log Pr[{X w,w }|{p(w, w )}] is of the form:
log Pr[{X w,w }|{p(w,
where C is a constant that depends on the data but not {p w,w }, and the approximation ignores the lower order terms obtained from the Taylor expansion. More, precisely:
Theorem 7. Suppose the random variables {X w,w } are generated from Mul(m, p(w, w ) w,w ∈W ). Then:
where x w,w = log(Lp(w, w )), and C only depends on X but not p, and (a, b) is an arbitrary pair such that X a,b = 0. Typically, the terms inside the big-oh are much smaller than
2L
w,w X w,w (x w,w − log X w,w ) 2 .
Proof. For any pair (a, b) such that X a,b = 0, it holds that:
where C 1 is the number of documents of size L such that co-occurence count of each w, w is X w,w . Substituting x w,w = log[Lp(w, w )], we have:
The last term can be expanded as follows:
Putting this into B.1, we get log Pr [{X w,w 
In this section, we show that for a simplified version of our model, one can justify setting the "discourse" of a small window of words to be the average of these words. Formally:
Lemma 8. Assume a simplified version of our model, where a small window of k words (W 1 , W 2 , . . . , W k ) is generated as follows: sample c ∼ C, where C is a uniformly random unit vector, then sample
. Furthermore, assume Z c = Z, ∀c. Then, the MAP estimate of c given (w 1 , w 2 , . . . , w k ), i.e. 
D Dimension reduction and error-resilience
In this section, we present a formal statement and proof of the meta claim 2 in Section 4. Recall that we have words a, b in a relation R. Given a word χ we define ζ a,b,R (χ) as the noise between the log of the co-occurrence ratio and the log of relation functions: log Theorem 9 (Noise reduction). Let V = P ΣQ T be the singular value decomposition of V , where P = [P 1 , . . . , P d ] are the left singular vectors of V and (σ 1 , σ 2 , . . . , σ d ) are the non-zero singular values of V . We assume that V satisfies:
• The noise vector ζ a,b,R is uncorrelated with the left singular vectors -
Moreover, we assume that the rows of the V (the word vectors) have norm at most O( √ d). Then the noise in the dimension-reduced semantic vector space satisfies ζ a,b,R ζ a,b,R vocabulary of 68, 430. The cooccurrence is then computed by using GloVe's code 6 , using a window size of 10. GloVe and our methods are then trained on this cooccurrence, using AdaGrad for the optimization with initial learning rate of 0.05 and 100 iterations.
Analogy task evaluation method The constructed vectors are evaluated on two standard testbeds for word analogy tasks (GOOGLE 7 , MSR 8 ) and also on a more challenging testbed we collected. The word analogy task consists of questions like, "a:b::c:??." The algorithm should return a list of candidates. The GOOGLE and MSR questions are answered correctly only if the correct missing term is ranked top 1. We also set up our own testbed with more difficult questions -they are answered correctly if the missing term is among the top 10. The GOOGLE testbed contains 19, 544 such questions, including a semantic subset (7874 questions divided into 5 types) and a syntactic subset (10167 questions divided into 9 types). A typical semantic question is "man:woman::king:??" and a syntactic one is "run:runs::walk :??." The MSR includes 8000 syntactic questions for adjectives, nouns and verbs. Our testbed includes 180 semantic questions collected from English courses, such as "lettuce:vegetable::apples:??." This testbed will be released with the public version of the paper.
Our vocabulary covers about 92% of the GOOGLE questions, 63% of MSR, and 92% of our testbed. To solve these tasks, we use linear algebraic query, i.e., rank d according to
We then compare our performance with word2vec 9 and GloVe, trained with the following commands:
./word2vec -train $CORPUS -output $OUTPUT -cbow 0 -size 300 -window 10 -threads 40 -binary 1 -min-count 1000 ./word2vec -train $CORPUS -output $OUTPUT -cbow 1 -size 300 -window 10 -threads 40 -binary 1 -min-count 1000 ./glove -save-file $SAVE_FILE -threads 8 -input-file $COOCCURRENCE_SHUF_FILE -x-max 100 -iter 100 -vector-size 300 -binary 2 -vocab-file $VOCAB_FILE -verbose 2 -model 0
Note that for word2vec, we trained two sets of vectors by the skip-gram model and the continuous bag-of-words model, which are denoted as word2vec.skip and word2vec.CBOW.
E.1 Performance
The performance of different methods is presented in Table 1 . Our vectors trained by the SN objective achieve performance comparable to the others. On semantic tasks, it achieves similar performance as GloVe, while word2vec has similar accuracy on our testbed but 3% lower on GOOGLE. On syntactic tasks, our vector achieve accuracy 3% lower than GloVe, while word2vec typically outperforms the others. This is consistent with our model since it is built explicitly for modeling semantic meanings. Some specific features of the syntactic relations are not reflected, e.g., a word she can affect the context by a lot and can determine if the next word is thinks rather than think. The "cheating" method RD using 10 word pairs in the same relation to estimate a direction achieves significant better result than the others on all testbeds. Its accuracy is higher than the second best by about 5% to 15%. Note that we call it a "cheating" method since it is only applicable when several questions about the same relation come in a batch.
Perhaps the main mystery we mention in Section 4 in the main body stems from the two seemingly contradictory facts that there is high entry-wise error in the optimization, and that the best score only have a small margin over the second best. The first can be observed in the training error: our SN objective has average (weighted) termwise error of 5%. For the second fact, we present in Figure 5 a scatter plot of the best and second best scores for the questions in GOOGLE when solved by our method SN. It can be seen that for a significant portion of the questions, the two scores are close to each other. Figure 5: The scatter plot showing the small gap between the best score and the second best score for all questions in the testbed GOOGLE. The x-axis is the best score, the y-axis is the second best score, and a "+" mark in the plot corresponds to the scores of the answer for an analogy question. The red line is x = y. 
E.2 Model verification
We also run experiments to test some assumptions in our model. The results agree with our model and analysis, providing positive support for the validity of our assumptions. More precisely, we test two key elements in our model: the isotropy property and the partition function Z c being roughly the same for different c.
Isotropy The quadratic mean of the singular values of word vectors trained from SN objective is 34.3 while the minimum non-zero singular value is 11.
The partition function Z c Not knowing the vectors for the discourses, we approximately verified this by computing Z c = w exp(c w ) for a vector c with a uniformly random direction, and norm s.t. c ·µ w = 5, where µ w is the average norm of the word vectors. (The norm is chosen so it gives a reasonable predicted dynamic range according to our theory, given that the dimensionality of our vectors is 300; see Theorem 1.) Figure 6 shows the histogram for 1000 such randomly chosen c's. For all methods, the values are concentrated, mostly in the range [0.8, 1.2] times the mean.
