AND/OR Graph and Search Algorithm for Discovering Composite Web Services by LIANG, Qianhui (Althea) & SU, Stanley Y. W.
Singapore Management University
Institutional Knowledge at Singapore Management University
Research Collection School Of Information Systems School of Information Systems
10-2005
AND/OR Graph and Search Algorithm for
Discovering Composite Web Services
Qianhui (Althea) LIANG
Singapore Management University, althealiang@smu.edu.sg
Stanley Y. W. SU
University of Florida
DOI: https://doi.org/10.4018/jwsr.2005100103
Follow this and additional works at: https://ink.library.smu.edu.sg/sis_research
Part of the Software Engineering Commons
This Journal Article is brought to you for free and open access by the School of Information Systems at Institutional Knowledge at Singapore
Management University. It has been accepted for inclusion in Research Collection School Of Information Systems by an authorized administrator of
Institutional Knowledge at Singapore Management University. For more information, please email libIR@smu.edu.sg.
Citation
LIANG, Qianhui (Althea) and SU, Stanley Y. W.. AND/OR Graph and Search Algorithm for Discovering Composite Web Services.
(2005). International Journal of Web Services Research. 2, (4), 48-67. Research Collection School Of Information Systems.
Available at: https://ink.library.smu.edu.sg/sis_research/217
   International Journal of Web Services Research, 2(4), 46-64, October-December 2005
Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.
AND/OR Graph and Search
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Composite Web Services
Qianhui Althea Lang, Singapore Management University, Singapore
Stanley Y.W. Su, University of Florida, USA
ABSTRACT
This paper presents a formalization of the Web Service composition problem as a search problem
in an AND/OR graph, and a search algorithm for searching the graph to identify composite
service(s) that satisfies a Web Service request. Given a service request that only can be satisfied
by a composition of Web Services, we identify the service categories that are relevant to the
request and dynamically construct an AND/OR graph to capture the input/output dependencies
among the Web Services of these service categories. The graph is modified, based on the
information provided in a service request. The search algorithm then is used to search the
modified AND/OR graph for a minimal and complete composite service template that satisfies
the service request. The algorithm can be applied repeatedly to the graph to search for
alternative templates until the result is approved by the service requester. We have evaluated
the algorithm both analytically and experimentally, and the experiment results are presented.
Keywords: AND/OR graph search algorithm; service discovery; Web Service composition
INTRODUCTION
Web Services Technology allows hetero-
geneous software and application systems to
interoperate and enables organizations to share
data, software, and hardware resources over
the Internet. The functionalities of heteroge-
neous software and application systems can
be published uniformly as Web Services and
registered with a service registry. Standard pro-
tocols are provided to Internet users to find
and invoke registered services.
Registered Web Services will have lim-
ited use, unless they can be combined auto-
matically or semi-automatically to form compos-
ite services that meet more complex service
needs of users. With the rapid increase in the
number of Web Services supporting e-business
solutions, the demand for sharing and integrat-
ing these Web-based autonomous, heteroge-
neous services in an automatic or semi-auto-
matic way becomes even greater.
A composite service is a Web Service
that is composed of a structure of some regis-
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tered simple and/or composite services. The
function of a composite service is an integra-
tion of the functions of its component ser-
vices. Service composition refers to the con-
struction of new composite services from reg-
istered services.
The existing Web Services model allows
the creation, registration, and discovery of dis-
tributed Web Services. In this model, service
providers and their services are registered with
a public service registry (UDDI) (Bellwood,
2002). The public interfaces and binding infor-
mation about the registered services are de-
fined clearly and described in a standard ser-
vice description language — the Web Service
Description Language (WSDL) (WSDL, 2001).
By querying the service registry and accessing
the description document of a registered ser-
vice, a service requestor is able to find out what
the service does and how it can be accessed.
The service thus can be invoked remotely
through a lightweight messaging protocol —
the Simple Object Access Protocol (SOAP)
(Gudgin, 2003).
The discovery aspect of UDDI in the cur-
rent Web Services model is restricted to the
discovery of simple services; UDDI implemen-
tations of the current model cannot automati-
cally discover or dynamically compose com-
posite services. Related research focuses on
two different aspects of service composition:
constructing and binding. Research on con-
structing (composite service models) focuses
on dynamically building the flow structures of
service models, while research on binding
(Zeng, 2003), focuses on selecting good-qual-
ity service providers and instantiating the mod-
els. This paper addresses the issue of con-
structing or composing the service models.
Reported work on constructing compos-
ite Web Services can be categorized as manual
composition, automatic composition, and semi-
automatic composition. In manual composition,
a composite service is modeled manually by a
structure of sub-services using a service flow
language such as the Web Services Flow Lan-
guage (WSFL, 2001) or the Business Process
Execution Language (Andrews, 2003). The
structure defines an e-business process model,
and an invocation of the composite service is
treated as an instance of the process model.
Examples of this approach can be found in
eFlow (Casati, 2000a, 2000b) of HP, the scenario-
based service composition of the NTT Lab in
Tokyo (Kiwata, 2001), the pattern-based pro-
cess modeling introduced by Tut et al. (2002),
constraint-driven composition by Aggarwal
(2004) and WSOM (2002), and TSSuite
(Fontoura, 2003) of IBM.
In automatic composition, a discovery
agent generates a structure of service opera-
tions of some registered services, based on the
information provided in a service request. The
discovered composite service then can be in-
voked by the requestor and can be registered
as a Web Service with the service registry for
future use. Recently, several efforts were made
to automate the service composition process.
Some use rule systems to deduce a requested
composite service from the available services
(Ponnekanti, 2002; Thakkar, 2003). Some try to
solve this problem by agent planning (McIlraith,
2002; Srivastava, 2003; Wu, 2003) and reason-
ing (Berardi, 2002; Wu, 2003). Others take on-
tology-based approaches (Arpina, 2004).
Both manual and existing fully automated
approaches have some problems. Manual ap-
proaches involve a lot of human effort, which
is not desirable. Fully automated approaches
usually make some unrealistic assumptions. For
example, rule-system-based approaches assume
that the requestor knows the exact input and
output interface of a desired composite service.
Planning and reasoning approaches, on the
other hand, assume that the requestor knows
all the operations that constitute the desired
composite service. Besides, the existing fully
automated approaches use all registered ser-
vices as the search domain for a composite ser-
vice instead of restricting the search to those
services that are relevant. These problems have
motivated our research on a semi-automatic
approach to service composition.
In our approach, an Intelligent Registry
provides a GUI, which requestors use to de-
scribe in their own terms the service they look
for. The terms are analyzed and then mapped to
a number of service categories in the UNSPSC’s
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(2003) service taxonomy. The search for a com-
posite service is performed within these ser-
vice categories, which are considered relevant
to the specific request, instead of overall cat-
egories of registered services. Based on the
services registered under the service catego-
ries, the Intelligent Registry dynamically con-
structs a service dependency graph (to be de-
scribed in the second section.) The service de-
pendency graph is formally represented as an
AND/OR graph (Nilsson, 1980), and an AND/
OR graph search algorithm then is applied to
find a composite service template (to be de-
fined in the third section) that satisfies the re-
quest. The identified template is presented to
the requestor for evaluation. If the requestor is
not satisfied, the algorithm will continue to find
other templates. After a template is selected,
the system then attempts to bind the template’s
service operations to registered services. If the
binding is successful, the bound template is
used to generate a specification document in
the Web Services Flow Language (WSFL). The
document can be used by a WSFL execution
engine (Liang, 2004b; Su, 2003) in order to in-
voke its component services as an invocation
command is received.
In the semi-automatic approach previ-
ously described, the requestor is involved in
an interactive manner throughout the entire
process of discovery, evaluation, and selection
of the alternative composite services. Thus, an
appropriate composite service can be found. In
our previous publications (Liang, 2004b; Su,
2003), we have presented in detail the semi-
automatic approach to service composition  and
introduced a general framework for composite
Web Services discovery, description, and in-
vocation. In this follow-up work, we present a
formalization of the Web Service composition
problem. We formalize the representation of the
service dependency graph as an AND/OR graph
and develop an AND/OR search algorithm for
finding a complete and minimal composite ser-
vice template in an interactive and iterative
manner. The formalization and the search algo-
rithm constitute the automatic process within
the semi-automatic procedure for finding a com-
posite service(s) that satisfies a service request.
The performance of the search algorithm is
studied both analytically and experimentally.
In the second section of this paper, we shall
describe the service dependency graph (SDG)
that captures the Web Services dependencies
and the input and output relationships of reg-
istered Web Service operations. We then will
show in the third section how a service depen-
dency graph is formally represented as an AND/
OR graph. In the fourth section of the paper, we
present the AND/OR search algorithm used to
construct composite service templates. The
fifth section describes the experiments per-
formed on the search algorithm and gives the
analytical and experimental results. The sixth
section concludes the paper.
WEB SERVICES
DEPENDENCIES
AND SERVICE
DEPENDENCY GRAPH
A service dependency graph (SDG) is a
directed graph that is constructed dynamically
to show all possible input-output dependen-
cies among the Web Services registered in some
selected service categories. It shows the input
and output data relationships among service
operations. We can process a user’s service
request by searching the SDG and by deter-
mining if a structure of service operations can
be found to meet the service request.
A simple example of the SDG is given in
Figure 1. This SDG consists of two operations
(i.e., AirTicketBooking and HotelMatching) and
their input and output data relationships. In
the figure, unfilled circles are simple attributes
of data entities/objects, and filled circles are
composite attributes of data entities/objects (to
be illustrated later in this section). The directed
edges show the input and output relationships
between two service operations.
The construction of SDG is based on the
service interface descriptions of registered Web
Services written in the Web Services Descrip-
tion Language (WSDL). In WSDL descriptions,
each operation o  is described as a pair (In, Out).
“In” denotes the set of attributes of data
entities/objects {di}, which are the input of ser-
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vice operation o as shown in Equation (1).
“Out” denotes the set of attributes {dj} pro-
duced by o, as shown in (2). Here, o, di and dj
are specified in an ontology of a service do-
main S denoted by Onto(S).
In
o
 = {di  di ∈ Onto(S), o takes values of di as
input} (1)
Out
o
 = {dj  dj ∈ Onto(S), o produces values of
dj as output} (2)
In different service domains, service pro-
viders may use different ontologies to name their
data attributes, entities, operations, and services.
Since a composite service may consist of ser-
vices with different service domains, naming and
semantic conflicts among terms used in different
ontologies need to be resolved. We map different
terms with the same meaning to the same concept
and the same term with different meanings to dif-
ferent concepts in an integrated ontology space.
Onto(S*) in Equations (3) and (4) denotes the
ontology in the integrated ontology space.
In
o
 = {di  di ∈ Onto(S*), o takes values of di as
input} (3)
Out
o
 = {dj  dj ∈ Onto(S*), o produces values of
dj as output} (4)
The (In, Out) pairs of all the service op-
erations in the selected service categories are
used to define the nodes and edges of an SDG.
There are two types of nodes in the graph. Node
n is either a service operation node, denoted
by n
o
, or an “In” or “Out” data node, denoted
by nd. A data node either can represent a simple
attribute of a data entity/object or a composite
attribute. A simple attribute is one that has a
system pre-defined primitive data type. A com-
posite attribute can be composed of a set of
simple and composite attributes of data enti-
ties/objects. Data node nd has a directed edge
to a service operation node n
o
 if the data value
of the attribute it represents is a required input
to the service operation (i.e., d ∈ In
o
). We call
this operation a consumer operation with re-
spect to d. A service operation node n
o
 will have
Figure 1. Example of an SDG with two operations
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a directed edge to a data node nd, if the opera-
tion that n
o
 represents can produce a value(s)
for the data attribute that nd represents based
on its input data (i.e., d ∈ Out
o
). We call this
operation a producer operation with respect
to d.
In the graph, a service operation can be a
producer, a consumer, or both. The nodes that
represent the producer operations of a data
node are connected indirectly to those nodes
that represent the consumer operations of the
same data node. An example would be n
o
, indi-
rectly connected to n
o′
 through the data entity
d, where
d ∈ Out
o
 and d ∈ In
o′
(5)
There is a dependency relationship be-
tween a producer operation and its interrelated
consumer operation(s) in that the producer
operation has to be activated to produce data
that can serve as the input to invoke the con-
sumer operation(s). Thus, the dataflow relation-
ships indicate the precedence relationships
among the operations of registered services.
FORMALIZATION
OF WEB SERVICE
DEPENDENCIES USING
AN AND/OR GRAPH
Discovering a composite service essen-
tially is searching for a solution in the solution
space represented by the SDG. The search al-
gorithm used to find the solution must produce
a subgraph, where each node corresponds to a
required operation or a data attribute and where
paths lead from the input data nodes to the
output data nodes specified by the user. Also,
the order of the operations in the subgraph
must be consistent with the order of the opera-
tions specified by the user (if the order is pro-
vided.) We call such a subgraph a composite
service template. Multiple templates may be
identified by the search algorithm due to the
alternative paths and different sets of opera-
tions found during the search in the SDG.
Related Issues
Before discussing the search algorithm,
we will address several issues related to search-
ing the SDG for a subgraph representing a com-
posite service. The first issue is whether the
algorithm always will find the complete and mini-
mal template in an SDG that satisfies all the
requirements of a requestor. By complete and
minimal, we mean that the template contains a
minimal set of operation and data nodes and
that it contains all the service operations and
data attributes specified by the requestor in a
service request. Additionally, the operations
must be in the proper structure desired by the
requestor. In terms of graph search, we examine
if the search strategy guarantees to find a com-
plete and minimal solution graph in an SDG.
The second issue deals with the termina-
tion of the search algorithm. If there exists a
subgraph in the SDG that satisfies the request,
the search algorithm should terminate and re-
turn the subgraph. Otherwise, it should termi-
nate and report the failure to the requestor. In
the latter case, the requestor either can modify
the request and go through the entire discov-
ery process again or abort the effort to find a
composite service.
The third issue is about the efficiency of
the search algorithm. We will examine the
algorithm’s efficiency in processing service re-
quests of different complexities.
SDGs and AND/OR Graphs
In order to address the previous three
issues in a formal way, it is necessary to formal-
ize the SDG and the search strategy. The for-
malism presented in the following subsections
is based on the AND/OR graph representation
and AND/OR graph search techniques com-
monly used in artificial intelligence.
Introduction to General
AND/OR Graphs
An AND/OR graph is a structure com-
monly used in automatic problem solving. AND/
OR graphs can be used in different ways. They
can be used to represent well-formed formula
(WFF) fact expressions, to describe both for-
ward and backward productions for goal de-
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composition/reduction problems, and to model
rule-based reasoning systems.
Nilsson gives a very good description of
AND/OR graphs in Nilsson (1971, 1980). An
AND/OR graph can be seen as a generalization
of a directed graph. It contains a number of
nodes and generalized edges (or connectors)
that connect the nodes. Each connector in an
AND/OR graph connects a set of nodes {vi  i
= 1, ..., n} to a single node, v
o
. A connector is
said to be an AND connector, if there is a logi-
cal AND relationship among {vi}. A connector
is an OR connector, if there is a logical OR rela-
tionship among {vi}. Generally speaking, a node
can have more than one AND connector, each
of which is an alternative of the other (i.e., a
logical OR applied on the AND connectors). A
graph with this kind of nodes easily can be
transformed into another graph, consisting only
of nodes with a single connector, by adding
dummy nodes. For example, let us assume that
node A has two AND connectors. One con-
nects nodes B, C, and D to A by a 3-ary AND
connector. The other connects nodes E and F
to A by a 2-ary AND connector. We can intro-
duce two dummy nodes, A1 and A2, such that
A1 has a single 3-ary AND connector, and A2
has a single 2-ary AND connector. A1 and A2
both are connected to A by a 2-ary OR connec-
tor. Because of this transformation, we only
need to consider a graph with nodes having
one connector each. Since a node is connected
to other nodes through either an AND connec-
tor or an OR connector, we can refer to it as an
AND node or an OR node.
Representing SDGs as
AND/OR Graphs
We adapted the general AND/OR graph
to represent an SDG used in service composi-
tion. In an AND/OR graph representing an SDG,
all the input data nodes required to perform a
Web Service operation are connected to that
operation node through directed edges that are
logically ANDed (i.e., an AND connector). This
is because all the input data have to be avail-
able before the operation can be performed.
Thus, all operation nodes in an SDG are AND
nodes. On the other hand, all the operation
nodes that can produce values for a particular
data node in an SDG are connected to that data
node through directed edges that are logically
ORed (i.e., OR connector). This is because any
one of the operation nodes can produce a value
for that node. Thus, all data nodes in an SDG
are OR nodes. The AND/OR graph represent-
ing an SDG has the following characteristics.
First, there is no directed edge between two
AND nodes. This is because a service opera-
tion cannot take another service operation as
input or produce another operation as its out-
put. Second, the same data node can have both
an incoming edge from an operation node and
an outgoing edge to the same operation node.
There are two reasons that this structure can
exist in an SDG. One is because a service re-
questor may want to confirm what has been
input to the service operation after the opera-
tion is performed. Another reason is that a ser-
vice operation may take an attribute value as
input, perform an update, and output the up-
dated value. For example, the inventory of mer-
chandise is decreased by a certain amount af-
ter items of that merchandise have been sold.
Third, a data node may connect to another data
node. For example, a composite attribute such
as Address will have edges that connect it to
data nodes House_no, Street_name, and so
forth. Due to the characteristics mentioned pre-
viously, we can say that an SDG is a special
type of AND/OR graphs.
As we have explained, a service requestor
issues a service request against the SDG that
has been constructed out of the selected ser-
vice categories. In general, the requestor pro-
vides some known data attributes, some opera-
tions with a structural relationship (optional),
and some unknown attributes of entities/ob-
jects whose values are expected as a result of
executing the service. The problem of search-
ing for a composite Web Service in an SDG is to
find a solution graph in the AND/OR graph, G,
representing the SDG. In order to facilitate the
search, we make some modifications based on
the information provided by the requestor in
order to form a modified AND/OR graph, G′.
First, we add a dummy node to the original
AND/OR graph and connect it to all the input
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data nodes that are known to the requestor with
directed edges. This dummy node is called the
termination node. The termination node is con-
sidered to be solved, and so are all the known
data entity nodes, because their values can be
provided by the requestor. Second, we add an-
other dummy node and use an AND connector
to connect it with all the requested data nodes
as well as with all the operation nodes speci-
fied by the requestor. The dummy node is
marked as an AND node and is called the start-
ing node in an AND/OR graph search. It repre-
sents the problem that is to be solved. Third, if
the requestor specifies an interattribute con-
straint that relates a data node with another
data node, we add a directed edge from the
former to the latter. If a constraint relating a
group of data nodes to another group of data
nodes is specified (e.g., If A = 2 and B = 4, then
C = 6 and D = 7), we create an AND node to
which the first group of data nodes are con-
nected by directed edges and from which the
individual data nodes of the second group are
connected. This AND node represents the con-
straint-matching operation that will be per-
formed in the constraint matching stage. We
connect the data nodes involved in requestor’s
constraints, because these nodes are among
the nodes constituting the composite service
being looked for.
With the additions mentioned previously,
we can formally define the modified AND/OR
graph, G′(V, E), as a graph that has a set of
nodes, V, and a set of directed edges, E, with
each edge connecting a pair of nodes. G′ con-
tains a termination node t ∈ V and a starting
node s ∈ V. These two dummy nodes are re-
ferred to respectively as the terminal leaf node
and the starting node in the AI literature. The
starting node, s , represents a given problem
to be solved, whereas the termination node, t,
represents the primitive problem with a known
solution or the known fact. The rest of the
nodes in G′ are either OR nodes or AND nodes.
In a search process, an AND node is consid-
ered solved, if all its parent nodes are solved.
An OR node is solved if any one of its parent
nodes is solved. A solution graph in an AND/
OR graph is similar to a solution path in a di-
rected graph. A solution graph of node v in-
cludes v and those predecessor nodes that have
been solved and are required to make v solv-
able. During a search process, multiple nodes
will be explored in turn. The partial solution
graph continues to grow in size, as more nodes
are reached and solved. Eventually, if there is a
solution for the composite service request, the
partial solution graph will become a solution
graph that represents the composite service.
The solution graph will contain the starting
node the AND nodes and OR nodes that repre-
sent the service operations and data entities
required by the requestor, the termination node,
and all other additional nodes that make the
previous nodes solvable.
AND/OR GRAPH
SEARCH ALGORITHM
Before we present our AND/OR graph
search algorithm used in composite service dis-
covery, we review some existing work on AND/
OR graph searches.
Classification of Algorithms
and Design Decision
The AND/OR graph search problem was
first introduced in Nilsson’s (1971) book, and
later researchers have studied search algo-
rithms for various types of AND/OR graphs.
AND/OR graph search algorithms can be clas-
sified in two categories: top-down and bot-
tom-up. In a top-down search algorithm, the
search begins at the starting node that repre-
sents the problem to be solved and explores
its subnodes and their subnodes, until it
reaches the nodes that represent the known
facts. The objective is to find the minimum
cost solution graph beginning with the start-
ing node and leading to the known facts. The
AO* algorithm (Martelli, 1978), Chakrabarti’s
(1989, 1994) Iterative_revise and HS are ex-
amples of top-town search algorithms.
In a bottom-up search algorithm, the
search starts from the terminal nodes that rep-
resent some given known facts and explores
their parent nodes and the parents of these
parent nodes until the starting node is reached.
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In this approach, the solution graph is incre-
mentally enlarged by adding more nodes to the
solution graph. Martelli et al. (1973) presented
their bottom-up algorithm. Chakrabarti (1994)
also proposed a bottom-up algorithm called
REV*. In service composition, we want to use
what a requestor provides to construct a struc-
ture of component services that will accomplish
what the requestor wants. The bottom-up
search strategy is an obvious choice. The al-
gorithm to be presented starts at the termina-
tion node, which connects to all the known data
entities and operations and ends at the starting
node, if a solution can be found.
AND/OR graph search algorithms also
can be classified either as explicit-graph search
algorithms or as implicit-graph search algo-
rithms. The former uses an explicit data struc-
ture to represent the nodes and edges of an
AND/OR graph. The latter uses rules to repre-
sent implicitly an AND/OR graph. The search
algorithm starts from the starting node and ap-
plies rules to build an explicit solution graph.
AO* is an example of an implicit-graph search
algorithm. For Web Services composition, it is
very straightforward to map Web Services in-
terface descriptions to an explicit graph (i.e., an
SDG). Our search algorithm is an explicit-graph
search algorithm.
AND/OR graph algorithms also can be
classified as admissible and inadmissible. Ad-
missible algorithms guarantee that an optimal
solution will be found, if one exists. Inadmis-
sible algorithms cannot guarantee that the so-
lution found is an optimal solution. For example,
both Iterative_revise (Chakrabarti, 1994) and
REV* (Chakrabarti, 1994) are admissible.
Mahanti’s (1985) paper discusses some heuris-
tic search techniques that are not admissible.
Our algorithm is an admissible algorithm. We
will show its admissibility in the fifth section.
It is possible to put different restrictions
on AND/OR graphs. One of them is to limit the
graph to be cycle-free. Some algorithms only
work on acyclic graphs. Some algorithms un-
fold cycles, or repeatedly create edges, when
dealing with cycles (e.g., AO*). Our algorithm
is designed to handle cycles.
Cost Assignment and
Minimal Solution Graph
Given a service request, the service com-
position component of the Intelligent Registry
uses a search strategy to search for a solution
to this service composition problem instance.
In the second subsection of the third section,
we formalized the service composition problem
as an AND/OR graph search problem. A search
algorithm is applied to the AND/OR graph to
automatically find a solution graph that is com-
plete and minimal. As pointed out earlier, by
completeness, we mean that the final solution
graph should contain all the operations and
attributes of data entities/objects specified in a
service request. By minimum, we mean that the
final solution graph should contain a minimal
number of operation nodes and data nodes re-
quired to satisfy the request. In a search pro-
cess, it is possible to find multiple solution
graphs with various costs that satisfy the re-
quest. In order to compare costs of possible
solutions and to identify the minimal solution,
a cost assignment scheme is introduced. It is
reasonable to assume that a solution graph
containing a smaller number of AND nodes (i.e.,
operation nodes) is better than one having more
AND nodes, as long as it is complete. This is
because time and perhaps cost are involved in
an invocation of a service operation. Also, the
smaller the number of OR nodes (i.e., data en-
tity nodes) in a solution graph, the better the
solution, because a requestor will not have to
provide more input data and receive more out-
put data than necessary when making use of a
composite service. However, one should not
assign a uniform cost to these two different
types of nodes, because the cost of an opera-
tion node is certainly more than an input/out-
put data node. This is because a real dollar cost
can be involved in making use of a Web Ser-
vices operation. Relative costs should be as-
signed to an operation node and a data entity
node.
In our cost assignment scheme, we as-
sign a unit cost c to all operation nodes and the
AND nodes created for interattribute con-
straints. The cost of all data entity nodes is a
small fraction of c denoted by c/C where C is a
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large value. We assign a cost value of 0 to the
termination node, the input data nodes provided
by the requestor, the output data nodes speci-
fied by the requestor, and all the operations
identified by the requestor, because they will
be included in all possible solution graphs and
will not contribute to the cost comparison
among different solution graphs. We adopt the
notion of weight functions introduced in Pearl
(1984) as the cost of a solution graph of node n
in graph G, when node n is explored. The cost is
denoted by g(G, n). Following is a recursive
definition of g(G, n):
g(G, n) = F(E(n); g(G, p1), g(G, p2), ...g(G, pm)),
where E(n) is the cost or weight contrib-
uted by node n and p1, p2, ..., pm are parents of
node n; F is the cost function.
In our cost assignment scheme, a differ-
ent cost value is assigned to g(G, n) in the pro-
cess of search. As shown next, g(G, n) is initial-
ized to one of the two different values:
g(G, n) = 0,
if n is the termination node.
g(G, n) = L (L is a very large value),
if n is not the termination node. Since
initially n is not yet a part of a solution graph,
we assign it a large cost value. When a partial
solution graph that leads to n has a smaller
cost, g(G, n) will be updated with the smaller
value.
In the process of search, g(G, n) can be
assigned two different values, depending on
what type of node n is:
g(G, n) = (mini (g(G, pi) + E(n)),
if n is a data node (i.e., an OR node) hav-
ing a set of immediate parents P = {p1, p2, ...,
p
m
} and g(G, pi) is the cost of the solution graph
of node pi. In this case, g(G, n) is assigned with
the minimal value of all the summations.
g(G, n) = 
i
∑
 g(G, pi) + E(n),
if n is an AND node having a set of imme-
diate parents P and g(G, pi) is the cost of a
solution graph of node pi. In this case, g(G, n) is
the sum of the costs of the solution graphs of
all the immediate parents of n plus the cost of n
itself.
Search Algorithm
The search algorithm given in this sub-
section is part of an interactive procedure for
finding a composite service. It is an automatic
process within the semi-automatic procedure.
Although the semi-automatic procedure has
been presented in our previous publications
(Liang, 2004a, 2004b; Su, 2003), we shall briefly
explain it so that the reader will have a better
understanding of how the algorithm relates to
the semi-automatic procedure.
The procedure starts with a requestor’s
request and G′, and applies the search algo-
rithm to G′ in order to find a solution graph (i.e.,
a composite service template) that has the mini-
mal cost. If such a solution graph can be found,
it is presented to the requestor for evaluation.
If the requestor rejects the solution graph, the
algorithm is applied again to find an alterna-
tive solution graph for the requestor’s evalua-
tion. In the case that no solution graph can be
found or that all alternative solutions have
been rejected by the requestor, the semi-auto-
matic system will add some operation nodes
that directly or indirectly can produce the de-
sired output data to the to-be-explored node
list. This step is taken when the algorithm fails
to reach some desired output data nodes. By
adding the extra nodes, the system attempts
to reach the operation nodes that can produce
these data nodes. After the operation nodes
are added to the list for exploration, the search
algorithm is applied again to find a solution
graph. The previous steps are repeated until
no additional operations can be added to the
list. The system then will report the search fail-
ure to the requestor, who may want to modify
the request before starting another round of
searching for a solution.
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The pseudo code of the AND/OR graph
search algorithm and its explanation follow. The
algorithm maintains a list of nodes that are to
be explored and a data structure of the com-
posite service template to be constructed. We
name the list K and the structure SG(n). G′′ is
used to denote the graph made up of the nodes
and edges reached by the algorithm. Before
starting, some service operations and possibly
the order of some of these operations would
have been specified by the requestor in a search
request. The list K is initialized to contain the
termination node, which connects to the nodes
that represent the specified input data (step (a)
in the pseudo code given in the following. The
list grows during the search process when new
OR nodes and AND nodes in G′ that are con-
nected to the nodes being explored are added to
the list. It shrinks when nodes have been visited
and removed. After a node with the minimal cost
(named n in the pseudo code) is selected from K
(step (b) of the pseudo code), all its consumer
operation nodes or all its output data nodes in
G′ are identified, depending on whether n is an
operation node or a data node. Each of the iden-
tified operation nodes or data nodes is added to
G′′ and is connected to node n. Among the newly
added nodes, an OR node is marked as known, if
any of its parent nodes has been marked as
known in G′′. An AND node is marked as known,
if all its parent nodes have been marked as known.
The nodes that are labeled as known are added
to the list K for exploration, if they are not al-
ready in the list (step (e) of the pseudo code. If
the node selected from K is an OR node (a data
node), multiple AND nodes (i.e., operation
nodes) may produce this data node as output.
In this case, the cost of its solution graph is
recalculated and compared with the cost calcu-
lated previously for another branch. The algo-
rithm keeps track of the minimal cost (step (c)). If
the node selected from K is an AND node, the
cost of its solution graph is calculated by tak-
ing the sum of the costs of its parents and the
cost of the AND node itself (step d). After the
cost recalculation, the processed node is re-
moved from K and considered to be solved. If
the nodes corresponding to all the data at-
tributes and operations requested by the user
have been marked as known, added to K, se-
lected from K for processing, and finally re-
moved from K, a solution has been reached
(step (f)). The algorithm will check if the opera-
tions in the final solution graph are in the right
precedence order as given by the requestor (this
step is not shown in the pseudo code). If yes,
the solution graph is presented to the requestor
for evaluation. Otherwise, it is dropped from
consideration, and the algorithm will continue
to explore other nodes in K. In the case where
K runs out of nodes before the starting node
can be added to it, a solution cannot be found.
We define the following symbols to be
used the pseudo code:
• G: The AND/OR graph that represents an
SDG.
• G′: The modified AND/OR graph after add-
ing to G the termination node, the starting
node and other nodes that account for the
constraints specified by a requestor.
• G′′: The part of G′ reached by the algorithm.
A node and its edge are reached by the al-
gorithm, if it is a child of a known parent.
The node and its edge to the known parent
are added to G′′.
• SG(n): Solution graph of n  in G′′ is a finite
subgraph of G′. The nodes that have been
solved are added to the data structure that
implements SG(n). The structure continues
to grow as more and more nodes are solved
and moved into the structure. SG(n) has the
following properties:
• n is in SG(n);
• If m is in SG(n) and m is an OR node,
exactly one of its parents is in SG(n);
• If m is in SG(n) and m is an AND node, all
of its parents are in SG(n);
• Every path in SG(n) starts from the termi-
nation node and ends in n;
• No node other than n or its predecessors
are in SG(n).
• g(G′′ ⋅ SG(n), n): The cost of the solution
graph of n, SG(n), in G′′.
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This algorithm (see Box 1) is a bottom-up
search algorithm, which means that the graph
search starts from the termination node and
ends at the starting node. As we discussed
before, g(G′′ ⋅ SG(n), n) will be initialized ac-
cording to the following rule: If n is the termina-
tion node, g(G′′ ⋅ SG(n), n) is initialized to zero;
otherwise, g(G′′ ⋅ SG(n), n) is initialized to L.
The partial solution graph in G′′ will continue
to grow as the algorithm reaches and explores
more nodes. When the algorithm finally reaches
the starting node, SG will contain a connected
graph that represents the final minimal solution
for the search problem (i.e., the minimal solu-
tion graph of the starting node). The algorithm
terminates at this point. This algorithm is simi-
lar to the one-source-all-destination algorithm
used in a directed graph search (Horowitz, 1995).
PERFORMANCE
ANALYSIS
Analytical Results
In this section, we will explain why our
algorithm is admissible. In other words, the al-
gorithm guarantees to find the complete and
minimal solution graph (if one exists). First, the
algorithm is complete, because when we add
the dummy starting node s into G′, we also have
added edges to connect all the output data
nodes and operation nodes requested by the
requestor to s and have made s as an AND node.
When the algorithm reaches s, the solution
graph of s must include all its parent nodes.
The algorithm thus guarantees that the result-
ing solution graph of the starting node s con-
tains all the output data, requested operations,
as well as other operations that produce the
requested data.
Second, the algorithm produces a mini-
mal solution graph, because, as shown in
step(c), when an OR node is explored in every
iteration of selecting and processing a node in
K, the algorithm always compares the cost of
the earlier solution graph of the OR node with
the cost of the current alternative solution graph
and takes the one with a lower cost. Using our
scheme of assigning relative costs to opera-
tion nodes and data nodes, the algorithm will
find a minimal number of operation nodes and
data nodes that satisfy a requestor’s need.
Third, the algorithm terminates when the
minimal cost solution graph of the starting node
s is found. The algorithm also will terminate if
no such solution graph can be found. This is
because there are only a finite number of nodes
in G′, and each node only can be in K once (i.e.,
a node that has been visited will never be put
back into K again). The algorithm would termi-
nate if it runs out of nodes to be put into K.
The time complexity of the algorithm is
determined by three time components: (1) the
amount of time to initialize K ( i.e., step (a) of
the algorithm); (2) the amount of time needed
to find the minimal g value among the g values
of the nodes in K (i.e., step (b)); and (3) the
amount of time for the calculation of the g value
of a node (i.e., step (c) and step (d)).The com-
plexity of initializing the data structure of K is a
constant, denoted by I. Both the second and
third components can be represented by the
number of iterations of the Until loop times the
complexity of those steps in each iteration. The
number of iterations is decided by the complex-
ity of the service request and the complexity of
the AND/OR graph that represents an SDG. This
number is a finite number, as we have mentioned
in the discussion on the termination of the al-
gorithm. We denote it as X = f(q, G′), where X
represents the number of iterations, which is a
function of the service request q and the AND/
OR graph that represents the SDG, denoted by
G′(V, E). In each iteration, the amount of time
needed to find the minimal g value depends on
the number of nodes in K and the data struc-
ture used to implement K. In our case, a priority
queue is used to store and maintain the nodes
moved into K, based on their g values. The
time to reorganize K into a new priority queue
after the node with the minimum g value is ex-
plored and removed from K is O(logV) in each
iteration, where V is the number of nodes. In
each iteration, the computation to produce the
g-value of an AND node is a constant, denoted
by A, where A > 0 if j is an AND node and j’s
parents are known or A = 0 otherwise. The com-
putation for the g value of an OR node is a
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Box 1.
/** 
   * Bottom-up AND/OR graph search 
   * 
   * The graph has a finite number of nodes. It may have loops. 
   * t : the termination node.  
   * s : the starting node.  
   * K: a list of nodes to be explored. 
   * )),(''( nnSGGg •  is updated with the cost of a better solution graph as ''G  is expanded. 
   * A known node: a node whose solution has been reached by the algorithm. 
   * An optimized node: a node whose minimal solution graph has been found and the node has been removed from K. 
**/ 
Find{ 
 
K is initialized with the termination node t ;                                                       //step (a) 
 
Until K is empty { 
Remove the next node n in K with the smallest g(G''.SG (n) , n); //step(b) 
  If n is the starting node s   
   Break; 
  J = expand (n);  // J is a set that consists of the child nodes of n 
  If (J != null) { 
   for each j ∈ J { 
    if j is an OR node{ 
     if g(G''.SG(j) , j) > E(j) + g(G''.SG(n) , n){//step(c)  
      //Updating the cost of the solution graph of j, if a 
                                                                               //better solution has been found 
      g(G''.SG(j) ,j) = E(j) + g(G''.SG(n) , n);  
      
//Mark n as the parent of j in the minimal  
//   solution graph   
MarkedParent(j) = n; 
     } 
     if (j has not been visited and j∉K) { 
add j to K;// step(e)  
Label j as known; // G'' is expanded 
} 
    } 
    else {              
     if all j’s parents are known { // step (d) 
      g(G''.SG(j) , j) = sum over  j’s Parent p(g(G''.SG(p) , 
                                                                                   p))  + E(j); 
      if (j has not been visited and j∉K){ 
       add j to K;// step(e) 
       Label j as known; // G'' is expanded 
      } 
     }     
 else 
Record that one more parent of j (i.e., n) is  
known; 
    } 
   } //for each child of n 
  }  //if J!=null 
  n is optimized (solved); // This statement is reached if either n has no child 
                                                           // or n has been processed.                                                    
 
} //end of until 
if s is optimized (solved), the minimal cost of the solution graph of s is g(G''.SG(s), s), 
// Step (f) 
else report that no solution can be found;    
} 
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constant, denoted by O, where O > 0 if j is an
OR node or O = 0 otherwise. Since node j either
can be an AND node or an OR node, the time to
calculate the g-value of j is Max(A, O). For X
iteration, the complexity of the Until loop of the
algorithm is X * (logV + Max(A, O)).
The order of complexity of the algorithm
is:
I + X * (logV + Max(A, O)) = X * logV
Experimental Results
In order to test and evaluate the perfor-
mance of our search algorithm, we have de-
signed and performed experiments of process-
ing service requests with different degrees of
complexity against the AND/OR graphs of dif-
ferent SDGs. In this section, we will present the
details of our experiments. We want to show
how the parameters that control the complexi-
ties of service requests affect the performance
of the algorithm. We also want to show how
the parameters of the SDGs contribute to the
search time.
AND/OR Graph Generation
As shown in the second section, a ser-
vice dependency graph (SDG) contains the ser-
vice operations and their input and output data
of some selected service categories. Thus, the
complexity of an AND/OR graph representing
an SDG can be characterized by the number of
AND nodes (i.e., service operations), OR nodes
(i.e., their input and output data), and their in-
terconnections. Obviously, the number of OR
nodes is much greater than the number of AND
nodes in an SDG. The number of input OR nodes
and output OR nodes of each AND node var-
ies. We need to have a way to generate a ran-
dom SDG in a controlled manner in order to
satisfy these characterizations. In general, a
graph can be generated, based on the probabil-
ity of the graph having a certain number of
edges (e.g., the probability of having m edges
in the graph) or on the probability that an edge
appears (e.g., a probability of 0.5) (Aldous,
2003; Molloy, 1995, 1998; Skiena, 1997). We fol-
low the first approach to introduce random vari-
ances on the interconnections of service nodes
in AND/OR graphs.
Given the number of the AND nodes, NA
and the number of the OR nodes, N
o
, for char-
acterizing the complexity of an SDG, the gen-
eration process of an AND/OR graph to repre-
sent the SDG is as follows. For each AND node
(operation node), we generate two sets of OR
nodes: one set of input data nodes and one set
of output data nodes. Let Y0 = No / 2NA, whereN
o 
/ 2NA is the maximal integer that is less
than or equal to N
o 
/ 2NA. Y0 is the average num-
ber of input OR nodes per AND node (i.e., (N
o 
/
NA) / 2). The process starts by constructing a
number of OR nodes denoted by N
o0
, where N
o0is a random number selected from the range of
values [Y0 – k0, Y0 + k0], and k0 is a small integer
(e.g., 3) used to control the generated random
number, so that it either will be slightly larger or
smaller than Y0. We then construct an AND node
to represent a service operation that takes these
OR nodes as its input data. Edges connecting
the input OR nodes and the AND node also are
established. After this, we do the same to con-
struct the output OR nodes for the same AND
node. Once we have completed the construc-
tion of the first AND node, the value of NA is
reduced by 1, and the value of N
o
 is reduced by
the number of the constructed input and out-
put OR nodes. We then recalculate the average
number of OR nodes for each subsequent AND
node, based on the new NA and No values, and
denote it by Yi, where
,...1,)(2
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Just like before, a new set of OR nodes is
to be constructed, based on the value Yi for the
ith AND node. However, this time, some of the
output OR nodes of the constructed AND
nodes are selected randomly and included in
this new set of input OR nodes. This is to cre-
ate and represent the relationship that a ser-
vice operation can produce output data enti-
ties that can be used as input to another ser-
vice operation. Once the input OR nodes for
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the ith AND node are determined and con-
nected to it, its output OR nodes are con-
structed, using the same technique as described
for the first AND node.
The previous procedure is repeated NA
times. After that, we have NA number of AND
nodes and ∑
j
NN
oj
 of OR nodes. If N
o
 – 
∑
j
NN
oj
 is
greater than zero, we then take the remaining
N
o
 – 
∑
j
NN
oj 
number of OR nodes and establish
edges between them and some randomly se-
lected OR nodes in the AND/OR graph con-
structed so far. We use these interconnections
to represent some composite attributes (i.e.,
attributes that have subattributes) and some
interattribute constraints that are specified by
a requestor.
Request Generation
Next, we generate a number of test ser-
vice requests to be processed against a gener-
ated SDG. The complexity of a request depends
on the number of operations (i.e., AND nodes)
specified in the request. Once the operations
have been specified, all their input and output
data entities (i.e., OR nodes) are included auto-
matically as a part of the request. We classify
service requests into three categories: simple,
intermediate, and complex, depending on the
number of operations they have. A service re-
quest is considered simple, if it makes refer-
ence to two or three operations. A request is
considered intermediate, if it makes reference
to four or five operations. A request with more
than five operations is considered a complex
request.
The operations specified by a requestor
and the operations’ input and output data may
not constitute a complete composite Web Ser-
vice. If this is the case, the search algorithm will
have to find some additional operation nodes
and their input and output data nodes in the
SDG so that they, together with the specified
operation and data nodes, will form a connected
graph to represent a composite service. For ex-
ample, two operation nodes specified by a re-
questor may not be connected directly. The al-
gorithm will find the additional operation and
data nodes in between them. Thus, in addition
to using the number of operation nodes, we
need to introduce another parameter to charac-
terize the complexity of a service request.
We define the diameter of a service re-
quest as the longest pass of all passes between
any pair of service operations specified by the
service requestor. We assume that a pass from
service operation S1 to service operation S2 in a
composite service template chains through five
other operations. The other operations may be
requestor-specified or algorithm-discovered op-
eration. If the pass has the maximal length in
comparison to the path lengths of all other pairs,
the diameter of the request is said to be six. Ob-
viously, the larger the diameter value, the more
complex a request will be, because more nodes
have to be explored by the search algorithm.
Experiments
Our experiments examined the algorithm’s
performance while varying the complexity of
SDGs and service requests.
The algorithm’s performance in process-
ing a request is measured in terms of the time
needed to discover a minimum subgraph in a
generated SDG that satisfies a request. The pro-
cessing time of a request is measured from the
time the search algorithm begins until the time
when the first minimum subgraph is discovered.
In one experiment, we applied the algo-
rithm to process various generated service re-
quests on generated SDGs containing 200 op-
eration nodes and 2,000 data nodes. We gener-
ated simple requests of two and three opera-
tions, intermediate requests with four and five
operations, and complex requests with six op-
erations. The diameters of the requests vary
from a range of one to four. By taking all the
combinations (i.e., five different numbers of
operations times four different numbers of di-
ameters), we have 20 different types of requests.
Different request types can have different pat-
terns or structures. Figure 2 shows three differ-
ent patterns of requests. S1 shows a request
pattern that has four operations in the request
and a diameter of one, and S2 shows a request
pattern with five operations in the request and
a diameter of two. S3 shows a request pattern
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that has two operations in the request and a
diameter of three. In this last case, the search
algorithm will have to find two additional op-
eration nodes to form the solution graph.
Figure 3 gives an example of the different
patterns possible from a single request type.
The request type has three operations and a
diameter of three. We list eight patterns of this
request type in the figure. The input and out-
put data nodes of the operation nodes are not
shown in the figure, because the diameter of a
request is defined as the number of links that
indirectly connect operation nodes through
some data nodes. Our experiments take differ-
ent patterns of a request type into consider-
ation. For each type, we calculate the search
times for discovering multiple patterns and take
the average of these time measurements to use
as this type’s search time.
We processed all 20 types of requests on
the generated SDG using a PC with 256MB
RAM. The results are shown in Figure 4. The
horizontal axis shows the number of operations
given in the requests, and the vertical axis shows
the search time. The figure shows four lines
corresponding to the four different diameter
values considered in our test runs. Each line
shows the average search times in finding the
minimum subgraphs for a request of a specified
diameter but with varying number of operations.
We can see from Figure 4 that, for each
diameter, the search time for a composite ser-
vice increases as the number of operations
specified in a request increases. This is be-
cause, as the number of operations increases,
the discovered composite service will have more
service operation nodes, thus requiring a longer
search time. The figure also shows that when
the number of operations is a constant, the
search time increases as the diameter value in-
creases. This is because the search algorithm
will have to find some additional operations to
form the solution graph, as illustrated by S3 of
Figure 2.
Similar experiments were performed on ran-
domly-generated SDGs containing 350 opera-
tion nodes and 3,500 data entity nodes as well
as on SDGs containing 150 operation nodes and
1,500 data entity nodes. Results of these experi-
ments also are shown in Figures 5 and 6. A very
similar trend can be observed in the correspond-
ing lines in these charts. As an SDG becomes
larger, a request with a given diameter and a given
number of operations takes a longer time to pro-
cess. This is because more operation nodes and
more data nodes have to be explored.
Figure 3. Example of a service request type with multiple patterns
 
Figure 2. Examples of request patterns
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Figure 4. Processing time of service requests with SDGs containing 200 operation nodes and
2000 data entity nodes
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Figure 5. Processing time of service requests with SDGs containing 350 operation nodes and
3,500 data entity nodes
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Figure 6. Processing time of service requests with SDGs containing 150 operation nodes and
1,500 data entity nodes
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CONCLUSION
AND DISCUSSION
In this paper, we have presented an AND/
OR graph representation of a service depen-
dency graph and its search algorithm for the
discovery of composite Web Services used in
an implemented semi-automatic service com-
position system. Given a service request that
only can be satisfied by a composition of Web
Services, we first identify the service catego-
ries that are relevant to the request and dy-
namically construct a service dependency
graph to capture the input/output dependen-
cies among the Web Services registered in these
service categories. The service dependency
graph is modified, based on the information
provided in a service request and formally rep-
resented as an AND/OR graph. A search algo-
rithm is introduced to search the AND/OR graph
for a minimal and complete composite service
template that satisfies the service request. The
template is presented to the requestor for evalu-
ation. If the requestor is not satisfied with the
identified template, the algorithm will continue
to find alternative templates that may satisfy
the requestor’s need. We have evaluated the
algorithm both analytically and experimentally,
and the experiment results are presented.
There are several interesting research is-
sues requiring further investigation. Ontology
is obviously one of them. In the absence of a
standard ontology for service providers to use
in defining and registering their services, pro-
viders may use the same term to mean differ-
ent things and different terms to mean the same
thing. In our work, we have assumed that an
ontological mapping has been performed to
map different terms that mean the same thing
to the same concept in a service dependency
graph (SDG) and the same term that means
different things to different concepts (i.e., the
integrated ontology space discussed in the
second section). The methodology and the
technique for carrying out this mapping are yet
to be investigated.
Another issue relates to the performance
evaluation of the search algorithm. In our work,
we generated SDGs of different complexities
based on the number of operation nodes (AND
nodes) and data entity nodes (OR nodes) in a
controlled manner and used different numbers
of service operations and diameters to charac-
terize the complexities of service requests. How-
ever, these SDGs may not accurately represent
the actual complexities of service dependen-
cies among registered services in a real service
registry and the actual complexities of service
requests issued by service requestors. At this
point in time, the existing UDDI registry has
not been populated with services that actually
are offered by business organizations, and
many of the registered services do not have
their corresponding WSDL documents. As a
result, we had to populate the UDDI registry
with our own services in order to test our search
algorithm and to demonstrate the entire service
discovery, description, and invocation process.
The true performance of our algorithm and the
entire semi-automatic service composition sys-
tem only can be measured when the UDDI reg-
istry is adequately populated with Web Ser-
vices and used by the e-business community.
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