In this article we study motives corresponding to the moduli stacks of G-shtukas and their local models. In particular we deal with the question of describing their motivic fundamental invariants. As an application, we provide a criterion for mixed Tateness of the local model and discuss the semi-simplicity of Frobenius on their cohomology. We then use the theory of local models to reformulate a purity result for these moduli stacks in the motivic context.
Introduction
In [AraHab16] we developed the theory of local models for moduli stacks of global Gshtukas beyond the constant split reductive case. Namely, we considered the case where G is only a smooth affine group scheme over a curve C/F q .
Recall that a Shimura data (G, X, K) consists of a reductive group G over Q, G(R)conjugacy class X of homomorphisms S → G R for the Deligne torus S and a compact open sub-group K ⊆ G(A f ), subject to certain conditions. To such data one associate a Shimura variety; e.g. see [Mil] . In the analogous picture over function fields, the Shimura data replaces by a tuple (G,Ẑ, H), which is called ∇H -data. These data consist of a smooth affine group scheme G over a smooth projective curve C over F q , an n-tuple of (local) boundsẐ := (Ẑ ν i ) i=1...n , at the fixed characteristic places ν i ∈ C and a compact open subgroup H ⊆ G(A ν C ); see [Ar18] for further details on this analogy. To a ∇H -data (G,Ẑ, H) we associate a moduli stack ∇ H,Ẑ n H 1 (C, G) ν parametrizing global G-shtukas with level H-structure which are bounded byẐ. Recall further that as part of these data, in [AraHar14] , the first named author and Hartl have introduced notion of bounedness conditionẐ, which generalizes the previous notions used by Drinfeld, Laf- forgue, Varshavsky and others to the case where G is not necessarily a constant reductive group over C, e.g. it may ramify at certain places. This roughly consists of (certain classes of) sub-schemesẐ of F ℓ P := F ℓ P ×F q [[ζ] ]. Here F ℓ P denote the partial affine flag variety associated to the group P over Spec F [[z] ]. In [AraHab16] we generalized this notion to the global situation. This is done by replacingẐ by (certain classes of) sub-schemes Z of Beilinson-Drifeld affine Grassannian GR n , which are subject to some conditions. We further proved that both sub-schemes (corresponding to the above boundedness conditions) maybe regarded as local models for the moduli stacks of global G-shtukas. Namely, (a product of) the first type bounds may appear as the analog of Rapoport-Zink type local model for Shimura varieties, in the sense of [RZ96] , and the second one maybe regarded as Beilinson-Drinfeld-Gaitsgory-Varshavsky type local model ; compare also Pappas and Zhu [PZ] . For details in this direction see [AraHab16, Sections 3.2 and 4.4] and [Ar18] .
In the present article we first study the motives associated to the local models for the moduli of G-shtukas. We are particularly interested on possible descriptions of the motivic fundamental invariants (in the sense of Huber and Kahn [H-K] , see also definition 3.5 for the definition of the n'th motivic invariant c n (M) of a motive M) of the special fiber of the local models. As we will see below, this question is tightly related to the expectation that Frobenius acts semi-simply on the cohomology of these moduli stacks. Furthermore, we implement the theory of local models to transmit some results on the motivic intersection cohomology of the local models to the moduli stacks of G-shtukas. Along the way we prove some further miscellaneous results. We then discuss the relation between the local and global situation via the degeneration theory.
Let us briefly review the content of this article. In section 2 we recall some necessary background preliminaries. In subsection 3.1, we consider the local situation (which corresponds to Rapoport-Zink local model) . Recall that from A 1 -homotopy theory point of view, one may contract affine subspaces inside a variety. This naturally suggests to consider those varieties that can be constructed as a tower of cellular fibrations, and then proceed towards more delicate cases by relating them to this case using tools such as decomposition theorem (in the sense of [BBD] and also in the motivic sense of [CoHa] and [CaMi] ), Leray-Hirsch theorem and etc. Note that there are certain restrictions imposed by implementing decomposition theorem and Leray-Hirsch theorem in the motivic set up, which are in fact arising from difficult problems related to properties of cycle class map. On the other hand, known properties of the resolution of singularities for Schubert varieties inside affine flag varieties suggest to restrict our attention to certain class of boundedness conditions, that admit nice resolution of singularities; see definition 3.15 and part (b) of the following theorem. Note that this approach basically uses the machinery of slice filtration [H-K] , together with results of [CoHa] and [CaMi] , and the authors previous work [AraHab17] . Then we use the geometric relation between local and global boundedness conditions and the degeneration method to treat the global case.
Theorem 0.1. LetẐ be a boundedness condition in the sense of definition 2.1 and let Z denote its special fiber; see remark 2.2. We have the following statements (a) Assume thatẐ is c n -nett in the sense of Definition 3.19. Then the n-th motivic fundamental invariant c n (M(Z)) lies in D b f (Ab).
(b) Assume that Z := Z × k k is irreducible and admits a stratified Z = β∈B Z β semi-small resolution of singularities Σ → Z, with c n (M(Σ)) ∈ D b f (Ab). Then
Moreover:
MT DM ef f gm (k)).
(d) In either of the cases mentioned in c), frobenius acts semi-simply on the cohomology
This is theorem 3.21 in the text. Note that the assumptions in part (c) are fulfilled when G is constant G := G × Fq C with G split reductive. In subsection 3.2 we briefly discuss the construction of the motives corresponding to the moduli stacks of G-shtukas inside Voevodsky's motivic categories. We discuss the category of motives over these moduli stack, we further explain how the local model theory can be used to transmit the above observations to the moduli stacks of global G-shtukas. Namely, in proposition 3.32 we observe that the intersection motive ICM(∇ H,Ẑ n H 1 (C, G) ν s ) of the special fiber of ∇ H,Ẑ n H 1 (C, G) ν coincides the restriction of ICM(HeckeẐ n (C, G) s ) up to some shift and Tate twist. Here HeckeẐ n (C, G) denotes the Hecke stack, see definition 2.5 and definition-remark 2.6. Recall that one has the following nice description of the geometry of algebraic stack Hecke Z n (C, G) as a family over H 1 (C, G) × C n . Namely, Hecke n (C, G) (resp. Hecke Z n (C, G)) and the fiber product GR n × H 1 (C, G) (resp. Z × H 1 (C, G)) are locally isomorphic as families over H 1 (C, G) × C n ; see definition-remark 2.6(g). This subsequently arise the question that up to what extent we can describe the motive of the local model Z. Finally in subsection 3.3, using Voison's degeneration method, we discuss the global situation. As a feature, this method avoids the complications related to analyzing the properties of the resolution of singularities.
Theorem 0.2. Let G be a parhoric group scheme over C. We have the following statements (a) Assume that the global boundedness condition Z arises from n-tupleẐ of local boundedness conditionsẐ i . Assume further that for every i the motive of the generic fiber ofẐ i lies in the category of pure Tate motives, then all fibers of a representative of the boundedness condition Z over C n are geometrically pure Tate.
(b) Let (µ i ) be an n-tuple of cocharacters of G. Assume further that the Schubert varieties S(µ i ) are smooth and pure Tate. Then the motive M(Z) of Z := Z(µ 1 , . . . , µ n ) lies in the thick subcategory of DM gm (k) generated by pure Tate motives and M( C). Here C denotes the corresponding reflex curve. In particular when G is constant and C = P 1 , the motive M(Z) lies in the category MT DM ef f gm (k) of mixed Tate motives.
(c) Assume that G is constant and let Z be as in the above item (c). The class of the motive [M(Z)] in the Grothendieck ring K 0 [DM ef f − (k)] can be written as the following sum
Here α runs over subsets of {1, . . . , n} and µ α := α∈α µ α . When C = P 1 the above class lies in the subring generated by MT DM ef f gm (k). 
Notations and Conventions
Throughout this article we denote by k is a perfect field, Sch k (resp. Sm k ) the category of schemes (resp. smooth schemes) of finite type over k, F q a finite field with q elements of characteristic p, C a smooth projective geometrically irreducible curve over F q , Q := F q (C) the function field of C, F a finite field containing F q ,
the ring of formal power series in z with coefficients in F , Q := Frac( A) its fraction field, ν a closed point of C, also called a place of C, F ν the residue field at the place ν on C, A ν the completion of the stalk O C,ν at ν,
an n-tuple of closed points of C, A ν the ring of integral adeles of C outside ν, A ν the completion of the local ring O C n ,ν of C n at the closed point ν = (ν i ), Nilp Aν := Nilp Spf Aν the category of schemes over C n on which the ideal defining the closed point ν ∈ C n is locally nilpotent, Nilp F[[ζ]] := NilpD the category of D-schemes S for which the image of z in O S is locally nilpotent. We denote the image of z by ζ since we need to distinguish it from z ∈ O D .
G a smooth affine group scheme of finite type over C, G generic fiber of G,
the generic fiber of P over Spec F((z)).
Let S be an F q -scheme and consider an n-tuple s := (s i ) i ∈ C n (S). We denote by Γ s the union i Γ s i of the graphs Γ s i ⊆ C S .
We denote by σ S : S → S the F q -Frobenius endomorphism which acts as the identity on the points of S and as the q-power map on the structure sheaf. Likewise we letσ S : S → S be the F-Frobenius endomorphism of an F-scheme S. We set
Let H be a sheaf of groups (for theétale topology) on a scheme X. In this article a (right) H-torsor (also called an H-bundle) on X is a sheaf G for theétale topology on X together with a (right) action of the sheaf H such that G is isomorphic to H on aétale covering of X. Here H is viewed as an H-torsor by right multiplication.
For X in Sch k , let Ch i (X) and Ch i (X) denote Fulton's i-th Chow groups and let Ch * (X) := ⊕ i Ch i (X) (resp. Ch * (X) := ⊕ i Ch i (X)).
For X in Sch k , H i (X) denotes H i (X, Q ℓ ) where X = X ⊗ k and ℓ = p is a prime number. We denote H BM i (X) the Borel-Moore homology theory companion to H i (X). Note that there is a natural cycle class map cl : Ch * (X) → H BM 2 * (X). To denote the motivic categories over k, such as DM gm (k), DM ef f gm (k), DM ef f − (k), etc. and the functors M : Sch k → DM ef f gm (k) and M c : Sch k → DM ef f gm (k) we use the same notation that was introduced in [VSF] . We assume coefficients in Q.
For the definition of the geometric motives with compact support in positive characteristic we also refer to [H-K, Appendix B].
Preliminaries
Recall that a Shimura data (G, X, K) consists of a reductive group G over Q with center Z, G(R)-conjugacy class X of homomorphisms S → G R for the Deligne torus S and a compact open sub-group K ⊆ G(A f ), subject to certain conditions; see [Mil] .
In definition-remark 2.7 we will recall the analogues picture over function fields. Let us first recall the notion of local boundedness condition, introduced in [AraHar14, Definition 4.8]. To this purpose we first recall some technical background preliminaries.
The group of positive loops associated with P is the infinite dimensional affine group scheme L + P over F whose R-valued points for an F-algebra R are L + P(R) := P(R[[z]]) := P(D R ). The group of loops (resp. positive loops) associated with P (resp. P) is the fpqcsheaf of groups LP (resp. is the infinite dimensional affine group scheme L + P over F) over F whose R-valued points for an F-algebra R are LP (R) := P (R((z))) :
denote the classifying space of L + P-torsors (respectively LP -torsors). It is a stack fibered in groupoids over the category of F-schemes S whose category H 1 (Spec F, L + P)(S) consists of all L + P-torsors (resp. LP -torsors) on S. The inclusion of sheaves L + P ⊂ LP gives rise to the natural 1-morphism
(2.1)
The affine flag variety F ℓ P is defined to be the ind-scheme representing the f pqc-sheaf associated with the presheaf
on the category of F-algebras. Note that F ℓ P is ind-quasi-projective over F, and hence ind-separated and of ind-finite type over F, according to Pappas and Rapoport [PR08, Theorem 1.4] . Additionally, they show that the quotient morphism LP → F ℓ P admits sections locally for theétale topology. They proceed as follows. When P = SL r,D , the fpqc-sheaf F ℓ P is called the affine Grassmanian. It is an inductive limit of projective schemes over F, that is, ind-projective over F; see [BD, Theorem 4.5.1] . By [PR08, Proposition 1.3] and [AraHar, Proposition 2.1] there is a faithful representation P → SL r with quasi-affine quotient. Pappas and Rapoport show in the proof of [PR08, Theorem 1.4] that F ℓ P → F ℓ SLr is a locally closed embedding, and moreover, if SL r /P is affine, then F ℓ P → F ℓ SL r is even a closed embedding and F ℓ P is ind-projective. Moreover, if the fibers of P over D are geometrically connected, it was proved by Richarz [Ric13b, Theorem A] that F ℓ P is ind-projective if and only if P is a parahoric group scheme in the sense of Bruhat and Tits [BT72, Définition 5.2.6] .
Fix an algebraic closure F((ζ)) alg of F((ζ)). Since its ring of integers is not complete, we prefer to work with finite extensions of discrete valuation rings R/F [[ζ] ] such that R ⊂ F((ζ)) alg . For such a ring R we denote by κ R its residue field, and we let Nilp R be the category of R-schemes on which ζ is locally nilpotent. We also set F ℓ P,R := F ℓ P × F Spf R and F ℓ P := F ℓ P,F [[ζ] ] . Before we can define (local) "bounds" let us make the following definition. we consider closed ind-subschemes Z R ⊂ F ℓ P,R . We call two closed ind-subschemes
We define the ring of definition R Z of Z as the intersection of the fixed field of G Z in F((ζ)) alg with all the finite extensions
(c) We define a local bound (LB) to be an equivalence class Z := [ Z R ] of closed indsubschemes Z R ⊂ F ℓ P,R , such that all the ind-subschemes Z R are stable under the left L + P-action on F ℓ P , and the special fibers
Remark 2.2. Note that the Galois descent for closed ind-subschemes of F ℓ P is effective, thus the representative Z R of a boundẐ arise by base change from a unique closed subscheme Z ⊂ F ℓ P × F κ R Z . We call Z the special fiber of the bound Z. It is a quasi-projective scheme over κ R Z , and even projective when P is parahoric.
Example 2.3. Assume that the generic fiber P of P over Spec F((z)) is connected reductive. Consider the base change P L of P to L = F alg ((z)). Let S be a maximal split torus in P L and let T be its centralizer. Since F alg is algebraically closed, P L is quasi-split and so T is a maximal torus in P L . Let N = N(T ) be the normalizer of T and let T 0 be the identity component of the Néron
The Iwahori-Weyl group associated with S is the quotient group W = N(L)/T 0 (O L ). It is an extension of the finite Weyl group W 0 = N(L)/T (L) by the coinvariants X * (T )
By [HR03, Proposition 8] there is a bijection
are the loop group, resp. the group of positive loops of P; 4.12] . The Schubert variety S(ω) associated with ω is the ind-scheme theoretic closure of the L + P-orbit of g ω in F ℓ P × F F ω . It is a reduced projective variety over F ω . For further details see [PR08] and [Ric13a] . Now we may take
Below we briefly recall the construction and basic properties of the algebraic stack Hecke and the stack of global G-shtukas. Let F q be a finite field with q elements, let C be a smooth projective geometrically irreducible curve over F q , and let G be a smooth affine group scheme of finite type over C.
Definition-Remark 2.4. We let H 1 (C, G) denote the category fibered in groupoids over the category of F q -schemes, such that the objects over S, H 1 (C, G)(S), are G-torsors over C S (also called G-bundles) and morphisms are isomorphisms of G-torsors. One can prove that the stack H 1 (C, G) is a smooth Artin-stack locally of finite type over F q . Furthermore, it admits a covering {H 1 α } α by connected open substacks of finite type over F q . The proof for parahoric G (with semisimple generic fiber) can be found in [Hei10, Proposition 1] and for general case we refer to [AraHar, Theorem 2.5 
is the category fibred in groupoids over the category of F q -schemes, which assigns to an F q -scheme S the category whose objects are
and whose morphisms are those isomorphisms of G-bundles that preserve the D-level structure.
Let us recall the definition of the (unbounded ind-algebraic) Hecke stacks.
Definition 2.5. Let Hecke n,D (C, G) be the stack fibered in groupoids over the category of F q -schemes, whose S valued points are tuples (G, ψ),
If D = ∅ we will drop it from the notation. Note that forgetting the isomorphism τ defines a morphism
Definition-Remark 2.6. (a) A choice of faithful representation ρ : G → SL(V) with quasi-affine (resp. affine) quotient SL(V)/G, induces an ind-algebraic structure
on the stack Hecke n (C, G), which is relatively representable over H 1 (C, G) × Fq C n by an ind-quasi-projective (resp. ind-projective) morphism. Note that the limit is taken over n-tuples of coweights ω = (ω i ) of SL(V). For details see [AraHar, Definition 3.9 and Proposition 3.10]. Note that comparing to [AraHar, Definition 3.9 and Proposition 3.10] there is a minor change in our notation, which is intended to illustrate the dependence to the choice of representation ρ.
(b) The global affine Grassmannian GR n (C, G) is the stack fibered in groupoids over the category of F q -schemes, whose S-valued points are tuples (
When the curve C and the group G are obvious from the context we drop them from notation and write GR n := GR n (C, G). Notice that the global affine Grassmannian GR n is isomorphic to the fiber product Hecke n (C, G)× H 1 (C,G),G Spec F q under the morphism sending (G, s, ε) to (G S , G, s, ε −1 ). Hence, after we fix a faithful representation ρ : G ֒→ SL(V) and coweights ω, the ind-algebraic structure on Hecke n (C, G), induces an ind-quasi-projective ind-scheme structure on GR n over C n .
(c) The group of (positive) loops L n G (resp. L + n G) of G is an ind-scheme (resp. a scheme) representing the functor whose R-valued points consist of tuples (s, γ) where s := (s i ) i ∈ C n (Spec R) and γ ∈ G(Ḋ(Γ s ))(resp. γ ∈ G(D(Γ s ))). The projection (s, γ) → s defines morphism L n G → C n (resp. L + n G → C n ). By the general form of the descent lemma of Beauville-Laszlo [BL95, Theorem 2.12.1], the map which sends (G, s, ε) ∈ GR n (S) to the triple (s, G := G| D(Γs) ,ε := ε|Ḋ (Γs) ) is bijective. Thus the loop groups L n G and L + n G act on GR n by changing the trivialization onḊ(Γ s ).
(d) We fix an algebraic closure Q alg of the function field Q := F q (C) of the curve C. For a finite field extension Q ⊂ K with K ⊂ Q alg we consider the normalization C K of C in K. It is a smooth projective curve over F q together with a finite morphism C K → C. For a finite extension K as above, we consider closed ind-subschemes Z of GR n × C n C n K . We call two closed ind-subschemes Z 1 ⊆ GR n × C n C n K 1 and
We define the field of definition Q Z of Z as the intersection of the fixed field of G Z in Q alg with all the finite extensions over which a representative of Z exists.
(f) We define a global bound (GB) to be an equivalence class Z :
(g) Consider the stacks Hecke n (C, G) and GR n × H 1 (C, G) as families over
respectively. They are locally isomorphic with respect to theétale topology on
which is a slight generalization of [Var04, Lemma 4.11] .
Assume that we have two morphisms f, g : X → Y of schemes or stacks. We denote by
Below we recall the construction and basic properties of the stack of global G-shtukas.
Definition-Remark 2.7. a) We define the moduli stack ∇ n H 1 D (C, G) of global G-shtukas with D-level structure to be the preimage in Hecke n,D (C, G) of the graph of the Frobenius morphism on H 1 (C, G). In other words
where pr i are the projections to the first, resp. second factor in (2.3). Each object G of ∇ n H 1 D (C, G)(S) is called a global G-shtuka with D-level structure over S and the corresponding sections s := (s i ) i are called the characteristic sections (or simply characteristics)
is surjective and a torsor under the finite group G(D). See [AraHar, Theorem 3.15 ].
Discussion On The Motives Of The Stacks Of Shtukas and Their Local Models
In this section we first study the motive of the Rapoport-Zink type local model for the stack of G-shtukas. For this we first need to explain some necessary motivic background. We then discuss the motivic category associated to the moduli stack itself and further continue by discussing their intersection motives. Finally we discuss the motive of the local model in the global setup.
Motives Of R-Z Local Models and Semi-simplicity Of Frobenius
Grothendieck in 1960's revealed his significant observation by proposing a unifying method to describe the essence of different cohomology theories. In his article [Gro] he further proposed several conjectures, called standard conjectures, which in particular imply that his construction of the category of (pure) motives gives a semi-simple abelian category. He further observed that these conjectures imply the Riemann hypothesis part of the Weil conjectures. Although the standard conjectures are generally accepted to be far out of reach open problems, and beside this issue some effective methods have been discovered (e.g. the proof of the Riemann hypothesis by Pierre Deligne), but nevertheless the Grothendieck's approach remained highly influential from cognitional point of view.
Let X be a smooth projective variety over a finite field F q of characteristic p and let ℓ be a prime number different from p. Believing the standard conjectures, one can see that the action of the Frobenius on theétale cohomology H í et (X Fq , Q ℓ ) is semisimple. For the case of abelian varieties this follows from the Weil's work on the Riemann hypothesis. Namely, fixing a polarization of A induces a Rosati involution ϕ → ϕ † on the endomorphism ring QEnd(A) := End(A) ⊗ Q, which further induces a bilinear ϕ → Tr(ϕϕ † ) form on sub-Q-algebra F := Q[π] ⊆ QEnd(A) generated by the gemotric Frobenius π, where the latter is positive definite according to the Riemann hypothesis. For general case, to formulate this in terms of the positivity of a bilinear form at the level of cohomology, one needs standard conjecture of Lefschetz and Hodge type. As another evidence one could mention the case of K3 surfaces which follows from results of Deligne; see [Del72] .
There are also other sources of evidences, for which, the semi-simplicity conjecture can be justified in more elementary way. For example recall that according to A 1 -homotopy theory, one may collapse affine sub-spaces of a variety. This naturally suggests to consider those varieties that can be paved by affine spaces and further to reduce more subtle cases to this case using tools such as decomposition theorem (in the sense of [BBD] and also in the motivic sense of [CoHa] and [CaMi] ), Leray-Hirsch theorem and etc. Recall that Definition 3.1. i) We say that X ∈ Sch k is relatively cellular if it admits a filtration by its closed subschemes:
Let us recall that the motive of a relative cellular variety filtered as above, admit a decomposition as sum of motives M(Y i ) with relevant shift and twist.
Proposition 3.2. i) Assume that X ∈ Sch k is relatively cellular with a filtration as in (3.4). Then we have the following decomposition
In particular when X is cellular then we have
ii) Similarly when X is cellular then π ! (Q ℓ ) is direct sum of the IC-sheaves of the form Q ℓ (m) [n] . Here π denotes the structure morphism to k.
Proof. i) We prove by induction on dim X. Consider the following distinguished triangle
The closure of the graph of p j : U j → Y j in X j ×Y j . This defines a cycle in CH dim X j (X j ×Y j ) and since Y j is smooth this induces the following morphism
by [VSF, Chap. 5, Theorem 4.2.2 .3) and Proposition 4.2.3], such that g j • γ j = p * j . Thus the above distinguished triangle splits and we conclude by induction hypothesis.
ii) By induction on dim X, we may assume that the statement holds for X U, for an open affine space U. The statement follows from splitting of the canonical distinguished
Remark 3.3. It can be seen that projective homogeneous spaces admit cellular decomposition, e.g. see [Kö] . Another well-known class of examples, according to Bialynicki-Birula decomposition, come from projective varieties with G m -action. Also toric varieties and wonderful compactification G of a split reductive group G, provides another important sub-specious of cellular varieties; see for example [AraHab17, proposition 3.5 ].
From the above proposition it is clear that the motive corresponding to a cellular schemes lies in the category of pure Tate motives. Recall that Definition 3.4. An object of DM gm (k) is called pure Tate motive if it is a (finite) direct sum of copies of Z(n)[2n] for n ∈ Z.
To proceed further and study the geometry of more complicated schemes we first recall the slice filtration and motivic fundamental invariant according to [H-K] .
Recall that a t-structure on a triangulated category C is the data of two full subcategories C ≥0 and C ≤ 0 satisfying the following properties:
The heart of the t-structure is the full subcategory C ≤0 ∩ C ≥0 . Consider the inclusions of the full subcategories i : C ≤n → C(resp. i ′ : C ≥n → C). Then, there exist a truncation functors τ ≤n : C → C ≤n (resp. τ ≥n : C → C ≥n ) and such that for any Y ∈ C ≤n (resp. Y ∈ C ≥n ) and any X ∈ C, we have isomorphisms Hom C≤n (Y, τ ≤n X) →
The category DM ef f − (k) has a (non degenerate) t-structure inherited from the derived category D(Shv N is (SmCor(k))) of Nisnevich sheaves whose heart is the abelian category HI(k) of homotopy invariant Nisnevich sheaves with transfers on Sm/k. Note that this t-structure is not the desired (conjectural) motivic t-structure on DM ef f − (k) whose heart is the abelian category of (effective) mixed motives over k. For further details in this direction see [VSF, Chapter 5] . Let us now recall the following alternative construction from [H-K] of so-called slice filtration.
For M in DM ef f − (k), one defines the following triangulated functor ν n M := Hom(Z(n), M)(n).
By adjunction there are morphisms a n : ν M → M and f n : ν n M → ν n−1 M. Where a n corresponds to identity via The natural transformations a n : Id → ν <n factor canonically through natural transformations f n : ν <n+1 → ν <n , which allows to define
Now define the following functors Definition-Remark 3.6. (a) Consider the thick tensor subcategory of DM ef f gm (k) (resp. DM ef f − (k)) generated by Z(0). It is isomorphic to the full subcategory D b f (Ab) of the bounded derived category D b (Ab) of abelian groups, consisting of objects with finitely generated cohomology groups; see [H-K, Proposition 4.5.].
(b) Define the category of mixed-Tate motives MT DM ef f gm (k) as the thick tensor subcategory of DM ef f gm (k) generated by Z(0) and the Tate object Z(1). The above obvious embedding precisely factors through i :
(c) The functors ν ≤n and ν ≥n restrict to functors MT DM ef f gm (k) → MT DM ef f gm (k). Note that in this situation the slice filtration coincides the usual weight filtration. Consider the functor c n (−), in the remaining part we deal with the question that when the n'th fundamental motivic invariant c n (X) := c n (M(X)) lies in the category D b (Ab). (c) Consider the moduli stack X := H 1 (C, GL n ). Note that this is isomorphic to the stack of vector bundles of rank n on a curve C. Let X d denote the substack of H 1 (C, GL n ) corresponding to the vector bundles of degree d. For C := P 1 one can see that c n (X ) lies in D b (Ab). This follows from the following formula for the motive of X d
See [Hus] . Here Z(C, Q(i)[2i])) denotes the motivic zeta function of C. Regarding [Beh07, conjecture 3.4] one expects that a similar fact holds for the motive of H 1 (C, G) for split reductive group G. Now consider the category E 1 of all M 1 that are extensions of M 0 by M ′ 0 in E 0 . We may argue as above that Hom(Z(i)[2i], M 1 ) is finitely generated. One can repeat this process to produce the category E n , and observe that CH * (X) is finitely generated when M lies in E n . So it remains to see that lim −→ E n coincides the category of mixed Tate motives. This is clear, since by construction it is a thick subcategory of the category of mixed Tate motives that contains motives of the form Z(i) [j] . Recall from [AraHab17] that in the motivic context one may formulate the Leray-Hirsch theorem after imposing certain conditions to the fiber.
Theorem 3.12. Let X be a smooth irreducible variety over k. Let π : Γ → X be a proper smooth locally trivial fibration with fibre F . Furthermore, assume that F is cellular and satisfies Poincaré duality. Then one has an isomorphism
in DM ef f gm (k).
Remark 3.13. One can proceed by considering the following situation. Namely, start with a variety X 0 and then consider an iterated tower of cellular fibrations
over it. In this case one can recursively compute the cohomology ofX by applying Leray-Hirsch theorem. In particular we observe that if M(X 0 ) is mixed Tate then M(X) is mixed Tate as well.
Following the above constructive method, to treat more complicated singular varieties, one can proceed in the following way. Namely, consider a variety S which admit a resolution of singularities Σ → S by an iterated tower of cellular fibrations. We then apply the decomposition theorem [BBD] to such resolution. Note that in order to establish this theorem in the motivic context one needs to assume Grothendieck's standard conjectures and Murre's conjecture. Regarding this to implement the decomposition theorem in the motivic context we need to restrict our attention to the cases where the cycle class map is easier to be described.
Proposition 3.14. Assume that S admits a resolution of singularities Σ → S. Consider the cycle class map cl : A * := Ch * (Σ × S Σ) → H BM 2 * (Σ × S Σ). We have the following statements (a) Assume dim Q A * is finite. Note that this is for example the case when M(Σ × S Σ) is mixed Tate; see Lemma 3.9. Assume further that cl is surjective and the ker cl lies inside the Jacobson radical J of A * . Then any decomposition of Rf * Q Σ [n] lifts to a decomposition of the Chow motive (X, ∆ X ).
(b) If cycle class map cl is an isomorphism then any decomposition of Rf * Q Σ [n] corresponds to a unique decomposition of (Σ, ∆ Σ ).
Proof. a) As A * is finite, some power of J vanishes. This allows to lift an idempotent A * modulo J. Furthermore, there is an isomorphism
see [CoHa, Lemma 2.21] . Therefore an idempotent of End D b cc (S) (Rf * Q Σ [n]) induces an idempotent of H BM 2n (Σ × S Σ). This lifts to an idempotent in A * . b) This follows from the isomorphism 3.8 followed by inverse of cycle class map.
Definition 3.15. Let C n be the full subcategory of the category of Sch k whose objects have the following property. Namely, every S ∈ C n admits a surjective morphism π : Σ := Σ(S) → S in Sch k such that a) Σ is smooth and the n-th motivic invariant c n (M(Σ)) lies in D b f (Ab), b) π : Σ → S admits a stratification S = α U α such that:
-π : π −1 (U α ) → U α is a locally trivial fiber bundle with cellular fiber F α , -U α lies in C n for α = α 0 , where U α 0 is the open stratum.
One can strengthen condition a) by requiring that the motivic invariants of Σ lie in D b f (Ab) for all n. We denote the resulting category by C − . Furthermore we denote by C ≪ the category obtained by requiring that these motivic invariants vanish for sufficently large n.
Remark 3.16. One can consider the following more general situation. Namely, one can allow fibers F α to be a tower of cellular fiberations as we mentioned earlier.
Definition 3.17. Let X be a projective variety over k. We say that X is a c −1
ii) the union of the elements of any arbitrary subset of {X ij := X i ∩ X j } i =j is either a c −1 n (D b f (Ab))-configuration or empty.
Furthermore we say that X is a c −1 (D b f (Ab))-configuration if the above holds for every n > 0. We sometimes strengthen this even further by requiring that c n (M(X i )) vanishes for large enough n.
Definition 3.19. We say that a bound Z is c n -nett (resp. c − -nett, resp. nett) if its special fiber (in the sense of Remark 2.2) is of finite type, proper and lies in C n (resp. C − , resp. C ≪ ).
Remark 3.20. The above definition inspired by the well-known split reductive case. We don't know up to what extent the above definition may remain useful beyond this case. Although we expect this up to some modification.
Theorem 3.21. LetẐ be a boundedness condition in the sense of Definition 2.1. We have the following statements a) Assume thatẐ is c n -nett boundedness condition in the sense of definition 3.19. Then c n (M(Z)) lies in D b f (Ab).
b) Assume that Z := Z × k k is irreducible and admits a stratified Z = β∈B Z β semismall resolution of singularities Σ → Z, with c n (M(Σ) 
Moreover:
c) Assume thatẐ is nett (resp. there is a semi-small resolution Σ → Z with M(Σ) ∈ MT DM ef f gm (k)). Then M(Z) (resp. M(Z)) lies in MT DM ef f gm (k) (resp. MT DM ef f gm (k)).
d) In either of the cases mentioned in c), Frobenius acts semi-simply on the cohomology H i (Ẑ, Q ℓ ), here ℓ = p is a prime number.
Proof. Let us first prove the following Lemma 3.22. Suppose X = ∪ i X i is a c −1 n (D b f (Ab))-configuration (resp. a configuration of mixed Tate varieties) then c n (M(X)) lies in D b f (Ab) (resp. M(X) is mixed Tate). Proof. We prove by induction on the dimension d of the configuration. The statement is obvious for d = 0. Suppose that the lemma holds for all c −1 n (D b f (Ab))-configurations of dimension r < m. Let X = X 1 ∪ · · · ∪ X n be a configuration of dimension m. By induction hypothesis and localizing distinguished triangle, it is enough to show that
The later again follows from the localizing triangles
and the fact that c n is a triangulated functor. The statement for configuration of mixed Tate varieties is similar. Now let us assume that Z is irreducible. Then by definition there is a map π : Σ → Z which satisfies the conditions in Definition 3.19. We claim that c n (M(Z)) lies in D b f (Ab). We do this by induction on dim Z. We have the following localizing triangles
corresponding to the inclusion Z • ֒→ Z of the open stratum Z • = Z α 0 . By definition ofẐ, motivic Leray-Hirsch theorem 3.12 and the induction hypothesis ∪ α =α 0 π −1 (Z α ) is a c −1 n (D b f (Ab))-configuration. In particular the motivic fundamental invariant c n (M(∪ α π −1 (Z α ))) lies in D b f (Ab); see the above lemma 3.22. As c n is triangulated, we argue that c n (M(π −1 (Z • ))) also lie in D b f (Ab) by generalized gysin triangle. Hence we see by theorem 3.12 and Definition-Remark 3.6 (d) that c n (M(π −1 (Z • ))) = c n (M(Z • ))⊗c n (M(F α 0 )) lies in D b f (Ab). Since F α 0 is pure Tate we may conclude by proposition 3.7 that c n (M(Z • )) lies in D b f (Ab). This together with the localizing triangle
and the fact that ∪ α Z α is a c −1 n (D b f (Ab))-configuration implies that Z also satisfies the induction hypothesis. Note in addition that, by definition Z is proper and hence there is a canonical isomorphism M c (Z) ∼ = M(Z). For non-irreducible Z observe that the irreducible components of Z form a c −1 n (D b f (Ab))configuration and therefore we deduce again that c n (M(Z)) ∈ D b f (Ab).
b) For semi-small resolution ̺ : Σ → Z, the decomposition theorem gives the following decomposition of
Here A denotes the set of admissible strata, i.e. A := {α ∈ B; 2 dim ̺ −1 (z) = dim Z − dim Z α , ∀z ∈ Z α } and L a are the semisimple local systems on Z a given by the monodromy action on the maximal dimensional irreducible components of the fibers of ̺ over Z α . The semi-smallness of the resolution ̺, implies that the dimension of every irreducible component of Σ× Z Σ is less than dim Σ, which consequently implies that the cycle class map is an isomorphism. From this and Proposition 3.14 we deduce that the above decomposition induces a motivic decomposition. Now since M(Z) appears as a summand of M(Σ), we conclude that c n (M(Z)) lies in D b f (Ab). c) follows from a) and b) together with the following vanishing observation of Proposition 4.6] . d) For this part of the theorem first notice that the boundẐ ⊆ F ℓ P is projective, thereforeẐ is algebraizable, see [EGA, III, Thm. 5.4.5] , that is it comes by base change from a scheme over Spec RẐ. By abuse of notation we denote the latter again byẐ. By proper base change theorem there is an isomorphism [Mil80, Ch. VI Cor. 2.7 ]. As we observed in c), whenẐ is nett then M(Z) lies in MT DM ef f gm (k). So we can conclude by the fact that the abelian category of mixed Tate motives over a finite field is semi-simple and its simple objets are the Q(n)'s. The latter fact follows from the knowledge of the K-theory of finite fields, which gives the vanishings of the Ext groups Ext n (Q(a), Q(b)) = 0 for n > 0. Recall that K 2i (F q ) = 0 and K 2i−1 (F q ) = Z/(q i − 1) according to Quillen [Qui] and therefore they vanish after passing to rational coefficients.
Finally when there is a resolution as in b) then we observed that the motive M(Z) is geometrically mixed Tate. This implies that M(Z) is mixed Tate after a finite extension L/k; see Lemma 3.11. This shows that some power F n of Ferobenius is semi-simple, which implies that F is semi-simple.
Definition 3.24. Assume that X → Y admits a stratification {Y α } such that X α := f −1 (Y α ) → Y α is a fiber bundle whose fiber S α lies in C ≪ . We say that X → Y is relatively nett with respect to the stratification {Y α }. Proof. This follows from the definition 3.24 and theorem 3.21, gysin triangle and the following result of Gillet and Soulé [GS, Proposition 3.2.2.5 ].
Motives and Moduli of G-shtukas
Proposition 3.26. The motive of the stack ∇ Z n H 1 D (C, G) lies in the category of geometric motives DM gm (k).
Proof. The stack of bounded G-shtukas X := ∇ Z n H 1 D (C, G) is locally of finite type and Deligne-Mumford. See [AraHar, theorem 3.15] and [AraHab16, theorem 3.1.7] . Moreover it is seperated by [AraHar, Theorem 3.15 ]. In addition the inertia stack I(X ) is finite over X by [AraHar, Corollary 3.16] . Therefore by Keel-Mori Theorem it admits a coarse moduli space X which is separated. See [Co05] . The motive M(X ) is naturally isomorphic to M(X).
Note that the above method, relies on the existence of coarse moduli space, can not be implemented to construct the category of mixed motives over ∇ Z n H 1 (C, G), as well as the corresponding intersection motives. For this purpose we need some further preliminaries which we recall from [AraHab16] . Moreover as we will describe below, for the sake of simplicity, we restrict our attention to the local case.
Let us first recall the definition of the category of local P-shtukas.
Definition 3.27. Let X be the fiber product
of groupoids. Let pr i denote the projection onto the i-th factor. We define the groupoid of local P-shtukas Sht D P to be
whereσ :=σ H 1 (Spec F,L + P) is the absolute F-Frobenius of H 1 (Spec F, L + P). The category Sht D P is fibered in groupoids over the category
]-schemes on which ζ is locally nilpotent. We call an object of the category Sht D P (S) a local P-shtuka over S. More explicitly a local P-shtuka over S ∈ Nilp F[[ζ]] is a pair L = (L + ,τ ) consisting of an L + P-torsor L + on S and an isomorphism of the associated loop group torsorsτ :σ * L → L. [AraHar14, Section 5.2] that to a global G-shtuka one can associate a tuple of local P-shtuka at characteristic places. Namely, there is global-local functor
9)
This mirrors the assignment of a p-divisible group to an abelian variety over F q (this more generally mirrors the crystalline realization of a motive). One may use this assignment to impose boundedness conditions to the moduli of G-shtukas.
Definition-Remark 3.28. (a) LetẐ be a bound with reflex ring RẐ. Let L + and L ′ + be L + P-torsors over a scheme S in Nilp RẐ and let δ : L ∼ −→ L ′ be an isomorphism of the associated LP -torsors. We consider anétale covering S ′ → S over which trivializations α : L + ∼ −→ (L + P) S ′ and α ′ : L ′ + ∼ −→ (L + P) S ′ exist. Then the automorphism α ′ • δ • α −1 of (LP ) S ′ corresponds to a morphism S ′ → LP × F Spf RẐ. We say that δ satisfies local boundedness condition (LBC) byẐ if for any such trivialization and for all finite extensions R of F [[ζ] ] over which a representativeẐ R ofẐ exists, the induced morphism S ′ × RẐ Spf R → LP × F Spf R → F ℓ P,R factors throughẐ R . Furthermore we say that a local P-shtuka (L + ,τ ) is bounded byẐ if the isomorphismτ −1 satisfies LBC byẐ.
(b) Fix an n-tuple ν = (ν i ) of places on the curve C with ν i = ν j for i = j. LetẐ := (Ẑ i ) i be an n-tuple of bounds in the above sense and set RẐ := RẐ 1⊗ Fq . . .⊗ Fq RẐ n . We say that a tuple (G,
at ν i satisfies LBC byẐ in the above sense. We denote the resulting formal stack by HeckeẐ n (C, G), and sometimes we abbreviate this notation by HeckeẐ n . Similarly we say that a G-shtuka G in ∇ n H 1 (C, G) ν (S) is bounded byẐ if for every i the associated local P ν i -shtuka L i is bounded byẐ i . Here we set (L i ) := Γ(G). We denote the moduli stack obtained by imposing these boundedness conditions by ∇Ẑ n H 1 D (C, G).
(c) Furthermore, using tannakian formalism one can equip this moduli stack with H-level structure, for a compact open subgroup H ⊂ G(A ν Q ). Here A ν Q is the ring of adeles of C outside the fixed n-tuple ν := (ν i ) i of places ν i on C. For detailed account on H-level structures on a global G-shtuka, we refer the reader to [AraHar, Chapter 6] . We denote the resulting moduli stack by ∇ H,Ẑ n H 1 (C, G). . This leads to definition of the algebraic stack Hecke Z n,D (C, G) and ∇ Z n H 1 D (C, G). We sometimes use the subscript in our notation α ∇ Z n H 1 D (C, G) (resp. Hecke Z n,D (C, G)) to denote the corresponding moduli stacks obtained by restricting the above constructions to the open substack H 1 α of the stack H 1 (C, G); see definition-remark 2.4.
As a significant feature of the assignment 3.9 one can prove that the deformation theory of a global G-shtuka can be read of the associated local P-shtukas via Γ. Let us explain it a bit more explicitly. Let S ∈ Nilp Aν and let j : S → S be a closed subscheme defined by a locally nilpotent sheaf of ideals I. Let G be a global G-shtuka ∇ n H 1 (C, G) ν (S). We let Def o S (Ḡ) denote the category of infinitesimal deformations of G over S. Similarly for a local P-shtukaL in Sht D P (S) we define the category of lifts Def o S (L) ofL to S. Then one can prove that LetḠ := (Ḡ,τ ) be a global G-shtuka in ∇ n H 1 (C, G) ν (S). Then the functor
induced by the global-local functor (3.9), is an equivalence of categories. Here (L i ) i denote the tuple Γ(Ḡ 
Furthermore, in the above roof, the formal stack HeckeẐ Rν is an i L + P ν i -torsor over In this subsection we assume that G is parahoric. Proof. Recall from [AraHab16, Prop 4.3 .3] that to a global boundedness condition Z one can assign a tuple of local boundesẐ. This is done by taking formal completion at the characteristic places ν. Vise versa, starting from a tupleẐ := ([Ẑ i ]) i of local bounds we can perform a global boundedness condition Z in the following way. LetẐ i be a representative of [Ẑ i ] over the ring R i := RẐ i . Consider the corresponding finite field extension QẐ i / Q ν i . It comes from a global field extension Q i /Q. Adjoining these global fields for all i, we obtain an extension Q/Q. Let C be the curve corresponding to the field extension Q/Q. Note that asẐ i is projective, it admits a model over Spec R i , which by abuse of notation we still denote byẐ i . The generic fiber of GR 1 ( C, G) is the usual affine Grassmannian Gr G Q .
Note that GR 1 ( C, G) and GR 1 (C, G) × C C are isomorphic on the locus where C → C iś etale. Note further that we have F ℓ Gν ,R i = GR 1 ( C, G) × C R i . The generic fiber ofẐ i defines a closed subscheme Z i,η of Gr G Q . Now consider the fiber product Z := Z 1,η × · · · × Z n,η ⊆ Gr n G Q = (GR n (C, G) × C n C n ) η n C and let Z be the Zariski closure of Z in GR n (C, G) × C n C n . This defines a global boundedness condition Z corresponding to the local boundedness conditionẐ.
The second part follows from the degeneration method. If n = 1 then the fibers F of Z over an open subscheme U ⊆ C are pure Tate. Recall that this equivalently means that the diagonal ∆ F of F fully decomposes in Ch(F × F ). By [CoPi, Théorème 2.3] we see that the fibers over C U are also pure Tate. For n = 2, a general fiber over x := (x 1 , x 2 ) outside the diagonal diag ⊆ C 2 is pure Tate by construction. For x = (x 1 × x 1 ) consider the restriction Z|x 1 × C. Then using the fact that the general fiber is pure Tate, and that it specializes as we explained above, we argue that M(F ) is pure Tate in general. One can proceed similarly to prove the assertion for n > 2.
Let µ := {µ i } i=1,...,n be a set of geometric conjugacy classes of cocharacters in G which are defined over a finite separable extension E/Q. We say that a global boundedness condition Z is generically defined by {µ i } if it arises in the following way. Namely, each µ i defines a closed subscheme of GR 1 × C C E which we denote by GR µ i . Note that GR µ i is proper flat with geometrically connected equi-dimensional fibers over C E . Now consider the bound Z := Z(µ) which is given by the class of the Zariski closure in GR n × C n C n E of the restriction of the fiber product GR µ 1 × · · · × GR µn of global affine Schubert varieties GR µ i to the complement of the big diagonal in C n E . When G is constant G × Fq C for split reductive group G over F q , then we have C = C and we consider the obvious action of the symmetric group S n on C n and consider the induced stratification (C n ) α . Here α denote a subset of {1, · · · , n}. One can see the following Corollary 3.36. Keep the above notation. We have the following statements (a) Assume that G is parahoric and S(µ i ) are smooth and pure Tate. The motive M(Z) of Z := Z(µ) over C n lies in the thick subcategory of DM gm (k) generated by pure Tate motives and M( C). In particular when C = C = P 1 then the motive M(Z) in DM gm (k) is geometrically mixed Tate.
Furthermore when G is constant we have Here α runs over subsets of {1, . . . , n} and µ α := α∈α µ α . In particular when C = P 1 it lies in the subring generated by MT DM ef f gm (k).
(c) Assuming [Beh07, conjecture 3.4] , the class of the motive of Hecke Z n (C, G) can be expressed in the following way
Here L denotes the class corresponding to A 1 , g denotes the genus of C, Z(C, t) denotes the motivic zeta function of C, and d i 's are given by the class
Proof. a) Using simple induction argument, this follows from the construction of Z and the above proposition 3.35. Recall that regarding the construction of Z, the restriction of Z to the stratum corresponding to α is a fiber bundle, whose fiber equals S α × S α := S(µ α ) × i / ∈α S(µ i ). When C = P 1 the statement follows from example 3.18, theorem 3.21, Künneth formula and properness of S α and S α . b) First part follows from construction and properness of Z. For C = P 1 the statement follows from part (a). c) This follows from [AraHab16, Proposition 2.0.11] and the above part b).
Remark 3.37. Recall that for a minuscule coweight µ the Schubert variety S(µ) is cellular and thus the motive M(S(µ)) is pure Tate. The above corollary provides a proof for the following fact that for a tuple µ := (µ i ) of minuscule coweights the motive of S(µ) in DM gm (k) is pure Tate. Note that for this we do not need to consider the fibers of the resolution of singularities of S(µ).
