A model of nonequilibrium charge recombination from an excited adiabatic state of a donor-acceptor complex induced by the nonadiabatic interaction operator is considered. The decay of the excited state population prepared by a short laser pulse is shown to be highly nonexponential. The influence of the excitation pulse carrier frequency on the ultrafast charge recombination dynamics of excited donor-acceptor complexes is explored. The charge recombination rate constant is found to decrease with increasing excitation frequency. The variation of the excitation pulse carrier frequency within the charge transfer absorption band of the complex can alter the effective charge recombination rate by up to a factor 2. The magnitude of this spectral effect decreases strongly with increasing electronic coupling.
I. INTRODUCTION
The charge recombination ͑CR͒ dynamics of excited donor-acceptor complexes ͑DACs͒ or contact ion pairs exhibit several specific features, such as the absence of the normal region predicted by Marcus theory. Indeed, the CR rate constant exhibits a monotonous, nearly exponential, decrease with increasing reaction exergonicity over a very wide interval going from Ϫ0.5 eV up to Ϫ3 eV. [1] [2] [3] [4] An explanation for such an unexpected dependence of the rate has been proposed in Ref. 5 . It is based on the fact that the laser excitation populates a nonequilibrium initial vibrational state of the DAC. Therefore, in the low driving force regime, where the normal behavior is predicted, CR proceeds in parallel to solvent relaxation, and consequently the excited state population decays before being trapped in the equilibrium configuration. The calculations performed within the framework of the stochastic point-transition approach 6, 7 could well reproduce the experimentally observed free energy dependence of the rate. 5 There are, however, two problems in this explanation. 8 First, a good fit requires too large electronic coupling values and therefore the diabatic state representation and the stochastic approach, which is based on it, are no longer applicable. Second, this model predicts a strong time dependence of the rate constant, in disagreement with most experimental data. [1] [2] [3] [4] More recently, a model considering the CR of excited DACs as a transition between excited and ground adiabatic states induced by the nonadiabatic interaction has been proposed. 8 Such a perturbation theory in the nonadiabatic interaction had been developed earlier in Ref. 9 within the framework of the semiclassical theory. With the assumption that the time scale of nuclear relaxation is much shorter than that of CR, the authors could very well reproduce the experimentally observed free energy dependence of the rate constant. Moreover, both above-mentioned problems are no longer present in this model. Indeed, it can be applied to systems with a strong electronic coupling and it predicts an exponential CR dynamics.
However, the time scales associated to solvent relaxation, or at least some of them, are often slower than that of CR. Therefore, a theoretical model for the description of ultrafast electron transfer ͑ET͒ dynamics has to consider the time dependence of the CR rate constant. This issue has been investigated intensively over the last decade. An expression for the population decay from an electronic state initially prepared with a nonequilibrium nuclear distribution has been derived in Ref. 10 . The importance for electron transfer of the optical preparation of a nonequilibrium nuclear distribution on the donor state has also been shown. 11 Nonequilibrium effects on ultrafast ET dynamics, with a special emphasis on vibrational coherence, have been explored using nonperturbative methods in electronic coupling. [12] [13] [14] [15] The role of vibrational coherence in ultrafast electron transfer reactions has been discussed in detail in Ref. 16 . The hybrid model proposed in Ref. 17 accounting for nonequilibrium population of the initial vibrational state has been used successfully to describe the free energy dependence of the CR rate of excited DACs. 4 The dependence of the CR rate of DACs on the pump pulse carrier frequency, the so-called spectral effect, observed recently 18, 19 opens promising perspectives for the investigation of subtle features connected to ultrafast electron transfer reactions. Indeed, the spectral effect reflects explicitly the nonstationarity of the nuclear subsystem during CR and can thus only be understood within the framework of a a͒ Author to whom correspondence should be addressed. Electronic mail: physic@vlink.ru nonstationary model. The theory of the spectral effect in the weak electronic coupling limit has been developed in Ref. 20 . The magnitude of the spectral effect was shown to depend strongly on both the CR free energy and the dynamic properties of the medium.
The aim of this paper is to investigate theoretically the influence of the vibrational nonstationarity and of the carrier frequency of the excitation pulse on the ultrafast CR dynamics of excited DACs. For this purpose, the model presented in Ref. 8 is generalized to the case of nonstationary CR, where the initial nonequilibrium vibrational state depends explicitly on the excitation pulse characteristics. Generally, vibrational nonequilibrium is expected to lead to strong nonexponential CR kinetics. The conditions where the CR dynamics become nearly exponential in the experimentally observable time window are also investigated.
II. NONSTATIONARY ADIABATIC PERTURBATION THEORY
The photoexcitation of a DAC results in the population, a state with a strong charge transfer character, which is often considered as a contact ion pair. In polar solvents, this ion pair can either dissociate into free ions or return radiatively or nonradiatively to the ground state. In many DACs, nonradiative CR, which is later on assumed to be the only deactivation pathway of excited DACs, dominates. 1, [21] [22] [23] [24] [25] The model considers CR of excited DACs as a two-state problem with the ground and excited adiabatic electronic states of the complex. A laser pulse is assumed to produce an initial nonequilibrium population on the free energy surface of the excited state, as shown in Fig. 1 . The Hamiltonian of the system in the adiabatic representation can be written as 9, 26 Hϭ ͩ
͑1͒
where V n ϭϪi͓ P,C(Q)͔ ϩ /2 is the nonadiabatic interaction operator;
H g and H e are the vibrational Hamiltonian of the ground and excited adiabatic states, respectively, and H m is the Hamiltonian of the bath including its interaction with the reaction coordinate. The parameters M and ⍀ are expressed in terms of the spectral density of the bath oscillators J(),
In this equation and in the following, the Planck constant ប is set to unity. The reorganization energy E r is given by
The quantity ⍀ ad (Q) is the free energy gap between the adiabatic states,
where ⌬G is the CR free energy. The coefficient C has the following form:
The temporal evolution of the system considered is described by the quantum Liouville equation for the density operator :
The vibrational population is assumed to be initially in thermal equilibrium in the adiabatic ground state ͑see Fig. 1͒ . Then a short pump pulse, centered at time tϭ0, transfers the population to the excited adiabatic state. The initial population of the excited adiabatic state ee (0) depends on the pump pulse characteristics and will be determined later. Using these initial conditions and applying the standard methods of time-dependent perturbation theory ͑see, for examples, Refs. 10, 28, and 29͒ in the nonadiabatic interaction V n , we obtain the reaction rate k(t) in the first nonvanishing order Tracing over all bath coordinates except that of reaction results to the following reaction rate: 
where k B is the Boltzmann constant and T is the temperature. Substitution of Eq. ͑10͒ into Eq. ͑8͒ results in the final expression for the time-dependent rate
where
͑12͒
Equation ͑11͒ describes the CR dynamics occurring in parallel to vibrational relaxation. As the vibrational subsystem is approaching thermal equilibrium, the rate k(t) is approaching the stationary value k st . Indeed, the function g(Q,t) decays within the time scale of momentum relaxation. Therefore, for time larger than the time scale related to the relaxation of the reaction coordinate, one can set in the integral ͑11͒ ee (Q,t 1 
which corresponds to the original result of Ref. 8 .
III. WAVE PACKET DYNAMICS
To find out the initial vibrational state population, ee (Q,0), we consider the dipole interaction between the DAC and the laser pulse
where d ជ is the transition dipole moment and E ជ (t) is the electric pump field. The optical coupling operator can be expressed as
The pump pulse is thus only determined by two parameters, namely, the carrier frequency e and the duration e . The pump pulses are assumed to be transform limited and their intensity spectrum I() is given by
If the duration of the pulse is shorter than the nuclear dynamics time scales, excited state dynamics during excitation can be neglected. In this case, the initial shape of the wave packet on the excited surface, ee (Q,tϭ0), is determined by the product of the initial nuclear distribution in the ground state and the excitation pulse spectrum, that is,
where Z is a normalization factor and
is the free energy of the adiabatic ground state. From Eq. ͑15͒, it follows that if the spectral width of the excitation pulse is much smaller than the absorption bandwidth, the coordinate of the wave packet maximum is determined by the equation
To simplify the calculations, the wave packet propagation is approximated by
where Q min is the location of the excited surface minimum and ␦(0)ϭ1ϪAϭB e Ϫ2 is the initial width of the wave packet. The parameters A and B are complex functions of the magnitude of E r , V el , ⌬G, and k B T. The expressions for A and B are not written explicitly because, in the range of parameters considered here, the electron transfer kinetics de-pends only weakly on the initial wave packet width. The function Q(t) describes the time-dependent position of the wave packet maximum, and its initial value Q(0) is the solution of Eq. ͑17͒. It should be noted that Eq. ͑18͒ gives a correct maximum position and width of the initial wave packet, but a slightly distorted shape.
The propagation of the wave packet is approximated by Eq. ͑18͒ that requires the knowledge of the functions Q(t) and ␦(t). It is well known that these functions are directly connected to various phenomena such as, for example, the time dependence of fluorescence spectra. [32] [33] [34] Indeed, the function Q(t) determines the time-dependent Stokes shift because ⍀ ad ͓Q(t)͔ is equal to the frequency of the fluorescence maximum. Therefore a relationship between Q(t) and the experimentally measurable time-dependent Stokes shift can be established 34 X͑t ͒ϭ
where ⍀ min ϭ⍀ ad (Q min ). This X(t) function is usually approximated by a sum of several exponentials and should coincide with the relaxation function 34 X͑t ͒ϭ
For (QϪ⌬G) 2 ӷV el 2 , an approximate solution of Eq. ͑19͒ is given by
The use of Q(t) described by Eq. ͑21͒ and of ␦(t)ϭ͓1 ϪAX 2 (t)͔ for the calculations of the wave packet propagation implies that the anharmonicity of the excited free energy surface is neglected. The nonequilibrium rate constant k(t) has been numerically shown to depend only weakly on the initial width ␦(0), therefore this form of ␦(t) is also used for calculating the CR kinetics with the anharmonic excited term. Moreover, k(t) depends only weakly on whether Q(t) is determined by Eqs. ͑19͒ or ͑21͒.
It is well known that an exponential decay of X(t) leads to a Debye-like spectral density J(), but an instant velocity does not exist in this model, and as a result, the integral in Eq. ͑12͒ is divergent. For this reason, the Brownian oscillator model for which the spectral density is given by Eq. ͑22͒,
is used. When the friction coefficient of the reaction coordinate ␥ is zero, the oscillator experiences a coherent motion at the frequency ⍀. In the strong overdamped limit, ␥ӷ⍀, the behavior of the Brownian oscillator becomes close to Debyetype with a relaxation time r ϭ␥/⍀ 2 , except in the short time region where tϽ1/␥. 28 Real solvents are usually characterized by several relaxation time scales. In this case, the spectral density J() can be well reproduced by a sum of Brownian oscillator spectral densities. Each individual density describes a vibrational mode with the parameters ␥ i , ⍀ i , and E ri , where ri ϭ␥ i /⍀ i 2 and E ri are the relaxation time and reorganization energy of ith mode, respectively, and E r ϭ ͚ i E ri is the total reorganization energy. In this case Eq. ͑20͒ gives X(t) ϭ ͚x i e Ϫt/ ri with x i ϭE ri /E r .
IV. RESULTS AND DISCUSSION
The results of the numerical calculations of the nonequilibrium CR rate k(t) are presented in Fig. 2 for a model including a single relaxation time and in Fig. 3 for a model with two relaxation times. For CR reactions in strongly polar solvents ͑acetonitrile, alcohols, and others͒, the relaxation times r1 and r2 lie typically in the 0.1-1 ps and 5-10 ps ranges, respectively. [35] [36] [37] Such time scales have been used in the calculations. The ''triangle,'' ''star,'' and ''circle'' symbols in Figs. 2 and 3 easily seen that vibrational nonequilibrium leads to a strongly nonexponential CR dynamics on the whole experimentally observable time window. The time dependencies of the rate reflect the propagation of the wave packet from its initial position towards the excited state free energy minimum ͑see Fig. 1͒ . Because the transition rate between the adiabatic states is inversely proportional to the energy gap, the wave packet motion results in an increase of the rate.
In the single relaxation time model, the exponential stage of the excited population decay occurs only after a time delay of the order of the relaxation time scale, tϳ r , when k(t) is just approaching to k st ͑Fig. 2͒. In this case, the ultrafast stage of the CR dynamics, i.e., when tϽ r , is thus strongly nonexponential. An increase of the electronic coupling V el leads to a decrease of the rate and to a weaker contribution of nonequilibrium CR dynamics. As a consequence, the nonexponentiality of the CR kinetics is less pronounced. In the Marcus inverted region, the population decay slows down with increasing driving force and thus the dynamics goes toward the exponential regime.
In the two mode model, the behavior of k(t) is essentially the same as in the single mode model as long as the inequality r2 / r1 Ͻ10 holds ͑see the dotted curves in Fig.  3͒ . However, if the difference between the relaxation time scales is larger, k(t) exhibits a plateau between r2 and r1 ͑see the nearly horizontal part of solid and dashed curves in Fig. 3͒ . Obviously, the left edge of the plateau corresponds to the time at which the relaxation of the fast mode is practically over, while the right edge coincides with onset of the slower mode motion. It should be emphasized that the plateau can in principle coincide with the experimentally observable time window. In this case, the CR reaction is over before the relaxation of the slower mode has actually started.
A. Excited state population dynamics
The excited state population P e (t) is determined with the time dependent rate Eq. ͑11͒ as
͑23͒
The nonexponential decay of the excited state population can be quantitatively reproduced by a function of the form
The parameter s can be interpreted as a measure of the nonexponentiality of the decay. Values of sϾ1 correspond to an increase of the rate with time and sϽ1 to a decrease. The s and values obtained from the fit of Eq. ͑24͒ to the simulated data are listed in Table I . Several features can be observed:
͑1͒ Within the framework of the adiabatic perturbation theory, the value of s is predicted to be larger than unity in the whole range of parameters; this is a direct demonstration of the increase of the rate with time.
͑2͒ The parameter s decreases with increasing electronic coupling V el and increases with the carrier frequency of the pump pulse.
͑3͒ The dependence of s on the reaction free energy ⌬G is not monotonous. In the free energy range presented in Table I , namely Ϫ⌬GϽ1.5 eV, s increases with Ϫ⌬G. In the larger driving force regime, the reaction is considerably slower and thus nonthermal CR plays a minor role. In this case, the magnitude of s should decrease and approach unity.
͑4͒ A variation of the carrier pulse frequency from one half maximum of the absorption band to the other alters the magnitude of s by 10%-30%.
B. Spectral effect
In order to quantify the decay of the excited state population, a time-independent effective rate constant k ef is used
͑25͒
The free energy dependencies of k ef ( e ) for the single and two mode models at a given e are shown in Fig. 4 . Neither TABLE I. Parameters obtained from the fit of Eq. ͑24͒ to the calculated decay dynamics of the excited DAC population at the time interval after which 90% of the initial excited state population has decayed. The parameters used are: E r1 ϭ0.7 eV, E r2 ϭ0.3 eV, r1 ϭ0.1 ps, r2 ϭ10 ps, ϭ ϩ, and ϭϪ correspond to the excitation frequency at half the absorption maximum on the high-and low-frequency sides, respectively. k ef is the effective rate constant. R is the coefficient of correlation. the effective rate nor the stationary rate 8 exhibit the Marcus normal behavior, namely, an increase of the rate constant with increasing driving force. The magnitude of k ef ( e ) is sensitive to the time scales of the reaction coordinate relaxation. Moreover, at a fixed relaxation time the effective rate rises with the friction coefficient ␥.
The magnitude of the spectral effect is defined as
where e ϩ and e Ϫ are the frequencies at half maximum of the charge transfer band ( e ϩ Ͼ e Ϫ ). Figure 5 shows the dependence of the spectral effect on ⌬G for various values of the electronic coupling V el . For the models considered here, the spectral effect is always negative, namely, k ef decreases with increasing excitation frequency e . It should be emphasized that the spectral effect becomes larger when the difference of relaxation time scales increases ͑dashed curves in Fig. 5͒ .
The spectral effect is more pronounced in the low exergonicity regime, where the rate is maximal and the reaction is finished before the excited state population has reached thermal equilibrium. This is an additional evidence of the vibrational nonequilibrium origin of the spectral effect. The negative sign of the spectral effect can be explained as follows. The larger the frequency of the pump pulse, the farther from the excited state minimum the wave packet is initially prepared and, as a consequence, the larger the free energy gap for the nonradiative transition. As the rate depends inversely on the gap, a higher excitation frequency implies a slower rate. An increase of the driving force leads to a slowing down of the reaction and thus to a smaller contribution of the nonequilibrium stage of the reaction. For transitions between the adiabatic states, this picture does qualitatively not depend on the number of vibrational modes.
The calculations have only been performed within the interval 0.5 eVϾV el Ͼ0.1 eV, where the effect is shown to be large enough to be experimentally observable by ultrafast spectroscopy. It is worth mentioning that the extrapolation of these results to smaller V el values is limited by the conditions of applicability of the method used.
V. CONCLUSION
The calculations presented in this paper have shown that, in the limit of strong electronic coupling, the vibrational nonequilibrium created by a short pump pulse leads, in general, to strongly nonexponential CR dynamics. Nevertheless, the system can exhibit nearly exponential CR kinetics in a sufficiently wide time window, if the relaxation time scales differ largely.
The spectral effect is another manifestation of vibrational nonequilibrium. In the case of strong electronic coupling, the spectral effect is always negative and occurs mainly in the low exergonicity regime. Its magnitude decreases sharply with increasing electronic coupling and almost vanishes for V el larger than 0.5 eV. This implies that experimental investigations of the spectral effect, especially in the low exergonicity region, could allow an estimation of the magnitude of electronic coupling.
In the case of weak electronic coupling, namely when the transition occurs between the diabatic states, the spectral effect in the low exergonic region has been recently predicted to be positive if the medium polarization relaxation exhibits two or more relaxation time scales. 19, 20 For this reason, the experimental investigations of the spectral effect in DACs could provide an insight into the ET reaction mechanism, in particular, to distinguish between adiabatic and diabatic pathways of the CR reaction.
Until now, only a very few experimental investigations of the spectral effect on DACs have been reported. 18, 19 In the first of them, some indications of a negative spectral effect could be obtained. 18 More recently, strongly nonexponential CR dynamics that could be reproduced by Eq. ͑24͒ has been reported. 19 Moreover, a clear negative spectral effect was observed with one of the two DACs investigated. On the other hand, a slightly positive, close to zero, spectral effect was observed with the other complex. The origin of these two different behaviors has not been elucidated, but might be related to different electronic coupling.
In this paper, the decay dynamics of the population of the excited adiabatic state has been investigated. This decay was identified with CR. In reality in the normal region, Ϫ⌬GϽE r , the ground adiabatic curves may consist of two wells. One well, the left one in Fig. 1 , mainly corresponds to the charge transfer state, while the other one is the original neutral configuration of the system. In general, the excited adiabatic state relaxes to both ground state wells and, obviously, the electronic transition is followed by vibrational thermalization leading to thermal equilibration of the populations of the two wells. Charge recombination and the reverse process, charge separation, can also occur during this stage. If the barrier between the wells is large enough, these processes will take place on considerably slower time scales FIG. 5 . Spectral effect as a function of CR free energy ⌬G. The solid curves correspond to the model including a single relaxation time r ϭ1 ps. The dashed and dotted curves correspond to the model with two relaxation times: E r1 ϭ0.7 eV, E r2 ϭ0.3 eV, ␥ϭ0.2 eV; r1 ϭ0.1 ps, r2 ϭ10 ps ͑dashed curves͒; r1 ϭ0.5 ps, r2 ϭ5 ps ͑dotted curves͒. The V el values in electron volts are indicated near the curves.
than that of the nonadiabatic electronic transitions. Total CR dynamics may therefore differ substantially from the decay dynamics of the excited adiabatic state.
However, vibrational relaxation in the ground adiabatic state only gives a substantial contribution to CR dynamics in the free energy area close to zero. An increase of both the driving force and the electronic coupling lowers the potential barrier height between the wells and results in a decrease of the initial population of the well corresponding to the charge transfer state. Moreover, with a reorganization energy of E r ϭ1 eV, it follows from Eqs. ͑13͒ and ͑16͒ that the potential barrier disappears completely in the region of parameters ⌬GϽϪ0.5 eV and V el Ͼ0.1 eV. In such a case, the effect of vibrational relaxation of the adiabatic ground state on CR dynamics is insignificant. For real DACs investigated, the free energy is definitely smaller than Ϫ0.5 eV and this is one of the reasons why this second stage was not considered in the paper.
The second question connected with this problem is what is monitored in corresponding experiments. As a rule, a time-dependent absorption of an ionic state of one of the component of the DAC is measured. Most probably, for tightly composed DACs with large electronic coupling it implies that experimental signal reflects the adiabatic excited state decay.
