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This paper is concerned with the optimal temporal decay estimates on the solutions of the
Cauchy problem of the Cahn–Hilliard equation. It is shown in Liu, Wang and Zhao (2007)
[11] that such a Cauchy problem admits a unique global smooth solution u(t, x) provided
that the smooth nonlinear function ϕ(u) satisﬁes a local growth condition. Furthermore
if ϕ(u) satisﬁes a somewhat stronger local growth condition, the optimal temporal decay
estimates on u(t, x) are also obtained in Liu, Wang and Zhao (2007) [11]. Thus a natural
question is how to deduce the optimal temporal decay estimates on u(t, x) only under the
local growth condition which is suﬃcient to guarantee the global solvability of the corre-
sponding Cauchy problem and the main purpose of this paper is devoted to this problem.
Our analysis is motivated by the technique developed recently in Ukai, Yang and Zhao
(2006) [15] with a slight modiﬁcation.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction and the statement of our main results
This paper is concerned with the Cauchy problem of the Cahn–Hilliard equation⎧⎨
⎩
∂u
∂t
+ ϕ(u) + 2u = 0, x ∈ RN , t > 0,
u|t=0 = u0(x), x ∈ RN .
(1.1)
It is shown in [11] that the above Cauchy problem admits a unique global smooth solution u(t, x) provided that the smooth
nonlinear function ϕ(u) satisﬁes the following local growth condition
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N
, as u → u (1.2)
and u0(x) − u ∈ L1 ∩ L∞(RN ,R) with ‖u0(x) − u‖L1(RN ) suﬃciently small. Here u is a ﬁxed constant.
Furthermore, if ϕ(u) satisﬁes the following stronger local growth condition
ϕ(u) =
{
O (1)|u − u|l, N = 1,2, as u → u,
O (1)|u − u|3, N  3, as u → u, (1.3)
such a u(t, x) satisﬁes the following optimal temporal decay estimates (cf. Theorem 1.2 in [11])∥∥Dk(u(t) − u)∥∥Lp(RN )  C(τ , r)(1+ t)− k4− N4 (1− 1p ), t  τ > 0, k = 0,1, . . . . (1.4)
Here C(τ , r) is a positive constant depending on τ , r and τ is any positive constant which can be chosen suﬃciently small.
For N  3, it is easy to check that local growth condition (1.3) is stronger than that of (1.2) and a natural question is
how to deduce the optimal temporal decay estimates (1.4) only under the local growth condition (1.2) which is suﬃcient to
guarantee the global solvability of the Cauchy problem (1.1) and the main purpose of this note is devoted to this question.
By exploiting the argument developed recently in [15], which is a combination of the elementary energy method with the
Lp − Lq estimate on the corresponding linearized equation, to deduce some ﬁne estimates on the global smooth solutions
to the compressible Navier–Stokes equations, together with some estimates on the Cahn–Hilliard equation obtained in [11],
we can indeed show that the global smooth solution u(t, x) obtained in [11] satisﬁes the optimal temporal decay estimates
(1.4) only under the local growth condition (1.2) and our main results in this note can be stated as follows:
Theorem 1.1 (Main results). For any given positive constant r > 0 and N  3, in addition to the assumptions listed in Theorem 1.1
of [11], we assume further that
ϕ(u) ∈ C∞(B(u,2r)), ϕ(u) = O (1)|u − u|2 as u → u, (1.5)
then the global smooth solution u(t, x) of the Cauchy problem (1.1) obtained in [11] satisﬁes the following temporal decay estimate∥∥u(t) − u∥∥L2(RN )  C(τ , r)(1+ t)− N8 , t  τ > 0. (1.6)
Furthermore, for k = 1,2, . . . , we have∥∥Dk(u(t) − u)∥∥Lp(RN )  C(τ , r)(1+ t)− k4− N4 (1− 1p ), t  τ > 0. (1.7)
Here p ∈ [1,∞], C(τ , r) depends on τ , r, and τ is a positive constant which can be chosen suﬃciently small.
Remark 1.1. Compared with Theorem 1.1 in [11], what we need more is the regularity assumption imposed on the nonlinear
function ϕ(u), since, for N  3, the local growth condition ϕ(u) = O (1)|u − u|2 is equivalent to (1.2) for smooth ϕ(u).
Moreover, without loss of generality, we can assume that u = 0 in the rest of this paper. It is worth pointing out that
(1.6) holds for any t  0 and thus the constant C(τ , r) in (1.6) can be chosen independent of τ for each τ  0, while for
τ  1, the constant C(τ , r) in (1.7) can be chosen independent of τ .
Before concluding this section, we give the main idea to deduce our main results. First, as pointed out in Remark 1.1
of [11], to prove Theorem 1.1, we only need to prove (1.6) and the main novelty of this manuscript lie in how to deduce (1.6)
under the local growth condition (1.2) which is suﬃcient to guarantee the global solvability of the Cauchy problem (1.1).
Recall that the method used in [11] to deduce (1.6) is based on the following energy estimate
d
dt
∫
RN
∣∣u(t, x)∣∣2 dx+ ∫
RN
∣∣u(t, x)∣∣2 dx C∥∥u(t)∥∥2s−εL2 , t  τ > 0. (1.8)
Here and in what follows, ε is used to denote a suﬃciently small positive constant. Note that to deduce (1.8), we have used
the assumption that ϕ(u) = O (1)|u|s as u → 0.
Based on (1.8), under the assumption that N  3, ϕ(u)|u|s ∈ L∞(B(0,2r),R), s > 2+ 2N , and by employing the Fourier splitting
method developed by Schonbek in [12–14], one can deduce that (cf. Lemma 3.6 in [11])∫
RN
∣∣u(t, x)∣∣2 dx C(1+ t)−pm , t  τ > 0. (1.9)
Here
pm = min
{
N
,am − ε
}
, am = sam−1 − 1, a1 = s − 1. (1.10)4 l
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as u → 0. This is the very reason why we need to ask the smooth nonlinear function to satisfy the stronger local growth
condition (1.3) to deduce the optimal temporal decay estimates (1.6) and (1.7).
Since our main purpose of this paper is devoted to deducing the optimal temporal decay estimates (1.6) and (1.7) only
under the local growth condition (1.2), it seems that the analysis in [11] cannot be applied directly. Our analysis is motivated
by the argument developed recently in [15] with a slight modiﬁcation. Note that the argument in [15] is to combine the
elementary energy method with the Lp − Lq estimate on the corresponding linearized equation to the compressible Navier–
Stokes equations to deduce some ﬁne estimates on its global smooth solutions. Compared with that of [15], the main
difference lies in the fact that, unlike that of the compressible Navier–Stokes equations, Wk,p(RN )-norm of the solution
u(t, x) of (1.1) constructed in [11] need not to be small although the ‖u(t)‖L1(RN ) is indeed suﬃciently small. To overcome
this diﬃculty, we perform our analysis on the time interval [τ1,∞) with τ1  1 suﬃciently large and we need to show that
‖u(t)‖Wk,p(RN ) can be bounded by a constant independent of τ for t  τ  1.
To be more precisely, we ﬁrst deduce a uniform Wk,p(RN ) estimate on u(t, x) which is based on some estimates obtained
already in [11]. From which and Gagliardo–Nirenberg’s inequality, we can deduce that⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∥∥u(t)∥∥L2(RN )  C(τ , r)(1+ t)− 12l +δ1 , t  τ > 0,∥∥u(t)∥∥L∞(RN )  C(τ , r)(1+ t)− 12l +δ2 , t  τ > 0,∥∥Du(t)∥∥L∞(RN )  C(τ , r)(1+ t)− 12l +δ3 , t  τ > 0.
(1.11)
Here C(τ , r) is a positive depending only on τ and r. It is worth pointing out that if τ  1, such a C(τ , r) can be chosen
independent of τ . Such a fact will play an important role in our analysis.
Secondly, based on the estimates (1.11) and some interpolation inequalities, for suﬃciently large τ1  1, we deduce the
following basic energy estimate on [τ1, t),
d
dt
∥∥Du(t)∥∥2H2(RN ) + C(r)∥∥Du(t)∥∥2H2(RN )  C(r)∥∥Du(t)∥∥2L2(RN ), t  τ1  1. (1.12)
Here C(r) is a positive constant depending only on r but independent of τ1.
Thirdly, by employing the Duhamel principle, the Lp − Lq estimates on the fundamental solution of the linearized Cahn–
Hilliard equation, and Hausdorff–Young’s inequality, we can deduce for t  τ1  1 that
∥∥Du(t)∥∥L2(RN )  C(r)(1+ t)− N+28 + C(r)(1+ τ1)−δ4
t∫
τ1
(1+ t − s)− N+48 (1+ s)− 12l +2δ4√H(s)ds. (1.13)
Here H(t) = ‖Du(t)‖2
H2(RN )
, δ4 = min{δ1, δ2, δ3} and C(r) is independent of τ1 which is a direct consequence of the fact that
the constant C(τ , r) in (1.11) can be chosen independent of τ when τ  1.
Having obtained (1.12) and (1.13), we can deduce a decay estimates on H(t) provided that we choose τ1 suﬃciently large
further. With such a decay in hand, (1.6) can be proved by the standard argument.
Remark 1.2. It would of some interest to see whether we can deduce the asymptotic proﬁle of u(t, x) only under the local
growth condition (1.2). Such a problem is left to the future. For related results on the Cahn–Hilliard equation, the damped
wave equation, and the parabolic equations, see [2–10,16,17] and the references cited therein.
The rest of this paper is arranged as follows. After some notations which are listed below, in Section 2, we ﬁrst collect
some basic estimates on u(t, x) which are established in [11], from which we can deduce a uniform Wk,p(RN ) estimate
on u(t, x) and then some rough temporal decay estimates on ‖u(t)‖L2 , ‖u(t)‖L∞ , and ‖Du(t)‖L∞ can be obtained. Finally,
based on those estimates established above and by combining the elementary energy method together with the Lp − Lq
estimates on the linearized equation, the proof of the Theorem 1.1 will be given in Section 3.
Notations. Throughout this paper, we denote a generic positive constant by c, C or O (1) which are independent of t and x
but may vary from line to line. If the dependence needs to be explicitly pointed out, then the notations Ci (i ∈ Z+), C(·,·)
or ci (i ∈ Z+) etc. are used.
Lp = Lp(RN ,R) (1 p ∞) denotes the usual Lebesgue space on RN and in the rest of this paper, unless speciﬁed, we
use the following notations:
∥∥u(t)∥∥Lp =
( ∫
N
∣∣u(t, x)∣∣p dx
) 1
p
, 1 p < +∞, ∥∥u(t)∥∥L∞ = sup
x∈RN
∣∣u(t, x)∣∣.
R
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|α|=k | ∂
|α|u
∂x
α1
1 ...∂
αN
xN
|2. Here α = (α1, . . . ,αN ) is some multi-index and |α| =∑Nj=1 α j stands for the length of α.
2. Preliminaries
In this section, we will cite some known inequalities and give some crucial estimates which will play an important role
in the proof of our main result in Section 3.
The ﬁrst one is on an inequality due to Gagliardo and Nirenberg, cf. [1].
Lemma 2.1. If u ∈ Lq(RN ,R) and Dmu ∈ Lr(RN ,R) with 1 q, r +∞, then, for any integer j such that 0 j m, we have∥∥D ju∥∥Lp  C∥∥Dmu∥∥αLr‖u‖1−αLq , (2.1)
where p is determined by
1
p
= j
N
+ α
(
1
r
− m
N
)
+ (1− α)1
q
,
j
m
 α  1. (2.2)
The following result is exactly Lemma 2.1 in [11].
Lemma 2.2. Let k(t, x) =F−1(e−|ξ |4t), ξ, x ∈ RN , t > 0, then we have∥∥k(t)∥∥Lp  cpt− N4 (1− 1p ), (2.3)∥∥Dkk(t)∥∥Lp  cp,kt− N4 (1− 1p )− k4 , k = 1,2, . . . , (2.4)
where cp, cp,k are positive constants with c1 = 1 and F−1 denotes the inverse Fourier transform with respect to ξ .
Now we list some estimates on the global smooth solution u(t, x) to the Cauchy problem (1.1) obtained in [11].
Lemma 2.3. The global smooth solution u(t, x) obtained in [11] satisﬁes the following estimates∥∥u(t)∥∥L∞  2r, t  0 (2.5)
and ∥∥u(t)∥∥L1 + t 12l ∥∥u(t)∥∥Ll  C1(r)‖u0‖L1 , t  0. (2.6)
Here C1(r) is a positive constant depending only on r.
Based on the results stated above, we now deduce a uniform Wk,p-estimates on u(t, x). Such an estimate will play an
important role in our following analysis.
Lemma 2.4. Under the conditions listed in Theorem 1.1, we have for each ﬁxed k ∈ Z+ , τ > 0, and p ∈ [1,∞] that
sup
t∈[τ ,∞]
{∥∥Dku(t)∥∥Lp} Cp,k,r(τ ), t  τ > 0. (2.7)
Here Cp,k,r(τ ) > 0 is some positive constant depending only on p,k, r, and τ .
Proof. When k = 0, (2.7) follows immediately from (2.5), (2.6) and the standard interpolation technique. Since (2.5) and
(2.6) hold for each t  0, in this case, we can take τ = 0.
Now we prove that (2.7) holds for each k ∈ Z+ .
For this purpose, we ﬁrst prove that for any given t0 > 0, k ∈ Z+ , 1 p < ∞, set 0 < s1 < s1 < s2 < s2 < s3 < · · · < sk <
sk < t  t0, u(t, x) satisﬁes∥∥Dku(t)∥∥L∞  (t − sk)− k4 Mk(r, sk − s1, t − sk) < ∞, k 1, (2.8)∥∥Dku(t)∥∥Lp  (t − sk)− k4 Mk(r, sk − s1, t − sk), k = 1,2, (2.9)
and ∥∥Dku(t)∥∥Lp  (t − sk)− k4 Mk(r, sk − s1, sk − s1, t − sk), k 3. (2.10)
Here Mk and Mk are continuous increasing functions of t − sk and t − sk respectively.
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attention to (2.9) and (2.10).
Setting T (t)u = k(t, x) ∗ u(t, x) and noticing that u(t, x) satisﬁes the following integro-differential equation
u(t, x) = T (t − t)u(t, x) −
t∫
t
T (t − s)ϕ(u(s))ds, (2.11)
we can get that
Du(t, x) = DT (t − s1)u(s1, x) −
t∫
s1
DT (t − s)ϕ(u(s))ds.
From the above identity, Hausdorff–Young’s inequality, (2.5), and (2.6), we have
∥∥Du(t)∥∥Lp  c1,1(t − s1)− 14 ∥∥u(s1)∥∥Lp + c(r)c1,3
t∫
s1
(t − s)− 34 ∥∥u(s)∥∥Lp ds
 c1(r)(t − s1)− 14 + c2(r)
t∫
s1
(t − s)− 34 ds
 (t − s1)− 14 M1(r, t − s1) < ∞.
Thus (2.9) is valid for k = 1.
As to the case of k = 2, since
D2u(t, x) = D2T (t − s2)u(s2, x) −
t∫
s2
DT (t − s)Dϕ(u(s))ds,
we have by utilizing Hausdorff–Young’s inequality, (2.5), (2.6) and (2.9) with k = 1 that
∥∥D2u(t)∥∥Lp  c1,2(t − s2)− 12 ∥∥u(s2)∥∥Lp + c(r)c1,3
t∫
s2
(t − s)− 34 ∥∥Du(s)∥∥Lp ds
 c1(r)(t − s2)− 12 + c2(r)
t∫
s2
(t − s)− 34 (s − s1)− 14 M1(r, s − s1)ds
 (t − s2)− 12 M2(r, s2 − s1, t − s2) < ∞.
Therefore (2.9) is true for k = 2.
Now we turn to prove (2.10). To this end, we ﬁrst prove that (2.10) holds for k = 3. In fact, we obtain from (2.11) that
D3u(t, x) = D3T (t − s3)u(s3, x) −
t∫
s3
DT (t − s)D2ϕ(u(s))ds.
Thus we can get from (2.5), (2.6), (2.8) and (2.9) that
∥∥D3u(t)∥∥Lp  c1,2(t − s3)− 34 ∥∥u(s3)∥∥Lp + c(r)c1,3
t∫
s3
(t − s)− 34 (∥∥Du(s)∥∥L∞∥∥Du(s)∥∥Lp + ∥∥D2u(s)∥∥Lp )ds
 c1(r)(t − s3)− 34 + c2(r)
t∫
s3
(t − s)− 34 ((s − s1)−1/4M1(r, s − s1)(s − s1)−1/4M1(r, s − s1)
+ (s − s2)−1/2M2(r, s2 − s1, t − s2)
)
ds
 (t − s3)− 34 M3(r, s3 − s1, s3 − s1, t − s3) < ∞,
which implies that (2.10) holds for k = 3.
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then in view of (2.5), (2.6), (2.8), (2.11) and (2.12), we have∥∥Dm+1u(t)∥∥Lp  c1,2(t − sm+1)−m+14 ∥∥u(sm+1)∥∥Lp
+ c(r)c1,3
t∫
sm+1
(t − s)− 34
(∥∥Dmu(s)∥∥Lp
+
m∑
j=2
∑
∑r j
i=1 iα
j
i =m∑r j
i=1 α
j
i = j
1r j<m
r j−1∏
i=1
∥∥Diu(s)∥∥α jiL∞∥∥Dr j u(s)∥∥α
j
r j
−1
L∞
∥∥Dr j u(s)∥∥Lp
)
ds
 c1(r)(t − sm+1)−m+14
+ c2(r)
t∫
sm+1
(t − s)− 34
{
(s − sm)−m4 Mm(r, sm − s1, sm − s1, s − sm)
+
m∑
j=2
∑
∑r j
i=1 iα
j
i =m∑r j
i=1 α
j
i = j
1r j<m
r j−1∏
i=1
(
(s − si)− i4 Mi(r, si − s1, s − si)
)α ji ((s − sr j )− r j4 Mr j (r, sr j − s1, s − sr j ))α jr j−1
× (s − sr j )−r j/4Mr j (r, sr j − s1, sr j − s1, t − sr j )
}
ds
 (t − sm+1)−m+14 Mm+1(r, sm+1 − s1, sm+1 − s1, t − sm+1) < ∞.
Consequently (2.10) is true for k =m+ 1> 3 and by the principle of mathematical induction, we know that (2.10) holds for
all k 3.
With the above preparations in hand, now we turn to prove (2.7). For the brevity of presentation we only prove the case
of k 3.
First as a direct consequence of (2.10), we have for each ﬁxed τ > 0,∥∥Dku(τ )∥∥Lp  Ck,p,r(τ ), p ∈ [1,∞], k = 0,1,2, . . . . (2.13)
Let m ∈ Z+ be large enough such that
2k + 1
2m + 1 <
1
2
,
by choosing t0 = 1, s j = 2 j−12m+1 , s j = 2 j2m+1 ( j = 1,2, . . . ,k) in (2.10), we have from (2.10) that
∥∥Dku(t)∥∥Lp 
(
t − 2k
2m + 1
)− k4
Mk
(
r,
2k − 1
2m + 1 ,
2k − 2
2m + 1 ,
2m − 1
2m + 1
)
,
2k
2m + 1 < t  1.
Consequently when t ∈ [ 2k+12m+1 ,1], we get
sup
t∈[ 2k+12m+1 ,1]
{∥∥Dku(t)∥∥Lp}
(
1
2m + 1
)− k4
Mk
(
r,
2k − 1
2m + 1 ,
2k − 2
2m + 1 ,
2m − 1
2m + 1
)
. (2.14)
Furthermore if we set t0 = 32 , s j = 2 j−12m+1 + 12 , s j = 2 j2m+1 + 12 ( j = 1,2, . . . ,k) in (2.10), we have by mimicking the
argument used above that
sup
t∈[ 2k+1 + 1 , 3 ]
{∥∥Dku(t)∥∥Lp}
(
1
2m + 1
)− k4
Mk
(
r,
2k − 1
2m + 1 ,
2k − 2
2m + 1 ,
2m − 1
2m + 1
)
. (2.15)2m+1 2 2
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sup
t∈[ 2k+12m+1 , 32 ]
{∥∥Dku(t)∥∥Lp}
(
1
2m + 1
)− k4
Mk
(
r,
2k − 1
2m + 1 ,
2k − 2
2m + 1 ,
2m − 1
2m + 1
)
. (2.16)
Now suppose that for l 3,
sup
t∈[ 2k+12m+1 , l2 ]
{∥∥Dku(t)∥∥Lp}
(
1
2m + 1
)− k4
Mk
(
r,
2k − 1
2m + 1 ,
2k − 2
2m + 1 ,
2m − 1
2m + 1
)
, (2.17)
we have by letting t0 = l+12 , s j = 2 j−12m+1 + l−12 , s j = 2 j2m+1 + l−12 ( j = 1,2, . . . ,k) in (2.10) that for t ∈ ( 2k2m+1 + l−12 , l+12 ],
∥∥Dku(t)∥∥Lp 
(
t − 2k
2m + 1 −
l − 1
2
)− k4
Mk
(
r,
2k − 1
2m + 1 ,
2k − 2
2m + 1 ,
2m − 1
2m + 1
)
.
Thus
sup
t∈[ 2k+12m+1+ l−12 , l+12 ]
{∥∥Dku(t)∥∥Lp}
(
1
2m + 1
)− k4
Mk
(
r,
2k − 1
2m + 1 ,
2k − 2
2m + 1 ,
2m − 1
2m + 1
)
. (2.18)
Since 2k+12m+1 + 12  1, 2k+12m+1 + l−12  l2 , (2.17) and (2.18) imply that
sup
t∈[ 2k+12m+1 , l+12 ]
{∥∥Dku(t)∥∥Lp}
(
1
2m + 1
)− k4
Mk
(
r,
2k − 1
2m + 1 ,
2k − 2
2m + 1 ,
2m − 1
2m + 1
)
. (2.19)
Therefore by the principle of mathematical induction, we have that
sup
t∈[ 2k+12m+1 ,∞)
{∥∥Dku(t)∥∥Lp}
(
1
2m + 1
)− k4
Mk
(
r,
2k − 1
2m + 1 ,
2k − 2
2m + 1 ,
2m − 1
2m + 1
)
(2.20)
holds for each k 3 provided that m is chosen suﬃciently large such that 2k+12m+1 <
1
2 .
Having obtained (2.13) and (2.20), for each given k  3, τ > 0, we can deduce (2.10) immediately by choosing m large
enough again such that 2k+12m+1  τ . This completes the proof of Lemma 2.4.
Remark 2.1. From the proof of Lemma 2.4, we can deduce that if τ  1, the constant Cp,k,r(τ ) in (2.7) can be chosen
independent of τ .
The next lemma gives a rough estimate on the L2 decay estimates on the global smooth solution u(t, x) whose proof can
be found in [11] (cf. Lemma 3.4 in [11]).
Lemma 2.5. u(t, x) satisﬁes the following decay estimates∥∥u(t)∥∥L2  C(r, τ )(1+ t)− 12l +δ1 , t  τ > 0. (2.21)
Here δ1 = N−24(N+2)α, α =
N
N+2
N
N+2+mN − 12
, and m > N2 is a positive integer. It is easy to see that δ1 can be as small as we wanted if we choose
m suﬃciently large.
Combining Lemma 2.4 with Lemma 2.5, we have
Corollary 2.1. u(t, x) satisﬁes the following estimates∥∥u(t)∥∥L∞  C(r, τ )(1+ t)− 12l +δ2 , t  τ > 0, (2.22)∥∥Du(t)∥∥L∞  C(r, τ )(1+ t)− 12l +δ3 , t  τ > 0. (2.23)
Here ⎧⎪⎨
⎪⎩
δ2 = α1
2l
+ δ1(1− α1), α1 = N
2m
,
δ3 = α2
2l
+ δ1(1− α2), α2 = N + 2
2m
, m >
N + 2
2
.
It is easy to see that if we choose m suﬃciently large, δ2 and δ3 can be suﬃciently small.
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where δ2 = α12l + δ1(1− α1), α1 = N2m , m > N2 .
It is easy to see that if we choose m suﬃciently large, δ2 can be as small as we wanted, this proves (2.22). (2.23) can be
proved similarly. This completes the proof of Corollary 2.1.
Remark 2.2. If τ  1, we have from Remark 2.1, Lemma 2.5, and Corollary 2.1 that there is a positive constant C(r) inde-
pendent of τ such that⎧⎪⎪⎨
⎪⎪⎩
∥∥u(t)∥∥L2  C(r)(1+ t)− 12l +δ1 , t  τ > 0,∥∥u(t)∥∥L∞  C(r)(1+ t)− 12l +δ2 , t  τ > 0,∥∥Du(t)∥∥L∞  C(r)(1+ t)− 12l +δ3 , t  τ > 0.
Before concluding this section, we cite the following results.
Lemma 2.6. Let α,β and γ be positive constants, 0 τ < 1, t  2τ . Then
t∫
τ
(1+ t − s)−α(1+ s)−β ds O (1)(1+ t)−min{α,β}, (2.24)
if max{α,β} > 1,
t∫
τ
(1+ t − s)−α(1+ s)−β ds O (1)(1+ t)1−α−β, (2.25)
if max{α,β} < 1, α + β > 1,
t
2∫
τ
(1+ t − s)−β(1+ s)−γ ds O (1)(1+ t)−α, (2.26)
if α  β , α  γ + β − 1, γ = 1, or if α < β , α  β + γ − 1, γ = 1,
t∫
t
2
(1+ t − s)−β(1+ s)−γ ds O (1)(1+ t)−α, (2.27)
if α  γ , α  γ + β − 1, β = 1, or if α < γ , α  β + γ − 1, β = 1.
3. Proof of Theorem 1.1
This section is devoted to proving our main results Theorem 1.1. As stated in the introduction, to do so, we only need to
prove (1.6).
Since we can assume that u = 0, for N  3, the local growth condition (1.2) is equivalent to the assumption that
ϕ(0) = ϕ′(0) = 0.
Our method is motivated by the argument developed recently in [15], which is a combination of the elementary energy
method with the Lp − Lq estimate on the corresponding linearized equation to deduce some ﬁne estimates on the global
smooth solutions to the compressible Navier–Stokes equations, together with some estimates on the Cahn–Hilliard equation
obtained in [11]. For this purpose, we ﬁrst deduce some energy type estimates.
First multiplying (1.1) by −2u and integrating the resulting identity with respect to x over RN , we have by some
integrations by parts that
d
dt
∫
RN
∣∣Du(t, x)∣∣2 dx+ 2∫
RN
∣∣D3u(t, x)∣∣2 dx = 2∫
RN
u(t, x)ϕ
(
u(t, x)
)
dx

∫
N
∣∣D3u(t, x)∣∣2 dx+ ∫
N
∣∣Dϕ(u(t, x))∣∣2 dx.
R R
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d
dt
∫
RN
∣∣Du(t, x)∣∣2 dx+ ∫
RN
∣∣D3u(t, x)∣∣2 dx C(r)∥∥u(t)∥∥2L∞
∫
RN
∣∣Du(t, x)∣∣2 dx.
Secondly, multiplying (1.1) by 22u, integrating the resulting identity with respect to x over RN , we can deduce by some
integrations by parts that
d
dt
∥∥D2u(t)∥∥2L2 + ∥∥D4u(t)∥∥2L2  C(r)∥∥u(t)∥∥2L∞
∫
RN
∣∣D2u(t, x)∣∣2 dx+ C(r)∥∥Du(t)∥∥2L∞
∫
RN
∣∣Du(t, x)∣∣2 dx.
Similarly, we have by employing a similar argument that
d
dt
∥∥D3u(t)∥∥2L2 + ∥∥D5u(t)∥∥2L2  C(r)∥∥u(t)∥∥2L∞
∫
RN
∣∣D3u(t, x)∣∣2 dx+ C(r)∥∥Du(t)∥∥2L∞
∫
RN
∣∣D2u(t, x)∣∣2 dx
+ C(r)∥∥Du(t)∥∥4L∞
∫
RN
∣∣Du(t, x)∣∣2 dx.
Putting the last three estimates together yields
d
dt
∥∥Du(t)∥∥2H2 + (1− C(r)∥∥u(t)∥∥2L∞)∥∥D3u(t)∥∥2L2 + ∥∥D4u(t)∥∥2H1
 C(r)
(∥∥u(t)∥∥2L∞ + ∥∥Du(t)∥∥2L∞ + ∥∥Du(t)∥∥4L∞)∥∥Du(t)∥∥2L2 + C(r)(∥∥u(t)∥∥2L∞ + ∥∥Du(t)∥∥2L∞)∥∥D2u(t)∥∥2L2 ,
t  τ  1. (3.1)
Now Remark 2.2 tells us that we choose τ1  1 suﬃciently large such that
1− C(r)∥∥u(t)∥∥2L∞  12 , t  τ  τ1  1, (3.2)
and (3.1), (3.2) together with (2.7) yield
d
dt
∥∥Du(t)∥∥2H2 + 12
∥∥D3u(t)∥∥2H2  C(r)∥∥Du(t)∥∥2H1 , t  τ1  1.
Consequently, if we set
H(t) = ∥∥Du(t)∥∥2H2 , D(t) = ∥∥Du(t)∥∥2H4 ,
we have from the above inequality that
d
dt
H(t) + 1
2
D(t) C(r)
∥∥Du(t)∥∥2H1 , t  τ1  1. (3.3)
Since∥∥D2u(t)∥∥2L2  14C(r)
∥∥D3u(t)∥∥2L2 + 4C(r)∥∥Du(t)∥∥2L2 ,
we have from (3.3) that
d
dt
H(t) + c1D(t) c2
∥∥Du(t)∥∥2L2 , t  τ1  1. (3.4)
Here ci ≡ ci(r) > 0 (i = 1,2) are constants independent of τ1.
Since H(t) D(t) for any t  τ1  1, we have
d
dt
H(t) + c1H(t) c2
∥∥Du(t)∥∥2L2 , t  τ1 > 0. (3.5)
Consequently
H(t) e−c1(t−τ1)H(τ1) + c2
t∫
e−c1(t−s)
∥∥Du(s)∥∥2L2 ds, t  τ1  1. (3.6)
τ1
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u(t, x) = T (t − τ1)u(τ1, x) −
t∫
τ1
T (t − s)ϕ(u(s))ds, (3.7)
from which, we can get that
Du(t, x) = DT (t − τ1)u(τ1, x) −
t∫
τ1
DT (t − s)ϕ(u(s))ds. (3.8)
Combining Lemmas 2.1–2.5 with Corollary 2.1, we have from Hausdorff–Young’s inequality that
∥∥Du(t, x)∥∥L2  ∥∥DT (t − τ1)u(τ1, x)∥∥L2 +
t∫
τ1
∥∥DT (t − s)ϕ(u(s))∥∥L2 ds
 c(1+ t − τ1)− N+28
(∥∥Du(τ1)∥∥L2 + ∥∥u(τ1)∥∥L1)
+ c
t∫
τ1
(1+ t − s)− N+48 (∥∥D3ϕ(u(s))∥∥L2 + ∥∥Dϕ(u(s))∥∥L1)ds
 c(1+ t)− N+28 + c
t∫
τ1
(1+ t − s)− N+48 (∥∥Du(s)∥∥L∞∥∥Du(s)∥∥L2 + ∥∥Du(s)∥∥L∞∥∥D2u(s)∥∥L2
+∥∥u(s)∥∥L∞∥∥D3u(s)∥∥L2 + ∥∥u(s)∥∥L2∥∥Du(s)∥∥L2)ds
 C2(r)(1+ t)− N+28 + C2(r)η
t∫
τ1
(1+ t − s)− N+48 (1+ s)− 12l +2δ4√H(s)ds. (3.9)
Here
η = (1+ τ1)−δ4 , δ4 = max{δ1, δ2, δ3}, (3.10)
and δ1, δ2, δ3 are deﬁned in Lemma 2.5 and Corollary 2.1 respectively. From (2.7), we can deduce that the constants C2(r)
in (3.9) is independent of τ1. Therefore we can choose τ1 suﬃciently large such that C2(r)η = C2(r)(1 + τ1)−δ4 can be
chosen as small as we wanted.
For t  2τ1, substituting (3.9) into (3.6) yields
H(t) e−c1(t−τ1)H(τ1)
+ 2c2C2(r)2
t∫
τ1
e−c1(t−s)
(
(1+ s)− N+24 +
(
η
s∫
τ1
(1+ s − θ)− N+48 (1+ θ)− 12l +2δ4√H(θ)dθ
)2)
ds
 C3(r)
(
H(τ1) + 1
)
(1+ t)− N+24
+ C3(r)η
t∫
τ1
e−c1(t−s)
( s∫
τ1
(1+ s − θ)− N+48 (1+ θ)− 12l +2δ4√H(θ)dθ
)2
ds. (3.11)
Setting
M(t) = sup
θt
{
(1+ θ) N+24 H(θ)} (3.12)
and noticing that
(i) if N = 3,
N + 4
< 1,
N + 2 + 1 − 2δ3 < 1,8 8 2l
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⎪⎩
N + 4
8
+ N + 2
8
+ 1
2l
− 2δ4 > 1,
1− N + 4
8
− N + 2
8
− 1
2l
+ 2δ4 > −N + 4
8
,
(ii) if N > 3,
max
{
N + 4
8
,
N + 2
8
+ 1
2l
− 2δ4
}
> 1,
we have from (2.24), (2.25), (3.11), and (3.12) that
H(t) C3(r)(1+ t)− N+24
(
H(τ1) + 1
)
+ C3(r)η
t∫
τ1
e−c1(t−s)M(t)
( s∫
τ1
(1+ s − θ)− N+48 (1+ θ)− 12l +2δ4(1+ θ)− N+28 dθ
)2
ds
 C3(r)(1+ t)− N+24
(
H(τ1) + 1
)+ C3(r)η
t∫
τ1
e−c1(t−s)M(t)(1+ s)− N+44 ds
 C4(r)(1+ t)− N+24
(
H(τ1) + 1+ ηM(t)
)
. (3.13)
Here C4(r) > 0 is a constant independent of τ1.
Consequently for any t  2τ1 > 0, we have
sup
θt
{
(1+ θ) N+24 H(θ)} C4(r)(H(τ1) + 1+ ηM(t)).
That is
M(t) C4(r)
(
H(τ1) + 1+ ηM(t)
)
.
Since C4(r) is independent of τ1, we can choose τ1 > 0 suﬃciently large further such that
C4(r)η = C4(r)(1+ τ1)−δ4 < 1,
which implies that
M(t) O (1)
(
H(τ1) + 1
)
, t  2τ1 > 0. (3.14)
Consequently (3.14) together with (2.7) yields
H(t) C(τ , r)(1+ t)− N+24 , t  τ > 0. (3.15)
Here τ > 0 is any given constant.
With (3.15) in hand, we now turn to prove (1.6). For this purpose, we have from Hausdorff–Young’s inequality, Lem-
mas 2.1, 2.2, 2.3, 2.5, Corollary 2.1, (3.7) and (3.15) that
∥∥u(t)∥∥L2  O (1)(1+ t − τ1)− N8 (∥∥u(τ1)∥∥L1 + ∥∥u(τ1)∥∥L2)
+ O (1)
t∫
τ1
(1+ t − s)− N+28 (∥∥Dϕ(u(s))∥∥L1 + ∥∥D2ϕ(u(s))∥∥L2)ds
 O (1)(1+ t)− N8 (∥∥u(τ1)∥∥L1 + ∥∥u(τ1)∥∥L2)
+ O (1)
t∫
(1+ t − s)− N+28 (∥∥u(s)∥∥L2∥∥Du(s)∥∥L2 + ∥∥Du(s)∥∥L∞∥∥Du(s)∥∥L2 + ∥∥u(s)∥∥L∞∥∥D2u(s)∥∥L2)dsτ1
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t∫
τ1
(1+ t − s)− N+28 (1+ s)− 12l +δ4√H(s)ds
 O (1)(1+ t)− N8 + O (1)
t∫
τ1
(1+ t − s)− N+28 (1+ s)− 12l − N+28 +δ4 ds, t  τ1. (3.16)
Here δ4 is deﬁned in (3.10) which can be chosen suﬃciently small.
It remains to show the second term on the right-hand side of (3.16) can be dominated by O (1)(1 + t)− N8 . To conﬁrm
this, we divide our analysis into four cases.
Case 1. If N = 3, since⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
N + 2
8
< 1,
1
2l
+ N + 2
8
− δ + 4< 1,
N + 2
8
+ 1
2l
+ N + 2
8
− δ4 > 1,
1− N + 2
8
− 1
2l
− N + 2
8
+ δ4 = −19
40
+ δ4 < −N
8
,
we have from (2.25) and (3.16) that∥∥u(t)∥∥L2  O (1)(1+ t)− N8 + O (1)(1+ t)1− N+28 − 12l − N+28 +δ4
 O (1)(1+ t)− N8 + O (1)(1+ t)− N8
 O (1)(1+ t)− N8 , t  2τ1 > 0. (3.17)
Case 2. If N = 4,5, since N+28 < 1, 12l + N+28 − δ4 > 1, we have from (2.24) and (3.16) that∥∥u(t)∥∥L2  O (1)(1+ t)− N8 + O (1)(1+ t)− N+28
 O (1)(1+ t)− N8 , t  2τ1 > 0. (3.18)
Case 3. If N = 6, we can estimate (3.16) as follows
∥∥u(t)∥∥L2  O (1)(1+ t)− 34 + O (1)
t
2∫
τ1
(1+ t − s)−1(1+ s)− 12l −1+δ4 ds
+ O (1)
t∫
t
2
(1+ t − s)−1(1+ s)− 12l −1+δ4 ds
 O (1)(1+ t)− 34 + O (1)
(
1+ t
2
)−1 t2∫
τ1
(1+ s)− 12l −1+δ4 ds + O (1)
(
1+ t
2
)− 12l −1+δ4 t∫
t
2
(1+ t − s)−1 ds
 O (1)(1+ t)− 34 , t  2τ1 > 0. (3.19)
Case 4. If N > 6, since
N + 2
8
> 1,
1
2l
+ N + 2
8
− δ4 > 1,
we have from (2.24) and (3.16) that∥∥u(t)∥∥L2  O (1)(1+ t)− N8 + O (1)(1+ t)− N+28
 O (1)(1+ t)− N8 . (3.20)
Putting (3.17)–(3.20) together, we can see that (1.6) is true. Having obtained (1.6), (1.7) follows immediately from
Lemma 3.10 in [11]. Thus the proof of Theorem 1.1 is completed.
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