Abstract-Pedestrian movement direction recognition is an important factor in autonomous driver assistance and security surveillance systems. Pedestrians are the most crucial and fragile moving objects in streets, roads, and events, where thousands of people may gather on a regular basis. People flow analysis on zebra crossings and in shopping centers or events such as demonstrations are a key element to improve safety and to enable autonomous cars to drive in real life environments. This paper focuses on deep learning techniques such as convolutional neural networks (CNN) to achieve a reliable detection of pedestrians moving in a particular direction. We propose a CNN-based technique that leverages current pedestrian detection techniques (histograms of oriented gradients-linSVM) to generate a sum of subtracted frames (flow estimation around the detected pedestrian), which are used as an input for the proposed modified versions of various state-of-the-art CNN networks, such as AlexNet, GoogleNet, and ResNet. Moreover, we have also created a new data set for this purpose, and analyzed the importance of training in a known data set for the neural networks to achieve reliable results.
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I. INTRODUCTION
T RAFFIC control, risk detection and Autonomous Driver Assistance Systems (ADAS) are key elements for the development of future intelligent transportation systems. Furthermore, dynamic pedestrian movement in traffic environments makes it necessary to develop people flow analysis and movement intention recognition systems. In recent years, Convolutional Neural Networks (CNN) and other deep learning techniques have demonstrated impressive performance in many computer vision problems and therefore we believe they could be the perfect approach for the aforementioned problems. Moreover, computer vision and machine learning techniques have been transformed due to the rapid evolution and remarkable performance of Graphics Processing Units (GPUs), which has enabled the development of deep learning-based systems. In this work, our objective is the detection and recognition of pedestrian intention on streets, zebra crossings or road junctions, so as to be able to alert drivers or monitoring systems about possible risk situations.
A. Areas of Interests
What is needed to classify the images from a video to be able to distinguish if the pedestrian is moving towards the left or the right? Image classification and, consequently, Convolutional Neural Networks (CNN) in computer vision, have become a popular subject of research. In this work, we will focus on CNNs as a tool for our recognition problem together with Histograms of Oriented Gradients (HOG) and other pixel-based techniques for dataset creation.
B. Related Works
Until 2012, most recognition, segmentation and classification image problems were approached by extracting handdesigned features and applying specific algorithms for those particular features. For example, if a number plate on a car needed to be detected, we segmented the image by looking for straight lines, then corners and finally the image was reduced until we had an area similar to the geometry of a number plate. In essence, we looked for the particular features that could solve a specific problem.
A common hand-crafted feature used for pedestrian detection is the Histogram of Oriented Gradients (HOG) [1] . The main idea behind this descriptor is that local object appearance and shape within an image can be described by the intensity distribution of gradients or edge directions. The image is divided into small connected areas, and for the pixels within each area, a histogram of gradient directions is generated. Finally, the descriptor is the concatenation of these histograms.
Recent work in this area has added a local sub-descriptor called Colour Self Similarity (CSS) [2] where colour histograms are compared within a HOG detected window, and for example, colour histograms from the two arms have a high similarity.
In addition, extensive research has been done on pedestrian detection [3] , [4] , where more than sixteen different detectors were benchmarked [5] against several public datasets. Most of these hand-designed features were studied in [5] . The features were mainly based on window-sliding techniques and detection was performed using support vector machines (SVM) for classification. Moreover, other approaches based on the Adaboost work of Viola and Jones [6] , and many others based on HOG and variants of the same method [7] , were extensively evaluated in [5] .
Since 2012, new approaches for pedestrian detection and related problems have emerged with the advent of deep learning techniques. Deep learning is a new way of applying machine learning algorithms, where neural networks are being made deeper and deeper by the addition of tens, or even hundreds, of layers. Specifically, in computer vision, much work was done in this regard before 2012, using multi-layer neural networks but obtaining poor results. Recognition of characters was conducted using a CNN [8] with a deeper layer structure. However, it was after 2012, with the proposal of Alex Krizhevsky CNN, AlexNet, when the real capabilities of CNNs became clear. These methodologies were first used at the Imagenet Competition [9] where the novel techniques, of deep multi-layer neural networks, were accelerated using GPUs. Since then, new and better hardware has appeared. This increases the possibility of bigger and deeper CNNs, providing better classification accuracy and making the training of existing deep networks an affordable scientific tool in terms of training time.
Computer vision research groups focused on pedestrian detection have also benefited from the rise of CNNs, and recent analyses have proved that better and more reliable results can be achieved [10] . However, our work focuses, not just on pedestrian detection, but also on pedestrian movement direction recognition, analyzing, for example, whether the pedestrian moved to the left, right or to the front of the scene. There are few studies in this area. Enzweiler and Gavrila [11] and Gandhi and Trivedi [12] focused on that aspect using the HOG descriptor and SVM as a classifier while Mogelmose et al. [13] used pedestrian tracking techniques and trajectory analysis for estimating pedestrian direction.
In general, the estimation of pedestrians' trajectories have traditionally been addressed using naive movement models based on human gait estimation and analysis of simple heuristics based on that information [14] , [15] . Other traditional approaches have focused on the use of Kalman Filters (KF) to estimate pedestrian trajectories. Most of these existing techniques produced poor results due to the impossibility of properly handling and adapting to changes in pedestrians' movements [16] . More recently, a more complex method based on Artificial Neural Networks (ANN) has been proposed for pedestrian trajectory estimation and intention recognition [15] . This work is able to estimate pedestrian trajectory based on pedestrian head detection and the use of its position for tracking along the sequence. Other existing works in the literature make use of features extracted from a dense optical compensated with ego-motion techniques (car movement) [17] . Using this approach, they are not only able to estimate a pedestrian's path but also to roughly estimate pedestrian intentions towards specific situations such as crossing at intersections [18] .
Finally, it is worth mentioning the existence of related works addressing this problem from a different perspective. Most of these works are based on the information gathered by inertial measurement units (IMUs) and similar technologies (accelerometers, gyroscopes, etcetera). These types of approaches are very intrusive from the pedestrian viewpoint and do not provide enough information to distinguish between different pedestrians' actions.
After reviewing state-of-the-art techniques we can conclude that even though in recent years great progress has been made in pedestrian recognition systems, more research is still required on systems and new techniques that can provide better classification accuracy, improved performance and ease of integration in current ADAS and security surveillance systems.
In this work, we contribute to the literature on pedestrian walking direction recognition with the proposal of a modified CNN-based system, which has been tested on different CNNs architectures such as AlexNet [9] , GoogleNet [19] and ResNet [20] . These CNNs have been trained with a novel dataset that was recorded in different scenarios. Pedestrians were video recorded and the CNNs were fed with output images produced as a result of several image operations at pixel level from this input video. The main purpose of this additional image processing was to visually highlight image characteristics that may be relevant for pedestrian trajectory recognition.
Videos showing the processing pipeline and the proposed dataset are available on our project website. 1 To the best of our knowledge, no work has been done on the classification of pedestrians according to their motion direction using deep learning techniques. The key contributions of our work are as follows:
• We provide a new dataset containing ground truth information for pedestrian movement direction on urban roads.
• We propose a novel pipeline for pedestrian movement direction recognition, which provides high recognition rates in the proposed dataset.
• We have evaluated state-of-the-art Convolutional Neural Network models for the problem presented and carried out a performance evaluation providing quantitative metrics such as accuracy and execution time.
• We have developed an implementation of the proposed pipeline that runs at 18 Hz on commodity GPU hardware. The rest of the paper is organized as follows: Section II, we briefly present convolutional neural networks, and describe various architectures that have been used in this work. Section III presents and justifies the need for a new dataset for pedestrian trajectory estimation. In Section IV, we describe the proposed CNN-based method for pedestrian movement direction estimation. Section V explains how we have trained and evaluated our CNN-based system in several experiments, including a hyper-parameter search to find optimum parameters for training the proposed network. It also presents the results obtained (accuracy and runtime) for the three evaluated CNN architectures: AlexNet, GoogLeNet and ResNet. Finally, Section VI draws conclusions and indicates lines of future research work.
II. CONVOLUTIONAL NEURAL NETWORKS
A Convolutional Neural Network is very similar to a standard Neural Network. This kind of network consists of neurons with learnable weights. Each neuron receives inputs from the input data, and performs a dot product with some initial weights that will be modified during the training process (backpropagation). The network expresses a single differentiable score function, the gradient, from the raw image pixels, and outputs a classification class as a result. They also have a loss function that is used to minimize the score.
A CNN exploits image structural information and builds the neural network model in a more intelligent way than conventional neural networks. In particular, unlike a normal neural network, the layers of a CNN have neurons organized in three dimensions: x, y, z, instead of 2D vectors. In Figure 1 , we see an example, where the input, the pink layer, has width x, height y and depth: RGB channels. The blue layers are the hidden ones, convoluted by a given filter (e.g., 3x3). There are also 3D or n-dimensional layers. The neurons of all layers are activated using the ReLU (Rectified Linear Unit) activation function, where given an input value z, the ReLU layer computes the output as z if z > 0, with no negative slope.
In particular, in this work we have used various modified versions of state-of-the-art CNN networks. The first CNN network we evaluated was AlexNet, which has five convolutional layers and three fully connected layers. The last layer only contains 3 neurons with a Softmax function, able to recognize the three classes of pedestrians trajectories. Moreover, we also trained two additional CNN architectures: GoogLeNet and ResNet.
GoogLeNet is a CNN architecture for image recognition tasks, providing the highest accuracy in several challenges. In this architecture, all convolutions, including those inside the inception modules, use ReLU activation. The size of the receptive field in this network is 224 × 224 taking RGB channels. GoogLeNet network is 22 layers deep when considering only layers with parameters (or 27 layers if we also consider pooling ones). The overall number of layers (independent building blocks) used for the construction of the network is about 100. The use of average pooling step prior to the classifier is based on [21] , although this implementation differs in the use of an extra linear layer. This enables adapting and fine-tuning the network for other datasets.
The ResNet50 deep learning architecture is currently the state-of-the-art CNN for image recognition, achieving a top-1 error (22.85) on the ImageNet validation split [22] . This architecture introduces the "residual" term, which consists in the aggregation of the input image to the output image of a convolution block. As a result, the output of a convolution block can be seen as the input image where the features activated by the filters are highlighted. In contrast, the output of a convolution layer in a default Convolutional Neural Network is only the result of neuron activation. If a neuron is not triggered on a certain region of the input image, the activation values of the output remains low. When the network computes the weights update in the backpropagation stage, the values in non-activated regions lead to very low updates, eventually even causing no update at all, which causes the learning to get stuck (also known as the vanishing gradient problem). The inclusion of the "residual" term helps fight the vanishing gradient problem and allows the design of even deeper architectures. Currently, the best performer on several tasks of the ImageNet challenge is based on the "residual" approach introduced by ResNet.
III. DATASET
In this section we present our pedestrian movement direction recognition dataset. This dataset is used for the training and evaluation of the proposed system. To test the proposed CNN-based system we needed a specific dataset, designed to feed our network with images of pedestrians moving in different directions and in different scenarios, boardwalks, zebra crossings, sidewalks, etc. Video was recorded with a camera capturing at 30fps, 640×480 resolution. Videos were recorded in a static and dynamic manner, using a regular and a handheld tripod. To the best of our knowledge, there are no other datasets that provide information about pedestrian movement direction. Most existing datasets related to this topic, such as the Caltech [23] benchmark, the Pascal database [24] or the INRIA person dataset [1] focus only on pedestrian detection, providing bounding boxes of the detected pedestrians, but no information about the pedestrian direction or intention is provided. The Daimler dataset [16] is the only one that not only provides ground truth information for pedestrian detection tasks but also pedestrian intention information. Four different pedestrian motion types are considered: crossing, stopping, starting to walk and bending in. Each video sequence has the previously mentioned label about pedestrian intention. In our dataset, we considered different motion types, not previously included in existing datasets. We decided to recognize more generic motion types, such as moving left, right or to the front, which can be used to recognize higher-level motion types like those proposed in the Daimler dataset.
This dataset was manually annotated, creating a ground truth split for training the proposed CNN architecture. The dataset comprised 7416 images for training, 1752 for validation ad 1632 for test. Images were classified according to three different categories, right, left and front: 4035 images were assigned to Right, 4227 images to Left and 2538 to: Front (see Figure 2) . Images within each category where randomly assigned to each of the three splits (training, validation and test).
The proposed dataset is available on our project website http://www.rovit.ua.es/dataset/pedirecog/. We carried out experiments to test different aspects of the proposed CNN architecture, such as layer configuration, solver values and train/validation/test dataset splits. Several hours of video were recorded in five different locations.
IV. PEDESTRIAN DIRECTION RECOGNITION USING CNNs
This section describes our method for pedestrian trajectory recognition. It is based on a CNN network trained with our own dataset and taking preprocessed data from a video feed as input. Once the CNN was defined, and the dataset was annotated with ground truth information, we started to feed the CNN with training data from the recorded dataset.
In the proposed method, acquired video is passed through an image preprocessing pipeline for image filtering, obtaining our final added video frames (Figure 3 ), which were used as input data for the proposed CNN architecture. Only one of every six frames was used, as we saw that consecutive frames at 30 frames per second contributed no new relevant features to our network.
First, we computed a dense optical flow using the algorithm proposed in [25] , allowing us to detect changes in the scene or camera movements. Although some works have directly used optical flow and some simple heuristics to predict pedestrian movement direction, we observed that a dense global optical flow does not provide proper direction data due to movement of other objects or camera movements or a mix of both in the same scene, resulting in poor classification results.
In our pipeline, once we detect movement in a frame, we move on to the next stage, detecting pedestrians in the scene using an existing technique based on HOG features and a linear SVM ( [1] ). If we detect a pedestrian in the scene, we start to compute the optical flow of the image sequence ( Figure 3, second row) . Then, using two consecutive segmented images from the detected pedestrian region and the optical flow, we perform an image subtraction step, obtaining an absolute difference of two frames (Figure 3 , third row). In this way, the contour of the pedestrian shows a slight movement in a particular direction, as seen in the lower part of the Figure 3 . Then, we continue processing the sequence obtaining the next subtracted frame. Finally, using consecutive subtracted frames, we perform the sum (pixel level) of these subtracted frames obtaining a similar black background frame (Figure 3, fourth row) . This output image is used as input data for the proposed CNN architecture, which automatically learns to extract features from these preprocessed images.
The images are then resized (downscaled) to 216 × 160 pixels. In addition, as the colour provides no further relevant information, we decided to convert the images to greyscale just after the acquisition step. Finally, we trained CNNs using modified versions of different existing CNN architectures such AlexNet [9] , GoogLeNet [19] and ResNet [20] , which were modified for the recognition of the proposed classes and fine-tuned for our specific problem.
One of the key elements for this work was the proposal of a novel input representation for the CNNs. An example can be seen in Figure 4 , where the output frame produced as a result of the pre-processing steps highlights pedestrian motion from the rest of the scene.
V. EXPERIMENTS
In this section, we describe the experimental setup and the different experiments carried out for the validation of the proposed method. Firstly, we have made an experiment using a computer vision based approach, showing a base line to compare. We evaluated the system using different Convolutional Neural Networks. In order to evaluate the performance of our proposal in terms of accuracy, we used the dataset presented in Section III. First, we tested the system using an AlexNet network and performed an exhaustive hyperparameter tuning process in order to boost the accuracy of the proposed system. Then, we performed data augmentation and evaluated it using AlexNet network. Finally, we tested the proposed pipeline using two of the best performer CNN networks for image recognition: GoogLeNet and ResNet. Finally, we present qualitative results showing the accuracy and the computational cost of the proposed system using different CNN architectures.
A. Methodology
All timings and results were obtained by conducting the experiments in the following setup: Intel Core i7-5820K with 32 GiB of memory. Additionally, the system included a NVIDIA GTX 1070 used for training and inference. The framework of choice was Caffe RC2 running on Ubuntu 16.04. To perform hyperparameter tuning we used the optimization tool Spearmint. This software tool uses Caffe and performs a Bayesian optimization based on a previously established range of parameters.
B. Computer Vision-Based Approach
As a baseline to compare with the proposed approach, we have carried out an experiment where it has been used the dense optical flow algorithm described in [26] and the [27] to detect direction of motion. Given consecutive images where a pedestrian has been detected, the optical flow is calculated and used to estimate the direction of the segmented pedestrian. It was empirically tested using different thresholds for segmentation and MHI computation, choosing the ones providing best performance (MHI duration = 0.05 milliseconds, segmentation threshold = 35 (HSV distance), Max time delta = 125000.0 and min time delta = 5). Optical flow global direction is calculated as a mean weighted direction using all moving pixels. This provides us with a value between 0 and 360 degrees. Finally, those values were discretized in three ranges (120 bin size), for each predefined direction: left, right and front. Table I shows quantitative results on the proposed dataset using the approach described above. It can be observed that this approach performs poorly in the test set, obtaining an average accuracy of 51%, 39% and 40% respectively for each motion type.
C. AlexNet Evaluation
For the evaluation of the pipeline using AlexNet, we trained the proposed CNN using Stochastic Gradient Descent (SGD) as solver type, with a batch size of 100 images. For the momentum parameter we tried values ranging from 0.8 to 0.95, and a weight decay strategy ranging from 0.0001 to 0.01. In most of the layers of this network, the weights were initialized using a Gaussian distribution with a standard deviation of 0.01. Then, the sixth and the seventh layers were initialized with a standard deviation of 0.05. The learning rate started as 0.01; we used an automatic reduction of 0.1 every 372 iterations, with a learning rate value of 0.0001 in the last iterations.
The layers structure is similar to the AlexNet [9] network. However, in this case, the input layer is a single image of 216 × 160 pixels (the image is converted to greyscale) and the last fully connected layer has only 3 neurons instead of 1000. No pre-trained model was used in the main experiment. Finally, two fully connected layers were configured with a 50% dropout to avoid over-fitting as was demonstrated by Hinton et al. [28] .
Additionally, we ran a hyper-parameter search, in order to find the best values for the momentum and weight decay parameters. After this process, classification accuracy was improved for the proposed architecture, finding optimum parameter values for the CNN.
As mentioned, the same network model was trained using the same dataset, but in this case, the system was trained multiple times using a combination of several parameters. The momentum parameter was explored, considering values from 0.8 to 0.95, and also the weight decay parameter, exploring a set of values ranging from 0.0001 to 0.01.
1) Boosting Accuracy:
In order to further enhance the average 82% classification accuracy obtained using the AlexNet network, a series of test were conducted experimenting with several aspects of the whole training process, such as using Nesterovs Accelerated Gradient Descent [29] and a pre-trained CNN (fine tuning). Moreover, in order to provide our deep learning-based system with more ground truth information, we increased the dataset using data augmentation techniques. Finally, different batch sizes were evaluated.
We ran a few training steps using Nesterov's accelerated gradient solver and the same dataset previously employed.
In all executions a 50% dropout was used, with no sample cropping and a batch size of 100 samples. A pre-trained model was used for the AlexNet network and for the first experiment we initialised network weights for the first convolutional layers, and the last fully-connected layers (6h and 8th layers). This change improved the accuracy of the network obtaining an 83% classification accuracy. For the second experiments we initialised the weights using Xavier's [30] method instead of the Gaussian method, and in the third one, a similar weight initialization was performed but only applying the changes to the sixth and final fully connected layers.
Finally, an additional test was carried out using a sharpened version of the recorded dataset ( Figure 6 ). The whole dataset was filtered using a sharpen filter. The sharpen filter accentuates the edges of the input images. This proved to produce better results in terms of the test classification accuracy, but the loss in the validation data yielded worse results (Table III) . Additionally, reducing the batch size without increasing the learning rate proved to be unsuccessful. According to Krizhevsky et al. [9] , reducing the batch size by x, should be followed by increasing the learning rate by x. Some experiments tend to increase this by using the √ x.
D. Results
The accuracy of the evaluated CNNs was quantified using the validation/test splits created during the dataset generation. After many different executions using hyper-parameters searching for the AlexNet CNN, we obtained several results Figure 5 for an example of runs). Testing Nesterov's solver, it was noticed that just initializing our own weights during the first, sixth and final layers, yielded better results than using just their pre-trained weights (see Figure 5 and Table II) .
We can see in Figure 7 (left) that boosting the accuracy of the AlexNet network, we were able to achieve 84% accuracy. Additionally, based on the different experiments and results that were carried out while boosting AlexNet accuracy, we evaluated the proposed pipeline using GoogLeNe and ResNet-10. We omitted the results obtained using ResNet-50 since no improvement was achieved by using this deeper version of the ResNet network. Figure 7 shows accuracy and loss (training and validation) obtained using these three different CNN architectures.
GoogleNet and ResNet CNNs improved the results obtained using AlexNet. GoogLeNet achieved 86% accuracy and the best performer was ResNet achieving 94% accuracy on the validation set.
Finally, Table IV shows confusion matrices for each network using the test split. It can be observed that ResNet is again the best performer, achieving 79% accuracy on the test set. GoogLeNet and AlexNet achieved 77% and 71% accuracy, respectively.
We are also interested in the computational efficiency of the proposed system. Therefore, different experiments were carried out to measure the runtime for each stage of the proposed pipeline, evaluating the computational cost for each CNN architecture. Table V shows the inference time for each CNN architecture we evaluated. Table VI shows runtime for each stage of the proposed pipeline. The whole system has been implemented on the GPU using CUDA, achieving a framerate of 18 frames per second. Each frame takes around 53 ms to be processed from the moment the image is acquired.
VI. CONCLUSIONS AND FUTURE WORK
We have presented a method to differentiate the motion of pedestrians in real life environments. By building a novel input-filtered image based on the post-processing of static recorded video frames, we have managed to successfully distinguish three different pedestrian movement directions.
Additionally, it has been proved how CNNs can impressively perform in such a task by training them with a specialised dataset. Moreover, we have demonstrated how the results can be enhanced even further by searching for the best hyper-parameters once the CNN has been fine-tuned for our specific problem, in this case tuning the momentum and weight decay CNN parameters. We have also presented an evaluation of the current state-of-the-art CNNs, with ResNet being the best-performing CNN for our image recognition problem(94% accuracy in the validation set and 79% in the test set).
As future directions, we are working on a better and more robust use of data augmentation, which should provide a more robust model. Online learning or incremental learning could also be beneficial, which would entail training the pre-trained CNN with new classified images from the same network. In addition, we are also planning to implement this pipeline in an embedded GPU platform, such as the NVIDIA Jetson TX2, so we can deploy the developed system in a real ADAS.
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