accuracy is available (perhaps from a few iterates of the power method) ; second, when an over-estimate is preferred to an under-estimate; and third, when no further improvement of the eigenvector is contemplated. These conditions are found in the problem of computing the optimum successive over-relaxation parameter.
A Practical Application of Block Diagonally Dominant Matrices
By H. S. Price Introduction. In this note the concept of block diagonally dominant matrices (see references [3] , [4] , [5] ) is applied to a problem from electromagnetic theory. The actual problem considered here is to find the vector potential Pir, z), induced in a piecewise homogeneous, axially symmetric, infinite region Í2, by a current loop of radius rt located at z = 0. Using Maxwell's first two equations (see references [6] , [7] ), it can be shown that Pir, z) satisfies the following differential equation:
,tv 13/ dPir, z)\ . d2Pir,z) ( .2, . l\ , ,
(D iär^^r-) + -^~ + {k^,z)-?jPir,z)=0, (r,,)€Q.
The complex-valued function fc2(r, 2) is given by (2) k2 = e(r, z)nir, 2)0 -ipir, z)a{r, z)u = air, 2) -ißir, z), where p is the permeability, a the conductivity, e the inductive capacity, and 01 is the angular frequency. At the source, for a current loop of radius rt whose plane is normal to the 2-axis and whose center is located at the origin, we have Received April 3, 1964.
(3) V2F(r, f) -I Pir, z) + fc2(r, z)Pir, z) = -pj* ir = n;z = 0), where J* is the current density in the current loop. If we now assume that the source sees the region as homogeneous (which is a fairly good assumption for many practical cases), we can solve equation (3) for P(r, 2) along the line r = rt, giving (4) P(r,, 1) -/(«).
Also, since Pir, z) -> 0 as r, z -» 00, we can choose a zb and an rb so large that very little error is introduced by assuming
Pir, zb) m 0.
Then equations (4) and (5) (6a) rdr\r~3r^)
where T is the boundary of 0 and Q is defined as all r and 2 such that (7) 0 < rt < r < rb and 0 < 2 < zb.
If the behavior equations (6) above are separated into real and imaginary parts and then approximated in the usual way (see [2, pp. 181-187]) the following matrix equation arises, The 2n X 2n matrix N is not diagonally dominant in the usual sense, but we shall prove that it is block diagonally dominant for a certain partitioning.
Difference Approximation. If
Pir, 2) -Piir, z) 4-iPAr, z), we obtain, by separating equation (6a) into real and imaginary parts,
If the n X n matrix A = (<z7,") is the discrete approximation to the operator A*..
Ar,
where (Au),,y and (Äu),-,,-are defined at the ij'th mesh point by
Since with the assumptions stated in the introduction we have just the Dirichlet problem (equation (6b)), equations (12) and (13) are a difference approximation for equations (6). (14) Block Diagonal Dominance. From now on we will assume that 1 rr since this is the case that leads to an application of block diagonally dominant matrices. This assumption is valid for many interesting physical problems since, for a good conductor (see [7] ), tr/ue » 1 and k can be written as
This implies that k is pure imaginary or, in other words, air, z) = 0 in (2). We now define D = idk,k) and F = (/lit)tober¡ Xn diagonal matrices, where 
and S is the vector arising from the boundary conditions. We will now permute the matrix N so that the equation for the real part of P, (u), at a given mesh point, is followed by the equation for the imaginary part of P, (v), at the same point. The matrix then has the form: But now, combining equations (22), (26) and (27) indicates that B2 does not necessarily have real positive eigenvalues, so finding an optimum acceleration parameter for successive overrelaxation is not an easy matter. However, the following relationship between the eigenvalues X of the successive overrelaxation matrix and the eigenvalues p of the block Jacobi matrix still holds, i.e., (34) (X + co -l)2 = Xp.V.
This implies that the Gauss-Seidel method (i.e., co = 1) has twice the asymptotic rate of convergence as the Jacobi method and also indicates, by continuity, that for co near 1 the successive overrelaxation method will be convergent. Therefore experimenting with co's not equal to 1 is recommended.
Conclusions. The problem described by equations (6) and approximated by equations (12) and (13) permits an interesting practical application of block diagonally dominant matrices. Using this concept, we have proved convergence of certain iterative methods for solving the system of simultaneous equations of (18). Successive overrelaxation can be rigorously applied to solve the system of equations (18) ; however, no estimates of convergence rates were obtained. The extensions of this work to large block methods and the finding of an optimum acceleration parameter are still open problems.
