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2-LOCAL DERIVATIONS ON MATRIX ALGEBRAS OVER COMMUTATIVE REGULAR
ALGEBRAS
SHAVKAT AYUPOV, KARIMBERGEN KUDAYBERGENOV, AND AMIR ALAUADINOV
ABSTRACT. The paper is devoted to 2-local derivations on matrix algebras over commutative regular al-
gebras. We give necessary and sufficient conditions on a commutative regular algebra to admit 2-local
derivations which are not derivations. We prove that every 2-local derivation on a matrix algebra over a
commutative regular algebra is a derivation. We apply these results to 2-local derivations on algebras of
measurable and locally measurable operators affiliated with type I von Neumann algebras.
1. INTRODUCTION
Given an algebra A, a linear operator D : A→ A is called a derivation, if D(xy) = D(x)y + xD(y)
for all x, y ∈ A (the Leibniz rule). Each element a ∈ A implements a derivation Da on A defined as
Da(x) = [a, x] = ax−xa, x ∈ A. Such derivationsDa are said to be inner derivations. If the element a,
implementing the derivation Da, belongs to a larger algebra B containing A, then Da is called a spatial
derivation on A.
If the algebra A is commutative, then it is clear that all inner derivations are trivial, i.e. identically
zero. One of the main problems concerning derivations is to prove that every derivation on a certain
algebra is inner or spatial, or to show the existence on a given algebra of non inner (resp. non spatial)
derivations, in particular the existence of non trivial derivations in the commutative case.
In the paper [9] A. F. Ber, V. I. Chilin and F. A. Sukochev obtained necessary and sufficient conditions
for the existence of non trivial derivations on regular commutative algebras. In particular they have
proved that the algebra L0(0, 1) of all (equivalence classes of) complex measurable function on the
(0, 1) interval admits non trivial derivations. It is clear that such derivations are discontinuous and
non inner. We have conjectured in [1] that the existence of such ”exotic” examples of derivations is
closely connected with the commutative nature of these algebras. This was confirmed for the particular
case of type I von Neumann algebras in [1], moreover we have investigated and completely described
derivations on the algebra LS(M) of all locally measurable operators affiliated with a type I or a type III
von Neumann algebra M and on its various subalgebras [5].
There exist various types of linear operators which are close to derivations [14, 17, 21]. In particular
R. Kadison [14] has introduced and investigated so-called local derivations on von Neumann algebras
and some polynomial algebras.
A linear operator ∆ on an algebra A is called a local derivation if given any x ∈ A there exists a
derivation D (depending on x) such that ∆(x) = D(x). The main problems concerning this notion are
to find conditions under which local derivations become derivations and to present examples of algebras
with local derivations that are not derivations. In particular Kadison [14] has proved that each continuous
local derivation from a von Neumann algebra M into a dual M-bimodule is a derivation. In [12] it was
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proved that every local derivation on the algebra Mn(R) is a derivation, where Mn(R) is the algebra of
n× n matrices over a unital ring R containing 1/2.
In [13], B. E. Johnson has extended Kadison’s result and proved that every local derivation from a
C∗-algebra A into any Banach A-bimodule is a derivation. He also showed that every local derivation
from a C∗-algebra A into any Banach A-bimodule is continuous. In [2] local derivations have been
investigated on the algebra S(M) of all measurable operators with respect to a von Neumann algebra M .
In particular, it was proved that for finite type I von Neumann algebras without abelian direct summands
every local derivation on S(M) is a derivation. Moreover, in the case of abelian von Neumann algebra M
necessary and sufficient conditions have been obtained for the algebra S(M) to admit local derivations
which are not derivations.
In 1997, P. Semrl [21] introduced the concepts of 2-local derivations and 2-local automorphisms. A
map ∆ : A→ A (not linear in general) is called a 2-local derivation if for every x, y ∈ A, there exists a
derivation Dx,y : A → A such that ∆(x) = Dx,y(x) and ∆(y) = Dx,y(y). Local and 2-local maps have
been studied on different operator algebras by many authors [2, 4, 6–8, 12–15, 17–23].
In [21], P. Semrl described 2-local derivations and automorphisms on the algebra B(H) of all bounded
linear operators on the infinite-dimensional separable Hilbert space H. A similar description for the
finite-dimensional case appeared later in [15]. Recently in [6] we have considered 2-local derivations
on the algebra B(H) of all linear bounded operators on an arbitrary (no separability is assumed) Hilbert
space H and proved that every 2-local derivation on B(H) is a derivation. This result has been extended
to arbitrary semi-finite von Neumann algebras in [4]. J. H. Zhang and H. X. Li [23] described 2-local
derivations on symmetric digraph algebras and constructed a 2-local derivation which is not a derivation
on the algebra of all upper triangular complex 2× 2-matrices.
All algebras A considered in the present paper are semi-prime, i.e. aAa = {0}, a ∈ A, implies
that a = 0. If ∆ : A → A is a 2-local derivation then it is easy to see that ∆ is homogeneous and
∆(x2) = ∆(x)x + x∆(x) for all x ∈ A. A linear map satisfying the above identity is called a Jordan
derivation. It is proved in [11, Theorem 1] that any Jordan derivation on a semi-prime algebra is a
derivation. So in order to prove that a 2-local derivation ∆ on a semi-prime algebra A is a derivation it
is sufficient to show that the map ∆ is additive.
This paper is devoted to 2-local derivations on matrix algebras over commutative regular algebras.
In Section 2 we give some basic results about regular commutative algebras and their derivations.
Section 3 is devoted the problem of existence of 2-local derivations which are not derivations on a
class of commutative regular algebras, which include the algebras of measurable functions on a finite
measure space (Theorem 3.4).
In section 4 we consider 2-local derivations on matrix algebras over commutative regular algebras.
We prove that every 2-local derivation on the matrix algebra Mn(A) (n ≥ 2) over a commutative regular
algebra A is a derivation (Theorem 4.3).
The main results of the Sections 3 and 4 are applied to study 2-local derivations on algebras of mea-
surable and locally measurable operators affiliated with abelian von Neumann algebras and with type I
von Neumann algebras without abelian direct summands respectively.
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2. COMMUTATIVE REGULAR ALGEBRAS
Let A be a commutative algebra with the unit 1 over the field C of complex numbers. We denote by
∇ the set {e ∈ A : e2 = e} of all idempotents in A. For e, f ∈ ∇ we set e ≤ f if ef = e. With respect
to this partial order, to the lattice operations e ∨ f = e + f − ef, e ∧ f = ef and the complement
e⊥ = 1 − e, the set ∇ forms a Boolean algebra. A non zero element q from the Boolean algebra ∇ is
called an atom if 0 6= e ≤ q, e ∈ ∇, imply that e = q. If given any nonzero e ∈ ∇ there exists an atom
q such that q ≤ e, then the Boolean algebra ∇ is said to be atomic.
An algebra A is called regular (in the sense of von Neumann) if for any a ∈ A there exists b ∈ A such
that a = aba.
Let A be a unital commutative regular algebra over C, and let ∇ be the Boolean algebra of all its
idempotents. In this case given any element a ∈ A there exists an idempotent e ∈ ∇ such that ea = a,
and if ga = a, g ∈ ∇, then e ≤ g. This idempotent is called the support of a and denoted by s(a).
Recall that the Boolean algebra ∇ is called complete, if for any subset S there exists the least upper
bound supS ∈ ∇. We say that a Boolean algebra ∇ is of countable type, if every family of pairwise
disjoint nonzero elements from ∇ is at most countable.
Let A be a commutative unital regular algebra, and let µ be a strictly positive countably additive finite
measure on the Boolean algebra∇ of all idempotents from A, ρ(a, b) = µ(s(a−b)), a, b ∈ A. If (A, ρ) is
a complete metric space, then∇ is a complete Boolean algebra of the countable type (see [9, Proposition
2.7]).
Example 2.1. The most important example of a complete commutative regular algebra (A, ρ) is the
algebra A = L0(Ω) = L0(Ω,Σ, µ) of all (classes of equivalence of) measurable complex functions on a
measure space (Ω,Σ, µ), where µ is finite countably additive measure on Σ, and ρ(a, b) = µ(s(a−b)) =
µ({ω ∈ Ω : a(ω) 6= b(ω)}) (see for details [3, Lemma] and [9, Example 2.5]).
Remark 2.2. If (Ω,Σ, µ) is a general localizable measure space, i.e. the measure µ (not finite in general)
has the finite sum property, then the algebra L0(Ω,Σ, µ) is a unital regular algebra, but ρ(a, b) =
µ(s(a−b)) is not a metric in general. But one can represent Ω as a union of pair-wise disjoint measurable
sets with finite measures and thus this algebra is a direct sum of commutative regular complete metrizable
algebras from the above example.
From now on we shall assume that (A, ρ) is a complete metric space (cf. [9]).
Following [9] we say that an element a ∈ A is finitely valued (respectively, countably valued) if
a =
n∑
k=1
αkek, where αk ∈ C, ek ∈ ∇, ekej = 0, k 6= j, k, j = 1, ..., n, n ∈ N (respectively,
a =
ω∑
k=1
αkek, where αk ∈ C, ek ∈ ∇, ekej = 0, k 6= j, k, j = 1, ..., ω, where ω is a natural number or
∞ (in the latter case the convergence of series is understood with respect to the metric ρ)). We denote
by K(∇) (respectively, by Kc(∇)) the set of all finitely valued (respectively, countably valued) elements
in A. It is known that ∇ ⊂ K(∇) ⊂ Kc(∇), both K(∇) and Kc(∇) are regular subalgebras in A, and
moreover the closure of K(∇) in (A, ρ) coincides with Kc(∇), in particular, Kc(∇) is a ρ-complete
(see [9, Proposition 2.8]).
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Further everywhere we assume that A is a unital commutative regular algebra over C and µ is a strictly
positive countably additive finite measure on the Boolean algebra ∇ of all idempotents in A. Suppose
that A is complete in the metric ρ(a, b) = µ(s(a− b)), a, b ∈ A.
First we recall some further notions from the paper [9].
Let B be a unital subalgebra in the algebra A. An element a ∈ A is called:
– algebraic with respect to B, if there exists a polynomial p ∈ B[x] (i.e. a polynomial on x with the
coefficients from B), such that p(a) = 0;
– integral with respect to B, if there exists a unitary polynomial p ∈ B[x] (i.e. the coefficient of the
largest degree of x in p(x) is equal to 1 ∈ B), such that p(a) = 0;
– transcendental with respect to B, if a is not algebraic with respect to B;
– weakly transcendental with respect to A, if a 6= 0 and for any non-zero idempotent e ≤ s(a) the
element ea is not integral with respect to B.
Integral closure of a subalgebra B is the set of all integral elements in A with respect to B; it is denoted
as B(i). It is known (see e.g. [10]) that B(i) is also a subalgebra in A.
Lemma 2.3. Let B be a regular ρ-closed subalgebra in A such that ∇ ⊂ B = B(i), where B(i) is the
integral closure of B. Then for every a ∈ A there exists an idempotent ea ∈ ∇ such that
i) eaa ∈ B;
ii) if ea 6= 1 then (1− ea)a is a weakly transcendental element with respect to B.
Proof. Put
∇a = {e ∈ ∇ : ea ∈ B}.
Take e1, e2 ∈ ∇a, i.e. e1a, e2a ∈ B. Since ∇ ⊂ B it follows that (e⊥1 ∧ e2)a ∈ B. Further B is a
subalgebra and therefore
(e1 ∨ e2)a = e1a+ (e
⊥
1 ∧ e2)a ∈ B,
i.e. e1 ∨ e2 ∈ ∇a.
Denote
ea =
∨
∇a.
Since ∇ is a Boolean algebra with a strictly positive finite measure µ there exists a sequence of idempo-
tents {en}n∈N in ∇a such that
∨
n∈N
en = ea. Since ena ∈ B it follows that
m∨
n=1
ena ∈ B for all m ∈ N. It
is clear that
lim
m→∞
ρ
(
m∨
n=1
ena, eaa
)
→ 0.
Since B is ρ-closed it follows that eaa ∈ B.
Now we suppose that ea 6= 1. Let 0 6= e ≤ e⊥a . If ea is an integral element with respect to B then by
the equality B = B(i) we have that ea ∈ B, i.e. e ≤ ea, which contradicts with 0 6= e ≤ e⊥a . Thus e⊥a a is
weakly transcendental with respect to B. The proof is complete. 
Below we list some results from [9], [10] which are necessary in the next section.
Proposition 2.4. (see [9, Proposition 2.3 (iv)]). If B is a subalgebra in A and δ : B→ A is a derivation,
then s(δ(b)) ≤ s(b) for all b ∈ B.
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Recall (see [9]) that for every element a in the regular algebra A there is a unique element i(a) ∈ A
such that ai(a) = s(a). In particular, A is semi-prime. Indeed, if aAa = {0}, then
0 = ai(a)a = s(a)a = a.
Proposition 2.5. (see [9, Proposition 2.5]). Let B be a subalgebra in A such that ∇ ⊂ B and let
δ : B→ A be a derivation. If B(i) = {a · i(b) : a, b ∈ B}, then B(i) is the smallest regular subalgebra
in A containing B, and there exists a unique derivation δ1 : B(i) → A such that δ1(b) = δ(b) for all
b ∈ B.
Proposition 2.6. (see [9, Proposition 2.6 (vi)]). If B is a subalgebra (respectively, a regular subalgebra)
in A, such that∇ ⊂ B and if δ : B→ A is a derivation, then the closure B of the algebra B in (A, ρ) is
a subalgebra (respectively, a regular subalgebra) in A, and there exists a unique derivation δ1 : B→ A
such that δ1(b) = δ(b) for all b ∈ B.
Proposition 2.7. (see [10, Proposition 2]). Suppose that B is a regular ρ-closed subalgebra in A,
∇ ⊂ B and δ : B→ A is a derivation. Let B(i) be the integral closure of B in A. Then B(i) is a regular
subalgebra in A and there exists a unique derivation δ1 : B(i) → A such that δ1(b) = δ(b) for all b ∈ B.
We note also that for any element a ∈ A, the set B(a) = {p(a) : p ∈ B[x]} (of all polynomials on
a with the coefficients from B) is a subalgebra in A, which is generated by the subalgebra B and the
element a.
Proposition 2.8. (see [9, Proposition 3.6]). Let B ⊆ A be a regular ρ-closed subalgebra such that
∇ ⊂ B and let δ : B→ A be a derivation. If a is an integral element with respect to B, then there exists
a unique derivation δ1 : B(a)→ A such that δ1(b) = δ(b) for all b ∈ B.
Proposition 2.9. (see [9, Proposition 3.7]). Let B be a regular subalgebra in A such that∇ ⊂ B and let
δ : B→ A be a derivation. If a ∈ A is a weakly transcendental element with respect to B, then for every
c ∈ A, such that s(c) ≤ s(a), there exists a unique derivation δ1 : B(a)→ A, such that δ1(b) = δ(b) for
all b ∈ B and δ1(a) = c.
The following theorem provides a sufficient condition for a derivation initially defined on a subalgebra
of a commutative regular algebra to have an extension to the whole algebra (see [9]).
Theorem 2.10. (see [9, Theorem 3.1]). Let B be a subalgebra of A. Then for any derivation δ : B→ A
for which s(δ(b)) ≤ s(b) for all a, b ∈ B, there exists a derivation δ0 : A → A, such that δ0(b) = δ(b)
for all b ∈ B.
The main result of [9] (Theorem 3.2) asserts that the algebra A admits a non-zero derivation if and
only if Kc(∇) 6= A
Now recall the definition of algebraically independent subset over commutative regular algebras (see
for details [10]).
Let F [x1, . . . , xn] be the algebra of all polynomials of n variables over a field F.A monomial q(x1, . . . , xn)
is said to be included to a polynomial p(x1, . . . , xn) ∈ F [x1, . . . , xn], if the natural representation of
p(x1, . . . , xn) as a sum of monomials with non zero coefficients contains the monomial q. Natural rep-
resentation means such representation that any two different monomials have different degrees of corre-
sponding variables. For example, for the polynomial p(x1, x2) = 4x31x42 + 5x21x32 − 3x21x32 + 2 of two
variables the natural representation is p(x1, x2) = 4x31x42 + 2x21x32 + 2.
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Let A be a commutative regular algebra over the field F. A subset M is called algebraically indepen-
dent if for any a1, . . . , an ∈ M, e ∈ ∇, p ∈ F [x1, . . . , xn] the equality ep(a1, . . . , an) = 0 implies that
eq(a1, . . . , an) = 0, where q ∈ F [x1, . . . , xn] is an arbitrary monomial included to the polynomial p.
If A is a field then this definition coincides with the well-known definition algebraically independence
of subsets over the field.
Note that in the case of f -algebras the notion of algebraic independence of subsets coincides with the
algebraic independence of subsets introduced by A.G. Kusraev in [16].
We need the following result from [10, Proposition 4].
Proposition 2.11. For a subset {ai : i ∈ I} ⊂ A the following assertions are equivalent:
(1) {ai : i ∈ I} is an algebraically independent subset in A;
(2) for every i ∈ I the element ai is weakly transcendental with respect to the algebra Ai, generated
by ∇ and {aj : j ∈ I, j 6= i}.
Lemma 2.12. Let a, b ∈ A and let s(a) = s(b) = 1. If the subset {a, b} is algebraically independent
then the subset {a, a+ b} is also algebraically independent.
Proof. Suppose that {a, a + b} is not algebraically independent. Then by Proposition 2.11 it follows
that a+ b is not weakly transcendental element with respect to the subalgebra F (a,∇), generated by the
element a and ∇. Therefore there exists a non zero idempotent e ≤ s(a + b) such that e(a + b) is an
integral element with respect to F (a,∇), i.e. there are elements c1, c2, . . . , cn ∈ F (a,∇) such that
(e(a+ b))n + c1(e(a + b))
n−1 + . . .+ cn−1(e(a+ b)) + cn = 0.
By decomposing (e(a+ b))k, k = 1, n, the last equality can be represented in the form
(eb)n + d1(eb)
n−1 + . . .+ dn−1(eb) + dn = 0,
where d1, d2, . . . , dn ∈ F (a,∇). This means that eb is an integral element with respect to F (a,∇). Since
s(a) = 1 it follows that b is not weakly transcendental with respect to F (a,∇).
On other hand, since {a, b} is an algebraically independent subset, by [10, Proposition 4] we have that
b is weakly transcendental with respect to F (a,∇). From this contradiction we have that {a, a+ b} is an
algebraically independent subset. The proof is complete. 
Denote by Der(A) the set of all derivations from A into A. Let M be a maximal algebraically
independent subset in A and denote by K(M,A) the set of all mapping f : M→ A such that s(f(a)) ≤
s(a) for every a ∈ M. The sets Der(A) and K(M,A) equipped with natural algebraic operations form
linear spaces over C.
Theorem 2.13. (see [10, Theorem 1]) The map δ → δ|M gives a linear isomorphism between Der(A)
and K(M,A).
3. 2-LOCAL DERIVATIONS ON COMMUTATIVE REGULAR ALGEBRAS
In this section A is a unital commutative regular algebra over C, ∇ is the Boolean algebra of all its
idempotents and µ is a strictly positive countably additive finite measure on ∇. Consider the metric
ρ(a, b) = µ(s(a − b)), a, b ∈ A, on the algebra A and from now on we shall assume that (A, ρ) is a
complete metric space (cf. [9]).
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Definition 3.1. For x ∈ A denote:
— A0 = F (x,∇) is the subalgebra in A, generated by x and ∇;
— A1 is the smallest regular subalgebra in A, contained A0;
— A2 is the closure of A1 by the metric ρ;
— A3 is the integral closure of A2;
— Ax is the closure of A3 by the metric ρ.
Note that Proposition 2.5 provides the existence of the subalgebra A1.
Lemma 3.2. If there is an element a ∈ A weakly transcendental with respect to Kc(∇) such that
A = Aa, where Aa is the subalgebra constructed with respect to a by definition 3.1, then any 2-local
derivation on A is a derivation.
Proof. Let a be a weakly transcendental element with respect to Kc(∇) such that A = Aa and let ∆ be
a 2-local derivation on A. Since any derivation on regular commutative algebra A does not expand the
support of elements (see Proposition 2.4), we have that s(∆(x)) ≤ s(x), x ∈ A.
Let us show that there exists a unique derivation D on A such that D(a) = ∆(a). First consider the
trivial (identically zero) derivation D on Kc(∇). Since a is weakly transcendental with respect to Kc(∇)
and s(∆(a)) ≤ s(a), Proposition 2.9 implies that D has a unique extension (which is also denoted by
D) onto A0 such that D(a) = ∆(a); Further following Proposition 2.5 we can extend D in a unique
way onto A1; and then by Proposition 2.6 it can be uniquely extended onto A2. Further, in view of
Proposition 2.7 D has a unique extension onto A3; and finally, applying Proposition 2.6 once more we
extend it (uniquely) onto Aa = A.
Now let x be an arbitrary element from A. Since ∆ is a 2-local derivation there is derivation δ (de-
pending on x and a) such that
∆(x) = δ(x), ∆(a) = δ(a).
Thus δ(a) = ∆(a) = D(a). Since D is a unique derivation on A with ∆(a) = D(a), it follows that
δ ≡ D. In particular,
∆(x) = δ(x) = D(x),
i.e. ∆ ≡ D. This means that ∆ is a derivation. The proof is complete. 
Lemma 3.3. If there exist two algebraically independent elements a, b ∈ A with s(a) = s(b), then the
algebra A admits a 2-local derivation which is not a derivation.
Proof. Suppose that there exist algebraically independent elements a, b such that s(a) = s(b) = 1.
Denote by Aa and Ab of the subalgebras in A, constructed with respect to elements x = a and x = b,
respectively, by definition 3.1.
Since a, b are algebraically independent elements, Proposition 2.11 implies that the element a is a
weakly transcendental element with respect to Kc(∇). Similarly to the proof of Lemma 3.2 we can find
a derivation D on Aa such that ∆(a) = 1. Algebraic independence of the subset {a, b} and Proposi-
tion 2.11 imply that b is a weakly transcendental element with respect to the subalgebra Aa. Therefore,
using Proposition 2.7 once more we can extend the derivation D with value D(b) = 1 to the subalgebra
generated by Aa and b. Now using Theorem 2.10 we can extend the derivation D onto the whole A.
Hence there is a derivation D on A such that
D(a) = D(b) = 1.
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Now on the algebra A define the operator ∆ as follows:
∆(x) = (ea(x) ∨ eb(x))D(x), x ∈ A,
where ea(x) (respectively eb(x)) is the largest idempotent such that ea(x)x ∈ Aa (respectively eb(x) ∈
Ab) (see Lemma 2.3).
Let us show that ∆ is a 2-local derivation on A which is not a derivation.
First we check that ∆ is a 2-local derivation.
Take x, y ∈ A. Consider the following three cases.
Case 1. ea(x) ∨ eb(x) = 1, ea(y) ∨ eb(y) = 1. Then
∆(x) = D(x), ∆(y) = D(y).
Case 2. ea(x) ∨ eb(x) = 0, ea(y) ∨ eb(y) = 0. Then
∆(x) = 0, ∆(y) = 0.
Therefore for trivial derivation D0 we have that
∆(x) = D0(x), ∆(y) = D0(y).
Case 3. ea(x)∨eb(x) = 1, ea(y)∨eb(y) = 0. Without loss of generality we can assume that ea(x) 6= 0.
Since ea(y) = 0, Lemma 2.3 implies that the element ea(x)y is weakly transcendental with respect
to ea(x)Aa. Therefore by Proposition 2.9 there exists a derivation D1 on the subalgebra generated by
ea(x)Aa and ea(x)y such that
D1|ea(x)Aa = D|ea(x)Aa , D1(ea(x)y) = 0.
Now by Theorem 2.10 we extend this derivation onto the whole A, and denote the extension also by D1.
Similarly there exists a derivation D2 on A such that
D2|eb(x)Ab = D|eb(x)Ab , D2(eb(x)y) = 0.
Put D3 = ea(x)D1 + ea(x)⊥D2. Then
∆(x) = D(x) = D(ea(x)x+ ea(x)
⊥x) =
= ea(x)D(x) + ea(x)
⊥D(x) = ea(x)D1(x) + ea(x)
⊥D2(x) = D3(x)
and
∆(y) = 0 = ea(x)D1(y) + eb(x)
⊥D2(y) = D3(y).
Thus
∆(x) = D3(x), ∆(y) = D3(y).
Now let x and y be arbitrary elements of A. Put
e1 = ea(x) ∨ eb(x), e2 = ea(y) ∨ eb(y)
and
p1 = e1 ∧ e2, p2 = e1 ∧ e
⊥
2 , p3 = e
⊥
1 ∧ e1, p4 = (e1 ∨ e2)
⊥.
Then p1+ p2+ p3+ p4 = 1. Consider the restriction ∆i of the 2-local derivation ∆ on piA, i = 1, 4. The
idempotents ep1a(p1x)∨ ep1b(p1x) and ep1a(p1y)∨ ep1b(p1y), corresponding to the elements p1x and p1y,
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by Lemma 2.3, with respect to the subalgebras p1Ap1a, p1Ap1b are equal to p1 (p1 is the unit in p1A).
Therefore by the case 1 there exists a derivation D1 on p1A such that
p1∆(p1x) = p1D1(p1x), p1∆(p1y) = p1D1(p1y).
Similarly we consider the 2-local derivations p2∆ and p3∆, which correspond to the case 3, and the
2-local derivation p4∆ which corresponds to the case 2. Take the corresponding derivations Di on piA,
i = 1, 4 with
pi∆(pix) = piDi(pix), pi∆(piy) = piDi(piy).
Put D5 = D1 +D2 +D3 +D4. Then
∆(x) = D5(x), ∆(y) = D5(y).
Now we show that ∆ is not a derivation. It is sufficient show that ∆ is not an additive. Indeed, by
Lemma 2.12 the subset {a, a + b} is an algebraically independent subset. Hence a + b is a weakly
transcendental element with respect to the subalgebra generated by a and ∇. Thus ea(a+ b) = 0. In the
same way we can show that eb(a+ b) = 0. Therefore
∆(a+ b) = (ea(a+ b) ∨ eb(a+ b))D(x) = 0.
On other hand,
∆(a) = ∆(b) = 1.
Thus
∆(a) + ∆(b) 6= ∆(a + b).
The proof is complete. 
The following theorem is the main result of this section.
Theorem 3.4. Let A be a unital commutative regular algebra over C and let µ be a strictly positive
countably additive finite measure on the Boolean algebra ∇ of all idempotents in A. Suppose that A is
complete in the metric ρ(a, b) = µ(s(a− b)), a, b ∈ A. Then the following conditions are equivalent:
i) any 2-local derivation on A is a derivation;
ii) either A = Kc(∇) or there exists an element a weakly transcendental with respect to Kc(∇) such
that A = Aa, where Aa is the subalgebra constructed with respect to a by definition 3.1.
Proof. ii) ⇒ i). First let us consider the case when A = Kc(∇). Since each derivation on Kc(∇) is
identically zero, it follows that each 2-local derivation on A = Kc(∇) is also trivial. Therefore every
2-local derivation on A is a derivation.
Now suppose that there exists an element a ∈ A weakly transcendental with respect to Kc(∇) such
that A = Aa. Then by Lemma 3.2 each 2-local derivation on A is a derivation.
i)⇒ ii). Suppose that ii) is not true. Then A 6= Kc(∇). For arbitrary x /∈ Kc(∇) put
e(x) = 1−
∨
{e ∈ ∇ : ex ∈ Kc(∇)}.
Then
ex /∈ Kc(∇), ∀ 0 6= e ≤ e(x).
Denote
et =
∨
{e(x) ∈ ∇ : x /∈ Kc(∇)}.
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Let us show that
e⊥t A = e
⊥
t Kc(∇).
Let x ∈ A be an arbitrary element. Taking into account that Kc(∇) is ρ-complete (see Section 2),
by the definition of the idempotent e(x) we have that e(x)⊥x ∈ Kc(∇). Since e⊥t ≤ e(x)⊥ we have
e⊥t x ∈ Kc(∇). This means that e⊥t A = e⊥t Kc(∇).
Since ∇ – is a Boolean algebra with a finite measure, there exists a sequence {e(xn)}n≥1 such that
et =
∨
n≥1
e(xn).
Put
e1 = e(x1), en = e(xn) ∧ (e1 ∨ · · · ∨ en−1)
⊥, n ≥ 2
and consider the element
xt =
∑
n≥1
enxn.
Then we have that
ext /∈ Kc(∇), ∀ 0 6= e ≤ et.
Indeed, let e ≤ et be an arbitrary non zero idempotent. Take a number n ∈ N such that een 6= 0.
Since en ≤ e(xn), it follows that eenxn /∈ Kc(∇). Further, by the equality eenxt = eenxn we get
eenxt /∈ Kc(∇) and hence ext /∈ Kc(∇).
Since we assumed that ii) is false, this implies that
A 6= Axt.
Take y ∈ A \ Axt. By Lemma 2.3 there exists the largest idempotent ey such that eyy ∈ Axt. Since
y ∈ A\Axt , it follows that e0 = 1−ey 6= 0.Again Lemma 2.3 implies that e0y is a weakly transcendental
element with respect to Axt . Denote
a = e0xt, b = e0y.
Then s(a) = s(b). By construction b is weakly transcendental with respect to Axt, and hence Proposi-
tion 2.11 implies that the set {a, b} is algebraically independent. Therefore Lemma 3.3 implies that the
algebra A admits 2-local derivation which is not a derivation. The proof is complete. 
Now we can consider the problem of existence of 2-local derivations which are not derivations on
algebras of measurable operators affiliated with abelian von Neumann algebras.
It is well known that if M is an abelian von Neumann algebra with a faithful normal semifinite trace
τ , then M is ∗-isomorphic to the algebra L∞(Ω) = L∞(Ω,Σ, µ) of all essentially bounded measurable
complex valued function on an appropriate localizable measure space (Ω,Σ, µ) and τ(f) =
∫
Ω
f(t)dµ(t)
for f ∈ L∞(Ω,Σ, µ). In this case the algebra S(M) of all measurable operators affiliated with M may
be identified with the algebra L0(Ω) = L0(Ω,Σ, µ) of all measurable complex valued functions on
(Ω,Σ, µ). In general the algebra S(M) is not metrizable. But considering Ω as a union of pairwise dis-
joint measurable sets with finite measures we obtain that S(M) is a direct sum of commutative regular
algebras metrizable in the above sense (see Remark 2.2). Therefore using Theorem 3.4 we obtain the fol-
lowing solution of the problem concerning the existence of 2-local derivations which are not derivations
on algebras of measurable operator in the abelian case.
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Theorem 3.5. Let M be an abelian von Neumann algebra. The following conditions are equivalent:
(i) the lattice P (M) of projections in M is not atomic;
(ii) the algebra S(M) admits a 2-local derivation which is not a derivation.
Proof. i) ⇒ ii). Suppose that P (M) is not atomic. Then the algebra S(M) contains a ∗-subalgebra B
which is ∗-isomorphic with the ∗-algebra L0(0, 1) of all measurable complex valued functions on (0, 1).
Without loss of generality we may assume that B contains the unit of S(M). By [10, Lemma 2] the
algebra L0(0, 1) contains an uncountable set of algebraically independent elements, and therefore the
algebra B contains algebraically independent elements a, b with s(a) = s(b) = 1. By Theorem 2.13
there exists a derivation D on B such that D(a) = 0, D(b) = 1. Following Theorem 2.10 we extend D
onto S(M), the extension is also denoted by D.
Now let us show that {a, b} is an algebraically independent subset in S(M). Suppose the converse, i.e.
{a, b} is not algebraically independent in S(M). Then by Proposition 2.11 b is not weakly transcendental
with respect to R(a,∇), where R(a,∇) is the smallest regular ρ-closed subalgebra in S(M), generated
by a and ∇. This means that there exists an idempotent e with 0 6= e ≤ s(b) = 1 such that eb is
an integral element with respect to R(a,∇). Consider the subalgebra F (eb, R(a,∇)), generated by eb
and R(a,∇). Let δ denote the trivial derivation on F (eb, R(a,∇)). By Proposition 2.8 δ is the unique
derivation on F (eb, R(a,∇)) with δ|R(a,∇) = 0. Since D(a) = 0, it follows that D|R(a,∇) = 0. Therefore
δ = D|F (eb,R(a,∇)), and in particular, D(eb) = 0. This is a contradiction with D(eb) = eD(b) = e 6= 0.
This contradiction shows that {a, b} is an algebraically independent set in S(M). Now Theorem 3.4
implies that the algebra S(M) admits a 2-local derivation which is not a derivation.
ii) ⇒ i). Suppose that P (M) is atomic. Then by [9, Theorem 3.4] every derivation on S(M) is
identically zero. Therefore each 2-local derivation on S(M) is also trivial, i.e. a derivation. The proof is
complete.

4. 2-LOCAL DERIVATIONS ON MATRIX ALGEBRAS
In this section we shall investigate 2-local derivations on matrix algebras over commutative regular
algebras.
As in the previous section let A be a unital commutative regular algebra over C and let µ be a strictly
positive countably additive finite measure on the Boolean algebra ∇ of all idempotents in A. Suppose
that A is complete in the metric ρ(a, b) = µ(s(a− b)), a, b ∈ A.
Let Mn(A) be the algebra of n×n matrices over A. We identify the center of the algebra Mn(A) with
A. If ei,j, i, j = 1, n, are the matrix units in Mn(A), then each element x ∈Mn(A) has the form
x =
n∑
i,j=1
fijeij, fij ∈ A, i, j = 1, n.
Let δ : A→ A be a derivation. Setting
(4.1) Dδ
(
n∑
i,j=1
fijeij
)
=
n∑
i,j=1
δ(fij)eij
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we obtain a well-defined linear operator Dδ on the algebra Mn(A). Moreover Dδ is a derivation on the
algebra Mn(A) and its restriction onto the center of the algebra Mn(A) coincides with the given δ.
Lemma 4.1. Let Mn(A) be the algebra of n × n matrices over A. Every derivation D on the algebra
Mn(A) can be uniquely represented as a sum
D = Da +Dδ,
where Da is an inner derivation implemented by an element a ∈ Mn(A) while Dδ is the derivation of
the form (4.1) generated by a derivation δ on A.
In [1, Lemma 2.2] this assertion has been proved for the case of algebras A = L0(Ω), but the proof is
the same for general commutative regular algebras A.
The proof of the following result directly follows from the definition of 2-local derivations.
Lemma 4.2. Let B be an algebra with the center Z(B) and let ∆ : B → B be a 2-local derivation.
Then ∆(zx) = z∆(x) for all central idempotent z ∈ Z(B) and x ∈ B.
The following theorem is the main result of this section.
Theorem 4.3. Every 2-local derivation ∆ : Mn(A)→Mn(A), n ≥ 2, is a derivation.
For the proof of the Theorem 4.3 we need several Lemmata.
For x ∈Mn(A) by xij we denote the (i, j)-entry of x, i.e. eiixejj = xijeij , where 1 ≤ i, j ≤ n.
Lemma 4.4. For every 2-local derivation ∆ on Mn(A), n ≥ 2, there exists a derivation D such that
∆(eij) = D(eij) for all i, j ∈ 1, n.
Proof. (cf. [15, Theorem 3]). We define two matrices d, q ∈Mn(A) by
d =
n∑
i=1
1
2i
eii, q =
n−1∑
i=1
ei,i+1.
It is easy to see that an element x ∈ Mn(A) commutes with d if and only if it is diagonal, and if an
element u commutes with q, then u is of the form
u =


u1 u2 u3 . . un
0 u1 u2 . . un−1
0 0 u1 . . un−2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. . . . . . . . . . u1 u2
0 0 . . . . 0 u1


.
Take a derivation D on Mn(A) such that
∆(d) = D(d), ∆(q) = D(q).
Replacing ∆ by ∆−D if necessary, we can assume that ∆(d) = ∆(q) = 0.
Let i, j ∈ 1, n. Take a derivation D = Dh +Dδ represented as in Lemma 4.1 and such that
∆(eij) = D(eij), ∆(d) = D(d).
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Since ∆(d) = 0 and Dδ(d) = 0 it follows that 0 = Dh(d) = hd − dh. Therefore h has diagonal form,
i.e. h =
n∑
i=1
hieii. So we have
∆(eij) = heij − eijh.
In the same way starting with the element q instead of d, we obtain
∆(eij) = ueij − eiju,
where u is of the above form, depending on eij . So
∆(eij) = heij − eijh = ueij − eiju.
Since
heij − eijh = (hi − hj)eij
and
[ueij − eiju]ij = 0
it follows that ∆(eij) = 0. The proof is complete. 
Further in Lemmata 4.5–4.12 we assume that ∆ is a 2-local derivation on the algebra Mn(A), n ≥ 2,
such that ∆(eij) = 0 for all i, j ∈ 1, n.
Lemma 4.5. For every x ∈Mn(A) there exist derivations δij : A→ A, i, j ∈ 1, n, such that
(4.2) ∆(x) =
n∑
i,j=1
δij(xij)eij .
Proof. Let Dx,eij be a derivation on Mn(A) such that
∆(x) = Dx,eij(x), ∆(eij) = Dx,eij(eij).
Then
eij∆(x)eij = eijDx,eij(x)eij =
= Dx,eij(eijxeij)−Dx,eij(eij)xeij − eijxDx,eij (eij) =
= Dx,eij(xjieij) = Dx,eij(xji)eij + xjiDx,eij(eij) =
= δji(xji)eij,
i.e.
eij∆(x)eij = δji(xji)eij.
Multiplying the last equality from the left side by eji and from the right side by eji we obtain
ejj∆(x)eii = δji(xji)eji
for all i, j ∈ 1, n. Summing these equalities for all i, j ∈ 1, n, we get
∆(x) =
n∑
i,j=1
δij(xij)eij .
The proof is complete. 
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Lemma 4.6. Consider the elements
x =
n∑
i=1
fieii, y =
n∑
i=1
gieii,
where fi, gi ∈ A for all i ∈ 1, n. Then there exists a derivation δ on A such that
(4.3) ∆(x) =
n∑
i=1
δ(fi)eii, ∆(y) =
n∑
i=1
δ(gi)eii.
Proof. By (4.2) for i 6= j we obtain that
∆(x)ij = ∆(y)ij = 0.
Take a derivation D on Mn(A) such that
∆(x) = D(x), ∆(y) = D(y).
By Lemma 4.1 there exist an element a ∈ Mn(A) and a derivation δ : A→ A such that D = Da +Dδ.
Then
∆(x)ii = D(x)ii = Da(x)ii +Dδ(x)ii =
= [ax− xa]ii + δ(fi) = δ(fi)
and
∆(y)ii = D(y)ii = Da(y)ii +Dδ(y)ii =
= [ay − ya]ii + δ(gi) = δ(gi),
because x, y are diagonal matrices, and therefore
[ax− xa]ii = [ay − ya]ii = 0.
So
∆(x) =
n∑
i=1
δ(fi)eii, ∆(y) =
n∑
i=1
δ(gi)eii.
The proof is complete. 
Lemma 4.7. The restriction ∆|A is a derivation.
Proof. Put
x =
n∑
i=1
feii, y =
n∑
i=1
geii,
z =
n∑
i=1
(f + g)eii, w = fe11 +
n∑
i=2
geii,
where f, g ∈ A. Using (4.3) we can find derivations δx,w, δy,w, δz,w on Mn(A) such that
∆(x) =
n∑
i=1
δx,w(f)eii, ∆(y) =
n∑
i=1
δy,w(g)eii, ∆(z) =
n∑
i=1
δz,w(f + g)eii,
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∆(w) = δx,w(f)e11 +
n∑
i=2
δx,w(g)eii =
= δy,w(f)e11 +
n∑
i=2
δy,w(g)eii = δz,w(f)e11 +
n∑
i=2
δz,w(g)eii.
Then
∆(x+ y) = ∆(z) =
n∑
i=1
δz,w(f + g)eii =
=
n∑
i=1
δz,w(f)eii +
n∑
i=1
δz,w(g)eii =
=
n∑
i=1
δx,w(f)eii +
n∑
i=1
δy,w(g)eii = ∆(x) + ∆(y).
Hence
∆(x+ y) = ∆(x) + ∆(y).
So the restriction of ∆ on the A is an additive and therefore, ∆|A is a derivation. The proof is complete.

Further in Lemmata 4.8–4.12 we assume that ∆|A = 0.
Lemma 4.8. Let
x =
n∑
i=1
fieii,
where fi ∈ A, 1 ≤ i ≤ n. Then ∆(x) = 0.
Proof. We fix a number k and take the element y = fk. By Lemma 4.6 there exists a derivation δ on A
such that
∆(x) = Dδ(x), ∆(y) = Dδ(y).
Since ∆(y) = 0 it follows that
0 = ∆(y)11 = δ(fk).
i.e. δ(fk) = 0. Further
∆(x)kk = δ(fk) = 0.
Since k is an arbitrary number, it follows that ∆(x) = 0. The proof is complete. 
In Lemmata 4.9-4.11 let x be an arbitrary element from Mn(A).
Lemma 4.9. ∆(x)kk = 0 for every k ∈ 1, n.
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Proof. Let k ∈ 1, n be a fixed number. Put
f1 = xkk, fi = i(f1 + 1− s (f1)), 2 ≤ i ≤ n.
Let us verify that s(fi − fj) = 1, i 6= j. Note that
fi − f1 = (i− 1)f1 + i(1− s(f1)), i > 1
and
fi − fj = (i− j)(f1 + (1− s(f1))), i, j > 1.
Taking into account that f1 and 1− s(f1) are orthogonal we obtain
s(fi − fj) = s(f1) + s(1− s(f1)) = s(f1) + 1− s(f1) = 1
for all i 6= j.
Now consider the element
(4.4) y =
n∑
i=1
fieii,
Choose a derivation D = Da +Dδ such that
∆(x) = D(x), ∆(y) = D(y).
By Lemma 4.8 we have that ∆(y) = 0. Then
0 = ∆(y)11 = Da(y)11 +Dδ(y)11 =
= [ay − ya]11 + δ(xkk) = a11f1 − f1a11 + δ(xkk) = δ(xkk),
i.e. δ(xkk) = 0. If i 6= j then
∆(y)ij = (fi − fj)aij .
Therefore
(fi − fj)aij = 0.
Since s(fi − fj) = 1 it follows that aij = 0. So a has a diagonal form, i.e.
(4.5) a =
n∑
i=1
aiieii.
Thus
∆(x)kk = [ax− xa]kk + δ(xkk) =
= akkxkk − xkkakk = 0,
i.e.
∆(x)kk = 0.
The proof is complete. 
In following two lemmata we assume that the indices i and j are fixed.
Lemma 4.10. If xji = 1 (i 6= j) then ∆(x)ij = 0.
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Proof. Choose an element y ∈ Mn(A) of the form (4.4) with f1 = xij and a derivation D = Da + Dδ
such that
∆(x) = D(x), ∆(y) = D(y).
Since ∆(y) = 0 it follows that a has the form (4.5) and δ(xij) = 0. Then
∆(x)ji = (ajj − aii)xji + δ(xji) = (ajj − aii) + δ(1) = ajj − aii,
i.e.
∆(x)ji = ajj − aii.
On the other hand by the equality (4.2) we have that
∆(x)ji = δji(xji) = δji(1) = 0.
Thus ajj = aii. Since δ(xij) = 0 it follows that
∆(x)ij = (aii − ajj)xij + δ(xij) = 0,
i.e. ∆(x)ij = 0. The proof is complete. 
Lemma 4.11. If i 6= j then ∆(x)ij = 0.
Proof. Fix a pair (i, j) and take the matrix y ∈Mn(A) such that yks = xks for all (k, s) 6= (j, i) and with
yji = 1. Then by Lemma 4.10 it follows that ∆(y)ij = 0.
Consider a derivation D = Da +Dδ on Mn(A) represented as in Lemma 4.1 such that
∆(x) = D(x), ∆(y) = D(y).
Then
∆(x)ij =
n∑
s=1
(aisxsj − xisasj) + δ(xij)
and
∆(y)ij =
n∑
s=1
(aisysj − yisasj) + δ(yij).
By construction yks = xks for all (k, s) 6= (j, i), and therefore
∆(x)ij = ∆(y)ij.
But ∆(y)ij = 0, therefore ∆(x)ij = 0. The proof is complete. 
Now Lemmata 4.9 and 4.11 imply the following
Lemma 4.12. ∆ ≡ 0.
Proof of the Theorem 4.3. Let ∆ be an arbitrary 2-local derivation on Mn(A). By Lemma 4.4 there
exists a derivation D on Mn(A) such that
(∆−D)(eij) = 0
for all i, j ∈ 1, n. Therefore by Lemma 4.7 δ = (∆−D)|A is a derivation. Consider the 2-local derivation
∆0 = ∆−D−Dδ . Then ∆0(eij) = 0 for all i, j and ∆0|A = 0. Therefore by Lemma 4.12 we get ∆0 = 0,
i.e. ∆ = D +Dδ. Thus ∆ is a derivation. The proof of Theorem 4.3 is complete.
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Let M be a von Neumann algebra and denote by S(M) the algebra of all measurable operators and by
LS(M) - the algebra of all locally measurable operators affiliated with M. If M is of type I∞ we have
proved in [8] that every 2-local derivation on LS(M) is a derivation. Theorem 4.3 enables us to extend
this result for general type I case.
Theorem 4.13. Let M be a finite von Neumann algebra of type I without abelian direct summands. Then
every 2-local derivation on the algebra LS(M) = S(M) is a derivation.
Proof. Let M be an arbitrary finite von Neumann algebra of type I without abelian direct summands.
Then there exists a family {zn}n∈F , F ⊆ N \ {1}, of central projections from M with sup zn = 1,
such that the algebra M is ∗-isomorphic with the C∗-product of von Neumann algebras znM of type In,
respectively (n ∈ F ). Then
znLS(M) = znS(M) = S(znM) ∼= Mn(L
0(Ωn)),
for appropriate measure spaces (Ωn,Σn, µn), n ∈ F. By Lemma 4.2 we have that
∆(znx) = zn∆(x)
for all x ∈ S(M) and for each n ∈ F. This implies that ∆ maps each znS(M) into itself and hence
induces a 2-local derivation ∆n = ∆|znS(M) on the algebra S(znM) ∼= Mn(L0(Ωn)) for each n ∈ F. By
Theorem 4.3 it follows that the operator ∆n is a derivation for each n ∈ F. Therefore for x, y ∈ S(M)
we have that
∆n(znx+ zny) = ∆n(znx) + ∆n(zny)
for all n ∈ F. Again using Lemma 4.2 we obtain that
zn∆(x+ y) = ∆n(znx+ zny) = ∆n(znx) + ∆n(zny) = zn[∆(x) + ∆(y)]
i.e.
zn∆(x+ y) = zn[∆(x) + ∆(y)]
for all n ∈ F. Since sup zn = 1 we get
∆(x+ y) = ∆(x) + ∆(y).
This means that the operator ∆ is an additive on S(M) and therefore is a derivation. The proof is
complete. 
Now combining this theorem with the mentioned result of [8] we obtain
Corollary 4.14. If M is a type I von Neumann algebra without abelian direct summands then every
2-local derivation on the algebra LS(M) is a derivation.
Remark 4.15. The results of the previous Section 3 (see Theorem 3.5) show that in the abelian case the
properties of 2-local derivations on the algebra LS(M) = S(M) are essentially different.
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