Helioseismology has revealed the internal density and rotation profiles of the Sun. Yet, knowledge of its magnetic fields and meridional circulation is confined much closer to the surface, and latitudinal entropy gradients are below detectable limits. While numerical simulations can offer insight into the interior dynamics and help identify which ingredients are necessary to reproduce particular observations, some features of the Sun can be understood analytically from an equilibrium perspective. Examples of such features include: the 1D density profile arising from steady-state energy transport from the core to the surface, and the tilting of isorotation contours in the convection zone (CZ) due to baroclinic forcing. To help identify which features can be explained by equilibrium, we propose analyzing stationary axisymmetric ideal magnetohydrodynamic flows in the solar regime. By prescribing an appropriate entropy profile at the surface, we recover a rotation profile that reasonably matches observations in the bulk of the CZ. Additionally, by including the effects of poloidal flow, we reproduce a feature that is reminiscent of the near surface shear layer. However, no tachocline-like feature is seen in hydrodynamic equilibrium, suggesting the importance of either dynamics or magnetic fields in its description.
INTRODUCTION
Helioseismology has revealed the rich structure of the internal rotation of the Sun (Christensen-Dalsgaard 2002) . Notably, while the radiative interior rotates uniformly, the transition to differential rotation in the convection zone (CZ) occurs in a narrow shear layer known as the tachocline. In addition, rotation decreases in the outer ∼ 5% of the Sun's radius, forming another region known as the near surface shear layer (NSSL). A fundamental goal of solar physics is to understand the reasons for this rotation profile and its implications for stellar models.
In the bulk of the CZ (i.e., away from its boundaries), the isorotation contours are tilted radially. This deviation from the cylindrical rotation of Taylor-Proudman balance requires a source of azimuthal vorticity, and the commonly posited source is baroclinic forcing, requiring only ∼ 10 K warmer poles to match observations. Although this gradient cannot be directly measured, some simulations have managed to obtain solar-like tilted contours through this effect, for example, the 2D mean-field hydrodynamic (HD) models of Kitchatinov & Rüdiger (1995) and Rempel (2005) . The 3D simulations of Miesch et al. (2006) also found a similar tilting of contours, albeit with an imposed entropy gradient at the base of the CZ. However, most 3D simulations have found rotation profiles closer to the Taylor-Proudman state than observations (Featherstone & Miesch 2015) .
The first evidence for the NSSL was the observation that emerging active regions rotate faster than the surrounding photosphere (Foukal 1972) . The usual explanation for its existence is the radial mixing of angular momentum due to strong convection in the outer layers (Choudhuri et al. 1995; Miesch & Hindman 2011) . High-resolution simulations of convection have recovered similar profiles (Hotta et al. 2014) .
The meridional (poloidal) flow is relatively less constrained by observations; the only conclusive observation seems to be a ∼ 20 m s −1 poleward surface flow at mid-latitudes (Rajaguru & Antia 2015) . As the meridional flow is not thought to penetrate the radiative interior (Gilman & Miesch 2004 ), this observation is often extrapolated to suggest a single recirculating cell in each of the north and south hemispheres, with an equatorward return flow near the base of the CZ. Mean-field models of the solar cycle (e.g., Babcock-Leighton) frequently use such a profile (Dikpati & Charbonneau 1999) . However, in Zhao et al. (2013) , local helioseismological measurements were found to implicate an equatorward return flow closer to the surface, indicating a more complex topology than previously assumed. The large-scale magnetohydrodynamic (MHD) simulations in Passos et al. (2015 Passos et al. ( , 2016 corroborated this picture, suggesting a multicelled pattern with strong axial alignment near the equator.
In an attempt to find simple closed form solutions for the CZ rotation, Balbus (2009) found strikingly good agreement with observations using a very simple model. Its two ingredients are: differential rotation in thermal wind balance (TWB; i.e., baroclinic forcing in the hydrostatic limit) and the assumption that the aspherical part of the entropy is constant along isorotation contours. Indeed, when differential rotation is observed in solar simulations, it appears to be in dominant balance with a latitudinal entropy gradient throughout the bulk of the CZ (Passos et al. 2017) . The second assumption, however, is more questionable, although possible mechanisms for this alignment were posited in Balbus et al. (2009 ), Balbus & Latter (2010 , , and Balbus & Schaan (2012) , including a marginally stable magnetobaroclinic mode, and a dynamic alignment of convective structures due to rotational shear.
Our work is motivated by the observation that a similar alignment of contours naturally appears in the solution to axisymmetric ideal MHD equilibrium with flows. The equation governing this system, generalizing the standard Grad-Shafranov (G-S) approach for static plasmas, was derived by several authors (e.g., Hameiri (1983) ; Lovelace et al. (1986) ; Goedbloed & Lifschitz (1997) ). In this framework, certain quantities are flux functions, i.e., they are constant along the surfaces traced out by the poloidal field and flow. For the assumed closure of adiabatic flows, entropy is one such flux function. In the limit where the poloidal field is strong compared to poloidal flow, toroidal rotation is also a flux function. This would seem to imply Balbus's assumption of aligned entropy and isorotation contours. However, observations of the mean field and flow at the solar surface suggest that the CZ is in the opposite limit, where the poloidal flow dominates over the poloidal field. In this limit, angular momentum replaces rotation as a flux function, implying that the natural equilibrium prescription is for entropy to align instead with angular momentum. This case was also considered in Balbus (2009) , but was discarded as initial results did not qualitatively match helioseismic observations. However, we demonstrate that the freedom in choosing the form of the flux functions in the generalized G-S framework allows the theoretical model to more closely match observations. Indeed, given the variety of competing models of solar behavior (e.g., steady-state/mean-field/convection, HD/MHD, 2D/3D, boundary conditions, etc.), it is essential to have a way to make direct comparisons and to determine which elements are required to explain different features. For example, do the gross features of rotation and circulation in the CZ require magnetic fields (Passos et al. 2015 (Passos et al. , 2016 , or does an HD explanation suffice? How important are convective motions for the NSSL (Miesch & Hindman 2011; Hotta et al. 2014) ? Can the tachocline be understood from an equilibrium perspective, or must turbulence be invoked (Spiegel & Zahn 1992) ? Does the tachocline require magnetic fields (Gough & McIntyre 1998) , and if so, can it exist without a solar cycle (Barnabé et al. 2017) ? To what extent can torsional oscillations be understood as a series of quasi-static equilibria (Rempel 2007; Guerrero et al. 2016) ? To obtain answers to some of these questions, which have been considered extensively in the literature, we propose a sort of "null model," using the G-S framework to study solar-relevant equilibrium states. This approach would help determine which features can be described by equilibrium, and which are necessarily dynamical in origin. In this paper, we focus on the CZ and NSSL in the HD limit.
In Section 2, we review the equations describing stationary axisymmetric ideal MHD flows and its HD limit. In Section 3, we show how a Balbus-like ansatz is naturally included in the G-S framework and compare the two models. Effects of the poloidal flow are presented in Section 4, including a surface feature qualitatively similar to the NSSL. In Section 5, we discuss potential applications, limitations, and extensions of our model.
GRAD-SHAFRANOV EQUATION WITH FLOWS
Our starting point is stationary, axisymmetric, ideal MHD:
where ρ,v,B, p, σ, and G are the density, fluid velocity, magnetic field, pressure, entropy, and external potential, respectively, and we have absorbed the permeability into the units of the magnetic field. We use (r, θ, φ) for spherical and (λ, z, φ) for cylindrical coordinates, with λ = r sin θ, z = r cos θ, and φ as the longitudinal coordinate. The solution to these equations is known as the generalized G-S equation and has found a variety of applications. The magnetostatic version was originally derived to model thermonuclear confinement devices (Grad & Rubin 1958) , and is still often used for tokamak equilibrium reconstruction. The observation of a toroidal rotation in these experiments motivated the inclusion of flows, and the numerical solutions of Guazzotto et al. (2004) suggested the possible importance of poloidal flows for internal transport barriers. More recently, it has seen a variety of astrophysical applications. When applied to stellar winds, it can be seen as a 2D magnetic generalization of the Parker wind model (Okamoto 1975; Heinemann & Olbert 1978; Sakurai 1985) . It can also be used to reconstruct 2D coherent structures within the solar wind and magnetosphere using only measurements from a single spacecraft (Sonnerup et al. 2006) . Various generalizations have further extended its applications: relativity has been included for modeling accretion disks (Lovelace et al. 1986; Goedbloed et al. 2004; Beskin 2004) , and superconductivity for neutron stars (Lander & Jones 2009; Lander 2013) . Given its success in providing plausible equilibrium models from incomplete observational data, we propose an application to another compact astrophysical object, the Sun. This paper is concerned with the HD limit, thus, we outline the solution in the limit of zero magnetic field. As ρv is divergenceless and axisymmetric, we can express the velocity asv
hence χ is constant in the direction of the the poloidal flow, i.e., it is a stream function. In this HD limit, the toroidal component of Equation (2) yields∇
implying that angular momentum is a stream function, i.e.
is a stream function. Force balance (Equation (2)) in the direction of the flow yields a generalized Bernoulli equation and the last stream function, H( χ ):
Force balance in the direction perpendicular to the poloidal flow gives the G-S PDE:
where the primes denote partial differentiation with respect to χ . We rewrite Equations (9) and (8), as a differential part, containing the spatial derivatives of χ , and collect the remaining terms as an algebraic part, that is:
3. COMPARISON WITH BALBUS MODEL 3.1. Thermal wind balance limit
The first assumption in Balbus (2009) is that of TWB. It considers a rotating fluid with a background state of gravitationally dominated hydrostatic balance. For the case of a baroclinic fluid, the Taylor-Proudman theorem states that this rotation profile must be cylindrical, i.e., with isorotation contours that align with the axis. TWB considers how stronger curvature, following upwards. But, the overall trend of y quasi-spherical at high latitudes, des and axial at small latitudes is our solution to the observed surnlikely to show off its best form: reaks down near the solar surface e simplicity of our direct approach, striking and encouraging. ontours of equation (18) can also solution. In this case, the surface 5 − 65.3 cos 2 θ 0 − 66.7 cos 4 θ 0 .
enerates the full solution for the ), and the angular velocity solution
In Fig. 2 , we show two representative diagrams of the isorotational contours taken from this alternative angular momentum based approach. In general, the contours are too cylindrical, to some extent exhibiting the same syndrome often seen in numerical SCZ simulations. The contrast between Figs 1 and 2 is very apparent. There seems to be a real linkage between S and , and it matters very much that the coupling is between S and , not S and l. It is possible that the refractory nature of the cylindrical contours of the simulations is due to an S − l coupling that remains too strong, as noted in Section 2.3. While it is possible that this may be cured by a more highly resolved treatment of the turbulent fluid, it is also possible that magnetic fields may be playing a non-negligible role, enforcing an S − coupling by field line tethering of the fluid elements. We pursue this possibility in Section 3.
In the remainder of the paper, we focus exclusively on our original S − solution.
Tightening the contours
By allowing the B parameter to vary from one isotach to another, the isorotational contours we have found can become more tightly spaced near the poles. In this sense, our solutions admit, but do not demand, something reminiscent of a tachoclinic structure. Equation (14) may be written:
in solar interior, based on counter aligned entropy and angular momentum gradients, using surface fit of Ulrich et al. thick black curves. Calculation based on equation (26) 
do not demand, something reminiscent of a tachoclinic structure. Equation (14) may be written:
Figure 2. Contour plot of (r, θ) in solar interior, based on counter aligned entropy and angular momentum gradients, using surface fit of Ulrich et al. (1988) . SCZ boundaries marked by thick black curves. Calculation based on equation (26) In both cases, rotation at the surface was chosen to match solar observations, but the functional form of the entropy is prescribed as σ ∝ −Ω 2 and σ ∝ −L 2 = −Ω 2 λ 4 , respectively. The latter function rapidly increases at larger cylindrical radius (λ), resulting in a λ λ lack of tilting of contours at mid to high latitudes and overly tilted contours near the equator. Bottom: TWB solutions from our G-S theory (i.e., with σ-L alignment), where rotation and entropy at the surface are chosen to match those above. Note that the choice of entropy alignment in the CZ matters much less than the choice of entropy profile at the surface. the case where deviations from the Taylor-Proudman profile are caused by baroclinic forcing (i.e., vorticity due to misaligned density and pressure gradients).
In this section, we show that we can recover the TWB equation from the HD G-S equation by neglecting the poloidal flow. In this limit, the PDE (9) and Bernoulli equation (8) become the following:
where L 2 = Ω 2 λ 4 and Ω ≡ v φ λ . We take the derivative of Equations (11) and (12) along the stream surfaces, i.e., in the direction ofX ≡∇φ ×∇ χ . To simplify the expressions, note the following:
Then, we evaluateX·∇ of Equation (12):
where g(r) = dG(r) dr is the gravitational force. In the hydrostatic limit, gravity dominates centrifugal terms; assuming ∂χ ∂z ∂χ ∂θ , the first term on the right side of Equation (13) is O λΩ 2 g 1 compared to the second. The TWB equation is obtained by substituting Equation (13) intoX·∇ of Equation (11):
Hence, we have derived the TWB equation by taking the appropriate limit of the G-S equation. Note that there is no reference to stream surfaces in the final expression in Equation (14). Indeed, the case of A MODEL OF SOLAR EQUILIBRIUM (7) of the TWE (2) (white curves) plotted on top of (black) isorotation contours from helioseismology data (GONG results courtesy of R. Howe). Blue contour is the bottom edge of the convective zone. Scale is in solar radii. Away from the tachocline and outer surface layers, the match is excellent. See the text for further details.
isorotational contours can be found throughout the bulk of this region. In this current paper, we will argue that there may well be a generic hydrodynamical mechanism that explains both the observed helioseismology results and the numerical simulations. An outline of our paper is as follows. In Section 2, we present an improved fit between an explicit solution of the TWE and the helioseismology data. We also introduce, following MBT06, the concept of 'residual entropy': the average entropy profile remaining after an underlying radial profile has been removed. Arguments are presented which suggest that convecting fluid elements will tend to move in surfaces of constant residual entropy. In Section 3, we further argue that the same fluid elements will also tend to move in surfaces of constant angular velocity and that these surfaces must therefore coincide with those of residual entropy. The coincidence of surfaces of residual entropy and angular velocity is necessary in our approach to obtain a solution of the TWE. In Section 4, we conclude with an evaluation and discussion of the relative merits of the hydrodynamical and magnetohydrodynamical approaches.
A SIMPLE MODEL FOR THE SOLAR ISOROTATION CONTOURS

Preliminaries
Coordinates and notation
Let (R, φ, z) be a standard cylindrical coordinate system and (r, θ , φ) a standard spherical coordinate system. We consider an equilibrium flow in a state of azimuthal rotation in which the angular velocity is assumed to be independent of φ, but may depend upon R and z. The background entropy profile S is also a function of R and z. Our notation for the other fluid variables is standard: v is the velocity, P is the gas pressure and ρ is the mass density. Unless otherwise stated, all thermodynamic variables are understood to be φ-independent azimuthal averages. The velocity v will in general contain (convective) fluctuating components; any azimuthal averaging will be treated explicitly. The SCZ gravitational field g is to zero poloidal flow is a singular limit, as the equations that constrained L and σ to be constant along stream surfaces (e.g.,v·∇σ = 0) are trivially satisfied. Thus, the two scalar variables, Ω and σ, are only required to satisfy the single Equation (14), and the problem is underdetermined. Balbus (2009) considered closing this TWB model by assuming the alignment of rotation and entropy contours (i.e., σ = σ(Ω)), thus obtaining a system where a choice of the rotation and entropy on the surface can be uniquely extrapolated into the interior. This assumption is strikingly similar to the appearance of stream surfaces in the G-S formalism (whenv p > 0); since L and σ are both functions of χ , this implies that σ = σ(L). It should be noted that Balbus (2009) considered this σ-L alignment as well, but subsequently focused only on the σ-Ω assumption due to a perceived stronger qualitative agreement with CZ observations. However, as shown in Figure 1 , this apparent advantage arises from the difference in the choice of entropy profile at the surface, not from the effect of the σ-Ω alignment. When the two choices of entropy closure are put on equal footing (i.e., with the same rotation and entropy at the surface), we find that both do equally well in capturing the characteristic rotation in the CZ.
Thus, we consider this relatively unexplored σ-L alignment as the natural limit of axisymmetric fluid equilibrium with vanishing poloidal flows, and using this framework, we evaluate the effects of including a nonzero poloidal flow on the rotation profile.
Comparison with observations
We have demonstrated that we can recover the qualitative features of the CZ rotation profile with our G-S model, but what about quantitatively? In Balbus et al. (2009) , a more general form of the function σ(Ω) was chosen to more accurately match the isorotation contours in the bulk of the CZ, agreeing remarkably with the helioseismology data in this region. Likewise, by exploiting the freedom in choosing σ(L), we obtain a similarly striking fit to helioseismology data, as shown in Figure 2. 3.3. Radial stratification and a modified entropy condition Balbus et al. (2009) also introduced a slightly more general σ-Ω connection by dividing the entropy into a spherically symmetric part and an aspherical part, positing that the latter "residual entropy" aligns with rotation, giving σ = σ 0 (r) + σ 1 (Ω). Their motivations were twofold: first is the mathematically convenient fact that TWB (Equation (14)) is insensitive to this radial entropy profile, so the form of their solution is unchanged; and second is that convection in the absence of rotation would be in dynamic equilibrium with a superadiabatic radial entropy gradient, hence, the aspherical effects of rotation should be considered with respect to this spherically symmetric state. Indeed, simulations in Miesch et al. (2006) found that isorotation contours are better aligned with this residual entropy than with the total entropy. Now, we demonstrate how a similar entropy assumption can fit into the G-S formalism.
In the derivation of Equations (8) and (9), the assumption of stationary adiabatic flows implies that entropy is a stream function (v ·∇σ = 0 ⇒ σ = σ( χ )). This assumption clearly does not hold in the Sun, where heat transport is dominated by radiation and turbulent convection (instead of mean-flow advection). However, our motivations for using this adiabatic closure are likewise twofold: theoretical, because such a closure allows one to use the techniques of global MHD equilibrium and stability; and practical, because as we will see, the particular choice of closure matters much less than the overall latitudinal entropy profile (a free parameter in both models).
Yet, as the radial entropy stratification is not small compared to the putative latitudinal gradient, it behooves us to separate out a spherically symmetric component. Thus, in the spirit of Balbus et al. (2009) , we assume the following form for the entropy:
so that the residual entropy, σ 1 = σ 1 ( χ ), is a stream function. We now trace the effects of this more general entropy assumption on the derivation of the Bernoulli equation (8) and G-S PDE (9). For simplicity, we will outline the results for the HD limit, as the results are the same for the general MHD case. The pressure term of Equation (2) in the direction ofv becomes
TheX ·∇(· · · ) term yields the same entropy term as in Equation (8), while the first term can be approximately incorporated by modifying the radial gravitational potential:
where the integral is taken along the relevant stream surface, the modified gravitational potential is G m (r) = G(r) − 1 γ−1 r p0 ρ0 dσ0 dr dr, and the temperature perturbation is δT ≡ p/ρ − p 0 /ρ 0 . The quantities p 0 and ρ 0 are the background radial pressure and density profiles, which are given by hydrostatic balance:
where p 0 (r) = ρ γ 0 e σ0 and angled brackets denote the mean value (note that H − H H in the solar case). In obtaining the PDE (9), the pressure and gravity terms in the momentum equation (2) are canceled by terms from ρ∇ of Equation (8). Consider the corresponding terms in ρ∇ of Equation (16):
cancel with Equation (2)
Thus, both the PDE and the Bernoulli equation are changed by terms of size O σ 0 δT T , which is much smaller than the dominant balance of size O(σ 1 ) between differential rotation and residual entropy. Indeed, the radial entropy profile is only weakly superadiabatic in the CZ; from mixing-length arguments, the change in entropy over a pressure scale height is ∼ 10 −7 at the base and ∼ 10 −2 at ∼ 0.5% below the surface (Lantz & Fan 1999) , so σ 1 σ 0 1. If differential rotation is driven primarily by baroclinic forcing, then δT /T ∼ σ 1 1, so this O σ 0 δT T term can be dropped. However, this term may not be negligible in the radiative interior (where σ 0 is strongly subadiabatic) or at the surface (where ρ → 0). Note that both our model and Balbus's break down in these regions.
What have we gained by demonstrating the insensitivity of our model to a radial entropy profile? Using data from the 3D CZ simulations of Miesch et al. (2006) , Balbus et al. (2009) subtracted a particular choice of radial profile to show that the residual entropy can be made to align with rotation. Here, we show that a different choice can be made to align it with angular momentum. To demonstrate this, we add a radial profile that aligns our model's total entropy with rotation, as seen in Figure 3 . Thus, Balbus's relationship between rotation and residual entropy can be transformed into a relationship between angular momentum and a different residual entropy by subtracting this radial profile.
EFFECTS OF A WEAK POLOIDAL FLOW
As the G-S model requires a nonzero poloidal flow to motivate the alignment of entropy and angular momentum, we now investigate its effects on the TWB solutions considered in Section 3. Since the poloidal flows are weak compared to the toroidal flows, we expect the poloidal contributions to the momentum equation (i.e., the differential part in Equation (10)) to be small compared to the other terms (i.e., the algebraic part). Indeed, the ratio of these terms is ρv
where L v ∼ |v/∇v| is the scale length of v. In the bulk of the CZ, these scale lengths are similar, so we expect the algebraic part to be the dominant term there. However, near the surface, the decreasing density along with conservation of mass flux implies an increase in the poloidal flow. Thus, the differential part associated with it affects the equilibrium solution at leading order. In this section, we show that deviations from the TWB solution due to the poloidal flow appear as short wavelength oscillations in the bulk of the CZ and as a slowing of rotation near the surface.
Small oscillations in the convection zone
In Section 3, we neglected the poloidal terms, leading to an algebraic equation that uniquely determined the solution, thus there was no need for boundary conditions. However, when including poloidal terms, the resulting PDE specifies a continuum of possible solutions, corresponding to different choices of boundary conditions. As the differential operator is subdominant, we linearize about the TWB solution and search for time-independent (ω = 0) perturbations, giving a marginally stable family of nearby equilibria.
First, we fix a background hydrostatic density profile, ρ 0 . As the TWB solution χ TWB satisfies F( χ TWB , ρ 0 , λ, z) = 0, we consider a nearby smooth solution, χ 0 , that satisfies Equation (10):
As the scale length of the solution χ TWB is similar to the size of the CZ, the differential operator is indeed a small parameter, and χ 0 will not be significantly different from χ TWB .
However, if we consider a short wavelength perturbation to this solution, the differential operator can become comparable. The linearized equation for a perturbation
where δ∆ [ χ 0 ; χ 1 ] is the functional derivative of ∆ with respect to χ 1 , evaluated at χ 0 . Let χ 1 be a local perturbation of the form e ik·x , so that ∇ χ 1 ∼ ik χ 1 and ∇ 2 χ 1 ∼ −k 2 χ 1 . By keeping only terms with at least a power ofk, the linearized differential operator becomes
Equations (18) and (19) give a local dispersion relation,
We identify two limiting cases of this relation:
Let us evaluate K 2 in the solar regime. To obtain F , we note that the stream surfaces are nearly cylindrical, χ ≈ χ (λ), and differentiate F = 0 with respect to χ at constant ρ:
Then K 2 is given by
In the Sun, K 2 > 0, and (in the regions away from the surface and rotation axis) the first limit (Equation (21)) is applicable. Thus, in the bulk of the CZ, deviations from TWB take the form of sinusoidal perturbations around χ 0 , with a wavelength that is inversely proportional to the density (k
. Equation (23) suggests an Figure 4 . Epicyclic oscillations around the smooth TWB solution in the CZ. A perturbation to the gradient is applied to the upper boundary, and nonreflecting boundary conditions (see Appendix A.2) are applied to the sides and bottom. The figures display isorotation contours in a small section at 30
• above the equator at decreasing radii from left to right: r/R = 0.95, 0.9, 0.8. Note the size of the domain; the perturbations have a short wavelength, in agreement with Equation (21).
interpretation of these perturbations as the epicyclic motion of a fluid element, traced out in space via advection by the poloidal flow.
Numerically, we first solve for the smooth TWB solution in a small section of the CZ, then add a perturbation to the gradient on the upper boundary. Figure 4 shows the results for three different sections of the CZ, with increasing depths, demonstrating that the wavelength of the perturbations decreases according to Equation (23). As the wavelength of these perturbations is small (∼ 0.001R at r = 0.9R ), any significant deviation from the smooth solution in the CZ would result in large and oscillatory gradients in the rotation. Even if these structures could be resolved by observations, they are likely to be suppressed (e.g., due to turbulent viscosity from convective motions). Thus, in the bulk of the CZ, we expect to see the smooth TWB solution, and in Section 4.2, we choose boundary conditions that minimize these oscillatory gradients.
Equilibrium near surface shear layer
Near the surface, the differential part of the PDE (9) becomes dominant, affecting the smooth solution at leading order. Hydrostatic balance suggests the density decreases to zero as ρ(r) ∝ (R − r) 1 γ−1 . Thus,∇ ln ρ diverges radially and K 2 → 0, so we are in the second limit (Equation (22)). The dominant balance is now given by
Thus, ∂χ ∂r → 0, so the cylindrical stream surfaces in the CZ become oriented radially as they approach the surface. As angular momentum is constant along stream surfaces, this corresponds to a slowing of the rotation at the surface (see Figure 5 ). This transition occurs when the density scale height, |∇ ln ρ| −1 , becomes comparable to the wavelength given by Equation (21), which occurs in the outer ∼ 2% the solar surface. While the effects of this transition are qualitatively similar to the NSSL, the location is confined much closer to the surface, so HD equilibrium is suggestive, but insufficient, as an explanation for the NSSL.
DISCUSSION
In this paper, we employed the hydrodynamic limit of the Grad-Shafranov equation to obtain gravitationally dominated equilibrium states with a solar-like differential rotation. In this limit, the surfaces of constant entropy align with those of angular momentum. We compared results from our model to those with the entropy-rotation alignment in Balbus (2009) and found an equally good agreement with helioseismic observations. Additionally, our model was able to reproduce qualitative features of the near surface shear layer.
Similar to Balbus et al. (2009) , we demonstrated that it is possible to introduce a small radial entropy gradient while leaving the form of the equilibrium equations unchanged to leading order. With the freedom afforded by this arbitrary radial profile, we showed that an aspherical entropy aligned with angular momentum can be changed into one that is nearly aligned with rotation. Thus, the numerical simulations that demonstrate an alignment of aspherical entropy with rotation ) could just as well support an alignment with angular momentum by using a different choice of spherical entropy gradient.
We then allowed for a weak poloidal flow and considered its effects on the equilibrium. In the convection zone, this allowed for perturbations around the smooth thermal wind balance solution to appear, which were interpreted as epicyclic oscillations. As the wavelength of these deviations are small compared to the scale length of the background solution (∼ 0.01R at r ∼ 0.97R , decreasing to ∼ 0.001R at r ∼ 0.9R ), boundary conditions were chosen to minimize them. Thus, the addition of a solar-relevant poloidal flow (Howe et al. 2011) . Dashed lines at 0.65R , 0.75R , and 0.95R provide approximate divisions between the radiative interior, tachocline, CZ, and NSSL. Right: the same plot for our HD G-S model, with ρ = 1 kg m −3 , and vp = 20 m s −1 at r = 0.99R . The profile shows a decrease in rotation near the surface that is qualitatively similar to the NSSL, but occurs in a region that is a factor of ∼ 3 smaller. One notable feature missing from our profile is the transition to uniform rotation at the tachocline. However, there are two reasons to believe that magnetic effects could become important at this layer and below: poloidal flows become weaker as the convective driving is suppressed in these stably stratified regions; and the effects of a putative interior fossil field (Gough & McIntyre 1998) could enter the equilibrium at lowest order.
does not significantly change the equilibrium profile in the bulk of the convection zone. However, a decrease in the rotation appears within ∼ 2% of the solar surface, which is reminiscent of the near surface shear layer, albeit smaller.
One limitation of our model involves the topology of the meridional circulation. Near the surface, the poloidal flow becomes radial, at odds with reasonable boundary conditions and perpendicular to the observed poleward flow. Likewise, the axially aligned subsurface flows thread the entire interior and do not exhibit the expected recirculation at the tachocline or equator. In fact, as angular momentum increases with cylindrical radius everywhere, recirculating flows are incommensurate with solar-like rotation within our model, as they are required to conserve angular momentum. One possible resolution is that strong convection at the solar surface effectively "rewrites" the stream functions as the flow moves poleward. Likewise, the strongly subadiabatic entropy gradient could serve a similar role at the base of the convection zone.
Future work will involve including a magnetic field. In contrast to flow velocities, which decrease with depth, magnetic fields have an increasing effect on the equilibrium profile. Indeed, magnetism has been suggested as essential to understanding the tachocline and radiative interior (Rüdiger & Kitchatinov 1997; Gough & McIntyre 1998; Rüdiger & Kitchatinov 2007; Wood et al. 2011) , and cyclic variations in the mean flows are likely intertwined with the solar magnetic cycle (Vorontsov et al. 2002; Rempel 2007; Beaudoin et al. 2013) .
Furthermore, to assess the stability of these equilibria, they could be used as initial conditions for time-dependent simulations. Relevant features that remain intact could then be considered to have an equilibrium description. Our framework could also be applied to other rotating magnetized objects, such as planetary cores, gas giants, and other stars. We employ a finite element method (FEM) numerical scheme to solve the weak form of the Bernoulli equation (8) and PDE (9). To obtain the weak form of the PDE, we multiply it by a test function, ξ(λ, z), and integrate the differential operator by parts: 
wheren is the outward unit vector normal to the surface. If a function, χ , satisfies this relation for all test functions, ξ, then it is said to be a weak solution of the PDE. Notice that this formulation allows for a discontinuous∇ χ , as compared to the original PDE, which might not be well defined in this case. The weak form of the Bernoulli equation is simply 
We discretize the domain into an unstructured triangular mesh using the code GMSH (Geuzaine & Remacle 2009 ). The discretized function space for ξ, ρ, and χ are continuous, piecewise polynomials over these triangles. An order p polynomial over two variables has (p + 1)(p + 2)/2 degrees of freedom, hence this many nodes are assigned to each triangle (with nodes on the boundaries associated with multiple triangles). The basis function, ξ i , associated to node i is the continuous, piecewise polynomial with the value 1 at node i and 0 at all others (in this paper, we use cubic basis functions).
Discretizing χ (λ, z) as i x i ξ i (summation of repeated indices will be henceforth implicit), Equation ( 
To approximate the integrals, we use Gaussian quadrature, e.g., 
where N line and N tri are the numbers of lines and triangles, respectively, and the parts inside the sums are evaluated at the qth quadrature point of element n with the associated weight w qn .
A.2. Boundary conditions
In Equation (A6), the sum over the triangles contains the terms A ij x j and b i . The treatment of the sum over the lines depends on the boundary conditions. For fixed boundary conditions, we simply fix the value of the nodes on the boundary by substituting the corresponding row of A with that of the identity and changing the entry of b to the desired boundary value. To specify the normal derivative,n·∇ χ = χ bc , we make precisely this substitution and include it in b i :
These boundary conditions are appropriate when a physical constraint must be satisfied on the boundary (e.g., symmetry constraints at the poles and equator). However, in cases where the boundaries of the computational domain are not physical (i.e. when considering a subregion of the CZ, see Figure 4 ), we need an analog of nonreflecting boundary conditions. In this case, we simply incorporate the surface term in Equation (A6) into the matrix A:
A ij → A ij + Nline n=1 q w qn ξ i ρλ 2n ·∇ξ j .
This amounts to ensuring that the discretized weak form of the PDE is satisfied everywhere within the domain, but may lead to a formally underdetermined system, as no explicit boundary conditions are imposed. Hence, we introduce a regularization term to determine the system (see Appendix A.3.1).
