Abstract-A new parameter estimation algorithm based on improved particle swarm optimizer is proposed to improve the precision and recall rate of conditional random fields model. Aggregation degree of particle swarm is utilized to control particle swarm optimizer's early local convergence, the relative change ratio of log-likelihood between iterations is employed to end its iterations, and the inertia factor and learning factor are set as linear variables to control the searching scope. We evaluate our method on GENIA, GENETAG and private library. The experiment results prove our method outperforms traditional parameter estimation method on precision and recall.
I. INTRODUCTION
Conditional random fields [15] (abbreviated as CRFs) is a recently introduced form of conditional model, which allow the strong independence assumptions of HMMs to be relaxed, as well as overcoming the label-bias. Like MEMMs, CRFs are conditional probabilistic sequence models. However, unlike former, CRFs are undirected graphical models.
In Conditional Random Fields, We need to estimate the maximized likelihood parameters, which affect the performance and precision of CRFs in specific application [15] . Traditionally, the nonlinear conjugate gradient algorithm [12, 15, 20, 36] is employed to estimate the parameter of CRFs. Newton's method [7] , BFGS [26] are also effective on estimating parameters of CRFs. Recently, Gradient Tree Boosting [32] , Virtual Evidence Boosting [18] , Piecewise pseudo likelihood [7, 10] , stochastic gradient methods [30] , and minimum divergence beams [9] are also employed.
This paper employs an improved particle swarm optimizer [15, 25] (abbreviated as PSO) to estimate the parameters of Conditional Random Fields model. In order to avoid PSO's early local convergence, we use an aggregation degree [35] to control its convergence. In order to prevent PSO from slow convergence near by best position, we employ the relative change ratio of loglikelihood between iterations [27] to end its iteration. Unlike the traditional particle swarm optimizer, we set the inertia factor and learning factor as self-adaptable variables to balance global search and local search. We evaluate CRFs model trained by our method on GENIA library and the result shows our method has better precision and recall than traditional methods. This paper is organized as follows. Section II describes the conditional random fields model and its parameter estimation. Section III proposes a novel parameter estimation algorithm of CRFs model based on improved PSO. In Section IV, three experiments on bio-entity recognition from GENIA Corpus, GENETAG and private library are given. Section V concludes our work.
II. CONDITIONAL RANDOM FIELDS
Conditional Random Fields are undirected graphical models used to calculate the conditional probability of values on designated output sequence given values assigned to other designated input sequence. Lafferty [15] defined the probability of a particular label sequence y given observation sequence x to be a normalized product of potential functions, each of the form as: is a normalization factor as below:
The maximum likelihood parameter estimation problem for a CRFs model as equation (2) , which are generated from the empirical distribution ( , ) p x y f , such that the log-likelihood of the training data is maximized [10] . Definition of the log-likelihood of conditional random fields model is given as below:
where
From a numerical optimization point of view, the log-likelihood function for a CRF is smooth and concave over the entire parameter space.
III. PARAMETER ESTIMATION OF CONDITIONAL RANDOM FIELDS BY IMPROVED PARTICLE SWARM OPTIMIZER

A.Improved Particle Swarm Optimizer
Kennedy and Eberhart [16, 25] originally designed particle swarm optimizer (abbreviated as PSO), which simulates the behaviors of bird flocking and uses it to solve the optimization problems. PSO is initialized with a group of random particles ( i x ) and then searches for optima by updating generations. In every generation, each particle is updated by two 'best' values, the local best value and global best value. The local best value is the best solution (fitness) it has achieved in its dimension so far. This value is named id p .The global best value that is tracked by the particle swarm optimizer is the best value obtained so far by any particle in the population. This value is named g p . The velocity and positions of each particle are updated according to their local best position and the global best position meet by any particle according to equation (5) and equation (6) . ( 1) ( )
In equation (5) and (6) In order to overcome the shortage of early local convergence, we employ the aggregation degree of the particle swarm [35] during searching. The aggregation degree [35] describes the discrete degree of the swarm, namely diversity. It is defined as its biggest value of the absolute difference values of each dimensional coordinate to denote the distance:
Where m is the size of swarm, N is the dimensionality of search space, x id is the ith particle and x jd is the jth particle on dimension d. In PSO, the search speed is fast at the beginning run and slow at the near best position, even run into infinite iteration. In order to avoid infinite iteration and speed up convergence near by best position, we employ relative change ratio of log-likelihood, which Malouf [27] has successfully used to compare parameter estimation algorithms for conditional maximum entropy models, as stop criterion of PSO. The relative change ratio of loglikelihood between iterations is defined as:
)
When it falls below a predetermined threshold of 7 
10
− , all iterations stop. Inertia weight decides the search space. A larger inertia weight facilitates a global search while a small inertia weight facilitates a local search. In order to make PSO has good global search ability at the beginning and good local search ability by the end, we make the inertia weight decrease as following:
The learning weight 1 c is the local learning weight, and learning weight 2 c is the global learning weight. In standard PSO, they are constant values. In order to make PSO has good global learning ability at the beginning and good local learning ability by the end, we set 1 c and 2 c as 2 at beginning, and then they are varying with iterations as below:
In above equations, ( ) w t is the current inertia weight, 1 c and 2 c are the learning factors, M is the maximum of epoch, and t is the current epoch.
B. Parameter Estimation of CRF model based on Improved Particel Swarm Optimizer
In parameter estimation of CRF model, we assume the weight vector λ as particle swarm and let them fly in a ddimension search space. The details are as follows:
Step Step 2. Evaluate the fitness for each particle. to the current fitness.
Step 4. Change the velocity and position of the particle: Step 6.
met, end algorithm, else turn to step 2.
IV. EXPERIMENTAL STUDIES
We evaluated our method on bio-entity recognition based on GENIA, GENETAG and a private library. Compared with L-BFGS, stochastic gradient (abbreviated as SG-CRF), Virtual Evidence Boosting (abbreviated as VEB-CRF), Gradient Tree Boosting (abbreviated as Tree-CRF), the CRF trained by our method got a better precision and recall.
We used about 6213 semantic features during training CRFs model, most of which follow the features used by Settles [5] . We extract most features from training data, such as, "peri-kappa_B_site", "human_immunod-eficiency_virus_type_2_enhancer", "monocyte", As well as "T_cell", etc.
In addition to semantic features, we used orthographic features [5] We decode CRFs using VITER algorithm. We evaluate its performance with precision, recall and fscore. Precision is measured by the fraction of predicted gene mentions that are correct. Recall is measured by the fraction of actual gene mentions that were identified. The In our experiment, we selected 1500 abstracts from GENIA Corpus Version 3.02 as training data of CRFs model and select the left 500 abstracts for testing CRFs model. Table II shows the experiment result based on GENIA. Figure 1 shows the performance of PSO-CRF on GENIA, GENETAG and Private library. We find PSO-CRF gets the best F-Score when the dimension size is 30 and the particle swarm size is 160. V.Conclusion Conditional Random Fields model have shown to be competitive in a few domains, such as biomedical entity recognition, part-of-speech tagging, natural language processing, etc. However, Its performance is highly dependent on the parameter estimation method. This paper employs improved particle swarm optimizer to estimate the maximum likelihood parameters of CRFs model. Compared with L-BFGS CRF, SG-CRF, VEB-CRF, Tree-CRF, our method has a better precision and recall in generally.
In order to avoid PSO's early local convergence, we utilize aggregation degree of particle swarm [35] to control convergence. In order to avoid infinite iteration of PSO near by best position, we employed new stop criterion, the relative change ratio of log-likelihood between iteration, to end all iteration. In order to make particle swarm optimizer search reasonably, we make the inertia weights and learning factors change by selfadaptation. The particle size and dimension size of particle swarm optimizer are determined by experiments. In this paper, we set the particle size as 20,40 80 and 160, and set dimension size as 10,20 and 30. The experiment results prove the best values of particle size and dimension size are 160 and 30 separately.
