A flow network is a directed graph G = (V, E) in which each edge (u, v) ∈ E has non-negative capacity c(u, v) ≥ 0. We require that if (u, v) ∈ E, then (v, u) / ∈ E. That is, if an edge exists, then the edge between the same vertices going the reverse direction does not exist.
• Flow conservation. For u ∈ V − {s, t}, we require
Water cannot disappear, the flow going into a vertex v is the same as the flow coming out of v. For the sake of notation, if (u, v) / ∈ E, then c(u, v) = 0 (the capacity of an edge that doesn't exist is zero), and therefore f (u, v) = 0 too.
The value |f | of a flow f is defined as |f | = v∈V f (s, v) − v∈V f (v, s) the total flow out of the source minus the flow into the source. Typically, the in-degree of the source (as per the usual definition of a source), is zero, so our flow value becomes |f | = v∈V f (s, v).
We will study the maximum-flow problem, in which we find the flow f of maximum value |f | for a given flow network G. You can check that this function respects the capacity and flow conservation constraints. This flow has value |f 0 | = f (s, u) + f (s, v) = 10 + 10 = 20. This flow is not maximal! We can make use of the extra capacity from s → u by pumping water through (u, v) . Consider the following flow:
This flow has value |f 1 | = f (s, u) + f (s, v) = 20 + 10 = 30, so |f 0 | < |f 1 |, and in fact, f 1 is the maximum flow for this flow network.
Ford-Fulkerson Algorithm
The Ford-Fulkerson algorithm for finding the maximum flow in a graph is based on the idea of residual flows. We know that it is not correct to simply choose paths from s to t and fill them up until we cannot find any more paths from s to t with positive capacity remaining. This would be the greedy algorithm and is not correct.
while there exists an augmenting path p in the residual graph G f do
3:
augment flow f along p 4: end while 5: return f There are two words we need to define to understand this algorithm: (1) residual graph, and (2) augmenting path.
Residual Graphs
Ford-Fulkerson algorithm keeps track of the residual graph, which has the same vertices as the original graph, but the edges and capacities on the edges differ. Given a flow network G and a flow f , the weights on the edges of the residual graph G f represent the "residual capacity" for our flow network G. That is, the weight of edge (u, v) 
Back to the water analogy, c f (u, v) represents how much more water we can pump through the u → v pipe given the current flow from u → v is f (u, v).
Sometimes we might want to decrease the flow on an edge. We can represent potential decrease of a flow f (u, v) by inserting an edge (v, u) into G f with weight c f (v, u) = f (u, v). This allows us to "send back flow" that has already been sent along an edge, and therefore decrease the net flow on the edge. And so we have
This is a good way to check your work when you make a residual graph. 
Solution This is G f 0 , with the blue edges representing weights coming from the case in the piecewise function for c f where (u, v) ∈ E, and the purple edges from the case in the piecewise function where In Ford-Fulkerson, because we initialize f to 0, the residual graph G f starts off with the same capacities as the original graph. Note that G f has all of the properties of a flow network other than the fact that it may contain both an edge (u, v) and (v, u) (As a sanity check, note that this happens when we have positive flow through an edge, but there is remaining capacity!).
Augmenting Paths
Given a flow network G and a flow f , an augmenting path p is a simple path from s to t in the residual network in the residual network G f .
As the residual graph is defined, we may increase the flow on an edge (u, v) of an augmenting path by up to c f (u, v) without violating the capacity constraint on the original flow network G. Note that we have "reverse flow" since not all edges in G f are in G.
In particular, we can increase the flow on all edges of p by at most the smallest residual capacity (edge weight) on the path p. We call this amount the residual capacity of p, which is mathematically defined c f (p) = min (u,v) 
Exercise 2. For G f 0 that we found in the previous exercise, find the augmenting path p. What is the residual capacity c f (p)? Solution G f 0 is reproduced below. The augmenting path is s → u → v → t, which is in blue. The residual capacity is the minimum of 10, 30, and 10, which is 10.
Piecing it Together
At each step of the Ford-Fulkerson, we:
• Find a path from s to t in G f and increase the flow along those edges in our running flow f .
• We update G f by taking the path from s to t that we just found, reversing it, and updating the weights of edges (and adding edges if needed) along that path from t to s with the flow that we just found.
We keep on doing this until there are no more paths s → t in the residual graph.
Note that if the edges all have integer weights, then at every step, we will be changing the forward and reverse edges only by integers. Thus, the maximum flow is an integer and, by Ford-Fulkerson, can be achieved by assigning integer flows to each edge.
Exercise 3. Run Ford-Fulkerson on our favorite graph G to find the max flow between s and t. We have the residual capacity c f (p 1 ) = 20, so we augment f by 20 along (s, u), (u, v) , and (v, t). We decrease each of these edge weights in G f by 20, then we take the reversed path t → v → u → s, and add in these edges with weight 20, so we get (with changes in red) We have the residual capacity c f (p 2 ) = 10, so we augment f by 10 along (s, v), (v, u) , and (u, t). We decrease each of these edge weights in G f by 10, then we take the reversed path t → u → v → s, and add to these edge weights by 10, so we get (with changes in red) And now we have no more augmenting paths (DFS would tell us this), and so we have the flow f as in the most recent.
Run-time
• Assuming that the edge weights are integers, and therefore the max-flow f * is an integer, then
Ford-Fulkerson has a run-time of O ((m + n)f * ) because each time we augment a path, we increase the total flow by an integer, so at worst the number of times we find an augmenting path is f * . We can find an augmenting path in O(m + n) with DFS.
• What if the edge weights were not integers? If we use BFS instead to find our augmenting paths, then it can be proved that the run-time is O(nm 2 ) , which does not depend on f * anymore. This is commonly known as the Edmonds-Karp algorithm, an implementation of Ford-Fulkerson.
Max Flow Min Cut
Recall that a cut of a graph G(V, E) is a partitioning of the vertices V into S and V − S. The weight of the cut is the sum of all the edge weights crossing S and V − S. In the context of max flow, the minimum cuts we refer to are minimum s-t cuts, which means that s and t must be separated in the cut.
We have the following inequalities:
• Min Cut ≥ Max Flow.
If I gave you a particular cut, you know that all the units of flow must at one point pass between S and V − S. Thus, if the weight of the cut is c, then at most c units of flow could pass between s and t.
• Min Cut ≤ Max Flow.
At the end of Ford-Fulkerson, I can look at all the nodes that can be reached from s and all the nodes that can reach t in the residual graph. There must not be a path from s to t or else the algorithm has not terminated. Therefore, this partitions the vertices into S, those that can be reached from s in this final graph, and V − S, the remaining vertices. This is some cut of the graph and the weight of the cut is the max flow, so in particular the minimum cut can be no heavier than this particular cut.
The above inequalities imply that the min s − t cut and max-flow are equal!(!!!)
If all capacities are integers, then there is an integer solution to max-flow (also via Ford-Fulkerson), though note that there may also exist non-integer solutions. The value of the max flow is unique, but the specific amounts of flow on the edges are not.
Solving Problems with Min-Cut/Max-Flow
By finding the min-cut or max-flow of a cleverly constructed graph, we can solve a myriad of problems. Such problems include maximum bipartite matching and the baseball problem (which is discussed in lecture).
Exercise 4. (Kleinberg and Tardos Chapter 7) Network flow issues come up in dealing with natural disasters and other crises, since major unexpected events often require the movement and evacuation of large numbers of people in a short amount of time.
Consider the following scenario. Due to large-scale flooding in a region, paramedics have identified a set of n injured people distributed across the region who need to be rushed to hospitals. There are k hospitals in the region, and each of the n people needs to be brought to a hospital that is within a half-hour's driving time of their current location (so different people will have different options for hospitals, depending on where they are right now).
At the same time, one doesn't want to overload any one of the hospitals by sending too many patients its way. The paramedics are in touch by cell phone, and they want to collectively work out whether they can choose a hospital for each of the injured people in such a way that the load on the hospitals is balanced: Each hospital receives at most n/k people.
Give a polynomial-time algorithm that takes the given information about the people's locations and determines whether this is possible.
Solution
We build the following flow network. There is a node v i for each patient i, a node w j for each hospital j and an edge (v i , w j ) with capacity 1 if patient i is within a half hour drive of hospital j.
We then connect a super-source s to each of the patient nodes by an edge of capacity 1, and we connect each of the hospital nodes to a super-sink t by an edge of capacity n/k .
We claim that there is a feasible way to send all patients to hospitals if an donly if there is an s − t flow of value n. If there is a feasible way to send patients, then we send one unit of flow from s to t along each of the paths s → v i → w j → t. This does not violate the capacity constraints, especially on edges (w j , t) due to the load constraint. This means that no hospital can be overloaded. Conversely, if there is a flow of value n, then there is one with integer values, so that corresponds to some path for assignment of hospitals. We send patient i to hospital j if the edge (v i , w j ) caries one unit of flow, and we observe that the capacity condition ensures that no hospital is overloaded.
The running time of this algorithm is the time required to solve an max-flow problem with O(n + k) nodes and O(nk) edges. With Ford Fulkerson, this can be O(nk · n) = O(n 2 k) because f * ≤ n. and using Edmonds-Karp, we get O((n + k) · n 2 k 2 ).
Bipartite Matching
A bipartite graph has vertices that can be partitioned into two disjoint sets in which no two vertices in the same set are connected by an edge. Using min-cut/max-flow, we can find a maximum bipartite matching, which is a set of edges of maximum cardinality (size) for which no two edges share a node.
For example, suppose we run a restaurant, and we have 10 very picky eaters and 12 entrees. Every picky eater has a list of entrees that they are willing to consume. Unfortunately, we have limited supply, and have only have one of each entree. Our picky eaters will not pay us money if they receive an entree that is not up to par with their taste.
We want our restaurant to make the max amount of $$$, so we want to maximize the number of picky eaters that receive entrees that they are willing to eat. We want to find the maximum bipartite matching between picky eaters and entrees.
To solve this problem using min-cut/max-flow, we produce the following graph:
• We make each picky eater a node, and every entree a node.
• We connect picky eaters to the entrees that they are willing to eat with edges with weight 1.
• We add a source node s, and add an edge of weight 1 from s to each picky eater (10 edges total).
• We add a sink node t, and add an edge of weight 1 from each entree to t (12 edges total).
We run Ford-Fulkerson this graph from s → t, and our max-flow is our maximum bipartite matching. Note that as a sanity check, the maximum possible flow out of s is 10 (the sum of the outgoing edges from s), and the maximum possible flow into t is 12, so not all of the entrees will be consumed.
A spin-off problem off of bipartite matching is the baseball problem, which we covered in lecture.
Exercise 5. Suppose you hasve N students and M classes. Each student signs up to take 4 classes, and each class has some maximum total enrollment. We want to assign each student to some subset of the classes they have chosen so that we maximize the total enrollment across all of the classes, and no class exceeds its maximum enrollment. How should we compute such a configuration?
Solution This is the same as the following max flow problem:
• Add a source node, with an edge to each student node with capacity 4.
• For each student node, add an edge to every class node that they signed up for with capacity 1.
• Add a sink node, with an edge from each class node with capacity the maximum enrollment of that class.
