Abstract. In this paper, we obtain inequalities on M 2 -ranks of overpartitions modulo 6. Let N 2 (s, m, n) to be the number of overpartitions of n whose M 2 -rank is congruent to s modulo m. For M 2 -ranks modulo 3, Lovejoy and Osburn derived the generating function of N 2 (s, 3, n) − N 2 (t, 3, n), which implies the inequalities N 2 (0, 3, n) ≥ N 2 (1, 3, n). For ℓ = 6, 10, we consider the generating function R s,t (d, ℓ) of the M 2 -rank differences N 2 (s, ℓ, ℓn/2 + d) + N 2 (s + 1, ℓ, ℓn/2 + d) − N 2 (t, ℓ, ℓn/2 + d) − N 2 (t + 1, ℓ, ℓn/2 + d). By the method of Lovejoy and Osburn, we derive a formula for R 0,2 (d, 6). This leads to the inequalities for n ≥ 0, N 2 (0, 6, 3n) ≥ N 2 (2, 6, 3n) and N 2 (0, 6, 3n + 1) ≥ N 2 (2, 6, 3n + 1). Based on the valence formula for modular functions, we compute R 0,4 (d, 10) and R 1,3 (d, 10). In particular, we notice that the generating function R 0,2 (2, 6) can be expressed in terms of the third order mock theta function ρ(q), and the generating functions R 0,4 (4, 10), R 1,3 (1, 10) and R 1,3 (4, 10) can also be expressed in terms of the tenth order mock theta functions φ(q) and ψ(q).
Introduction
The rank of a partition was introduced by Dyson [8] , which equals to the largest part minus the number of parts. Let N(s, ℓ, n) denote the number of partitions of n with rank congruent to s modulo ℓ. Atkin and Swinnerton-Dyer [4] obtained generating functions for rank differences N(s, ℓ, ℓn + d) − N(t, ℓ, ℓn + d) with ℓ = 5 or 7 and 0 ≤ d, s, t < ℓ, which lead to combinatorial interpretations of Ramanujan's congruences modulo 5 and 7. The generating functions for the rank difference N(s, ℓ, ℓn + d) − N(t, ℓ, ℓn + d) with ℓ = 11 have also been determined by Atkin and Hussain [3] , which implies Ramanujan's congruence modulo 11. Since then, the ranks of partitions with moduli other than 5, 7 and 11 have been extensively studied, see, for example, [14, 15, 21, 25] .
As to overpartitions, there are two kinds of ranks defined by Lovejoy: D-rank [17] and M 2 -rank [18] . An overpartition [7] of a nonnegative integer n is a partition of n where the first occurrence of each distinct part may be overlined. To define these ranks, let l(λ) be the largest part of λ, n(λ) be the number of parts of λ and n(λ o ) be the number of odd non-overlined parts of λ.
Analogous to the rank of a partition, the D-rank of an overpartition λ is the largest part l(λ) minus the number of parts n(λ). Similarly, let N(s, m, n) to be the number of overpartitions of n with rank congruent to s modulo m. Lovejoy and Osburn [19] studied the rank differences N(s, ℓ, ℓn + d) − N (t, ℓ, ℓn + d) with ℓ = 3 and 5 and 0 ≤ d, s, t < ℓ.
The M 2 -rank of an overpartition λ is defined by
where χ(λ) = 1 if l(λ) is odd and non-overlined and χ(λ) = 0 otherwise. Denote by N 2 (m, n) the number of overpartitions of n with M 2 -rank equal to m. We adopt the notation R2(z; q) in [13] to denote the generating function of N 2 (m, n), that is,
Lovejoy [18] obtained the following generating function:
R2(z; q) = (−q; q) ∞ (q; q) ∞ ∞ n=−∞
(1 − z)(1 − z −1 )(−1) n q n 2 +2n
(1 − zq 2n )(1 − z −1 q 2n ) .
(1.2)
In this paper, we shall study M 2 -ranks of overpartitions modulo 6 and 10. The main results are presented in Theorems 1.1, 1.2 and 1.3 below. We shall adopt the following common notation (x 1 , x 2 , . . . ,
j(z; q) = (z; q) ∞ (q/z; q) ∞ (q; q) ∞ , J a,m = j(q a , q m ), J m = (q m ; q m ) ∞ , J a,m = j(−q a , q m ).
where we assume that |q| < 1. Define 1 + q 10n+6 , (1.14)
.
(1.20)
The generating functions of rank differences often lead to rank inequalities, see, for example, Andrews [1] , Garvan [9] , Mao [21, 22] . In this paper, we obtain the following inequalities between the M 2 -ranks of overpartitions modulo 6 with the aid of the generating functions in Theorem 1.1.
The connection between classical mock theta functions and the generating functions of rank differences of partitions have been extensively studied, see [2, 11, 20] . We find a relation between the generating function of M 2 -ranks of overpartitions modulo 6 and the third order mock theta function ρ(q) defined by
see [23] .
Theorem 1.5. We have
In light of Theorem 1.2 and Theorem 1.3, we deduce the following relations on the generating function of M 2 -ranks of overpartitions modulo 10 and the tenth order mock theta functions φ(q) and ψ(q) are defined as follows,
see [6] . Theorem 1.6. We have
where M 1 (q), M 2 (q) and M 3 (q) are (explicit) weakly holomorphic modular forms given by
2 Proof of Theorem 1.1
The following lemma plays a central role in the proof of Theorem 1.1.
Lemma 2.1. We have
Proof. Replacing z by ξ 6 = e πi 3 , the right-hand side of (1.1) simplifies to
In view of the symmetry property
due to Lovejoy and Osburn [20] , we see that
In particular, for m ≥ 0, 4) and
Substituting (2.4) and (2.5) into (2.2), we find that
Observing that 1 − ξ 6 + ξ 2 6 = 0 and ξ
To evaluate the right-hand side of (1.2) for z = ξ 6 , we get
6 − ξ 6 = 0, so we obtain that
as desired. This completes the proof of Lemma 2.1.
Now we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. By Lemma 2.1, it suffices to show that
The summation on the left hand side of (2.7) can be written as
Let G 0 , G 1 and G 2 denote the summations on the right hand side of (2.8), respectively. Recall the following identity [20, Lemma 3.1]:
Substituting q, z 2 and ζ 2 by q 9 , −q 12 and q 12 , respectively, in (2.9), we find that
, which can be recast as 
to (2.11), we get
To complete the proof of Theorem 1.1, it remains to show that
+ q 2J In view of (2.12), the right hand side of (2.13) can be rewritten as
The above identity can be deduced from the following identity [4] by setting q = q 9 , x = −q 3 , y = q 3 and z = −1:
This completes the proof of Theorem 1.1.
Proofs of Theorem 1.2 and Theorem 1.3
To prove Theorems 1.2 and 1.3, we need the following expression for R2(exp(πi/5); q).
Lemma 3.1. We have
where
Proof. With the substitution z = ξ 10 , the right-hand side of (1.2) equals
. Thus the right hand side of (3.4) equals
This completes the proof.
where F 1 (q) and F 2 (q) are given in (3.2) and (3.3).
Proof. Setting z = ξ 10 = e πi 5 , we get
Utilizing (2.3) and the fact that ξ
But 1 − ξ 10 + ξ 
Combining (3.1) with (3.7), we have where
and
From (3.9) it follows that for n ≥ 0,
It is known that the minimal polynomial over Q of ξ 10 is 1 + ξ 10 + ξ is not a rational number. On the other hand, a n and b n are integers for n ≥ 0. So we conclude that a n = b n = 0 for n ≥ 0. This completes the proof.
The following lemmas will be used in the proofs of Theorems 1.2 and 1.3.
We have
Proof. First, we split the sum of the left side of (3.10) as five sums:
Let P 0 , P 1 , P 2 , P 3 and P 4 denote the summations on the right hand side of (3.11), respectively. Replacing n by n − 1 in second summation on the left side of (3.12), we get
which can be expressed as Replacing n by n − 1 in second summation on the left side of the above relation, we find that
that is,
(3.14)
Plugging (3.13) and (3.14) into (3.11), we obtain that 
This completes the proof. .
Proof. To prove (3.17), we rewrite the left side of (3.17) as follows:
Let S 0 , S 1 , S 2 , S 3 and S 4 denote the summations on the right hand side of (3.18), respectively. We claim that the following two relations hold: (a 1 , q/a 1 , . . . , a r , q/a r ; q) ∞ (q; q)
where idem(b 1 ; b 2 , . . . , b s ) is defined by the relation 
which gives (3.20) . Now, we restate (3.17) as follows: 
In view of the 5-dissection formula (3.16), the above relation leads to (3.23) . This completes the proof.
The following two lemmas are needed in the proofs of Theorems 1.2 and 1.3.
Lemma 3.5. Assume that U 1 and U 2 are defined as in Lemma 3.3 . Then the following identity holds:
where 
where B 0 (q), B 1 (q), B 2 (q), B 3 (q), B 4 (q) are defined as in Theorem 1.3.
To present the proofs of Lemmas 3.5 and 3.6, we shall use techniques in the theory of modular forms. Recall that the Dedekind η-function is defined by
where τ ∈ H = {τ ∈ C : Imτ > 0} and q = e 2πiτ , and the generalized Dedekind η-function is defined by
where g, δ ∈ Z + , 0 < g < δ, P (t) = {t} 2 − {t} + 1 6 is the second Bernoulli function, and {t} = t − [t] is the fractional parts of t. In particular, Z, if g = 0 or g = δ/2,
Suppose that f is a modular function with respect to the congruence subgroup Γ of Γ 0 (1). For A ∈ Γ 0 (1), there exits a cusp given by ζ = A −1 ∞. If
and b m 0 = 0, then we say that m 0 is the order of f at ζ with respect to Γ, and it is denoted by ORD(f, ζ, Γ). Robins [24] found sufficient conditions for a generalized η-quotient to be a modular function on Γ 1 (N). 
The following theorem of Garvan and Liang [10] can be used to prove generalized η-quotient identities.
Theorem 3.8. Let f 1 (τ ), f 2 (τ ), . . . , f n (τ ) be generalized η-quotients that are modular functions on Γ 1 (N). Let S N be a set of inequivalent cusps for Γ 1 (N). Define the constant
where each α j ∈ C. Then g(τ ) ≡ 0
if and only if
We are now in a position to prove Lemmas 3.5 and 3.6 with the aid of Theorem 3.8.
Proof of Lemma 3.5. The relation (3.24) can be stated as follows by the definitions of In light of Theorem 3.7, it can be verified that each term of the above identity is a modular function with respect to Γ 1 (100). Employing the algorithm by Garvan and Liang [10] , we deduce that the constant B in (3.28) is equal to −640. By Theorem 3.8, (3.32) can be justified if it holds for coefficients of q n for 1 ≤ n ≤ 640, which can be easily checked. This completes the proof. 
Proof of Theorem 1.2. The relation (3.5) in Lemma 3.2 states that
1 + q 50n+40 . 1 + q 50n+40 .
Comparing the coefficients q 5n , q 5n+1 , q 5n+2 , q 5n+3 and q 5n+4 of above relation, we get (1.6) and (1.7). This completes the proof.
Proof of Theorem 1.3. The relation (3.6) in Lemma 3.2 reads
Substituting (3.25) into (3.34), we obtain that 1 + q 50n+40 .
Comparing the coefficients q 5n , q 5n+1 , q 5n+2 , q 5n+3 and q 5n+4 of above relation, we get (1.13), (1.14) and (1.15) . This completes the proof.
Proof of Theorem 1.4
Before presenting the proof of Theorem 1.4, we recall the following theorem due to Liaw [16] . 
We are now in a position to prove Theorem 1.4.
Proof of Theorem 1.4. We first prove (1.21), (1.22) and (1.25) . From Theorem 1.1, we find that is nonnegative for n ≥ 0. This implies that
Since i ≡ s (mod m) if and only if i ≡ s (mod 2m) or i ≡ m + s (mod 2m), we find that 3) and thus
Moreover, by (2.3)
3) can be rewritten as
In particular, we get 
Therefore, (4.7) can be written as
By Theorem 4.1, we deduce that for n ≥ 1 
By Theorem 4.1, we see that the coefficients of q n in (q 6 ; q 6 ) ∞ (q 2 , q 4 ; q 6 ) ∞ is nonnegative for n ≥ 0. Hence N 2 (0, 6, 3n + 1) + N 2 (3, 6, 3n + 1) ≥ N 2 (1, 6, 3n + 1) + N 2 (2, 6, 3n + 1), (4.12)
By Theorem 4.1, we see that the coefficient of q n in (q 6 ; q 6 ) ∞ (q 2 , q 4 ; q 6 ) ∞ is nonnegative for n ≥ 0.
We now consider the positivity of
The sum in (4.14) equals it follows from (4.15) and (4.16) that the coefficient of q n in (4.14) is nonnegative for n ≥ 0. This completes the proof.
Proofs of Theorems 1.and 1.6
This section is devoted to the proofs of the relations between the M 2 -rank differences of overpartitions and mock theta functions as stated in Theorems 1.5 and 1.6. It is known that mock theta functions can be expressed in terms of the Appell-Lerch sum m(x, q, z). Recall that the Appell-Lerch sum is defined by m(x, q, z) = 1 j(z; q) 
