A Proposal for a High Resolution Focal Plane Detector by Keenan, Annemarie
 
 
 
 
 
 
 
https://theses.gla.ac.uk/ 
 
 
 
 
Theses Digitisation: 
https://www.gla.ac.uk/myglasgow/research/enlighten/theses/digitisation/ 
This is a digitised version of the original print thesis. 
 
 
 
 
 
 
 
 
Copyright and moral rights for this work are retained by the author 
 
A copy can be downloaded for personal non-commercial research or study, 
without prior permission or charge 
 
This work cannot be reproduced or quoted extensively from without first 
obtaining permission in writing from the author 
 
The content must not be changed in any way or sold commercially in any 
format or medium without the formal permission of the author 
 
When referring to this work, full bibliographic details including the author, 
title, awarding institution and date of the thesis must be given 
 
 
 
 
 
 
 
 
 
 
 
 
 
Enlighten: Theses 
https://theses.gla.ac.uk/ 
research-enlighten@glasgow.ac.uk 
A Proposal for a High Resolution 
Focal Plane Detector
Annemarie Keenan
Presented as a Thesis for the Degree o f Master of Science
Department of Physics and Astronomy,
University o f Glasgow,
February 1995.
©Annemarie Keenan, 1995.
ProQuest Number: 10992192
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 10992192
Published by ProQuest LLC(2018). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLC.
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106- 1346
-% .fA
/o /H
A b stract
This thesis is an investigation into the most effective way of constructing a 
high resolution focal plane detector for the Glasgow photon tagging spectrome- 
terlnsta lled  at Ivlainz. C hapter 1  summarises the objectives winch must be met 
by such a detector and concludes which detectors should be further pursued. 
Chapter 1 also outlines and investigates the pertinent spectrometer specifica­
tions, with particular emphasis on magnet optics, so tha t decisions can be made 
about the required detector dimensions.
Chapter 2  is a feasibility study of a scintillator/ photomultiplier detector 
array and shows that such a detector array is impractical to implement.
Chapter 3 explains the basis of a silicon strip detector and then looks at the 
possibility of using a strip detector array. Various types of pre-amp are then 
outlined for the strip detector and for the charge sensitive pre-amp chosen, 
further amplification and filtering is investigated using NIM modules, to obtain 
the optimum timing pulse for a given level of noise. The timing resolution of 
the strip detector system is then determined for various pulse heights and the 
results are used to conclude what kind of strip detector would best fulfil the 
objectives outlined in Chapter 1 .
Chapter 4 describes the construction and testing of small, onboard amplifi­
cation and filter circuits, to replace the amplifier and filter NIM modules used 
in Chapter 3. The gain of the chosen onboard amplifier filter circuit is also 
calculated, but the equations deduced are left very general, so tha t the same 
formulae can be applied, if the values of the components in the filter circuit 
are altered. Some general conclusions are then drawn about a strip detector 
focal-plane detector system.
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Specification for Focal-Plane System 3
1.1 In trod u ction
This thesis describes the design and testing of a high resolution focal-plane 
detector system for the Glasgow photon tagging spectrom eter [3]. T ie  spec­
trom eter is installed at the MAMI-B electron accelerator [1, 2] in the Institu t 
fur Kernphysik, Universitat Mainz, Germany. The need for such a detector re­
sults from the rapid improvement, seen over recent years, in facilities available 
for intermediate energy photonuclear physics and the consequent need for more 
sophisticated detectors, capable of probing the photonuclear reactions and the 
structure of nuclei.
In order to perform interm ediate energy, photonuclear experiments, a beam 
of monochromatic photons in this range is desirable. W ith the advent of high 
duty cycle electron beams, a reasonably high photon intensity can be produced 
with a photon tagging system. The system at Mainz produces photons from the 
primary electron beam by the bremsstrahlung process in a thin foil radiator. 
The bremsstralung photons are mostly produced along a direction close to that 
of the primary electrons and can therefore be collimated to form a photon beam 
suitable for photoreaction studies. The energy of the degraded electrons, which 
have radiated a significant part of their energy, is determined by a magnetic 
spectrometer. FIGURE (1.1) shows the principle of determining the energy of 
tagged photons from the spectrometer.
If the reaction product, from the photonuclear target placed in the photon 
beam, is observed in time co-incidence with a signal induced by a degraded 
electron, in a detector placed in the focal-plane of the spectrom eter, then the
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Figure 1 .1 : Schematic Photon Tagging Set-
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photon energy can be deduced from the formula
k = E 0 - E e, ( 1 .1 )
where E0 is the incident electron beam energy,
Ee is the degraded electron energy, 
and k is the energy of the bremsstrahlung photon.
The energy resolution of the tagged photons is determined by both the en­
ergy spread of the electron beam and the energy resolution of the spectrometer. 
For the Mainz system, the energy spread of the main 855 MeV beam is approxi­
mately 60 keV. The photon tagging spectrometer is a quadrupole-dipole design 
(FIGURE 1.4) and has intrinsic resolution of approximately 100 keV over most 
of the focal-plane. The actual spectrometer resolution is however currently de­
termined by the width of the 353 scintillator detectors placed in the focal-plane 
and equals ~ 2  MeV. This present resolution was chosen, because it is good 
enough for most experiments, while keeping the cost of covering the whole 50- 
750 MeV useable range of the focal-plane reasonable. More specifically, the 
choice of 2 MeV resolution followed from the expected use of the tagger. The 
initial experiments did not demand a resolution capable of distinguishing final 
nuclear states which, even for the low lying states of light nuclei, is typically 
around 500 keV. Nuclear structure did however affect the choice of resolution. 
For the type of experiments tha t were envisaged, where nucleons are knocked 
out of the nucleus, the results depend on the shell from which the nucleons are 
removed. An overall resolution of ~10 MeV is required to resolve these shells 
and it was this factor tha t led to the choice of a 2 MeV resolution for the spec­
trom eter. This choice has proved to be good for experiments such as (7 ,NN) 
and (7 ,N7r), for which the present focal-plane detector was mainly designed.
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Figure 1.2: Typical Energy Spectrum: 6Li(/y,pn)
FIGURE (1.2) shows results from a typical experiment [4]. This is the 
missing energy spectrum  of the 6 Li(7 ,pn) reaction. The protons were detected 
in a plastic scintillator hodoscope (P IP) and the neutrons were detected in 
a time of flight array(TO F). Peak ( 1 ) at ~ 4  MeV is caused by the photon 
knocking the loosely bound p-shell pn pair out of the Li nucleus. Peak (2) at 
~26 MeV is due to a photon breaking up the tightly bound He-like core of the 
Li nucleus. W ith over 20 MeV between these peaks, the present focal-plane 
detector resolution is adequate to distinguish these two features.
However other experiments, for which a focal-plane detector resolution of 2 
MeV would be inadequate, had already been envisaged, while the tagger was 
being constructed. These include:
(1) Photopion production near threshold. For example, the photopion cross­
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sections and angular distributions vary very rapidly with photon energy in the 
region from the 7r° threshold at 145 MeV to the 7T+ threshold at 151 MeV. A 
resolution of ~250 keV, between a photon energy of 130 —► 180 MeV would be 
needed to  examine this.
(2) At 77 production threshold on the proton, at a photon energy of ~707 MeV, 
the (7 ,77) cross section changes very rapidly. The measurement of this thresh­
old can be used to improve on the presently best known value for the 77 mass, 
which is 547.45 ±  0.19 MeV. For a meaningful improvement, the photon energy 
resolution must be <  0.1 MeV over a 50 MeV range around threshold.
(3) An experiment has been proposed to search for dibaryon resonances. These 
are bound states of 6  quarks, other than N-N and are predicted to exist with 
widths of less than 1 MeV and masses which can be excited by 7 ’s of a few 
hundred MeV. Good resolution would be required in order to isolate the res­
onance from background. For a search, less than 1 MeV resolution would be 
needed over several 50 —► 100 MeV wide regions, with photon energies ranging 
from 150 —► 550 MeV.
W ith these experiments in mind, a small gap was left between the focal-plane 
and the present focal-plane detector array, to allow insertion of an auxiliary 
higher resolution detector at a later date.
The purpose of such a detector is however two-fold. As well as being capa­
ble of higher resolution, it is desirable for the detector array to be capable of 
accepting a larger overall rate of tagged photons. Photonuclear cross sections 
are small and therefore it is desirable to increase the tagged photon rate  by 
increasing the electron beam current, to get a good statistics in the shortest 
possible time. However, an increased beam current reduces the realrrandom
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coincidence ratio. Any chosen beam current is therefore a compromise between 
good statistics in a short time and a good realrrandom ratio. The realrrandom 
ratio can however be restored, if smaller detectors are used such tha t the count 
rate in a  smaller detector channel, a t a  higher beam current, equals the count 
rate observed in one of the existing detectors, at the present beam current. This 
condition holds provided tha t each new detector is capable of the same timing 
resolution and count rate as the existing detectors. Higher resolution in the 
focal-plane detector array will therefore be investigated, with the hope tha t it 
may also provide a higher count-rate capability.
1.2 A n O utline o f  R eq u irem en ts for a N ew  
F ocal-P lane D etec to r
( 1 ) Resolution:
The required resolution is 0.1 —» 0.4 MeV, in line with the proposed exper­
iments discussed above. It would be difficult to achieve this over the whole of 
the focal-plane, due to the fact tha t the detector width required to produce a 
certain resolution becomes smaller with decreasing electron energy. This will 
be more fully explained in §1.3. However, it is useful to attain  this resolution 
over a limited energy range, in the areas that would be of interest for particular 
experiments.
(2) Portability and Cost:
If a high resolution detector is, at any one time, only required over a limited 
range in the focal-plane, it is not necessary to replace the existing focal-plane 
detector with a high resolution alternative over the whole of the focal-plane.
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Such an undertaking would also prove too costly. As well as the additional cost 
of the basic detector elements, the amount of electronics associated with an 
increased number of individual elements would rise proportionately. The present 
focal-plane detector array should therefore remain in tac t an d  high resolution 
remain a removable option. A mini focal-plane detector is therefore envisaged, 
which will cover about 50 —> 100 MeV of the focal-plane at any one time, but 
which is flexible enough to be inserted at any position in the focal-plane.
(3) Photon Flux:
This gives the count-rate limitation in the focal-plane detector. The limita­
tion of the present system is ~  1.5 x 106 Hz/MeV and was determined mainly 
from the gain stability of the photomultiplier tubes and the realrrandom ratio 
for the tagged photons produced. O ther considerations, if higher rates were 
tolerable, would be pulse pile-up and dead time. Any new detector should at 
least be capable of an equally large photon flux.
(4) Timing:
Detectors used in coincidence with the tagger have a timing resolution of 
~1  ns. Therefore, to avoid a serious increase in the width of the prom pt co­
incidence peak for these experiments, which would degrade the realrrandom 
ratio, the focal-plane detector timing should be <  1 ns. This condition may be 
relaxed, if the higher resolution detector is operated in co-incidence with the 
current focal-plane detector array, which has subnanosecond timing, so that 
the higher energy resolution detector is only required to determine the photon 
energy.
(5) Signal:Noise Ratio:
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The accuracy with which the individual detecting elements evaluate the 
amount of energy actually deposited in them  is secondary. However, it is of 
paramount importance tha t the signahnoise ratio is large. A good signahnoise 
.ratio is required so  th a t  there  is  a  clear distinction between signals and  noise. 
Then, a discriminator level can be set to reject noise, but retain a high counting 
efficiency for electrons. A good signahnoise ratio is also required for good timing. 
Otherwise, noise can introduce significant jitte r at the discriminator.
(6 ) Dimensions of The Individual Detector Elements and Associated Elec­
tronics:
W IDTH; The resolution of the focal-plane detecting elements is proportional 
to their width. Each element should therefore be no more than 2 mm wide. 
This gives resolution of ~  250 keV. The width of the associated electronics for 
each detector channel should be kept as close to the detector element width 
as possible, if the electronics are mounted in the same plane as the detector. 
It is undesirable to mount the electronics normal to the detector, because of 
the limited space available for housing a new detector in the focal-plane, as 
explained below.
The gap where an auxiliary detector and any required electronics can be 
inserted, lies between the spectrometer magnet and the focal-plane detector 
array. The defocusing of the electrons, after having passed through the focal- 
plane, prevents the positioning of the detector behind the existing detector 
array. This gap is limited to as little as 2.8 cm thick, for a height of 20 cm 
immediately above and below the bend plane. The positioning of any associated 
multichannel shaping electronics mounted within this volume (see FIGURE
(1.3)), is therefore restricted. Outwith this volume, there is little limitation on
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the gap thickness.
THICKNESS; The detector thickness should be large enough to give a good 
signahnoise ratio, but still small enough to limit the effect of the angular diver- 
-gen-ce introduced by  'ScattcrTng, -which increases “with deteCtOT ’thickness. “There 
are two reasons why scattering is undesirable. One is th a t the dynamic range of 
the detector pulse height spectrum increases as the scattering increases. Thus, 
any pulse height related walk in the discriminator would increase accordingly. 
Secondly, scatter can limit the resolution, by introducing an angular divergence 
into the electron trajectory, tha t may cause the electron to be deflected into 
the detector adjacent to the one it strikes first. W hether the result was a pulse 
being observed in both detectors, or a signal recorded in the adjacent detector, 
this can result in a loss of resolution.
HEIGHT; The detector height required to record electrons is at most re­
quired to be 60 mm, so that it just overlaps the 50 mm pole gap of the spectrom­
eter. However, in §1.3, the focussing capabilities of the spectrom eter magnet will 
be examined to ascertain the height required to intercept the bremsstrahlung 
electrons.
There is no practical geometrical limit on the height to which the detector 
and the associated shaping electronics may extend. However, the length of 
any board carrying any necessary electronics may have to be minimised to 
reduce susceptibility to pick-up and reduce the stray capacitance and inductance 
inherent in all conducting tracks on these boards.
(7) Intrinsic Efficiency:
The total fraction of bremsstralung electrons recorded should ideally be
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Figure 1.3: Limitations On The Volume of Space Available To House The
Detector. (For clarity, the dimensions have not been drawn to scale.)
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equal to 100%. This ratio is known as the counting efficiency and for the present 
tagger and focal-plane detector system, is >  97%. The m ajor factor in the 3% 
reduction, are those electrons which do not enter the spectrometer magnet pole 
^gap. In  th e  absence o f  a  quadrupole., as will he  ishown m  d B A P H  (TUB), 1-he 
axial image height, formed by 97% of the electrons, reaches a maximum of 56 
mm, which is virtually equal to the pole-gap. It is from here therefore, tha t 
the value for counting efficiency is derived. However, it should be observed tha t 
this figure of 97% does not automatically hold for another detector array. Other 
common causes of reduction in counting efficiency include “dead tim e” , the 
“dead” area between the individual detectors, a discriminator setting which eats 
into the authentic output signals and finally, the entrance angle of the incident 
electrons, which may result in the electrons traversing less than the full detector 
thickness and consequently, producing a smaller signal, whose amplitude fails 
to fire the discriminator.
(8 ) Lifetime:
W ith a typical usage of 2500 hours/year, the detector should have a prac­
ticably long lifetime, for the desired beam current. The present array has an 
expected lifetime of 2 —> 5 years, set by the ageing of the photomultiplier tubes. 
W hen gain drops due to ageing, the voltage must be increased to compensate 
for this. The upper limit is reached when the voltage required for the desired 
gain nears breakdown.
The rest of this chapter discusses the present tagging system, especially the 
tagging spectrometer and how its properties determine the specification of the 
new focal-plane detector, in order to meet the above requirements. Conclusions 
about detector types to be tried will be given at the end of the chapter.
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Figure 1.4: The Glasgow Photon Tagging Spectrometer at Mainz.
1.3 T he Current S p ectrom eter; R elevant Spe­
cifications
A diagram illustrating the Glasgow tagging spectrometer is shown in FIGURE
(1.4) and the specifications are summarised in TABLE (1.1).
The spectrometer takes the main beam, after passing through the radiator 
and bends it 80° to a dump. The electrons, which radiate bremsstrahlung pho­
tons, are however bent round into the focal plane by the spectrometer magnet 
and their horizontal displacement along the focal-plane is proportional to their
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G eneral:
momentum acceptance 8 : 1
solid angle acceptance ~ 8  msr
angular acceptance ± 5 0  mrad
dispersion ~  1  cm/%
first order optics in radial plane point to point
momentum range 50-800 M eV /c
object distance 0 . 1  m
quadrupole/dipole separation 0.25 m
Quadrupole :
Max. pole tip field -0.66 T
Aperture diameter 5.3 cm
Length 0.15 m
Dipole :
M agnetic field 1 . 0 0  Tesla
Entrance and exit face radii straight - 8 . 0  m
Gap height 5 cm
Weight ~  65 tons
Bend radius (main beam) 2 . 8  m
Bend angle (main beam) 80°
Entrance and exit angle (main beam) 16.7° - 58.8°
Table 1.1: 840 M eV  Photon Tagging Spectrometer Parameters
energy. Thus, the focal-plane detector array can be calibrated to  determine the 
degraded electron energy, from the position of the detector element the electron 
strikes.
M agnet Configuration
The dipole is responsible for resolving the electrons’ energies, dispersing 
them  in the horizontal bend plane and focussing them vertically into a reason­
ably, flat plane, so determining the focal-plane shape which best accommodates 
a detector array. The field strength is set at l.OOT. For the maximum MAMIB 
855MeV incident electron beam energy, this offers a good compromise between 
minimising the bend radius, to obtain a short radiator to nuclear target distance 
(and therefore a small beam spot) and retaining good field homogeneity, which 
is distorted at high fields. Otherwise, due to these field inhomogeneities, the fo­
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cussing capabilities of the magnet would be difficult to predict. The quadrupole 
focuses vertically, i.e. perpendicular to the bend plane and therefore gives bet­
ter acceptance of electrons which would otherwise hit the pole faces. Hence, 
it affects the vertical image size and the detector size needed. The quadrupole 
also affects the resolution. If it is vertically focussed, then the electrons diverge 
more than  their natural divergence in the horizontal plane. W hen they reach 
the dipole held, the extra divergence they have incurred means tha t they are fo­
cussed more sharply by the dipole field, so resolution improves. The quadrupole 
field strength is variable and ranges from 0 to -24.9 T .m -1 .
E n e rg y  A ccep tan ce : The spectrometer has a wide acceptance of 50 MeV —> 
800 MeV, for electrons bent into the focal-plane.
M a g n e t F ocussing
For simplicity, the spectrometer magnet focussing capabilities were calcu­
lated with the first order code TAGQD [5]. Although more accurate second 
order calculations have previously been carried out for the magnet with the 
RAYTRACE code, [6 , 3], these were only performed at quadrupole strengths 
of 0 T .m - 1  and -15 T .m -1 . The results of the TAGQD calculations at 0 T .m - 1  
and -15 T .m -1 , however, did not differ significantly from those obtained previ­
ously with RAYTRACE. The previous RAYTRACE calculations were done to 
show the change in the focussing properties of the magnet, when the quadrupole 
field strength was set at 0 T .m - 1  and when the quadrupole strength was set 
to minimise the vertical image size for electrons with an energy of 100 MeV. 
In the present investigation, however, it is not the focussing at one particular 
energy th a t is of consequence, but rather the focussing over a wide range of 
energies. In this way the minimum detector size, required to cover the vertical
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image height of the object, over electron energies ranging from 100 MeV to 800 
MeV in the focal-plane, can be evaluated with TAGQD, as well as the effect 
a particular quadrupole field gradient has on the electron resolution and asso­
ciated dispersion. The first 100 MeV was omitted, because vertical focussing 
deteriorates quickly between 100 and 0 MeV. This effect will be demonstrated in 
FIGURES (1.9) and (1.10). As none of the proposed experiments seek to cover 
photons above 750 MeV, the required detector height need only be examined 
for electrons between 100 and 800 MeV.
T A G Q D  R esu lts
B en d -p la n e  (i.e.horizontal): For monoenergetic electrons, a point object 
produces a point image. FIGURE (1.5) shows electron energy resolution as 
a function of electron energy. The solid line shows electron resolution, when 
there is a zero quadrupole field gradient, while the dashed line shows electron 
resolution, when the quadrupole field gradient is set at its maximum value of 
-24.9 T m -1. (By convention, a negative sign represents an axially focussing 
quadrupole field.) In both cases, electron resolution in the focal-plane is seen to 
deteriorate as the degraded electron energy increases. W hen the quadrupole 
is off, the resolution reaches a maximum of ~0.15 MeV , while when the 
quadrupole is on, resolution is observed to rise to only ~ 0 . 1 2  MeV. Calcu­
lation at intermediate quadrupole settings showed that the energy resolution 
improved steadily as quadrupole strength was increased.
To relate the resolution quantatively to detector width, FIGURE (1.6), 
shows the dispersion of the electron image in the focal-plane. The solid line 
represents the dispersion in the absence of the quadrupole field and the dashed 
line shows the dispersion with a quadrupole field of -24.9 T m -1 . The addi-
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Figure 1.5: Electron Resolution vs Electron Energy; Variation with Quadrupole
Strength.
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Figure 1.6: Electron Dispersion vs Electron Energy; Variation with Quadrupole
Strength.
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Figure 1.7: Radial Image Size vs Electron Energy; Variation with Quadrupole 
Strength.
tion of a quadrupole is seen to make very little difference to the dispersion. 
To obtain the intrinsic magnet resolution in terms of the distance along the 
focal-plane, the electron resolution is multiplied by the dispersion. Thus FIG- 
URE(1.7), illustrates the detector width in millimetres, which would correspond 
to the intrinsic resolution of the magnet. The solid line shows tha t without a 
quadrupole, the detector width required to exploit the intrinsic focussing capa­
bilities of the magnet is 0.25 mm at 100 MeV and increases to 2.4 mm at 850 
MeV, while the dashed line indicates tha t with the quadrupole field strength 
=  -24.9 T .m -1 , a detector 0.1 mm wide is desirable at 100 MeV. This rises
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to 2 mm at 850 MeV. Ideally, a moveable detector should have elements with 
a width no greater than that required for the intrinsic magnet resolution to 
be realised at all energies within the 100 —> 850 MeV range, however, there is 
no advantage in  choosing detectors w ith a  width <  0.4 m m , since the  ^ photon 
resolution would then be determined by the 60 keV resolution of the beam. A 
detector width of 0.4 mm would be very difficult to construct, owing to the high 
density of electronic circuitry which would be required, in the limited confines 
of the focal-plane. Although it may be argued tha t the electronics could be 
placed at a more remote position, where space is not limited, this would result 
in attenuation of the detector signal, as well as susceptibility to pick-up in the 
signal cable. O ther problems may include cross-talk and stray capacitance and 
inductance. However, from the outline of proposed experiments in §1.1, the 
resolution needed is between 100 and 400 keV, which would be met by a 2 mm 
detector. FIGURE (1.8) illustrates this point more fully by showing the reso­
lution for a 2 mm detector. This resolution was calculated by dividing detector 
width by the dispersion calculated with the TAGQD programme.
The solid line shows the resolution obtained with the quadrupole field gra­
dient set at zero and demonstrates tha t the resolution obtained with a 2  mm 
detector is about 380 keV at 100 MeV. This resolution improves as the degraded 
electron energy increases, until at 620 MeV, the horizontal image size, which 
determines the intrinsic resolution of the magnet, equals the detector width. 
Above this energy, the resolution is determined by the magnet and not by the 
detector width and as seen in FIGURE(1.5), equals about 145 kev. The dashed 
line illustrates the resolution obtained with the quadrupole field set at the maxi­
mum value o f -24.9 T .m -1 . Due to the enhanced bend plane focussing, observed 
with a non-zero quadrupole field gradient, producing a horizontal image in the
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Figure 1.8: Electron Resolution for a 2 m m  Wide Detector vs Electron Energy;
Variation with Quadrupole Strength.
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focal-plane, which is always smaller than 2  mm, resolution is determined solely 
by detector width, over the whole of the focal-plane. This varies from 360 keV, 
for 100 MeV electrons, to about 125 kev at 800 MeV.
Provided idrat i;he rpradTupoie field -was set -at m axim um , there  vrould b e  -a 
meaningful improvement in resolution, if a 1 mm wide detector was substituted 
for a 2 mm one at electron energies below 300 MeV. Here dispersion changes 
very quickly with electron energy and so, the detector width required to exploit 
the intrinsic magnet focussing quickly decreases. Therefore for the particular 
case of determining the 77 mass, which, as stated in §1 .2 , requires resolution 
of about 100 keV, in the 100 MeV electron region, a detector of about 1 mm 
would be required. Above 300 MeV, where the resolution obtained with a 2 
mm detector is less than 200 keV, less than a factor of two improvement could 
be achieved with a detector of 1 mm width.
N o n -b e n d -p la n e  (i.e. vertical): For monoenergetic electrons, a point ob­
ject produces a parallel image, due to the natural divergence of the degraded 
electrons exiting the radiator. The maximum, tolerable image height is 50 mm, 
corresponding to the pole-gap, where the vertical image height is, by definition, 
an acceptance set on the angle between the incident and degraded electron at 
the radiator, such tha t a given percentage of degraded electrons form an image 
of this height. Currently, in operating the spectrometer, 97% is stipulated. In 
this investigation however, both the present setting and a smaller acceptance 
of 85%, will be employed in the calculation of the variation of vertical image 
height with electron energy, for several quadrupole strengths, again using the 
”TAGQD” program. Thus, if minimising detector dimensions is deemed bene­
ficial to performance and the acceptance is reduced to 85%, then the advantage
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Figure 1.9: Vertical Image Height vs Electron Energy; No Quadrupole.
gained from the subsequent reduction in the detector height required to ac­
commodate the image, can be weighed against the reduced counting efficiency. 
In FIGURE (1.9), the dashed fine shows the variation of the vertical image 
height formed by 85% of electrons, with electron energy, in the absence of any 
quadrupole field. In the 100—► 850 MeV range, the maximum image height is 
24mm. W ith the acceptance raised to 97% (solid fine), but still in the absence 
of a quadrupole, the vertical image size is seen to rise to 38 mm.
Increasing the strength of the quadrupole to its maximum value of -24.9 
T m -1 , the dashed fine in FIGU RE(l.lO ) illustrates tha t the image height, 
formed by 85% of electrons between 100—* 850 MeV, is reduced to a 12 mm
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Figure 1.10: Vertical Image Height vs Electron Energy; Quadrupole A t -24-9 
T m '1.
maximum, while that for 97% (solid line), has a maximum image height of 17 
mm. Interm ediate quadrupole settings were also investigated and, as expected, 
dem onstrated a decreasing vertical image height with increasing quadrupole 
strength.
1.4 D etec to rs  to  be C onsidered .
There are several detector systems which may be considered as suitable for a 
focal-plane detector array. These include:
(1) Channel Electron Multiplier Array,
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(2) Semiconductor Strip Detector Array,
(3) Multiwire Proportional Counter,
(4) Scintillator/Photom ultiplier Array.
However, not all of these can fulfil the full list of requirements specified in §1.2. 
The channel electron multiplier was rejected, because it is expensive. Also, such 
devices cannot handle count rates much larger than ~ 1  kHz, owing to their high 
resistance (~3  Gfl) [7]. Compared to the current rate of 109 Hz, over the whole 
of the focal-plane, this would clearly represent an unacceptable reduction in the 
photon flux.
A multiwire proportional counter array was rejected, because the timing 
resolution is limited to 5 —> 10 ns, which would represent a large compromise 
on the desired timing resolution of 1 ns [7]. This problem could be alleviated 
by operating it in co-incidence with the present focal-plane detector array, but 
this is not the only problem; radiation damage would cause chamber deterio­
ration within ~2  weeks of operation at the current rate. This is due to the 
accumulation of impurities on the surface of the detector wires.
A scintillator/photom ultiplier configuration has proved highly satisfactory 
in the present focal-plane detector array, but it has not yet been determined, 
whether such a detector can operate so effectively using a scintillator with a 2  
mm width, as required for the desired 100 —» 400 keV resolution.
A silicon microstrip detector could easily give the required energy resolution, 
but good timing is much more difficult to attain  in these detectors. There does 
of course remain the possibility of operating in co-incidence with the present 
focal-plane, but all possible ways to improve the silicon strip detector timing
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will first be investigated.
Options (2 ) and (4) will therefore both be examined and the associated 
signal-processing electronics will then be designed for the silicon microstrip 
detector, which will h e  shown to h e s tfu lf il ah th e  requirements.
C h ap ter  2
A  Scin tilla tion  D etec to r
28
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2.1 F easib ility  o f  E m ploying  a S cin tilla tion  F i­
bre
As stated in 1.2, the desired focal-plane detector resolution of 100 —> 400 keV 
requires a detector width of 2 mm. The thickness of the scintillators making 
up the present focal-plane detector is 2 mm. This thickness was chosen as a 
compromise between obtaining a good signal:noise ratio, which increases with 
detector thickness, and reducing background and the angular divergence of the 
electrons through the material, which both increase with detector thickness. 
For a 2mm piece of scintillator, the angular divergence, which is caused by 
scattering, [7], equals ~  1° . It is therefore undesirable to alter the scintillator 
thickness for the new detector. The height of the present focal-plane scintil­
lators is 60 mm. This guarantees total coverage of the pole gap, so that the 
counting efficiency of the focal-plane detectors is essentially independent of the 
quadrupole field gradient. Although height could be reduced by a factor of four, 
if the quadrupole were operational, as shown in §1.3, there is no advantage in 
this, unless the attenuation length for light passing along the fibre was very 
short. From the scintillator specifications that will be outlined below, this is 
not the case. Thus, the required scintillator dimensions are (2 mm x 2 mm x 
60 mm). The ratio of the 4 mm 2 area to the 60 mm length means tha t there is 
a high probability of the photons reaching the outer surface of the scintillator, 
while travelling down it. This probability would not be significantly reduced, 
unless the scintillator height was comparable to the thickness and/or width.
FIGURE (2.1) illustrates this point. Specifically, for 6 and <j> shown, the 
number of reflections, n, undergone by photons induced by an electron striking
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Figure 2.1: Sample Photon Induced in the Fibre
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the scintillator at some distance, 1, from where the light is collected, is given by
. itanQ < -4-7t  —  3inq>
Tl = : UanB < ^ 5  (2.1)
\ta^B^coaij> _j_ sin(j^  . otherwise.
where 6 is the angle between the photon and the z-axis and (j> is the azimuthal 
angle (FIGURE (2.1)). Here, it has been assumed tha t I is large enough to 
assume that the photons are reflected at least once before reaching the photo­
cathode, and that all photons collected are directed towards where the light is 
collected,
Although the critical angle of ~48°, given by the ratio of the refractive 
indices at the scintillator/air interface, puts an upper limit on the 6 which 
must be considered, it it can easily be shown from these equations that a large 
percentage of photons, induced by an electron incident 30 mm from where the 
light is collected, will undergo at least 10 reflections before collection. Unless 
very highly polished scintillator is used, a large proportion of photons produced 
in the scintillator would be lost at the surface, due to surface defects. Since 
scintillators of this size are often difficult to work with, a scintillator fibre will 
be used instead of conventional scintillator. The advantage of a fibre is tha t the 
signal suffers very little attenuation due to surface defects. This is because of 
the cladding moulded around the scintillator core. A normal piece of scintillator 
does not have this protection. The fibre B .C .F .1 2 , from BICRON, was chosen 
due to its high light output response of 58% anthracene. This compares with 
67% anthracene for the “pilot U ” scintillator presently incorporated in the 
focal plane. However all fibres have a low ’trapping efficiency’. This means 
th a t the limiting incident angle of the induced photons on the fibre surface, for
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which to tal internal reflection can occur, is small. For a B.C.F.12 square fibre, 
[8 ], the trapping efficiency is 3.4%, corresponding to a critical angle of 21° to 
the fibre surface. The critical angle here depends on the ratio of the refractive 
indices of the scintillator core to the cladding. This figure for trapping efficiency 
is a factor of ~ 1 2  smaller than that of a scintillator/air interface. The signal 
attenuation due to surface defects in conventional scintillator must be weighed 
against a much lower trapping efficiency, but the use of a fibre was considered 
to be worth investigating.
A second advantage of a scintillator fibre is that it is not as rigid as conven­
tional scintillator and can be bent to some degree. This means more flexibility 
when considering how to mount it to a photomultiplier.
It is proposed tha t the fibres be coupled directly to multianode photomul­
tiplier tubes (M A PM T’s). A 2  x 2  mm 2 individual element pitch in M APM T’s 
is readily available. Therefore, the fibres could be coupled directly to elements 
th a t are small enough to be housed in the focal-plane, making the detector array 
compact and easy to manoeuvre (see FIGURE (2 .2 )). Larger photomultiplier 
tubes could be used, providing that the fibres were made long enough to enable 
these phototmultipliers to be housed out of the confines of the focal-plane gap. 
Longer fibres would also be required to limit any stress incurred while bending 
them  to fit into such a large array of photomultipliers, as in FIGURE (2.3). This 
configuration would, however, be extremely delicate and difficult to manoeuvre 
up and down the focal-plane.
For a fibre/photomultiplier configuration, the number of photons reaching 
the photomultiplier per electron, can be estim ated as follows:
All electrons with energies above about 900 keV can be considered minimum-
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Figure 2.3: Proposed Design for a Fibre/Photomultiplier Detector Array
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ionising in 2 mm of scintillator. This has been deduced from FIGURE (2.4), 
which shows the differential collisional energy loss of electrons in scintillator, 
plotted against electron energy. Since the differential energy loss of minimum- 
ionising electrons increases very slowly with energy, the graph was not extended 
above 2 MeV, to values in the 100 MeV —» 800 Mev tagger range. However, the 
differential energy loss of a 100 MeV minimum-ionising electron is 204 eV./mi-1 
and it is this value tha t will be used in the calculation.
The light output response is 58% anthracene, where the average energy de­
posited in anthracene, to produce one photon, is 60 eV for impinging electrons. 
Therefore, for the said trapping efficiency in a 2mm thick fibre, the number of 
trapped photons equals;
\
58 x  204 x  2000 x  3.4
------------------------------- =  134 (2.2)
100 x  60 x  100 K J
The quantum efficiency of the photocathode is of the order of 10%-20% , so 
the number of photoelectrons entering the multiplier is around fifteen. The 
current focal-plane scintillator/photomultiplier configuration, with a higher ef­
fective trapping efficiency, typically produces about eighty photoelectrons per 
event and gives a signal:noise ratio which is adequate to distinguish the real 
events [9]. W hether, for a fibre, the reduction in the number of photoelectrons 
can be tolerated, must be determined experimentally.
This question was investigated using a 207Bi source to provide the electrons. 
The decay scheme is illustrated in FIGURE(2.5). The relative probabilities of 
each of the possible gamma decays are listed in TABLE (2.1). Also listed is the 
probability of producing conversion electrons and the K /L  shell ratios for each 
transition.
The range of electrons in scintillator is plotted in FIGURE (2.6). It can
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Figure 2.5: The Bismuth 207 Decay Scheme
Transition (MeV) Relative 7  Intensity Internal Conversion: e / 7  Ratio K /L  Shell Ratio
0.5696 1 0 0 . 0 0 0.0160 4.0
1.0634 75.50 0.0985 3.7
1.7697 6.95 0.0034 4.6
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be seen from FIGURE (2.6) that the K-(481.7 keV) and the L-(554.0 keV) 
conversion electrons of the 569.6 7  transition, have mean ranges of 1.7 mm 
and 2.1 mm respectively. The 481.7 keV conversion electrons will therefore be 
fully absorbed in  2 mm  of scintillator. The 554.0 keV conversion electrons will 
deposit most of their energy for the ‘straight through’ case , but with a deviation 
of 17° to the normal, they would be fully absorbed. The 1.063 MeV conversion 
electrons have a mean range of around 48 mm. From FIGURE (2.4), these 
electrons are minimum-ionising in 2  mm of scintillator and correspondingly lose 
about 350 keV on average. Electrons would have to be deviated 65° to the 
normal to be fully absorbed. A 100 MeV electron loses about 409 keV, so the 
1.063 MeV conversion electrons offer a good simulation of the higher energy 
electrons which strike the tagger.
The ’’B.C.F.12” scintillator fibre used in the test has the following specifications;
DIMENSIONS: 2  mm 2 x 13 cm long.
ATTENUATION LENGTH: 220 cm.
WAVELENGTH OF EMISSION MAXIMUM: 435 nm.
The 2mm2 fibre surface was in direct contact with the window of a “Thorn 
EMI 9813KB” phototube 50 mm in diameter. A good optical contact was 
ensured between the fibre and the phototube window with silicon grease. The 
fibre was clamped in place by enclosing it in a 2 0  mm thick brass cuff taped 
to the phototube window. Light collection was optimised in the fibre with one 
loose layer of aluminium foil forming an air gap, to increase the probability of 
internal reflection at the cladding/air interface. The assembly was then made
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light-tight with two layers of masking tape. The combined thickness of foil and 
tape caused negligible electron energy loss.
The electronic set-up, based on NIM and CAMAC units, is outlined in FIG- 
URE {2SJ). T he ou tp u t m .f th e  photomultiplier was ie d  in to  a  hast amplifier. 
The output from the amplifier was split with one part being delayed and a t­
tenuated, before being used to record the pulse height spectrum from the fibre 
in an ADC (Analogue to Digital Convertor), while the other part was used to 
trigger a constant fraction discriminator. The discriminator output was used 
to start the Lecroy 222 Gate Generator, the output from which was used to 
gate the ADC and to interrupt a VME computer. The computer then read 
out the ADC using the ACQU system developed by J.R.M . Annand,[10] and 
transferred the data to a VAX computer for display. The gate generator was 
operated in ‘latch mode’, to block further discriminator pulses from triggering 
the gate generator while data was being recorded. It was reset by a pulse issued 
by the last instruction of the computer read-out sequence (output from ACK2 
in FIGURE (2.7)).
A 2 mm thick x 20 mm2 slab of NE102A scintillator with similar light output 
to the scintillator fibre, was then substituted for the fibre and the experiment 
repeated. W ith the same 2 mm thickness the incident electrons traversed a path- 
length equal to tha t in the fibre. However by choosing such a large surface area 
relative to its depth and coupling it flat, directly onto the phototube surface, 
again using silicon grease, a significantly larger “trapping efficiency” could be 
assumed, against which to scale the fibre performance.
Rough collimation was employed in both tests to ensure tha t the range of 
incident electron angles at the scintillator, was almost independent of the area
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Figure 2.7: Circuit Diagram for Scintillation Fibre Test.
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of the scintillator surfaces. The collimator was 25 mm long and 10 mm in di­
ameter. The source was placed against the end of the collimator, so tha t the 
source —► scintillator distance was 25 mm. This meant tha t electrons from the 
source., which was centered on the collimator axis, were limited to incident an­
gles of <  11°, corresponding to a maximum increase in pathlength of 10%. It 
can therefore be assumed that the only significant factor in the number of pho­
toelectrons incident on the cathode is the “trapping efficiency” . By limiting the 
incident trajectory of the electrons in this way, the probability of the scintillator 
fully absorbing a 1.063 MeV conversion electron is much reduced. In this case, 
scatter within the scintillator is the main factor in the appearance of the full 
energy peak for 1063 keV conversion electrons in the spectra recorded both by 
the scintillator fibre and the NE102A.
FIGURE (2.8) illustrates the pulse height spectrum recorded by the scin­
tillator slab. The 1063 keV conversion electrons’ full energy peak is clearly 
defined at channel 212, but the k and 1 shells are not resolved. The peak con­
sists mainly of k shell electrons and is therefore expected to peak at 975 keV. 
The 570 keV conversion electrons appear as a shoulder at about channel 112, 
but ride on the energy distribution from the 1063 keV conversion electrons. 
Again, this peak is due mainly to k shell electrons and is therefore expected to 
peak at 482 keV. The energy distribution curve from the 1.063 MeV conversion 
electrons peaks at about channel 97. This peak corresponds to the average 
amount of energy deposited by a collimated minimum-ionising particle in the 
slab and should therefore be just above 350 keV, calculated for an electron go­
ing straight through the detector. In FIGURE(2.9), the ADC channel number 
is plotted against the energy of these three peaks, to energy calibrate the pulse 
height spectrum. The linearity of the graph indicates tha t the deductions made
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Figure 2.8: 207Bi Pulse Height Spectrum in the Slab.
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Figure 2.9: Energy Calibration of Scintillator Pulse Height Spectrum. 
about the energies of the peaks in the pulse height spectrum are indeed valid.
FIGURE (2.10) shows the pulse height spectrum  from the fibre, for a colli­
mated source incident normal to the fibre surface. In comparison to the spec­
trum  obtained from the slab, resolution is observed to be severly degraded. The 
only hint of a peak that can be distinguished is full energy peak of the 1.063 
MeV conversion electrons around channel 40, but it is not clearly resolved. 
The noise is seen to rise sharply at low pulse heights, until it is cut off by the
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Figure 2.10: 207Bi Pulse Height Spectrum in the Fibre; Collimated
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Figure 2.11: 207Bi Energy vs Count Rate Spectrum in the Fibre; Uncollimated 
discriminator at channel 1 0 .
For comparison, FIGURE (2.11) illustrates the case of an uncollimated 
source, placed 5 mm from the fibre surface. In both the collimated and un­
collimated cases, the source was positioned 30 mm from the end of the fibre, to 
avoid anomalies due to attenuation. Due to the large range of incident electron 
angles on the fibre, the average path-length through the detector is larger than 
in the “straight through” case. There is therefore a correspondingly higher prob-
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ability of the 1.063 MeV conversion electrons being fully absorbed and the peak 
is enhanced, relative to the noise. The peak can be clearly distinguished about 
channel thirty-five. This represents a factor of ~ 6  reduction in the trapping 
efficiency compared to tha t obtained from the scintillator slab and therefore 
a factor of six less photons reaching the photomultiplier. The slab would be 
expected to show the full energy 1 MeV peak at a channel ~15 times higher 
than tha t of the fibre, if surface defects were removed and the scintillator was 
as good quality, but this was not the case here.
Given tha t a minimum ionising electron of energy greater than 100 MeV 
deposits approximately 408 keV in the fibre, it is essential to be able to discern 
the 570 keV conversion electrons from the noise in the fibre tests. The only 
obvious way to do this would be to increase the fibre thickness. However, as 
previously stated, a significant increase in thickness gives rise to an increased 
background and more scattering into neighbouring detectors.
2.2 M u ltica th od e  P h otom u ltip liers
M ulticathode Photomultipliers (M APM T’s) have a limited lifetime of typically 
100 Coulombs before the gain drops to 50% of its initial value. This figure 
can be used to determine the maximum mean anode current tha t should be 
output from the detector, if the detector is to last for ~5  years. The maximum 
mean anode current can then be used to estim ate the maximum number of 
photons tha t can be induced in the scintillator, by the degraded electrons from 
the radiator, over a period of 5 years. The data used in this calculation, which 
is considered to be typical of M APM T’S, was extracted from the specifications 
given for a “MULLARD XP4702” [1 1 ];
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MAXIMUM RADIANT SENSITIVITY: 400±30 nm.
CATHODE RADIANT SENSITIVITY AT 400nm: 40 m A /W  ( =11% quan­
tum  efficiency).
TYPICAL GAIN AT 1250V: 1.0 X 106 .
OUTPUT PULSE RISETIME AT 1250V: 4.8 ns.
OUTPUT DARK CURRENT PER  OUTPUT ELEMENT: 1 nA.
MAXIMUM OUTPUT CURRENT PER  ELEMENT: 5 fiA .
MAXIMUM TOTAL OUTPUT CURRENT: 50 pA .
PHOTOCATHODE PIXEL PITCH: 2.5 mm X 2.5 mm.
The maximum recommended gain is ~  6  x 106, but this calculation is done 
assuming that the gain is set at a value of 1 .0  x 1 0 6, which from the specifications 
has a fast enough rising edge for 1 ns timing. This way, there is scope for the 
voltage to be increased, to compensate for the drop in gain with use. Such 
compensation can continue until the voltage reaches its maximum, permissable 
value, but only gives a gain of 1 x 10 6. The anode current will be calculated 
such that this happens after ~5 years. Therefore 5 years represents the end of 
the photomutiplier lifetime, if this gain has to be maintained.
The centre to centre scintillator spacing in the current detector array is 13 
mm. Neglecting the fact tha t one of the objectives is to increase the maximum, 
tolerable beam intensity, the current limit on the rate is 3xl06 Hz/channel. The 
corresponding rate for a 2 mm wide fibre, therefore equals 0.46 MHz/channel.
For a MAPMT to reach the end of its useful life after 5 years, the gain 
will decrease by a factor of 2 in ~2  years The mean anode current allowed per 
channel, assuming all sixty-four channels are operational, is therefore 0.085 /zA.
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For a gain of 1 x 106, the mean, maximum number of photoelectrons pro­
duced in the cathode per electron in the fibre, tha t will result in the above mean 
anode current, can be calculated from the M APM T specifications;
~n  -------- — — T2.3)
qe x B I  x G
where n =  the No. of photoelectrons produced in the cathode,
I =  the mean anode current/channel =  0.085 /zA, 
qe =  the charge of one electron; =  1.602 x 1 0 - 1 9  C,
BI =  the channel count rate =  0.46 MHz, 
and G =  the MAPMT gain =  106.
n therefore equals
For a quantum  efficiency of ~15 %, ~10 photons must be incident on the 
photocathode. In §2 .2 , with 15 photoelectrons/ event, resolution was demon­
strated to be inadequate. Indeed, about 80, as produced in the present focal- 
plane scintillators, would be desirable. It is clearly not possible to operate the 
M APM T/scintillator configuration at such a small anode current without con­
straining the gain to a factor of about 80 less than 1 x 1 0 6, to avoid burn-out 
in 5 years. The specifications indicate gain to be linear down to at least 800 
V, with a typical gain of 104, so such a reduction is perm itted, without loss 
of linearity. Sacrificing gain is accompanied, however, by an increase in transit 
time spread, which implies bad timing. It is unlikely tha t 1 ns timing could be 
obtained from a phototube whose rising edge was significantly larger than  the 
4.8 ns obtained at a gain of 1 x 106, particularly if the signal:noise ratio is poor. 
Things would become even worse, if an increase in the tagged photon rate were 
attem pted, as outlined in the objectives in §1 .1 .
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Thus, due to the difficulties which would have to be overcome to obtain 
a good enough signalmoise ratio in scintillator of the required dimensions, to­
gether with the problems of reading out the scintillators into a suitable photo­
tube, the scintillator/photom ultiplier option was not pursued further.
■Chapter 3
A  Silicon M icrostrip  D etec to r
51
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3.1 A  Silicon M icrostrip  D etec to r
A junction detector is essentially a solid state ionisation chamber. Radiation 
incident on the detector induces j>airs of charge carriers in the non-conducting, 
active detector area. An electric field is provided across the active detector area, 
which sweeps the opposite polarity charge carriers towards oppositely charged 
electrodes. The motion of these charge carriers induces a signal pulse at the 
electrodes, characteristic of the energy and type of radiation incident. Often 
junction detectors are position sensitive and are read out by a charge division 
method. This kind of readout requires a very homogeneous resistive layer and 
a thick detector to give a very high signalmoise ratio. An alternative is to 
segment one or both electrodes and thus produce a discrete array of readout 
elements. This is called a microstrip detector. Although the individual readout 
of the elements requires more electronics, the constraints on signalmoise and 
homogeneity can be relaxed. This is the better option for a focal-plane detector 
array, since the charge collection time increases with thickness, which generally 
implies poorer timing. Silicon is generally used as the base m aterial for these 
detectors, because it can operate at room tem perature.
A silicon microstrip detector was therefore investigated as an alternative to 
the scintillator/photom ultiplier configuration, because of the following proper­
ties:
(1) Stopping power is increased due to the higher density of the crystalline, 
silicon structure.
(2) W hen a silicon detector is irradiated, the signal pulse produced is in­
duced by the motion of the electron-hole pairs that are created. The average
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energy required to create such a pair in silicon is 3.62 eV at 300 K. This is a 
factor of one hundred lower than that needed to produce a photon in a plas­
tic scintillator and the number of ionisations produced per event is therefore 
correspondingly increased. In general, the resultant resolution is given statis­
tically for minimum-ionising particles, where each ionisation can be considered 
approximately independent, as
(3.1)
where N is the number of ionisations. This means tha t for the same effective 
thickness, silicon produces a factor of ten better resolution than scintillator. 
This factor further increases for thicker detectors, where electrons are no longer 
minimum-ionising and the individual ionisations cannot therefore be considered 
independent, since the total energy deposited is constrained to its physical limit. 
The above expression for resolution is multiplied by a theoretical weighting 
factor known as the Fano factor to take account of this. This equals 0.05 
for silicon and 1 for scintillator, improving the resolution by another factor 
of twenty. One disadvantage of a silicon detector however, is poorer timing 
resolution, due to the relatively low velocity of the electrons and holes in silicon
3.2 P rincip les o f  a M icrostrip  D etec to r .
A microstrip detector works on the following principle: First consider an iso­
lated p-n junction: When an n-type semiconductor comes into contact with a 
p-type region, a concentration gradient exists across them. However, in the 
absence of any applied bias, such as electric field, the charge carriers should 
be evenly distributed throughout the two regions. This means tha t there will
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be a net flow of charge carriers, until their random motion redistributes ho­
mogeneously them throughout the junction. Holes from the p-type side diffuse 
over to the n-type side, while electrons from this side diffuse over to the p-type 
side. Having diffused in to  the other .region, these particles will then combine 
with the region’s opposite-polarity “m ajority carriers”. This causes a build-up 
of immobile space-charge, extending out from either side of the junction into 
what were previously neutral areas, so tha t a gradually increasing potential dif­
ference begins to form across the junction, which inhibits the diffusion current 
FIGURE (3.1) illustrates the build-up of this immobile space-charge, together 
with the electric field and charge density distribution in the junction.
Electrical neutrality must be preserved within the junction, so equal quan­
tities of charge are formed on either side of it; an electron leaving the n-type 
and so negating the p-type side leaves behind a hole and vice-versa for a hole 
exiting the p-type side. However, the charge density, p, will vary with the ratio 
of impurity concentrations in each region, as dictated by how probable it is for 
a diffusing charge carrier entering the other region to combine with its opposite 
polarity, majority counterpart within a certain length. The area in which the 
bulk of immobile space charge is concentrated is known as the “depletion zone” , 
so called because it remains essentially depleted of all mobile charge carriers.
If this were the only process to be considered, diffusion would continue, while 
its rate would keep reducing, until, as stated, the charge carriers were evenly 
distributed and for identical quantities of p and n-type dopant, all holes and 
electrons had combined to form immobile space-charge throughout the junc­
tion. However, there are also thermally-generated “minority carriers” produced 
in each region. These are swept into the opposite one by the increasingly
A Si Microstrip Detector 55
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Figure 3.1: Charge Distribution In a p-n Junction
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favourable potential difference, so forming a thermally-generated current, re­
ferred to as the “leakage current” , flowing in the opposite direction to the dif­
fusion current. Since therm al generation, being the source of this current, is 
a  relatively improbable event a t normal tem peratures, this current is indepen­
dent of potential difference within the working region of the diode and remains 
constant for a constant tem perature. Equilibrium is therefore reached when the 
diffusion current has decreased to such an extent tha t the opposing currents are 
equal. The size of the depletion zone is therefore only a fraction of the total 
device thickness and is tem perature dependent.
The diffusion current and therefore also the equilibrium size of the depletion 
zone, can be altered by biasing the charge carrier distribution by applying a 
potential difference. If the potential is applied across the junction such that the 
more negative value is connected to the p-type side, then the diffusion current 
is decreased. This is known as “reverse biasing the junction” .
Here, the battery, having a larger potential difference than the contact po­
tential of an isolated junction, charges it up like any parallel plate capacitor. In 
this case, the non-conducting dielectric is the depletion zone and the boundaries 
between the depletion zone and the conventional p /n-type semiconductor are 
the capacitor plates. FIGURE (3.2) shows the increased region of space-charge 
formed, together with the corresponding change in the electric field and charge 
density distributions.
Unlike conventional capacitors, the thickness of the dielectric medium chan­
ges as the potential increases. In this case, the electrons fed into the junction by 
the battery  at the p-type side combine with the m ajority carrier holes nearest 
the depletion zone, so forming more of the immobile space charge tha t con-
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Figure 3.2: Charge Distribution Across a Biased p-n Junction.
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stitutes the depletion zone. Similarly, the charge induced on the n-type side, 
by this build-up on the p-type side, forces an equivalent amount of majority 
electrons out of the junction and the remaining space-charge again constitutes 
a  corresponding increase in depletion .zone thickness* Equilibrium is  reached 
when the potential across the depletion zone equals tha t of the battery. At 
this point, the only current that is flowing is the therm al current and a very 
small diffusion current and the equilibrium is maintained by the battery. For 
the particular case of a potential large enough to force the depletion zone to 
extend across the entire junction, there is no diffusion current since there are no 
mobile charge carriers left in the junction. At this point the junction is “fully 
depleted” .
Radiation passing through the depleted detector generates charge at the 
electrodes as described in §3.1. FIGURE(3.3) illustrates the charge pulse in­
duced on the p -  electrode by an electron-hole pair conceived at some arbitrary 
position within the depletion zone. The shape of this charge pulse will vary 
with the initial position of the electron-hole pair, since their drift velocity will 
be determined by how strong the electric field is at tha t point. In turn, this 
velocity determines the rate of change of the charge induced at the depletion 
zone edges and therefore the gradient of the leading edge. A further compli­
cation is tha t at normal tem peratures, electrons have a larger mobility than 
holes, so there is no symmetry of motion about the centre of the depletion zone. 
The resultant output pulse is a superposition of the charge induced by the mi­
gration of each individual electron-hole pair created. The to tal charge induced 
at either one of the zone edges however, is constant and independent of initial 
position, providing that all charge is collected. In any real situation though, the 
charge leaks off the detector electrodes, at a rate determined by the resistance
A  Si Microstrip Detector 59
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of the external circuit. For this reason, any practical junction detector has a 
large resistor inserted between the bias supply and the detector itself, so that 
capacitive leakage is minimised within the charging time of the detector.
3,3 A P ractica l Strip D etec to r
For any practical application there are various considerations in optimising the 
operation of a strip detector. They can be summarised as follows:
( 1 ) An energy gap small enough to yield a large number of electron-hole 
pairs from the impinging radiation is needed to produce a large number of e- - 
h+ pairs. The practical limit is that set by the corresponding increase in leakage 
current as the gap is reduced.
(2) High resistivity is required. The electric field gradient across the deple­
tion zone is dependent on the space charge concentration within it and so, on 
the resistivity. To obtain good timing, a larger potential difference than that 
required to reach full depletion, is applied. There is a physical limit on the 
degree of over-biasing which may be applied, however. The larger the electric 
field, the faster the charge carriers accelerate. To retain equilibrium, the lattice 
must absorb the extra kinetic energy that the charge carriers gain from the 
field. There is however, a finite limit on the rate at which such absorbtion can 
take place. Above this, a non-equilibrium situation develops where the carriers 
cease to exhibit the thermal velocity characteristic of the lattice tem perature, 
but rather adopt a Boltzmann distributed velocity distribution, in accordance 
with the absorption probability distribution of the carrier energy by the lattice. 
At this point, the charge carriers are known as “hot” . Due to the increased 
friction term  associated with the lattice at this point, carrier mobility decreases
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and the rate of change of drift velocity with electric field departs from the linear 
relationship observed at equilibrium At a tem perature of 300 K and for electric 
fields between 10s 106 V .m —1 mobility varies approximately with the square 
root of the  electric field.
A second consideration when raising the applied voltage, is the increase in 
the therm al noise contribution. Thermal noise is a measure of the fluctuations 
in the voltage signal induced in the detector, due to the interm ittent bunching of 
charge carriers, purely because of the variance of their velocity distribution. For 
hot carriers, this effect will therefore be particularly evident. This is detrimental 
to the signalmoise ratio.
Cooling the detector can hinder the rate at which mobility falls and thermal 
noise rises with electric field, by increasing the rate at which the lattice can 
radiate the excess energy into the surroundings. However, above electric field 
values of the order of 106 V .m -1 , mobility varies inversely with field and drift 
velocity reaches its maximum value. Carrier velocity is said to be “saturated” 
at this point. The exact magnitude of the electric field, when saturation occurs, 
is tem perature dependent and the hole saturation velocity is more sensitive to 
tem perature effects than that of an electron. The reason saturation occurs is 
tha t at this point, the charge carriers have gained enough energy to excite the 
optical modes of the lattice. Excess carrier kinetic energy can be efficiently 
mopped up, with the higher energy carriers simply causing a higher energy 
excitation. Finally, at ~108 V .m -1, junction breakdown is reached.
It is therefore desirable to minimise the field gradient so that performance 
at the high field end is not compromised too much, before the field at the low 
field end has been adequately boosted. In practice however, it should be noted
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th a t breakdown occurs at much lower fields than 108 V .m -1 . In high resistivity 
materials, this is due to breakdown at the resistive contacts, [1 2 ], while in lower 
resistivity detectors, where the field built up across the semiconductor-metal 
interface isn ’t as abrupt, the high field densities which can  build up a t the 
detector surface determine the upper limit. Thus lower resistivity detectors 
with overbias capability generally provide the fastest overall charge collection 
and therefore the best timing.
(3)A high purity material and therefore high resistivity, is required to stem 
the effects of recombination and trapping, which occur at impurity centres and 
lattice defects. Recombination refers to charge capture before complete collec­
tion occurs and so, reduces the charge collection efficiency. In trapping, charge 
capture also occurs, but only for a finite period. The trapped carriers may ei­
ther be released to contribute further up the leading edge, or on the falling edge 
of the induced pulse. Pulse height can therefore be reduced, but the overall 
charge collection efficiency remains unchanged. In any real situation however, 
the distinction between the two is less apparent since relaxation mechanisms, 
which bring the system back to thermal equilibrium, become significant after 
some finite time. The net effect is a distortion of the leading edge of the current 
pulse and a reduction of the signalmoise ratio.
(4) Large electron and hole mobilities are needed to give efficient charge 
collection and fast risetime. It is also the case in a realistic strip detector, that 
vastly different impurity concentrations are used to fabricate the junction. Con­
ventionally, p-type dopant is injected into high resistivity n-type material. The 
depletion zone therefore lies mainly in the n-type region and carrier transport 
properties are essentially determined by the n-type region. The electric field
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for such a junction, can be approximated to tha t shown in FIGURE(3.4). For 
the case of the applied bias being more than  tha t required for full depletion, 
a constant electric field, analogous to tha t seen across a conventional parallel 
plate capacitor, is superimposed on the approxim ately linearly increasing field 
observed in the depletion zone.
A detector with different dopant concentrations forming the junction can prove 
advantageous when the junction is less than  fully depleted. W ith a negligi­
bly small thickness, the p-type region will always provide a thin window for the 
impinging radiation, irrespective of bias voltage. Thus, the depletion zone thick­
ness can be altered with an insignificant change in the scattering contribution 
from the window.
3.4 D etec to r  Specifications
The detector chosen for tests was a “Silicon Planar Totally Depleted Ion Im­
planted Detector; P on N High Resistivity Silicon” , supplied by MICRON 
SEMICONDUCTOR. It has the following specifications;
TOTAL DETECTOR AREA : 50mm X 50 mm.
NUMBER OF STRIP CHANNELS : 25.
AREA OF A SINGLE STRIP : 50 mm long X 2 mm wide.
BIAS REQUIRED FOR FULL DEPLETION : -90V.
MAXIMUM OVERBIASING CAPABILITIES : 50% over full depletion. 
CONNECTIONS: 34-way pin connector,
incorporating seven common 
A.C. grounds and two isolated 
D.C. grounds.
A Si Microstrip Detector
( t«VD)*
<r£
/Ti©0©©© ©©©©© 
©0 ©©©
/K
r u
o
111 s o o
Figure 3.4: Electric Field Across A p-n Junction ; pn << Pp
= 
El
ec
tri
c 
Fi
eld
 
(V
/M
)
= 
C
ha
rg
e 
D
en
si
ty
 
( C
.m
 
3 
)
= 
D
is
ta
nc
e 
Int
o 
Th
e 
Ju
nc
tio
n 
(u
m
)
= 
Th
e 
C
en
tre
 
of 
Th
e 
D
ep
le
tio
n 
Z
on
e 
= 
Th
e 
T
ot
al
 T
hi
ck
ne
ss
 
of 
Th
e 
D
et
ec
to
r
A  Si Microstrip Detector 65
INTRINSIC RISETIM E OF DETECTOR: 50 ns.
The associated resistivity of the n-type material and the detector capacitance 
ran be mimlated "from "the nhove information. Assuming a step function can 
approximate the charge distribution, as detailed in §3 .2 , and tha t the contribu­
tion of the p-type region is of negligible thickness, the resistivity can be shown 
to be given from the following formula [13];
d2
p" -  5— T i n  (3-2)2 efin | Vfd I
where pn is the resistivity of the p-type region (f2.m) , 
d is the detector thickness (=  500/xm),
V fd is the minimum bias for which the junction is fully 
depleted (=  -90V), 
e is the perm ittivity of the dielectric.This is essentially
that of intrinsic silicon ( =  11.9eo ,=  1.05 x 10-1° C2 .N- 1 .m-2). 
and fin is the electron mobility at 300K (=  0.135 m 2 .V_1 .s_1).
This gives a value of 97.6 fi.m for the resistivity.
The detector capacitance is given simply by the conventional formula for a 
parallel plate capacitor;
C = e- f  (3.3)
where C is the capacitance (pF),
A is the strip area (=  10~ 4 m2) 
and d and e are as before.
The resulting capacitance is 21.1pF.
This however is not the only capacitance of consequence. Stray capacitance
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from cabling and other electronics and edge effects from the detector itself 
produces a much larger total effective capacitance of around 60pF.
Each detector strip has a typical leakage current of ~  200 nA, if operated 
■aTOimd Toom tem peratu re . The detectoT was however rad ia tio n  dam aged an d  
the leakage current is a factor of ~10 smaller for a virgin device. Using a 
radiation damaged detector is an accurate representation of the conditions under 
which the detector must operate, since crystalline materials are highly sensitive 
to radiation damage and it would be useful to extend the detector life as much 
as possible, before breakdown ultimately occurs. Therefore the signal:noise 
ratio obtained in any strip detector design must still provide a clear separation 
between signals and noise, when the detector leakage current is increased.
Other im portant factors pertaining to silicon itself are;
DENSITY OF SILICON: 2.33 g.cm " 3 at 300K.
COLLISION STOPPING POW ER FOR A MINIMUM IONISING PARTICLE 
OF GREATER THAN 100 MeV: about 2 MeV.cm2. g-1 , increasing
very slowly with energy.
Detailed in FIGURE(3.5), is a graph of differential energy loss, dE /dx , for 
electrons in silicon plotted against the electron energy, while FIGURE(3.6) de­
tails electron energy versus range in silicon.
3.5 P r e -A m p  Specifications
Unlike a scintillator/photom utiplier configuration, a strip detector has no intrin­
sic gain. Gain and shaping are therefore facilitated by an amplification system. 
The first stage of this is the pre-amp, which ordinarily provides the correct load
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resistance for the detector and primary shaping and gain, to best enhance the 
signal:noise ratio. The one employed here has been developed at the Ruther­
ford Appleton Laboratory (RAL) specifically for this type of detector [14]. It 
is a  charge -sensitive pre-amp. A current sensitive pre-amp, which a t  first sight 
appears to be the best kind of pre-amp for fast timing, was rejected due to the 
high leakage current and high capacitance of the detector. The large leakage 
current results in a signahnoise ratio which cannot provide a clear separation 
between signals and noise in current mode. The high detector capacitance, to­
gether with the detector and cable resistances and the input resistance of the 
pre-amp forms an RC time constant which determines the rate at which the 
charge leaks off the detector. For a pre-amp to be current sensitive, this must 
be small compared to the risetime of the charge pulse, so tha t the charge does 
not have time to accumulate on the detector electrodes. W ith a total effective 
detector capacitance of 60 pF and a risetime of 50 ns, the maximum acceptable 
resistance is a few f i’s. However, for the high frequency components of the 
current pulse, an input resistance of a few f2’s is difficult to attain. A current 
sensitive configuration is therefore, difficult to implement.
A charge sensitive configuration integrates the charge carried on the incom­
ing pulse on a feedback capacitor. It is used in preference to a voltage sensitive 
pre-amp because the output voltage of a charge sensitive pre-amp is dependent 
on the value of the feedback capacitor, not on detector capacitance and is given
by
v» = §-f , (3-4)
where VQ is the output voltage,
Q is the charge built up on the detector 
and C/ is the feedback capacitance.
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A voltage sensitive pre-amp, because it is dependent on detector capacitance, 
is subject to variations in output voltage. Even in a fully depleted detector, 
where the  depletion zone thickness is not tem perature dependent iioirrst order, 
tem perature dependent fluctuations in depletion zone thickness and therefore 
capacitance are caused by changes to the detector surface states. A voltage 
sensitive pre-amp is however advantageous, when the intrinsic risetime of any 
charge sensitive pre-amp is greater than that of the detector pulse and there­
fore degrades the rising edge of the pulse, which is undesirable in fast timing 
applications. For the pre-amp used here it can be shown, [15], tha t the intrinsic 
pre-amp risetime is given by the following equation;
r  = (3.5)
* ^ ° ( c Dic j  )
where r  is the 0 —> 37% risetime,
C/ is the feedback capacitance =  2.2 pF,
Ao is the amplifier open loop gain =  2500, 
r  =  0.5 ps is the RC time constant of the amplifier, 
and Cp is the sum of detector and detector to pre-amp connections capaci­
tances 60 pF.
The intrinsic risetime of the charge sensitive pre-amp is therefore ~  12 ns, 
10% —> 90% . This risetime is significantly less than the intrinsic detector 
output pulse risetime. In this case, a voltage sensitive pre-amp would therefore 
offer no advantage. Indeed, since from EQUATION(3.4), output voltage in 
the charge sensitive pre-amp is inversely proportional to the capacitance of the 
feedback loop, a factor of two increase in gain could be achieved by halving the
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value of the feedback capacitor without degrading the risetime. This can be 
achieved since the resultant factor of two increase in the amplifier risetime to 
24 ns, by EQUATION (3.5), is still less than the detector output pulse risetime. 
There is no advantage in reducing the  feedback capacitance to  less th an  1 j>F, 
because stray capacitances would then contribute significantly to the value of the 
feedback capacitance and since stray capacitances are not necessarily constant, 
the gain of the circuit would vary.
A further advantage of increasing the amplification is tha t noise increases 
as the square root of the amplifier bandwidth. Clearly, the smaller the intrinsic 
pre-amp risetime, the larger the bandwidth must be, so it would be desirable 
to limit the bandwidth to no greater than the width required to reproduce 
the intrinsic detector output pulse risetime. For a factor of 2  increase in the 
intrinsic pre-amp risetime, the expected improvement in the signalinoise ratio, 
when other noise sources are considered, will be less than 1.4. This is not large 
enough to justify the difficulty of altering the surface mounted RAL 108 board 
for the tests, but should be kept in mind, if the questions of gain and signalinoise 
become paramount.
The charge sensitive pre-amp circuit is mounted on a thick film hybrid board 
designated “RAL108B”, which has been designed to provide high density cir­
cuitry in accordance with the silicon strip detector dimensions. It has the 
following specifications;
SENSITIVITY: 20 mV/M eV.
NOISE: 3 keV FWHM (330 electrons rms) at 0 pF.
NOISE SLOPE: 90 eV /pF.
INPUT CAPACITANCE: 0 300 pF.
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DYNAMIC RANGE 0 -+ 200 MeV (± 4  V).
INTEGRAL NON-LINEARITY: 1%
OUTPUT IMPEDANCE: 100 Cl (AC coupled).
IN PU T  PULSE POLARITY: Positive.
FEEDBACK IMPEDANCE: R ,= 23  MCI.
The “m otherboard” onto which 25 “RAL108B” hybrids are mounted, to 
make a 25 channel pre-amp board, houses the peripheral electronics required 
for each hybrid. It incorporates a D.C. coupled bias supply for the strip de­
tector, A.C. coupled test input and an A.C. coupled pre-amplifier signal input 
and output. Detector to pre-amplifier connection is through a 34-way ribbon 
cable of minimal length to minimise capacitance. The “RAL 108B” hybrid and 
motherboard is illustrated in FIGURE (3.7) for one channel. The output signal 
1 0 0 % —> 63% decay time is determined by R /C / and equals about 50 fis.
3.6 W alk In d ep en d en t T im in g  R eso lu tio n  o f  
th e  D etec to r  and A m p lify in g  S ystem .
The detector and pre-amp do not constitute the whole of the timing circuit. 
Further shaping and amplification must be provided to best suit the applica­
tion. The type of shaping constants applied are dependent on whether good 
timing or good energy resolution is the primary aim, since the two are generally 
mutually exclusive. If energy resolution is the prime consideration, then a large 
integration time is used to integrate over most of the pre-amp output pulse, 
so tha t the integrated pulse has a better signahnoise ratio and therefore better 
resolution. The optimum integration time is determined by the pre-amp output
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Figure 3.7: The RAL108B Hybrid and Motherboard; One Channel.
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signal decay time and the signalinoise ratio. Normally it is much larger than 
the risetime of the pre-amp output pulse, so tha t this kind of amplification is 
undesirable for fast timing applications.
For good timing, a small amount of integration is desirable, to smooth over 
the high frequency noise components on the rising edge of the pre-amp output 
pulse, so tha t jitte r, in the discriminator tha t the output pulse is fed into, is 
minimised. The upper limit however is determined by the risetime of the pulse, 
which must be maintained since the magnitude of the jitte r varies inversely with 
the gradient of the rising edge of the pulse. This compromise results in a reduced 
signaknoise ratio, when compared with the longer integration times discussed 
above, but a minimal loss of timing resolution due to jitte r. Differentiation 
is also applied at this stage to clip the exponential tail pulse of the pre-amp 
output pulse. This reduces low frequency noise and in cases where the rate is 
large, reduces pulse pile-up.
In the following tests, the signaknoise ratio and timing resolution of the 
strip detector and its amplifying system are investigated, to ascertain whether 
this strip detector is a suitable choice for a focal-plane detector. The best 
amplifier shaping constants for the strip detector are therefore first determined 
for optimum timing and signalinoise ratio.
The source used in the tests is 207Bi. The decay scheme is detailed in FIG­
URE (2.5). B aF 2 scintillator, coupled to a photomutiplier, was chosen for a stop 
detector in the timing tests. Being an efficient 7  detector, the two step emis­
sion process of the source and the probability of internal conversion at either of 
these stages can be exploited to give electron 7  coincidences for a range of pulse 
heights recorded in the strip detector. In this way, the timing resolution of the
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detector for minimum-ionising 100 MeV electrons can be compared with the 
timing resolution obtained for electrons which deposit larger amounts of energy 
in the strip detector and the effect of the signaknoise ratio on timing resolution 
can be estimated for the strip detector and amplifying system. This is use­
ful for determining how good the strip detector and amplifying system timing 
resolution is, with minimum-ionising electrons, in a typical noise environment, 
relative to how good the timing resolution could be, if a better signaknoise ratio 
could be attained. The optimum timing resolution for the strip detector system 
will also therefore be extrapolated from the results.
3.6.1 Procedure
The source is uncollimated and positioned 8  mm from the detector. The detector 
and pre-amp were connected together with a 100 mm long ribbon cable. This 
was all mounted in an lmm-thick-Al box with dimensions 27 mm x 420 mm 
x 210 mm, with a 0.1 mm thick x 50mm x 50 mm thin window in the lid, 
directly above the strip detector. This box was used to keep the strip detector 
light tight and to reduce radiative pick-up in the circuitry. To accomplish this 
effectively, the box dimensions were kept small. NIM output cabling was used 
rather than  the more conventional twisted pair cabling. It was observed to be 
less susceptible to radiative pick-up.
The pre-amp output was fed into a FAN IN, FAN OUT. Although the 100 fl 
pre-amp output, connected to a 50 Q, cable and a 50 Cl input at the FAN IN, 
FAN OUT, constitutes an impedance mismatch, any reflections consequently 
introduced were observed to be insignificant.
Two signals were output from the FAN IN, FAN OUT. One was used to
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record a pulse height spectrum of the source in the strip detector; the other to 
trigger a logic pulse in a discriminator for a coincidence test. The electronic 
setups for recording these spectra were based on NIM and CAMAC units. The 
CAMAC units interface with a VME computer. The data were read out by the 
computer using the ACQU system, [10] and transferred to a VAX for display. 
In this way, m ultiparam eter graphs can be formed from the data collected. The 
set-up is shown in FIGURE (3.8). The reasons for this particular layout are as 
follows;
(1) To study the pulse height spectrum, the pre-amp output was fed into 
a CAMAC peak-sensing ADC (Analogue to Digital Convertor) via a shaping 
amplifier. The shaping constant giving the best energy resolution was experi­
mentally found to be 0.5 /is.
(2) To study the timing, the strip detector signals were fed into an LED 
(Leading Edge Discriminator), via a fast timing filter amplifier (TFA). The 
TFA integration time ( = 1 0  ns) was adjusted to remove high frequency noise, 
without affecting the risetime of the leading edge. The differentiation time (=  
2 0 0  ns) was chosen to be the minimum value consistent with a low loss of gain. 
The LED output pulse was then used to trigger a gate which was used as an 
in terrupt, to initialize data recording in the computer. The gate was self-latched 
and then reset by the computer after the readout of each event was completed. 
The gate output was shaped and fanned out to provide triggers for the necessary 
CAMAC/NIM units. One output was used as a start signal for a CAMAC TDC 
(Time to Digital Convertor.). To avoid walk due to the various pulse heights 
from the BaF 2 , the stop signal for the TDC was provided by a CFD (Constant 
Fraction Discriminator), triggered by the fast component of the output pulse
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Figure 3.8: Circuit Diagram for the Test Described in §3.6.1.
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of the B aF 2 scintillator. The B aF 2 was placed directly above the thin window 
in the box and was thick enough to fully absorb most of of the 570 keV 7 ’s 
and also some of the 1.063 MeV 7 ’s. Triggering of the CFD on the jagged 
edges of the signal was alleviated by setting the CFD output pulse width to 1 
ps. The scintillator/photom ultiplier and discriminator combined were expected 
to provide subnanosecond timing and therefore contribute a negligible amount 
to the width of the co-incidence time spectrum. However, this statem ent will 
be verified experimentally. The BaF2 pulse height spectrum was also recorded 
by feeding the output from the photomutiplier directly into a charge sensitive 
ADC. The ADC gate pulse was 1 ps and was provided from a coincidence of the 
scintillator CFD and the trigger given by the strip detector. The scintillator 
CFD pulse was timed to follow the strip detector trigger. In this way, timing of 
the B aF2 pulse was fixed relative to the ADC gate and did not depend on the 
strip detector LED output, which is prone to sizeable walk. The same principle 
was applied to provide a steady gate pulse for a charge sensitive ADC which 
recorded the strip detector TFA output; the strip detector TFA output was fed 
into a CFD with a lower threshold than the LED. The ADC gate was supplied 
from a coincidence between the strip detector CFD and the trigger given by the 
strip detector LED, where the CFD pulse followed the trigger. The same gate 
pulse was used for the peak sensing ADC.
Corrections for walk in the strip detector LED were applied off-line using 
the formula, [16];
tc = t - r ^ (  1 - “ ), (3-6)
where t c is the walk-corrected trigger time, 
t is the time recorded in the TDC,
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r is the risetime of the signal, 
aQ is the discriminator threshold, 
and a is the amplitude of the pulse in the strip detector.
This formula gives a reasonable first order walk correction, although, it is better 
to vary the product r.y/a^ as an empirical param eter with values in the region 
of the true risetime and threshold, until the best result is obtained, [17].
It was found tha t the signal from the strip detector exhibited significant 
noise. The main causes of this noise were earth loops, impedance mismatches 
and radiative pick-up. Before proceeding therefore, methods of reducing noise 
were investigated. Most improvement resulted from;
( 1 ) Fastening a large copper braid between the voltage supply for the pre-amp, 
the voltage supply for the photomutiplier, the oscilloscope and the NIM and 
CAMAC crates.
(2) Ensuring tha t each input and output was correctly term inated with 50 Q, 
to m atch the NIM cabling used in all connections between the units.
(3) Use of a filter on the mains power supply lines.
(4) A layer of A1 radiative shielding and a toroid on the pre-amp D.C. power 
supply.
(5) Keeping cables short.
Reduction of such noise is very time consuming and since every noise en­
vironment is different, the particular methods employed in one environment 
cannot be guaranteed to work as effectively in another. The present set-up was 
tested for noise in several environments. The methods employed here for noise
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reduction were sufficient to remove the major contributions to noise, indepen­
dent of environment. There still remained however, several minor contributions 
to noise. No further attem pt was made to obtain further noise reduction in 
order to give a realistic picture of the signaknoise ratio tha t can be attained 
with a reasonable effort. It may be that considerable work will be needed to 
reduce the noise in the environment near the tagging spectrometer in Mainz.
3.6.2 R esults
The internal conversion electrons of the 570 keV de-excitation have, as seen in 
FIGURE (3.6), a mean range in silicon of 660 pm  for the k-conversion electrons 
and 760 pm  for the 1-conversion. These electrons have a differential energy 
loss higher than tha t of a minimum-ionising particle. Further, the average 
pathlength is greater than detector thickness due to non-normal incidence from 
the uncollimated source and scattering. Using the Gaussian approximation for 
multiple Coulomb scattering for relativistic electrons, [18];
13.6 x t
Q -  — 7T (3-7)E  x
where 0 is the RMS scattering angle in radians, 
t is the thickness in radiation lengths,
E is the energy of the electron in MeV 
and (3 is the ratio of the particle velocity to the speed of light; 
a 481.7 keV electron has a mean scattering angle of 13° in the detector. For 
a 481.7 keV electron to be stopped in the detector, the required deviation of 
an electron from the ‘straight through’ trajectory is 41° to the normal of the 
detector surface. This means tha t about half of the electrons incident on the 
detector surface at an angle greater than 28° to the normal are stopped, if
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scattering adds to the total deviation in the electron trajectory away from the 
normal.
The conversion electrons of the 1063 keV transition are less easily cate­
gorised. They have a range in the detector of ~  1650 pm  for a 975.1 keV 
k-conversion electron. FIGURE(3.5) indicates tha t any electron that exits the 
detector with an energy of more than ~700 keV, can be regarded as minimum- 
ionising. W ith dE /dX  =  360 eV /p m  at 1 Mev , the 1.063 MeV 7  conversion 
electrons, travelling normal to the detector surface, can therefore be expected 
to lose an average of 180 keV within the detector thickness, exiting with an en­
ergy of ~795 keV for the k-conversion electrons and ~ 8 6 8  keV for 1-conversion 
electrons. However, when scattering and non-normal incidence are considered, 
there is a high probability of these electrons depositing more than 180 keV, 
with some of them stopping. From EQUATION (3.7), a 975 keV electron has a 
mean scattering angle of 4°. Therefore the 1.063 MeV conversion electrons will 
have a deposited energy distribution in the strip detector which mainly reflects 
the probability distribution of non-normal incident angles. The most proba­
ble incident angle is determined by source to detector geometry. The detector 
strip width limits the incident angle to a maximum of 14° to the normal in 
the relevant plane. The detector strip length limits the incident angles in the 
relevant plane to 75 0 at most. Another factor in the strip detector pulse height 
spectrum , is the possibility of the electrons back-scattering out of the detector. 
There is a 30 % probability of backscatter in this thickness of silicon at this 
energy. This is particularly apparent below 200 keV, where the pulse height 
decreases more slowly to zero than would be expected, if the sole contribution 
to the pulse height at this point was minimum-ionising electrons, which pass 
straight through the detector.
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The features of the 207Bi pulse height spectrum in the strip detector are 
observed in FIGURE (3.9) (solid line). This spectrum was recorded, via a 
shaping amplifier, in the peak-sensing ADC shown in FIGURE (3.8). The 
k and 1 conversion electron peaks of the 570 keV and 1.063 MeV transitions 
are clearly resolved. The 570 keV peaks ride on the energy distribution curve 
produced by the higher energy electrons which do not stop in the detector. The 
area under the k and 1 full energy peaks of the 1.063 MeV conversion electrons, 
relative to the area under the continuous distribution (even allowing for the 
contribution to the lower energy end from back-scattering) is indicative of how 
improbable large pathlengths in the detector are.
The calibration, which relates the channel number to the energy deposited in 
keV, is superimposed on the spectrum. This was obtained by plotting the known 
energies from the source listed in FIGURE (2.5), against the corresponding 
channels where the full energy peaks are observed. From the calibration, the 
most probable energy deposited by minimum-ionising electrons is 209 keV.
The FWHM (Full W idth Half Maximum) of the peaks are listed in FIGURE 
(3.9). The width of these peaks are a good indication of the energy resolution 
of the detector and the associated signal electronics for electrons at this energy, 
since conversion electrons are intrinsically monoenergetic.
The dashed line in FIGURE (3.9) shows the noise spectrum, superimposed 
on the signal pulse height spectrum. This was recorded in a separate test, 
where the only difference from the set-up outlined in §3.6.1 was the removal of 
the source and lowering of the strip detector LED to ~140 keV.
There is no well defined boundary between signals and noise in the pulse 
height spectrum. However, there is a valley between the noise and the signal
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Figure 3.9: The Strip Detector Pulse Height Spectrum; Recorded via the Shaping 
Amp.
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spectra. The energy at which this valley reaches its lowest point is ~180 keV, 
where the noise count rate equals the signal count rate. The signaknoise ratio 
observed in the TFA output, when fed into a charge sensitive ADC, was also 
examined, since the signaknoise ratio is degraded in a. setup for good timing 
resolution. Very little difference was observed in the position of the valley, with 
a shift of ~10 keV, so any conclusions drawn for the shaping amplifier output 
could equally well apply to the TFA output. The discriminator was therefore 
set at ~180 keV, to cut out the largest amount of noise for the smallest loss 
of signals, so this valley is cut off in the signal pulse height spectrum. Below 
180 keV, the noise spectrum, explored with an ORTEC 7450 Multichannel An­
alyzer, rises rapidly with decreasing energy, reaching a rate of < 600 Hz at ~50 
keV. In this test, the smallest and most frequent noise pulses were cut off with 
the multichannel analyzer’s built-in discriminator, to reduce the analyzer dead 
time. Dead time was ~2%  for this measurement. Above 180 keV, the noise 
spectrum decreases very quickly to near zero and does not contribute signifi­
cantly to the observed pulse height spectra. The 207Bi source count rate for 
this experiment was ~ 4  Hz. For a 207Bi source, with a rate equal to the desired 
1 MHz frequency/strip in the tagger focal-plane, the valley in the pulse height 
spectrum would occur below 50 keV. It can be shown, [19], tha t the energy 
deposited by a minimum ionising electron in a detector is Landau distributed, 
peaking at the most probable energy deposited by the electron in the detector. 
The integrated Landau distribution is shown in FIGURE (3.10) and can be 
used to predict the percentage of electrons which will deposit above a certain 
energy in the strip detector. The distribution is plotted in terms of probability 
P(<^ >), against <j>\
I E  Bprob o\
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where E is the energy deposited in the strip detector (MeV),
W (=  8.71 x  10- 3 MeV)is given in EQUATION (3.9) 
and Eproft (~  0.220 MeV) is the most probable energy deposited in the strip 
detector, given in EQUATION {3,10},
0.15 Z z 2x
w  = — p J T  (3'9)
where z is the charge of the particle (units of e: =  1 ), 
me is the particle mass (units of me: =  1 ),
Z is the Si atomic number (=  14),
A is the Si mass number (=  28.09 a.m .u.), 
v is the particle velocity (units of c: ~  1 ),
(3 is electron velocity/the speed of light ( =  0.9999871) 
and x is the detector thickness (=  0.1165 gem-2).
* * *  = W ln ( 2p ^ p  (3-10)
where Emax is the maximum energy deposited in the detector (~4W ),
I is the Si ionisation potential (=  173 eV,[13]) 
and all other variables are as in EQUATION (3.9).
From FIGURE(3.10), <C 1% of electrons deposit an energy less than -3 W of the 
most probable energy, i.e. <  1% deposit <  188 keV. It can be concluded that 
the signaknoise ratio is adequate to separate the ~220 keV minimum-ionising 
peak, th a t would be obtained from a tagger electron of 100 MeV, from the 
noise. The shaped timing amplifier signal could therefore be operated simply 
with a discriminator to filter out noise, while still retaining negligible loss of 
genuine signals, provided tha t all extraneous noise in the vicinity of the focal- 
plane can be similarly quashed and background is negligible. The co-incidence
PO
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Figure 3.11: Pulse Height Spectrum in Gated on Coincident Pulses.
mode employed to enhance the performance of the present focal-plane system 
will therefore not be required.
FIGURE (3.11) displays the energy spectrum of B aF2 . The peaks from the 
two prominent 7  emissions of the source are clearly observed. Graph (a) high­
lights the 570 keV 7  peak observed at channel 103, while Graph (b) highlights 
the 1.063 MeV 7  at channel 145. The ratio of these peaks is not consistent 
with the relative 7  intensities listed in FIGURE (2.1). The 1.063 MeV 7  is 
suppressed. There are two main reasons for the appearance of this spectrum. 
One is tha t the 1.063 MeV 7 ?s have an attenuation length much larger than 
th a t of the B aF 2 scintillator thickness, so tha t the m ajority of 1.063 MeV 7 *s 
do not contribute to the full energy peak. The attenuation length is shorter for 
the 570 keV 7 ’s, for which the full energy peak fraction is larger. This rides on
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the Compton distribution from the 1.063 MeV 7 ’s. The lower part of the pulse 
height distribution is cut off by the CFD.
The other reason for the appearance of the spectrum is that it is gated by 
ihe £lxip Aetocior pulses, described .above. The decay .scheme eon strains a  
coincidence to be formed either when a 570 keV 7  cascades with an internally 
converted electron from the 1.063 MeV 7 , or when a 1.063 MeV 7  cascades with 
an internally converted electron from a 570 keV 7 . The ratio of the probabilities 
of these coincidences is therefore given by the ratio of their internal conversion 
coefficients. Thus a 570 keV 7  in coincidence with a 1.063 MeV internal con­
version is ~ 6  times more likely than a 1.063 MeV 7  in coincidence with a 570 
keV internal conversion.
FIGURE(3.12) shows the pulse height in the BaF2 against the pulse height in 
the strip detector. GRAPH (a) highlights the 1.063 MeV 7  peak in the BaF2 and 
Graph(b) highlights the 570 keV 7  peak. These graphs are a direct reflection 
of the possible paths to co-incidence, in accordance with the decay scheme. 
Consequently, this indicates that most of the coincidences are concentrated 
around the 570 keV 7 -peak of the BaF2 and at the low energy end in the 
strip detector, below the 570 keV conversion electron peaks. In REGION (A), 
the coincidences are due to those 7 ’s which have not been fully absorbed in 
BaF2. In the BaF2 spectrum (FIGURE (3.11)), counts in this region mainly 
arise from the 1.063MeV 7 ’s. However in the 2D spectrum shown here, the 
higher probability of higher energy 7 ’s depositing less than their full energy, is 
counterbalanced by the higher probability of co-incidence associated with the 
IMeV electron/570 keV 7  cascade. Therefore all features of the strip detector 
spectrum are present.
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In REGION (B), all features of the strip detector spectrum  are again evident. 
The 570keV conversion electron peak in the strip detector, although constrained 
to coincide with a 1.063 Mev 7 , is seen within this ridge because the 570 keV 7  
xides on the energy distribution curve of the higher energy 7 ’s.
In REGION (C) the strip detector spectrum  shows almost no 1.063 MeV 
conversion electron peak. The small peak which is observed is due to random 
coincidences. This region also has relatively fewer low pulse height events, 
where the electrons have passed straight through the strip detector. The only 
contributions to the continuum under the peaks in the strip detector in this 
region, are those 570 keV conversion electrons which have not stopped in the 
detector, back-scattered electrons and background
Due to the 2  ns risetime of the BaF2 output pulses and because a CFD is 
used, it is expected tha t walk with respect to the B aF 2 pulse height is small 
and tha t it contributes little to the overall timing resolution. To obtain a 
quantatitive measure of the extent of walk in the B aF 2 and how the system 
timing resolution varies with its pulse height, the TDC spectrum is examined 
first for the 570 keV region in the BaF2 and then for the 1.063 MeV region 
in the B aF 2 - In the lower pulse height region, the constraints to the possible 
paths to coincidence mean that the coincident electrons mostly have an energy 
of ~  1 MeV. It was observed in FIGURE (3.9) th a t the majority of 1.063 MeV 
conversion electrons in the strip detector are minimum-ionising and th a t the 
smaller pulses they induce are more affected by noise. Consequently, the TDC 
spectrum  for this cut is rather broad. For the 1.063 MeV region in BaF2 , almost 
all of the coincident electrons have ~500 keV energy and give a larger pulse in 
the silicon detector. Therefore the TDC spectrum  is narrower.
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Figure 3.13: Si- BaF2 Time Difference Spectra, fo r  500-570 keV  in the Strip 
Detector.
To avoid any dependence of the timing resolution on the constraints of the 
decay scheme, events were restricted to a narrow pulse height range in the strip 
detector. An interval of 500—>570 keV was chosen in the strip detector pulse 
height spectrum since it contained a reasonable number of pulses due to 570 
keV conversion electrons and 1.063 MeV conversion electrons. FIGURE (3.13) 
shows the results (GRAPH (a)), for the 1.063 MeV cut and GRAPH (b) for the 
570 keV cut in the BaF2 detector. Both peak at channel '■'-537, showing that 
there is little residual walk in the BaF2 CFD and both have a FWHM of 20 
ns, showing tha t the overall timing resolution is independent of the BaF2 pulse 
height.
FIGURE (3.14) shows pulse height in the strip detector against B aF2-Si 
time difference; GRAPH (a) highlights the 1.063 MeV conversion electron full
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Figure 3.14: Strip Detector Pulse Height vs S i-B aF 2 T im e Difference; No Walk 
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Figure 3.15: Si-BaF2 Time Difference: 1 channel= 0.25 ns
energy peak, while GRAPH (b) highlights the lower energy electrons. No walk 
corrections have been applied to the strip detector LED output at this stage. 
The smallest strip detector pulses are most affected by walk, as expected.
FIGURE (3.15) shows the TDC spectrum, covering the whole range of pos­
sible coincidences. W ith a Si start, events in the higher TDC channels, without 
applying walk corrections, imply larger pulses from the strip detector, since 
these trigger the LED relatively early. The structure evident in FIGURE (3.14) 
arises because of walk with strip detector pulse height and the structure of the 
strip detector spectrum in coincidence with the BaF2 . See FIGURE (3.12). 
The timing resolution obtained with electrons which do not stop and are close 
to minimum-ionising in the strip detector, therefore dominate the Si-BaF2 time 
difference spectrum. This is because, from FIGURE (3.12), coincidences involv-
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Figure 3.16: Strip Detector Pulse Height vs S i -B a F 2 T im e Difference; Walk 
Corrections Employed.
ing such electrons in the  strip  de tec to r  are the  m ost probable.
F IG U R E  (3.16) shows the  sam e spec trum  as F IG U R E  (3.15), b u t  with  walk 
corrections applied to the  LED using E Q U A T IO N  (3.6). T he  walk correction 
has been  applied with r =  250 and ac =  80. These  values were experim entally  
de te rm ined  to show the  best overall walk correction. However, a lthough this is 
observed to be effective at higher energies, walk below ~400  keV is still evident. 
This is due to inadequacies in the  simple walk correction of E Q U A T IO N  (3.6). 
A t te m p ts  to improve the  correction for small pulse heights, by ad jus ting  r and 
aQ, always resu lted  in a poorer correction at higher pulse heights, which becam e 
overcom pensated .
To ob ta in  results for the  walk independen t t im ing resolution of the  strip  
de tec to r ,  walk corrected  T D C  spectra  were m ade  for a series of narrow cuts  on
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Graph Cut (keV) FWHM Xnsl Peak Shift (ns)
17a 223.1 — 224.7 13.8 0 . 0
17b 231.3 — 232.9 14.3 1 . 0
1 7 c "239:5 —* “241.1 12X3 "5.3
17d 247.7 — 249.4 9.0 5.5
17e 258.4 — 260.1 7.5 7.3
18a 321.7 — 325.8 7.3 1 0 . 8
18b 403.9 — 408.0 5.5 13.0
18c 469.7 — 473.8 4.8 13.8
18d 551.9 — 556.0 4.0 14.0
18e 971.9— 976.0 3.3 14.0
18f 1043 — 1052 3.0 13.8
Table 3.1: Timing Resolution Obtained for a Series o f Cuts in the Strip Detector 
Spectrum
strip detector pulse height and are shown in FIGURES (3.17) and (3.18). The 
width of these cuts was taken to be 2  channels at low pulse heights. This was 
observed from FIGURE (3.16) to correspond to <0.2 ns walk contribution for 
pulse heights between 225 keV and 300 keV. Slightly wider cuts were used at 
higher energies, where the walk correction worked better, to improve statistics 
at pulse heights with lower count rates.
TABLE (3.1) lists the relative peak position and the peak width (FW HM), 
for each of the cuts shown in GRAPHS (3.17a) —» (3.18f). The peak widths are 
an indication of the resolution expected, if a CFD were used.
By plotting the FWHM of the peak width in TABLE (3.1) against the 
average energy of the cuts, a graph relating the walk independent resolution 
of the strip detector and its amplifying system, to the energy deposited in the
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Figure 3.17: Co-incidence Spectra, Cut A t Various Points In The Strip Detector
Spectrum: 1 Channel=0.25 ns.
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Figure 3.19: Time Resolution vs Pulse Height in the Strip Detector.
strip detector can be drawn. This is illustrated in FIGURE (3.19). The solid 
line is a polynomial fit to the data points.
3.7 T im in g  R eso lu tion  o f  th e  S y stem  w ith  Im ­
proved S ignahN oise
The results obtained in the previous section for the timing resolution of the 
system could be reproduced relatively easily. However, it is useful to know 
quantatively how much of an improvement in timing resolution can be gained 
by reducing the noise as much as possible.
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3.7.1 Procedure
The set-up used to record the pulse height spectrum from the strip detector 
is shown in FIGURE (3.20), while FIGURE (3.21) shows the timing circuit. 
T in s  was largely similar to the set-up off "§3.6 . An OUTEC 7430 “Multichannel 
Analyzer (MCA) was used instead of a CAMAC system and a transformer was 
placed between the output of the NIM system and the MCA, to reduce the 
noise introduced into the NIM system by the analyzer. The specifications for 
the transformer were 100 ns risetime, 8  ps fall time and a gain of 0.6. The 
TDC was replaced by a NIM Time To Amplitude Convertor (TAC). The start 
for the TAC was provided by a plastic scintillator, with dimensions 20 mm x 
2 0  mm x 2 mm thick, coupled to a small photomultiplier by a fish-tailed light- 
guide. The plastic scintillator was placed parallel to the strip detector surface 
and the scintillator surface centred on the middle of the detector surface. The 
dimensions of the scintillator were large enough to record any electron which 
passed through the strip detector with enough energy to trigger the scintillator 
discriminator. A scintillator of this thickness is an efficient electron detector, but 
has no significant contribution from the source 7 ’s in its pulse height spectrum. 
The risetime of the scintillator pulses was ~ 2  ns. This meant tha t using an 
LED did not contribute significantly to the overall timing resolution. The LED 
threshold was set just above the noise level, to minimise walk and retain most 
of the possible coincidences. The TAC stop came from the strip detector. The 
CFD was used on the strip detector, instead of an LED, to give walk free timing.
The source to detector perpendicular distance was 12 mm and the source 
was positioned at the centre of the strip. By sandwiching the strip detector 
between the source and the scintillator, the only coincidences which can be
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recorded correspond to those electrons that exit the strip detector with enough 
energy to produce a signal in the scintillator above the LED threshold. The 
average energy deposited in the strip detector at each recorded coincidence is 
therefore similar to the 230 keV average energy tha t a  minimum ionising 100 
—> 800 MeV tagger electron deposits in the strip detector.
3.7.2 R esults
Optimising the signal:noise ratio was a trial and error process, involving re­
placement of each cable and term inator used in the experiment one at a time, 
to ensure tha t none were defective; systematic removal of each NIM unit from 
the NIM crate, to isolate the sources of the remaining noise and placing torroids 
between various other points not already containing one. Most significantly a 
2.5 cm diameter toroid, placed between the pre-amp output and the TFA in­
pu t, removed a large part of the radiative pick-up. To eliminate earth  loops, 
all units were linked together with copper braid. The noise was reduced from 
the 180 keV observed in the previous section, to 100 keV. The noise spectrum 
was observed to decease very sharply in count ra te  towards this value. Above 
100 keV, the noise spectrum slowly tailed off and was insignificant. The CFD 
threshold was therefore set just above 100 keV. There was no clear distinction 
between signals and noise, since the spectrum extended below 100 keV. A small 
fraction of detector output pulses, produced by the source, were therefore cut 
off. However, as explained in §3.6, an insignificant loss of signals would be 
observed with this threshold for electrons recorded in the tagger focal-plane.
The 207Bi energy spectrum is shown for the strip detector gated on a co­
incidence pulse obtained from the two discriminator signals (FIGURE (3.22).
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An energy calibration was obtained from the conversion electron peaks observed 
in the strip detector spectrum, when gated only on its CFD, in the same way 
as that of FIGURE (3.9). The spectrum in FIGURE (3.22) corresponds to the 
energy spectrum of the signal pulses contributing to the timing test and peaks 
at 200 keV. The small difference in the position of the minimum-ionising peak, 
compared to 209 keV peak seen in FIGURE (3.9), is probably due to the slightly 
different geometry.
In the timing test, conventional CFD timing was observed to produce ~7  ns 
timing, with a delay of 40 ns. The timing part of a CFD conventionally works by 
splitting the input pulse into two with a resistive divider. Conventionally, one 
pulse is -0.2 times the amplitude of the other. These pulses are then summed 
and fed into a comparator which is triggered when the sum of the signals is 
zero. If the large pulse is delayed by 80% of the pulse risetime, then the zero 
crossing point occurs when the fraction pulse reaches its peak. The zero trigger 
point will be independent of the input pulse amplitude, but not of risetime. If 
triggering occurs on average where the fraction pulse reaches its peak, then the 
amount of jitte r  can be dependent on either the gradient of the rising edge of 
the signal, or tha t of the falling edge of the signal. Since the gradient of the 
rising edge is large and the effect of jitte r is minimised where the gradient is 
steepest, it is desirable tha t all pulses trigger before the fraction pulse reaches 
its peak. This is achieved by setting the delay on the large pulse to slightly 
less than that required for the fraction to reach its peak at the zero crossing 
point. Minimising CFD jitte r in this way is known as ARC (Amplitude and 
Rise Compensated) timing. The optimum delay for ARC timing is however 
dependent on the signalinoise ratio. This is because the average point on its 
rising edge, which the fraction pulse reaches at the zero-crossing point, should
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be well outwith the baseline noise. ARC timing is therefore only feasible with 
a good signahnoise ratio.
A delay of 27 ns was found to produce the best timing resolution in this test. 
A fter careful adjustm ent of t;he CFD walk control, "the best ^timing Tesoltrtion 
was found to be 4.6 ns.
FIGURE(3.23) shows the time spectrum obtained from the optimised sys­
tem . For the 100 keV —» 300 keV energy range it represents (see FIGURE 
(3.22)), this was more than a factor of two better than the ~12 ns obtained 
for the walk independent timing resolution in this energy range in the previous 
section. TABLE (3.1) in the previous section indicated that 4.6 ns resolution 
could be attained by depositing ~470 keV. Therefore, the signahnoise ratio in 
this test is approximately a factor of 2  better, as is also indicated by the lowest 
point in the valley between the signals and noise being at 100 keV, instead of 
180 keV. Thus, careful noise reduction when the signals are so close to the noise 
level can result in more than a factor of two better timing resolution.
3.8 C onclusions
The indications from these initial tests are tha t although this strip detector 
can be used for improved tagged photon energy resolution, an increase in the 
beam intensity without degradation of the reakrandom ratio seems unlikely. 
If the strip detector is used for timing and the beam operated at the present 
specified current, then the increase in the reakrandom ratio due to smaller 
detector geometry is offset by the decrease due to poorer timing. Pile-up on 
the 200 ns long tail pulse of the TFA, as discussed in§3.6, also restricts the 
beam intensity to little more than its present value. Even if retaining the
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present beam intensity was considered acceptable, the maximum tolerance of 
5 ns timing resolution in the tagger ladder means tha t it would undesirable to 
use a detector whose timing has been shown to be no better than 4.6 ns for the 
energy deposited by the tagger electrons and more realistically, as poor as 14 
ns at this energy.
The problem of obtaining a fast timing prompt from the focal-plane detector 
array can be solved by operating a strip detector focal-plane detector array 
in coincidence with the current focal-plane detector scintillator array, so that 
the scintillators provide the timing and the strip detectors provide the energy 
resolution. Such a coincidence however, offers no solution to the problem of 
increasing the beam intensity. As well as pile-up in the strip detector, the 
phototubes of the present detector array will, for example, burn out in about 
half a year if the beam intensity was increased by a factor of 10. In high 
resolution experiments where photon bins, derived from the individual, high 
resolution, focal-plane detecting channels are needed, a factor of 6.5 less counts 
will therefore be recorded in each strip detecting element, compared to tha t 
recorded in the focal-plane scintillators. This means tha t such experiments 
would have to be run 6.5 times longer, if it was necessary to obtain the same 
statistics in each strip detector element, as was determined to be desirable in the 
scintillators. However, in many experiments, where high resolution is required 
in some derived quantity, such as missing energy, the data can be analysed in 
quite large photon bins. Provided this bin width is >  2 MeV, the counting 
statistics would be no worse than for the existing focal-plane detector system. 
In these experiments, operating the strip detectors and scintillators together in 
coincidence would be an acceptable option. In tha t case, a 1000 /im thick strip 
detector would provide an even better signahnoise ratio than the 500 pm  one
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tested and give a clearer separation between the signals and the noise, compared 
to th a t which would expected from the results in §3.6, but the 500 finl detector 
should suffice unless the noise in the focal-plane is very much worse than in the 
environments tested.
If many experiments requiring photon bins, derived from the individual, 
high resolution, focal-plane detector channels, are envisaged, then a different 
silicon strip detector should be considered. This detector must have better 
timing resolution and allow use of a shorter differentiation time, while preserving 
enough of the unfiltered pulse amplitude to give a good signahnoise ratio. There 
are two aspects to achieving better timing by reducing jitter. One is to reduce 
the noise. If this can be achieved, then there is the added advantage that 
the discriminator can be set lower, where the pulse gradient is steepest. A 
comparison of the walk independent timing resolution obtained for minimum- 
ionising electrons in §3.6 and §3.7 clearly demonstrates how significant these 
effects are. i.e. 14 ns in §3.6, against 4.6 ns in §3.7. There are a number of 
ways the noise could be further reduced in the detector which haven’t been fully 
investigated. The detector could be cooled, to reduce the leakage current, which 
varies exponentially with tem perature. The detector and its electronics could 
all be mounted as close together as possible, possibly with the strip detector and 
pre-amp on one board, to minimise the effects of pick-up and stray capacitance 
and inductance. The feedback capacitance of the pre-amp could be reduced to 
1 PF, to reduce the bandwidth and therefore the noise, as explained in §3.5. 
The NIM TFA and CFD could be replaced by a high density circuit board. 
However, in FIGURE (3.19), the timing resolution increases very slowly with 
the signahnoise ratio, when more than 450 keV is deposited in the strip detector. 
This indicates tha t timing resolution will not reach values much lower than  3 ns,
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unless a very large improvement in the signahnoise ratio is obtained. The above 
suggestions for noise reduction would go some way to improving the signahnoise 
ratio, but it is highly unlikely tha t the desired 1 ns timing could be achieved 
fox this detector with minimum-ionising electrons.
The other way of improving the timing is to increase the gradient of the sig­
nal pulse at the trigger point by having more ionisations in the detector and/or 
a faster charge collection time. More ionisations can be achieved by increasing 
the detector thickness. Faster charge collection can be obtained by using lower 
resistivity material, capable of withstanding larger potential differences. Lower 
resistivity detectors have the added attraction of being less sensitive to the ef­
fects of radiation damage, since radiation damage becomes im portant when the 
number of introduced damaged centres equals the number of dopant atoms, [2 0 ]. 
MICRON, [2 1 ], currently supply 500 ^m  detectors with resistivities of 47 —» 71 
f2.m, capable of some degree of overbiasing. At full depletion, and at a tem per­
ature of 20 °C, MICRON indicate that these detectors should have a risetime of 
~1 ns/100 pm , 10% —> 90%, corresponding to a saturated electron velocity over 
most of the detector. However, with approximately the same signahnoise ratio 
as tha t observed in §3.6, using the same detector thickness would mean that 
the detector was operating in the region where the signahnoise ratio has a very 
significant effect on the timing resolution obtained for the electrons detected 
in the tagger. Even if cooling were used to reduce detector leakage current, at 
least 50% of the noise comes from other sources and is difficult to eliminate. 
This can be deduced by comparing the signahnoise ratios seen in §3.6 and §3.7. 
The energy produced in a 500 pm  strip detector will therefore always result in 
a borderline signahnoise ratio for 100 MeV electrons, unless substantial work is 
done to minimise the effect of the environment on the signahnoise ratio.
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A thicker detector would make the timing less dependent on signahnoise for 
the 100 MeV electrons. It is not however desirable to make the detector too 
much thicker, as this can degrade the energy resolution of the the focal-plane 
detector array and introduce a  very large difference in the high and  low electric 
field ends of the detector. The reasons for these limitations were discussed in 
§1.2 and §3.3 respectively. If the thickness is increased to 1000 finl, then ~460 
keV would be deposited in the detector. For noise of approximately the same 
amplitude as that of §3.6, the signahnoise ratio obtained from a 1000 fim  de­
tector would therefore be in the region of the curve of FIGURE (3.19) where 
timing resolution changes slowly with signahnoise ratio. If a lower resistivity is 
used to fabricate the 1 0 0 0  fim  detector, then the voltage tha t can be applied 
across it and indeed the voltage required to reach full depletion, is much larger. 
A decrease in charge collection times is also attained. Although it is not actu­
ally possible to attain  a field capable of saturating the electron and hole drift 
velocities across the whole of the detector strip, it is possible to saturate  their 
drift velocity across a large fraction of it. This fraction can be increased by cool­
ing the detector, since as stated in §3.3, both electron and hole mobilities are 
tem perature dependent. Cooling is also beneficial in increasing the saturation 
velocity of the holes, since it is highly tem perature dependent. The saturation 
velocity of electrons does not change appreciably from the 1 0 5 m s- 1  obtained 
at room tem perature [22]. Further, the increase in leakage current observed in 
thicker detectors, [23], will be negligible in cooled detectors, since it will be the 
amplifier noise that dominates. L. Evensen et.al., [22], have constructed a 1000 
fim  strip detector for use with the Atlas Positron Experiment. The detector has 
a resistivity of 98 —■> 110 fi.m  and a corresponding depletion voltage of 370 ±  40 
V. To achieve such high fields without breakdown, a special, segmented guard
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ring electrode was constructed, to reduce the leakage current [22]. FIGURE 
(3.24) shows how timing resolution varies with energy deposited for this detec­
tor at full depletion, when the detector was cooled to -130 °C. The detector has 
timing resolution of ~ 1  ns, for electrons which deposit ~  450 keV in the detec­
tor. To show how time resolution varied with operating tem perature, Evensen 
et. al. plotted time resolution against tem perature, for electrons depositing 390 
—> 435 keV in the detector. See FIGURE (3.25). By cooling the detector from 
room tem perature to -130 °C, there is approximately a factor of 2  improvement 
in the timing resolution.
It is necessary to preserve the faster rising edge of faster detectors, so further 
attention must now be paid to the pre-amp configuration. Given that the 
integration time of the pre-amp should therefore be <  1 0  ns, it is necessary 
from EQUATION (3.5) to have a total input capacitance of ~  27 pF to the
Ti
m
e 
R
es
ol
ut
io
n 
(n
s)
A  Si Miciostrip Detector 111
4.0
HH3.5
3.0
KH
HH
h£H2.5
HH
2.0
-25-100 -75 -50 0
Temperature ( °C)
Figure 3.25: Variation of Timing Resolution with Temperature in a 1000 pm  
Detector.
A  Si Microstrip Detector 112
pre-amp. The FET input capacitance of the pre-amp is 20 pF. Although it 
may be possible to further reduce the input capacitance of the pre-amp by 
using an FET with a smaller capacitance, the transconductance of the FET 
will decrease with decreasing capacitance and this will lower the open loop gain 
of the amplifier and increase the series noise contribution of the FET input, 
neither of which is desirable. The sum of all other input capacitances should 
therefore not exceed 7 pF. The detector to pre-amp connection must therefore 
be kept very short, to minimise this contribution to capacitance. The detector 
itself from EQUATION (3.3) has a capacitance which is proportional to surface 
area and inversely proportional to thickness. From §1.3, the surface area can 
be reduced most easily by minimising the detector height. The magnet should 
therefore be operated with the quadrupole at maximum strength, allowing a 
detector height of 12 mm, if 85% is considered an adequate counting efficiency 
for the focal-plane. This calculation must however be experimentally verified, 
before such a decision is made. Assuming this detector height is acceptable, 
a 1000 fim  detector strip has a capacitance of ~  2.5 pF. Stray capacitance, 
edge effects and cabling must therefore be kept to ~  5 pF. For this pre-amp, 
minimising the input capacitance has the added advantage of decreasing the 
series noise, since this is proportional to input capacitance.
In summary, operating the 500 strip detector tested in coincidence with 
the current focal-plane detector array would be a straight forward and accept­
able option, if operating at the current rate was acceptable. If a lower resistivity, 
~ 1 0 0  Dm detector is used instead, then close to the desired 1 ns timing reso­
lution should be possible. The count rate per MeV could then be increased by 
a factor of 6.5, without reducing the reakrandom ratio. All of the objectives 
outlined in Chapter 1 could therefore be met. A good signahnoise ratio is easily
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attained from a 1000 fim  detector. Indeed the decrease in capacitance observed 
in thicker detectors should be beneficial to the signahnoise ratio. If such a de­
tector is used, however, it must be cooled to -130°, to attain  high mobilities 
and a  small leakage current, if  1  ns timing is to  h e  realised. A good enough sig­
nahnoise might also be possible at room tem perature, with a low resistivity 500 
fim  detector from MICRON, if the question of noise is more carefully addressed 
and is made less dependent on environment.
The RAL 108B pre-amp may be used, if the detector height is reduced 
to 12 mm. This is only possible with the quadrupole on. Otherwise, a voltage 
sensitive pre-amp must be used, since all F E T ’s have a similar input capacitance. 
As previously explained, this is not desirable for a strip detector. W ith the 
shorter charge collection time of this 1 0 0 0  fim  detector, a shorter differentiation 
time is possible. A reduction to about 50 ns would suffice for the count rates 
suggested.
In summary, the strip detector and pre-amp, tested in §3.6 and §3.7, could 
be used to form the basis of a high resolution focal-plane detector array, if 
the timing was provided by existing focal-plane detector. In this case, exper­
iments are limited to those in which high resolution is only required in some 
derived quantity, such as missing energy, since the rate of the beam could not 
be increased beyond its present maximum limit.
If both good timing and a higher rate are required, then lower resistivity 
strip detectors, with a much shorter charge collection time, should be tested. In 
this case, all methods of improving the timing and/or signahnoise ratio should 
be investigated, since 1 ns timing will not be easily achieved with any suitable 
strip detector.
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Figure 4.1: Outline o f PCB Components.
4.1 D esign  o f  an In tegrated  C ircuit for P ro ­
d u ction  o f  a R eliab le  T im in g  Signal
The limited space in the focal-plane, means tha t the NIM electronics used for 
shaping, amplification and discrimination in §3.6, would have to be housed 
remotely from the detector and pre-amp. It would be more convenient to have 
all the electronics near the detector. This would also reduce pick-up and stray 
capacitance and inductance. A component circuit board (pcb) will therefore 
be designed, to replace the NIM modules. The optimised parameters for the 
shaping of the pre-amp output pulse, from the tests in §3.6, served as a guide in 
this design. An outline of what must be included in one channel on this board 
is shown in FIGURE (4.1).
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4.2 A m plifier D esign  :
The op-amp chip chosen was an OPA620KP from BURR-BROWN, [24], pri­
m arily because it features;
( 1 ) A wide unity gain bandwidth of 300 MHz; the bandwidth of an amplifier 
is dependent on the gain, decreasing as gain increases. The upper limit on 
bandwidth is the value obtained when the gain is one. The unity gain bandwidth 
must therefore be large enough to facilitate processing of the wide range of 
composite frequencies in the pre-amp output pulse at the required gain, without 
distortion of the highest frequencies. Otherwise, the risetime, which depends 
on the high frequency components, will be degraded.
(2) A high slew rate of 250 m V/ns. Slew rate gives the limitations on the 
maximum gradient at which a voltage pulse changing with respect to time can 
rise. For a typical output pulse from the pre-amp of 2  mV/50ns, there is ample 
scope for a high gain, without distortion of the leading edge.
O ther Specifications:
SUPPLY VOLTAGE: ±5 V.
IN PU T OFFSET VOLTAGE: ±200pV .
COMMON MODE REJECTION: 75 dB.
IN PU T NOISE (frequency =  1 to 100 MHz): 2.3 nV /yJ(H z).
This op-amp will first be utilised in the construction of an amplifier filter 
circuit, to integrate out the high frequency noise and apply enough differen­
tiation to clip the long decay of the signal pulse, as in §3.6. The layout for 
the circuit is illustrated in FIGURE (4.2). The resistive and capacitive values
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Figure 4.2: Layout of the Filter Circuit
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chosen for this circuit are listed in TABLE (4.1) The choice of components in 
the amplifier filter circuit shown in FIGURE (4.2) can be justified as follows:
(1) The input resistance of the filter circuit must be impedance m atched to 
th e  1130 Vi loud, tm th e  -pTe-'amp -and to  th e  -cable -connecting th e  ^ pTe-emp t o  th e  
filter circuit, to exclude any reflections. As in the NIM tests in §3.6, 3.7, a 50 
12 term ination was used instead of 1 0 0  12 at the amplifier input, to m atch the 
cable impedance. Ri is therefore a 50 12 resistor.
(2) The differentiation time should be of the order of 200 ns. A shorter 
time constant would reduce the amplitude of the fastest frequency components 
of the rising edge, while a longer time constant would result in a tail so long 
tha*t the pile-up would be observed at the rate at which it is proposed th a t the 
detecting system operate. It is desirable that C,- be as large as possible. (The 
reason for this will be explained below.) Therefore, the resistance which forms 
the differentiation time constant with C,- must be as small as possible. If R3 is 
much smaller than R /, then the differentiation time constant will be determined 
by R3 C;, not RyC,-. The gain of the circuit can therefore be altered, independent 
of the required differentiation time, by adjusting R/. R3 is set at 220 17. This 
is the smallest R3 can be without appreciably affecting the input impedance of 
the filter circuit seen by the pre-amp. Although the differentiation could also 
be done by placing C,- in front of R 1} this would make the input impedance to 
the filter circuit frequency dependent and could cause undesirable reflections.
(3) R4 is necessary to provide the correct DC levels for the op-amp. For this 
circuit, R 4 ~  R 2.
(4) The output from the op-amp is driven into 50 12, as suggested in the 
specifications.
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Circuit Component Value Assigned
Ri 50 ft
r 2 220 ft
r 3 220 n
R4 220 ft
R/ 1 KQ
R5 50 ft
R6 50 ft
r 7 50 ft
Rs 50 ft
Rg 1 Kft
RlO 50 ft
c , 1000 pF
C/ 10 pF
Table 4.1: Values Assigned to Components in FIG URE (4*%)
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(5) Integrating out the high frequency noise should be executed with the 
smallest time constant possible, to retain the fast rising edge of the pulse. This 
need be no larger than the optimum 1 0  ns integration tim e experimentally 
determ ined for the NIM TFA in J 3.0.
(6 ) Gain should be controlled by the resistor ratio of R /:R 2, for two basic 
reasons: at the input, the impedance of C, will add to tha t from the input 
resistances R i, R2, R3 , to give a total impedance at the amplifier input, which 
increases as the signal frequency decreases. Since a larger impedance at the 
amplifier input reduces gain, the capacitive impedance obtained for the leading 
edge frequency components, should be small relative to those of the input re­
sistances. In the feedback loop, analogous to the above, the impedance of C/  
rises with decreasing frequency. Gain therefore increases for the lower frequency 
components, partially cancelling the effects of differentiation. The impedance 
of C/  , Z (C /), again calculated at the frequency component of the leading edge, 
should therefore be much larger than R /  .
(7) Gain is limited by the maximum, recommended value of R / =  1 Kfi and 
by the gain bandwidth product.
The gain, V0/V ^ tp, of any amplifier filter circuit of this type, can be calcu­
lated for the general case shown in FIGURE (4.2a), where R i, R 2 R3 and C,, 
have been replaced by the effective, equivalent impedance Zt, chosen so tha t the 
current, I,, is the same as tha t in FIGURE (4.2). Applying Kirchoff’s current 
rule to the virtual ground at point A, formed because the input impedance to 
the pre-amp is so large tha t virtually no current flows into it, gives
(4.1)
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where I/j and Ic  are the feedback currents in the resistor and capacitor branches 
respectively. Hence
Vzip ~V° ^4 2)
Z, -  Z(Cf) Rf
and
Also,
GAIN  =  = _____Z(Cj)Rf__  u  3)
VZip Zi(R,  +  Z(CF)) (4,3)
z<c'» -  i s ^ y  <“ >
where T is the period of the frequency component. Substituting EQUATION 
(4.4) into (4.3);
G A I N  =  Z i { 2 i r j C j R j  +  T)  (4-5)
R / must be large for a high gain, yet the product 27rC/R/ should remain com­
paratively smaller than the period of the highest frequency component which 
contributes to the rising edge of the filter circuit, enabling the resistive charac­
teristics to dominate the gain at all frequencies contained in the signal pulse. 
The highest frequency component of the rising edge is estimated to have a pe­
riod, T max, equal about four times the 10-90% pulse risetime. Therefore for a 
50 ns risetime, T max =  200 ns. The variation of the gain of the circuit with 
frequency in EQUATION (4.5), can be calculated for some value of the prod­
uct 27tC/R/. C/  was set to 10 pF and R2 to 220 fl. This still allows for a 
suitable integration time constant of Z,C/ ~2.2 ns. R / =  1 Kfi. Therefore 
2 k R jC j  =  6.28 x  10-8 s. The fraction by which the purely resistive gain is 
reduced due to the capacitor, C / is thus given by;
F R A C T I O N  = ............. ,— -  (4.6)
6 .2 8 j x  1 0 -8 +  T  v '
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Figure 4.3: Variation of the Capacitive Contribution to Gain with Frequency
and the mean value of the fraction, F R A C T IO N  is;
T
\F R A C T IO N \ =
((6.28 x 10"8)2 +  T 2)?
(4.7)
FIGURE (4.3) shows the how effect of the capacitor on the mean gain, varies 
with frequency. The gain at T =  T max is 95.2% of the gain in the limit of T —> 
oo, where gain is purely resistive. This value for the product R /C / is therefore 
considered to be acceptable, with the rising edge having a gain which is 95.2% 
of the gain of a DC component.
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In the calculation of the gain, the variation of Z; with frequency was ne­
glected, since the singular concern here was the determination of acceptable 
values for C/  and R /  . Using the same notation as above, the effect of Z, on 
thejijain of the amplifier filter circuit in FIGURE {4.2J, will now be assessed.
Taking V,n to be the voltage indicated in FIGURE (4.2), the voltage seen 
at the input of the amplifier filter circuit, Vz,p, is first calculated. This is then 
used to assess the effect of Z, on gain. R 2 is neglected in the calculation of Vz,p, 
because its effect is obscured by the fact tha t it is in series with the amplifier 
input, which has an internal resistance of 15 Kfi.
From FIGURE (4.2) the sum of the filter circuit input impedances, Z,p, is given 
b y ;
1 1 2ttjC i . oN
—  = ----- 1---------- — ----- (4.8)
Zip Ri 2 R ^ j C i  +  T  K }
7 _  ^ i ( ^  +  2tz j C j R z )  . .
Ip T  +  jCi{Rz + Ri) { m )
Also
(4-i°)
" i p  T  -ttl
where R/ is the pre-amp load resistance and equals 100 Q. The pre-amp output 
capacitance has been omitted here because it is too large to be of consequence.
Substituting the expression for Z,p, deduced in EQUATION (4.9), into EQUA­
TION (4.10);
y  — R y. _____________ T.lt   ( 4  1 1 )
z,p 1 m(R, + Rl )T + 2irjCi(RlR3 + R1R, +  R1R3) ( ' 1
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V zip has a mean value of
y — _  z? v- (______________ T2 -f (2ttCjR3)2______________.j/2 . .
1 ,A T ^R l + R1y  + (2TtCi{RlR3 + R1Rl + RlR3))1> y ]
The ratio of the input voltage, Vzip^ of the filter amplifier, to th a t seen across 
the pre-amp feedback loop, V,n, illustrates the drop in gain observed when the 
pre-amp and filter amplifier circuit are housed on separate pcb’s, which have to 
be properly term inated for impedance matching. Substituting the values chosen 
for the variables in this circuit, Vzip/Vin ~  0.3. This is a very poor ratio. It could 
be improved by putting the filter circuit and pre-amp on one board, but this is 
not practical, because of both the limited space in the focal-plane and since it is 
desirable to mount different parts of the detecting system on different boards, 
for easy substitution of faulty constituent elements. One way of improving this 
ratio however, would be to use a 1 0 0  f2 cable with Ri also equal to 1 0 0  Q, so 
tha t the voltage drop observed across the pre-amp load resistor is smaller. This 
would require R3 to be doubled, so tha t it did not appreciably affect the input 
impedance to the filter circuit. To retain the same differentiating time constant, 
C, would therefore have to be halved.
To estim ate the effect of C,- on gain, the voltage, Vh3 , which will be seen 
across R 3 and hence R2, when Vzip is the input voltage to the amplifier, is first 
calculated:
Vz,p =  Vci +  VR3 (4.13)
where Vc; is the voltage seen across C, and since the current through R3 is 
approximately the same as that through Ct , Vci is given by:
Cl 2tr jR 3Ci [ ]
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Rearranging EQUATION (4.13) in terms of Vr3 and substituting for Vc,-, from 
EQUATION (4.14):
2t tjCiR3VZip fA ic\
Vf“  =  w T r  (4 ' 1S)
In terms of
Y ef f  is the effective input voltage to the amplifier when C,- is short-circuited 
and is given by;
Tt R 1R 3 V1 n t M 1 1. \
e// "  R 1R 3 +  Rl{R3 +  R \)  ( '
Again, R2 is neglected in this calculation. By dividing EQUATION (4.16) by
(4.17) and substituting (4.12), the resultant ratio estimates the effect of
the capacitor on the gain of the amplifier filter circuit.
VR3 _  _____________________27tC,(RiR3 +  Rl(R3 +  # 1))______________________ / . -gv
Veff  "  (T 2(R, +  R i ) 2 +  (2 *C i(R iR 3 +  R 1R 1 +  R 1R3 ) ) 2 ) 1/ 2 1 ‘ '
Taking C, to equal 1 nF, so that the differentiation time constant, R3 C;,
equals 220 ns, V /tt/K // can be plotted against T to see how the fraction of the 
total input voltage seen across R 2 varies with frequency, due to the insertion 
of Ct . FIGURE (4.4) illustrates this. Therefore with C; =  InF , at T  =  200 
ns, 99% of the input voltage to the filter circuit is observed across R3 . This 
decreases to 85 % for frequency components with a period of 1/is.
The gain of the amplifier filter circuit, defined in terms of the ratio, Vo/V^,p, 
is given in EQUATION (4.5). From the definition of Zt,
7‘ =  #  =  V*PZi (4*19)i i 2
and
G A IN  = ^ ~ =   —  (4.20)
Vzip R2Vzip{2irjCfRf +  T )
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Figure 4.4: Effect of Ci on Gain.
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However, this definition of gain neglects the dependence of Vzip (for a specific 
energy deposited in the detector) on C, and a more useful quantity is
T T  (a2 +  i 2 ) 1/ 2
\G A IN B \ _  4 jr2(^  +  e ) ) 2  +  4 ^ 2( /  +  g)2y / 2  (4-21)
where
a =  2ttT2 RfC{R3(RiR3 4 * Ri{R3 4* Ri)) (4.22)
b = (2TrCiR3)2TRf(RiR3 +  Ri{R3 4- Ri)) (4.23)
c =  T(Ri + R 1)(T2 - 4 T 2CiR3CfRf)  (4.24)
d =  T R zC fiR tR s  + R ^  + R iR z)  (4.25)
e =  TRjCfCi(RiR3 4* R\Ri  4“ R\R3 ) (4.26)
f  = T 2Ci(RiR3 4- R 1 R1 4" R\R3)
—A.'K2C2R3CfRf(RiR3 4- R 1R1 +  ^ 1^ 3 ) (4.27)
g =  CiR3T 2(Rl + R1) + Cf Rf T 2(Rl + Rl ) (4.28)
EQUATION (4.21) was derived by substituting Ve/ /  for Vzip in EQUATION 
(4.20), taking Ve/ /  from EQUATION (4.17) and V r 3 from EQUATIONS (4.15)
and (4.11). FIGURE (4.5) shows \GAINB\  against T for the values listed for 
the components in this circuit.
The function peaks at 310 ns, with a gain of 4.37. This is quite close to  the 
gain of 4.8 tha t would be obtained when both C,- and C/  are short-circuited. 
The integration time constant of the feedback loop dominates the gain at higher 
frequencies, on the rising edge of the peak, while the differentiation tim e con­
stant dominates the falling edge. Ideally gain should peak at T max =  200 ns, so 
tha t the leading edge is preserved, while the higher frequency noise components 
are not unnecessarily amplified. However, reduction of the peak position to 200
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Figure 4.5: Variation of G A I N B  of  the Amplifier with Frequency.
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ns would enhance high frequency noise by a larger factor than it would increase 
the gain at 200 ns. Therefore, it can be concluded tha t the circuit is adequately 
optimised.
I n  summary, 4he circuit has an integration tim e of ~"2:2 ns, a  differentiation 
time of ~  220 ns and a gain of between 2 and 4 over the composite frequencies 
of the pre-amp output pulse. These values are largely similar to those of the 
NIM test modules in §3.6. Although the integration time is shorter, the high 
frequency noise on the leading edge is smaller than tha t obtained with the NIM 
circuitry and a smaller degree of smoothing will therefore suffice. No pole zero 
cancellation was found to be necessary after differentiation, since the 150 /is 
tail of the pre-amp output pulse is so large compared with the differentiation 
time, tha t overshoot is negligible. The gain of the filter circuit is a factor of 
25 less than tha t used on the NIM TFA. However the discriminator to be used 
(see §4.3) has a threshold of only 10 mV, compared to the 30 mV threshold 
in the NIM discriminator, so a factor of ~8 increase in gain is necessary. A 
second amplifier was inserted to cascade from the first to provide the extra gain 
required. See FIGURE (4.2). The second amplifier was again based on the 
OPA620KP chip. W ith a feedback resistance of 1 KO in the second amplifier, 
the to tal gain is about fifty.
The second amplifier may not be required once all the pcb electronics are 
mounted on the same board and put within the same box as the detector and 
the pre-amp. It has been shown that a factor of ~  1.7 increase in gain can be 
achieved by changing Ri in FIGURE (4.2) to 100 11. If the signalmoise ratio is 
improved by having all the pcb electronics mounted in this way and a smaller 
integration time can be used, then R2 can be reduced to 100 11 and the resultant
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gain of the circuit would be ~  15, which would be large enough to  trigger the 
discriminator.
4 .3  A n  O nboard  D iscrim in ator
Detailed in FIGURE(4.6) is a development board incorporating a “RAL 10” 
constant fraction discriminator chip. The board design was adapted from that 
suggested by the maker [25]. The discriminator was configured to operate in 
constant fraction mode, but again was set for ARC timing, with a delay of 27 
ns. The resistive divider network was set to give a fraction pulse of ~0.2 times 
the height of the input, which is comparable to that on the NIM module. The 
walk adjust on the discriminator, primarily for correcting the constant shift 
incurred in the zero crossing trigger point due to the input switching charge, 
was set at 3.5 mV. The amplitude threshold was set where the noise count rate 
equalled the signal count rate, as in §3.6. The threshold was therefore set at 
~  150 keV. This is a 20% improvement on the signal:noise ratio obtained with 
the NIM circuitry in §3.6.
4 .4  T est o f  O nboard T im in g  E lectron ics
A m ultiparam eter test, using the B aF 2 detector in a manner similar to tha t 
of §3.7, was conducted to compare the performance of the chosen, onboard 
electronics with that of the optimised NIM settings, for both timing and energy 
resolution. A circuit diagram of the set-up is illustrated in FIGURE(4.7).
There are however two differences from the TFA circuit suggested in §4.2 and 
§4.3. For versatility, the two parts of the amplifying system and the discrimina-
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tor are all housed on separate pcb’s. The output load of the filter circuit must 
therefore be impedance matched to the input of the second amplifier and the 
second amplifier output to the discriminator input. If these were all mounted on 
a  single pcb, the gain 'would be larger by a  factor o f 4. To simulate this,, a  fast 
amplifier module was inserted between the amplifier output and the discrimi­
nator. See FIGURE (4.7). The 207Bi pulse height spectrum was this time only 
recorded in a charge sensitive ADC. This does not provide the same energy 
resolution as a peak sensing ADC, but this is inconsequential, since the pcb 
circuitry does not have a spectroscopy amplifier and optimal energy resolution 
from the individual detecting elements is not required.
4.4.1 R esults
FIGURE (4.8) shows a plot of the BaF2 pulse height against strip detector pulse 
height. GRAPH (a) highlights the 1063 keV 7  ridge in BaF2, while GRAPH 
(b) highlights the 570 keV 7  ridge in BaF2. As expected, the strip detector 
spectrum shows poorer energy resolution than obtained in FIGURE (3.9). It 
does show the conversion electron peaks of both the 570 keV 7  and the 1063 keV 
7 , but the individual k and 1 lines are not resolved. As in §3.6, the bulk of the 
coincidences are seen to be concentrated in the 570 keV 7 , 1063 keV conversion 
electron cascade, where the electron is minimum-ionising in the silicon.
FIGURE (4.9) illustrates the TDC spectrum. As in §3.6, the spectrum is 
dominated by the 1.063 MeV conversion electron, 570 keV 7  coincidences, where 
the electron is minimum-ionising. The walk contribution to the peak width in 
this figure, is much reduced in comparison to FIGURE (3.15). This is due to 
the use of a CFD discriminator, instead of the LED on the strip detector.
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Figure 4.10: Strip Detector Pulse Height vs B a F 2 -Si T im e Difference.
F IG U R E  (4.10), which shows the  strip de tec to r  pulse height p lo tted  against 
th e  S i-B aF 2 t im e  difference, i llustrates the  reduced walk. However, the  CFD 
does not e lim inate  walk completely. This is part icu la rly  apparen t  a t  lower pulse 
heights. These  effects are best seen by exam ining the  T D C  spec trum  while 
cu t t in g  at various energies in the  strip de tec to r  pulse height spec trum .
F IG U R E  (4.11) therefore  shows these cuts. For each graph , T A B L E  (4.2) 
lists the  cut m ade  in keV and the  F W H M  of th e  T D C  spec trum . T he  energy 
ca lib ra tion  for the  cuts was done from the  strip de tec to r  pulse height spec trum  in 
th e  same m an n e r  as §3.6. T he  cuts were m ade  narrow  enough to m ake th e  walk
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contribution to the FWHM of the peak negligible, as in §3.6. Conclusions can 
therefore be drawn about the walk independent timing resolution of the system. 
In comparison to the results listed in TABLE (3.1) for the walk independent 
tim ing resolution o f th e  NIM systmn, TABLE {4.2) shows th a t the system  timing 
resolution for the pcb amplifying system is better at lower pulse heights, but 
unchanged at larger pulse heights. From FIGURE (3.19), the timing resolution 
varies significantly with the signal:noise ratio, at energies <  450 keV in the 
strip detector. The 20% change in the signal:noise ratio (see §4.3) represents a 
significant change in timing resolution at these energies. Specifically, from table 
(4.2), for the energy range of 207 —> 211 keV, 9 ns timing resolution was attained. 
The same signalmoise ratio in §3.6 corresponds to an energy of ~250 keV. From 
FIGU RE (3.19), the expected timing resolution is ~  9ns, in accordance with 
these results. At larger pulse heights, where the timing resolution changes very 
slowly with signalmoise ratio, a 20% change does not have a significant effect 
and would not be seen within the errors of the experiment.
TABLE (4.2) also lists the peak position in ns, relative to the position of the 
peak recorded for the 207 —>211 keV cut. There is a steady rise in the channel 
in which the TDC spectrum peaks, as the pulse height of the strip detector 
output rises, with a peak shift of 9.5 ns between the lowest and highest energy 
cuts. Further as seen in FIGURE (4.10), the bulk of the to tal peak shift occurs 
between the lower energy cuts.
This is indicative of a poor walk correction. The CFD timing adjust requires 
a more refined adjustment than the rough values investigated. However, since 
thin cuts were made, the walk does not affect the conclusions of the experiment. 
The trend in the shift of the TDC peak with strip detector energy indicates that
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Graph Range of Cut (keV) Relative Peak Shift (ns) FWHM (ns)
a 207 -» 211 0 . 0 9.0
b 290 -»  294 3.0 5.5
c •547 — -5-51 lO.t) 4:5
d 980 — 984 9.5 3.5
Table 4.2: Energy Range o f Cuts in Strip Detector Spectrum and TD C  Peak 
Position
the 3.5 mV DC offset of the timing adjust is too high and the amplitude of the 
fraction pulse is therefore boosted too much at smaller pulse heights, relative to 
larger pulse heights. This means that the full-sized pulse catches up with the 
fraction pulse more slowly for smaller pulse heights, than for the larger ones. 
Thus, smaller pulse heights trigger later. The CFD DC timing adjust should 
therefore be set a little below 3.5 mV, if a good walk correction is required in 
the CFD, as will be the case in the tagger focal-plane, if offline walk corrections 
are to be avoided.
4.5  C onclusions
The TFA and CFD circuits tested in §4.4 were constructed to optimise the 
timing performance of the strip detector and pre-amp tested in chapter 3. The 
signalmoise ratio observed in §4.4, in a noise environment identical to tha t of 
§3.6 clearly indicates tha t high density circuitry is successful in improving the 
signalmoise ratio and consequently, the timing resolution of the strip detector 
system. As in §3.6, it can therefore be concluded tha t the strip detector tested 
can be used with the RAL 108B pre-amp, the TFA circuit of FIGURE (4.2)
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and the RAL110 CFD circuit of FIGURE (4.6) to form a focal-plane detecting 
system capable of higher resolution, but not the required timing. Such a system 
should therefore be operated in coincidence with the current focal-plane detector 
array, so tha t 1 ns timing can be achieved, as explained in §3.3. In a  system 
incorporating the TFA and CFD circuits investigated in§4.4, multichannel pcb’s 
should be built, with 12 or 13 TFA /CFD  circuits per board. Each multichannel 
timing pcb should be no wider than the pre-amp pcb and components should be 
staggered along the board length to allow this. In this way, all timing electronics 
can be mounted in one box, if the timing pcb’s are mounted one above the other 
within the box (from §1.2, there is no limitation on the gap 20 cm up/down 
from the bend plane, so the box can be thicker where the timing electronics are 
m ounted). It is not proposed that the TFA circuit of FIGURE (4.2) be altered 
outwith the changes suggested in §4.2, if a 1000 pm  detector were used instead, 
to obtain better energy resolution, since in this case, such a detector would be 
chosen so as to have similar timing properties to the detector tested.
If it is decided tha t further work should be done to obtain a high resolution 
detector capable of 1 ns timing, then EQUATIONS (4.7), (4.18) and (4.21) can 
be applied equally well for other values of the components listed in TABLE 
(4.1), to predict the effect of integration and differentiation on the gain of a 
circuit more suited to detectors with faster charge collection. However, for very 
small signal rise times, the limitations on the gain bandwidth product must be 
carefully adhered to in the TFA. In a situation where 1 ns timing is required, 
then every m ethod tha t can be applied in advance to optimise the signalmoise 
ratio must be employed. Ideally, the detector and all timing electronics would 
be m ounted on one pcb, but this is not possible unless a way can be found 
to produce much higher density components for the TFA and discriminator
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circuits. One way to do this would perhaps be to use as many surface mounted 
components as possible. However, surface mount components are more difficult 
to replace than conventional components and indeed, can only be replaced a few 
tim es, so such circuit boards would have to be treated with extrem e caution.
To summarise, this thesis demonstrates tha t a strip detector array is the 
most suitable choice for a high resolution focal-plane detector. The strip de­
tector, pre-amp and on-board timing electronics investigated can be used to 
form a high density detector array for better energy resolution in the focal- 
plane. In this case, the timing prompt must come from the existing focal-plane 
detectors. The conclusion from the tests undertaken is tha t it is possible to 
build a high resolution focal-plane detector array which can also provide a 1 
ns timing prom pt. However, as indicated in §3.8, 1 ns does represent the best 
performance which can be expected from a suitable strip detector. This means 
th a t further work must be done, as outlined at the end of Chapter 3 and in the 
above conclusions, to achieve the best timing.
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