Erickson and Kruschke (1998) provided a demonstration that in certain situations people will classify novel stimuli according to an extrapolated rule, even when the most similar training exemplar is an exception to the rule. This result challenged exemplar models. Nosofsky and Johansen (2000) have called this finding into question by offering an exemplar-based explanation for those data based on the perceptual features of the stimuli. Here, we describe the results of a new experiment that yields results similar to those found previously without the questionable perceptual features: Participants who learn to classify all the training stimuli have patterns of generalization that indicate a combination of rule and exemplar representation. ATRIUM, a hybrid rule and exemplar model (Erickson & Kruschke, 1998) , is shown to account for these data much better than ALCOVE, an exemplar model (Kruschke, 1992) . Moreover, four alternate exemplar explanations, including one suggested by Nosofsky and Johansen, cannot account for our new findings.
Perceptual categorization is central to cognition. To generalize from one situation to the next, observers must be able to recognize the essential similarities between different stimuli. As a simple example, although the letters "a" and "a" have different perceptual properties, people treat the two letters identically for the purpose of understanding the meaning of a written word. Because of the fundamental nature of this behavior, psychologists have spent a great deal of effort trying to understand how people learn to categorize items in their environment.
Many psychological and folk theories hold that rules play a substantial role in people's categorization behavior (e.g., Brooks, Squire-Graydon, & Wood, 1998; Bruner, Goodnow, & Austin, 1956 ). This belief probably has several sources. Among these is that most people have had the experience of sorting items according to instructions (e.g., sorting laundry by color). To the degree that people are successful at grouping items according to rule-derived instructions, they show evidence of rule use in categorization (Allen & Brooks, 1991; Nosofsky, Clark, & Shin, 1989) . Further, many people are familiar with puzzles in which the assigned task is to guess the rule (e.g., is "N" the next character in the sequence "OTTFFSSEN"?). Based upon their success in these tasks, people may conclude that they induce rules in more general classification behavior.
In contrast to theories positing rule use in categorization, other theories hold that people's classification behavior can be explained by a system that generalizes from previously seen exemplars (Kruschke, 1992; Medin & Schaffer, 1978; Nosofsky, 1986) . According to these theories, people make categorization decisions in two steps: In the first step, the similarity between the stimulus in question and exemplars of previously experienced stimuli stored in memory is determined. Then in the second step, the stimulus is assigned to the category to which it is most similar overall. Exemplar models have provided highly successful accounts of people's behavior in inductive category-learning tasks (e.g., Choi, McDaniel, & Busemeyer, 1993; Kalish & Kruschke, 1997; Kruschke, 1992 Kruschke, , 1993a Kruschke, , 1993b Kruschke, , 1996 Medin & Schaffer, 1978; Nosofsky, 1986 Nosofsky, , 1987 Nosofsky, , 1988 Nosofsky, , 1989 Nosofsky et al., 1989; Nosofsky, Gluck, Palmeri, McKinley, & Glauthier, 1994; Nosofsky, Kruschke, & McKinley, 1992; Nosofsky & Palmeri, 1996; Palmeri, 1999) .
In fact, exemplar theories have been so successful that some theorists have proposed that they are sufficient to account for people's behavior across a range of categorization tasks. For example, Nosofsky and Johansen (2000) stated that "in free-strategy situations in which people learn categories via induction over training exemplars . . . a singlesystem, exemplar-similarity approach appears adequate to account for the major phenomena of interest" (p. 395). It is important not to overestimate the scope of this claim, which refers specifically to those situations in which people learn to classify stimuli into categories from trial-by-trial experience and in which they are given no instructions that summarize the nature of the category structure (cf. Allen & Brooks, 1991; Grings, Schell, & Carey, 1973; Lewandowsky, Kalish, & Griffiths, 2000; Noelle & Cottrell, 1996 Nosofsky et al., 1989) . As will be explained in more detail later, in these tasks, the participant's job is to learn a mapping between the stimuli and a set of labels. On each trial, an individual stimulus is presented, and the participant is instructed to assign the correct category label. Once the participant makes a response, feedback is given indicating the correct label.
In this article we argue that in these free-strategy category learning situations, when possible, people do induce rules to accelerate learning. We argue that although exemplar representation is a very general and useful learning strategy, human learners recognize and take advantage of situations in which broad generalizations are possible in a way that cannot be accounted for by exemplar theories alone. Although we have previously found support for this proposition in perceptual category learning tasks (Erickson, 1999; Erickson & Kruschke, 1998; Kruschke & Erickson, 1994) , Nosofsky and Johansen (2000) have argued that these results were an artifact of details in the stimulus displays (cf. Thomas, 1998) . In this article, we demonstrate that the stimulus details cited by Nosofsky and Johansen are not necessary to find evidence of rule induction.
Erickson and Kruschke (1998, Experiment 1) previously provided evidence of rule induction in free-strategy category learning tasks by examining people's patterns of generalization after training had been completed. In that experiment, participants were presented with rectangular stimuli that varied along two separable dimensions: the height of the rectangle and the horizontal position of an internal line segment. Most of the stimuli were members of two categories that could be distinguished by a simple rule on one of the dimensions. The remaining training stimuli were each members of their own categories, and they could be distinguished from the members of the two rule categories by considering the values of both dimensions.
On each trial during training, a stimulus was presented, and participants were instructed to indicate the correct category label. At first, participants just guessed, but after each response, they were told the correct label. Once training was complete, Erickson and Kruschke (1998) tested participants' generalization by presenting them with stimuli not seen during training. During this phase of the experiment, no feedback was provided. In particular, Erickson and Kruschke were interested in how participants generalized to stimuli that were similar to the exceptions. They found that even for novel stimuli that were more similar to the exception training instances than to the rule training instances, participants tended to make ruleconsistent classifications. Thus, participants appeared to have knowledge of a rule that could be distinguished from exemplar-based knowledge of the exceptions.
Although the behavioral data indicated that participants had induced knowledge of a rule, Erickson and Kruschke (1998) sought to corroborate this by fitting two different category-learning models to the data. The first, ALCOVE (Kruschke, 1992) , utilized exemplar representation but had no rule representation. The second, ATRIUM (Erickson & Kruschke, 1998) , combined the exemplar representation used in ALCOVE with rule representation. Using rule representation, ATRIUM was able to provide a better overall fit to the data and, more importantly, it was able to provide a better account of participants' generalization to stimuli that were similar to the exceptions. Thus, Erickson and Kruschke concluded that participants were using a combination of rule and exemplar representation to perform this category-learning task.
A demonstration that rule-and-exemplar representation provides a better account for the results of Erickson and Kruschke's (1998) Experiment 1 than an exemplar-only representation does not eliminate the possibility of alternate explanations. For example, in this experiment, the stimuli were presented with tic marks and numeric labels along the left and bottom edges of the screen so that each stimulus could be uniquely identified by two, ordered, digits (e.g., "height 7, segment position 2"). Participants might have augmented their representations of the stimuli with these numeric identifications. To test this hypothesis, Nosofsky and Johansen (2000) performed a variation of this experiment in which the tic marks and numeric labels were removed from the stimuli: The rectangle with its internal line segment was presented on an otherwise empty screen. When they did so, they found that the participants' pattern of generalization no longer provided strong evidence of rule use by participants.
Although Nosofsky and Johansen (2000) were able to show that the omission of tic marks and numeric labels in this experiment changed the degree to which rule induction occurred, they did not show that the tic marks were necessary for rule induction. In other words, they did not show that the evidence of rule induction found by Erickson and Kruschke (1998) was an artifact of these stimulus details; they only showed that in one experiment, the omission of that information reduced the degree to which rule induction could be demonstrated. The experiment presented in the present article provides evidence of rule induction using stimuli that do not contain tic marks or labels identifying the values on the stimulus dimensions. Thus, the new data provide a continuing challenge to exemplaronly theories of categorization.
This article is organized as follows. We first present an experiment in which participants show a pattern of generalization that we argue is inconsistent with the predictions of extant exemplar models of categorization. We then provide explicit tests of the ability of ATRIUM, a hybrid ruleand-exemplar model, and ALCOVE, an exemplar model, to show that, indeed, the addition of rule representation provides a qualitative improvement. We conclude by discussing the implications of these findings for exemplar theorists and considering what might cause learners to induce rules.
EXPERIMENT

Rule-Based Extrapolations Beyond Exceptions
The stimuli were fixed-width rectangles whose heights could vary among eight equally spaced values. Each rectangle was presented with a vertical interior line segment whose horizontal position could vary among eight equally spaced values. This yielded 8 3 8 5 64 possible stimuli. No tic marks or value labels were shown.
The category layout for these stimuli is shown in the left panel of Figure 1 . The members of Categories A and B can be distinguished by considering only the position of the line segment. Given that a stimulus is a member of Category A or Category B, if the segment is in the left half of the rectangle, the stimulus must be a member of Category A, and if the segment is in the right half of the rectangle, the stimulus must be a member of Category B. Thus, most of the stimuli could be distinguished by a simple one-dimensional rule.
There are four exceptions to this rule. Each exception is a member of its own category, and hence the exceptions constitute Categories C-F. The left panel of Figure 1 shows the placement of these exceptions in this category structure. Notice that two of the exceptions, C and F, lie at the extreme edges of the regions with trained rule instances. The remaining untrained stimuli, the transfer stimuli, were available to test generalization. These included the stimuli labeled T C and T F . The T stimuli are important because they provide a strong test of the three types of representation under consideration: rule representation, exemplar representation, and an augmented exemplar representation suggested by Nosofsky and Johansen (2000, p. 386) , which posits that the value along each dimension for each stimulus is stored in memory along with a standard exemplar trace. This yields a four-dimensional stimulus space with two dimensions for the standard exemplar trace and two additional dimensions for the dimensional values. If participants are extrapolating their category knowledge using rules, they will tend to classify the T C and T F stimuli as members of Categories A and B, respectively. If they are generalizing using exemplar knowledge, they will tend to classify the T C and T F stimuli as members of Exception Categories C and F because of the high degree of similarity between the T stimuli and these exceptions. Finally, if participants are using an augmented exemplar representation such as the one suggested by Nosofsky and Johansen, they will tend to classify the T stimuli more often as members of the opposite rule category. As will be explained in more detail later, this is because (1) under this theory, the standard exemplar representation of each stimulus is augmented with its value on each dimension, and (2) each T stimulus perfectly matches three members of the opposite rule category. In particular, the T C stimulus matches the augmented height value of the three Category B training instances with height 8, and the T F stimulus matches the augmented height value of the three Category A training instances with height 1. It is important to acknowledge that according to the rationale given by Nosofsky and Johansen, the augmented ex- emplar model would not be suited for this experiment inasmuch as the stimuli are presented without numeric labels or tic marks. Nevertheless, this category structure provides the ability to detect whether or not participants are covertly generating such a representation. In sum, examination of participants' generalization to the T stimuli provides a qualitative assay for each of the three representations under consideration.
Method Participants
Eighty-one Indiana University undergraduate students volunteered to participate for partial credit in an introductory psychology class.
Apparatus
The stimuli were presented on PC-compatible computers in individual, sound-dampened, dimly lit booths. Participants made responses by pressing keys on the standard keyboard.
Procedure
Participants were presented with 381 consecutive trials. The trial order was separately randomized within blocks for each participant. The first 112 trials were composed of 14 blocks of 8 trials in which each of the four exception training items (Categories C, D, E, and F) were presented twice. 1 The next 138 trials were composed of two blocks of 69 trials. In each of these blocks, the four exception training items were presented 10 times each, and the 29 rule-consistent training items (Categories A and B) were presented once each. In the last block of the experiment, 131 trials, each exception training item was presented 10 times, each rule-consistent training item was presented 1 time, and each transfer item was presented 2 times.
Participants were given written instructions on the computer screen indicating that their task would be to learn the correct label for each figure presented to them. They were also told that near the end of the experiment, they would see figures for which no label would be provided. For these figures, participants were instructed to make their best educated guess.
On each trial, a stimulus was presented and participants were instructed to respond using one of the keys D, F, G, H, J, or K. These keys were randomly mapped to Categories A-F for each participant. Participants were given 30 sec to respond. Once they responded, the correct category label was presented along with feedback indicating whether their response was correct, except on a transfer trial, in which case the feedback indicated merely that their response was recorded. They were then given up to 30 sec to study the correct answer (if presented) and were told to press the space bar to continue.
Results
Before proceeding with other analyses, we evaluated the participants' performance twice: first, to determine whether they learned to classify the exceptions correctly before the Category A and B training items were introduced, and second, to determine whether they had learned to classify the members of all six categories in the final block of the experiment. The null hypothesis used to determine chance responding for these comparisons was that participants had learned to respond by probability matching. The alpha level used was .05. For example, chance responding for Category A in the final block of the experiment would be determined by finding the critical value using a binomial distribution with N 5 16 and p 5 16/69 < .23 or bin crit(a 5 .05) (N 5 16, p 5 .23) 5 8. The critical values for the remaining categories in both evaluations were computed in the same way. In the first evaluation, we computed participants' performance classifying each of the four exception training items correctly in their last 10 presentations before the Category A and B training items were introduced. The criterion used for each category was 6/10 5 .6. Four of the participants failed to classify all of the exceptions at above chance levels. In the second evaluation, we computed the remaining 77 participants' performance classifying the training items in all six categories during the final block. The criteria used were 8/16 5 .5 for Category A, 6/13 5 .46 for Category B, and 4/10 5 .4 for Categories C-F. Of the 77 participants, 40 were able to classify the members of all six categories better than chance and 37 were not.
The 40 participants who were able to classify the members of all six categories better than chance in the final block of the experiment are referred to as learners. The 37 participants who learned to classify all four exceptions better than chance but were unable to assimilate the Category A and B training items are referred to as partial learners. Inasmuch as the key comparisons for distinguishing between rule representation, exemplar representation, and the augmented exemplar representation depend upon participants knowing how to classify the training stimuli correctly, the data from the learners are most relevant for distinguishing between the theories. The partial learners' results, therefore, are presented only briefly and are not considered further.
Empirical Results
Partial learners. As would be expected from the criteria used to designate the partial learners, during the last block, the participants responded correctly on 71% of the trials (SD 5 18.9%) in which exception training items were presented, but only 41% of the trials (SD 5 13.1%) in which rule-consistent training items were presented.
The pattern of generalization to the T stimuli was considerably different for the partial learners than for the learners, as will be seen. The modal response for the partial learners was the nearby exception category (M 5 39%, SD 5 34.1%), although they made a substantial number of rule-consistent (M 5 24%, SD 5 31.5%) and oppositerule responses as well (M 5 27%, SD 5 32.5%).
Learners. The proportion of rule-consistent Category A and B classifications for the learners during the last block of the experiment is shown in the left panel of Figure 1 , where light squares indicate rule-consistent Category A and B responses. During the last block, learners responded correctly on 69% of the trials in which ruleconsistent training items were presented (SD 5 9.9%) and on 82% of the trials in which exception training items were presented (SD 5 9.6%).
Evidence of rule representation is most clearly found in participants' generalization to novel stimuli, especially the T stimuli. Rule-consistent responses to these stimuli suggest rule representation, whereas exception responses suggest exemplar representation, and opposite-rule responses suggest the augmented exemplar representation described previously. The right panel of Figure 1 shows these proportions of participants' responses. 2 The learners clearly tended to classify the T stimuli according to the rule. Thus, these results provide initial evidence for rule representation in this strictly perceptual category learning experiment.
In light of this rule-consistent classification of the T stimuli, a valid concern might be that this pattern was driven by learners who had mastered the rule at the expense of correct classification of the exceptions. Learners' performance on rule-consistent training items, however, is positively correlated with performance on exception training items presented during the last block of the experiment [r 5 .58, t(38) 5 4.364, p , .0001]. More importantly, there are no outliers that would indicate that some learners were trading off between accuracy on rule-consistent and exception training items. Nevertheless, it could still be the case that rule-consistent classification of the T stimuli is most prevalent among learners who were poorest at classifying the Category C and F training stimuli. Reliable evidence of a tradeoff between rule-consistent classification of the T stimuli and correct classification of the Category C and F training stimuli in the last block could not be found [r 5 -.07, one-tailed t(38) 5 -0.435, p 5 .33]. Hence, it is reasonable to conclude that the learners' performance was sufficiently homogeneous to be aggregated and examined jointly.
Model-Based Analyses
Although the learners' pattern of responses is suggestive of rule-based responding, it is difficult to predict how well an exemplar model of categorization can account for a pattern of results without fitting it to the data. To test whether the addition of rule representation as instantiated in ATRIUM is useful to account for participants' behavior, both an exemplar model (ALCOVE; Kruschke, 1992) and the rule-and-exemplar model (ATRIUM; Erickson & Kruschke, 1998) were fit to these data.
ATRIUM is a hybrid model composed of modules. Each stimulus presented to the model is processed simultaneously by all of the modules. The number of modules is determined by the number of dimensions in the category structure being learned. There is one module per dimension that learns rules and one additional module that learns exemplar associations. Thus, to simulate the data from the present experiment, three modules were required. The first two were a height-rule module and a position-rule module that could each learn to classify the stimuli based on single-dimension rules. The third was an exemplar module that could learn to classify each stimulus by evaluating its similarity to the members of each of the categories. This exemplar module is identical to the ALCOVE model (Kruschke, 1992) . The modules in ATRIUM are controlled by a gating mechanism, which also uses exemplar representation. It learns which module is best suited to classify each stimulus and controls the degree to which each module contributes to each classification so that the the best module contributes the most. The gating mechanism also controls how rapidly each module learns based on feedback so that the module that performs the best on each classification also receives the most feedback (Jacobs, 1997; Jacobs, Jordan, & Barto, 1991; Jacobs, Jordan, Nowlan, & Hinton, 1991) .
Both models were presented with the exact sequence of stimuli seen by each participant, and on each trial, they predicted the probability of choosing each of the six possible responses. ALCOVE makes its responses by considering the similarity of each stimulus to the previously presented stimuli in each of the categories. For example, if the stimulus with segment position 2 and height 1 were presented after all the training stimuli had been presented at least once, it would be highly similar to many of the Category A stimuli (especially previous instances of itself that it would match perfectly), less similar to the Category D training stimulus, and still less similar to the Category B, C, E, and F stimuli. Hence ALCOVE would predict that this stimulus would be classified most often as a member of Category A. This theory of categorization has successfully accounted for a large number of empirical phenomena (Choi et al., 1993; Kalish & Kruschke, 1997; Kruschke, 1992 Kruschke, , 1993a Kruschke, , 1993b Kruschke, , 1996 Nosofsky et al., 1994; Nosofsky & Palmeri, 1996; Palmeri, 1999) .
ATRIUM posits that in addition to exemplar representation, people may form dimensional rules. In this experiment, for example, ATRIUM would be expected to form a rule that classifies all stimuli whose segment is positioned to the left in Category A and all stimuli whose segment is positioned to the right in Category B. Additionally, because the gating mechanism in ATRIUM learns which stimuli are best classified by each rule and which are best classified using exemplar similarity, it can learn that the Category A and B stimuli should be classified using the segment-position rule and that the Category C, D, E, and F stimuli should be classified using exemplar similarity. This rule-and-exemplar theory of categorization has proved superior to ALCOVE in a number of instances (Erickson, 1999; Erickson & Kruschke, 1998; Kruschke & Erickson, 1994) .
ATRIUM is a generalization of ALCOVE. It is more complex and, therefore, should be expected to provide a quantitatively superior account of participants' performance relative to ALCOVE. Because of this, it is important to measure the quality of each model's fit in a manner that takes ATRIUM's additional complexity into account. Akaike's information criterion statistic (AIC, Akaike, 1974) penalizes models for complexity as measured by the number of free parameters. Models with more free parameters incur a greater penalty so that, ideally, simpler models are preferred. Unfortunately, the degree to which this penalty is sufficient depends upon factors external to the models. In particular, as the number of data points increases, the impact of the penalty decreases so that more complex models tend to be favored inappropriately (Busemeyer & Wang, 2000; McDonald & Marsh, 1990; Myung & Pitt, 1997) .
Because of the possible bias induced using the AIC, it is beneficial to use complementary methods of evaluating the models to corroborate or refute its initial indications. In this article, this is done using two different methods. The first method is simply to supplement the AIC with other fit statistics.
The second method is to examine the models' qualitative predictions for a set of critical data. In this case, the critical data were the number of rule, exception, and opposite-rule responses given to the two T stimuli. These critical data points are important because, as described, each of the three theories under consideration predicts a different pattern of responses. Although these data points were included in the set to which the models were fit, the parameter-adjusting procedure has no way of "knowing" which of the data points are the critical ones. Thus, as long as the proportion of critical data points is small, they are unlikely to have a disproportionate impact on the estimated parameter values. In this case, the critical set comprised just 6 data points out of 155 (about 4%). This method of examining qualitative predictions for a set of critical data is, in many ways, more informative than quantitative measures of fit. By examining these critical data, one can determine in a broad sense the degree to which a model can or cannot account for gross aspects of behavior.
Erickson and Kruschke (1998, see also Kruschke & Erickson, 1994) have already shown that it is difficult for ALCOVE to account for some of the details of learning in experiments such as the one presented here. Therefore, if ALCOVE were fit to the learning data from this experiment, its parameter settings would reflect an attempt to simultaneously account for both the learning and the transfer data. Consequently, the quality of the fit to the transfer data would almost certainly be diminished. Hence, to maximize the possibility that ALCOVE would be able to provide a good qualitative account of the transfer data, the models were only fit to participants' patterns of classification for the 31 transfer stimuli in the last block of the experiment (shown in the left panel of Figure 1 ). Each of these stimuli could have been classified into one of six possible categories yielding 31 stimuli 3 (6 2 1) independent category choices 5 155 degrees of freedom in the data. As stated previously, three of the response categories for the T C and T F stimuli were identified as the critical data. The corresponding response categories (i.e., rule, exception, and opposite rule) for the T stimuli were then collapsed, and the resulting empirical data and model predictions are shown in the right panel of Figure 1 .
The two models shared five common parameters. These were the learning rate for exemplar classification, l e ; the learning rate for dimensional attention, l a ; a measure of overall discriminability between the stimuli, c; a measure of decision certainty, f; and a measure of the relative salience of the two dimensions of stimulus variation, u. This last parameter was necessary because although a previous similarity scaling study had shown that the two dimensions of stimulus variation used in this study were separable (Erickson & Kruschke, 1998 , Appendix C), a scaling study was not performed with these particular 64 stimuli to determine the relative salience of the two dimensions. By including u as a free parameter, the best value for each fit could be determined, and no fit would be prejudiced by a poor estimate. Consistent with the scaling study reported by Erickson and Kruschke, in all the fits reported, the salience of the segment position was greater than that of rectangle height.
ATRIUM's learning was governed by five other parameters: the learning rate for rule-based classification, l r ; the degree of rule precision, g r ; the learning rate for the gating mechanism, l g ; the relative cost for rules based on rectangle height, c h ; and the relative cost of rules based on segment position, c p . For a complete description, see Erickson (1999) . Both models were fit to the data from the learners and the partial learners separately, and the parameter spaces were searched using a simulated annealing algorithm (Corana, Marchesi, Martini, & Ridella, 1987; Goffe, Ferrier, & Rogers, 1994 Therefore, using the fit statistics alone, it can be seen that the improvement in fit provided by the additional principles instantiated in ATRIUM beyond those instantiated in ALCOVE was substantial. Moreover, examination of the models' fit to the critical T C and T F stimuli, shown in the right panel of Figure 1 , indicates a fundamental problem with the predictions made by ALCOVE. ALCOVE predicts that participants should tend to classify the T stimuli as members of the nearby exception categories, whereas ATRIUM, in accord with the empirical data, predicts that they should tend to classify the T stimuli as members of the surrounding rule categories. Therefore, both methods of evaluating the models' fits indicate that exemplar representation alone is insufficient to account for the learners' behavior.
DISCUSSIO N
This combination of empirical data and modeling indicates that participants exhibited strong rulelike extrapolation of categorization. They classified novel stimuli according to a rule, even when the most similar training exemplars were exceptions to the rule. These results were accounted for by ATRIUM (Erickson & Kruschke, 1998) , which is a rule-and-exemplar model, but they could not be fit by ALCOVE (Kruschke, 1992) , which is an exemplar model.
Alternate Exemplar Models
It is important to acknowledge that exemplar models are quite powerful, and it may be possible that a model in that class could provide an alternate explanation for these data. Without an exhaustive search, this result would be impossible to rule out. Nevertheless, we briefly consider four possible classes of modifications that could be made to exemplar models and discuss why it seems unlikely that they could account for these data.
The first class of modifications we consider are those suggested by Nosofsky and Johansen (2000) that augment exemplar representation with value-on-dimension representation. Because of the design of the category structure, relative to ALCOVE, this type of model predicts an increase in the proportion of participants' opposite rule category responses when presented with the T stimuli. ALCOVE, however, deviates from the data because it predicts too few rule-consistent responses, not too few opposite-rule responses. Thus, this class of augmented models would not account for participants' behavior.
The second class of exemplar models we consider are those that have alternate monotonic transformations of the psychological stimulus space. The version of ALCOVE that was fit to the data from the present study allowed for proportional stretching of the stimulus space via the u parameter and attention learning. These mechanisms allow each dimension to be stretched or shrunk uniformly. It is possible, however, that a version of ALCOVE could account for participants' patterns of generalization if it assumed that the participants' psychological representation of the stimulus space was transformed in a more complex manner. We tested this possibility by allowing the initial positions of the representation of each rectangle height and segment position in the stimulus space to be a free parameter, given the constraint that their order not change (i.e., monotonicity), while simultaneously fitting ALCOVE to the data. This version of ALCOVE was able to provide an overall fit that was comparable to ATRIUM (without freely scaled heights and positions). Whereas the overall fit as measured by the AIC 5 1402.19 was slightly superior to that of ATRIUM, the other two measures of fit R 2 5 .757 , and RMSD 5 .136 indicated an advantage for ATRIUM (for parameter values of l e 5 0.258, l a 5 0.001, c 5 0.197, and f 5 1.583). 3 More importantly, this model failed to account for the participants' pattern of generalization of the critical T stimuli. With this more flexible psychological space, this version of ALCOVE was able to increase its predicted proportion of rule-consistent responses and decrease its opposite-rule responses (.34 and .07, respectively). However, whereas the learners' modal response was rule-consistent, ALCOVE's was still the near exception category (.54; cf. the right panel of Figure 1 ). Thus, ALCOVE still tends to classify the T stimuli as exceptions even under the best fitting monotonic transformation of the psychological space. Although the fit statistics are somewhat equivocal, examination of the critical data indicates a clear, qualitative advantage for rule representation in this case.
The third class of exemplar models we consider are those that add biases to the outputs. Inasmuch as the different categories occur with different frequencies, it is reasonable to suppose that participants might be sensitive to these frequencies and incorporate them into their response strategy. If participants learned, for example, that Category A responses occurred 16 times per block in the last several blocks of the experiment whereas Category C responses occurred only 10 times per block, that might explain why they tend to classify the T C stimulus as a member of Category A. To test this hypothesis, we extended ALCOVE to incorporate response bias learning. The best f it of this extended version of ALCOVE yielded AIC 5 2225.66, R 2 5 .620, and RMSD 5 .170 (for parameter values of l e 5 0.782, l a 5 0.001, c 5 1.021, f 5 0.685, and u 5 1.532). Although this extension of ALCOVE was able to improve upon the fit of standard ALCOVE, it was still far worse than that of ATRIUM. Moreover, even though this version of ALCOVE was able to predict far fewer exception responses than the standard ALCOVE (.30), it did so by augmenting both rule-consistent and opposite-rule responses (.27 and .31, respectively). Thus, under both methods of model evaluation, this version of ALCOVE failed to meet the standards set by ATRIUM.
The last class of exemplar models we consider are ones that might parse the classification task into two constituent parts: a rule-consistent part and an exception part. For example, participants might have learned to recognize the exceptions and to classify them using one exemplar representation while using another exemplar representation for all other stimuli. This would permit both accurate exception classification and rule-consistent generalization. As with other possible exemplar models, we cannot rule out the possibility that some such model could account for participants' pattern of generalization in the present experiment. We postulate, however, that the key to such an account would be the coordination of the two representations. We have termed the principle in ATRIUM that underlies its coordination of different representations representational attention. The idea behind this principle is that people learn to use different representations in different situations. In ATRIUM, it is implemented in the exemplarbased gating mechanism that learns which representation is best suited to classify each stimulus and directs corrective feedback to this same representation. This allows rapid specialization of each of the representations and reduces interference between them. It seems likely that any model that is able to account for these data using multiple representations, even multiple exemplar representations, will need to instantiate some form of representational attention. Whether our hypothesis holds, however, remains an open question for exemplar theorists to explore.
When Are Rules Induced?
The main focus of this article has been to demonstrate that, when possible, people use rule representation even in free-strategy inductive category learning situations. Why might learners do this? It seems likely that a prin-ciple benefit of rule induction is a dramatic acceleration of learning. Kruschke and Erickson (1994) provided evidence for this hypothesis by examining separately the performance of participants who learned to classify exception training stimuli before the rule-consistent training stimuli (exception-first participants) and the performance of participants who learned to classify the rule-consistent training stimuli before the exception training stimuli (rulefirst participants). Whereas the rate of learning for the exception-first participants could be well accounted for by ALCOVE, it was unable to account for the learning performance of the rule-first participants using exemplar representation alone. It was simply unable to learn to classify the rule-consistent stimuli as fast as the human learners. An extended version of ALCOVE that incorporated many of the principles of ATRIUM, however, was able to provide an excellent account of the speed with which the rule-first participants learned to classify the rule-consistent training stimuli.
If rule induction accelerates classification learning, why is it that evidence of rule induction is not found in all category learning tasks in which a rule exists? In particular, why did Nosofsky and Johansen (2000) not find evidence of rule representation in their follow-up of Erickson and Kruschke's (1998) Experiment 1? According to ATRIUM, different representations (e.g., rules and exemplars) compete with one another to classify each stimulus. Learning to use rules, therefore, reduces the capacity to learn associations between exemplars and category labels. Given this capacity constraint, it makes sense that as tasks become more difficult, participants will be less likely to induce rules. It should be noted that the difficulty of the task depends both upon the task itself and upon the resources learners bring to it. Thus, it should be expected that for most tasks there will be individual differences in rule induction.
According to the prediction made by ATRIUM that rule induction should occur less as task difficulty increases, a principle reason that Nosofsky and Johansen (2000) failed to find strong evidence of rule induction should be that their task was more difficult. It seems likely that removing the tic-marks and the numeric labels from the stimulus presentations in their variation of Erickson and Kruschke's (1998) Experiment 1 did make the learning task more difficult. By reducing the amount of identifying information for each stimulus, they increased the confusability of the stimuli. This, then, would have made the formation of clear associations between stimuli and category labels more difficult. Further, there is evidence in the data that suggests that the Nosofsky and Johansen task may have been more difficult. Despite offering a $25 premium for the top 3 participants, which was designed to motivate participants to perform better, Nosofsky and Johansen ultimately excluded the data from 39% of their participants. Erickson and Kruschke, on the other hand, offered no monetary reward in their study and, using Nosofsky and Johansen's criteria for excluding data, would only have excluded 33% of their participants due to learning performance. Unfortunately, this same analysis cannot be applied to the present study due to differences in its design. For example, participants in the present study were given six possible category labels, whereas in the previous studies they were given only four. Clearly, therefore, the same criteria cannot be applied. Nevertheless, many aspects of the design of the present experiment may have made the task easier than the task in Nosofsky and Johansen's study. Whereas in their study 100 different stimuli were presented using the range of rectangle heights and and line segment positions available on the computer screen, in the present study, there were only 64. This quite likely served to decrease confusability between stimuli, thereby making the formation of associations between stimuli and category labels easier. Further, the training stimuli were more densely distributed across stimulus space in the present experiment. This may have served to delineate the rule more clearly. Although these explanations are only suggestive, they do provide a plausible account of the different results obtained by Erickson and Kruschke, by Nosofsky and Johansen, and in the present study. That is, when a category-learning task becomes too difficult, people are less likely to be able to afford the cost of learning the rule. This causes them to rely on exemplar-based category learning. Summary ATRIUM (Erickson, 1999; Erickson & Kruschke, 1998; Kruschke & Erickson, 1994) was able to provide a significantly better account of the data from the present experiment than was ALCOVE (Kruschke, 1992) and several other possible exemplar models. The combination of the empirical data and modeling results presented herein provide a continuing challenge to theorists who argue that a purely exemplar-based account of category learning is sufficient.
We argue that ATRIUM is able to account for the results from these category learning experiments because it incorporates both rule and exemplar representation. As we have shown previously (Erickson & Kruschke, 1998 , Experiment 2), exemplars may be used to represent both rule and exception training instances. Therefore exemplar representation should not be thought of as exception representation. The key psychological idea implemented in ATRIUM is that people have different representations available for encoding category structure, and the goal of rapid error reduction is an important influence on the choice of representation. If rules are mentally available that can rapidly capture the structure of the categories, then they will tend to be used.
