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Abstract
Consider the projection of an n-dimensional random vector onto a random kn-dimensional
basis, kn ≤ n, drawn uniformly from the Haar measure on the Stiefel manifold of orthonormal kn-
frames in Rn, in three different asymptotic regimes as n→∞: “constant” (kn = k), “sublinear”
(kn → ∞ but kn/n → 0) and “linear” kn/n → λ with 0 < λ ≤ 1). When the sequence of
random vectors satisfies a certain “asymptotic thin shell condition”, we establish annealed large
deviation principles (LDPs) for the corresponding sequence of random projections in the constant
regime, and for the sequence of empirical measures of the coordinates of the random projections
in the sublinear and linear regimes. We also establish LDPs for certain scaled ℓq norms of
the random projections in these different regimes. Moreover, we verify our assumptions for
various sequences of random vectors of interest, including those distributed according to Gibbs
measures with superquadratic interaction potential, or the uniform measure on suitably scaled
ℓn
p
balls, for p ∈ [1,∞), and generalized Orlicz balls defined via a superquadratic function. Our
results complement the central limit theorem for convex sets and related results which are known
to hold under a “thin shell” condition. These results also substantially extend existing large
deviation results for random projections, which are first, restricted to the setting of measures
on ℓn
p
balls, and secondly, limited to univariate LDPs (i.e., in R) involving either the norm of a
kn-dimensional projection or the projection of X
(n) onto a random one-dimensional subspace.
Random projections of high-dimensional random vectors are of interest in a range of fields
including asymptotic convex geometry and high-dimensional statistics.
Key words: Large deviations; random projections; Stiefel manifold; rate function; thin shell
condition; asymptotic thin shell condition; central limit theorem for convex sets; ℓnp balls; Orlicz
balls; Gibbs measures; KLS conjecture.
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1 Introduction
1.1 Motivation and context
The focus of this article is to identify general conditions on sequences of high-dimensional random
vectors under which one can characterize their asymptotic tail probabilities or, specifically, establish
large deviation principles (LDPs) for their multi-dimensional random projections. The study of
high-dimensional probability distributions through their lower-dimensional projections, especially
random projections, is a common theme in a wide range of areas, including geometric functional
analysis [21], statistics and data analysis [14, 16], information retrieval [20, 34], machine learning
[30] and asymptotic geometric analysis [5, 27]. In the latter case, a typical probability measure of
interest is the uniform distribution on a convex body (i.e., a compact convex set with non-empty
interior).
Questions about the geometry of convex bodies in high dimensions often take on a certain
probabilistic flavor. A significant result in this direction is the so-called central limit theorem (CLT)
for convex sets, which roughly says that most k-dimensional projections (equivalently, marginals) of
1K. Ramanan and Y.-T. Liao were supported in part by NSF-DMS Grant 1713032
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an n-dimensional isotropic convex body are close to Gaussian in the total variation distance, when
n is sufficiently large and k is of a smaller order than nα for some universal constant α ∈ (0, 1).
Although foreshadowed by results of Sudakov [40] and Diaconis and Freedman [14] in the case
k = 1, this particular result was first conjectured by Anttila, Ball and Perissinaki in [5] (see
also [10]). They showed that if the Euclidean norm of a symmetric high-dimensional random
vector X(n) satisfies a certain concentration estimate referred to as the “thin shell” condition, then
“most” of its marginals are approximately Gaussian. At a high level, this thin shell condition is
a quantification of the folklore idea that “All convex bodies behave a bit like Euclidean balls”, as
quoted from [6]. In [5], the authors verify this condition for random vectors uniformly distributed on
a certain class of convex sets whose modulus of convexity and diameter satisfy certain assumptions.
Subsequently, the thin shell condition was verified for various classes of convex bodies by several
authors, with a breakthrough verification due to Klartag [27] (see also [17] for a simplified proof)
for any isotropic log-concave distribution (which, in particular, includes the uniform distribution
on an isotropic convex body). The result of [5] was further extended by Meckes [31], who showed
that whenever an n-dimensional random vector satisfies a quantitative version of the thin shell
condition, then most k-dimensional marginals are close to Gaussian (in the bounded-Lipschitz
distance) if k < 2 log n/ log log n, and that the latter estimate is in some sense the best possible.
Similar results also hold at the so-called moderate deviations scale [39].
One broad aim of studying lower-dimensional projections is to obtain information about less
tractable high-dimensional measures. While the central limit theorem for convex sets and re-
lated theorems are beautiful universality results, they imply the somewhat negative result that
(fluctuations of) most lower-dimensional projections do not provide much information about the
high-dimensional measure. In contrast, since so-called rate functions in LDPs are non-universal and
distribution-dependent, they may not only shed light on the tail behavior of high-dimensional prob-
ability measures, but also allow one to distinguish high-dimensional probability measures via their
lower-dimensional projections. In particular, as shown in [18] and [29], large deviation properties
of one-dimensional projections capture geometric information about the convex body. Moreover,
large deviation results are also useful for obtaining information on the conditional distribution of
the high-dimensional measure, given that its projections deviate significantly from their means, via
the so-called Gibbs conditioning principle (see e.g. [12] or [13, Section 3.3]); see [26], for example,
for a demonstration in a geometric context. An additional motivation for our work comes from
the fact that the speeds and rate functions of LDPs of scaled Euclidean norms of sequences of
log-concave isotropic random vectors have implications for the Kannan-Lova´sz-Simonovits (KLS)
conjecture, which is one of the major open problems in convex geometry (see [2, Theorem A] for
details of this connection, and also Remark 2.4).
Most prior large deviation results for random projections have been first restricted to the setting
of high-dimensional product measures [18] or the uniform measure on the (suitably renormalized)
unit ball or sphere in the space ℓnp for some p ∈ [1,∞) [1, 2, 19, 22, 29], and secondly, limited to
univariate LDPs (i.e., in R) involving either the projection of a high-dimensional random vector
onto a random one-dimensional subspace [19] or (annealed) LDPs of the Euclidean norm of an
orthogonal projection onto a kn-dimensional subspace, with kn possibly tending to infinity [1, 2].
Indeed, the first paper to consider LDPs for norms of projections of scaled ℓnp balls onto growing
subspaces was [1], with further results obtained in subsequent papers (see, e.g., [2, 22]). The only
prior example of a multivariate LDP that we know in this context is for the particular case of
projections of a random vector sampled from a scaled ℓnp ball onto the first k canonical directions
[7, Theorem 3.4]. Further, in all cases, the analysis for non-product measures has focused on ℓnp balls,
where the analysis is greatly facilitated by a convenient probabilistic representation of the uniform
measure on the ℓnp ball (see [38, Lemma 1] or [36]), or a slightly more general class of measures
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supported on the ℓnp ball that admit a similar probabilistic representation (see [8] or Section 2.2
of [2]). Such a representation has also been exploited in recent work [29] that obtains refined or
sharp large deviations estimates for (quenched) random projections of ℓnp balls and spheres.
1.2 Contributions and outline of the paper
In this article, we offer a two-fold generalization of past results by first considering general sequences
of probability measures (going beyond the specific setting of measures on ℓnp balls or spheres)
and secondly, analyzing multi-dimensional projections (and not just their Euclidean or other ℓq
norms), whose dimensions may grow to infinity. Specifically, for any sequence of random vectors
{X(n)}n∈N whose scaled Euclidean norms satisfy an LDP (see Assumption A and its specific case
Assumption A*), we characterize the tail behavior of the corresponding sequence of orthogonal
projections of X(n) onto a random kn-dimensional basis, kn ≤ n, drawn from the Haar measure
on the Stiefel manifold Vn,k of orthonormal kn-frames in R
n, as the dimension n goes to infinity.
Assumption A (or rather, a slight strengthening of it) can be viewed as an “asymptotic thin shell”
condition since it implies that for all sufficiently large n, the random vector X(n) satisfies the thin-
shell condition (see the discussion at the end of Section 2.1). A summary of our main results is as
follows (the precise definition of LDPs, rate functions, and the Stiefel manifold are given in Section
1.3 and Section 2):
1. LDPs in the constant regime (Theorem 2.6): Given Assumption A*, or a modification of it
stated as Assumption B, in the setting where kn = k for every n, we establish an (annealed)
LDP for the sequence of k-dimensional random projections of X(n).
2. LDPs in the sublinear and linear regimes (Theorems 2.8 and 2.13): Given Assumption A, in
the setting where {kn}n∈N satisfies kn → ∞, we establish (annealed) LDPs for the sequence
of empirical measures of the coordinates of the kn-dimensional projections of X
(n). This
LDP is established with respect to the q-Wasserstein topology for q < 2, which is stronger
than the weak topology. The rate function is shown to have a different form in the sublinear
(kn/n→ 0) and linear (kn/n→ λ ∈ (0, 1]) regimes.
3. LDPs for norms of random projections (Corollary 2.7 and Theorems 2.11, 2.10 and 2.14):
We establish LDPs for sequences of ℓq norms of the multi-dimensional random projections in
all regimes, with two different scalings considered in the sublinear regime.
4. Illustrative examples (Section 3): To show that our theory unites disparate examples under
a common framework, recovering, and in some cases extending, existing results for ℓnp balls,
while also covering new examples, we verify our assumptions for many sequences {X(n)}n∈N
of interest, including product measures, the uniform measure on certain scaled ℓnp balls and
generalized Orlicz balls, and Gibbs measures (see Remark 2.3 for more details).
It may be worthwhile to highlight a few techniques used in the proofs, which may be relevant
in other contexts. For example, one of the key observations that allowed us to extend prior results
on suitably normalized ℓnp balls, with p ∈ [2,∞), to include the case p ∈ [1, 2), is a certain rescaling
argument. This was required even in the constant regime (see the discussion in Section 4.2),
and led to the formulation of Assumption B. A philosophically similar idea is also used in the
proof of Theorem 2.10, which establishes the LDP for scaled (by 1/
√
n) Euclidean norms in the
sublinear regime. The latter rescaling argument led to the formulation of a different condition
(see Assumption C) on LDPs of rescaled Euclidean norms of X(n). The verification of the latter
condition for uniform measures on ℓnp balls with p ∈ [1, 2) entails establishing an additional result
that has a flavor of LDPs for stretched exponential random variables (see Proposition 3.3 and 3.4).
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In addition, the proof of the norm LDP in the linear regime is also a bit subtle, and relies on an
approximate contraction principle introduced in [9] (see Appendix A and Remark 6.4). Finally,
in the verification of our assumptions, as mentioned earlier, for ℓnp balls one can make use of a
convenient probabilistic representation. However, since these are not available for Orlicz balls, one
needs a new approach. In this case, we express the tail probability as a volume ratio (see (3.14)
in the proof of Proposition 3.11), and then find the asymptotics of this volume ratio using a tilted
measure with respect to Lebesgue measure. The verification of our assumptions for Gibbs measures,
which are of great relevance in high-dimensional statistics, is also non-trivial, but this follows from
other work [15].
In summary, the theory developed here takes a first step towards a large deviation analogue of
the results in [5]. Whereas the latter work shows that fluctuations of (most) random projections of
high-dimensional vectors that satisfy a thin shell condition can be characterized (as almost Gaus-
sian), our work characterizes tail behavior (specifically, establishes annealed LDPs) for projections
and their associated norms onto (possibly growing) random subspaces of high-dimensional random
vectors that satisfy an asymptotic thin shell condition. Note, however, that for growing subspaces,
in contrast to CLT results where approximate Gaussian marginals holds only for kn <
2 logn
log logn [31]
(or kn ∼ nα [27] if one assumes additional regularity of X(n) such as logconcavity), the annealed
LDP results indicate three crucial regimes for {kn}n∈N, constant, sublinear and linear, as was also
observed in [1] for ℓnp balls. We leave for future work the identification of more sequences {X(n)}n∈N
of random vectors that satisfy the asymptotic thin shell (and related) conditions. Furthermore,
although here we focused on Euclidean (and more general ℓq) norms of the random projections,
since they are of special relevance in asymptotic convex geometry, our results could potentially be
used to also investigate other symmetric functionals of the lower-dimensional projections that are
of interest, such as the volume or barycenter of the projected body, or other functionals of interest
in high-dimensional statistics.
1.3 Basic definitions and background results
We set some initial notation and definitions, with a particular emphasis on large deviations termi-
nology. First, for a, b ∈ R, we will use a∨b and a∧b to denote max(a, b) and min(a, b), respectively.
Next, for p ∈ [1,∞], let ‖ · ‖p denote the ℓnp norm (with some abuse of notation, we use common
notation for the ℓnp norm on R
n for any n ∈ N). We use the notation N(µ, σ2) to denote a normal
random variable with mean µ and variance σ2.
Given a topological space X with Borel sigma-algebra B, let P(X) denote the space of probability
measures on X. By default, we impose the topology of weak convergence on P(X): recall that a
sequence {µn}n∈N ⊂ P(X) is said to converge weakly to µ ∈ P(X), also denoted as µ ⇒ µ, if and
only if for every bounded continuous function f on X,
∫
fdµn →
∫
fdµ. On occasion, when X = Rd,
we will consider a subset of probability measures with certain finite moments. For q > 0 and d ∈ N,
let
Pq(R
d) :=
{
ν ∈ P(Rd) :
∫
Rd
|x|qν(dx) <∞
}
.
Then, a sequence of probability measure {νn}n∈N ⊂ Pq(Rd) converges to ν ∈ Pq(Rd) with respect to
the q-Wasserstein topology if we have weak convergence νn ⇒ ν and convergence of q-th moments∫
Rd
|x|qνn(dx) →
∫
Rd
|x|qν(dx). In fact, as elaborated in [41, Sec. 6], the q-Wasserstein topology
can be metrized by a distance function called the q-Wasserstein metric, which we denote Wq. Next,
for q > 0, let
Mq(ν) :=
∫
Rd
|x|qν(dx), ν ∈ P(Rd), (1.1)
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denote the q-th moment map. In our analysis, we will frequently consider the following subset: for
j ∈ N, define K2,j ⊂ P(Rd) as
K2,j :=
{
ν ∈ P(Rd) :M2(ν) ≤ j
}
. (1.2)
Lemma 1.1. Fix j ∈ N. For any q < 2, the set K2,j ⊂ P2(Rd) is compact with respect to the
q-Wasserstein topology. In addition, K2,j is convex and non-empty.
Proof. The proof is an elementary modification of the proof of the j = 1 case given in [26, Lemma
3.14]. 
We refer to [13] for general background on large deviations theory. In particular, we recall the
definition:
Definition 1.2. Let X be a topological space with Borel sigma-algebra B. A sequence of probability
measures {Pn}n∈N ⊂ P(X) is said to satisfy a large deviation principle (LDP) at speed sn with rate
function I : X→ [0,∞] if for all Γ ∈ B,
− inf
x∈Γ◦
I(x) ≤ lim inf
n→∞
1
sn
log Pn(Γ) ≤ lim sup
n→∞
1
sn
log Pn(Γ) ≤ − inf
x∈Γ¯
I(x),
where Γ◦ and Γ¯ are the interior and closure of Γ, respectively. We say I is a good rate function
(GRF) if it has compact level sets. Analogously, a sequence of X-valued random variables {ηn}n∈N
is said to satisfy an LDP with GRF I if the sequence of their laws {P ◦ ηn}n∈N satisfies an LDP.
As a useful tool, we recall the following definition.
Definition 1.3. Let X be a metric space with distance d, equipped with its Borel σ-algebra. Two
sequences of X-valued random variables {ηn}n∈N and {η˜n}n∈N are exponentially equivalent at speed
sn if for all δ > 0,
lim sup
n→∞
1
sn
log P(d(ηn, η˜n) > δ) = −∞. (1.3)
Remark 1.4. The notion of exponential equivalence is valuable because if an LDP holds for
{ηn}n∈N, then an LDP holds for an exponentially equivalent sequence {η˜n}n∈N with the same GRF
(see, e.g., Theorem 4.2.13 of [13]).
For some of our LDPs, the resulting rate functions will be expressed in terms of the following
quantities. For ν ∈ P(R), define the entropy of ν as
h(ν) := −
∫
R
log
(
dν
dx
)
dν, (1.4)
for ν with density (with respect to Lebesgue measure dx), and h(ν) := −∞ otherwise. Furthermore,
for ν, µ ∈ P(R), define the relative entropy of ν with respect to µ as
H(ν|µ) :=
∫
R
log
(
dν
dµ
)
dν (1.5)
if ν ≪ µ, and H(ν|µ) := +∞ otherwise.
Given a function Λ : R 7→ R, let Λ∗ be its Legendre transform defined by
Λ∗(x) = sup
t∈R
{xt− Λ(t)}, x ∈ R. (1.6)
The following contraction principle for LDPs is used multiple times throughout the paper.
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Lemma 1.5 (Contraction principle). [13, Theorem 4.2.1] Let X and Y be Polish spaces and f :
X 7→ Y a continuous function. Suppose {Xn}n∈N is sequence of X-valued random variables and
satisfies an LDP in X at speed sn with GRF IX . Then {f(Xn)}n∈N satisfies an LDP in Y at speed
sn with GRF IY defined by
IY (y) := inf{IX(y) : x ∈ X, f(x) = y}.
Finally, we state a simple lemma that is used multiple times in our proofs.
Lemma 1.6. Suppose {Un}n∈N, {Vn}n∈N and {Wn}n∈N satisfy LDPs in R at speed αn, βn and γn
with rate functions JU , JV and JW , respectively. Let αn = βn ≪ γn. Assume {Un}n∈N is inde-
pendent of {Vn}n∈N and JW has a unique minimizer m. Then {(Un, Vn,Wn)}n∈N is exponentially
equivalent to {(Un, Vn,m)}n∈N and satisfies an LDP at speed αn with GRF
J(u, v, w) :=
{
JU (u) + JV (v), w = m,
+∞, otherwise. (1.7)
Moreover, if m 6= 0, then {VnWn}n∈N satisfies an LDP at speed αn with GRF v 7→ JV (v/m).
Proof. Define Fn := (Un, Vn,Wn) and F˜n := (Un, Vn,m). By the independence of {Un}n∈N and
{Vn}n∈N, {F˜n}n∈N satisfies an LDP at speed αn with GRF J defined in (1.7). Now, for ǫ > 0, we
have
lim
n→∞
1
αn
logP
(∣∣∣Fn − F˜n∣∣∣ > ǫ) = lim
n→∞
1
αn
log P(|Wn −m| > ǫ) = −∞,
where the last equality follows because JW has a unique minimizer at m and {Wn}n∈N satisfies an
LDP at speed γn ≫ αn. Thus, {Fn}n∈N is exponentially equivalent to {F˜n}n∈N at speed αn. By
Remark 1.4, this implies {Fn}n∈N satisfies an LDP with speed αn with the same GRF as {F˜n}n∈N.
This proves the first assertion of the lemma.
The second assertion follows by applying the contraction principle to the mapping F : R3 7→ R
defined by F (u, v, w) = vw. 
2 Main results
2.1 Projection Regimes and Assumptions
For each n ∈ N, consider a random vector X(n) that takes values in Rn. For k ∈ N, let Ik denote
the k × k identity matrix, and for n > k, let Vn,k = {A ∈ Rn×k : ATA = Ik} denote the Stiefel
manifold of k-frames in Rn. We are interested in the orthogonal projection of X(n) onto a random
kn-dimensional subspace, where 1 ≤ kn < n. To this end, fix n ∈ N, 1 ≤ kn ≤ n, and let
An,kn = [An,kn(i, j)]i=1,...,n; j=1,...,kn
be an n × kn random matrix drawn from the Haar measure on the Stiefel manifold Vn,kn (i.e.,
the unique probability measure on Vn,k that is invariant under orthogonal transformation). Note
that the random matrix ATn,kn linearly projects a vector from n to kn dimensions. We assume
that for each n ∈ N, An,kn is independent of X(n), and for simplicity, we assume that the se-
quences {X(n)}n∈N and {An,kn}n∈N are defined on a common probability space (Ω,F,P), although
dependencies across n are immaterial for the questions we address.
We aim to analyze the large deviation behavior of the coordinates of random projections
ATn,knX
(n) of X(n) in three regimes, constant, linear and sublinear, depending on how the dimension
kn of the projected vector changes with n:
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Definition 2.1. Given a sequence {kn}n∈N ⊂ N, we say:
1. {kn}n∈N is constant at k, for some k ∈ N, denoted kn ≡ k, if kn = k for all n ∈ N;
2. {kn}n∈N grows sublinearly, denoted 1≪ kn ≪ n, if kn →∞ but kn/n→ 0;
3. {kn}n∈N grows linearly with rate λ, for some λ ∈ (0, 1], denoted kn ∼ λn, if kn/n→ λ.
When {kn}n∈N is constant at some k ∈ N, then one can investigate when the sequence of vectors
{ATn,knX(n)}n∈N satisfies an LDP in the space Rk. In contrast, when kn increases to infinity, in order
to even pose the question of existence of an LDP, one must first embed the sequence {ATn,knX(n)}n∈N
of random vectors of different dimensions into a common topological space. Thus, we prove an LDP
for the sequence {Ln}n∈N of empirical measures of the coordinates of the kn-dimensional random
vectors ATn,knX
(n):
Ln :=
1
kn
kn∑
j=1
δ(ATn,knX
(n))j
, n ∈ N. (2.1)
Remark 2.2. Note that the law of An,kn is invariant under permutation of its kn columns, so the
kn coordinates of A
T
n,kn
X(n) are exchangeable. Thus, the empirical measure Ln in (2.1) encodes
the essential distributional properties of the coordinates of the projection, and hence, serves as a
natural choice for a common infinite-dimensional embedding of the kn coordinates of A
T
n,kn
X(n),
for all n ∈ N.
We now present our main condition on the sequence {X(n)}n∈N.
Assumption A. The sequence of scaled norms {‖X(n)‖2/
√
n}n∈N satisfies an LDP at speed sn
with GRF JX : R→ [0,∞].
Remark 2.3. When Assumption A holds with speed sn = n, we say that Assumption A* holds.
The special case of Assumption A* is important because, as shown in Section 3, it is satisfied by
several important sequences of measures, including those whose elements are taken from a large
family of product measures (see Proposition 3.1), the uniform measure on an ℓnp ball of radius n
1/p,
with p ≥ 2 (see Proposition 3.7) or, in fact, a more general class of measures that includes the
uniform measure on an Orlicz ball defined via a superquadratic function (see Proposition 3.11),
and a general class of Gibbs measures with superquadratic potential and interaction functions (see
Proposition 3.15). However, Assumption A* no longer holds whenX(n) is uniformly chosen from an
ℓnp ball of radius n
1/p with p ∈ [1, 2); instead, as shown in Theorem 1.3 of [22], {‖X(n)‖2/
√
n}n∈N
satisfies an LDP with speed sn = n
p/2, thus motivating the more general condition stated in
Assumption A.
Remark 2.4. The general form of Assumption A is also of interest because of its connection to the
Kannan-Lova´sz-Simonovits (KLS) conjecture formulated in [24] (also see [3] for a nice exposition),
which is one of the major open problems in convex geometry. Indeed, Theorem A in [2] states that
the KLS conjecture is false if there exists a sequence of isotropic and log-concave random vectors
{X(n)}n∈N satisfying Assumption A either with sn ≪
√
n and nontrivial JX or with sn =
√
n and
inft>t0{infx>t JX(x)/t} = 0 for some t0 ∈ (1,∞). It is shown in their paper that when X(n) is
uniformly distributed on the ℓn1 ball of radius n, then {X(n)} satisfies Assumption A with sn =
√
n,
but the condition on the rate function JX is not satisfied. Although the KLS conjecture is widely
believed to be true, in view of this observation, it would be interesting to extend our verification of
Assumption A for more general measures such as Orlicz balls (or Gibbs measures), currently only
valid for superquadratic functions (respectively, potentials) to the case of superlinear functions or
potentials.
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When Assumption A is satisfied with a GRF JX that has a unique minimum atm ∈ R+, then for
all sufficiently large n, the random variable X(n) satisfies the thin shell condition of [5, Equation (1)].
To be more precise, note that since the minimum of JX , which is equal to zero, is achieved uniquely
at m, there exist c > 0 and {δℓ}ℓ∈N with δℓ ↓ 0 such that
√
sℓ inf{JX(x) : |x−m| ≥ δℓ, x ∈ R+} ≥ c.
Setting εℓ := max(δℓ, 2e
−c√sℓ), it then follows from Assumption A and the definition of an LDP
(see Definition 1.2) that εℓ ↓ 0 as ℓ→∞, and for every ℓ ∈ N, there exists Nℓ <∞ such that
P
(∣∣∣∣∣
∥∥X(n)∥∥
2√
n
−m
∣∣∣∣∣ ≥ εℓ
)
≤ εℓ, for all n ≥ Nℓ, (2.2)
which in particular also implies the following weak limit:
‖X(n)‖2√
n
P−→ m ∈ R+.
Thus, we refer to the strengthening of Assumption A with JX having a unique minimum as the
asymptotic thin shell condition. Note that the thin shell condition is usually stated for isotropic
random vectors X(n) and with m = 1, but since we are not transforming X(n) to be isotropic, we
phrased the condition above for arbitrary m > 0. Just as the thin shell condition yields a central
limit theorem in the sense that the projections of X(n) can be shown to be close to Gaussian (see,
e.g., [5,27]), our results, summarized in the next three sections, show that the asymptotic thin shell
condition implies that the empirical measures {Ln}n∈N satisfy an LDP in the sublinear and linear
regimes (with the weaker Assumption A sufficing in the latter regime).
2.2 Results in the constant regime
To establish LDPs in the constant regime, when {kn}n∈N is constant at k for some k ∈ N, we
will require either Assumption A* or, to cover more general sequences {X(n)}n∈N like the uniform
measure on an ℓnp ball with p ∈ [1, 2), the following modification of Assumption A*.
Assumption B. There exists a positive sequence {sn}n∈N with limn→∞ sn = limn→∞ n/sn = ∞
such that the sequence of scaled norms {√sn‖X(n)‖2/n)}n∈N satisfies an LDP in R at speed sn
with GRF JX : R→ [0,∞].
Remark 2.5. It is easy to see, by a simple rescaling argument, that Assumption A* is equivalent
to a modified version of Assumption B, in which one requires that {√sn‖X(n)‖2/n)}n∈N satisfies
an LDP with a speed sn that satisfies sn/n→ r ∈ (0,∞), rather than r = 0. Indeed, this modified
version of Assumption B would hold with GRF J
(r)
X if and only if Assumption A* is satisfied with
GRF JX(x) := rJ
(r)
X (
√
rx).
Theorem 2.6 (constant, kn ≡ k). Suppose {kn}n∈N is constant at k ∈ N, and that either As-
sumption A* or Assumption B holds, with sequence {sn} and GRF JX . Then {n−1/2ATn,kX(n)}n∈N
satisfies an LDP in Rk at speed sn, with GRF IAX,k : R
k → [0,∞] defined by
IAX,k(x) :=
inf0<c<1
{
JX
(
‖x‖2
c
)
− 12 log
(
1− c2)} , if Assumption A* holds,
infc>0
{
JX
(‖x‖2
c
)
+ c
2
2
}
, if Assumption B holds.
(2.3)
The proof of Theorem 2.6 is given in Section 4.2, where the role of Assumption B in the proof
is discussed in detail. As an immediate corollary of Theorem 2.6, we have the following LDP for
the corresponding scaled ℓnq norms of the random projections. For any q ∈ (0,∞) and n ∈ N, define
Y nq,k := n
−1/2‖ATn,kX(n)‖q. (2.4)
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Corollary 2.7 (constant, kn ≡ k). Suppose {kn}n∈N, {X(n)}n∈N, {sn}n∈N and IAX,k are as in
Theorem 2.6. Then {Y nq,k}n∈N satisfies an LDP at speed sn with GRF
JYq,k(x) := inf
z∈Rk
{IAX,k(z) : ‖z‖q = x} , x ∈ R+. (2.5)
Proof. This is an immediate consequence of the LDP for {n−1/2ATn,kX(n)}n∈N in Theorem 2.6 and
the contraction principle (Lemma 1.5) applied to the continuous mapping Rk ∋ x 7→ ‖x‖q ∈ R. 
2.3 Results in the sublinear regime
Recall that if, instead of being constant, kn →∞ as n→∞, then our goal is to establish an LDP
for the sequence of empirical measures {Ln}n∈N of (2.1). We start in this section by analyzing the
sublinear regime. Section 2.3.1 summarizes our LDP results for the sequences of empirical measures
{Ln}n∈N and Euclidean norms of the randomly projected vectors. Section 2.3.2 contains additional
results on LDPs for a different scaling of Euclidean norms and more general q-norms, q ∈ [1, 2) of
projected vectors that is relevant in the sublinear regime.
2.3.1 LDPs for the empirical measures and norms of projected vectors
In what follows, we will write γσ to denote the Gaussian measure on R with mean 0 and variance
σ2; that is, for σ > 0, let
P(R) ∋ γσ ∼ N(0, σ2). (2.6)
Theorem 2.8 (sublinear, 1 ≪ kn ≪ n). Suppose {kn}n∈N grows sublinearly and Assumption A
holds with associated speed sn and GRF JX . Also, suppose that JX has a unique minimum at
m > 0. Let H be the relative entropy functional defined in (1.5). Then, for every q < 2,
1. If sn ≫ kn, {Ln}n∈N satisfies an LDP in Pq(R) at speed kn, with GRF IL,kn : Pq(R)→ [0,∞],
defined by
IL,kn(µ) := H(µ|γm), µ ∈ Pq(R).
2. If sn = kn, {Ln}n∈N satisfies an LDP in Pq(R) at speed kn, with GRF IL,kn : Pq(R)→ [0,∞],
defined by
IL,kn(µ) := inf
c>0
{H(µ|γc) + JX(c)} , µ ∈ Pq(R).
3. If sn ≪ kn, {Ln}n∈N satisfies an LDP in Pq(R) at speed sn, with GRF IL,kn : Pq(R)→ [0,∞],
defined by
IL,kn(µ) :=
{
JX(c), µ = γc,
+∞, otherwise, µ ∈ Pq(R).
As in the constant regime, we also establish LDPs for the corresponding sequence {Y nq,kn}n∈N
of Euclidean norms of the random projections, defined as in (2.4). Here, we will focus on the case
q = 2.
To deal with cases when Assumption A* is not satisfied, it is not sufficient to consider Assump-
tion B as in the constant regime. Instead, we will need to introduce the following refinement of
Assumption A.
Assumption C. There exist r ∈ [0,∞], a GRF J (r)X : R 7→ [0,∞], and a positive sequence {sn}n∈N
satisfying sn →∞, sn/n→ 0 and sn/kn → r as n→∞, such that
1. if r ∈ [0,∞), then {√kn||X(n)||2/n)}n∈N satisfies an LDP at speed sn with GRF J (r)X ;
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2. if r =∞, then {√sn||X(n)||2/n)}n∈N satisfies an LDP at speed sn with GRF J (∞)X .
The following simple observation is similar to the one made in Remark 2.5.
Remark 2.9. It is easy to see that Assumption C holds with r ∈ (0,∞), {sn}n∈N and GRF J (r)X
if and only if it also holds with r′ = 1, {s′n := kn}n∈N, and GRF J (1)X (x) := rJ (r)X (
√
rx), x ∈ [0,∞).
Therefore, in essence, one need only consider the cases r ∈ {0, 1,∞} in Assumption C.
Theorem 2.10. Suppose kn grows sublinearly.
1. If Assumption A* holds with GRF JX , then {Y n2,kn}n∈N satisfies an LDP in R at speed n with
GRF JY2,kn : R→ [0,∞], defined by
JY2,kn (x) := infc∈[0,1)
{
−1
2
log(1− c2) + JX
(x
c
)}
.
2. If Assumption C holds with r ∈ [0,∞], {sn}n∈N and GRF J (r)X , then {Y n2,kn}n∈N satisfies an
LDP in R, at speed sn when r ∈ {0,∞} and at speed kn when r ∈ (0,∞), both with GRF
JY2,kn : R→ [0,∞], where
JY2,kn (x) :=

J
(0)
X (x), if r = 0,
infc>0
{
c2−1
2 − log c+ rJ
(r)
X
(√
rx
c
)}
, if r ∈ (0,∞),
infc>0
{
c2
2 + J
(∞)
X
(
x
c
)}
, if r =∞.
Note that there is a transition in the form of the LDP depending on the relative growth rates
of {sn}n∈N and {kn}n∈N. The implications of these results for the special case when X(n) is the
uniform measure on an ℓnp ball, and their relation to the work of [1], is discussed in Section 3.2.2;
see Theorem 3.5 and Remark 3.6.
2.3.2 LDP for an alternative scaling of q-norms of projections
In this section, we show that we can also establish LDPs for a different scaling of the norm, and in
this case we consider q-norms for q ∈ [1, 2]. Replacing n by kn in the definition of Yq,kn , we let
Y˜ nq,kn := k
−1/q
n ‖ATn,knX(n)‖q, n ∈ N. (2.7)
Also, for q ∈ [1, 2) and t ∈ R or q = 2 and t < 1/2, define
Λq(t) := log
∫
R
1√
2π
exp
(
t |x|q − 1
2
x2
)
dx, t ∈ R, (2.8)
and let Λ∗q be the Legendre transform of Λq. Moreover, set Mq to be the q-th absolute moment of
a standard Gaussian random variable,
Mq :=
∫
R
1√
2π
|x|q exp(−x2/2)dx = 2
q/2
√
π
Γ
(
q + 1
2
)
. (2.9)
Theorem 2.11. Fix q ∈ [1, 2], suppose 1 ≪ kn ≪ n and Assumption A holds with speed sn and
GRF JX , which additionally has a unique minimum at m > 0. Then {Y˜ nq,kn}n∈N satisfies an LDP
at speed sn ∧ kn with rate function JY˜2,kn (x) : R→ [0,∞] defined by, for x ≥ 0,
JY˜2,kn
(x) :=

Λ∗q (xq/mq) , if sn ≫ kn,
infc>0
{
Λ∗q(cq) + JX (x/c)
}
, if sn = kn,
JX(x/M
1/q
q ), if sn ≪ kn.
(2.10)
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The proof of Theorem 2.11 is given in Section 5. When q ∈ [1, 2), the LDP for {Y˜ nq,kn}n∈N is an
immediate consequence of Theorem 2.8 and the contraction principle. For q = 2, the contraction
principle no longer applies since the moment map M2(·) is not continuous in Pq(R) for q < 2. We
take a different approach to the proof for all cases q ∈ [1, 2], by looking directly at the norm, instead
of using the LDP of empirical measures. In the special case when q = 2 and X(n) is uniformly
distributed on the scaled ℓnp ball of radius n
1/p, with p ∈ [2,∞] (or admits a slightly more general
representation), the LDP for {Y˜ n2,kn}n∈N was also obtained in [2, Theorem B].
2.4 Results in the linear regime
In the definition below, we adopt the convention that 0 · (−∞) = 0. Also, recall the definition of
the second moment map M2(·) from (1.1).
Definition 2.12. For λ ∈ (0, 1], define Hλ : P(R)→ [0,∞] as
Hλ(ν) := −λh(ν) + λ2 log(2πe) + 1−λ2 log
(
1−λ
1−λM2(ν)
)
, (2.11)
if M2(ν) < 1/λ, and Hλ(ν) := +∞ otherwise.
Theorem 2.13 (linear, kn ∼ λn). Fix q < 2. Suppose {kn}n∈N grows linearly with rate λ ∈ (0, 1]
and Assumption A holds with sequence {sn}n∈N and GRF JX . Then {Ln}n∈N satisfies an LDP in
Pq(R) at speed sn with GRF IL,λ : Pq(R)→ [0,∞], where
1. If sn = n, then for µ ∈ Pq(R)
IL,λ(µ) =

inf
c∈R+
{
JX(c)− 1−λ2 log
(
1− λM2(µ)
c2
)
+ λ log(c)
}
− λh(µ) + λ2 log(2πe) + 1−λ2 log(1− λ)
, if M2(µ) < c
2/λ,
+∞, otherwise.
(2.12)
2. If sn ≪ n, then for µ ∈ Pq(R)
IL,λ(µ) :=
{
JX(c), µ = γc
+∞, otherwise.
The LDP of the sequence of ℓq norms of the randomly projected vectors is given in the following
theorem.
Theorem 2.14. Suppose {X(n)}n∈N satisfies Assumption A, and kn ∼ λn for some λ ∈ (0, 1].
Also, for q ∈ [1, 2] and n, kn ∈ N, with kn ≤ n, define {Y nq,kn}n∈N as in (2.4). Then the sequence{Y nq,kn}n∈N satisfies an LDP at speed sn with GRF JYq ,kn,λ, where for x ∈ R+,
JYq ,kn,λ(x) :=
{
infν∈P(R),c∈R+ {Hλ(ν) + JX (c) : λMq(ν) = cxq} , if sn = n,
JX
(
x
(λMq)1/q
)
, if sn ≪ n,
(2.13)
with Mq the q-th moment map as in (1.1) and Mq the q-th absolute moment of a standard Gaussian
random variable defined in (2.9).
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The proof of Theorem 2.14 is deferred to Section 6.2. It is shown there that when q < 2, the
result is an immediate consequence of Theorem 2.13 and an application of the contraction principle.
However, even though the rate function still takes an analogous form when q = 2, the contraction
principle is no longer applicable because the result follows from the contraction principle and the
LDP in Theorem 2.13 only holds in the q-Wasserstein topology, for q < 2. Despite this apparent
gap, using a different argument in Section 6.2 we show that the result nevertheless holds. In the
process, we provide an alternative representation for the rate function (2.13) for all q ∈ [1, 2] (see
Proposition 6.1). This is a manifestation of a somewhat nuanced technical issue, which is elaborated
upon in Remark 6.4.
3 Examples satisfying the main assumptions
In this section, we present several examples of sequences of random vectors {X(n)}n∈N that satisfy
the asymptotic thin shell condition in Section 2.
3.1 Product measures
Lemma 3.1 (i.i.d. case). Let X1,X2, . . . be a sequence of i.i.d. real-valued random variables, and
let X(n) := (X1, . . . ,Xn). Suppose that we have
Λ(t) := logE[etX
2
1 ] <∞
for t in some open ball of non-zero radius about 0, and let Λ∗ be the Legendre transform of Λ defined
in (1.6). Then, {X(n)}n∈N satisfies Assumption A* with JX(x) := Λ∗(x2) for x ∈ R which has a
unique minimizer m =
√
E[|X1|2].
Proof. By Crame´r’s theorem for sums of i.i.d. random variables [13, Theorem 2.2.1], the sequence
{‖X(n)‖22/n}n∈N, satisfies an LDP at speed n with GRF Λ∗. By the contraction principle applied
to the square root function, Assumption A* holds. As for the unique minimizer, this follows from
the law of large numbers, with limit 1n
∑n
i=1X
2
i
a.s.−−→ E[X21 ] = m2. 
3.2 Scaled ℓnp balls
In this section we consider random vectors uniformly distributed on scaled ℓnp balls. More precisely,
for n ∈ N and p > 0, define X(n,p) to be a random vector uniformly distributed on n1/pBnp , where
Bnp denotes the unit ℓ
n
p -ball:
B
n
p :=
{
x ∈ Rn :
n∑
k=1
|xk|p ≤ 1
}
.
We introduce some preliminaries in Section 3.2.1, then verify our main assumptions for {X(n,p)}n∈N
in the case when p ∈ [1, 2) in Section 3.2.2 and the easier case when p > 2 in Section 3.2.3. When
combined with the results of Section 2, these yield LDPs for random projections of these ℓnp balls.
3.2.1 Preliminaries
For p ∈ [1,∞), let fp be the density of the p-generalized normal distribution:
fp(x) :=
1
2p1/pΓ(1 + 1/p)
e−|x|
p/p, x ∈ R,
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where Γ denotes the Gamma function. We provide here an useful tail estimate, which was proved
in [1, Lemma 5.3] for p ∈ [1, 2) but can easily be extended to include p = 2: let ξ be a p-generalized
normal random variable, for t > 0,
2 exp
(
−1
p
tp/2 − p− 1
2
log t
)
≥ P(ξ2 > t) ≥ t
p/2
tp/2 + 1
exp
(
−1
p
tp/2 − p− 1
2
log t
)
. (3.1)
Let
F ∗p (y) := sup
t1,t2∈R
[
t1y + t2 − log
(∫
R
et1x
2+t2|x|pfp(x)dx
)]
, y ∈ R
and
m(p) :=
p2/pΓ
(
1 + 3p
)
3Γ
(
1 + 1p
)
1/2 . (3.2)
Let U be a uniform random variable on [0, 1] and {ξ(p)i }i∈N be a sequence of i.i.d. random
variables with density fp independent of U . For n ∈ N and p ∈ [1,∞), denote ξ(n,p) = (ξ(p)1 , . . . , ξ(p)n ).
In this section, we take advantage of the following useful representation of X(n,p) obtained in [38,
Lemma 1]:
X(n,p)
(d)
= n1/pU1/n
ξ(n,p)∥∥ξ(n,p)∥∥
p
. (3.3)
In view of the representation (3.3), we first establish a property of p-generalized normal random
variables which we strengthen from the result in [33].
Lemma 3.2. Let p ∈ [1, 2], let {kn}n∈N satisfy kn → ∞ as n → ∞. Then, given {bn}n∈N such
that kn/bn → 0 as n → ∞, the sequence {b−1n
∑kn
i=1(ξ
(p)
i )
2}n∈N satisfies an LDP at speed bp/2n and
GRF Jξ,p : R→ [0,∞] defined by
Jξ,p(t) :=
{
tp/2
p , t ≥ 0,
+∞, t < 0.
The proof is deferred to Appendix B.
3.2.2 Verification of Assumptions B and C when p ∈ [1, 2)
When p ∈ [1, 2), it should be noted that annealed LDPs associated with the random vectors
{X(n,p)}n∈N defined in Proposition 3.7 occur at different speeds than in the case p > 2; see Theorem
2.3 of [19]. In particular, from Theorem 1.3 of [22] it follows that in this case the sequence of scaled
norms {‖X(n,p)‖2/
√
n}n∈N satisfies an LDP at speed np/2. Thus, in this case {X(n,p)}n∈N satisfies
Assumption A with sn = n
p/2 andm = m(p) defined in (3.2). Thus, Assumption A* is not satisfied.
However, we now show that Assumption B holds. In what follows, let {ξ(p)i }i∈N, U and ξ(n,p) be as
in the representation of X(n,p) in (3.3), and note that then
√
sn
∥∥X(n,p)∥∥
2
n
(d)
=
U1/n∥∥ξ(n,p)∥∥
p
/n1/p
√
sn
∥∥ξ(n,p)∥∥
2
n
, n ∈ N. (3.4)
Proposition 3.3. For p ∈ [1, 2), {X(n,p)}n∈N satisfies Assumption B with speed sn := n2p/(2+p)
and GRF
JX,p(x) :=
{
xp
p , x ≥ 0,
+∞, x < 0. (3.5)
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Proof. Fix p ∈ [1, 2). It is shown in [19, Lemma 3.3] and [1, Lemma 5.2] that {U1/n}n∈N and
{‖ξ(n,p)‖p/n1/p}n∈N both satisfy LDPs at speed n and both converge almost surely to 1. Since, in ad-
dition, ξ(n,p) and U are independent, by the contraction principle their ratioWn := U
1/nn1/p/‖ξ(n,p)‖p
also satisfies an LDP at speed n. Given sn ≪ n and (3.4), an application of Lemma 1.6, with
Wn as above and Vn :=
√
sn‖ξ(n,p)‖2/n, shows that to establish the proposition it suffices to
prove that {Vn}n∈N satisfies an LDP with speed sn and GRF JX,p. To this end, using the rela-
tion
√
sn‖ξ(n,p)‖
2
n =
(
sn
n2
∑n
i=1(ξ
(p)
i )
2
)1/2
, the contraction principle and Lemma 3.2 with sn ≪ n,
{√sn‖ξ(n,p)‖2/n}n∈N satisfies an LDP at speed nps−p/2n with GRF JX,p given in (3.5). Finally,
since sn = n
2p/(2+p), we obtain nps
−p/2
n = sn. 
Next, we turn to verifying Assumption C. In the following lemma, we show that for 1 ≤ p < 2,
different conditions in Assumption C are satisfied according to the growth speed of kn.
Proposition 3.4. When p ∈ [1, 2), let JX,p be defined as in Proposition 3.3. Then {‖X(n,p)‖2/
√
n}n∈N
satisfies Assumption C with GRF JX,p and sn defined by
sn :=
{
npk
−p/2
n , if kn ≫ n2p/(2+p),
n2p/(2+p), if kn = n
2p/(2+p) or kn ≪ n2p/(2+p).
Proof. Let sn be as defined in the proposition. As in Assumption C, let r ∈ [0,∞) be the limit of
sn/kn as n→∞. It is easy to see that r = 0 if kn ≫ n2p/(2+p), r = 1 if kn = n2p/(2+p), and r =∞
when kn ≪ n2p/(2+p). Now, set bn :=
√
n/kn if r ∈ [0,∞) and bn :=
√
n/sn if r = ∞ and note
that bn →∞ as n→∞. By (3.3), we have the following representation∥∥X(n,p)∥∥
2
bn
√
n
(d)
=
U1/n∥∥ξ(n,p)∥∥
p
/n1/p
∥∥ξ(n,p)∥∥
2
bn
√
n
, n ∈ N.
We first claim that {‖ξ(n,p)‖2/(bn
√
n)}n∈N satisfies an LDP at speed sn ≪ n. Indeed, by Lemma 3.2,
the fact that bn → ∞ as n → ∞ and the contraction principle with the mapping x 7→
√
x,{‖ξ(n,p)‖2/(bn√n)}n∈N, satisfies an LDP at speed np/2bpn with GRF JX,p given in (3.5). By [19,
Lemma 3.3], [1, Lemma 5.2], the independence of ξ(n,p) and U , and the contraction principle,
we see that Wn := U
1/nn1/p/‖ξ(n,p)‖p satisfies an LDP at speed n and converges almost surely
to 1. The lemma then follows on applying Lemma 1.6 with Vn := ‖ξ(n,p)‖2/(bn
√
n) and Wn :=
U1/nn1/p/‖ξ(n,p)‖p, γn = n and αn := sn ≪ n. 
When combined with the results of Section 2.3.1, the last two propositions imply the following
LDPs for norms of projections in the sublinear regime. Here, we focus on the norm Y
(n,p)
2,kn
, which is
defined as in (2.4) but withX(n) and k replaced withX(n,p) and kn, respectively. The corresponding
results for the differently scaled norms {Y˜ (n,p)2,kn }n∈N in (2.7) were obtained in Theorem B of [2].
Theorem 3.5. Fix p ∈ [1, 2).
1. Suppose kn is constant at k ∈ N. Then {n−1/2ATn,kX(n,p)}n∈N satisfies an LDP in Rk at speed
sn = n
2p/(2+p) with GRF I
AX(p),k : R
k → [0,∞] defined by
I
AX(p),k(x) :=
p+ 2
2p
‖x‖2p/(p+2)2 , x ∈ Rk.
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Moreover, {Y (n,p)2,k }n∈N satisfies an LDP with GRF
J
Y
(p)
2,k
(x) :=
p+ 2
2p
x2p/(p+2), x ≥ 0. (3.6)
2. Suppose kn grows sublinearly.
(a) If kn ≪ n2p/(2+p). Then {Y (n,p)2,k }n∈N satisfies an LDP in R at speed n2p/(2+p) with GRF
J
Y
(p)
2,kn
: R→ [0,∞], which is equal to J
Y
(p)
2,k
defined in (3.6).
(b) If kn = n
2p/(2+p). Then {Y (n,p)2,k }n∈N satisfies an LDP in R at speed n2p/(2+p) with GRF
J
Y
(p)
2,kn
: R→ [0,∞] defined by
J
Y
(p)
2,kn
(x) :=
p+ 2
2p
xp
c¯(x)p
− log(c¯(x)), x ≥ 0,
where c¯(x) ∈ [1 + xp/(p+2),∞) is the unique positive solution to cp+2 − cp − xp = 0.
(c) If kn ≫ n2p/(2+p). Then {Y (n,p)2,k }n∈N satisfies an LDP in R at speed npk−p/2n with GRF
J
Y
(p)
2,kn
: R→ [0,∞] defined by
J
Y
(p)
2,kn
(x) :=
xp
p
, x ≥ 0.
Proof. In the constant regime, the result follows from Proposition 3.3 and Theorem 2.6 since
I
AX(p),k(x) = infc>0
{‖x‖p2
pcp
+
c2
2
}
=
p+ 2
2p
‖x‖2p/(p+2)2 , x ∈ Rk.
The LDP for the norm follows from the contraction principle applied to x 7→ ‖x‖.
In the sublinear regime, the results follow from Proposition 3.4 and Theorem 2.10 on showing
the rate functions take the form stated in the theorem. Indeed, (a) is the same as the constant case
and (c) is immediate. To see (b), for x ≥ 0,
J
Y
(p)
2,kn
(x) := inf
c>0
{
c2 − 1
2
− log c+ x
p
pcp
}
=
p+ 2
2p
xp
c¯(x)p
− log(c¯(x)),
where c¯(x) is the unique positive solution to cp+2 − cp − xp = 0, whose existence and uniqueness is
guaranteed by the Descartes’ rule of signs (see e.g. [4]). Since x ≥ 0, the unique positive solution
satisfies c¯(x) ≥ 1. Furthermore, c¯(x) = (c¯(x)p + xp)1/(p+2) ≥ (1 + xp)1/(p+2) ≥ 1 + xp/(p+2). 
From Theorem 3.5, we observe that when kn is growing but sufficiently slow, the LDP rate
function is the same as that of the constant k regime. On the other hand, note that xp ≥ xp/c¯(x)p =
c¯(x)2−1 ≥ x2p/(p+2). Hence, the faster the growth of the speed kn, the faster the growth at x→∞
of the rate function J
Y
(p)
2,kn
.
In a similar fashion, applying Theorem 2.8 or 2.13, one can also deduce LDPs for the empirical
measure, with X(n) = X(n,p) in the sublinear and linear regimes.
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Remark 3.6. For p ∈ [1, 2), when kn is constant at k = 1, Theorem 3.5 recovers Theorem 2.3
of [19]. In the sublinear regime, a partial result in this direction was obtained in [1], where they also
made a conjecture for the case p ∈ [1, 2). Theorem 3.5 provides a more complete picture and shows
that there is a transition in the form of the LDP depending on the relative growth rates of {sn}n∈N
and {kn}n∈N, thereby disproving the conjecture stated after Theorem 1.2 in [1] for ℓnp balls, with
p ∈ [1, 2). Finally, in the linear regime, similar LDP results can be deduced from Theorem 2.14 on
noting that {X(n,p)}n∈N satisfies Assumption A. But, we do not state these results since they were
already obtained in Theorem 1.2 of [1].
3.2.3 Verification of Assumption A* when p ∈ [2,∞)
The verification of the asymptotic thin shell condition is much easier in the case p ∈ [2,∞) than
when p ∈ [1, 2).
Proposition 3.7. For n ∈ N and 2 ≤ p < ∞, {X(n,p)}n∈N satisfies Assumption A* with sn = n
and GRF JX,p where
JX,2(x) :=
{ − log x if x ∈ (0, 1],
+∞ otherwise,
and for p > 2,
JX,p(x) :=
{
infy≥x[12 log
y2
x2
+ F ∗p (y)] if x ∈ (0, 1),
+∞ otherwise.
Moreover, JX,p has a unique minimizer at m := m(p) defined in (3.2).
Proof. In the case p = 2, by (3.3), clearly, ‖X(n,p)‖2/
√
n
(d)
= U1/n. Thus, Lemma 3.3 of [19] shows
that {X(n,p)}n∈N satisfies Assumption A* with GRF JX,2, and the explicit form of JX,2 implies it
has a unique minimum at m(2) = 1. On the other hand, when p > 2, the assertion follows from
Theorems 1.2 and Theorem 1.1 (a) of [22] with d = 1 and qi = 2. 
The last result can also be deduced from Proposition 3.11 on Orlicz balls in Section 3.3 by
choosing V (x) = |x|p. However, we presented the self-contained proof above since the special case
of ℓp balls p ≥ 2 is easier due to the representation (3.3). Finally, combining Proposition 3.7 and
Theorem 2.6 yields the following corollary.
Corollary 3.8. Fix p ∈ [2,∞), let kn be constant at k ∈ N and let JX,p be defined as in Proposi-
tion 3.7. Then {n−1/2ATn,kX(n,p)}n∈N satisfies an LDP in Rk at speed n with GRF IAX(p),k : Rk →
[0,∞] defined by
I
AX(p),k(x) := inf0<c<1
{
JX,p
(‖x‖2
c
)
− 12 log
(
1− c2)} , x ∈ Rk.
The particular case when kn ≡ 1, for all range of p ∈ [1,∞) was studied in [19]; see Theorem
2.2 therein. Our method is different in that we take advantage of the equivalent representation in
Lemma 4.2 and hence a different form of the rate function is obtained here.
Remark 3.9. One may combine Proposition 3.7, Theorem 2.10, and Theorem 2.14 to obtain LDPs
for {n−1/2‖ATn,knX(n,p)‖2}n∈N in the sublinear and linear regimes. We omit these results, since they
were already obtained in Theorem 1.1 of [1]. LDPs for empirical measures in the sublinear and
linear regimes can also be deduced on combining Proposition 3.7 and Theorem 2.8 or 2.13.
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3.3 Orlicz and generalized Orlicz balls
We now consider the class of Orlicz and generalized Orlicz balls. These form a natural class of ex-
amples because, like the uniform measure on any convex set, the uniform measure on a generalized
Orlicz ball is logconcave, its marginals exhibit a certain ”subindependence” property and much like
ℓnp balls, the coordinates of a uniformly distributed random vector satisfy a certain “subindepen-
dence” property known as “negative association” [35], and (under suitable conditions) satisfies the
KLS conjecture [28].
Definition 3.10. We say V is an Orlicz function if V : R → R+ is convex and satisfies V (0) = 0
and V (x) = V (−x) for x ∈ R. Further, we say V : R→ R+ is superquadratic if
V (x)/x2 →∞, as x→∞. (3.7)
Fix a superquadratic Orlicz function V , and denote the associated symmetric Orlicz ball by
B
n
V :=
{
x ∈ Rn :
n∑
i=1
V (xi) ≤ n
}
. (3.8)
For our results below, the convexity assumption in Definition 3.10 is used only to ensure that BnV
is non-empty; we could also consider the case when V is a continuous, quasi-convex function. Note
that when V (x) = |x|p, with p > 2, then BnV = n1/pBnp , which was analyzed in Section 3.2.3.
However, unlike Bnp , whose analysis is facilitated by the probabilistic representation (3.3), there is
no analogous representation for general BnV , making its analysis significantly more complicated.
We also discuss so-called generalized Orlicz balls, associated with a sequence of superquadratic
Orlicz functions V1, V2, · · · : R→ R+. For n ∈ N, define the set
B
n
V1,...,Vn :=
{
x ∈ Rn :
n∑
i=1
Vi(xi) ≤ n
}
.
In contrast with the usual (symmetric) Orlicz ball, the generalized Orlicz ball BnV1,...,Vn need not be
invariant to permutations of the coordinates.
We verify Assumption A* for superquadratic symmetric and generalized Orlicz balls in Sec-
tion 3.3.1 and Section 3.3.2, respectively. The Orlicz balls considered here generalize ℓnp balls, with
p > 2. It would be of interest to extend our results further to Orlicz balls defined via superlinear
but subquadratic Orlicz functions V , which would include ℓnp balls with p ∈ [1, 2), as a special case.
In the following, by a slight abuse of notation, we use |A| to denote the volume of a measurable set
A ⊂ Rn and use dx to denote the integral over Lebesgue measure in R or Rn.
3.3.1 Symmetric Orlicz balls
In analogy with (1.1), for ν ∈ P(R), define MV : P(R)→ R+ as
MV (ν) :=
∫
R
V (x)ν(dx), (3.9)
for ν such that the integral in the last display is finite. Also, for b > 0, define µV,b ∈ P(R) as
µV,b(dx) :=
1
ZV,b
e−b V (x)dx, (3.10)
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with ZV,b being the normalizing constant ZV,b :=
∫
R
e−bV (x)dx. Moreover, define
J(u, v) := sup
s∈R,t∈R
{
su+ tv − log
(∫
R
esV (x)+tx
2
dx
)}
= sup
s<0,t∈R
{
su+ tv − log
(∫
R
esV (x)+tx
2
dx
)}
for u, v ∈ R+, (3.11)
where the equality follows since
∫
R
esV (x)+tx
2
dx is not integrable for s ∈ R+.
We now state the main result of this section.
Proposition 3.11 (Annealed example, Orlicz). For n ∈ N, suppose X(n) ∼ Unif(BnV ). Then, there
exists a unique b∗ > 0 be such that MV (µV,b∗) = 1 and {X(n)}n∈N satisfies Assumption A* with
JX = JX,V , where
JX,V (z) := J(1, z
2)− sup
s<0
{
s− log
(∫
R
esV (x)dx
)}
, z ∈ R+. (3.12)
Moreover, JX,V has a unique minimizer m :=
√
M2(µV,b∗), with M2 as defined in (1.1).
The proof of Proposition 3.11, which is given at the end of the section, relies on the following
properties of the function J specified in (3.11). Recall the definition of the differential entropy
functional h given in (1.4). For s < 0, t ∈ R, define νs,t ∈ P(R) as νs,t(dx) := 1Zs,t esV (x)+tx
2
dx, where
Zs,t is the normalizing constant Zs,t :=
∫
R
esV (x)+tx
2
dx, which is finite since V is superquadratic
and s < 0.
We start by summarizing basic properties of J in the following lemma, whose proof is relegated
to Appendix C.
Lemma 3.12. Let J be defined in (3.11).
1. For v ∈ R+, there exists a unique (s, t) ∈ R− × R such that the supremum in the definition
of (3.11) of J(1, v) is attained and is the unique solution to MV (νs,t) = 1 and M2(νs,t) = v.
2. There exists a unique b∗ > 0 such that MV (µV,b∗) = 1 and v 7→ J(1, v) is a convex function
on R+ with minimizer m =M2(µV,b∗). Moreover,
J(1,m) = sup
s<0
{
s− log
(∫
R
esV (x)dx
)}
. (3.13)
3. For v > m, the supremum in the definition of (3.11) of J(1, v) is attained at (s, t) ∈ R−×R+
while for 0 < v < m, the supremum is attained at (s, t) ∈ R− × R−.
4. For v ∈ R+, J(1, v) = −maxν∈P(R){h(ν) : MV (ν) = 1,M2(ν) = v} and J(1,m) = −maxν∈P(R){h(ν) :
MV (ν) = 1}.
5. ∂uJ(u, v) < 0 for u, v ∈ R+
Now, comparing the definition of JX,V and J(u, v) in (3.12) and (3.11), respectively, by property
1 of Lemma 3.12, we see that JX,V (z) = J(1, z
2) − J(1,m). Together with property 2 and 4 of
Lemma 3.12, this shows that
JX,V (z) := max
ν∈P(R)
{h(ν) : MV (ν) = 1} − max
ν∈P(R)
{h(ν) :MV (ν) = 1,M2(ν) = z2}.
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Proof of Proposition 3.11. Fix a superquadratic Orlicz function V (see Definition 3.10). For a
measurable set A ⊂ R, define Bn2,V [A] := BnV ∩ {x ∈ Rn :
∑n
i=1 x
2
i ∈ nA}, and note that
P
(
1
n
n∑
i=1
(Xni )
2 ∈ A
)
=
∣∣∣Bn2,V [A]∣∣∣∣∣BnV ∣∣ , (3.14)
which expresses a tail probability in terms of a volume ratio. We now proceed in three steps to
characterize the asymptotics of the tail probabilities.
Step 1. For any closed set F ⊂ R+, we will establish an upper bound on the numerator in (3.14),
lim sup
n→∞
1
n
log
∣∣Bn2,V [F ]∣∣ ≤ − inf
x∈F
J(1, x). (3.15)
As defined in Lemma 3.12, set m := M2(µv,b∗), with M2 as defined in (1.1). Next, set α+ :=
min{x ∈ [m,+∞) ∩ F} and α− := max{x ∈ [0,m] ∩ F}. Assume α− < m < α+. Then
∣∣Bn2,V [F ]∣∣ ≤
∣∣∣∣∣BnV ∩
{
x ∈ Rn :
n∑
i=1
x2i ≥ nα+
}∣∣∣∣∣+
∣∣∣∣∣BnV ∩
{
x ∈ Rn :
n∑
i=1
x2i ≤ nα−
}∣∣∣∣∣
=
∣∣Bn2,V [[α+,∞)]∣∣+ ∣∣Bn2,V [[0, α−]]∣∣ .
Fix s < 0 and t > 0, and note that
B
n
2,V [[α+,∞)] =
{
x ∈ Rn : exp
(
s
n∑
i=1
V (xi)
)
≥ ens, exp
(
t
n∑
i=1
x2i
)
≥ entα+
}
.
Therefore,
∣∣Bn2,V [[α+,∞)]∣∣ ≤ ∫
Bn2,V [[α+,∞)]
exp
(
s
n∑
i=1
V (xi)− ns+ t
n∑
i=1
x2i − ntα+
)
dx
≤ e−ns−ntα+
∫
Rn
exp
(
s
n∑
i=1
V (xi) + t
n∑
i=1
x2i
)
dx.
Hence, for every s < 0 and t > 0,
lim sup
n→∞
1
n
log
∣∣Bn2,V [[α+,∞)]∣∣ ≤ −s− tα+ + log(∫
R
esV (x)+tx
2
dx
)
.
Taking the infimum over s < 0 and t > 0, we obtain
lim sup
n→∞
1
n
log
∣∣Bn2,V [[α+,∞)]∣∣ ≤ inf
s<0,t>0
{
−s− tα+ + log
(∫
R
esV (x)+tx
2
dx
)}
= − sup
s<0,t>0
{
s+ tα+ − log
(∫
R
esV (x)+tx
2
dx
)}
= −J(1, α+),
where the last equality follows by property 3 of Lemma 3.12 and α+ > m.
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Similarly, for s < 0 and now choosing t < 0 we also have
lim sup
n→∞
1
n
log
∣∣Bn2,V [[0, α−)]∣∣ ≤ − sup
s<0,t<0
{
s+ tα− − log
(∫
R
esV (x)+tx
2
dx
)}
= −J(1, α−),
where again, the last inequality follows by Property 3 of Lemma 3.12 and α− < m.
Now, if α+ = m or α− = m, then by Property 2 of Lemma 3.12, infx∈F J(1, x) = J(1,m). We
first obtain an estimate of the Orlicz ball BnV . For s < 0,
1
n
log |BnV | ≤
1
n
log
∫
∑n
i=1 V (xi)≤n
exp
(
s
n∑
i=1
V (xi)− ns
)
dx
≤ −s+ log
(∫
R
esV (x)dx
)
.
The claim follows since
lim sup
n→∞
1
n
log
∣∣Bn2,V [F ]∣∣ ≤ lim sup
n→∞
1
n
log |BnV |
≤ − sup
s<0
{
s− log
(∫
R
esV (x)dx
)}
= −J(1,m),
where the second inequality follows on taking the infimum over s < 0 in the last display and the
third equality follows by property 2 of Lemma 3.12.
Step 2. For any open set U ⊂ R+, we will show the lower bound
lim inf
n→∞
1
n
log
∣∣Bn2,V [U ]∣∣ ≥ − inf
x∈U
J(1, x). (3.16)
By property 5 of Lemma 3.12, ∂uJ(u, v) < 0, and so for each v, u 7→ J(u, v) is decreasing. By
the convexity and hence continuity of (u, v) 7→ J(u, v) in R+ ×R+, for ε > 0, there exist 0 < y < 1
and z ∈ U such that infx∈U J(1, x) > J(y, z) − ε. Pick δ small such that δ < y < 1 − δ and
(z− δ, z+ δ) ⊂ U . Let (sy, tz) be the value that attains the supremum in the expression for J(y, z).
Define
Anδ :=
{
x ∈ Rn : y − δ < 1
n
n∑
i=1
V (xi) < y + δ, z − δ < 1
n
n∑
i=1
x2i < z + δ
}
and Zy,z :=
∫
R
esyV (x)+tzx
2
dx, which is finite since sy < 0 and V is superquadratic. Suppose tz < 0.
We then obtain the following estimate for the lower bound:∣∣Bn2,V [U ]∣∣ ≥ ∫
Anδ
dx
=
∫
Anδ
(Zy,z)
n e−sy
∑n
i=1 V (xi)−tzx2i
n∏
i=1
1
Zy,z
esyV (xi)+tzx
2
i dx
≥ exp (n(logZy,z − sy(y − δ)− tz(z − δ)))
∫
Anδ
n∏
i=1
1
Zy,z
esyV (xi)+tzx
2
i dx.
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The case tz > 0 can be handled analogously, simply by replacing t− δ with t+ δ on the right-hand
side.
Let {Ξi}∞i=1 be a sequence of i.i.d continuous random variables with density 1Zy,z esyV (x)+tzx
2
.
Since (sy, tz) attains the supremum in (3.11) of J(y, z), by property 1 of Lemma 3.12, E[V (Ξi)] = y
and E[Ξ2i ] = z. Then the integral in the last display can be represented as∫
Anδ
n∏
i=1
1
Zy,z
esyV (xi)+tzx
2
i dx = P
(
y − δ < 1
n
n∑
i=1
V (Ξi) < y + δ, z − δ < 1
n
n∑
i=1
Ξ2i < z + δ
)
,
which converges to 1 by the weak law of large numbers. Thus,
lim inf
n→∞
1
n
log
∣∣∣∣∣
{
x ∈ Rn :
n∑
i=1
V (xi) ≤ n,
n∑
i=1
x2i ∈ nU
}∣∣∣∣∣ ≥ logZy,z − sy(y − δ)− tz(z − δ)
= −J(y, z) + syδ + tzδ
≥ −J(1, U) + ε+ syδ + tzδ.
Since ε and δ are arbitrary, we obtain the desired lower bound in (3.16).
Step 3. We claim that the denominator of (3.14) satisfies
lim
n→∞
1
n
log |BnV | = − sup
s<0
{
s− log
(∫
R
esV (x)dx
)}
. (3.17)
Since BnV = B
n
2,V [R+], applying (3.15) with F = R+ and (3.16) with U = (0,∞), we obtain
limn→∞ log |BnV |/n = − infx∈R+ J(1, x). The claim then follows from property 2 of Lemma 3.12.
Finally, the combination of (3.17), (3.15) and (3.16) with (3.14) yields an LDP for { 1n
∑n
i=1(X
n
i )
2}n∈N
at speed n with rate function
J(1, x) − sup
s<0
{
s− log
(∫
R
esV (x)dx
)}
.
The proposition then follows by an application of the contraction principle to the mapping x →√
x. 
3.3.2 Generalized Orlicz balls
Suppose that BnV1,...,Vn is close to a symmetric Orlicz ball in the following sense: there exists an
Orlicz function V¯ : R+ → R+ such that
1
n
log
∣∣∣BnV¯ ∆BnV1,...,Vn∣∣∣∣∣∣BnV¯ ∪ BnV1,...,Vn∣∣∣ → −∞, (3.18)
where Bn
V¯
is the Orlicz ball as defined in (3.8), and for any sets A,B ⊂ Rn, A∆B = [A\B]∪ [B \A]
represents the symmetric difference of A and B.
Lemma 3.13 (Generalized Orlicz). Given Orlicz functions {Vi}i∈N and V¯ that satisfy (3.18),
suppose X(n) ∼ Unif(BnV1,...,Vn) and there exists a constant cV <∞ such that for x > cV , Vi(x) > x2
for i ∈ N and V¯ (x) > x2. Then, {X(n)}n∈N satisfies Assumption A* with JX,V¯ , defined as in (3.12),
but with V replaced with V¯ .
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Proof. Let X¯(n) ∼ Unif(Bn
V¯
), U (n) ∼ Unif(Bn
V¯
∪BnV1,...,Vn) and X(n) be independent random vectors
defined on a common probability space. Define
W (n) := U (n)1{U (n)∈BnV1,...,Vn}
+X(n)1{U (n) 6∈BnV1,...,Vn}
,
W¯ (n) := U (n)1{U (n)∈Bn
V¯
} + X¯
(n)1{U (n) 6∈Bn
V¯
}.
First note that conditioned on {U (n) ∈ BnV1,...,Vn}, U (n) is identically distribution with X(n). By
definition, Y (n) is supported on BnV1,...,Vn . For a measurable set A ⊂ BnV1,...,Vn , we have
P
(
W (n) ∈ A
)
= P
(
W (n) ∈ A
∣∣∣U (n) ∈ BnV1,...,Vn)P(U (n) ∈ BnV1,...,Vn)
+ P
(
W (n) ∈ A
∣∣∣U (n) 6∈ BnV1,...,Vn)P(U (n) 6∈ BnV1,...,Vn)
= P
(
U (n) ∈ A
∣∣∣U (n) ∈ BnV1,...,Vn)P(U (n) ∈ BnV1,...,Vn)
+ P
(
X(n) ∈ A
∣∣∣U (n) 6∈ BnV1,...,Vn)P(U (n) 6∈ BnV1,...,Vn)
= P
(
X(n) ∈ A
)
P
(
U (n) ∈ BnV1,...,Vn
)
+ P
(
X(n) ∈ A
)
P
(
U (n) 6∈ BnV1,...,Vn
)
= P
(
X(n) ∈ A
)
.
Hence, W (n)
(d)
= X(n). A similar argument can be used to show that W¯ (n)
(d)
= X¯(n), thus providing
a useful coupling between the uniform measures on BnV1,...,Vn and B
n
V¯
. Due to Proposition 3.11 and
Remark 1.4, it suffices to show that {‖W (n)‖22/n}n∈N is exponentially equivalent (as in Definition
1.3) to {‖W¯ (n)‖22/n}n∈N. To this end, let κ :=
√
c2V + 1 and note that B
n
V1,...,Vn
⊂ κBn2 and
Bn
V¯
⊂ κBn2 since for x ∈ BnV1,...,Vn ,
∑n
i=1 x
2
i ≤
∑n
i=1 c
2
V + Vi(xi) ≤ (c2v + 1)n = κ2n, and for x ∈ BnV¯ ,∑n
i=1 x
2
i ≤
∑n
i=1 c
2
V + V¯ (xi) ≤ (c2v + 1)n = κ2n. Thus,∣∣∣‖W¯ (n)‖2n − ‖W (n)‖2n ∣∣∣ = 1n ∣∣∣‖W¯ (n)‖2 − ‖W (n)‖2∣∣∣ ≤ κ1{U (n) 6∈(BnV¯ ∩BnV1,...,Vn )}.
Therefore, for δ > 0,
1
n
log P
(∣∣∣‖W¯ (n)‖2/n− ‖W (n)‖2/n∣∣∣ > δ) ≤ 1
n
log P
(
κ1{U (n) 6∈(Bn
V¯
∩BnV1,...,Vn )}
> 0
)
=
1
n
log P
(
U (n) ∈ (BnV¯ ∆BnV1,...,Vn)
)
=
1
n
log
∣∣∣BnV¯ ∆BnV1,...,Vn∣∣∣∣∣∣Bn
V¯
∪ BnV1,...,Vn
∣∣∣ ,
which converges to −∞ as n→∞ by (3.18). This completes the proof. 
3.4 Gibbs measures
We now consider the case when the random vector X(n) is drawn from a Gibbs measure on con-
figurations of n interacting particles. To be precise, let F : R → (−∞,∞] be a “confining”
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potential, G : R × R → (−∞,∞] an “interaction” potential, and for n ∈ N, define a Hamiltonian
Hn : R
n → (−∞,∞] given by
Hn(x) :=
1
n
n∑
i=1
F (xi) +
1
n2
n∑
i=1
n∑
j=1,j 6=i
G(xi, xj), x ∈ Rn.
Further, for n ∈ N, let Pn ∈ P(Rn) be the probability measure given by
Pn(dx) :=
1
Zn
e−nHn(x)ℓ(dx), x ∈ Rn, (3.19)
where ℓ ∈ P(R) is a non-atomic, sigma-finite probability measure on R, and Zn is a normalization
constant so that Pn is a probability measure. With some abuse of notation, we use e
−F ℓ to denote
the measure on P(R) with density proportional to e−F with respect to ℓ ∈ P(R). Further, let
Qn ∈ P(R) be the pushforward measure induced by Pn under the mapping Rn ∋ (x1, . . . , xn) 7→
1
n
∑n
i=1 δxi ∈ P(R).
Theorem 3.14 (Theorem 2.7 and Lemma 2.6 of [15]). Suppose the following assumptions hold for
the potentials F and G:
1. F and G are lower semicontinuous on the respective sets on which they are finite;
2. there exists a ∈ [0, 1) and c ∈ R such that F satisfies ∫
R
e−(1−a)F (x)ℓ(dx) <∞, infx F (x) > c,
and inf(x,y)∈R×R [G(x, y) + a(F (x) + F (y))] > c;
3. there exists a Borel measurable set A ⊂ R with ℓ(A) > 0 such that∫
A×A
[F (x) + F (y) +G(x, y)] ℓ(dx)ℓ(dy) <∞;
4. for all λ ∈ R, we have∫
R×R
exp
[
λ(x2 + y2)− F (x)− F (y)−G(x, y)] ℓ(dx)ℓ(dy) <∞.
Then, {Qn}n∈N satisfies an LDP in P2(R) equipped with the 2-Wasserstein topology, at speed n,
with GRF I∗ : P2(R)→ [0,∞] defined by
I∗(µ) := I(µ)− inf
µ∈P2(R)
I(µ),
I(µ) := H(µ|ℓ) + 1
2
∫
R×R
G(x, y)µ(dx)µ(dy) +
∫
R
F (x)µ(dx),
with H the relative entropy functional defined in (1.5).
Proposition 3.15 (Gibbs measures). For n ∈ N, suppose X(n) is drawn from Pn of (3.19), and
suppose that the assumptions of Theorem 3.14 hold. Then, {X(n)}n∈N satisfies Assumption A*
GRF
JX(x) := inf
{
J∗(µ) : µ ∈ P2(R), x =
√
M2(µ)
}
, x ≥ 0.
Proof. The LDP for {‖X(n)‖22/n}n∈N, follows from an application of the contraction principle to
the empirical measure LDP of Theorem 3.14 and the second moment map M2 of (1.1), which is
continuous with respect to the 2-Wasserstein topology. Assumption A* then follows on applying
the contraction principle with the map x 7→ √x. 
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4 Proofs of LDPs for the random projections
In this section, we prove the main large deviations results, namely, Theorems 2.6, 2.8 and 2.13,
stated in Sect. 2. At many points, we will refer to certain properties of the top row of An,kn , which
we first establish in Sect. 4.1. Sections 4.2, 4.3 and 4.4 consider the regimes of {kn} constant,
sublinear and linear, respectively. Throughout, let ζ1, ζ2, . . . , denote a sequence of i.i.d. standard
Gaussian random variables, let ζ(n) := (ζ1, . . . , ζn) ∈ Rn, let e1 := (1, 0, . . . , 0) ∈ Rn.
4.1 The top row of An,kn
Lemma 4.1. Fix k, n ∈ N such that k ≤ n. Then the following relation holds:
An,k(1, · ) = (An,k(1, 1), . . . ,An,k(1, k)) (d)= (ζ1, . . . , ζk)‖ζ(n)‖2
. (4.1)
Proof. Let On be a random n × n orthogonal matrix (i.e., sampled from the normalized Haar
measure on the group of n × n orthogonal matrices). Let In,k be the n × k matrix of ones on the
diagonal and zeros elsewhere. Note that
ATn,k
(d)
= ITn,kOn,
which implies that An,k(1, · ) is equal in distribution to the vector of the first k elements in the
top row of On. The marginal distribution of the top row of On is the uniform measure on the
unit sphere of Rn, which establishes the identity (4.1), due to the classical fact that ζ(n)/‖ζ(n)‖2 is
uniformly distributed on the unit sphere in Rn (see, e.g., [32]). 
Lemma 4.2. Fix n ∈ N and k ≤ n. Suppose X(n) is an n-dimensional random vector independent
of An,k. Then the following relation holds:(
ATn,k
X(n)
‖X(n)‖2 , ‖X
(n)‖2
)
(d)
=
(
ATn,ke1, ‖X(n)‖2
)
.
Proof. The lemma is easily deduced from the fact that the distribution of An,k is invariant under
orthogonal transformations and independent of X(n). See, for example, Lemma 6.3 of [19] for the
proof of the analogous claim when k = 1. 
For the settings where {kn}n∈N grows, we will first analyze the empirical measure of the kn
elements in the top row of
√
nAn,kn . That is, let
µˆnA :=
1
kn
kn∑
j=1
δ√nAn,kn (1,j), n ∈ N. (4.2)
Recall that P(R) is always equipped with the weak topology unless otherwise stated.
Lemma 4.3. For n ∈ N, let X(n) be independent of An,kn and recall the definition of Ln given in
(2.1). Then we have
Ln(·) (d)= µˆnA( · ×
√
n/‖X(n)‖2).
Moreover, the map P(R)× (0,∞) ∋ (ν, c) 7→ ν( · × c−1) ∈ P(R) is continuous.
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Proof. For each n ∈ N, using the definition of Ln and Lemma 4.2, we have
Ln(·) = 1
kn
kn∑
j=1
δ
‖X(n)‖2
(
ATn,kn
X(n)
‖X(n)‖2
)
j
(·) (d)= 1
kn
kn∑
j=1
δ ‖X(n)‖2√
n
√
n(ATn,kne1)j
(·)
=
1
kn
kn∑
j=1
δ√nAn,kn (1,j)( · ×
√
n/‖X(n)‖2),
from which the first assertion of the lemma follows by (4.2). Continuity of the map (ν, c) 7→
ν( · × c−1) follows from Slutsky’s theorem. 
Lemma 4.4. Suppose {µˆn
A
}n∈N and {‖X(n)‖2/
√
n}n∈N satisfy LDPs at speed sn. with GRFs
I1 : Pq(R) 7→ [0,∞] and I2 : R+ 7→ [0,∞], respectively. Then {Ln}n∈N satisfies an LDP at speed sn
with GRF defined by
I(µ) = inf
ν∈Pq(R),c∈R+
{
I1(ν) + I2(c) : µ = ν( · × c−1)
}
, µ ∈ Pq(R).
Proof. By the independence of An,kn and X
(n), {µˆn
A
, ‖X(n)‖2/
√
n}n∈N satisfies an LDP at speed
sn with GRF
Pq(R)× R+ ∋ (ν, c) 7→ I1(ν) + I2(c) ∈ [0,∞].
The claim follows on applying the contraction principle to the mapping F : Pq(R) × R+ 7→ Pq(R)
defined by F (ν, c) = ν(· × c−1) 
Lemma 4.5. Let {ζj}j∈N is are i.i.d. N(0, 1) random variables, ζ(n) = (ζ1, . . . , ζn) and consider
the sequence
νn :=
1
kn
kn∑
j=1
δζj , n ∈ N.
Then νn satisfies an LDP in P(R) with respect to the weak topology, at speed kn, with GRF H(·|γ1).
Moreover, for a sequence {sn}n∈N such that sn ≪ kn, {νn}n∈N satisfies an LDP in P(R) with respect
to the weak topology at speed sn with GRF
χγ1(ν) :=
{
0 if ν = γ1
+∞ else , ν ∈ P(R).
Proof. The first claim is a direct conclusion of Sanov’s theorem while the second claim follows since
H(·|γ1) : P(R)→ [0,∞] is convex with a unique minimizer at γ1, 
4.2 Proof of the LDP for the random projection in the constant regime
This section is devoted to the proof of Theorem 2.6. Throughout this section, fix k ∈ N and suppose
kn = k for each n ∈ N. We first give the main idea behind the proof. Due to Lemma 4.2 we have
1√
n
ATn,kX
(n) (d)=
1√
n
ATn,ke1‖X(n)‖2 = An,k(1, ·)
‖X(n)‖2√
n
(4.3)
where {An,k(1, ·)}n∈N is independent of {X(n)}n∈N. Thus, the question essentially reduces to
understanding the following: suppose two independent sequences of random vectors {Vn}n∈N and
{Wn}n∈N (with at least one-being real-valued) satisfy LDPs at speeds {βn}n∈N, and {γn}n∈N with
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GRFs JV and JW , respectively. Then we want to understand when an LDP with a non-trivial
rate function can be deduced for the product sequence Zn := VnWn, n ∈ N. When βn = γn,
then this is a simple application of the contraction principle. We will see that this is the case when
Assumption A* holds, that is, when {‖X(n)‖2/
√
n}n∈N satisfies an LDP at speed n, by showing that
then {An,k(1, ·)}n∈N also satisfies an LDP at speed n. On the other hand, if βn ≪ γn or βn ≫ γn,
then the idea is to find sequences {bn}n∈N and {sn}n∈N such that {bnVn}n∈N and {b−1n Wn}n∈N
both satisfy non-trivial LDPs at the same speed sn, and then once again apply the contraction
principle. This falls into the case of Assumption B, which states that {b−1n ‖X(n)‖2/
√
n}n∈N, with
bn =
√
sn/n, satisfies a non-trivial LDP at speed sn, and thus the proof in this case follows by
showing that {bnAn,k(1, ·)}n∈N also satisfies a non-trivial LDP at speed sn.
Proof of Theorem 2.6. We consider two cases.
Case 1. Suppose Assumption A* holds with GRF JX .
First, note that by Lemma 4.1, we can apply the LDP in [7, Theorem 3.4] to find that
{An,k(1, ·)}n∈N satisfies an LDP in Rk at speed n with GRF Jk(y) := −12 log(1 − ‖y‖22), when
‖y‖2 ≤ 1, and Jk(y) := +∞ otherwise. Since {X(n)}n∈N is independent of {An,k}n∈N, and the case
assumption shows that {‖X(n)‖2/
√
n}n∈N satisfies an LDP with speed n and GRF JX , in view of
(4.3) the contraction principle implies that {n−1/2ATn,kX(n)}n∈N satisfies an LDP with GRF
IAX,k(x) := inf
y∈Rk,z∈R
{−12 log(1− ‖y‖22) + JX(z) : x = yz, ‖y‖2 ≤ 1, z ≥ 0} , x ∈ Rk.
We can without loss of generality restrict the range of z in the infimum to z > 0; then, substituting
y = x/z and noting that the constraint ‖y‖2 ≤ 1 is equivalent to ‖x‖2 ≤ z, it follows that
IAX,k(x) = inf
z≥‖x‖2
{
−12 log
(
1− ‖x‖
2
2
z2
)
+ JX(z)
}
= inf
z>‖x‖2
{
−12 log
(
1− ‖x‖
2
2
z2
)
+ JX(z)
}
, x ∈ Rk.
On rewriting the above in terms of c = ‖x‖2/z, we obtain the form (2.3) for the rate function IAX,k.
Case 2. Suppose Assumption B holds with sequence {sn}n∈N and GRF JX .
From Lemma 4.2 and (4.1), denoting ζ(n) := (ζ1, . . . , ζn) with {ζi}i∈N i.i.d. N(0, 1) random
variables, we have
1√
n
ATn,kX
(n) (d)= ATn,k(1, ·)
∥∥X(n)∥∥
2√
n
(d)
=
ζ(k)/
√
sn∥∥ζ(n)∥∥
2
/
√
n
√
sn
∥∥X(n)∥∥
2
n
, (4.4)
Now, consider the sequence of vectors
Rn :=
(
ζ(k)√
sn
,
√
n∥∥ζ(n)∥∥
2
,
√
sn
∥∥X(n)∥∥
2
n
)
, n ∈ N.
Then ζi/
√
sn is a N(0, 1/sn) random variable with sn →∞ as n→∞. Hence, for i = 1, . . . , k, the
sequence {ζi/√sn}n∈N satisfies an LDP at speed sn with GRF x2/2. Assumption B implies that
{√sn‖X(n)‖2/n}n∈N also satisfies an LDP at speed sn with GRF JX . Finally, by Crame´r’s theorem,
the contraction principle applied to x 7→ x−1 and the strong law of large numbers, {‖ζ(n)‖2/
√
n}n∈N
satisfies an LDP at speed n and converges a.s. to 1. By (4.4), the independence of {ζi}i=1,...,k and
26
X(n) and Lemma 1.6, the sequence of k-dimensional vectors, {n−1/2ATn,kX(n)}n∈N, satisfies an LDP
at speed sn with GRF
IAX,k(x) = inf
{‖y‖2
2
+ JX(z) : y ∈ Rk, z > 0, x = yz
}
= inf
c>0
{
JX
(‖x‖2
c
)
+
c2
2
}
,
where the second equality uses the fact that JX(z) is +∞ for z < 0 due to positivity of the norm. 
4.3 Proof of the empirical measure LDP in the sublinear regime 1≪ kn ≪ n
We now present the proof of Theorem 2.8. We first start with an auxiliary result.
Proposition 4.6. Fix q < 2. Suppose {kn}n∈N grows sublinearly. Then, {µˆnA}n∈N defined in (4.2)
satisfies an LDP in Pq(R) at speed kn with GRF H(·|γ1) : P(R)→ [0,∞].
Proof. Recall that {ζj}j∈N is are i.i.d. N(0, 1) random variables, ζ(n) = (ζ1, . . . , ζn). Due to (4.2),
Lemma 4.1, {µˆn
A
}n∈N (d)= {ν˜n}n∈N, where
ν˜n :=
1
kn
kn∑
j=1
δ√nζj/‖ζ(n)‖2 , n ∈ N.
We now claim (and justify below) that {νn}n∈N defined in Lemma 4.5 is exponentially equivalent
(at speed kn) to {ν˜n}n∈N.
To prove the claim, let zn :=
√
n/‖ζ(n)‖2 and let dBL denote the bounded-Lipschitz metric
(which metrizes weak convergence). Then, letting BL(R) denote the space of bounded Lipschitz
functions f : R→ R with Lipschitz constant 1,
dBL(νn, ν˜n) ≤ sup
f∈BL(R)
1
kn
kn∑
j=1
|f(ζj)− f(ζjzn)| ≤ 1
kn
kn∑
j=1
|ζj − ζjzn| = |zn − 1| · 1
kn
kn∑
j=1
|ζj |.
Hence, for δ, ǫ > 0, we have
P(dBL(νn, ν˜n) > δ) ≤ P
|zn − 1| · 1
kn
kn∑
j=1
|ζj| > δ
 ≤ P
 1
kn
kn∑
j=1
|ζj| > δ
ǫ
+ P(|zn − 1| > ǫ).
Since ζ1 has a finite exponential moment, Crame´r’s theorem [13, Theorem 2.2.1] implies
lim
n→∞
1
kn
log P
 1
kn
kn∑
j=1
|ζj | > δ/ǫ
 = −I(δ/ǫ),
for some convex and superlinear rate function I. Also by Crame´r’s theorem for
∑n
i=1 ζ
2
i /n, the
continuity of x 7→ 1/√x on (0,∞) and the contraction principle, the sequence {zn}n∈N satisfies an
LDP at speed n, so due to the sublinear growth of kn, we have
lim
n→∞
1
kn
logP(|zn − 1| > ǫ) = −∞.
27
Combining the two previous limits, we find that
lim
n→∞
1
kn
log P(dBL(νn, ν˜n) > δ) ≤ −I(δ/ǫ).
The claim follows on sending ǫ→ 0 and applying the superlinearity of J.
As a result, {µˆn
A
}n∈N, by Lemma (4.5), satisfies an LDP in P(R) at speed kn with GRF H(·|γ1).
In order to strengthen the LDP for {µˆn
A
}n∈N to hold in Pq(R), by [13, Corollary 4.2.6], it suffices to
note that P(µˆn
A
∈ K2,1) = 1, where K2,1 of (1.2) is compact with respect to Pq(R) due to Lemma
1.1. 
Proof of Theorem 2.8. By Proposition (4.6), when either sn ≫ kn or sn = kn, {µˆnA}n∈N satisfies an
LDP at speed sn with GRF H(·|γ1), whereas when sn ≪ kn, {µˆnA}n∈N satisfies an LDP at speed
sn with GRF χγ1 defined in Lemma 4.5. On the other hand, by Assumption A when sn ≪ kn or
sn = kn, {‖X(n)‖2/
√
n}n∈N satisfies an LDP at speed sn with GRF JX , whereas when sn ≫ kn,
{‖X(n)‖2/
√
n}n∈N satisfies an LDP at speed kn with rate function χm.
Combining the above observations with Lemma 4.4, we see that {Ln}n∈N satisfies an LDP at
speed sn ∧ kn with GRF IL,kn , where when sn ≫ kn,
IL,kn(µ) = inf
ν∈Pq(R),c∈R+
{
H(ν|γ1) + χm(c) : µ = ν( · × c−1)
}
= H(µ( · ×m)|γ1)
= H(µ|γ1( · ×m−1))
= H(µ|γm),
when sn = kn,
IL,kn(µ) = inf
ν∈Pq(R),c∈R+
{
H(ν|γ1) + JX(c) : µ = ν( · × c−1)
}
= inf
c∈R+
{H(µ|γc) + JX(c)} ,
and when sn ≪ kn,
IL,kn(µ) = inf
ν∈Pq(R),c∈R+
{
χγ1(ν) + JX(c) : µ = ν( · × c−1)
}
=
{
JX(c), µ = γc
+∞, otherwise.

4.4 Proof of the empirical measure LDP in the linear regime kn ∼ λn
Throughout this section, suppose {kn}n∈N grows linearly with rate λ ∈ (0, 1]. As in the sublinear
regime, we first analyze the sequence of empirical measures {µˆn
A
}n∈N of (4.2) as a precursor to the
analysis of {Ln}n∈N of (2.1).
Proposition 4.7. Fix q < 2. Suppose kn grows linearly with rate λ ∈ (0, 1]. Then, the sequence
{µˆn
A
}n∈N satisfies an LDP in Pq(R) at speed n with GRF Hλ of (2.11).
The proof of the above result is deferred to the end of this section. Taking it as given, we can
prove the main LDP in the linear regime.
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Proof of Theorem 2.13. Suppose Assumption A is satisfied with sequence {sn}n∈N. First, suppose
sn = n. Then by Proposition 4.7, Assumption A and Lemma 4.4, {Ln}n∈N satisfies an LDP at
speed n with GRF IˆL,λ, defined as
IˆL,λ(µ) := inf
ν∈P(R),c∈R+
{
Hλ(ν) + JX(c) : µ(·) = ν( · × c−1)
}
, µ ∈ P(R).
It remains to show that IˆL,λ is equivalent to the GRF IL,λ of (2.12). To do so, fix ν ∈ P(R) and
c ∈ R+, and substitute µ = ν( · × c−1). If M2(µ) = c2M2(ν) ≥ c2/λ, then we have IˆL,λ(µ) = +∞ =
IL,λ(µ). Otherwise, in the case M2(ν) < 1/λ, we observe
Hλ(ν) + JX(c) = Hλ(µ( · × c)) + JX(c)
= −λh(µ( · × c)) + λ2 log(2πe) + 1−λ2 log
(
1−λ
1−λM2(µ( ·×c))
)
+ JX(c)
= −λh(µ) + λ log(c) + λ2 log(2πe) + 1−λ2 log
(
1−λ
1−(λ/c2)M2(µ)
)
+ JX(c)
= −λh(µ)− 1−λ2 log
(
1− λM2(µ)c2
)
+ λ log(c) + JX(c) +
λ
2 log(2πe) +
1−λ
2 log(1− λ).
Hence an infimization over all c ∈ R+ demonstrates that IˆL,λ(µ) = IL,λ(µ).
Next, consider the case sn ≪ n. By Lemma 4.5, {νn}n∈N satisfies an LDP at speed sn with
rate function
χγ1(ν) :=
{
0 if ν = γ1
+∞ else , ν ∈ Pq(R).
Similar to Proposition 4.6, we have that {µˆn
A
}n∈N satisfies an LDP at speed sn with the rate
function in the last display. By Assumption A and Lemma 4.4, {Ln}n∈N satisfies an LDP at speed
sn with rate function
IL,λ(µ) = inf
ν∈P(R),c∈R+
{
χγ1(ν) + JX(c) : µ = ν( · × c−1)
}
=
{
JX(c), µ = γc
+∞, otherwise.

The rest of this section is devoted to the proof of Proposition 4.7, which is broken down into
the intermediate steps given by Lemmas 4.8 and 4.9 below.
Lemma 4.8. Given the i.i.d. sequence {ζj}j∈N with common law γ1, the standard normal distri-
bution, the sequence  1
kn
kn∑
j=1
δζj ,
1
n− kn
n∑
j=kn+1
δζj ,
1
n
n∑
j=1
ζ2j
 , n ∈ N, (4.5)
satisfies an LDP in [P(R)]2 ×R+ at speed n with GRF I1 defined by
I1(µ, ν, s) := λH(µ|γ1) + (1− λ)H(ν|γ1) + 12 [s− λM2(µ)− (1− λ)M2(ν)] ,
if λM2(µ) + (1− λ)M2(ν) ≤ s, and I1(µ, ν, s) := +∞ otherwise.
Proof. Our approach is to apply the approximate contraction principle of Proposition A.1 and
Corollary A.2 of the appendix, with the following parameters:
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• Σ := R;
• X := R =: X∗;
• c(x) = x2, for x ∈ R;
• for n ∈ N, let L (1)n := 1kn
∑kn
j=1 δζj ∈ P(R), and L (2)n := 1n−kn
∑n
j=kn+1
δζj ∈ P(R);
• for n ∈ N, let C (i)n :=
∫
cdL
(i)
n =
∫
R
c(x)dL
(i)
n (dx), for i = 1, 2.
First, consider (Ln,Cn) = (L
(1)
n ,C
(1)
n ). Then the domain D of (A.3) takes the form D = {α ∈
R : logE[eλ
−1α ζ21 ] < ∞} = (−∞, λ2 ), and so 0 ∈ D◦ = D. Thus, F (x) = supα<λ/2 αx, which is
equal to λx/2 if x ≥ 0, and equal to ∞ otherwise, and ∫ cdµ = M2(µ). Thus, by Corollary A.2,
the sequence {L (1)n ,C (1)n }n∈N satisfies an LDP with GRF J (1), defined by
J (1)(µ, t) :=
{
λH(µ|γ1) + λ2 [t−M2(µ)] if M2(µ) ≤ t;
+∞ else.
Similarly, another application of Corollary A.2 shows that the sequence {L (2)n ,C (2)n }n∈N satisfies
an LDP with GRF J (2), defined by
J (2)(ν, u) :=
{
(1− λ)H(ν|γ1) + 1−λ2 [u−M2(ν)] if M2(ν) ≤ u;
+∞ else.
Due to the independence of {ζj}j∈N and the contraction principle, the sequence{
L
(1)
n , L
(2)
n , λ
∫
c dL (1)n + (1− λ)
∫
c dL (2)n
}
n∈N
(4.6)
satisfies an LDP with GRF
(µ, ν, s) 7→ inf
t,u∈R
{
J (1)(µ, t) + J (2)(ν, u) : λt+ (1− λ)u = s
}
= I1(µ, ν, s).
To complete the proof, note that because kn/n→ λ deterministically, the sequence λkn
kn∑
j=1
ζ2j +
1− λ
n− kn
n∑
j=kn+1
ζ2j

n∈N
is exponentially equivalent (recall Definition 1.3) to 1n
n∑
j=1
ζ2j

n∈N
,
and hence, the sequence (4.6) is exponentially equivalent to the sequence (4.5), establishing the
LDP with GRF I1 for (4.5). 
Lemma 4.9. The sequence of pairs of measures 1
kn
kn∑
j=1
δ√nζj/‖ζ(n)‖2 ,
1
n− kn
n∑
j=kn+1
δ√nζj/‖ζ(n)‖2
 , n ∈ N, (4.7)
satisfies an LDP in [P(R)]2 at speed n with GRF I2 defined by
I2(µ, ν) := I1(µ, ν, 1)
= λH(µ|γ1) + (1− λ)H(ν|γ1) + 12 (1− λM2(µ)− (1− λ)M2(ν)) ,
if λM2(µ) + (1− λ)M2(ν) ≤ 1, and I2(µ, ν) :=∞ otherwise.
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Proof. Due to Slutsky’s theorem, the map
[P(R)]2 × R+ ∋ (µ¯, ν¯, s) 7→
(
µ¯( · × s1/2), ν¯( · × s1/2)
)
,
is continuous. Then, applying the contraction principle to the LDP of Lemma 4.8, we find that the
sequence in (4.7) satisfies an LDP with GRF:
(µ, ν) 7→ inf
µ¯,ν¯∈P(R),s∈R+
{
I1(µ¯, ν¯, s) : µ = µ¯( · × s1/2), ν = ν¯( · × s1/2)
}
= inf
s∈R+
{
λH(µ( · × s−1/2)|γ1) + (1− λ)H(ν( · × s−1/2)|γ1)
+ 12 [s− λsM2(µ)− (1− λ)sM2(ν)] : s ≥ λsM2(µ) + (1− λ)sM2(ν)
}
= inf
s∈R+
{
λH(µ|γ1( · × s1/2)) + (1− λ)H(ν|γ1( · × s1/2))
+ s2 [1− λM2(µ)− (1− λ)M2(ν)] : 1 ≥ λM2(µ) + (1− λ)M2(ν)
}
Assuming 1 ≥ λM2(µ) + (1− λ)M2(ν), and noting that
Ln
(
dγ1
dγ1(· × s1/2)
(x)
)
= −1
2
log s− (1− s)x
2
2
,
the quantity on the right-hand side above is equal to
λH(µ|γ1) + (1− λ)H(ν|γ1)
+ inf
s∈R+
{−λ (12 log s+ 1−s2 M2(µ)) − (1− λ) ( 12 log s+ 1−s2 M2(ν))
+ s2 [1− λM2(µ)− (1− λ)M2(ν)]
}
= I2(µ, ν)− 12 + 12 infs∈R+ {s− log s}
= I2(µ, ν).

Proof of Proposition 4.7. We first claim that it suffices to prove that {µˆn
A
}n∈N satisfies an LDP
in P(R) with respect to the weak topology. Indeed, this can automatically be strengthened to an
LDP on Pq(R) with respect to the q-Wasserstein topology, via an appeal to [13, Corollary 4.2.6]
using the observation that P(µˆn
A
∈ K2,1) = 1, where K2,1 as defined in (1.2) is compact in the
q-Wasserstein topology by Lemma 1.1. The remainder of this proof is devoted to establishing the
desired LDP with respect to the weak topology.
Note that due to the representation of Lemma 4.1, in order to prove the LDP for {µˆn
A
}n∈N, it
suffices to show that the sequence
1
kn
kn∑
j=1
δ√nζj/‖ζ(n)‖2 , n ∈ N, (4.8)
satisfies an LDP in P(R) at speed n with GRF Hλ of (2.11).
First, note that for µ, ν ∈ P(R) such that λM2(µ) + (1− λ)M2(ν) ≤ 1, we have
I2(µ, ν) = −λh(µ) + λ2 log(2π) + λ2M2(µ)
− (1− λ)h(ν) + 1−λ2 log(2π) + 1−λ2 M2(ν)
+ 12(1− λM2(µ)− (1− λ)M2(ν))
= −λh(µ)− (1− λ)h(ν) + 12 log(2πe),
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where h is the entropy functional defined in (1.4). Therefore, applying the contraction principle to
the LDP of Lemma 4.9, we find that the sequence in (4.8) satisfies an LDP at speed n with GRF
given by
µ 7→ inf
ν∈P(R)
I2(µ, ν) = −λh(µ) + 12 log(2πe) + inf
ν∈P(R)
{−(1− λ)h(ν) : (1− λ)M2(ν) ≤ 1− λM2(µ)}
= −λh(µ) + 12 log(2πe) − (1− λ) sup
ν∈P(R)
{
h(ν) : M2(ν) ≤ 1− λM2(µ)
1− λ
}
.
Since M2(ν) ≥ 0, the right-hand side above is equal to infinity if 1 ≤ λM2(µ). On the other hand,
if 1 − λM2(µ) > 0, then recall that the maximum entropy probability measure under a second
moment upper bound of z is the Gaussian measure with mean zero and variance z (see, e.g., Sect.
12 of [11]). Therefore, if M2(µ) <
1
λ ,
inf
ν∈P(R)
I2(µ, ν) = −λh(µ) + 12 log(2πe) − (1− λ)× 12 log
(
2πe1−λM2(µ)1−λ
)
= −λh(µ) + λ2 log(2πe) + 1−λ2 log
(
1−λ
1−λM2(µ)
)
= Hλ(µ).
Thus, in both cases, we have shown that the rate function is Hλ(µ), as desired. 
5 Proofs of q-norm LDPs in the sublinear regime, 1≪ kn ≪ n
In this section we prove Theorem 2.10 and 2.11.
Proof of Theorem 2.10. Fix {kn}n∈N that grows sublinearly. From Lemma 4.2 and (4.1), we have
the following distributional identity,
Y n2,kn
(d)
=
∥∥ζ(kn)∥∥
2∥∥ζ(n)∥∥
2
∥∥X(n)∥∥
2√
n
=
∥∥ζ(kn)∥∥
2
/
√
kn∥∥ζ(n)∥∥
2
/
√
n
√
kn
∥∥X(n)∥∥
2
n
. (5.1)
Suppose Assumption A* holds. It is shown in [1, Lemma 4.2] that {‖ζ(kn)‖2/‖ζ(n)‖2}n∈N
satisfies an LDP at speed n with rate function
Jζ(x) :=
{
−12 log(1− x2), x ∈ [0, 1)
+∞, otherwise.
By the independence of ζ(n) and X(n), the result follows by Lemma 1.6.
Now, suppose Assumption C holds with sequence {sn}n∈N, r ∈ [0,∞] and GRF J (r)X . We will
make repeated use of the following simple observation: by Crame´r’s theorem, {‖ζ(kn)‖2/
√
kn}n∈N
and {‖ζ(n)‖2/
√
n}n∈N satisfy LDPs at speed kn and n, respectively, with the same GRF
Jζ(x) =
x2 − 1
2
− log x,
and both converge a.s. to 1 by the strong law of large numbers. We now consider three cases.
Case 1. Suppose r = 0. Then sn ≪ kn ≪ n. By the case assumption, {
√
kn‖X(n)‖2/n}n∈N satisfies
an LDP at speed sn with GRF J
(0)
X . Hence, the result in this case follows by (5.1), the observation
above and Lemma 1.6.
32
Case 2. Suppose r ∈ (0,∞). By Remark 2.9, {√kn‖X(n)‖2/n}n∈N satisfies an LDP at speed kn
and GRF rJ
(r)
X (
√
rx). Then (5.1), the independence of X(n) and ζ(n) the observation above and
Lemma 1.6 together show that {Y n2,kn}n∈N satisfies an LDP at speed kn with rate function
JY2,kn (x) := infc>0
{
c2 − 1
2
− log c+ rJ (r)X
(√
rx
c
)}
.
Case 3. Suppose r =∞. Again from the reformulation (5.1), we have
Y n2,kn
(d)
=
∥∥ζ(kn)∥∥
2
/
√
sn∥∥ζ(n)∥∥
2
/
√
n
√
sn
∥∥X(n)∥∥
2
n
. (5.2)
Since ∥∥ζ(kn)∥∥
2√
sn
=
(
1
sn
kn∑
i=1
ζ2i
)1/2
,
and kn/sn → 0 as n → ∞, by Lemma 3.2 and the contraction principle applied to t 7→
√
t,
{‖ζ(kn)‖2/√sn}n∈N satisfies an LDP at speed sn with GRF Jζ(t) = t2/2 for t ≥ 0. By the case as-
sumption, {√sn‖X(n)‖2/n}n∈N satisfies an LDP at speed sn with GRF J (∞)X . By the independence
of {ζi}i∈N and X(n), the contraction principle implies that {Vn := ‖ζ(kn)}2‖X(n)‖2/n}n∈N satisfies
an LDP at speed sn and GRF infc>0{c2/2+J∞X (x/c)}. The lemma follows on applying Lemma 1.6
with {Vn}n∈N defined above and Wn := (‖ζ(n)‖2/
√
n)−1, n ∈ N.

Proof of Theorem 2.11. Fix q ∈ [1, 2] and kn grows sublinearly. From Lemma 4.2 and (4.1), we
have the following reformulation
Y˜ nq,kn
(d)
=
∥∥ζ(kn)∥∥
q
/k
1/q
n∥∥ζ(n)∥∥
2
/
√
n
∥∥X(n)∥∥
2√
n
, (5.3)
where ζ(n) := (ζ1, . . . , ζn) with {ζi}i∈N i.i.d. N(0, 1) random variables. Consider the following
sequence of random vectors
Rn :=
(∥∥ζ(kn)∥∥
q
k
1/q
n
,
∥∥ζ(n)∥∥
2√
n
,
∥∥X(n)∥∥
2√
n
)
, n ∈ N.
By Assumption A, {‖X(n)‖2/
√
n}n∈N satisfies an LDP at speed sn with GRF JX . By Crame´r’s
theorem and the contraction principle, {‖ζ(kn)‖q/k1/qn }n∈N satisfies an LDP at speed kn with rate
function Jζ,q(x) := Λ
∗
q(x
q), x ≥ 0, with Λq defined in (2.8). Note that Λ∗q is strictly convex with
unique minimizer M
1/q
q . Similarly, {‖ζ(n)‖2/
√
n}n∈N satisfies an LDP at speed n with rate function
Jζ,2(x) := Λ
∗
2(x
2), x ≥ 0 with unique minimizer 1.
To prove the theorem, we will use Lemma 1.6 to show that in each of the three regimes, {Rn}n∈N
satisfies an LDP at speed sn ∧ kn with a rate function that we identify. In view of (5.3), this would
imply that {Y˜ nq,kn}n∈N satisfies an LDP at speed sn ∧ kn with rate function
JY˜2,kn
(u) := inf
{
JR(x, y, z) : u =
xz
y
, x, y, z > 0
}
. (5.4)
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Case 1. Suppose kn ≪ sn. Since also kn ≪ n, by Lemma 1.6, {Rn}n∈N is exponentially equivalent
at speed kn to (‖ζ(kn)‖q/k1/qn , 1,m) and satisfies an LDP at speed kn with GRF JR(x, y, z) = Jζ,q(x)
when y = 1 and z = m, and JR(x, y, z) = +∞ otherwise.
Case 2. Suppose sn = kn. Again invoking Lemma 1.6, we have the exponential equivalence at
speed kn for {Rn}n∈N and {(‖ζ(kn)‖q/k1/qn , 1, ‖X(n)‖2/
√
n)}n∈N and {Rn}n∈N satisfies an LDP at
speed kn with GRF JR(x, y, z) = Jζ,q(x) + JX(z) when y = 1, and JR(x, y, z) = +∞ otherwise.
Case 3. Suppose sn ≪ kn. Then Lemma 1.6 implies that {Rn}n∈N is exponentially equivalent at
speed sn to the sequence {(M1/qq , 1, ‖X(n)‖2/
√
n)}n∈N. and satisfies an LDP at speed sn with GRF
JR(x, y, z) = JX(z) when x = M
1/q
q and y = 1, and JR(x, y, z) = +∞ otherwise.

6 Proofs of q-norm LDPs in the linear regime
The goal of this section is to prove Theorem 2.14. Throughout, fix λ ∈ (0, 1], and assume kn ∼ λn.
Also, for q ∈ [1, 2] and n, k ∈ N, k ≤ n, recall the definition Y nq,kn = n−1/q‖ATn,kX(n)‖q given in
(2.4). Section 6.1 contains a simple proof that is valid when q < 2. Section 6.2 is devoted to the
more involved case of q = 2 in the linear regime, which also then provides an alternative proof and
alternative form of the rate function in the case q < 2.
6.1 The case q < 2
Proof of Theorem 2.14 when q ∈ [1, 2). Fix q ∈ [1, 2), and observe that with Mq, Ln and An,kn
defined as in (1.1), (2.1) and Section 2, respectively, it follows that(
kn
n
Mq(L
n)
)1/q
= n−1/q‖ATn,knX(n)‖q = Y nq,kn .
Furthermore, note that knn Mq(L
n) is exponentially equivalent to λMq(L
n). Therefore, the LDP
for {Ln}n∈N in Theorem 2.13 and the contraction principle applied to the map Mq (which is
continuous with respect to the q-Wasserstein topology) imply that the sequence {Y nq }n∈N defined
in (2.4) satisfies an LDP with rate function
JYq ,kn,λ(x) = inf
µ∈P(R)
{IL,λ(µ) : (λMq(µ))1/q = x}.
If sn = n, the rate function is given by
JYq,kn,λ(x) = inf
c∈R+, µ∈P(R)
{
Hλ(µ(· × c)) + JX(c) : c[λMq(µ)]1/q = x
}
,
= inf
c∈R+, µ∈P(R)
{
Hλ(µ) + JX(c) : [λMq(µ)]
1/q = c1/qx
}
, x ∈ R+,
which can clearly be rewritten in the form (2.13).
If sn ≪ n, the rate function is
JYq ,kn,λ(x) = inf
c∈R+
{JX(c) : (λMq(γc))1/q = x}
= inf
c∈R+
{JX(c) : (λcqMq)1/q = x}
= JX
(
x
(λMq)1/q
)
,
where Mq is defined in (2.9). 
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6.2 The case q = 2 and alternative proof for q < 2
We now provide an alternative proof of Theorem 2.14 for q ∈ [1, 2), which will also extend to the
case q = 2. In this case, we will provide an alternative representation for the rate function JYq,kn,λ
of (2.13). To introduce this representation, fix q ∈ [1, 2] and define the following functions. Let
ΛA,q(t1, t2) := log
∫
R
1√
2π
exp
(
t1|x|q + (t2 − 12)x2
)
dx, (t1, t2) ∈ R2. (6.1)
Note that for q ∈ [1, 2), we have ΛA,q(t1, t2) <∞ when t1 ∈ R and t2 < 12 . On the other hand, for
q = 2, we have ΛA,q(t1, t2) <∞ when t1 + t2 < 12 . We also define
ΛB(t3) := log
∫
R
1√
2π
exp
(
(t3 − 12)x2
)
dx, t3 ∈ R. (6.2)
Note that ΛB(t3) < ∞ for t3 < 12 . Let Λ∗A,q and Λ∗B denote the Legendre transforms of ΛA,q and
ΛB, respectively. For q ∈ [1, 2) and λ ∈ (0, 1], define
Jq,λ(z) := inf
(x1,x2,x3)∈R3
{
λΛ∗A,q
(
(x1, x2)
λ
)
+ (1− λ)Λ∗B
(
x3
1− λ
)
: z =
x
1/q
1
(x2 + x3)1/2
}
. (6.3)
We then have the following result.
Proposition 6.1. Fix q ∈ [1, 2]. Suppose {kn}n∈N grows linearly with rate λ ∈ (0, 1], and that
Assumption A holds with associated GRF JX . Then, the sequence of scaled ℓ
n
q norms of random
projections, {Y nq,kn = n−1/q‖ATn,knX(n)‖q}n∈N, satisfies an LDP at speed n with GRF
J¯Yq,kn,λ(x) := inf
y,z∈R
[Jq,λ(z) + JX(y) : x = yz] , x ∈ R+. (6.4)
The proof of Proposition 6.1 relies on an auxiliary result stated in Lemma 6.2, which concerns
an LDP related to the top row of the matrix An,kn . As in Sect. 4, let ζ1, ζ2, . . . denote a sequence of
i.i.d. standard Gaussian random variables, independent of X(n), and let ζ(n) := (ζ1, . . . , ζn) ∈ Rn.
Due to Lemmas 4.2 and 4.1, we have that
ATn,knX
(n) = ATn,kn
X(n)
‖X(n)‖2 ‖X
(n)‖2 (d)= ATn,kne1 ‖X(n)‖2
(d)
=
(ζ1, . . . , ζkn)
‖ζ(n)‖2
‖X(n)‖2 ∈ Rkn .
Therefore, for n ∈ N and all q ∈ [1,∞], we have
Y nq,kn = n
−1/q‖ATn,knX(n)‖q
(d)
= n1/2−1/q
‖ζ(kn)‖q
‖ζ(n)‖2
‖X(n)‖2√
n
. (6.5)
Given (6.5), a natural step to proving Proposition 6.1 is to establish an LDP for the sequence
{‖(ζ1, . . . , ζkn)‖q/‖ζ(n)‖2}n∈N.
Lemma 6.2. Suppose {kn}n∈N grows linearly with rate λ ∈ [0, 1]. For q ∈ [1, 2], the sequence
n1/2−1/q
‖ζ(kn)‖q
‖ζ(n)‖2
=
‖(ζ1, . . . , ζkn)‖q
‖(ζ1, . . . , ζn)‖2 , n ∈ N, (6.6)
satisfies an LDP in R at speed n with GRF Jq,λ of (6.3).
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Proof. Fix q ∈ [1, 2]. For n ∈ N, let
An,q :=
1
kn
kn∑
i=1
(|ζi|q, ζ2i ), Bn :=
1
n− kn
n∑
j=kn+1
ζ2j .
Note that for q ∈ [1, 2], the origin (0, 0) is in the interior of the domain of ΛA,q. Therefore, due to
Crame´r’s theorem [13, Theorem 2.2.1], the sequence {An,q}n∈N, satisfies an LDP in R2 at speed kn
with GRF Λ∗
A,q. Similarly, for q ∈ [1, 2], since 0 is in the interior of the domain of ΛB, the sequence
{Bn}n∈N satisfies an LDP in R at speed n− kn with GRF Λ∗B.
Due to the fact that knn → λ deterministically, the sequence { 1n
∑kn
i=1(|ζi|q, ζ2i )}n∈N, is expo-
nentially equivalent to the sequence {λAn,q}n∈N. Similarly, the sequence { 1n
∑n
j=kn+1
ζ2j }n∈N, is
exponentially equivalent to the sequence (1− λ)Bn. Combined with the independence of An,q and
Bn for all n ∈ N, it follows that the sequence
1
n
 kn∑
i=1
(|ζi|q , ζ2i ),
n∑
j=kn+1
ζ2j
 , n ∈ N,
satisfies an LDP in R3 at speed n (rather than speeds kn or n− kn) with GRF
(x1, x2, x3) 7→ λΛ∗A,q
(
(x1, x2)
λ
)
+ (1− λ)Λ∗
B
(
x3
1− λ
)
.
Lastly, an application of the contraction principle to the map
T : (x1, x2, x3) 7→ x
1/q
1
(x2 + x3)1/2
,
along with the observation that
T
 1
n
kn∑
i=1
|ζi|q , 1
n
kn∑
i=1
ζ2i ),
1
n
n∑
j=kn+1
ζ2j
 = n1/2−1/q ‖ζ(kn)‖q‖ζ(n)‖2 ,
yields the LDP for the sequence (6.6) with GRF Jq,λ of (6.3). 
Proof of Proposition 6.1. Recall from Lemma 6.2 that the sequence {n1/2−1/q‖ζ(kn)‖q/‖ζ(n)‖2}n∈N
satisfies an LDP with GRF Jq,λ. In addition, Assumption A states that the sequence {‖X(n)‖2/
√
n}n∈N
satisfies an LDP with GRF JX . Given the equality in distribution of (6.5), the contraction princi-
ple applied to the continuous function (y, z) 7→ yz yields that the sequence of scaled ℓnq norms of
random projections, {Y nq,kn}n∈N, satisfies an LDP at speed n with GRF J¯Yq ,kn,λ of (6.4). 
Remark 6.3. Note that it follows from Proposition 6.1 and the proof of Theorem 2.14 for q < 2
in Section 6.1 that J¯Yq,kn,λ = JYq ,kn,λ for all q < 2.
To complete the proof of Theorem 2.14 we show that this relation also holds for q = 2.
Proof of Theorem 2.14 in the case q = 2. Suppose sn = n. Fix λ ∈ (0, 1]. In view of Proposition
6.1, it suffices to show that J¯Y2,kn,λ = JY2,kn,λ. We first observe that the form of J2,λ of (6.3)
simplifies to
J2,λ(z) =
λ
2 log
(
λ
z2
)
+ 1−λ2 log
(
1−λ
1−z2
)
, (6.7)
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if 0 < z < 1, and J2,λ(z) := +∞ otherwise; see [1, Lemma 4.1] for a proof. In view of (2.13) and
(6.4), it clearly suffices to show that
J2,λ(z) = inf
ν∈P(R):z2=λM2(ν)
Hλ(ν), (6.8)
where Hλ of (2.11) is the GRF for the sequence of empirical measures {µˆnA}n∈N of (4.2), in the
setting where {kn}n∈N grows linearly with rate λ.
For z2 ≥ 1, the equality is clear, as both sides are infinite. For z2 < 1,
inf
ν∈P(R):z2=λM2(ν)
Hλ(ν) = inf
ν∈P(R):z2=λM2(ν)
{
−λh(ν) + λ2 log(2πe) + 1−λ2 log
(
1−λ
1−λM2(ν)
)}
= − sup
ν∈P(R):z2=λM2(ν)
λh(ν) + λ2 log(2πe) +
1−λ
2 log
(
1−λ
1−z2
)
.
Recall that the maximum entropy probability measure constrained to have second moment z2/λ is
the Gaussian measure with mean zero and variance z2/λ (see, e.g., Ex. 12.2.1 of [11]). Since the
entropy of such a Gaussian equals 12 log(2πez
2/λ), we have
inf
ν∈P(R):z2=λM2(ν)
Hλ(ν) = −λ2 log(2πez2/λ) + λ2 log(2πe) + 1−λ2 log
(
1−λ
1−z2
)
= J2,λ(z),
where the final equality follows from the expression (6.7). This completes the proof of (6.8), and
therefore of the equality J¯Y2,kn,λ = JY2,kn,λ.
Now, suppose sn ≪ n. By (6.5), it follows that Y2,kn has the same distribution as the product
ofWn :=
√
kn/n‖ζ(kn)‖2/
√
kn, W
′
n =
√
n/‖ζ(n)‖2 and Vn = ‖X(n)‖2/
√
n. Noting that kn/n→ λ as
n→∞, we see that {Wn}n∈N and {W ′n}n∈N converge almost surely to (λM2)1/2 and 1, respectively
(by the strong law of large numbers), and satisfy LDPs at speed n (by Cramer’s theorem). Since
by assumption, {Vn}n∈N satisfies an LDP at speed sn ≪ n with GRF JX , the sequence {VnW ′n}n∈N
satisfies an LDP at speed sn with GRF JX . The assertion follows from applying again Lemma 1.6
to {VnW ′n}n∈N and {Wn}n∈N. 
Remark 6.4. Recall that in the sublinear/linear regime, when q = 2 the contraction principle
cannot be applied because the LDP of Theorem 2.13 holds with respect to the q-Wasserstein
topology only for q < 2. Moreover, the LDP for {µˆn
A
}n∈N of (4.2) as stated in Proposition 4.7 also
holds with respect to the q-Wasserstein topology only for q < 2. However, in the case q = 2, (6.8)
still establishes a variational problem that explicitly relates the rate function J2,λ of (6.3) and (6.7)
to the rate functionHλ of (2.11), in the same manner as if the contraction principle were applicable.
We claim that this inconvenient gap is related to a more fundamental obstacle. To illustrate this
concretely, consider the case where X1,X2, . . . are i.i.d. exponential random variables with mean
1. It is known that:
1. Due to Sanov’s theorem, the sequence of empirical measures { 1n
∑n
i=1 δXi}n∈N satisfies an
LDP in P(R) with GRF H(·‖Exp(1)), where we write Exp(1) to denote the exponential
distribution with mean 1.
2. Due to Crame´r’s theorem [13, Theorem 2.2.1], the sequence of empirical means { 1n
∑n
i=1Xi}n∈N
satisfies an LDP in R with GRF
L(β) := β − log β − 1.
3. An explicit calculation establishes the expression
L(β) = inf
µ∈P(R)
{
H(µ‖Exp(1)) :
∫
R
x dµ = β
}
.
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Note that if the map µ 7→ ∫
R
x dµ were continuous, then the LDP of point 2. above would follow from
point 1., point 3., and an application of the contraction principle. However, the map µ 7→ ∫
R
x dµ
is not continuous with respect to the weak topology on probability measures. Moreover, the result
of [42, Theorem 1.1] applied to the exponential distribution indicates that the LDP of point 1. does
not hold with respect to the 1-Wasserstein topology. This suggests that the apparently cryptic
transition at q = 2 in the nature of the proof of Theorem 2.14 and the result of Theorem 2.13 is in
a sense a manifestation of a more common sticking point in large deviations theory. In other words,
even in the simple setting of i.i.d. random variables, the continuity required by the contraction
principle fails to hold, but the consequences (i.e., a large deviation principle and a variational
formula for the rate function) do hold.
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of this paper, which improved the exposition. This first version, which is comprised of results of
the PhD thesis of the first author [25] under the supervision of the last author, contains results on
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A An approximate contraction principle
In this appendix, we recall the approximate contraction principle established in Sect. 6.2 of [9], and
establish a corollary of it that we use in the proof of the LDP in the linear regime in Section 4.4.
Recall that given a, b ∈ R, we will use a∨b and a∧b to denote max(a, b) and min(a, b), respectively.
Let Σ be a Polish space. Let X be a separable Banach space with topological dual space X∗,
and let 〈·, ·〉 : X∗ × X → R denote the associated dual pairing. Fix a continuous map c : Σ → X,
and let {Ln}n∈N be a sequence of P(Σ)-valued random elements. For r ∈ (0,∞] and a continuous
function W : Σ→ R such that P-a.s., ∫Σ(W (x) ∨ 0)Ln(dx) <∞ for all n ∈ N, let
Λr(W ) := lim sup
n→∞
1
n
logE
[
en(
∫
Σ
W (x)Ln(dx)∧r)
]
, (A.1)
and also let
Λ¯(W ) := sup
r>0
Λr(W ). (A.2)
We introduce the “domain” of Λ¯, defined in the following manner: let
D := {α ∈ X∗ : Λ¯(〈α, c(·)〉) <∞}, (A.3)
D◦ := {α ∈ X∗ : ∃p > 1, pα ∈ D}.
Then, for x ∈ X, let
F (x) := sup
α∈D◦
〈α, x〉. (A.4)
Lastly, for n ∈ N, we define the X-valued random variable Cn :=
∫
Σ c(x)Ln(dx).
Proposition A.1 (Proposition 6.4 of [9]). Suppose that:
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1. {Ln}n∈N satisfies an LDP in P(Σ) at speed n with GRF I0;
2. {Ln,Cn}n∈N satisfies an LDP in P(Σ)× X at speed n with some convex GRF I;
3. for any sequence {Wn}n∈N, in the set
{V + 〈α, c(·)〉 : V : Σ→ R continuous and bounded, α ∈ D◦} (A.5)
such that Wn ↓W∞ to a limit W∞ : Σ→ R that is continuous and bounded above, we have
lim sup
n→∞
Λ¯(Wn) ≤ Λ¯(W∞). (A.6)
Then, we have the following representation for the GRF I, for all µ ∈ P(Σ) and s ∈ X:
I(µ, s) :=
{
I0(µ) + F
(
s− ∫Σ c dµ) if I0(µ) <∞,
+∞ else, (A.7)
with F as defined in (A.4).
The following corollary considers a special case where the conditions of Proposition A.1 can be
easily verified.
Corollary A.2. Let Σ be a Polish space and X be a separable Banach space. Suppose that {kn}n∈N
grows sublinearly with rate λ ∈ (0, 1], each Ln is the empirical measure of kn i.i.d. Σ-valued random
variables η1, . . . , ηkn with common distribution µ (that does not depend on n), and for continuous
W : Σ→ R, define
Λ̂(W ) := logE[eλ
−1W (η1)] (A.8)
Also, let c : Σ 7→ X be a continuous map such that 0 lies in the interior D◦ of the set
D :=
{
α ∈ X∗ : Λ̂(〈α, c(·)〉) <∞
}
, (A.9)
and let Cn :=
∫
Σ c(x)Ln(dx). Then {Ln,Cn} satisfies an LDP with GRF given by (A.7), where
I0(µ) := λH(ν|µ) and F (x) = supα∈D◦〈α, x〉.
Proof. We start by verifying the conditions of Proposition A.1.
The fact that {Ln}n∈N satisfies an LDP in P(Σ) at speed kn with GRF H(·|µ) follows from
Sanov’s theorem on the Polish space P(Σ) (see, e.g., Theorem 6.6.9 of [23]). Since kn/n → λ, this
immediately implies that {Ln}n∈N satisfies an LDP at speed n with GRF I0(·) := λH(·|µ), so
condition 1. of Proposition A.1 is satisfied.
Next, note that (Ln,Cn) =
1
kn
∑kn
j=1(δηj , c(ηj)) ∈ P(Σ)×X. Therefore, it follows from Crame´r’s
theorem on any locally convex topological space (see, e.g., Theorem 6.1.3 and Corollary 6.16 of
[13]), with an appeal to the assumption that 0 lies in D◦, the interior of the set D of (A.9), that
{(Ln,Cn)}n∈N satisfies an LDP in P(Σ)×X at speed kn with a convex GRF. Since kn/n→ λ ∈ (0, 1],
condition 2. of Proposition A.1 is satisfied.
As for condition 3., first consider any sequence {Wn}n∈N such that for each n ∈ N, Wn =
Vn + 〈αn, c(·)〉 for Vn bounded and continuous, and αn ∈ D . Due to the assumption that α1 ∈ D◦
and the boundedness of V1, we have Λ̂(W1) <∞, so ifWn ↓W∞, then by the dominated convergence
theorem,
lim
n→∞ Λ̂(Wn) = Λ̂(W∞). (A.10)
To complete the proof, it clearly suffices to show that D = D, for the domains D and D defined in
(A.9) and (A.3), respectively, and that relation (A.10) holds when Λ̂ is replaced with Λ¯. In turn, to
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show the latter, it suffices to prove that Λ¯ = λΛ̂. Indeed, note that for any continuous W : Σ→ R
such that P-a.s.,
∫
Σ(W (x) ∨ 0)dLn(dx) < ∞ for all n ∈ N, by the definitions of Λ∞ and Λ¯ from
(A.1) and (A.2), respectively, the i.i.d. assumption on {ηi}kni=1 and the fact that kn/n→ λ, we have
Λ̂(W ) = λ−1Λ∞(W )
≥ λ−1Λ¯(W )
≥ λ−1 lim
R→∞
Λ¯(W ∧R)
= λ−1 lim
R→∞
Λ∞(W ∧R)
= lim
R→∞
Λ̂(W ∧R)
= Λ̂(W ),
where the first inequality uses the elementary observation that Λr ≤ Λ∞ for every r implies Λ¯ ≤ Λ∞,
and the second equality uses this observation along with the fact that the converse inequality also
holds when both functions are evaluated at W ∧ R, since then ∫Σ(W (x) ∧ R)Ln(dx) ≤ R implies
Λ∞(W ∧ R) = ΛR(W ∧ R) ≤ Λ¯(W ∧ R). Thus, we have shown Λ̂ = λ−1Λ∞, which completes the
verification of condition 3.
The corollary then follows from Proposition A.1 and the identity D◦ = D0.

B LDP for generalized normal random variables
The aim of this section is to prove Lemma 3.2, which concerns an LDP for weighted sums of
stretched exponential random variables.
Proof. Fix p ∈ [1, 2), t > 0, and denote ξ := ξ(p)i . Define m := E[ξ21 ] and for n ∈ N define
Sn :=
∑kn
i=1(ξ
2
i −m). Since kn/bn → 0 as n→∞, by Theorem 3 in [33], with n, xn therein and ε
replaced by kn, bnt and 1− p/2, we see that
P (Sn > bnt) = knP
(
ξ21 −m > bnt
)
(1 + o(1)).
Hence, by (3.1) and kn/bn → 0 as n→∞,
lim
n→∞
1
b
p/2
n
log P
(
1
bn
Sn > t
)
= −Jξ,p(t). (B.1)
For p = 2, the sum
∑kn
i=1 ξ
2
i is distributed as chi-square distribution with kn degree of freedom.
Hence for t > 0, we have the following tail probability
P (Sn > bnt) =
1
2kn/2Γ(kn/2)
(bnt+m)
kn/2−1e−(bnt+m)/2.
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Since kn/bn → 0 as n→∞, we again have
lim
n→∞
1
bn
logP
(
1
bn
Sn > t
)
= − t
2
+ lim
n→∞
[
kn/2− 1
bn
log(bnt+m)− kn
2bn
log 2− kn/2 + 1/2
bn
log(kn/2) − kn/2
bn
]
= − t
2
+ lim
n→∞
[
kn
2bn
log
bnt+m
kn
− log(bnt+m)
bn
− kn
2bn
− log kn
2bn
]
= − t
2
, (B.2)
where the second equality follows from Stirling’s approximation.
Let Tn := b
−1
n
∑kn
i=1 ξ
2
i = Sn +mkn/bn. We now combine the two estimates (B.1) and (B.2) to
show that {Tn}n∈N satisfies an LDP at speed bp/2n with GRF Jξ,p. Fix a closed set F ⊂ R. If 0 ∈ F ,
then infx∈F Jξ,p(x) = 0, and the large deviation upper bound is automatic since P(Tn ∈ F ) ≤ 1.
Suppose 0 /∈ F . Let b = inf{β > 0 : β ∈ F}. Then for b > τ > 0, by the positivity of Tn, (B.1)
or (B.2) and the monotonicity of Jξ,p,
lim sup
n→∞
1
b
p/2
n
log P(Tn ∈ F ) ≤ lim sup
n→∞
1
b
p/2
n
log P(Tn ∈ [b,∞))
≤ lim sup
n→∞
1
b
p/2
n
log P(Tn ∈ [b− τ,∞))
= −Jξ,p(b− τ).
Letting τ → 0 and by the continuity and monotonicity of Jξ,p we obtain
lim sup
n→∞
1
b
p/2
n
log P(Tn ∈ F ) = − inf
x∈F
Jξ,p(x).
Next, fix an open set U ⊂ R. If 0 ∈ U , then infx∈U Jξ,p(x) = 0. Since U is open, there
exists ε > 0 such that (−ε, ε) ⊂ U . Since kn/bn → 0 as n → ∞, the strong law of large numbers
implies limn→∞ P(Tn ∈ (−ε, ε)) = 1. Hence, the large deviation lower bound follows. Now suppose
0 /∈ U . For δ > 0, there exists β ∈ U such that Jξ,p(β) < infx∈U Jξ,p(x) + δ. Pick ε > 0 such that
(β − ε, β + ε) ⊂ U . If β < 0, then the large deviation lower bound is trivial. Suppose β > 0. Then
for ε > τ > 0,
lim inf
n→∞
1
b
p/2
n
logP(Tn ∈ U) ≥ lim inf
n→∞
1
b
p/2
n
log P(Sn ∈ (β − ε, β + ε− τ)) (B.3)
= lim inf
n→∞
1
b
p/2
n
log [P(Sn ∈ (β − ε,∞))− P(Sn ∈ [β + ε− τ,∞))] (B.4)
= lim inf
n→∞
1
b
p/2
n
log P(Sn ∈ (β − ε,∞)) (B.5)
= −Jξ,p(β − ε) (B.6)
≥ − inf
x∈U
Jξ,p(x)− δ, (B.7)
where the third equality follows by the monotonicity of Jξ,p and the last inequality by the continuity
of Jξ,p on choosing ε sufficiently small. The large deviation lower bound then follows on sending δ
to 0. This completes the proof of the lemma. 
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C Properties of the function J of (3.11)
Proof of Lemma 3.12. Since (s, t) 7→ − log(∫
R
esV (x)+tx
2
dx) is differentiable and strictly convex on
R− × R, by (3.11), J(1, ·) is a supremum of convex functions and is thus convex [37, Lemma 5.5].
A simple calculation shows that for v > 0, the supremum in the definition (3.11) of J(1, v) is
attained [37, Theorem 26.6] at the unique point (s, t) := (s(v), t(v)) ∈ R− × R satisfying
1 =
d
ds
log
(∫
R
esV (x)+tx
2
dx
)
=
∫
R
V (x)νs,t(dx) =MV (νs,t),
v =
d
dt
log
(∫
R
esV (x)+tx
2
dx
)
=
∫
R
x2νs,t(dx) =M2(νs,t). (C.1)
This proves property 1.
By the duality of the Legendre transform [43, Equation (12)], the minimizer of J(1, ·) is obtained
at m such that
d
dv
J(1, v)
∣∣∣∣
v=m
= t(m) = 0. (C.2)
Substituting this relation back into (C.1), we obtain 1 =MV (νs(m),0) and m =M2(νs(m),0). Setting
b∗ = −s(m) > 0 and observing that νs,0 = µV,−s for any s, we conclude that 1 = MV (νs(m),0) =
MV (µV,b∗) and m = M2(νs(m),0) = M2(µV,b∗). Now, (3.13) follows since the supremum on the
right-hand side of (3.13) is attained at 1 =MV (νs(m),0) and (C.1) is uniquely solvable. This proves
property 2.
By the duality of the Legendre transform, the supremum in the definition (3.11) of J(u, v) is
attained at (∂uJ(u, v), ∂vJ(u, v)) ∈ R−×R. This proves property 5. By the convexity of v 7→ J(1, v)
and the fact that it uniquely attains its minimum at m, we see that ∂vJ(1, v) > 0 if v > m and
∂vJ(1, v) < 0 if 0 < v < m, which shows property 3.
Next, we show the equality in property 4 of the lemma. By standard maximum entropy con-
siderations (see, e.g., [11, Section 12]), we see that the maximum in maxν∈P(R){h(ν) : MV (ν) =
1,M2(ν) = v} is attained at a measure of the form ν∗s,t, for some s < 0, t ∈ R such thatMV (ν∗s,t) = 1
and M2(ν
∗
s,t) = v. The existence and uniqueness of such (s, t) is again guaranteed by Theorem 26.6
of [37]. Thus,
max
ν∈P(R)
{h(ν) : MV (ν) ≤ 1,M2(ν) = v} =
∫
R
− log
(
1
Zs,t
esV (x)+tx
2
)
ν∗s,t(dx) = logZs,t − s− tv.
On the other hand, from (C.1), the supremum in the definition of J(1, v) is also attained uniquely [37,
Theorem 26.6] at (s, t) = (s(v), t(v)) ∈ R− × R such that MV (ν∗s,t) = 1 and M2(ν∗s,t) = v, and so
we obtain J(1, v) = s+ tv − logZs,t = −maxν∈P(R){h(ν) :MV (ν) ≤ 1,M2(ν) = v}. Next, since
max
ν∈P(R)
{h(ν) : MV (ν) = 1} = sup
v∈R+
max
ν∈P(R)
{h(ν) :MV (ν) = 1,M2(ν) = v}
= − inf
v∈R+
J(1, v)
= J(1,m),
property 4 follows by (3.13). 
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