Abstract. The determinant of the Gaussian unitary ensemble matrix is show to be distributed as a product of independent chi random variables with parameters 1, 3, 3, 5, 5, . . . .
where ∆(x) = 1≤i<j≤n (x j − x i ) denotes the Vandermonde determinant, µ is a measure on R and c n = x n dµ(x) is the nth moment of µ. The proof of this formula can be found in many books or papers, for example, in [1] . By calculating the determinant in the right hand side of this formula for the probability measure µ β µ β (x) = 1 Γ(β)
we can derive formulae for moments of determinant of the n by n Gaussian Unitary Ensemble (GUE) matrix. It turns out that these moments match those of a product of independent chi distributed random variables. Therefore we conclude that two distributions coincide. The precise statement will be stated in Theorem 3. Note that the function µ β (x) is the probability density function of the symmetric square root of the gamma distribution Γ(β, 1) and its moments are given by
Remark 2. Theorem 1 is equivalent to the statement that the Jacobi matrix associated with the probability measure µ β is
In this case the determinant h n can be expressed as
where {b n } n≥1 denotes the off diagonal elements of J β . See [1] for more details about Jacobi matrices.
Proof. For the first equation, it is sufficient to show that h 2n,β := det(c i+j )
is equal to the right hand side of (1). Let H 2n = (c i+j )
. Denote by v i the ith column of H 2n , (i = 1, 2, . . . , 2n). Then, by using the following determinantpreserving transformation
whereγ n = γ n,β+1 = (β + 1) · · · (β + n), together with some basic properties of determinant, we get
From which, the formula for h 2n is derived by induction. The proof of the second equation is similar and hence is omitted. The proof is complete.
As a consequence of this theorem, we can derive explicit formulae for moments of the determinant of GUE matrix. It is well known that the joint probability density function for the eigenvalues (λ 1 , . . . , λ n ) is given by
where Z 2 is the normalization constant
Let us now consider the even case (GUE(2n)). It follows from the equation (1) that
where C 2n is a constant which does not depend on β. Let
Then the joint probability density function of (X 1 , . . . , X 2n ) is given by
Therefore with β = (k + 1)/2, (k > −1), we have
. Let {ξ n } n≥1 be independent random variables of chi distributions with parameter 1, 3, 3, 5, 5, . . . , respectively. Here the chi distribution χ ν with parameter ν is a continuous distribution with the following probability density function
, x > 0, and its moments are given by
Hence for k > −1, the following identity holds
Consequently,
Therefore the distribution of | det(GUE(2n))| coincides with the distribution of the product of ξ 1 , ξ 2 , . . . , ξ 2n ,
The odd case, GUE(2n + 1), is similar. We get the following result.
Theorem 3. Let {ξ n } n≥1 be a sequence of independent random variables of chi distributions with parameters 1, 3, 3, 5, 5, . . . , respectively. Let A n denote the Gaussian unitary ensemble matrix of size n. Then
