Abstract-Previous analytical results on the resilience of unstructured P2P systems have not explicitly modeled heterogeneity of user churn (i.e., difference in online behavior) or the impact of in-degree on system resilience. To overcome these limitations, we introduce a unifying model of heterogeneous user churn and derive the distribution of the various metrics observed in prior experimental studies. We also show that the arrival process of in-edges to each user converges to Poisson when system size tends to infinity, model transient behavior of in-degree, and apply these results to obtain the joint in/out-degree isolation probability.
D
URING the last decade, peer-to-peer (P2P) networks have rapidly evolved and have become a highly scalable and efficient platform for large-scale distributed applications. One of the central problems in understanding how these systems behave is the analysis of their properties during user churn, which is a general term describing arrival/failure of individual nodes in the system and repair algorithms applied by existing users to counteract the effects of abrupt departures. Unlike other distributed systems where failures may be rare, P2P networks constantly remain in the state of churn and embrace frequent failures as part of their normal operation.
One commonly studied problem in the literature is the ability of P2P networks to stay connected in the face of random failures [1] , [3] , [8] , [10] , [12] , [13] , [14] , [15] , [17] , [19] , [21] , [23] , [25] . Compromised connectivity is a fundamental byproduct of churn that directly affects routing efficiency, search latency, overhead, user satisfaction, and many other performance metrics. Unfortunately, most traditional analytical models that consider churn [13] , [15] , [19] , [21] do not capture the inherent heterogeneity of users, the impact of in-degree on the resilience of the system, or the behavior of P2P networks under nonexponential lifetimes. We overcome these limitations in a set of models described in more detail next.
Churn Model
Heterogeneity of lifetimes is a important property of P2P networks [26] , where some users consistently spend significant periods of time in the system and others very little. This observation prompts the question of whether P2P systems can be modeled using a single homogeneous lifetime distribution (as done in prior work) without sacrificing model accuracy? In addition to lifetimes, churn is characterized by the distribution of offline durations, which together with lifetimes define the availability of each user [4] , [24] , i.e., the average fraction of time a user is logged in. It is therefore important to understand how offtimes contribute to the dynamics of the system and which peer characteristics affect local graph-theoretic properties of each user.
To answer these questions, we offer a novel churn model for the heterogeneous behavior of end-users that captures the various differences in their online/offline habits. We view each user as an alternating renewal process that is ON when the user is logged in and OFF otherwise, where online/offline durations of each user i are drawn from peer-specific distributions F i ðxÞ and G i ðxÞ, respectively. Armed with this model, we obtain the lifetime distribution F ðxÞ of users who visit the system, lifetime distribution JðxÞ of peers who are concurrently online, and residual lifetime distribution HðxÞ of a randomly selected user in the graph.
Our results show that F ðxÞ is a weighted function of individual lifetime CDFs F i ðxÞ; however, the other two distributions are rather complex and currently intractable unless neighbor selection is performed uniformly among the live participants 1 , in which case we show that JðxÞ and HðxÞ can be directly obtained from F ðxÞ. This is an important conclusion that demonstrates that instead of measuring n individual lifetime distributions, where n is the total number of users participating in the system, one can measure lifetimes of joining peers to obtain F ðxÞ, which is then sufficient to entirely model the effect of churn on P2P graphs.
We also revisit the observation of [26] that the users already present in Gnutella and BitTorrent networks exhibit larger average lifetimes than those joining the system. We show that this effect is a consequence of JðxÞ being the spread [28] of F ðxÞ, which allows us to prove that random users currently in the system have stochastically larger lifetimes than random arriving users for any set of distributions fF i ðxÞg n i¼1 and fG i ðxÞg n i¼1 . We additionally show that while F ðxÞ may be heavy-tailed in practice [6] , [11] , [18] , it is possible that individual lifetime distributions F i ðxÞ are all exponential, or contain a mixture of exponential and heavy-tailed distributions. Occurrence of this effect depends on random availability of each user and shows that individual peer habits cannot be inferred from their aggregate behavior F ðxÞ.
Local Resilience Model
In the second half of the paper, we tackle the issue of node resilience to isolation in the presence of churn (i.e., loss of all neighbors within a user's lifetime). Prior work [15] , [16] has shown that many P2P graphs stayed connected if and only if they did not develop isolated nodes during churn. Despite its importance, the approach taken in [15] modeled node isolation only considering out-degree neighbors and did not examine the increased resilience arising from indegree edges.
We overcome this shortcoming by building a complete closed-form model characterizing the evolution of indegree in unstructured systems. As in [15] , we assume that each joining node selects k out-degree neighbors and then constantly replaces them upon detecting their failure. We first establish that the combined arrival process of initial and replacement edges to each user converges to Poisson as system size n ! 1. We then obtain a model for the expected in-degree of a user at different age t as a function of F ðxÞ, including cases with non-exponential peer lifetimes. This result shows that users who survive the initial period accumulate non-trivial in-degree and become more resilient to isolation over time. In contrast, [15] reached the conclusion that P2P users became progressively more susceptible to isolation as their age increased.
We finish the paper by merging the in/out-degree isolation models into a single approximation that clearly shows the contribution of in-degree to the resilience of the graph. Denoting by the isolation probability of a user and by out the same metric only considering the out-degree [15] , we show that for exponential F ðxÞ the ratio of the two isolation probabilities converges to the following as search delays become asymptotically small:
where k is the initial number of neighbors requested by each arriving user. This result illustrates that the amount of improvement from the in-degree is approximately a factor of 2k reduction in the isolation probability. We finish the paper with examples that demonstrate this effect and discussing its implications. This paper is organized as follows. Section 2 overviews related work. We introduce our churn model in Section 3 and study its properties in Section 4. Section 5 models edge arrival to individual users and derives the expected indegree of each user. Section 6 models joint in/out-degree isolation. We conclude the paper in Section 7.
RELATED WORK
One direction in the literature for modeling churn treats P2P systems as an M=M=1 queue (i.e., Poisson arrivals/ departures and exponential lifetimes L). For example, [21] assumes a system in which neighbor replacement occurs in direct response to failures and is instantaneous (i.e., without any search delay), where the possibilities for replacement are limited to the nodes currently live in a centralized cache. The paper shows that under user churn the graph remains connected and exhibits a logarithmic diameter, both with high probability. Later models of churn [13] , [19] assume a DHT-like system in which repair algorithms are run independently of user failures and at exponentially distributed intervals (i.e., as Poisson processes). This approach models the consistency-check algorithm in Chord that periodically verifies the successor list and corrects invalid pointers.
The benefit of M=M=1 models lies in their memoryless properties that dramatically simplify analysis (e.g., residual lifetimes R are exponential and all system dynamics are Markovian); however, measurement studies [6] , [26] , [27] show that real networks exhibit a Pareto distribution of L with extremely heavy tails ð % 1:1Þ. To address this limitation, [15] specifically targets non-exponential user lifetimes and additionally allows non-zero neighborreplacement delays, albeit still under the homogeneous assumption on user lifetimes. In this model, each joining user randomly selects k out-neighbors from the graph and then monitors their online presence using keep-alive messages. Once the failure of an existing neighbor is detected, a uniformly random replacement is sought from among the currently live users in the system. Under these conditions, the paper shows that each user becomes isolated along the out-degree with probability no larger than out ¼ k=ð1 þ Þ k , where is the ratio of the average lifetime to the average replacement delay, for all lifetime distributions with an exponential or heavier tail. This result is later generalized in [16] to show that the probability of non-partitioning in many P2P networks converges as n ! 1 to that of avoiding isolation for each online user.
Our work encompasses all previous cases by allowing heterogeneous user behavior (as seen in real networks [26] ), considering the in-degree process, and modeling resilience to disconnection using the joint in/out degree of each node, none of which has been done before.
CHURN MODEL
To understand the dynamics of churn and performance of P2P systems, we start by creating a model of user behavior and specifying assumptions on peer arrival, departure, and selection of neighbors. The focus of this section is to formalize recurring user participation in P2P systems in a simple model that takes into account heterogeneous browsing habits and explains the relationship between the various lifetime distributions observable in P2P networks.
Basics
Consider a P2P system with n participating users, where each user i is either alive (i.e., present in the system) at time t ! 0 or dead (i.e., logged off). This behavior can be modeled by a right-continuous ON/OFF process Z i ðtÞ :¼ 1 user i is alive at time t 0 otherwise
This framework is illustrated in Fig. 1 , where parameter m stands for the cycle number and random variables L i;m 9 0, D i;m 9 0 are durations of user i's ON (life) and OFF (death) periods, respectively. The figure also shows the residual process R i ðtÞ, which is the duration of user i's remaining online presence from time t, conditioned on its being alive at t. The main analytical limitation of staying with just Assumption 1 is that it allows user lifetimes to depend on n, which leads to difficulties in proving convergence of various metrics as n ! 1. We thus offer an alternative method for building P2P graphs that overcomes this problem, but still allows for diversity of user behavior. Assumption 2.
1. There exist T ! 1 user types representing different churn profiles, which are modeled by a set F of distinct pairs of non-lattice CDFs defining non-negative random variables 
where F ðjÞ ðxÞ 9 0 and G ðjÞ ðxÞ 9 0 for all x 9 0, all j ¼ 1; . . . ; T . Further, the corresponding means
2. At time t ¼ 0, the pair of ON/OFF-duration CDFs ðF i ðxÞ; G i ðxÞÞ of each user i ¼ 1; . . . ; n is independently drawn from set F and remains fixed for all t 9 0, where type-j pairs are selected with probability p j ! 0 and P T j¼1 p j ¼ 1; 3. Defining S to be set of selections made by each user and conditioning on S, Assumption 1 holds.
Assumption 2(a) uses T as the ''diversity'' factor of user lifetime/offtime behavior, where T ¼ 1 reduces the system to a network of homogeneous users, while T ! 2 allows heterogenous dynamics (e.g., desktop users with large lifetimes and wireless clients with frequent disconnections). This part of the assumption also mandates that all expected online/offline durations be both positive and finite. Part (b) allows for bias in the selection process and lets certain user types be more popular than others. Part (c) ensures that once users have chosen their types, the corresponding ON/OFF processes are independent.
Properties
For convenience of notation, define the mean lifetime of each user l i :¼ E½L i;m and the mean offline duration d i :¼ E½D i;m , where the average is taken over all cycles m ¼ 1; 2; . . . We next explain the ON/OFF distributions commonly considered in this paper and obtain basic properties of the system.
The first lifetime CDF is exponential
and the second CDF is Paretoð; Þ
with l i ¼ i =ð i À 1Þ. As we discover below, only the mean of offline distribution G i ðxÞ affects the studied parameters of the system, which allows us to keep this CDF general. From Smith's theorem [22] , the asymptotic availability of each user i, i.e., probability that it is in the system at an arbitrary instance t, is given by
We are now ready to obtain the distribution of system size. Denote by Nðn; tÞ :¼ P n i¼1 Z i ðtÞ the number of peers in the graph at time t and notice that it is a random process that fluctuates with time. Since P2P networks typically have a non-trivial operating history, analysis is often limited to cases when network age t ! 1, which we call the equilibrium state of the system.
Replacing process Z i ðtÞ by a random variable Z i with the same equilibrium distribution, i.e., P ðZ i ¼ 1Þ ¼ a i , the stationary system size is NðnÞ :¼ P n i¼1 Z i . Since Z i 's are independent and identically distributed under Assumption 2, the central limit theorem shows that NðnÞ becomes Gaussian as n ! 1, whose mean and variance are determined solely by the availability set fa 1 ; . . . ; a n g. 
where n :¼E½NðnÞ ¼ P n i¼1 a i , 2 n :¼ Var½NðnÞ ¼ P n i¼1 a i ð1À a i Þ, and N ð0; 1Þ is the standard normal random variable.
We next show simulations explaining this result and confirming its accuracy in systems with finite age and size. We generate a network of n users whose arrival/departure follows the introduced churn model. The system evolves for at least 50 virtual hours before being examined. We start by generating T ¼ ðjÞ Þ, where notation Paretoð i ; i Þ refers to (7). The actual pairs ðF i ðxÞ; G i ðxÞÞ are selected uniformly randomly from F , i.e., p j ¼ 1=T . Fig. 2(a) shows a single sample-path of system size Nðn; tÞ as a function time t. Part (b) of the figure shows the probability mass function (PMF) of Nðn; tÞ at t ) 0 and a Gaussian fit from Theorem 1, confirming accuracy of the model and validity of approximating Nðn; tÞ with N ð n ; 2 n Þ.
Aggregate Lifetimes
Prior measurement studies [26] , [27] sampled lifetimes of all users seen in the system over long periods of time to characterize the dynamics of P2P networks. We are now interested in what metric they estimated and how it can be expressed under our churn model. For each instance of user i present in the system during interval ½0; t, suppose we place its ON duration L i;m into set C i ðtÞ and define CðtÞ ¼ [ n i¼1 C i ðtÞ, which is a collection of lifetimes across all users seen in ½0; t. Then let F ðn; t; xÞ be the CDF of values collected in set CðtÞ (i.e., the probability that the obtained lifetimes are less than or equal to x). Finally, given n participating users, define F ðn; xÞ :¼ lim t!1 F ðn; t; xÞ to be the aggregate lifetime distribution of the system and lðnÞ to be its mean in equilibrium.
Next, suppose the average join rate of user i is
and the fraction of joins that i is responsible for is
Then, our next result shows that the aggregate lifetime CDF F ðn; xÞ is a weighted average of individual distributions F i ðxÞ, where the weights are biased toward those peers who frequently join and leave the system. This was intuitively expected as their sessions constitute higher fractions of overall peer arrival into the system. Theorem 2. With Assumption 1, the aggregate lifetime CDF F ðn; xÞ and its mean lðnÞ are given by
Proof. To perform a self-check, define LðnÞ ¼ P n j¼1 j to be the combined join rate across all users and observe that the expected duration for which peers stay in the system
is the mean system size divided by the aggregate user arrival rate, which is consistent with Little's Law. The next result is stated without proof as it is similar to that of Theorem 2. Corollary 1. With Assumption 1, the CDF of aggregate offline durations is Gðn; xÞ :¼ P n i¼1 b i G i ðxÞ and its mean is dðnÞ :¼ P n i¼1 b i d i . Note that Theorem 2 and Corollary 1 hold under the more general Assumption 1, but only for finiten. To guarantee that the sums in (12) converge as n ! 1, one requires Assumption 2. We examine this issue next.
Convergence of Lifetime Distribution
In order to model the arrival process of in-degree edges later in the paper, we need to know that F ðn; xÞ exists as n ! 1. To simplify discussion, define the availability and join rate of user type j as 
Then, the expected availability and arrival rate across all users can be written as Our next result shows that F ðn; xÞ and its mean lðnÞ, both shown in (12) , exhibit convergence as n ! 1. 
Proof. See Section 8.2 in Supplemental Material available online. Ì
Examples
We verify (12) in simulations and discuss several implications of this result. Verification of (16), (17) produces similar results, which we omit for brevity. Two examples are presented in Fig. 3 for systems driven by 1) exponential and 2) heavy-tailed lifetimes. Note that the figures plot the tail 1 À F ðn; xÞ on a log-log scale and use lifetime shifted by 1 hour on the x-axis to make the Pareto distribution in (7) appear as a straight line. First, observe that the model is consistent with simulation results in both cases. Second, notice in Fig. 3(a) that system E produces a heavy-tailed aggregate distribution F ðn; xÞ even though all individual F i ðxÞ are exponential. This can be explained as follows. It is known [9] that for a hyper-exponential distribution in the form of (12) and any desired distribution W ðxÞ with a monotonic probability density function (PDF), there exists a set of weights fb 1 ; . . . ; b n g such that (12) converges to W ðxÞ as n ! 1. Given numerous possibilities for the arrival-rate set f 1 ; . . . ; n g in practice, it is possible that F ðn; xÞ may be Pareto, Weibull, or otherwise heavy-tailed, while all individual lifetimes F i ðxÞ are exponential. It is therefore important to note that Pareto F ðn; xÞ measured experimentally [6] , [24] does not necessarily reveal the true nature of individual user behavior.
While our current conclusion shows that one cannot characterize the lifetimes or availability of individual peers by observing their aggregate behavior, the next question we seek to answer is whether the aggregate behavior F ðn; xÞ can be used to characterize the parameters of a single user selected from the system randomly?
CHARACTERISTICS OF SELECTED USERS
Suppose a node v picks a random live user i as a potential neighbor. Our primary goal in this section is to understand the properties of i in terms of two metrics: its remaining online duration and current session length.
Residual Lifetimes
Recall from Fig. 1 that R 
Defining Rðn; tÞ to be the residual lifetime of the user randomly selected from among Nðn; tÞ ! 1 users that are alive, suppose Hðn; xÞ is the equilibrium distribution of Rðn; tÞ conditioned on Nðn; tÞ ! 1 Hðn; xÞ :¼ lim 
We next prove that Hðn; xÞ converges as n ! 1 and obtain its CDF in closed-form. 
where F ðxÞ and l are given in (16), (17) .
Proof. See Section 8.3 in Supplemental Material available online. Ì
Examples
Leveraging Theorem 4 for finite n, one can apply either of the following useful approximations:
Hðn; xÞ % 1 lðnÞ
where the first one relies on the knowledge of the aggregate lifetime CDF F ðn; xÞ, while the second requires all individual distributions fF i ðxÞg n i¼1 . We next examine (21) in simulations with networks of small size n (in practice, n ! 50 is often sufficient to keep the model very accurate). As shown in Fig. 4 for the exponential and Pareto cases, simulations of Hðn; xÞ match the model very well and demonstrate that E may again produce non-exponential dynamics by mixing enough exponential distributions.
Note that (20) is of fundamental importance since it shows that we need to measure only the aggregate lifetime distribution F ðxÞ rather than each F i ðxÞ in order to obtain the residual lifetime distribution of a uniformly selected neighbor. Assuming from measurement studies [6] , [11] , [18] a Pareto F ðxÞ, (20) reduces to
Comparing (23) to (7), we see that residuals are stochastically larger than user lifetimes, i.e., with shape parameter À 1 instead of , which implies that a uniformly selected user is more reliable than new arrivals in terms of failure. For other neighbor selection strategies, the distribution of residual lifetimes may be completely different from (20) and should be analyzed using more advanced techniques.
Lifetime of Users in the System
Denote by Jðn; xÞ the equilibrium lifetime distribution of users currently in the system conditioned on Nðn; tÞ ! 1. As observed in [26] , distribution Jðn; xÞ is clearly different from F ðn; xÞ; however, no closed-form analysis has been offered to explain this. The heuristic rationale behind this difference is that lifetimes of live peers are biased towards larger values, which is commonly known as the inspection paradox [28] . Since Jðn; xÞ is the lifetime distribution of a uniformly randomly selected user from the set of live peers, we reach the next result by applying Theorem 4. 
We omit simulations showing the accuracy of (24) due to limited space. Note that exponential lifetimes F ðxÞ imply that JðxÞ is the Erlang(2) distribution with mean 2E½L. For Pareto F ðxÞ, spread JðxÞ has no closed-form expression, but is clearly more heavy-tailed than F ðxÞ. The next result summarizes these observations, as well as those of [26] , in more formal terms using the fact that spread is the convolution of two distributions HðxÞ. Corollary 3. With Assumption 2, spread distribution JðxÞ is stochastically larger than F ðxÞ and the mean lifetime of a user currently alive in the system is double the mean residual lifetime of a uniformly selected user.
So far, our results have demonstrated that heterogeneous users employing uniform selection allow both metrics HðxÞ and JðxÞ to be reduced to the aggregate behavior F ðxÞ of joining users as long as n ) 1. The rest of the paper shows that F ðxÞ in such systems can be additionally used to obtain the distribution of in-degree as a function of users' age and thus completely characterize local resilience of unstructured P2P networks.
IN-DEGREE ANALYSIS
We begin this section by modeling the edge-generation process since this determines both the rate at which each user accumulates incoming neighbors and the stationary in-degree distribution.
Edge Creation
Assume that each joining node w finds k random initial neighbors and then continuously replaces them as they fail [15] . Let L $ F ðxÞ be the random lifetime of a user that participates in the system, where n ! 1 is assumed throughout the section. As the delay S to find replacements is usually negligible compared to ON/OFF durations, it does not have a significant impact on our results. We thus do not explicitly model its effect here.
Focusing on a single out-link of a joining user w, define t j to be the instance when this link gets its j-th out-neighbor, where t 0 ¼ 0 and t j ¼ t jÀ1 þ R j for j ! 1, where R j $ HðxÞ is the residual of the j-th out-neighbor. Then, suppose that fUðtÞg t!0 is a renewal process whose inter-renewal delays are distributed according to HðxÞ
Note that UðtÞ counts the number of replacements that occur in ½0; t, where a) the first renewal always occurs at 0 (i.e., Uð0Þ ¼ 1) and b) UðtÞ ¼ 0 for t G 0. Then, the expected number of outbound connections generated along a single out-link of w in the interval ½0; t is the renewal function uðtÞ :¼ E½UðtÞ, which can be expressed as [22] uðtÞ
where H Ãr ðtÞ is the r-fold convolution of HðtÞ. Now, define the expected number of replacements made along all k outlinks of a user during its lifetime L $ F ðxÞ as
Under these definitions, each user arrival inserts on average k initial edges into the system and replacement edges, for a total of k þ edges per L time units. In the following, we first examine the user arrival process in a P2P system driven by our churn model and then study the behavior of edge arrival to each user. 
Node Arrival
For each ON/OFF renewal process fZ i ðtÞg, denote by M i ðtÞ the number of arrivals of user i in the interval ½0; t. Note that fM i ðtÞg is a stationary point process [22] with interarrival durations L i þ D i . As before, suppose LðnÞ is the combined arrival rate of all peers
where i is defined in (10) . Then the superposed user arrival process into the whole system is Mðn; tÞ ¼ P n i¼1 M i ðtÞ with rate LðnÞ. To understand our next result, define a scaled user ON/OFF process Performing the inverse transformation [22] , observe that Mðn; tÞ ¼ M 0 ðn; LðnÞtÞ has properties of a Poisson process for n ! 1 with rate LðnÞ, but only in sufficiently small windows ½t; t þ Dt. This can be explained by the fact that each renewal process Z i ðtÞ must appear sparse compared to the size of the observation window ½t; t þ Dt for Mðn; tÞ to be Poisson. At larger timescales [20] , the inter-arrival delays of Mðn; tÞ converge to exponential, which is consistent with the measurements in [26] , but the process does not become memoryless even when n ! 1.
Since the properties of the scaled departure process are identical to those of M 0 ðn; tÞ in Theorem 5, we omit their formal statement. While user arrivals/departures may be Poisson only locally (i.e., on small timescales), analysis in the remainder of the section shows that the in-degree edgearrival process does in fact converge to Poisson as n ! 1. This holds because edge delivery between a pair of live users occurs with increasingly large delays (i.e., gets sparser) as n ! 1, which is the condition that Mðn; tÞ was lacking.
Edge Arrival
Define L $ F ðxÞ to be the lifetime of a user and note that its expectation is E½L ¼ l in (17) .
Theorem 6. Given uniform selection and Assumption 2, the combined arrival process of new and replacement in-degree edges to a random user converges in distribution as n ! 1 to a Poisson process with constant rate
Proof. See Section 8.5 in Supplemental Material available online. Ì Note that the Poisson result in Theorem 6 is not an assumption of the paper as in prior work [13] , [19] , [21] , but rather a consequence of the churn model introduced earlier.
To examine how well this works for small n, we show in Fig. 5 the tail distribution of in-edge inter-arrival delays obtained in simulations. Notice that both tails are exponential with the rate given by (30) . Additionally, Fig. 6 shows that the number of edge arrivals to a node v in an interval of size Dt closely follows the Poisson distribution with rate Dt.
Expected In-Degree
We are now ready to derive the expected in-degree of each live user as a function of its age. In a stationary system, define X n ðtÞ to be the in-degree of a random online user v at age t ! 0. Applying Theorems 4 and 6, we show transient properties of X n ðtÞ next.
Theorem 7.
Under uniform selection and Assumption 2, the expected in-degree of a live user v at fixed age t ! 0 converges as n ! 1 to a monotonically increasing function of age E X n ðtÞ ½ !k 
where HðxÞ is the residual CDF in (20) and uðtÞ is the renewal function defined in (26) .
Proof. See Section 8.6 in Supplemental Material available online. Ì
To better interpret the mean in-degree of user v at fixed age t, we transform (31) into
where variable A $ HðxÞ denotes the age of a random user i that is ON at time t, A À t is the duration of time for which i had been alive prior to v's appearance online, and uðxÞ represents the expected number of selections made for each out-link in an interval of length x (recall that UðxÞ ¼ 0 for x G 0). It is then not hard to see that the right-hand side of (32) is the expected number of connections that a peer generates into the system while being alive concurrently with v. As shown in Theorem 7, this metric equals v's mean in-degree, which confirms the symmetry of outgoing/incoming edges. Our last note is that as t ! 1, (32) tends to kE½uðAÞ, which provides a simple upper-bound at which the in-degree of each user saturates.
Examples
We next show that (31) can be expressed in simple closedform for exponential lifetimes.
Theorem 8. Under uniform selection, Assumption 2, and exponential lifetimes L, in-degree X n ðtÞ converges to a Poisson random variable with rate
Furthermore, the number of replacement edges per user lifetime is ¼ k, which also equals the expected in-degree at failure E½ðLÞ.
Proof. See Section 8.7 in Supplemental Material available online. Ì
Simulation results in Fig. 7 demonstrate that the models are very accurate and indeed saturate at predicted values 2k and kE½uðAÞ as age t ! 1. It is also interesting to observe in the figure that the Pareto curve increases slower, but saturates at larger values, which suggests more in-degree support for users with larger lifetimes. For the examples in the figure, if a node survives for more than 1 hour in the system, it develops an average of 12-15 in-degree neighbors (depending on the distribution of L) and is unlikely to be isolated from the graph from that point on.
Interestingly, analysis above shows that P2P implementations should cap user in-degree at values no smaller than ð1Þ to avoid rejecting incoming connections. The corresponding upper bound in Gnutella (i.e., 30 in-degree neighbors) satisfies this condition in the two examples shown above.
JOINT IN/OUT-DEGREE MODEL
Analytical results in the previous section show that the early stage in a node's life in the network is risky from the isolation point of view as it must rely solely on its outdegree neighbors. However, once a node survives this early stage, it increases its resilience to isolation through constantly arriving in-degree edges.
In this section, we combine the in-degree and out-degree models to derive the joint isolation probability. We drop subscript n and implicitly use uniform selection, Assumption 2, and n ! 1 in all results that follow.
Preliminaries
Denote by X Ã ðtÞ the out-degree of a node v at given age t and define it to be isolated when its in-degree XðtÞ and outdegree X Ã ðtÞ are simultaneously zero. Define time to isolation T to be the first-hitting time of both processes to state 0
Then the probability of node isolation is ¼ P ðT G LÞ, where L $ F ðxÞ is the random lifetime of node v. To prevent the snowball effect, nodes do not replace their incoming edges upon failure, which means that the in/outdegree processes are independent of each other.
We use two approaches to derive assuming exponential lifetimes and search delays. The first approach provides an exact model using matrix algebra, while the second one shows an asymptotically accurate approximation that is available in simple closed-form. Since the exponential case serves as a tight upper bound [15] on the isolation probability for heavy-tailed L, we do not explicitly deal with those cases here.
Exponential Lifetimes (Exact Model)
Let pair ðX Ã ðtÞ; XðtÞÞ be the joint process of out-degree and in-degree at age t and ði; jÞ denote any admissible state of the joint process for 0 i k and 0 j G n. Recall that edge arrival to a live node occurs according to a Poisson process with rate (30) , which for exponential lifetimes becomes ¼ 2k=E½L. Since current in/out-degree neighbors of v all fail at the same rate ¼ 1=E½L due to the memoryless property of exponentials, the next result follows immediately. ði; jÞ ! ði; j þ 1Þ ÀL ij ði; jÞ ! ði; jÞ 0 otherwise,
where u and u 0 represent any suitable states of the joint chain satisfying transition requirements on the right side of (34) and
It is convenient to treat fðX Ã ðtÞ; XðtÞÞg as an absorbing Markov chain in order to derive the PDF of the first-hitting time T on state (0,0). Assuming (0,0) is an absorbing state, we can write Q in canonical form as
where Q 0 is the rate matrix obtained by removing the rows and columns corresponding to state (0,0) from Q and r is a column of transition rates into state (0,0). Applying [29, Theorem 2] , we obtain the next result.
Theorem 10. For exponential lifetimes L $ expðÞ and exponential search delays S $ expðÞ, the probability of node isolation is given by
where V and B are matrices derived in [29] . Vector yð0Þ contains initial-state probabilities also derived in [29] .
We verify (36) in simulations shown in Table 1 using n ¼ 2000 and E½L ¼ 0:5 hours. The table shows that our results are indeed very accurate; however, while (36) provides values that are definitely smaller than isolation probability out of the out-degree model [15] , it is still unclear what impact in-degree has on and how large the improvement ratio out = is. We study these issues below.
Isolation with Increased Age
To better understand the impact of in-degree on , let us define the first hitting time T out on state 0 of the out-degree process fX Ã ðtÞg, i.e., T out ¼ infft 9 0 : X Ã ðtÞ ¼ 0jX Ã ð0Þ ¼ kg. Analysis in [16] shows that fX Ã ðtÞg is a birth-death Markov chain and derives its CDF function P ðT out G tÞ in matrix form. We use this result and the CDF of T derived in Theorem 10 to compare the distribution of isolation times in the joint in/out-degree model with that studied in [16] .
We plot the exact distributions of both T out and T as functions of user age in Fig. 8 . Notice in the figure that P ðT out G tÞ increases almost linearly in time t indicating that users with large lifetimes have proportionally higher probabilities of isolation. In contrast, the CDF curve P ðT G tÞ stays almost flat for t 2 ½0:5; 200 hours, showing that users with lifetimes in this range exhibit significantly lower isolation probabilities. In fact, once the initial 1/2-hour period is over, isolation probability is orders of magnitude smaller than in the initial phase.
As user age increases above 200 hours, the CDF of T slowly increases in time since in-degree XðtÞ becomes saturated and can no longer keep up with the increased possibility of neighbor failure.
Exponential Lifetimes (Asymptotic Model)
Although (36) provides exact results for , it relies on numerical matrix algebra. Our next task is to obtain a simple closed-form expression for when the mean search delay E½S becomes negligible.
Theorem 11. For L $ expðÞ and S $ expðÞ, the ration of isolation probabilities converges as
Proof. See Section 8.8 in Supplemental Material available online. Ì It can be seen from (37) that by considering both in/outdegree, the probability of node isolation is reduced by a factor of approximately 2k. The reason for this relatively small improvement is that only a fraction of users benefit from the in-degree in their isolation resilience since the majority of users depart before they are able to accumulate a substantial number of in-degree neighbors. Nevertheless, analysis of this section has important consequences as it shows that the most reliable users of the system (i.e., those with large lifetimes) extract significant benefits from the in-degree process and are thus allowed to continue providing services to others with a much higher probability than possible with just the out-degree. To complete this section, Table 2 shows the relative approximation error of (37) for E½L ¼ 0:5 hours and k ¼ 6. For large S, our numerical results from (36) suggest that (37) provides an upper bound on the isolation probability, where out = is several times larger than the 2k suggested by (37). However, as E½S ! 0, the approximate model indeed converges to the exact one as seen in the table.
CONCLUSION
This paper introduced a heterogeneous model of user churn and developed numerous closed-form results describing the behavior of the system. This included three types of lifetime distributions, evolution of network size, transient in-degree, and isolation probability under the joint in/out degree model.
Future work involves modeling of non-uniform neighbor selection, study of isolation events in real P2P systems, and analysis of asymptotically small networks. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
