Introduction
Background Accurate mapping of urban environments and monitoring urban growth is becoming increasingly important at the global level. While valuable global perspectives of urban extent have been vividly portrayed at kilometer-scale resolution from, for example, nighttime imagery (e.g., Imhoff et al., 1997; Elvidge et al., 1997; Sutton et al., 2006) , higher spatial resolution is required to map individual cities. For many developing nations, this requirement can best be accomplished through the thematic interpretation of moderate resolution (10 to 30 m) images acquired, for example, by the Landsat and SPOT series of satellites. While these satellites provide an economical, logistically feasible, and timely source of data on urban land patterns, and while image pre-processing steps such as radiometric and geometric correction are now routine, current methods of thematic interpretation remain costly, time consuming, and require extensive human interaction. Concerted research efforts continue to be needed to develop automated processing to
Automated Urban Delineation fr om Landsat Imagery Based on Spatial Infor mation Processing
Bert Guindon and Ying Zhang efficiently exploit the information potential of the vast satellite image archives currently held world-wide both for studying past urbanization trends and to provide timely updates. Urban information extraction poses many challenges in the interpretation of moderate resolution satellite images:
1. Most urban pixels contain contributions from a range of diverse surface covers (e.g., rooftops, roads, grass, and trees). The relative proportions of these components can vary widely within an urban pixel population thereby leading to high spectral variability and susceptibility to thematic class confusion. 2. The spectral responses of many urban pixels can be similar to those of rural pixels. Spectral confusion can arise between non-vegetated rural surfaces such as fallow fields and urban impervious surface materials. In addition, many cities include extensive areas of herbaceous cover, such as parks, schoolyards, and unused land with industrial parks. 3. The urban use of such lands can only be inferred from their spatial context within an urban domain. 4. Although the urban population fractions of many nations are large, the proportions of their landmasses that are built-up is small, typically a few percent. In an image classification context, urban classes can therefore be considered "rare," which has two implications: (a) In classified or thematic images, urban classification commission errors will typically dominate omission errors; and (b) In the case of spectral classification such as unsupervised clustering, few clusters will be dominated by true urban pixels.
These shortcomings can be minimized if the image region under study is constrained to include the expected extent of the urban area in question and to the immediate surrounding rural areas. This approach has been taken by many authors using Landsat data, for example in the study of the cities of Atlanta (Lo and Choi, 2004; Yang, 2002) , Indianapolis (Lu and Weng, 2005) and Minneapolis -St. Paul (Yuan et al., 2005) . While high accuracies have been achieved, it is important to note that they are not representative of classification performance for large-area, full-scene processing.
5. The most striking visual attributes of urban areas on moderate resolution (i.e., 10 to 30 m) imagery is spatial not spectral. Street patterns of urban areas are readily distinguishable from rural road networks based on their spatial attributes of density, regularity and scale.
6. In the North American context, urban sprawl is a contentious issue. While the cores of cities are dominated by impervious surfaces, low-density suburban residential areas can be dominated by herbaceous cover and are only detectable based on street patterns (e.g., Civico et al., 2002) . In other words in these areas, inference of land-use must rely almost exclusively on spatial clues.
Study Objective
The overall objective of this paper is to propose and demonstrate a fully automated procedure for urban delineation based solely on spatial attributes derived from Landsat data. This requires that a clear link be established between our selected spatial feature (output from a line operator) and patterns of physical objects on the ground (i.e., road networks) and that feature attributes have separable urban and rural characteristics. Assessment of the delineation accuracy also provides insights into the contribution that spatial information can make within the context of a combined spectral-spatial interpretation strategy.
Paper Structure
The structure of the paper is as follows. The next Section reviews previous research into the extraction and use of spatial information in Landsat-based urban mapping. This is followed by a brief description of our test datasets that have been selected to sample a spectrum of landscapes that typify the North American urban context. Our urban delineation strategy is based upon the premise that approximate representations of road/street networks can be generated through the application of a line detector customized to the expected radiometric characteristics of roads on Landsat imagery. The next Section describes our line extraction methodology and compares its output to rasterized road networks available from Canadian and U.S. topographic sources, followed by two approaches to the exploitation of line information, namely a measure of window-based line counts, analogous to line density, and one based on the size distributions of image patches, i.e., image regions enclosed by lines. We develop and exploit physical arguments of the differing spatial scales of urban and rural road networks to set line response and patch size thresholds. This differs significantly from the more empirical approaches of earlier work in spatial feature processing. Finally, performance evaluations are described for six diverse urban/rural test areas. We emphasize that the goal of this paper is to assess both the relative and absolute merits of automated spatial processing for urban delineation and not to design a full-up urban mapping strategy that would obviously exploit spectral as well as spatial information.
Review Spatial Infor mation Pr ocessing for Urban Mapping
A number of authors have attempted to exploit spatial features to improve urban mapping using moderateresolution satellite imagery. Typically, this has involved the creation of spatial feature overlays and their utilization as pseudo-spectral bands in a conventional image classification schema. A popular approach involves the derivation of image texture features from Grey Level Co-occurrence Matrices (GLCMs) (e.g., Lu and Weng, 2005; Shaban and Dikshit, 2001; Marceau et al., 1990) . Another approach is to apply feature operators to images (i.e., line and edge finders) to generate pseudo-bands based on line density or moving window estimates of grey-level variance (Gong and Howarth, 1990; Zhang et al., 2002) .
These two approaches have a number of limitations. First, while texture measures derived from GLCMs can sample scale and direction, it is difficult to link measures such as variance, angular second moment, etc. to physical measures of urban structures. On the other hand, spatial information extracted through image template matching, for example line detection, can produce an output can conceptually be linked to a physical structure (e.g., roads) (Wang, 1993) . However, subsequent derivation of a useable attribute in image interpretation (e.g., line density) typically involves moving window averaging thus degrading spatial resolution and thus blurring rural-urban boundaries. Also, the setting of processing parameters, for example a line magnitude threshold, has typically been accomplished in an empirical and scene-dependent manner.
There are two important aspects of urban structural information that can be derived from moderate resolution imagery. We can view spatial characteristics as consisting of basic spatial elements and the groupings of these elements into larger scale structural features. Taking roads as an example, the spatial element (road segment) is derived from application of a local operator, typically a line finder. The road structural feature that characterizes urban areas is the street pattern, i.e., groupings of road elements into blocks. In moderate resolution imagery, road widths are of sub-pixel scale while the road pattern (e.g., block size) can span many pixels. It is the scale of the grouping or structural features which is the distinguishing characteristics of interest (e.g., the spatial dimension (scale) of a city block versus the equivalent dimension of the rural road network), not the template response. Ideally, one would like to capture this scale through image processing that does not further degrade spatial resolution.
Previous urban mapping studies can be categorized as either (a) local site-specific involving classification of an individual city and its immediate surroundings (e.g., Lu and Weng, 2005; Lo and Choi, 2004; Yuan et al., 2005; Zhang et al., 2002) , and (b) large-area initiatives such as the GeoCover (Koeln et al., 2001 ) and the U.S. National Land Cover Dataset (NLCD) (Homer et al., 2007; Vogelmann et al., 2001) programs. The latter category is of most interest here since they require that consistent methodologies be applied over diverse landscapes thus mirroring our requirement for a robust procedure. In most of these programs (i.e., NLCD, GeoCover), urban mapping has been undertaken using unique methods or ancillary datasets that differ from those used for other thematic classes. In the case of GeoCover, urban areas are defined through manual delineation. While this is a time consuming approach, it achieves producer and user accuracies in excess of 85 percent (Environment Canada, private communication). In the case of NLCD 1992, extensive use was made of census data. Classification accuracies of built land exhibited strong regional variability with producer and user accuracy ranges of 34 to70 percent and 63 to 92 percent, respectively (Stehman et al., 2003; Wickham et al., 2004) . For NLCD 2001, urban land is inferred from Landsat-derived impervious surface estimates. In addition, proximity to known roads is also used to eliminate rural non-vegetated surfaces. In summary, all of these constraints are designed to minimize commission errors and therefore result in user accuracies that typically exceed producer accuracy levels.
Data Sets Test Areas
In this paper, we have evaluated two automated methods for urban delineation using Landsat TM data covering areas that are representative of North American urban landscapes. These data are comprised of four U.S. sub-scenes extracted from two Landsat-7 images of path/rows 23/30 and 23/31 acquired on 11 September 2001 as well as two Canadian cities, Winnipeg, Manitoba and St. John's, Newfoundland. The U.S. scenes encompass the south-eastern portion of Wisconsin and north-east Illinois and include two major cities, Chicago and Milwaukee, their satellite communities and surrounding rural, primarily agricultural, lands. As such, these images include a broad spectrum of urban patterns in a comparatively high-density region of North America. Included are highly built-up urban cores, both older high-density and newer low-density residential suburbs, industrial parks, and recreational housing surrounding nearby lakes. Winnipeg is a major city situated in an agricultural Prairie setting. It has not experienced high growth in the last 20 to 30 years and therefore exhibits a comparatively abrupt urban to rural transition. St. John's is located in a primarily forested region with extensive rock outcroppings. The characteristics of our six test areas are summarized in Table 1 . Table 1 also includes estimates of percent urban coverage, based on a reference urban overlay (see below), as well as a proportional breakdown of their urban content by urban sub-class (i.e., residential, commercial/industrial, and open-land). It is important to note that in all cases, open-land (i.e., non-built land) constitutes a significant portion of overall urban coverage, and for studies of urban sprawl, it is imperative that it is mapped as well as builtup land. Although our primary objective of this paper is to assess spatial feature processing for overall urban delineation (i.e., aggregated area of our three urban sub-classes), we have also undertaken a limited evaluation at the subclass level as well. Throughout this paper, we will use the example of Winnipeg ( Figure 1 ) and its immediate surroundings to illustrate our results. This city has been selected because it includes examples of specific interpretation challenges within the context of overall simple urban form.
Reference Data
A reference land-cover source is needed to assess the effectiveness of our automated, spatial-based results. Our reference data consists of interpretations of the test Landsat images created in a two-step process. First, preliminary Landsat classifications were generated using a methodology that combines spectral clustering and image segmentation (Guindon et al., 2004) . These classifications were subsequently refined through extensive manual editing based on supporting higher resolution (typically ϳ1 m) image coverage available on sources such as Google Earth ® (www.earth.google.com) and commercial street maps. Manual editing achieved two goals. First, commission errors for the built classes were eliminated. These are primarily associated with fallow agricultural fields and clusters of farm buildings. Second, an additional urban land class was introduced, hereafter referred to as "urban openland." Urban openland, includes pixels whose landcover is primarily herbaceous in nature and therefore spectrally similar to many rural areas. On the other hand, the urban land-use nature of openland areas can be gauged from their spatial location and context. This class includes isolated herbaceous pixels scattered throughout lowdensity residential areas as well as contiguous grouping of pixels that make up city parkland, schoolyards, and undeveloped land within industrial parks. Figure 2 illustrates an example reference overlay (urban versus rural land) for the Winnipeg test image shown in Figure 1 .
While many open-land areas are easy to identify, there is uncertainty in interpretation particularly in so-called exurban areas, a major concern particularly in the United States (Theobald, 2005) . The limitation of Landsat for exurban studies has been noted elsewhere (Irwin et al., 2006) , and attempts to map these low-density areas have focused on the use of alternative nighttime imagery (Sutton et al., 2006; Cova et al., 2004) . For example, some of these areas are characterized by very low-density housing such that the buildings themselves are not discernible on Landsat imagery, and their urban land-use can only be inferred from street patterns. Another challenging case is that of dense residential housing built along rural roads. While these difficult cases also lead to some level of uncertainty, comparison of independent classifications from multiple interpreters have been found to be consistent at better than the 90 percent level.
In conclusion, we emphasize that manual editing has only been employed in the creation of the reference landcover dataset and is not part of the automated processes for urban delineation described in the remainder of this paper. 
Spatial Featur e Extraction
Line Detection Algorithm Our primary source of spatial information is the output from a set of eight directional line detector templates. A detailed description of the line algorithm has been presented elsewhere (Guindon et al., 2004) but its salient features are briefly reviewed here. Unlike most conventional line detectors, we utilize two line sub-templates for each line direction rather than one. This results in improved differentiation between lines and edges. Second, to qualify as a valid line response, both sub-templates must evoke a response that is consistent with the expected radiometric contrast of the spatial feature sought. For example, as we using the line detector to detect roads on visible band imagery, only bright lines on a dark background are kept. If, on the other hand, the line detector were to be applied to near-infrared imagery, lines that are darker than their surroundings are sought. Our urban delineation methods are based on the premise that there is a strong correspondence between roads and those pixels with high line response. Visual comparison with the 1:50 000 Canadian National Road Network (Figure 3 ) and an overlay of high response line pixels (Figure 4 ) qualitatively confirms this line-road link. It is also clear from a comparison of the two figures that the line overlay is an incomplete representation of the road network with both omission errors (i.e., gaps in roads) and high line responses from non-road entities such as buildings. Rather than attempting to improve line extraction through complex post-detection operations (e.g., gap filling), we have sought an urban delineation methodology that utilizes raw line output such as that shown in Figure 4 . The methodology must (a) be robust to the presence of gaps, commission errors, (b) utilize physical information to select appropriate processing parameters such as line magnitude thresholds, and (c) be automated and lead to an effective delineation of the extent of urban land for a broad range of urban land uses and urban densities.
Landscape-based Selection of Line Thresholds
In spatial feature processing such as line, edge, and point extraction, a key decision is the selection of an appropriate threshold that eliminates noise while retaining relevant spatial information for the application of interest. Many threshold selection strategies are empirical. For example, a common approach involves histogramming responses and assumes that the histogram contains two classes of responses: low response noise and a smaller high response population that are primarily associated with the soughtafter ground object. Selection of a threshold can be based upon, for example, location of the minimum count between the two populations (e.g., Perkins, 1980) .
We propose a thresholding strategy based on arguments related to the differing spatial characteristics of urban and rural road networks as they would appear on Landsat imagery. We have assumed that the rural and urban components of a geographic area are characterized by rectangular road grids that differ in spatial dimension. With this model, a line threshold can be estimated based solely on knowledge of the typical urban and rural road grid dimensions and an estimate of the approximate areal proportion of urban coverage in the image. As an example, in the North American context, the road grid associated with agricultural areas is typically based on spacing of about 1.6 km (1 mile). Suppose on an image this corresponds to a grid dimension of R pixels, and there is an exact correspondence between the highest response lines and roads. The percentile of pixels in such a rural scene that will be line pixels will then be:
(1) A simple thresholding strategy would then involve selecting a line magnitude threshold, T L , that results in retention of this percentile of line pixels. If we take the case of Landsat TM data (30 m sampling) for a typical Midwest scene in the U.S. or Canada where the rural road network is on a one mile grid, then for a purely agricultural scene R ϳ 1600/30 ϳ 53.3 pixels and P R ϭ 3.7 percent. While the road pattern of urban areas is more complex, we can, to first
approximation, assume that a rectangular grid applies here as well, albeit with a smaller spatial dimension. For the purposes of this paper, we have assumed a spatial dimension of 240 m (i.e., U ϭ 8 pixels). Based on Equation 1, the fraction of street pixels of an urban area should be P U ϭ 23.4%. The above can be generalized to the case of a scene containing both rural and urban coverages. If the expected fractional coverage that is urban is x, and the scale of the urban street pattern is U pixels, then the percentile threshold should be:
Urban Delineation Strategies
Two urban delineation strategies, hereafter referred to as window counts and patch processing, have been formulated and assessed in this paper.
Window Counts
This strategy involves counting line pixels and applying an urban/rural decision at each pixel location based on the number of line pixels found within a window centered on it. We note that window counting is equivalent to the concept of line density (e.g., Zhang et al., 2002) , however here we use physical arguments to define an appropriate count threshold. Suppose the window is square of dimension W pixels. For convenience we can express the window size in units of road grid dimensions, q, rather than pixels, i.e., W ϭ qR. We now look at the expected range of count levels for various cases of q:
1. q ϭ 1. The maximum count level will occur when the window is centered on a square, i.e., the count level will be 4(W-1). The minimum count level will occur when the window is centered on a road intersection when the count level will be 2W-1. 2. q Ͻ1. In this case the minimum count will be zero. The maximum count will now occur when the window is centered on an intersection (count level ϭ 2W-1) 3. q ϾϾ1. If q ϾϾ1, then the count level will tend to a near constant level of (2R-1)(W/R) 2 .
If we select a window size to match our urban grid size of eight pixels, the count ranges for rural and urban assignment will be 0 to 15 and 15 to 28, respectively.
Patch Processing
This methodology involves identification of groups of contiguous non-line pixels, hereafter referred to as "patches" that are enclosed by line pixels. In urban areas, patches should be small, and ideally correspond to the interior of a city block, while in rural areas they will be much larger in size, enclosing one or more agricultural fields. The basic premise of patch processing is that urban/rural discrimination can be achieved based on selection of an appropriate patch size threshold, T P . It should be noted that patch extraction is similar to image segmentation. The main differences are (a) we define patches through boundary delineation not the more common segmentation process of region growing, and (b) our boundaries are defined by lines not edges.
From our earlier discussion, one would expect that on Landsat TM imagery the dimension of city block should be on the order of about eight pixels. If the extracted line network provided a true representation of the street network, Equation 1 suggests that each such block should correspond to a patch of 39 pixels. In reality, line extraction does not provide a complete representation of the road network. As a result, the perimeter of many city blocks can be expected to include gaps thereby leading to larger patches (arising from the merging of interior pixels of adjacent blocks). In addition, there are urban areas characterized by blocks on a larger scale, for example industrial parks.
Patch processing requires specification of the following three key parameters:
Line Threshold (T L )
Based on Equation 2 and the reference estimates of urban coverage, we can calculate the line percentile threshold for road delineation. For our six test areas these should 6.0, 23.0, 10.7, 4.2, 5.5, and 6.0 percent, respectively. Applying these values to derive line thresholds would be adequate if there was a very high line-road correspondence. An inspection of Table 2 , however, indicates that line thresholds based on higher percentiles are needed to ensure detection of lines at the majority of road locations, i.e., percentiles at or above 10 percent. We therefore have experimented with line thresholds corresponding to percentile values of 10, 15, and 20. The tradeoff of relaxing these thresholds however will be inclusion of increased numbers of non-road line pixels that can lead to decreased urban user accuracies. It should be noted that for all three test areas of Landsat scene 23/31 (i.e., test areas B to D), a single threshold set was computed from a portion of the parent Landsat scene that encompassed the three test areas.
Patch Size Threshold (T P )
Our two-grid size road network model (i.e., 8 ϫ 8 and 53 ϫ 53 pixel urban and rural grid cells, respectively) would suggest 36 pixels as a suitable patch threshold if there were perfect line-road pixel correspondence and a constant urban grid size. Given the limitations of line data to delineate the true road network (Table 2) , we can expect gaps in patch perimeters thereby leading to larger contiguous patches in urban areas. On the positive side, a higher patch size threshold can be tolerated given the great difference in scale between the urban and rural road networks (i.e., a rural grid cell will have in excess of 2,500 interior pixels. We have therefore experimented with patch size thresholds of 100, 200, and 400 pixels.
Minimum Mapping Unit (T MMU )
As previously discussed, we anticipate that adjacent urban patches will merge into larger contiguous features when adjacent line pixels are assigned an urban label. On the other hand, we also anticipate that spurious small patches Legend:
(a) Percent of line pixels coincident with a road pixel (P L ).
(b) Percent of line pixels with a road pixel within a 3 ϫ 3 pixel search window (P L3 ). (c) Percent of road pixels detected by line operator (P R ). (d) Percent of road pixels with a line pixel within a 3 ϫ 3 pixel search window (P R3 ).
will be found in rural areas and being incorrectly labeled urban. These are likely to be isolated and hence final application of a minimum mapping unit (i.e., minimum patch threshold T MMU ) to remove small urban patches will eliminate many of these commission errors. While a minimum mapping unit (MMU) is desirable, it should not be too large so that urban delineation detail is not lost. We have selected a value of T MMU of 100 pixels and compared its impact relative to no MMU, i.e., T MMU ϭ 1 pixel. The principal steps in urban delineation based on patch processing are;
1. Select an appropriate line threshold, T L , based on an estimate of rural and urban road grid dimensions and the expected percent areal urban coverage in the area of interest (Equation 2). Retain only those line pixels with magnitudes in excess of the threshold. 2. Using line pixels as perimeter pixels of enclosed areas, assign each non-line pixel to a patch. Compute the size of each patch. 3. Select a patch size threshold, T P , to separate urban patch candidates (i.e., smaller than the patch size threshold) from rural patches. 4. With non-line pixels assigned either an urban or rural label, line pixels can then be labeled as well. Each line pixel adjacent to an urban patch pixel is also assigned an urban label. This process results in the coalescence of many small patches into large contiguous urban areas. 5. Select a minimum mapping unit, i.e., a minimum acceptable urban area size expressed in pixels (T MMU ). Remove all urban areas with size below T MMU . Many large-area, Landsat mapping initiatives such as the NLCD (Homer et al., 2007) and GeoCover (Koeln et al., 2000) have employed comparatively small MMUs, e.g., one acre and 1.4 hectares, respectively. Here T MMU should be on the order of the expected area of a city block since this is the fundamental structural unit of the street network. In this paper we have selected a slightly larger value of 100 pixels to allow for the limitations of line extraction.
Results

Line Detection Performance: Line -Road Correspondence
We assessed the validity of this assumption by comparing line-road correspondence at the pixel level. If for a test area:
N R ϭ number of raster road pixels, N L ϭ number of line pixels with magnitudes above a selected response threshold, T L , N LR ϭ number of line pixels that are coincident with road pixels N RL ϭ number of road pixels that are coincident with line pixels.
Then, two measures of effectiveness are then:
Percent of line pixels coincident with a road pixel,
While Table 2 summaries the line-road comparison statistics for Winnipeg only, results for other test areas are similar. Two points should be noted regarding the tabulated results. First statistics have been computed for line thresholds selected based on highest response percentiles. Second, in addition to computing percentages of coincidences, we also have reported on performance based on relaxing the location agreement condition to allow for proximity matching within 3 ϫ 3 windows. This allows for positional uncertainties such as mis-registration between the parent Landsat scene and the road grid and line location errors associated with image radiometric noise.
The following conclusions can be drawn from Table 2 . Columns (a) and (b) provide information on commission
Percent of road pixels detected, P R ϭ 100 * (N RL /N R ) errors, i.e., the number of spurious line features that are detected which are not associated with roads. Even for high line responses, i.e., the top 5 percentile, only about 43 percent are coincident with known roads. This suggests that any urban delineation methodologies based on this data must be robust to the presence of this form of spurious line elements (i.e., analogous to commission errors). The last two columns of the table provide information of the level of completeness of the road network that can be extracted from line populations of differing line magnitude thresholds. At the 15 th to 20 th percentile level, nearly all road pixels have a line feature within a pixel of it.
Urban Delineation
Classification performance for the two strategies has been assessed in the following ways:
1. Each approach has been applied to each test area to generate an overlay of predicted urban versus rural land. 2. Urban delineation performance has been gauged based on producer accuracy (i.e., percent of true urban pixels assigned an urban label) and user accuracy (the percentage of pixels deemed urban that are labeled urban in the reference classification). 3. Finally, producer accuracies have also be estimated for each of the urban sub-classes, open-land, residential, and commercial/industrial. Table 3a and 3b summarize the accuracies achieved using a value of T L that matches the percentile coverages of road pixels in our reference road network overlays. We have tabulated performance with and without application of a minimum mapping unit (i.e., MMUs of 1 and 100 pixels, respectively). The percentage of pixels labeled road in our reference road overlays is typically small (i.e., around 5 percent for most of our test areas). If we select line thresholds based on these low percentile levels, the resulting line overlays will provide an incomplete representation of roads. We have therefore also experimented with line thresholds that correspond to percentile levels that are 50 percent higher than the road network prediction levels. The accuracy levels for these cases are summarized in Table 3c and 3d. The major results are:
Window Counts
1. Table 3a and 3b indicate that at the overall urban level, producer accuracies are moderate ranging from 50 to 78 percent. User accuracies exhibit a greater variability but this reflects the large variation in urban proportions among test areas. Inclusion of a greater number of line pixels (Table 3c and 3d) significantly improves producer accuracies but at the expense of increased commission errors and lower user accuracies. 2. Application of the 100 pixel MMU results in improved user accuracy at the expense of more modest decreases in producer accuracy. This indicates that the majority of groupings of pixels with less than 100 members are in fact errors. Visual inspection of imagery suggests that many are associated with clusters of farm buildings. 3. For the urban sub-classes, built area recognition (i.e., residential and commercial/industrial pixels) is consistently higher than that observed for urban openland. Very high (i.e., in excess of 80 percent) producer accuracies are reached for the commercial/industrial case. Figure 5 illustrates the final urban overlay (MMU ϭ 100 pixels) for Winnipeg and its immediate surroundings. The resolution degradation associated with the moving window process of this technique is evident when this overlay is compared with Figure 2 . In addition, there are extensive rural gaps within the city itself. These correspond to non-built areas such as parklands where the road density is low. 
Patch Processing
Parameter Selection Figures 6, 7, and 9 summarize the accuracy results of this approach for our six test areas. For each test area, we have undertaken nine trial experiments each with MMU values of 1 and 100 pixels. These trials, hereafter referenced as numbers 1 to 9 correspond to the following line and patch thresholds; trial runs 1 to 3(T L ϭ10 percentile, T P ϭ100, 200, and 400 pixels), trial runs 4 to 6 (T L ϭ 15 percentile, T P ϭ100, 200, and 400 pixels) and trial runs 7 to 9 (T L ϭ 15 percentile, T P ϭ100, 200, and 400 pixels).
Performance Results
1. Urban Producer Accuracy: Figure 6a and 6b illustrate plots of the comparative trial run urban producer accuracies for T MMU values of 1 and 100 pixels, respectively. Three points are of note. First, increasing line and patch size thresholds result in increased producer accuracies with maximum accuracies in the range 60 to 80 percent being achieved for all test areas. Second, with the exception of Winnipeg, most test areas exhibit similar producer accuracies over the spectrum of trial runs even though they exhibit very different fractional urban coverage. Consistently higher accuracies are observed for Winnipeg for lower line thresholds. Third, comparison of the two plots indicate that application of the 100 pixel minimum mapping unit degrades producer accuracy. This degradation is consistent but small at approximately 2 percent for all trial runs. 2. Urban User Accuracy: Figure 7a and 7b illustrate urban user accuracies, again for 1 and 100 pixel MMUs. Again a number of points should be noted. First, user accuracy is strongly dependent on the fraction of the test area that is urban, i.e., the higher the urban fraction, the higher the user accuracy. Second, in contrast with producer accuracy, user accuracy decreases with higher line and patch thresholds. Third, application of a minimum mapping unit of 100 pixels results in increases in user accuracies that are much larger than the degradation in producer accuracies. As expected, the effect is most pronounced for test areas that are primarily rural Figure 5 . Urban overlay generated using the window count algorithm. Figure 8. Example urban overlay generated using the patch processing algorithm. This result was generated using the top 20 th percentile line pixels and with T P ϭ 400 pixels and MMU ϭ 100 pixels. (i.e., urban coverage being less than 10 percent of the total area). In the case of test area D, improvements of up to 19 percent are observed. Finally, the highest urban level classification accuracies achieved with patch processing exceeds that observed with window counting (Table 3) . 3. Urban Sub-classes: Figure 9 presents producer accuracy trends (MMU ϭ 100 pixels only) for our three sub-classes, i.e., (a) openland, (b) residential, and (c) commercial/industrial. For all trial runs, higher accuracies are achieved for the two built sub-classes (seen in the window count cases) although here residential accuracies tend to be higher than commercial/industrial values. Overall, the best patch processing results (i.e., T P ϭ 400 pixels) exceed those for window counting.
Overlay Compositing A major concern in the application of automated processing for urban delineation is the rate of false alarms as reflected in low user accuracies. Many of these false positives are associated with small groupings of pixels. A visual comparison of Figures 5 and 8 readily indicates that many small groups generated through window and patch processing are not spatially coincident. We therefore have investigated compositing of window and patch overlays in an attempt to reduce commission errors. There will, however, be a potential penalty of reduced producer accuracy since the composite result will only include urban pixels found in both input overlays.
To assess the utility of compositing, we have combined the window count overlays of Table 3d with high producer accuracy patch results (i.e., 20 th percentile line thresholding and T P ϭ 400 pixels). Relative to the patch processing results, compositing improves user accuracies by levels of 6.6, 0.2, 2.0, 5.8, 7.1, and 10.7 percent for test areas A to F, respectively. On the other hand, corresponding producer accuracy reductions of 9.6, 7.6, 5.8, 2.4, 2.9, and 7.1 percent are suffered. We conclude that compositing is not a viable procedure. Spectral-based approaches for commission error reduction are being investigated and will be reported on elsewhere.
Impact of MMU Application
In the previous sub-sections we have discussed the implication of application of a 100 pixel MMUs for the improvement of user accuracies. We have extended this study for a single patch processing case (T L ϭ15 percentile, T P ϭ400 pixels) by applying a series of MMUs (1, 10, 50, 100, 400, and 1,000 pixels) to assess both trends of improved user accuracy and conversely reduced producer accuracy associated with increased MMU. Figure 10a and 10b illustrate these trends. The salient results are summarized below:
1. First, for those test areas with low urban proportions and hence low user accuracy, application of an MMU can significantly improve user accuracy at the cost of a corresponding smaller reduction in producer accuracy. Two cases of particular note are test areas A and D where the ratios of user accuracy gain to producer accuracy loss over the full MMU range (i.e., MMU ϭ 1000 pixels versus MMU ϭ 1 pixel) are 4.7 and 3.4, respectively. The ratios are even higher for the application of low MMU values, but the absolute accuracy changes are much smaller. 2. Second, one of the major disadvantages to the application of MMU processing is the corresponding reduction in spatial detail. On the other hand, if accurate, automated land-cover mapping can be achieved even at the expense of resolution degradation, it may be possible to routinely generate thematic browse to complement image browse that is the staple data source used to search satellite image archives. This would be a powerful search mechanism allowing for the application of technologies such as content-based image retrieval to enhance archive exploitation (e.g., Guindon, 2000) .
Conclusions and Discussion
Traditional satellite digital image classification has employed image spatial attributes primarily as a supplemental data source within a classification framework designed for spectralbased processing; hence their formulation as pseudo-spectral bands. The results of this paper suggest that improved, automated urban delineation should be achievable through a more effective use of spatial features. First, the most prominent visual aspects of urban areas on moderate resolution imagery are spatial in nature, for example, the scale and regularity of street networks while the radiometric response of Figure 10 . Trends of urban (a) producer, and (b) user accuracy as a function of minimum mapping unit.
urban pixels is highly variable. Second, urban delineation based on spatial features can be as effective as conventional spectral-based classification. Third, spatial attributes such as image lines, which primarily correspond to roads, are more likely to be robust to scene acquisition variations in season and atmospheric (i.e., haze) conditions. Finally, the line-road linkage in conjunction with a simple road network model can be exploited to achieve fully automated urban delineation. The work presented here is part of a program to develop fully automated, synoptic land-cover mapping. This is needed if effective exploitation of the extensive satellite image archives is to be realized. While the accuracies achieved with our methods are promising, further refinement is required especially to address commission errors (i.e., low user accuracies) for landscapes where urban land constitutes a relatively small fraction (i.e. Ͻ10 percent) of the overall landmass. Commission errors arise because significant line responses can be triggered by man-made objects other than roads, for example, rural buildings. While application of a minimum mapping unit can eliminate some commission errors, further processing that utilizes image radiometry or additional spatial feature detection is needed. For example, urban masks generated using our methods can be used to accurately characterize the spectral response and diversity of urban pixels, i.e., to define urban spectral clusters. This approach overcomes some of the difficulties of conventional scene-wide spectral clustering where, most urban pixels are grouped into clusters dominated by rural pixels because of the low proportionality of urban coverage within most satellite image scenes.
Given the availability of multispectral 10 to 20 m resolution (e.g., from the SPOT series of satellites), there is a pressing need to improved our capability to exploit spatial attributes of images of complex landscapes. In this resolution regime, component objects of urban areas (buildings, roads, trees, etc.) are only partially resolved, and hence object-based reasoning is not feasible. We are therefore developing a hybrid land-cover classification strategy that will involve improved spatial feature extraction using a suite of templates tuned to the expected image appearance of a variety of physical components. A new methodology is also being developed to use the outputs of these template-matching procedures with spectral data in a more effective manner than through empirical pseudo-spectral processing. Processing will be described elsewhere.
