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Das Wichtigste in Kürze: 
 
Zahlreiche in den letzten zehn Jahren entstandene Studien zur Mikroökonometrie 
des internationalen Handels haben gezeigt, dass exportierende Unternehmen pro-
duktiver sind als ansonsten identische Unternehmen ohne Exporte. Darüber hinaus 
zahlen Exporteure tendenziell höhere Löhne als nicht-exportierende Unternehmen. 
Deutschland, einer der führenden Akteure auf dem Weltmarkt, ist ein typisches Bei-
spiel: Wenn für beobachtbare und unbeobachtbare unternehmensspezifische Eigen-
schaften kontrolliert wird, zeigt sich, dass Exporteure eine signifikant höhere Produk-
tivität aufweisen als nicht-exportierende Unternehmen. Zudem zahlen Exporteure 
deutlich höhere Löhne an Mitarbeiter mit vergleichbaren Charakteristika. Bislang 
nicht untersucht wurde die Frage, ob der Produktivitätsvorsprung exportierender Un-
ternehmen auch zu einem höheren Gewinn von Exporteuren im Vergleich zu ansons-
ten identischen nicht-exportierenden Unternehmen führt, gegeben dass Exporteure 
höhere Löhne zahlen und zusätzliche Kosten, beispielsweise für Marktforschung, 
Produktanpassung oder Transport, zu tragen haben. 
 
Eine Betrachtung des Gewinns anstelle der Produktivität ist jedoch aus theoretischer 
Sicht sinnvoll. Selbst wenn Produktivität und Gewinn positiv korreliert sind (was ten-
denziell der Fall ist), ist Produktivität nur ein möglicher idiosynkratischer Bestim-
mungsfaktor des Gewinns. Der Erfolg eines Unternehmens im Allgemeinen und ins-
besondere sein Überleben hängen jedoch vom Gewinn ab. Zudem gilt Gewinnmaxi-
mierung als eines der Hauptziele von Unternehmen. 
 
In diesem Papier nutzen wir einen neuen Datensatz, welcher Informationen der Pro-
duktionsstatistik und der Kostenstrukturstatistik für Unternehmen des verarbeitenden 
Gewerbes kombiniert. Wir zeigen, dass Exporteure einen höheren Gewinn aufweisen 
und dass dieser Unterschied statistisch signifikant, wenngleich relativ klein ist. Im 
Unterschied zu nahezu allen empirischen Studien zum Verhältnis zwischen Produkti-
vität und Exportverhalten finden wir jedoch keinen Beleg für eine Selbstselektion der 
profitableren Unternehmen in den Exportmarkt. Umgekehrt haben Exporte einen po-
sitiven kausalen Effekt auf den Gewinn über fast den gesamten Definitionsbereich 
der Exportintensität zwischen null und eins (Ausnahme: Unternehmen mit einer Ex-
portintensität von 90 Prozent und mehr). Das bedeutet, dass die üblicherweise beo-
bachtete höhere Produktivität von Exporteuren nicht vollständig von den Zusatzkos-
ten des Exportgeschäfts oder von den von Exporteuren gezahlten höheren Löhnen 
aufgezehrt wird. 
Non-technical Summary: 
 
A huge and emerging literature on the micro-econometrics of international trade 
demonstrates that exporting firms are more productive than otherwise identical firms 
that sell on the national market only. Furthermore, exporting firms tend to pay higher 
wages than non-exporting firms. Germany, one of the leading actors on the world 
market for goods, is a case in point: After controlling for observable and unobserv-
able firm characteristics, productivity is significantly and substantially higher in export-
ing than in non-exporting firms, and exporting firms pay significantly and substantially 
higher wages to workers with the same observable and unobservable characteristics 
than firms without any exports. A question that has not been investigated in this lit-
erature is whether the productivity advantage of exporting firms leads to a profitability 
advantage of exporters compared to otherwise identical non-exporters even when 
exporters pay higher wages and have to bear extra costs due to, among others, mar-
ket research, adoption of products, or transport costs. 
 
Looking at profitability instead of productivity is, however, more appropriate from a 
theoretical point of view. Even if productivity and profitability are positively correlated 
(which tends to be the case) productivity is only one of several possible idiosyncratic 
factors that determine profits. Success of firms in general, and especially survival, 
depends on profitability. Moreover, the maximisation of the rate of profit is one of the 
main objectives of a firm. 
 
In this paper, we use a unique recently released data set that combines data from the 
monthly report for establishments in manufacturing industries and the cost structure 
survey for enterprises in the manufacturing sector. We demonstrate that exporters 
show a positive profitability differential compared to non-exporters and that this dif-
ferential is statistically significant, though rather small. However, in contrast to nearly 
all empirical studies on the relationship between productivity and exports we find no 
evidence for self-selection of more profitable firms into export activities. Conversely, 
exporting has a positive causal effect on profitability almost over the whole domain of 
the export-sales ratio from zero to one. The only exceptions are those few firms that 
realise an export-sales ratio of 90 percent and more. This means, that the usually 
observed higher productivity of exporters is not completely absorbed by the extra 
costs of exporting or by higher wages paid by internationally active firms. 
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1. Motivation 
A huge and emerging literature on the micro-econometrics of international trade 
demonstrates that exporting firms are more productive than otherwise identical firms 
that sell on the national market only (see Bernard et al. (2007) for the U.S., Mayer 
and Ottaviano (2007) for European countries, Wagner (2007a) for a survey of studies 
from countries all over the world, and The International Study Group on Exports and 
Productivity (2008) for strictly comparable results from 14 countries). Exporting firms 
have to bear extra costs due to, among others, market research, adoption of products 
to local regulations, or transport costs. These extra costs are one reason for a self-
selection of the more productive firms on international markets. Furthermore, 
exporting firms tend to pay higher wages than non-exporting firms (see Schank, 
Schnabel and Wagner (2007) for a survey). Germany, one of the leading actors on 
the world market for goods, is a case in point: After controlling for observable and 
unobservable firm characteristics, productivity is significantly and substantially higher 
in exporting than in non-exporting firms (Wagner 2007b), and compared to identical 
non-exporting firms exporting firms pay significantly and substantially higher wages to 
workers with the same observable and unobservable characteristics (Schank, 
Schnabel and Wagner 2007). 
A question that has (to the best of our knowledge) not been investigated in this 
literature is whether the productivity advantage of exporting firms does lead to a 
profitability advantage of exporters compared to otherwise identical non-exporters 
even when exporters are facing extra costs and pay higher wages. Profitability is a 
performance dimension that is not investigated empirically in the literature dealing 
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with the micro-econometrics of international trade (see the recent survey papers by 
Bernard et al. (2007) and by Mayer and Ottaviano (2007)).1  
The situation differs when the literature on international management is 
considered. Here empirical investigations of the relationship between 
internationalisation (measured by the percentage of exports in total sales, or by 
various other indicators including foreign assets to total assets, or the number of 
foreign subsidiaries) and firm performance (measured by various accounting 
indicators like return on assets, or return on equity) have a long tradition lasting at 
least 40 years. This literature has produced a great number of studies based on 
various methods. Glaum and Oesterle (2007, p. 308) recently argued that these 
empirical studies have come to heterogeneous and sometimes contradictory results. 
Similarly, Ruigrok, Amann and Wagner (2007, p. 350) state that the findings 
generated by this research stream have been inconclusive and contradictory. In a 
meta-analysis that covers 36 studies Bausch and Krist (2007) find a positive and 
statistically significant overall relationship between internationalisation and firm 
performance, although the effect size is small in magnitude. Furthermore, they find 
evidence that this relationship is highly context-dependent, and that R&D intensity, 
product diversification, country of origin, firm age, and firm size significantly affect 
performance gains attributable to internationalisation (see Bausch and Krist (2007), 
p. 337). 
Given that the samples used in these studies from the literature on 
international management tend to be small cross-section samples that do not allow to 
control for unobserved heterogeneity by including fixed firm effects, and that various 
measures of both internationalisation and performance are used (see Bausch and 
                                                          
1 Note that the recent paper by Asiedu and Freeman (2007) has a different focus – it examines the 
within-region effect of globalisation, i.e. the extent to which the level of globalisation in the region in 
which a firm operates affects its performance. 
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Krist (2007), p. 332), we cannot find an answer to our question – whether the 
productivity advantage of exporting firms does lead to a profitability advantage of 
exporters compared to otherwise identical non-exporters even when exporters are 
facing extra costs and pay higher wages – from this literature. 
This paper contributes to the literature by using unique recently released 
nationally representative high-quality longitudinal data for German enterprises to 
conduct the first comprehensive empirical study on the relationship between exports 
and profitability. We document a positive profitability differential of exporters 
compared to non-exporters that is statistically significant, though rather small, when 
observed firm characteristics and unobserved firm specific effects are controlled for. 
In contrast to nearly all empirical studies on the relationship between productivity and 
exports we do not find any evidence for self-selection of more profitable firms into 
export markets. Due to the sampling frame of the data used we cannot test the 
hypothesis that firms which start exporting perform better in the years after the start 
than their counterparts which do not start. Instead, we use a newly developed 
continuous treatment approach and show that exporting improves the profitability 
almost over the whole range of the export-sales ratio. This means, that the usually 
observed higher productivity of exporters is not completely absorbed by the extra 
costs of exporting or by higher wages paid by internationally active firms. This 
evidence presented here for Germany, a leading actor on the world market for 
manufactured goods, is interesting on its own, and it can serve as a benchmark for 
future studies using comparable data from other countries. 
The rest of the paper is organised as follows: Section 2 introduces the newly 
available data set. Section 3 presents results from descriptive comparisons of 
exporting and non-exporting firms. Section 4 reports estimations of exporter 
profitability premia after controlling for observed and unobserved differences between 
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exporters and non-exporters. Section 5 investigates the causal effect of exporting on 
profitability using the recently developed generalised propensity score (GPS) 
methodology. 
 
2. Data 
The data used in this study are merged from two surveys conducted by the German 
Statistical Offices. One source is a monthly report for establishments in 
manufacturing industries that covers all local production units that have at least 20 
employees itself or that belong to an enterprise with a total of at least 20 employees. 
Information from the monthly surveys is either summed up for a year, or average 
values for a year are computed, and a panel data set is build from annual data. A 
detailed description of these data is given in Konold (2007). For this project the 
information collected at the establishment level has been aggregated at the 
enterprise level to match the unit of observation from the second source of data used 
here, the cost structure survey for enterprises in the manufacturing sector. This 
survey is carried out annually as a representative random sample survey (stratified 
according to the number of employees and the industries) of around 18.000 
enterprises. While all enterprises with 500 or more employees are included in each 
survey, a stratified random sample of smaller firms with 20 to 499 employees is 
drawn that remains in the survey sample for four years in succession and that is 
replaced by a new stratified random sample afterwards. Therefore, data from the cost 
structure survey can be used to build an unbalanced panel containing all enterprises 
with at least 500 employees (in a year) plus a sample of smaller firms with a rotating 
panel design. A detailed description of the cost structure survey can be found in 
Fritsch et al. (2004). 
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Data from the two sources are matched using the enterprise identifier 
available in both surveys. The resulting panel used in this study covers the years 
from 1999 to 2004.2 These data are confidential but not exclusive. They can be used 
by researchers on a contractual basis via controlled remote data access inside the 
research data centres of the German Statistical Offices (see Zühlke et al. (2004) for 
details).3  
 
3. Descriptive analysis 
As a first step in our empirical investigation we compare the profitability of exporting 
and non-exporting firms. Information on exports is based on data taken from the 
monthly report for establishments in manufacturing industries, and an enterprise is 
considered to be an exporter in a year if at least one of its establishments (or, in case 
of single-establishment enterprises, the enterprise itself) reported a positive amount 
of sales to a customer in a foreign country or to a German export trading company. 
Using information from the cost structure surveys, the rate of profit of a firm is 
computed as a rate of return, defined as gross firm surplus (computed as gross value 
added at factor costs – gross wages and salaries – costs for social insurance paid by 
the firm) divided by total sales (net of VAT) minus net change of inventories.4 
                                                          
2 The data are available for 1995 to 2004. Due to the introduction of a new industry classification new 
samples were drawn after two years in 1997 and in 1999. This leads to a highly unbalanced panel 
when data for 1995 to 2004 are used (see Brandt et al. (2008), p. 221), and these data are not useful 
for the empirical investigation performed here. Furthermore, information on employees in R&D is 
available from 1999 onwards only. 
3 To facilitate replication the Stata do-files used in the computations are available from the authors 
upon request. 
4 Note that the data set does not have any information on the capital stock, or the sum of assets or 
equity, of the firm, so that it is not possible to construct profit indicators based thereon like return on 
assets or return on equity. 
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Our profit measure is a measure for the price-cost margin which, under 
competitive conditions, should on average equal the required rental on assets 
employed per money unit of sales (see Schmalensee (1989), p. 960f.). Differences in 
profitability between firms, therefore, can follow from productivity differences, but also 
from different mark-ups of prices over costs and from differences in the capital 
intensity. Given that our data set does not have information on the capital stock 
employed by the firms in our econometric investigations we control for differences in 
the capital intensity by including a complete set of industry dummy variables at the 
most disaggregated (4-digit) level. 
Table 1 reports the mean and selected percentiles of the distribution of the 
rate of profit for exporting and non-exporting enterprises for each year between 1999 
and 2004. The mean and the median is higher for exporters compared to non-
exporters in every year, and with the exception of the first percentile in three of the 
six years this holds for the other percentiles of the distribution of the rate of profit 
reported here, too. 
[Table 1 and Table 2 near here] 
According to the results from a t-test (that does not assume equal variances 
for both groups of enterprises) reported in Table 2 the difference in the mean value is 
highly statistically significant in five years. Note, however, that this difference in the 
rate of profit is rather small; it rarely exceeds one percentage point with a mean of the 
rate of profit for exporters around 12 percent. 
If one looks at differences in the mean value for two groups only, one focuses 
on just one moment of the profitability distribution. A stricter test that considers all 
moments is a test for stochastic dominance of the profitability distribution for one 
group over the profitability distribution for another group. More formally, let F and G 
denote the cumulative distribution functions of profitability for exporters and for non-
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exporters. Then first order stochastic dominance of F relative to G means that 
F(z) – G(z) must be less or equal zero for all values of z, with strict inequality for 
some z. Whether this holds or not is tested non-parametrically by adopting the 
Kolmogorov-Smirnov test (see Conover (1999), p. 456ff.). Furthermore, exporters 
and non-exporters are not equally distributed over the industries, and the level of the 
rate of profit might vary across industries due to, for example, differences in the 
degree of competition or regulation. To control for the different industries, for the 
Kolmogorov-Smirnov test the rate of profit of a firm is calculated as the deviation from 
the mean value in the 4-digit industry. 
The Kolmogorov-Smirnov test is used here to test three hypotheses, i.e., that 
the distributions of the rate of profit are different for exporting and non-exporting 
enterprises, that the distribution of the rate of profit for exporting enterprises first 
order stochastically dominates the distribution of the rate of profit for non-exporting 
enterprises, and that distribution of the rate of profit for non-exporting firms first order 
stochastically dominates the distribution of the rate of profit for exporting firms. 
Results reported in Table 2 show that the first two hypotheses cannot be rejected at a 
five percent level, while the third hypothesis is clearly rejected. 
A comparison of the rate of profit between exporting and non-exporting firms 
neglects that exporters distinguish from each other with respect to the share of total 
sales they generate abroad (the so-called export-sales ratio or export intensity). 
Fryges and Wagner (2008) showed that the relationship between labour productivity 
growth and the export-sales ratio is nonlinear. Thus, it can be expected that similar to 
the relationship between the export-sales ratio and labour productivity growth the 
firms’ profitability also varies between firms with different export intensities. Table 3 
displays the rate of profit for enterprises within different classes of the export-sales 
ratio. The descriptive results demonstrate that enterprises that exhibit a higher 
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export-sales ratio tend to have higher levels of the rate of profit. However, for all 
years covered by our data set the mean profitability of firms that export only a small 
share of their total sales (less than 5 percent) falls below that of non-exporting firms. 
For the two years 1999 and 2004, firms that export more than 5 percent and not more 
than 10 percent of their total sales also show a mean rate of profit smaller than the 
comparable rate of non-exporting firms. Enterprises with an export-sales ratio of 
more than 10 percent exhibit a rate of profit that, on average, exceeds the profitability 
of firms without any exports and that increases with the export intensity. Moreover, 
Table 3 shows that the standard deviation of the rate of profit also tends to increase 
with the export-sales ratio. In four out of six years in our sample the first percentile of 
the rate of profit of those enterprises that sell more than half of their total sales 
abroad is smaller than the first percentile of non-exporters. This points out that 
intense export activities are not only associated with a higher mean rate of profit but 
also with a higher risk of losses. 
[Table 3 near here] 
The results from the descriptive comparison of exporters and non-exporters 
reported here indicate that exporting enterprises are more profitable than non-
exporting enterprises not only on average but over the whole distribution of the rate 
of profit. The statistically significant difference, however, is small from an economic 
point of view. Moreover, the rate of profit tends to increase with the firms export-sales 
ratio. However, firms that export only a very small share of their total sales exhibit a 
rate of profit that falls below that of non-exporting firms.5 
 
                                                          
5 Results reported in the appendix in Tables A.1, A.2 and A.3 show that the exclusion of the 
enterprises with the one percent lowest and highest values for the rate of profit leads to the same 
conclusions. 
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4. Exporter profitability premia 
The next step in our empirical investigation consists of the estimation of so-called 
exporter profitability premia that indicate the ceteris paribus difference in profitability 
between exporting and non-exporting enterprises, controlling for other characteristics 
of the enterprises. In analogy with the now standard approach in the micro-
econometric literature on exports and productivity (see The International Study Group 
on Exports and Productivity (2008)) pooled data are used to regress the rate of profit 
on the export activity of the enterprise plus a set of control variables including firm 
size (measured as the number of employees and its squared value), share of 
employees in R&D, and a full set of interaction terms of the year of observation and 
the 4-digit industry the enterprise is active in.6 
Export activity of an enterprise is measured in four different ways, i.e. by a 
dummy variable that takes on the value of one if an enterprise is an exporter (and 
zero otherwise), by the share of exports in total sales, by the share of exports in total 
sales and its squared value, and by the share of exports in total sales plus its 
squared and its cubic value. While the dummy variable for exporting firms tests for 
the presence or not of an exporter profitability premium per se, the estimated 
coefficient of the share of exports in total sales shows whether or not this premium 
increases with an increase in the relative importance of exports for an enterprise. The 
quadratic terms test for the presence or not of a so-called threshold of 
internationalisation – whether the positive effects vanish and become even negative 
                                                          
6 The set of control variables used is motivated by the evidence reported by Bausch and Krist (2007, 
p. 337) from their meta-analysis of results from the literature in international management. The authors 
find that the relationship between firm performance and internationalisation is highly context-
dependent, and that R&D intensity, product diversification, country of origin, firm age, and firm size 
significantly affect performance gains attributable to internationalisation. While country of origin does 
not matter in our study using data for Germany only, information on firm age and product 
diversification in exporting is not available in the data at hand. 
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when the optimal share of exports in total sales is exceeded because increasing 
costs of exporting exceed the extra benefits. The cubic term tests for an s-shaped 
relationship between profitability and the share of exports in total sales that is 
suggested in recent studies from the international management literature.7 
Results for empirical models using pooled data without fixed enterprise effects 
are reported in columns 1 to 4 of Table 4. According to the results in column 1 
exporting firms have a rate of profit that is one percentage point higher ceteris 
paribus than in non-exporting firms (a difference that matches the order of magnitude 
showing up in the descriptive analysis that does not control for firm size, R&D 
intensity, and industry and time effects reported in Table 1), and from column 3 we 
see that the pattern of the relationship between export intensity and profitability is 
inversely u-shaped with an estimated maximum at a level of exports to sales of 65 
percent. According to column 4, there is no evidence for an s-shaped relationship.8 
When unobserved firm heterogeneity is controlled for by including fixed 
enterprise effects a different picture emerges. From column 5 we see that exporting 
per se is not accompanied by higher profits – the estimated coefficient of the exporter 
dummy variable is statistically insignificant at any conventional level. Column 6 
shows that there is a statistically significant relationship of exporting and profitability 
that increases with a rise in the share of exports in total sales. According to this 
result, an increase in the exports to sales ratio of ten percentage points is 
accompanied by an increase in the profit rate by 0.3 percentage points. Therefore, a 
                                                          
7 See Contractor (2007) for a discussion of this s-shaped relationship in a longitudinal perspective that 
investigates the relationship between internationalisation and performance when a firm increases its 
international activities over time. 
8 The conclusions are identical when the enterprises with the one percent lowest and highest values 
for the rate of profit were excluded from the calculations; see Table A.4, columns 1 to 4, in the 
appendix. Descriptive statistics for the samples used in the regressions for Tables 4 and A.4 are 
reported in Table A.5 in the appendix. 
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firm that exports 50 percent of its products has on average a rate of profit that is 1.5 
percentage points higher than a firm from the same industry and size, and with the 
same share of employees in R&D, that does not export at all.9  
[Table 4 near here] 
According to the results reported in columns 1 to 4 compared to the results 
given in columns 5 to 8 in Table 4 unobserved enterprise characteristics that are 
correlated with the level of export activity of the firm do matter.10 This leads to the 
conclusion that exporting per se is not positively related to profitability. Therefore, the 
results reported in columns 1 to 4 should be interpreted in a way that the positive 
effect of the export activities on profitability encompasses the influence of 
unobserved firm characteristics that are correlated with firms’ export activities. 
The exporter premia detected by estimating regression models using pooled 
data for exporters and non-exporters cannot be interpreted as indicators for a positive 
causal effect of exporting on profitability. On the one hand, it might well be the case 
that there is self-selection of more productive and, net of any higher costs related to 
exporting, more profitable firms into exporting. On the other hand, exporting might 
increase profitability by learning from foreign customers and competitors, by realising 
scale effect on markets larger than the national market, or by earning monopoly rents 
from firm specific advantages on more than one market. Obviously, for any given firm 
both directions of causality might be important. 
                                                          
9 From the models with fixed enterprise effects we do not have any evidence that the relationship 
between the share of exports in total sales and profitability is nonlinear. While the estimated coefficient 
for the quadratic term in column 7 and for the cubic term in column 8 are both statistically different 
from zero at an error level of five percent (pointing to non-linearity), this does not hold when the 
enterprises with the one percent lowest and highest values for the rate of profit were excluded from the 
calculations; see Table A.4, columns 7 and 8, in the appendix. 
10 These characteristics may include such factors as the age of the firm, the geographical scope of 
exports, financial constraints, or the degree of risk aversion and international orientation of the 
managers. 
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Again following the now standard approach in the micro-econometric literature 
on exports and productivity (see The International Study Group on Exports and 
Productivity (2008)) the next step in our empirical investigation, therefore, consists in 
testing whether we can document any self-selection of more profitable firms into 
exporting. To do so, we identify a group of firms that did not export over a time span 
of the three years t-3 to t-1. Some of these firms started to export in year t (these are 
called export starters of cohort t), some did not (these are called non-starters of 
cohort t). We then compare the export starters and the non-starters of cohort t  
- in the year t 
- three years back in year t-3. 
Given that our data set covers the year 1999 to 2004, we can investigate three 
cohorts for t = 2002, 2003, and 2004. Results are reported in Table 5. It turns out that 
export starters are not more profitable than non-starters in t, the year of start. For the 
cohort 2002 we even have (although somewhat week) evidence from both the t-test 
and the Kolmogorov-Smirnov test that the non-starters have a higher level of the rate 
of profit than the starters. 
The ex-ante profitability premia in year t-3 is the estimated regression 
coefficient of a dummy variable (taking the value one for export starters in t, and zero 
for non-starters) from an OLS-regression of the rate of profit in t-3 on this dummy, 
controlling for firm size (number of employees and number of employees squared), 
share of employees in R&D, and the 4-digit industry, all measured in year t-3.11 This 
coefficient is never significantly different from zero. Therefore, we conclude that in 
contrast to nearly all empirical studies on the relationship between productivity and 
exports we have no evidence for self-selection of more profitable firms into exporting. 
                                                          
11 At first sight it might confuse that we regress the rate of profit in t-3 on a dummy variable measured 
later in year t. Note, however, that this regression is not meant to “explain” past profits by today’s 
exports – it is just a way to test whether or not profits did differ between today’s starters and today’s 
non-exporters three years before the start. 
 13
However, as a caveat we add that the number of starters in the cohorts tends to be 
small, and that this may contribute to imprecise estimates of any profitability 
differences. 
[Table 5 near here] 
When the rate of profit between exporting and non-exporting firms does differ 
at a point in time – and this is the case according to both the descriptive evidence 
reported in section 3 and the results of the econometric investigation presented in 
Table 4 – and when there is no evidence for self-selection of more profitable firms 
into export activities, this points to positive effects of exporting on the rate of profit. 
However, due to the sampling frame of the data used we cannot test the hypothesis 
that firms which start exporting perform better in the years after the start than their 
counterparts which do not start. As pointed out in section 2, the cost structure survey 
that is the basis for the computation of the profit rate is a survey based on a stratified 
random sample with a rotating panel design, and all but the largest firms with 500 
and more employees in the sample usually are replaced every four years. Therefore, 
it is not possible to follow the cohorts of starters from 2002 or 2003 over the next 
year(s). 
 
5. Causal effect of exports on profitability 
In the last step of our analysis we examine whether there is a causal effect of a firm’s 
export activity on its rate of profit. As stated in the previous section, we cannot 
evaluate post-entry differences in profitability between export starters and non-
starters due to the panel design of the German cost structure survey. Nonetheless, 
the question of whether exports improve profitability is crucial for our analysis. Since 
we demonstrated that there is no evidence for self-selection of more profitable firms 
into the export market, the absence of a causal effect of exports on profitability would 
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suggest that a firm’s international business activities and its rate of profit are 
unrelated. In this case, exporting may result in a higher labour productivity but this 
increase is then completely absorbed by higher wages and higher costs related to 
exporting. 
The hypothesis of a positive causal effect of exporting on profitability is tested 
using a newly developed econometric technique, the generalised propensity score 
(GPS) methodology recently developed by Imbens (2000) and Hirano and Imbens 
(2004). The GPS methodology was introduced to the literature examining the export-
performance relationship by Fryges (2008) and applied by Fryges and Wagner 
(2008) who estimated the relationship between exports and labour productivity 
growth using a sample of German manufacturing firms. 
The GSP methodology has a number of advantages compared to other 
econometric techniques. Firstly, the GPS method allows for continuous treatment, 
i.e., different levels of the firms’ export-sales ratio. In this way, we are able to 
determine the causal relationship between profitability and the export-sales ratio (the 
treatment) at each value of firms’ export intensity in the interval from zero to one. 
Thus, the second important advantage of the GPS method is that it enables us to 
identify the entire function of the rate of profit over all possible values of the 
continuous treatment variable. This property of the GPS methodology might be 
important in our case. The OLS regression of the determinants of the rate of profit in 
Table 4 pointed out that there might be a nonlinear relationship between profitability 
and the share of exports in total sales – at least if we restrict ourselves on the 
estimations without unobserved heterogeneity. Fryges and Wagner (2008) showed 
that the relationship between the export-sales ratio and labour productivity growth is 
nonlinear and that exporting causally affects labour productivity growth only within a 
sub-interval of the domain of the share of exports in total sales. The GPS 
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methodology is flexible allowing to test how the causal impact of exporting on profits 
varies along the range of the export-sales ratio from zero to one. 
Thirdly, the continuous treatment approach allows us to analyse the level of 
the export intensity at which profitability is maximised (or minimised) or whether the 
relationship between the export-sales ratio and the rate of profit exhibits turning 
points or discontinuities (cf. Flores 2004). A detailed description of the GPS 
methodology is presented in appendix A.1. 
Using the GPS methodology, we do not compare export starters versus non-
starters. Export starters that have entered the foreign market during the previous year 
generally show a very small export-sales ratio. Thus, restricting the analysis to export 
starters precludes a reliable estimation of the causal effect of medium-sized and 
large export-sales ratios on profitability. Our causal analysis in this section therefore 
includes export starters as well as firms that export for decades. In this way, the GPS 
method is an appropriate econometric technique that provides an analysis of the 
causal effect of exporting on profitability despite, due to data restrictions, we cannot 
follow cohorts of starters over the next years after foreign market entry. 
Hirano and Imbens (2004) suggest a three-stage approach to implement the 
GPS method. In the first stage, the conditional distribution of the treatment variable 
given the covariates is estimated. In our case, the distribution of the treatment 
variable, i.e. the export-sales ratio, is highly skewed. In particular, it has many limit 
observations at the value zero, representing firms without any exports. The latter 
group of firms decided that their optimal volume of exports was zero. Following 
Wagner (2001, 2003), we apply the fractional logit model developed by Papke and 
Wooldridge (1996) to estimate the export intensity of the firms in our sample.12 In the 
second stage of the GPS method the conditional expectation of outcome (rate of 
                                                          
12 Hirano and Imbens (2004) use a normal distribution for (the logarithm of) the treatment variable of 
their model. However, they emphasise that more general models may be considered. 
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profit in our case) is modelled as a function of the treatment and the (estimated) 
generalised propensity score. In the last stage, we estimate a dose-response function 
that depicts the conditional expectation of profitability given the continuous treatment 
(export-sales ratio) and the GPS, evaluated at any level of the continuous treatment 
variable in the interval from zero to one. 
As stated above, we first estimate the conditional distribution of the export-
sales ratio given the covariates, applying the fractional logit model. The exogenous 
covariates of the fractional logit model include firm size (measured as the log of 
number of employees and its squared value), the log of wages and salaries per 
employee, the share of employees in R&D, and the log of the firms’ lagged labour 
productivity (measured as sales per employee in t-1). The average wage per 
employee is used to proxy differences in firms’ human capital. A firm with a highly 
qualified human capital and with extensive R&D activities is likely to generate 
intangible assets (e.g., a technologically superior product) leading to a competitive 
advantage of the firm over its (international) rivals and enabling the firm to realise a 
high export intensity. The lagged labour productivity is included as a covariate in 
order to account for self-selection of more productive firms into the international 
market. While we did not find any evidence for a self-selection effect of more 
profitable firms (see section 4), most studies in the literature confirm the self-selection 
hypothesis of firms with higher labour productivity (cf. Wagner (2007a) for a survey 
and The International Study Group on Exports and Productivity (2008) for an 
international comparison). Thus, firms with a higher labour productivity in t-1 are 
expected to generate a higher share of total sales abroad. The set of covariates 
finally contains a full set of interaction terms of the year of observation and the 4-digit 
industry the enterprise is active in. 
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The results of the fractional logit model are presented in Table 6. Firm size has 
a significantly positive effect on the export-sales ratio. The significantly negative sign 
of the squared value of the number of employees, however, shows the familiar 
picture that the export-sales ratio tends to increase with firm size at a decreasing 
rate.13 As hypothesised, firms with a higher average wage per employee and a higher 
share of employees in R&D realise a higher export intensity, reflecting the importance 
of a firm’s intangible assets by which a firm is able to create a competitive advantage 
over its international rivals. The lagged labour productivity is also positively correlated 
with the share of exports in total sales: Firms that exhibited a higher labour 
productivity in the past are able to bear the additional costs of exporting and to 
extend their international business activities. It can also be argued that more 
productive firms have a competitive advantage when compared with their (foreign) 
counterparts. Thus, more productive firms are more likely to generate a higher share 
of total sales abroad. 
[Table 6 near here] 
The fractional logit model is estimated in order to calculate the generalised 
propensity score (GPS). As Imbens (2000) shows, adjusting for the GPS removes all 
the bias associated with differences in covariates between treated (exporting) and 
non-treated (non-exporting) firms. This allows us to identify a possibly causal 
influence of the export-sales ratio on profitability. This is done by calculating pairwise 
treatment effects: we compare the expected rate of profit at one deliberately chosen 
export-sales ratio with the estimated value of profitability at another deliberately 
chosen export intensity. If the difference in these two expected rates of profits is 
                                                          
13 The negative sign of the squared value of the number of employees actually points out to an 
inversely u-shaped relationship between the export-sales ratio and the number of employees. 
However, the estimated maximum of this relationship lies at 3,148 employees. Since only few firms in 
Germany (less than one percent) have a number of employees that exceeds the estimated maximum, 
our results should better be interpreted to indicate that the export-sales ratio increases with firm size 
but with a decreasing rate. 
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significantly positive (negative) a hypothetical switch between the two deliberately 
chosen export-sales ratios at which the rate of profit is measured increases 
(decreases) firms’ profitability. Since the GPS methodology controls for differences in 
covariates, the increase (decrease) in the rate of profit can be interpreted as a causal 
effect of the varying export-sales ratio on profitability (see appendix A.1 for more 
details). The dose-response function that represents the expected profitability 
conditional on the export-sales ratio and the GPS is depicted in Figure 1. 
[Figure 1 near here] 
Overall, the estimated dose-response function shows an inversely u-shaped 
relationship between profitability and firms’ export-sales ratio. The maximum value of 
the rate of profit is reached at an export-sales ratio of 49 percent, where the expected 
value of the rate of profit amounts to 13.5 percent. Establishments that do not export 
show an expected rate of profit of 11.2 percent. Calculating the pairwise treatment 
effect reveals that at an export-sales ratio of 49 percent profitability is significantly 
larger than at an export intensity of zero (p-value: 0.000). In other words, at an 
export-sales ratio of 49 percent a firm’s export activities have a causal effect on the 
rate of profit. The difference in the expected rate of profit accounts for 2.3 percentage 
points. 
In order to find out whether profitability is positively improved by a firm’s export 
activities over the whole range of the export-sales ratio or whether the effect is 
restricted to a sub-interval of the domain of the share of exports in total sales, we 
calculated pairwise treatment effects at each export intensity from one to 100 
percent, always comparing the expected value of the rate of profit in the case of 
exporting with the respective value of non-exporting firms. According to conventional 
t-tests at the 5 percent level of significance, exporting increases profitability almost 
over the whole range of the export-sales ratio. Even firms that generate a very small 
 19
share of their total sales in the international market do show a rate of profit that 
exceeds that of non-exporting firms.14 This result corresponds to that obtained by 
Fryges and Wagner (2008) who demonstrate that exporting increases labour 
productivity growth even for firms with very small export-sales ratios. Thus, learning 
from foreign customers and competitors is relevant and the positive effect of learning-
by-exporting is not completely absorbed, e.g. by higher wages or by the costs of 
entry into a foreign market, even if firms carry out only limited export activities.15 
As already discussed above, the rate of profit is maximised at an export-sales 
ratio of 49 percent. Beyond this threshold of internationalisation, firms exhibit a 
decrease in profitability compared to firms with lower export intensities. This 
decrease might be a result of additional costs of exporting, for instance due to rising 
costs of coordination and control of a firm’s export activities or higher transportation 
costs due to the increasing geographical distance of the foreign markets a firm has 
entered. Nevertheless, the rate of profit for firms of which the export intensity 
exceeds the threshold of internationalisation is still significantly higher than the 
profitability of non-exporting firms – provided that the firms realise an export-sales 
ratio of less than 90 percent. Firms that generate an export intensity of at least 90 
percent do not benefit from a higher rate of profit if compared with non-exporting 
firms. Thus, there is a sub-interval of the domain of the export-sales ratio where 
exporting does not significantly improve profitability. However, there are only very few 
exporters in our sample (less than three percent) that realise an export intensity that 
                                                          
14 Firms that realise an export intensity of only one percent do not show a significantly positive effect of 
exporting on profitability. 
15 As discussed in section 2, differences in the rate of profit might also be explained by varying mark-
ups of prices over costs. Firms that possess a competitive advantage over their (international) rivals, 
due to, for instance, intense R&D activities or a highly qualified human capital, might be able to realise 
a higher mark-up. However, differences in profitability that result from intense R&D activities or a 
highly qualified human capital (and consequently from a higher mark-up) have been eliminated since 
we included these variables in the vector of covariates of the fractional logit model estimated in the 
first step of GPS methodology. Thus, the different rates of profit depicted by the estimated dose-
response function can primarily be interpreted as an effect of differences in labour productivity 
resulting from learning-by-exporting. 
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lies in the range between 90 and 100 percent. Therefore, we can conclude that 
almost all exporters in the German manufacturing sector benefit from their 
international business activities in terms of an increased rate of profit. 
The results we obtained in this section are very similar to those described in 
section 4. At least the estimation results without fixed enterprise effects as reported in 
columns 1 to 4 of Table 4 show an inversely u-shaped relationship between 
profitability and the export-sales ratio. Based on the results in Table 4, the estimated 
threshold value of internationalisation amounts to 65 percent whereas according to 
the estimated dose-response function the rate of profit reaches its maximum at an 
export-sales ratio of 49 percent. According to the results in section 4, the difference in 
profitability between exporting and non-exporting firms is rather small. The analysis 
based on the estimated dose-response function can confirm this result: the maximum 
difference in the rate of profit is 2.3 percentage points. The advantage of the 
continuous treatment approach applied in the section is that we can prove that 
differences in profitability are caused by differences in the share of exports in total 
sales. Furthermore, the dose-response function shows that firms with very high 
export intensities do not benefit from their export activities – at least not in terms of 
an increase in the rate of profit. 
 
6. Conclusion 
The relationship between productivity and a firm’s export activities has been studied 
extensively in the literature on the micro-econometrics of international trade. Stylised 
facts point out that exporting firms exhibit a higher productivity and higher wages. 
Econometric analyses proved that there is a self-selection of the more productive 
firms into the international market. A question that has not been investigated so far is 
whether the productivity advantage of exporting firms does lead to a profitability 
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advantage of exporters compared to non-exporting firms even when exporters are 
facing extra costs and pay higher wages. 
Looking at profitability instead of productivity is more appropriate from a 
theoretical point of view, too. Even if productivity and profitability are positively 
correlated (which tends to be the case) productivity is, as was recently pointed out by 
Foster, Haltiwanger and Syverson (2008, p. 395), only one of several possible 
idiosyncratic factors that determine profits. Success of firms in general, and 
especially survival, depends on profitability. Often profitability is viewed both in 
theoretical models of market selection and in empirical studies on firm entry and exit 
as a positive monotonic function of productivity, and selection on profits then is 
equivalent to selection on productivity. In empirical studies the use of productivity 
instead of profitability is usually due to the fact that productivity is easily observed in 
the data sets at hand while profitability is not. Fortunately, our data set is rich enough 
to allow to measure profitability. 
Our findings illustrate that using profitability sheds new light on the relationship 
between exports and firm performance. Using a unique recently released data set on 
German manufacturing firms, we demonstrate that exporters show a positive 
profitability differential compared to non-exporters and that this differential is 
statistically significant, though rather small. However, in contrast to nearly all 
empirical studies on the relationship between productivity and exports we find no 
evidence for self-selection of more profitable firms into export activities. Conversely, 
exporting has a positive causal effect on profitability almost over the whole domain of 
the export-sales ratio from zero to one. The only exceptions are firms that realise an 
export-sales ratio of 90 percent and more. 
The maximisation of the rate of profit is one of the main objectives of a firm. 
This paper shows that exporting leads to a higher rate of profit. This means that the 
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higher productivity usually observed in the group of exporting firms is not completely 
absorbed by higher wages and higher costs related to exporting. However, the 
positive effect of exporting on profitability varies along the range of the export-sales 
ratio. The effect reaches its maximum for firms that generate 49 percent of their total 
sales abroad and it is zero for firms with very high export intensities. As a rule, 
therefore, we conclude that exporting pays for German manufacturing firms. 
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Table 6: Determinants of the export-sales ratio (endogenous variable) –  
  results of the fractional logit model 
 
 
     Pooled data 
Exogenous  
variable 
 
Number of employees (log) ß   0.785 
    p   0.000 
 
Number of employees  ß  -0.049 
(squared) (log)   p   0.000 
 
Share of employees in R&D ß   2.307 
    p   0.000 
 
Wage per employee (log) ß   0.619 
    p   0.000 
 
Labour productivity (sales ß   0.307 
per employee) in t-1 (log) p   0.000 
 
Constant   ß -13.507 
    p   0.000 
 
Interaction terms of year 
and 4-digit industry  included 
 
Number of observations 89,417 
 
Log-likelihood   -30,006.91 
 
R2    0.410 
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Figure 1: Estimated dose-response function 
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Solid lines: estimated conditional expectation of firms’ profits given the export-sales ratio in t and the 
estimated generalised propensity score (GPS).  
Dotted lines: simulated 90% confidence interval, using the 5th and 95th percentiles of the bootstrap 
distribution (100 replications).  
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Appendix 
A.1 The generalised propensity score (GPS) method 
This paper applies the generalised propensity score (GPS) method developed by 
Imbens (2000) and Hirano and Imbens (2004). The GPS method allows for continuous 
treatment, that is, in our case, different levels of firms’ export-sales ratios. It is a 
generalisation of the binary treatment propensity score methodology as derived by 
Rosenbaum and Rubin (1983). 
The key assumption of the GPS method is a generalisation of the strong 
unconfoundedness assumption made by Rosenbaum and Rubin (1983) for binary 
treatments (cf. Imbens (2000)). Let the treatment D take on values in the interval 
=D 0 1[ , ]d d . Assignment to treatment D is weakly unconfounded, given a vector of pre-
treatment variables X, if 
(1) ( ) ⊥ ∈Dfor alld D X dY , 
with ( )Y d  as the outcome associated with treatment level d. It is important to note that this 
assumption does not require joint independence of all potential outcomes { } ∈D( ) dY d . 
Instead, weak unconfoundedness only requires pairwise independence of the treatment 
with each of the potential outcomes. In other words, the random variable D (the treatment) 
is assumed to be conditionally independent with the random variable Y (the outcome), 
measured at an arbitrarily chosen treatment level d. 
Let further ( ),r d x  be the conditional density of the treatment given the covariates: 
(2) ( ) ( )=, D Xr d x f d x . 
Then the generalised propensity score is defined as R = r(D, X) (Hirano and Imbens 
(2004), p. 74). Assuming that assignment to treatment D is weakly unconfounded given 
pre-treatment variables X, it can be proved that for every treatment level d 
 36
(3) ( ) ( )( ) ( )( )=, , , ,D Df d r d X Y d f d r d X  
i.e., assignment to treatment D is unconfounded given the GPS (Hirano and Imbens 
(2004), p. 75). Equation (3) shows that the conditional density of the treatment level at d is 
calculated using the GPS at the corresponding level of the treatment. Thus, the GPS 
methodology uses as many propensity scores as there are levels of the treatment. 
In the case of binary treatment, Rosenbaum und Rubin (1983) demonstrate that 
conditioning on the one-dimensional propensity score (i.e. the conditional probability of 
receiving the treatment given pre-treatment variables) is sufficient to remove all the bias 
associated with differences in pre-treatment variables between treated and non-treated 
individuals or firms. With continuous treatment, Hirano and Imbens (2004) prove that 
adjusting for the GPS eliminates any biases associated with differences in the pre-
treatment variables. Assuming that assignment to treatment D is weakly unconfounded 
given pre-treatment variables X und using the result from equation (3), it can be shown 
that  
(4) ( ) ( ) ( )η ⎡ ⎤ ⎡ ⎤= = = = =⎣ ⎦⎣ ⎦, , ,d r E Y d r d X r E Y D d R r   and 
(5) ( ) ( )( ) ( )μ β⎡ ⎤ ⎡ ⎤= = ⎣ ⎦⎣ ⎦, ,d E d r d X E Y d . 
Thus, the bias-removing property is obtained in two steps. In the first step, the 
conditional expectation of the outcome Y is estimated as a function of the treatment D and 
the GPS R, ( )η ⎡ ⎤= = =⎣ ⎦, ,d r E Y D d R r . Hirano and Imbens (2004) stress, however, that 
the regression function ( )η ,d r  does not have a causal interpretation. In the second step, 
the conditional expectation ( )η ,d r  is averaged over the GPS evaluated at a particular 
level of the treatment ( ),r d X . This leads to an estimation of the dose-response function 
( )μ d  at any level or dose of the continuous treatment variable. 
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Hirano and Imbens (2004) suggest a three-stage approach to implement the GPS 
method. In the first stage, the conditional distribution of the treatment variable given the 
covariates is estimated. In our case, the distribution of the treatment variable D, i.e. the 
firms’ export-sales ratios, is highly skewed. In particular, it has many limit observations at 
the value zero, representing firms without any international sales. Following Wagner 
(2001, 2003), we apply the fractional logit model developed by Papke and Wooldridge 
(1996) to estimate the export intensity of the firms in our sample. Papke and Wooldridge 
assume that, for all observations i, the expected value of iD  conditional on a vector of 
covariates Xi is given by 
(6) ( ) ( )β=i i iE D X F X , 
with ( )β< <0 1iF X  for all β ∈?iX , ensuring that the predicted values of iD  lie in the 
interval (0, 1). Nevertheless, equation (6) is defined even if iD  takes the limit observations 
zero or one. The function F(·) is assumed to be the cumulative distribution function (cdf) of 
the logistic distribution: 
(7) ( ) ( ) ( )( )
ββ β β≡ Λ ≡ +
exp
1 exp
i
i i
i
X
F X X
X
. 
Papke and Wooldridge propose a quasi-maximum likelihood estimator (QMLE) of β. 
The estimation procedure maximises the Bernoulli log-likelihood function given by  
(8) ( ) ( ) ( ) ( )β β β⎡ ⎤ ⎡ ⎤≡ ⋅ Λ + − ⋅ − Λ⎣ ⎦ ⎣ ⎦log 1 log 1i i i i il D X D X  
using the generalised linear models (GLM) framework developed by McCullagh and 
Nelder (1989). The estimated GPS based on the Bernoulli log-likelihood function defined in 
equation (8) is then given by  
(9) ( ) ( ) ( )β β −⎡ ⎤ ⎡ ⎤= Λ − Λ⎣ ⎦ ⎣ ⎦⋅ 1ˆ ˆ ˆ1i i ii iD DR X X . 
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In the second stage of Hirano and Imbens’ GPS methodology the conditional 
expectation of outcome iY  (the rate of profit in our case) is modelled as a function of the 
treatment iD  and the (estimated) generalised propensity score ˆ iR . Following Hirano and 
Imbens, we use a quadratic approximation for the conditional expectation of iY : 
(10) α α α α α α⎡ ⎤ = + ⋅ + ⋅ + ⋅ + ⋅ + ⋅ ⋅⎣ ⎦ 2 20 1 2 3 4 5ˆ ˆ ˆ ˆ,i i i i i i i i iE Y D R D D R R D R . 
Equation (10) corresponds to equation (4) and is estimated by OLS. As Hirano and Imbens 
point out, the estimated regression coefficients αˆ  do not have any direct meaning and will 
therefore not be reported in section 5 for reasons of space. 
In the last stage of the GPS method, the average expected outcome at treatment 
level d is estimated, using the regression coefficients αˆ  from the second stage of the GPS 
method: 
(11) ( )? ( ) ( ) ( )( )α α α α α α
=
⎡ ⎤ = + ⋅ + ⋅ + ⋅ + ⋅ + ⋅ ⋅⎣ ⎦ ∑ 220 1 2 3 4 5
1
1 ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆ, , ,
N
i i i
i
E Y d d d r d X r d X d r d X
N
, 
with N as the number of observations. Equation (11) corresponds to equation (5). In order 
to obtain an estimate of the entire dose-response function, equation (11) is calculated at 
each export intensity d in the interval from zero to one. Hirano and Imbens (2004) state 
that asymptotic normality for the estimator in equation (11) can be proved. However, 
following the same procedure as Hirano and Imbens, the confidence intervals of the dose-
response functions in this paper are determined via bootstrapping. 
Applying the GPS methodology, we do not calculate the effect of the treatment per 
se, that is, we do not compare the potential outcome for non-treated individuals or firms 
with that for all treated entities simply allowing for different levels or doses of the treatment 
variable. Instead, the dose-response function we estimate shows the average potential 
outcome at each dose of the treatment and how average responses vary along the interval 
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=D 0 1[ , ]d d . From this curve we can calculate pairwise treatment effects of the form (cf. 
Flores 2004): 
(12) ( ) ( ) ( )⎡ ⎤Δ = − ∈⎣ ⎦ D' '' ' '' for ', ''d dE E Y d Y d d d . 
In other words, we estimate the average response of outcome at one particular 
treatment level and compare this outcome with the average outcome at any other, 
deliberately chosen treatment level. Since the GPS model controls for differences in pre-
treatment variables, potential differences between the average outcomes at two 
deliberately chosen levels of treatment can be interpreted as a causal effect of varying 
doses of the continuous treatment variable. 
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