This work describes a high-performance approach to radiograph (i.e. X-ray image for this work) simulation for arbitrary objects. The generation of radiographs is more generally known as the forward projection imaging model. The formation of radiographs is very computationally expensive and is not typically approached for large-scale applications such as industrial radiography. The approach described in this work revolves around a single GPU-based implementation that performs the attenuation calculation in a massively parallel environment. Additionally, further performance gains are realized by exploiting the GPU-specific hardware. Early results show that using a single GPU can increase computational performance by three orders-ofmagnitude for volumes of 1000 3 voxels and images with 1000 2 pixels.
INTRODUCTION
An imaging operator is presented as:
where H is the continuous-to-discrete operator representing the imaging system and is not necessarily linear, the continuous object f is the imaged object, the vector n is a system noise vector, and the vector g contains the pixel information stored in the image. 1 Any approximation performed in a simulated environment will require some discretization of the continuous space;
1 this can be a physical or numerical discretization (or both), and thus our equation is approximated as:
where H is now a m by n discrete-to-discrete operator that approximates H, operating on vector f (which approximates the continuous object f to create the approximate image). Note that || g −ĝ|| p may not necessarily equal 0 due to the loss of information from the discretization of the continuous space. This paper discusses the implementation of a forward projection model in a GPU-based environment using the programming languages CUDA and C/C++. Some of the advantages in implementing a forward projection model on a GPU-based environment compared to a CPU-based enviroment are texture memory, hardware-based texture interpolation, fast device memory(GPU DRAM), and massive multi-threading. These advantages greatly benefit performance of the forward projection model simulation because of the embarrassingly parallel nature of the computation. Comparisons were drawn from the performance between a CPU-based implementation and GPU-based implementation.
APPROACH

Discretization of Continuous Space
A voxel-based discretization is used to discretize the continuous space. The numerical information to be contained in each voxel will be the mass attenuation value of the material to be represented in a given location in space. The voxel size utilized can be independent of the width of the radiation detector; but for this work, voxel size is dependent on the width of pixels on the radiation detector (pixels are assumed to be square sensitive over the entire pixel surface). Only the space between the radiation source and the radiation detector are modeled. All radiation originates from the radiation source, with no noise and scatter. The discretized space is defined by the following parameters:
1. Size of pixel (units of cm 2 )
2. Source-to-detector distance (voxels in units of cm 3 )
3. X-ray detector width and height (units of pixels for each dimension)
4. X-ray point source (defined as a pixel coordinate on detector surface)
Radiograph Simulation
X-ray imaging is composed of guiding x-ray transmissions at an object and then acquiring a discretized attenuation map of an object of interest. This is done by having an initial radiation point source that ends at a pixel on the detector plane, which is illustrated in Figure 1 . This noise-and scatter-free decrease in x-ray intensities is characterized by Lambert-Beer's law of attenuation, which describes radiation intensity reduction as a function of x-ray energy, path length, and material linear attenuation coefficient
The mass attenuation of a material is dependent upon the energy of the penetrating x-ray. Total output intensity I given an initial intensity I 0 for energy ε is:
where s is the source location and p is the pixel of interest.
2 Thus, only mono-energetic source images are simulated for this work. Two parameters in the Lambert-Beer's law are dependent of the object space, the attenuation values at each position in the object space and the path length of each x-ray transmission. Therefore, a trilinear interpolator was used to approximate the attenuation values and calculated the distance of each path length using a ray tracing algorithm. The trilinear interpolation is used to approximate the continuous space in which the object exist. Now that the two essential parameters in Beer's law equation can be approximated, the reduction of x-rays can be calculated.
IMPLEMENTATION
It was mentioned earlier that the forward projection simulation is highly parallelizable and it is therefore ideal for implementing it on a GPU-based environment. This section will describe the full implementation of the high performance forward projection model.
GPU Advantages and Implementation
The forward projection model was implemented using a GPU-based environment with the programming language CUDA and C/C++. The reason to use a GPU-based environment is due to the computational complexity of the expensive trilinear interpolation and the ray driven algorithm. The kernel function that was created in the CUDA environment calculates Lamber-Beer's law for each pixel on the detector. There are many advantages to the GPU-based environment over a CPU-based environment, but the main benefits are described in this section. 
Texture Memory
Texture memory is cached on the GPU, and in some situations will provide higher effective bandwidth by reducing memory request to off-chip DRAM.
3 Texture memory is used to create the object of interest and to be able to fetch attenuation values of the object. Spatial locality is an issue to interpolate attenuation values when each kernel is traversing through an x-ray path because it will have to access eight nearby points on a voxel for each interpolation. GPUs are designed to accelerate access patterns, and therefore, there is a performance increase when using texture memory instead of the GPUs global memory. 3 In addition, memory throughput is maximized by using texture memory since it has a higher bandwidth than the GPUs global memory. A similar approach was utilized by Jimenez et al. for a large-scale computed tomography (CT) simulation on multiple GPUs. 
Hardware-Based Texture Interpolation
The hardware-based texture interpolator is another feature of the implementation that may improve performance because it uses texture memory and reduces memory traffic when reads have spacial locality as mentioned in the Texture Memory section. 5 The linear filtering mode for the hardware interpolator was used for this implementation. In this mode, a better approximation of the attenuation values of the object can be achieve when a thread is traversing through a ray path as opposed to using another filtering mode such as nearest-neighbor approximation.
Fast Device Memory
The fast GPU memory or device memory enables data for the hardware-based texture interpolator to be fetched in less time. Additionally, image data writes can be done quickly and in parallel.
Massive Multi-Threading
GPUs can launch tens of thousands of threads to execute computations in parallel. The parallelization that was implemented for this problem is that each thread will compute Lambert-Beer's law for each ray path from the point source to the pixel of interest in the detector and for every step size. At every step, the thread will fetch information from the texture memory of the object to obtain attenuation coefficients via trilinear interpolation. Also, each thread does not need to know any information from other threads, which avoids shared memory and thread conflicts or race conditions. One also has to be cautious about how many threads and blocks are being used for a kernel launch because of the need to achieve high thread occupancy. To obtain the highest thread occupancy for each kernel launch, the number of threads and blocks should be used in a way that the maximum number of active warps per each Streaming Processor are being used and not have poor instruction issue efficiency.
5 A warp is a collection of 32 threads, executing the same instruction with different data values over four consecutive clock cycles in all pipelines and occupancy is defined as the ratio of active warps on an Steaming Processor to the maximum number of active warps supported by the Streaming Processor. 
Kernel Implementation
Algorithms 1 and 2 are the two subroutines for the forward projection simulation. In Algorithm 1, memory is allocated and initialized for both host and device. Also, texture memory is initialized for the object on the device, and then the object is uploaded to the texture memory. The kernel is then launched with n 2 amount of threads, where n 2 is the size of the detector. In Algorithm 2, equation (3) is calculated for every ray path. All the ray paths start at the same initial position but end up at a different pixel coordinate of the two dimensional detector as illustrated in Figure 1 . For each sample point along the ray path, the GPU fetches a 3D texture with the hardware interpolator. The kernel then averages over the interpolation values for each ray path to improve numerical stability and computational efficiency. Lambert-Beer's law is calculated after obtaining the average attenuation values of a ray path. 
EVALUATION
The numerical simulations were performed on two high-end-workstations. One of the workstations is a Supermicro X9DRG-QF Motherboard, 512 GB DDR3 system memory, dual Intel Xeon E5-2687W octo-core processors clocked at 3.1 GHz with hyper-threading for a total of 32 CPU threads and Nvidia Tesla S2070 Device connected via PCI-E 2.0 x16 host interface card. The S2070 unit contains a Tesla M2090 GPU with Figure 2 . GPU performance for a Fermi GPU (M2090) and a Kepler GPU(K4000) 6GB of GDDR5. Another GPU that was used for testing the numerical simulations is the Nvidia Quadro K4000 connected via PCI-E 2.0 x16 host interface card, which contains a Kepler GK106 GPU with 3GB GDDR5 and uses the same workstation. The other workstation is a Dell Precision T7600, 16GB DDR3 system memory, dual Intel Xeon E5-2667 octo-core processors clocked at 2.9 GHz and Nvidia GeForce GTX 690 Device connected via PCI-E x16 host interface card. The GTX 690 unit contains two Kepler GK104 GPU with 4GB of GDDR5.
The forward projection kernel was tested using datasets ranging from 100 3 voxels to 1000 3 voxels. The GPU kernel was written in CUDA (Version 5.0) and host code was written in C/C++ using Microsoft Visual Studio 2008. Performance metrics consist of average kernel runtime with respect to voxel sizes. This work also measured data transfers between host and device, and vice versa. This was done using Nvidia Nsight Visual Studio Edition 4.0.
RESULTS
In this section, the GPU-based implementation and the CPU-based implementation of the forward projection mode are compared for runtime performance and data transfers. In Figure 2 , comparisons of the computational time for different voxel sets ranging from 100 3 to 1000 3 voxels with two different GPU architectures are shown. Figure 3 demonstrates that using a GPU can improve the computational performance by three orders-of-magnitude compared to using a CPU-based implementation. After profiling the device kernel using the GTX 690 GPU, the occupancy was 96.60% per Streaming Processor. This means that there were a high number of active warps per Streaming Processor, 61.83 out of 64, which prevents poor instruction issue efficiency. A cache hit rate of 83.84% for the texture cache and 89.1% for the L2 cache were obtained. The cache hit rate is the ratio of requests served with local data to all requests made. 5 The requests that hit data in the cache are served much faster than the requests that miss the cache as missed data needs to be fetched from a slower layer of the memory hierarchy. 5 In the case of a cache miss, data missed from the texture cache was fetched from the L2 cache, and if it was missed from the L2 cache, then it is either fetched from system memory or device memory. The bandwidth of the texture cache was 219.32 GB/s, and the bandwidth of the L2 cache was 6.04 kB/s from system memory and 24.91 GB/s from device memory. The high cache hit percentages for both the texture and L2 cache contribute to the fast performance of the GPU-based implementation. 
CONCLUSION
Utilizing a GPUs specific capabilities such as texture memory, hardware interpolation, fast device memory, and massive multi-threading has resulted in a high performance forward projection model that is three orders-of-magnitude faster than the CPU-based implementation. This means that several simulations can be run that represent various hazardous materials without the need to actually handle them. This will allow users to determine whether or not to actually test the simulated materials in a lab environment. Therefore, the ability to image several materials simultaneously as well as rotate the materials with respect to a common axis (just as with a CT scan at a hospital) will allow the user to observe radiation absorption characteristics across varying materials/densities which could be valuable in further understanding various materials and mixtures. There was also the need to have the highest thread occupancy per kernel launch and the cache hit rates for both the Texture cache and the L2 cache, which was explored by Jimenez et al to obtain improvement in voxel processing throughput. 4 Even though this algorithm is three orders-ofmagnitude faster than a CPU-based implementation, voxel sets that are larger than 1000 3 are of much more of an importance for industrial radiography. However, trying to fit a voxel set that is greater than 1000 3 voxels is not ideal since that will require more memory in the GPU. Nevertheless, this forward projection implementation is a great place trying to find a fast implementation of a forward projection model on massive datasets using a multi-GPU based implementation.
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