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In the same spirit as before, we relate the action of S, on the Orlik-Solomon 
algebra of the partition lattice to the action of S, on the exterior algebra of the free 
Lie algebra. More precisely, we construct an explicit basis in each of those spaces 
and then we show that the matrices of adjacent transposition in one space are equal 
to minus the transpose of the matrices in the other space. This equality shows that 
the first S,-module is the dual of the other, tensored by the sign-representation. 
(0 1990 Academic Press. Inc. 
I. INTRODUCTION 
The relation between the free Lie algebra and the partition lattice has 
been of some interest recently. Stanley in [15] has computed the character 
of the action of the symmetric group S, on the top homology of the parti- 
tion lattice. This result combined with a result of Klyachko [S] shows that 
the actions of S, on the free Lie algebra and on the top homology of the 
partition lattice are equivalent up to tensoring with the sign representation. 
Joyal in [7] shows this result at the characters level while a representation 
level proof is the object of [ 11. 
Similarly, Solomon and Lehrer in [lo] have computed the character of 
the action of S, on the Orlik-Solomon algebra of the partition lattice. The 
object of this work is to show that the actions of S, on the exterior algebra 
of the free Lie algebra and on the Orlik-Solomon algebra are equivalent up 
to tensoring with the sign representation. It will be seen that the result in 
[l] can be derived by restricting our result to the elements of maximum 
rank in the Orlik-Solomon algebra. 
Let us describe the first of these two spaces, namely the Orlik-Solomon 
algebra of the partition lattice. A construction of this algebra for general 
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geometrical lattices can be found in [ 12,4], but we shall restrict ourselves 
to the case of the partition lattice. 
Let I7, denote the partition lattice of the standard n elements set: 52,= 
( 1, . . . . a}. The atoms of this lattice, denoted here by aq, are the partitions 
where the elements i and j are in the same part and all other elements are 
singletons (note that a, = aj, and i # j). We define the so-called finger order 
on these atoms by setting 
a, > ukl o ij > kl lexicographically. 
when i > j and k > i. Denote by E the ordered set of all the atoms. Let 
A(E) be the exterior algebra on E, that is, 
IEI 
/f(E)= 0 Ap(E), 
where AP(E) is the linear span over Z of the words of length p on the 
alphabet E with the relation 
u@kl = -u,&. 
A basis for APE is given by the set of words 
B,(E)=Cf,f,...f,:f,~E,f,>f,> ... >f,>. 
Thus B(E) = lJ B,(E) is a basis for A(E). 
For now on we will use the notation K,, for the complete graph on the 
set 4,. The atom uq can be represented graphically as an undirected edge 
of K,, from i to j. Thus the elements of our basis B,(E) are in one to one 
correspondence with all subgraphs of K, with p edges. The decomposition 
into connected components of the graph corresponding to an element w  of 
B(E) gives a way to associate to w  a partition n(w) in Z7,. 
An element of the basis B(E) is called a circuit if the corresponding 
graph is a circuit. In the same way, we say that the element is a broken 
circuit if the corresponding graph is obtained from a circuit by removing 
the smallest edge with respect to the finger order. Finally, we say that an 
element of B(E) is NBC if the corresponding graph contains no circuit and 
no broken circuit as subgraph. 
We define the boundary of an element of AE to be 
d(f,...f,)= i (-l)i&..f;...&, 
i-~ I 
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where f, .. .f, ... f, is the word f, . . . f, with the ith letter removed. Let 9 
designate the ideal in n(E) generated by 
{K: C a circuit in /1(E) ). 
This given, the Orlik-Solomon algebra [ 121 is simply 
A(n) = A(E)/.Y. 
In [4], it is shown that a basis for this algebra can be given by taking only 
the NBC-elements in the basis B(E). Thus this algebra breaks up as 
n--l 
A(n)= 0 AP(n), 
p=O 
where AP(n) has basis the NBC-elements of B,(E). 
We shall now describe the corresponding space involving the free Lie 
algebra. A detailed description of this material can be found in [6]. The 
free Lie algebra on the alphabet A = ( 1 . . n>, is the algebra freely 
generated by the letters of A using the usual bracket product. We can also 
describe recursively this algebra as follows 
(i) ifacA then aELIE 
(ii) iff, g E LIE then [f, g] = fg - s;f~ LIE. 
Here, fg is the linearization of the familiar concatenation product of words 
on A. As expected, the bracket product is anti-symmetric and satisfies the 
Jacobi identity: 
cf, gl= -Cg,fl 
C~[T~,~ll+[I~,C~,fll+C~,Cf,~ll=~. 
As a vector space, a useful basis for this algebra is constructed from the 
Lyndon words. We shall recall here the basic step of this construction (see 
[6 or 111 for more details). A Lyndon word is a word lexicographically 
strictly smaller than all its circular rearrangements. It can be shown (see [6 
or 111) that a Lyndon word w  has a unique standard factorization w1 wq, 
where the wi and w2 are Lyndon words, w1 is non-empty, and w2 is the 
longest “tail” of w. This enables us to define the standard bracketing b[w] 
of a Lyndon words w  recursively as: 
(i) b[w]=w ifwcA 
(ii) b[w] = [b[wl], b[wZ]] otherwise. 
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This given, one of the most remarkable results in the theory of the free Lie 
algebra is: 
~md > ,~, E Lyndon is a basis for the free Lie algebra. 
There are many proofs of this fact, see, for instance, [6 or 111. 
A basis of the exterior algebra of the free Lie algebra is given by set of 
monomials b[u,] b[uz] . ..b[z+]. where k is an integer, the U, are Lyndon 
words and ui >uZ> ... > uk lexicographically. In order to avoid cumber- 
some notation we choose to drop the conventional “ A ” symbol for the 
product in the exterior algebra. Let us call the elements of this basis 
decreasing Lyndon hedgerows (DLHR); a justification of this name will be 
given in Section 2. The second space we want to describe is closely related 
to this basis. For this we need here another factorization involving Lyndon 
words (see [6, 1 l]), namely, any word w of A* has a unique factorization 
in Lyndon words of the form 
M’=Ll~U~“‘U~, where u, >/u,3 ... auk. 
For this word, we set 
h[w] =h[ul] h[uJ .‘.b[Uk]. 
Finally, the space we are interested in is 
L(n) = 6u[b[w]: WE S,]; 
that is, the linear span of the elements b[w] as M’ describes the permuta- 
tions of the set Q,. We cali the elements of this last basis injective DLHRs. 
As an example, L(3) has dimension 6 and the basis is 
321 31I421 2c1,31 ~2,311 ccl, 31,21 111, ~2,311. 
1. THE ACTION OF S,ON THE ORLIK-SOLOMON ALGEBRA 
The symmetric group S, acts on the Orlik-Solomon algebra A(n) and on 
the space L(n). We are going to compare these two actions. To this end, 
we shall compute the matrices corresponding to the simple transpositions 
in both spaces and compare them. We shall use the “hands and fingers” 
idea used in [ 1 ] in order to obtain explicitly a natural basis for A(n). 
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FIGURE 1.1 
Before proceeding let us describe more clearly the NBC elements of the 
algebra A(n). To this end, we introduce the concept of hand, denoted by 
Hi, associated to an integer i. Hi is the set of edges (i, j) of K, with i > j. 
We call fingers the elements of a hand. In Fig. 1.1, we have represented the 
n - 1 hands associated to K,,. 
It can be shown that an element w  of B(E) is NBC if and only if the 
graph corresponding to u’ contains at most one linger (edge) per hand. This 
gives a one to one correspondence between such set of lingers and NBC 
elements. Figure 1.2 depicts this correspondence. 
We say that the finger (i, j) is in an NBC element w  =fifi . . . fk, if one 
of the f, is aJi or a,-. So, for i> j, we shall use indifferently the two nota- 
tions, av or (i, j), to designate a linger or an atom in E. Finally, for a given 
NBC elemetnt w  let us define the weight (w} of w  to be 
(w}=i,+&+ ... +&-k-l, 
where HiI, H,, . . . . H,-, _ , , are the unused hands in w  =fi . . . fk. We shall 
state without proof the following fundamental result. 
THEOREM 1.1 (See [9 or 41). ((-1)‘“‘~: WEB(E), w  is NBC) is a 
basis for A(n). 
Let us now proceed with the description of the action of S, on A(n) 
(introduced in [lo]). To this end, we shall analyze the effect of a fixed sim- 
ple transposition gi = (i i+ 1) on the NBC elements. Let us first introduce 
some notation. A generic element of this basis is of the form ( - l)I”‘) w  = 
f (ilj,)(i2j2) . . (ikjk) with i, > i, > . . > i, and (i,j,) is a linger from H,. 
We define the action of a permutation on fingers by ouij = q,,i~oo~. Hence, 
$5 a6S a4l a32 %I. 
FIGURE 1.2 
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the fingers of the hands H,, s < i, in an NBC element w  are left unchanged 
by the action of the simple transposition (T,. Furthermore, the fingers of H,, 
s > i + 1, will remain in the same hand under the action of (ii. Thus the 
matrix of gi is deduced from the special cases that we shall describe. 
Case 1. w  does not contain a finger from Hi or H, + , . Then gi w  is an 
NBC element of the kind studied in this case and (IV) = (r~~w}. 
Case 2. w  contains the finger (i, a) from H, but no finger from Hi+ 1. 
Then a,(i,a)=(i+l,a)EHj+I hence, (T~UJ is an NBC element of the kind 
studied in Case 3a and {w) = {CJ~W) + 1. 
Case 3. u’ contains the finger (i + 1, a) from Hi+, but no finger from Hi. 
(a) a # i; then we are in a situation analogous to Case 2. 
(b) a = i; then a;( i + 1, i) = (i + 1, i) hence, cr, w  is an NBC element of 
the kind studied in this case and {MI). = (oiw}. 
Case 4. MJ contains the fingers (i + 1, 6) from H, + , and (i, a) from H,. 
(a) b#i; then o,(i+ 1, b)(i, a)=(i, b)(i+ 1, a)= -(i+ 1, a)(& b); 
hence, CJ~W is ( - 1) times an NBC element of the kind studied in this case 
and {w} = {oiw). 
(b) b=i; then a,(i+ 1, i)(i,a)=(i+ 1, i)(i+ l,a), so ~~~‘is no longer 
NBC. We have to use the relations given by 9 to rewrite (T;W in term of 
NBC elements: 
0 = f3[(i+ 1, i)(i+ 1, a)(i, a)] 
=-(i+l,a)(i,a)+(i+l,i)(i,a)-(i+l,i)(i+l,a); 
hence O~U’ = ~1, - M’~, where M’, and I+‘? are NBC, ~1, contains the fingers 
(i + 1, i)(i, a) (like w  itself), and uf2 contains the fingers (i + 1, a)(& a). Also, 
{w} = {w,) = {wz}. 
Figure 1.3 shows in a schematic way how the matrix corresponding to oi 
in the NBC basis looks. For n = 3, the basis of A(3) given by Theorem 1.1 
W 
i 
OiW 
.o...o.‘ 
W :,:::;: 
OiW :;:::,: 
. . . . . . . 
.o...(). 
case 1 & 3b. 
W 
.o. 
. . . 
W .o. 
OiW :-;: 
r 
. . . 
.o. 
case 2, 
OiW 
. . 0 . 
. . . . 
..-I. WI 
. . . . 
. . 0. “2 
. . . . 
. . 0 . 
I 
3a & 4a. 
GiW 
. . 0 . . . . . . . . . . . 
. . 1 . . . . 
. . . . . 
. . -1 . . . . 
. . . . . . . 
. . 0 . . . . 
case 4b. 
FIGURE 1.3 
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is t-l? -%l, u319 a32? a31a21? a32u21) and the matrices corresponding to 
simple transpositions of S3 in that basis are 
A((1 2))= 
A((2 3))= 
2. NBC ELEMENTS vs INJECTIVE DECREASING 
LYNDON HEDGEROWS (DLHR) 
At this point, we have a nice description of the NBCs basis of A(n) in 
terms of hands and lingers. In this section we develop a natural bijection 
between the NBC elements and the injective (no repetition of letters) 
decreasing Lyndon hedgerows (DLHR). Recall that L(n) is the linear span 
of the injective DLHRs. This bijection will create a beautiful link between 
the spaces A(n) and L(n). As a by-product, we shall obtain a better under- 
standing of the standard bracketing of a Lyndon word. 
Let us recall that the standard bracketing of a Lyndon word u will be 
either a letter (if u is a letter itself) or a bracketing of standard bracketings 
of Lyndon words. We represent this graphically as follows: for 
a 
l 
u = a a letter, 
b[ull bluzl 
V 
u = ~12.42 the standard factorization. 
Repeating this process recursively on the leaves that are not letters, we end 
up with a binary tree. The structure of this tree corresponds to the structure 
of the bracketing. Thus we obtain a tree-representation of any bracketing. 
In particular, we get a tree-representation for each standard bracketing of 
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Lyndon words. The following fact characterizes completely the trees of 
standard bracketings of injective Lyndon words. 
Fact 2.1 (see [ 11). In an injective standard Lyndon tree, 
(i) the label of all the leaves are distinct, 
(ii) in all subtrees, the minimum label is at the leftmost leaf and the 
second minimum is in the right subtree. 
As an example, let us give the list of the six standard bracketings of the 
injective Lyndon words on four letters. 
Extending this process to the DLHR elements, we construct for each 
monomial a decreasing hedgerow (i.e., a row of trees in decreasing order) 
and conversely. The example below clarifies this idea. 
3 
[41 [3,71 [U6%1 W3lSl - ,4 \/ 
THEOREM 2.2. There is a natural bijection between the NBC elements and 
the injective DLHR elements. 
COROLLARY 2.3. A(n) and L(n) have the same dimension =n!. 
Proof of the theorem. To construct this bijection, we need to introduce 
a new operation on binary trees. More specifically, the graft of a tree T, 
into a tree T, at the position a, a leaf of T,, is depicted as follows: 
a Y 
\y T2 
Tl 
a T2 &. ; . I 
\y 
Tl 
Notice that the graft is an invertible operation if we know the position of 
the leaf a. 
Given an NBC element W, the desired bijection begins with the injective 
DLHR consisting of the n trees (reduced to a leaf): n, n - 1, . . . . 2, 1. Then 
for each finger (i, a) of w, we successively (taking the fingers in increasing 
order) graft the tree i into the tree containing a at the position a (see 
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i rG . . . 0 (id 
a i -.* ,,’ 
. . . Y 
FIGURE 2.1 
Fig. 2.1). In all subtrees, this operation always keep the minimum at the 
leftist leaf and the second minimum in the right subtree of each subtree. So, 
according to Fact 2.1, at each step the hedgerow is a DLHR. As an exam- 
ple of the bijection, for the NBC element given by (8, 7)(6,2)(5, 3)(4, 3) 
(2, 1) the corresponding DLHR is shown in Fig. 2.2. 
This algorithm is reversible since each step can be reversed. To see this, 
we first locate the injective DLHR the biggest number i which is not a 
single point. This number must be paired with a single leaf a at its left. This 
tells us that the linger involved was (i, a) and we could invert the graft 
operation (reverse the arrows in Fig. 2.1). 1 
In that proof, it is easy to see that the minimum numbers in each tree 
of the final hedgerow are exactly the numbers corresponding to missing 
hands (the hands from which we did not choose a linger). This minimum 
number is the first letter in the Lyndon word underlying the tree. We refer 
the reader to Fig. 2.2 for an example. 
At this point, we are only left with the analysis of the action of S, on 
injective DLHR elements. 
3. THE ACTION OF S, ON L(n) 
Our description of NBC elements with lingers and hands can now be 
used for the injective DLHR elements. Moreover, as we noticed in the 
previous section, the first numbers of the uj in the Lyndon factorization of 
w  = ur u2 . . uk correspond to the missing hands in the lingers representation 
of 6[w]. 
The action of a permutation (r of S, on an injective DLHR will permute 
the labels of the leaves of the trees but the resulting hedgerow may not be 
a DLHR. We first have to use the Jacobi identity and the anti-symmetry 
FIGURE 2.2 
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of the bracketing to expand each tree in term of standard bracketings of 
Lyndon words (see [ 11). Then, we use the relation (for two Lyndon words 
u, v) 
b[u] b[u] = -b[u] b[u] 
to reorder the hedgerows in decreasing order. That defines our action on 
L(n). 
For the next analysis of the action of S,, let ci be the simple transposi- 
tion (i i + 1) and b[w] be an injective DLHR. We shall denote by Ti the 
standard Lyndon tree containing i in b[w]. Now notice that if i+ 1 is not 
a label in T, (i.e., T, # T,, , ) then gi Ti replaces i by i + 1 and the resulting 
tree is still a standard Lyndon tree. For the case that i + 1 is a label in Ti 
(i.e., T, = Ti+ ,) we refer the reader to [l] for a more extensive develop- 
ment, here we shall only use the results. 
Case 1. i is the minimum in Tj and i + 1 is the minimum in T,, , 
(=>T,#T,+,) (no lingers from H, nor H,+l) then (T~T,+,T,=T~T~+~= 
-T:+l T/; hence a$[~] is (-1) times a DLHR element of the kind 
studied in this case. 
Case 2. i is not the minimum in Ti but i+ 1 is the minimum in Ti, I 
( => T, # T, + , ) (a finger in Hi but no finger from H, + , ) then 
crjT,+, ... T,=T;...T;+,; hence oib[w] is a DLHR element of the kind 
studied in Case 3a. 
Case 3. i is the minimum in T, but i+ 1 is not the minimum in T,, , (no 
finger from Hi but a finger in Hi+ 1) 
(a) TjZTj+,; then we are in a situation analogous to Case 2. 
lb) Ti= Ti+ 1 (the linger in Hi+, is (i+ 1, i)); then aiT,= -T,’ 
(using the antisymmetry of the bracket) hence aib[w] is (-1) times a 
DLHR element of the kind studied in Case 3b. 
Case 4. i is not the minimum in Ti and i + 1 is not the minimum in T, f 1 
(see [l]) (a finger (z’, a) in Hi and a finger (i+ 1, b) in H,,,) 
(a) b#i, bfa and Ti#Ti+,; then aib[w] is a DLHR element of 
the kind studied in this case. 
(a’) b#i, b#a, and T, = T,,I; then oib[w] is a DLHR element of 
the kind studied in this case. 
(b) b=a ( *b # i and T, = Tj+ ,); then o,T, = T/ + Tl” (using the 
Jacobi identity); hence aib[w] = b[wl] + b[w*], where b[wl] is a DLHR 
element of the kind studied in Case 4b and b[w*] is a DLHR element of 
the kind studied in Case 4c. 
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W OiW 
.c)...f). 
W . (j : : :-;: 
OiW 
I:: 
:-;::: (j: 
.,:::,: I 
case 1 & 3b. 
W OiW 
.o...(). 
. . . . . . . 
W .()...I. 
OiW 
l* I 
: ; : : : 0 : 
.,:::,: 
case 2, 3a, 4a & 4a’. 
FIGURE 3.1 
w1 w2 
. . . . . . . 
OiW (j:-; : ;:(j 
. . . . . . 
. . . . , . . 
. . . . . 
. . . . , . . 
case 4b. 
(c) b=i (+b#a and T,=T,+,); then oiT,= -T: (using the anti- 
symmetry of the bracket); hence aib[w] is (- 1) times a DLHR element of 
the kind studied in Case 4c. 
Figure 3.1 shows in a schematic way how the matrix corresponding to ei 
in the DLHRs basis looks. For n= 3, L(3) has basis (321; 3[1, 21; 2[1, 31; 
[2, 311; [ [ 1, 31, 21; Cl, [2, 311) and the matrices corresponding to simple 
transpositions of S, in that basis are: 
B((2 3))= 
Comparing the matrices in Fig. 1.3 and in Fig. 3.1 we have proved the 
following theorem 
THEOREM 3.1. The S,-module A(n) is isomorphic to the dual of the 
S,-module L(n) tensored by the sign-representation. 
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We have seen that we can associate to an NBC element w  a partition 
n(w) in II,,. We can thus associate to an NBC element a partition n(w) of 
the integer n (the shape of w) by setting 
E,(w) = shape of rc(w). 
The linear span of the NBC elements of a fixed shape II (a partition of n) 
is clearly an invariant subspace of A(n). On the other side, we can define 
the shape of a DLHR element by counting the number of leafs in each tree 
of the hedgerow. The linear span of the DLHR elements of a fixed shape 
IL is also an invariant subspace of L(n). Our bijection in Section 2 preserves 
the notion of shape between NBC elements and DLHR elements. Thus for 
a given shape i, the two corresponding subspaces in A(n) and in L(n) are 
also related in the manner given by Theorem 3.1. In particular, for ;1= (n), 
we get the result in [ 11. 
We shall also mention that the tools developed here have been success- 
fully used in [3] in order to construct an hyperoctahedral analogue of the 
space L(n) from the hyperoctahedral OrlikPSolomon module. 
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