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Abstrat
In this paper, we onsider a homogeneous Markov proess ξ(t;ω) on an ultra-
metri spae Qp , with distribution density f(x, t), x ∈ Qp, t ∈ R+, satisfying the
ultrametri diusion equation
∂
∂tf(x, t) = −D
α
xf (x, t) . We onstrut and examine
a random variable τZp(ω) that has the meaning the rst passage times. Also, we
obtain a formula for the mean number of returns on the interval (0, t] and give its
asymptoti estimates for large t.
Introdution
Ultrametri random proesses and their physial and biologial appliations have reently
been attrating muh attention, espeially in onnetion with modelling the dynamis
and evolution of omplex systems haraterized by multidimensional rugged energy land-
sapes (tness landsapes) with a huge number of loal minima (see, for instane, [1℄[7℄).
It is lear that a desription of the dynamis on suh landsapes requires adequate ap-
proximations. As shown reently, a reasonable approximation for the dynamis of some
biologial systems (in partiular, proteins) an be hosen in the form of random jumps
between loal minima of a landsape, under the assumption that the only key fator is
the maximal ativation barrier on the landsape that separates these loal minima [8℄. In
this ase, the loal minima are lustered in basins of minima hierarhially embedded in
one another. Aordingly, the dynamis of suh a system is desribed in terms of random
jumps between the basins. As shown in reent publiations [4℄[6℄ suh approximations
an be naturally desribed in terms of ultrametri random proesses, and it turns out that
the p-adi pseudodierential equation of ultrametri diusion (introdued in [9℄ and alled
there the equation of Brownian motion on the p-adi line) gives an adequate desription
of protein dynamis [5℄,[10℄.
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Clearly, a physially meaningful appliation of the ultrametri diusion equation re-
quires an answer to some questions pertaining to the desription of experimentally observ-
able quantities. In this onnetion, it should be mentioned that the observable quantity
in a real experiment orresponds to some spei degrees of freedom (determined by the
adopted method of measurement) of a omplex system with many degrees of freedom. In
some ases, the observable quantity orresponds to a harateristi of the system averaged
over all its states [5℄, in other situations, it is determined by some spei states [10℄. In
a situation of this kind, there arise lassial probability problems for ultrametri diusion
suh as the problem of the rst passage time distribution and the problem of the number
of returns.
In this paper, we onsider a homogeneous Markov proess ξ(t;ω) on an ultrametri
spae Qp (ultrametri random walk), with distribution density f(x, t), x ∈ Qp, t ∈ R+,
satisfying the equation
∂
∂t
f(x, t) = −Dαxf (x, t) ,
usually alled the ultrametri diusion equation (for denitions and notation see below).
We onsider a spei random proess ξ(t;ω), namely, that whose distribution density
satises the Cauhy problem for the ultrametri diusion equation with the initial density
in a domain Zp ⊂ Qp.
Our aim is to onstrut and examine a random variable τZp(ω) that has the meaning the
rst time instant when the trajetories of the random proess ξ(t;ω) return to the domain
Zp. To study this problem, we rst prove that the distribution density of τZp(ω), denoted
by f(t), satises a nonhomogeneous Volterra equation, then we onstrut a solution of
that equation and examine its properties. On the other hand, we show that the rst
passage time distribution density an be represented as a funtional of a density funtion
whih is a solution of the ultrametri diusion equation with the absorbing region Zp.
It is shown that these two approahes are equivalent. In the last part of the paper, we
onsider the problem of the number of returns to the domain Zp on the time interval
(0, t]. We obtain a reurrent equation for the probability q(m)(t) of the m-th return on the
time interval (0, t], as well as a reurrent equation for the probability h(m)(t) of preisely
m returns on the interval (0, t]. We study the properties of the funtions q(m)(t), h(m)(t)
and obtain a formula for the mean number of returns on the interval (0, t] and give its
asymptoti estimates for large t.
Setion 1 ontains some basi fats from p-adi analysis and the theory of random
proesses. These fats are used for the introdution of the neessary notation and deni-
tions. In Setion 2, we onsider the rst passage problem for ultrametri random walk.
In Setion 3, we introdue and examine a p-adi analogue of the diusion equation with
an absorbing region for the rst passage problem. Setion 4 is dediated to the problem
of the number of returns for ultrametri diusion.
1 Elements of p-Adi Analysis and the Theory of
Random Proesses
Let Q be the eld of rational numbers and p ∈ Q a xed prime. Any rational number
x 6= 0 an be uniquely represented in the form
2
x = pγ
a
b
,
where a, b, γ ∈ Z are integers; a and b are oprime positive integers indivisible by p. The
p-adi norm |x|p of x ∈ Q is dened by the relations |x|p = p
−γ
, |0|p = 0. The ompletion
of the eld of rational numbers Q with respet to the p-adi norm is denoted by Qp and is
alled the eld of p-adi numbers. The set Qp endowed with the metri ρ(x, y) = |x− y|p
is an ultrametri spae whih is omplete, separable, totally disonneted, and loally
ompat. There is a unique (to within a oeient) Haar measure dpx on Qp whih is
translation-invariant: dp (x+ a) = dpx. We normalize this measure by the ondition∫
Zp
dpx = 1,
where Zp =
{
x ∈ Qp : |x|p ≤ 1
}
is the ring p-adi integers. There is only one measure
dpx satisfying the above ondition.
We introdue a lass W α (α ≥ 0) of omplex-valued funtions ϕ(x) on Qp satisfying
the following onditions:
(i) |ϕ(x)| ≤ C
(
1 + |x|αp
)
, where C is a onstant;
(ii) there is an integer N = N(ϕ) > 0 suh that ϕ (x+ x′) = ϕ (x) for any x ∈ Qp and
any x′ ∈ Qp suh that |x
′|p ≤ p
−N
.
A funtion ϕ(x) satisfying these two onditions is alled loally onstant, and N(ϕ) is
alled its index of loally onstany. For a funtion ϕ that additionally depends on a real
parameter t, we say that ϕ ∈ W α uniformly in t, if the onstant C and the index N do
not depend on t .
Funtions in W 0 with ompat support are alled test funtions (or BruhatShwartz
funtions). The set of all test funtions is denoted by D, and the set of distributions on
D is denoted by D′.
Let χ be a normalized additive harater of the eld Qp. Then χ ∈ W
0
. The Fourier
transform of a funtion ϕ (x) ∈ L1 (Qp, dpx) is dened by
ϕ˜ (k) =
∫
Qp
χ (kx)ϕ (x) dpx, k ∈ Qp. (1.1)
For ϕ˜ (k) ∈ L1 (Qp, dpk), the inverse Fourier transform is dened by
ϕ (x) =
∫
Qp
χ (−kx) ϕ˜ (k) dpk, x ∈ Qp. (1.2)
The operator Dαx (the Vladimirov pseudodierential operator [9℄), α > 0, is dened on
funtions ϕ ∈ W β, 0 ≤ β < α, by the formula
Dαxϕ (x) = −
1
Γ (−α)
∫
Qp
dpy
ϕ (y)− ϕ (x)
|x− y|α+1p
, (1.3)
where Γp(−α) =
1−p−α−1
1−pα
is the p-adi analogue of the gamma-funtion.
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Below, we onsider random proesses over the eld Qp. Aording to the Kolmogorov
axioms , a measurable spae is a pair {Ω,Σ}, where Ω is a set and Σ is a σ-algebra of
subsets of Ω. A probability spae is a triplet {Ω,Σ,P}, where {Ω,Σ} is a measurable spae
and P is a ountably additive nonnegative measure on Σ suh that P(Ω) = 1. An element
A ∈ Σ is alled an event, and the measure P(A) is alled the probability of the event A.
Let {Y,B } be a measurable spae. A mapping ξ : Ω → Y is alled Σ|B-measurable,
if ξ−1 (B) ⊂ Σ. A Σ|B-measurable mapping ξ is alled a random variable with values
in Y and is denoted by ξ = ξ (ω). Suh a funtion ξ (ω) indues a probability measure
Pξ (B) = P {ξ
−1 (B)} on sets B ∈ B. The funtion Pξ (B) is alled the distribution
funtion of the random variable ξ.
A random mapping of a set T into a measurable spae {Y,B} is dened as a mapping
ξ (t, ω) : T ×Ω→ Y suh that for any xed t ∈ T it is a measurable mapping from (Ω,Σ)
to {Y,B}, i.e., for any B ∈ B, we have
{ω ∈ Ω : ξ (t, ω) ∈ B} ∈ Σ.
If the parameter t is interpreted as time, a random mapping is alled a random proess.
Let Y ≡ Qp, T ≡ R
1
+. As a probability spae one an take Ω ≡ Qp and Σ ≡ B, where
B is the σ-algebra of all measurable subsets of Qp. To dene a Markov proess on Qp
homogeneous with respet to time, it sues to dene its distribution density funtion
f (x, t) and the transition density f(y, t|x) satisfying the following onditions:
1. f(x, t) is B-measurable in x ∈ Qp for any t;
2.
∫
Qp
f (x, t) dpx = 1;
3. f(y, t|x) ≥ 0 for any x ∈ Qp, y ∈ Qp, and t > 0;
4. f(y, t|x) is B× B-measurable in x, y for any t > 0;
5.
∫
Qp
f(y, t|x)dpy ≤ 1 for any x ∈ Qp and t ≥ 0;
6. for any x ∈ Qp, y ∈ Qp, s ≥ 0, and t ≥ 0, the ChapmanKolmogorov ondition
holds:
f(z, t + s|x) =
∫
Qp
f(z, t|y)f(y, s|x)dpy; (1.4)
7. for any x ∈ Qp, s ≥ 0, and t ≥ 0, the ompatibility ondition holds:
f(z, t+ s|x) =
∫
Qp
f(z, t|y)f(y, s)dpy. (1.5)
In this ase, f (x, t) denes a one-point distribution funtion for the random proess:
P (B, t) =
∫
B
f (x, t) dpx,
and f(y, t|x) denes the transition funtion for the homogeneous Markov proess:
P (B, t|x) =


∫
B
f(y, t|x)dpx, t > 0, x ∈ Qp, B ∈ B,
IB(x), t = 0,
where IB(x) is the harateristi funtion of the set B.
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2 The First Passage Problem
Consider a homogeneous Markov proess ξ (t, ω) : R1+ × Ω → Qp with the transition
density
f(y, t|x) ≡ f(y − x, t) =
∫
Qp
exp(−|k|αp t)χ (k(y − x)) dpk. (2.1)
The funtion f(y − x, t) satises the Markovian onditions
f(x, t) > 0,
∫
Qp
f(x, t)dpx = 1,
f(x, t)→ δ(x) in D′ as t→ 0+ ,∫
Qp
f(x− y, t)f(y, t′)dpy = f(x, t+ t
′).
The funtion f(y − x, t) of the form (2.1) is a fundamental solution of the ultrametri
diusion equation
∂
∂t
f(x, t) = −Dαxf (x, t) . (2.2)
This random proess was introdued in [9℄ as a p-adi analogue of random walk (on
the p-adi line), and equation (2.2) was interpreted as a p-adi analogue of the diusion
equation, although the operator Dαx is nonloal and its orrespondene to the Laplae op-
erator is problemati. Note that in ontrast to Wiener proesses, the p-adi random walk
ξ (t, ω) admits no ontinuous trajetories, sine Qp is a totally disonneted topologial
spae. The support of ξ (t, ω) belongs to the lass of funtions without disontinuities of
the seond kind (see, for instane, [9℄). The operator Dαx an be interpreted in more lear
physial terms, if (2.2) is regarded as a kineti equation [4℄[6℄, whih is justied in view
of the integral representation (1.3) of the pseudodierential operator Dαx .
One of the lassial problems of random walk on the real line is that of nding the
distribution funtion of the random variable desribing the rst time instant when the
wandering partile returns to the origin. Consider a similar problem for the p-adi random
walk ξ (t, ω) dened above.
Let the evolution of the distribution density funtion ϕ(x, t) of the random proess
ξ (t, ω) be desribed by the Cauhy problem for the ultrametri diusion equation
∂
∂t
ϕ(x, t) = −
1
Γp(−α)
∫
Qp
dpy
ϕ(y, t)− ϕ(x, t)
|y − x|α+1p
, (2.3)
with the initial ondition
ϕ(x, 0) = Ω(|x|p), (2.4)
where Ω(|x|p) =
{
1, |x|p ≤ 1,
0, |x|p > 1
is the harateristi funtion of the domain Zp.
Denition. The random variable τZp (ω) : Ω→ R
1
+ dened by the relation
τZp (ω) = inf
{
t > 0 : |ξ (t, ω)|p ≤ 1, if ∃ t
′ : |ξ (t′, ω)| > 1 , 0 < t′ < t
}
is alled the rst passage time of a trajetory of the random proess ξ (t, ω) entering the
domain Zp (i.e., the rst instant when it returns to Zp).
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The initial ondition (2.4) obviously implies that
P{ω ∈ Ω : |ξ (0, ω)| ≤ 1} = 1.
Theorem 1. The distribution density funtion f (t) of the random variable τZp (ω) sat-
ises the nonhomogeneous Volterra equation
g(t) =
∫ t
0
g(t− τ)f(τ)dτ + f(t)
with
g(t) = −
1
Γp(−α)
∫
Qp\Zp
ϕ(x, t)
|x|α+1
p
dx.
Proof. Consider the event A (ti, tj) that onsists in that a partile staying in the domain
Qp\Zp goes bak to the domain Zp at a time belonging to the interval (ti, tj ] (under the
ondition that at t = 0 the partile stays in Zp):
A (ti, tj) =
= {ω ∈ Ω : ∃t ∈ (ti, tj], lim
t′→t−0
ξ (t′, ω) /∈ Zp, lim
t′→t+0
ξ (t′, ω) ∈ Zp| ξ (0, ω) ∈ Zp}.
Consider also the event B (ti, tj) that onsists in that a partile staying in the domain
Qp\Zp goes bak to the domain Zp for the rst time at an instant belonging to the interval
(ti, tj ]:
B (ti,tj) = {ω ∈ Ω : ti < τZp (ω) ≤ tj}.
Let us divide the interval (0, t ] into n parts:
0 ≡ t0 < t1 < t2 < . . . < tn−1 < tn ≡ t.
We obviously have A (tn−1, tn) ⊂
⋃n
i=1B (ti−1, ti). Sine A (tn−1, tn)
⋂
B (tn−1, tn) =
B (tn−1, tn), it follows that
A (tn−1, tn) = A (tn−1, tn)
⋂( n⋃
i=1
B (ti−1, ti)
)
=
=
n⋃
i=1
(
A (tn−1, tn)
⋂
B (ti−1, ti)
)
=
=
{
n−1⋃
i=1
(
A (tn−1, tn)
⋂
B (ti−1, ti)
)}⋃
B (tn−1, tn) (2.5)
Let P {A (ti−1, ti)} and P {B (ti−1, ti)} be the probabilities of the events A (ti−1, ti) and
B (ti−1, ti), respetively. Taking into aount (2.5) and the inompatibility of the events
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B (ti−1, ti), we an write
P {A (tn−1, tn)} = (2.6)
=
n−1∑
i=1
P
{
A (tn−1, tn)
⋂
B (ti−1, ti)
}
+ P {B (tn−1, tn)} =
=
n−1∑
i=1
P {A (tn−1, tn) |B (ti−1, ti)}P {B (ti−1, ti)}+ P {B (tn−1, tn)} =
=
n−1∑
i=1
{P {A (tn−1 − ti, tn − ti)}+ ε(ti − ti−1)}P {B (ti−1, ti)}+ P {B (tn−1, tn)} .
Here, we have used the relation
P {A (tn−1, tn) |B (ti−1, ti)} = P {A (tn−1 − ti, tn − ti)}+ ε(ti − ti−1),
where ε(ti−ti−1)→ 0 as ti−ti−1 → 0. On the other hand, the probability P {A (tn−1, tn)}
is determined by the solution ϕ(x, t) of the Cauhy problem for the ultrametri diusion
equation (2.3) with the initial ondition (2.4) and has the form
P {A (tn−1, tn)} = g(tn) (tn − tn−1) + o (tn − tn−1) , (2.7)
where g(t) is dened by
g(t) = −
1
Γp(−α)
∫
Qp\Zp
ϕ(x, t)
|x|α+1
p
dx. (2.8)
The funtion g(t) is interpreted as the density of the probability to go bak to the
domain Zp at time t. Similarly, the probability P {B (ti−1, ti)} of the rst passage to the
domain Zp on the time interval (ti−1, ti] for the same random proess an be represented
in the form
P {B (ti−1, ti)} = f(ti) (ti − ti−1) + o (ti − ti−1) , (2.9)
where f(ti) is the sought density of the probability of the rst passage to the domain
Zp at time ti. Now, substituting (2.7) and (2.9) into (2.6) and passing to the limit as
maxi=1,...,n {(ti − ti−1)} → 0, we obtain a nonhomogeneous Volterra equation of onvolu-
tion type,
g(t) =
∫ t
0
g(t− τ)f(τ)dτ + f(t). (2.10)
Note that g(t) is a ontinuous funtion, and therefore, equation (2.10) has a unique
solution in the lass of ontinuous funtions (see, for instane, [11℄). It is easy to hek
that g(t) is a funtion with a nite growth exponent for t ≥ 0, and therefore, f(t) has a
nite growth exponent for t ≥ 0 and there exist Laplae transforms of the funtions g(t),
f(t) denoted by G(s), F (s), respetively. Passing to the Laplae transforms in (2.10), it
is easy to nd that
F (s) =
G(s)
1 +G(s)
. (2.11)
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Let us alulate G(s). Substituting the solution of the Cauhy problem (2.3)(2.4), whih
has the form (see (2.1), (2.2))
ϕ(x, t) =
∫
Qp
Ω (|k|) exp
[
− |k|αp t
]
χ (−kx) dpk,
into (2.8), integrating the result in x, and then passing to the Laplae transforms in t, we
get
G(s) =
∫
Qp
Ω(|k|p)
Bα − |k|
α
p
s+ |k|αp
dpk = (Bα + s)J(s)− 1, (2.12)
where
Bα =
(1− p−1)
1− p−α−1
, p−α < Bα < 1,
J(s) =
(
1− p−1
) ∞∑
n=0
p−n
1
s+ p−αn
. (2.13)
Substituting (2.12) into (2.11), we obtain the Laplae transform of the desired funtion:
F (s) = 1−
1
(Bα + s)J(s)
. (2.14)
The funtion F (s) is analyti in the domain Re s > 0 and tends to zero as |s| → ∞,
uniformly with respet to arg s. The funtion F (s) is the Laplae transform of the funtion
f(t) with zero growth exponent: |f(t)| < M . Now, it is not diult to show that f(t)
has the following properties:
1. For α ≥ 1, we have
∫∞
0
f(t)dt = F (0) = 1, whih means that for α ≥ 1 the partile
is sure to return to the initial region, and therefore, on an innite time interval will go
bak to that region innitely many times. In this ase, however, there is no nite mean
waiting time for the rst passage:
〈
τZp
〉
=
∫ ∞
0
tf (t) dt = − lim
s→0
Re s>0
d
ds
F (s)→ +∞ .
2. For 0 < α < 1, we have
∫∞
0
f(t)dt = F (0) = p
pα
(
pα−1
p−1
)2
≡ Cα < 1. This means
that for small α, there exist trajetories of the unltrametri random walk that abandon
the initial region never to go bak. Note that for the real-valued Brownian motion the
return property of its trajetories is missing only if the dimension of the spae is greater
than two.
Consider more losely the funtion F (s). Clearly, it has simple poles at s = −λk,
k = 0, 1, 2, . . ., whih are simple roots of the equation J(s) = 0, and s = −Bα ≡ −λ−1.
From (2.13), it is easy to see that the values λk belong to the interval p
−α(k+1) < λk < p
−αk
.
The point s = 0 is essentially singular and is a limit point of the poles. The funtion F (s)
is non-meromorphi on the omplex plane, and this is an obstale to the appliation of
the residue theory for the alulation of the inverse Laplae transforms. To overome this
obstale, we rst prove the following result.
8
Lemma 1. The funtion F (s) an be represented as an innite sum of terms with simple
poles at the points s = −λk, k = −1, 0, 1, 2, . . ., namely,
F (s) =
∞∑
k=−1
bk
s+ λk
, (2.15)
where bk are the residues of F (s) at the points −λk. On any losed set G that does not
ontain s = 0, the series (2.15) beomes uniformly onvergent, if its nitely many terms
with poles in G are dropped.
Proof. Consider the auxiliary funtion
Φ(w) = F
(
1
w
)
, lim
w→0
Φ(0) = lim
s→∞
F (s) = 0, lim
w→∞
Φ(w) = F (0).
The funtion Φ(w) is analyti on the omplex plane exept at the simple poles w−1 = −
1
Bα
,
wk = −
1
λk
, k = 0, 1, 2 . . .. By the MittagLeer theorem (see, for instane, [12℄), Φ(w)
an be represented in the form
Φ(w) =
∞∑
k=−1
(
ck
w − wk
− pk
)
+ c,
where c is a onstant and ck are the residues of Φ(w), and this series beomes uniformly
onvergent on any losed bounded set, if its terms with poles in that set are dropped.
Then
F (s) =
∞∑
k=−1
(
ck
1
s
+ 1
λk
− pk
)
+ c =
∞∑
k=−1
(
ckλks
s + λk
− pk
)
+ c =
=
∞∑
k=−1
(
ckλ
2
k
s+ λk
+ ckλk − pk
)
+ c,
and sine Φ(0) = 0, we have
F (s) =
∞∑
k=−1
ckλ
2
k
s+ λk
.
Letting ckλ
2
k = bk, we obtain (2.15).
From Lemma 1 and the uniform onvergene of (2.15) in the domain Re s ≥ s0 > 0,
we see that for the alulation of the original funtion f(t) it sues to apply the inverse
Laplae transformation to the series (2.15) term-by-term. Thus, we get
f(t) = L−1s→t[F (s)](t) =
∞∑
k=−1
bkL
−1
s→t
[
1
s− λk
]
(t),
and nally,
f(t) =
∞∑
k=−1
bk exp[−λkt], (2.16)
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where
b−1 =
1
J(−Bα)
, (2.17)
bk =
1
(Bα − λk)
(1− p−1)
−1∑∞
n=0
p−n
(λk−p−αn)2
, k = 0, 1, 2, . . . . (2.18)
It is not diult to see that the series
∑∞
k=0 bk is onvergent and majorizes the series
(2.16), whih implies uniform onvergene of the latter and the ontinuity of f(t).
The above results an be summed up as follows:
Theorem 2. The distribution density for the rst passage times of a trajetory of the
ultrametri random walk an be represented as a uniformly onvergent series (2.16) whose
oeients are dened by (2.17) and (2.18).
Let us go on with the examination of f(t). It is not diult to show that
1) lim
t→0
f(t) = lim
s→∞
sF (s) = 0;
2) lim
t→∞
f(t) = lim
s→0
Re s>0
sF (s) = 0.
Then, sine the funtion f(t) is positive and ontinuous, it must have a maximum.
Let us show that this maximum is unique.
From the rst limit, we have
∑∞
k=−1 bk = 0. Thus, the series (2.16) an be represented
as the dierene of two monotonially dereasing stritly onave down funtions, f(t) =
−f1(t) + f2(t) ≥ 0, and therefore, sup
t∈R+
|f1(t)− f2(t)| is unique.
The asymptoti behavior of the funtion f(t) for all α is desribed by the following
theorem.
Theoremà 3. For the rst passage time distribution density f(t) the following estimates
hold:
A(α)t−
2α−1
α (1 + o(1)) ≤ f(t) ≤ B(α)t−
2α−1
α (1 + o(1)) for α > 1; (2.19)
A(α)t−
1
α (1 + o(1)) ≤ f(t) ≤ B(α)t−
1
α (1 + o(1)) for α < 1; (2.20)
A(α)
t−1
(ln t)2
(1 + o(1)) ≤ f(t) ≤ B(α)
t−1
(ln t)2
(1 + o(1)) for α = 1, (2.21)
where o(1)→ 0 as t→∞, and A(α), B(α) are funtions of α and p.
This theorem is proved in Appendix B.
3 p -Adi Analogue of the Diusion Equation with Ab-
sorbing Region for the First Passage Problem
For the lassial problem of random walk of a partile on a straight line, it is well-known
that the distribution density funtion for the rst instant at whih the partile reahes a
given domain an be found from the solution of the diusion equation with an absorbing
region (see, for instane, [13℄). We are going to show that a similar approah an be
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used in the p-adi ase: the distribution density funtion f(t) for the time of the rst
return to the domain Zp an be obtained from the solution of the Cauhy problem for the
ultrametri diusion equation with the absorbing region Zp, i.e., the equation
∂ψ(x, t)
∂t
= −
1
Γp(−α)
(∫
Qp
ψ(y, t)− ψ(x, t)
|x− y|α+1p
dpy − Ω(|x|p)
∫
Qp\Zp
ψ(y, t)
|x− y|α+1
dpy
)
, (3.1)
with the initial ondition ψ(x, 0) = Ω(|x|p). The seond term in the right-hand side
of equation (3.1) is equal to the probability of transition from the region Qp\Zp to the
absorbing region Zp per unit time. Sine this transition for all trajetories of the random
walk (3.1) is always the rst one, it follows that the probability density of this passage at
the instant t is dened by the formula
f(t) = −
1
Γp(−α)
∫
Qp\Zp
ψ(x, t)
|x|α+1
p
dx. (3.2)
Thus, we have two approahes to nding a solution of the rst passage problem. Their
equivalene is established by the following theorem.
Òåîðåìà 4. The rst passage time distribution density funtion obtained from the solu-
tion of the Cauhy problem for the ultrametri diusion equation with the absorbing region
Zp oinides with the solution of the Volterra equation (2.10)
Proof: Let us apply the Fourier transformation to ψ(x, t) with respet to the p-adi
variable x and then the Laplae transformation with respet to the real variable t. Denote
the resulting FourierLaplae transform by Ψ˜ (k, s). From (3.1), taking into aount the
initial ondition ψ(x, 0) = Ω(|x|p), we obtain the following nonhomogeneous Fredholm
equation for Ψ˜ (k, s):
sΨ˜(k, s) = Ω(|k|p)− |k|
α
p Ψ˜(k, s)− Ω(|k|p)
∫
Qp
Ψ˜(q, s)
(
Bα − |q|
α
p
)
Ω(|q|p)dpq,
or
Ψ˜(k, s) =
Ω(|k|p)
s+ |k|αp
−
Ω(|k|p)
s+ |k|αp
∫
Qp
Ψ˜(q, s)
(
Bα − |q|
α
p
)
Ω(|q|p)dpq. (3.3)
Multiplying equation (3.3) by
(
Bα − |k|
α
p
)
Ω
(
|k|p
)
and integrating the result, we get
∫
Qp
Ψ˜(k, s)
(
Bα − |k|
α
p
)
Ω(|k|p)dpk =
∫
Qp
Ω(|k|p)
Bα − |k|
α
p
s+ |k|αp
dpk +
+
∫
Qp
Ω(|k|p)
Bα − |k|
α
p
s+ |k|αp
dpk
∫
Qp
Ψ˜(q, s)
(
Bα − |q|
α
p
)
Ω(|q|p)dpq. (3.4)
Note that
∫
Qp
Ψ˜(q, s)
(
Bα − |q|
α
p
)
Ω(|q|p)dpq ≡ F (s) is the Laplae transform of the rst
passage time distribution density funtion f(t) dened by (3.2). Now, in view of (2.12),
we an rewrite equation (3.4) in the form
F (s) = G(s) +G(s)F (s).
Comparing this with (2.11), we see that the solution of the last equation oinides with
that of the Volterra equation (2.10).
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4 Number of Returns for Ultrametri Diusion
In this setion, we onsider some questions pertaining to the probability of them-th return
on the time interval (0, t] and the growth of the number of returns with the growth of t.
For the probability spae {Ω,Σ,P}, onsider a random proess
NZp(t, ω) : Ω×R
1
+ → N ⊂ Z+, NZp(0, ω) = 0
that desribes the number of returns of a partile to the domain Zp on a nite time interval
(0, t]. Let us alulate the probability of the m-th return of a partile to Zp on the interval
(0, t]. Consider the event Qmt = {ω ∈ Ω : NZp(t, ω) ≥ m} that onsists in that a partile
staying in the domain Qp\Zp goes bak to Zp for the m-th time at an instant from the
interval (0, t], or equivalently, that a partile visits the domain Zp at least m times on the
time interval (0, t]. Denote the probability of this event by P{Qmt } = q
(m)(t). Obviously,
Qm0 = ∅ for all m > 0 and Q
0
t = Ω for all t > 0.
Òåîðåìà 5. The probability q(m)(t) of the m-th return on the interval (0, t] satises the
reurrent equation
q(m)(t) =
∫ t
0
q(m−1)(t− τ)f(τ)dτ , m ≥ 1 ,
q(0)(t) = 1, m = 0,
(4.1)
where f(t) is the distribution density for the rst return time.
Proof. This statement is proved along the same lines as Theorem 1, and therefore, we
just outline the main steps.
Consider the event Qmt . Let Bτ+dτ = {ω ∈ Ω : τ < τZp(ω) ≤ τ+dτ} be the event of the
rst return to the domain Zp on the time interval (τ, τ + dτ ]. Then, Q
m
t ⊂
⋃
τ∈(0,t]Bτ+dτ
and for m 6= 0 we an write
Qmt = Q
m
t
⋂ ⋃
τ∈(o,t]
Bτ+dτ

 = ⋃
τ∈(0,t]
(
Qmt
⋂
Bτ+dτ
)
.
Sine the events Bτ+dτ are inompatible for all τ ∈ (0, t], we have
P{Qmt } =
∑
τ∈(0,t]
P{Qmt
⋂
Bτ+dτ} =
∑
τ∈(0,t]
P{Bτ+dτ}P{Q
m
t |Bτ+dτ}.
Observing that P{Qmt |Bτ+dτ } = P{Q
m−1
t−τ }, we obtain
P{Qmt } =
∑
τ∈(0,t]
P{Bτ+dτ}P{Q
m−1
t−τ }, m ≥ 1,
P{Q0t} = 1 , m = 0.
(4.2)
Finally, realling that P{Qmt } = q
(m)(t) and using the symboli formula P{Bτ+dτ} =
f(τ)dτ (its meaning is lear from the rigorous arguments in the proof of Theorem 1), we
obtain the desired reurrent relation (4.1).
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For the Laplae transforms, equation (4.1) reads
Q(m)(s) = Q(m−1)(s)F (s),
Q(0)(s) = s−1,
(4.3)
where Q(m)(s) is the Laplae transform of q(m)(t).
The solution of (4.3) has the form
Qm(s) =
1
s
(F (s))m , (4.4)
where F (s) is dened by (2.14).
Using the reurrent equation (4.1) and the properties of f (t) and F (s), it is not
diult to show that the funtions q(m)(t) have the following properties:
1. Eah q(m)(t) is a monotonially inreasing funtion of t; the funtion d
dt
q(m)(t) ≥ 0
has the meaning of probability density for the m-th return.
2. lim
t→0
d
dt
q(m)(t) = 0, lim
t→∞
d
dt
q(m)(t) = 0.
3. lim
t→0
q(m)(t) = 0.
4. lim
t→∞
q(m)(t) =
{
1, α ≥ 1,
(Cα)
m, α < 1.
Reall that the quantity Cα =
p
pα
(
pα−1
p−1
)2
< 1
(see Setion 2, property 2 of f(t)) is the measure of return trajetories of the ultrametri
random walk, whih is the same as the probability of the rst return on the innite time
interval.
5. q(m)(t) < q(m−1)(t), m ≥ 1, i.e., the sequene q(m)(t) is monotonially inreasing
with respet to m for any t.
With the help of the reurrent equation (4.1) and properties 1, 2 of the funtion q(m)(t),
it is not diult to show that the return probability densities have a maximum, whih is
unique, and thus, we have a single-mode distribution.
In view of property 4, it is only for α ≥ 1 that one an speak about the mean waiting
time of the m-th return. For α ≥ 1, the m-th (in partiular, the rst) return is a ertain
event, but its mean waiting time is innite. Indeed,∫ ∞
0
t
d
dt
q(m)(t)dt = lim
s→0
Re s>0
(
−m (F (s))m−1
d
ds
F (s)
)
=∞,
sine lim
s→0,Re s>0
d
ds
F (s) = −∞.
Next, onsider the problem of nding the probability of preisely m returns on the
time interval (0, t]. Let Hmt = {ω ∈ Ω : NZp(t, ω) = m} be the event that on the time
interval (0, t], the partile goes bak to the region Zp preisely m-times. We are interested
in the probability of this event, P{Hmt } = h
(m)(t).
Òåîðåìà 6. The probability h(m)(t) of preisely m returns on the time interval (0, t]
satises the following reurrent equations :
h(m)(t) =
∫ t
0
h(m−1)(t− τ)f(τ)dτ , m ≥ 1,
h(0)(t) = 1−
∫ t
0
f(τ)dτ , m = 0 .
(4.5)
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where f(t) is the probability density for the rst return time.
Proof: We obviously have Hmt = Q
m
t \Q
m+1
t , and therefore,
h(m)(t) = q(m)(t)− q(m+1)(t). (4.6)
Substituting (4.1) into (4.6), we obtain the reurrent equations (4.5). The theorem is
proved.
Let us examine more losely the probability distribution funtion for preisely m re-
turns. In terms of Laplae transforms, equation (4.5) has the form
H(m)(s) = H(m−1)(s)F (s),
H(0)(s) = s−1 (1− F (s)) ,
(4.7)
where H(m)(s) is the Laplae transform of h(m)(t). From (4.7), we obtain the following
expression for the Laplae transform of the solution of equation (4.5):
H(m)(s) =
1
s
(1− F (s)) (F (s))m . (4.8)
Using (2.14) and the solution (4.8), it is not diult to establish the following properties
of h(m)(t):
1. h(m)(t) is a positive funtion suh that
lim
t→0
t→∞
h(m)(t) = lim
s→∞
s→0
(1− F (s)) (F (s))m = 0, α ≥ 1;
2. lim
t→0
h(m)(t) = 0, α < 1, lim
t→∞
h(m)(t) = (1− Cα) (Cα)
m , α < 1 ;
3. h(m)(t) has a maximum, whih is unique;
4. h(m)(t) < h(m−1)(t).
What is the mean number of returns µ(t) on the time interval (0, t]? Usually, it is
expeted that the mean number of returns is proportional to the walk time. By denition,
we have
µ(t) =
∞∑
n=1
nh(n)(t). (4.9)
Theorem 7. The mean number of returns on the time interval (0, t] is determined by
the formula
µ(t) =
∫ t
0
g(τ)dτ, (4.10)
where g(t) is dened by (2.8) and is the density of the probability to return to the domain
Zp at the instant t.
Proof. Writing the expression (4.9) for Laplae transforms and using (4.8), we obtain
M(s) =
∞∑
n=1
nH(n)(s) =
1
s
(1− F (s))
∞∑
n=1
n (F (s))n . (4.11)
14
Sine |F (s)| < 1 for Re s > 0, the series in (4.11) an be summed and we have
M(s) =
1
s
F (s)
1− F (s)
. (4.12)
Hene, using (2.11), we get
M(s) =
1
s
G(s). (4.13)
Applying the inverse Laplae transformation, we obtain (4.10).
Now, let us alulate the average number of returns on the time interval (0, t], using
(4.10). Integrating equation (2.3) over the domain Zp and taking into aount (2.8), we
obtain the following equation:
∂
∂t
SZp(t) = −BαSZp(t) + g(t), (4.14)
where SZp(t) =
∫
Zp
ϕ(x, t)dx. From the solution of the Cauhy problem for equation (2.3)
and the initial ondition (2.4), we have the following expression for SZp(t):
SZp(t) =
(
1−
1
p
) ∞∑
n=0
p−n exp
[
−p−αnt
]
. (4.15)
The series (4.15) is uniformly onvergent, and therefore, using (4.14), (4.15) in (4.10), we
easily obtain
µ(t) = Bα
(
1−
1
p
) ∞∑
n=0
p(α−1)n
(
1− exp
[
−p−αnt
])
+
+
(
1−
1
p
) ∞∑
n=0
p−n exp
[
−p−αnt
]
− 1. (4.16)
Note that the rst series in (4.16) is onvergent for all α > 0, although there is
no uniform onvergene for α ≥ 1. The asymptoti behavior of the seond series is
haraterized by the funtion t−
1
α
(see formula (A.2) in Apendix A).
Theorem 8. The following asymptoti estimates hold for the funtion µ(t):
p−1
(
1−
1
p
)
Γ
(
1
α
)
Bα
(α− 1) ln p
t
α−1
α +O(t−
1
α ) ≤
≤ µ(t) ≤ p
(
1−
1
p
)
Γ
(
1
α
)
Bα
(α− 1) ln p
t
α−1
α +O(t−
1
α ), α > 1, (4.17)
p−1
(
1−
1
p
)
B1
ln p
Γ(1) ln t+O(t−1) ≤ µ(t) ≤
≤ p
(
1−
1
p
)
B1
ln p
Γ(1) ln t+O(t−1), α = 1, (4.18)
Cα
1− Cα
− p−(1−α)
(
1−
1
p
)
Γ
(
1− α
α
)
Bα
α ln p
t−
1−α
α (1 +O(t−1)) ≤ µ(t) ≤
≤
Cα
1− Cα
− p1−α
(
1−
1
p
)
Γ
(
1− α
α
)
Bα
α ln p
t−
1−α
α (1 +O(t−1)), (4.19)
0 < α < 1,
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where Γ(x) is the gamma-funtion and Cα =
p
pα
(
pα−1
p−1
)2
is the probability of the rst
return on the innite time interval.
To obtain the asymptoti estimates of µ(t) for α ≥ 1, it sues to integrate the
asymptoti estimates
p−1(1− p−1)Bα
Γ(α−1)
α ln p
t−
1
α ≤ g(t) ≤ p(1− p−1)Bα
Γ(α−1)
α ln p
t−
1
α
obtained from an asymptoti estimate for the series S(t) (see formula (A.2) in Ap-
pendix A). This integration is justied, sine the funtion g(t) and its asymptoti bounds
ontinuously depend on t ≥ a, α ≥ 1, are stritly positive for large t, and∫ ∞
a
t−
1
αdt = +∞.
To obtain the asymptoti estimates of µ(t) for 0 < α < 1, it sues to rewrite (4.16)
in the form
µ(t) = Bα
(
1−
1
p
) ∞∑
n=0
p−(1−α)n
(
1− exp
[
−p−αnt
])
+
+
(
1−
1
p
) ∞∑
n=0
p−n exp
[
−p−αnt
]
− 1 =
= Bα
(
1−
1
p
)
1
1− p−(1−α)
− 1−Bα
(
1−
1
p
) ∞∑
n=0
p−(1−α)n exp
[
−p−αnt
]
+
+
(
1−
1
p
) ∞∑
n=0
p−n exp
[
−p−αnt
]
and use formula (A.2) from Appendix A.
Appendix A
Here, we obtain an asymptoti estimate for the series
S(t) =
∞∑
i=0
1
ik
a−ie−(b)
−it, t ≥ 0, k ∈ N, a > 1, b > 1, (A.1)
for t≫ 1.
Lemma A1. For the series (A.1) the following estimate holds for t≫ 1 :
(ln b)k−1 (ln(bt))−k (bt)−
ln a
ln b Γ
(
ln a
ln b
)
(1 + o(t)) ≤ S(t) ≤
≤ a (ln b)k−1 (ln(t))−k (t)−
ln a
ln b Γ
(
ln a
ln b
)
(1 + o(t)) , (A.2)
where Γ (z) is the gamma-funtion.
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Proof. Note that
1
xk
a−x is a dereasing funtion and e−(b)
−xt
is an inreasing funtion of
x. Therefore, on the interval i ≤ x ≤ i+ 1 we have the inequality
1
xk
a−xe−b
−(x−1)t ≤ a−ie−b
−it ≤
1
(x− 1)k
a−(x−1)e−b
−xt. (A.3)
Integrating (A.3) in x from i to i+ 1, we get
a−1
∫ i+1
i
1
xk
a−(x−1)e−b
−(x−1)tdx ≤ a−ie−b
−it ≤ a
∫ i+1
i
1
(x− 1)k
a−xe−b
−xtdx. (A.4)
Now, summing the inequalities (A.4) with respet to i from 0 to ∞, we nd that
Smin(t) = a
−1
∫ ∞
0
1
xk
a−(x−1)e−b
−(x−1)tdx ≤ S(t) ≤
≤ a
∫ ∞
0
1
(x− 1)k
a−xe−b
−xtdx = Smax(t),
where
Smin(t) = (ln b)
k−1 (ln(bt))−k (bt)−
ln a
ln b
∫ bt
0
(
1−
ln y
ln(bt)
)−k
y
lna
ln b
−1e−ydy,
Smax(t) = a (ln b)
k−1 (ln(t))−k (t)−
ln a
ln b
∫ t
0
(
1−
ln y
ln(t)
)−k
y
lna
ln b
−1e−ydy.
Let ∫ x
0
(
1−
ln y
ln x
)k
yz−1e−ydy = γ(k)(z, x)
and note that lim
x→∞
γ(k) (z, x) =
∫∞
0
tz−1e−ydy = Γ(z) and γ(0) (z, x) =
∫ x
0
tz−1e−ydy =
γ(z, x) . Then, for x≫ 1, we an write
Smin(t) = (ln b)
k−1 (ln(bt))−k (bt)−
lna
ln b Γ
(
ln a
ln b
)
(1 + o(1)) ,
Smax(t) = a (ln b)
k−1 (ln(t))−k (t)−
ln a
ln b Γ
(
ln a
ln b
)
(1 + o(1)) ,
and therefore, the estimate (A.2) holds.
Appendix B
Proof of Theorem 3 from Setion 2
To estimate the funtion f(t), we rst estimate the oeients bk of the series (2.16).
These oeients oinide with the residues of the funtion F (s) at the poles s = −λk,
k = −1, 0, 1, 2, . . . (see (2.17), (2.18)):
b−1 = −
1
J(−Bα)
,
bk = −
1
(Bα − λk)
lim
s→−λk
s+ λk
J(s)
=
1
(Bα − λk)
1
J ′(−λk)
=
1
(Bα − λk)
uk,
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where
uk =
(
1− p−1
)−1 [ ∞∑
n=0
p−n
(λk − p−αn)2
]−1
. (B.1)
Reall (see Setion 2) that the poles s = −λk, k = 0, 1, 2, . . . oinide with the simple
roots of the equation
∑∞
n=0 p
−n 1
s+p−αn
= 0 and the values λk lie on the interval p
−α(k+1) <
λk < p
−αk
. The point s = 0 is a limit point for the set of poles. Let us examine the
behavior of the poles λk and the residues uk for large k. We pass from λk to new variables
δk, setting
λk = p
−αk
(
p−α + (1− p−α)δk
)
= p−α(k+1) + p−αk(1− p−α)δk, 0 ≤ δk ≤ 1, (B.2)
and let
νk =
(
1− p−1
)
uk ≡
[
∞∑
n=0
p−n
(p−α(k+1) + p−αk(1− p−α)δk − p−αn)2
]−1
. (B.3)
It an be shown that (B.3) implies the following inequalities for νk:
1
p(2α−1)k
[
1− p(2α−1)
(p−α + (1− p−α)δk)
2 (1− p2α−1)
+
p
(1− p−α)2δ2k
+ (B.4)
+
p−2
(1− p−α)2 (p−α + (1− p−α)δk)
2 (1− p−1)
]−1
< νk <
1
p(2α−1)k
p(1− p−α)2δ2k.
Sine λk, k = 0, 1, . . ., are zeroes of the funtion
∑∞
n=0
p−n
s−p−αn
, we have
∞∑
n=0
p−n
p−α(k+1) + p−αk(1− p−α)δk − p−αn
= 0,
whih implies the following estimate for δk:
1
ak
p+ 1 + p2−αak
2p2−α
[
1−
(
1−
4p2−αak
(p+ 1 + p2−αak)
2
)1/2]
<
< δk <
1
ak
1− p−α−1
(p− 1)(1− p−α)
, (B.5)
where ak = k for α = 1 and ak =
1−p(1−α)(k+1)
1−p1−α
for α 6= 1. The quantities ak have the
following asymptoti behavior for k →∞:
ak =
1
1− p1−α
+ o(1) for α > 1,
ak =
p1−α
p1−α − 1
p(1−α)k (1 + o(1)) for α < 1,
ak = k for α = 1, where o(1)→ 0 as k →∞.
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Using these relations and (B.4), (B.5), it is not diult to obtain the estimates
D(α) (1 + o(1)) < δk < U(α) (1 + o(1)) ,
D˜(α)p(1−2α)k (1 + o(1)) < uk < U˜(α)p
(1−2α)k (1 + o(1)) for α > 1, (B.6)
D(α)p(α−1)k (1 + o(1)) < δk < U(α)p
(α−1)k (1 + o(1)) ,
D˜(α)p−k (1 + o(1)) < uk < U˜(α)p
−k (1 + o(1)) for α < 1, (B.7)
D(α)k−1 (1 + o(1)) < δk < U(α)k
−1 (1 + o(1)) ,
D˜(α)p−kk−2 (1 + o(1)) < uk < U˜(α)p
−kk−2 (1 + o(1)) for α = 1, (B.8)
where D(α), U(α), D˜(α), U˜(α) are funtions of α and p whose expressions are too lengthy
to be written out here.
Let f(t) be the probability density funtion (2.16) for the rst passage times. Taking
into aount the above notation, we an write
f(t) =
∞∑
k=−1
bk exp (−λkt) = −
1
J(−Bα)
exp (−Bαt) +
+
1
Bα − p−α − (1− p−α)δ0
uk exp
[
−(p−α + (1− p−α)δ0)t
]
+ g(t),
where we have set
g(t) ≡
∞∑
k=1
1
Bα − p−α(k+1) − p−αk(1− p−α)δk
uk exp
[
−(p−α(k+1) + p−αk(1− p−α)δk)t
]
.
For g(t), we have the estimate
1
Bα
∞∑
k=1
uk exp
[
−p−αkt
]
< g(t) <
1
Bα − p−α
∞∑
k=1
uk exp
[
−p−αkp−αt
]
.
Further, taking into aount (B.6)(B.8), we nd that
D˜(α)
Bα
∞∑
k=1
p(1−2α)k (1 + o(1)) exp
[
−p−αkt
]
< g(t) <
<
U˜(α)
Bα − p−α
∞∑
k=1
p(1−2α)k (1 + o(1)) exp
[
−p−αkp−αt
]
, α > 1; (B.9)
D˜(α)
Bα
∞∑
k=1
p−k (1 + o(1)) exp
[
−p−αkt
]
< g(t) <
<
U˜(α)
Bα − p−α
∞∑
k=1
p−k (1 + o(1)) exp
[
−p−αkp−αt
]
, α < 1; (B.10)
D˜(1)
B1
∞∑
k=1
p−k
k2
(1 + o(1)) exp
[
−p−kt
]
< g(t) <
<
U˜(1)
B1 − p−1
∞∑
k=1
p−k
k2
(1 + o(1)) exp
[
−p−kp−1t
]
, α = 1. (B.11)
19
From (B.9)(B.11), using the inequalities (A.4), (A.2), we obtain (2.19)(2.21). The proof
is omplete.
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