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Abstract
We defined in [21] a new multiplicative c-differential, and the cor-
responding c-differential uniformity and we characterized the known
perfect nonlinear functions with respect to this new concept, as well
as the inverse in any characteristic. The work was continued in [29],
investigating the c-differential uniformity for some further APN func-
tions. Here, we extend the concept to the boomerang uniformity, in-
troduced at Eurocrypt ’18 by Cid et al. [16], to evaluate S-boxes of
block ciphers, and investigate it in the context of perfect nonlinearity
and related functions.
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1 Introduction
In this paper we extend the notion of boomerang uniformity using a previ-
ously defined [21] multiplier differential (in any characteristic). We charac-
terize some of the known perfect nonlinear functions and the inverse function
through this new concept. We also characterize this concept via the Walsh
transforms as Lie et al. [24] did for the classical boomerang uniformity.
The objects of this study are Boolean and p-ary functions (where p is an
odd prime) and some of their differential properties. We will introduce here
only some needed notation, and the reader can consult [9, 12, 13, 19, 27, 30]
for more on Boolean and p-ary functions.
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For a positive integer n and p a prime number, we let Fpn be the finite
field with pn elements, and F∗pn = Fpn \ {0} be the multiplicative group
(for a 6= 0, we often write 1a to mean the inverse of a in the multiplicative
group). We let Fnp be the n-dimensional vector space over Fp. We use #S
to denote the cardinality of a set S and z¯, for the complex conjugate. We
call a function from Fpn (or Fnp ) to Fp a p-ary function on n variables. For
positive integers n and m, any map F : Fpn → Fpm (or, Fnp → Fmp ) is
called a vectorial p-ary function, or (n,m)-function. When m = n, F can
be uniquely represented as a univariate polynomial over Fpn (using some
identification, via a basis, of the finite field with the vector space) of the
form F (x) =
∑pn−1
i=0 aix
i, ai ∈ Fpn , whose algebraic degree is then the largest
Hamming weight of the exponents i with ai 6= 0. For f : Fpn → Fp we define
the Walsh-Hadamard transform to be the integer-valued function Wf (u) =∑
x∈Fpn
ζf(x)−Trn(ux)p , u ∈ Fpn , where ζp = e
2pii
p and Trn : Fpn → Fp is the
absolute trace function, given by Trn(x) =
n−1∑
i=0
xp
i
(we will denote it by Tr,
if the dimension is clear from the context). The Walsh transformWF (a, b) of
an (n,m)-function F at a ∈ Fpn , b ∈ Fpm is the Walsh-Hadamard transform
of its component function Trm(bF (x)) at a, that is,
WF (a, b) =
∑
x∈Fpn
ζTrm(bF (x))−Trn(ax)p .
(If one wishes to work with vector spaces, then one can replace the Tr by
any scalar product on that environment.)
Given a p-ary function f , the derivative of f with respect to a ∈ Fpn is
the p-ary function Daf(x) = f(x+ a)− f(x), for all x ∈ Fpn , which can be
naturally extended to vectorial p-ary functions.
For an (n, n)-function F , and a, b ∈ Fpn , we let ∆F (a, b) = #{x ∈ Fpn :
F (x + a) − F (x) = b}. We call the quantity δF = max{∆F (a, b) : a, b ∈
Fpn , a 6= 0} the differential uniformity of F . If δF = δ, then we say that F is
differentially δ-uniform. If δ = 1, then F is called a perfect nonlinear (PN)
function, or planar function. If δ = 2, then F is called an almost perfect
nonlinear (APN) function. It is well known that PN functions do not exist
if p = 2.
The paper is organized as follows. Section 2 contains some background
on differential and boomerang uniformity and our extension to c-boomerang
uniformity. Section 3 contains some characterizations of this concept and
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connections with prior c-differential uniformity, and Section 4 gives its de-
scription via Walsh transforms. Section 5 puts together two lemmas needed
in the remaining of the paper, and Section 6 deals with perfect nonlinearity
and c-boomerang uniformity. Section 7 characterizes this uniformity for the
inverse function in any characteristic and Section 8 concludes the paper. An
appendix with some computational data follows the references.
2 Differential and boomerang uniformity
Wagner [32] introduced the boomerang attack against block ciphers using
S-boxes. The concept was picked up and used in [3, 22] on some real ciphers
(see also [2, 23]). Ten years later, however, a theoretical new cryptanalysis
tool based upon this attack was introduced at EUROCRYPT 2018 by Cid et
al. [16] namely, the Boomerang Connectivity Table (BCT) and Boomerang
Uniformity. In [16], the authors analyzed some of the properties of BCT, like
its relationship with the Differential Distribution Table (DDT). They proved
that perfect nonlinear (APN) S-boxes (that is, with 2-uniform DDT) always
have 2-uniform BCT and for any choice of the parameters, and also showed
that the BCT uniformity is greater than or equal to the DDT uniformity
(we will display below precisely the relationship between these).
The initial concept of boomerang uniformity was defined for permuta-
tions (of course, proper S-boxes) in the following way.
Definition 1. Let F be a permutation on F2n and (a, b) ∈ F2n × F2n. We
define the entries of the Boomerang Connectivity Table (BCT) by
BF (a, b) = #{x ∈ F2n |F−1(F (x) + b) + F−1(F (x+ a) + b) = a},
where F−1 is the compositional inverse of F . The boomerang uniformity of
F is defined as
βF = max
a,b∈Fpn∗
BF (a, b).
We also say that F is a βF -uniform BCT function.
Recently, BCT and the boomerang uniformity were further studied by
Boura and Canteaut [6]. They showed that the boomerang uniformity is
only an affine equivalence invariant but not necessarily, extended affine nor
CCZ-equivalence invariant. Further, they also obtained the boomerang uni-
formity of the inverse function F (x) = x2
n−2 over F2n , for n even, namely,
βF = 4, 6, when n ≡ 2 (mod 4), respectively, n ≡ 0 (mod 4). Also, for the
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Gold function G(x) = x2
t+1 over F2n , where n ≡ 2 (mod 4), t even with
gcd(t, n) = 2, then δG = βG = 4.
Mesnager et al. [28] continued the work and showed that the differential
uniformity for quadratic functions on Fqn (q is a 2-power) is always ≥ q,
and if it happens to be equal to q for a permutations F then its boomerang
uniformity must be q, as well. In fact [24], in general, for quadratic permu-
tations F , then we have,
δF ≤ βF ≤ δF (δF − 1).
It is also easy to show that for monomials F (x) = xd, then βF = max
b 6=0
βF (1, b).
For the Bracken-Tan-Tan function (which is an extension of Budaghyan-
Carlet function [10]), F (x) = αx2
s+1 + α2
k
x2
−k+2k+s (under some condi-
tions on the parameters), then βF = 4 (see [28]). More work has been done
recently on BCT, and we mention here [7, 11, 25, 31].
Surely, ∆F (a, b) = 0, 2
n and BF (a, b) = 2n whenever ab = 0. It is
well-known from prior work that δF = δF−1 and βF = βF−1 . In general, for
permutations, βF ≥ δF and they are equal for APN permutations. A natural
question is what is the algebraic difference between these two concepts and
Boura and Canteaut answered that question in [6], showing that
BF (a, b) = ∆F (a, b) +
∑
γ∈Fpn∗,γ 6=b
#
(
UF−1γ,a ∩
(
b+ UF−1γ,a
))
,
where UF−1γ,a = {x ∈ Fpn |DγF−1(x) = a}. This was reformulated by Mes-
nager et al. [28] in the following way:
BF (a, b) =
∑
γ∈Fpn∗
#
(UFγ,a ∩ (b+ UFγ,a)) ,
where UFγ,a = {x ∈ Fpn |DγF (x) = a}, and further, by Li et al. [24], as
BF (a, b) = #
{
(x, y) ∈ Fpn × Fpn
∣∣ F (x)+F (y)=b
F (x+a)+F (y+a)=b
}
and easily observed in [28] that this transforms into (labeling y = x+ γ),
BF (a, b) = #
{
(x, γ) ∈ Fpn × Fpn
∣∣ F (x+γ)+F (x)=b
F (x+γ+a)+F (x+a)=b
}
=
∑
γ∈Fpn
#
{
x ∈ Fpn
∣∣DγF (x) = b and DγF (x+ a) = b} . (1)
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Avoiding the inverse of F , allows these last expressions to define the boomerang
uniformity for functions that are not necessarily permutations.
Before, we continue with our approach, let us recall the concept we (along
with others) introduced in [21] (we will define it in general on Fpn , p prime,
not only for p = 2).
Inspired by a practical differential attack developed in [5] (though, via a
different differential), we extended the definition of derivative and differential
uniformity in [21], in the following way. For a p-ary (n,m)-function F :
Fpn → Fpm , and c ∈ Fpm , the (multiplicative) c-derivative of F with respect
to a ∈ Fpn is the function
cDaF (x) = F (x+ a)− cF (x), for all x ∈ Fpn .
(Observe that, if c = 1, then we obtain the usual derivative, and, if c = 0 or
a = 0, then we obtain a shift of the function, in the input/output.)
For an (n, n)-function F , and a, b ∈ Fpn , we let the entries of the c-
Difference Distribution Table (c-DDT) be defined by c∆F (a, b) = #{x ∈
Fpn : F (x+ a)− cF (x) = b}. We call the quantity
δF,c = max {c∆F (a, b) | a, b ∈ Fpn , and a 6= 0 if c = 1}
the c-differential uniformity of F (observe that we slightly change here the
way we denoted the c-differential uniformity in [21]). If δF,c = δ, then we say
that F is differentially (c, δ)-uniform (or that F has c-uniformity δ, or for
short, F is δ-uniform c-DDT). If δ = 1, then F is called a perfect c-nonlinear
(PcN) function (certainly, for c = 1, they only exist for odd characteristic
p; however, as proven in [21], there exist PcN functions for p = 2, for all
c 6= 1). If δ = 2, then F is called an almost perfect c-nonlinear (APcN)
function. When we need to specify the constant c for which the function is
PcN or APcN, then we may use the notation c-PN, or c-APN. It is easy to
see that if F is an (n, n)-function, that is, F : Fpn → Fpn , then F is PcN if
and only if cDaF is a permutation polynomial.
In light of the formulations (1) via differentials, by using our c-differential
concept of [21], we extend the notion of boomerang uniformity to c-boomerang
uniformity for all characteristics, in the following way (see Figure 1).
Definition 2. For an (n, n)-function F , c 6= 0, and (a, b) ∈ Fpn × Fpn, we
define the c-Boomerang Connectivity Table (c-BCT ) entry at (a, b) to be
cBF (a, b) = #
{
x ∈ Fpn
∣∣∣F−1(c−1F (x+ a) + b)− F−1(cF (x) + b) = a} . (2)
Further, the c-boomerang uniformity of F is defined by
βF,c = max
a,b∈Fpn∗
cBF (a, b).
5
x x'
cF(x) cF(x)+b
F F
F F
1/c F(x+a) 1/c F(x+a)+b
b
x''
a
b
x+a
Pr[x''-x'=a]
c
1/c
Figure 1: View on the c-boomerang uniformity
If βF,c = β, we also say that F is a β-uniform c-BCT function.
3 Characterizations of c-boomerang uniformity
As in the classical case, we find an alternative formulation that avoids in-
verses, allowing the definition to be extended to all (n, n)-function, not only
permutations. Though the proof is not complicated, we label as a theorem,
since it is the way to extend the definition to non-permutations.
Theorem 3. For an (n, n)-permutation function F , c 6= 0, the entries of
the c-Boomerang Connectivity Table at (a, b) ∈ Fpn × Fpn are given by
cBF (a, b) = #
{
(x, γ) ∈ Fpn × Fpn
∣∣∣ F (x+γ)−cF (x)=b
F (x+γ+a)−c−1F (x+a)=b
}
=
∑
γ∈Fpn
#
{
x ∈ Fpn
∣∣
cDγF (x) = b and c−1DγF (x+ a) = b
}
.
(We shall call the system above, the c-boomerang system, for easy referral.)
Proof. Let y = F−1(cF (x)+b) in (2). If that is the case, then F (y)−cF (x) =
b. Further, from (2), we obtain,
F−1(c−1F (x+ a) + b) = y + a,
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and so,
c−1F (x+ a) + b = F (y + a) ⇐⇒ F (y + a)− c−1F (x+ a) = b.
The reciprocal is immediate by backtracking the argument: the second equa-
tion in the system implies F (y+a) = c−1F (x+a)+ b and applying F−1, we
get F−1(c−1F (x+ a) + b) = y + a = F−1(F (y)) + a = F−1(cF (x) + b) + a,
using the first equation. Finally, taking y = x+ γ, the theorem follows.
Remark 1. We could have defined the BCT entries of F at (a, b) to be
cBF (a, b) = #
{
(x, γ) ∈ Fpn × Fpn
∣∣∣ F (x+γ)−cF (x)=bcF (x+γ+a)−F (x+a)=cb} ,
thus allowing c = 0. However, in the case of c = 0, we would obtain
0BF (a, b) = #
{
(x, γ) ∈ Fpn × Fpn
∣∣F (x+ γ) = b and F (x+ a) = 0}; when
F is a permutation, we get x = F−1(0) − a and γ = F−1(b) − F−1(0) + a,
rendering βF,0 = 1, regardless of the function. For this reason, we decided
to remove c = 0 out of allowable multipliers.
Remark 2. For whatever reason, one can define the c-DDT and c-BCT,
and the respective uniformities, even for arbitrary (n,m)-functions. That is
the reason why in some of our results, when it makes no difference for the
proofs (except tracking carefully the parameters, of course), we take arbitrary
(n,m)-functions.
While we already knew that, in general, the c-differential uniformity
of F, F−1 are not the same, we show below a connection (that we did not
observe in [21]) between some of the entries in the c-Differential Distribution
Table of a permutation monomial F and the one of the inverse of F .
Proposition 4. Let F (x) = xd be a permutation (hence, gcd(d, pn−1) = 1)
monomial function on Fpn and c 6= 0. Then,
c∆F−1(a, b) = c−d∆F (bc
−1,−a c−d).
Proof. Observe that, in general (assuming c 6= 0),
F−1(x+ a)− cF−1(x) = b⇐⇒
F (F−1(x+ a)) = F (cF−1(x) + b)⇐⇒
F (cF−1(x) + b)− x = a⇐⇒
F (F−1(x))− F (cF−1(x) + b) = a.
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If F is the monomial xd, then the last equation above becomes
F (F−1(x))− cdF (F−1(x) + bc−1) = a⇐⇒
F (F−1(x) + bc−1)− c−dF (F−1(x)) = −ac−d,
and the proposition will follow easily.
We next show a connection between c-differential and c-boomerang uni-
formities.
Theorem 5. Let F be a permutation function on Fpn, (a, b) ∈ Fpn × Fpn
and c 6= 0, 1. Then cBF (0, b) = c∆F (0, b). If p = 2, then
cBF (a, b) = c∆F (a, b) +
∑
a6=γ∈Fpn
#
{
x ∈ Fpn
∣∣ cDγF (x)=b
c−1DγF (x+a)=b
}
,
if either c = −1 or b = 0. Consequently, βF,−1 ≥ δF,−1, for all permuta-
tions F (it is known [6] that βF,1 ≥ δF,1).
Proof. If a = 0 and c 6= 0,±1, then
cBF (0, b) = #
{
(x, γ) ∈ Fpn × Fpn
∣∣∣ F (x+γ)−cF (x)=b
F (x+γ)−c−1F (x)=b
}
,
and so, F (x) = 0 and F (x + γ) = b, which has only one solution (x, γ) =
(F−1(0), F−1(b) − F−1(0)). Further, c∆F (0, b) = #{x ∈ Fpn | cDγF (x) =
F (x)−cF (x) = b}, which also has one solution, and so, cBF (0, b) = c∆F (0, b).
When a = 0 and c = −1, the values of the two uniformities are the same,
since
−1BF (0, b) = #
{
(x, γ) ∈ Fpn × Fpn
∣∣∣F (x+γ)+F (x)=bF (x+γ)+F (x)=b}
= #
{
(x, γ) ∈ Fpn × Fpn
∣∣∣F (x+ γ) + F (x) = b} = −1∆F (0, b),
and the first claim is shown.
Assume now that a 6= 0. If γ = 0, then (we use the logical conjunction
“∧” to denote “and”).{
x ∈ Fpn
∣∣∣F (x)− cF (x) = b ∧ F (x+ a)− c−1F (x+ a) = b}
=
{
x ∈ Fpn
∣∣F (x) = b
1− c ∧ F (x+ a) =
b
1− c−1
}
.
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Thus, for c fixed, we get x = F−1
(
b
1−c
)
and so, a = F−1
(
b
1−c−1
)
−
F−1
(
b
1−c
)
, since F is a permutation. Thus, when γ = 0,
#
{
x ∈ Fpn
∣∣∣ F (x)−cF (x)=b
F (x+a)−c−1F (x+a)=b
}
=
{
1 if a = F−1
(
b
1−c−1
)
− F−1
(
b
1−c
)
0 otherwise.
If γ = a and p = 2, then{
x ∈ Fpn
∣∣ F (x+a)−cF (x)=b
F (x)−c−1F (x+a)=b
}
=
{
x ∈ Fpn
∣∣ F (x+a)−cF (x)=b
F (x+a)−cF (x)=−bc
}
,
which is ∅, unless b = 0, or c = −1, in which case we have
#
{
x ∈ Fpn
∣∣F (x+ a)− cF (x) = b} = c∆F (a, b),
Thus,
cBF (a, b) = c∆F (a, b) +
∑
a6=γ∈Fpn
#
{
x ∈ Fpn
∣∣ cDγF (x)=b
c−1DγF (x+a)=b
}
,
if either c = −1 or b = 0.
4 Characterizing c-boomerang uniformity via the
Walsh transform
Using a method of Carlet [14] and Chabaud and Vaudenay [15] connecting
the differential uniformity of an (n,m)-function to its Walsh coefficients, we
characterized the c-differential uniformity in [21] and Li et al. [24] charac-
terized the boomerang uniformity. We can use a similar method to do the
same for the c-boomerang uniformity, in any characteristic.
Theorem 6. Let c ∈ F∗pm and n,m, δ be fixed positive integers. Let F be
an (n,m)-function, F : Fpn → Fpm and φβ(x) =
∑
j≥0Ajx
j be a polynomial
over R such that φβ(x) = 0 for x ∈ Z, 1 ≤ x ≤ β, and φβ(x) > 0, for
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x ∈ Z, x > β. We then have
pm+nA0+
∑
j≥1
p−(2j−1)(m+n)Aj
∑
w1,...,wj∈Fpn
z1,...,zj∈Fpn
u1,...,uj∈Fpm
v1,...,vj∈Fpm∑j
i=1(wi+zi)=0∑j
i=1(ui+vi)=0
j∏
i=1
(WF (ui, zi)WF (cui,−wi)WF (vi,−zi)WF (c−1vi, wi)) ≥ 0,
with equality if and only if F is β-uniform c-BCT.
Proof. We follow mostly [14, 21, 24], pointing out the differences, where
applicable. Let a ∈ Fpn , d ∈ Fpm be arbitrary elements. We let nF (a, b, c) =
#{(x, γ) ∈ Fpn × Fpn | cDγF (x) = cDγF (b), c−1DγF (x + a) = cDγF (b)} =
#{(x, y) ∈ Fpn × Fpn |F (y)− cF (x) = b, F (y + a)− c−1F (x+ a) = b} ≥ 0.
From the definition of φβ, for c fixed, and for all a, b ∈ Fpn , then,∑
j≥0
Aj (nF (a, b, c))
j ≥ 0,
with equality if and only if cBF (a, b) = β. Consequently, running with all
a, b ∈ Fpn , any (n,m)-function F satisfies∑
j≥0
Aj
∑
a,b∈Fpn
(nF (a, b, c))
j ≥ 0,
with equality if and only of βF,c = β.
Using the well-known,
∑
v∈Fpm
ζTrm(vα)p =
{
0 if α 6= 0
pm if α = 0,
(3)
we see that
nF (a, b, c) = p
−2m ∑
x,y∈Fpn ,u,v∈Fpm
ζTrm(u(F (y)−cF (x)−b))+Trm(v(F (y+a)−c
−1F (x+a)−b))
p ,
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which, when run for all j tuples of parameters (j ≥ 1 is fixed) renders∑
a∈Fpn ,b∈Fpm
(nF (a, b, c))
j
= p−2jm
∑
a∈Fpn
b∈Fpm
∑
x1,...,xj∈Fpn
y1,...,yj∈Fpn
u1,...,uj∈Fpm
v1,...,vj∈Fpm
ζ
∑j
i=1[Trm(ui(F (yi)−cF (xi)−b))+Trm(vi(F (yi+a)−c−1F (xi+a)−b))]
p .
By (3),
∑
wi∈Fpn
ζ
Trn(wi(x
′
i−xi−a))
p = p
n, if x′i = xi+a and 0, otherwise; similarly,∑
zi∈Fpn
ζ
Trn(zi(y
′
i−yi−a))
p = p
n, if y′i = yi + a and 0, otherwise. Therefore,
∑
a∈Fpn ,b∈Fpm
(nF (a, b, c))
j = p−2mj p−2nj
∑
a∈Fpn ,b∈Fpm
∑
x1,...,xj ,x
′
1,...,x
′
j∈Fpn
y1,...,yj ,y
′
1,...,y
′
j∈Fpn
w1,...,wj ,z1,...,zj∈Fpn
u1,...,uj ,v1,...,vj∈Fpm
ζ
∑j
i=1[Trm(ui(F (yi)−cF (xi)−b))+Trm(vi(F (y′i)−c−1F (x′i)−b))+Trn(wi(x′i−xi−a))+Trn(zi(y′i−yi−a))]
p
= p−2(m+n)j
∑
w1,...,wj ,z1,...,zj∈Fpn
u1,...,uj ,v1,...,vj∈Fpm
j∏
i=1
(WF (ui, zi)WF (cui,−wi)WF (vi,−zi)WF (c−1vi, wi))
∑
a∈Fpn ,b∈Fpm
ζ
Trm(−a
∑j
i=1(wi+zi)−b
∑j
i=1(ui+vi))
p
= p−(2j−1)(m+n)
∑
w1,...,wj∈Fpn
z1,...,zj∈Fpn
u1,...,uj∈Fpm
v1,...,vj∈Fpm∑j
i=1(wi+zi)=0∑j
i=1(ui+vi)=0
j∏
i=1
(WF (ui, zi)WF (cui,−wi)WF (vi,−zi)WF (c−1vi, wi)) .
Surely, if j = 0,
∑
a∈Fpn
b∈Fpm
(nF (a, b, c))
j = pm+n and the theorem follows.
As a particular case, we want to characterize the 1-uniform c-BCT func-
tions. We can take the polynomial φ1(x) = x − 1, which certainly satisfies
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the conditions of Theorem 6. Thus A0 = −1, A1 = 1 and the relation of
Theorem 6 simplifies to
− pn+m + p−(n+m)
∑
w,z∈Fpn
u,v∈Fpm
w=−z,u=−v
WF (u, z)WF (cu,−w)WF (v,−z)WF (c−1v, w)
=
∑
z∈Fpn
v∈Fpm
WF (−v, z)WF (−cv, z)WF (v,−z)WF (c−1v,−z) ≥ 0.
Thus, we obtain the next result.
Proposition 7. Let m,n be fixed positive integers and c ∈ Fpm, c 6= 0, 1.
Let F be an (n,m)-function. Then∑
z∈Fpn
v∈Fpm
WF (−v, z)WF (−cv, z)WF (v,−z)WF (c−1v,−z) ≥ p2(n+m),
with equality if and only if F is a 1-uniform c-BCT function.
5 Some needed lemmas
In the next few sections, we will investigate some known perfect nonlinear,
as well as the inverse function (in all characteristics) with respect to the
c-boomerang uniformity. We will need the following two lemmas. The proof
of Lemma 8(i) can be found in [1] and Lemma 8(ii) is easy and argued
in [21]. The proof of Lemma 9 is contained in [21].
Lemma 8. Let n be a positive integer. We have:
(i) The equation x2 +ax+ b = 0, with a, b ∈ F2n, a 6= 0, has two solutions
in F2n if Tr
(
b
a2
)
= 0, and zero solutions otherwise.
(ii) The equation x2 + ax + b = 0, with a, b ∈ Fpn, p odd, has (two,
respectively, one) solutions in Fpn if and only if the discriminant a2−4b
is a (nonzero, respectively, zero) square in Fpn.
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Lemma 9. Let p, k, n be integers greater than or equal to 1 (we take k ≤ n,
though the result can be shown in general). Then
gcd(2k + 1, 2n − 1) = 2
gcd(2k,n) − 1
2gcd(k,n) − 1 , and if p > 2, then,
gcd(pk + 1, pn − 1) = 2, if n
gcd(n, k)
is odd,
gcd(pk + 1, pn − 1) = pgcd(k,n) + 1, if n
gcd(n, k)
is even.
Consequently, if either n is odd, or n ≡ 2 (mod 4) and k is even, then
gcd(2k + 1, 2n − 1) = 1 and gcd(pk + 1, pn − 1) = 2, if p > 2.
We will be using throughout Hilbert’s Theorem 90 (see [8]), which states
that if F ↪→ K is a cyclic Galois extension and σ is a generator of the Galois
group Gal(K/F), then for x ∈ K, the relative trace TrK/F(x) = 0 if and only
if x = σ(y)− y, for some y ∈ K.
6 Perfect nonlinearity and c-boomerang uniformity
The following are some of the known (see, for instance, [18, 20]) classes of
PN functions (p must be odd).
Theorem 10. The following functions : Fpn → Fpn are perfect nonlinear:
(1) F (x) = x2 on Fpn.
(2) F (x) = xp
k+1 on Fpn is PN if and only if ngcd(k,n) is odd.
(3) F (x) = x(3
k+1)/2 is PN over F3n if and only if gcd(k, n) = 1 and n is
odd.
(4) F (x) = x10 ± x6 − x2 is PN over F3n if and only if n = 2 or n is odd.
In general, for u ∈ F3n, F (x) = x10 − ux6 − u2x2 is PN over F3n if n
is odd.
It is known that the boomerang uniformity equals the differential uni-
formity for perfect nonlinear functions. It is, of course, a natural question
to ask what is the connection between these in the “c-context”. The reader
is pointed to [21] where we discussed the c-differential uniformity of the
functions in Theorem 10. We will now concentrate on the c-boomerang uni-
formity of all of these classes (for the last function we will just provide some
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computational data in the appendix). For c ∈ F3n , and b fixed, we let µc
denote the cardinality
#
{
(x, γ)
∣∣∣∣∣ 2T 3k+12 (x+γ−1)−(c−c
−1)T
3k+1
2
(x−1)+(c+c−1)T
3k−1
2
(x−1)=2b
2T
3k−1
2
(x+γ−1)+(c+c−1)T
3k+1
2
(x−1)+(c−1−c)T
3k−1
2
(x−1)=0
}
, (4)
where T`(w) = u
`+u−`, under w = u+u−1, is the Chebyshev polynomial of
the first kind. We will be using below the trivial identity, T2`(w)+2 = T
2
` (w).
Theorem 11. Let F : Fpn → Fpn (p is an odd prime number) be the mono-
mial F (x) = xd, and c 6= 0, 1 be fixed. The following statements hold:
(i) If d = 2, then βF,c ≤ 4.
(ii) If d = pk + 1, δd := #{γ ∈ Fpn | zpk + z + d = 0}, then
βF,c ≥ δ1−c−1 · (δ1+c + 1) .
Moreover, when n/gcd (n, k) is odd, then βF,c ≥ 2, and when n/gcd (n, k)
is even and c−1 = zpk + z, for some z 6= 0, then the c-boomerang uni-
formity of f is βF,c ≥ pg, where g = gcd(n, k).
(iii) Let p = 3. If d =
3k + 1
2
and ab 6= 0, then cBF (a, b) ≥ µc, where µc is
defined in (4). In particular, when c = −1, then
cBF (a, b) ≥ #
{
(x, γ)
∣∣∣∣∣ T 3k+12 (x+γ−1)+T 3k−12 (x−1)=2bT 3k−1
2
(x+γ−1)−T
3k+1
2
(x−1)=0
}
.
Proof. Let d = 2 and consider the system cDγF (x) = b, c−1DγF (x+ a) = b.
We do not care for the cases when ab = 0. If ab 6= 0, dividing by a2 and
relabeling, we may assume that a = 1. Next, subtracting the first from the
second equation, we obtain
(x+ γ) =
c−1(x+ 1)2 − cx2 − 1
2
,
which, when replaced back into the first equation, and expanded, renders
(1− 2c2 + c4)x4 + (4− 4c2)x3 + (6− 2c− 2c2 − 2c3)x2
+ (4− 4c)x+ (1− 2c+ c2 − 4bc2) = 0.
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which has at most four roots, so cBF (a, b) ≤ 4. We will see in the appendix
that all values occur for the first few cases we considered.
We now consider the Gold case, d = pk + 1. The c-boomerang system
cDγF (x) = b, c−1DγF (x+ a) = b (dividing by a
pk+1 6= 0 and relabeling, we
can assume that a = 1) becomes
(x+ γ)p
k+1 − cxpk+1 = b
(x+ γ)p
k+1 − c−1(x+ 1)pk+1 + (x+ γ)pk + (x+ γ) + 1 = b,
eliminating (x+ γ)p
k+1 and expanding the remaining powers, renders
cxp
k+1 − c−1(xpk+1 + xpk + x+ 1) + xpk + γpk + x+ γ + 1 = 0, or,
(c− c−1)xpk+1 + (1− c−1)xpk + (1− c−1)x+
(
γp
k
+ γ + (1− c−1)
)
= 0.
(5)
The idea is to vanish the parenthesis containing γ, that is, γp
k
+γ+(1−
c−1) = 0 and the polynomial in x, namely, (c− c−1)xpk+1 + (1− c−1)xpk +
(1 − c−1)x = 0, which is equivalent to x
(
(c+ 1)xp
k
+ xp
k−1 + 1
)
= 0. By
relabeling x 7→ 1/x, the second factor can be put into the form
xp
k
+ x+ (c+ 1) = 0,
For more accurate count, we let δd = #{γ | zpk + z+ d = 0}. We easily infer
now that, if ab 6= 0, cBF (a, b) ≥ δ1−c−1 · (δ1+c + 1).
Now, to show the second claim of (ii), we want to argue that for some
c 6= 0, 1, we can always find some root γ for γpk + γ + (1− c−1) = 0 in Fpn ,
p an odd prime. Let g = gcd(n, k).
We recall here the result from [17, 26] (we simplify some parameters,
though). Let f(z) = zp
k − Az − B in Fpn , g = gcd(n, k), m = n/ gcd(n, k)
and TrFpn/Fpg be the relative trace from Fpn to Fpg . For 0 ≤ i ≤ m− 1, we
define ti =
pnm−pn(i+1)
pn−1 , α0 = A, β0 = B. If m > 1 (note that, if m = 1,
gives F (x) = x2, which was treated earlier), then, for 1 ≤ r ≤ m − 1, we
let αr = A
pk(r+1)−1
pk−1 and βr =
∑r
i=0A
siBp
ki
, where si =
pk(r+1)−pk(i+1)
pk−1 , for
0 ≤ i ≤ r − 1 and sr = 0. The trinomial f has no roots in Fpn if and
only if αm−1 = 1 and βm−1 6= 0. If αm−1 6= 1, then it has a unique root,
namely x = βm−1/(1 − αm−1), and, if αm−1 = 1, βm−1 = 0, it has pg roots
in Fpn given by x + δτ , where δ ∈ Fpg , τ is fixed in Fpn with τpk−1 = a
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(that is, a (pk − 1)-root of a), and, for any e ∈ F∗pn with Trg(e) 6= 0, then
x =
1
TrFpn/Fpg (e)
m−1∑
i=0
 i∑
j=0
ep
kj
AtiBpki .
Since in our case A = −1, B = c+1, and, as we did in [21], if n/g is odd,
then γp
k
+ γ + (1 − c−1) = 0 has a unique root in Fpn , since αn
g
−1 = −1,
independent of c. Now, looking at xp
k
+ x + (c + 1) = 0, and by the same
argument, it has a unique root, under n/g odd, and so, cBF (a, b) ≥ 2 in this
case (we use the prior root x = 0, too).
Let m := n/g be even. We switch the technique now. The equation in x
already has a root, namely x = 0, so we want to show that there are values
of c, for which γp
k
+ γ + (1 − c−1) = 0 has pg roots. We will, in fact, find
many such classes of parameters c, below.
We denote by σt ≡ t (mod 2) ∈ {0, 1} the parity of t. Observe that
α0 = β0 = −1. Since αm−1 = 1 for equation γpk + γ + (1 − c−1) = 0, we
need to show that βm−1 = 0, to be able to use [17]. We compute (using
the fact that the parities of si, 0 ≤ i ≤ m − 2, are σsi = (m − 2 − i + 1)
(mod 2) = σi−1, since m is even),
βm−1 =
m−1∑
i=0
(−1)si(1− c−1)pki =
m−1∑
i=0
(−1)i−1
(
1− (−c−1)pki
)
=
m−1∑
i=0
(−1)i−1 −
m−1∑
i=0
(−1)i−1+pki(c−1)pki , since m is even
=
m−1∑
i=0
(−1)i−1(c−1)pki .
Now, let z 6= 1 be such that zpkm−1− 1 = 0 (this always exists since km is a
multiple of n). Observe (we will be using that later) that zp
km − z = 0 and
z 6= 0, 1. We now set c−1 = zpk + z and so, the previous displayed equation
becomes
βm−1 =
m−1∑
i=0
(−1)i−1(zpk + z)pki
=
m−1∑
i=0
(−1)i−1zpk(i+1) +
m−1∑
i=0
(−1)i−1zpki
=
m−1∑
i=1
(
(−1)i−1 + (−1)i) zpki + z − zpkm
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= z − zpkm = 0, from our choice of z.
Therefore, by the result of [17, 26], we infer that the equation zp
k
+ z +
(1− c−1) = 0 has pg solutions in Fpn . Thus, the initial Equation (5) has at
least pg solutions, and so, the c-boomerang uniformity in this case (under
n
gcd (n,k) even) is at least p
g, where g = gcd(n, k).
Let us treat now the case of d = (3k + 1)/2 in F3n , where the system is
now (recall that, since p = 3, 1 = −2)
(x+ γ)
3k+1
2 − cx 3
k+1
2 = b
(x+ γ + 1)
3k+1
2 − c−1(x+ 1) 3
k+1
2 = b.
We will not use the same method as in [17], or [21] as permutation polyno-
mials are not visibly involved here, rather we will modify the “seed” of the
technique. Since 2|3n−1, for all n, then we can always write x−1 = y+y−1
and x+ γ − 1 = z + z−1, for some y, z ∈ F3n . The system becomes
(z + z−1 − 2) 3
k+1
2 − c(y + y−1 − 2) 3
k+1
2 = b
(z + z−1 + 2)
3k+1
2 − c−1(y + y−1 + 2) 3
k+1
2 = b,
that is,
(z − 1)3k+1
z
3k+1
2
− c(y − 1)
3k+1
y
3k+1
2
= b
(z + 1)3
k+1
z
3k+1
2
− c−1 (y + 1)
3k+1
y
3k+1
2
= b,
which, by expansion, renders
z3
k+1 − z3k − z + 1
z
3k+1
2
− cy
3k+1 − y3k − y + 1
y
3k+1
2
= b
z3
k+1 + z3
k
+ z + 1
z
3k+1
2
− c−1 y
3k+1 + y3
k
+ y + 1
y
3k+1
2
= b, or,
T 3k+1
2
(x+ γ − 1)− T 3k−1
2
(x+ γ − 1)− cT 3k+1
2
(x− 1) + cT 3k−1
2
(x− 1) = b
T 3k+1
2
(x+ γ − 1) + T 3k−1
2
(x+ γ − 1) + c−1T 3k+1
2
(x− 1) + c−1T 3k−1
2
(x− 1) = b,
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where T`(u+u
−1) = u`+u−` is the Chebyshev polynomial of the first kind.
Adding and subtracting these two equations will give
2T 3k+1
2
(x+ γ − 1)− (c− c−1)T 3k+1
2
(x− 1) + (c+ c−1)T 3k−1
2
(x− 1) = 2b
2T 3k−1
2
(x+ γ − 1) + (c+ c−1)T 3k+1
2
(x− 1) + (c−1 − c)T 3k−1
2
(x− 1) = 0. (6)
Thus, cBF (a, b) ≥ #{(x, γ) | (x, γ) satisfies (6)} = µc.
7 The c-boomerang uniformity for the inverse func-
tion
We now deal with the binary inverse function.
Theorem 12. Let n ≥ 3 be a positive integer, 0, 1 6= c ∈ F2n and F : F2n →
F2n be the inverse function defined by F (x) = x2
n−2. If n = 2, cBF (a, b) ≤
1 and if n = 3, cBF (a, b) ≤ 2. If n ≥ 4, cBF (a, b) ≤ 3. Furthermore,
cBF (a, ab) = 3 (so, the c-boomerang uniformity of F is βF,c = 3) if and only
if any of the conditions happen:
(i) Tr(c) = 0 and there exists b such that (b2c+ bc2 + b+ c2 + 1)2 6= 0 and
Tr
(
b2c2(bc+c+1)
(b2c+bc2+b+c2+1)2
)
= 0.
(ii) Tr(1/c) = 0 and there exists b such that (b2c + bc2 + b + c2 + 1)2 6= 0
and Tr
(
b2c2(bc+c+1)
(b2c+bc2+b+c2+1)2
)
= 0.
(iii) Tr
(
c3
(c2+c+1)2
)
= 0 and there exists b such that (b2c+bc2+b+c2+1)2 6=
0 and Tr
(
b2c2(bc+c+1)
(b2c+bc2+b+c2+1)2
)
= 0.
(iv) c2 + c + 1 = 0 (so, n ≡ 0 (mod 2)) and there exists b such that b2 +
b+ 1 6= 0 and Tr
(
b2c(b+c)
(b2+b+1)2
)
= 0.
Proof. The claim about n = 2, 3 follows from the computation displayed in
the appendix, so we now assume n ≥ 4.
By Theorem 3, we need to investigate the system
(x+ γ)2
n−2 + cx2n−2 = b
(x+ γ + a)2
n−2 + c−1(x+ a)2n−2 = b. (7)
Observe that if a = 0, then the system becomes (x+ γ)2
n−2 + cx2n−2 = b =
(x + γ)2
n−2 + c−1x2n−2, rendering (c + c−1)x2n−2 = 0, and since c 6= 0, 1,
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then x = 0. Thus, γ2
n−2 = b, which also has one solution γ, independent
of b, so cBF (0, b) = 1.
We next assume that 0 6= c 6= 1, a 6= 0. Dividing (7) by a and relabeling
x/a 7→ x, γ/a 7→ γ and ab 7→ b (all are linear equations), we are led to
investigate the system
(x+ γ)2
n−2 + cx2n−2 = b
(x+ γ + 1)2
n−2 + c−1(x+ 1)2n−2 = b. (8)
If b = 0, the system (8) transforms into (x + γ)2
n−2 = cx2n−2, (x + γ +
1)2
n−2 = c−1(x + 1)2n−2. If x = 0, then γ = 0, which renders the non-
permissible c = 1. Similarly, x = 1, x = γ, x = γ + 1 can only happen if
c = 1 (assuming b = 0) and that is not allowed. If none of these values of x
happen then the system becomes
x+ γ = c−1x, x+ γ + 1 = cx+ c,
with solutions γ = 1, x = cc+1 6= 0, 1, so x /∈ {0, 1, γ, γ+1}, hence cBF (a, 0) =
1 (which holds for all a, using the previous discussion). We next assume
that b 6= 0.
Case 1: b 6= 0, x = 0. The system (8) reduces to γ2n−2 = b and (γ+1)2n−2−
c−1 = b. Since b 6= 0, then γ = 1/b, which can only happen if bb+1 = b+ c−1,
that is, b2 + c−1b + c−1 = 0. This equation in b has two solutions, say,
b1, b
′
1 = 1/(cb1), if and only if, by Lemma 8, Tr(c
−1/c−2) = Tr(c) = 0.
Thus, in this case, we have a contribution of 1 (the solutions are (x, γ) =
(0, 1/b1), (0, 1/b
′
1)) to cBF (a, ab1), respectively, BF (a, ab′1), otherwise there
is no contribution.
Case 2: b 6= 0, x = 1. The system (8) reduces to (γ+1)2n−2 = b+c, γ2n−2 =
b. If b = 1, then γ = 1 and c must be 1, an impossibility. If b = c 6= 1, then
γ = 1/b and (γ+1)2
n−2 = 0, so, γ = 1, implying b = 1, and so, c = 1, which
is not allowed. Thus, 1 6= b 6= c, and so, γ = 1/b renders b2+cb+c = 0, which
has two roots, say b2, b
′
2 = c/b2, if and only if, by Lemma 8, Tr(1/c) = 0.
Therefore, if Tr(1/c) = 0, then we have a contribution of 1 to cBF (a, ab2),
respectively, cBF (a, ab′2) (the solutions are (x, γ) = (1, 1/b2), (1, 1/b′2)).
Can b1, b
′
1 equal b2, b
′
2? If that is so, then c
−1b1+c−1 = cb1+c, obtaining
b1 = 1, but that is impossible since it will not satisfy b
2+bc+c = 0 (similarly
for b′1 = b2, etc.). Thus, the two contributions from Case 1 and 2 will not
overlap.
Case 3: b 6= 0, x = γ. The system (8) reduces to cx2n−2 = b, 1 + c−1(x +
1)2
n−2 = b, so x = c/b. If b = c, then x = 1, and b = 1 (from the second
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equation), an impossibility. If b 6= c, then we must have b2+ c2+c+1c b+c = 0,
and two roots b exist (b3, c/b3), under c
2 + c + 1 6= 0, by Lemma 8, if and
only if Tr
(
c3
(c2+c+1)2
)
= 0 (one such b′3 does exist even when c2 + c + 1 =
0 (so, n is even), as then, b′3 = c1/2, which always exists). Under these
circumstances, we have a contribution of 1 to cBF (a, ab3), cBF (a, ac/b3),
respectively, cBF (a, ab′3).
Can any of b3, or b
′
3 be equal to b1, or b2?
• If b3 = b1, then as above we get that b1 = b3 = c2+c+1(c+1)2 , assuming
Tr(c) = Tr
(
c
c2+c+1
)
= 0. If that is so, plugging this value in any of
the component equations, renders c
4
(c+1)4
= 0, an impossibility.
• If b3 = b2, similarly, we get that b = cc+1 , assuming Tr
(
1
c
)
= 0 and
Tr
(
c
c2+c+1
)
= 0. Putting the value of b in any of the component
equations, gives c
(c+1)2
= 0, which is impossible.
• b′3 = c1/2 = b1 (under c2 + c+ 1 = 0) when plugged into the equation
of b1, gives c = 1, a contradiction.
• b′3 = c1/2 = b2, similarly renders (under c2 + c+ 1 = 0) when put into
the equation of b2, the value c = 0, a contradiction.
Case 4: b 6= 0, x = γ+ 1. The system (8) reduces to 1 + cx2n−2 = b, c−1(x+
1) = b. If b = 1, then x = 0, and so, c−1 = b = 1, a contradiction. Thus,
b 6= 1 and x = c/(b+ 1), which, when used in the first equation, gives
b2 +
c2 + c+ 1
c
b+
1
c
= 0,
which renders two solutions, say b4, b
′
4 = 1/(cb4), if and only if Tr
(
c
(c2+c+1)2
)
=
0. For such a c, we get a contribution of 1 to cBF (a, ab4), respectively,
cBF (a, ab′4), assuming Tr
(
c
(c2+c+1)2
)
= 0.
Can b4 (or b
′
4) be equal to b1, b
′
1, b2, b
′
2, b3, or b
′
3?
• If b4 = b1 (or b′1), then they must satisfy both cb2+b+1 = 0, cb2+(c2+
c+ 1)b+ 1 = 0, from which we infer b = 0 or c = 0, 1, an impossibility.
• If b4 = b2 (or b′2), then they must satisfy both b2 + bc + c = 0, cb2 +
(c2 + c + 1)b + 1 = 0, implying b = c + 1, which does not satisfy
b2 + bc+ c = 0.
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• If b4 = b3, then they must satisfy both equations cb2+(c2+c+1)b+c2 =
0, cb2 + (c2 + c+ 1)b+ 1 = 0, inferring c = 1, an impossibility.
• If b4 = b′3(= c1/2), then c2 + c + 1 = 0 (so, n ≡ 0 (mod 2)) and
cb24 + (c + 1)b + (c + 1) = 0. Thus, c
2 = (c + 1)c1/2, which combined
with c2 + c + 1 = 0, renders (c + 1)(c1/2 + 1) = 0, that is, c = 1, an
impossibility.
Case 5. Assuming now that x(x+ 1)(x+ γ)(x+ γ+ 1) 6= 0, and multiplying
the first equation of (8) by x(x+ γ) and the second by c(x+ 1)(x+ γ + 1)
we obtain the new system
1 + cx+ bx2 + (c+ bx)γ = 0
1 + c+ bc+ (1 + c)x+ bcx2 + (1 + bc+ bcx)γ = 0.
(9)
Observe that x 6= c/b since, otherwise, c = 0 (inferred from the first equa-
tion), a contradiction. If x 6= c/b, then using γ = bx
2 + cx+ x
bx+ c
found from
the first equation and replacing it into the second, we get
b2cx2 + (b2c+ bc2 + b+ c2 + 1)x+ bc2 + c2 + c = 0,
or
x2 +
b2c+ bc2 + b+ c2 + 1
b2c
x+
bc+ c+ 1
b2
= 0. (10)
If b2c + bc2 + b + c2 + 1 = 0, we have a contribution of 1 to cBF (a, ab). If
b2c+ bc2 + b+ c2 + 1 6= 0, by Lemma 8, Equation (9) will have two solutions
if and only if
Tr
 bc+c+1b2(
b2c+bc2+b+c2+1
b2c
)2
 = Tr( b2c2(bc+ c+ 1)
(b2c+ bc2 + b+ c2 + 1)2
)
= 0. (11)
Therefore, under the above trace condition on b for a fixed c, we have a
contribution of 2 to cBF (a, ab).
To avoid speaking about an empty condition, we want to argue next
that (11) will happen for a fixed c 6= 0, 1, so it will be sufficient to find a
values of b where the trace above is 0. If b = 1 (and so, 1+b+b2c+c2+bc2 6=
0), then the trace becomes Tr(1) = 0, which will always happen if the
dimension is even, the Equation (10) is then x2 + x + 1 = 0 (with two
distinct roots), so in this case we have a contribution of 2 to cBF (a, ab),
where b satisfies (11), otherwise there is none.
21
For the remainder of the proof below we assume that n is odd. Taking,
for example, b = c2 + c−1 6= 0 (for this value, 1 + b + b2c + c2 + bc2 6= 0,
since otherwise, we would get c5 + c4 + c + 1 = (c + 1)5 = 0, so c = 1,
a contradiction), since the dimension is odd and c 6= 0, 1, the above trace
calculation reduces to
Tr
(
c(1 + c+ c2)2
(1 + c)4
)
= Tr
(
c
(1 + c)2
+
c2
(1 + c)4
)
= 0,
which is obviously true, and so there are two roots x to the Equation (10).
We need to make sure that the solutions x, γ will not satisfy x(x+1)(x+
γ)(x+ γ + 1) = 0, so we go back (replacing b = c2 + c−1) to Equation (10),
obtaining
x2 +
c4 + c3 + c2 + c
(c2 + c+ 1)2
x+
c3
(c2 + c+ 1)2
= 0
If x = 0, then c = 0, which is not allowed. If x = 1, then we get 1+c
(c2+c+1)2
= 0,
and so, c = 1, which is not allowed. If x = γ, then the system (9) becomes
x = 0, (c3 + c+ 1)x+ c3 + c = 0,
which is impossible since c 6= 0, 1. If x = γ + 1, the system is now
x+ 1 = 0, (c3 + c+ 1)x+ c2 = 0,
which can only happen if c3 + c2 + c+ 1 = (c+ 1)3 = 0, an impossibility.
Putting together the above cases, we see that, if n ≥ 4, the only possi-
bility is for at most three solutions of the c-boomerang system: we get three
solutions if Case 5 is combined with any of the previous 4 cases (for (iv)
we use c2 + c = 1 = 0 to simplify the trace expression), and therefore, the
c-boomerang uniformity is ≤ 3, but not higher. Our theorem is shown.
Remark 3. From the previous proof, we do get a lot more information about
the Boomerang Connectivity Table for the binary inverse function, but we
preferred to simply give just the maximum c-BCT entries.
We now treat the case of the inverse for odd characteristic. We let
[A]2 = {x2 |x ∈ A}, where A is a set with a defined multiplication on it.
Theorem 13. Let p be an odd prime, n ≥ 1 be a positive integer, 0, 1 6=
c ∈ Fpn and F : Fpn → Fpn be the inverse p-ary function defined by F (x) =
xp
n−2. For any a, b ∈ Fpn, the c-BCT entries cBF (a, ab) ≤ 4. Furthermore,
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(i) If 1 + 2c− 2c2 + 2c3 + c4 = 0 and 3− 2c+ 3c2, 1− 4c, c2 − 4c ∈ [Fpn ]2,
then βF,c = 4 (e.g., for such c, if b =
c2−1
c2+1
, then cBF (a, ab) = 4).
(ii) If 1− 2c− 2c2 − 2c3 + c4 = 0 and 1− 6c+ c2, 1− 4c, c2 − 4c ∈ [Fpn ]2,
then βF,c = 4 (e.g., for such c, if b =
c2−1
2c , then cBF (a, ab) = 4).
Proof. For a = 0, the corresponding system (x+ γ)p
n−2 − cxpn−2 = b, (x+
γ)p
n−2 − c−1xpn−2 = b has one solution (x, γ). We assume now that a 6= 0.
Multiplying by a and relabeling, the c-boomerang system becomes
(x+ γ)p
n−2 − cxpn−2 = b.
(x+ γ + 1)p
n−2 − c−1(x+ 1)pn−2 = b. (12)
If b = 0, we easily get only one solution, so we may assume below that b 6= 0.
Case 1. Let x = 0. The c-boomerang system is γp
n−2 = b, (γ+1)pn−2−c−1 =
b, so γ = 1/b, and (1b + 1)
pn−2 = b + 1c (surely, b +
1
c 6= 0, since, otherwise,
b = −1, and so, c = 1, an impossibility). Thus, (0, 1b ) is a solution assuming
b satisfies b2 + 1c b +
1
c = 0. By Lemma 8, a unique b
′
1 exists if and only
if the discriminant D1 = c
−2 − 4c−1 = 0, that is c = 4−1. Again, from
Lemma 8, two solutions b1 (we call these, here and in the next three cases,
by the same label, as it will not matter in our argument) exist if and only
if 1− 4c ∈ [Fpn ]2, c 6= 4−1. In either case, there is a contribution of 1 to the
respective c-BCT entry.
Case 2. If x = −1, the c-boomerang system is now (γ − 1)pn−2 + c =
b, γp
n−2 = b, so γ = 1/b, which used in the first equation renders (1b −
1)p
n−2 = b − c, which simplified gives b2 − bc + c = 0 (again, b 6= c, since
otherwise 1/b = 1, and so, c = 1, an impossibility). By Lemma 8, a unique
b′2 exists if and only if the discriminant D2 = c2 − 4c = 0, so c = 4, and two
solutions b2 exist if and only if D2 ∈ [Fpn ]2, c 6= 4 (thus, D2 ∈ [F∗pn ]2). In
either case, there is a contribution of 1 to the respective c-BCT entry.
Case 3. Let x = −γ. The c-boomerang system is now cγpn−2 = b, 1−c−1(1−
γ)p
n−2 = b. Thus, γ = c/b (if b = 0, then γ = 0, and the second equation
gives us, c−1 = b = 0, an impossibility). Using γ = c/b (observe that b 6= 1)
in the second equation we obtain b2 − b c2+c−1c + c = 0, which has a unique
solution b′3 if and only if D3 =
1−2c−c2−2c3+c4
c2
= (1−3c+c
2)(1+c+c2)
c2
= 0. There
are two roots b3 if and only if D3 ∈ [F∗pn ]2, or equivalently, (1− 3c+ c2)(1 +
c+ c2) ∈ [F∗pn ]2.
Case 4. Let x = −γ − 1. The c-boomerang system becomes −1− cxpn−2 =
b,−c−1(x+1)pn−2 = b. Then x = − cb+1 (if b = −1, then x = 0, and using the
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second equation, we get −c−1 = b, that is, c = 1, an impossibility), which
used in the second equation gives b2− b c2−c−1c + 1c = 0. This equation has a
root b′4 if and only if D4 =
1−2c−c2−2c3+c4
c2
= (1−3c+c
2)(1+c+c2)
c2
= 0, and two
roots b4 if and only if D4 ∈ [F∗pn ]2, or equivalently, (1−3c+ c2)(1 + c+ c2) ∈
[F∗pn ]2.
We now need to check if overlaps exist among the b’s of various cases,
and therefore the contributions to the c-BCT entries will be added.
• If b1 (or b′1) equals b2 (or b′2), then these must satisfy both b2+ 1c b+ 1c =
0, b2−bc+c = 0, that is, b = c2−1
c2+1
, which when used in the first equation
gives 1 + 2c− 2c2 + 2c3 + c4 = 0. Observe that c = 4, 4−1 vanish this
expression if and only if p = 19. So, we have a contribution of 2 to the
respective c-BCT entry if and only if 1 + 2c− 2c2 + 2c3 + c4 = 0 (this
includes the cases c = 4, 4−1).
• If b1 (or b′1) equals b3 (or b′3), then these must satisfy both b2+ 1c b+ 1c =
0, b2 − c2+c−1c b + c = 0, giving b = c−1c , which when used in the first
equation implies 1 = 0, an impossibility.
• If b1 (or b′1) equals b4 (or b′4), then these must satisfy both b2+ 1c b+ 1c =
0, b2 − c2−c−1c b + 1c = 0, implying that either c = 0, 1, or b = 0, none
of which will work.
• If b2 (or b′2) equals b3 (or b′3), then these must satisfy both b2−bc+c = 0,
b2 − c2+c−1c b + c = 0, which will not work (same argument as in the
previous item).
• If b2 (or b′2) equals b4 (or b′4), then these must satisfy both b2−bc+c = 0,
b2 − c2−c−1c b+ 1c = 0, so b = c− 1, which when replaced into the first
equation gives 1 = 0, an impossibility.
• If b3 (or b′3) equals b4 (or b′4), then these must satisfy both b2− c
2+c−1
c b+
c = 0, b2 − c2−c−1c b+ 1c = 0, and so, b = c
2−1
2c , which implies 1− 2c−
2c2 − 2c3 + c4 = 0.
Observe that other combinations cannot occur above.
Case 5. Assume now that x 6= 0, 1, γ, γ + 1. Multiplying the first equation
by x(x+ γ) and the second by c(x+ 1)(x+ γ + 1) renders
x− c(x+ γ) = bx(x+ γ)
c(x+ 1)− (x+ γ + 1) = bc(x+ 1)(x+ γ + 1).
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Solving for γ in the first equation, we get γ = x−cx−bx
2
c+bx (observe that x 6=
−c/b), which used in the second equation gives us the equation
x2 +
bc2 + b2c+ b+ 1− c2
b2c
x+
bc− c+ 1
b2
= 0,
with a unique root x if and only if
b4c2D5 = 1 + 2b+ b
2 + 2b2c+ 2b3c− 2c2 − 2b2c2
+ b4c2 + 2b2c3 − 2b3c3 + c4 − 2bc4 + b2c4
= (1 + b− c)(1− c+ bc)(1 + b+ 2c+ b2c+ c2 − bc2) = 0,
and two distinct roots x if and only if
(1 + b− c)(1− c+ bc)(1 + b+ 2c+ b2c+ c2 − bc2) ∈ [F∗pn ]2.
Putting together our discussion, we see that the largest c-BCT entry can
only be 4; we do get that value if Case 5 is combined with combinations of
the other cases c-BCT namely, both Case 1 and Case 2, or both Case 3 and
Case 4.
The proof of the theorem is done.
Remark 4. From the previous proof, we do get a lot more information about
the c-Boomerang Connectivity Table for the p-ary inverse function, but, as
for the binary case, we preferred to just give the maximum c-BCT entries.
8 Concluding remarks
We defined a new concept, we call c-boomerang uniformity based upon a pre-
viously defined multiplicative differential. We characterized the new concept
in terms of the Walsh transforms and investigated the properties of some
perfect nonlinear functions, as well as the inverse function in all character-
istics via this new concept.
It would certainly be interesting to see how other perfect nonlinear,
as well as almost perfect nonlinear functions behave under this new c-
boomerang uniformity.
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9 Appendix
We list all the uniformity values for the considered functions in the paper,
for 2 ≤ n ≤ 4, and some values of the parameter k, if involved, computed
via SageMath. Below, α denotes a primitive root in the respective field.
For p = 2, to construct F2n , 2 ≤ n ≤ 4, we take the primitive polynomials,
x2 + x + 1, x3 + x + 1, x4 + x + 1, respectively. If p = 3, to construct F3n ,
2 ≤ n ≤ 5, we take the primitive polynomials, x2 + 2x+ 2, x3 + 2x+ 1, x4 +
2x3 + 2, x5 + 2x+ 1, respectively. If p = 5, to construct F5n , 2 ≤ n ≤ 4, we
take the primitive polynomials, x2 + 4x+ 2, x3 + 3x+ 3, x4 + 4x2 + 4x+ 2.
We will only mention the nonzero entries (surely, for some parameters,
a, b, c, cBF (a, b) = 0, but we are not concerned with that). First, if f(x) =
x2, the possible c-BCT entries (c 6= 0, 1)for f(x) = x2, 2 ≤ n ≤ 4, are [1, 2]
for n = 2, respectively, [1, 2, 3, 4] for n = 3, 4.
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p n possible values of cBF (a, b)
2
2 [1]
3 [1, 2]
4 [1, 2, 3]
3
2 [1, 2]
3 [1, 2, 3]
4 [1, 2, 3, 4]
Table 1: Possible c-
BCT entries for the inverse
f(x) = xp
n−2, 2 ≤ n ≤ 4,
p = 2, 3, c 6= 0, 1
k n possible values of cBF (a, b)
1
2 [1, 2, 4, 6, 9]
3 [1, 2, 3]
4 [1, 2, 3, 4, 5, 6, 7, 8, 9]
2
2 [1, 2]
3 [1, 2, 3]
4 [1, 2, 4, 72, 73, 81, 82, 90, 91, 100]
3
2 [1, 2, 4, 6, 9]
3 [1, 2, 3, 4]
4 [1, 2, 3, 4, 5, 6, 7, 8, 9]
Table 2: Possible c-
BCT entries for the Gold
f(x) = x3
k+1, 2 ≤ n ≤ 4,
1 ≤ k ≤ 3, c 6= 0, 1
k n possible values of cBF (a, b)
1
2 [1, 2]
3 [1, 2, 3, 4]
4 [1, 2, 3, 4]
2
2 [1, 2]
3 [1, 2, 3, 4]
4 [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 18]
3
2 [1, 2]
3 [1, 2, 3, 4, 6, 7, 8]
4 [1, 2, 3, 4, 5]
Table 3: Possible c-
BCT entries for f(x) =
x
3k+1
2 , 2 ≤ n ≤ 4, 1 ≤
k ≤ 3, c 6= 0, 1
Let f(x) = x10 − x6 − x2 on F32 . We list all values of (c, b), for which
the c-DDT entry (for some a) equals the c-boomerang uniformity of 2 (all c-
BCT entries of [1, 2] occur): (2, 2α), (α+2, α+2), (2α, 2α), (α+2, 2α), (2α+
1, 2α), (2α+ 1, α+ 2), (α, 2α), (2, 2), (2, α+ 2), (2α, α+ 2), (α, α+ 2).
Let f(x) = x10−x6−x2 on F33 . We list all values of (c, b), for which the
29
c-DDT entry (for some a) equals the c-boomerang uniformity of 4 (all c-BCT
entries of [1, 2, 3, 4] occur): (2α, α2), (α2 +α, α2 +α+ 1), (α2 + 2, α2), (2α+
1, α2 + α+ 1), (2α+ 2, α2 + 2α+ 1), (α2 + 2α, α2 + 2α+ 1).
Let f(x) = x10 − x6 − x2 on F34 . We list all values of (c, b), for which
the c-DDT entry (for some a) equals the c-boomerang uniformity of 6 (all
c-BCT entries of [1, 2, 3, 4, 5, 6] occur): (2, 2α3 + 2α2), (2, α3 + α2 + 2).
Let f(x) = x10 − x6 − x2 on F35 (the complexity of this computation is
about 232, and if we were to go up to n = 6, it would be 240 operations, so
we stopped at n = 5). We list all values of (c, b), for which the c-DDT entry
(for some a) equals the c-boomerang uniformity of 6 (all c-BCT entries of
[1, 2, 3, 4, 5, 6] occur):
(α4 + α3 + α2 + 2α, α4 + α2 + 2α+ 1), (2α2 + 2α, α4 + 2α3 + α2 + 1),
(α4 + α2 + 2, 2α3 + 2α), (2α4 + α3 + α2 + 2α+ 2, α3 + α2 + α),
(2α3 + α2 + α+ 2, α4 + 2α3 + 2α+ 1), (2α+ 1, 2α4 + α2 + 2α+ 2),
(α3 + α2 + α, α4 + 2α3 + 1), (α4 + α3 + 2α2 + 2α+ 2, α4 + 2α3 + 2α+ 1),
(2α4 + α3 + α2 + 2, 2α4 + α3 + α2 + 2α+ 2), (α4 + 2α2, α4 + α3 + 2α2 + α+ 1),
(2α4 + α3 + 2α2 + 2α+ 1, 2α4 + α3 + 2α2 + α+ 2), (2α2 + 2, α4 + 2α2 + 2α+ 1),
(α4 + α3 + 1, 2α4 + α3 + α2 + 2), (α3 + 2α, α4 + 2α2 + 2α+ 1),
(α4 + 2α+ 2, α4 + α3 + 2α2 + α+ 1), (α4 + α3 + α2 + α, 2α4 + α2 + 2α+ 2),
(2α3 + 1, 2α4 + α3 + 2α+ 2), (2α4 + 2α3 + α+ 2, α4 + α+ 1),
(2α3 + α+ 2, 2α4 + α3 + α2 + 2), (α4 + α3 + 2α2 + 1, α4 + α2 + 2α+ 1),
(2α4 + 2α3 + α2 + 1, α3 + α2 + α), (2α3 + 2α2 + 2, 2α4 + α3 + 2α+ 2),
(α4 + 2α3 + 1, α4 + α3 + 1), (α3 + α2 + 2α+ 2, α4 + α3 + 1),
(α3 + 2α2 + α+ 2, α4 + 2α3 + α2 + 1), (α4 + α3 + α, 2α3 + 2α),
(2α2 + α+ 2, α4 + α+ 1), (2α3 + 2α2 + α, 2α4 + α3 + 2α2 + α+ 2),
(α2 + α+ 2, 2α4 + α3 + α2 + 2α+ 2), (α4 + α3 + 2α, α4 + 2α3 + 1).
Let f(x) = x10 + x6 − x2 on F32 . We list all values of (c, b), for which
the c-DDT entry (for some a) equals the c-boomerang uniformity of 2 (all
c-BCT entries of [1, 2] occur): (2, 2α+1), (2α+1, α), (2α, 2α+1), (α, α), (α+
2, 2α+ 1), (2α+ 1, 2α+ 1), (2, 1), (2α, α), (2, α), (α, 2α+ 1), (α+ 2, α).
Let f(x) = x10 + x6 − x2 on F33 . We list all values of (c, b), for which
the c-DDT entry (for some a) equals the c-boomerang uniformity of 3 (all
c-BCT entries of [1, 2, 3] occur):
(α2 + α+ 2, α2 + 2α+ 2), (2α2 + 2α, α2 + 2α+ 2), (α2 + α+ 2, α+ 1), (α2 + 2, 2), (α2 + 1, α),
(2α2, α+ 1), (2α2 + α+ 2, α), (α2 + 2α+ 2, α), (α, α2 + α+ 2), (2α+ 1, 2α2 + 2), (α2 + α, 2),
(α2 + α, 2α2 + 2), (2α+ 1, 2), (2α, 2), (α2 + α+ 2, α+ 2), (α2 + α+ 1, 2α2 + 2α+ 1),
(2α2 + 2α+ 2, α), (α2 + 2, 2α2 + α+ 1), (2α2 + 1, α2 + α+ 2), (α2 + 2α+ 1, 2α2 + α+ 1),
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(2α, 2α2 + α+ 1), (2α+ 2, 2α2 + 2α+ 1), (α+ 1, α2 + 1), (2α2, α+ 2), (2α2 + 2, 2α2 + α+ 1),
(α2, 2α2 + 2), (α2 + 2α, 2α2 + 2α+ 1), (α2 + 2α+ 2, α2 + 1), (α+ 2, α2 + 2α+ 2), (2α+ 2, 2),
(2α2, α2 + 2α+ 2), (2α2 + α+ 2, α2 + α+ 2), (2α2 + 2α+ 2, α+ 1), (α2 + 2α+ 2, α+ 1),
(2α2 + α+ 1, 2α2 + 2α+ 1), (2α2 + α+ 2, α+ 2), (α2 + 1, α+ 2), (α2 + 2α, 2),
(α2 + 1, α2 + α+ 2), (2α2 + α, α2 + 1), (2α2 + 2α+ 1, 2α2 + 2), (2α2 + 2α+ 2, α2 + 1).
Let f(x) = x10 + x6 − x2 on F34 . We list all values of (c, b), for which
the c-DDT entry (for some a) equals the c-boomerang uniformity of 7 (all
c-BCT entries of [1, 2, 3, 4, 5, 6, 7] occur): (α2 + 2α+ 1, 2α3 + 2α2 + 1), (α2 +
α+ 2, α3 + α2), (α3 + 2α+ 1, α3 + α2), (2α3 + α2 + α, 2α3 + 2.
Let f(x) = x10 + x6 − x2 on F35 . There are 160 pairs (c, b), for which
the c-DDT entry (for some a) equals the c-boomerang uniformity of 5 (all
c-BCT entries of [1, 2, 3, 4, 5] occur). We shall list here only the 140 different
values of c:
2α + α
3
+ α
4
, 2 + 2α
2
+ α
3
, 1 + 2α
3
, 1 + α + α
2
, 2 + α
2
+ α
4
, 1 + α + 2α
3
, α + α
2
, 2α + α
2
, 1 + 2α, 1 + 2α + α
2
,
1 + 2α + α
2
+ 2α
3
, α
2
, 1 + α + α
3
, α + 2α
2
+ 2α
3
+ 2α
4
, 2 + 2α + α
2
+ α
4
, 1 + 2α + 2α
2
+ 2α
4
, 1 + 2α + α
3
+ α
4
,
2 + α + α
2
+ 2α
3
+ 2α
4
, 2 + 2α, α
2
+ α
3
, 2 + 2α + α
2
+ 2α
3
+ α
4
, α
4
, α + 2α
2
+ 2α
3
+ α
4
, 1 + α + α
3
+ α
4
, α
3
+ 2α
4
,
1 + α
3
, 2 + α + 2α
2
+ 2α
3
+ 2α
4
, 2α + 2α
2
+ α
3
+ α
4
, 2α + 2α
2
+ α
3
, 1 + 2α + 2α
2
+ 2α
3
, 2α + 2α
2
+ α
4
, 2α + α
2
+ α
3
,
1 + α
2
+ 2α
4
, 1 + α
2
+ 2α
3
+ 2α
4
, 1 + α + α
2
+ α
4
, α
2
+ α
4
, α
2
+ α
3
+ 2α
4
, 2 + 2α
4
, 2 + 2α + 2α
4
, 2α + α
2
+ α
4
,
α + α
3
+ 2α
4
, 2 + 2α + 2α
2
+ α
4
, 1 + α, 2 + 2α
2
+ α
3
+ 2α
4
, α
2
+ 2α
3
+ α
4
, 2 + α
2
+ α
3
, α + α
2
+ 2α
4
, α
2
+ 2α
3
,
α + 2α
4
, 1 + α
3
+ α
4
, 2 + 2α + 2α
3
+ 2α
4
, 1 + α
2
, 2α + α
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