Introduction
The brain's response to an external stimulus is a complex combination of the activity triggered by the sensory stimulus itself and the brain's internal state at the time the stimulus is presented (Arieli et al., 1996; Azouz and Gray, 1999; Leopold et al., 2003; Steriade, 2001) . The internal state is a function of ongoing activity as well as past activity that resulted in structural changes through plasticity. This may explain why the neural response to a sensory stimulus can vary. It has been shown that some of this variability can be attributed to the immediately preceding ongoing activity (Arieli et al., 1996; Marguet and Harris, 2011) . In the rat visual cortex response reliability can be modulated by stimulation of cholinergic afferents originating from the nucleus basalis (Goard and Dan, 2009 ). State-dependent effects depend also on precise timing, such as in the hippocampus where electrical stimulation can lead to synaptic potentiation or depotentiation depending on its phase, relative to ongoing theta oscillations (Pavlides et al., 1988) .
Spontaneous and sensory driven events may occur only rarely or unpredictably, such as spontaneous bouts of theta oscillations in the temporal lobe, high-frequency ripples in the hippocampus, or attention-related gamma-band oscillations in the visual cortex. Some of these spontaneous events may or may not be observed in vitro or in anesthetized preparations. Thus, experiments are increasingly performed in awake behaving animals. Such experiments, however, reduce control of the experiment and restrict the time available for experimentation. The occurrence of "internal" events is also difficult to control. Hence, it would be useful to make the timing and nature of a stimulus presented to the There are three different PCs: (i) the stimulation computer, which produces visual stimuli on an LCD screen using psychophysics toolbox; (ii) the acquisition system, which receives the data, performs all pre-processing and stores data for later analysis and (iii) the real-time analysis system, which receives a continuous stream of data. Decisions made by the analysis system are sent to the stimulus system, which uses the commands received to produce accurately timed visual stimuli. (B) Software architecture of the analysis system. It runs several workers in parallel, each of which processes a number of channels. They send data to the real-time plotter and to the display system (tcpClientMat). The data router receives the data and delivers it to the individual workers.
animal conditional on the animal's ongoing brain activity and behavior.
Such closed-loop experiments are challenging because they require that data analysis and stimulus generation occur fast enough with respect to the events of interest (Chen et al., 2011) . There are three types of challenges: (i) data acquisition and processing needs to be fast enough, such that brain events of interest can be detected and used for conditional stimulation. This includes signal processing, detection and potential post-processing such as spike sorting, usually on many channels. (ii) Stimulus generation and presentation. Monitor refresh rates, for example, put constraints on how fast a visual stimulus can be updated. (iii) A closed-loop system should be easy to modify by experimenters, so as to allow rapid online adjustment.
We present and test a flexible software based closed-loop system that allows visual stimulation conditional on ongoing activity. 2 The system accepts a large number of high-bandwidth channels in parallel, scales well and is based on standard computing and neurophysiology hardware. It runs in parallel on multiple cores and CPUs, making modifications comparatively easy without requiring extensive programming knowledge. This feature is useful for experimentation, enabling on-the-fly changes by experimenters rather than software specialists. Implementation relies greatly on Matlab rather than a compiled, low-level language, except for functions that do not require frequent modification, such as plotting and network communication.
We focus on the structure of local field potentials (LFPs) and use these signals in real-time to present visual stimuli conditional on features of the LFP. We quantified the system's performance for different noise levels and oscillation frequencies using simulated data, re-played simulated data and experimental data recorded from awake turtles. 2 We make the source code of StimOMatic and benchmark datasets of simulated LFP data publicly available on our website http://stimomatic.brain.mpg.de/ under an open-source license.
Methods

System architecture
The StimOMatic system consists of three separate computers ( Fig. 1) : the acquisition, analysis and stimulation systems. All are connected to a common Gigabit Ethernet network. All systems run Windows and are equipped with hardware-accelerated OpenGLcapable graphics cards. The analysis system is most critical. We used a dual-CPU machine with 8 cores each (Dell T5500 workstation) and a Nvidia Quadro 600 graphics card, used to offload plotting functions. The CPU can thus be dedicated to computing. Online analysis was performed with 64-bit Matlab on Windows 7. Acquisition and visual stimulation machines ran 32-bit Matlab on 32-bit Windows XP.
Online data analysis -software architecture
Online analysis was performed by a dedicated system running Matlab and its parallel computing toolbox. Several workers (Matlab instances) were created, each of which processed one or several data acquisition channel. We used the single program multiple data (spmd) mode provided by the parallel computing toolbox. Workers ran simultaneously on the multi-core/multi-CPU, enabling parallel processing (We used a 16 core system on 2 CPUs). The parallel computing toolbox allows up to 12 workers, each running on a different core. More workers can be used with the Matlab Distributed computing toolbox. All experiments used a maximum of 10 workers. The selected channels were automatically distributed across all available workers as optimally as possible. For example, if 20 channels were selected for processing with 10 workers, each worker (thread) processed 2 channels. Each worker received data from its assigned channel(s) via the Netcom Router (Neuralynx Inc) that runs on the analysis system. Data were fed to the Router by the Cheetah acquisition software (Neuralynx Inc) that ran on the acquisition system (Fig. 1A) . Netcom provides data in blocks of 15 ms. This is therefore the minimal system delay achievable with this architecture.
We developed a flexible plugin architecture so that users can modify and add functionality for specific experimental needs. Each plugin consists of a number of functions (see Appendix A), each of which typically consists of a few lines of code. Each plugin has its own GUI to enable parameter specification, and its own data processing function. There are two types of plugins: continuous and trial-based. The data processing function is called for every incoming block of data with continuous plugins and for every trial with trial-based plugins. Trial-based plugins can be used to update metrics such as the average evoked LFP, whereas continuous plugins can display the data continuously or perform real-time control. The following plugins were used (Table A.1): (i) closed-loop control, (ii) continuous data display and (iii) LFP trial-based response display, which shows the raw LFP as well as average spectrogram averaged over trials, aligned to stimulus onset.
Oscillation detection algorithm (real-time control plugin)
All online power and phase estimates were performed on LFPs using the Hilbert transform. Parameters specified by the user are the passband (in Hz, for example 22-28 Hz for a center frequency of 25 Hz and width of 3 Hz), window size (in ms), power detection threshold (in V 2 ) and the requested phase (in the range − to , only if phase-dependent stimulation is enabled). The power detection threshold can either be "larger than" or "smaller than", meaning that stimuli are triggered when oscillatory power is larger or smaller than the requested value, respectively. The incoming LFP signal is reduced to 250 Hz sampling rate, then bandpass filtered with a zero-phase lag, 4th-order Butterworth filter with the provided center and width frequency. Appropriate measures are taken to avoid edge effects due to the blockwise incremental filtering (by choosing appropriate overlap). Every incoming block of 512 data points (approximately 15 ms, fixed block-size at which our acquisition system delivers data) is first appended to a 3 s long running buffer of raw unprocessed data. The plugin then uses the raw data in the entire buffer to filter, down-sample and estimate the instantaneous power and phase. Afterwards, the plugin evaluates whether the power threshold has been crossed for the newest data-point received. If so, a trigger signal is sent to the stimulus system.
For phase-conditional stimulation, after the power has been crossed, the current phase and oscillatory frequency are determined. The phase is determined using the Hilbert transform. The instantaneous frequency is estimated from the peak-to-peak interval duration of the bandpass filtered signal (Colgin et al., 2009) . We found this method to be more reliable than one based on the Hilbert transform. The trial was aborted (no trigger sent) if the estimated instantaneous frequency was different by more than 3 Hz from the requested center frequency. Using instantaneous phase and frequency, one can predict the time when the requested phase will occur next. This value is sent to the stimulation computer, which triggers visual stimulation after this time minus the known system latency (transmission delays, display onset delays) has elapsed.
Timing synchronization
All timing is relative to the clock of the acquisition system (Cheetah Software, Neuralynx Inc). The stimulus display system sends synchronization data (stimulus on, stimulus off, delay on) via parallel port. This parallel port is sampled at the system sampling rate of 32,556 Hz, i.e. as fast as the data acquisition itself. Transmission delays over the parallel port are negligible.
Visual stimulus onset verification
LCD displays have been suggested to be unreliable for visual psychophysics (Elze, 2010) . However, they have the advantage of relatively slow pixel decay times, making it less likely that neurons lock to the refresh frequency, as sometimes observed with CRTs. We verified that our display onset times were reliable. A photodiode (SFH300, Osram) was placed directly onto the LCD screen at the topmost corner, where the monitor starts its refresh. A resistor and the photodiode were connected in series and connected to a constant power source (1.2 V). One wide-band channel (0.1-9 kHz) of the acquisition system was used to measure the voltage difference across the resistor (the voltage difference was proportional to the luminance measured by the photodiode). The rise-and fall times of the photodiode (<10 s) were rapid and negligible for our purposes.
Simulated LFP signals
Realistic 1/f background noise was simulated by summing sinusoidal pink noise ("red noise", see page 235 in Rutishauser, 2008) . The simulated signals were high-pass filtered at 0.5 Hz, followed by addition of normally distributed i.i.d. noise and superposition of the signal (simulated oscillation). Signal amplitude was varied while the noise amplitude was kept constant to achieve different SNR. The simulated signal was a sine wave, with initial phases chosen randomly from the uniform distribution − to . The same signals were used for simulations and replay for experimental verification.
Write-out of simulated data
Simulated data was converted to analog values for later recording via a digital-to-analog converter (National Instruments, PCIe-6259, sampling rate 25 kHz) and the Matlab DAQ toolbox. Resistors were used to reduce the produced voltage by 1:1000 to produce output signals in the <100 V range. These signals were then recorded in the same way as signals from the electrodes themselves.
Offline data analysis
All data analysis was performed using custom-written Matlab routines (Mathworks, Inc). All filters were 4th order Butterworth non-causal filters. All LFP analysis was performed after downsampling to 1 kHz (low-pass filter followed by sampling rate reduction). Note that the methods used for offline data analysis differ from those used for online analysis, for performance reasons (e.g., 250 Hz online sampling rate vs. 1 kHz off-line). Raw data for each trial were loaded and filtered independently to avoid artifacts due to sampling-rate mismatches. Every trial was automatically screened for outliers and rejected if its amplitude lay outside the range of ±600 V (a range that excluded eye-blink and muscle artifacts).
We calculated the oscillatory power of single trials using multitaper analysis (Chronux Toolbox (Mitra and Bokil, 2008) ), a useful method to estimate single-trial frequency spectra (Jarvis and Mitra, 2001) . We used 400 data points at 1000 Hz sampling rate, a timebandwidth product of 2 and 3 tapers, resulting in a frequency resolution of 5 Hz. We moved a 400 ms window in steps of 50 ms to get oscillatory power as a function of time. Time-frequency spectra were computed for every trial and then averaged, followed by frequency-by-frequency baseline normalization to eliminate power differences due to 1/f power distribution. This resulted in normalized power spectra in units of a multiple of the baseline power at every frequency (no change = 1). The baseline for normalization was estimated before stimulus onset. When comparing conditions, normalization was made relative to the same baseline.
The phase of oscillations was estimated using the Hilbert transform. Single trials were first bandpass filtered in a band of ±3 Hz (Fig. 1B) consists of two parts: a Matlab part that processes raw data and a Python part that visualizes the processed data (left and right column, respectively). Data is exchanged between these two parts via memory-mapped file (mmap, middle column). Both parts run concurrently. (B) Plotting performance for an implementation with Matlab (blue) and two different OpenGL implementations: Vertex Buffer Object (VBO, green) and immediate mode (red). The x-axis shows the number of data points that were plotted, the y-axis shows the frames per second (FPS, 1/time-to-plot). (C) Architecture of the Python OpenGL mmap plotter module (right column of panel A) in UML notation, following the Model-View-Controller design pattern.
around the frequency of interest (22-28 Hz for 25 Hz), followed by the Hilbert transform. The strength of phase-locking across trials at a particular time, typically at stimulus onset, was evaluated using a Rayleigh-test (one phase value per trial) (Fisher, 1993) and visualized using a circular histogram. The phase was measured (in radians) in the range − to with zero at the peak (see Fig. 6 ). Phase angles rotate counter-clockwise in all circular histograms shown.
We further quantified the distribution of phases by fitting them with a von Mises distribution VM( ,Ä), a circular normal distribution. It is a function of the mean angle and the concentration parameter Ä. The larger Ä, the lower the variance of the phases around the mean value. Ä = 0 is a uniform distribution (no phase preference). We used a maximum-likelihood procedure to estimate and Ä (Fisher, 1993) . Some circular statistical methods were used from the toolbox provided by Berens (2009) .
We quantified the peak frequency of the evoked oscillations based on the multi-taper spectra shortly after stimulus onset (parameters as listed above). The frequency at which the observed power deviated most from what would be expected assuming a 1/f distribution was used as the center frequency of the observed oscillations. The background 1/f function was determined by estimating the parameters of the function Af˛. We fitted a straight line to the power spectrum in log-log coordinates (the slope and offset of which are ˛ and A, respectively). We subtracted (in log units) the fitted function from the observed data and took the maximum in the range of 15-40 Hz to determine the oscillation frequency for an experimental session or animal (see Table 1 for a summary and Fig. 7B for an example).
All error bars stated in the text are ±s.d. over trials or sessions (as noted), unless specified otherwise.
Comparison of raw and normalized time-frequency spectra
The peak frequency in the power spectra (Fig. 7B , right) and normalized time-frequency representations (Fig. 7B, left) are not necessarily at the same value. This is due to the baseline normalization. The raw spectra show the absolute power, whereas the normalized spectra show relative power at each frequency, relative to baseline. The peak in raw spectra indicates the frequency at which the oscillations had peak amplitude. This value was not necessarily identical to that characterizing oscillations that increased most relative to baseline. The following calculations show that this shift in peak frequency can be attributed to different slopes of the 1/f spectra at baseline and stimulus conditions. Assume two spectra i = 1,2 with P i (f) = A i f˛i . The slopes of the spectra are dP i /df = A i˛i f˛i −1 . For two conditions with broad-band power differences
for all f and assuming ˛1 = ˛2, the derivative will (by definition) be larger for the condition in which broadband power increased. Thus, the derivative is not independent of the power.
What we wish to visualize with the normalized spectrum P N (f) = P 1 (f)/P 2 (f) is the narrow-band power changes superimposed on the broad-band power changes. If ˛1 = ˛2, this normalized spectrum will perfectly cancel the f˛i term and recover the power constants A i . This is the motivation for using a normalized spectrum (referred to as R-Spectrum by Burns et al., 2010a; Sridharan et al., 2011) . Adding narrow-band power A 2 (f j ) = A 2 (f j ) + d 2 (f j ) only for some frequencies f j will further increase the slope at this particular frequency. Thus, situations can arise where d 2 (f 1 ) > d 2 (f 2 ) for f 1 < f 2 but where P N (f 1 ) < P N (f 2 ). This can be the case if f 1,2 are nearby and if the slope at the lower frequency is sufficiently large to cancel the power difference d 2 (f 1 ) − d 2 (f 2 ) > 0 even if ˛1 = ˛2. Similar situations can arise even if there are no narrow-band increases but if ˛1 / = ˛2, i.e. if ˛ depends on the stimulus (which has been observed, i.e. El Boustani et al., 2009 ). In conclusion, this peak shift does not represent an artifact but follows from the above definition. We used the raw spectra to calculate the peak oscillatory frequencies and the normalized spectra for visualization and for comparisons across animals.
Signal-to-noise ratio (SNR)
We used the SNR as a measure of task difficulty. Our aim was to detect oscillations embedded in a background of 1/f power. We thus defined SNR as a function of the oscillatory power at the frequency of interest relative to the background. The SNR of simulated signals was calculated as follows: (i) bandpass filter in the band of interest (e.g. 15-25 Hz). (ii) Hilbert-transform to estimate power: sqrt(real(X) 2 + imag(X) 2 ). (iii) The ratio of average Hilbert-estimated power when the signal is present over when the signal is absent is equal to the SNR. Since the background signal is 1/f distributed, the same signal amplitude will yield a different SNR value for different frequencies. Thus, to make SNR Table 1 Animals used, dominant oscillation frequency, latency from stimulus onset till the peak of the mean VEP and latency from stimulus onset till the onset was noticeably above baseline (onset, defined as 75% of 1 s.d. above baseline). All errors are ±s.d. over recording days (as specified). In the text, F7 is "Animal 1" and D38 is "Animal 2". values comparable across different simulated frequencies, signal amplitudes were adjusted manually for each simulated oscillation frequency to achieve approximately comparable SNR values. All SNR values were determined empirically from the data; therefore, they vary across simulation runs.
Online data analysis -fast plotting
Matlab's Parallel Computing Toolbox provides the tools to process data in parallel, both locally (on multiple CPUs) and remotely (on multiple computers). Using this technology, our system can operate in real-time, that is, it can process a block of data in less time than the data block-size in which the data arrives (15 ms). When it comes to data visualization, however, Matlab proves to be a bottle-neck. Unlike for data processing, rendering in Matlab is single threaded: all graphics-related calls are queued in a single Java thread, the Event Dispatch Thread (EDT). This thread runs at lower priority then the main processing thread (which manages the parallel processing) and is executed only if the processing thread is idle. It is possible to override this configuration manually and force the system to process all accumulated calls in the EDT using the drawnow() function. However, context switching between threads is expensive and therefore slows down processing. To achieve real-time parallel data visualization without interfering with data processing speed, we implemented an OpenGL-based plotting module written in Python (the Python OpenGL mmap plotter POMP). Each Matlab plugin exports to-be plotted data to shared memory files; they are then read by individual plotting processes that run concurrently. Rendering is further optimized by selectively transferring only the modified data points to the graphics cards ( Fig. 2 shows a summary). We used Python 2.7 together with the libraries NumPy and pyglet 1.1 to implement the plotting-system, which is operating-system independent. Below, we summarize the Matlab component, the data transfer between the two components, and finally the Python-based plotting implementation.
Initial setup of shared memory and data queue
Inter-process communication (IPC) is a set of methods for the exchange of data between different applications. We used mmap, a POSIX-compliant system call, to map files into memory. mmap is supported by Matlab and Python on all platforms. Initializing a plugin ( Fig. 2A) calls the setup mmap infrastructure function to create (i) a set of mmap files that are accessed by both the Matlab and Python side of each plugin; and (ii) a FIFO buffer that holds processed data buffers specific to each plugin and channel, in case the data cannot currently be transmitted via the mmap files (which may happen if the Python side blocks the file while reading from the shared memory). We use the org.apache.commons.collections.buffer.CircularFifoBuffer class for the FIFO buffer (included in Matlab). setup mmap infrastructure creates a set of mmap files: a stats file for information about the number of data channels, the plugin's buffer size and the number of transmitted buffers, and one mmap data file for each data channel that will be plotted.
Data transfer from Matlab to Python
Upon receipt of new data, each plugin's '* processData' function ( Fig. 2A, left column) receives the new data buffer from the corresponding data channel. After processing, the to-be plotted data are first stored in the FIFO queue. send databuffers over mmap reads out the first element of the data mmap file to check whether previously transmitted data has already been picked up by the Python side. If an acknowledgment value (ACK) is not found, no new data can be transmitted. This procedure implements a simple form of a file locking mechanism to assure that previously sent data is not accidentally overwritten. If the ACK value is found, all buffers are removed from the FIFO and are written into the mmap data file as one data vector (for efficiency reasons). Previously processed data are overwritten rather than deleted, making the transfer more efficient. The total number of individual buffers that constitute the transmitted data vector is written into the mmap stats file.
Data pickup by Python
The Python plotting is modularized (Fig. 2C) , such that data management is independent of the current plotting style. The main process will schedule the update function of each plugin to be executed 60 times per second ( Fig. 2A, right column) . The update function consists of four major steps: (i) read out of new processed data from the mmap data file, (ii) confirmation of data pickup, (iii) storage of received data in queue, and (iv) data overwrite on the graphics card. To minimize performance bottlenecks and guarantee swift graphic updates, the number of transferred buffers from the mmap stats file are read first, and only those parts of the memory that changed are read. Once all data channels have been read, the ACK value is written for each channel so that the Matlab side can immediately write new data into the mmap data file. Finally, the incoming data are stored in a queue for later plotting. Lastly, the data are removed from the queue and transferred to the memory of the graphics card (Graphics Processing Unit -GPU). Importantly, only data points that have changed are transferred to the GPU. This removes what otherwise would be the main bottleneck, allowing high frame rates (see Fig. 2B for measurements). We went to great lengths to ensure that rendering is fast, using the Vertex Buffered Objects mode of OpenGL (see Appendix B).
POMP architecture
POMP was designed following the Model-View-Controller design pattern (Krasner and Pope, 1988) , resulting in different classes for the application layers and objects (Fig. 2C) . Each plugin instantiates an object of the MainApp subclass, which inherits its basic API from the ApplicationTemplate superclass. The MainApp class is concerned with data management and provides access to both data received via mmap (mmap interface), as well as data generated on the fly (random data interface). The latter enables easier debugging and testing of plugins. By contrast, the ApplicationTemplate class is mainly responsible for managing the registration of events and rendering handlers that are defined in the current screen class. This granular design allows switching between different plotting modes on the fly, without interference with data handling, or loss of application-specific state information (axes shown, threshold shown, etc.). There are three different plotting modes: Overwrite (keep old data on screen and overwrite with new data while moving to the right), clear at end (plot incoming data to the right and clear plot once end of x-axis is reached), and move left (for every incoming data point, move plot to the left and write new data to the rightmost position).
Online data analysis -communication between systems
The data analysis system makes decisions about when to trigger a particular visual stimulus. These trigger values need to be communicated reliably to the visual stimulation system with minimal system delay. For this purpose, we developed a TCP-based communication protocol and mechanism for data sharing between different processes on the same system. The sender is implemented in C and is called from Matlab using a mex file (by the real-time control plugin). A server process receiving the messages runs on the visual stimulation system. The server writes the values it receives into a shared memory file, which is continuously checked by the Matlab program providing the visual stimulation.
Communication protocol -sender
Client creates a TCP socket connection with the server and transmits the message (a single byte value). Client receives an 'ok' back from the server to confirm data transmission. Client returns 1 to Matlab if sending the message was successful and −1 otherwise. Finally, the TCP socket connection is closed. The loop time (message-response) is ∼1 ms.
Communication protocol -receiver
The server is implemented in Python using the built-in SocketServer.TCPServer module for network communication. We set allow reuse address = True so that the same port can be reused immediately after a connection has been closed (this prevents 'connection refused' errors). We implemented our own request handler by subclassing SocketServer.BaseRequestHandler, which waits for incoming data and checks whether a valid value (integer number) was received. It appends the received value to the shared memory array and sends a confirmation back to the client. The shared memory array contains the last 100 values received -the oldest value is discarded before a new value is appended. To achieve the lowest latencies possible, we tuned the TCP server by disabling the Nagle algorithm so that single packages are sent immediately (see page 402 in Peterson and Davie, 2007) , and limiting our transmission buffer to a size of 10 bytes.
Communication protocol -shared memory variables
For low-latency asynchronous communication between Matlab (which uses psychophysics toolbox to present the stimuli) and the Python TCP server we used memory-mapped shared files. These are accessed using the memmapfile class in Matlab and the mmap class in Python. Thus, we could communicate between two Matlab sessions on two different computers with a total latency of <1 ms (see Section 3 and Fig. 5A ).
Performance evaluation of oscillation-detection algorithm
LFP signals were simulated and oscillatory periods of known location and duration (1 s each) were randomly inserted as described above. For each simulation, 30 non-overlapping such oscillations were inserted into a trace of 130 s duration.
The oscillation frequency of each inserted episode was randomized (±3 Hz, centered on the target frequency). The amplitude of the inserted oscillation was varied to modify the difficulty, quantified by SNR as described above. The same signals were used to assess performance in simulations and experiments. Detection performance was quantified as the proportion of all correctly detected oscillations (TP, true positives) and the proportion of wrongly detected oscillation episodes (FP, false positives). Formally, TP = nTP/TPmax and FP = nFP/FPmax. There were TPmax = 30 oscillatory periods, thus if all these are detected TP = 1.0. Falsely detected oscillatory periods were each assumed to be of equal duration to the truly present episodes, to allow a fair comparison. There were thus FPmax = 100 possible false positives in each simulation. We swept through a range of possible thresholds to get pairs of (TP, FP) values at different thresholds. We used these to plot an ROC curve and to calculate the area under the curve (AUC; equal to 0.5 for chance performance and 1.0 for perfect performance). We use the AUC as a summary measure of the detector's performance at a particular SNR value. The precision P of the detector is P = nTP/(nTP + nFP) where nTP and nFP are the number of true/false detections in a particular simulation, respectively. The precision is a useful metric to quantify the trade-off between latency and detection performance.
Experimental verification with simulated data (oscillation detection)
LFP signals were simulated as described above and re-played as described. The parameters of the real-time control plugin were adjusted accordingly for each oscillation frequency to achieve approximately equal hit rates. This was necessary because the parameters were specified in terms of power (V 2 ), which is a function of frequency due to the 1/f power nature of the LFP. Window-size was 200 ms throughout with thresholds 10, 35, and 200 respectively for 40, 20 and 8 Hz.
Experimental verification with simulated data (phase-specific stimulation)
Parameters of the real-time control plugin were adjusted for each frequency as described above. Window-size was 400 ms throughout with thresholds of 25, 30, 40 and 230, for 40, 30, 20 , and 8 Hz, respectively. The assumed system delay was measured empirically and 29.8 ms for all simulations.
Turtle recordings
Recordings were made from the dorsal cortex of chronically implanted adult turtles (Trachemys scripta, m/f, weights 850-1200 g). Electrodes were 32-channel silicon probes (50 m pitch, 177 m 2 surface area for each site; either in two rows of 16 contacts of the Poly2 type or all contacts in one row; H32 packaging; Neuronexus Inc; see Table 1 for impedances) mounted on a microdrive (nDrive32, Neuronexus Inc). The silicon probe (Vetter et al., 2004) was lowered in small steps (10-50 m) into the brain till the polarity of the visually evoked potentials indicated that some recording sites had reached and passed the pyramidal cell layer. Implanted animals were used for experimental sessions of up to several hours per day with up to 20 sessions per animal. After removal from the water tank and drying, animals were placed into a shielded recording setup where their carapace and plastron were affixed to a stable post via a Velcro belt. Animals could move their head and limbs freely. Animals were presented visual stimuli (various natural scenes, full-screen) using Psychophysics toolbox (Brainard, 1997; Pelli, 1997) on an LCD Screen (120 Hz refresh rate, Alienware Inc.) approximately 30 cm from the animal's head, contralateral to the implanted hemisphere (we always implanted the right hemisphere). Recordings were performed with a Digital Cheetah system and HS-36 headstages (Neuralynx Inc). This headstage had unity gain, high input impedance (∼1T ) and produced no significant phase distortions at the frequencies of interest (Nelson et al., 2008) . The headstage was placed on the carapace of the animal and connected to a plug on the head (Omnetics Inc.) using a flexible unshielded cable, permitting head movements during recording. Recordings were grounded and referenced against one of the skull screws. The polarity of all recordings was inverted as shown in all plots. Signals were sampled at 32,556 Hz wide band 0.1-9000 Hz. A photodiode was placed on the screen to verify stimulus update and its output recorded. After each final experiment, electrolytic lesions were made (40 A DC, 5 s) through one of the upper contacts on the silicon probe (unipolar, vs ground screw, using a WPI A365 stimulator).
Turtle surgery
All surgical procedures and experiments were performed in accordance with permit F122/13 of the Regierungspraesidium Darmstadt (Hessen, Germany). Anesthesia was initiated with Ketamine (10-15 mg/kg) and Medetomidin (0.1 mg/kg) injected i.m., followed by intubation and maintained with 3-3.5% isoflurane (6 cycles/min, 5-12 ml volume, 8-15 mm Hg pressure). The animal was placed into a customized stereotactic apparatus (Knopf Inc) and fixated using custom-made ear bars. All surgical procedures were done under 20× magnification with a Zeiss neurosurgical microscope. The skin on top of the skull was carefully removed with a scalpel over both hemispheres and between the eyes to reveal the bone surface. A small cranial window was opened over the target area (see Fig. S2 ) (Powers and Reiner, 1980; Ulinski, 1990) . Next, a part of the exposed dura was removed, followed by removal of the arachnoidea (using the sharp tip of a cannula, while carefully avoiding blood vessels). Electrode position was determined using anatomical landmarks (the rostro-caudal lateral ridge, which starts at the bulb-to-cortex border, indicates the transition between the dorsal and lateral cortex). The pia was penetrated with a customized pneumatic inserter (Blackrock Microsystems) (Rousche and Normann, 1992 ). The silicon probe was then inserted into the cortex through this opening. The probe was advanced using a small microdrive (nDrive, Neuronexus Inc), which also held the 36 pin connector. Three small holes were drilled into the skull around the microdrive, into which gold-plated screws were placed. These screws served both as external reference and ground (silver wire, which is connected to the plug) and as anchors for the cement holding the drive. After insertion, the microdrive was glued to the skull using UV-light curable orthodontic adhesive (Transbond XT, 3M Inc.). The craniotomy is filled with self-hardening liquid silicon (Flexitime medium flow, Heraeus Dental Inc.), allowing free movement of the electrode. The edges of the implant, the screws and the plug are then covered with dental cement for stability and protection. Because the drive exceeded 10 mm in height, preventing complete head retraction, we placed one screw between carapace and plastron on each side of the neck, to serve as head posts. Two holes (3 mm diameter) are drilled through the upperand lower part of the shell to insert. These screws were stainless steel screws (surrounded by soft plastic), placed 3-5 mm from the anterior edge of the shell. The distance between the two screws was slightly smaller than the minimal width of the head, regardless of orientation. The chronic implants were functional for up to several weeks after implantation. This paper contains data from 5 chronically implanted animals ( Table 1) .
Results
We first evaluated our methods for real-time analysis of LFP signals using simulations and recording of simulated data. Next, we evaluated the feasibility of performing closed-loop visual stimulation experimentally in awake animals. For this, we presented visual stimuli to awake turtles conditional on the presence of oscillations in the LFP recorded from visual cortex.
Performance evaluation with simulated data
Our aim was to asses quantitatively the performance of our algorithm, given well defined signal characteristics. The algorithm had access to the simulated data in the same manner as the real-time implementation (block-by-block).
Simulated LFP signals with 1/f power similar to experimentally recorded LFPs were used as background "noise" and simulated oscillations of known amplitude, duration, start phase and location were inserted (see Section 2 for details and Fig. 3A for examples). We then evaluated the detection algorithm by comparing its performance (ROC analysis, latency to detect) for different SNR values and oscillation frequencies. We tested frequencies in the range of 8-80 Hz. We found that the algorithm could detect oscillatory periods reasonably reliably starting at an SNR value of 1.2 (AUC > 0.75, Fig. 3B, D) . The latency to detect the oscillation was shorter with higher SNR (Fig. 3C, E) but did not depend strongly on oscillatory frequency except at very high thresholds (Fig. 3E) . Similarly, detection performance was largely independent of oscillation frequency (Fig. 3D) . This is because our definition of SNR normalizes signal amplitude as a function of frequency. If signal strength were calculated as absolute voltage amplitude, detection performance would depend strongly on signal amplitude, due to the 1/f nature of the underlying signal; indeed, background signal amplitude is higher for lower frequencies, and oscillations need to be of greater amplitude to be detected. We defined SNR on a per-frequency basis to normalize for this effect. Also note that for very low frequencies (<2 Hz) the detection latency would increase, due to the need to integrate over at least one period. The frequencies of interest here (>2 Hz) eliminated this problem (Fig. 3E) .
We quantified the relationship between detection performance and latency (between oscillation onset and detection, see Section 2) as a function of oscillation frequencies (Fig. 3F, G) . We found that there was a large tradeoff between the two, imposing that one prioritizes one or the other (low precision/short latency or high precision/long latency) in each experiment.
Performance evaluation with "recorded" data
Next, we used the same simulated data traces but in simulated recordings (Fig. 4) . For this purpose, we converted the simulated data to analog voltage values using a digital-to-analog converter (see Section 2) and recorded these as if they were real signals from recording electrodes. Thus, performance can be evaluated precisely because the timing of the introduced event (oscillatory periods) is known.
First, we evaluated the delays introduced by various components of the system. The delay from the onset of an event to a visual stimulus change is made up of three components (see Fig. 4A ): (i) algorithm delay, (ii) system delay, and (iii) display delay. The first delay is the time between the onset of the event of interest and its detection. The type of algorithm used and its parameters determine this delay. For simple detection tasks (such as crossing of amplitude thresholds or detecting single spikes), the algorithmic delay could be reduced to almost zero. This delay is a lower bound in case of infinitely fast access to data and absence of computational delay. It can be calculated only for simulated data, because the true onset of an event is usually unknown. The system delay is the additional time that elapses until the analysis system detects the event. This delay is due to communication and computational overhead. For a perfect system, it would be 0. The third delay is due to the physical limits of the display. It is the time from when the analysis system detects the event to that when the visual stimulus changes on the screen, as verified by the photodiode.
We now focus on oscillatory events as the objective of our detection. We evaluated the different delays for our oscillation detection algorithm as follows. The raw signal (Fig. 4B, blue) was continuously band-pass filtered around the frequency of interest (Fig. 4B, red) and a detector signal was continuously updated (Fig. 4B, green) . If the detector signal crossed a pre-defined threshold, an event was generated (magenta arrow) and sent to the display system to update the screen. When the actual screen update occurred the system generated another event (black arrow). The first time that the oscillation would have been detectable theoretically (blue arrow) was used to assess the latency. We verified that the timing returned by the display update is accurate by recording a photodiode trace (Fig. 4B, bottom) . Timing of the screen was very accurate, with the half-max reached in approximately 4 ms after the psychophysics toolbox indicated execution of a screen refresh (Fig. 4C) .
We next evaluated the system and display delays for different oscillation frequencies and SNR values. For 20 Hz oscillations with SNR 7.5, the detection delay was on average 32.6 ± 15.6 ms (Fig. 5A ). It then took 0.4 ± 0.3 ms to transfer to the display system, 11.5 ± 2.3 ms to refresh the screen (flip time) and 3.0 ± 0.1 ms till the information appeared after a refresh (Fig. 5A) . We varied the SNR as well as the average frequency of the oscillations and found that the system could detect oscillations with total onset to screen change latencies in the range of 50-150 ms (Fig. 5B-D) . Shown is the total delay (black) till the screen changed as measured by the photodiode, as well as its components. Notice how the system delay (red) is independent of SNR, whereas the algorithmic delay (blue) decreases with higher SNR. This tradeoff is identical to that established above with simulations. With experimental data, the true onset time of the oscillations is of course not known or predictable. Hence, the algorithm delay is unknown and all that can be computed in this case is the time between when the real-time analysis system detected the oscillation and when a infinitely fast algorithm would have found it (Fig. 5B-D, red) .
The latency results above were derived from real-time measurements with only one channel. We also assessed the delays as a function of system load (Fig. 5E ), the number of channels processed in parallel. The same power-detection algorithm ran on each channel using the parallel architecture described above. We allowed a maximum of 10 workers (see Section 2). The to-be detected oscillations only appeared on one channel at random, so all channels had to be processed. Only the system delay is of interest here, because all other delays are independent of load. We used 20 Hz oscillations of high SNR (7.5) and enabled real-time plotting for one of the channels. System latencies increased from 37.0 ± 19.2 ms for a single channel to 69.1 ± 27.1 ms for 60 channels. The average latency was <40 ms for up to 30 channels. Because 10 parallel workers were used, we conclude that each worker could process 3 channels in parallel without introducing additional delays. If the load on each worker exceeds 3 channels, delays increased. These limits can be increased with a more powerful computer. Network traffic generated between acquisition and analysis machines was approximately 70 kB/s for every channel (resulting in 4.2 MB/s for 60 channels; Fig. 5E ).
Next, we evaluated the system's ability to change the visual stimulus at a particular phase of a detected oscillation. All simulated oscillations started at a random phase and, in the above evaluation, the screen change would thus occur at a random phase (as soon as the oscillation was detected). We extended our algorithm such that, when it detected an oscillation, it also estimated the instantaneous frequency of the oscillation as well as the current phase (see Section 2 for details). The algorithm calculated when the requested phase would occur next, assuming oscillation frequency remained unchanged and coherent. Taking into account the known delays (Fig. 5A ) until screen update, the algorithm was thus able to send the trigger signal at the correct time.
The onset of visual stimuli could be timed such that they appeared at a phase chosen by the user (Fig. 6 ). For example, targeting the middle of the upstroke (270 • , see Fig. 6A for illustration) at f = 20 Hz resulted in an average phase error of 19.6 • (2.7 ms). Phase values were clustered significantly around the mean phase (Fig. 6A , Rayleight-test, p < 4e−26, R = 0.53, Ä = 1.24). Single traces taken from this example (Fig. 6B, black) confirm that the stimulus appeared at the requested phase (Fig. 6B, blue) . This was possible for arbitrary phases (Fig. 6C, D show two examples) at frequencies up to 40 Hz but not for 60 Hz (Fig. 6E, F) . The frequency at which significant phase locking could be guaranteed is determined by the system's variance (Fig. 5E, s. d. ∼19.2 ms).
Performance evaluation -real-time plotting
Fast and direct data display is crucial for real-time analysis systems, because it facilitates on-line data exploration and rapid parameter fine-tuning (e.g., selection of channels, frequencies and thresholds). Data visualization, however, can be a critical problem. We thus implemented a plotting system based on OpenGL enabling data display independent of processing (see Section 2 and Appendix). We tested two possible modes of OpenGL: the immediate and vertex buffer object (VBO) modes. Immediate mode is straightforward, but scales poorly with rendered points, because all the data points must be transferred from CPU memory to GPU memory at each plot iteration (Fig. 2B, red) . In VBO mode, by contrast, memory can be allocated on the GPU such that only new data points need to be uploaded. Plotting time thus becomes almost independent of the total amount of displayed data points (Fig. 2B,  green) . While Matlab plotting is fast with small numbers of data points (<51,200), the sampling rates required for spike and LFP data were between 1 and 32 kHz. We thus implemented the VBO mode (Fig. 2B) .
Visual stimulation conditional on oscillatory power
We recorded with chronically implanted electrodes from the dorsal cortex of awake turtles (Fig. S2) . Dorsal cortex receives visual input from the thalamic lateral geniculate nucleus (Zhu et al., Table 2 Trial-by-trial variability, quantified from the same sessions used in Table 1 . Shown are the average s.d. of the trial-by-trial variability. For peak VEP, the range to find the peak used was 50-400 ms; for the peak oscillatory power, it was 50-1000 ms.
Animal
Mean s. 2005). Turtles were restrained at their carapace, and presented visual stimuli on an LCD screen positioned contra-laterally to the implanted electrode. We presented images of natural scenes lasting up to 2 s each, with randomized inter-stimulus intervals of 10 ± 3 s. The LFP response consisted of two components: (i) a broad-band component, the visually evoked potential (VEP; Fig. 7A, middle) , and ii) oscillations in a 25-35 Hz band (Fig. 7A, bottom) . The oscillation frequency varied little (∼1 Hz) across days in each animal but varied significantly across animals (22.4-33.2 Hz across five animals, Table 1 , see Section 2 for definition of peak frequency). Both response components occurred after the onset and offset of the stimulus (Fig. 7A) . Using 32-channel silicon probes inserted perpendicular to the cortical surface, we found that responses could be found at all depths of the cortex, but with variable amplitude and polarity (Fig. 7C, D) . Response latency varied across trials, but very little across channels (Fig. 7D, Table 2 ). For this reason, we will restrict our description to the use of one channel.
In an initial screening session (open-loop), we measured the frequency spectra of the evoked responses in (near) real-time enabling the choice of the optimal parameters (center oscillation frequency, detection threshold) in ∼20 trials. The aim of our on-line stimulation system is to enable the choice of appropriate stimulus timing, conditional on the animal's brain state, as assessed from LFPs and oscillatory signals. We presented a sequence of two images (Fig. 8A) , called primary and secondary. The primary image was presented at low baseline activity, i.e., when the animal was quiet, immobile, and not actively engaged in processing sensory stimuli (which is usually associated with oscillatory activity). The secondary image was presented only if the primary image evoked an oscillatory response. The time delay to the onset of the secondary image depended on when oscillatory power (whose increase has been caused by the first stimulus) had crossed a threshold, and on the phase of the ongoing oscillation. For phase-conditional image onsets, the delay was such that the secondary image would appear at the specified phase. Thus, for each trial, the system first assessed whether the conditions for presentation of a primary stimulus were satisfied (low oscillatory power, see Section 2). Immediately after the primary stimulus, the system assessed whether oscillatory power exceeded a predetermined threshold (see below) within t ≤ 1 s. If so, the trial was noted as a "primary success" (Fig. 8A and B, green). If not, the trial was aborted ("primary abort", Fig. 8A and B, blue). In a randomly determined subset of 50% of all "primarysuccess" trials, the secondary stimulus was presented, resulting in either a "secondary shown" or a "secondary control" trial ( Fig. 8A and B black and red). The "secondary-control" trials were used to assess the choices made in response to the primary stimulus; the "secondary shown" trials were used to verify stimulus presentation timing and latency. High and low oscillation power thresholds were set manually at the beginning of each session based on responses recorded in the initial trials. Thresholds were kept constant throughout each experiment.
Primary and secondary stimuli always resulted in a VEP (Fig. 8C) , even if the associated oscillatory power was low (Fig. 8C, blue) . . (E,F) Population statistics of oscillatory power for both animals. The average peak power was significantly different between primary only and secondary shown as well as secondary control and secondary control trials in both animals (p < 0.05, pairwise t-test). Lines show individual sessions. (G) Average powerspectra based on the period after stimulus onset. The difference between secondary control (black) and secondary shown (red) is due to the conditional presentation of a second stimulus. Errorbars are ±SE over sessions.
Presentation of the secondary stimulus during an ongoing oscillation, however, always resulted in a prominent increase of oscillatory power (Fig. 8B and D) . A total of 32 sessions with 2 animals were used to quantify the reliability of our real-time stimulation system. All error bars that follow indicate ±s.d. across sessions. Primary stimuli evoked oscillations of sufficient strength in 75 ± 10% of trials (the range of failures across sessions was 10-47%). Note that trials were initiated only if pre-stimulus baseline oscillatory power was low. Despite this precaution, about 25% of primary trials failed to evoke oscillations. We quantified stimulus-evoked oscillatory power as the average power in a band ±5 Hz centered on the peak frequency after the stimulus onset, normalized to baseline power (Fig. 8E,F) . We also quantified average raw power after stimulus onset for the same time periods (Fig. 8G) . The stimulation system correctly distinguished between primary-abort and primary-success trials (Fig. 8E , normalized power 1.16 ± 0.08 vs. 3.47 ± 0.25, paired t-test p < 1e−11). As per our chosen threshold, power increased by 16% (relative to baseline) for aborted trials and by 247% for trials classified as successes (Fig. 8E) . In contrast, peak VEP amplitude was only slightly less in aborted than successful trials (mean amplitude: −62 ± 45 V vs. −77 ± 44 V, p < 0.05, paired t-test). The secondary stimulus resulted in an additional power increase relative to the primary responses in which no secondary stimulus had been shown (Fig. 8F , normalized power of 5.09 ± 0.47 vs. 8.38 ± 0.72, p < 0.0001; Fig. 8B (red vs black) shows single trial examples). Thus, showing a second stimulus conditional on ongoing oscillations triggered by a previous stimulus further increases oscillatory power by approximately 65% (Fig. 8F) . Note that the power for the secondary control trials is different in Fig. 8E and F because of different alignment (primary and secondary, respectively). The delay between onset of the first and second stimuli was 331 ± 166 ms (±s.d. across 3673 trials).
The average oscillatory response (normalized to baseline) to single primary stimuli (primary aborts and primary successes followed by control trials) was 2.51 ± 0.16 (Fig. 8E, average of both) . In offline mode (no real-time control) this would be the best average power that could be expected, conditional on a quiet baseline. For this comparison, this selection would have been made post hoc rather than in real-time. By contrast, the secondary stimuli resulted in oscillatory power of 8.38 ± 0.75 (Fig. 8F, right) , significantly different from 2.51 ± 0.16 (p < 1e−10). Selecting only the primary trials that were successful results in power of 3.47 ± 0.25, significantly less than 8.38 ± 0.75 (p < 1e−7). Is this power increase greater than would have been expected if power in response to the two successive stimuli summed linearly? Under this assumption, the power for two sequentially presented stimuli would be 5.02. Selecting only the subset of successful primary stimuli and adding the average power evoked by them to that evoked by unconditional stimulus presentations results in a value of 5.98 ± 0.4, significantly less than what observed after conditional sequence stimulation (p < 0.006). Note that this is the relevant comparison, because secondaryshown stimuli were not further subdivided into successes and failures (all trials were used regardless of the response). Thus, presenting two stimuli conditionally resulted in average power of 8.38 ± 0.75, significantly more than what would be expected if the oscillations were adding linearly 5.98 ± 0.4 (p < 0.006). We conclude (i) that our stimulation system successfully selected trials in real time based on instantaneous oscillatory power and (ii) that visual stimulation conditional on an ongoing and stimulus-evoked oscillation results in a supra-linear increase in oscillatory power.
Visual stimulation conditional on phase
In each experimental session (same 32 sessions as above), we chose a target phase (peak, trough, upstroke, downstroke) . In each trial, the secondary stimulus was presented such that it would appear on the screen at the requested phase (see Section 2). We calculated the phase of the ongoing oscillation (evoked by the first stimulus) at the onset of the secondary stimulus and evaluated whether this phase was consistent across trials using circular statistics. We could target arbitrary phases of the ongoing oscillations for oscillation frequencies up to 40 Hz (see Fig. 9A and B for 25 Hz and 35 Hz examples).
Averaging band-pass filtered trials (±5 Hz) aligned at the secondary stimulus onset resulted in phase-coherent oscillations with a phase at stimulus onset consistent with that specified by the user (Fig. 9B, magenta marker) . The phase of the ongoing oscillations at stimulus time was significantly distributed around the requested phase in 31 of 32 sessions (Fig. 9C , p < 0.05, Rayleight test) with a mean resultant length of R = 0.35 ± 0.08 (Fig. 9C) . The mean error relative to the requested phase was 9 ± 28 • (Fig. 9C , not significantly different from zero). Oscillations were significantly phase locked for a total duration of 242 ± 20 ms (p < 0.05 Rayleigh test at each time point, uncorrected). Thus, oscillation bouts of about 250 ms (see also Fig. 7D ) were sufficiently auto-coherent (see Burns et al., 2011) to enable accurate phase prediction and phase-locked stimulation.
Note that, while mean phase deviations can be corrected easily via a system delay, phase variance is harder to compensate for. We further quantified the variance of the measured phases, using von Mises distribution fits (circular equivalent of the normal distribution). The concentration parameter k (the inverse of the variance) was 0.7 ± 0.2 (Fig. 9C) , a value at which the von Mises distribution contains 70% of its density within ±90 • ; Fig. 9C shows the von Mises probability density for different values of k for illustration.
In a first control, we assigned the system to choose a random target phase for every trial (3 sessions from 2 animals). This resulted in an absence of significant phase locking (p > 0.05, Rayleigh test), an average R = 0.08 ± 0.04 and k = 0.16± 0.07. In a second control, we quantified the phase of ongoing oscillations at the onset of the primary stimulus (only trials with no secondary stimulus were used). Because the primary stimulus had not been shown conditional on the phase, we expected no phase locking at stimulus onset. Over all 32 sessions, and consistent with this expectation, we found R = 0.1 ± 0.1 (0/32 were significant with p < 0.01 and 3/32 with p < 0.05) at response onset. The distribution of phases after onset of the phase-locked secondary stimulus was R = 0.35 ± 0.08 (significantly different from R = 0.1 ± 0.1, p < 1e−12 paired t-test).
Discussion
We designed a closed-loop system that can accurately detect the onset and phase of ongoing oscillations in the LFP and use this information in real time for conditional visual stimulation with low latencies and high accuracy. We demonstrated by simulations and experiments that our system detects oscillations with sufficiently low latency and high fidelity to allow phase-conditional presentation of visual stimuli for oscillations up to 40 Hz. The software was designed to exploit multi-core and multi-CPU processing, enabling parallel processing of large numbers of channels with inexpensive hardware. For example, a 2-CPU machine with 16 cores can process up to 30 channels in parallel without any increase in latency. Increasing the number of channels simply requires more CPUs, but necessitates no changes in our software.
Performance evaluation and system design considerations
Experiments with awake behaving animals are essential to understand brain function, but often generate limited data in conditions that vary, due to the animal's own internal state and behavior. Sensory (or other) stimulation systems that can be conditioned on the animal's instantaneous brain state could greatly improve and facilitate such experiments. For such systems to be useful, they should be modifiable easily and on the fly by experimenters. This makes closed-loop control with compiled code written in low-level languages such as C++ running on real-time operating systems such as QNX impractical, except to experienced programmers. Rather, we developed a system around a standard, commercially available data-acquisition system. We intentionally separated the data acquisition and real-time analysis components to ensure that data acquisition is not affected even when real-time analysis fails. We opted for a high-level programming language used by many neurophysiologists (Matlab), supplemented by a few time-critical components, written in other languages (C++, Python). These components provide infrastructure and do not require frequent modifications. We divided the software into components, consisting of the core and a number of data-processing plugins. The core takes care of data retrieval, parallel processing and distribution, plotting, and communication with the display system. The plugins implement specific real-time analysis and control algorithms, such as the detection of oscillations. Plugins are implemented by providing a small number of functions with an easy-to-use syntax. They are the primary means by which investigators can modify and extend the functionality of the real-time system.
Performing closed-loop experiments with awake animals poses several challenges. For example, electrodes, channels, power spectra, phases and thresholds must be assessed quickly and appropriate values chosen easily. Because such experiments are in closed-loop, the above operations must be carried out very fast. We implemented real-time analysis components that allow visualization of the responses as they emerge (updated at every trial). From these continuously updated metrics, we could quickly choose appropriate parameters for subsequent real-time control.
Delays due to display. We displayed natural scenes on standard 120 Hz computer screens. Techniques known from visual psychophysics (Brainard, 1997; Pelli, 1997) and gaze-contingent visual displays (Kotowicz et al., 2010; Perry and Geisler, 2002) enable frame-by-frame control of screen display while avoiding artifacts such as screen-updates during a refresh cycle. Nevertheless, a 120 Hz refresh rate implies that refresh cycles last between 8 and 17 ms (see Fig. 5 ) introducing an uncertainty and trial-to-trial variability of 8 ms. This delay and uncertainty could be reduced using different displays, and reduced to almost zero if feedback stimulation were provided electrically or optically.
Algorithmic delays. The nature of the signals used to assess brain state imposed a delay between onset and detection of the local field potential oscillations. This delay must be added to the system delay, which includes data transfer and computation. Depending on frequency and SNR of the oscillations, the algorithmic delay was 0.5-2 times the system delay for simulated data (Fig. 5) . Thus the delays due to processing, transfer, and display accounted for only a minor fraction of the total delay (especially at high SNR). This supports the conclusion that our system architecture is fast enough to solve our task. Note that the true onset time of evoked oscillations is really unknown with experimental data. Consequently, the true SNR of the oscillation signal in an animal experiment is also unknown, and SNR could be calculated only for simulated data. We used a narrow band-pass filter followed by the Hilbert transform for oscillation detection, with a threshold that optimizes the precision-delay tradeoff (Fig. 3) . Other power estimation methods, such as multi-taper estimates, might achieve better performance.
Note also that using different features of the signal (such as a simple voltage threshold) would naturally reduce delays.
Phase-conditional visual stimulation. Locking a visual stimulus to a particular phase of an ongoing oscillation requires that future timing be predictable based on knowledge of that oscillation's frequency and phase at a given time. This imposes that the oscillation be reasonably stationary (auto-coherent) over the delay (display + system delays, Fig. 5B -E) between oscillation detection and stimulus onset. This was true (by design) with our simulated data, but also with our experimental data (Fig. 9) . In primate V1, the width of gamma-oscillation auto-coherence was not significantly longer than expected by chance (Burns et al., 2010b) . Whether evoked or spontaneous oscillations in the turtle visual cortex are auto-coherent beyond what would be expected by chance is not known at present.
Experimental verification in awake turtles
We demonstrated that our system performed reliably during cortical recordings in awake turtles, exhibited by the accurate separation between 'secondary abort' and 'secondary success' trials in the sequential presentation experiment. The turtle visual cortex exhibits prominent oscillatory responses (Fig. 7 ) visible in singletrials (Bullock, 1993; Prechtl, 1994; Prechtl and Bullock, 1994; Prechtl et al., 1997 Prechtl et al., , 2000 . While prominent, these oscillations vary greatly in strength and duration across trials. These oscillations can be triggered by a change in visual input, but also occur spontaneously or following more complex processes such as the omission of expected stimuli (Prechtl and Bullock, 1993, 1994) . As such, they have many similarities to gamma oscillations commonly observed in mammalian cortex. In turtle, these oscillations have been suggested to represent a signature of cortical processing (Prechtl and Bullock, 1994) , partly because they are greatly diminished under anesthesia. In contrast, the VEP remains virtually unchanged in anesthetized animals (Prechtl and Bullock, 1992) . While the role of such oscillations in the turtle cortex remains unknown, their ubiquitous nature represented an ideal model system to test our closed-loop system.
Our aim was to present visual stimuli at a particular phase of ongoing oscillations, when oscillatory power was high. The inherent variability of turtle visual cortex oscillations, together with the limited number of trials that can be run on any given day, makes it impractical to perform this experiment in an open-loop arrangement. This thus serves as a demonstration of the power of a closed-loop system, as it allows experiments that are otherwise impossible. In our sequential stimulation experiment, we designed two decision points conditional on ongoing brain activity: (i) oscillatory power should be low at baseline to initiate the first stimulus;(ii) oscillatory power should cross a power threshold to initiate the second stimulus. This stimulus sequence is only an example of what can be achieved. This sequence of conditions greatly facilitated the collection of useful trials: because up to ∼50% of trials failed to pass condition ii, the trial could be aborted early and the next trial initiated quickly. Adding further conditionals, such as behavioral criteria, would further maximize return.
Potential applications
The receptive fields (RFs) of sensory neurons can be non-linear and high-dimensional, preventing exhaustive mapping of stimulus space. However, a small proportion out of all possible stimuli is often sufficient to define a RF, provided that the most informative stimuli are shown. For example, for non-linear RFs that are piecewise linear the most informative points are those that determine the non-linearities. A search mechanism that determines the most informative stimuli requires online access to the neuronal response. Such approaches have been used to define iso-response curves of V1 neurons in response to colored stimuli (Horwitz and Hass, 2012) and for responses to luminance-differences in the retina (Bolinger and Gollisch, 2012) . The iso-response curves define the highly nonlinear response of these neurons well and could only be determined with the help of a closed-loop approach.
Closed-loop learning protocols are crucial in elucidating the role of different electrophysiological brain states in learning. Theories of learning suggest that the larger the impact of novel (to-be-learned) stimuli on ongoing brain activity, the faster can learning proceed. Certain brain states and activity patterns appear to be conducive to learning. Examples include hippocampal theta activity, and sharpwave ripple (SWR) complexes during rest shortly after learning. More recently, conditional learning protocols have provided crucial evidence for a causal role of such brain states in learning. For example, the conditional presentation of learning stimuli during hippocampal-dependent trace conditioning can be used to increase or decrease the learning rate by design (Asaka et al., 2005; Griffin et al., 2004) . Transient disruption of SWRs shortly after learning or during sleep (Ego-Stengel and Wilson, 2010; Girardeau et al., 2009; Jadhav et al., 2012) results in learning deficits. Such disruption is achieved by electrical stimulation triggered in real time by the occurrence of ripples. These examples illustrate the types of experiments that are made possible by closed-loop systems and our system can be used to perform similar experiments.
Closed-loop systems can greatly facilitate the search for the appropriate stimuli to activate a given neuron, in particular in areas where neurons respond sparsely to abstract concepts or specifically to certain objects previously seen by the subject, such as animals, cars, specific people or faces (Kreiman et al., 2000; Mormann et al., 2011) . Similar visual response specificity exists for the LFPamplitude or oscillatory response (Kreiman et al., 2006) . Since it is a priori impossible to predict what a particular neuron or LFP recording site will respond to, it is necessary to screen a wide variety of stimuli first, followed by presentation of stimuli related to the images that the neuron responded to in the screening. This requires quick data analysis followed by preparation of a new stimulus set, something which is routinely done in the course of hours in some experiments (Quiroga et al., 2005) . A closed-loop system can greatly facilitate this process and allow repeated iteration and refinement of the stimulus set despite the limited availability of recording time.
Biofeedback and conditioning of neuronal responses requires closed-loop systems. Exposing an animal to the activity of its own neurons allows behavioral operant conditioning, such that activation of a particular neuron leads to reward (Fetz, 1969) . In this classic study, a manually tuned single-channel hardware integrator was used; Similar experiments but on a larger scale and using more complex features such as oscillations are possible by using a closed-loop system such as ours. Such biofeedback has now also been used for recovery-of-function in neuroprosthesis and brainmachine interface (BCI) applications (Hwang and Andersen, 2009; Chapin et al., 1999; Hochberg et al., 2006; Moritz et al., 2008; Taylor et al., 2002) . Some general-purpose software environments for BCI applications have emerged (Jerbi et al., 2009; Renard et al., 2010; Schalk et al., 2004) . These could, in principle also be used for selfadapting experiments. However, to our knowledge, none of these environments has been systematically evaluated for this purpose.
Control theory and machine learning (see below) provide many rigorous quantitative concepts that can be used to systematically and optimally understand a complex non-linear system, such as populations of neurons. Adaptive control theory provides tools for online estimation of the parameters of an unknown system by systematically modifying its inputs such that appropriately rich dynamics are explored -a concept referred to as sufficient richness and persistent excitation in control theory (Slotine and Li, 1991) .
Importantly, sufficient richness is a property of the signals in the feedback loop rather than the inputs and an online feedback loop is thus necessary to explore these concepts for systematic system exploration. Our system provides such a feedback loop, thus allowing application of the concepts that control theory provides. While control theory has been used surprisingly little so far to study neural circuits in vivo in awake animals, its powerful mathematical tools show much promise.
In machine learning, active learning methods (Settles, 2009 ) allow continuous estimation of what the next most informative stimulus would be by requesting labels (the output) selectively. This approach is motivated by the observation that the labeling cost for a given stimulus is high, whereas listing all possible stimuli is cheap. If we regard the spiking output of a particular neuron as the output of a classifier, this approach could be used to quantify the parameters of the classifier provably more efficient than by random exploration (active learning theory). Closed-loop experimental systems will allow utilizing such theoretical advances in machine learning and control theory for purposes of studying neural circuits.
Future improvements
We used a commercial electrophysiology acquisition system (Neuralynx Inc) to demonstrate our method. Other data acquisition systems can be incorporated without major changes since all data retrieval mechanisms are encapsulated in a separate set of functions. Except for these functions, the entire method is system-independent. We anticipate that providing the data retrieval functions for other acquisition systems that offer realtime access to the continuous data stream will be relatively easy and that our findings generalize to all such systems. Systems that provide data access in blocks of less than the 15 ms that our current system offers, will have a reduced system latency relative to what we showed.
Our display system relied on the Psychophysics toolbox (running on a dedicated computer), because this approach is a common one among vision scientists. It would be straightforward to use a different visual stimulation system: the commands received by the stimulation system are delivered via TCP; any system capable of processing a TCP stream would thus be compatible. Whereas this study focused on real-time control by features of LFPs, our approach could be adapted to spike signals and online spike sorting, using the infrastructure we provide. We plan to add a plugin that provides the functionality of the online spike sorting algorithm OSort (Rutishauser et al., 2006) .
Conclusion
Advances in multi-electrode arrays have increased the number of recorded channels in an experiment into the hundreds. The amount and variability of data generated by such experiments makes it almost impossible for a human being to identify and explore responses while an experiment is ongoing. Later offline analysis typically takes up substantial amounts of time, preventing experimenters from rapidly identifying and further exploring potentially interesting phenomena that emerged in the data. Increasingly, such recordings are performed with awake behaving animals, which leads to further variability due to spontaneous ongoing behavior or changing brain states. In this paper, we demonstrated that the conditional presentation of stimuli facilitates data collection in such situations. Sophisticated algorithms and analysis systems will be necessary to efficiently work with large numbers of channels. The method we propose represents a first step into this direction and we hope that our work will facilitate efficient experimentation and advance the field of online data analysis. Table A .1 lists the analysis and control components (plugins) of the system that we developed. Each is an independent plugin that can be loaded and enabled by the user in the GUI as desired. Plugins have a standardized architecture, specified as a number of functions with appropriate parameters that have to be provided (see Table A .2). Developing a new plugin requires providing these functions, which are typically short. No other parts of the system have to be modified to implement new functionality, allowing the user to focus on the aspects of the experiment rather than system internals concerning data processing or parallel computing, which constitute the majority of the code we developed.
Appendix B. Optimizing OpenGL-based plotting
With OpenGL specification <= 1.2, we would have to implement all data rendering using the so-called immediate mode (see Fig. S1A ). While this method provides the maximum amount of control and flexibility, the performance is poor. This is because each data point has to be rendered individually (Fig. S1A) and because all data has to been sent from the CPU to the GPU point by point, every time that a frame is rendered (even if to-be plotted data has not changed). Rendering performance will therefore scale with the number of data points n that have to be rendered (performance is ∼ O(n)). Since OpenGL specification 1.5, Vertex Buffer Objects (VBO) provide a more elegant and efficient solution to high performance rendering: chunks of GPU memory can be 'permanently' allocated, specific regions of this allocated memory can be overwritten, and specific regions can be used for rendering of vertex data. The sample source code in Fig. S1B shows how efficient overwriting & rendering of a few data points becomes: glBindBuffer will bind a previously generated VBO. glBufferSubData will overwrite vertex data at the specified offset in the GPU memory. Finally, glVertexPointer (which parts of the VBO should be used for rendering) and glDrawArrays (how should the previously selected data be rendered) will render the data points. From this picture, one can immediately see, that the rendering performance does not depend on the number of data points n that have to be rendered. In contrast to the immediate mode, rendering performance is ∼ O(1).
See Fig. 2B for a comparison of immediate mode, VBO and Matlab rendering (see Section 3 for details on these numbers).
Appendix C. Supplementary data
Supplementary data associated with this article can be found, in the online version, at http://dx.doi.org/10.1016/ j.jneumeth.2013.02.020 and at http://stimomatic.brain.mpg.de/.
