ABSTRACT Facial expression recognition (FER) is currently one of the most active research topics due to its wide range of applications in the human-computer interaction field. An important part of the recent success of automatic FER was achieved thanks to the emergence of deep learning approaches. However, training deep networks for FER is still a very challenging task, since most of the available FER data sets are relatively small. Although transfer learning can partially alleviate the issue, the performance of deep models is still below of its full potential as deep features may contain redundant information from the pre-trained domain. Instead, we propose a novel end-to-end neural network architecture along with a well-designed loss function based on the strong prior knowledge that facial expressions are the result of the motions of some facial muscles and components. The loss function is defined to regularize the entire learning process so that the proposed neural network is able to explicitly learn expression-specific features. Experimental results demonstrate the effectiveness of the proposed model in both lab-controlled and wild environments. In particular, the proposed neural network provides quite promising results, outperforming in most cases the current state-of-the-art methods.
I. INTRODUCTION
Facial expressions (FEs) can be defined as the facial changes in response to a person's internal emotional state, intentions, or social communication [1] . Together with voice, language, hand gestures and body posture, they form a fundamental communication system between humans in social contexts. FEs were introduced as a research field by Charles Darwin in his book ''The Expression of the Emotions in Man and Animals'' [2] . Since then, FEs were established as one of the most important features of human emotion recognition.
In the last few years, automatic facial expression recognition (FER) has attracted much attention due to its wide range of applications, such as human-robot interaction, data-driven animation, interactive games, crowd analytics, biometrics, clinical monitoring and many other human-computer interaction (HCI) systems [1] , [3] . Expression recognition is a task that human beings perform daily and effortlessly, but it is not yet easily performed by computers. Although recent methods have demonstrated remarkable performances in highly controlled environments (i.e., high-resolution frontal faces with uniform backgrounds), the automatic FER in real-world scenarios is still a very challenging task [3] . Those challenges are mainly related to different acquisition conditions and to the inter-individual's facial expressiveness variability (see Figure 1a and Figure 1b , respectively). Figure 1b shows six subjects with the angry expression. As illustrated in the figure, the images vary a lot from each other not only in the way that the subjects show their expression, but also in lighting, brightness, viewing angle, pose, position, occlusions and background.
The majority of existing FER systems focus on classifying 6 basic (prototypical) expressions, which have been found to An automatic facial analysis system is typically composed by three main steps: (i) face detection and/or alignment, (ii) feature extraction, and (iii) expression recognition (see Figure 3) . Face detection and face alignment are important pre-processing steps for background removal and, then, to rotate or frontalize the face. Effective expression analysis is tightly coupled with the feature extraction step. According to the adopted feature representation, previous FER approaches can be roughly categorized into two main groups: geometricbased methods [7] - [11] and appearance-based methods [12] - [18] , [18] - [20] . Geometric-based methods involve, in a first stage, the location of facial landmarks and/or some facial components (e.g., mouth, eyes, nose and eyebrows) and, then, the extraction of geometric features from these fiducial points. Geometric features attempt to measure distances, deformations, curvatures and other geometric properties to represent the face geometry. Appearance-based methods rely on the principle that facial expressions involve change in local texture. Typically, a bank of filters, such as Local Binary Patterns [12] , Gabor filters [13] , [14] , Local Gabor Binary Patterns [15] , [16] , Local Phase Quantization [17] , [18] , Scale Invariant Feature Transform (SIFT) [19] , [20] , and Pyramids of Histograms of Gradients [18] , are applied to either the whole face or specific face regions to encode the texture. However, the performance of these hand-crafted feature extraction methods decreases in illumination changes, noise variability, changes in pose, and expression conditions [21] . Another commonly used local feature extraction method for FER is the Local Fisher Discriminant Analysis (LFDA) [22] . In a related work, Kosti et al. [5] recently employed the Stepwise Linear Discriminant Analysis (SWLDA) for a robust FER. However, LFDA and SWLDA fail to determine the essential assorted structure when face image space is highly nonlinear.
The recent success of deep learning approaches, particularly those using Convolutional Neural Networks (CNNs), in tasks like object detection and recognition, has been extended to the FER problem. The underlying motivation is to avoid the extraction of hand-crafted features, either geometric-or appearance-based, and the inherent difficulty of designing reliable features to the large inter-individual's facial expressiveness variability. Unlike hand-crafted feature extraction approaches, CNNs are able to automatically learn multiple levels of representations from the data, with higher levels representing more abstract concepts. In general, deep learning approaches became feasible due to two main reasons: (i) the larger amount of data that is currently available in most of the applications, and (ii) the recent advances in GPU technology. The former is crucial for training neural networks with deep architectures without overfitting, whereas the latter is crucial for performing the numerical computations required for the training procedure. However, this is not the case of the FER field, where the availability of large datasets is scarce.
To work around the problem of training high-capacity classifiers on small datasets, previous FER works have mainly resorted to (i) transfer learning, where a CNN is typically pre-trained in some domain-related dataset before being finetuned to the target dataset; and (ii) classifier ensembles, in which an ensemble of CNNs is created in order to combine their decisions and, hence, reduce the model's variance. However, the gains of transfer learning hugely depend on the source-target domain similarity and the availability of an auxiliary large dataset. In addition, the success of classifier ensembles requires a wide range of diverse single CNN models.
Inspired by the strong support from physiology and psychology that FEs are the result of the motions of facial muscles [3] , [23] , [24] , a novel end-to-end deep neural network along with a well-designed loss function for FER are proposed. The loss function is defined in a such manner to regularize the entire learning process, so that the proposed model is able to automatically learn expression-specific features. The neural network is composed by three well-designed modules or components, i.e. the facial-parts component, the representation component and the classification component. The purpose of the facial-parts component is to regress a relevance map, representing the most important facial regions for the recognition. The relevance map is then used in the representation component in order to increase the discriminative ability of the learned features. The result is a model able to explicitly encode expression-specific features by capturing local appearance variations caused by the motion of facial muscles (e.g., frown, grin and glare) and facial components (e.g., eyes, nose, mouth and eyebrows). In addition, according to the level of the available data annotations, different regularization schemes, the so-called fully supervised and weakly supervised regularization schemes, are proposed. The fully supervised regularization scheme is suitable for datasets in which both facial landmarks and expressions are annotated, whereas the weakly supervised strategy just requires the annotation of the facial expressions. In order to combine the strengths of both fully supervised and weakly supervised regularization strategies, an hybrid formulation of them is also proposed.
The paper is organized in five sections including the Introduction (Section I). Section II presents the state-of-theart methods for FER. The proposed neural network model along with the proposed regularization schemes are fully described in Section III. Section IV reports the experimental evaluation of the proposed methodology, in which a comparison with state-of-the-art methods is performed. Finally, conclusions and some topics for future work are presented in Section V.
II. RELATED WORK
In the last decade, automatic facial expression recognition has been an active research topic in the artificial intelligence community due to its wide range of applications in the HCI field. Several facial expression recognition methodologies have been proposed, with an increasing progress in the recognition performance. An important part of this recent progress was achieved thanks to the emergence of deep learning approaches and more specifically with CNNs. Comprehensive surveys on automatic facial expression recognition can be found in [3] and [25] - [27] . Different deep architectures have been proposed for FER. Song et al. [28] , developed a very simple FER system that uses a traditional CNN architecture composed of five layers. Some conventional training strategies, such as data augmentation and dropout, were applied in order to prevent overfitting. Similar approaches are proposed in [29] - [31] . In [29] , a slightly more complex CNN architecture is presented. Inspired by the success of GoogleNet [32] , the key structure of their architecture is a parallel feature extraction block that consists of convolutional, pooling, and ReLU layers. Tang et al. [33] reported a small but consistent advantage of replacing the softmax layer of the CNN with a linear support vector machine. The goal was to minimize a margin-based loss instead of the conventional cross-entropy loss function.
In most cases, a deep neural network model requires a lot of training data to generalize well, a condition that is not entirely fulfilled in the FER context where the amount of data is limited. Attempting to overcome this issue, several works have been using conventional deep learning regularization techniques (e.g., dropout, data augmentation, l 2 -norm) along with transfer learning [34] , [35] , classifier ensembles [35] - [37] , and unsupervised learning [38] , which typically involves an unsupervised layer-wise training step that allows the usage of larger and unlabeled datasets.
Ng et al. [34] followed a transfer learning approach for deep CNN architectures, by utilizing a two-stage supervised fine-tuning process. More concretely, starting from a generic pre-training of two different CNN architectures based on the ImageNet dataset [39] , a cascade fine-tuning approach is, then, applied using two different facial expression datasets. Yu and Zhang [35] propose a classification module that consists of an ensemble of multiple deep CNNs. Each CNN model is randomly initialized and pre-trained in a larger dataset before being fine-tuned on the target dataset. To combine multiple CNN models, they propose two constrained optimization frameworks to automatically learn the ensemble weights of the network responses. Similar approaches are proposed in [36] and [37] . The authors propose a hierarchical architecture of a committee of deep CNNs with an exponentially-weighted decision fusion. The individual CNN models were trained varying the network architecture, input normalization and weight initialization, in order to obtain diverse decisions boundaries.
More recently, Connie et al. [40] proposed an hybrid approach, in which SIFT features are merged with one of the later CNN layers. The underlying idea is to combine the strengths of hand-crafted and deep learning approaches. Experimental results suggest that the fusion approach yields an overall improvement in the FER performance.
Other deep learning techniques, such as deep belief networks (DBNs), have also been used for FER [38] , [41] . It is the example of the work of Liu et al. [38] , in which a two-step iterative learning process is used to train boosted DBNs. First, each DBN learns a non-linear feature representation from a facial patch in an unsupervised manner. Second, these DBNs are connected through a boosted classifier and fine-tuned jointly driven by a single objective function. In this regard, the features extracted at different locations are selected and strengthened jointly according to their relative importance to the facial expression recognition. Liu et al. [41] propose the so-called AU-aware deep networks, in which a fixed convolutional step (i.e., application of a predefined set of hand-crafted filters) followed by a pooling step is applied to extract a feature representation. Then, the representation is grouped into a set of relevant receptive fields for each expression. Each receptive field is fed to a DBN to obtain a non-linear feature representation, using an SVM to detect each expression independently.
In terms of motivation, the work of Liu et al. [41] is probably the most related to our proposed methodology, as they also explore the psychological theory that FEs can be decomposed into multiple action units. However, it should be noticed that the proposed neural network architecture, objective function, as well as the entire learning strategy, are completely different. First, the neural network proposed in [41] is not trained end-to-end. Second, they do not explore the potential of CNNs to extract expression-specific representations. As they use a set of hand-crafted filters, the modeling capacity of their model is limited by the fixed transformations (filters).
III. PROPOSED MODEL
While transfer learning across tasks has been widely applied to work around the challenge of training deep models in small datasets, such as those available for FER, the benefits of transfer learning are tightly coupled with the source-target domain similarity. Instead, our goal is to design a deep model by imposing domain knowledge based on the strong support from physiology and psychology that FEs are the result of the motions of facial muscles [3] , [23] . The underlying idea is to explicitly drive the model towards the most relevant facial areas for the expression recognition, such as the facial components (i.e., eyes, eyebrows, nose, mouth) and expression wrinkles.
In this regard, we propose a novel deep neural network architecture along with a well-designed loss function that explicitly models both informative local facial regions and expression recognition. The result is a model that is able to jointly learn facial relevance maps and expression-specific features for a proper recognition.
To induce the model to jointly learn the most relevant facial parts along with the FER, the proposed neural network is composed by three main components, namely (i) the facialparts component, (ii) the representation component, and (iii) the classification component. The purpose of the facialparts component is to learn an encoding-decoding function E(x; θ E ), parameterized by θ E , that maps from an input image x to a relevance mapx representing the probability of each pixel being relevant for recognition. The loss function is defined in a such manner that enforces sparsity and spatial contiguity on the activations ofx. This definition is supported by the physiological fact that just small and disjoint facial regions are relevant for recognition [23] . The representation component aims to learn an embedding function F(x,x; θ F ), parameterized by θ F , that maps from an input image x and its relevance mapx to an hidden representation h. The relevance mapx that is being learned in the facial-parts component is then used to filter the learned representations h, enforcing them to only respond strongly to the most relevant facial parts as possible. The result is a model that produces highly discriminative representations for FER. The classification component is then trained on these highly discriminative representations. Formally, G(h; θ G ) represents a task-specific function, parameterized by θ G , that maps from hidden representations h to the task-specific predictionsŷ. VOLUME 6, 2018 A. ARCHITECTURE As shown in Figure 4 , the architecture of the proposed neural network comprises three main modules, i.e. the facial-parts component, the representation component, and the classification component.
1) FACIAL-PARTS COMPONENT
The architecture of the facial-parts component consists of a convolutional path followed by a deconvolutional path, in a such way that it is possible to learn a mapping between an input image x to a relevance mapx, with the same resolution of the input.
The convolutional path follows the typical architecture of a fully convolutional network [42] . It comprises several sequences of two consecutive 3×3 convolutional layers, with rectified linear units (ReLUs) as non-linearities, followed by a 2 × 2 max-pooling operation for downsampling. The number of convolutional filters is doubled at each max-pooling operation.
Every step in the deconvolutional path comprises a 2 × 2 transpose convolution and two 3 × 3 convolutions, each one followed by a ReLU. The transpose convolution is applied for up-sampling and densify the incoming features maps. At the final layer a 3×3 convolution with a linear activation function is used to map the activations into a probability relevance map. 
2) REPRESENTATION COMPONENT
The purpose of the representation component is to extract highly discriminative features for FER. Therefore, it starts with several sequences of convolution-convolution-pooling layers for a typical CNN feature extraction. Then, we introduce a novel building block in the network, the so-called expression block (e-block), in order to increase the discriminative ability of the learned features. As illustrated in Figure 5 , an e-block comprises a convolutional layer and a elementwise multiplication. It takes as input the activations of the previous layer (the learned features) and the relevance mapx. Formally, the e-block is defined as:
where * and denote a convolution operation and a elementwise multiplication, respectively. a l−1 and a l represent the input and output activations of the e-block, respectively. W represents the weights of the convolutional layer to be learned and σ is the non-linearity (i.e., ReLU). The biases are omitted for notation simplification. The elementwise multiplication withx is performed to enforce the output activations a l to just respond strongly to the most relevant facial parts. It should be noticed thatx has to be resized and cropped accordingly to the actual feature map size for a proper elementwise multiplication.
3) CLASSIFICATION COMPONENT
The architecture of the classification component simply consists of a sequence of fully connected layers (or dense layers). The last layer of the CNN is a softmax output layer, which contains the output probabilities for each class label. The output node that produces the largest probability is chosen as the overall classification.
B. LEARNING
Inference in the proposed model is given byx = E(x) and y = G(h) wherex is the relevance map of the facial parts, y is the task-specific prediction and h = F(x,x). Therefore, the goal of training is to minimize the following loss function with respect to parameters = {θ E , θ F , θ G }:
where λ ≥ 0 is the weight that controls the interaction of the loss terms. The classification loss, L classification , trains the model to predict the output labels and corresponds to the categorical cross-entropy defined by:
where y i is a column vector denoting the one-hot encoding of the class label for input i andŷ i are the softmax predictions of the model:
The purpose of the facial-parts loss, L facial_parts , is to enforce the relevance mapx to encode the relative importance of each pixel to the facial expression classification. Based on the physiological support that FEs can be decomposed into several action units of facial muscles, the underlying assumption is that the relevance mapx should be sparse and spatially localized. It means thatx should take high values just in the neighborhood of important facial components (e.g., eyes, eyebrows, nose, mouth and expression winkles).
To accomplish this purpose, we propose three different regularization strategies for regression ofx, accordingly to the level of the available data annotations:
1) FULLY SUPERVISED REGULARIZATION
The proposed fully supervised regularization scheme requires not only the availability of the ground-truth class labels but also the annotation of the true coordinates of some 53934 VOLUME 6, 2018 facial landmarks (or key-points) located over important facial components, such as the eyes, nose, mouth and eyebrows (see Figure 6a) .
In
.., k, represent the set all k annotated key-points coordinates. As illustrated in Figure 6 , for a given training image, each facial landmark j is represented by a Gaussian, with mean at the key-point coordinates, i.e., µ = (r, c) j , and a predefined standard deviation σ . Then, the target relevance map x target i is simply formed by the mixture of the Gaussians of each facial landmark. The standard deviation σ should be set to control the neighborhood size around the facial landmarks (see Figures 6b-6d) .
The facial-parts loss, L facial_parts , is then defined to minimize the mean squared error between the target and the predicted relevance maps, such that:
Therefore, this loss term encourages the relevance mapx to take high values in the neighborhood of the most important facial components.
2) WEAKLY SUPERVISED REGULARIZATION
The weakly supervised regularization strategy does not require the annotation of the facial key-points coordinates. In this scenario, the facial-parts loss, L facial_parts , is defined to regularize the activations of the relevance mapx by imposing sparsity and spatial contiguity as follows:
where γ ≥ 0 is the weight that controls the interaction of the loss terms. The intuition is that just small and disjoint facial regions are relevant for the recognition task. In this regard, the sparsity term is defined by:
where m, n denote the resolution of the relevance mapx. The spatial contiguity term L contiguity encourages the activations ofx to be smooth and spatially localized. Then, the spatial contiguity loss is simply defined to minimize the local spatial transitions of the relevance mapx, as follows:
It should be noticed that, as defined, L sparsity and L contiguity correspond to the l 1 regularization and the total variation regularization on the activations ofx, respectively. In fact, the L sparsity term could have been defined as the l 0 -norm, since the l 0 -optimization has also the property of producing sparse solutions [43] , [44] . However, the corresponding l 0 -optimization problem is non-convex and, hence, difficult to solve. It is known to be NP-hard. In this regard, L sparsity was defined as the l 1 -norm, since l 1 is indeed a good differentiable approximation to l 0 [44] .
3) HYBRID FULLY AND WEAKLY SUPERVISED REGULARIZATION
In a completely annotated scenario, i.e., when both expression labels and facial landmarks annotations are available, the regression task of the relevance mapx can be performed by combining both fully and weakly supervised regularization schemes. In this case, the facial-parts loss to be minimized is simply defined as the weighted summation of the loss terms defined in Equations 4 and 5. The underlying idea is to combine the strengths of both proposed regularization schemes while mitigating their potential weaknesses when used individually.
The proposed fully supervised regularization scheme encourages the predicted relevance mapsx to be as similar as possible to the target ones x target . In this regard, the resulting relevance mapsx will ''just'' encode the local appearance information around the facial landmarks. Although the facial landmarks, along with the facial components in which they lay on, could represent some of the most relevant facial areas for expression recognition, other important facial clues, such as the expression wrinkles or dimples, may be neglected. As the weakly supervised regularization scheme relies on sparsity and contiguity impositions, the resulting relevance maps will have the potential to capture expressions wrinkles and dimples. However, as the relevance maps are learned with no supervision, the optimization process is more difficult and highly sensitive to the hyperparameters choice (λ and γ ).
By combining both regularization schemes, the predicted relevance mapsx will encode local appearance information around facial landmarks with the freedom to capture additional sparse and contiguity facial features, such as expression wrinkles and dimples.
C. DATA AUGMENTATION
In general, data augmentation is the process of increasing, artificially, the number of training samples, by means of different image transformations and/or noise addition. In here, a randomized data augmentation scheme based on both VOLUME 6, 2018 geometric and colour transformations is applied during the training step. The underlying idea is to increase the robustness of the proposed model to the wide range of face positions, poses, viewing angles as well as to different illumination conditions and contrasts. The data augmentation process is applied in an online-fashion, within every iteration, to all the images of each mini-batch.
Specifically, the considered geometric transformations are obtained through the following randomized affine image warping:
where θ is the rotation angle, k 1 and k 2 are the skew parameters along the x and y directions. t 1 and t 2 denote both translation parameters and s is the scale factor. It is important to note that the values of these parameters are randomly selected from predefined sets, as listed in Section IV. Pixels mapped outside the original image are assigned with the pixel values of their mirrored position. The other type of image augmentation focuses on randomly normalizing the contrast of each channel in the training images. Formally, let S c be the c-th channel of the input image, the new intensity value at each pixel in channel c is simply given by:
where p L and p H represent the lower and higher histogram percentiles that are randomly selected for the colour transformation, respectively. This scheme simulates the scenario that the input images are acquired with different intensities, contrasts and illuminations conditions. Figure 8 illustrates the application of the implemented data augmentation procedure.
IV. EXPERIMENTAL EVALUATION
The experimental evaluation of the proposed deep neural network was performed using public available databases in the FER research field: the Extended Cohn-Kanade (CK+) database [45] , the Japanese Female Facial Expressions (JAFFE) database [46] , the Static Facial Expressions in the Wild (SFEW) database [47] and the Facial Expression Recognition 2013 (FER-2013) database [48] . While both CK+ and JAFFE datasets contain images acquired under lab-controlled conditions, SFEW 2.0 and FER contain images with spontaneous expressions acquired under wild (non-controlled) scenarios. Table 1 depicts the total number of images of each dataset as well as the class distribution. Some representative samples of each dataset are shown in Figure 8 . 
A. IMPLEMENTATION DETAILS
As a pre-processing step, the multi-task CNN face detector [49] is used for face detection. The faces are then normalized, cropped, and resized to 120 × 120 pixels.
The proposed fully supervised regularization scheme as well as the proposed hybrid regularization strategy require the facial landmarks annotation for creating the target relevance maps x target . Although the CK+ dataset contains the annotations of the facial landmarks, these manual annotations are not available on both JAFFE and SFEW. Therefore, a robust facial landmarks detector [50] was applied on both JAFFE and SFEW datasets and, then, the automatically generated facial landmarks were used to build the target relevance maps.
All deep models are implemented in Theano [51] and trained with the Adam optimization algorithm using a batch size of 50 samples. We used a learning rate with step decay, in which the initial learning rate was multiplied by 0.99 at each training epoch.
The hyperparameters of the models are optimized by means of grid search and cross-validation on the training set. These parameters include the weights of all loss terms (λ and γ ), the learning rate α, the l 2 coefficient, and the number of convolution-convolution-pooling blocks of both facial-parts and representation components (L E and L F , respectively). The number of dense layers of the classification component was set to 3 in all the experiments. In particular, while the number of neurons of the last dense layer (i.e., the output layer) corresponds to the number of classes, the first two dense layers contain 512 neurons. A detailed description of the architecture of the proposed model is presented in Table 3 . For a fair comparison, the hyperparameters (i.e., architecture, learning rate and l 2 coefficient) of the CNN trained from scratch as baseline were also optimized. The range of values of the adopted hyperparameters' grid search is presented in Table 2 .
Regarding the parameters of the data augmentation scheme, the rotation angle θ is randomly sampled from {−π/18, −π/36, 0, π/36, π/18}. The skew parameters, 
B. RELEVANCE MAPS VISUALIZATION
In order to demonstrate the effectiveness of the proposed deep model in capturing high-level semantic concepts related to facial expressions, we have performed a visual inspection of the relevance mapsx that are learned by the facial-parts component of our model. Figures 9 and 10 depict the learned relevance mapsx for some test samples using the proposed fully supervised and weakly supervised regularization schemes, respectively. As expected, the activations of the predicted relevance maps using both training schemes are strong just in the neighborhood of important facial components. This demonstrates that the relevance maps are suitable to enforce the model to learn highly discriminative representations for FER.
The fully supervised regularization scheme minimizes the mean squared error between the predicted relevance mapsx and the targets x target , which are created based on the facial landmarks location. Therefore, the predicted relevance maps encode the local appearance information around the facial landmarks. The weakly supervised regularization scheme does not rely on the facial landmarks location. Instead, the activations of the predicted relevance maps are regularized VOLUME 6, 2018 FIGURE 9. Illustrative examples of the predicted relevance mapsx using the proposed fully supervised regularization scheme and the effect of varying the facial-parts loss L facial _parts coefficient: the input images (first row) and the corresponding target relevance maps x target (second row), predicted relevance mapsx with λ = 10 (third row), and predicted relevance mapsx with λ = 5 (bottom row).
FIGURE 10.
Illustrative examples of the predicted relevance mapsx using the proposed weakly supervised regularization scheme and the effect of varying the coefficients of L sparsity and L contiguity : the input images (first row) and the corresponding predicted relevance mapsx with λ = 1e −04 and γ = 1 (middle row), and predicted relevance maps with λ = 1e −02 and γ = 1 (bottom row).
to be sparse and spatially localized. Interestingly, the resulting relevance maps are able to capture not only the local information around the facial landmarks but also the local information related to expression winkles (see the middle row of Figure 10 ). This clearly demonstrates the importance of the expression winkles to the recognition process.
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Figures 9 and 10 also demonstrate the effect of varying the coefficients of the facial-parts loss L facial_parts . Regarding the fully supervised version of the proposed model, as we decrease the λ coefficient, the predicted relevance mapsx are allowed to be more distant from the targets x target (see the bottom row of Figure 9 ). In the weakly supervised setting, as we increase the coefficients of the sparsity and the spatial contiguity terms (λ and γ ), the activations of the predicted relevance mapsx are forced to be sparser and smoother (i.e., with less transitions), respectively. The middle row of Figure 10 illustrates the effect of setting a good parameterization to the coefficients of L sparsity and L contiguity (i.e., λ = 1e −04 and γ = 1), which results in well defined relevance maps around the facial components (e.g., mouth, eyes, nose and expression winkles). The effect of an overregularization is depicted in the bottom row of Figure 10 (i.e., λ = 1e −02 and γ = 1). The resulting relevance maps are then too sparse and not so well defined around the facial components.
C. RESULTS ON CK+
CK+ consists of 593 videos from 123 subjects acquired in a controlled environment, 327 of them annotated with 8 expression labels (i.e., the 6 universal expressions plus the neutral and contempt ones). Each video starts with a neutral expression and reaches the peak in the last frame. As in other works [38] , the first frame and the last three frames of each video were extracted, in order to construct our imagebased CK+ dataset. The result is a subset of 1308 images. For model selection and evaluation, a stratified k-fold crossvalidation scheme with subject independence was adopted (i.e., k = 10). In each split, the training set is further divided, also with subject independence, in 80% for training and 20% for validation. Experiments on CK+ database are presented in Table 4 , in which a comparison between the proposed model and state-of-the-art methods, including both traditional and deep learning-based approaches, is performed. The results are presented in terms of average classification accuracy. It is important to note that we just considered state-of-the-art methods that followed the same evaluation protocol (i.e., 1308 images with 8 expressions). To further demonstrate the effectiveness of the proposed method, a CNN trained from scratch with l 2 regularization was considered as baseline. The baseline CNN has the same network architecture as the representation component of the proposed model. As shown in Table 4 , the implemented CNN is a fairly strong baseline, with an overall classification accuracy of 90.48%. Table 4 also depicts the performance of both versions of the proposed model (i.e., the fully and weakly supervised models) as well as their hybrid formulation (fully + weakly supervised). In order to assess the impact of the loss terms (L sparsity and L contiguity ) in the weakly supervised model, we report the results using each loss term independently and combined. Regardless the training strategy, the proposed model always outperforms the baseline CNN. In particular, the proposed hybrid model, which combines both fully supervised and weakly supervised regularization schemes, provides the best classification accuracy (93.64%), outperforming all the state-of-the-art methods.
One of the most interesting observations is the superior performance of the weakly supervised model when compared with the fully supervised model, despite the fact the weakly supervised model does not require the availability of the facial landmarks annotations. These results can be explained by the capability of the weakly supervised model in capturing local information around the expressions winkles (see the middle row of Figure 10 ). Another interesting observation, as also reported in Table 4 , is that the proposed hybrid model, which combines the ideas of both regularization schemes, yields a slight overall improvement in the classification accuracy.
The confusion matrix, as illustrated in Figure 11 , shows the consistent performance of the proposed hybrid method.
Both happy and disgust expressions are perfectly classified, while contempt is the most difficult to classify. This happens because the contempt expression is the class with the least number of training images and is typically performed in a subtle way.
D. RESULTS ON JAFFE
The database contains 213 images of 6 facial expressions posed by 10 Japanese female models. Illustrative examples of the JAFFE dataset are shown in Figure 8b . For model selection and evaluation, a stratified 3-fold cross-validation with subject independence was performed. In each split, the training set is further divided, also with subject independence, in 80% for training and 20% for validation. Table 5 compares the performance of the proposed approach with the baseline CNN and state-of-the-art methods. As observed from Table 5 , the proposed fully supervised and weakly supervised models along with their hybrid version clearly outperform the implemented baseline CNN, with classification accuracies of 84.88%, 87.84%, 89.01% and 79.06%, respectively. In addition, our method provides substantial improvements over the previous best state-of-theart performance achieved by Lopes et al. [54] , with a gain of 3.95%. These results clearly demonstrate the potential of the proposed approach to deal with the problem of training highcapacity classifiers in small datasets (e.g., JAFFE database is composed by only 213 images). Figure 12 shows the confusion matrix obtained for the best model on JAFFE, which is the proposed hybrid model. As it is possible to observe, the fear expression is perfectly classified. The proposed model performed worst for the surprise expression as it tends to be misclassified as happy.
E. RESULTS ON SFEW
Different from both CK+ and JAFFE datasets, SFEW is targeted for unconstrained FER. It is the first database that depicts real-world or simulated real-world conditions for expression recognition. The images are all extracted from movies (see Figure 8c ), and labeled with seven expressions. Therefore, there is a wide range of poses, viewing angles, occlusions, illumination conditions and, hence, the recognition is much more challenging. As SFEW was created as part of the Emotion Recognition in the Wild (EmotiW) 2015 Grand Challenge [55] , it has a strict evaluation protocol with predefined training, validation, and test sets. In particular, the training set comprises a total of 891 images. Since we do not have access to the test set labels, the results are reported on the validation data that contains 431 images.
As SFEW is clearly one of the most challenging FER datasets, the top state-of-the-art methods on SFEW usually use other databases as additional training data. Typically, the current state-of-the-art models are pre-trained on FER-2013 before being fine-tuned to the SFEW dataset. The FER-2013 dataset comprises a total of 35887 grayscale images, labeled with seven facial expressions. The faces have been automatically registered so that the face is more or less centered and occupies about the same amount of space in each image (see Figure 8d) . In this regard, for a fair comparison, the proposed model as well as the implemented baseline CNN are first pre-trained on the FER-2013 dataset and, then, fine-tuned to the target dataset (i.e., the SFEW). The finetunning process ends when the validation loss stops decreasing (∼25 epochs).
The experimental results obtained on SFEW are presented in Table 6 , in which the state-of-the-art methods are grouped into those that do not perform any kind of transfer learning and those that use the FER-2013 dataset for pre-training the models. Once again, the proposed network clearly outperforms the implemented baseline CNN, with an overall accuracy of 50.12% against 42.07%. Moreover, the proposed method achieves better recognition rates than all the other state-of-the-art methods with the exception of the method proposed by Yu and Zhang [35] . However, we argue that this could not be a fair comparison as the method proposed in [35] uses an ensemble of multiple networks to boost their performance. In order to mitigate the gains of their ensemble strategy, a version of the Yu and Zhang [35] method without ensemble was implemented. As reported in Table 6 , our method clearly outperforms the method of Yu and Zhang [35] without ensemble (i.e, 50.12% against 44.37%). Figure 13 shows the confusion matrix obtained for the proposed model with the best performance on SFEW (i.e., the hybrid fully and weakly supervised model). The recognition accuracy for fear is much lower than other expressions. This is also observed in other works [34] .
V. CONCLUSION
This paper addresses the topic of facial expression recognition on static images. In this regard, we propose a novel end-to-end deep neural network architecture along with a well-designed loss function that jointly learn the most relevant facial parts along with the expression recognition. The result is a model that is able to learn expressionspecific features. The proposed neural network is composed by three main components: (i) the facial-parts component, (ii) the representation component and (iii) the classification component. The facial-parts component aims to regress a relevance map, representing the most important facial regions for the expression recognition. The relevance map is then used in the representation component in order to increase the discriminative ability of the learned features. Then, the classification component is trained on these highly discriminative representations for FER. Experimental results on three well-known facial expression databases CK+, JAFFE, and SFEW demonstrate the potential of the proposed model in both lab-controlled and wild scenarios. The proposed model provides quite promising results, outperforming in most datasets the current state-of-the-art methods. As future work, it is expected to apply the proposed network along with the training strategies to other domains with small datasets. 
