We consider the task of using one or more Unmanned Aerial Vehicles (UAVs) 
banking and traveling at relatively high speeds, as well as the relatively low tolerance of the 802.11 receivers to radio interference [1] [2] .
Here, we consider a new type of networking paradigm, called "load-carry-and-deliver" (LCAD), that is specifically tailored to the task of using one or more UAVs in relaying messages from a source to a destination ground node. Under LCAD, a UAV will load data from the source ground node, carry it while flying towards the destination, and finally deliver it to the destination ground node.
LCAD is similar to previously proposed data ferrying schemes. However, in this paper we consider for the first time the throughput maximization of basic loading and delivery steps using realistic link models and validate with field experiments. Most previous works use simplified communication models, such as the ideal unit-disk network model, that are considered to be inadequate for practical COTS radios [3] . Our results are complementary to the works on message ferrying [4] [5] [6] by Zhao et al., which examine how the nonrandomness of mobility, or even controlled mobility, can improve network-wide message delivery and energy consumption under simplistic link models.
A second unique result of our work is the link models we derived from empirical measurement data, which will allow us to construct and characterize actual flight paths that the UAVs can execute. This is unlike previous works that only consider finding an "abstract path," that is, a sequence of nodes to visit or a representative path defined by simple way points. For example, the latter is the approach that Brown et al. [7] [8] used for roaming UAVs to deliver packets via controlled mobility.
Although the LCAD paradigm incurs a longer data delivery delay than conventional store-and-forward, LCAD does have a number of important advantages. First, LCAD can achieve high throughput performance by ensuring that UAV's communication with the source and destination ground nodes is free of interference from other nodes in the same networking system. In contrast, other 802.11-based multi-hop networks usually suffer from severe interference problems [1] [2] . Second, LCAD can scale its throughput by using multiple relaying UAVs in a pipelined fashion for data delivery, while other approaches often cannot due to interference and medium sharing constraints [9] [1] . For these reasons, LCAD is attractive for those delay-tolerant applications that demand high networking bandwidth, such as bulk data transfer.
This work represents a step towards an optimizationoriented design framework for a UAV-assisted relaying net- work. We will present analysis on fundamental necessary conditions of optimality and put forward a perspective through which we can design practical protocols and UAV flight paths to achieve such optimality. Furthermore, our work includes protocol provisions specifically designed for efficient loading and delivery of data in practical settings. The rest of this paper is organized as follows. In Section II, we will provide a detailed description of the LCAD paradigm, along with an analysis leading towards a throughput-maximizing framework based on empirical link performance modeling. In Section III, we will describe the methodology we have used for our UAV flight experiments. In Section IV, we will report the measurement results from these experiments, based on which we will construct a statistical performance model. We will then conclude this paper in Section V.
II. THROUGHPUT-MAXIMIZING LCAD NETWORKING
In this paper, we focus on the use of IEEE 802.11 radios, and we will assume a fixed data transmission rate in the following analysis. Although 802.11 radios can change the transmission rate dynamically in response to changes in the channel condition, we believe the performance may not be as good in a rapidly changing environment due to lack of efficient channel information feedback mechanisms. For example, several of the current rate adaptation algorithms select transmission rate by sending packets at different rates to probe the channel and observing their packet error rates [10] . In a rapidly changing environment such as a UAV network, the observation is likely to be noisy and will soon become obsolete, resulting in poor rate adaption performance. For similar reasons, we also exclude the use of transmission power adaption techniques and assume the use of a fixed transmission power.
LCAD is a communication paradigm for delivering a stream of packets from one fixed ground node to another. Under LCAD, a mobile UAV node buffers packets received from a source ground node (SGN), carries them while flying towards the destination, and finally delivers them to the destination ground node (DGN). Figure 1 illustrates the working of the LCAD paradigm.
Communication in LCAD networking is divided into three stages. The first is the load stage, where SGN transmits to UAV. The second is the carry stage, during which no one transmits. The third is the deliver stage, in which UAV transmits to DGN those packets it received from SGN. The important design decisions in LCAD networking include the time allocation for each stage, as well as the design of the UAV trajectory.
When a UAV cyclically flies along the same path, such as the oval-shaped flight path shown in Figure 1 , the achieved long-term throughput T can be expressed as P kt dlvd /T cycle , where P kt dlvd is the total number of packets delivered to DGN by UAV in one cycle, and T cycle is the flight time for one cycle.
Let us decompose T cycle into T load , T carry , and T deliver , each denoting the time that UAV spends in the respective LCAD stage. For simplicity, T carry includes the time on the return leg from DGN to SGN. When necessary, we will use T idle to refer to the time spent in this return leg.
A first necessary condition for achieving maximal throughput is that T carry must include only the time during which the UAV is out of communication range of either SGN or DGN. Otherwise, the system is wasting transmission opportunities. Thus, T carry is determined by UAV speed, the distance between the two ground nodes, and the communication range of the wireless devices used.
Let D be the transit delay budget the application imposes on packet delivery. The transit delay is defined to be the amount of time a packet spent in transit through the network-the time between when the packet is first enqueued at SGN and when the packet is delivered to DGN. The worst case transit delay is T cycle +T carry −T idle , experienced by the first packet after a load stage, and so the combined time allocated for the load and deliver stage must satisfy the following condition:
Another necessary condition for achieving maximal throughput is that the load stage does not overrun or underrun the subsequent delivery stage. In either of these cases, the time for the two stages could have been better allocated. Suppose that the single-hop throughput is constant during both T load and T deliver . Then to achieve the maximal end-to-end throughput, UAV must spend an equal amount of time in the two stages, i.e., T load = T deliver = (T cycle − T carry )/2. If the single-hop throughputs, R load and R deliver , are unequal but are constant, then
In reality, the single-hop throughput is likely neither constant nor symmetric. A popular, more realistic path-loss model assumes that the single-hop throughput is a monotonic function of distance-it increases monotonically as distance decreases until it reaches the full rate. In this case, it is straightforward to design a flight path and the associated schedule to maximize the overall throughput. An example is to have the UAV flying around SGN in the smallest-possible circular path during the load stage. Under this model, the single-hop throughput is higher than that when the UAV is moving towards or away from SGN. As a result, the average single-hop throughput for the period of T load increases with circling time. Consequently, to achieve maximal throughput, the UAV must fly a cycle with maximum T cycle that satisfies the delay constraint, and allocate the time for T load and T deliver according to the average single-hop throughput in the respective stages. One can also trade delay for throughput because T increases as D increases.
We conclude that a good single-hop throughput model is key for throughput-maximizing LCAD networking because it allows for optimal stage-time allocation and flight-path design. It also provides better insight into the delay-throughput tradeoff. However, even a distance-based model described above is too simplistic in the face of real-world factors such as relative angles and polarization between the transmit and receive antennas, perturbations in the UAV positions and attitudes, and Doppler effects associated with UAV speed. We will report our evaluation of more detailed model including some of these factors in Section IV-A.
We may use multiple UAVs in a pipelined fashion, as illustrated in Figure 1 . We can schedule these UAVs such that a UAV's load stage always overlaps with the other UAVs' carry or deliver stages, and that its deliver stage always overlaps with the other UAVs' load or carry stages. However, when the number of UAVs exceeds a certain threshold, there could be some complications. For example, two adjacent UAVs could be so close to each other, in either the load or deliver stage, that there could be contention and interference between their transmissions. The use of LCAD with a large number of UAVs merits further investigation.
III. NETWORK TESTBED AND FLIGHT EXPERIMENTS
In this section, we describe our testbed setup and some flight experiments with LCAD. The testbed was built for the purposes of evaluating LCAD throughput performance and characterizing the wireless links. Our networking testbed consisted of a UAV node and two ground nodes-SGN and DGN. These nodes were made up of single-board x86 computers made by Thecus, and were equipped with Wistron CM9 802.11a/b/g adapters (Atheros chipset) with 18dBm transmit power. We used a custom-made 2-dBi dipole antenna on all the nodes. The dipole antenna on the ground node was vertically placed and elevated to about 25 inches above ground (cf. Figure 2 (a) ). The dipole antenna on the airplane was vertically placed beneath the wing (cf. Figure 2 (b)). The UAV was built from a Senior Telemaster model airplane kit [11] , and the computer equipment was installed inside its body compartment. The two ground nodes were placed on the opposite ends of the runway, separated by 550 yards.
The UAV had an on-board GlobalSat BU-353 GPS receiver (cf. Figure 2 (c)), which provided position information at the resolution of 1 Hz. We had performed a coarse calibration of the GPS, and we found that errors in its reported coordinates were normally within 5 meters. The UAV's GPS trace and the stationary ground nodes' coordinates allowed us to analyze various performance parameters as functions of distance and elevation angle.
The UAV flew in an oval-shaped flight path at an average altitude of 80 yards. An example of such path is shown in Figure 3 . The airplane was operated by a human operator on the ground through radio control. Even though the operator tried to follow a predetermined path, there were inevitably noticeable variations in the actual path traversed.
The results reported in Section IV are based on the traces collected in three flight runs that took place on two days one week apart. The first run lasted for 712 seconds on the first day. The second (380 seconds) and the third (637 seconds) runs took place on the second day. During these runs, the airplane completed a total of 20 round trips between the two ground node sites. Although we tried to keep the testbed configuration identical for both days, the weather conditions in terms of wind speed and direction, as well as the airplane operators were different.
A. A Lightweight LCAD Protocol
Since the speed of the aircraft and the distance between SGN and DGN were known, we only needed to measure the achieved single-hop throughput for the load and deliver stages in order to compute the overall achieved throughput. Thus, in our experiments, we used an empty carry stage and kept the UAV either in load or deliver stage. To decide the current stage of the UAV node, a daemon process on the UAV node computed the distances from its current GPS coordinates to those of SGN and DGN, respectively. If the UAV was closer to SGN than DGN, it would put itself in the load stage. Otherwise, it would be in the deliver stage. The UAV constantly broadcast beacons at a fixed interval (200 ms) to indicate which one of the two stages it was currently in.
When the UAV is in deliver stage, it sends data packets at full rate to DGN until it enters load stage. If the SGN receives beacons indicating that the UAV is in load stage, it transmits data at full rate to UAV. SGN stops data transmission either when it receives beacons indicating that UAV is no longer in load stage, or after not receiving beacons for 3 consecutive intervals (600 ms). It is important that SGN stops transmission outside of load stage because its transmission could contend with that of UAV or interfere with reception at DGN. We note that the LCAD protocol here uses a relatively small number of beacon packets so as to minimize the pollution introduced on packet-error measurement and link characterization.
B. Trace Collection
In our experiments, all nodes used channel 11 of 802.11g, with the link-layer transmission rate fixed at 6 Mbps. All data packets (1,500 bytes, including IP/UDP headers) and beacon packets (64 bytes, including IP/UDP headers) were generated with sequence numbers. In addition, all packets were sent to a network broadcast address, so there was no link-layer retransmission. As a result, we will report the raw packet error rate at the physical layer without ARQ (Automatic RepeatreQuest). To shorten the control loop between UAV and SGN, we reduced the madwifi driver's transmission queue size to 4 packets and the Linux socket buffer size to 3 packets. These settings reduced queueing in the operating system and avoided excessive delays for both beacon and data packets.
We also collected the timestamp and sequence number of each data or beacon packet sent and received. The timestamp of a sent packet is generated when the socket function call sendto() returns, while that of a received packet is generated when recvfrom() returns. In addition, UAV's positions were logged along with timestamps for interpolating distance between transmitter and receiver when a particular packet is received.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we will begin with a summary of LCAD performance measured during 20 complete cycles performed over three runs. A detailed list of the results and time breakdown for each stage is available in Table II of the Appendix. We will then continue with link characterization and construction of statistical packet error models.
We first summarize the throughput utilization for the three runs. The throughput utilization for each cycle is the ratio of the total number of packets delivered to DGN divided by cycle time. The total number of packets delivered is computed by taking the minimum between the number of packets received by UAV and that by DGN-at most that many packets sent by SGN eventually reached DGN. The result shows that the average throughput utilization for the first run is 0.2283 ± 0.0369, 0.2837 ± 0.1345 for the second run, and 0.3176 ± 0.0278 for the third run.
From our earlier experience with 802.11g, we learned that the maximum distance between two ground nodes with similar configurations cannot exceed 50 yards if they need to communicate at a reasonably low packet loss rate using 802.11g. In this testbed, it would take additional ten ground nodes to form a relay chain connecting SGN and DGN. Li and et al. reported that the throughput utilization of a 7-node relay chain using 802.11b radios is about 0.25 [1] . The throughput results from the three runs show that LCAD can perform better than the traditional multi-hop ground relay chain.
We observe that the utilization is lower than the average packet error rate (PER) suggests. The average PER for the first run is 0.4223 for load stage and 0.3001 for delivery stage, 0.105 and 0.3389 for the second run, and 0.1147 and 0.2426 for the third run. These error rates should allow an even higher throughput than measured. However, there is an additional loss of efficiency due to buffer underruns or overruns. Figure 4 shows the histogram for the buffer occupancy of the 20 cycles. Negative buffer occupancy indicates that a buffer underrun occurred, and the UAV node could have sent that many more packets if the buffer were not empty. Positive buffer occupancy is the number of packets left in the UAV's queue at the end of a cycle. These packets will be discarded. The average number of packets delivered in a cycle is about 7000 packets, so the buffer occupancy values in the figure indicate a serious imbalance between LCAD stages, which leads to a significant loss in utilization.
The average length of the cycles was 63 ± 8.7 seconds. Within these cycles, the time devoted to load and deliver stages of LCAD was slightly biased toward the load stage. The average ratio of T load /T deliver was 1.23 ± 0.16. Figure 5 shows the details of the third cycle in the second run (labelled as "2-3"). The performance results are reported at 1-second intervals for the purpose of investigating correlation at a finer granularity than the numbers reported in Table II . Among the six rows, the fifth row compares efficiency loss and modeled path loss. Efficiency loss incorporates packet errors and halted SGN transmission due to lost beacons. The modeled path loss is the amount of signal attenuation in dB, normalized with respect to the maximal observed attenuation in the experiments. Such attenuation is predicted by a freespace propagation model plus an approximate antenna gain pattern, which we will describe in more detail in the following section.
The fifth row shows the correlation between the efficiency loss and modeled path loss. We do notice that there are discrepancies in some samples. For example, while the modeled path loss does not change as much, PER increases sharply around 370 second in load stage and 402 second in deliver stage. We believe the discrepancies mainly result from an effect of antenna cross-polarization when the UAV banks while making a turn. There are other minor effects, such as velocity and ground reflection, that may contribute to efficiency loss. We will construct a statistical model to better quantify the 
A. Link Characterization
In this subsection, we present an empirical model for link performance prediction. Link performance models are of essential importance to throughput-maximizing flight-path design. In order to help flight-path design, these models can only use information that is available at design time. This may include characteristics of system components such as wireless transceiver and antenna. It may also include trajectory of UAV, which can be obtained at the output of the flightpath design and used in the next design iteration. It can not use, for example, instantaneous signal strength because that information is not available prior to flight. Because of this, our model will predict link performance for the particular system at hand solely based on UAV trajectory information.
From trajectory, we first derive two important factors that influence link performance. The first one is the distance between the UAV and ground nodes. In many models, distance is the only factor considered. The second factor is the elevation angle φ of the UAV, as seen by the ground node, which plays a role because we use vertical dipole antennas. Specifically, φ is defined as the angle between the direction of the antenna and the incident direction of the radio waves from the UAV. For example, φ = 0 when the UAV is directly above the ground node. In this case, the link performance is usually very poor because the UAV and ground nodes are in the antenna "null" of each other [12] . We can confirm this by looking closely into the visualization of one of the cycles in Figure 5 . We will combine the effect of these two factors into a variable called the "modeled path loss." First, because the UAV usually maintains a line of sight to the ground node that it intends to communicate with, the free-space propagation model should give a good prediction on the propagation loss. On top of that, we will add the signal loss due to the elevation angle φ perceived by the ground node, computed as follows. The magnitude of the electrical field due to radiation from a half-wavelength dipole antenna at an elevation angle φ is approximately proportional to cos( π 2 cos φ)/ sin φ [12] , which can be further approximated to |E(φ)| = sin φ. Combining these two losses together, we will have the modeled path loss: L = 20 log 10 f +20 log 10 d−20 log 10 (|E(φ)|)−147.56, where f is the central frequency of the channel [12] .
We will use efficiency loss instead of packet error rate as our performance metric because the latter tends to underestimate the true packet error rate when SGN is not transmitting due to lost beacons. We will seek a complete statistical characterization of the relationship between modeled path loss and efficiency loss using the multivariate kernel density estimation technique [13] .
Recall that a multivariate kernel density estimator with kernel k and window width h is defined bŷ
. . , n, are the observations, n the number of observations, d the dimension of x, andf an estimate of the joint probability density function of x = ( x 1 , x 2 , . . . , x d ). We will use the multivariate Gaussian kernel:
The choice of the window width h for the multivariate Gaussian kernels will follow the rules of thumb described by Silverman [13] . We briefly give our intuition behind the density estimation technique. We assume that the observed samples are drawn from an unobserved distribution. We could use a multidimensional histogram to approximate the density function. However, due to error and noise in observation and measurement, each sample may have actually been contributed by the probability mass from its vicinity regions. The histogram will need to be "smoothed" somehow to properly take into account such erroneous offsets. Also, in the case of continuous This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2007 proceedings. random variables such as path loss and efficiency loss, there are numerous "gaps" between samples. We will need a way to "interpolate" the histogram for the values that are missing from the observations. The kernel density estimate technique provides a way to smooth and interpolate histograms. The kernel function serves as the weighing function in averaging the contributions from neighboring samples for predicting the probability density for a particular point. The choice of width is important because it determines the size of the neighborhoods for averaging and thus will influence smoothness and fidelity of the resulting density estimate. As pointed out by Silverman [13] , there does not appear to be a universally good way of choosing this width. All methods are making certain trade-offs in one kind or another. In our case, we have experimented with several different ways of width choosing before we eventually settled down to our decision. Our choice appears to be able to produce reasonable results that agree with our experience with and understanding of the testbed system.
We are now ready to state our modeling approach. For each run, we randomly select about half of the cycles as the training set. We use the multivariate Gaussian kernel density estimation technique to produce an estimate for the joint probability density of modeled path loss and efficiency loss in this training set. Based on this estimated density, we compute the conditional mean efficiency loss conditioning on modeled path loss and use it as the predictor for efficiency loss given modeled path loss. Figure 6 shows a few example predictors produced by this approach. We show the mean efficiency loss obtained using different training sets from the third run in Table II . We note that first, predictors obtained using different training sets are very similar, so our approach is robust in the sense that it is rather insensitive to the choice of training sets. Secondly, we tend to have a higher efficiency loss when the link quality is poor in the load stage. This is because loss of 3 consecutive beacons can result in efficiency loss of 1 for the next beacon period. It could also be because the source and destination ground nodes are not symmetric in terms of their relative positions with respect to the UAV flight trajectory, as well as the difference in hardware components of these two nodes due to inevitable variations in manufacturing and deployment. Figure 7 shows several samples of estimated probability densities of efficiency loss for various modeled path losses. These plots shows that the general quality the prediction based on modeled path loss is reasonably good. If the conditional density under a particular modeled path loss is highly concentrated around a certain value, then the prediction error in this case will be small. Contrarily, if the density spreads out across a wide range of modeled path losses, like the curves corresponding to the higher path losses in the load stage in Figure 7 , the prediction can not be very accurate.
We further quantitatively evaluate the effectiveness of our approach by measuring how good it is in predicting buffer occupancies. For each training set, we use the efficiency loss predicted by our model to compute the average buffer occupancy for the remaining cycles. We then compare the prediction with the measured buffer occupancy. We also make similar predictions using two other straightforward models that employ a number of commonly used techniques for predicting the packet loss rate. The first one is solely based on distance. Specifically, we divide distance into ten fixed-sized bins and use the average efficiency loss in each bin obtained from the training set to predict the efficiency loss in the rest of the cycles. We call this model the "Distance" model. The second model is even simpler-we just predict that the efficiency loss in the rest of the cycles will be the same as the average efficiency loss in the training set. We call this model the "Fixed" model. Table I shows the error percentage between predicted and measured average buffer occupancies for the three models using different training sets from the third run in Table II is fairly close to that of our model. Furthermore, although our model usually performs better, we do see a situation as shown in the last training set where distance does a better job. This conforms with the wide-accepted intuition that distance is the most important factor in determining the performance of a wireless link. However, its performance is less robust across different training sets. The error can be quite significant sometimes, as shown by the first training in Table I . We believe that this is because of its failure of taking elevation angles into accounts in this case.
V. CONCLUSION
In this paper, we presented the load-carry-and-deliver (LCAD) networking paradigm that is specially designed for maximizing the throughput of UAV-relaying networks. One necessary condition for throughput maximization in such networks is having no overruns or underruns in the UAV node's buffer. To achieve throughput maximization in practice, we will need a performance model for the communication channel, so that we can adjust flight paths in order to minimize the surplus or deficit. This is especially so for our case because the COTS radios we used are not designed and engineered for the rapid changing UAV networking environment.
By using model airplanes and IEEE 802.11g radios, we performed several sets of experiments for the purpose of evaluating LCAD performance, as well as collecting data for deriving an empirical link performance model. The measured performance suggests that the proposed LCAD paradigm can be used to provide high throughput communication between two ground nodes, as compared with the conventional multihop, store-and-forward relay chain. The reason for such a result is that we can schedule UAV's transmissions to avoid interference and medium access contention. The trade-off is the higher packet delivery latency. We also showed that the model we derived from several randomly selected training subsets can predict the buffer occupancy of the rest of the data set with small errors. This is an encouraging result because it suggests COTS radio can potentially be used in LCAD application scenarios.
In summary, the contributions we made in this paper include: (1) the design of a light-weight LCAD protocol; (2) the analysis on a few fundamental necessary optimality conditions; (3) UAV flight experiments and throughput measurements for LCAD; (4) demonstrating LCAD's throughput advantage over conventional wireless multi-hop relay protocols; (5) an empirical performance model for predicting the achievable LCAD throughput for UAV networks; and (6) the feasibility of using low-cost COTS radio for UAV networking applications.
APPENDIX
In Table II , we report the performance and time duration for each individual stage, as well as the UAV's buffer occupancy for each cycle, the cycle time T cycle , and the overall throughput. The packet error rate (the PER column) is computed from number of packets sent and received in each stage. The length of the stage in seconds is reported in the T load and T deliver columns. The dist column reports the average distance in meters between transmitter and receiver during the stage and is computed from the GPS log and ground nodes' locations. lost and sent columns report the total number of lost and sent packets in that stage. The last four columns record the total number of packets delivered by the UAV under LCAD (dlvd), the UAV's buffer occupancy at the end of the cycle (BO), the cycle time T cycle , and the utilization. The total number of packets delivered is computed by taking the minimum between the number of packets received by the UAV and that by DGN. Buffer occupancy records the number of packets left in the buffer at the end of the cycle. A number inside parentheses means that the UAV could have sent that many more packets if the buffer were not depleted. In other words, buffer underrun has occurred, and the number quantifies the degree of underrun. To get a better sense of throughput performance, we report the utilization in addition to the packet delivery rate of the cycle. From the analysis of collected traces, the average send rate from the transmitter is at most 398 packets per second. For these reasons, the reported utilization is calculated as packet delivery rate divided by 400 packets per second. An average row is inserted into the table after each run to report aggregated average distances and the average utilization of all cycles in that particular run.
