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SECTION I 
One of the standard methods of mapping out the nuclei of origin of 
certain nerves or parts of nerves uses the retrograde nerve degeneration. 
This type of degeneration occurs in the somas of certain neurons when 
their axons are cut or otherwise injured. While certain somas may then 
undergo temporary and reversible changes, others degenerate and atrophy. 
The main point is this: an injury far out along the axon causes an 
observable reaction back in the soma. Hence, by controlled cuts in 
experimental animals, or by autopsy observations in humans, it may 
be possible to determine the origins of certain neuron-bundles. This 
possibility is complicated by several factors. One of these is the trans- 
synaptic degeneration where the somas undergo a reaction, which may 
even proceed to atrophy, if the cells merely have synaptic connections 
with injured cells. 
The use of this method for tracing out connections is standard. How- 
ever, it seems that nothing has been done about the possibilitJv of ex- 
tracting in this way some further information. To illustrate this possibility 
we consider two simple examples. 
(a) The somas of the neurons of a tract lie in a certain nucleus. There 
are two kinds of axons, long and short. We want to find out whether 
the somas with short axons and those with the long ones are uniformly 
distributed in the nucleus. In a hypothetical experiment we could cut 
the tract at various points in different experimental animals. If the 
distal cuts affect some part of the nucleus more than the remaining 
parts, we may gather that the long axons originate in that part more 
often than elsewhere. 
(b) It is known that collateral fibers sometimes protect the soma 
against retrograde changes. As a crude analogy, imagine an iron pitchfork 
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which rusts, beginning at the tips. The rust spreads beyond the joint only 
if both tips are affected. Consider now a tract in which the axons have 
collaterals. Cuts are made along the tract as in (a) and the changes 
back in the nucleus are observed in each case. From these observations 
one may draw certain conclusions as to the geometry of branchings, 
distributions of branch-lengths, etc. 
In this note we develop a few simple statistical models of retrograde 
nerve degeneration, and we obtain certain distributions of quantities 
which may be of interest. The following points must be emphasized: 
1. Our models are far from being realistic and several orders of improve- 
ment are probably necessary. 
2. Special assumptions are made for the sake of mathematical simplic- 
ity. 
3. Our purpose is not to show exactly how to use the retrograde 
degeneration, but to indicate that perhaps it could be used more efficiently 
then it is, and to give an idea of its possibilities from the statistical point 
of view. 
SECTION II 
The geometry of our first model is as follows. Everything takes 
place on a straight line, in particular, on the positive x-axis (however, 
one could consider instead any simple curve along which the distances 
are measured from a fixed point). On the interval I = [0, a], a > 0, 
we take a large number of points which we shall call somas. Each soma 
represents a cell body while I itself represents a nucleus. VS!ith a soma 
at x on I we associate an interval [x, x + y] of length y, called its trunk. 
This is supposed to represent the axon. Let f(,l~, y) a,~ dy be the number 
of somas between x and x + dx, with trunks of length from y to y + dy. 
A cut is made at z, z > a, and two hypotheses are made about the course 
of events: 
(a) When steady-state has been reached it is found that a soma is 
observably affected if and only if the fraction of its trunk-length severed 
off by the cut is at least fi, 0 < p < 1, and 
(b) f(x, y) = 0 if y < (a - x)/(1 - p). Hypothesis (b) means that 
each trunk is so long that its soma is affected by a cut sufficiently close 
to 1. Initially the total number of somas between x and x + dx is T(x) dx 
where 
1 
T(x) = f(x, Y> dy. 1 
n 
(1) 
By the hypotheses (a) and (h) the total number of affected soma:, betiveen 
.rc and .Y + n.v is A (x, z) cl.r \vhere 
It follows from (1) and (2) that the unaffected somas are distributed 
on I with the density F(.v, z) = T(x) - .4(x, z), so that 
Since U(x, z) is potentially an observable quantity, we assume that 
it is known and we derive from it the unknown joint density f(x, y). 
Differentiating Eq. (3) with respect to z we get 
where the subscript denotes partial differentiation. Now (4) yields at once 
f(x, ?‘I = (1 - @J,(x, x + (1 - P)y). (5) 
We may ask under what conditions we shall have f(x, 4’) = #,(x)/s(y). 
That is, when are the trunk-lengths distributed independently with 
respect to the position of their somas on I? By (4) we must then have 
and a simple computation shows that, assuming sufficient differentiability, 
we can write down the necessary and sufficient condition on U: 
SECTION 111 
We consider now a different model. The geometry of the situation 
is the same as before but it is assumed that the process is time-dependent. 
Let f(x, y) be the initial joint density of the somas and trunk-lengths; 
at the time t = 0 a cut is made at z, z > a, and f(x, y, z, t) is the joint 
density at the time t. We suppose that G(x, y, z, t) is the rate at which 
the somas between x and x + &, and with the trunks of length from 
y to y + dy, become affected during the time interval from t to t + dt. 
Therefore 
ftb, Y, 2, t) = - qx, Y, z, W(% Y, z, 0. 
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As a simplifying assumption, let 
G(x, y, z, t) = F[tx + y - 2)/y, t3, 
where F = 0 if y < x - X. That is, the rate of decay depends only on 
the fraction of the trunk-length cut off and on the time elapsed since 
the cut. Now 
ft(x, t, z, t) == - F[(x + 1’ - 2)/y, t]f(% y, z, i); 
multiplying by the integrating factor and integrating we have 
f(% y, 2, t) = i(x, Y)fJ [(x + ‘V - z)/y, t1, (7) 
where 
At the time t the unaffected somas are distributed on I with the density 
U(x, z, t), given by 
m 
u(x,z,t) = 
5 
f(x) y)H[(x + Y - ~/YJI&J. 
0 
(8) 
We assume that U(x, z, t) can be determined for some t, > 0. We also 
assume that the function H, expressing the law of decay, is known. Let 
z=v+x, U(x, z) = U(x, z, q, fw + Y - 4/Y* 43 = WYL 
then (8) becomes 
u(x, v + x) = 
i 
f(x, Y)+/Y) dy. 
0 
This is an integral equation for the unknown density f(x, y), which we 
solve by using the Mellin transform. Let * . 
0(x, s) = 1 vs- l U(x, v + x) dv, f(x, 4 = ~y’/(~> y) dy. (10) 
0 0 
h(s) = [ws- l h(w) dw. 
ci 
By the con\~olutlon theorem for the Mellm transform our Et]. (9) hecome?; 
f(.r, s) -:: i(x, s)l;(s). 
30 that 
/(,I,, s) = t-p, s)/h(s). 
Inverting the middle transform in (10) we get the desired solution 
%XTIOh’ I\’ 
50 far the somas were supposed to be either “unaffected” (healthy, 
normal) or “affected” (atrophied, dead). Since there exists probably 
a whole range of intermediate conditions, we shall consider the cor- 
responding model. U’e assume that a soma contains some substance 
,X (e.g., the desoxyribose nucleic acid) which breaks down when the 
axon is cut. We also assume that the total amount of X present in the 
somas between x and x + dx at time t can be measured. In view of 
such techniques as the radioactive tracing, the acridine orange lu- 
minescence tests etc., these measurements could perhaps be made (if so, 
this would obviate the tedious ceil-counts). 
The geometry of the model is as before. The joint density of somas 
and trunk-lengths is /(x, 4’) initially and it is f(x, v, z, t) t units of time 
after the cut at z. The total amount of X in a soma at x with a trunk- 
length of length J’ is 1 before the cut, and it falls off to K(x, I’, z, t) in 
time t after the cut. Let T(x, 2, f) be the total amount of ,X present 
between x and x + dx at time t after the cut. Then 
Tt(x, & t) = i f(% ?‘, & t)Kt(x, ?I’! & t) dy. (12) 
U’e suppose that the T and K terms are known. To solve the above 
integral equation for f we make first some simplifying assumptions. 
If it is assumed that K(?r, >I, z, t) depends only on t and on (x + )’ - z)/.v 
(the fraction cut off) the resulting equation can be solved as before.. 
We make therefore a different assumption: K(x, y, z, f) = K(y + x - z, t) 
and K(u, t) = 0 if u < 0. That is, the content of X in a soma after the cut 
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depends only on the time elapsed since the cut and on the length of the 
trunk removed by the cut. Now (12) becomes 
Yc 
T,(x, z, t) = 
5 
f(x, y, Wt(y + x - z, 4 dY. (13) 
0 
Let 
z = x + 11, k(ZL, t) = g(- 24, t). 
Then (13) can be written as 
where it may be assumed that f(x, y, t) = 0 for v < a. 
IVe introduce now the Fourier transforms 
04) 
gts, t)= I eiwsgt(w, t) dw. . --co 
Ry the convolution theorem for the Fourier transform (14) becomes 
T(x, s, t) = f(x, s, t) f(s, & 
so that 
i(x, s, t) = qx, s, t)/ f(s, 4 ; 
inverting the middle transform in (15) we get the solution 
m 
f(x, y, t) = l/&-c e-%@ ?-(x, s, t)/g(s, t) ds. (16) 
270 MELZIK 
\Ve consider in this Section n simple model wth branchmg fibrei;. 
All points representing the cell-bodies are now assumed to be concentrated 
at the origin. Instead of a simple trunk [u, ~1 simulating the axon, we 
have now a branched trunk, consisting of a segment [0, KJ followed 
by two other segments: LX, N + yj and [x, x + z]. That is, an axon 
consists now of a main portion of length X, followed by two branches of 
lengths y and z respectively. Let f(~, ~1, z) be the joint density of the 
distribution of lengths X, y, z among the axons of the nucleus. A cut 
is made at point u along the tract and it is assumed that an observable 
change takes place in the soma if and only if either the main trunk [0, .x] 
or both branching segments [x, x + y], [x, x + z] are severed. Let 
g(zk) be the fraction of unaffected somas of the nucleus. This is potentiallv 
an observable quantity and we shall assume that it is known. We develop 
now an integral equation for f(~, J’, z). It is observed first that by the 
symmetry requirement 
f(x, Y, 4 = f&P 2, y). V) 
By the assumptions of this model 
,“(4 = j j j f(x, y, z) dx dy dz. 
x f mm(y, 2) < 11 
Effecting some simple transformations and observing (17) we can write 
the above equation as 
The unknown function f involves too many variables to be determined 
bY w- We make therefore a simplifying assumption: the lengths 
x, y, z are independently and identically distributed with density h. 
Now (18) becomes 
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Observing that 
we have 
Making the substitutions 
. 
F(u) = h(x) dx, 
i 
G(u) = 1 - g(u), 
II 
we get finally 
II . 
F(u) - 
I 
F’(x)F2(u - x) dx = G(u), 
. 
where the accent denotes differentiation. This is an integro-differential 
equation for F of a rather unusual convolution type. It does not seem 
likely that a solution of (19) can be obtained in a closed form without some 
very special assumptions on G. However, it is possible to set up several 
approximation procedures to obtain approximate solutions or to compute 
the solution numerically. One may try, for instance, one of the three 
iterational schemes 
. 
F, +1(u) = G(u) + 
s 
F’&)Fn2(ti - x) dx, 
0 
r;n(zc) = G@) + iF.‘(x)F~+& - x) dx, 
i, 
F,(u) = G(u) + (F;+~(x)F~~(. - x) dx. 
3 
Since these matters are not of prunary interest to our subject we 
shall not consider them here 
In conclusion, it may be added that similar approach might he of 
interest in several other situations in the nervous system, for instance. 
111 investigating the statistical and geometrical symmetry (or dissymmetry) 
of paired decussating structures. 
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