Strichartz and local smoothing estimates for stochastic dispersive
  equations with linear multiplicative noise by Zhang, Deng
ar
X
iv
:1
70
9.
03
81
2v
1 
 [m
ath
.PR
]  
12
 Se
p 2
01
7
Strichartz and local smoothing estimates for
stochastic dispersive equations with linear
multiplicative noise
Deng Zhang1
Abstract. We study a quite general class of stochastic dispersive
equations with linear multiplicative noise, including especially the
Schro¨dinger and Airy equations. The pathwise Strichartz and local
smoothing estimates are derived here in both the conservative and
non-conservative case. In particular, we obtain the P-integrability
of constants in these estimates, where P is the underlying probability
measure. Several applications are given to nonlinear problems, includ-
ing local well-posedness of stochastic nonlinear Schro¨dinger equations
with variable coefficients and lower order perturbations, integrability
of global solutions to stochastic nonlinear Schro¨dinger equations with
constant coefficients. As another consequence, we prove as well the
large deviation principle for the small noise asymptotics.
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1 Introduction and main results
We are concerned with the stochastic dispersive equation with linear multi-
plicative noise
dX(t) = iP (x,D)X(t)dt+ F (t)dt− µX(t)dt+X(t)dW, t ∈ (0, T ), (1.1)
X(0) = X0.
Here, X is a complex-valued function on [0, T ] × Rd, T ∈ (0,∞), P (x,D)
is a pseudo-differential operator of order m, m ≥ 2, Dj = −i∂xj , D =
(D1, · · · , Dd). The term W is a colored Wiener process of the form
W (t, x) =
N∑
j=1
µjej(x)βj(t), t ≥ 0, x ∈ Rd, (1.2)
and µ(x) = 1
2
∑N
j=1 |µj|2e2j (x), where µj ∈ C, ej are real-valued functions, and
βj(t) are independent real Brownian motions on a probability space (Ω,F ,P)
with natural filtration (Ft)t≥0. For simplicity, we consider N < ∞, but the
arguments in this paper extend also to the case where N = ∞. We assume
that X0 is F0 measurable and F is {Ft}-adapted throughout this paper.
Stochastic dispersive equations arise in various fields of physics. An
important model is the stochastic nonlinear Schro¨dinger equation where
P (x,D) = −∆, F = −λi|X|α−1X , λ = ±1 and α ∈ (1,∞). This equa-
tion is proposed as a model for the propagation of nonlinear dispersive waves
in nonlinear or random media, the coefficient λ = 1 (resp. −1) corresponds
to the focusing (resp. defocusing) case. See e.g. [2, 19, 20]. In particular,
when Reµj = 0, 1 ≤ j ≤ N , −µXdt + XdW is indeed the Stratonovitch
product X ◦ dW , and the mass of the homogeneous solution is pathwisely
conserved. This case will be called the conservative case in this paper. In
the non-conservative case, i.e. Reµj 6= 0 for some 1 ≤ j ≤ N , this equa-
tion plays an important role in the application to open quantum systems.
See e.g. [11, 12, 29]. An important feature in this case is, that the mass of
the homogeneous solution is no longer a constant, but a positive continuous
martingale, which implies conservation in mean norm square which is cru-
cial to define the so called “physical probability law” (see [11]). For other
dispersive type equations, see e.g. [21] for the stochastic Korteweg-de Vries
(KdV) equation where P (x,D) = D3 and F = 1
2
∂xX
2, and [16, 17, 22, 23]
for Schro¨dinger and KdV equations with modulated dispersion.
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Unlike the usual parabolic case, the principle operator of a dispersive
equation usually generates a unitary group in the standard L2 space. Thus,
a global smoothing effect is excluded in Sobolev spaces Hs(Rd), s > 0, which
is the source of many difficulties to study nonlinear problems. Furthermore,
although the principle operator is monotone, the variational approach (see
e.g. [38]) is not applicable to stochastic dispersive equations, due to the lack
of coercivity of the principle operator.
Here we shall study Strichartz and local smoothing estimates for stochas-
tic dispersion equations, which are two most stable ways of measuring dis-
persion and play an important role to study nonlinear problems.
The Strichartz estimates give space-time integrability of solutions, while
the local smoothing estimates allow to gain (m−1)/2 derivatives of solutions
on every bounded domains. We refer to [31, 34, 39, 40, 41, 44] for Strichartz
estimates and [15, 25, 26, 27, 32, 34, 35, 39] for local smoothing estimates in
the deterministic case.
For stochastic nonlinear Schro¨dinger equations, the global well-posedness
was first studied in [19, 20] for general multiplicative noises. The key Strichartz
estimates for the stochastic convolution were proved there by using the theory
of γ-radonifying operators, which, as the role of Hilbert-Schmidt operators
on Hilbert spaces, allows to treat noises in Banach spaces. An improved
stochastic Strichartz estimates was proved in [14], based on which global
well-posedness was obtained on a two-dimensional compact manifold. See
[30] for the global well-posedness in the full mass subcritical case via the
stochastic Strichartz estimates in [14]. See also the recent work [13] for mar-
tingale solutions in the energy space on compact manifolds.
Recently, using a different approach based on the rescaling transformation
(see (2.11) below), global well-posedness for stochastic nonlinear Schro¨dinger
equations with linear multiplicative noise has been proved in the optimal
mass and energy subcritical cases ([6, 7]), where the key role is played by
the pathwise Strichartz and local smoothing estimates. It should also be
mentioned that, the rescaling approach is quite robust and fits well with the
theory of maximal operators. In particular, solutions continuously depend on
the initial condition pathwisely and satisfy the strict cocycle property, so give
rise to stochastic dynamical systems (see [1]). We refer to [8] for stochastic
logarithmic Schro¨dinger equations, [9] for noise effect in the non-conservative
case, and [10] for optimal control problems.
In this paper, we prove the pathwise Strichartz and local smoothing es-
timates for quite general stochastic dispersive equations with linear multi-
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plicative noise in a uniform manner, including especially the Schro¨dinger and
Airy equations.
Moreover, motivated by scattering and optimal control problems, we also
obtain explicit upper bounds and P-integrability of constants in these esti-
mates. In particular, for the homogeneous Schro¨dinger and Airy equations,
the constants in the local smoothing estimates are exponentially P-integrable
in the conservative case.
Several applications are given to nonlinear problems. Pathwise local well-
posedness is proved for stochastic nonlinear Schro¨dinger equations with vari-
able coefficients and also with lower order perturbations. Moreover, the
P-integrability of global solutions are obtained for the stochastic nonlinear
Schro¨dinger equation mentioned above in both the mass and energy sub-
critical cases, which can be viewed as a complement to [6, 7, 9] and is of
importance for optimal control problems (see [10]).
Another application we obtain in this paper is that the large deviation
principle for the small noise asymptotics for general linear stochastic disper-
sive equations, as well as stochastic nonlinear Schro¨dinger equations with
variable coefficients, in the conservative case.
Notations. For any x = (x1, · · · , xd) ∈ Rd and any multi-index α =
(α1, · · · , αd), 〈x〉 = (1 + |x|2)1/2, |α| =
∑d
j=1 αj , ∂
α
x = ∂
α1
x1 · · ·∂αdxd , 〈∂x〉 =
(I − ∆x)1/2. Let Dxj = −i∂xj , Dαx is defined similarly. We will use the
notation ξ for the phase variable.
Given 1 ≤ p ≤ ∞, p′ is the conjugate number, i.e., 1/p′ + 1/p = 1.
Lp = Lp(Rd) is the space of p-integrable complex functions with the norm
| · |Lp. In particular, L2 is the Hilbert space with the inner product 〈u, v〉2 =∫
u(x)v(x)dx, and | · |2 = | · |L2 . As usual, W˙ s,p = |D|−sLp(Rd), W s,p =
〈D〉−s Lp(Rd), and H1 = W 1,2. Let S denote the space of rapid decreasing
functions and S ′ the dual space of S . For any f ∈ S , f̂ is the Fourier
transform of f , i.e. f̂(ξ) =
∫
e−ix·ξf(x)dx.
For any Banach space X , Lp(0, T ;X ) is the space of p-integrable X -
valued functions with the norm ‖ · ‖Lp(0,T ;X ), and C([0, T ];X ) is the space of
continuous X -valued functions with the super norm in t. For two Banach
spaces X ,Y , L(X ,Y) is the space of linear continuous operators from X to
Y , and L(X ) = L(X ,X ).
Throughout this paper, we use C(· · · ) for various constants that may
change from line to line.
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2 Formulations of main results
To begin with, let us introduce suitable spaces for Strichartz and local
smoothing estimates.
Set Hsδ := {v ∈ S ′ : 〈x〉δ (I − ∆)s/2v ∈ L2} with the norm ‖v‖Hsδ =
‖ 〈x〉δ (I −∆)s/2v‖2. For any s ∈ [0,∞), p, q ∈ [2,∞], set
XT,s,p,q := Lq(0, T ; W˙ s,p) ∩ L2(0, T ;H
m−1
2
−1 ),
equipped with the norm ‖u‖XT,s,p,q = ‖u‖Lq(0,T ;W˙ s,p) + ‖u‖
L2(0,T ;H
m−1
2
−1 )
.
The dual space of XT,s,p,q is denoted by X ′T,−s,p′,q′ := Lq
′
(0, T ; W˙−s,p
′
) +
L2(0, T ;H
−m−1
2
1 ), and ‖u‖X ′T,−s,p′,q′ = inf{‖u1‖Lp′(0,T ;W˙−s,p′)+‖u2‖L2(0,T ;H−(m−1)/21 ) :
u = u1 + u2, u1 ∈ Lp′(0, T ; W˙−s,p′), u2 ∈ L2(0, T ;H−(m−1)/21 )}.
We say that a ∈ C∞(Rd × Rd) is a symbol of class Sm, if for any multi-
indices α, β ∈ Nd, |∂αξ ∂βxa(x, ξ)| ≤ Cα,β 〈ξ〉m−|α|. The semi-norms |a|(l)Sm,
l ∈ N, are defined by
|a|(l)Sm = max|α+β|≤l supR2d
{|∂αξ ∂βxa(x, ξ)| 〈ξ〉−(m−|α|)}.
Moreover, Ψa (or a(x,D)) denotes the pseudo-differential operator associated
with the symbol a(x, ξ), i.e.,
Ψav(x) = a(x,D)v(x) = (2pi)
−d
∫
eix·ξa(x, ξ)v̂(ξ)dξ, v ∈ S .
In this case, we write Ψa ∈ Sm (or a(x,D) ∈ Sm) when no confusion arises.
We shall assume that the principle symbol and the spatial functions in
the noise satisfy the following assumptions:
(A0) P (x, ξ) = P1(x, ξ) + iP2(x, ξ), P1 ∈ Sm, P2 ∈ Sm−1, Pj(x, ξ) are real
polynomials of ξ, and P (x,D) is self-adjoint.
(A1) Asymptotical flatness. For any multi-indices α, β,
|∂αξ ∂βxP1(x, ξ)| ≤Cαβ 〈x〉−2 〈ξ〉m−|α| , β 6= 0.
|∂αξ ∂βxP2(x, ξ)| ≤Cαβ 〈x〉−2 〈ξ〉m−1−|α| .
Moreover, for 1 ≤ j ≤ N , ej ∈ C∞(Rd), and
|∂αx ej(x)| ≤ Cα 〈x〉−2 , α 6= 0. (2.1)
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(A2) Non-trapping condition. The bicharacteristic flow associated with the
principle symbol P (x, ξ) is non-trapped. More precisely, let (X,Ξ)(t, x, ξ)
be a flow generated by the Hamiltonian vector field
HP =
∑
∂ξjP (x, ξ)∂xj − ∂xjP (x, ξ)∂ξj ,
that is, (X,Ξ) is a solution to
dX
dt
= ∇ξP (X,Ξ), X(0) = x,
dΞ
dt
= (−1)∇xP (X,Ξ), Ξ(0) = ξ.
Then, for any (x, ξ) ∈ T ∗Rd/{0}, |X(t)| → ∞, as t→ ±∞.
(A3) Strichartz-type estimate. There exists (s, p, q) ∈ [0,∞)×[2,∞)×(2,∞]
such that
‖ei·Pu‖Lq(0,∞;W˙ s,p) ≤ C|u|2. (2.2)
The triple (s, p, q) such that (2.2) holds is called admissible, and the set
of all admissible triples is denoted by A. In particular, (0, 2,∞) ∈ A.
(Note that, we do note treat the endpoint case p =∞, q = 2 here.)
Remark 2.1. Assumptions (A0)–(A2) are mainly required for local smooth-
ing estimates. See Theorem 4.1 and Lemma 4.4 below. See also [15] for more
general conditions for local smoothing estimates. We mention that, for P el-
liptic with variable coefficients under some appropriate flatness conditions at
infinity, it was proved in [27] that the local smoothing estimate is equivalent
to the non-trapping condition of the Hamiltonian flow.
Remark 2.2. The smoothness of the spatial functions ej is assumed for
technical reasons, particularly, to perform pseudo-differential calculus. One
can also assume ej ∈ CNb (Rd) as in [35] with N large enough such that the
pseudo-differential calculus can be carried out. One may also weaken the
regularity of ej by using paradifferential calculus as in [44, 39].
Example 2.3. Schro¨dinger operator. Consider P (x,D) =
∑d
j,k=1Dja
jk(x)Dk,
x ∈ Rd, d ≥ 1, ajk are real valued, symmetric, and satisfy some appro-
priate conditions (see Assumptions (B1) and (B2) below). In this case,
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P (x, ξ) =
∑d
j,k=1(a
jk(x)ξjξk − i∂jajk(x)ξk). In particular, when ajk = δjk,
P (x,D) = −∆. We have the admissible set (see [37])
A =
{
(s, p, q) : s = 0,
2
q
= d(
1
2
− 1
p
), (p, q) ∈ [2,∞)× (2,∞]
}
. (2.3)
The pairs (p, q) in (2.3) are called Strichartz pairs below.
Example 2.4. Airy operator. Consider P (x,D) = D3, d = 1, and so
P (x, ξ) = ξ3, ξ ∈ R. This operator mainly arises in the (generalized) KdV
equations, for which we have (see [33, (1.5)])
A =
{
(s, p, q) : s =
θα
2
, p =
2
1− θ , q =
6
θ(α + 1)
, (θ, α) ∈ [0, 1)× [0, 1/2]
}
.
Example 2.5. Generalization of the Schro¨dinger operator P (x,D) = (−∆)m,
m ∈ N, m ≥ 1, d ≥ 2. We have (see Remark (a) on p.49 in [34])
A =
{
(s, p, q) : s =
θ
2
d(m− 1), p = 2
1− θ , q =
4
dθ
, θ ∈ [0, 2
d
)
}
.
Moreover, for the generalization of the Airy operator P (x,D) = Dm, m ∈ N,
m ≥ 3, d = 1, we have (see [34, Theorem 2.1])
A =
{
(s, p, q) : s =
(m− 2)θ
4
, p =
2
1− θ , q =
4
θ
, θ ∈ [0, 1)
}
.
The main result of this paper is formulated below.
Theorem 2.6. Assume (A0)-(A3). Let (s1, p1, q1), (s2, p2, q2) ∈ A be any
admissible triples. Then, we have
(i). For any F0-measurable X0 ∈ L2, {Ft}-adapted F ∈ X ′T,−s2,p′2,q′2, P-
a.s., the solution X to (1.1) satisfies that P-a.s.
‖e−Φ(W )X‖XT,s1,p1,q1 ≤ D(e, e∗, T )(|X0|2 + ‖e−Φ(W )F‖X ′T,−s2,p′2,q′2 ). (2.4)
Here,
Φ(W ) =W − 1
2
t
N∑
j=1
(|µj|2 + µ2j)e2j , (2.5)
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and
D(e, e∗, T ) =C1(1 + T )
5
2 (1 + eT + |e|L1(0,T )) 12 (1 + e∗T + |e∗|L1(0,T ))
1
2
· (1 + β∗T + T )
3
2
(m2−m+4)leC2(1+β
∗
T+T ) (2.6)
for some l ≥ 1, where β∗T = supt∈[0,T ] |β(t)|, C1 > 0, C2 ≥ 0, and e and e∗
are adapted processes as in (4.5) and (4.7) below respectively. In particular,
one can take l = e = e∗ = 1, C2 = 0 in the conservative case.
(ii). Assume in addition that P (x, ξ) = P (ξ), X0 ∈ H1, ∂xjF ∈ X−s3,p′3,q′3
for some (s3, p3, q3) ∈ A, 1 ≤ j ≤ d, P-a.s. Then, the solution to (1.1)
satisfies that P-a.s., for any 1 ≤ j ≤ d,
‖∂xj(eΦ(W )X)‖XT,s1,p1,q1 ≤(1 + β∗T + T )mD2(e, e∗, T )
(
|X0|2 + ‖e−Φ(W )F‖X ′
T,−s2,p
′
2
,q′
2
+ ‖∂xj(e−Φ(W )F )‖X ′
T,−s3,p
′
3,q
′
3
)
. (2.7)
Remark 2.7. The process e is actually related to the martingale property
of homogeneous solutions in the non-conservative case, while e∗ arises in the
duality case and involves the semi-martingale M∗ in (4.8) below.
Remark 2.8. The estimate (2.4) shows that for P-a.e. ω,X(t, ω) ∈ H(m−1)/2−1 ∩
W˙ s,p for a.e. t ∈ [0, T ]. Hence, the solution gains (m − 1)/2 derivatives on
any bounded domains and also gain spatial integrability. We remark that,
the local smoothing estimate (resp. Strichartz estimate) depends on the first
(resp. second) derivatives of the principle symbol (see [34]).
Remark 2.9. The upper bound in (2.4) (and also (2.7)) can be improved in
the homogeneous case (see Theorem 4.1 and Lemma 5.2 below), but we will
not seek the optimal upper bound here. However, we have the P-integrability
of constants and solutions which are important for optimal control problems
(see [10]).
More precisely, similarly to [7, Lemma 3.6], we have that for any 1 ≤ ρ <
∞, E supt∈[0,T ] (M(t) +M∗(t))ρ ≤ C(ρ), where M and M∗ are as in (4.6)
and (4.8) below respectively. Thus, it follows from (2.6) that
D(e, e∗, T ) ∈
⋂
1≤ρ<∞
Lρ(Ω).
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Moreover, when X0 ∈ Lρ(Ω;L2) and F ∈ Lρ(Ω;X ′T,−s0,p′0,q′0) for some
admissible triple (s0, p0, q0) ∈ A and for all 1 ≤ ρ <∞, we have that
X ∈
⋂
1≤ρ<∞
⋂
(s,p,q)∈A
Lρ(Ω;XT,s,p,q).
In particular, by the mild reformulation of (1.1), this implies the P-integrability
of the stochastic convolution, i.e.,∫ ·
0
ei(·−s)P (x,D)X(s)dW (s) ∈
⋂
1≤ρ<∞
⋂
(s,p,q)∈A
Lρ(Ω;XT,s,p,q).
Remark 2.10. The P-integrability of solutions to (1.1) can be proved by
the stochastic Strichartz estimate in [14]. Here, we obtain quantitative in-
formation for general dispersive equations with linear multiplicative noise.
As a matter of fact, we obtain (2.4) in the pathwise way. In particular, for
the Schro¨dinger and Airy operators, the constants in the homogeneous lo-
cal smoothing estimates are exponentially P-integrable in the conservative
case. See Theorem 4.1 and Remark 4.3 below. Moreover, stochastic disper-
sive equations with lower order perturbations can be treated here, and the
pathwise estimates are applicable as well to the large deviation principle for
the small noise asymptotics in the conservative case. See Theorems 6.3 and
6.6 below.
Below we present the Strichartz and local smoothing estimates for stochas-
tic dispersive equations with lower order perturbations.
Theorem 2.11. Consider the equation
dX = iP (x,D)Xdt+ b(t, x,D)Xdt+ Fdt− µX(t)dt+X(t)dW, (2.8)
X(0) = X0.
Here, P (x,D), µ and W are as in (1.1). For each x, ξ ∈ Rd, t 7→ b(t, x, ξ) is
an adapted continuous process satisfying that, for any multi-indices α, β,
sup
t∈[0,T ]
|∂αξ ∂βx b(t, x, ξ)| ≤ g(T )Cαβ 〈x〉−2 〈ξ〉m−1−|α| , P− a.s., (2.9)
where t 7→ g(t) is an {Ft}-adapted continuous process.
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Then, under Assumptions (A0)–(A3), for any (si, pi, qi) ∈ A, i = 1, 2,
and for any F0-measurable X0 ∈ L2, {Ft}-adapted F ∈ X ′T,−s2,p′2,q′2, P-a.s.,
the solution X to (2.8) satisfies that P-a.s.,
‖e−Φ(W )X‖XT,s1,p1,q1 ≤ CT (|X0|2 + ‖e−Φ(W )F‖X ′T,−s2,p′2,q′2 ), (2.10)
where Φ(W ) is as in (2.5) and t 7→ Ct is adapted, increasing and continuous.
Remark 2.12. The constant CT in (2.10) may not be P-integrable, due
to the lack of martingale property of homogeneous solutions to (2.8) with
lower order perturbations in general. In fact, in the derivation of (2.10)
the Gronwall inequality will produce a non-integrable double exponential of
Brownian motions (see e.g. (4.40) below).
As mentioned above, several applications are given to nonlinear problems,
which are actually main motivations for the estimates in Theorems 2.6 and
2.11. We first show the pathwise local well-posedness for stochastic nonlinear
Schro¨dinger equations with variable coefficients and lower order perturba-
tions, in the full mass (sub)critical range of the exponents of nonlinearity.
See Theorem 6.1 below. For the typical stochastic nonlinear Schro¨dinger
equation as studied in [6, 7, 19, 20, 30], we also prove the P-integrability
of global solutions which is important for optimal control problems. See
Theorem 6.2.
Moreover, these estimates apply also to the large deviation principle for
the small noise asymptotics for linear stochastic dispersive equations, as well
as stochastic nonlinear Schro¨dinger equations with variable coefficients, in
the conservative case. See Theorems 6.3 and 6.6 below.
The proof of Theorem 2.6 relies on the rescaling approach as in [6, 7, 9].
The rescaling transformation is in fact a Doss-Sussman type transformation
in infinite dimension, which reduces the stochastic dispersive equation (1.1)
to a random equation (2.12) below with lower order perturbations.
This point of view allows pathwise analysis of stochastic partial differ-
ential equations, including sharp pathwise estimates of stochastic solutions,
path-by-path uniqueness and random attractors. See e.g. [3, 4] for stochastic
porous media equations and the total variations flow. Moreover, the rescal-
ing approach fits quite well with the theory of maximal monotone operators
and indeed reveals the structure of stochastic equations. See e.g. [5, 8]. We
would also like to mention that, the damped effect of the noise in the non-
conservative case, completely different from that in the conservative case,
can be revealed by the rescaling approach (see [9]).
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Below we shall see that the rescaling transformation leaves the princi-
ple symbol unchanged but produces lower order perturbations in the result-
ing random equation. In the light of this structural feature, we shall prove
Strichartz estimates via the control of lower order perturbations.
More precisely, let
u := e−Φ(W )X, (2.11)
where Φ(W ) is as in (2.5). By (1.1) we have
∂tu(t) = iPt(x,D)u(t) + f(t) (2.12)
with the initial datum u(0) = X0, f(t) = e
−Φ(W )(t)F (t), and
Pt(x,D) = e
−Φ(W )(t,x)P (x,D)eΦ(W )(t,x), t ∈ [0, T ].
In particular, P0(x, ξ) = P (x, ξ). The equivalence of solutions to (1.1) and
(2.12) can be proved similarly as in [6, Lemma 6.1]. Note that
Pt = e
−Φ(W )(t)PeΦ(W )(t) = P + e−Φ(W )(t)[P, eΦ(W )(t)]. (2.13)
It follows that
∂tu(t) = iPu(t) + ie
−Φ(W )(t)[P, eΦ(W )(t)]u(t) + f(t), (2.14)
where e−Φ(W )[P, eΦ(W )] is of lower orderm−1. Therefore, the original problem
is now reduced to this random equation.
Theorem 2.13. Assume (A0)-(A3). (i). For any (si, pi, qi) ∈ A, i = 1, 2,
and for any F0-measurable u0 ∈ L2 and {Ft}-adapted f ∈ X ′T,−s2,p′2,q′2, P-a.s.,
the solution u to (2.12) satisfies P-a.s. that
‖u‖XT,s1,p1,q1 ≤ D(e, e∗, T )(|u0|2 + ‖f‖X ′T,−s2,p′2,q′2 ), (2.15)
where D(e, e∗, T ) is as in (2.6).
(ii). Assume in addition that P (x, ξ) = P (ξ), u0 ∈ H1, and ∂xjf ∈
X ′T,−s3,p′3,q′3 for some (s3, p3, q3) ∈ A, 1 ≤ j ≤ d, P-a.s. Then,
‖u‖XT,s1,p1,q1 ≤(1 + β∗T + T )mD(e, e∗, T )
(
|u0|H1 + ‖f‖X ′
T,−s2,p
′
2
,q′
2
+ ‖∂xjf‖X ′
T,−s3,p
′
3
,q′
3
)
. (2.16)
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Remark 2.14. The proof presented below applies as well to the stochastic
dispersive equation of more general form
dX = iP (x,D)Xdt+ Fdt− µXdt+ λXdt+
N∑
j=1
FkXdβk(t), (2.17)
where X(0) = X0, λ ∈ C, µ = 12
∑N
j=1 |Fk|2, and Fk are adapted complex
valued functions on R+ × Rd. Under appropriate conditions of Fk, we can
perform the rescaling transformation u = e−Φ˜(β)−λtX with
Φ˜(β)(t, x) =
N∑
j=1
∫ t
0
Fk(s, x)βk(s)− 1
2
N∑
j=1
∫ t
0
(|Fk(s, x)|2 + F 2k (s, x))ds
to reduce (2.17) to the random equation below
∂tu = iP˜t(x,D)u+ e
−Φ˜(β)−λtF,
where P˜t(x,D) = e
−Φ˜(β)(t)P (x,D)eΦ˜(β)(t). Thus, using similar arguments
below one can prove Strichartz and local smoothing estimates for (2.17).
Below we are mainly concerned with the estimates in Theorems 2.6, 2.11
and 2.13. The global well-posedness for (1.1), (2.8) and (2.12) can be proved
via approximation procedure with smooth initial data and smooth inhomo-
geneous parts.
There is an extensive literature on Strichartz estimates for the free group
{eitP (x,D)}t∈R, of which the standard proof is based on dispersive estimates,
e.g., |e−it∆u0|L∞ ≤ Ct−d/2|u0|L1 for the Schro¨dinger operator, and |e−t∂3xu0|L∞
≤ Ct− 13 |u0|L1 for the Airy operator. See [31, 37, 43].
However, it is much more difficult to prove Strichartz estimates for op-
erators with lower order perturbations and, as a matter of fact, dispersive
estimates do not hold in general (see e.g. [44]).
Inspired by the work [39, 40, 41], we shall prove Strichartz estimates by
using local smoothing estimates under appropriate asymptotically flat con-
ditions, which allow to control lower order perturbations. For this purpose,
we first prove the local smoothing estimates for (2.14) in the homogeneous
case (see Theorem 4.1 below), which actually plays the key role in the proof
of Theorem 2.13.
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It should be mentioned that, local smoothing estimates for more general
operators with lower order perturbations were studied in [15], where, how-
ever, the dependence on time of the constants is implicit.
In order to obtain the P-integrability of constants, we prove precisely
upper bounds of constants, by estimating the remainders in the expansion
of compositions of pseudo-differential operators and also the semi-norms of
pseudo-differential operators (see Lemma 3.2 and Corollary 3.3 below). We
first treat the easier conservative case in the spirit of [18], and then, for the
non-conservative case, we perform the energy method to a new equation as
in [35], combined with the G˚arding inequality (3.6) and the interpolation
estimate (3.10) below. Moreover, the Gronwall inequality used in [15] pro-
duces a non-integrable double exponential boundedness of Brownian motions.
Instead, we shall use the martingale property of homogeneous solutions to
obtain the P-integrability of constants.
Once the homogeneous local smoothing estimates are obtained, by virtue
of Assumption (A3) and the Christ-Kiselev lemma, we obtain homogeneous
Strichartz estimates and prove Theorem 2.13 by duality arguments, thereby
proving Theorem 2.6 via the rescaling transformation.
The remainder of this paper is structured as follows. In Section 3 we
review basic results of pseudo-differential operators and present necessary
estimates used in subsequent sections. Section 4 is mainly concerned with
the homogeneous local smoothing estimates, and Section 5 is devoted to the
proof of the main results. In Section 6, we present several applications con-
cerning stochastic nonlinear Schro¨dinger equation as well as large deviation
principle for small noise asymptotics. Finally, for simplicity of exposition,
some technical computations are postponed to the Appendix, i.e., Section 7.
3 Preliminary
We first review some basic results of pseudo-differential operators. For more
details we refer to [35, 36, 37, 45].
Lemma 3.1. ([36, Theorem 2.6, Theorem 3.1]) Let ai ∈ Smi, i = 1, 2. Then,
Ψa1 ◦Ψa2 = Ψa with
a(x, ξ) = (2pi)−d
∫∫
e−iy·ηa1(x, ξ + η)a2(x+ y, ξ)dydη ∈ Sm1+m2 ,
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Moreover, we have the expansion
a(x, ξ) =
∑
|α|<n
1
α!
∂αξ a1(x, ξ)D
α
xa2(x, ξ) + n
∑
|γ|=n
∫ 1
0
(1− θ)n−1
γ!
rγ,θ(x, ξ)dθ,
for any n ≥ 1, where
rγ,θ(x, ξ) = (2pi)
−d
∫∫
e−iy·η∂γξ a1(x, ξ + θη)D
γ
xa2(x+ y, ξ)dydη, (3.1)
and {rγ,θ(x, ξ)}|θ|≤1 is a bounded symbol of Sm1+m2−|γ|.
Note that, the commutator i[Ψa,Ψb] := i(ΨaΨb − ΨbΨa) is an operator
with symbol in Sm1+m2−1, and the principle symbol is the Poisson bracket
Hab := {a, b} =
d∑
j=1
∂ξja∂xjb− ∂ξjb∂xja.
The lemma below allows to estimate the remainder term (3.1) in the
expansion of composition of pseudo-differential operators.
Lemma 3.2. Let a, b ∈ C∞(Rd × Rd) be such that for any multi-indices
α, β with |α + β| = l, |∂αξ ∂βxa(x, ξ)| ≤ C1(l) 〈x〉ρ1(β) 〈ξ〉m1−|α|, |∂αξ ∂βx b(x, ξ)| ≤
C2(l) 〈x〉ρ2(β) 〈ξ〉m2−|α|, where ρi(β) = ρi(|β|) are decreasing on |β|. Set
cθ(x, ξ) =
∫∫
e−iη·za(x, ξ + θη)b(x+ z, ξ)dηdz,
where θ ∈ [0, 1]. Then,
|cθ(x, ξ)| ≤ CC1(l)C2(k) 〈x〉ρ1(0)+ρ2(0) 〈ξ〉m1+m2 (3.2)
for l, k such that l > |ρ2(0)|+ d, k > |m1|+ d, where C is independent of θ.
(See the Appendix for the proof.)
Corollary 3.3. Let a, b be as in Lemma 3.2. For any multi-indices α, α′, β, β ′
and θ ∈ [0, 1], let cθ(x, ξ) be as in Lemma 3.2 and
c˜θ(x, ξ) :=
∫∫
e−iη·z∂αξ ∂
β
xa(x, ξ + θη)∂
α′
ξ ∂
β′
x b(x+ z, ξ)dηdz.
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Then, there exists C independent of θ such that
|∂αξ ∂βx cθ(x, ξ)| ≤ CC1(|α+ β|+ l)C2(|α+ β|+ k) 〈x〉ρ1(0)+ρ2(0) 〈ξ〉m1+m2−|α| ,
and
|c˜θ(x, ξ)| ≤ CC1(|α+ β|+ l)C2(|α′ + β ′|+ k) 〈x〉ρ1(β)+ρ2(β
′) 〈ξ〉m1+m2−|α+α′| ,
where Ci(·), ρi(·), i = 1, 2, l, k are as in Lemma 3.2.
Lemma 3.4. Let a ∈ S0, p ∈ (1,∞). There exist a constant C and l ∈ N
such that
‖Ψa‖L(Lp) ≤ C|a|(l)S0. (3.3)
See [36, Theorem 4.1] for the case where p = 2 and [45, Chapter 1.2] for
the general case where p ∈ (1,∞).
Lemma 3.5. (i) (G˚arding inequality) Let a ∈ S1 with Rea(x, ξ) ≥ 0 for
|ξ| ≥ R, R ≥ 1. Then, there exist j0 = j0(d) ∈ N and c(d, R), such that
Re 〈Ψaf, f〉 ≥ −c(d, R)|a|(j0)S1 |f |22, ∀f ∈ L2. (3.4)
Moreover, there exists a constant C(d) > 0 such that
c(d, R) ≤ C(d) 〈R〉 . (3.5)
(ii) Let a ∈ Sm−1, m > 2, Rea(x, ξ) ≥ 0 for any |ξ| ≥ R, R > 1, and
|∂ξα∂xβa| ≤ Cα,β 〈x〉−2 〈ξ〉m−1−|α| for any multi-indices α, β. Then,
Re 〈Ψaf, f〉 ≥ −CR‖f‖2
H
m−2
2
−1
, ∀f ∈ H
m−2
2
−1 , (3.6)
where C is independent of R.
Proof. (i) (3.4) is the standard Garding estimate, see, e.g., [37, Lemma
10.3]. As regards (3.5), let ϕ be a positive smooth function such that ϕ(ξ) = 1
if |ξ| ≤ 1 and ϕ(ξ) = 0 if |ξ| ≥ 2. Set ϕR(ξ) := C˜(R)ϕ( ξR), where C˜(R) :=
supx∈Rd,|ξ|≤R |a(x, ξ)| ≤ |a|(0)S1 〈R〉. Then, Re(a(x, ξ)+ϕR(ξ)) ≥ 0, ∀x, ξ ∈ Rd.
By (3.4), there exist j0 = j0(d) ∈ N and a constant c(d), such that
Re 〈Ψa+ϕRf, f〉2 ≥− c(d)(|a+ ϕR|(j0)S1 )|f |22
≥− c(d)(|a|(j0)S1 + |ϕR|(j0)S1 )|f |22, ∀f ∈ L2. (3.7)
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Note that, ϕR ∈ S0, and for any l ≥ 1, |ϕR|(l)S0 = C˜(R)|ϕ( ·R)|(l)S0 ≤ |a|(l)S1|ϕ|(l)S0 〈R〉.
Then, by Lemma 3.4, for some l ∈ N,
|Re 〈ΨϕRf, f〉2 | ≤ C|a|(l)S1|ϕ|(l)S0 〈R〉 |f |22, ∀f ∈ L2. (3.8)
Moreover, using the facts that 〈ξ〉−1 ≤ 〈ξ/R〉−1 and 〈ξ〉−1+l ≤ Rl−1 〈ξ/R〉−1+l
for any l ≥ 1, we have |ϕ( ·
R
)|(j0)S1 ≤ |ϕ|(j0)S1 . Hence,
|ϕR|(j0)S1 = C˜(R)|ϕ(
·
R
)|(j0)S1 ≤ |a|(0)S1 |ϕ|(j0)S1 〈R〉 . (3.9)
Plugging (3.8) and (3.9) into (3.7), we have
Re 〈Ψaf, f〉2 ≥− c(d)(|a|(j0)S1 + |a|(0)S1 |ϕ|(j0)S1 〈R〉)|f |22 − C|a|(l)S1|ϕ|(l)S0 〈R〉 |f |22
for some l ∈ N, which implies (3.5).
(ii) Let g = 〈x〉−1 〈D〉m−22 f . By Lemma 3.1 and Corollary 3.3,
〈Ψaf, f〉 =
〈
〈x〉 〈D〉−m−22 Ψa 〈D〉−
m−2
2 〈x〉 g, g
〉
=
〈
(Ψ 〈x〉2a(x,ξ)
〈ξ〉m−2
+Ψr)g, g
〉
,
where r ∈ S0. Note that 〈ξ〉−(m−2) 〈x〉2 a(x, ξ) ∈ S1, and Re(〈ξ〉−(m−2) 〈x〉2
a(x, ξ)) ≥ 0 for any |ξ| ≥ R. Then, using (3.4) we obtain
Re
〈
Ψ 〈x〉2a(x,ξ)
〈ξ〉m−2
g, g
〉
≥ −CR|g|22 = −CR‖f‖2
H
m−2
2
−1
.
Moreover, since r ∈ S0, by Lemma 3.4, |Re 〈Ψrg, g〉 | ≤ C|g|22 = C‖f‖2H(m−2)/2−1 .
Therefore, combining the estimates above we obtain (3.6). 
Lemma 3.6. Fix m > 2. For any u ∈ S and any ε ∈ (0, 1),
‖u‖
H
m−2
2
−1
≤ Cε 12‖u‖
H
m−1
2
−1
+ Cε−
m−2
2 |u|2, (3.10)
where C is independent of ε. In particular,
‖u‖
H
m−2
2
−1
≤ C‖u‖
m−2
m−1
H
m−1
2
−1
|u|
1
m−1
2 . (3.11)
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Proof. Let θ be a smooth nondecreasing function such that θ(ξ) = 0 for
|ξ| ≤ 1, and θ(ξ) = 1 for |ξ| ≥ 2. Set θε(ξ) := θ(εξ). Then,
〈x〉−1 〈D〉m−22 = 〈x〉−1 〈D〉m−22 θε(D) + 〈x〉−1 〈D〉
m−2
2 (1− θε(D))
= : K1 +K2.
Note that, K1 = aε(x,D) 〈x〉−1 〈D〉(m−1)/2, where aε(x,D) := 〈x〉−1 θε(D)
〈D〉−1/2 〈x〉 ∈ S0, due to Corollary 3.3. Since 〈ξ〉−1/2 ≤ ε1/2 on the support
of θε, |aε(x, ξ)|(l)S0 ≤ ε1/2C(l), ∀l ≥ 1. Hence,
|K1u|2 ≤ ε 12C(l)| 〈x〉−1 〈D〉
m−1
2 u|2 = ε 12C(l)‖u‖
H
m−1
2
−1
. (3.12)
Moreover, since 〈ξ〉 ≤ 4ε−1 on the support of 1 − θε(ξ), | 〈ξ〉(m−2)/2 (1 −
θε(ξ))|(l)S0 ≤ Cε−(m−2)/2, we have
|K2u|2 ≤ | 〈D〉
m−2
2 (1− θε(D))u|2 ≤ Cε−m−22 |u|2. (3.13)
Thus, (3.12) and (3.13) yield (3.10). (3.11) follows by optimization in ε. 
Lemma 3.7. Let a ∈ S0 and θ be a smooth nondecreasing function such
that θ(ξ) = 0 if |ξ| ≤ 1 and θ(ξ) = 1 if |ξ| ≥ 2. Set θR(ξ) := θ( ξR),
cR(x, ξ) := e
Ma(x,ξ)θR(ξ) ∈ S0, where R,M ≥ 1. Let ‖a‖∞ := |a|L∞(R2d).
(i). There exist l ∈ N and C(l) > 0 such that for any R ≥ 1,
‖ΨcR‖L(L2) + ‖Ψc−1R ‖L(L2) ≤ C(l)M
leM‖a‖∞ . (3.14)
(ii) For R = CM le2M‖a‖∞ with C, l large enough, ΨcR is invertible, and
‖Ψ−1cR ‖L(L2) ≤ C(l)M leM‖a‖∞ , (3.15)
(iii) For R = CM le2M‖a‖∞ with C and l large enough, we have
‖ΨcR‖L(Hm−12−1 )
+ ‖Ψ−1cR ‖L(Hm−12−1 )
≤ C(l)M le2M‖a‖∞ . (3.16)
The proof of Lemma 3.7 is postponed to the Appendix.
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4 Homogeneous local smoothing estimates
This section is mainly concerned with the local smoothing estimates for ho-
mogeneous solutions to (2.12).
Theorem 4.1. Consider (2.12) in the homogenous case f ≡ 0, i.e.,
∂tu = iPt(x,D)u, u(0) = u0. (4.1)
Assume (A0)–(A2). Then, for any F0-measurable u0 ∈ L2, P-a.s., the solu-
tion u to (2.12) satisfies P-a.s. that
‖u‖C([0,T ];L2) + ‖u‖
L2(0,T ;H
m−1
2
−1 )
≤ D˜(e, T )|u0|2 (4.2)
Here,
D˜(e, T ) = C1(1 + eT + |e|L1) 12 (1 + β∗T + T )
1
2
((m−2)2+m)leC2(1+β
∗
T+T ), (4.3)
for some l ≥ 1, where C1 > 0, C2 ≥ 0, β∗T = supt∈[0,T ] |β(t)|, and e is as
in (4.5) below. In particular, one can take l = e = 1 and C2 = 0 in the
conservative case.
Remark 4.2. Similarly to Remark 2.9, we have
D˜(e, T ) ∈
⋂
1≤ρ<∞
Lρ(Ω), (4.4)
and when u0 ∈ Lρ(Ω;L2) for all ρ ≥ 1,
u ∈
⋂
1≤ρ<∞
Lρ(Ω;C([0, T ];L2) ∩ L2(0, T ;H
m−1
2
−1 )).
Remark 4.3. In the conservative case, for the Schro¨dinger operator (m = 2)
or the Airy operator (m = 3), the constant D˜(e, T ) is even exponentially P-
integrable. Moreover, if in addition u0 ∈ L∞(Ω;L2), then the solution is also
exponentially P-integrable, that is, there exists δ > 0 such that
E exp
(
δ(‖u‖C([0,T ];L2) + ‖u‖
L2(0,T ;H
m−1
2
−1 )
)
)
<∞.
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The key role in the proof of Theorem 4.1 is played by the pseudo-differential
operator of order zero constructed in [15]. See also [25, 26, 32, 35] in the
Schro¨dinger case.
Lemma 4.4. ([15, Lemma 7.1]) Assume (A0)–(A2). There exist h˜(x, ξ) ∈
S0 and c1, c2 > 0, such that
Hh˜P ≤ −c1
|ξ|m−1
〈x〉2 + c2,
and |∂αξ ∂βx h˜(x, ξ)| ≤ Cαβ 〈x〉−ρ(β) 〈ξ〉−|α| for (x, ξ) ∈ T ∗Rd, where ρ(β) is equal
to 0 for β = 0, 1 for |β| = 1, 2 for |β| ≥ 2.
As mentioned in Section 2, the Gronwall inequality as in [15] will produce
a double exponential bound involving Brownian motions, which, however, is
not P-integrable in the non-conservative case. Instead, we use the martin-
gale property of homogeneous solutions to control the L2-norm of solutions.
Similar semi-martingales in the dual case will also be used in the next section.
As in [6, 7], we use the notations U(t, s), s, t ∈ [0,∞), for evolution op-
erators corresponding to (4.1). Their dual operators are denoted by U∗(t, s).
Lemma 4.5. (i) For any F0-measurable u0 ∈ L2, P-a.s., we have
|U(t, 0)u0|22 ≤ e(t)|u0|22, (4.5)
where e(t) = |e−Φ(W (t))|2L∞M(t),
M(t) = exp
{
N∑
j=1
[∫ t
0
vj(s)dβj(s)− 1
2
∫ t
0
v2j (s)ds
]}
, (4.6)
and vj = 2Re
〈
X˜, µjejX˜
〉
2
|X˜|−22 with X˜(t) = eΦ(W (t))U(t, 0)u0, 1 ≤ j ≤ N .
(ii) For any F0-measurable u0 ∈ L2, P-a.s., we have
|U∗(0, t)u0|22 ≤ e∗(t)|u0|22. (4.7)
Here e∗(t) = |eΦ(W (t))|2L∞M∗(t),
M∗(t) := exp
{
N∑
j=1
[
−
∫ t
0
v∗j (s)dβj(s)−
∫ t
0
1
2
(v∗j )
2(s)ds+
∫ t
0
v˜∗j (s)ds
]}
,
(4.8)
v∗j = 2Re 〈X∗, µjejX∗〉2 |X∗|−22 , and v˜∗j = 2|X∗|−22 Re
〈
X∗, (|µj|2 + µ2j)ejX∗
〉
2
with X∗(t) = e−Φ(W (t))U∗(0, t)u0, 1 ≤ j ≤ N .
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Proof (i). Note that X˜ is the homogeneous solution to (1.1). Using sim-
ilar arguments as in the proof of [6, (1.4)], we have that |X˜|22 is a continuous
martingale with the representation
|X˜(t)|22 = |u0|22 + 2
N∑
j=1
∫ t
0
Reµj
〈
X˜(s), X˜(s)ej
〉
2
dβj(s), t ∈ [0, T ]. (4.9)
This yields that |X˜(t)|22 = |u0|22M(t), t ∈ [0, T ], which implies (4.5).
(ii). Since Id = U(0, t)U(t, 0), ∂tU(0, t) = −iU(0, t)ΨPt , we have
∂t 〈U∗(0, t)u0, z〉2 = 〈u0,−iU(0, t)ΨPtz〉2 =
〈
iΨ∗PtU
∗(0, t)u0, z
〉
, ∀z ∈ Hm,
which implies that v∗(t) := U∗(0, t)u0 satisfies the equation
∂tv
∗ = iΨ∗Ptv
∗, v∗(0) = u0. (4.10)
Then, by Itoˆ’s formula,
dX∗ = iP (x,D)X∗dt+
N∑
j=1
(µj
2 +
1
2
|µj|2)e2jX∗dt−X∗dW, X∗(0) = u0.
This yields that
|X∗(t)|22 =|u0|22 + 4
N∑
j=1
∫
(Reµj)
2e2j |X∗(t)|2dxdt
− 2
N∑
j=1
∫ t
0
Reµj 〈X∗(s), X∗(s)ej〉2 dβj(s), t ∈ [0, T ]. (4.11)
Thus, |X∗(t)|22 = |u|22M∗(t), t ∈ [0, T ], which implies (4.7). 
Below we first treat the easier conservative case in the spirit of [18].
Proof of Theorem 4.1 (Conservative case). Let h˜ ∈ S0 and θ be as
in Lemmas 4.4 and 3.7 respectively. Set h(x, ξ) := h˜(x, ξ)θ(ξ) ∈ S0. Note
that, Ψ∗Pt = ΨPt = e
−W (t)ΨP eW (t) and
|u(t)|2 = |u0|2, t ∈ [0, T ]. (4.12)
Using (2.12) we have
∂tRe 〈u,Ψhu〉2 =Re 〈iΨPtu,Ψhu〉2 + Re 〈u, iΨhΨPtu〉2
=Re 〈u, i[Ψh,ΨPt]u〉2 . (4.13)
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Since by (2.13),
i[Ψh,ΨPt] = i[Ψh,ΨP ] + i[Ψh, e
−W (t)[ΨP , eW (t)]] =: Ψa +Ψbt , (4.14)
where a(x, ξ) ∈ Sm−1 and bt(x, ξ) ∈ Sm−2. It follows that
∂tRe 〈u,Ψhu〉2 = Re 〈u,Ψau〉2 + Re 〈u,Ψbtu〉2 . (4.15)
Below we perform separate estimates of the symbols a and bt by expand-
ing them up to zero order via Lemma 3.1. The key point here is that the
commutator i[Φh,ΦP ] is an elliptic operator of order m− 1, which raises the
local regularity of homogeneous solutions, while the lower order perturba-
tions will then be controlled by the interpolation estimate (3.10). We mainly
consider the case m > 2, the case m = 2 can be proved similarly.
First, by Lemma 3.1,
a(x, ξ) =HhP +
∑
2≤|α|≤m−1
i
α!
(∂αξ hD
α
xP − ∂αξ PDαxh) + r0(x, ξ)
:=HhP + a0(x, ξ) + r0(x, ξ), (4.16)
where a0 ∈ Sm−2 and r0 ∈ S0. Since by Lemma 4.4,HhP ≤ − c12 〈x〉−2 〈ξ〉m−1+
c2 for |ξ| ≥ 2, using Lemma 3.5 (ii) we get
Re
〈
(−HhP − c1
2
Ψ 〈ξ〉m−1
〈x〉2
+ c2)u, u
〉
≥ −C‖u‖2
H
m−2
2
−1
,
which implies that
Re 〈HhPu, u〉 ≤ − c1
2
Re
〈
Ψ 〈ξ〉m−1
〈x〉2
u, u
〉
+ C‖u‖2
H
m−2
2
−1
+ c2|u|22
≤− c1
2
‖u‖2
H
m−1
2
−1
+ C‖u‖2
H
m−2
2
−1
+ C|u|22. (4.17)
Moreover, by Assumption (A1) and Lemma 4.4, |∂γξ ∂βxa0(x, ξ)| ≤ C 〈x〉−2
〈ξ〉m−2−|γ|, implying that Ψa˜0 := 〈x〉 〈D〉−
m−2
2 Ψa0 〈D〉−
m−2
2 〈x〉 ∈ S0. Hence,
| 〈u,Ψa0u〉 | =
∣∣∣∣
〈
Ψ
〈ξ〉
m−2
2
〈x〉
u,Ψa˜0Ψ
〈ξ〉
m−2
2
〈x〉
u
〉∣∣∣∣ ≤ C‖u‖2
H
m−2
2
−1
. (4.18)
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Thus, taking together (4.16), (4.17) and (4.18) we obtain
Re 〈u,Ψau〉 ≤ −c1
2
‖u‖2
H
m−1
2
−1
+ C‖u‖2
H
m−2
2
−1
+ C|u|22. (4.19)
As regards the symbol bt(x, ξ), by Lemma 3.1,
e−W (t)[ΨP , eW (t)] =
∑
1≤|α|≤m
1
α!
Ψ∂αξ Pψα(W ), (4.20)
where ψα(W ) = e
−WDαxe
W , satisfying that |ψα(W )| ≤ C|β(t)||α|. Then,
applying Lemma 3.1 again we get
Ψbt =i[Ψh,
∑
1≤|α|≤m
1
α!
Ψ∂αξ Pψα(W )]
=i
∑
1≤|α|≤m−2
1
α!
[ ∑
1≤|β|≤m−|α|−1
1
β!
(
∂βξ hD
β
x(∂
α
ξ Pψα(W ))
−Dβxh∂βξ (∂αξ Pψα(W ))
)
+Ψr2,α
]
+ i
∑
|α|=m−1,m
1
α!
[Ψh,Ψ∂αξ Pψα(W )]
= : Ψbt,1 +Ψrt,1, (4.21)
where Ψrt,1 = i
∑
1≤|α|≤m−2
1
α!
Ψr2,α + i
∑
|α|=m−1,m
1
α!
[Ψh,Ψ∂αξ Pψα(W )] ∈ S0,
bt,1 = bt − rt,1. Note that, by Assumption (A1), for any l ∈ N and any
multi-indices γ1, γ2,
|rt,1|(l)S0 ≤ C(l)(1 + |βt|m), |∂γ1ξ ∂γ2x bt,1(x, ξ)| ≤ C(1 + |βt|m−2)
〈ξ〉m−2−|γ1|
〈x〉2 .
(4.22)
Then, similarly to (4.18), we have
| 〈u,Ψbtu〉 | ≤C(1 + |βt|m−2)‖u‖2
H
m−2
2
−1
+ C(1 + |βt|m)|u|22. (4.23)
Now, applying (4.19) and (4.23) into (4.15) and using (3.10) we get
∂tRe 〈u,Ψhu〉 ≤ − c1
2
‖u‖2
H
m−1
2
−1
+ C(1 + |βt|m−2)‖u‖2
H
m−2
2
−1
+ C(1 + |βt|m)|u|22
≤(−c1
2
+ εC(1 + |βt|m−2))‖u‖2
H
m−1
2
−1
+ ε−(m−2)C(1 + |βt|m)|u|22.
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Taking ε = c1(4C(1 + |βt|m−2))−1 we obtain
∂tRe 〈u,Ψhu〉 ≤ −c1
4
‖u‖2
H
m−1
2
−1
+ C(1 + |βt|(m−2)2+m)|u|22. (4.24)
Thus, integrating over [0, T ] and using (4.12) we get
Re 〈u(T ),Ψhu(T )〉
≤Re 〈u0,Ψhu0〉 − c1
4
‖u‖2
L2(0,T ;H
m−1
2
−1 )
+ CT (1 + (β∗T )
(m−2)2+m)|u0|22,
which implies immediately that
‖u‖2
L2(0,T ;H
m−1
2
−1 )
≤ C(1 + T (1 + (β∗T )(m−2)
2+m))|u0|22, (4.25)
thereby proving (4.2) in the case m > 2.
The case m = 2 is easier. In this case, we do not have the lower order
terms a0 and bt,1 in (4.16) and (4.21) respectively. Hence, instead of (4.19)
and (4.23) we have
Re 〈u,Ψau〉 ≤ −c1
2
‖u‖2
H
1
2
−1
+ C|u|22, | 〈u,Ψbtu〉 | ≤ C(1 + |βt|2)|u|22.
Therefore, arguing as those below (4.23) we obtain (4.25) with m = 2. 
Next we treat the non-conservative case, for which we will use the trans-
formation as in [35] and perform the energy method to a new equation.
Proof of Theorem 4.1 (Non-conservative case) Let h˜, θ be as in
previous the proof of the conservative case. Set θR(ξ) := θ(
ξ
R
), hR(x, ξ) :=
Mh˜(x, ξ)θR(ξ), and cR(x, ξ) := exp{hR(x, ξ)} ∈ S0, where M ≥ 1 is to be
chosen later, and
R = CM le2M‖h˜‖∞ (4.26)
for some l ≥ 1 and C large enough such that Lemma 3.7 holds.
By (2.12), v := ΨcRu satisfies the equation
∂tv = iΨcRΨPtΨ
−1
cR
v.
In view of (2.13) we have
ΨcRΨPtΨ
−1
cR
=ΨP + [ΨcR,ΨP ]Ψ
−1
cR
+ΨcRe
−Φ(W )[ΨP , eΦ(W )]Ψ−1cR .
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Thus,
1
2
∂t|v|22 =Re
〈
v, i[ΨcR,ΨP ]Ψ
−1
cR
v
〉
+Re
〈
v, iΨcRe
−Φ(W )[ΨP , eΦ(W )]Ψ−1cR v
〉
= : Re 〈v,Ψav〉+Re 〈v,Ψbtv〉 , (4.27)
where Ψa = i[ΨcR ,ΨP ]Ψ
−1
cR
, Ψbt = iΨcRe
−Φ(W )[ΨP , eΦ(W )]Ψ−1cR .
Note that, unlike the conservative case, the symbols a, bt have the same
order m− 1. Below we separate, via Lemma 3.1, the principle symbols and
the lower order symbols of a and bt. As in the conservative case, we will
mainly consider the case m > 2, the case m = 2 can be proved similarly.
First, for the symbol a, note that
i[ΨcR ,ΨP ] = ΨHcRP +Ψr′0 = ΨHhRPΨcR +Ψr
′′
0
+ Ψr′0,
where r′0, r
′′
0 ∈ Sm−2. This implies that
Ψa = ΨHhRP +Ψr0, (4.28)
where Ψr0 = (Ψr′0 + Ψr′′0 )Ψ
−1
cR
. By Assumption (A1), Corollary 3.3 and
straightforward computations, we have that for any multi-indices α, β, |α +
β| = l, there exists l′ ≥ 1 such that
|∂αξ ∂βx r0| ≤ C(l′)M l
′
e2M‖h˜‖∞
〈ξ〉m−2−|α|
〈x〉2 . (4.29)
As regards the symbol bt(x, ξ), we compute
Ψbt =ie
−Φ(W )[ΨP , eΦ(W )] + i[ΨcR , e
−Φ(W )[ΨP , eΦ(W )]]Ψ−1cR
=
∑
|α|=1
i∂αξ Pψα(Φ(W ))
+
( ∑
2≤|α|≤m
i
α!
∂αξ Pψα(Φ(W )) + i[ΨcR, e
−Φ(W )[ΨP , e
Φ(W )]]Ψ−1cR
)
=:Ψbt,1 +Ψbt,2 , (4.30)
where ψα(Φ(W )) = e
−Φ(W )Dαxe
Φ(W ). Note that, by Assumption (A1),
|bt,1(x, ξ)| ≤ C(1 + |βt|+ t) 〈x〉−2 〈ξ〉m−1 , (4.31)
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and for any multi-indices γ, δ, |γ + δ| = l, there exists some l′ such that
|∂γξ ∂δxbt,2| ≤ C(l′)(1 + |β(t)|+ t)mM l
′
e2M‖h˜‖∞
〈ξ〉m−2−|γ|
〈x〉2 . (4.32)
Thus, it follows from (4.27), (4.28) and (4.30) that
1
2
∂t|v|22 = Re
〈
v, (ΨHhRP +Ψbt,1)v
〉
+ Re
〈
v, (Ψr0 +Ψbt,2)v
〉
. (4.33)
For the first term in the right hand side of (4.33), taking into account
Lemma 4.4 and the boundedness of bt,1, we take
M =
4C
c1
(1 + β∗T + T ) (4.34)
and get
1
M
Re(HhRP + bt,1)(x, ξ) ≤ −
c1
4
〈ξ〉m−1
〈x〉2 +
c2
M
, |ξ| ≥ 2R. (4.35)
Then, arguing as in the proof of (4.17) we obtain
Re
〈
v, (ΨHhRP +Ψbt,1)v
〉
≤− c1
4
M‖v‖2
H
m−1
2
−1
+ CRM‖v‖2
H
m−2
2
−1
+ C|v|22.
(4.36)
Regarding the second term in the right hand side of (4.33), similarly to
(4.18), using (4.29), (4.32) we get
Re
〈
v, (Ψr0 +Ψbt,2)v
〉 ≤C(l′)(1 + |βt|+ t)mM l′e2M‖h˜‖∞‖v‖2
H
m−2
2
−1
. (4.37)
Now, plugging (4.36) and (4.37) into (4.33) and using (3.10) we get
1
2
∂t|v|22 ≤(−
c1
4
M + C(1 + |βt|+ t)mM l′′e2M‖h˜‖∞ε)‖v‖2
H
m−1
2
−1
+ C(1 + |βt|+ t)mM l′′e2M‖h˜‖∞ε−(m−2)|v|22
for some l′′ ≥ 1. Choosing ε = c1(8C)−1(1+ |βt|+ t)−mM1−l′′e−2M‖h˜‖∞ yields
1
2
∂t|v|22 ≤ −
c1
8
M‖v‖2
H
m−1
2
−1
+ C(1 + |βt|+ t)(m−1)mM l′′(m−1)eCM |v|22, (4.38)
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which implies that
c1
8
M‖v‖2
L2(0,T ;H
m−2
2
−1 )
≤1
2
(|v0|22 + |v(T )|22) (4.39)
+ C(1 + β∗T + T )
(m−1)mM l
′′(m−1)eCM‖v‖2L2(0,T ;L2).
Note that, applying Gronwall’s inequality to (4.38) implies that
‖v(t)‖2L∞(0,T ;L2) ≤ C|v(0)|22 exp{C(1 + β∗T + T )(m−1)mM l
′′(m−1)eCM}, (4.40)
which includes a non-integrable double exponential of Brownian motions and
so can not yield, via (4.39), the integrability of the L2(0, T ;H
(m−1)/2
−1 )-norm
of v.
Instead, we use the martingale property of homogeneous solutions in
Lemma 4.5 (i). Then, taking into account the boundedness of ΨcR,Ψ
−1
cR
in H
(m−1)/2
−1 and L
2, we obtain (4.2) for m > 2 in the nonconservative case.
The case m = 2 is easier. In this case, similarly to (4.36), applying
Lemma 3.5 (i) we have
Re 〈(HhRP + bt,1)v, v〉 ≤ −
c1
4
M‖v‖2
H
1
2
−1
+ CRM |v|22.
Moreover, we have that r0 + bt,2 ∈ S0, which implies (4.37) with H(m−2)/2−1
replaced by L2. Then, similar arguments as above yield (4.39) with m = 2,
thereby proving (4.2). The proof is complete. 
5 Proof of main results
We start with the Strichartz and local smoothing estimates of the free group
{e−itP (x,D)}. For simplicity, we use the abbreviations Xs,p,q, X ′−s,p′,q′ for XT,s,p,q
and X ′T,−s,p′,q′ respectively.
Lemma 5.1. Assume (A0)–(A3). For any u0 ∈ L2 and admissible triple
(s, p, q) ∈ A,
‖ei·P (x,D)u0‖Xs,p,q ≤ C(1 + T )
1
2 |u0|2. (5.1)
Moreover, for any (s1, p1, q1), (s2, p2, q2) ∈ A and any f ∈ X ′−s2,p′2,q′2,∥∥∥∥ ∫ ·
0
ei(·−s)P (x,D)f(s)ds
∥∥∥∥
Xs1,p1,q1
≤ C(1 + T )‖f‖X ′
−s2,p
′
2
,q′
2
, (5.2)
where C is independent of T .
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Proof. In order to prove (5.1), in view of Assumption (A3), we only need
to prove that
‖ei·P (x,D)u0‖2
L2(0,T ;H
m−1
2
−1 )
≤ C(1 + T )|u0|22. (5.3)
For this purpose, let u(t) = eitP (x,D)u0 and h be as in the proof of Theorem
4.1. Similarly to (4.19),
∂tRe 〈u,Ψhu〉 ≤ −c1
2
‖u‖2
H
m−1
2
−1
+ C‖u‖2
H
m−2
2
−1
+ C|u|22,
which along with (3.10) implies that
∂tRe 〈u,Ψhu〉 ≤ (−c1
2
+ Cε)‖u‖2
H
m−1
2
−1
+ C(1 + ε−(m−2))|u|22.
Thus, taking ε small enough we obtain (5.3), thereby proving (5.1).
Regarding (5.2), we note that, for any (s, p, q) ∈ A and z ∈ L2, by (5.1),〈∫ T
0
eisP (x,D)f(s)ds, z
〉
2
=
∫ T
0
〈
f(s), e−isP (x,D)z
〉
2
ds
≤C(1 + T ) 12‖f‖X ′
−s,p′,q′
|z|2,
which implies that∣∣∣∣ ∫ T
0
e−isP (x,D)f(s)ds
∣∣∣∣
2
≤ C(1 + T ) 12‖f‖X ′
−s,p′,q′
. (5.4)
Now, let f = f1+f2, f1 ∈ L2(0, T ;H−(m−1)/21 ) and f2 ∈ Lq′2(0, T ; W˙−s2,p′2).
Since
∫ T
0
ei(t−s)P (x,D)f1(s)ds = eitP (x,D)
∫ T
0
e−isP (x,D)f1(s)ds, by (5.1) and (5.4),∥∥∥∥ ∫ T
0
ei(·−s)P (x,D)f1(s)ds
∥∥∥∥
Lq1 (0,T ;W˙ s1,p1)
≤C(1 + T ) 12
∣∣∣∣ ∫ T
0
e−isP (x,D)f1(s)ds
∣∣∣∣
2
≤C(1 + T )‖f1‖
L2(0,T ;H
−m−12
1 )
.
Then, since q1 > 2, by Christ-Kiselev’s lemma (see e.g. [42, Lemma 3.1]
2),∥∥∥∥ ∫ ·
0
ei(·−s)P (x,D)f1(s)ds
∥∥∥∥
Lq1 (0,T ;W˙ s1,p1 )
≤ C(1 + T )‖f1‖
L2(0,T ;H
−m−12
1 )
. (5.5)
2The proof of [42, Lemma 3.1] also works for homogeneous Sobolev spaces.
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Similarly, since q1 > q
′
2, similar arguments as above imply that∥∥∥∥ ∫ ·
0
ei(·−s)P (x,D)f2(s)ds
∥∥∥∥
Lq1 (0,T ;W˙ s1,p1 )
≤ C(1 + T )‖f2‖Lq′2 (0,T ;W˙−s2,p′2). (5.6)
Thus, setting v(t) :=
∫ t
0
e−i(t−s)P (x,D)fds we obtain
‖v‖Lq1(0,T ;W˙ s1,p1 ) ≤ C(1 + T )‖f‖X ′−s2,p′2,q′2 . (5.7)
As regards the estimate for the L2(0, T ;H
(m−1)/2
−1 )-norm of v, we first note
that ∂t|v(t)|22 = 2Re
∫
v(t, x)f(t, x)dx, which implies that
‖v‖2L∞(0,T ;L2) ≤ ‖v‖Xs2,p2,q2‖f‖X ′−s2,p′2,q′2 . (5.8)
Moreover, arguing as in the proof of (4.25) we have
‖v‖2
L2(0,T ;H
m−1
2
−1 )
≤C|v(T )|22 + C‖v‖2L2(0,T ;L2) + C| 〈f,Ψhv〉 |+ | 〈v,Ψhf〉 |,
where 〈 , 〉 is the pairing between Xs2,p2,q2 and X ′−s2,p′2,q′2, Thus, by (5.8),
‖v‖2
L2(0,T ;H
m−1
2
−1 )
≤C(1 + T )‖f‖X ′
−s2,p
′
2
,q′
2
‖v‖Xs2,p2,q2
≤1
2
‖v‖2Xs2,p2,q2 + C
2(1 + T )2‖f‖2X ′
−s2,p
′
2
,q′
2
,
which along with (5.7) implies (5.2). The proof is complete. 
Below we prove Strichartz and local smoothing estimates for the homo-
geneous solutions to (4.1).
Lemma 5.2. Assume (A0)–(A3). For each F0-measurable u0 ∈ L2, P-a.s.,
and (s, p, q) ∈ A, we have P-a.s.
‖U(·, 0)u0‖Xs,p,q ≤ C(e, T )|u0|2, (5.9)
where C(e, T ) := C(1 + T )(1 + β∗T + T )
mD˜(e, T ) with D˜(e, T ) as in (4.2).
Proof. Set u(t) := U(t, 0)u0, b(t, x,D) := ie
−Φ(W )(t,x)[ΨP , eΦ(W )(t,x)],
t ∈ [0, T ]. By (4.1),
u(t) = eitP (x,D)u0 +
∫ t
0
ei(t−s)P (x,D)b(s, x,D)u(s)ds.
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Then, by Lemma 5.1,
‖u‖Xs,p,q ≤ C(1 + T )(|u0|2 + ‖b(·, ·, D)u‖
L2(0,T ;H
−m−12
1 )
).
Note that, by Corollary 3.3, the S
(l)
0 semi-norm of 〈x〉 〈D〉−(m−1)/2 b(t, x,D)
〈D〉−(m−1)/2 〈x〉 is bounded by C(l′)(1 + |βt|+ t)m for some l′ ≥ 1. Then,
‖b(·, ·, D)u‖
L2(0,T ;H
−m−12
1 )
≤ C(1 + β∗T + T )m‖u‖
L2(0,T ;H
m−1
2
−1 )
. (5.10)
Therefore, in view of Theorem 4.1, we obtain (5.9). 
Similarly, for the dual operator U∗(0, t) we have
Lemma 5.3. Assume (A0)–(A3). For each F0-measurable u0 ∈ L2, P-a.s.,
and for any (s, p, q) ∈ A,
‖U∗(0, ·)u0‖Xs,p,q ≤ C(e∗, T )|u0|2, P− a.s., (5.11)
where C(e∗, T ) is as in (5.9) with e∗ replacing e.
Proof. We note that,
P ∗t =eΦ(W )Pe−Φ(W ) = P + eΦ(W )[P, e−Φ(W )]
=P +
∑
1≤|α|≤m
1
α!
∂αξ Pψα(−Φ(W ))
with ψα(−Φ(W )) = eΦ(W )Dαxe−Φ(W ), which has similar structure as Pt. Hence,
arguing as in the proof of Theorem 4.1 and using (4.7), we also have the
homogeneous local smoothing estimates for U∗(0, t)u0, which consequently
yields (5.11) by similar arguments as in the previous proof of Lemma 5.2. 
Corollary 5.4. Assume (A0)–(A3). For any (s, p, q) ∈ A and {Ft}-adapted
f ∈ X ′−s,p′,q′, P-a.s.,∣∣∣∣ ∫ T
0
U(0, s)f(s)ds
∣∣∣∣
2
≤ C(e∗, T )‖f‖X ′
−s,p′,q′
, P− a.s., (5.12)
where C(e∗, T ) is as in (5.11).
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Proof. By Lemma 5.3, for any z ∈ L2,〈∫ T
0
U(0, s)f(s)ds, z
〉
2
=
∫ T
0
〈f(s), U∗(0, s)z〉2 ds ≤ ‖f‖X ′−s,p′,q′‖U
∗(0, ·)z‖Xs,p,q
≤C(e∗, T )‖f‖X ′
−s,p′,q′
|z|2,
which implies (5.12) by duality. 
Proof of Theorem 2.13. (i). We reformulate (2.12) in the mild form
u(t) = U(t, 0)u0 +
∫ t
0
U(t, s)f(s)ds
with f = e−Φ(W )F . By Lemma 5.2, we only need to prove (2.15) when u0 ≡ 0.
First we prove that for any (si, pi, qi) ∈ A, i = 1, 2,
‖u‖Lq1 (0,T ;W˙ s1,p1) ≤ C(e, T )C(e∗, T )‖f‖X ′−s2,p′2,q′2 . (5.13)
In particular, taking (s1, p1, q1) = (0, 2,∞) we have that for any (s, p, q) ∈ A,
‖u‖L∞(0,T ;L2) ≤ C(e, T )C(e∗, T )‖f‖X ′
−s,p′,q′
. (5.14)
The arguments is similar to that of (5.7). In fact, let f = f1 + f2,
f1 ∈ Lq′2(0, T ; W˙−s2,p′2) and f2 ∈ L2(0, T ;H−
m−1
2
1 ). Note that∫ T
0
U(t, s)f1(s)ds =
∫ T
0
U(t, 0)U(0, s)f1(s)ds = U(t, 0)
∫ T
0
U(0, s)f1(s)ds,
which along with Lemma 5.2 and Corollary 5.4 implies that∥∥∥∥ ∫ T
0
U(·, s)f1(s)ds
∥∥∥∥
Lq1 (0,T ;W˙ s1,p1 )
≤C(e, T )
∣∣∣∣ ∫ T
0
U(0, s)f1(s)ds
∣∣∣∣
2
≤C(e, T )C(e∗, T )‖f1‖
L2(0,T ;H
−m−12
1 )
.
Since q1 > 2, using the Christ-Kiselev lemma we obtain∥∥∥∥ ∫ ·
0
U(·, s)f1(s)ds
∥∥∥∥
Lq1 (0,T ;W˙ s1,p1 )
≤ C(e, T )C(e∗, T )‖f1‖
L2(0,T ;H
−m−12
1 )
.
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Similarly, since q1 > q
′
2, similar arguments as above yield that∥∥∥∥ ∫ ·
0
U(·, s)f2(s)ds
∥∥∥∥
Lq1 (0,T ;W˙ s1,p1 )
≤ C(e, T )C(e∗, T )‖f2‖Lq′2 (0,T ;W˙−s2,p′2 ).
Thus, combining these estimates together we obtain (5.13), as claimed.
Below we estimate the L2(0, T ;H
(m−1)/2
−1 )-norm of u. We shall consider
the conservative and non-conservative cases respectively.
Conservative case. Similarly to (4.25), we have
‖u‖2
L2(0,T ;H
m−1
2
−1 )
≤C(1 + T (1 + (β∗T )(m−2)
2+m))‖u‖2L∞(0,T ;L2)
+ C(| 〈f,Ψhu〉 |+ | 〈f,Ψ∗hu〉 |), (5.15)
where 〈 , 〉 is the pairing between Xs2,p2,q2 and X ′−s2,p′2,q′2, and h ∈ S
0 is the
symbol as in the proof of Theorem 4.1. Since Ψh,Ψ
∗
h ∈ L(Xs2,p2,q2), the last
term of the right hand side above is bounded by
C‖f‖X−s2,p′2,q′2‖u‖Xs2,p2,q2 ≤
1
4
‖u‖2Xs2,p2,q2 + 4C‖f‖
2
X−s2,p′2,q′2
.
Plugging this into (5.15) and using (5.14) we get
‖u‖2
L2(0,T ;H
m−1
2
−1 )
≤1
4
‖u‖2Xs2,p2,q2
+ C(1 + T (1 + |β∗T |(m−2)
2+m))(C(e, T )C(e∗, T ))2‖f‖2X ′
−s2,p
′
2,q
′
2
,
which along with (5.13) implies that
‖u‖2Xs1,p1,q1 ≤ C(1 + T (1 + (β
∗
T )
(m−2)2+m))(C(e, T )C(e∗, T ))2‖f‖2X ′
−s2,p
′
2
,q′
2
,
thereby proving (2.15) in the conservative case.
Non-conservative case. Let v := ΨcRu, where cR is as in the proof of
Theorem 4.1. Then, v satisfies the equation
∂tv = iΨcRΨPtΨ
−1
cR
v +ΨcRf, v(0) = 0.
Arguing as in the proof of (4.39) and using (5.14) we get
‖v‖2
L2(0,T ;H
m−1
2
−1 )
≤C|vT |22 + C(1 + β∗T + T )(m−1)mM l(m−1)eCM‖v‖2L2(0,T ;L2)
+ C| 〈v,ΨcRf〉 | (5.16)
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for some l ≥ 1, where M = 4c−11 C(1 + β∗T + T ). Since Ψ−1cR ∈ L(H
m−1
2
−1 ),
ΨcR ∈ L(L2) ∩L(Xs,p,q), Ψ∗cR ∈ L(Xs,p,q), and the norms are bounded by the
semi-norms of c−1R and cR, we get
‖u‖2
L2(0,T ;H
m−1
2
−1 )
≤CM l′eCM (1 + T )(1 + β∗T + T )(m−1)m(C(e, T )C(e∗, T ))2‖f‖2X ′
−s2,p
′
2
,q′
2
+ CM l
′
eCM‖u‖Xs2,p2,q2‖f‖X ′−s2,p′2,q′2
≤CM l′eCM (1 + T )(1 + β∗T + T )(m−1)m(C(e, T )C(e∗, T ))2‖f‖2X ′
−s2,p
′
2
,q′
2
+
1
2
‖u‖2Xs2,p2,q2 ,
which along with (5.13) implies (2.15). The statement (i) is proved.
(ii). For each 1 ≤ j ≤ d, let wj := ∂xju. By (2.12),
∂twj = iPt(x,D)wj + i[∂xj , Pt(x,D)]u+ ∂xjf.
Let g(t, x,D) = i[∂xj , Pt(x,D)]. Similarly to (4.20),
Pt = P + e
−Φ(W )[P, eΦ(W )] = P +
∑
1≤|α|≤m
1
α!
Ψ∂αξ Pψα(Φ(W )).
Then, since P is independent of x, we have
g(t, x, ξ) = (−1)
∑
1≤|α|≤m
1
α!
∂αξ PDxjψα(Φ(W )),
which implies that
|∂βξ ∂γxg(t, x, ξ)| ≤ Cβγ(1 + β∗T + T )m
〈ξ〉m−1−|β|
〈x〉2
for any multi-indices β, γ. Thus, applying (2.4) we obtain
‖wj‖XT,s1,p1,q1
≤D(e, e∗, T )(|∂xju(0)|2 + ‖g(t, x,D)u‖
L2(0,T ;H
−m−12
1 )
+ ‖∂xjf‖X ′
T,−s3,p
′
3
,q′
3
)
≤CD(e, e∗, T )(|u(0)|H1 + (1 + β∗T + T )m‖u‖
L2(0,T ;H
m−1
2
−1 )
+ ‖∂xjf‖X ′
T,−s3,p
′
3
,q′
3
),
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which implies (2.16). The proof of Theorem 2.13 is complete. 
Proof of Theorem 2.11. The proof follows the lines as those in the
proof of Theorems 4.1 and 2.13. In fact, we can derive similar equations as
(4.13) and (4.27) in the conservative and non-conservative cases respectively.
In each case, the lower perturbation only contributes the H
(m−2)/2
−1 -norm of
u, which can be controlled by the interpolation estimate (3.10). Then, simi-
larly to (4.40), instead of using Lemma 4.5 we apply the Gronwall inequality
to control the L2-norm of the solution and then obtain the homogeneous
local smoothing estimates, which consequently implies the inhomogeneous
estimates (2.10) by analogous arguments as in the proof of Theorem 2.13. .
We conclude this section with a simplified proof without duality argument
for (2.4) in the conservative case, but with (s1, p1, q1) = (s2, p2, q2). In fact,
applying Lemma 5.1 and (5.10) to (2.14) we get
‖u‖XT,s,p,q ≤C(1 + T )(|X0|2 + ‖b(·, ·, D)u‖
L2(0,T ;H
−m−12
1 )
+ ‖f‖X ′
T,−s,p′,q′
)
≤C(1 + T )(|X0|2 + (1 + β∗T + T )m‖u‖
L2(0,T ;H
m−1
2
−1 )
+ ‖f‖X ′
T,−s,p′,q′
),
where b(t, x,D) := ie−W (t,x)[ΨP , eW (t,x)], f = e−WF . Then, by (5.15),
‖u‖XT,s,p,q ≤C(1 + T )
3
2 (1 + β∗T + T )
(m−2)2+m
2
+m‖u‖L∞(0,T ;L2)
+ (1 + T )(1 + β∗T + T )
m‖f‖X ′
T,−s,p′,q′
.
Therefore, similarly to (5.8), since ‖u‖L∞(0,T ;L2) ≤ 2‖u‖1/2XT,s,p,q‖f‖
1/2
X ′
T,−s,p′,q′
,
using Cauchy’s inequality ab ≤ εa2 + ε−1b2 we obtain similar estimate as
(2.4) but with (s1, p1, q1) = (s2, p2, q2).
6 Applications
This section contains several applications to nonlinear problems, including
well-posedness, integrability of global solutions and large deviation principle.
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6.1 Stochastic nonlinear Schro¨dinger equation with vari-
able coefficients
Consider the stochastic nonlinear Schro¨dinger equation with variable coeffi-
cients and lower order perturbations
dX(t) = i
d∑
j,k=1
Dja
jk(x)DkX(t)dt+ b(t, x) ·DX(t)dt+ c(t, x)X(t)dt
− λi|X|α−1X(t)dt− µX(t)dt+X(t)dW (t),
X(0) = X0 ∈ L2, (6.1)
where ajk are real valued and symmetric, 1 ≤ j, k ≤ d, W and µ are as
in (1.1), b(t, x), c(t, x), t ≥ 0, are continuous {Ft}-adapted processes in Cd
and C respectively, the coefficient λ = 1 (resp. λ = −1) corresponds to the
focusing (resp. defocusing) case and α ∈ (1,∞). We assume that
(B1) Ellipticity. There exists C > 0 such that
C−1|ξ|2 ≤ 〈ajkξ, ξ〉 ≤ C|ξ|2.
(B2) Asymptotic flatness. For any multi-index β 6= 0,
|∂βxajk(x)| ≤ Cβ 〈x〉−2
and for 1 ≤ k, l ≤ d,∑
j∈Z
sup
{2j≤|x|≤2j+1}
|x|2(|∂xkxla(x)| + |x||∂xka(x)|+ |a(x)− In|) ≤ ε≪ 1.
(6.2)
Moreover, for any multi-index α,
sup
t∈[0,T ]
(|∂αx b(t, x)| + |∂αx c(t, x)|) ≤ g(T )Cα 〈x〉−2 , P− a.s.,
where g(t), t ≥ 0, is an {Ft}-adapted continuous process.
Theorem 6.1. Assume (B1), (B2) and the asymptotic flatness of ej in (2.1).
Let α ∈ [1, 1 + 4/d] and X0 be F0-measurable, and X0 ∈ L2, P-a.s..
Then, there exist a stopping time τ(≤ T ) and a unique solution X to
(6.1) on [0, τ ], such that X ∈ C([0, τ ];L2) ∩ Xτ,p,q for any Strichartz pair
(p, q), P-a.s. Moreover, τ = T , P-a.s., if α ∈ [1, 1 + 4/d) and b, c vanish.
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Proof of Theorem 6.1. It follows from [44] that the smallness condition
(6.2) precludes the existence of trapped bicharacteristics and Assumptions
(A2) and (A3) hold for the operator P (x,D) = Dja
jk(x)Dk. Thus, Theorem
2.11 yields pathwise Strichartz and local smoothing estimates for the linear
part of equation (6.1). Consequently, similar arguments as in the proof of [6,
Lemma 4.2] yield the local well-posedness. In the mass subcritical case where
α ∈ [1, 1 + 4/d) and b, c vanish, similarly to (4.9), we have the martingale
property of |X(t)|22. Thus, arguing as in the proof of [6, Proposition 3.2] we
obtain the global existence of solutions to (6.1), i.e. τ = T , P-a.s. 
6.2 Integrability of global solutions
Below we consider the typical stochastic nonlinear Schro¨dinger equation with
power nonlinearity as in [6]–[10], namely,
idX = ∆Xdt+ λ|X|α−1Xdt− iµXdt+ iXdW, (6.3)
with X(0) = X0 being F0-measurable. As mentioned in Section 1, global
well-posedness of (6.3) was first studied in [19, 20]. Pathwise global well-
posedness in the full mass and energy subcritical cases has been recently
obtained in [6, 7]. See also [30] for the full mass subcritical case.
Motivated by optimal control problems (see [10]), we shall prove Lρ(Ω)-
integrability of global solutions in both mass and energy subcritical cases,
which can be viewed as a complement to [6, 7].
Theorem 6.2. Assume the asymptotically flat condition of ej, 1 ≤ j ≤ N ,
as in (2.1). Let α ∈ (1, 1 + 4/d) (resp. α ∈ (1, 1 + 4/d) if λ = 1, and
α ∈ (1, 1+ 4/(d− 2)+) if λ = −1) and X0 ∈ Lρ(Ω;L2) (resp. Lρ(Ω;H1)) for
any 1 ≤ ρ <∞.
Then, for each 0 < T < ∞, there exists a unique global solution X to
(6.3) on [0, T ], such that X ∈ C([0, T ];L2) (resp. X ∈ C([0, T ];H1)), P-a.s.,
and for any Strichartz pair (p, q) and 1 ≤ ρ <∞,
E‖X‖ρXT,p,q <∞ (resp. E(‖X‖ρXT,p,q + ‖∇X‖ρXT,p,q) <∞). (6.4)
Proof. The global well-posedness follows from similar arguments as in
[6, 7]. For the integrability of solutions, let us first consider the L2 case.
Choose the Strichartz pair (p, q) = (α + 1, 4(α+1)
d(α−1)) and set u = e
−Φ(W )X .
As in the proof of [6, (4.9), (4.10)], applying Theorem 2.6 and Ho¨lder’s
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inequality we have that for any Strichartz pair (p, q),
‖u‖Xt,p,q ≤ CT (|X0|2 + tθγT‖u‖αLq(0,t;Lp)), (6.5)
where γT = e
(α−1)‖Φ(W )‖L∞(0,T ;L∞), θ = 1−d(α−1)/4 ∈ (0, 1), and CT ∈ Lρ(Ω)
for any 1 ≤ ρ <∞. Then, taking
t = (α− 1)α−1θ α−αθ (|X0|2 + 1)−α−1θ C−
α
θ
T γ
− 1
θ
T (≤ T ),
and using [10, Lemma 6.1] we get
‖u‖Xt,p,q ≤
α
α− 1CT |X0|2 ≤
α
α− 1CT‖u‖C([0,T ];L2).
Iterating similar arguments on [jt, (j+1)t∧T ], 1 ≤ j ≤ [T/t], since 1/q < 1/2,
we obtain
‖u‖XT,p,q ≤
2α
α− 1CT ([
T
t
] + 1)
1
2‖u‖C([0,T ];L2)
≤ 2α
α− 1CT ([
T
t
] + 1)
1
2‖e−Φ(W )‖L∞(0,T ;L∞)‖X‖C([0,T ];L2). (6.6)
Therefore, since ‖X‖XT,p,q ≤ C(l) supt∈[0,T ] |eΦ(W )(t)|(l)S0‖u‖XT,p,q for some l ≥ 1,
using the Lρ(Ω)-integrability of CT , e
‖Φ(W )‖L∞(0,T ;L∞) and ‖X‖C([0,T ];L2) (see
[7, Lemma 3.6]) we obtain (6.4) in the L2 case.
The proof in the H1 case is similar. Indeed, as in the proof of [7, (2.25)],
using Theorem 2.6 and the Sobolev imbedding |u|Lp ≤ D|u|H1 we have
‖u‖Xt,p,q + ‖∇u‖Xt,p,q ≤ CT (|X0|H1 + tθD(T )‖u‖α−1C([0,T ];H1)‖u‖Lq(0,t;W 1,p)),
where θ = 1− 2/q ∈ (0, 1), and D(T ) = αDα−1(‖∇Φ(W )‖L∞(0,T ;L∞) + 2)γT .
Taking t = (2CTD(T )‖y‖α−1C([0,T ];H1))−1/θ and using iterated arguments we get
‖u‖XT,p,q + ‖∇u‖XT,p,q ≤ 8CT ([
T
t
] + 1)
1
2‖u‖C([0,T ];H1). (6.7)
Since ‖X‖C([0,T ];H1) is Lρ(Ω)-integrable (see [10, (2.3)]), and so are the coef-
ficients CT and γT , we obtain (6.4) in the H
1 case. 
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6.3 Large deviation principle
We first consider the large deviation principle (LDP) for the small noise
asymptotics for (1.1) in the conservative case. Consider
dXε(t) = iP (x,D)Xε(t)dt+ F (t)dt− εµXε(t)dt+√εXε(t)dW, (6.8)
where Xε(0) = X0 ∈ L2, P-a.s., X0 is F0-measurable, µ and W are as in
(1.2), Reµj = 0, 1 ≤ j ≤ N , ε ∈ (0, 1), and F is {Ft}-adapted, F ∈ X ′T,−s,p′,q′
for some (s, p, q) ∈ A, P-a.s.
Let C0([0, T ];R
N) = {u ∈ C([0, T ];RN) : u(0) = 0}. Introduce the
map G : C0([0, T ];RN) → XT,s,p,q, such that for any g = (g1, · · · , gN) ∈
C0([0, T ];R
N), ug := G(g) solves the equation
∂tu
g(t) = ie−Φ˜(g)P (x,D)eΦ˜(g)ug(t) + e−Φ˜(g)F (t), (6.9)
where ug(0) = X0, and Φ˜(g) =
∑N
j=1 µjejgj.
Moreover, define the map S : C0([0, T ];RN)→ XT,s,p,q by
S(g) = eΦ˜(g)G(g), ∀g ∈ C0([0, T ];RN). (6.10)
Thus, by the rescaling (2.11),
Xε = S(√εβ) = eΦ˜(
√
εβ)G(√εβ), (6.11)
where β = (β1, · · · , βN) are N dimensional real valued Brownian motions.
Theorem 6.3. The family {Xε} satisfies a LDP on XT,s,p,q of speed ε and a
good rate function
I(w) =
1
2
inf
g∈H1(0,T ;RN ):w=S(g)
‖g˙‖2L2(0,T ;RN ), (6.12)
where g˙ denotes the derivative of g.
The key observation here is, that the solution map G of the reduced
equation (6.9) is continuous from C([0, T ];RN) to XT,s,p,q, i.e., the solution
to (6.9) depends continuously on lower order perturbations. This fact implies,
via the representation formula (6.11) of the stochastic solution to (6.8), the
large deviation principle for S by virtue of Varadhan’s contraction principle.
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Lemma 6.4. The map G : C0([0, T ];RN) 7→ XT,s,p,q is continuous.
Proof. Let gn, g ∈ C0([0, T ];RN), gn → g in C0([0, T ];RN), as n → ∞.
Set un = G(gn). Then, by (6.9), if b(x,D, gn) := ie−Φ˜(gn)[P (x,D), eΦ˜(gn)],
∂tun(t) = iP (x,D)un + b(x,D, gn)un + e
−Φ˜(gn)F (t).
Define u, b(x,D, g) similarly as above. Then,
∂t(un − u) =iP (un − u) + (b(x,D, gn)un − b(x,D, g)u) + (e−Φ˜(gn) − e−Φ˜(g))F (t)
=ie−Φ˜(gn)P (x,D)eΦ˜(gn)(un − u) + (b(x,D, gn)− b(x,D, g))u
+ (e−Φ˜(gn) − e−Φ˜(g))F (t). (6.13)
Note that, Strichartz and local smoothing estimates as in (2.10) also
holds for e−Φ˜(gn)P (x,D)eΦ˜(gn) with e−Φ(W )X and e−Φ(W )F replaced by un
and e−Φ˜(gn)F respectively, and the constant CT is independent of n, due
to the boundedness of supn ‖gn(t)‖C([0,T ];RN). Then, taking into account
〈x〉 〈D〉−(m−1)/2 (b(x,D, gn)−b(x,D, g)) 〈D〉−(m−1)/2 〈x〉 ∈ S0, and using Lemma
3.4 we obtain
‖un − u‖XT,s,p,q
≤CT‖(b(x,D, gn)− b(x,D, g))u‖
L2(0,T ;H
−m−12
1 )
+ CT‖(e−Φ˜(gn) − e−Φ˜(g))F‖X ′
T,−s,p′,q′
≤CT sup
t∈[0,T ]
|b(x, ξ, gn(t))− b(x, ξ, g(t))|(l)Sm−1‖u‖
L2(0,T ;H
m−1
2
−1 )
+ CT sup
t∈[0,T ]
|e−Φ˜(gn)(t) − e−Φ˜(g)(t)|(l)S0‖F‖X ′T,−s,p′,q′
for some l ≥ 1.
Thus, since
b(x, ξ, gn)− b(x, ξ, g) = i
∑
1≤|α|≤m
1
α!
∂αξ P (ψα(Φ˜(gn))− ψα(Φ˜(g))),
where ψα(Φ˜(gn)) = e
−Φ˜(gn)Dαxe
Φ˜(gn) and ψα(Φ˜(g)) is defined similarly, using
the convergence of {gn} we get that supt∈[0,T ] |b(x, ξ, gn(t))−b(x, ξ, g(t))|(l)Sm−1 →
0, and supt∈[0,T ] |(e−Φ˜(gn)(t)− e−Φ˜(g)(t))|(l)S0 → 0, as n→∞, which implies that
‖un − u‖XT,s,p,q → 0, thereby completing the proof. 
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Corollary 6.5. The map S : C([0, T ];RN)→ XT,s,p,q is continuous.
Proof. Let gn, g, un, u be as in the proof of Lemma 6.4, and set Xn =
S(gn), X = S(g). Then, by (6.10),
‖Xn −X‖XT,s,p,q ≤ ‖eΦ˜(gn)(un − u)‖XT,s,p,q + ‖(eΦ˜(gn) − eΦ˜(g))u‖XT,s,p,q .
Similarly to Lemma 3.7, ‖eΦ˜(gn)‖L(XT,s,p,q) ≤ C|eΦ˜(gn)|(l)S0 for some l ∈ N. Thus,
using Lemma 6.4 and the convergence of gn we obtain
‖Xn −X‖XT,s,p,q ≤C sup
n∈N
sup
t∈[0,T ]
|eΦ˜(gn)(t)|(l)S0‖un − u‖XT,s,p,q
+ C sup
t∈[0,T ]
|eΦ˜(gn)(t) − eΦ˜(g)(t)|(l)S0‖u‖XT,s,p,q → 0,
which finishes the proof. 
Proof of Theorem 6.3. By Schilder’s theorem (see e.g. [24, Theorem
5.2.3]), {√εβ} satisfies the LDP of speed ε and the good rate function
Iβ =
1
2
inf
g∈H1(0,T ;RN )
‖g˙‖2L2(0,T ;RN ).
Then, by virtue of the continuity of S in Corollary 6.5 and Varadhan’s con-
traction principle (see [24, Theorem 4.2.1]) we prove (6.12). 
We conclude this section with the large deviation principle for the non-
linear Schro¨dinger equation (6.1) with variable coefficients in the case where
b and c vanish. See also [28] for the case of constant coefficients.
As above, for any Strichartz pair (p, q), introduce the map G˜ : C0([0, T ];RN)
→ XT,p,q, such that for any g ∈ C0([0, T ];RN), ug = G˜(g) solves the equation
∂tu
g = ie−Φ˜(g)P (x,D)eΦ˜(g)ug − λi|ug|α−1ug, (6.14)
and ug(0) = X0, where P (x,D) =
∑d
j,k=1Dja
jk(x)Dk.
Set S˜(g) := eΦ˜(g)G˜(g), g ∈ C0([0, T ];RN). Then, Xε = S˜(
√
εβ) solves
(6.1) with b, c = 0 and W , µ replaced by
√
εW and εµ respectively.
Theorem 6.6. Assume the conditions of Theorem 6.1 to hold. Assume in
addition that α ∈ (1, 1 + 4/d), b and c vanish, and Reµj = 0, 1 ≤ j ≤ N .
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Then, for any Strichartz pair (p, q), the family {Xε} satisfies the LDP on
XT,p,q of speed ε and a good rate function
I˜(w) =
1
2
inf
g∈H1(0,T ;RN ),w=S˜(g)
‖g˙‖2L2(0,T ;RN ),
where g˙ denotes the derivative of g.
Lemma 6.7. Assume the conditions of Theorem 6.6 to hold. Then, for any
Strichartz pair (p, q), the map G˜ : C0([0, T ];RN)→ XT,p,q is continuous.
Proof. Let gn, g be as in the proof of Lemma 6.4. Set un = G˜(gn),
u = G˜(g) and choose the Strichartz pair (p0, q0) = (α + 1, 4(α+1)d(α−1)).
We first claim that,
sup
n≥1
‖un‖XT,p0,q0 <∞. (6.15)
In fact, similarly to (6.5),
‖un‖Xt,p0,q0 ≤ CT (|X0|2 + tθ‖un‖αLq0 (0,t;Lp0 )), ∀t ∈ (0, T ),
where θ = 1 − d(α − 1)/4 ∈ (0, 1), CT is independent of n. As in the proof
of [10, (3.16)], taking t = α−α/θ(α − 1)(α−1)/θ(|X0|2 + 1)−(α−1)/θC−α/θT (≤ T ),
we have
‖un‖Xt,p0,q0 ≤
α
α− 1CT |X0|2.
Since |un(t)|2 = |X0|2, ∀t ∈ [0, T ], we can iterate similar arguments on
[jt, (j + 1)t ∧ T ], 1 ≤ j ≤ [T/t], and obtain
‖un‖XT,p0,q0 ≤
2α
α− 1CT ([
T
t
] + 1)
1
q |X0|2, ∀n ≥ 1,
which implies (6.15), as claimed.
Now, note that, similarly to (6.13),
∂t(un − u) =ie−Φ˜(gn)P (x,D)eΦ˜(gn)(un − u) + (b(x,D, gn)− b(x,D, g))u
− λi(|un|α−1un − |u|α−1u),
where b(x,D, gn) and b(x,D, g) are defined as in (6.13).
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Applying Strichartz estimates and Ho¨lder’s inequality we obtain
‖un − u‖Xt,p,q ≤ CT (wn(u) + C˜tθ‖un − u‖Lq0 (0,t;Lp0 )),
where C˜ = α(supn≥1 ‖un‖α−1Lq0 (0,T ;Lp0 ) + ‖u‖α−1Lq0(0,T ;Lp0)) <∞, and
wn(u) =‖(b(x,D, gn)− b(x,D, g))u‖
L2(0,T ;H
− 12
1 )
≤C sup
t∈[0,T ]
|b(x, ξ, gn(t))− b(x, ξ, g(t))|(l)S1‖u‖L2(0,T ;H 12−1) → 0.
Thus, taking t = (2CT C˜)
−1/θ we obtain ‖un − u‖Xt,p,q ≤ 2CTwn(u)→ 0.
Thus, as t is independent of n, iterating similar estimates on [jt, (j+1)t∧
T ], 1 ≤ j ≤ [T/t], we obtain ‖un − u‖XT,p,q → 0 and complete the proof. 
Now, using similar arguments as in the proof of Theorem 6.3 we prove
Theorem 6.6.
7 Appendix
Proof of Lemma 3.2. First note that, for any l, k ≥ 1,
|cθ(x, ξ)| =
∣∣∣∣ ∫∫ e−iz·η 〈η〉−k 〈∂z〉k 〈z〉−l 〈∂η〉l (a(x, ξ + θη)b(x+ z, ξ))dηdz∣∣∣∣
≤CC1(l)C2(k) 〈x〉ρ1(0) 〈ξ〉m2
∫
K1(ξ, η)dη
∫
K2(x, z)dz, (7.1)
where K1(ξ, η) = 〈η〉−k 〈ξ + θη〉m1−l and K2(x, z) = 〈z〉−l 〈x+ z〉ρ2(0).
We first consider K1(ξ, η). Note that, for η ∈ Λ := {η : |η| < 〈ξ〉 /2},
〈ξ〉 /2 ≤ 〈ξ + θη〉 ≤ 3 〈ξ〉 /2. Then,∫
Λ
K1(ξ, η)dη ≤ C
∫
Λ
〈η〉−k 〈ξ〉m1−l dη ≤ C 〈ξ〉m1−l+d ,
which implies that for l > d,
∫
Λ
K1(ξ, η)dη ≤ C 〈ξ〉m1 . Moreover, for η ∈ Λc,
〈ξ + θη〉 ≤ 〈ξ〉+ |η| ≤ 3|η|. Since 〈η〉 ≥ |η|, we obtain∫
Λc
K1(ξ, η)dη ≤ C
∫
Λc
|η|−k+(m1)+dη ≤ C 〈ξ〉−k+(m1)++d ≤ C 〈ξ〉m1 ,
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where we choosed k such that −k + (m1)+ + d < −(m1)−, where (m1)+ =
max{m1, 0}, (m1)− = (−m1)+. Thus, for l > d, k > |m1|+ d, we have∫
K1(ξ, η)dη ≤ C 〈ξ〉m1 . (7.2)
The estimate for K2(x, z) is similar. Set Ω := {z : |z| ≤ 〈x〉 /2}. For
z ∈ Ω, 〈x〉 /2 ≤ 〈x+ z〉 ≤ 3 〈x〉 /2, and so∫
Ω
K2(x, z)dz ≤ C 〈x〉ρ2(0)
∫
Ω
〈z〉−l dz ≤ C 〈x〉ρ2(0) ,
if l > d. Moreover, for z ∈ Ωc, 〈x+ z〉 ≤ 3|z|. Then,∫
Ωc
K2(x, z)dz ≤ C
∫
Ωc
|z|−l+(ρ2(0))+dz ≤ C 〈x〉−l+(ρ2(0))++d ≤ C 〈x〉ρ2(0) ,
if l is large enough such that −l + (ρ2(0))+ + d < −(ρ2(0))−. Thus, for
l > |ρ2(0)|+ d, we have ∫
K2(x, z)dz ≤ C 〈x〉ρ2(0) . (7.3)
Therefore, plugging (7.2) and (7.3) into (7.1) we obtain (3.2). 
Proof of Lemma 3.7. For simplicity, we set aR(x, ξ) := a(x, ξ)θR(ξ).
(i). By straightforward computations, for any l ∈ N,
|cR|(l)S0 + |c−1R |(l)S0 ≤ C(l)M leM‖a‖∞ , (7.4)
which along with Lemma 3.4 implies (3.14).
(ii). By Lemma 3.1, ΨcRΨc−1R
= I +ΨeR with
eR =
1
(2pi)d
∫ 1
0
∑
|γ|=1
∫∫
eiy·η∂γξ cR(x, ξ + θη)D
γ
xc
−1
R (x+ y, ξ)dydηdθ ∈ S0.
Using Corollary (3.3) we have that for any l ∈ N, |eR|(l)S0 ≤ C(l′)
∑
|α|=1 |∂αξ cR|(l
′)
S0
|∂αx c−1R |(l
′)
S0 for some l
′ ∈ N. Below we shall prove that
|∂αξ cR|(l
′)
S0 |∂αx c−1R |(l
′)
S0 ≤ C(l′)R−1M2l
′
e2M‖a‖∞ (7.5)
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Then, in view of Lemma 3.4, for R = C(l)M2le2M‖a‖∞ with l and C(l) large
enough, ‖ΨeR‖L2(L2) is less than 1/2, which yields that I + ΨeR is invertible
and Ψ−1cR = Ψc−1R (I +ΨeR)
−1, thereby implying (3.15) by (7.4).
It remains to prove (7.5). Note that
|∂αξ cR|(l)S0 =M |cR∂αξ aR|(l)S0 ≤M |cR|(l)S0|∂αξ aR|(l)S0 ≤ C(l)MR−1|cR|(l)S0. (7.6)
Similarly, since |∂αxaR|(l)S0 = |θR∂αx a|(l)S0 ≤ C(l), we have
|∂αx c−1R |(l)S0 = |Mc−1R ∂αx aR|(l)S0 ≤C(l)M |c−1R |(l)S0. (7.7)
Thus, (7.5) follows from (7.4), (7.6) and (7.7), and (3.15) is proved.
(iii) First note that for any f ∈ H
m−1
2
−1 ,
‖ΨcRf‖
H
m−1
2
−1
= |b(x,D) 〈x〉−1 〈D〉m−12 f |2 ≤ C|cR|(l)S0‖f‖
H
m−1
2
−1
for some l ∈ N, where b(x,D) := 〈x〉−1 〈D〉(m−1)/2ΨcR 〈D〉−(m−1)/2 〈x〉 ∈ S0
due to Corollary 3.3, and we used Lemma 3.4.
Similarly, since Ψ−1cR = Ψc−1R (I +ΨeR)
−1, we have that
‖Ψ−1cR f‖Hm−12 ≤ C|c
−1
R |(l0)S0 |rR|(l0)S0 ‖f‖
H
m−1
2
−1
, ∀f ∈ H
m−1
2
−1 ,
for some l0 ≥ 1, where rR ∈ S0 is the symbol of (I +ΨeR)−1.
Below we claim that, for R = C(l)M le2M‖a‖∞ with C(l) and l large
enough, there exists C independent of M and R, such that
|rR|(l0)S0 ≤ C. (7.8)
For this purpose, let ek ∈ S0 be the symbol of ΨkeR. From the proof of (ii)
we see that
ΨrR = (I +ΨeR)
−1 =
∞∑
k=0
(−1)kΨkeR =
∞∑
k=0
(−1)kΨek ,
which implies that rR =
∑∞
k=0(−1)kek. Note that, for any multi-indices α, β,
|α+ β| ≤ l0, by Corollary 3.3, (7.6) and (7.7), there exits l ≥ 1 such that
|∂αξ ∂βxeR(x, ξ)| ≤ C(l)|cR|(l)S0|c−1R |(l)S0M2R−1 〈ξ〉−|α| = ε(R, l) 〈ξ〉−|α| ,
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where ε(R, l) = C(l)|cR|(l)S0|c−1R |(l)S0M2R−1 → 0, as R → ∞. Applying Corol-
lary 3.3 again we have |∂αξ ∂βx ek(x, ξ)| ≤ Ck(l0)εk(R, l) 〈ξ〉−|α|.
Therefore, for R ≥ 2C(l0)C(l)|cR|(l)S0|c−1R |(l)S0M2, we obtain
|∂αξ ∂βx rR(x, ξ)| =
∣∣∣∣ ∞∑
k=0
(−1)k∂αξ ∂βxek(x, ξ)
∣∣∣∣ ≤ 2 〈ξ〉−|α| ,
which implies (7.8) as claimed and so proves (3.16). The proof is complete. 
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