Natural language processing (NLP) pipelines are usually complex, including several ways of extracting features and processing the inputs and results. The difficulty of the task directly affects the complexity of the system: multiple modules work together, extracting complementary information that is needed for a good performance. In this work we focus on text classification and show that the same intuition applies to endto-end neural NLP architectures and that the best results are obtained reliably by combining the information from different neural modules. Concretely, we combine convolution, recurrent and attention modules with ensembles and show that they are complementary. We empirically prove that the combination is robust to various and complex text classification jobs and show that it attains or surpasses the state-of-the-art on a wide variety of datasets with no changes to the architecture. In addition, we show that ensembling CNN-RNN stacks with attention improve the performance with respect to only using a subset of the aforementioned modules. These observations hold in both low and high data availability, as well as for multi-class problems.
I. INTRODUCTION
Text classification is ubiquitous. In an industrial setting, it is, for instance, the common element in chatbots and routing systems. It helps practitioners tell apart customers' intents within goal-oriented digital assistants [20] . It also helps them separate documents into classes [4] or detect customers who express the will to churn [1] .
The same abundance of choices can be found in the available methods for text classification. These range from the simplest tf-idf, to kernel-based ones to deep neural networks. Generally, traditional methods (e.g. Support Vector Machine -Work done during the master thesis of Maxime Coriou at Data, Analytics & AI -Swisscom AG. SVM) are used for the simpler classification spaces and in low data regimes (e.g. [1] ). For more complex problems however, neural modules are becoming the norm. Choices range from simple multi-layer perceptrons (MLP) to complex architectures, featuring convolutions, recurrent layers and attention [4] .
Individual neural modules have become standard because of their unparalleled prowess in specific, complementary tasks, such as feature extraction, sequence modelling and importance weighting. We argue and show that, when used together, they have the potential to eliminate the significant effort of creating a classifier for a novel text classification task. Concretely, we propose a one-size-fits-all architecture, leaving the taskspecific adaptation exclusively to neural hyper-parameter tuning.
Pure convolutional neural networks (CNN) or embedded convolution layers in larger networks can be seen as feature extractors because of their location invariance property. CNNs can pay attention to the order of n-grams, but not to longer (and variable) distance order. This is counter-intuitive, because in language usually the latter is of paramount importance. However, as "all models are wrong, but some are useful" [25] , the CNN output is empirically useful for certain classification tasks [3] . The intuition is that the CNN output is akin to detecting the presence of relevant n-grams.
Recurrent neural units are an obvious choice to deal with the word order in language. Long-Short Term Memory (LSTM) [14] or Gated Recurrent Unit (GRU) [17] networks are now part of the state-of-the-art neural architectures for various tasks. These include sentiment analysis [22] , summarization [23] and text classification.
The use of attention in neural networks is constantly growing since it can tackle the forgetfulness of recurrent cells when handling long sequences. The principle of attention over the output states of a recurrent unit is to be able to retrieve intermediary states that are impactful, yet far from the final state. There are several types of attention that span from using a single attention vector [21] to more complex hierarchical models [4] . This added complexity in terms of model parameters plagues attention mechanisms with the risk of overfitting. However, attention leads usually to stronger results, when sufficient training data is available [24] .
Overfitting, especially in deep learning models trained with an insufficient amount of data, is a constant risk. The more complex the model, the higher the risk that the training data will be fully learned and the generalization capacity of the model diminished. Multiple regularization methods exist to counter this problem, including dropout [19] and ensembles. While dropout is a constant sighting in neural networks, creating ensembles is comparatively rare. We use ensembles in order to average predictions of multiple learners, trained on different feature of the same training set. Averaging of less correlated learners results in variance decrease i.e. in an overall better model. Ensembles are highly appreciated in real world settings 1 and common in methods where randomness is modeled explicitly, like Random Forests (RF) [6] or its newer variation, gcForest [15] .
This work shows that the above components are complementary and can be successfully combined to create a very resilient architecture. An ensemble of CNN-GRU-Attention neural modules benefits from the complementary feature representation capacities of the three neural modules it exploits. At the same time, it constitutes an efficient way of limiting the overfitting risks since it is based on ensemble methods, i.e. the final prediction is done by averaging the predictions from different learners. We portray this symbiosis graphically in Fig. 1 .
We deploy and test the ensembling architecture in three different text classification tasks, namely (i) topic classification, (ii) argumentation mining and (iii) churn detection. All of the aforementioned tasks have an increased level of complexity. The first two tasks are quite complex since the datasets contain up to 44 classes, i.e. we have to deal with multi-class classification. The third classification task is a binary classification, however the nature of the text and the task is difficult even for human annotators, as confirmed by the 1 https://en.wikipedia.org/wiki/Netflix Prize annotation confidence in [1] . Last but not least, the available dataset for textual churn detection is quite small, which forces the method to operate in low data regimes.
Our results show that:
• In every text classification task, our architecture exceeds or at least attains the state-of-the-art in the respective field. It does so without any architectural changes, except for hyper-parameter tuning. • In an ablation study, we show that everything matters: every single neural module, combined with ensemble methods, increases the performance of a classifier. We show this by adding the different components step by step (first convolution layers, then recurrent and attention mechanisms, then ensembles) and empirically proving that additional neural modules increase the classification performance. The paper continues with an outline of related work in Section II and a description of the model in Section III. Experiments and results are described in Sections IV and V respectively. We conclude in Section VI.
II. RELATED WORK
There has been a lot of research on different problems that boil down to text classification. Sentiment analysis [22] , review classification [16] , argumentation mining [5] , topic classification [11] and textual churn detection [1] are only a few examples of problems that can be solved with text classification.
Argumentation mining is a multi-class classification task. [5] solved the bottleneck of low labeled data availability by releasing a dataset with more than 200 000 arguments in Spanish. They used SVM, logistic regression and RF, as well as the FastText classifier [8] and Deep Averaging Networks (DAN) [9] in order to perform two different classification tasks.
Topic classification can also be considered as a text classification job. DBpedia [13] is one of the largest available datasets, containing structured information about Wikipedia articles. [10] created the DBpedia ontology dataset, a smaller version of DBpedia, which was designed for multi-class text classification. They worked on this dataset and employed character level CNNs to perform text classification. Recently, [11] investigated transfer learning on different text classification tasks and achieved the best result known today on the DBpedia dataset by first training a language model and then fine tuning it.
Finally, churn detection, which can also be handled as a text classification task, has become an important area for different service providers such as banks and telecommunication companies. [1] decided to investigate churn detection in microblogs using tweets about 3 different mobile providers in the USA. The authors performed text classification by applying SVM and Logistic Regression combined with different extracted features and churn indicators. [2] improves on top of [1] by utilizing RNNs to learn micro-post and churn indicator representations and exploit them to detect churny tweets. [3] experimented using CNNs on the micro-posts and attains stateof-the-art F-score by introducing hand-crafted features based on logic rules.
III. ENSEMBLING ARCHITECTURE
The goal of this work is to show that the techniques of (i) convolution, (ii) recurrence, (iii) attention and (iv) ensembles are complementary.
First, we employ CNNs that have been proven to be great feature extractors for text classification [18] . We start by creating an n × m input matrix, where n is the number of words of the input text and m equals to the number of features (e.g. word embeddings). We apply a convolution on the input matrix, where the kernel size equals to k and the number of filters to f . The convolution filter slides over k-grams and outputs f vectors of size n−k+1. The result of the convolution is a new f -dimensional feature vector for the k-grams of the input text.
We then feed the output of the CNN into a bidirectional GRU (BiGRU). Therefore, the input size of the BiGRU network equals to n − k + 1. After training, the output state of each recurrent unit represents a new feature vector. This vector embeds information about the structure of the input text which is learned by looking at sequences of k-grams.
We also incorporate and apply an attention mechanism on the output states of the BiGRU network. We do this in order to construct a final feature vector α of the input text using a weighted sum of all the output states of the BiGRU network. In this way, we enable our method to build a feature vector of the input sentence by taking into account its important parts which play an important role in the sentence label. Vector α is used by the final layer of the network with a softmax activation for the text classification. The attention mechanism is described by Eq. 1, 2 and 3 [21] .
These equations mean that the sentence vector α is the weighted sum of the word embeddings h t , weighted by α t . Specifically, the vector h t represents the concatenation of the output states for both directions of the BiGRU network at time step t. W a is the weight matrix of the attention mechanism with dimensions (2 · u gru ) × (2 · u gru ), where u gru equals to the number or recurrent units, i.e. the dimensionality of the output space of the GRU network. U a and b a are weight and bias vectors respectively with dimension equal to u gru . The variables W a , U a and b a are learned during training by using Eq. 1 and 2.
Finally, we introduce an ensemble method in our model and aim at higher performance by combining diverse predictions from multiple learners. We achieve that by introducing convolutions of different kernel sizes k i on the input matrix. Once again, we employ f filters for each kernel size. This allows us to extract at the same time features for 2-grams, 3-grams, etc. by choosing different values for k i . We then fork the deeper layers of the network (i.e. BiGRU layer, attention mechanism and softmax) according to the number of different kernel sizes we use. In that way, we create and train different learners for the same task. Each learner uses another set of features (e.g. one learner uses 2-grams extracted from the CNN whereas the other uses 3-grams) and performs the classification of the input text independently. By doing this we adopt the intuition of other ensemble methods (e.g. Random Forest) and train different learners with different feature sets since we want to reduce variance and achieve better performance. The final prediction is done by averaging the predictions of all the learners.
An example of the ensembling architecture with two learners is depicted in Fig. 2 . The model takes as input an embedding matrix, where each line contains a word embedding representation of each word of the input sentence. The embedding matrix is followed by a convolution layer with kernel sizes k 1 = 2 and k 2 = 3. We apply the convolution on the embedding matrix and get a matrix of 2-gram and 3-gram vectors for k 1 = 2 and k 2 = 3 respectively. We then feed the 2-gram and 3-gram vectors into separate BiGRU networks. The output states of the BiGRU networks are given into two different attention mechanisms, described by Eq. 1 to 3. Finally, we feed the weighted sum resulting from the attention mechanism to a softmax layer and average the predictions of the two learners in the final prediction.
IV. EXPERIMENTS
We start our experiments by using simple neural modules and gradually add more until we end up with an architecture that includes convolutions, recurrent units, attention and ensembles. With respect to the convolution layer, we vary the kernel size k and the number of filters f . In addition, we tune the number of units when dealing with recurrent units. In order to reduce the hyper-parameter search space, we force the W a matrix of Eq. 1 to be square, when attention is used. Thus, the shape of W a depends solely on the number of units u gru of the recurrent cells. Finally, we experiment with different number of learners in the ensembles. The number of learners is equal to the number of different kernel sizes used in the convolution layers, as explained in Section III.
We use grid search in all experiments in order to come up with the best values for the aforementioned of hyperparameters. Furthermore, we train our neural networks by employing early stopping with a patience of 10 and a maximum number of 100 epochs in all experiments. The early stopping is based on the best performance on the validation set. This allows us to pick a model that has does not overfit but at the same time has learned a sufficient representation of the training data.
We investigate complex text classification on three publicly available datasets. In two cases there is a high number of classes (up to to 44). The third task -churn intent detection -is troublesome even for human annotators. In addition, the Fig. 2 . Ensembling architecture example. The model contains two learners with kernel sizes k 1 = 2 and k 2 = 3 respectively. The convolution is followed by 2 BiGRU networks, one for 2-grams and one for 3-grams. The BiGRU is followed by attention, a softmax activation and the prediction averaging. amount of available data is small. We show that in this diverse landscape the proposed architecture is robust and needs no adaptation.
A. DBpedia
The first complex dataset we use for text classification is the DBpedia ontology dataset [10] . It is specifically compiled for multi-class text classification using the title and the abstract from Wikipedia articles. It contains a total of 560 000 and 70 000 samples from 14 classes in the training and test set respectively. The dataset is balanced. The stateof-the-art performance on DBpedia is achieved using transfer learning [11] . We do not compare against this method, as we do not exploit transfer learning. [12] reaches an error rate of 0.84%, which is the best known performance on DBpedia without transfer learning. This score is achieved by using a multi-view embedding followed by a CNN, which however results in a non end-to-end system.
B. Argumentation Mining
We use the largest available dataset for our second complex text classification task, i.e. argumentation mining [5] . This dataset contains more than 200 000 text spans, written in Spanish. Each data point has 3 labels with respect to its (i) topic, (ii) concept and (iii) argument mode. The number of classes goes up to 44, depending on the classification task. In the original work [5] , authors do only text classification for concept classification (Task A) and argument mode classification (Task C). We follow the same procedure.
We perform experiments using individual neural modules and then increase complexity, reaching the full ensemble. (Fig. 2) . We investigate the performance variation on both concept and argument mode classification when adding modules.
C. Textual Churn Detection
We use the publicly available dataset of [1] for textual churn detection. The dataset consists of tweets that are manually annotated as churny or not churny, together with an annotation confidence. This task is even troublesome for human annotators who have a low confidence when labeling. Moreover the dataset is quite small and unbalanced since only 22% of the tweets are churny. In order to tackle the uncertainty of human annotation, we use only tweets that are annotated with a confidence larger than 0.7, as in [2] . The resulting dataset contains 4728 tweets and only 900 out of them are churny.
[3] achieves state-of-the-art performance in textual churn detection by using a CNN. Specifically, they achieve an Fscore of 83.85% by enriching the features extracted from the convolution layers with hand-crafted ones. This approach does not scale, as additional human knowledge is not readily available in all cases.
V. RESULTS
All our experiments are centered around proving that convolutions, recurrent units, attention and ensembles are complementary and increase the classifier performance. Hence, we start by just using a CNN and experiment with extra neural modules, up to the point where we construct the full ensemble. To this end, we train (i) a CNN, (ii) a BiGRU with attention (BiGRU+ATT) (iii) a cascaded network of a CNN followed by a BiGRU with attention (CNN+BiGRU+ATT) and finally (iv) an ensemble network.
A. DBpedia
We depict the model comparison for text classification on the DBpedia dataset on Fig. 3 . For hyper-parameter tuning, we use a validation set created by performing a 80% − 20% split on the provided train set. We use the same test set as in previous work.
We embed the words using FastText (300-dimensional vectors) [7] and perform lemmatization. We use a batch size of 128 and the adam optimizer with a learning rate of 10 −4 , β 1 = 0.7, β 2 = 0.99. For CNN, we use a kernel size of 2 with 256 filters. The number of units equals to 128, when GRU cells are employed. The ensemble employs two learners with kernel sizes of 2 and 3. The number of filters is 256 and the number of units equals to 128 for both learners. Finally, we apply dropout with a rate of 0.3 at the output of the embedding matrix, the input of the BiGRU and recurrent state of the BiGRU cells.
The results validate that the ensemble (lowest bar in Figure 3) attains the state-of-the-art in the DBpedia text classification and that error rate decreases (i.e. performance increases) by using additional neural modules. It is noteworthy that this performance is obtained without the need of training or fine tuning word embeddings. We do not compare our method against [11] since the latter is a non end-to-end system that uses transfer learning. 
B. Argumentation Mining
As in this case a test set is not provided, we start by building a train, validation and test set by performing a random 80% − 10%−10% split on the original argumentation mining dataset. We perform the same splitting procedure for both classification Task A and Task C. In addition, we employ the FastText word embeddings for Spanish.
We use a batch size of 64 and the adam optimizer with a learning rate of 10 −3 , β 1 = 0.9, β 2 = 0.99. For CNN, we use a kernel size of 2 with either 256 or 512 filters. The number of units, when GRU cells are employed equals to either 128 or 256. We ensemble two learners with kernel sizes of 2 and 3. The number of filters is 256 and the number of units equals to 128 for both learners. We apply dropout in the same places as in Section V-A but we set the rate to 0.5.
The results for Tasks A and C are presented in Table I , in a comparable manner to [5] . We thus measure accuracy for Task A and F-score score for Task C. For Task A, we predict the concept of a given data point. To do so, we split the data points in four disjoint topic sets -Values (V), Rights (R), Duties (D) and Institutions (I). We then train different classifiers on the four subsets in order to predict the concept. For Task C, we predict the argumentation mode of a data point after removing those with blank or undefined label.
We see that our ensemble architecture significantly surpasses the the state-of-the-art for both tasks. Moreover, we validate the gradual performance increase by adding complementary neural modules, then ensembling. 
C. Textual Churn Detection
Finally, we evaluate our models for textual churn detection. We perform 10-fold cross validation, same as [2] and [3] . In addition, we use the macro F-score as an evaluation metric.
The nature of the churn detection dataset (tweets) leads us in using the GloVe 2 word embeddings trained on a Twitter corpus. We limit the vocabulary to 1000 tokens and convert URLs, user names, smileys, numbers and repetitions to their respective representation in the Twitter GloVe word embeddings. We set the batch size to 32 and the adam optimizer with the values as in the previous section. For CNN, we use a kernel size of 3 with 64 filters. In addition, the number of units in the BiGRU network equals to 64. Moreover, we use a kernel size of 2 with 128 filters and 64 units when CNN is combined with BiGRU (with or without Attention). Finally, the ensemble uses two learners with kernel sizes of 1 and 2 with 128 filters and 64 units.
We present our results in Table II . Once again, we prove that the more complementary neural modules we add, the more the performance increases. Concretely, we notice a 4.3% increase between a simple CNN model and the ensemble. Last but not least, we surpass the state-of-the-art in textual churn detection by 3.15%.
The ensembling of complementary architectures achieves or surpasses the state-of-the-art performance on various text classification tasks. It does so without requiring transfer learning or word embedding fine tuning, a fact which makes our system end-to-end and easier to train. In all experiments the hyper-parameter tuning consists of grid search, with at least 5 experiments with early stopping for each setting. We report the average of these 5 experiments. We do not report confidence intervals, which requires at least 20 experiments, as conducting one experiment on the argumentation mining and DBpedia datasets takes more than 7h and 12h respectively. This is also the reason we do not perform experiments with more than two learners 3 .
AT&T Verizon T-Mobile
Macro F-score (%) CNN [3] 80.67 CNN + rules [3] 83 
VI. CONCLUSION
We work towards creating a one-size-fits-all go-to model for any novel text classification task. Our effort originates from the belief that complementary neural components can gradually contribute to the performance increase of a classifier. We define and introduce an Ensemble of CNN, GRU and Attention. We perform experiments for complex text classification tasks using diverse datasets: topic classification, argumentation mining and textual churn detection. Our experiments indicate that creating an ensemble of neural modules achieves the best possible performance compared to simpler models, that use only a subset of the available neural modules. Last but not least, the proposed ensemble is an end-to-end model that attains or exceeds the state-of-the-art performance in all the considered text classification tasks.
