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Introductory remarks
It is our great pleasure to introduce these proceedings of the fifth Symposium on
Semantic Mining in Biomedicine (SMBM 2012).
SMBM 2012 brings together researchers from text and data mining in biomedi-
cine, medical, bio- and chemoinformatics, and researchers active in biomedical
ontology design and engineering, and the Semantic Web. Their combined efforts
help promote the full integration of biomedical data and information content
from sources such as large text collections, biological databases, ontological and
terminological resources, and the Web. Recent advances increasingly involve not
only more advanced methods for text and data analysis, but also working systems
deployed at large scale, addressing a range of tasks including semantics driven
literature analysis and search, cross-resource data analysis, and open linked data.
The symposium will address some of the challenges that have yet to be met to
achieve the goals of comprehensive analysis and integration of data sources. The
presentations and open discussions will explore current challenges facing these
communities, and what are the most effective approaches to addressing them.
SMBM 2012, held on the 3rd-4th September, 2012 at the Institute of Compu-
tational Linguistics, University of Zurich, Switzerland, is the follow-up event of
SMBM 2010 (EBI, U.K.), SMBM 2008 (University of Turku, Finland), SMBM
2006 (University of Jena, Germany), and SMBM 2005 (EBI, U.K.). A paral-
lel event, The International Symposium on Languages in Biology and Medicine
(LBM), has been held in 2005 (KAIST, Daejeon, South Korea), 2007 (Matrix,
Biopolis, Singapore), 2009 (Jeju Island, South Korea) and 2011 (NTU, Singa-
pore).
We invited papers from a full range of topics, emphasizing in particular work on
methods deployed in a production-like research environment, user-facing appli-
cations of text mining technology, the integration of text with domain resources
such as content from reference databases (e.g. UniProt, EntrezGene, OMIM)
and semantic resources such as GO and UMLS. We welcomed contributions
from across the biomedical domains, including genomics, translational medicine,
clinical practice, and public health. Submissions were invited in the following cat-
egories: full research papers, short papers, system demonstrations, and extended
abstracts presenting late-breaking research. A total of eighteen submissions were
received. Six were accepted as full papers (out of twelve submitted in this cate-
gory), four were accepted as short papers, three for demonstrations, and two as
extended abstracts. Careful review of all submissions by two or three members
of the programme committee confirmed the high quality of submissions.
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The SMBM 2012 programme features work on many important and timely topics
in the field. Ambiguity of domain terminology found in databases is discussed
in [1], while paper [2] tackles the extraction of synonyms of medical terms from
corpora of clinical text. Paper [3] proposes a statistical method which combines
NLP derived information with manually validated data in order to improve the
prediction of smoking-related cancer. Paper [4] describes an unique approach
to solve an important and underinvestigated problem, namely the extraction of
information from images contained in research papers. [5] deals with the classical
problem of event extraction, as defined in the recent BioNLP challenges, using
a graph-based approach. [6] explores the usage of semantic word space repre-
sentations derived from large corpora for tasks such as named entity recogntion
and semantic category disambiguation. The short papers deal with relation ex-
traction using existing databases for validation [7], terminology extraction from
medical texts [8], protein mutation grounding [9] and document similarity identi-
fication [10]. Additionally we will have three exciting demonstrations: a system
for de-identification of unstructured clinical records [11], a system for interactive
normalisation of annotations [12] and a visualization tool for large-scale event
extraction [13] based on the well-known Cytoscape platform. Most of the papers
focus on the genomics domain, but the clinical domain is also represented by two
full papers [2], [3], one short paper [8], and a demonstration [11].
The conference also features a tutorial on the state of the art in “Bibliome-
Scale Text Mining” by Dr. Filip Ginter (University of Turku), and Dr. Sofie
Van Landeghem (University of Ghent) as well as two keynote speakers: Dr.
Olivier Bodenreider (National Library of Medicine) and Therese Vachon (Novartis
Pharma AG).
We wish to express our gratitude as organizers to all the authors for the time
and energy they invested in their research and for their choice of SMBM 2012
as the venue to present their work. We are indebted to all members of the
programme committee for their detailed inspection of all submitted work and their
valuable comments. Special thanks to the tutorial presenters and to the keynote
speakers for truly inspiring talks. All the members of local organization committee
also deserve our gratitude for the preparations that helped make SMBM 2012 a
successful event.
Sophia Ananiadou and Tapio Salakoski (scientific chairs)
Sampo Pyysalo, Dietrich Rebholz-Schuhmann, Fabio Rinaldi (organization
committee)
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Abstract
There are now numerous options available to
achieve various tasks in bioinformatics, but,
as yet, little progress has been made to cap-
ture the common practice by analysing usage
and mentions of databases and tools within the
literature. In this paper we analyse the vari-
ability and ambiguity of database and soft-
ware name mentions and provide a set of 30
full-text documents manually annotated on the
mention level. Our analyses show that identi-
fication of mentions of databases and tools is
not a task that can be achieved through dictio-
nary matching alone: our baseline dictionary
look-up achieved a F-score of just over 50%.
This is primarily because of high variability
and ambiguity in database and software men-
tions contained within the literature and due to
the extensive number of new resources intro-
duced. We characterise the issues with vari-
ous mention types and propose potential ways
of capturing additional database and software
mentions in the literature.
1 Introduction
Bioinformatics and computational biology widely
rely on domain database and software creation to
support data collection, aggregation and analysis
and, as such, have been reported in research pa-
pers, typically as part of the methods section. In
addition, many papers introduce new databases and
tools. However, little progress has been made to cap-
ture the common bioinformatics practice on a large-
scale by analysing usage and mentions of databases
and tools within the literature1.
Named entity recognition (NER) has seen wide
usage in recent years in identifying mentions of en-
tities of different types in the literature. Within the
fields of biology and bioinformatics, these have been
used to capture species (Gerner et al., 2010), pro-
teins/genes (Hirschman et al., 2005) and chemicals
(Kolluru et al., 2011). NER enables automated lit-
erature insight (Zweigenbaum et al., 2007) and pro-
vides input to other text-mining applications.
Issues of naming inconsistencies, numerous syn-
onyms and acronyms, and an inability to distinguish
entity names from common words in a natural lan-
guage on top of fuzzy definitions of concepts, make
NER an increasingly difficult task (Dingare et al.,
2005; Leser and Hakenberg, 2005). Still for some
tasks, NER tools achieve relatively high precision
and recall scores. For example, LINNAEUS could
achieve F-scores around the 95% mark for species
name recognition and disambiguation on the men-
tion and document levels (Gerner et al., 2010). On
the other hand, gene names, for example, are known
for ambiguity and variability, resulting in lower re-
ported F-scores. For example, ABNER recorded
1Throughout this paper, we will mention numerous
databases and tools by name as examples. A full list of refer-
ences and web-links to all of these can be found on our website.
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an F-score of just under 73% for strict-match gene
name recognition and 85% with some boundary er-
ror toleration (Settles, 2005).
In this paper we aim to analyse the variability and
ambiguity of database and software name mentions
in the literature. Similarly to numerous databases
with gene names and symbols, there are several in-
ventories that list available database and software
resources, including the NAR databases and web-
services special issues (Brazas et al., 2011; Galperin
and Cochrane, 2011), ExPASy2, the Online Bioin-
formatics Resources Collection (Chen et al., 2007),
etc.
Some work has been done on automated extrac-
tion of database and software names from the liter-
ature. For example, OReFiL (Yamamoto and Tak-
agi, 2007) utilises URLs to recognise new resources
within articles. BIRI (BioInformatics Resource In-
ventory) uses a series of hand crafted regular expres-
sions to automatically capture resource names, their
functionality and classification from paper titles and
abstracts (de la Calle et al., 2009). BIRI success-
fully extracted resource names in 94% of cases in
a test corpus, which consisted of 392 abstracts that
matched a search for “bioinformatics resource” and
8 documents that were manually included to test do-
main robustness. However, both of these tools bi-
ased their evaluation to resource rich text which pre-
vents full understanding of false negative errors.
This paper aims to analyse database and software
name mentions in the literature to evaluate the po-
tential difficulties in automated extraction. We fo-
cus on database and software names in the computa-
tional biology literature and provide a set of 30 full-
text documents manually annotated on the mention
level. Although we focus here on bioinformatics re-
sources, we note that the challenges encountered in
database and software recognition are a generic is-
sue and not unique to this domain (Kovacˇevic´ et al.,
2012).
2 Methods
For the purpose of this study, we define databases
as any electronic resource such as database, on-
tology, repository or classification resource which
stores records in a structured form, and provides
2http://expasy.org/
unique identifiers to each record. Examples in-
clude SCOP (a database of protein structural clas-
sification), UniProt (a database of protein sequences
and functional information), Gene Ontology (ontol-
ogy that describes gene attributes), etc. We adopt
Wikipedia’s definition of software3: “a collection of
computer programs ... that provides the instructions
for telling a computer what to do and how to do
it” (e.g., BLAST, for automated sequence compari-
son). We use program and tool as synonyms for soft-
ware, and also include mentions of web-services as
well as package names (e.g., R packages from Bio-
Conductor). We explicitly exclude database record
numbers/identifiers (e.g. GO:0002474, Q8HWB0),
file formats (e.g. PDF), programming languages
and their libraries (e.g., Python, BioPython), oper-
ating systems (e.g. Linux), algorithms (e.g. Merge-
Sort), methods (e.g. ANOVA, Random Forests) and
approaches (e.g. Machine Learning, Dynamic Pro-
gramming) from this task. When annotating a men-
tion of database or software in text, associated des-
ignators of resources (e.g., database, software) are
included only if part of the official name (e.g., Gene
Ontology).
We manually annotated a gold standard corpus
consisting of 25 full-text articles from BMC Bioin-
formatics and PLoS Computational Biology arti-
cles, and five full-text articles from Genome Bi-
ology for database and software name mentions
which were randomly selected from the PubMed
Central (Roberts, 2001) open-access subset. The
annotations were performed by a PhD student with
background in bioinformatics and text-mining. Ta-
ble 1 gives an overview of the annotated corpus.
There were 224 lexically unique resources men-
tioned 1,319 times, with an average of 44 resource
mentions per document. The document with the
most mentions had 227 resource mentions within
it. Finally, the vast majority of mentions are from a
small set of names (52% of resource names are only
mentioned once).
The inter-annotator agreement (IAA) (Kim and
Tsujii, 2006) for annotation of database and soft-
ware names was calculated from five full-text arti-
cles randomly selected from the gold standard cor-
pus, which were annotated by another PhD student
3https://en.wikipedia.org/wiki/Software
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Total Number of Documents 30
Total Database and Software Mentions 1319
Total Unique Resource Mentions 224
Percentage of Database Mentions 36%
Percentage of Unique DB Mentions 26%
Average Mentions per Document 44.0
Average Unique Mentions per Document 8.2
Max Mentions in a Single Document 227
Max Unique Mentions in a Document 33
Resources with only a Single Mention 117
Table 1: Statistics describing the manually annotated
“gold standard” corpus.
with bioinformatics and text-mining background.
With lenient agreement (annotation offsets overlap),
we calculated a F-score of 86% (93%/80% preci-
sion/recall), showing that an adequate level of agree-
ment between two annotators can be achieved de-
spite the potential difficulties of this task. As ex-
pected, a decrease in IAA is observed if strict agree-
ment (offsets must exactly match) is used instead
(every score drops by 6%).
We have then manually analysed the mentions of
database and software names for their length, lexical
composition and structural patterns, variability and
ambiguity (see Results and Discussion).
To assess the complexity of automated identifi-
cation of database and software mentions, we used
of a baseline text-mining pipeline consisting of a
tokeniser, sentence splitter, part-of-speech tagger
and gazetteer from GATE’s ANNIE (Cunningham
et al., 15 April 2011). The gazetteer is based
on a dictionary of database and software names,
which was compiled from several existing sources
(see Table 2). Some well-known acronyms and
spelling/orthographic variants have also been added,
resulting in 4,871 resources with 5,302 variants (of
which, there were 4,879 unique name variants). Dic-
tionary matching was performed by LINNAEUS
(Gerner et al., 2010) and standard text-mining per-
formance statistics (precision, recall, F-score) were
used for evaluation.
3 Results and Discussion
Database and Software Name Composition.
The longest database/software names in the anno-
tated corpus contained five tokens (e.g. Gene Ex-
pression Profile Analysis Suite, National Microbial
Pathogen Database Resource). However, there are
examples in the dictionary containing more than 10
tokens (e.g. Prediction of Protein Sorting Signals
and Localisation Sites in Amino Acid Sequences ).
As an initial strctural analysis, we collected all the
part-of-speech tags assigned to each unique database
and software name in our annotated corpus. These
were then grouped to profile the structure of re-
source names (Table 3).
We have identified a total of 228 patterns in the
annotated corpus. The majority (82%) of database
and software names are comprised of either one, two
or three singular proper nouns (NNP). An additional
6% are comprised of a single common noun (NN,
e.g. affy). A roughly equivalent number contain dig-
its (CD, e.g. S4, t2prhd). A few contain adjectives
(JJ, e.g. internal transcribed spacer 2) or prepo-
sitions/subordinating conjunctions (IN, e.g. Struc-
tural Classification Of Proteins). Finally, in three
cases (BLASTed, SHAKE, dot), a mention of soft-
ware was tagged as a verb form (VB and VBP). This
is also the reason why there are more patterns (228)
than mentions (224). The analysis shows that there
is some variety in resource naming and recognition
of simple noun phrases alone may not be sufficient.
Variability of Resource Names. We note that the
variability of resource names at the dictionary level
is 1.09 (5,302 variants over 4,871 resources). For the
corpus analysis, we manually grouped names that
were referring to the same resource in order to anal-
yse name variability. Of the 224 unique names, 45
were variants of the same tool/database, leaving 179
unique resources. These were either acronyms, mis-
spellings or had alternative orthographics to other
mentions. In total, 141 resources had only a single
name variant within the corpus (79%). 17% of re-
sources had two variants, and the final 4% had three
variants. Of the 45 name variants, 15 were acronyms
and all of those were defined in text (and so could be
automatically expanded with the right tools (Torii et
al., 2007)).
Ambiguity of Resource Names. We note that the
ambiguity of resource names at the dictionary level
is not high (4,879 unique variants for 4,871 re-
sources). Still, ambiguous resource names exist, e.g.
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Type Entries URL
DB 196 databases.biomedcentral.com
SW 261 www.bioinformatik.de
PK 597 www.bioconductor.org
SW 1038 www.bioinformatics.ca/links_directory/
SW 365 evolution.genetics.washington.edu/phylip/software.html
DB 140 www.ebi.ac.uk/miriam/main/
DB 1337 www.oxfordjournals.org/nar/database/a/
SW 135 www.netsci.org/Resources/Software/Bioinform/index.html
SW 37 www.bioinf.manchester.ac.uk/recombination/programs.shtml
SW 678 en.wikipedia.org/wiki/Wiki/<various>
– 87 Manually generated entries
Table 2: Database and software URLs from which the database and software name dictionary is comprised. DB =
databases; SW = software; PK = packages; data correct as of April 12th, 2011.
Pattern Count Freq.
NNP 155 68.0%
NNP NNP 20 8.8%
NN 13 5.7%
NNP NNP NNP 12 5.3%
NNP CD 7 3.1%
NNP CD . CD 4 1.8%
NNP NNP NNP NNP NNP 3 1.3%
NNP LS 2 0.9%
NNP NNP NNP NNP 2 0.9%
Other Patterns 10 4.4%
Table 3: Structure of database and software names. NNP
= proper noun, NN = singular noun, CD = cardinal num-
ber, LS = list item marker (number).
Network (a tool enabling network inference from
various biological datasets) and analysis (a pack-
age for DNA sequence analysis). We therefore anal-
ysed the dictionary of database and software names
to evaluate dictionary-level ambiguity when com-
pared to the entries in a full English words dic-
tionary derived from a publicly available list4 and
to a known biomedical acronyms dictionary com-
piled from ADAM (Zhou et al., 2006), consisting
of 86,308 and 1,933 terms, respectively. A to-
tal of 37 names matched English words (e.g. cy-
cle, estrogen, graph, water) and 43 names fully
matched known acronyms (e.g. DIP, distal interpha-
langeal or Database of Interacting Proteins). Both
4http://wordlist.sourceforge.net/
comparisons were case-sensitive. The number of
matches increase to 405 and 54 respectively when
case-insensitive matching is used instead.
To evaluate the recognition-level ambiguity
within the annotated corpus, we also compared the
tagged database and software names to the English
words and acronym dictionary. This resulted in three
matches to the English dictionary (ACT, dot, R),
and one to the acronym dictionary (IPA) using case-
sensitive matching. This equates to roughly 2% of
the annotated names. This increases to 27 matches
(12%) if case-sensitive matching is used instead.
Dictionary Matching. Table 4 provides the stan-
dard text-mining performance statistics for the dic-
tionary matching approach against the gold standard
corpus. The F-scores of under 55% highlight the dif-
ficulty of this task, both in terms of matching known
ambiguous names (low precision), and from the dic-
tionary not being sufficiently comprehensive (low
recall). The most common false positives were cy-
cle, genomes (potential mentions of BioConductor
packages) and GO (which was frequently matched
within GO database identifiers, e.g., GO:0007089).
The most common false negatives were Tabasco,
MethMarker, xPedPhase and i Linker. In each case,
the name missed (numerous times) was the resource
being introduced in that paper. This shows that any
database and software NER must be able to capture
newly introduced resources to achieve high recall.
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TP FP FN P R F
Lenient 729 633 590 54% 55% 54%
Strict 695 667 624 51% 53% 52%
Table 4: True positive (TP), false positive (FP), false neg-
ative (FN), precision (P), recall (R) and F-score (F) for 30
full-text articles using dictionary look-up.
Type Contribution
Dictionary matches 55.3%
Heads and Hearst patterns 9.7%
Title appearances 0.6%
References and URLs 1.9%
Version information 1.2%
Noun/Verb associations 20.3%
Comparisons 5.8%
Remaining 5.2%
Table 5: Types of textual patterns and clues for identifica-
tion of database and software names. Tables 6-11 provide
examples of each class.
False negative database and software mentions.
We have further analysed the missed database and
software names (i.e., the names not in the dictionary)
for any common textual clues and patterns. Table
5 summaries different clue categories and their per-
centage contribution to overall recall. In total, using
all clues that we have recognised (see below), final
recall could be as high as 95%, though utilising all
of these pointers could have a detrimental resulting
effect on precision.
The first type of clue that seemed most discrim-
inatory was to associate potential names with head
terms, i.e. terms that are explicit designators of the
type of resource. In the most basic case, a resource
name could include a head term or be immediately
followed by one (see Table 6). Key head terms in-
cluded database, software, tool, program, simula-
tor, system, library and service. Additionally, ap-
plying standard Hearst patterns (Hearst, 1992) could
be used to extract new and unknown names from
enumerations that contain some known database and
software names (see Table 6). These patterns could
help increase total recall by up to 10%.
We note, however, that not all potential heads
are fully discriminatory (for example, module in
P and D modules refer to protein modules (doc-
the stochastic simulator Dizzy allows ...
The MethMarker software was ...
... tools: CLUSTALW, ..., and MUSCLE.
... programs such as Simlink, ..., and SimPed.
Table 6: Example clues and phrases appearing with spe-
cific heads or in Hearst patterns. Database and software
names are in italics, the associated clue is in bold.
ument: PMC1664705), rather than programming
ones). Due to the high number of module mentions
in that paper, considering module as an indicative
software head could have a detrimental impact on
precision.
We further explored a pattern within paper titles
where the papers were introducing a new resource
(Southan and Cameron, 2009). The title would name
the new database or software, and then follow it
by a brief description (see Table 7 for examples).
Seven of 30 papers in our corpus (over 20%) con-
tained such a pattern. Although this would provide
a limited improvement to recall on a mention level
(< 1%), it could significantly aid document level re-
call. In addition, it provides a way to discover new
tool names for inclusion in a dictionary with a high
discriminatory rate.
Another clue is that database and software men-
tions are frequently followed by either a reference
or a web URL (e.g., “Galaxy [18] and EpiGRAPH
[19]”). This was the main indicator used by ORe-
FiL (Yamamoto and Takagi, 2007). We recognise,
however, that web URLs and citations are not in text
only for resources and so this is far less reliable than
the previous options (e.g., could incorrectly capture
“The learning metrics principle [14, 15]”). We hy-
pothesise that restricting this type of capture to a pa-
per’s Methods section may reduce the potential im-
pact on precision.
Numerous database and software mentions also
contain or are accompanied by version information
(see Table 8). While version numbers can be un-
ambiguous (e.g. having ‘v’ or ‘version’), they can
also be series of numbers, that are not discrimina-
tive enough (e.g. “AMD Athlon 1.8 GHz processor”
(a CPU), or “sites of Myc (0.22) and NF-kappaB
(0.103)” (genes)).
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CoXpress: differential co-expression in gene expression data
TABASCO: A single molecule, base-pair resolved gene expression simulator
SimHap GUI: An intuitive graphical user interface for genetic association analysis
Table 7: Example phrases from Title appearances. Database and software names are in italics. Notice that in each
case, the name is given as the initial part of the paper’s full title (preceding the colon).
using dot v1.10 and Graphviz 1.13(v16).
CLUSTAL W version 1.83
Dynalign 4.5, and LocARNA 0.99
Table 8: Example versioning clues. Database and soft-
ware names are in italics, the associated clue is in bold.
The category with the highest potential contribu-
tion (over 20%) includes cases where some expres-
sion (could be a noun or a verb) in the sentence
(not next to the mention) gives an indication that
a database or software is being referred to. Such
clues can range from the more discriminatory like
website, screenshot and download, to medium ones
like RAM, implement, simulate and running time, to
weak ones such as run, generate, evaluate and ob-
tain (see Table 9 for examples). However, this type
is also the one with the highest degree of variabil-
ity as many other “things” can, for example, be run,
implemented or generated. Despite some of these
being relatively weak, we think that they have lim-
ited ambiguity at least within the field of bioinfor-
matics, even if this is not true in a different field.
To estimate the effect on precision that inclusion of
these clues may have, we compared the number of
sentences in the gold standard corpus with a spe-
cific clue from this category to the number of sen-
tences with both the clue and a database or software
name within our corpus. For example, 77% of sen-
tences contain both a resource name and matched a
mention of word website, 50% for RAM and 48%
matched both a name and the regular expression
“ran|run(ning|s)?”. Regardless, there could
still be merit in these clues if used in combination
with each other rather than alone.
A number of clues can be inferred from sentences
that make some comparison between two or more
database and software names (see Table 10). Many
of these examples can be considered as extended
Hearst patterns (e.g., “like tool1, tool2 is ...”) but we
the SimHap GUI installation.
implemented within PedPhase
MethMarker therefore provides
A typical screenshot of MethMarker
Cofolga2 has six free parameters
MethMarker’s user interface reflects
MethMarker can directly import
xPedPhase thus needs cubic time
Table 9: Example expressions that functionally indicate
database and software mentions. Database and software
names are in italics, the associated clue is in bold.
have analysed them separately for a couple of rea-
sons. In particular, there is an unusually high num-
ber of terms contained within this class in the gold
standard corpus: a vast majority of the examples
within this class (73%) all come from a single paper.
Following on from this, neither tool being compared
in that paper (most frequently i Linker with xPed-
Phase) was present in our dictionary. Thus, even if
the comparison pattern has been implemented, the
method would need at least to know about some of
the tools to infer others. As such, although we envis-
age potential in addressing this type of database and
software mention, we cannot extrapolate how much
use it could have due to our biased dataset sample.
Finally, there are a series of mentions (around
5%) without any clear clue, or with particularly am-
biguous ones (see Table 11 for examples). Potential
clues such as analyse, step and minimize seem too
generic within the bioinformatics field to be useful.
For example, the number of sentences within our
corpus that contained both the regular expression
“analyse(d|s)?|analysis” and contained a
mention of a database or piece of software was only
about 20%.
Issues with Scope. There is not always a clear
distinction between database and software names,
methods, approaches, algorithms, programming lan-
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the numbers of breakpoint sites by xPedPhase were equal to the numbers of breakpoints by i Linker.
xPedPhase did better than i Linker
Cofogla2 with this cutoff PSVM gives a better false positive rate compared to RNAz
Foldalign was much slower than Cofolga2 except for
Like Moleculizer, Tabasco dynamically generates
Table 10: Examples of comparisons between database and software names. Database and software names are in italics,
the associated clue is in bold.
Additionally, i Linker has an error correction step that detects unlikely crossover events.
In addition, Tabasco should be a good base to further study interactions on DNA
PSPE is not only able to use one of many common models of nucleotide substitution
The results show that LibSELDI tends to have a considerable advantage in the low FDR region
The structure of Tabasco confers at least four advantages.
Table 11: Example phrases with no clear or discriminative clues. Database and software names are in italics.
guages, database records/identifiers, and file for-
mats. The problem occurs because authors often in-
troduce a novel algorithm and associated implemen-
tation (e.g. as a service or a stand-alone applica-
tion), but frequently refer to their contribution only
as an algorithm (or method), rather than software.
As such, although they are talking about their algo-
rithm throughout the paper, it could be argued that
they are referring to their software implementation,
especially when talking about benchmark improve-
ments in results (since the algorithm must have been
implemented by this point). The fuzzy boundary be-
tween them is going to be a challenge for any fo-
cused automated system to overcome.
4 Conclusion
In this paper we present an exploration of variabil-
ity and ambiguity of database and software mentions
in the bioinformatics and computational biology lit-
erature. Our results suggest that database and soft-
ware NER is a non-trivial task that requires more
than just a dictionary matching approach. It ap-
pears to share many of these difficulties with gene
name recognition. Due to bioinformatics’ focus on
resource creation, a dictionary could never be suffi-
ciently comprehensive, making resource recognition
potentially as hard as gene recognition (in contrast to
species recognition, which is a relatively stable do-
main). Example names such as Network and anal-
ysis provide ambiguity and verbalised references to
software such as BLASTed provide issues of variabil-
ity that need to be overcome.
Our analyses also provided a series of clues that
could be picked up by text-mining techniques, which
we are currently in the process of developing. As
many of these clues are ambiguous on their own, our
approach is to combine various evidence (e.g. using
voting and threshold) in order to capture database
and software names accurately.
We provide the annotated corpus of 30 full-
text articles and manually compiled dictionary
at: http://sourceforge.net/projects/
bionerds/.
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Abstract
In information extraction, it is useful to know
if two signifiers have the same or very simi-
lar semantic content. Maintaining such infor-
mation in a controlled vocabulary is, however,
costly. Here it is demonstrated how synonyms
of medical terms can be extracted automati-
cally from a large corpus of clinical text using
distributional semantics. By combining Ran-
dom Indexing and Random Permutation, dif-
ferent lexical semantic aspects are captured,
effectively increasing our ability to identify
synonymic relations between terms. 44% of
340 synonym pairs from MeSH are success-
fully extracted in a list of ten suggestions.
The models can also be used to map abbrevia-
tions to their full-length forms; simple pattern-
based filtering of the suggestions yields sub-
stantial improvements.
1 Introduction
The choice of words in a text depends on several fac-
tors, such as by and for whom it is produced. In a
health care setting, for instance, records may reflect
both care provider and patient competence, the med-
ical topic of interest and narrative aspects (Rosen-
bloom et al., 2011). This entails that one and the
same concept is often signified by different forms,
both through the use of synonyms and abbreviations.
For information extraction to be fully effective, it
is important that these alternative lexical instantia-
tions are associated with their corresponding con-
cept in a medical controlled vocabulary, e.g. in
UMLS1. To develop such terminological resources
manually is time-consuming. There is thus a need
for (semi-)automatic methods for vocabulary expan-
sion, especially ones that can adapt to the language
used in the clinical reality and to different genres of
clinical text, as well as to changes over time.
The aim of this study is to investigate and refine
a method that fulfills these requirements, namely to
apply models of distributional semantics to a large
corpus of clinical text. These models quantify the
semantic similarity between words based on co-
occurrence information and can therefore be used to
find potential synonyms of medical terms, as well
as to find abbreviation-word pairs. A number of
word spaces, based on Random Indexing and Ran-
dom Permutation – as well their combination in var-
ious ways – are evaluated for their ability to extract
related medical terms.
2 Background
2.1 Synonyms
Synonyms are different word forms with closely re-
lated meanings. They are typically interchangeable
in one context but not in another (Yule, 1996). Per-
fect synonyms – interchangeable in any context – are
practically non-existent (Edmonds and Hirst, 2002).
Instead, we often speak of near synonyms, which
may differ in emphasis, formality or collocational
properties (Inkpen and Hirst, 2006).
In domains such as life science and medicine, ab-
breviations and acronyms are common (Lu et al.,
1Unified Medical Language System: http://www.nlm.
nih.gov/research/umls/
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2009). Like synonyms, abbreviations and acronyms
are interchangeable with their full-length forms.
If perfect synonyms are rare, how may we mea-
sure the degree of synonymy, or semantic similar-
ity? Two means of defining semantic similarity are
based on topological proximity and statistical mea-
sures (Batet et al., 2011). In the first set of ap-
proaches, ontological knowledge is taken into ac-
count, e.g. by utilizing the taxonomical structure of
a biomedical ontology to obtain a measure of simi-
larity between terms, based on the number of shared
and non-shared hypernyms. Statistical measures, on
the other hand, are typically based on co-occurrence
or information content, i.e. the amount of informa-
tion provided by a given term based on its probabil-
ity of occurring in a corpus. Semantic similarity is a
specialization of the notion of semantic relatedness;
Zhang et al. (2012) provide an in-depth survey of
related terminology, methods and their evaluation.
2.2 Word Space Models
In information retrieval, the vector space
model (Salton et al., 1975) has been successfully
applied to tasks such as automatically detecting se-
mantic relations between documents in a collection.
However, a fundamental deficiency of this model is
that it does not take into account the variability of
word choice due to, for instance, synonymy. Latent
Semantic Indexing (LSI) (Deerwester et al., 1990)
is an implementation of the vector space model,
created to overcome the problem of synonymy
affecting recall by making it possible to detect
semantic relations between terms. Hence, it is
often appropriately referred to as the word space
model. The underlying idea is the distributional
hypothesis (Harris, 1954), which states that words
with similar distribution in language have similar
meanings. This allows us to quantify the semantic
similarity of words by comparing their distributional
profiles. LSI in its original conception has received
some criticism for its poor scalability properties,
as well as for the fact that the model needs to be
completely rebuilt each time new content is added.
Random Indexing (RI) (Kanerva et al., 2000) is a
more recent method with better scalability that in-
crementally builds a word space of contextual in-
formation by utilizing co-occurrence information.
Each unique term in the corpus is assigned a static
index vector, consisting of zeros and a small num-
ber of randomly placed 1s and -1s. Each term is also
assigned an initially empty (only zeros) context vec-
tor, which is incrementally updated by adding the
index vectors of the surrounding words within a slid-
ing window, weighted by their distance to the target
term. The size of the window and the dimensionality
of the vectors are predefined and remain unchanged
throughout indexing.
Random Permutation (RP) (Sahlgren et al., 2008)
is a variation of RI that incorporates the same de-
sirable properties as RI, but attempts also to capture
term-order information. RP is inspired by the work
of Jones and Mewhort (2007) and their BEAGLE
model that uses vector convolution to incorporate
term-order information in the word space model. RP
is a computationally lighter alternative to this ap-
proach. Order vectors are here generated in a simi-
lar way as context vectors in RI, but the index vec-
tors of the terms in the sliding window are permuted
(i.e. shifted) according to their direction and dis-
tance from the target term before they are added to
its context vector.
2.3 Related Research
Identification, disambiguation and generation of ab-
breviations and synonyms have been subjects of in-
terest in several different areas of life-science and
medicine (see e.g. Schwartz and Hearst, 2003; Ruiz-
Casado et al., 2005; Limsopatham et al., 2011).
For instance, a rule-based approach is studied by
Conway and Chapman (2012), where variations of
synonyms from lexical databases are generated (us-
ing term re-ordering, abbreviation generation, etc.)
and verified against a corpus of clinical text. This
method, however, fails to capture lexical instantia-
tions of concepts that do not share morphemes or
letters with the seed term.
Attempts have also been made to utilize struc-
tural elements of the documents from which the se-
mantic relations between terms are derived. For in-
stance, Bøhn and Nørva˚g (2010) use the internal
links in Wikipedia to identify synonyms of named
entities. While an effective approach, it is not fea-
sible with health record data since this is not exten-
sively linked.
A viable method for extracting semantic relations
from unstructured text is based on the word space
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model (see Section 2.2), which has performed well
on tasks such as taking the TOEFL2 test. By includ-
ing order information, RP is shown to outperform RI
at this particular task (Sahlgren et al., 2008). This
approach of combining RI and RP for extraction of
medical synonyms from clinical text has, however,
not been studied previously.
3 Method
3.1 General Approach
The general idea behind the approach in this study
is to combine multiple word spaces, in which the se-
mantic relations between words have been modeled
slightly differently, in an attempt to increase the like-
lihood of being able to identify synonym pairs. The
word spaces are in this case induced from a large
corpus of unstructured clinical text.
Two sets of models are built: one based on RI
and one based on RP. In addition to using the mod-
els separately, we combine them in various ways.
In doing so we hope to exploit different semantic
properties of words3 and ultimately boosting the re-
sults. We build a number of word spaces of each
type with different model parameters. In particular,
we experiment with the size of the sliding window,
which affects the types of semantic relations that are
modeled. We also build RP models with and without
stop words4. Combining models not only allows us
to exploit the advantages of RI and RP, but also to
combine models with different parameter settings.
The models and their combinations are then used
to generate a list of candidates for synonyms, ab-
breviations or abbreviation expansions for a given
query term. This is carried out by calculating the
distributional similarity between the query term and
all other terms in the index – i.e. by taking the co-
sine of the angles between their vectorial represen-
tations – and returning the terms closest in the word
space. Subsequently, post-processing filtering of the
candidates is performed in an attempt to improve
the results. The models are evaluated for their abil-
ity to detect three types of relations: synonym pairs
2Test of English as a Foreign Language
3Sahlgren et al. (2008) showed that word spaces containing
context vectors and order vectors have only 33% overlap.
4As function words are important to the syntactic structure,
Jones and Mewhort (2007) include stop words when building
models of order information, but not for context information.
(Syn), abbreviation-expansion pairs (Abbr→Exp)
and expansion-abbreviation pairs (Exp→Abbr).
3.2 Experimental Setup
3.2.1 Data
The data used in these experiments was extracted
from the Stockholm EPR Corpus (Dalianis et al.,
2009), which contains health records written in
Swedish5. The data set, from which the models are
induced, comprises documents that each contains
clinical notes documenting a single patient visit at a
particular clinical unit. The data was pre-processed
by removing punctuation marks and digits, while
lemmatization was done using the Granska Tag-
ger (Knutsson et al., 2003). Two versions of the
data set were created: one in which stop words have
been removed (∼22.5m tokens) and one in which
they have been retained (∼42.5m tokens).
3.2.2 Model Combinations
The experiments were aimed at evaluating RI and
RP models6 – built with different parameter settings
– and various combinations of the two. For all
models, window sizes of two (1+1), four (2+2)
and eight (4+4) surrounding words were used. In
addition, an RI model with a window size of twenty
(10+10) was experimented with, both in isolation
and in combination with RP models with window
sizes of two and four. The RP models were created
with and without stop words. The five models and
model combinations are:
Random Indexing (RI). Context information. Re-
trieves terms that have contextually high similarity
to the query term; term order is ignored.
Random Permutation (RP). Order information.
Given a query term, the RP model retrieves terms
that have statistically similar neighbors at the
same relative positions. This means that the most
5This research has been approved by the Regional Ethical
Review Board in Stockholm (Etikpro¨vningsna¨mnden i Stock-
holm), permission number 2009/1742-31/5.
6JavaSDM (http://www.nada.kth.se/∼xmartin/java/) served
as the basis for the implementation. We used a dimension-
ality of 1,000 with 8 non-zero elements in the index vectors.
For RI, the weights of the index vectors were calculated as
weighti = 2
1−distit , where distit is the distance to the tar-
get word.
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similar terms are likely to have similar grammatical
properties as the query.
Random Indexing with Random Permutation
Filtering (RI RP). Finds the top ten terms in the
RI model that are among the top thirty terms in the
RP model. The intuition behind this is to see if
synonyms can be detected by trying to make sure
that the set of selectable contextually related terms
also have similar grammatical properties.
Random Permutation with Random Indexing
Filtering (RP RI). Finds the top ten terms in the
RP model that are among the top thirty terms in
the RI model. This is included to see if using the
opposite of the above model order will yield any
interesting results.
Random Indexing + Random Permutation,
(RI+RP). Sums the similarity scores of each sug-
gestion for the query as given by the two models.
3.2.3 Post-Processing
In order to discard poor suggestions automatically
and retrieve potentially better ones, the following
post-processing, or filtering, rules were constructed:
Syn =
{
True if (Cos ≥ 0.60) ∨ (Cos ≥ 0.40 ∧Rank < 9)
False Otherwise
Exp→ Abbr =
{
True if (Len < 5) ∧ (Subout = True)
False Otherwise
Abbr → Exp =
{
True if (Len > 4) ∧ (Subin = True)
False Otherwise
Cos : Cosine similarity between suggestion and query term.
Rank : The rank of the suggestion, ordered by cosine similarity.
Subout : Whether each letter in the suggestion is present
in the query term, in the same order, and the initial letter identical.
Subin : Whether each letter in the query term is present.
in the suggestion, in the same order, and the initial letter identical.
Len : The length of the suggestion.
For synonym extraction, rank and cosine similar-
ity thresholds were set to maximize precision, with-
out negatively affecting recall. For valid abbrevia-
tions/expansions, each letter in the abbreviation had
to be present in the expanded word (in the same or-
der), while the length of abbreviations and expan-
sions was restricted. Evaluated on the development
set for the their ability to classify the top-ten sugges-
tions as correct/incorrect, the post-processing rules
obtained the following results: Syn: 0.051 preci-
sion, 1 recall; Abbr→Exp: 0.34 precision, 0.98 re-
call; Exp→Abbr: 0.89 precision, 1 recall.
The post-processing filtering rules were employed
in two different ways. In the first approach, the mod-
els were forced to make a predefined number (ten)
of suggestions, irrespective of how good they were
deemed to be by the model. Suggestions were re-
trieved by the model until ten had been classified as
correct according to the post-processing rules or one
hundred suggestions had been processed. If less than
ten were classified as incorrect, the highest ranked
discarded terms were used to populate the remain-
ing slots in the final list of suggestions. In the sec-
ond approach, the models were allowed to suggest a
dynamic number of terms, with a minimum of one
and a maximum of ten. If none of the highest ranked
terms were classified as correct, the highest ranked
term was suggested.
3.2.4 Evaluation
Known abbreviation-expansion pairs and known
synonyms were used as test data, and the models
were evaluated for their ability to produce the ex-
pected abbreviation/expansion/synonym among ten
suggestions. Test data for abbreviations was derived
from Cederblom (2005), while the Swedish version
of MeSH7 and its extension (KIB, 2012) were used
for synonyms (Table 1).
Since neither the meaning of multiword expres-
sions nor very rare words can be captured by the
constructed models, only pairs of unigrams that oc-
curred at least fifty times in the corpus were used as
test data. Moreover, hypernym/hyponym and other
non-synonym pairs found in the UMLS version of
MeSH were also removed from the test data.
The models were tested using each abbreviation,
abbreviation expansion and synonym in the devel-
opment set as a query; recall for including the
corresponding abbreviation(s)/expansion(s) or syn-
onym(s) in the top ten suggestions was measured.
7Medical Subject Headings (http://www.ncbi.nlm.
nih.gov/mesh) is a part of UMLS.
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Set Type Size 2 cor 3 cor
Abbr→Exp (Development) 117 9.4% 0.0%
Abbr→Exp (Evaluation) 98 3.1% 0.0%
Exp→Abbr (Development) 110 8.2% 1.8%
Exp→Abbr (Evaluation) 98 7.1% 0.0%
Syn (Development) 334 9.0% 1.2%
Syn (Evaluation) 340 14% 2.4%
Table 1: Test data was randomly split into a develop-
ment set and an evaluation set. Size shows the number
of queries, 2 cor shows the proportion of queries with
two correct answers and 3 cor the proportion of queries
with three correct answers. The remaining queries have
one correct answer.
For the model and parameter setting that yielded the
best results for each of the three query types, dif-
ferent post-processing techniques were evaluated on
the development data. Finally, recall and precision
for the best models were measured on the evaluation
data, both before and after post-processing.
4 Results
The optimal model parameters vary across models
and model combinations, as can be seen in Table 2.
It also depends on which task the models are ap-
plied to. The best results for all three tasks are
obtained when the similarity scores of RI and RP
are combined (RI+RP). For abbreviation expansion
(abbr→exp), the best result is obtained when a slid-
ing window of size four is used in both models, with
the RP model trained on the data set that includes
stop words: 0.42 recall. This model configuration is
also the most successful when matching full-length
words to their abbreviated forms (exp→abbr), al-
though a larger window size of eight yields the same
result: 0.32 recall. For identifying synonyms (syn),
however, combining an RI model with a signifi-
cantly larger window size (twenty) and an RP model
with stop words and a window size of four yields the
best result: 0.40 recall.
In an attempt to identify general trends for indi-
vidual parameter settings, average scores have been
calculated where a single variable is held constant
at a time. In Table 3, the various models and their
combinations are evaluated without considering any
of the model parameters. As expected, the RI+RP
combination is the most successful overall.
In Table 4, the effect of the window size is eval-
uated. Here there is no clear tendency, except that
a window size of four or eight seems to work rela-
tively well. However, combining an RI model with
a very large window size (twenty) and an RP model
with a window size of four works equally well.
In Table 5, the effect of applying RP models on
data with or without removing stop words is evalu-
ated. Although the best model combinations almost
invariably include the use of an RP model with stop
words, when looking at the average across all mod-
els and their combinations, there is little difference.
Based on the results in Table 2 – evaluated on
the development set – the best model configurations
were selected. This data set was also used to gener-
ate the post-processing rules. To evaluate the gen-
eralizability of the model selection and the post-
processing, they were applied to the evaluation set
(Table 6). Compared to the preliminary results, the
performance of the models dropped quite a bit on the
abbr→exp and exp→abbr tasks, with 0.31 and 0.20
recall respectively. On the synonym task, however,
recall increased from 0.40 to 0.44.
Model Abbr→Exp Exp→Abbr Syn
RI 0.32 0.25 0.36
RP 0.33 0.27 0.31
RP RI 0.33 0.28 0.35
RI RP 0.34 0.27 0.33
RI+RP 0.37 0.29 0.37
Table 3: Average results (recall, top ten) of the models
and their combinations on the three tasks.
Sl. Window Abbr→Exp Exp→Abbr Syn
2 0.31 0.23 0.30
4 0.35 0.29 0.35
8 0.36 0.29 0.37
20 RI, 2 RP 0.34 0.27 0.34
20 RI, 4 RP 0.36 0.29 0.37
Table 4: Average results (recall, top ten) of the models
with different (sliding) window sizes on the three tasks.
The post-processing yields a substantial improve-
ment on recall for abbreviations: 11 (abbr→exp)
and 13 (exp→abbr) percentage points respectively
on the two tasks. For synonyms, however, there is
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Model Abbr→Exp Exp→Abbr Syn
Best Config. Result Best Config. Result Best Config. Result
RI RI 4 0.33 RI 4/8 0.26 RI 20 0.39
RP RP 4/8 0.37 RP 8 0.31 RP 4/8 0.35
RP RI RI 20, RP 4 sw 0.35 RI 4/20, RP 4 sw 0.30 RI 8, RP 8 (sw) 0.38
RI 20, RP 2 sw 0.38
RI RP RI 8, RP 8 sw 0.38 RI 8, RP 8 0.30 RI 8, RP 8 0.39
RI+RP RI 4, RP 4 sw 0.42 RI 4, RP 4 sw 0.32 RI 20, RP 4 sw 0.40
RI 8, RP 8 sw 0.32
Table 2: Results (recall, top ten) of the best configurations for each model (combination) on the three tasks. The
configurations are described according to the following pattern: model windowSize. For RP, sw means that stop
words are retained in the model. A slash means that either configuration could be used; brackets indicate an optional
configuration.
Stop Words Abbr→Exp Exp→Abbr Syn
RP w/ SWs 0.35 0.28 0.34
RP w/o SWs 0.34 0.27 0.35
Table 5: Average results (recall, top ten) of the RP models
(and their inclusion in the model combinations) with or
without stop words on the three tasks.
no improvement; in fact, the recall drops a percent-
age point. When allowing the models to suggest a
dynamic number of terms – but at most ten – it is
not possible to improve on the recall obtained by the
previous post-processing option. Instead, improved
precision is the aim of this mode. For abbreviations,
precision increases by three (abbr→exp) and seven
(exp→abbr) percentage points respectively. Again,
no improvement is observed for synonyms. It should
be noted that this option may have a negative impact
on recall; however, since recall was maximized at
the expense of precision when designing the rules,
the impact is in this case almost negligible.
To investigate how term frequency may affect per-
formance, results on the synonym tasks are reported
based on frequency thresholds for the synonym pairs
(Table 7). This shows that results improve as the
number of observations in the data increases, up un-
til the five hundred frequency mark.
5 Discussion
For both synonym extraction and abbreviation-word
mapping, combining RI and RP yields improve-
ments over using only one of the models in isolation,
Frequency Threshold Recall (95% CI)
50 0.40 (± 0.05)
100 0.46 (± 0.07)
200 0.49 (± 0.09)
300 0.53 (± 0.10)
400 0.54 (± 0.12)
500 0.52 (± 0.13)
Table 7: Recall values with lower thresholds for the num-
ber of occurrences of the synonym pairs in the data.
indicating that contextual and more order-dependent
relations supplement each other in such tasks. Thus,
if two lexical items are both distributionally simi-
lar and share grammatical properties, they are more
likely to be synonymous.
Although another advantage of this approach is
enabling models with different parameter settings to
be combined, the best results on the two abbrevia-
tion tasks were obtained by combining RI and RP
models with identical window sizes (four or eight).
The optimal window sizes in these experiments are
roughly in line with those reported by Sahlgren et
al. (2008), suggesting that synonym extraction by
means of distributional semantics may be transfer-
able across domains. On the synonym task, com-
bining a large-context RI model with a somewhat
smaller window in the RP model performed best;
however, the improvement yielded by this combina-
tion is almost negligible. The only conclusion that
can be made with some confidence is that a win-
dow size of two is too small when performing these
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Abbr→Exp Exp→Abbr Syn
P R P R P R
Model RI 4+RP 4 sw RI 4+RP 4 sw RI 20+RP 4 sw
Without post-processing 0.05 0.31 0.03 0.20 0.07 0.44
With post-processing 0.08 0.42 0.05 0.33 0.08 0.43
Dynamic # of suggestions 0.11 0.41 0.12 0.33 0.08 0.42
Table 6: Results (P = precision, R = recall, top ten) of the best models with and without post-processing on the three
tasks. Dynamic # of suggestions allows the model to suggest less than ten terms in order to improve precision. The
results are based on the application of the model combinations to the evaluation data.
tasks. By the same token it is hard to state some-
thing definite regarding the choice of whether to in-
clude stop words in the RP models. However, since
most of the best model combinations include an RP
model with stop words, they seem to contribute to
capturing the grammatical properties of neighboring
words and are useful given that sufficient (semanti-
cally valuable) contextual information – provided by
the RI model without stop words – is available.
Since the targeted application was primarily semi-
automatic development of terminologies – in which
useful additions are manually selected from a rea-
sonable number of candidates – a system able to sug-
gest correct synonyms in almost half of the cases is
useful. It should be noted, however, that many of the
suggestions that were labeled as incorrect were nev-
ertheless reasonable candidates, e.g. spelling vari-
ants, which would be desirable to identify from an
information extraction perspective. Many of the
suggestions were, however, non-synonymous terms
belonging to the same semantic class as the query
term, such as drugs, family relations, occupations
and diseases. In general, the more frequently occur-
ring synonym pairs were easier to detect. The ones
that were not detected could perhaps be explained
by homonymity and synonym pairs being preferred
by different medical professions – these may not al-
ways occur in the same context.
Better results are achieved for synonym extraction
than for abbreviation expansion, although the latter
is intuitively a less complex task. This is probably
due to the ambiguity of medical abbreviations, en-
tailing that abbreviations in the clinical corpus often
have a meaning other than the expansion included
in the test data. The simple post-processing filtering
of candidate terms was, however, as expected, more
effective for abbreviations than synonyms. An im-
provement of over ten percentage points in this case
is substantial and demonstrates the potential of such
techniques for abbreviation expansion.
Directions for future work could include explor-
ing additional variants of RI, e.g. direction vectors
(Sahlgren et al., 2008) and Reflective Random In-
dexing (Cohen et al., 2010), as well as improving the
post-processing filtering. A limitation of the current
models is that they are restricted to unigrams; this
needs to be addressed, as many synonym pairs are
multiword expressions of varying length.
6 Conclusion
Our experiments show that multiple word space
models can be combined to improve automatic ex-
traction of synonym candidates and abbreviation-
word pairs from clinical text. The best results are
achieved by summing the similarity scores from
Random Indexing and Random Permutation models.
Further improvements are made in the abbreviation-
word mapping task by applying a set of simple
post-processing rules. Although there is room for
improvement, this study demonstrates that this ap-
proach can serve as useful terminology development
support in the medical domain.
Acknowledgements
We would like to thank the funders – Nordforsk
and the Nordic Council of Ministers – and mem-
bers, especially Dr. Maria Kvist, of our research net-
work HEXAnord. We are also grateful to Staffan
Cederblom and Studentlitteratur for giving us ac-
cess to their database of medical abbreviations. We
would also like to thank the reviewers for their valu-
able comments.
16
References
Montserrat Batet, David Sa´nchez and Aida Valls. 2011.
An ontology-based measure to compute semantic sim-
ilarity in biomedicine. Journal of Biomedical Infor-
matics, 44(1): 118–125.
Christian Bøhn and Kjertil Nørva˚g. 2009. Extracting
Named Entities and Synonyms from Wikipedia. In
Proceedings of 24th IEEE International Conference on
Advanced Information Networking and Applications,
AINA 2010, Perth, Australia, 20-13 April 2010, pp.
1300–1307.
Staffan Cederblom. 2005. Medicinska fo¨rkortningar och
akronymer. Studentlitteratur, Lund, Sweden.
Trevor Cohen, Roger Schvaneveldt and Dominic Wid-
dows. 2010. Reflective Random Indexing and indi-
rect inference: a scalable method for discovery of im-
plicit connections. Journal of Biomedical Informatics,
43(2): 240–56.
Mike Conway and Wendy Chapman. 2012. Discovering
Lexical Instantiations of Clinical Concepts using Web
Services, WordNet and Corpus Resources. AMIA Fall
Symposium 2012.
Hercules Dalianis, Martin Hassel and Sumithra Velupil-
lai. 2009. The Stockholm EPR Corpus: Characteristics
and Some Initial Findings. In Proceedings of ISHIMR
2009, pp. 243–249.
Scott Deerwester, Susan Dumais, George Furnas,
Thomas Landauer and Richard Harshman. 1990. In-
dexing by latent semantic analysis. Journal of the
American Society for Information Science, 41(6):
391–407.
Philip Edmonds and Graeme Hirst. 2002. Near-
synonymy and lexical choice. Computational Linguis-
tics, 28(2): 105–144.
Zellig S. Harris. 1954. Distributional structure. Word, 10:
146–162.
Diana Inkpen and Graeme Hirst. 2006. Building and Us-
ing a Lexical Knowledge Base of Near-Synonym Dif-
ferences. Computational Linguistics, 32(2): 223–262.
Michael N. Jones and Douglas J. K. Mewhort. 2007. Rep-
resenting word meaning and order information in a
composite holographic lexicon. Psychological Review,
114(1): 1–37.
Pentti Kanerva, Jan Kristofersson and Anders Holst.
2000. Random indexing of text samples for latent
semantic analysis. In Proceedings of the 22nd An-
nual Conference of the Cognitive Science Society, pp.
1036.
KIB, Karolinska Institutet University Library 2012,
Svensk MeSH - MeSH so¨kverktyg, accessed 14
May 2012, <http://http://mesh.kib.ki.se/swemesh/
swemesh se.cfm>.
Ola Knutsson, Johnny Bigert and Viggo Kann. 2003. A
Robust Shallow Parser for Swedish. In Proceedings of
Nodalida 2003.
Nut Limsopatham, Rodrygo L. T. Santos, Craig Macdon-
ald and Iadh Ounis. 2011. Disambiguating biomedical
acronyms using EMIM. Proceedings of the 34th inter-
national ACM SIGIR conference on Research and de-
velopment in Information Retrieval, pp 1213-1214.
Yue Lu, Hui Fang and Chengxiang Zhai. 2009. An
empirical study of gene synonym query expansion
in biomedical information retrieval. Information Re-
trieval, 12(1): 51–68.
Trent S. Rosenbloom, Joshua C. Denny, Hua Xu, Nancy
Lorenzi, William W. Stead and Kevin B. Johnson.
2011. Data from clinical notes: a perspective on the
tension between structure and flexible documentation.
Journal of the American Medical Informatics Associ-
ation, 18(2): 181–186.
Maria Ruiz-Casado, Enrique Alfonseca and Pablo
Castells. 2005. Using context-window overlapping in
synonym discovery and ontology extension. Proceed-
ings of RANLP 2005.
Magnus Sahlgren. 2006. The Word-Space Model: Us-
ing distributional analysis to represent syntagmatic
and paradigmatic relations between words in high-
dimensional vector spaces. In PhD thesis Stockholm
University, Stockholm, Sweden.
Magnus Sahlgren, Anders Holst and Pentti Kanerva.
2008. Permutations as a Means to Encode Order in
Word Space. In Proceedings of The 30th Annual Meet-
ing of the Cognitive Science Society, pp. 1300–1305.
Gerald Salton, Andrew Wong and Chung-Shu Yang.
1975. A Vector Space Model for Automatic Indexing.
Communications of the ACM, 18(11): 613620.
Ariel S. Schwartz and Marti A. Hearst. 2003. A Simple
Algorithm For Identifying Abbreviation Definitions in
Biomedical Text. Pacific Symposium on Biocomput-
ing 2003, pp 451-462.
George Yule. 1996. The Study of Language. Cambridge
University Press, Cambridge, UK.
Ziqi Zhang, Anna Lisa Gentile and Fabio Ciravegna.
2012. Recent advances in methods of lexical semantic
relatedness – a survey. Natural Language Engineering,
Available on CJO doi:10.1017/S1351324912000125.
17
NLP-derived information improves the estimates of risk of disease compared
to estimates based on manually extracted data alone.
Fiona M Callaghan PhD
National Library of Medicine, National Institutes of Health, Bethesda, MD, USA
fiona.callaghan@nih.gov
Matthew T Jackson PhD
Food and Drug Administration (CDER/OTS/OB/DBVI), White Oak, MD, USA
matthew.jackson@fda.hhs.gov
Dina Demner-Fushman MD PhD, Swapna Abhyankar MD, and Clement J McDonald MD
National Library of Medicine, National Institutes of Health, Bethesda, MD, USA
ddemner@mail.nih.gov, swapna.abhyankar@nih.gov, ClemMcDonald@mail.nih.gov
Abstract
Natural language processing (NLP) enables
researchers to extract large quantities of in-
formation from free-text that otherwise could
only be extracted manually. This informa-
tion can then be used to answer clinical re-
search questions via statistical analysis. How-
ever, NLP extracts information with some de-
gree of error – the sensitivity and specificity
of state-of-the-art NLP methods are typically
80-90% – and most statistical methods assume
that the information has been observed “with-
out measurement error”. As we show in this
paper, if an NLP-derived smoking status pre-
dictor is used, for example, to estimate the
risk of smoking-related cancer without any ad-
justment for measurement error, the estimate
is biased. Conversely, if a smaller subset of
manually extracted data is used alone, then
the estimate is unbiased, but imprecise, and
the corresponding inference methods tend to
have low power to detect significant relation-
ships. We propose using a statistical mea-
surement error method – a maximum likeli-
hood (ML) method – that combines informa-
tion from NLP with manually validated data
to produce unbiased estimates that also have
good power to detect a significant signal. This
method has the potential to open-up large free-
text databases to statistical analysis for clinical
research. With a case study using smoking sta-
tus to predict smoking-related cancer and sim-
ulations, we demonstrate that the ML method
performs better under a variety of scenarios
than using either NLP or manually extracted
data alone.
1 Introduction
Free-text fields are common in medical databases,
for example clinical narratives (such as discharge
summaries and progress notes) constitute approxi-
mately 10% of the fields in the database in our study.
The notes often contain valuable information that
may not be captured anywhere else in the structured
part of the database and which may be essential to
answering a research question. Traditionally, med-
ical abstractors manually extract variables from un-
structured text, which is a time- and labor-intensive
process, and prone to subjectivity. Alternatively,
natural language processing (NLP) methods can as-
sist abstractors and greatly improve their efficiency,
even replacing them in some cases. For example,
the SHARPn project combines normalized NLP-
derived observations with structured data for high-
throughput phenotyping (Rea S, Pathak J, Savova
G, Oniki TA, Westberg L, Beebe CE, Tao C, Parker
CG, Haug PJ, Huff SM, Chute CG, 2012). NLP
applications are successful in many tasks, for ex-
ample, assisting medical coding (Crowley RS, Cas-
tine M, Mitchell K, Chavan G, McSherry T, Feld-
man M, 2010), detecting complications (Murff HJ,
FitzHenry F, Matheny ME, Gentry N, Kotter KL,
Crimin K, Dittus RS, Rosen AK, Elkin PL, Brown
SH, Speroff T, 2011; Wang X, Hripcsak G, Marka-
tou M, Friedman C, 2009), and automatically clas-
sifying clinical records (Wilcox AB, Hripcsak G,
2003). The state-of-the-art performance of NLP ap-
plications ranges from high 80s to high 90s for both
recall (sensitivity) and precision (positive predictive
value). Specificity is rarely used for NLP tasks due
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to the fact that it is practically impossible to enu-
merate true negatives. However, it can be used for
classification problems because in such cases, it is
reasonable to expect that we can enumerate true neg-
atives. The levels of recall and precision of current
NLP tools are quite satisfactory for many practical
purposes. Due to the seemingly infinite number of
ways clinicians describe clinical events, attempting
to increase the accuracy measures above 96 or 97%
is possible, but faces the problem of diminishing re-
turns.
NLP extracts information with a degree of error,
and this poses a problem to researchers who wish to
use NLP-derived information as a predictor in a sta-
tistical model, as almost all statistical methods re-
quire that predictors are measured without error. If a
predictor that has been measured with error is used,
for example, in a regression model without adjusting
for the measurement error, the estimates of the out-
come suffer from the “triple whammy” of measure-
ment error: the estimates of the outcome are prone to
bias, the associated statistical hypothesis tests often
suffer from lack of power, and important relation-
ships between the predictors and the outcome are of-
ten obscured by the noise of the measurement error
(Carroll RJ, Ruppert D, Stefanski LA, Crainiceanu
CM, 2006).
Given the challenges of incorporating information
from free-text into a statistical analysis, we are left
with two possible sources of information: informa-
tion extracted via NLP and manually extracted data.
Our previous research has shown, and we demon-
strate again in this study, that if NLP-derived pre-
dictors are used in a statistical model without adjust-
ing for measurement error, the estimates of the out-
come are subject to substantial bias, even when NLP
delivers a sensitivity and specificity of 90%. For
instance, when estimating the odds ratio (OR) risk
of smoking-related cancer for people who smoke
versus those who do not, the estimated increased
of risk of cancer when using NLP-derived predic-
tor of smoking status is between 20-50% less than
the true risk, depending on the level of specificity,
sensitivity, sample size and other factors (Callaghan
FM, Jackson MT, Demner-Fushman D, Abhyankar
S, McDonald CJ, 2012).
According to our simulations, it appears that, in
almost all cases, neither manually extracted data
alone nor NLP data alone produce estimates of risk
that are both unbiased and yet powerful enough to
detect significant relationships between the predic-
tor and the outcome. Therefore, it would be useful
to have a method that can leverage both the “accu-
racy” of the manually validated data and the power
associated with the large sample size of the NLP-
derived data. Fortunately, there are statistical meth-
ods for handling predictors that are measured with
error, such as the NLP-derived smoking status pre-
dictor, and adjusting for that error. Our hypothe-
sis was that if these methods were adapted to NLP-
derived information and combined with manually
extracted data, we could produce less biased esti-
mates of risk of disease, and more powerful test pro-
cedures (i.e. tests that detect true differences more
often). We propose a validation-adjusted NLP max-
imum likelihood (ML) method, new to the NLP lit-
erature, to control for misclassification rates in the
NLP-derived predictor, and we illustrate the use of
the ML method by using the NLP-derived predictor
of smoking status (smoker/non-smoker) to predict
smoking-related cancer risk (smoking-related can-
cer/no smoking-related cancer). Using this method,
we estimate that the risk of smoking-related can-
cers for smokers compared to non-smokers. We also
demonstrate in various simulation scenarios that the
ML method performs better than methods based on
manually extracted data alone or NLP-derived in-
formation alone, under a range of sensitivities and
specificities for the NLP-derived predictor.
2 Methods
Our overall hypothesis is that using NLP-derived in-
formation via the ML method produces estimates
of the outcome that are superior to estimates based
on the manually extracted subset of the data alone.
We formulated a validation-adjusted NLP maximum
likelihood model to address the problem of misclas-
sification in the predictor, i.e. subjects classified as
being smokers by NLP when in fact they are non-
smokers, and vice versa.
2.1 ML method
When a discrete predictor is measured with error, the
problem is referred to in the statistical literature as
misclassification. The effects of misclassification on
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estimating the risk have been explored by a number
of researchers (Gustafson P, 2004; Buonaccorsi JP,
Laake P, Veirød M, 2005) and several methods have
been proposed to address these problems (Cook JR,
Stefanski LA, 1994; Kuchenhoff H, Mwalili SM,
Lesaffre E, 2006; Carroll RJ, Stefanski LA, 1990;
Gleser LJ, 1990; Stefanski LA, Buzas JS, 1995;
Buzas JS, Stefanski LA, 1996; Stefanski LA, Car-
roll RJ, 1987). Maximum likelihood (ML) methods
are a natural fit for misclassification of a binary pre-
dictor of a binary outcome, because the problem can
be couched in terms of a series of relatively sim-
ple binomial probabilities relating the outcome Y to
the “true” predictor, X , and the true predictor to the
NLP-derived predictor. While some recent progress
has been made in the field of political science to ac-
count for misclassification error in text-based doc-
ument categorization (Hopkins D, King G, 2010;
Benoit K, Laver M, Mikhaylov S, 2009; Grimmer
J, Stewart BM, 2012), to our knowledge, modern
statistical misclassification methods have not been
applied to NLP-derived variables in order to predict
estimates of risk for clinical research.
The ML method uses NLP-derived values of the
predictor variable, W 1 (in our example this is 1
if NLP identifies that the subject is a smoker, and
0 otherwise), the outcome of interest Y (smoking-
related cancer, yes/no), and a small subset is ran-
domly selected to act as a validation sample. The
“true” values of the predictor variable (X) for the
validation sample are abstracted based on manual re-
view of the free-text notes. The main purpose of the
validation sample is to enable estimation of the rela-
tionship between the true predictor (smoking status)
and the NLP-determined value of the predictor.
The primary quantity of interest is the odds ra-
tio (OR) of the outcome. This is a common quan-
tity of interest in epidemiological studies that mea-
sures the extra risk of having the outcome for sub-
jects with a risk factor compared to those without. In
our example, the OR represents the extra risk of hav-
ing smoking-related cancer for smokers compared to
non-smokers.
For the ML method, the user has to supply the fol-
lowing variables in order to estimate the OR: 1) the
1Following the notation of (Carroll RJ, Ruppert D, Stefanski
LA, Crainiceanu CM, 2006)
overall proportion of subjects who are positive for
the predictor (for example, the proportion of smok-
ers); 2) the number of patients whose free-text re-
ports were manually validated; 3) the overall sample
size (N ); and 4) the number of subjects broken down
by outcome (yes/no), predictor (yes/no), and NLP
predictor (yes/no) for the validation sample, and by
outcome (yes/no) and NLP predictor (yes/no) for the
non-validation sample.
We performed several simulations in order to
compare the performance of the ML method to the
estimates based on manually-validated data alone.
We also included the estimates based on NLP data
alone. The non-ML estimates were obtained using
the Woolf large sample method (Woolf B, 1955). We
designed the simulations to investigate how the es-
timates of the risk change with variations in NLP
sensitivity and specificity, the size of the validation
sample, and the magnitude of the odds ratio. The
simulations were repeated for two values of the odds
ratio representing small increased risk (OR=1.2 or
20% increased risk) and large increased risk (OR=2
or 100% increased risk), and three values of sensi-
tivity and specificity (0.6, 0.8, and 0.9). The quanti-
ties that were fixed were the proportion of smokers
(20%), the overall sample size (N = 20, 000), the
size of the validation sample (5% or nv = 1000),
and the baseline proportion of smoking-related can-
cers among the non-smokers (5%). The fixed values
for sample size and prevalence of smoking-related
cancers among non-smokers were based on the esti-
mates from our study data. The proportion of smok-
ers in the case study was approximately 30%, but we
chose a value of 20% for the simulations to reflect
the actual prevalence of smokers in the US, which
was 19.3% in 2010 (Centers for Disease Control and
Prevention, 2011).
A key assumption of our ML model (but not of
ML models in general) is non-differential measure-
ment error: once the true value of the predictor
is known, then the NLP estimate of that predic-
tor is assumed to not contain any extra informa-
tion about the outcome. Non-differential measure-
ment error is a common assumption among mea-
surement error models and is a plausible assump-
tion for our case study. In this setting, the non-
differential measurement error assumption means
that once a given patient’s true smoking status is
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known, their NLP-derived smoking status is irrele-
vant for predicting their risk of developing smoking-
related cancer. Further details about the ML method,
as well as the R macro used to fit the model and esti-
mate the parameters, are available from the first au-
thor.
2.2 NLP methods
We tested the method with a case study that used
NLP-derived patient smoking status to predict the
risk of developing smoking-related cancer. We ap-
plied rule-based NLP methods to the free-text hos-
pital discharge summaries to extract each patient’s
smoking status. Our rule-based smoking extraction
was based on the i2b2 observation that discharge
summaries express smoking status using a limited
number of textual features (e.g., “smok”, “tobac”,
“cigar”) in the Social History section (Uzuner O,
Goldstein I, Luo Y, Kohane I, 2008). We first manu-
ally reviewed a small set of discharge summaries to
put together a dictionary of smoking-related terms.
We included terms that indicated positive smoking
status, such as “smoker” and “pack-years” as well
as those that indicated negative smoking status, such
as “denies smoking” and “no history of tobacco”.
Our data dictionary had a total of 82 positive and 20
negative terms. We also found two pseudo-positive
patterns: “smoker in the household” and “smoking
crack”. We then used regular expressions contain-
ing these terms to search the entire corpus of dis-
charge summaries in order to assign a smoking sta-
tus to each patient. We initially defined a smoker as
someone who currently smoked or had a history of
smoking in the past, a non-smoker as someone with
specific information about having no current or past
smoking history documented in the note, and an un-
known as someone who had no documentation about
smoking, either positive or negative. We made the
assumption that the subjects with unknown smok-
ing status as determined by NLP were non-smokers
because the absence of their smoking status in the
narrative likely implied that smoking was not an is-
sue for that patient. For this reason and for practical
purposes, we created a binary variable (smoker ver-
sus non-smoker) by including the patients with un-
known smoking status in the non-smoker category.
This conversion allowed us to use sensitivity and
specificity as our measures of accuracy.
2.3 Data
The case study was based on information extracted
from the Multiparameter Intelligent Monitoring in
Intensive Care (MIMIC-II) database (Saeed M, Lieu
C, Raber G, Mark RG, 2002), which is maintained
by the Laboratory for Computational Physiology at
the Massachusetts Institute of Technology (MIT).
MIMIC-II contains de-identified data from patients
hospitalized in the intensive care unit (ICU) at Beth
Israel Deaconess Medical Center from 2001 to 2008.
The database includes clinical information in both
structured and unstructured formats. Structured
data include patients’ discharge ICD-9 codes. Un-
structured data include physician narrative discharge
summaries containing a wealth of information, in-
cluding the patient’s smoking status. There were a
total of 18207 subjects in the database, and 739 of
those had their smoking status manually validated.
We used data from the National Cancer Institute
to define smoking-related cancers (National Cancer
Institute, National Institutes of Health, 2012): lung,
esophagus, larynx, floor of mouth, mouth (other),
oropharynx, hypopharynx, kidney, bladder, pan-
creas, stomach, cervix, and acute myeloid leukemia.
We classified patients having any of these codes in
their list of discharge diagnoses as having smoking-
related cancer.
3 Results
3.1 Case Study
What is the added value of incorporating the NLP
information (W ), once we have information on the
cancer-status Y and the subset of the predictor that
has been validated X , smoking-status? It may be
reasonable to think that all the useful information
about the risk is contained in the variables that we
know “without error” (Y and X), and adding the
NLP-derived information only adds “noise” to our
estimates. However, this is not the case: the NLP
information greatly improves the accuracy of the es-
timates (see Figure 1). When we calculated the esti-
mates of risks using only the 739 validation sam-
ple values (that we know without error), the esti-
mate of the odds ratio was 2.67 (very similar to the
ML estimate of 2.65). This means that under ei-
ther method smokers are estimated to have approxi-
mately 2.7 times the risk of having smoking-related
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Figure 1: Results from the analysis where smoking sta-
tus was used to predict smoking-related cancer. We com-
pare 3 different methods to predict smoking-related can-
cer: 1) NLP-derived smoking status only, 2) smoking sta-
tus taken from the validation sample only, and 3) the ML
method that use the validation and NLP information. The
non-ML estimates are estimated using Woolf’s method
(Woolf B, 1955).
cancer compared to non-smokers.
However, the confidence interval based on the val-
idation sample ranges from 1.4 to 5.0, which is sub-
stantially wider than the confidence interval gen-
erated using the ML method (95% CI 2.2 to 3.1).
In other words, based only on the manually ex-
tracted data, the range of plausible values for risk of
smoking-related cancer for smokers is 1.4 to 5 times
the risk of non-smokers, whereas the ML method es-
timates the additional risk of smoking to be between
2.2 to 3.1 times the risk of a non-smoker. Conse-
quently, we can conclude that the NLP-derived vari-
able contains information that is essential to incor-
porate into the estimate. Without it, we lose power
and the resulting confidence interval is very wide.
Although we may get a “good” (unbiased) estimate
for the odds ratio itself, if we were to only use the
subset of the data that has been manually-validated,
we may lose significance and accuracy. Note that,
based on the validation sample, the sensitivity and
specificity for the NLP smoking predictor were good
(0.84 and 0.95, respectively), and similar to values
reported in the literature.
3.2 Simulations
The results for the simulations are given in Table 1.
In general, the estimate of the odds ratio (ÔR) based
on the validation sample was similar to the ML es-
timate in most cases. For instance, when the sensi-
tivity and specificity are high (0.9) and the true odds
ratio is 2, the mean estimate of the OR across 1000
replications using the ML method, is 2.00. The cor-
responding mean estimate using only the data from
the validation sample is 2.05. The mean estimate of
the odds ratio based on NLP data alone is the most
biased (1.64) and this is the case in all the simu-
lation scenarios. Based on the goal of minimizing
bias alone, there is little difference between the ML
and validation-data estimates. However, the stan-
dard deviation of the estimate of the odds ratio or
“standard error” (SE) is much higher for the valida-
tion estimates than for ML (0.30 versus 0.09). Con-
sequently, the ML method detects significant differ-
ences more often than validation alone: again, for
high sensitivity and specificity and OR=2, the ML
method is able to detect the difference in risk be-
tween the smokers and non-smokers 100% of the
time, whereas the validation data estimates only de-
tect a difference 62% of the time. The coverage
percentage (the percent of times that the 95% con-
fidence interval includes the true value) should be
close to 95, and we see that this is true for both meth-
ods. In short, for high sensitivity and specificity, the
ML method achieves about the same or better bias
than the validation-only method, but, because it has
lower variability, the ML method detects significant
differences far more often than estimates based on
manually validated data alone. Estimates based on
NLP alone, are clearly the most biased.
When the specificity of the NLP process is low
(0.6), the ML method underestimates the true OR
even when the sensitivity is high (0.9): for OR = 2,
the mean values of ÔR are 2.05 and 1.81 for the
validation sample and ML methods, respectively.
This is unsurprising, since with low specificity, the
ML method must allow for large numbers of non-
smokers being misclassified as smokers; In fact,
with low specificity, the majority of subjects clas-
sified as smokers by the NLP method will be non-
smokers. This effect generates a “bias towards the
null”, which translates into a tendency to systemati-
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cally underestimate the odds ratio. However, the ef-
fect seems modest in these cases. Estimates based
only on the manually extracted values do not ex-
perience such an effect; again, this is unsurprising,
since this method is independent of the NLP pro-
cess. However, the ML method generally produces
estimates that are known with greater accuracy, in a
familiar phenomenon of the bias-variance trade-off:
sometimes a small amount of bias is a good price
to pay for knowing an estimate with much greater
accuracy. Therefore, again for specificity=0.6 and
sensitivity=0.9, the method based on the manually
extracted data detected a significant difference 64%
of the time whereas the ML method detected a sig-
nificant difference 100% of the time. Generally, the
advantage in power of the ML method has over the
method based only on the manually extracted data
should be worth the price of the small bias in the
estimate of the risk. By contrast, NLP-method alone
produces an estimate that is highly biased (for exam-
ple, for sensitivity=0.9, specificity=0.6, ÔR = 1.30
where OR = 2) and seldom includes the correct
odds ratio in the confidence interval (in our simu-
lations the coverage percentage is often zero).
We see similar results for OR = 1.2, except that,
as expected, the ML method detects a significant dif-
ference less often when the true effect size is smaller.
However, the ML method still performs better than
the other approaches.
In summary, regardless of sensitivity and speci-
ficity, the ML method achieves about the same level
of bias as the method based on the validation sam-
ple. However, because the ML method is based on a
large sample size and has lower variability, the ML
method detects significant differences far more of-
ten than estimates based on manually validated data
alone.
4 Discussion and Conclusion
Extraction of data from free-text notes in a large
dataset can be limited by the time- and labor-
intensive nature of data abstraction; it is frequently
only practical to manually abstract data from a small
fraction of the dataset. In such a case, statistical
techniques suffer from the small sample size, lead-
ing to underpowered tests and imprecise estimates.
However, when such data are used in conjunction
with an NLP algorithm applied to the entire dataset,
the statistical tests become considerably more pow-
erful, although at the cost of possibly introducing a
small amount of bias.
Patients’ smoking status was a good candidate for
this method as it is an essential variable in analyses
of many diseases, and is usually recorded only in
the patients’ admission and discharge summaries. In
most epidemiological studies, adjusting for smoking
status is considered a prerequisite for the analysis to
be considered plausible. This variable is so impor-
tant that one of the first tasks in the i2b2 NLP chal-
lenges was extraction of the patients’ smoking sta-
tus from discharge summaries (Uzuner O, Goldstein
I, Luo Y, Kohane I, 2008). The best systems in the
i2b2 evaluation achieved microaveraged F-measures
(a harmonic mean of recall and precision) above
0.84. Subsequent studies report improvements in
smoking status detection up to almost 90% F-score
(Sohn S, Savova GK, 2009).
We made the assumption that the NLP-derived
smoking predictor was binary, i.e. patients were
classified as being either smokers or non-smokers,
and any patients categorized as “unknown” were in-
cluded in the non-smoker category. This assump-
tion is reasonable since absence of information in
the clinical narrative about smoking status is likely
to signal that smoking is not an issue for that pa-
tient. However, we are looking to extend this
method to handle multinomial predictors: for ex-
ample, smoker, non-smoker, and unknown smoking
status.
In summary, using the ML misclassification
method will enable researchers to incorporate NLP-
derived variables into their analysis and thereby
largely avoiding the problems of bias and loss of
power. Our method provides a new source of pre-
dictors for research by accounting for the error in
NLP variable extraction.
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Abstract
Authors of biomedical publications often use
gel images to report experimental results such
as protein-protein interactions or protein ex-
pressions under different conditions. Gel im-
ages offer a way to concisely communicate
such findings, not all of which need to be ex-
plicitly discussed in the article text. This fact
together with the abundance of gel images
and their shared common patterns makes them
prime candidates for image mining endeav-
ors. We introduce an approach for the detec-
tion of gel images, and present an automatic
workflow to analyze them. We are able to de-
tect gel segments and panels at high accuracy,
and present first results for the identification of
gene names in these images. While we cannot
provide a complete solution at this point, we
present evidence that this kind of image min-
ing is feasible.
1 Introduction
A recent trend in the area of literature mining
is the inclusion of images in the form of figures
from biomedical publications (Yu and Lee, 2006;
Zweigenbaum et al., 2007; Peng, 2008). This de-
velopment benefits from the fact that an increas-
ing number of scientific articles are published as
open access publications. This means that not just
the abstracts but the complete texts including images
are available for data analysis. Among other things,
this enabled the development of query engines for
biomedical images like the Yale Image Finder (Xu
et al., 2008) and the BioText Search Engine (Hearst
et al., 2007).
Gel images are a very frequent type of image
in the biomedical literature. They are the result of
gel electrophoresis, which is a common method to
analyze DNA, RNA and proteins. Southern, West-
ern and Northern blotting (Southern, 1975; Alwine
et al., 1977; Burnette, 1981) are among the most
common applications of gel electrophoresis. The re-
sulting experimental artifacts are often shown in
biomedical publications in the form of gel images as
evidence for the discussed findings such as protein-
protein interactions or protein expressions under
different conditions. According to our experience,
about 15% of all subfigures (i.e. independent parts of
a figure) are gel images. Often, not all details of the
results shown in these images are explicitly stated in
the caption or the article text. For these reasons, it
would be of high value to be able to reliably mine
the relations encoded in these images.
A closer look at gel images reveals that they fol-
low regular patterns to encode their semantic rela-
tions. Figure 1 shows two typical examples of gel
images together with a table representation of the
involved relations. The ultimate objective of our ap-
proach (for which we can only present a partial solu-
tion here) is to automatically extract at least some of
these relations from the respective images, possibly
in conjunction with classical text mining techniques.
The first example shows a Western blot for detect-
ing two proteins (14-3-3σ and β-actin as a control)
in four different cell lines (MDA-MB-231, NHEM,
C8161.9, and LOX, the first of which is used as a
control). There are two rectangular gel segments ar-
ranged in a way to form a 2 × 4 grid for the indi-
vidual eight measurements combining each protein
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Condition Measurement Result
MDA-MB-231 14-3-3σ high expression
NHEM 14-3-3σ no expression
C8161.9 14-3-3σ high expression
LOX 14-3-3σ low expression
MDA-MB-231 β-actin high expression
NHEM β-actin high expression
C8161.9 β-actin high expression
LOX β-actin high expression
Condition Measurement Result
IL-1β (–) DEX (–) RU486 (–) p-p38 low expression
IL-1β (+) DEX (–) RU486 (–) p-p38 high expression
IL-1β (–) DEX (+) RU486 (–) p-p38 no expression
IL-1β (+) DEX (+) RU486 (–) p-p38 low expression
IL-1β (–) DEX (–) RU486 (+) p-p38 no expression
IL-1β (+) DEX (–) RU486 (+) p-p38 high expression
IL-1β (–) DEX (+) RU486 (+) p-p38 low expression
IL-1β (+) DEX (+) RU486 (+) p-p38 high expression
... ... ...
Figure 1: Two examples of gel images from biomedical publications (PMID 19473536 and 15125785) with tables
showing the relations that could be extracted from them
with each cell line. A gel diagram can be consid-
ered a kind of matrix with pictures of experimental
artifacts as content. The tables to the right illustrate
the semantic relations encoded in the gel diagrams.
Each relation instance consists of a condition, a mea-
surement and a result. The proteins are the entities
being measured under the conditions of the different
cell lines. The result is a certain degree of expression
indicated by the darkness of the spots (or brightness
in the case of white-on-black gels). The second ex-
ample is a slightly more complex one. Several pro-
teins are tested against each other in a way that in-
volves more than two dimensions. In this case, the
use of “+” and “–” labels is a frequent technique to
denote the different possible combinations of a num-
ber of conditions. Apart from that, the principles are
the same. In this case, however, the number of rela-
tions is much larger. Only the first eight of overall 32
relation instances are shown in the table to the right.
In such cases, the text rarely mentions all these re-
lations in an explicit way, and the image is therefore
the only accessible source.
2 Background
In principle, image mining involves the same pro-
cesses as classical literature mining (De Bruijn and
Martin, 2002): document categorization, named en-
tity tagging, fact extraction, and collection-wide
analysis. However, there are some subtle differ-
ences. Document categorization corresponds to im-
age categorization, which is different in the sense
that it has to deal with features based on the two-
dimensional space of pixels, but otherwise the same
principles of automatic categorization apply. Named
entity tagging is different in two ways: pinpointing
the mention of an entity is more difficult with images
(a large number of pixels versus a couple of charac-
ters), and OCR errors have to be considered. Fact
extraction in classical literature mining involves the
analysis of the syntactic structure of the sentences.
In images, in contrast, there are rarely complete sen-
tences, but the semantics is rather encoded by graph-
ical means. Thus, instead of parsing sentences, one
has to analyze graphical elements and their relation
to each other. The last process, collection-wide anal-
ysis, is a higher-level problem, and therefore no fun-
damental differences can be expected. Thus, image
mining builds upon the same general stages as clas-
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sical text mining, but with some subtle but important
differences.
Image mining on biomedical publications is not
a new idea. It has been applied for the extrac-
tion of subcellular location information (Murphy et
al., 2004), the detection of panels of fluorescence
microscopy images (Qian and Murphy, 2008), the
extraction of pathway information from diagrams
(Kozhenkov and Baitaluk, 2012), and the detection
of axis diagrams (Kuhn et al., 2012). Also, there is
a large amount of existing work on how to process
gel images (Lemkin, 1997; Luhn et al., 2003; Cutler
et al., 2003; Rogers et al., 2003; Zerr and Henikoff,
2005) and databases have been proposed to store the
results of gel analyses (Schlamp et al., 2008). These
techniques, however, take as input plain gel images,
which are not readily accessible from biomedical
papers, because they make up just parts of the fig-
ures. Furthermore, these tools are designed for re-
searchers who want to analyze their gel images and
not to read gel diagrams that have already been an-
alyzed and annotated by a researcher. Therefore,
these approaches do not tackle the problem of rec-
ognizing and analyzing the labels of gel images.
Some attempts to classify biomedical images in-
clude gel figures (Rodriguez-Esteban and Iossifov,
2009), which is, however, just the first step in locat-
ing them and analyzing their labels and their struc-
ture. To our knowledge, nobody has yet tried to per-
form image mining on gel diagrams.
3 Approach and Methods
Figure 2 shows the procedure of our approach to im-
age mining from gel diagrams. It consists of seven
steps: figure extraction, segmentation, text recogni-
tion, gel detection, gel panel detection, named entity
recognition and relation extraction.
Using structured article representations, the first
step is trivial. For the steps two and three, we rely on
existing work. The focus of this paper lies on steps
four, five and six: the detection of gels and gel pan-
els and the recognition of named entities. We sketch
how step seven could be implemented, but we can-
not provide a solution at this point.
To practically evaluate our approach, we ran our
pipeline on the entire open access subset of PubMed
Central (though not all figures made it through the
whole pipeline due to technical difficulties).
3.1 Figure Extraction
A large portion of the articles of the open access sub-
set of the PubMed Central database are available as
structured XML files with additional image files for
the figures. We only use these articles so far, which
makes the figure extraction task very easy. It would
be more difficult, though definitely feasible, to ex-
tract the figures from PDF files or even bitmaps of
scanned articles.
3.2 Segmentation and Text Recognition
For the next two steps — segment detection and
subsequent text recognition —, we rely on our pre-
vious work (Xu and Krauthammer, 2010; Xu and
Krauthammer, 2011). This method includes the de-
tection of layout elements, edge detection, and text
recognition with a novel pivoting approach. For opti-
cal character recognition (OCR), the Microsoft Doc-
ument Imaging package is used, which is available
as part of Microsoft Office 2003. Overall, this ap-
proach has been shown to perform better than other
existing approaches for the images found in biomed-
ical publications (Xu and Krauthammer, 2010). We
do not go into the details here, as this paper focuses
on the subsequent steps.
Due to some limitations of the segmentation al-
gorithm when it comes to rectangles with low inter-
nal contrast (like gels), we applied a complementary
very simple rectangle detection algorithm.
3.3 Gel Segment Detection
Based on the results of the above-mentioned steps,
we try to identify gel segments. Such gel segments
typically have rectangular shapes with darker spots
on a light gray background, or — less commonly
— white spots on a dark background. We decided
to use machine learning techniques to generate clas-
sifiers to detect such gel segments. To do so, we
defined 39 numerical features for image segments:
the coordinates of the relative position (within the
image), the relative and absolute width and height,
16 grayscale histogram features, three color features
(for red, green and blue), 13 texture features based
on Haralick et al. (1973), and the number of recog-
nized characters.
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Figure 2: The procedure of our approach: (1) figure extraction, (2) segmentation, (3) text recognition, (4) gel detection,
(5) gel panel detection, (6) named entity recognition, and (7) relation extraction.
To train the classifiers, we took a random sam-
ple of 500 figures, for which we manually annotated
the gel segments. In the same way, we obtained a
second sample of another 500 figures for testing the
classifiers. We used the Weka toolkit and opted for
random forest classifiers based on 75 random trees.1
Using different thresholds to adjust the trade-off be-
tween precision and recall, we generated a classifier
with good precision and another one with good re-
call. Both of them are used in the next step.
3.4 Gel Panel Detection
A gel panel typically consists of several gel seg-
ments and comes with labels describing the involved
genes, proteins, and conditions. For our goal, it is
not sufficient to just detect the figures that contain
gel panels, but we also have to extract their posi-
tions within the figures and to access their labels.
This is not a simple classification task, and therefore
machine learning techniques do not apply that eas-
ily. For that reason, we used a detection procedure
based on hand-coded rules.
In a first step, we group gel segments to find con-
tiguous gel regions that form the center part of gel
panels. To do so, we start with looking for segments
that our high-precision classifier detects as gel seg-
ments. Then, we repeatedly look for adjacent gel
segments, this time applying the high-recall classi-
fier, and merge them. Two segments are considered
neighbors if they are at most 50 pixels apart2 and do
not have any text segment between them. Thus, seg-
ments which could be gel segments according to the
high-recall classifier make it into a gel panel only if
1We also tried other types of classifiers including support
vector machines, but we achieved the best results with random
forests.
2We are using absolute distance values at this point. A more
refined algorithm could apply some sort of relative measure.
However, the resolution of the images does not vary that much,
which is why absolute values worked out well so far.
there is at least one high-precision segment in their
group. The goal is to detect panels with high preci-
sion, but also to detect the complete panels and not
just parts of them. In the given situation, precision is
more important than recall, because low recall can
be leveraged by the large number of available gel
images.
As a next step, we collect the labels in the form
of text segments located around the detected gel re-
gions. For a text segment to be attributed to a cer-
tain gel panel, its nearest edge must be at most 30
pixels away from the border of the gel region and
its farthest edge must not be more than 150 pixels
away. We end up with a representation of a gel panel
consisting of two parts: a center region containing
a number of gel segments and a set of labels in the
form of text segments located around the center re-
gion.
To evaluate this algorithm, we collected yet an-
other sample of 500 figures. For these, we manually
checked whether the algorithm is able to detect the
presence and the (approximate) position of the gel
panels.
3.5 Named Entity Recognition
The next step is to recognize the named entities men-
tioned in the gel labels. To this aim, we investi-
gated whether we are able to extract the names of
genes and proteins from gel diagrams.3 To do so,
we tokenized the label texts and looked for entries
in the Entrez Gene database to match the tokens.
This look-up is done in a case-sensitive way, because
many names in gel labels are acronyms, where the
specific capitalization pattern can be critical to iden-
tify the respective entity. We excluded tokens that
have less than three characters, are numbers (Arabic
or Latin), or correspond to common short words (re-
3Apart from genes and proteins, we plan to include the
names of cell lines and drugs in future work.
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trieved from a list of the 100 most frequent words in
biomedical articles). In addition, we extended this
exclusion list with 22 general words that are fre-
quently used in the context of gel diagrams, some of
which coincide with gene names according to En-
trez.4
Since gel electrophoresis is a method to analyze
genes and proteins, we would expect to find more
such mentions in gel labels than in other text seg-
ments of a figure. By measuring this, we get an idea
of whether the approach works out or not. In ad-
dition, we manually checked the gene and protein
names extracted from gel labels after running our
pipeline on 2000 random figures.
3.6 Relation Extraction
For the last step, relation extraction, we cannot
present concrete results at this point. After recog-
nizing the named entities, we would have to dis-
ambiguate them, identify their semantic roles (con-
dition, measurement or something else), align the
gel images with the labels, and ultimately quantify
the degree of expression. To improve the quality of
the results, combinations with classical text mining
techniques should be considered. This is all future
work. We expect to be able to profit to a large ex-
tent from existing work to disambiguate protein and
gene names (Rinaldi et al., 2008; Tanabe and Wilbur,
2002) and to detect and analyze gel spots (see the
existing work mentioned above).
4 Results
Table 1 shows the result of the gel detection clas-
sifier. We generated three different classifiers from
the training data, one for each of the threshold val-
ues 0.15, 0.3 and 0.6. Lower threshold values lead
to higher recall at the cost of precision, and vice
versa. In the balanced case, we achieved an F-score
of 75%. To get classifiers with precision or recall
over 90%, F-score goes down significantly, but stays
in a sensible range. These two classifiers (thresholds
0.15 and 0.6) are used in the next step. To interpret
these values, one has to consider that gel segments
are greatly outnumbered by non-gel segments. Con-
cretely, only about 3% are gel segments. Accuracy
4These words are: min, hrs, line, type, protein, DNA, RNA,
mRNA, membrane, gel, fold, fragment, antigen, enzyme, kinase,
cleavage, factor, blot, pro, pre, peptide, and cell.
Threshold Precision Recall F-score
0.15 0.439 0.909 0.592
0.30 0.765 0.739 0.752
0.60 0.926 0.301 0.455
Table 1: The results of the gel segment detection classi-
fiers
Precision Recall F-score
0.951 0.379 0.542
Table 2: The results of the gel panel detection algorithm
measures take this into account. The accuracy of the
presented classifiers, measured as the area under the
ROC curve, is 98.0%.5
The results of the gel panel detection algorithm
are shown in Table 2. The precision is 95% at a recall
of 38%, leading to an F-score of 54%.
Table 3 shows the results of running the pipeline
on PubMed Central. We started with about 410 000
articles, the entire open access subset of PubMed
Central at the time we downloaded them (February
2012). We successfully parsed the XML files of 94%
of these articles (for the remaining articles, the XML
file was missing or not well-formed, or other unex-
pected errors occurred). The successful articles con-
tained around 1 100 000 figures, for some of which
our segment detection step encountered image for-
matting errors or other internal errors, or was just not
able to detect any segments. We ended up with more
than 880 000 figures, in which we detected about
86 000 gel panels, i.e. roughly ten out of 100 figures.
For each of them, we found on average 3.6 labels
with recognized text. After tokenization, we iden-
tified about 76 000 gene names in these gel labels,
which corresponds to 6.8% of the tokens. Consider-
ing all text segments (including but not restricted to
gel labels), only 3.3% of the tokens are detected as
gene names.6
Table 4 shows the results of the evaluation of
the detection algorithm for gene and protein names.
Almost two-thirds of the detected gene/protein to-
5This measure includes all thresholds from 0 to 1.
6The low numbers are partially due to the fact that a con-
siderable part of the tokens are “junk tokens” produced by the
OCR step when trying to recognize characters in segments that
do not contain text.
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Total articles 410 950
Processed articles 386 428
Total figures from processed articles 1 110 643
Processed figures 884 152
Detected gel panels 85 942
Detected gel panels per figure 0.097
Detected gel labels 309 340
Detected gel labels per panel 3.599
Detected gene tokens 1 854 609
Detected gene tokens in gel labels 75 610
Gene token ratio 0.033
Gene token ratio in gel labels 0.068
Table 3: The results of running the pipeline on the open
access subset of PubMed Central
absolute relative
Total 156 100.0%
Incorrect 54 34.6%
– Not mentioned (OCR 28 17.9%
– errors)
– Not references to genes 26 16.7%
– or proteins
Correct 102 65.3%
– Partially correct (could 14 9.0%
– be more specific)
– Fully correct 88 56.4%
Table 4: Number of recognized gene/protein tokens in
2000 random figures
kens (65.3%) were correctly identified. 9% thereof
were correct but could be more specific, e.g. when
only “actin” was recognized for “β-actin”. The in-
correct cases (34.6%) can be split into two classes of
roughly the same size: some recognized tokens were
actually not mentioned in the figure but emerged
from OCR errors; other tokens were correctly rec-
ognized but incorrectly classified as gene or protein
references.
5 Discussion
The presented results show that we are able to de-
tect gel segments with high accuracy, which allows
us to subsequently detect whole gel panels at a high
precision. The recall of the panel detection step is
relatively low, but with about 38% still in a reason-
able range. As mentioned above, we can leverage the
high number of available figures, which makes pre-
cision more important than recall.
Running our pipeline on the whole set of open ac-
cess articles from PubMed Central, we were able to
retrieve 85 942 potential gel panels (around 95% of
which we can expect to be correctly detected). The
detection of gene and protein names reveals that they
are more than twice as frequent in gel labels than in
other text segments, which is consistent with what
one would expect. This simple gene detection step
performs reasonably well with a precision of about
65%, though there is certainly room for improve-
ment.
It seems reasonable to assume that these results
can be combined with existing techniques of term
disambiguation and gel spot detection at a satisfac-
tory level of accuracy. We plan to investigate this in
future work.
Our results indicate that it is feasible to extract
relations from gel images, but it is clear that this
procedure is far from perfect. The automatic anal-
ysis of bitmap images seems to be the only efficient
way to extract such relations from existing publi-
cations, but other publishing techniques should be
considered for the future. The use of vector graphics
instead of bitmaps would already greatly improve
any subsequent attempts of automatic analysis. A
further improvement would be to establish accepted
standards for different types of biomedical diagrams
in the spirit of the Unified Modeling Language, a
graphical language widely applied in software engi-
neering since the 1990s. Ideally, the resulting images
could directly include semantic relations in a formal
notation, which would make relation mining a trivial
procedure. If authors are supported by good tools to
draw diagrams like gel images, this approach could
turn out to be feasible even in the near future.
6 Conclusions
Successful image mining from gel diagrams in
biomedical publications would unlock a large
amount of valuable data. Our results show that gel
panels and their labels can be detected with high ac-
curacy, applying machine learning techniques and
hand-coded rules. We also showed that genes and
proteins can be detected in the gel labels with satis-
factory precision.
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Based on these results, we believe that this kind
of image mining is a promising and viable approach
to provide more powerful query interfaces for re-
searchers, to gather relations such as protein-protein
interactions, and to generally complement existing
text mining approaches. At the same time, we be-
lieve that an effort towards standardization of sci-
entific diagrams such as gel images would greatly
improve the efficiency and precision of image min-
ing at relatively low additional costs at the time of
publication.
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Abstract 
Current state-of-the-art approaches to biologi-
cal event extraction train models by recon-
structing relevant graphs from training 
sentences, where labeled nodes correspond to 
tokens that indicate the presence of events and 
the relations between nodes correspond to the 
relations between these events and their par-
ticipants. Since multi-word expressions may 
also indicate events, these approaches use 
heuristic rules to define target graphs to re-
construct by mapping various clue words into 
single tokens. Since training instances define 
actual problems to solve, the method of deriv-
ing graphs must affect the system perfor-
mance, but there has not been any related 
study on this aspect, to the best of our 
knowledge. In this study, we propose an in-
corporation of an EM algorithm into super-
vised learning to look for training graphs that 
are more favorable for model construction. 
We evaluate our algorithm on the develop-
ment dataset in the 2009 BioNLP shared task 
and show that this algorithm makes a statisti-
cally meaningful improvement on the perfor-
mance of trained models over a supervised 
learning algorithm on a fixed set of training 
graphs.  
The models and graphs are available at 
http://biopathway.org/EventExtraction/. 
1 Introduction 
While the traditional goals of biomedical infor-
mation extraction include the extraction of named 
entities and flat binary relations between such enti-
ties, there has also been a consistent interest in ex-
tracting biological events, which would work as 
the basis for the subsequent construction of biolog-
ical pathways (Oda et al., 2008; Ananiadou et al., 
2010, Buyko et al., 2011). The 2009 and 2011 Bi-
oNLP shared tasks are designed in part in response 
to these needs (Kim et al., 2009; Kim et al., 2011). 
A common approach to biological event extrac-
tion is to detect the clue words for events and their 
participants, such as proteins and other events, us-
ing statistical models, since event information can 
be derived from the detected clue words and their 
relation with simple heuristics (e.g., Björne et al., 
2009) and since they are available in various anno-
tated corpora, such as the BioInfer and GENIA 
Event corpora (Pyysalo et al., 2007; Kim et al., 
2008) and the datasets provided by the 2009 and 
2011 BioNLP shared tasks (Kim et al., 2009; Kim 
et al., 2011). Since clue words may be multi-word 
expressions, the use of dependency paths, which 
are known to be effective for detecting the partici-
pants of events, requires the mapping of clue 
words into single tokens, or clue tokens. The de 
facto standard method, or head token method, is 
to use head tokens within clue words (e.g., Björne 
et al., 2009). However, our analysis of the dataset 
in the 2009 BioNLP shared task suggests the pres-
ence of favorable tokens other than head tokens. 
For example, consider the sentence below 
(PMID:9783909). 
  
(1) 
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 The words ‘decreased’ and ‘increased numbers’ 
are annotated as clue words for two events that 
either negatively or positively regulate a gene ex-
pression event. The head token method maps these 
words into ‘decreased’ and ‘numbers’, but our in-
tuition is that ‘increased’ is a clue token more fa-
vorable than ‘numbers’, since ‘increased’ plays the 
role of an adjective phrase and conveys the mean-
ing similar to the types of the anchored event, as 
does the clue token ‘decreased’, and since the 
shortest dependency path of the token ‘increased’ 
to ‘express’ is similar to that of the token ‘de-
creased’. 
However, it is unclear not only whether the to-
ken ‘increased’ is better than the token ‘numbers’ 
in terms of system performance, but also whether 
the use of different clue tokens and their relations 
affects the system performance in a meaningful 
way. In this study, we look into their effect on the 
performance of event extraction models and pro-
pose a way to automatically map clue words into 
clue tokens favorable for models by addressing the 
2009 BioNLP shared task 1, which is to identify 
events and their participants, as a case study. 
First, we use the Expectation-Maximization 
(EM) algorithm with Viterbi approximation, which 
is often used to address tasks without annotated 
corpora. Unsurprisingly, our experimental results 
show that the resulting models show lower perfor-
mance than our baseline supervised-learning mod-
els that use the head token method, because the 
EM algorithm must adjust models to extract simi-
lar but unintended events. To avoid this problem, 
we modify the EM algorithm, to be called an in-
formed EM algorithm in this paper, so that it al-
lows trained models to produce those clue tokens 
that only encode gold-standard events in the expec-
tation step. The resulting models significantly out-
perform our baseline supervised-learning models 
statistically (p-value = 9.59E-12). Thus, we show 
that different sets of clue tokens and their relations 
do affect the performance of the respective models. 
The rest of the paper is organized as follows. 
First, we define the task of biological event extrac-
tion in Section 2. The subsequent sections (Sec-
tions 3, 4, and 5) illustrate our event extraction 
systems. In Section 6, we present and analyze ex-
perimental results. We conclude this paper and 
present remaining issues in Section 7. 
2 Biological Event Extraction 
In the present study, we adopt the event extraction 
task as defined in the 2009 BioNLP shared task 1, 
which was later renamed as GENIA Event Task 1 
and extended to cover full papers in the 2011 Bio-
NLP shared task (Kim et al., 2011). We use biolog-
ical events to refer to the changes of a state of one 
or more biological chemicals. Our task is to extract 
structured information on events from sentences in 
the biological literature, which consists of their 
event type and participants encoded with the con-
trolled vocabulary that consists of nine event types. 
The nine event types are divided into three 
groups according to their types of participant, one 
for events with only single protein arguments (e.g., 
gene expression and localization events), another 
for events with multiple protein arguments (e.g., 
binding events), and the last for events that allow 
event arguments (e.g., positive and negative regu-
lation events). Extracting the first group of events 
can be viewed as a binary relation extraction task, 
while the task of extracting events with a group of 
participants and nested events distinguishes this 
task from relation extraction tasks. 
3 Event Projection 
Inspired by Björne et al. (2009), we address the 
event extraction task as a graph construction prob-
lem for each sentence. In their graph for each sen-
tence, a vertex corresponds to a token and may 
have a single label indicating that the token is ei-
ther a clue token for an event or a protein mention. 
Edges are directed from clue tokens for events to 
clue tokens for their participants (e.g., other events 
and proteins) and labeled with the role the partici-
pants play (e.g., Theme and Cause). In this study, 
we use a refined version of their graph representa-
tion based on the following analysis of missing 
events in converting from event annotations in the 
training dataset into graphs, and vice versa. 
While converting event annotations into graphs, 
we found those events that share clue tokens. Since 
the representation does not allow vertices and edg-
es to have more than one label, those events cause 
loss of information. Consider the following sen-
tence (PMID:10202027). 
 
(2) 
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The word ‘expression’ is a clue token for two 
events: a transcription event, which produces 
mRNAs, and a gene expression event, which pro-
duces proteins. The conjunction ‘and’ combines 
two virtual phrases, one starting with ‘mRNA ex-
pression’, which indicates the transcription event, 
and the other starting with ‘surface expression’, 
which indicates the gene expression event. Thus, 
two events of different types share the word ‘ex-
pression’, whose interpretation would be inherently 
ambiguous. 
We also analyzed edges labeled with more than 
one role, but there were only six edges in the train-
ing corpus of 800 annotated abstracts, all of which 
are apparently annotation noise. Therefore, we 
modify this graph representation to allow tokens 
with more than one label, but disallow edges with 
two or more labels. 
In automatically converting graphs into event 
annotations, we found graphs with cycles that may 
lead to an infinite number of regulation events with 
distinct participant events. Consider the sentence 
below (PMID:10080948), whose corresponding 
graph has a loop, an extreme case of cycles. 
 
(3) 
 
 
The boxed word is a clue word both for a gene ex-
pression event and for a positive regulation event 
with it as Theme. It would be straightforward to 
derive these gene expression and regulation events 
from the graph. The problem is that there is no 
principled way to rule out another regulation event 
with the derived regulation event as Theme. 
Upon analyzing such loops, we came up with a 
possible explanation for their presence, which is 
that the annotators might have failed to find the 
appropriate type for some events in sentences in 
the limited controlled vocabulary and would have 
attempted to use the combination of more than one 
component event to represent the event (invented 
events). In the preceding example, gene expression 
and regulation events anchored at the word ‘over-
expressed’ illustrate examples of invented events. 
The rest of the loops would be due to tokens hy-
phenating protein mentions and clue words for 
events taking the proteins (e.g., ‘IFNgamma-
induced’). 
Taking into account the fact that invented events 
have at least one regulation event, which in turn 
takes another component event as an argument, we 
found that the combination of gene expression and 
positive regulation events occurs many times, so 
we may treat this type of event combinations as 
single events.  
4 Event Extraction Models 
In this study, we used a variant of an event extrac-
tion model proposed by Riedel and McCallum 
(2011), which is a joint model for the clue token 
and relation detection. They proposed three models 
ranging from the simplest one, Model 1, to the 
most complicated one, Model 3. Model 3 was 
ranked second in the GENIA Event subtask of the 
2011 BioNLP shared task and its variant (the 
FAUST system) was  ranked first (Riedel et al., 
2011). However, we use Model 1 in this study, 
since Model 3 was reported to be much slower 
than Model 1 in training and predicting. We 
trained Model 1 using three different learning algo-
rithms as follows. 
As mentioned above, our graph representation is 
different from theirs in that we allow tokens with 
more than one label. However, it may not be bene-
ficial to allow models to assign more than one la-
bel to single tokens, since there are very few 
multiply labeled tokens and the number of the pos-
sible assignments to single tokens increases expo-
nentially with respect to the number of event types. 
To understand the effect of multiple labeling, we 
implemented two distinct types of models, or mul-
ti-labeling (ML) model and single-labeling (SL) 
model. 
4.1 Baseline Models: PA Models 
We develop baseline models (PA models) by de-
riving graphs from event annotations using the 
head token method and training Model 1 on them. 
In detail, we used an online prediction-based Pas-
sive-Aggressive (PA) algorithm (Crammer et al. 
2006) with the loss function penalizing false nega-
tive labels and edges 3.8 times more than false pos-
itive ones (used by Riedel and McCallum (2011)). 
Inspired by Collins (2002), we constructed models 
by averaging models’ parameters. As the algorithm 
takes more passes over the training dataset, the 
resulting model would perform better on the train-
ing dataset with a higher risk of over-fitting the 
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training dataset. We trained the model for 20 itera-
tions, saving the model after each iteration. 
4.2 EM Models 
Since the EM approach is widely used in tasks 
without annotations, we modify this algorithm us-
ing the Viterbi approximation approach, or an effi-
cient variant of the EM approach, to produce 
models (EM models) that predict clue tokens other 
than head tokens. The algorithm starts with a mod-
el trained by taking five passes and repeats the 
process of using the model to predict graphs (the 
Expectation step) with the graphs for model update 
(the Maximization step). We implemented this al-
gorithm using a table (sentence-graph table) 
where each row (Gi) corresponds to a sentence and 
encodes its corresponding graph as sketched in 
Figure 1. The initial graphs are derived from the 
event annotations using the head token method. 
When the predicted graph in the Expectation step 
is different from that in the table, the algorithm 
updates the corresponding row. To enforce models 
to predict clue tokens other than head tokens, we 
modify the loss function to penalize errors for sen-
tences with updated graphs 10 times more severely 
than for the others as in domain adaptation works 
(e.g., Rimell and Clark, 2009). With a PA model 
trained by taking 5 passes, we trained this model 
for 15 iterations, saving the model after each itera-
tion. 
4.3 Informed EM Models 
The EM algorithms may adjust models to predict 
similar but unintended relations. To reduce this 
risk, we modify the EM algorithm (Informed EM 
algorithm) so that the algorithm does not allow 
undesired graphs to enter in the sentence-graph 
table with the help of constraints. We trained vari-
ous models (Informed EM models) with different 
sets of constraints. Again, With a PA model trained 
by taking 5 passes, we trained this model for 15 
iterations, saving the model after each iteration. 
We used four types of constraints. The first con-
straint is that graphs in the sentence-graph table 
encode the same event types and argument types as 
the graphs derived from the gold-standard event 
annotations. For example, if a positive regulation 
event with a gene expression event as Theme ap-
pears in the gold-standard annotations, this con-
straint requires that one or more positive regulation 
and gene expression events appear in updated 
graphs and the positive regulation events should 
take a gene expression event, but does not take 
care of clue words for these events (e.g., in check-
ing if constructed graphs satisfy this constraint, we 
represent a positive regulation event anchored at 
“high levels” in example sentence (4) as “(posi-
tive_regulation, Theme: (gene_expression, Theme: 
c-jun))”). We used this constraint for all Informed 
EM models, since we believe that event and argu-
ment types should be kept. 
Another is that the percentage difference in con-
fidence scores between graphs in question and 
their corresponding graphs in the sentence-graph 
table should be equal to or greater than a prede-
fined constant α (confidence constraint constant). 
We came up with two other constraints by ana-
lyzing the sentence below (PMID:1313226). 
 
(4) 
 
 
PROGRAM: 
(M0,0: initial model parameters; 
Gi: graphs derived from gold-standard event annotations 
with the head token method; 
D: the training dataset consisting of N sentences.) 
FOR t := 1 TO 20: 
IF t ≥ 5: CALL Expectation 
CALL Maximization. 
 
SUBROUTINE Expectation: 
FOR sentence Si IN D: 
    PREDICT G USING Mt-1 
    IF G ≠ Gi AND G SATISIFY ALL constraints Cj: 
Gi := G 
 
SUBROUTINE Maximization: 
 (Loss: a loss function; 
  Update: a function producing an updated model) 
  Mt,0 :=Mt,N 
  FOR sentence Si IN SHUFFLE(D): 
    PREDICT G USING Mt,i-1 
    IF G ≠ Gi : 
      IF Gi HAS NOT BEEN UPDATED: 
        L := Loss(G, Gi) 
ELSE: 
        L := 10 * Loss(G, Gi) 
Mt,i := Update(Mt,i-1, L, G, Gi) 
ELSE: Mt,i := Mt,i-1 
Mt := (AVERAGE(Mt,1 …Mt,N ) + (t-1)* Mt-1) / t 
Figure 1. EM and Informed EM Algorithms (The 
underline is only for the Informed EM algorithm). 
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The words ‘high levels’ and ‘augmented’ en-
code two distinct positive regulation events with 
the same gene expression event as Theme. Since 
they encode events of the same type with the same 
participants, those graphs without any one of them 
do not violate the first two constraints. To avoid 
such cases, we formulate a conservative constraint 
(non-overlapping constraint, or NOC for short) 
that two distinct clue words (e.g., ‘levels’ and 
‘augmented’) with the same event type cannot be 
mapped into a single token (e.g., either ‘levels’ or 
‘augmented’). Since this constraint may be too 
conservative, we came up with a constraint such 
that the distance between clue words in the con-
structed graph and clue words labeled with the 
same event type in the graph (e.g., the distance 
between ‘levels’ and ‘augmented’ is four) should 
be less than or equal to a predefined constant β 
(distance constraint constant), since these two 
clue words are distant. 
5 Experiments 
5.1 Preprocessing 
Our system requires lexical information about 
words and syntactic analyses of sentences. We 
used analyses of the basic Stanford dependency 
(SD) generated by the Charniak-Johnson parser 
(Charniak and Johnson, 2005) with a self-trained 
biomedical parsing model (McClosky and Charni-
ak, 2008) and the Enju parser with the GENIA 
model (Miyao et al., 2009), which are available in 
the official website of BioNLP shared tasks. As for 
lexical information, we used the base-forms and 
Part-of-Speech (POS) tags of tokens from the 
analyses by the Enju parser. 
Inspired by Miwa et al. (2010) and Kilicoglu 
and Bergler (2011), we constructed nine clue word 
lexicons, one for each event type, by collecting 
tokens from the training dataset. We derived the 
following entries from tokens within clue words 
and put them into the lexicons. First, the tokens 
were put into the lexicon. Second, we split them 
with hyphens and added the fragments. We also 
constructed the stem version of each clue word 
lexicon using Porter Stemmer. For entries in these 
lexicons, we computed the reliability scores G(t, 
C)            , where w(C:t) is the number of 
times t occurs within clue words for events of type 
C and w(t) is the total number of times t occurs, as 
defined by Krallinger and Berger (2011). We final-
ly removed entries with reliability scores below 
1%. After this removal, these lexicons still cover 
98% of all clue words in the training dataset, and 
we only used them to identify the types of their 
anchored events with precision 10%. 
Note that the gold-standard annotations of pro-
tein mentions were given to the participants and 
are available on the official website, so that we 
used them directly, instead of relying on a named 
entity recognition system. Some protein mentions 
are multi-word expressions, so that they require 
head detection as well. Since we already have pro-
tein mentions at our disposal, we use heuristics to 
replace tokens within protein mentions with single 
tokens. 
5.2 Feature Vectors 
For efficiency, we created feature vectors only for 
those tokens that do not contain any entry in our 
clue word lexicons and their stem version. We also 
generated feature vectors only for those edges 
whose starting token contains any entry in the lexi-
cons and whose ending token is a protein or con-
tains an entry in the lexicons for events that take 
proteins. Since about 98% of clue words contain an 
entry in the lexicons, this does not incur a large 
performance penalty but greatly reduces the size 
and complexity of the problem. 
For clue tokens, we used features for their lexi-
cal and linear/syntactic contextual information. 
Lexical information about tokens is encoded with 
their surface form, base-form, POS tag and the re-
liability scores of the entries derived from them in 
the lexicons. The reliability scores are encoded as 
both real-valued features and binary features. The 
linear contextual features that we use include n-
grams around them (n = 2 ~ 4) and the position of 
proteins and the position of potential clue words 
within the sentences relative to them. The positions 
of proteins are encoded as binary features, but fea-
tures for the position of potential clue words take 
on the maximal reliability score of the correspond-
ing entries in the lexicons. As syntactic contextual 
features, we encoded their syntactic governors and 
modifiers (base-form + POS tag). 
For pairs of potential clue tokens for events and 
their arguments, we used a collection of features 
for the shortest paths between them as taken from 
Miwa et al. (2010): lengths, n-grams of words, of 
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pairs of words representing the governor-
dependent relationship and of the type and direc-
tion of dependency (e.g., >subj), vertex and edge 
walks, their substructures, syntactical governors 
and dependents of clue tokens for events and their 
arguments. In addition, for shortest paths, we use 
features for the reliability scores of potential clue 
tokens for events. 
5.3 2009 BioNLP Shared Task 1 
To measure the consequence of the substitution of 
single events with the combination of positive reg-
ulation and gene expression events sharing single 
tokens, we converted the gold-standard annotations 
in the training dataset into graphs and the resulting 
graphs into event annotations using the heuristics 
proposed by Björne et al. (2009). We evaluated the 
resulting event annotations against the gold-
standard annotations and found that this substitu-
tion increases the F1-score of reconstructed event 
annotations by 1.13%, and in particular for positive 
regulation events by 3.14%, though the F1-score 
for gene expression events is slightly decreased by 
0.06%. 
We also measure the consequences of allowing a 
token to have more than one label. We trained our 
baseline models and evaluated them on the devel-
opment dataset in terms of standard evaluation 
metrics, such as recall, precision and F-score 
(R/P/F). 
 PA + SL (R/P/F) PA + ML (R/P/F) 
BEST  46.8/67.0/55.1 47.3/67.7/55.7 
AVG. 
(STD.) 
46.2/66.6/54.6 
(0.36/0.41/0.32) 
46.6/67.1/55.0 
(0.23/0.21/0.30) 
Table 1. Performance of PA + SL and PA + ML Models. 
Table 1 shows the performance of the models of 
each type. We calculate averages and sample 
standard deviations using models trained by taking 
more than five passes to compare with other mod-
els that will be discussed later, which are also 
trained by taking more than five passes. PA + SL 
models are our implementation of Model 1 of 
Riedel and McCallum (2011), which was reported 
to have the F1-score of 56.2, and the best has a 
similar F1-score of 55.09, where the difference 
may be due to implementation details regarding the 
feature-vector construction. As we can see, ML 
models outperform SL models. Using the one-
tailed paired Student’s t-test, we find that this su-
periority of ML models over SL models is statisti-
cally significant with a p-value of 0.0013. We also 
observe that this superiority holds for other types 
of model. From now on, we present the perfor-
mance of ML models only for brevity. 
Next, we evaluate our EM models. Unsurpris-
ingly, the more passes we took to train models the 
lower performance the resulting models showed, 
probably because undesired graphs extensively 
corrupt the sentence-graph table. As a result, the 
best one is the model it took six passes to train, 
which shows a recall of 47.12%, a precision of 
67.04% and an F-score of 55.34%. At the first Ex-
pectation step, more than a thousand of graphs 
were updated and at subsequent Expectation steps, 
fewer than half a hundred graphs were, suggesting 
that the model is converging (the total number of 
sentences is about seven thousands), suggesting 
again that the EM algorithm would have trained 
models to predict similar but unintended graphs. 
We evaluate our Informed EM models as in Ta-
ble 3, where the best figures are set in boldface. 
α= β=2 (R/P/F) β=100 (R/P/F) 
Without NOC 
0.1 48.0/68.2/56.3 47.6/68.3/56.1 
0.2 47.6/68.6/56.2 47.4/68.5/56.0 
0.3 47.7/68.8/56.3 47.3/67.5/55.7 
0.4 47.1/67.8/55.6 47.6/67.7/55.9 
With NOC 
0.1 47.3/68.9/56.1 47.5/68.1/55.9 
0.2 47.3/68.0/55.8 47.5/69.3/56.4 
0.3 48.1/68.9/56.7 47.2/68.1/55.8 
0.4 46.8/68.9/55.8 47.3/67.7/55.7 
(a) Best Performance 
α= β=2 (R/P/F) β=100 (R/P/F) 
Without NOC 
0.1 47.9/66.8/55.8 
(0.27/0.56/0.31) 
47.3/67.7/55.7 
(0.22/0.30/0.23) 
0.2 47.1/68.0/55.7 
(0.35/0.86/0.42) 
47.1/68.1/55.7 
(0.22/0.21/0.16) 
0.3 47.4/67.9/55.8 
(0.18/0.39/0.23) 
47.3/66.8/55.4 
(0.13/0.22/0.13) 
0.4 46.7/67.5/55.2 
(0.38/0.52/0.21) 
47.0/67.7/55.5 
(0.35/0.23/0.30) 
With NOC 
0.1 46.9/68.0/55.5 
(0.23/0.39/0.26) 
47.1/67.6/55.5 
(0.15/0.23/0.16) 
0.2 47.1/67.6/55.5 
(0.22/0.29/0.20) 
47.2/68.3/55.8 
(0.22/0.65/0.35) 
0.3 47.6/68.0/56.0 
(0.38/0.45/0.40) 
47.0/67.1/55.3 
(0.27/0.36/0.29) 
0.4 46.5/68.4/55.4 
(0.33/0.72/0.42) 
47.1/67.6/55.5 
(0.24/0.39/0.22) 
(b) Averages and Sample Standard Deviations 
Table 2. Performance of Informed EM Models. 
 
39
Table 2 shows that most of the models outperform 
the PA models in terms of both the best and aver-
aged F-scores and the other models also outper-
form the PA models in terms of averaged F-score. 
To assess the statistical significance of their supe-
riority over PA models in terms of F-score, we use 
the one-tailed paired Student’s t-test to calculate p-
values, which show their superiority as shown in 
Table 3. 
α= β=2 (w.o/w NOC) β=100 (w.o/w NOC) 
0.1 3.32E-09/1.86E-04 1.03E-06/4.47E-06 
0.2 9.98E-07/1.21E-08 3.58E-09/1.05E-08 
0.3 9.59E-12/3.93E-09 4.38E-06/2.95E-03 
0.4 4.37E-02/1.19E-04 2.50E-08/6.70E-07 
Table 3. p-values for Informed EM Models. 
We analyze the effect of constraints. The high 
confidence constraint constant α reduces the num-
ber of updates in the sentence-graph table, making 
the resulting models similar to PA models as 
shown in Table 4. 
α= β=2 (w.o/w NOC) β=100 (w.o/w NOC) 
0.1 72/47 98/50 
0.2 34/18 46/31 
0.3 16/11 25/15 
0.4 9/8 9/5 
Table 4. Updated Graphs for Informed EM Models. 
The distance constraint (β=2) reduces the number 
of updates in the sentence-graph table and for most 
times increases the best F-scores but not the aver-
aged F-scores. The NOC also reduces the number 
of updates but not always increases the best and 
averaged F-scores. Note that even though our best 
model is the model we trained with NOC, the best 
combination of constraints would be with the α 
value of 0.3 and the β value of 2 and without the 
NOC as indicated in Table 3. 
Upon analyzing updated graphs, we found ob-
served updates of shifting ‘clue token’ labels from 
empty words into content words (e.g., ‘activity’ vs. 
‘-binding’ in the noun phrase ‘DNA-binding activi-
ty’ (PMID:9115366)) and from words distant from 
the participants of the anchored events into words 
closer to them (e.g., ‘simulates’ vs. ‘activation’ in 
the phrase ‘simulates the activation of’ 
(PMID:8557975)). There were also updates of la-
beling more than one token as clue tokens for a 
clue word (e.g., ‘results’ and ‘increases’ in a 
phrase starting with ‘results in increases of’ 
(PMID:2121746)). Unexpectedly, we found that 
sets of edges were updated more often than the 
position of ‘clue token’ labels. Some edges were 
copied and redirected (e.g., copies of all edges 
coming from ‘results’ are attached to ‘increase’ in 
the preceding example) and some edges not used in 
deriving events from the graphs are removed. 
6 Conclusion 
In this study, we looked into the effect of clue to-
kens and relations between them that are different 
from those derived from gold-standard event anno-
tations with the head token method on the perfor-
mance of event extraction models by addressing 
the 2009 BioNLP shared task 1. First, we used an 
EM algorithm, since the EM algorithm is widely 
used to address tasks without annotated corpora. 
Unsurprisingly, our experimental results show that 
the resulting models have lower performance than 
our baseline supervised-learning models using the 
head token method. We then proposed an informed 
EM algorithm so that it allows trained models to 
produce those clue tokens that only encode gold-
standard events in the Expectation step. The result-
ing models outperform our baseline models statis-
tically significantly (p-value = 9.59E-12). Thus, we 
show that there are clue tokens better than head 
tokens and also propose an automatic way of iden-
tifying them. 
There are still remaining issues. One is the issue 
of parameter update scheduling in training. In this 
study, we fixed the parameters (e.g., α and β) in 
training. However, Smith and Eisner (2006) show 
that it would be beneficial for the EM algorithm 
guided by prior knowledge to soften the constraints, 
as model parameters are converging. We expect 
that such update scheduling would also be benefi-
cial for the informed EM algorithm. Second, we 
applied this approach only to the 2009 BioNLP 
shared task, but this approach is not dependent on a 
specific task, so that there is a possibility of apply-
ing this approach successfully to tasks in other 
similar domains, such as Infectious Disease (ID) 
and Epigenetics and Post-translational Modifica-
tions (EPI) domains defined in the 2011 BioNLP 
shared task, along with quite different domains, 
such as the newswire domain. We plan to address 
these issues in the future. 
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Abstract
Despite the availability of large corpora of
unannotated biomedical scientific texts, do-
main machine learning-based systems tend
to draw only on comparatively small manu-
ally annotated corpora. In this work, we ex-
plore opportunities to support supervised ma-
chine learning through the use of word rep-
resentations induced from large unannotated
corpora. We evaluate a number of estab-
lished methods extrinsically, by studying the
capacity of induced representations to support
machine learning-based natural language pro-
cessing tasks, specifically named entity recog-
nition on three different corpora and semantic
category disambiguation on a large automat-
ically acquired corpus. Experiments demon-
strate both a clear benefit of many semantic
representations on both tasks and all corpora
as well as a strong domain dependence, indi-
cating that semantic representations should be
induced on documents drawn from the domain
relevant to the supervised learning tasks they
aim to support. All of the code and resources
introduced in this study are freely available
from http://wordreprs.nlplab.org/
1 Introduction
In biomedical Natural Language Processing (NLP),
supervised Machine Learning (ML) methods have
been established to achieve state-of-the-art perfor-
mance at a broad variety of tasks, ranging from
Named Entity Recognition (NER) (Smith et al.,
2008) to relation (Miwa et al., 2009) and event ex-
traction (Kim et al., 2011). The success of these
ML methods depends critically on the quantity and
quality of manually annotated data used for training,
and consequently annotated corpus resources such
as GENIA (Ohta et al., 2002) and GENETAG (Tan-
abe et al., 2005) have played an important role in
the advancement of domain NLP. However, despite
the many person-years of expert effort invested into
many manually annotated corpora, these annotations
cover only a small fraction of the available literature:
as of this writing, the PubMed1 literature database
contains over 20 million citations, while even the
largest manually annotated corpora reach only into
the thousands of annotated documents.
The unannotated texts available in large-scale
databases, such as PubMed abstracts and PubMed
Central open-access full texts2, represent obvious
opportunities for domain NLP: for example, infor-
mation on word relatedness derived from unanno-
tated data can help determine the correct treatment
of unknown words (Lin et al., 2010). Yet, biomed-
ical domain NLP methods typically forgo unanno-
tated resources in favor of using only annotated cor-
pora, despite the former being orders of magnitude
larger. While there are a number of notable excep-
tions to this trend, these frequently involve dedicated
methods and task-specific optimisation with unan-
notated data, such as the top-ranking submission
at the BioCreative II Gene Mention task (Smith et
al., 2008), based on the semisupervised Alternating
Structure Optimisation (ASO) method (Ando and
Zhang, 2005). These approaches are not readily in-
tegrated into existing tools and extraction pipelines.
1http://www.pubmed.com
2http://www.ncbi.nlm.nih.gov/pmc/tools/openftlist/
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In this work, we study word representations in-
duced from large unannotated corpora without refer-
ence to any single specific task or annotated corpus.
The representations can be straightforwardly applied
for various NLP tasks simply through the introduc-
tion of additional features for each word, and intro-
duce few restrictions on the choice of ML method
or general approach. Our study draws in part on
the related recent work of Turian et al. (2010), who
evaluated the contribution of various word represen-
tations to “general-domain” (newswire) NLP tasks.
In this work, we focus in particular on the questions
1.) can word representation improve performance at
biomedical NLP tasks? and 2.) are representations
induced from general-domain corpora sufficient, or
are in-domain representations required? We seek to
answer these questions by evaluating the applicabil-
ity of word representations to two supervised ML
tasks, Named Entity Recognition and Semantic Cat-
egory Disambiguation.
2 Approach
There are various possible approaches for acquir-
ing information on the relatedness of words for su-
pervised learning, including the use of manually
curated resources such as WordNet (Miller, 1995).
Here, we focus in particular on methods that require
only unlabeled texts as input. Such approaches have
many appealing aspects in terms of e.g. generality
and cost of adaptation, in particular in specialised
domains such as biomedicine where broad-coverage
hand-crafted resources may not be available.
The methods considered in this work all build in
some way on the observation formulated by Firth
(1957) as “You shall know a word by the company
it keeps”. While they differ substantially in their
specifics, the methods share the high-level approach
of using the contexts in which words appear in a
large corpus of unlabeled text to induce representa-
tions that in some way capture (at least) the related-
ness of words, broadly based on the assumption that
words sharing similar context have similar mean-
ing (the distributional hypothesis). These represen-
tations can take various forms, such as word clusters
or mappings to semantic spaces such as those in-
duced by Latent Semantic Analysis (LSA) (Dumais
et al., 1988).
We apply information on the relatedness of words
through the use of a mapping from each word to
a vector, the specific characteristics of which vary
broadly depending on the method used to induce the
mapping: for example, for mappings derived from
hard-clustering, each vector will contain only a sin-
gle non-zero feature identifying the cluster; for map-
pings derived from LSA, the vectors will be dense.
Regardless of the characteristics of such mappings,
they can be used uniformly in supervised machine
learning tasks taking words as (part of) their input,
simply by extending the feature representation with
the vector to which each word is mapped.
Due to space constraints, we will not attempt a de-
tailed description of specific approaches here. Ref-
erences to studies introducing the applied methods
are given in the methods section; we refer the reader
interested in the general category of approaches to
the overviews presented by Lin and Wu (2009) and
Turian et al. (2010).
3 Methods
3.1 Word representations
For our experiments we draw upon the following
previously introduced word representations.
Brown clusters Brown clustering (Brown et al.,
1992) is a hierarchical, bigram-based clustering al-
gorithm. It introduces a binary tree on top of the vo-
cabulary, refining information about the similarity of
words with each branch. In the resulting representa-
tion, each word is associated with a string of binary
decisions that lead from the root of that tree to the
leaf that the word is assigned to.
The computational cost of the Brown clustering
algorithm grows quadratically with respect to the
number of clusters, which introduces limitations on
the number of clusters that can be introduced.
Google N-gram clusters Lin et al. (2010) intro-
duced a new N-gram corpus from web-scale data
similar to that used to create the Google N-gram
Corpus (Brants and Franz, 2009). This same work
also introduced various derivatives of this data, in-
cluding a phrase clustering created using higher-
order N-grams to determine the contexts in which
lower-order N-grams (including single tokens) ap-
pear. Further, their work presents clustering using
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Name Method Domain Unlabeled data size Dim. Size Introduced by
Brown-news-100 Brown newswire 63M words 100 4.6MB
Turian et al. (2010)
Brown-news-320 Brown newswire 63M words 320 5.1MB
Brown-news-1000 Brown newswire 63M words 1,000 5.7MB
Brown-news-3200 Brown newswire 63M words 3,200 6.0MB
HLBL-news HLBL newswire 63M words 100 395.7MB
C&W-news-200d-0.1 C&W newswire 63M words 200 848.1MB
C&W-news-50d-0.3 C&W newswire 63M words 50 210.2MB
Google K-means web 1,000,000M words 1,000 327.0MB Lin et al. (2010)
ClarkNE-bio Clark-Ney-Essen biomedical 31M words 45 8.4MB McClosky et al. (2011)
Brown-bio-100 Brown biomedical 13M words 100 6.5MB
This studyBrown-bio-320 Brown biomedical 13M words 320 7.1MB
Brown-bio-1000 Brown biomedical 13M words 1,000 7.7MB
Table 1: Applied word representations. The Dim. column gives the number of clusters for clustering-based
representations and the dimensionality of the semantic space for others. (The size given for the Google
clusters is for data restricted to single tokens only, size including phrases is 2.6GB.)
distributed K-means with distance defined by the dot
product of vectors containing mutual information
between the phrase and each of its context words
(Lin and Wu, 2009).
Clark-Ney-Essen clusters Clark (2003) consid-
ered the task of unsupervised part-of-speech induc-
tion and introduced a bigram-based clustering ap-
proach incorporating morphological information in
a Ney-Essen clustering model (Ney et al., 1994).
The approach can be applied to produce a soft clus-
tering, providing the strength of cluster membership
for each word. Although initially proposed explic-
itly in the context of inducing parts-of-speech, both
the method3 and the produced clustering are generic
and the clusters need not be exclusively interpreted
as parts of speech.
HLBL and CW embeddings The Hierarchical
Log-Bilinear embeddings (HLBL) (Mnih and Hin-
ton, 2009) and the Collobert and Weston (2008)
(CW) embeddings are distributed word representa-
tions. They are low dimensional, real valued vec-
tors with mostly non zero components also referred
to as word embeddings. The word embeddings are
induced using neural network-like language models
and while the CW embeddings are inferred directly
from the model parameters, the HLBL embeddings
are composed by condensing all model representa-
tions for all contexts of a given word.
3http://www.cs.rhul.ac.uk/home/alexc/pos2.tar.gz
3.2 NER methods
For NER experiments, we apply the publicly avail-
able regularized average perceptron-based NER tool
of Ratinov and Roth (2009). This choice follows
that of Turian et al. (2010), allowing comparison of
general-domain and domain-specific results.
Since the tool requires its input to be split into
sentences, we initially perform sentence splitting for
NER corpora without existing sentence segmenta-
tion using the GENIA sentence splitter4. We then
tokenise the data and add part-of-speech features us-
ing the GENIA tagger (Tsuruoka et al., 2005).
3.3 Semantic category disambiguation methods
For the semantic category disambiguation experi-
ments, we use the seed words from McIntosh and
Curran (2009) to generate word contexts for a wide
array of semantic categories. We then classify these
contexts, blinding the seed word, and assigning each
a specific semantic category. The seed words were
originally used to study semantic drift and the im-
pact of seed choice on bootstrapping performance,
but we use them simply to induce our contexts for
training and evaluation, relying on them being se-
mantically unambiguous. The main motivation for
this choice of set-up is that it enables us to gener-
ate a very large amount of training data to study the
potential benefits of word representations when the
4https://github.com/TsujiiLaboratory/geniass
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size of the training data far surpasses that of manu-
ally curated corpora.
4 Resources
4.1 Word representations
We apply a broad selection of word representa-
tions introduced in previous work as well as a num-
ber of newly induced representations created using
biomedical domain texts.
First, we consider all the word representations in-
troduced by Turian et al. (2010). These were cre-
ated on newswire texts (Reuters RCV1 corpus) and
include Brown clusters (100, 320, 1,000 and 3,200
clusters), Collobert and Weston embeddings (50 and
200 dimensions) and HLBL embeddings (100 di-
mensions). These resources are applied without
modification.
Second, we apply the clusters introduced by Lin
et al. (2010) using very large web data (below,
“Google clusters”). For comparability and consis-
tency of processing with the other considered repre-
sentations, we filter the set of word and phrase clus-
ters introduced by Lin et al. to remove multi-word
phrases.
Third, we use the Clark-Ney-Essen (ClarkNE)
clusters introduced for feature extraction in the Stan-
ford information extraction system for the BioNLP
Shared Task 2011 (McClosky et al., 2011). Unlike
the resources above, these clusters were generated
on biomedical domain texts, namely PubMed ab-
stracts.
Finally, we create a new set of Brown clusters
(100, 320, and 1,000 clusters) using a randomly
selected set of PubMed abstracts. This choice of
method is motivated both by the availability of
an implementation of Brown clustering5 and the
general-domain results of Turian et al. (2010), who
showed Brown clusters to outperform the other con-
sidered word representations.
Table 1 summarises the word representations con-
sidered in this work.
5Namely, that of Percy Liang, available from http://www.cs.
berkeley.edu/∼pliang/software/brown-cluster-1.2.zip. Andriy
Mnih generously provided us with the Mnih and Hinton (2009)
implementation for creating HLBL embeddings, but due to time
constraints we were regrettably not able to include domain-
specific embeddings in the current experiments.
Corpus
AnEM BC2GM NCBID
Words 91,420 450,991 174,062
Sentences 4,548 20,000 7,844
Entities 3,135 24,596 6,900
Table 2: Statistics of the NER corpora
4.2 NER corpora
The BioCreative II Gene Mention (BC2GM) cor-
pus (Smith et al., 2008), an extension of the GENE-
TAG corpus (Tanabe et al., 2005), is comprised of
20,000 sentences manually annotated for mentions
of names of genes, proteins, and related entities such
as protein complexes. The BC2GM corpus is a de
facto standard for both the training and evaluation
of ML-based NER methods targeting genes and pro-
teins and has served as training material for various
established tools such as BANNER (Leaman et al.,
2008).
The Anatomical Entity Mention (AnEM) corpus
(Ohta et al., 2012) is a recently introduced corpus
consisting of 500 documents, half PubMed abstracts
and half full-text extracts, annotated for mentions of
anatomical entities (e.g. cells, tissues, and organs).
The resource is distributed in two variants, a multi-
class version including different entity types (e.g.
CELL and TISSUE) and a single-class version. For
consistency with the other considered corpora, we
apply only the single-class version in this study.
The NCBI disease (NCBID) corpus (Islamaj Do-
gan and Lu, 2012) is an extension of the Arizona
Disease Corpus (AZDC) (Leaman et al., 2009) that
extends the sentence-level annotation of AZDC to
mark all disease mentions in PubMed abstracts.
Table 2 shows statistics of the corpora used for the
NER experiments.
4.3 Semantic category disambiguation data
To generate the dataset used for the semantic cate-
gory disambiguation experiments, we used a subset
of 1,200,000 of the over 20,000,000 citations con-
tained in the PubMed 2012 baseline distribution and
randomly separated them into training, development
and test sets containing 3/6, 1/6 and 2/6 of the data,
respectively. For each set we then extracted con-
texts for each of the seed words applied by McIn-
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Category Seed words
Antibodies MAb IgG IgM rituximab infliximab
Cells RBC HUVEC BAEC VSMC SMC
Cell lines PC12 CHO HeLa Jurkat COS
Diseases asthma hepatitis tuberculosis HIV malaria
Drugs acetylcholine carbachol heparinpenicillin tetracycline
Molecular functions kinase ligase acetyltransferasehelicase binding
Mutations and mutants Leiden C677T C282Y 35delG null
Proteins and genes p53 actin collagen albumin IL-6
Signs and symptoms anemia hypertension hyperglycemiafever cough
Tumors lymphoma sarcoma melanomaneuroblastoma osteosarcoma
Table 3: Semantic categories and seed words from
McIntosh and Curran (2009).
Figure 1: Example context induced by the “Jurkat”
seed word for the “Cell lines” semantic category.
Note that the seed word has been blinded.
tosh and Curran (2009), shown in Table 3. These
seed words were selected by biomedical domain ex-
perts working with McIntosh and Curran to be “as
unambiguous as possible with respect to the other
[semantic] categories”. We then assigned each con-
text the semantic category label associated with the
seed word that generated the given context. See Fig-
ure 1 for an example of a blinded induced context.
This procedure yielded a total of 428,289 contexts,
which dwarfs the size of the training data available
for our NER experiments (Table 2).
However, a problem for data induced in this way
is a risk of bias towards the semantic categories
with the most frequent seed words. For example,
in the development set there are 23,045 “Molecu-
lar functions” contexts and only 769 “Mutation and
mutants” contexts. To remedy this when evaluat-
ing our models, we stratified the number of contexts
that each seed word would generate, for the test set
we took a random sub-sample of at most 150 con-
texts generated by each seed word which resulted in
a more even distribution between the semantic cate-
gories.
4.4 Experimental Setup
For the NER experiments, we follow the standard
train-test set splits provided with each of the applied
corpora, running the NER tool of Ratinov and Roth
(2009) with varying word representations but other-
wise default parameters. Performance is evaluated
in all cases as mention-level precision, recall and
F1-score (the harmonic mean between precision and
recall), requiring exact matches between the bound-
aries of gold and predicted entities.6
For the semantic category disambiguation exper-
iments we use the train, development and test sets
introduced in this publication. As the task does not
involve the concept of false negatives, we use ac-
curacy as our primary performance measure. We
use two baseline feature sets, Bag-of-Words (BoW)
and Competitive (Comp). BoW is a weak baseline
and uses only word features generated from the three
word context of the seed word. Comp is a more in-
volved model employing the same context size but
using weighted positional word features along with
trigrams generated from the context words. In accor-
dance with standard evaluation procedures, the test
sets are only used to generate the final results, with
initial experiments and statistics generation only be-
ing carried out on the training and development sets.
5 Results and Discussion
In the NER experiments, we can see increases
in performance over the baseline for most of the
newswire-domain word representations (Table 4).
The benefits of the word representations are partic-
ularly clear for the AnEM dataset, the most sparse
out of the three, where the HLBL-news word rep-
resentations increase performance by over 2 points
of F1-score over the baseline. However, the bio-
domain Brown clusters boost performance even fur-
ther, outperforming the newswire-domain represen-
tations for all three data sets. Somewhat surpris-
ingly, the Clark-NE-bio representation shows mixed
results when applied alone, falling below the base-
line for two of the datasets. The Google clusters
generated on web data show good general improve-
ment, but do not attain the level achieved by Brown
6We note that this strict evaluation criterion implies our re-
sults are not comparable to (and in cases notably lower than)
previous studies on these corpora using relaxed matching crite-
ria, but are comparable in terms of evaluation to those of rele-
vant previous studies of word representations.
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Dataset
AnEM BC2GM NCBID µ
Model Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1
Baseline 73.33 45.54 56.19 80.76 75.55 78.07 73.72 63.14 68.02 75.94 61.41 67.43
Brown-news-100 72.79 45.14 55.73 81.68 76.07 78.77 73.13 65.85 69.30 75.86 62.35 67.93
Brown-news-320 71.10 44.27 54.56 81.03 75.55 78.19 73.08 65.52 69.10 75.07 61.78 67.29
Brown-news-1000 71.88 46.82 56.70 81.41 75.65 78.43 73.04 65.36 68.99 75.45 62.61 68.04
Brown-news-3200 70.22 45.62 55.31 82.28 75.86 78.94 72.84 65.69 69.08 75.11 62.39 67.78
Brown-bio-100 72.35 47.29 57.20 82.07 75.75 78.79 74.59 65.50 69.75 76.34 62.85 68.58
Brown-bio-150 70.90 42.28 52.97 81.39 76.90 79.08 74.31 65.66 69.72 75.53 61.61 67.26
Brown-bio-320 72.58 48.25 57.96 82.88 76.07 79.33 73.74 65.72 69.50 76.40 63.34 68.93
Brown-bio-500 73.27 53.90 62.11 83.18 76.69 79.81 73.60 66.53 69.88 76.68 65.71 70.60
Brown-bio-1000 72.04 55.18 62.49 82.38 77.84 80.04 74.77 66.71 70.52 76.40 66.58 71.02
ClarkNE-bio 71.22 41.96 52.81 82.00 75.86 78.81 72.62 63.63 67.83 75.28 60.48 66.48
HLBL-news 74.36 48.25 58.52 82.44 76.69 79.46 73.10 65.45 69.06 76.63 63.46 69.02
Google 70.80 54.62 61.66 80.75 78.15 79.43 74.58 65.39 69.68 75.38 66.05 70.26
HLBL-news+Brown-news-1000 73.92 48.97 58.91 82.24 76.59 79.31 73.09 65.74 69.22 76.42 63.76 69.15
HLBL-news+Brown-bio-1000 73.54 55.10 62.10 82.62 78.15 80.32 74.80 66.05 70.15 76.99 66.43 71.16
Table 4: Named Entity Recognition results.
Model Accuracy
BoW 67.61
Comp 71.59
Comp-Brown-news-100 71.54
Comp-Brown-news-320 71.93
Comp-Brown-news-1000 71.45
Comp-Brown-news-3200 71.42
Comp-Google 73.70
Comp-ClarkNE-bio 72.05
Comp-Brown-bio-100 71.73
Comp-Brown-bio-320 72.03
Comp-Brown-bio-1000 72.31
Table 5: Semantic category disambiguation results.
clusters generated on in-domain data.7
We further considered a small set of the many pos-
sible combinations of word representations. These
experiments indicated that the HLBL-news+Brown-
bio-1000 model performs the best out of the consid-
ered models, implying that combination of out-of-
domain and in-domain representations can be ben-
eficial. One reason for the success of this combi-
nation may be that the HLBL representations were
induced from a larger set of unannotated data than
any of the in-domain representations.
The semantic category disambiguation experi-
ments show results similar to those for NER, with
7We carried out also experiments using the CW represen-
tations, but failed to establish any consistent benefit over our
baseline using them either alone or in combination with other
word representations. For brevity, these results are not shown.
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Figure 2: Learning curves for semantic category ex-
periments
one major difference. The Google clusters sub-
stantially outperform even our in-domain represen-
tations (Table 5). One may speculate that this is due
to the vastly greater amount of data used to gener-
ate these representations, but the question of why a
similar effect is not seen for NER remains open. Un-
like for our NER experiments, we failed to establish
any clear benefit from combining different represen-
tations for this task.
From our learning curve (Figure 2) we find that
although the amount of training data goes well be-
yond 100,000 examples we don’t see any tendency
for the baseline to converge with either of our mod-
els enhanced with word representations. This indi-
cates that the benefits of these word representations
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are not restricted to settings where only a compar-
atively small amount of annotated data is available,
and speaks in favour of adopting word representa-
tions regardless of the amount of data available for
supervised training.
Our evaluation using the newswire-domain repre-
sentations introduced by Turian et al. (2010) broadly
agree with their findings that Brown clusters are sur-
prisingly effective compared to the other representa-
tions and that performance tends to improve with a
larger number of Brown clusters.8
We found impressive performance gains for
Google clusters in the semantic class disambigua-
tion task, but a more limited advantage for NER,
where the considerably smaller representation using
in-domain Brown clusters provided competitive per-
formance. This result is encouraging for the feasi-
bility of achieving the best level of performance in a
practical system, as the size of the Google data can
make distribution and training challenging.9
6 Related Work
As described in the introduction, our work is in
many ways closely related to the “general-domain”
studies of Lin and Wu (2009) and Turian et al.
(2010), who demonstrated significant benefits from
their respective approaches for “general-domain”
NLP tasks such as the CoNLL 2003 shared task
(Tjong Kim Sang and De Meulder, 2003).
Recently, a number of studies have considered use
of information derived from large unannotated cor-
pora also in various biomedical domain NLP tasks.
In the BioNLP Shared Task 2011, in addition to Mc-
Closky et al. (2011), word clusters were applied in
support of information extraction systems also by
the MSR-NLP (Quirk et al., 2011) and VIBGhent
(Van Landeghem et al., 2011) teams. The clustering
approach of Clark (2003) was also previously con-
sidered for biomedical NER by Finkel and Manning
(2009). A new dedicated algorithm for NER using
distributional semantics was recently proposed by
Jonnalagadda et al. (2010).
8Although time constraints prevented us from completing a
set of 3,200 Brown clusters, we will allow this computation to
complete and release this set with the other resources introduced
in this study.
9During NER system training with Google clusters, memory
usage approached 100GB for some datasets.
While neither the comparative evaluation of word
representations nor the application of models de-
rived from unsupervised data in support of biomedi-
cal domain NER is novel by itself, this is to the best
of our knowledge the first effort to systematically
explore the benefits of multiple approaches for in-
ducing word representations from unannotated data
to biomedical domain NLP tasks as well as of their
domain-dependence.
7 Conclusions and Future Work
We have presented an evaluation of the effective-
ness of various word representations in support of
biomedical domain NLP, finding that word represen-
tations can realize substantial benefits both for entity
recognition and classification tasks and that repre-
sentations induced on in-domain texts show greater
and more consistent benefits than comparable repre-
sentations induced on out-of-domain texts.
As an initial study, our work leaves open vari-
ous opportunities for future study. In future work,
we will aim to assess the contribution of in-domain
HLBL and CW word embeddings and their combi-
nations with other representations. We will also con-
sider the effect of the amount of unlabeled data used
to induce word representations on performance.
Code and resources introduced in this study are
freely available from http://wordreprs.nlplab.org/
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Abstract
We present an approach to the extraction of
relations between pharmacogenomics entities
like drugs, genes and diseases which is based
on syntax and on discourse. Particularly, dis-
course has not been studied widely for im-
proving Text Mining. We learn syntactic fea-
tures semi-automatically from lean document-
level annotation. We show how a sim-
ple Maximum-Entropy based machine learn-
ing approach helps to estimate the relevance
of candidate relations based on dependency-
based features found in the syntactic path con-
necting the involved entities. Maximum En-
tropy based relevance estimation of candidate
pairs conditioned on syntactic features im-
proves relation ranking by 68% relative in-
crease measured by AUCiP/R and by 60% for
TAP-k (k=10). We also show that automat-
ically recognizing document-level discourse
characteristics to expand and filter acronyms
improves term recognition and interaction de-
tection by 12% relative, measured by AU-
CiP/R and by TAP-k (k=10). Our pilot study
uses PharmGKB and CTD as resources.
1 Introduction
Pharmacogenomics and toxicogenomics study the
relationships between drugs/chemicals, genes, and
diseases, in particular in relation to specific indi-
vidual mutations, which can affect the reactions to
drugs and the susceptibility to diseases. Important
databases that aim at providing a reference reposi-
tory for such information are PharmGKB (Sangkuhl
et al., 2008) and CTD (Wiegers et al., 2009). The in-
formation contained in PharmGKB and CTD is ob-
tained from a combination of submitted experimen-
tal results and literature curation.
In this paper we describe research conducted by
the OntoGene group within the scope of the SASE-
Bio project (Semi-Automated Semantic Enrichment
of the Biomedical Literature1), which aims at pro-
ducing efficient Text Mining tools for the support
of biomedical literature curation in realistic settings.
We use the PharmGKB and CTD resources, which
are large but have only lean document-level annota-
tion: for each document, the IDs of relevant terms
are given, but term occurrences or interaction evi-
dence are not annotated.
2 Method
Our method for the extraction of interactions com-
bines linguistic approaches, in particular syntactic
analysis and discourse features. While many Text
Mining tools in the biomedical and pharmacoge-
nomics domain profit from syntactic features, dis-
course features have not been investigated and used
widely yet.
2.1 Syntax-based approach
Approaches to the identification of entity interac-
tions based on syntax are quite common. For exam-
ple, (Fundel et al., 2007) describe a large-scale rela-
tion mining application using the Stanford Lexical-
ized Parser. Syntactic approaches can be further en-
hanced using machine learning methods, by extract-
ing meaningful features from the dependency parse
trees (e.g. (Erkan et al., 2007; Kim et al., 2008)).
We have parsed all sentences in the PharmGKB
and in the CTD corpus with a dependency parser
1http://www.sasebio.org/
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Top node (head):
involve
Left path:
[subj, appos]
Right path:
[pobj-in, modpp-in]
Feature:
(involve, [subj, appos], [pobj-in,modpp-in])
gets cut as
   semantically void
Figure 1: Simplified internal syntactic representation of the sentence “The neuronal nicotinic acetylcholine receptor
alpha7 (nAChR alpha7) may be involved in cognitive deficits in Schizophrenia and Alzheimer’s disease.” from
PubMed abstract 15695160. The curved arrows and dark red notes are aimed at illustrating the path features.
(Schneider, 2008). Lingpipe2 is used for token and
sentence segmentation. Term recognition is done
by a dictionary-based tool which delivers annotated
document spans (terms) associated to a set of identi-
fiers (concepts) from domain term databases.
All entities that appear in the same sentence are
potentially interacting, so we record the syntactic
path that connects them as candidate path. A sam-
ple path is provided in Figure 1. If the gold standard
states that both entities really interact in the doc-
ument, then we mark the path that connects them
as relevant path. The assumption that connecting
paths between relevant entities are relevant allows us
to use a weakly supervised approach, learning syn-
tactic features from resources with lean, document-
level annotation. The calculation of the number of
relevant paths divided by the number of candidate
paths gives us the Maximum-Likelihood probability
that a path is relevant:
p(relevant) = freq(relevant path)freq(candidate path)
The most frequent path types in the training set
are given in Table 1. The third line, where the head
word is effect, for example, has a modification by
an of-PP to one of the entities in the relation, and
a nested on-PP and of-PP modification. It covers
patterns like the effect of X on the increase of Y or
no effect of X on the development of Y, where X and
Y are domain entities like drug, disease and protein.
We can use p(relevant) directly during the ap-
2http://alias-i.com/lingpipe/
plication phase. Such a direct application, how-
ever, suffers from sparse data problems. We address
this limitation by using half-paths (Section 3.1) and
relevance probabilities computed by a Maximum-
Entropy classifier (Section 3.2).
Similar approaches using PharmGKB as weakly
supervised resource have been described in (Rinaldi
et al., 2012) and in (Buyko et al., 2012). The latter
also uses a feature-based classifier approach. Our
experiment here differs in our explicit use of deep-
linguistic resources like discourse (Section 2.3) and
low-content or transparent words (Meyers et al.,
1998), to avoid data sparseness, as follows: the rela-
tions for appositions, conjunctions and hyphens are
cut from the path feature and parts of trees which
are headed by a transparent word are cut. A trans-
parent word is a word that does not affect the mean-
ing of a sentence fundamentally if it is left out. For
example, if drug A affects groups of patients then
the sentence drug A affects patients, which does not
contain the transparent word group, has a very sim-
ilar meaning. We have learnt transparent words us-
ing the frequency-based approach of (Schneider et
al., 2009): words that occur particularly often inside
paths are regarded as transparent. The Genia corpus
delivers over 300 transparent word types.
2.2 Maximum Entropy based estimation of
path relevancy
In order to automatically estimate whether a syntac-
tic path between two entities expresses a relevant re-
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p(relevant) Head Path1 Path2 TP Count
13.62% associate subj pobj-with 53 389
17.82% associate subj modpp-in pobj-with 31 174
18.92% effect modpp-of modpp-on modpp-of 21 111
20.65% association modpp-of modpp-with 19 92
6.29% be obj modpp-of subj 19 302
17.82% metabolize pobj-by subj 18 101
29.63% inhibit pobj-by subj 16 54
23.81% cause subj modpp-in obj 15 63
100.00% analyze subj modpp-in pobj-in modpart pobj-with 14 14
Table 1: Some of the most frequent path types in the PharmGKB training set
lation we conducted a large-scale experiment with
all curated relations from the CTD knowledge base
where evidence from a PubMed article is mentioned.
PubMed articles with more than 12 curated relations
were omitted because it is unlikely that this amount
of relations can be extracted by text mining methods
from the very limited amount of text available in the
abstracts. Our CTD corpus contains about 24,000
PubMed abstracts with about 72,000 relations in to-
tal. Test data (10%) and training data (90%) were
sampled by stratification on the number of relations
per article.
We use the Maximum Entropy classification tool3
megam (Daumé, 2004) to learn the probability of a
candidate path to be a relevant path, as described in
section 2.1. Different sets of features derived from
the candidate paths were used to build the condi-
tional Maximum Entropy models for predicting the
class probabilities.
In the result section, we present the result of four
models: the baseline B, where the types of the en-
tities are the only features we condition on. Our
model L adds the following features to model B
(complex features are noted between angle brack-
ets): top head lemma,<entity1 type, top head
lemma, entity2 type>, the unigrams of head lemmas
from the paths, the bigrams of head lemmas from the
paths. With model L we try to examine the contri-
bution of syntactic heads for path relevancy estima-
tion. Our model D adds the following features to
model B: top head lemma, <entity1 type, head de-
pendency to entity 1, top head lemma, head depen-
3For the training we used the binomial mode of megam
which optimizes on the class probabilities, and we allowed for
200 iterations of feature weight optimizations. No bias feature
was used because the skewed distribution of classes, i.e. very
few items of class 1, and the large training set lead to errors
when the bias feature was active.
dency to entity 2, entity2 type>, bigrams of head
lemmas from the paths including the dependency la-
bel <head1,dependency,head2>. With model D we
want to measure the contribution of syntactic depen-
dency labels for relevancy estimation. Our model
DL combines all features from L and D. For all
models a threshold of 6 is applied to unigram fea-
tures and a threshold of 3 to all others.
Our Maximum Entropy models compute the class
probability of a single path, i.e. a mention of two
entities in a single sentence. In order to compute the
relevance score of a relation candidate for an entire
abstract we take the mean of all probabilities from
its path candidates. This relation score is then used
for the ranking of all relation candidates.
2.3 Linguistic Discourse
Discourse investigates “a unit of language larger
than a sentence and which is firmly rooted in a spe-
cific context ” (Martin and Ringham, 2000, 51). Dis-
course is a broad area of linguistics, partly over-
laps with pragmatics and includes a wide range
of aspects, for example anaphora resolution, text
genre studies, cohesion, felicity, and community-
wide background knowledge. There are obvious
ways in which discourse can help Text Mining. As
salience of terms and frequency are closely related,
the most frequently mentioned terms in a document
are good interaction candidates and create a high
baseline for protein-protein interaction approaches
as we discuss in (Rinaldi et al., 2010). We inves-
tigate two aspects that are particularly relevant for
relation detection in the biomedical domain.
First, many relations span several sentences, and
if the two interacting entities are not in the same sen-
tence, syntactic approaches thus fail. In PharmGKB,
a third of all interaction pairs do not occur in the
same sentence. Surface-based approaches, weighted
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Method Docs TP FP FN AUCiP/R P R
syn 43 36 149 116 0.215 0.307 0.286
syn.1side 64 68 345 164 0.248 0.260 0.351
syn.1side+appos 65 71 351 163 0.256 0.266 0.361
syn+cooc 73 116 1044 151 0.277 0.143 0.477
syn+cooc2 72 158 2337 106 0.279 0.094 0.616
syn+cooc2w 72 165 2685 99 0.286 0.091 0.650
syn+cooc2wf 72 167 3783 97 0.286 0.073 0.661
Table 2: Evaluation of 75 manually annotated PharmGKB documents. The first column gives the approach used. The
second column reports the number of documents with at least one response hit. The third to the fifth column give true
positives (TP), false positives (FP) and false negatives (FN). The sixth column contains the macro averaged AUCiP/R.
The seventh column reports macro precision, the eighth macro recall.
by distance, increase recall, as we discuss in Section
3.1.
Second, term detection integrating document-
level information can improve the results of a
dictionary-based term-recognition approach. We
profit from the whole document both to increase re-
call and precision of term recognition, as we de-
scribe in the following, and give results in Sections
3.1 and 3.2. (Schwartz and Hearst, 2003) intro-
duce an algorithm for detecting acronyms in brack-
ets. Our approaches go beyond this by using a more
general syntactic relation, and by profiting from con-
cept references.
Expanding introduced acronyms Abbreviations
are often introduced inside a document with the ap-
position relation. Figure 1 shows an example of
an apposition relation connecting a full form (neu-
ronal nicotinic acetylcholine receptor alpha7) to an
acronym (nAChR alpha7)4. Short acronyms are of-
ten highly ambiguous or the correct concept refer-
ence cannot be found. We add the expansion to all
acronyms that are introduced in a document, if their
concepts differ. This step increases recall at the cost
of precision.
(1) The current studies were designed to exam-
ine if quinone intermediates are involved in the
toxicity of hepatotoxic halobenzenes, bromoben-
zene (BB) and 1,2,4-trichlorobenzene (1,2,4-TCB).
(CTD, pubmed 10092053)
In sentence (1) the acronym BB is given a gene
concept by the term recognizer, while it is an
acronym of the chemical substance bromobenzene,
to which BB is connected via a syntactic apposition
relation. All 5 occurrences of BB in the document
4The graph simplifies the sentence for reasons of space.
are thus given the chemical concept of bromoben-
zene.
Filtering acronyms without expansion candidates
We refer to the process of mapping an acronym to
its long form as expansion. Those concepts of short
acronyms which do not have promising expansion
candidates in the document are filtered out. This step
increases precision at the cost of recall. We consider
short words (up to 4 characters) as acronyms. We
check the list of terms found in the document against
the list of variants of terms in the reference terminol-
ogy. For instance, in the PubMed citation 12932788,
our pipeline finds the following 15 term candidates:
LXRalpha, cholesterol, bile acid, glucose, LBD,
retinoic acid receptor gamma, RARgamma, all-trans
retinoic acid, 22(R)-hydroxycholesterol, benzenesul-
fonamide, T0901317, diphenyl, phenyl-acetic acid,
GW3965, toa. Two of these terms are consid-
ered acronyms and are checked against the refer-
ence terminology: LBD (MESH:D020192) and toa
(CTD:100008541).
LBD is referring to ‘LXRalpha ligand-binding do-
main’, but it was recognized as the disease term
‘Lewy Body Dementia’. We check if any other vari-
ant listed under the concept MESH:D020192 occurs
in the text. In the case of LBD it is not, therefore the
term LDB referring to the disease is removed.
Concerning toa the term recognizer maps it to
gene ID CTD:100008541 due to our aggressive can-
didate generation, but it actually refers to the se-
quence ‘to a’ in the text. No other variants of the
concept CTD:100008541 can be found in the text
and therefore toa is also discarded.
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DL: Dependency + Lemma
Appos Termfilter Transparent Docs TP FP FN AUCiP/R TAP-10 P R F
- - - 2233 2525 30318 4468 0.27831 0.2168 0.09842 0.41289 0.14271
+ - - 2239 2845 34490 4165 0.31292 0.2428 0.09938 0.45634 0.14694
+ + - 2182 2368 23394 4501 0.27316 0.1811 0.11832 0.39170 0.16136
+ + + 2182 2368 23394 4501 0.27459 0.1819 0.11832 0.39170 0.16136
D: Dependency
Appos Termfilter Transparent Docs TP FP FN AUCiP/R TAP-10 P R F
- - - 2233 2525 30318 4468 0.28693 0.2223 0.09842 0.41289 0.14271
+ - - 2239 2845 34490 4165 0.30756 0.2391 0.09938 0.45634 0.14694
+ + - 2182 2368 23394 4501 0.27664 0.1835 0.11832 0.39170 0.16136
+ + + 2182 2368 23394 4501 0.28024 0.1854 0.11832 0.39170 0.16136
L: Lemma
Appos Termfilter Transparent Docs TP FP FN AUCiP/R TAP-10 P R F
- - - 2233 2525 30318 4468 0.27992 0.2180 0.09842 0.41289 0.14271
+ - - 2239 2845 34490 4165 0.30840 0.2401 0.09938 0.45634 0.14694
+ + - 2182 2368 23394 4501 0.27244 0.1806 0.11832 0.39170 0.16136
+ + + 2182 2368 23394 4501 0.27384 0.1814 0.11832 0.39170 0.16136
B: Baseline
Appos Termfilter Transparent Docs TP FP FN AUCiP/R TAP-10 P R F
- - - 2233 2525 30318 4468 0.16599 0.1351 0.09842 0.41289 0.14271
+ - - 2239 2845 34490 4165 0.17206 0.1374 0.09938 0.45634 0.14694
+ + - 2182 2368 23394 4501 0.16514 0.1071 0.11832 0.39170 0.16136
+ + + 2182 2368 23394 4501 0.18360 0.1188 0.11832 0.39170 0.16136
Table 3: Evaluation of the CTD corpus. The first 3 columns give the approach used. The other columns are analogous
to Table 2, with the addition of a column for TAP-10, and one for F-score.
3 Results
We have applied our approach to a manually verified
test set from PharmGKB and to the entire CTD.
3.1 Results from PharmGKB
Evaluation results5 on PharmGKB are given in Table
2. The method syn is purely our syntactic method,
as described in Section 2.1. The method syn.1side
uses half-path features as a backoff. If either the
left or the right side from a term to the top node
match to a decision from the gold standard, the de-
cision is reported. The method syn.1side+appos
additionally recognizes acronyms that were intro-
duced by a syntactic apposition relation. The rel-
atively low recall of syntactic methods can be in-
creased by including sentence-coocurrence, which
the method syn+cooc does. We can see on the
one hand that recall increases at the cost of preci-
sion, on the other hand that it is still below 50%,
which indicates that many interactions are expressed
across several sentences. The method syn+cooc2
extends the sentence-coocurrence score to including
5We use the BioCreative scorer from http://www.
biocreative.org/tasks/biocreative-ii5/
biocreative-ii5-evaluation/ with default settings,
which ignores null documents
the neighbouring sentence. The increase in recall
indicates that context of more than one sentence is
often necessary. The method syn+cooc2w weighs
the sentence-coocurrence score by distance, giving
higher scores to entities that appear closer. The
method syn+cooc2wf is identical but does not use a
score threshold, thus returning all results, which in-
creases recall and reduces precision. It aims to give
an upper bound on recall.
The evaluation results of (Buyko et al., 2012) are
not comparable to the results presented in Table 2.
They evaluate on a specifically crafted subcorpus
where both participating entities have to appear in
a single sentence. Additionally they cover only re-
lations between entities of different types, i.e. gene-
disease, gene-drug, drug-disease.
3.2 Results from CTD with Maximum Entropy
The evaluation results from CTD for our approach
described in Section 2.2 are shown in Table 3.
We have also tested the expansion of introduced
acronyms (appos) and the filtering of unexpanded
acronyms (termfilter) as suggested in Section 2.3.
Our experiments focus on evaluation metrics re-
flecting the quality of the ranking of candidate rela-
tions: AUCiP/R and TAP-k. AUCiP/R measures the
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area under the interpolated Precision/Recall curve.
TAP-k (Threshold Average Precision, (Carroll et al.,
2010)) averages precision for the results above a
given error threshold k. These measures directly
relate to the expected user’s benefit in a curation
scenario. For this evaluation where we expect no
more than 12 true positive relations we set k = 10.
Precision, recall and F-score are also given to show
that Termfilter has best F-score. If we added cross-
sentential term-cooccurrence features, recall would
probably increase in a similar fashion as for Phar-
mGKB in section 3.1, but that was not the goal of
this experiment.
The dependency model (D), the lemma model
(L), and the combined model (DL) perform substan-
tially better than the baseline (B), improving relation
ranking by 68%. Appos shows relative improve-
ments for all evaluations metrics, DL improves by
12%. Termfilter leads to better precision and bet-
ter F-score, but AUCiP/R and TAP-k suffer. Cutting
transparent words leads to a marginally higher per-
formance, further investigations are needed here.
4 Conclusions
We have presented two approaches to the extrac-
tion of relations between pharmacogenomics en-
tities, based on learning syntactic features semi-
automatically from lean document-level annotation.
We have shown how a simple Maximum-Entropy
based machine learning approach helps to estimate
the relevance of candidate relations when using
dependency-based features found in the syntactic
path connecting the involved entities. Maximum-
Entropy based relevance estimation of candidate
pairs conditioned on syntactic features improves re-
lation ranking by 68% relative increase measured by
AUCiP/R and by 60% for TAP-10, with respect to a
baseline method that conditions solely on the distri-
bution of the type of entities.
We have suggested and implemented methods
which profit from the document as a discourse en-
tity. Discourse has hardly been investigated for im-
proving Text Mining before. We show that our
method, which expands and filters acronyms, im-
proves term recognition and interaction detection by
12% in terms of AUCiP/R and TAP-10. Our re-
search on discourse also shows that document-level
discourse characteristics improve term recognition
and Text Mining. As future research, we plan to
integrate syntactic evidence and surface-based ap-
proaches for relation mining into annotation tools
for the support of biomedical database curators.
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Abstract
The paper presents the first results of
terminology extraction from hospital dis-
charge documents written in Polish. We
describe our approach to the extraction
task which consists of two steps. The first
one identifies candidates for terms, and is
supported by linguistic knowledge. The
second step is based on statistics, consist-
ing in ranking and filtering candidates for
domain terms with the help of a C-value
method. In order to count the frequencies
of phrases, we decided to use their artifi-
cial base forms. Finally, we describe the
results and their evaluation.
1 Introduction
Terminology extraction is the process of identi-
fying domain specific phrases (terms) from texts.
It is a crucial component of more advanced tasks
like: building ontologies for specific domains,
document indexing, construction of dictionar-
ies and glossaries. Several approaches to au-
tomatic terminology extraction are discussed in
(Pazienza et al., 2005). Terminology extrac-
tion usually consists of two steps. The first
one identifies candidates for terms, and is usu-
ally supported by linguistic knowledge. The sec-
ond step, based on statistics, consists in ranking
and filtering candidates for domain terms. Al-
though there are also approaches in which can-
didates are just n-grams, e.g. (Wermter and
Hahn, 2005), in most approaches, linguistic in-
formation is used. For example in (Savova et
al., 2003) the terminology extraction was done
on fully syntactically parsed texts. Polish is
a highly inflectional language so we decided to
make use of linguistic knowledge to identify can-
didates for terms. As there is no Polish parser
robust enough to parse specific texts we deal
with, we decided to define a shallow grammar
which recognizes noun phrases (like in (Frantzi
et al., 2000)).
In our experiment we analyzed two sets of
data containing hospital discharge documents.
They were collected from two wards of a chil-
dren’s hospital. The first set of data consists
of 116 documents (about 78,000 tokens) con-
cerning patients with allergies and endocrine
diseases. The second set contains 1165 docu-
ments from a surgical ward (more than 360,000
tokens). Our goal was to create a data set
which could serve for labeling clinical docu-
ments. Thus, we not only wanted to recognize
important terms, but also the exact ways they
are expressed in real life clinical documents.
Using already defined terminology resources
is not easy as frequently they do not contain
the exact terms which are needed in the specific
task. For example, one of two Polish equiva-
lents of the MESH thesaurus (http://slownik.
mesh.pl) lists 154 terms (only lemmas) in which
the word badanie ‘examination’ occurs but there
is no term badanie USG. Only one subtype
of this kind of an examination is mentioned:
Badanie USG prenatalne ‘Ultrasonic Prenatal
Diagnosis’.
2 Text characteristics
The collected hospital documents were origi-
nally written in MS Word. They were converted
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into plain text files to facilitate their linguistic
analysis. Information serving identification pur-
poses was substituted with symbolic codes.
The vocabulary of the clinical documents
is very specific, and significantly differs from
general Polish texts. In medical data there
are many abbreviations and acronyms, some of
them are in common use: RTG or godz ina—
‘hour’, but many of them are domain dependent.
For example, por. in everyday language means
porównaj ‘compare’, but in medical domain it
abbreviates poradnia ‘clinic’. Moreover, many
diagnoses or treatments are written in Latin,
e.g., immobilisatio gypsea ‘immobilization with
gypsum’.
Another problem in analyzing clinical data
are misspelled words. As they are not meant
to be published, these documents are not very
well edited. Despite spelling correction being
turned on, there are still some errors observed,
mainly in words out of the standard editor dic-
tionary, like echogeniczności ‘echogenicity’ mis-
spelled as echiogeniczności, echogenicznosci and
echogenicznośąci.
At the first processing step we annotated
the data with morphological information. Each
word is assigned its base form, part of speech,
and complete morphological characterization.
The annotation is done by the TaKIPI tagger
(Piasecki, 2007) that cooperates with the Mor-
feusz SIAT morphological analyser (Woliński,
2006) and the Guesser module (Piasecki and
Radziszewski, 2007) that suggests tags for words
that are not in the dictionary. To correct
Guesser ’s suggestions and some systematic tag-
ging errors, we manually prepared a set of global
correction rules that work without context. So
they eliminate only evident errors. Finally we
removed improperly recognized sentence end-
ings after abbreviations, and added end of sen-
tence tags at the ends of paragraphs.
3 Phrase selection
What is common to all domain vocabularies is
that the vast majority of terms are noun phrases.
Although in some approaches. e.g. (Savova et
al., 2003), verbal phrases are also taken into ac-
count, as terminology vocabularies usually con-
tain nominalized version of such terms we de-
cided not to analyze verbal constructions. The
internal structure of terms can vary, but not all
types of nominal phrases are likely to constitute
terminological items. In Polish, domain terms
most frequently have one of the following syn-
tactic structures:
• a single noun or an acronym, e.g. an-
giografia ‘angiography’, RTG ;
• a noun followed (or, more rarely, pre-
ceded) by an adjective, e.g. granulocytyn
obojętnochłonneadj ‘neutrofils’, białeadj
krwinkin ‘white cells’;
• a sequence of a noun and another noun
in genitive, e.g. biopsjan,nom tarczycyn,gen
‘biopsy of thyroid’;
• a combination of the last two struc-
tures, e.g. gazometrian,nom krwin,gen tętni-
czejadj,gen ‘arterial blood gasometry’.
The rules become more complicated as one
wants to take into account additional features
of Polish nominal phrases:
• word order: as Polish is a relatively free or-
der language, order of phrase elements can
vary;
• genitive phrase nesting: the sequences of
genitive modifiers can have more than two
elements, e.g. wodonercze niewielkiego
stopnia dolnego układu podwójnego nerki
prawej ‘mild hydronephrosis of the dupli-
cated lower collecting system of the right
kidney’;
• coordination: some terms include coordi-
nation (of noun or adjectival phrases), eg.
USG naczyń szyjnych i kręgowych ‘ultra-
sound of the carotid and vertebral vessels’,
zapalenie mózgu i rdzenia ‘inflammation of
brain and medula’;
• prepositional phrases: there are also terms
like witaminy z grupy B ‘vitamins of the B
group’ including prepositional phrases in-
side.
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In our work we account for all of the nominal
phrase types described above, except those in-
cluding prepositional phrases and nominal coor-
dination. To recognize them, we defined a shal-
low grammar consisting of a cascade of five sets
of rules being regular expressions in which mor-
phological information is used.
Applying the set of rules to our data resulted
in a subset of phrases which we considered non-
domain terms. These were phrases beginning
with modifiers describing that a concept repre-
sented by a subsequent subphrase is occurring,
desired or expected, e.g. (w) trakcien choroby
‘during illness’. To eliminate such phrases we
defined a set of words which were to be ignored
during phrase construction. The words belong
to the following three classes:
• general time or duration specification, e.g.
czas ‘time’, miesiąc ‘month’ ;
• names of months, weekdays;
• introductory/intension specific words, e.g.
kierunek ’direction’, cel ‘goal’.
4 Term identification
The set of phrases constitute input data for the
term selection algorithm. The analyzed texts
are very concise as physicians report only the
most important facts there. Thus, nearly all
extracted nominal phrases are domain related.
But there is still need for both ordering phrases,
and, what is more important in this particular
case, identification of terms which are used in-
side larger phrases (subphrases) but rarely or
even never in isolation. For example, pęcherzyk
żółciowy ‘gall bladder’ occurs usually with an
adjective describing its condition. One of the
most popular solutions to this problem is that
proposed by (Frantzi et al., 2000), (Barrón-
Cedeno et al., 2009). Comparisons to other
term extraction methods, done among others
in (Korkontzelos et al., 2008), showed that
termhood-based methods outperform unithood-
based methods in the biomedical domain. Also
in (Pazienza et al., 2005) the C-value method
which is based on frequency measure was judged
to be better suited for term identification than
mutual information or Dice Factor describing
the degree of association measures.
In our approach, we adopted the solution pre-
sented in (Frantzi et al., 2000). So, all phrases
are assigned a C-value which is computed on the
basis of the times of their occurrences within
the text and their length. As we also wanted
to take into account phrases of the length 1, for
one word phrases we replace the logarithm of
the length (used in the original solution) with
the constant 0.1. By subphrases we do not mean
every substring of a phrase, but only those se-
quences of phrase elements which would be ac-
cepted by our grammar as a correct nominal
phrase. This slightly modified definition of C-
value is given below (p – is a phrase under con-
sideration, LP is a set of phrases containing p):
C(p) =

lc(p) ∗ freq(p)− 1‖LP‖
∑
freq(lp),
if ‖LP‖ > 0, lp ∈ LP
lc(p) ∗ freq(p),
if ‖LP‖ = 0
where lc(p) = log2(length(p)) if length(p) > 1
and 0.1 otherwise;
In order to evaluate the above equation, the
operation of identifying phrases nested within
other phrases is crucial. For inflectional lan-
guages, different forms of a word can vary signif-
icantly and finding repeating subphrases cannot
be done by just matching the strings. For ex-
ample, in zakażenia wirusem grypy ‘influenzagen
virusdat infectiongen’ we should recognize the
term zakażenie wirusem grypy and its three sub-
phrases: wirus grypy, wirus and grypa. None
of them directly matches with the considered
phrase. Lemmatization of the entire phrase does
not help significantly, as the base form of the
given phrase is zakażenie wirusem grypy. To
overcome this problem we decided to transform
the identified phrases into artificial base forms
being sequences of lemmas of phrase elements.
In the cited example, such an artificial lemma is:
zakażenie wirus grypa ‘infection virus influenza’.
In this sequence all above subterms (converted
into thier artificial base forms) can be found eas-
ily. Our approach is much easier and more ro-
bust than a formally correct one. This solution
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can, although rarely, have an influence on the
results, as in some cases, artificial base forms
are equal, although real base forms are not. It
may happen due to:
• differences in numbers of genitive sub-
phrases e.g. zapalenie ucha ‘ear inflamma-
tion’ vs. zapalenie uszu ‘ears inflammation’;
• the same base forms of adjectives in differ-
ent degrees (small, smaller);
• negated and positive forms of adjectival
participles, e.g. powiększony/niepowięk-
szony ‘increased’/’not increased’, both have
the lemma powiększyć ‘increase’inf .
• gerunds and participles have infinitives
as their base forms, so e.g.: phrases
uzgodnienieger terminu ‘agreement of date’
and uzgodnionyppas termin ‘agreed date’
have the same artificial base form uzgodnić
termin.
5 Results
The term extraction procedure was conducted
on the two data sets separately, and combined
together. First, nominal phrases were extracted
using the shallow grammar. The number of
phrases and the distribution of their length and
frequencies are given in Table 1 and 2.
Table 1: Distribution of phrase lengths
phrase data set common
length o1 surgery o1+surgery nb %∑
3824 9956 12498 1281 12.8
1 1357 2229 2879 707 31.2
2 1507 3862 4946 422 10.9
3 678 2389 2950 117 4.9
4 208 1022 1205 25 2.5
5 56 336 384 8 2.4
>5 18 118 134 2 1.7
max 9 8 9 6 -
The ordered lists of terms were obtained from
the sets of phrases using C-value. To balance
the inequality in the size of the two datasets
coming from different hospital wards, in the ex-
periment in which both datasets are combined,
we adjusted the frequencies over 5 by dividing
freq(p) by log5freq(p). Table 3 shows the dis-
tribution of the C-value.
Table 2: Distribution of phrase frequencies
phrase data set
freq o1 surgery o1+surgery∑
3824 9956 12498
=1 2045 5778 7120
2-10 1333 3190 4076
11-50 310 678 922
51-100 69 115 145
101-1000 67 168 207
1000- 0 27 28
The strategy of promoting subphrases on the
basis of the occurrences of the phrases they are
part of, can sometimes lead to undesirable re-
sults. One example of such a phrase which
gained a very high C-value is karta informa-
cyjna leczenia ‘treatment information card’ be-
ing a subphrase of the sequence karta infor-
macyjna leczenia szptialnego ‘hospital treatment
information card’. In surgical data it occurred
1164 times in this phrase and once in a longer
phrase poprzednia karta informacyjna leczenia
szpitalnego ‘previous hospital treatment infor-
mation card’. For the C-value counting algo-
rithm this meant two different contexts in which
this phrase appeared, and resulted in the sixth
top value for the phrase which did not occur in
the data and is probably not used at all. To get
rid of such cases we introduced a slight mod-
ification to the algorithm which was aimed in
lowering the number of different subphrases in
cases where context does not differ in the ad-
jacent element. The C 1 value is counted bas-
ing on the maximum of the different direct left
and right one-word contexts counted separately.
For the cited example we obtained the proper
0 C-value. This strategy however did not elim-
inate all “unfinished” phrases and yielded only
a slight lowering of their score, e.g. from 324 to
216 for USG jamy ‘USG of cavity’ in surgical
data (for 431 occurrences in context and one in
isolation recognized because of a spelling error
in the word brzusznej ‘abdominal’).
Finally we compared the terminology ex-
tracted from medical data with phrases ex-
tracted from the general corpus of the Polish
language—processed and ranked using the same
tools. In the experiment we used the man-
ually annotated, balanced 1-million word sub-
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Table 3: C-value distribution
standard C-value
terms data set
freq o1 surgery o1+surgery/5∑
3824 9956 12497
c>0 3044 6910 98905
0<c<1 1002 407 2455
c=1 550 2304 1599
c>1 1492 4199 5727
Table 4: C1-value distribution
C 1
terms data set
freq o1 surgery o1+surgery/5∑
3824 9956 12497
c>0 2663 6611 8455
0<c<1 760 1238 1713
c=1 1708 1257 1764
c>1 1333 4116 4978
corpus of the NKJP: National Corpus of Pol-
ish (Przepiórkowski et al., 2012). Then we
selected terms identified in NKJP and medi-
cal data: surgery and o1 separately. Table
5 shows how many terms are recognized in
both corpora (NKJP and the medical one) and
the number of terms that have a higher C-
value in the NKJP data. The longest com-
mon phrases have 3 words. Multi-word terms
that have a C-value higher in NKJP data ac-
count for less than 2% of multi-word terms for
o1 data and about 1% for surgery data. More-
over most of multi-word terms with a higher
C-value in NKJP are related to the medical
domain, e.g.: poradnia zdrowia psychicznego
‘mental health clinic’, przewód pokarmowy ‘gas-
trointestinal tract’, oddział intensywnej terapii
‘intensive care unit. But of course there are
also terms that are common in everyday lan-
guage like: numer telefonu ‘telephone number’
or drugie danie ‘second dish’.
Table 5: Comparison with general corpus
Terms o1 surgery
common with NKJP 544 779
1-word 459 635
multi words 85 144
C-value greater in NKJP 408 554
1-word 359 475
multi words 49 79
6 Evaluation
We performed two tests to evaluate the results
of the extraction procedure. The first test was
aimed at checking the initial list of nominal
phrases extracted. It involved the manual indi-
cation of terminology in documents and check-
ing how many of these terms were present in
the extracted lists of phrases. As the documents
from the first set of data are on average 2 times
longer than those from the second set, we chose 2
and 4 documents for the evaluation respectively.
The test was performed by 2 annotators (in-
volved in the experiments) and results are given
in Table 6. As the differences between annota-
tors show, the basic problem of this task was
to decide what kind of phrases constitute termi-
nology. Sometimes only bounders of the indi-
cated phrase were different, e.g: nieco obniżony
parametr układu czerwonokrwinkowego ‘slightly
decreased parameter of red blood cell system’
was recognized by the first annotator, while the
second annotator did not include the word nieco
‘slightly’ in the phrase. The first annotator rec-
ognized 43 terms in the first dataset that were
absent from the automatically prepared list for
the following reasons: lack of grammar rules rec-
ognizing the coordination of nominal phrases –
4 errors; lack of other grammar rules – 6; tag-
ging errors – 19; problems with rules containing
abbreviations and their classification 14.
Table 6: Phrases in texts
1st set of documents (o1)
1st annot. 2nd annot. common
nb of phrases 232 236 192
nb of extr. phr. 189 179 160
% of extr. phr. 81.4 75.8 83.3
2nd set of documents (surg.)
1st annot. 2nd annot. common
nb of phrases 177 169 139
nb of extr. phr. 142 133 113
% of extr. phr. 80.2 78.7 81.3
The second test indicates how many good ter-
minological phrases are at the top, in the mid-
dle and at the end of the lists of terms ordered
from the highest to the lowest score of C-value.
From each part of the lists we selected 50 and
150 phrases for the first and the second datasets
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respectively. Then the phrases were judged by
the two annotators, if they belong to the ter-
minology or not. The results of the evaluation
are given in Table 7. As it can be seen even the
last section of the list contains more than 70%
of proper terms. Not all phrases from the top
part of the lists were classified as terms. In the
first set of documents for the C-value method,
the semantically odd phrases: USG jamy ‘USG
of cavity’ and infekcja dróg ‘infection of tract’
were rejected by the annotators from the top
part of the list (they do not occur in the top of
C 1 set). The influence of the C 1 correction is
better seen on the second, larger data set.
Table 7: Phrases considered as terms
C - 1st set (o1) C 1 - 1st set (o1)
1st annot. 2nd annot 1st annot. 2nd annot
nb % nb % nb % nb %
t 48 96.0 48 96.0 49 98.0 48 96.0
m 47 94.0 46 92.0 45 90.0 45 90.0
e 37 74.0 41 82.0 38 76.0 40 80.0
C - 2nd set (surg). C 1 - 2nd set (surg).
1st annot. 2nd annot 1st annot. 2nd annot
nb % nb % nb % nb %
t 141 94.0 141 94.0 147 98.0 146 96.7
m 126 84.0 122 81.3 125 83.3 120 80.0
e 109 72.7 120 80.0 105 70.0 108 72.0
7 Conclusions
The analysis of the selected set of docu-
ments confirmed the observation that clinical
texts contain practically only domain specific
knowledge—nearly all correct phrases extracted
by the grammar are domain related. Thus, fil-
tering the results by comparing the occurrences
of phrases to their frequencies in the general
corpora cannot improve the results. The per-
formed evaluation showed that proper morpho-
logical tagging is crucial for the selected ap-
proach. The C-value approach turned out to be
useful for recognizing terms being subphrases al-
though the order imposed by the coefficient val-
ues is of limited use. For clinical texts the crite-
ria for term isolation have to be further refined
as syntactically correct subphrases often do not
form separate terms.
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Abstract
Mutation grounding is an automated process
which links mutation annotations to specific
protein sequences and their variants. This
is a non-trivial algorithmic task and a num-
ber of approaches have been developed, albeit
the scalability of existing implementations is
still an issue hindering their adoption. In this
work we transform a proof-of-concept muta-
tion grounding prototype showing acceptable
performance on a modest homogeneous cor-
pus, into a robust system capable of process-
ing a wide range of publications with high pre-
cision and recall through rational redesign of
the algorithm.
1 Introduction
Mutation extraction systems designed to mine
biomedical literature for mutation mentions were
first reported in (Horn et al., 2004) and studies lever-
aging such tools are now relatively commonplace
(Baker and Rebholz-Schuhmann, 2009; Baker et al.,
2011). However, most of the systems are still in
prototype phase and only a subset carry out muta-
tion grounding, a process linking mutation mentions
in texts to the corresponding database identifiers of
the protein or gene that was mutated. The specific
task of mutation grounding algorithms is to find, in
a sequence database, the exact sequence referred to
in the text and to do this by verifying whether the
exact positions and identity of the wild-type amino
acid residues, described in the texts, are found on
the candidate sequence. Only then can a mutation
mention be said to be grounded.
Frequently, accession numbers of proteins are
omitted from papers and the declared coordinates of
a mutation on a protein sequence do not always cor-
respond to actual locations on the protein sequence,
i.e. a different numbering scheme is used to report
the mutations in a publication. The difference be-
tween the coordinates of the actual mutation and the
coordinates reported in a paper is referred to as an
offset, a feature that must be determined dynami-
cally during the mutation grounding procedure. A
‘zero‘ offset means no correction is required to the
numbering scheme used in the paper.
In (Laurila et al., 2010), a proof-of-concept pro-
totype of a mutation grounding system is described,
that grounds mutation entities from texts to Swis-
sProt identifiers of proteins and specific positions on
the corresponding protein sequences. The system
works on full texts and does not have any restrictions
on protein or organism types. The system achieved
decent performance on 4 corpora for 7 different pro-
teins: precision 0.84 and recall 0.65. Despite the
encouraging initial results, testing the prototype, as
a part of a scale up exercise, on the larger corpus
where mutations need to be grounded to 91 differ-
ent UniProt identifiers, revealed some severe perfor-
mance problems, with precision and recall reaching
only 0.35 and 0.14 respectively. We investigated
which general and implementational limitations of
this approach lead to the decrease in performance
on a larger corpus and have addressed these prob-
lems in a next generation version of the system. The
new mutation grounding system described in this pa-
per outperforms the initial prototype with precision
0.89 and recall 0.88.
2 Methods
We briefly recapitulate here the workflow of the
original prototype as described in (Laurila et al.,
2010). Entities – proteins, organisms, and mutations
– are extracted from the text to be processed. For the
entity recognition task GATE (Cunningham et al.,
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2002) is used in combination with custom curated
gazetteer lists extracted from SwissProt. Mappings
between SwissProt IDs and protein/gene names, or-
ganism names, and amino acid sequences are im-
ported from SwissProt into a local database named
Mutation Grounding Database (MGDB), for later
use in the core grounding steps. Mutation mentions
are extracted with the help of the MutationFinder
system (Caporaso et al., 2007). The core mutation
grounding steps are as follows. (1) Candidate Swis-
sProt IDs are retrieved from MGDB. (2) The pro-
tein mention number filter filters all SwissProt IDs
of proteins which occur most frequently in the doc-
ument. (3) The SwissProt IDs which are not related
to identified organisms, based on the mapping stored
in the MGDB, are removed from the list of can-
didates by the organism filter. (4) In the position
alignment step the mutations extracted from the text
are mapped onto the candidate sequences retrieved
from MGDB along with SwissProt IDs. The algo-
rithm tries to map the maximal number of mutations
from the text onto a candidate sequence by guessing
an appropriate residue numbering offset. The output
of the algorithm is the SwissProt ID and the corre-
sponding sequence onto which most mutations are
grounded, which is considered to be the sequence of
the wildtype protein described in the document. (5)
Mutation mentions that do not match the sequence
are discarded and, in cases where two sequences are
identified, the sequence imposing a smaller position
numbering offset is chosen.
2.1 Limitations of a first generation mutation
grounder
Our goal was to improve upon the previous mutation
grounding algorithm. Our investigation started with
a test of the original mutation grounding prototype
on a corpus composed of extracts from EnzyMiner
(Yeniterzi and Sezerman, 2009) and a recent version
of KinMutBase (Ortutay et al., 2005) which includes
both published and unpublished subsets. The perfor-
mance was very low, with precision 0.35 and recall
0.14.
We conducted an analysis of multiple false pos-
itives and negatives and identified the follow-
ing architectural and implementational limitations.
(1) Due to the high numbers of false positives in
protein recognition, the protein mention number fil-
ter often wrongly filters out good protein candidates
when many mentions of incorrect proteins are iden-
tified. (2) The restriction to recognize only protein
names of length greater than 3 letters is too strong,
as many proteins have short names. (3) Only pro-
teins from the SwissProt database – the curated sub-
set of the UniProt database – are used for grounding,
whereas proteins studied in several papers from the
corpus are in TrEMBL – the much larger TrEMBL
subset of UniProt. (4) The architecture of the pro-
totype uses a naive assumption that the text being
processed is about one single protein, which signif-
icantly reduces the algorithm’s applicability. Also,
at least two point mutations are required as input
for the sequence alignment algorithm, whereas cases
with single mutation grounded to a protein and doc-
uments with single mutations cannot be correctly
processed by the original algorithm.
2.2 Revised architecture
The approach we adopt in the new generation of the
grounding system is based on identifying many el-
igible candidate mutation-protein pairs and subse-
quent filtering of these pairs based on multiple cri-
teria. The limitations of the original implementa-
tion discussed above can be explained by the insuf-
ficient selectivity of the filters implemented in the
prototype; namely, source organism filter and pro-
tein name count filter. In order to increase the overall
performance and overcome the existing limitations,
we extended the approach by relaxing the restric-
tions on initial candidate generation, which is then
compensated by using more textual context- and do-
main knowledge-based features for the disambigua-
tion during the later processing stages. More specif-
ically, we make the following assumptions. (1) The
entity recognition procedure for proteins, genes,
mutations and organisms should be biased towards
higher recall. Additional filtering should be used
to compensate for the loss of precision. (2) Short
protein and gene names should be allowed. (3) The
whole TrEMBL subset of UniProt should be used
as the primary source of protein names, identifiers
and sequences. (4) Multiple proteins may be studied
in a publication. (5) Proteins featuring single point
mutations have to be considered also. (6) Authors
of the document are likely to use the same number-
ing scheme for all mutations made to a given pro-
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tein. Counter-examples of this rule of thumb are ex-
tremely rare – we have only encountered one such
document in our experiments.
2.2.1 Algorithm
Our new mutation grounding procedure works as
follows.
(1) Entity extraction. Before the grounding of mu-
tations starts, all mutation mentions together with
protein, gene and organism names are identified
throughout the text.
(2) UniProt ID candidate retrieval. We have
merged the organism filter with UniProt ID candi-
date retrieval. Now protein and gene names are
paired with all identified organisms and each such
pair is mapped to the related protein UniProt IDs and
the corresponding reference sequences. If no organ-
ism is mentioned in the text, “human” is used as a
default. A UniProt ID is eligible if the name in the
UniProt record starts with the string identified as the
protein name in the text, e.g., IDs for both “Carbonic
Anhydrase I” and “Carbonic Anhydrase II” will be
considered if “Carbonic Anhydrase” is found in the
text. This is necessary to prevent the loss of recall
on cases when authors use shorter forms of protein
names after introducing the full name.
The result of this step is a pool of UniProt IDs, along
with sequences, protein/gene names and organism
names.
(3) Position alignment. In this step, mutations ex-
tracted from the text are mapped onto the candidate
sequences retrieved in the previous step. For mul-
tiple mutations on one protein, we use the align-
ment algorithm from (Laurila et al., 2010) without
any changes. The output of the algorithm is a list
of grounding candidates that are triples consisting
of protein IDs, sets of mutations and numeric offsets
that have to be applied to align the residue numbers
in the mutation mentions in order to make them ap-
plicable to the protein sequences.
(4) Generation of additional candidates by align-
ment of singular point mutations. Grounding can-
didates for singleton point mutations are identified
with the following rules.
(4.1) If only one mutation is identified in the text
being processed, we test this mutation against
all available protein sequences from previous
step. If the wildtype residue of the mutation
corresponds to the amino acid in a protein se-
quence in exactly the same position as speci-
fied in the mutation mention, we consider the
mutation-protein pair a legitimate candidate.
This approach obviously fails in cases when
non-standard residue numbering is assumed in
the text. However, such cases are relatively
rare and the impact on the overall performance
is minimal. Also, the relatively low probabil-
ity of false positives due to incidental match of
residues, which can be roughly estimated as at
most 8%, depending on the amino acid (Brooks
et al., 2002), ensures that the negative effect on
the precision is tolerable.
(4.2) A slightly more liberal candidate generation
scheme is used for documents with multiple
mutations. We first try to align as many non-
singleton sets of point mutations as possible,
and then reuse all the residue numbering offsets
to try to align the remaining sigular mutations.
This approach is based on our simplifying as-
sumption that the residue numbering schemes
are used in papers consistently.
(5) Calculating scores. Since our analysis has iden-
tified the protein mention number filter as a perfor-
mance problem, we replace it by a scoring approach
which combines several features in order to deter-
mine the relevance of candidates. The following set
of features is generated for each candidate triple con-
taining a protein ID, a set of aligned mutations and
the corresponding offset.
Feature f1: the number of protein/gene mentions in
the document. This feature was realized as the pro-
tein mention number filter in the prototype system
and introduced as a feature in the scoring algorithm
of the new generation system.
Feature f2: the number of protein/gene mentions ex-
actly matching some names in the UniProt database,
so that, for example, “Carbonic Anhydrase II”
is counted, whereas “Carbonic Anhydrase” is not
counted. This feature allows prioritisation of can-
didates with directly mentioned proteins.
Feature f3: the number of protein/gene synonyms
used in the text. The more synonyms used to refer
to a protein, the higher it scores. This heuristic is
based on the idea that an entity mentioned in text in
different ways is likely to be highly relevant to the
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topic of the document.
Feature f4: the number of mentions of the organism
in the document.
Feature f5: the number of co-occurences of the pro-
tein/gene and organism mentions. We say that two
entities co-occur if they are mentioned in the same
sentence.
Feature f6: the number of co-occurences of the pro-
tein/gene and members of the mutation set.
Feature f7: the number of aligned mutations in the
candidate triple.
Feature f8: if the offset is 0, the value of the feature
is 1, and is 0 otherwise. This allows for prioritization
of candidates with an offset of 0.
Feature f9 (based on the source of protein informa-
tion): if the UniProt ID is from SwissProt, the value
of the feature is 1, and is 0 otherwise.
Before combining all the features in one scoring for-
mula, their values are normalized by dividing them
by their maximal values to ensure their values range
in [0, 1]. This is done to simplify intuitive assign-
ment of weights to the features: the comparison
of weights assigned to features directly reflects the
relative importance of the features. The combined
score of a grounding candidate is calculated as the
sum of weighted normalized features.
(6) Ranking candidates. In this step, our algo-
rithm ranks the available candidates according to
their combinded scores and selects all candidates
with the maximal score values, temporarily discard-
ing all the others. In rare situations when there are
several candidates with the same maximal score, we
select one of them as follows: we prefer candidates
with larger mutation sets and smaller sequence num-
bering offsets. If there is still ambiguity, one candi-
date is selected randomly and added to the output.
(7) Grounding the remaining mutations. In this step
we check if there are any mutations that are still not
grounded (not present in the results) by the previ-
ous step, and then select all candidates discarded by
the previous step containing such ungrounded mu-
tations, arranging them in a ranked list again, and
repeat the selection process. This is done until the
algorithm exhausts the set of mutations or the set of
candidates.
2.2.2 Implementation
The high-level organisation of the mutation ex-
traction and grounding system remains the same as
in the original prototype, as described in (Laurila et
al., 2010). Due to space limitations we have omitted
details of implementation changes. These are de-
scribed in full in (MGD, 2012).
The new system was tuned manually on the devel-
opment corpus by running the system with initially
uniformely weighted scoring features, followed by
a series of about 30 runs with a greedy strategy.
The final feature values are as follows. The high-
est weight 9 is given to f7 – the number of simulta-
neously aligned mutations in a grounding candidate
triple. The weight of f9 – SwissProt vs. TrEMBL
– is 1.9. The third most important feature f2 – the
number of precise matches for protein names from a
candidate triple with names in UniProt – gets 1.6. f4
– number of organism mentions – and f8 – zero off-
set feature – have weight 1.5. All the other features
are given the same weight 1.
2.3 Development Corpus
To support our system development, we created a
manually curated corpus (to be described in a forth-
coming publication) comprising 38 full text docu-
ments randomly selected from the EnzyMiner (Yen-
iterzi and Sezerman, 2009) abstract database. In
what follows, we refer to it simply as the “En-
zyMiner corpus”. The corpus was originally created
for mutation impact extraction, so it only contains
information about mutations whose impact is stud-
ied, which potentially creates a problem for the use
of the corpus for benchmarking mutation ground-
ing because there may be other mutations associated
with specific proteins but not with impacts. The use
of an incompletely annotated corpus can lead to sit-
uations where correct groundings by our system are
not in the corpus annotation and, therefore, have to
be considered false positives. This may distort both
precision and recall estimation. To avoid this, we
only compute our performance metrics on the sub-
sets of mutations mentioned in the annotations.
2.4 Evaluation Corpora and Methods
In order to compare the new generation muta-
tion grounder with the orginal prototype, we used
the same corpora as in (Laurila et al., 2010) –
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Haloalkane Dehalogenases (DHLA) and extracts
from COSMIC (Forbes et al., 2010) for three target
proteins corresponding to genes FGFR3, MEN1 and
PIK3CA.
In addition, we selected 201 annotated documents
from the KinMutBase (Ortutay et al., 2005) database
and 200 documents from the unpublished section
of KinMutBase according to the following criteria:
only publicly available documents that could be con-
verted to plain text (UniCode) were selected. We
additionally curated the selection by running Muta-
tionFinder, which is a reliable tool for this purpose
due to its very high recall, and comparing the re-
sults with the annotations in the database. Based on
this comparison, we discarded about 140 documents
that appear annotated with protein-level mutations
that are not mentioned directly, although this may
be due to the manual translation from SNPs made
by the curators. The final size of the corpus is 255
documents.
The statistics for the evaluation corpora are given
in Table 1.
Corpus size UniProt IDs Mutations
EnzyMiner 38 49 176
KinMutBase 255 42 624
DHLA 13 4 52
PIK3CA 30 1 169
FGFR3 26 1 175
MEN1 7 1 22
Table 1: Corpus Statistics.
We use two standard measures for performance
evaluation: precision, defined as the fraction of cor-
rectly grounded mutations (true positives) over all
grounded mutations (true positives + false posi-
tives), and recall, defined as the fraction of correctly
grounded mutations over all mutations in the gold
standard (true positives + false negatives). A muta-
tion is considered correctly grounded if it is mapped
to a sequence corresponding to the UniProt ID speci-
fied by the corresponding gold standard corpus. This
definition accomodates UniProt IDs associated with
multiple isoforms.
We present our evaluation results using micro av-
eraging that treats the whole corpus as one large
document: it calculates global recall and precision
over all evaluated instances.
3 Results
3.1 Evaluation results
We present the results of the evalution of the new
system on both the development and evaluation cor-
pora in Table 2.
Original prototype New system
Precision Recall Precision Recall
EnzyMiner 0.31 0.12 0.75 0.72
KinMutBase 0.36 0.14 0.92 0.92
DHLA 0.83 0.73 0.96 0.94
PIK3CA 0.86 0.70 0.98 0.81
FGFR3 0.89 0.66 0.27 0.25
MEN1 0.54 0.32 0.54 0.52
Total (w/o EnzyMiner) 0.64 0.35 0.82 0.77
Table 2: Evaluation results (micro averaging).
To evaluate the effects of some of the least ob-
vious changes in the system design, we ran four
tests with the corresponding implementational fea-
tures switched off. Firstly, we excluded grounding
to TrEMBL, so that only SwissProt IDs are used for
grounding. Secondly, we switched off grounding to
multiple proteins. Thirdly, the grounding of singu-
lar mutations was turned off. Lastly, we turned off
all these features and left only the score based rank-
ing (which is a core component and can not be ex-
cluded). Table 3 shows the results of these tests and
compared to the results in Table 2, where all these
features were activated.
Only SwissProt w/o Mult. Prot. w/o Single Mut. Only Ranking
P R P R P R P R
EnzyMiner 0.55 0.53 0.73 0.66 0.75 0.72 0.52 0.49
KinMutBase 0.93 0.93 0.93 0.91 0.91 0.86 0.80 0.77
DHLA 0.96 0.94 0.96 0.94 0.96 0.94 0.96 0.94
PIK3CA 1.0 0.77 1.0 0.77 0.98 0.77 0.98 0.80
FGFR3 0.96 0.87 0.24 0.21 0.23 0.21 0.89 0.80
MEN1 0.52 0.50 0.55 0.50 0.52 0.50 0.55 0.50
Total (w/o
EnzyMiner)
0.94 0.89 0.82 0.76 0.81 0.73 0.84 0.78
Table 3: Significant changes in performance highlighted.
Compare with results of the new system in Table 2.
3.2 Availability and deployment
The system is publically available as a compiled
Java library (MGJ, 2012) and through a web demo
(MGD, 2012) .
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4 Discussion
The prototype discussed in (Laurila et al., 2010)
delivers only 0.35 precision and 0.14 recall on the
merged KinMutBase- and EnzyMiner-based cor-
pora, due to the limitations discussed in Section 2.1.
The new system dramatically outperforms the proto-
type on the KinMutBase- and EnzyMiner-based cor-
pora with micro averaged precision 0.89 and recall
0.88, and on the evaluation corpora with precision
0.82 and recall 0.77.
The reasons for the failures that provide some
room for future work can be summarised as follows:
(1) 7 failures are due to protein name variations.
(2) 2 cases when the organism mention in the text
does not precisely match the MGDB entry. (3) 1
case when organism is never mentioned in the text
explicitly – the human annotator (correctly) guessed
the organism from the context. (4) Imperfect rank-
ing of candidates.
Our new algorithm has good performance on sin-
gleton mutations. There are 22 (out of the 255) doc-
uments in the KinMutBase-based corpus and 8 (out
of the 38) documents in the EnzyMiner-based cor-
pus where MutationFinder found only one mutation
illustrating that most papers report multiple muta-
tions. Moreover 73% of them were grounded cor-
rectly.
The performance of mutation grounder is notice-
ably lower on the EnzyMiner-based corpus than
on the KinMutBase texts (see Table 2). This can
be explained by complexity (heterogeneity) of the
Enzyminer-based corpus which includes: (1) pro-
teins from TrEMBL; (2) proteins associated with
various mutations, including situations when the
same mutation is applied to multiple proteins in the
same document; (3) documents with different muta-
tion offsets; (4) proteins with only single mutations
applied to them.
The EnzyMiner corpus provides the curated off-
sets for mutation positions in the notation used in the
texts, which allows more precise testing. In all the 7
documents with non-zero sequence numbering, our
system correctly identified the offsets.
Testing the system with some of the new key
features turned off, whose results are given in Ta-
ble 3, did not present any surprises and, overall, con-
firmed the importance of these features for perfor-
mance. Excluding TrEMBL as a source of informa-
tion about proteins resulted in a noticeable decrease
in performance on the EnzyMiner corpus. The re-
call and precision on the FGFR3 corpus improved
from 0.25 to 0.87 and from 0.27 to 0.96 respec-
tively. This is because the protein candidate from
TrEMBL that beats better candidates from Swis-
sProt, is excluded. Running the system without
grounding to multiple proteins also resulted in lower
performance on the EnzyMiner corpus which has
11 documents discussing multiple proteins. Finally,
when the grounding of single mutations is switched
off, the system fails on 22 documents of the Kin-
MutBase corpus where single mutations per protein
are identified. This decreased the recall from 0.92
to 0.86 and precision from 0.92 to 0.91. The deacti-
vation of all the extensions, except the scoring fea-
ture, shows that the substitution of the protein men-
tion number filter with the scoring procedure had
the most significant positive impact on performance
(compare column 4 in Table 3 with each column in
Table 2). Note that total (w/o EnzyMiner) perfor-
mance of the system in this test (column 4 in Table 3)
is higher than the performance of the final version of
the system (column 2 in Table 2) where all the exten-
sions are activated. Our preferred implementation
of the grounding algorithm, with all features acti-
vated, has approximately equivalent performance to
the best performing configuration of the algorithms
on the test corpora, albeit the performance was 1-
2% less. Our preference for the full feature con-
figuration of the mutation grounder stems from the
possibility that new test corpora may include papers
with different constellations of target mutation men-
tions: single mutations only, mutations to multiple
proteins, and multiple mutations on single proteins.
In addition there may be situations where grounding
requires protein sequences found only in TrEMBL.
5 Related and future work
All existing mutation grounding approaches use
similar architecture, namely a pipeline consist-
ing of components for entity extraction (proteins,
genes, organisms, mutations), generation of possi-
ble mutation-protein pairs, and filtering the candi-
dates. The filtering is based on (a) mutation posi-
tion alignment, also referred to as sequence checks,
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and (b) text based features, such as sentence based
co-occurrence of entities: protein-mutation in (Horn
et al., 2004; Baker and Witte, 2006; Winnenburg et
al., 2009; Krallinger et al., 2009; Baker and Kana-
gasabai, 2011) and protein-organism in (Horn et al.,
2004; Baker and Witte, 2006).
The work described in (Laurila et al., 2010)
was the starting point for the work presented here.
Some of other previous projects restrict the exper-
imentation to specific protein families. For exam-
ple, (Krallinger et al., 2009) reports 0.72 precision
by extracting and grounding human kinase muta-
tions. The system from (Horn et al., 2004) achieved
0.64 recall and 0.87 precision in grounding with G
protein-coupled receptors and nuclear hormone re-
ceptors. Although the grounding algorithms pro-
posed in (Baker and Witte, 2006; Laurila et al.,
2010; Baker and Kanagasabai, 2011) are not re-
stricted to specific protein families or organisms,
they were evaluated on corpora for specific proteins.
The system from (Baker and Kanagasabai, 2011)
was tested on 98 documents corpus for FGFR3,
MEN1, and PIK3CA with micro averaged precision
0.819 and 0.601 recall. The system from (Winnen-
burg et al., 2009) achieves accuracy 0.87 for the mu-
tation retrieval task from abstracts for ten species.
It is currently difficult to compare existing muta-
tion grounding implementations, and mutation text
mining systems in general, due to the lack of avail-
able systems and benchmarks. For example, it is dif-
ficult to predict how the evaluation of systems on pa-
per abstracts, as in (Winnenburg et al., 2009), would
transfer to the case of full text, as supported by our
system, or how evaluations restricted to specific pro-
tein families, as in (Horn et al., 2004; Krallinger et
al., 2009), would transfer to the general case. The
creation of our EnzyMiner-based corpus, briefly de-
scibed in Section 2.3, is a part of a larger attempt
to create such infrastructure that will facilitate scal-
able benchmarking by keeping and reusing system
results in an RDF-based format that allows comput-
ing various performance metrics on heterogeneous
system results. We will report the results of this
work in a forthcoming publication.
In terms of system functionality, a natural future
extension would be to make our tool also work on
the nucleotide level, as in (Thomas et al., 2011),
since many publications identify variations on DNA
or RNA. Another necessary functionality extension
would be to enable grounding mutations extracted
from tables (see, e. g., (Wong et al., 2009)), because
many papers studying mutation impacts summarize
the findings in various tabular formats.
On the deployment side, we will use the new sys-
tem to support the curation process in future updates
of KinMutBase.
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Abstract
Identifying similar documents for a given
query document helps users to explore large
document collections. However, most exist-
ing techniques are based on the vector space
model and handle documents only as bags
of words. Thus, more complex information
that can be used for calculating similarities is
not taken into account. For example, events
play an important role in the biomedical lit-
erature and could be valuable to identify sim-
ilar documents. In this paper, we present an
event-centric document similarity model for
biomedical literature and demonstrate the ef-
fectiveness of our approach based on experi-
ments using the GENIA corpus.
1 Introduction
In the biomedical domain, events such as protein-
protein interactions play an important role. Thus,
there is a lot of research on automatically extracting
biomedical entities and events from documents. For
instance, there have been research challenges such
as BioCreative and the bioNLP shared tasks 2009
and 2011. While BioCreative 2004 (Hirschman et
al., 2005) concentrated on the extraction and nor-
malization of entities and functional annotations,
the subsequent BioCreative challenges (Krallinger
et al., 2008; Leitner et al., 2010; Arighi et al., 2011)
and the bioNLP shared tasks (Kim et al., 2009; Kim
et al., 2011) furthermore addressed protein-protein-
interaction and event extraction tasks.
In addition, due to the rapidly increasing num-
ber of publications in the biomedical domain – more
than 850,000 citations were added to PubMed in
2011 (PubMed, 2012) – there is an increasing need
for methods to explore large document collections
and to easily access the embedded information. One
such method that helps users to search in and ex-
plore large document collections like PubMed is to
organize documents with respect to their similarity.
While there are many methods to calculate the simi-
larities of documents, most of them are based on the
vector space model with documents being viewed as
bags of words. More complex information such as
biomedical events can hardly be included in the pro-
cess for calculating document similarity. An exam-
ple of a typical approach to identifying similar docu-
ments is to retrieve related citations for a given doc-
ument directly provided by the PubMed interface1.
Although the MeSH (medical subject heading) in-
dexing terms are used in addition to the words of the
documents, a lot of information is still not utilized
for calculating similarities, e.g., information about
the events mentioned in the documents.
Further shortcomings of bag of word-based tech-
niques in general are that they cannot deal with am-
biguity issues such as synonymy and polysemy of
entity names and relation types, a further impor-
tant issue in biomedical publications. For example,
the two events (a) overexpressing NF-IL-6 and (b)
C/EBPbeta expression are very similar with NF-IL-
6 and C/EBPbeta being synonyms and overexpress-
ing and expression both being descriptions for gene
expressions. However, the similarity between these
two events cannot be discovered using word-based
methods. Assuming two documents containing (a)
1PubMed Related Citations Algorithm, http://ii.
nlm.nih.gov/MTI/related.shtml
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and (b), respectively, similarities between the doc-
uments can only be identified if the used similarity
model addresses these shortcomings, e.g., by taking
event information directly into account.
Recently, a model for calculating event-centric
document similarities has been suggested for stan-
dard language documents such as Wikipedia arti-
cles (Stro¨tgen et al., 2011). In this paper, we adapt
this model to the biomedical domain. We present
a novel approach to explore biomedical document
collections in terms of the similarity of documents
based on the events described in the documents. As
we will show in our evaluation, our model identi-
fies document similarities that cannot be identified
by standard models and thus could be used as an al-
ternative or complementary to existing models. Note
that although events of the original model are de-
fined as pairs of temporal and spatial information
extracted from documents, they share key character-
istics, which are crucial for the event-centric similar-
ity model, with biomedical events consisting of one
or more entities (e.g., proteins) and an event type
(e.g., binding): (i) the components of both types of
events can be normalized, and (ii) all components
can be organized hierarchically. However, in con-
trast to spatio-temporal events, biomedical events
can consist of more than two components and are
much more complex. Thus, far-reaching adaptations
have to be made to the original approach to calcu-
late event-centric document similarities for biomed-
ical documents.
The remainder of the paper is structured as fol-
lows. After surveying related work, we describe the
original spatio-temporal event similarity model in
Section 3. In Section 4, we present our adaptations
and the event-centric similarity model for biomed-
ical documents. In Section 5, we evaluate our ap-
proach and compare the results to standard similar-
ity models. We conclude the paper in Section 6.
2 Related Work
There are many approaches to the computation of
document similarity, among them the three clas-
sic models (set-theoretic models, algebraic mod-
els, probabilistic models) (Baeza-Yates and Ribeiro-
Neto, 1999). Set-theoretic models such as the stan-
dard Boolean model treat documents as sets of
words and phrases, and the similarities are computed
by using set-theoretic operations on these sets. In
algebraic models like the Vector Space Model both
documents and queries are represented as vectors
while a scalar value is used to represent the simi-
larity of the query vector and the document vector.
Numerous models based on and extending the Vec-
tor Space Model have been developed, e.g., Latent
Semantic Indexing (LSI) (Deerwester et al., 1990).
LSI uses singular value decomposition to analyze
conceptual contents. In probabilistic models such as
the binary independence retrieval model similarities
are determined by computing the probabilities that a
document is relevant for a given query.
Considering the rapidly growing number of digi-
talized publications in meta-databases like PubMed,
gaining better and up-to-date access to similar doc-
uments is clearly of importance. One approach
uses noun-phrases derived by the sentences of a pa-
per for navigating biomedical literature on PubMed
(Srikrishna and Coram, 2011). By associating a pa-
per with its citations, the navigation of PubMed re-
sults becomes more transparent. Another approach
enriches PubMed with sentence level co-citations
(SLCs) based on citations within a single sentence,
assuming that articles with a smaller citation dis-
tance in the same paper are more related (Tran et
al., 2009). Lin and Wilbur presented a probabilis-
tic topic-based model for content similarity underly-
ing the related article search feature in PubMed that
tries to determine “relatedness” rather than to esti-
mate relevance like previous probabilistic retrieval
models (Lin and Wilbur, 2007). Additionally, many
Web-tools have been developed to enable a quick
and efficient search and to retrieve relevant publica-
tions (Lu, 2011), e.g., RefMed and MedlineRanker.
An approach not limited to the biomedical domain
or the PubMed database is context-aware citation
recommendation (He et al., 2010). This system can
be used for bibliography recommendations or for a
ranked set of relevant citations to a specific place-
holder using the words in its neighborhood as local
context or the title and abstract as global context.
In contrast to our proposed event-centric docu-
ment similarity model, none of these approaches
considers deep semantics such as textually described
events to calculate similarities between documents,
since the text is treated as bag of words, disregarding
grammar and word order.
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3 Spatio-temporal Event Similarity
In this section, we describe the original event-centric
similarity model before introducing our adaptation
to the biomedical domain in Section 4. In contrast
to standard vector space based models, the event-
centric document similarity model does not handle
documents as bags of words, but uses information
about the events extracted from the documents.
3.1 Spatio-temporal Events
Motivated by the fact that events usually occur at a
specific time and place, Stro¨tgen et al. (2011) sim-
ply define an event as a combination of a temporal
and a geographic expression if they co-occur in the
same sentence. Both types of expressions can be ex-
tracted from documents using temporal taggers and
geo-taggers, respectively. After extracting these co-
occurrences, every document d is represented as a
set of events in the form of so called document event
profiles, denoted dep(d), containing events of the
form ei = 〈ti, gi〉, with ti being a temporal expres-
sion and gi being a (geo)spatial expression (Stro¨tgen
et al., 2011). However, instead of just using the ex-
pressions referring to the time and place of an event,
the similarity model is based on two key character-
istics of geographic and temporal expressions:
• Both types of information can be normalized to
some standard format. Thus, two expressions
referring to the same point in time or location
have the same value in the standard format.
• Both types of information can be organized hi-
erarchically due to the different granularities of
temporal and spatial information.
Based on these characteristics, it is possible to com-
pare two events using so-called temporal and geo-
graphic mappings. One temporal (geographic) map-
ping step maps a temporal (geographic) expression
to the next coarser granularity. Thus, when com-
paring two events, the geographic and the tempo-
ral components of both events are either identical,
or they can be mapped to coarser granularities un-
til they are equal, or are unequal if the highest level
of the hierarchy is reached before both components
match. For example, assuming the granularities
day, month, and year for the temporal hierarchy,
and city and country for the geographic hierarchy,
we can compare the two events e1 = 〈2012-09-
03, Zurich-Switzerland〉 and e2 = 〈2012-09, Basel-
Switzerland〉 in the following way:
• mapt(e1(t)) = e2(t)
• mapg(e1(g)) = mapg(e2(g))
Thus, one temporal (mapt) and two geographic
mapping steps (mapg) have to be applied to make
e1 and e2 match each other. Furthermore, one tem-
poral and two geographic values had to be mapped.
Using the total number of mapping steps (α), the
maximum number of values per dimension involved
in the mapping process (β), and the number of map-
pings, which are still possible after the mapping pro-
cess (αposs), in Stro¨tgen et al. (2011) the similarity
between the two events is calculated as follows:
sime(e1, e2) :=
1
(1 + α)β
(αposs + 1) (1)
Using this similarity function, several intuitive re-
quirements for event similarity are satisfied. For ex-
ample, the less mappings are needed (due to α, β)
and the more fine-grained the events are (due to
αposs), the higher sime(e1, e2). When describing
the similarity function for biomedical events in Sec-
tion 4, we will further detail the characteristics of
sime. In the next section, we describe how such
event similarities can be aggregated to compare sets
of events, i.e., documents, in the original event-
centric document similarity model.
3.2 Event-centric Document Similarity
For calculating similarities between two documents
d1 and d2, Stro¨tgen et al. (2011) build the cross-
product of the m events in the document event pro-
file dep(d1) and the n events in dep(d2) and calcu-
late the event similarity for every event pair as de-
scribed in the previous section. These event simi-
larities are aggregated and, in addition, a cardinality
normalization is performed:
sime(d1, d2) :=
∑m
i=0
∑n
j=0 sime(ei, ej)
min{m,n} (2)
This calculation satisfies several requirements. For
example, the more matching events there are in d1
and d2, the higher sime(d1, d2). Since these require-
ments are similar to our requirements for calculating
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biomedical event-centric document similarities, we
do not further discuss them here, but detail them in
the next section.
4 Biomedical Event Similarity
Our proposed approach for calculating similarities
between biomedical events and biomedical docu-
ments containing such events is directly based on
the similarity model described in the previous sec-
tion. In this section, we detail our adaptations to the
model to fit the biomedical domain.
4.1 Biomedical Events
In contrast to the simple definition of spatio-
temporal events, biomedical events are much more
complex. In addition, their heterogeneous structure
with differing numbers of event components makes
it more difficult to compare two biomedical events
than two spatio-temporal events.
For our approach, we use the GENIA definition
of a biomedical event (Kim et al., 2006). An event
can thus be defined as having up to two “themes”
and/or up to two “causes” and one “event-type”.
Formally, ei = 〈t(1)i , t(2)i , c(1)i , c(2)i , eti〉with a theme
(t(1), t(2)) containing a biological entity whose
properties are changed by an event, and a cause
(c(1), c(2)) containing a biological entity, which af-
fects the way of occurrence of an event. The “event-
type” (et) represents the biomedical relationship
(e.g., binding or phosphorylation). In the GENIA
corpus, only dynamic relationships are annotated,
i.e., at least one biological entity of a relationship
has to be altered by the occurring event regarding
its properties or location to qualify for an annota-
tion (Ohta et al., 2006). Note that other definitions
of biomedical events could be used with our model
as long as the following characteristics of the events
are satisfied:
• All components of an event can be normalized.
• All components of an event can be associated
with concepts in a hierarchy.
The GENIA event annotation is based on two on-
tologies, the GENIA term ontology and the GENIA
event ontology (Kim et al., 2008). The term on-
tology consists of biological entities (e.g., proteins,
DNA, RNA), which can be categorized as either
themes or causes. The event ontology contains bio-
logical processes and molecular functions (e.g., Pos-
itive regulation, DNA modification), i.e., the event-
types.
Since both GENIA ontologies are organized hi-
erarchically, they can be used to calculate similari-
ties of events in the same way as for spatio-temporal
events described in the previous section. Accord-
ingly, we use mapping functions to map the event
components (mapt for themes,mapc for causes, and
mapet for event-types) to the next coarser granular-
ity in the hierarchies. The ambiguity of biomed-
ical events can be handled by normalizing the
event-types and the biomedical entities using NER
tools such as ProMiner (Hanisch et al., 2005) or
Geno (Wermter et al., 2009). Finally, the events can
be extracted from documents using systems such as
those that participated in the bioNLP shared task on
event extraction (Kim et al., 2011). Thus, due to the
hierarchical organization and the possibility of nor-
malizing event-types and entities, both requirements
for adapting the original model to the biomedical
domain are satisfied. Therefore, documents can be
represented using document event profiles contain-
ing events of the form ei = 〈t(1)i , t(2)i , c(1)i , c(2)i , eti〉.
Note that although biomedical events could be ex-
tracted automatically from the documents, we use
the events annotated in the GENIA corpus to demon-
strate our approach. However, not all events anno-
tated in the GENIA corpus are suitable for our event-
centric document similarity model. In particular,
only events that satisfy the following requirements
become part of a document event profile: (i) all event
components have to be part of either the term or
the event hierarchy, (ii) a clue-type has to be anno-
tated in the document to describe the event-type. In
addition, to keep the similarity model as simple as
possible, we do not consider nested events, whose
theme(s) and/or cause(s) consist of other events. Fi-
nally, there are some annotation errors in the corpus
(e.g., terms are not part of the terminal classes of
the hierarchy). Thus, in total, the modified GENIA
corpus contains 12,873 events distributed over 997
documents.
4.2 Similarities between Biomedical Events
Since all entities of the events in the GENIA corpus
are of the finest granularity, all entities in the term
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Figure 1: Parts of the original GENIA ontology (left) and
adapted ontology with additional nodes for virtual classes
(right).
hierarchy are terminal classes. Thus, every mapping
from one entity does not result in another entity, but
in a non-terminal class. However, the term and event
hierarchies are not balanced. To treat all entities in
a similar way and to avoid problems with calculat-
ing similarities between events, all terminal classes
were moved to the same depth in the hierarchies by
introducing empty virtual classes (see Figure 1). All
annotated terms remain unchanged in the terminal
classes, but now a fixed maximum number of map-
ping steps from the leaves to the roots of the hierar-
chies is possible.
Like in the original model, the event similarity
algorithm takes two events e1 and e2 and does a
pairwise comparison of their components (theme(s),
cause(s), event-type). If no equality exists be-
tween two components, they will both be mapped
to coarser granularities in the corresponding hier-
archy until a match is found. Obviously, the more
distant two elements are in the hierarchy, the more
mapping steps are needed to achieve equality and
the lower the resulting similarity score sime(e1, e2).
The procedure is quite straightforward using uni-
formly structured events with not only the same
number of components but also the same type
of components. However, for every event ei =
〈t(1)i , t(2)i , c(1)i , c(2)i , eti〉, only the event-type eti is
mandatory. In addition, not all possible variants of
components occur in the corpus. Thus, calculating
the event similarity sime between two biomedical
events is much more challenging than between two
spatio-temporal events.
In contrast to the original model, a mapping to
equality between two events with the same struc-
ture is always possible due to the presence of root
elements in both hierarchies, although a mapping to
the highest level will be penalized and thus results
in a low similarity score. However, two events do
not have to consist of the same number and types
of components. Thus, the similarity function has to
be extended so that two non-uniform events can be
compared, too. Intuitively, two events with differ-
ent numbers and types of components should result
in a lower similarity score than two events with the
same types of components. For this, we introduce a
new parameter capturing the number of incomplete
element-pairs (γ), which can be used together with
α (number of mapping steps), β (maximum number
of mapped values per component), and αposs (pos-
sible mappings after mapping process) to calculate
the similarity score sime(e1, e2).
Before adapting the formula sime(e1, e2) to com-
pare biomedical events (cf. Equation 1, Section 3.1),
we first list important requirements that should be
satisfied by the new similarity function:
R1 The more similar e1 and e2, the higher sime.
R2 The fewer mapping steps are needed, the higher
sime.
R3 The more similar the component-pairs, the
higher sime.
R4 The more incomplete component-pairs, the
lower sime.
Based on these requirements, we adapted sime as
follows:
sime (e1, e2) :=
1
(1 + α) β (γ+1)
(αposs + 1) (3)
This similarity function returns the highest score
(max(sim(e1, e2)) = 71 due to the GENIA hier-
archies) if two events contain all components and
all components directly match without any mapping
(R1). Furthermore, the lower α, the higher sime
(R2). Component-pairs that have to be mapped are
additionally penalized since in the case of a mis-
match both values have to be mapped, i.e., β = 2,
which lowers sime. In addition, the more similar a
component-pair, the higher αposs and thus the higher
sime (R3). Finally, incomplete component-pairs are
heavily penalized by γ + 1, especially if the other
components are not equal in both events (R4).
Table 1 shows an example of two events being
mapped to equality: e1 = 〈t1(1), et1〉 (“activation of
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dh t
(1)
1 t
(1)
2 α1 β1 αposs1
- NF-kappa B MAP Kinase 0 0 14
6 Protein Protein family 2 2 12
complex or group
5* Protein Protein 4 2 10
dh et1 et2 α2 β2 αposs2
-* activation activation 0 0 14
Table 1: Mapping of themes and event-types of e1 and
e2. dh: current depth in hierarchy (dh = 6 at leaf- and
dh = 0 at root level). * indicates reached equality.
NF-kappa B”) and e2 = 〈t2(1), et2〉 (“activation of
MAP kinase”). The comparison of the two themes
starts at clue-type-level with αposs1 = 14 with seven
possible mapping steps per theme. “NF-kappa B”
and “MAP kinase” are not an exact match. There-
fore, the two corresponding leaf classes of the hi-
erarchy are compared (α1 = 2, β1 = 2). Still
not matching, mapping to the next level leads to
α1 = 4 and results in equality at the fifth level
of the hierarchy in the Protein class (cf. Figure 1).
The two event-types match directly on clue-type-
level. Therefore, α2, β2 and αposs2 stay unchanged,
leading to α = 4, β = 2, and γ = 0 (same
type and number of components in both events) and
αposs = 24. Using Equation 3 the event similarity
thus is sime(e1, e2) = 1.
4.3 “Bio-event-centric” Document Similarity
With the event-similarity equation in place, we can
now calculate the similarity of two documents d1
and d2 containing biomedical events by comparing
their document event profiles, i.e., two sets of events.
The requirements for the document similarity stay
the same as in the original model:
D1 The more matching events there are in d1 and
d2, the higher sime(d1, d2).
D2 The more non-matching events there are in d1
and d2, the lower sime(d1, d2).
D3 If only one document contains additional
events, this should not be penalized as much
as if both documents contain additional non-
matching events.
D4 The more similar the events in d1 and d2, the
higher sime(d1, d2).
Thus, we can use the original equation (Equa-
tion 2) to compare two documents with using Equa-
tion 3 as sime(ei, ej):
sime (d1, d2) :=
∑m
i=1
∑n
j=1 sime (ei, ej)
min{m,n} (4)
Although Equation 4 is used in the original model
and was demonstrated to work well, we propose an
additional way of combining individual event sim-
ilarities. Since aggregating the similarities of the
cross-product of all events in both document event
profiles and normalizing the similarity score only by
the minimum number of events in the event profiles
(min{m,n}), this similarity function prefers doc-
uments containing long documents – especially if
mapping is performed up to the root level, as done in
our case. Assuming a document d1 with m events.
Then, documents containingm+x1 events result in
higher similarity scores than those containingm+x2
events (x1 > x2) even if there are many non-similar
and only few similar events among the additional x1
events. To avoid preferring long documents, we pro-
pose the following alternative equation:
sime (d1, d2) :=
√√√√ 1
m+ n
m+n∑
i=1
bestScorei
2 (5)
In contrast to Equation 4, only the highest similarity
score bestScorei of every event i in d1 and d2, i.e.,
m+n scores, are part of the sum; all other similarity
scores of event pairs are discarded. By using the
root mean square, larger scores have more impact
on the result than smaller ones, and partial matches
are punished more than one single mismatch.
In our evaluation described in the next section, we
use both equations, compare their results, and com-
pare our event-centric document similarity approach
for biomedical literature with a standard document
similarity method.
5 Evaluation
In this section, we describe the evaluation results of
our event-centric document similarity approach on
the GENIA corpus. Since the entities in the GENIA
corpus are not normalized, we performed a simple
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Figure 2: Comparison between similarity measures.
normalization based on the dictionary of the Moara
project (Neves et al., 2010) trying to map all syn-
onyms to the same corresponding Entrez Gene IDs.
5.1 Comparison to Standard Document
Similarities
For our evaluation, we ran both aggregation strate-
gies, the sum-it-up-strategy (siu) using equations (3)
and (4) and the best-match-strategy (bm) using
equations (3) and (5). In contrast to standard doc-
ument similarity models, our model is not term- but
event-based. For this, we compare the results with a
standard similarity measure (tf-idf with cosine sim-
ilarity: simt). In Figure 2, we compare sime−siu
with simt (a) and sime−bm with simt (b). Using
the most similar 1, 3, 5, and 10 ranked documents
for a query document, we calculate the ratio of how
often the same documents are within the top-n most
similar documents with respect to simt. Both event-
centric models identify other documents as being
similar than the term-based model does. For exam-
ple, only for about 20% (30%) of the most similar
documents with respect to sime−siu (sime−bm), the
same document is within the most similar 10 docu-
ments using the term-based similarity model.
In contrast, as shown in Figure 2(c), the results
of sime−siu and sime−bm are very similar and there
is often only a slightly different ranking order. For
example, 90% of the documents that are within the
5 most similar documents for a given query docu-
ment using sime−siu are within the 5 most similar
documents using sime−bm.
5.2 Manual Evaluation
To demonstrate that the similarities identified by
the event-centric document similarity model are also
valid and not just different from those identified by
term-based models, we manually evaluated whether
document pairs that are identified as similar using
sime−siu and sime−bm are indeed similar. For
this, we randomly selected five query documents and
compared them to their five most similar documents,
i.e., we analyzed if the documents had the same
main topics with respect to the described events.
For the siu-strategy and the bm-strategy, we found
a close similarity to the query document in 56%
(64%) of the documents. While some of the other
documents could be regarded as similar with deep
domain knowledge, we only rated these documents
to be similar, for which the event-similarity was ob-
vious. In addition, we found that there were many
documents that did not have 5 very similar docu-
ments with respect to the described events. Note,
however, that the corpus consists only of 1000 docu-
ments, and when calculating event-centric document
similarities on a larger corpus, the chance for more
documents describing similar events is much higher.
6 Conclusions and Ongoing Work
In this paper, we presented a novel approach to de-
termine documents similar to a given query docu-
ment based on the event information extracted from
the documents. The key idea is that components
of events (themes, causes, event-type) can be asso-
ciated with hierarchies, which enable the effective
computation of similarity scores for pairs of events
and their components, respectively, as well as docu-
ments containing sets of events. We are currently ex-
tending the model to consider more context informa-
tion about extracted events, beyond sentence level.
We are also applying our technique for different doc-
ument clustering and classification approaches.
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Abstract
We present a system for de-identification
of unstructured clinical records. De-
identification is performed semi-automatically
in an interactive manner. The system suggests
phrases of identifying information which need
then be reviewed and verified by a human. The
combination of automatic methods and man-
ual approval ensures a high level of privacy
and data security on the one hand and high
throughput rates on the other hand.
1 Introduction
Clinical records contain plenty information highly
valuable for clinical and operational research. Us-
ing text mining techniques, information hidden in
unstructured records can be revealed and made
accessible for data analysis. But since unstruc-
tured clinical records also contain plenty of pro-
tected health information (PHI), access to such
records is restricted to limited audience authorized
to know the patient’s identity. A prerequisite for ac-
cess to clinical records outside of hospitals is their
de-identification, i.e., the replacement of all PHI
phrases. De-identification is a labor-intensive tasks
which constitutes a major bottleneck in the applica-
tion of text mining techniques on clinical data.
We present a system for semi-automatic de-
identification of unstructured clinical records. The
system is ready-to-use in a real-life clinical setting.
It offers an intuitive graphical user interface, differ-
ent de-identification projects can be managed and
the system takes legal aspects when dealing with
sensible clinical data in consideration by supporting
different user roles and an explicit approval mech-
anism. Moreover, the complete de-identification
workflow is supported, including import of differ-
ent document types, annotation of PHI phrases, and
export of de-identified texts to different formats. To
the best of our knowledge, no comparable system
is currently available. However, several algorithms
to automatically find PHI phrases in text have been
proposed (Meystre et al., 2010). Moreover, our sys-
tem shares some features with other annotation tools
(South et al., 2012) with the difference that it has
been optimized for the task of de-identification in a
clinical setting.
Automatic de-identification of structured records
is rather straight-forward because critical data is
only present in special fields. If unstructured data
is in focus, de-identification is much harder and
error-prone. State-of-the-art methods for automatic
de-identification of unstructured data have detec-
tion rates of about 97% F1-score (Uzuner et al.,
2007; Wellner et al., 2007). These results have been
achieved on a relatively homogeneous set of records,
i.e., medical discharge summaries from one single
institution. However, considering that huge num-
ber of different document types and especially their
variability across but also even within institutions, it
is unclear which detection rates may be obtained in
real-world applications.
De-identification of clinical records needs to be
near-perfect when data should be accessible outside
of hospitals. In consequence, we decided for an in-
teractive de-identification approach to meet this high
requirements: Our De-ID system automatically pre-
annotates PHI phrases and then requires a human to
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reviews these. The underlying intuition is that high
throughput rates are achieved and de-identification
can be performed much more efficient than in a com-
pletely manual scenario. The system can be ap-
plied to any type of clinical records. Preannotation
is generic and record type-independent and a self-
learning component quickly adapts to the document
type and PHI elements in focus.
2 De-Identification Workflow
Our De-ID system supports the full workflow of de-
identifying clinical records, starting with the import
of “raw” clinical records as obtained from the hos-
pital’s IT system, annotation of PHI phrases, their
replacement by placeholders or pseudonyms, and fi-
nally export of de-identified records in different for-
mats for dissemination. Moreover, it offers tools for
quality control and training of annotators.
2.1 Data Import
For application in day-by-day operations in medi-
cal institutions, the data formats as used in the local
IT system should be supported to facilitate data ex-
change. Currently, our De-ID system supports dif-
ferent import formats including plain text, several
types of the HL7 message standard, as well as some
clinic-specific formats. The system can be easily ex-
tended to support other formats. If available, meta-
data is also imported and used for automatic prean-
notation of the documents (see Section 3).
2.2 Annotation of PHI Phrases
Figure 1 shows the PHI annotation workbench.
Once a project has been selected, a list of all docu-
ments along with their processing status and the
name of the last editor is available in the left panel
(vertical tab Document List). Table 1 lists all pro-
cessing status values along with a short description
and the actions allowed for each status. Automatic
preannotation, for instance, is only performed on
original documents, editing the PHI phrase annota-
tions is only possible for documents with status orig-
inal or in progress, and only approved documents
can be exported.
By double-click, a document is opened for an-
notation and its content is shown in the middle
panel with annotated PHI phrases highlighted. An-
notations can be added by marking the text pas-
sage and then selecting the respective PHI type
(e.g., location) from a context menu or by using
short-keys. The vertical tab Document Information
on the left panel shows the document’s status, a
comment field and buttons to store the document
and browse through the project’s document collec-
tion. On the right panel, the document’s metadata is
shown. Also, a list of all annotated PHIs phrases can
be shown (vertical tab Protected Health Informa-
tion). For each PHI phrase, a confidence score and
an annotation indicator, indicating how this phrase
was annotated, is shown: PHI phrases can be either
manually annotated (indicator Manual), or marked
by one of the preannotation components (Metadata,
Regex, and Learn; see Section 3). Annotations can
be sorted by annotation indicator or confidence score
to quickly spot problematic or insecure ones.
Along with the document’s status, also the ID of
the last editing user is stored. Users of role anno-
tator usually perform PHI phrase annotation, while
only users assigned the role approver can mark doc-
uments as approved. From a legal perspective, such
an approval mechanism is crucial when documents
shall be exported and used outside the hospital.
2.3 Export of De-Identified Data
After PHI phrases have been annotated, approved
documents can be exported in a de-identified version
where PHI phrases are replaced. At present, the sys-
tem supports a simple replacement strategy, where
all PHI phrases are replaced by a constant place-
holder (e.g., “XXX”). Documents can be exported
into different formats. When, e.g., the HL7 standard
is used, the anonymized text can be written back to
the original HL7 envelope.
2.4 Quality Control
The system offers tools for quality control in terms
of inter-annotator agreement (IAA). Therefore, an-
notations of two projects can be compared. One
of these project is defined as the gold standard, the
other one as the project to be evaluated. IAA can
be measured on token- or phrase-level in terms of
recall, precision and F1-score. To further analyze
disagreement, a list of false negative and false posi-
tive annotations is available. Figure 2 shows results
of an IAA test.
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Figure 1: Annotation workbench
status description preannotate annotate export
original no changes made / annotations contained + + -
in progress changes have been made to document - + -
finalized PHI phrase annotation finished; waiting for approval - - -
approved approver user has approved PHI annotations - - +
rejected rejected by approver, annotator must correct PHI annotation - + -
Table 1: Document processing status values
Figure 2: Calculation of Inter-Annotator-Agreement
3 Interactive De-Identification
Our system’s automatic preannotation procedure
consists of three levels, including metadata-
matching, rule-based tagging as well as a component
based on statistical machine learning (ML). While
it has been shown that ML-based PHI recognition
outperforms rule- or dictionary-based approaches
(Uzuner et al., 2007), ML requires training material
for the specific domain, genre and PHI types of inter-
est. Since such data is not readily available in most
practical settings, our approach to preannotation is
hybrid and self-learning.1 Its hybridity allows for
the system to be able to detect PHI phrases based on
metadata-matching and rules even if there is no or
insufficient training data available (usually when a
de-identification project has just started).
Whenever PHI phrase annotation of a document is
finalized, the document is automatically added to the
training set from which ML-based system is trained
in a background process. The ML-based preannota-
tion improves as more documents are annotated and
provides increasingly better support to the human
annotator. From our experience, even a few anno-
tated documents often suffice to learn a model which
can fill many of the recall-gaps of the metadata-
matcher and the rule-based tagger.
1There is high variability of document type, formats and
writing style across and even within medical institutions. Thus
a PHI model learned from one set of medical records will most
likely be sub-optimal when re-used in a different context.
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Metadata-Matching When metadata such as pa-
tient name, contact information, date of birth etc
are available for a document (this is, e.g., the case
when HL7 messages are imported), the metadata-
matching component performs exact string match-
ing to identify PHI phrases referring to these meta-
data elements. We refrain from fuzzy matching for
the sake of precision. To increase recall, we added a
set of variations and combinations of metadata ele-
ments (e.g. for street names, date formats or combi-
nations of given and surname).
Rule-based Tagging Many PHIs can also be de-
tected with high precision based on predefined rules.
This includes for example mentions of dates, per-
son names when combined with certain titles (“Herr
Maier” or “Prof. Smith”), dates, telephone num-
bers, zip codes together with place names, and
names of hospitals and divisions (“Klinik fu¨r Innere
Medizin”) when mentioned together with indicator
words. A goal in developing these rules was them
to be very precise (potentially at the cost of recall)
and general so they would be applicable to different
record types from different medical domains.2
ML-based Tagging Our system applies Condi-
tional Random Fields (Lafferty et al., 2001), a
framework for sequence tagging which has been
successfully applied before fore Named Entity
Recognition (NER) and de-identification (Wellner et
al., 2007). The document os modeled as a sequence
of words where each word is assigned one PHI type.
We rely on standard NER features extended slightly
to represent characteristics of clinical records (e.g.,
length of a sentence, position of a word within the
record to reflect header/footer properties). We aimed
at building a component which is general enough to
work well on different types of records instead of be-
ing optimized for a single type. For example, eval-
uated on the data of the I2B2 de-identification chal-
lenge (Uzuner et al., 2007), our ML system achieved
an F1-score of about 94% without any domain- or
language-specific adaptions.
2We are aware that in the de-identification task, recall takes
precedence over precision. However, rules which produce many
false positives will increase the annotation effort in an inter-
active system (manual removal of incorrect PHI phrases). To
increase recall in specific scenarios, our system comes with a
self-learning component.
4 System Architecture
The De-ID system consists of three main architec-
tural components: a) the GUI for annotation and
management or projects, b) a data store, and (c)
the NLP framework for document preprocessing and
preannotation. The GUI is a web-application al-
lowing remote access to the system through a web-
browser. This avoids the need to transfer sensi-
tive data in its entirety to the annotators. User and
project information as well as imported documents
and their annotations are stored on the server in a
database. The UIMA framework3 is used for doc-
ument processing. When imported, documents are
sent through a UIMA pre-processing pipeline con-
sisting of components for sentence splitting, tok-
enization and shallow syntactic processing. For pre-
annotation, documents are sent through a pipeline
consisting of the preannotation components. The
De-ID system comes with default components for
German documents. Single components can be eas-
ily reconfigured or exchanged to meet language- or
application-specific requirements.
5 Summary
We have presented an interactive, self-learning sys-
tem for de-identification. The system is designed to
be as generic as possible allowing it to work well on
different types of clinical records.
We are currently running studies on different
types of clinical records in collaboration with Ger-
man hospitals to test a) the usability of the system
in a clinical setting, b) our hypothesis that interac-
tive de-identification is more efficient than annota-
tion without preannotation, c) how much data the
ML-based component needs for reliable predictions,
and d) how well preannotation works in different set-
tings which different types of records.
In the second version of the system, we will im-
prove the replacement mechanism. In a first step,
PHI phrases will be semantically interpreted and
normalized so that in a second step type-dependent
replacements can be made.4
3http://uima.apache.org/
4A PHI phrase of type date may be subdivided into day,
month and year and normalized to numbers (example: 1. Mai
2012 will be d=1, m=5, y=2012). The normalized date could
then be replaced by a coarser date, e.g. the quarter (2/2012).
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Abstract
We introduce new functionality for the BRAT
rapid annotation tool, focusing on support for
the manual annotation of text with normali-
sation annotations that identify entries in ex-
ternal resources such as ontologies and entity
databases. The tool is available under an open-
source license at http://brat.nlplab.org
1 Introduction
The identification of the real-world entities that are
referred to in text is an important part of analysing
the meaning of text. This challenge is addressed
in various ways in natural language processing and
manual text annotation efforts, with specific task
formulations termed variously as e.g. normalisation,
entity linking, grounding, and wikification (Morgan
et al., 2008; McNamee and Dang, 2009; Mihalcea
and Csomai, 2007). Broadly, these tasks involve as-
signing unique identifiers corresponding to entries in
some ontology or database resource to mentions of
relevant entities in text. Examples include associat-
ing the appropriate Wikipedia entries with expres-
sions referring to specific people in news articles
(e.g. “Barack Obama”, “Obama”, “the president”)
and the assignment of Entrez Gene1 or UniProt2
identifiers to mentions of gene and protein names
in scientific publications. The importance of nor-
malisation is well recognised also in biomedical text
mining, where gene name normalisation has been
pursued in several shared tasks (Smith et al., 2008;
Arighi et al., 2011) and tools for the normalisation
1http://www.ncbi.nlm.nih.gov/gene/
2http://www.uniprot.org/
of e.g. chemicals (Batchelor and Corbett, 2007) and
organisms (Gerner et al., 2010; Wang et al., 2010;
Naderi et al., 2011) are available.
These tasks involve numerous challenges not only
for automatic analysis but also for manual annota-
tion, pursued e.g. to create gold standard annotations
for the training and evaluation of automatic meth-
ods. Various tools have been introduced to help hu-
man annotators deal with the often overwhelming
size of the resources involved in normalisation and
to assist in maintaining the quality and consistency
of created annotations (Rinaldi et al., 2010; Arighi
et al., 2011). However, such tools are frequently
oriented toward specific tasks and resources, and
in many cases only limited consideration has been
given to generality or usability.
We introduce normalisation annotation function-
ality for the brat rapid annotation tool (BRAT), a gen-
eral web-based tool for manual text annotation. We
extend the capabilities of the tool to support a new
annotation primitive, normalisation, and introduce
multiple new functions to the BRAT server and client
software to allow the tool to be applied to a broad se-
lection of tasks involving annotations that associate
spans of text with external resources such as ontolo-
gies and entity databases.
2 Features
2.1 BRAT base features
BRAT is a recently introduced open-source tool for
manual text annotation (Stenetorp et al., 2012). The
tool seeks to be general-purpose, and can be config-
ured to perform e.g. entity mention annotation, bi-
nary or n-ary relation annotation, and dependency
syntactic annotation, among other tasks. BRAT has
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RID:EID Resource Entry name/term
FB:/en/barack obama Freebase Barack Obama
UniProt:Q8NEY8 UniProt Periphilin-1
GO:0016310 GO phosphorylation
FMA:61830 FMA Cerebral cortex
Table 1: Example references to external resources.
been applied in various annotation efforts, including
several targeting biomedical text (Ohta et al., 2012;
Neves et al., 2012). The system is implemented
using a client-server architecture, with the Python
server and the JavaScript client communicating us-
ing Asynchronous JavaScript and XML (AJAX).
2.2 Normalisation annotation primitive
The original version of BRAT supported five anno-
tation primitives: text spans, binary relations, n-
ary associations, attributes, and free-form text com-
ments. We introduce an additional annotation primi-
tive for normalisation. Like other primitives, each
normalisation has an identifier, unique within the
document. Each normalisation is associated with
exactly one annotation, i.e. the one for which it as-
signs an external resource identifier; any number of
normalisation annotations can be associated with an
annotation, allowing for normalisation towards mul-
tiple external resources. The primary information
carried by each normalisation annotation consists of
two parts, a resource identifier (RID) and an entry
identifier (EID). By convention, we write these as
RID:EID for short, following usage in e.g. OBO
(Smith et al., 2007). See Table 1 for examples.
The RID is not on its own sufficient to uniquely
identify a resource: for example, GO could alterna-
tively identify a Government Organisation resource.
Thus, we do not rely on the RIDs to identify re-
sources, but rather require the system to be config-
ured to associate each RID with a uniform resource
identifier (URI) that identifies the resource,3 an ap-
proach similar to that of e.g. Courtot et al. (2011).
2.3 Visualisation
We extend the existing BRAT annotation visualisa-
tion functionality to display additional information
3It is thus immaterial which specific strings are used as
RIDs: one could equally well use e.g. GO for Wikipedia and
FMA for UniProt. We use conventional labels here for clarity.
Figure 1: “Pop-up” with information from an exter-
nal resource entry identified through normalisation.
on each normalised annotation based on the contents
of the external resource entry referred to. As this
information can potentially be very rich, we chose
an implementation where information available via
normalisation is displayed in a “pop-up” only when
the user places the mouse over a normalised annota-
tion (Figure 1). To avoid unnecessary computational
and network overhead, this information is fetched
from the BRAT server only when needed for display.
To support visualisation of normalised data involv-
ing very large numbers of images, we further decou-
ple the part of the server providing basic normalisa-
tion information from that serving the images, thus
avoiding the need to store images separately on each
BRAT server.
2.4 Ontology-based annotation
The most direct way to create annotations that are
associated with specific entries in external resources
in BRAT is to configure the annotation type system
to directly use terms mapping to such entries. When
set up this way, the standard dialog for selecting an
annotation type serves also to associate the created
annotation with the relevant external resource entry
(Figure 2).
This approach is most appropriate for small re-
sources or medium-sized resources with clear struc-
ture, and is intended to be used in particular for an-
notation with reference to ontologies organised pri-
marily in is-a hierarchies. For larger ontologies and
for resources without structure, navigating a dialog
of this type becomes inefficient.
88
Figure 2: Entity annotation dialog with a configura-
tion generated from CARO, a small upper-level on-
tology of anatomy with 48 terms.
2.5 Normalisation using large resources
To allow BRAT to be used for normalisation annota-
tions using large or unstructured resources, we al-
low these annotations to be created either by di-
rectly entering resource and entry IDs – the lat-
ter presumably first identified separately e.g. using
some resource-specific search functionality – or by
searching by entry name or synonym using newly in-
troduced database search functionality within BRAT
(Figure 3). While resource-specific search tools can
be very well tailored to the task, search functionality
within the annotation tool can provide better integra-
tion and frees users from dealing with (frequently
opaque) identifiers.
3 Implementation
3.1 Search
In the design of the new functionality, we aimed to
create a system capable of supporting rapid lookup
and flexible search of moderately large databases –
millions to tens of millions of strings – on standard
desktop systems. To allow the system to be used to
perform approximate-matching search on such re-
sources, we implemented the search functionality
using a recently introduced fast approximate string
matching algorithm, SimString (Okazaki and Tsujii,
2010), in addition to a standard SQL database.
Search is implemented in two steps: first, strings
input by the user are queried in a SimString database
Figure 3: New BRAT resource search dialog with
query results against the UniProt protein database.
to fetch a set of strings that approximately4 match
the input. These strings are then filtered to re-
move weak matches using a slower but more sensi-
tive matching algorithm based on edit distance with
a custom cost matrix, and for each of the filtered
strings, the set of entries involving the string are then
queried from a standard SQL database using exact
string matching to retrieve the full data associated
with each entry. The data is then presented to the
user for the selection of the intended entry.
3.2 Ontology and database integration
The set of ontologies and databases against which
normalisation could potentially be performed in an-
notation tasks is open-ended, and it is not possi-
ble to anticipate and support all reference resource
formats. To reduce the demands on users develop-
ing conversions between reference resources and the
BRAT normalisation system, we follow two comple-
mentary approaches, first, introducing an intermedi-
ate representation and tools for input into the system
databases, and, second, conversions from a number
of prominent standard resource formats into the in-
termediate representation.
Well-established formats such as the Open
Biomedical Ontologies (OBO) Foundry5 (Smith et
al., 2007) OBO format and UniProt XML are sup-
ported “out of the box” by providing conversion and
database creation scripts. Support for other formats
such as the Freebase6 DB (Bollacker et al., 2008)
format is planned, and will be made available as part
of our additions to the annotation tool.
4By default, we use the overlap match option with a 0.7
similarity threshold.
5http://www.obofoundry.org/
6http://www.freebase.com/
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Task Time
SimString DB initialisation 82 sec
SQL DB initialisation 45 min
SimString DB lookup 34 sec (294 lookups/sec)
SQL DB lookup 31 sec (323 lookups/sec)
Table 2: Resource requirements for creating a
database of 1,7M strings and performing lookup of
10,000 strings.
4 Evaluation
We next briefly present basic performance measure-
ments of the implementation of normalisation func-
tionality in BRAT. Practical performance is strongly
dependent on a number of factors such as database
size and the machine on which the system is run, and
these measurements should only be taken as broadly
indicative of the general level of performance.
Tests were run on a sub-set of 730,000 entries
from the total of 1,7 million strings contained in
the UniProt database. A relatively low-powered lap-
top with a dual-core 1.33GHz processor and 2GB
of memory was used as the reference system during
testing. Table 2 shows the wall-clock time costs for
creating the databases and querying 10,000 strings.
We note that the only non-trivial cost is the creation
of the SQL database, a step which only needs be per-
formed once during the system setup.
5 Conclusions
We have introduced normalisation functionality
added to the BRAT rapid annotation tool. We dis-
cussed theoretical and technical motivations for our
choice of implementation, and demonstrated how
our proposed additions can be used to support anno-
tation projects aiming to normalise against smaller
ontologies as well as large-scale resources. A small-
scale evaluation indicated that the implementation
scales to resources of over a million strings with only
modest resource requirements.
The new version of BRAT including all functional-
ity presented in this work is available under the MIT
open-source license at http://brat.nlplab.org
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Abstract
EVEX is a literature-scale event extraction re-
source, publicly available via a web appli-
cation and as a relational database. In this
paper we present CyEVEX, a plug-in which
integrates EVEX with the widely used Cy-
toscape network analysis platform, making the
text mining data readily available for integra-
tion with experimental data sources and sub-
sequent biological analysis. CyEVEX can
populate existing networks with edges corre-
sponding to EVEX events, as well as add new
nodes to the network, revealing novel interest-
ing genes and proteins and their relationships
within the existing network.
1 Introduction
Information extraction is one of the major research
tasks within the BioNLP community, aiming to au-
tomatically extract bio-entity associations stated in
text and present them to life science researchers.
Event extraction, a particular formalization of the
task, has rapidly gained interest, owing to the re-
sources provided within the BioNLP’09 and ’11
Shared Tasks on Event Extraction (Kim et al., 2009;
Kim et al., 2011). In the wake of the Shared Tasks,
top-ranking systems (Bjo¨rne et al., 2009; Miwa et
al., 2012; McClosky et al., 2011) as well as large-
scale datasets obtained by processing PubMed and
PubMed Central texts with these systems have been
publicly released. In particular, the EVEX dataset
of Van Landeghem et al. (2011), comprises in its
current state of over 34 million biomolecular events
among more than 67 million gene/protein name oc-
currences, extracted from all articles available in the
2011 distribution of PubMed and PubMed Central
Open Access section.
The EVEX dataset is stored in a complex re-
lational database which is not intended to be di-
rectly queried by end users. Therefore, Van Lan-
deghem et al. (2012) have developed a web interface
for the dataset, available at www.evexdb.org.
This interface is intended for fast intuitive search of
events and access to relevant literature. However,
it is not suitable for automated text-mining analysis
of large gene/protein networks or integration of text-
mining data with experimental results.
A particularly wide-spread tool among life sci-
ence researchers is Cytoscape (Smoot et al., 2011), a
platform providing functionality for network analy-
sis and visualization supported by a large set of plug-
ins for numerous specialized tasks including data in-
tegration, clustering, ontology enrichment, filtering,
and others. Providing access to EVEX within Cy-
toscape would thus allow straightforward integration
of textual information with other databases and ex-
perimental data, analysing the resulting networks us-
ing the tools readily available in Cytoscape.
In this paper, we introduce CyEVEX, a Cytoscape
plug-in which enables the population of large net-
works with EVEX events in what is essentially a
one-click process, not requiring any background in
relational databases or text mining, nor local instal-
lation of the EVEX database. The Cytoscape plug-
in complements and links to the existing web ap-
plication, the two together providing a comprehen-
sive interface to the EVEX event data specifically
targeting end-users. The plug-in is freely available
at www.evexdb.org.
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2 Overview of CyEVEX
The CyEVEX plug-in has been developed to en-
able straightforward integration of text mining infor-
mation from EVEX into various networks analyses.
Within this context, the nodes of the biomolecular
networks are genes, identified through their unique
Entrez Gene identifiers1. Between these nodes, var-
ious types of relations (edges) may exist, forming
gene regulatory networks, protein-protein interac-
tion networks, metabolic networks or any other type
of molecular network.
The only prior requirement for the application of
CyEVEX is that the nodes in the network have En-
trez Gene identifiers available, which is typically the
case when analysing large experimental networks.
Cytoscape also provides various plug-ins that add
these identifiers to genes/proteins based on other
information, such as their symbol or UniProt ID.
As CyEVEX communicates directly with the EVEX
web application, the text mining data does not have
to be stored locally.
Currently, the plug-in offers two main functions:
Populating an existing network with edges corre-
sponding to interactions derived from EVEX, and
expanding an existing network with the interaction
partners of its genes. Both of the CyEVEX func-
tionalities are available as menu options within Cy-
toscape and are briefly discussed in the next sec-
tions, as well as illustrated in more detail in Sec-
tions 3 and 4.
To search for pairwise interactions given an ex-
isting network of input genes, the EVEX resource
is queried to find biomolecular events between any
two of the genes in the network, and subsequently
generates pairwise interactions that are translated to
new edges. The coarse type of such an interaction
is stored in the conventional interaction attribute of
the Cytoscape edge and is specified as either regula-
tion, indirect regulation or binding (Van Landeghem
et al., 2012).
In addition, the original events may contain com-
plex regulatory chains as well as other physical event
types. Consequently, the attribute evex.subtype pro-
vides a more precise classification of the origi-
nal events, such as negative regulation of tran-
1The data of linking events from EVEX to gene normaliza-
tion results, is currently under review.
scription or positive regulation of phosphorylation.
Furthermore, details on the affirmative or negative
context (e.g. does not regulate) and the specu-
lative context (e.g. may regulate) of the original
event are also stored as attributes (evex.negation and
evex.speculation).
Finally, to judge the reliability of an interaction
extracted from text, confidence values are automati-
cally derived from the Turku Event Extraction Sys-
tem and represented in the attribute evex.confidence.
These confidence values are normalized classifi-
cation scores, ranking events from least to most
reliable, allowing for selection of high-precision
events (Van Landeghem et al., 2012). They en-
able various filtering and visualization possibilities
through built-in functionality of Cytoscape (cf. Sec-
tion 3).
The second functionality offers node expansion
of a certain gene in a given network by search-
ing all pairwise interactions for this particular gene.
If the retrieved interaction partners are not present
in the network, new nodes are created accordingly
and connected to the original network using similar
edges as described above.
By design, CyEVEX works with genes and pro-
teins as nodes, given by Entrez Gene identifiers.
When a certain use-case requires analysis of in-
terologs or regulogs (i.e. interactions and regulatory
relationships derived through homology), a family-
based generalization of the nodes in the network is
possible. This is supported by the existing integra-
tion of event data with gene families from Homolo-
Gene, Ensembl, and Ensembl Genomes (Van Lan-
deghem et al., 2011; Van Landeghem et al., 2012).
When this functionality is selected, edges reflect as-
sociations that are observed among any genes be-
longing to the same families as the genes in the input
network. The family-based edges are categorized by
the resource used to define the families, thus making
them easily distinguishable from gene-specific inter-
actions. When expanding a node over the family-
based generalizations, only interacting families with
a gene from the same organism are included in the
results. The newly created nodes are then identi-
fied by the Entrez Gene ID of this organism-specific
gene from the resulting gene family. This allows for
species-specific filtering of results while still incor-
porating relevant information from closely related
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species.
While the networks generated through CyEVEX
are already extensively annotated with interaction
data and contextual information, a menu option also
allows linking out to the EVEX website. This
functionality opens a page with detailed informa-
tion on the selected event, showing its explicit (for-
mal) structure as well as the source texts supporting
the statement, linking to the original PubMed ab-
stract or PubMed Central full-text article. Further-
more, the site allows exploratory browsing of re-
lated genes and events. When this functionality is
selected for edges in the network that were not cre-
ated by CyEVEX, but originate from another data
source, the website displays the main search page
which lists all textual interactions for the given gene
or gene pair, allowing further validation of the exter-
nal data through EVEX.
Various data sources, notably PPI databases such
as STRING (Szklarczyk et al., 2011) and BioGRID
(Winter et al., 2011) provide similar tools for pop-
ulating Cytoscape networks. However, they some-
times lack pointers to experimental evidence, or
merely link to full-text articles, preventing a quick
manual evaluation. The fine-grained interaction de-
scriptions provided by CyEVEX can thus provide
additional information on top of these existing ef-
forts, as the event-based visualizations in CyEVEX
are fully compatible with the PPI-based view.
3 Use case: Constructing networks from
seed genes
Previously, the EVEX resource has already been
proven useful for hypothesis generation. A recent
study involved finding candidate regulators for a set
of Escherichia coli genes (Kaewphan et al., 2012),
accomplished by integrating text mining data with
microarray-based co-expression networks. The text
mining data was sourced from EVEX, starting with
a list of 14 key genes (or ‘seed genes’) that are
known to influence NADP(H)-metabolism, and sub-
sequently retrieving their candidate regulators and
binding partners. Through the final integrated net-
work, a set of interesting candidate regulators which
were involved in specific triangular patterns could
be identified.
In this section, we demonstrate how CyEVEX of-
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Figure 1: Direct interactions found for the 14 seed genes
using gene families from Ensembl Genomes. Plain lines
represent binding events, and arrows denote regulatory
control. Note that multiple regulation events can be seen
between two genes, as their subtypes may differ, e.g.
positive regulation and regulation of transcription. Line
widths reflect the confidence values.
fers similar functionality by enabling the construc-
tion of a network, starting from a small set of seed
genes and expanding it to a larger network. This
is applied to the original set of 14 seed genes, for
which interactions between them are sought in the
first step (Figure 1). Most genes are interconnected,
but a few seed genes can be considered as outliers
in this restrictive network. To connect these isolated
nodes, the node expansion functionality of CyEVEX
is applied, resulting in the discovery of indirect con-
nections via common interaction partners.
Applying this method to all seed genes, a network
of 155 nodes and 347 edges is constructed, in about
10 seconds of run-time. In contrast to the original
study where manual evaluation was applied to con-
firm the retrieved edges (Kaewphan et al., 2012),
with CyEVEX we can automatically apply certain
filters to prune the network. To this end, exces-
sive edges are deleted according to the event con-
fidence with threshold values of −2.0 for regulation
and−1.0 for binding events, and regulations are lim-
ited to those in which the seed genes appear as tar-
gets, as we are only interested in upstream regulation
of the seed genes.
The resulting network can be used as a hypothet-
ical gene regulatory network or can be integrated
with other data sources, in this case with an E.
coli gene expression network derived from microar-
ray data. Triangular patterns such as those in the
study of Kaewphan et al. (2012) can be found, re-
trieving 35 out of the 41 previously identified can-
didate genes (Figure 2). Further, the network also
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Figure 2: Overlayed network containing both co-expression and EVEX edges.
contains nodes which were previously annotated to
be false positives. These findings suggest that cau-
tion must be taken when filtering out edges by their
confidence, and that finding a suitable confidence
threshold is crucial. However, the ideal threshold
will vary between different use cases and thus needs
some project-specific tuning. For this purpose, lim-
ited manual evaluation efforts may be conducted by
using the link out functionality to the textual details
of the extracted events.
4 Use case: Analysing large-scale networks
The small-scale networks described in the previous
section can still be analysed and interpreted man-
ually. However, this manual analysis becomes in-
feasible for larger networks that include a few thou-
sand genes or represent the whole interactome of a
genome. There is thus a need for a platform that can
analyse large-scale networks and present a smaller
set of meaningful results that can be readily inter-
preted by human. For this task, Cytoscape is a
widely used tool as many excellent plug-ins have
specifically been developed for such network anal-
ysis and visualization.
In this section, we demonstrate the compatibil-
ity of CyEVEX with other publicly available Cy-
toscape plug-ins to perform large-scale network
analysis. Specifically, we focus on motif cluster-
ing and functional annotation by using two external
plug-ins: CyClus3D and ClueGO. The CyClus3D
plug-in identifies motif clusters in integrated net-
works from different data sources by using a 3-
dimensional spectral clustering algorithm (Aude-
naert et al., 2011), while ClueGO provides func-
tional enrichment of gene clusters by extracting non-
redundant biological information directly from mul-
tiple ontology resources such as Gene Ontology and
KEGG (Bindea et al., 2009).
Building upon the previously described use case
of NADP(H) metabolism in E. coli, we now retrieve
the full text-mining network of E. coli genes based
on the Ensembl Genomes family generalization via
CyEVEX, rather than restricting the search to the 14
seed genes. The retrieval of 13393 edges among the
3312 genes took approximately one minute of run-
time. We further integrate this text-mining data with
co-expression data relevant to the E. coli genome.
Next, the integrated network is clustered to illustrate
the network motifs of binding and gene expression
events under NADP(H) perturbation by CyClus3D.
Such network motifs consist of undirected associ-
ations, with binding interactions originating from
text-mining and co-expression correlations from the
microarray data. The resolution and cluster size pa-
rameters are set to their recommended default val-
ues: 0.5 and 4 respectively. The clustering algo-
rithm identifies 391 clusters including 1672 associ-
ated genes. In a final step, these clusters are enriched
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Figure 3: A snapshot of the integrated network in which
genes are grouped and enriched with biological process
terms from Gene Ontology. The functionally grouped
network represents links (edges) of biological process
terms (nodes) based on their kappa score levels (0.3). The
terms assigned to the groups are partially overlapped and
presented with multiple corresponding colors. Only most
significant terms are shown with labels of correspond-
ing colors and their node sizes represent the term enrich-
ment significance. The terms, which are not grouped, are
shown in white.
with their corresponding Gene Ontology terms using
ClueGO (Figure 3). The resulting network repre-
sents 1111 nodes of terms in biological process of E.
coli linking through edges with a default kappa score
level (0.3) which measures the association strength
between the terms. The functional group of asso-
ciated genes, annotated with their biological pro-
cesses, are readily available for biological interpre-
tation.
The seamless integration illustrated above is due
to the well-defined functionality of CyEVEX, which
includes all relevant information of the genes in the
network, allowing straightforward integration of the
textual data with external resources. The wealth of
publicly available Cytoscape plug-ins creates the op-
portunity for many more similar use cases, offering a
powerful tool for analysing molecular networks and
integrating textual information. Such analyses are
the foundation for subsequent biological interpreta-
tions of experimental results.
5 Conclusions and Future Work
We presented CyEVEX, a tool for integrating the
EVEX text mining resource with Cytoscape, a
widely used network analysis framework. CyEVEX
provides straightforward access to the 34 million
EVEX biomolecular events as well as all the addi-
tional functionality implemented in EVEX, such as
the scoring mechanism and gene family based event
generalizations. CyEVEX complements the existing
EVEX web application, the two comprising a com-
prehensive interface focused on end-users.
In addition to soliciting user feedback and imple-
menting the resulting feature requests, possible fu-
ture work includes the enhancement of functionality
provided by CyEVEX to ensure closer integration
with the EVEX web application.
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Abstract
A method that combines pre-tagging with a
version of active learning is proposed for an-
notating named entities in clinical text.
1 Background
The manual annotation of text to use for machine
learning is a taxing and time-consuming task. Re-
search on simplifying the annotation task, as well as
on reducing the amount of data required to be anno-
tated, is therefore highly motivated.
The task of annotation can be facilitated by
the use of pre-tagging/automatic pre-annotation, in
which the annotator is provided with text that has
been automatically tagged by an existing system.
Instead of annotating un-tagged data, the annotator
corrects the mistakes that have been made by this
existing system or chooses between different tag-
gings suggested by the system. Such semi-automatic
approaches that increase annotation speed are for in-
stance described by Chou et al. (2006), Brants and
Plaehn (2000) and Tomanek et al. (2012).
The amount of data that needs to be annotated
can be reduced through the use of active learning.
Data to be annotated is then actively selected from
the set of un-annotated data, in order to provide the
machine learning system with the type of annotated
data that is most informative, i.e. most useful for
the learner. For example, those instances in the un-
annotated data set that the machine learning system
is least certain as how to label are given to the human
annotator for labeling. Thereby, the total number
of annotations that have to be performed can be re-
duced compared to when using the more traditional
approach of random sampling. (Olsson, 2008, p. 27)
There is also the possibility to combine these two
methods, that is to provide the annotator with ac-
tively selected, pre-tagged data. For instance, the
BootMark system is constructed to use active learn-
ing for selecting which documents to annotate as
well as to use pre-tagging with manual revision for
creating a corpus that is annotated for named entities
(Olsson, 2008). Baldridge and Osborne (2004) also
use semi-automatic annotation combined with ac-
tive learning. The top n-best parses produced by the
pre-annotation are presented to the annotator, who
chooses the correct one among the n-best. The value
of n is the number of parses that are given a proba-
bility higher than chance by the pre-annotation.
A potential problem with pre-tagged data is that
the annotator might be biased to choose the anno-
tation provided by the pre-tagger. Also, if the pre-
tagger produces very poor pre-taggings on the data
given to the annotator, or if there are many possible
pre-annotations to choose from, it is still a laborious
task to carry out the correction or selection.
To address these two problems, we propose a
method that combines pre-tagging with a version of
active learning.
2 Proposed method
To reduce the bias problem, the proposal is to
present the two best taggings produced by the pre-
tagger to the human annotator, without informing
the annotator which of them that the pre-tagger con-
siders most likely. The task of the annotator is to
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either choose one of the pre-tagged annotations or
that none of them are correct.
The annotator is thus given the relatively easy
task of choosing between two different annotations.
Therefore, this method also addresses the second
problem of pre-tagging, that correcting the pre-
tagging of a text passage or choosing between many
tagging alternatives are still laborious tasks. This is,
however, provided that the instances, in which none
of the presented pre-taggings are considered correct,
can be minimised. In order to minimise these in-
stances, we propose a version of active learning. The
idea is to actively select text passages for which it is
likely that one of the two best pre-taggings is cor-
rect. A challenge of this approach is to select text
passages to present to the annotator that are informa-
tive enough to be useful to the learner and for which
the pre-tagger is certain enough to produce a maxi-
mum of two plausible pre-taggings. If the chosen
text passages are not informative enough, a larger
training set would be needed, which would increase
the overall annotation effort. On the other hand, to
present pre-taggings for which the pre-tagger is too
uncertain would defeat the general idea of increas-
ing the annotation speed by only presenting passages
with two plausible pre-taggings.
A possible method for finding a good level of
informativeness/uncertainty, might be to adapt the
uncertainty of the selected text passages to the be-
haviour of the annotator. If the annotator often
chooses the option that none of the presented pre-
taggings are correct, the uncertainty of the presented
text passages is too high, and thereby text passages
for which the pre-tagger is more certain ought to
be selected. On the other hand, if the annotator al-
ways chooses one of the presented pre-taggings as
the correct annotation, the uncertainty and thereby
the informativeness of the chosen text passages can
be increased. At first, the most informative sen-
tences, i.e. the sentences for which the pre-tagger is
most uncertain, could be presented to the annotator,
and thereafter the level of certainty could gradually
be decreased until a suitable level of uncertainty is
reached.
A prerequisite for using this approach, however,
is that the pre-tagger performs well enough for the
selected sentences to be at least as informative as
when using random sampling.
3 Data and machine learning system
The proposed method will be evaluated on clinical
texts annotated for the named entity classes disor-
der, finding, body structure and drug (Skeppstedt et
al., 2012). The conditional random fields (CRF) sys-
tem CRF++, which has the ability to output the n-
best classifications as well as confidence levels for
these classifications, will be used (Kudo, 2012). A
subset of the available annotated data will be used
for the initial training of a CRF model. This con-
structed model will be used both as pre-tagger for
un-annotated data as well as for the active selection
of instances to be manually annotated.
Since the targeted entities rarely, possibly never,
cross sentence boundaries, text passages consisting
of one sentence will be presented to the annotator.
The annotations produced by the annotator will be
used for expanding the training set. As a background
process during the annotation, the CRF model will
be re-trained with the expanded training set, and the
un-annotated data will be re-tagged with the new
updated model, potentially leading to a gradual im-
provement in the quality of the pre-tagged sentences.
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Abstract
In the biomedical text mining community, the
development of a corpus which would help
to extract information on drug-prokaryote re-
lations is currently an essential requirement.
Understanding the relations between drug and
bacteria is vital for antibiotics development as
well as other drugs docking and not to mention
the contribution towards various biological re-
search purposes. In this study, we describe our
ongoing efforts to develop such a corpus.
1 Introduction
Identifying the relations among biomedical entities
has been one of the major tasks in the realm of
biomedical text mining. Most of the existing stud-
ies have focused on extracting protein-protein inter-
actions (Kafkas et al., 2011) and gene-disease asso-
ciations (Gonzalez et al., 2006) from the scientific
literature. However, little effort has been spent on
the identification of antibiotic resistant bacteria from
the scientific literature. Apparently, there is only one
database providing information on antibiotic resis-
tant bacteria, which is generated through time con-
suming manual analysis of the literature (Liu and
Pop, 2009). Efforts to identify new antibiotics were
once a top research and development priority among
pharmaceutical companies. However, the treatment
of infections using antibiotics is increasingly com-
promised by the ability of bacteria to develop resis-
tance through mutation or acquisition of resistance
genes. Altogether, it is vital to design automated
tools for completing and keeping such databases up-
to-date.
1.1 A corpus annotated for prokaryote-drug
relations
Design of sophisticated automated tools requires
utilisation of annotated corpora. In this study, we
describe our efforts to generate a corpus for use in
extraction from the literature of drug bacteria inter-
actions. To the best of our knowledge, this corpus
would be the first corpus in the drug-bacteria domain
which would serve as a benchmark for developing as
well as evaluating relationship extraction and named
entity recognition (NER) solutions.
1.2 Relation types between drug and
prokaryote
Several type relationships which are most com-
monly mentioned between prokaryotes and drugs
have been suggested by our domain expert. As
a common understanding, an antibiotic drug could
kill a bacteria directly (bacteriocidal) or hamper
its ability to grow and reproduce (bacteriostatic)
(Ryan et al., 2006), however antibiotics can become
less effective because bacteria can counter these ac-
tions. Many biological studies are ongoing to inves-
tigate how bacteria become resistant to antibiotics.
The most frequent relation types appearing in drug-
prokaryote related text are: inhibitory, resistance/
susceptibility, activation, insensitivity, termination,
producing and locating.
2 Corpus generation method
The procedure followed to generate the corpus is
summarised in the following subsection.
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2.1 Selection of abstracts
We selected 400 abstracts published after 1999 to
put in the corpus. The corpus consists of two
main sets of data, a likely-positive set and a ran-
dom set. As a pre-processing step for selecting
the likely-positive set as well as helping in the
curation process, the whole MEDLINE was pre-
annotated with drug and bacteria names by us-
ing two dictionaries, namely DrugBank (Knox et
al., 2011) and DSMZ bacteria collection (Rohde
and Henze, 2011). The DrugBank database con-
tains 6711 drug entries mainly including 1447 FDA-
approved small molecule drugs and 5080 experi-
mental drugs. DSMZ is one of the largest biolog-
ical resource centres which provides total number
of 11367 validly published bacterial species names
(Rohde and Henze, 2011).
If an abstract contains sentence(s) annotated with
drug name(s), bacteria name(s) and one of the key-
words described in section 1.2 indicating a type of
relation between drug and prokaryote mention, then
this abstract is considered as a likely-positive ab-
stract. A random selection of abstracts was carried
out after the selection of the likely-positive set to
form the random set.
2.2 Abstract annotation
We follow the format proposed for the BioInfor cor-
pus (Sampo et al., 2007) to deliver a standard format
for our corpus. The selected abstract collection was
manually curated by a domain expert. The domain
expert paid attention to correct the errors of named
entity recognition produced during the dictionary-
based identification mentioned previously. The re-
lation between drug and bacteria was also identified
by the curator, as was the key word which syntacti-
cally gives inference of the relation type.
3 Discussion and future work
A fragment from the annotated corpus is depicted
in Figure 1. The format of the corpus follows the
standoff annotation principle. In this principle, the
original sentence text is preserved and the entities
are identified through character offsets. The corpus
is stored in XML files with a very simple structure.
Currently, we have annotated 200 of our intended
400 MEDLINE abstracts. We will also ask second
Figure 1: A fragment from the annotated corpus
domain expert to evaluate the annotation result in or-
der to ensure the quality of the corpus. Once com-
pleted, we will carry out our statistical analysis on
the corpus and it will be made openly accessible.
The annotated corpus would mainly lead to the
benefit of developing NERs for bacteria and drug
names as well as identification of relations between
them. Hence, the corpus would play a key role in
benchmarking automated text mining tools which
would help to deal with the expanding biomedical
literature.
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