In this paper we give some general, but easy-to-check, conditions guaranteeing the quasistationarity and quasi-ergodicity of Markov processes. We also present several classes of Markov processes satisfying our conditions.
Introduction
Suppose that E is a topological space with Borel σ-field B(E) and that X = {X t : t ≥ 0} is a Markov process on E. For any x ∈ E, we use P x to denote the law of the process X with initial position x. For any distribution ν on E, we define P ν (·) := ∫ E P x (·)ν(dx). Expectation with respect to P ν will be denoted by E ν . Suppose that ζ is the lifetime of X. A distribution ν on E is called a quasi-stationary distribution of X if
ν(A) = P ν (X t ∈ A|ζ > t), for all A ∈ B(E).
A distribution ν on E is called a quasi-ergodic distribution if for any distribution µ on E
(A), for all A ∈ B(E).
A quasi-ergodic distribution is also called a mean-ratio quasi-stationary distribution in some literature. Quasi-stationary and quasi-ergodic distributions are very important concepts in the investigation of asymptotic behavior of Markov processes. They have been studied intensively for a long time. There are many results on the existence and uniqueness of quasi-stationary and quasi-egodic distributions. When the state space E of the Markov process is countable, quasi-stationarity and quasi-ergodicity have been thoroughly studied, see, for instance, [7, 8, 10, 23] . For Markov processes on general state spaces, Breyer and Roberts [2] established the existence and uniqueness of quasi-ergodic distributions under the assumption that the Markov process is positive λ-recurrent for some constant λ ≤ 0 (see also the recent papers [3, 4] ). For a survey on quasi-stationary distributions, see [24] . However, for general state spaces, checking a Markov process is positive λ-recurrent is not an easy thing to do. In the literature there does not seem to be any general but easy-to-check sufficient conditions for positive λ-recurrence. The purpose of this paper is to give some general, but easy-to-check, conditions which guarantee positive λ-recurrence, the existence and uniqueness of quasi-stationarity and quasi-ergodic distributions. We then give a quite a few examples satisfying our conditions. The organization of this paper is as follows. In Section 2, we give the setup of this paper and prove a key lemma which plays a crucial role in this paper. In Section 3, we use the key lemma to study quasi-stationarity and quasi-ergodicity. In the last section we give some examples satisfying our conditions.
The setup and a key lemma
In this paper, we always assume that E is a locally compact separable metric space with Borel σ-field B(E) and that m is a positive σ-finite measure on (E, B(E)) such that Supp[m] = E. Suppose that X = {X t : t ≥ 0} is a standard Markov process on E with lifetime ζ. For any x ∈ E, we use P x to denote the law of the process X with initial position x. For any distribution ν on E, we define P ν (·) := ∫ E P x (·)ν(dx). Expectation with respect to P ν will be denoted by E ν . We will use {P t } to denote the semigroup of X.
In this paper we will assume that X has a dual with respect to m, that is, there is a strong Markov process X = { X t : t ≥ 0} on E with semigroup { P t } such that any t > 0 and nonnegative functions f and g on E,
We further assume that there exists a family of continuous and strictly positive functions {p(t, ·, ·)} on E × E such that for any (t, x) ∈ (0, ∞) × E and any nonnegative function f on E,
Since X is a standard process, for any f ∈ C 0 (E), we have by the dominated convergence theorem Under the above assumptions, the semigroups {P t } and { P t } are both strongly continuous contraction semigroups in L 2 (E, m). In fact, for any f ∈ L 2 (E, m), (∫ and thus strictly positive everywhere on E. Therefore (2.3) and (2.4) are valid for every x ∈ E and t > 0. 
Proof. Put N = {cψ 0 : c ∈ R}. It follows from the Riesz-Schauder theory of compact operators (see Section 6.6 of [1] ) that L 2 (E, m) = N ⊕ R,P t leaves N and R invariant, and that σ(
Since the nonzero eigenvalues of a compact operator are isolated, it follows that there exist positive constants c 1 and γ 1 such that for large t
Now we identify c f . By the dominated convergence theorem, we have
Therefore, it follows from (2.5) that for large t
For t > 1 we have
where
Then by (2.6), (2.7) and (2.8) we have for large t
Thus we have shown that there exist c 3 , γ 2 > 0 such that for large t,
Repeating the above argument with {P t } and ϕ 0 , we get that there exist c 4 , γ 3 > 0 such that for large t,
By the semigroup property of P t , (2.3)-(2.4) and the definition of M , we have
Therefore, for large t we have,
The proof is now complete. 2
Quasi-stationarity and quasi-ergodicity
In this section we assume that m is a finite measure on E with Supp[m] = E and that X = {X t : t ≥ 0} is a Markov process on E satisfying all the assumptions of the previous section up to (A1) and (A2). Instead of (A1) and (A2), we assume that, for any t > 0, there exists c t > 0 such that
It is clear that the finiteness of m and the condition above imply (A1) and (A2).
Since m is a finite measure, we have ∫
A ∈ B(E).
Then ν 0 is a distribution on E. The following result says that ν 0 is the unique quasi-stationary distribution of X.
(ii) ν 0 is the unique quasi-stationary distribution of X.
Proof. (i) It suffices to prove (i) for ν = δ x , x ∈ E. It follows from Lemma 2.1 that there exists γ > 0 such that, for all x, y ∈ E, we have
(ii) It suffices to show that for any f ∈ C 0 (E) and t > 0,
It follows from (i) that for any x ∈ E,
That is, ν 0 is a quasi-stationary distribution of X. Now we prove uniqueness. Suppose that ν 0 is any
That is ν 0 = ν 0 . 2
Then by the definition of M , ν 1 is a distribution on E.
Theorem 3.2 For any
In particular,
Proof
It follows from Lemma 2.1 that there exists γ > 0 such that for any 0 < a < 1 and x, y ∈ E,
It suffices to prove for ν = δ x , x ∈ E. Then, it now follows from the dominated convergence theorem that for any 0 < a < 1 and f ∈ L 1 (E, m),
that is, (3.2) holds. The proof of (3.3) is similar. 2
We also have the following result.
Theorem 3.3 For any distribution ν on E and any bounded Borel function f on E,
Proof. It suffice to prove the theorem for ν = δ x , x ∈ E. By Lemma 2.1 and the semigroup property,
The following result implies that ν 1 is the unique quasi-ergodic distribution of X.
Theorem 3.4 For any distribution ν on E and any bounded Borel function f on E,
Proof. It suffice to prove the theorem for ν = δ x , x ∈ E. Combining Fubini's theorem, the semigroup property and Lemma 2.1, we have
Similarly, we also have the following
Lemma 3.5 For any distribution ν on E and any bounded Borel function f on E,
Proof. It suffice to prove the lemma for ν = δ x , x ∈ E. The proof of this lemma is similar to that of Theorem 3.4 or Theorem 3.2. We only need to note that
We omit the details. 2
Using an argument similar to the proof of Lemma 3.5, we can also find the limits of higher order conditional moments of ∫ t 0 f (X s )ds. As a consequence of Lemma 3.5, we can get the following result Theorem 3.6 For any distribution ν on E, any bounded Borel function f on E and any ε > 0,
Furthermore, for any positive integer p,
Proof. The first assertion follows immediately from Lemma 3.5 and Chebyshev's inequality. So we only give the proof of the second assertion. It suffice to prove the assertion for
Letting ε → 0, we arrive at the second assertion. 2
Examples
In this section we give several classes of processes that satisfy all the conditions of Section 3. The purpose of these examples is to show that our conditions are easy to check. We will not try to give the most general examples possible. The first few examples are symmetric Markov processes. H 1 (R d )) , where
Example 4.1 Suppose that for
It is well-known, see for instance, [9] , that Y is a symmetric Hunt process with respect to the Lebesgue measure and the process Y has a strictly positive continuous transition density q(t, x, y) with respect to the Lebesgue measure on R d and that there exists c > 0 such that
Suppose 
So we have the following Nash's inequality
It follows that there exists c > 0 such that 
Suppose that

Example 4.3 Consider the Dirichlet form (E, D(E))
given by
where J(x, y) is a symmetric kernel given by
where ξ is a probability measure on [α 
Example 4.4 Suppose that
Suppose that J(x, y) is a symmetric kernel such that
, 
Let Y = {Y t : t ≥ 0} be a symmetric Hunt process associated with the Dirichlet form (E, D(E)), where For these basic facts, see [25] . Let Y = {Y t : t ≥ 0} is a Brownian motion with drift µ in R d , see [11] . It is known (see, again, [11] ) that Y admits a continuous strictly positive transition density q(t, x, y) with respect to the Lebesgue measure and that there exist c 1 , c 2 It is easy to see that X satisfies all the conditions of Section 3.
