Introduction and definitions
Associated with a real-valued point function everywhere finite is the setvalued function E(a) = E[f(x) > a].
The function E(a) in turn determines/(x) :
f(x) = sup E[x E: E(a)].
a A necessary and sufficient set of conditions that a function, E(a), from real numbers to subsets of a set S, be associated, as above, with a real-valued point function everywhere finite is
1. E(a) I as a 1 ;
S-T-i£(-«) = 5,IIn=i£W=0;
3. X)»°^-i E(a+l/n) =E(a) for every a.
It is possible, therefore, to consider/(x) and E(a) as different aspects of the same function, one more natural for algebraic combinations of functions, and the other receiving emphasis in a theory of integration.
However, one may restrict oneself entirely to the second aspect. where the summation is formed with respect to any dense set of real numbers ß.
This fact frees us altogether from the point aspect of functions and enables us to extend our attention to functions whose values are elements of a Boolean algebra and which cannot in general be regarded as point functions.
If there is a measure function we may have "almost everywhere" instead of
Presented to the Society, September 11, 1940 ; received by the editors December 9, 1940. "everywhere" finite, and consider the new Boolean algebra of equivalence classes of elements differing by elements of measure zero.
Chapters one and two deal with algebraic manipulations of functions and extensions of partially ordered linear spaces with element 1 as defined by Freudenthal [l]0). It is proved that any such space can be extended to a partially ordered space of the same type which is also a ring, the multiplicative unit of which is the element 1. Spaces analogous to the space M of bounded measurable functions and, in the case of a measure on the Boolean algebra, to the Lebesgue Lp spaces are treated in Chapters three and four. In Chapter five the notions of absolute continuity, indefinite integral, and derivative are studied. It is shown that in terms of these concepts the Nikodym theorem (cf. Saks [2, chap. 1, §14]) concerning absolutely continuous functions is again available. Chapter six contains remarks on conjugate spaces, regularity for a partially ordered linear space as defined by Kantorovitch [3] , and spaces of the type defined by Orlicz [4] .
Spaces of functions based on a Boolean algebra have been considered from a different approach by Carathéodory [5] . The present paper rests particularly on the work of Kantorovitch [3] and Freudenthal [l] . Terminology will be in large part that used by Birkhoff in his Lattice Theory [8] . Definitions given there will not be repeated here. The symbols V and A will be used to represent the "sup" and "inf," respectively, of a collection of elements of a lattice. The notation of Kantorovitch, a~=\J ( -a, 0), where a is an element of a vector lattice, will be retained. A vector lattice will also be called a if-space (Kantorovitch space) . If a vector lattice has an element 1, that is, an element 1 >0 with the property that A (a, 1) = 0+-O = 0, it will also be called an F-space (Freudenthai space). Real numbers will in general be denoted by Greek letters, integers generally by m, n. The letters, p, q will also on occasion be used for real numbers, generally ^ 1. Latin letters will generally be reserved for elements of a lattice. We shall frequently write /(J;) to mean the function /(£) itself rather than its value at a point £. It will be also convenient to denote the function by the single letter/ if there is no danger of confusion.
Throughout this paper the following fact holds. If the Boolean algebra under consideration is an algebra of point sets (cf. Stone [6] , Wecken [7] ), the theory reduces to the classical case.
I. The space ß Notation.
Let B be a a-complete Boolean algebra. Denote by £2 the set of all functions, j"(a), from real numbers to elements of B, satisfying the conditions:
(') Numbers in brackets indicate references at the end of the paper.
1. f(a) I as a |, 2a. V«/(«) = l, 2b. Aaf(a)=0, 3. Vß>af(ß) =f(a) for every a.
Remark. Because of the monotoneity condition 1, all V and A indicated exist.
With proper definitions of ordering, addition, and multiplication by real numbers, the set Í2 can be regarded as a cr-complete F-space. The symbol Í2 will be used to designate this space as well as the set of its elements. We shall now define and discuss the operations in the space £2. 1. Ordering. We state the following definition.
Definition.
///(?) and g(£) are elements of Q, we define/(£) ^g(0 to mean that /(£) ^g(0 for every £, /(Ç) = g(i) to mean that /(£) = g(£) for every £, and M)<g(t) to mean that/(?) = g(0, ft«//«)^««).
Remark. Under this definition, fi becomes a partially ordered set. 2. Addition. We state the following definition.
Definition. 7/ /(£) ana g(£) are elements of fi, we define their sum.
Kt) =/(0+&(0 '° ¿>« the function
where the "sup" is formed with respect to any countable dense set of real numbers ß.
To speak of addition as thus defined we must show that the values of A(Ç) are independent of the dense set chosen and that the function so defined belongs to 0. Let us first observe that due to the normalization condition 3 a function in Q is completely determined if its values over a dense set of real numbers are known. We state two lemmas: To verify this it will be sufficient to show that for any p V A L/(j8), g(S-B)]*A U(P), *« -p)]. ß
The left-hand side is greater than or equal to Proof. We shall verify the second of the three conditions. Ad 2a: Form the sum with respect to a dense set {p}. Then
Because of the monotoneity of /(£) and g(£) we can apply Lemma 1. The last expression above is therefore equal to zero. If £^0, there is no difficulty in showing that this expression is equal to zero. Now let us assume that £<0, and show that the above expression is equal to 1. We know that it is greater than or equal to
Setting 2a = -£, a>0, and letting p run over the infinite range of values na, for all integers n (we can add these values to the dense set of p without alter-ing the supremum), we see that the expression above is greater than or equal to
Iterating Corresponding to any element a of B we define the function a(£):
If a is the element 0 or 1 of the Boolean algebra, the corresponding function is the element 0 or 1, previously defined, of the space Q. In case there is no danger of confusion, we shall use a to denote the function itself. We shall borrow a term from real variable theory and call these functions "characteristic functions." Definition.
Two elements, a and b, of a Boolean algebra are "disjoint" if A(a,b)=0.
Two elements a and b,of a vector lattice are "disjoint" if A ( | a \, \b\) = 0.
Ring property of ß
The space ß bears a closer resemblance to a space of point functions than the general c-complete T^-space, for it admits the introduction of a multiplication and a raising of positive elements to powers, satisfying the usual laws.
Notation.
We denote by ß+ the elements of ß which are ^0.
Definition. If f and g are elements of ß+, we define their product, h =fg, to be the function
where the least upper bound is formed with respect to any countable set of points, p, dense in the set of positive real numbers.
As in the case of sums, the values of h(£) are independent of the dense set chosen. Similarly we have Theorem 1.7. 7//, gGß+, thenfg^Q+.
Proof is omitted. 
Definition.
A function f (l) is "bounded above" if there exists an a such that f(a) =0; /(0 is "bounded below" if there exists a ß such that f(ß) -1 ; /(£) is "bounded" if it is bounded above and bounded below.
A simple function is one which takes on only a finite number of values. A super-simple function is a simple function which is greater than or equal to zero and which takes on at most one value other than 0 and 1. 
II. Extensions of spaces with element 1
Let F be a (r-complete vector lattice with element 1. As proved by Freudenthal [l ] , there is a subset B of elements of F, between 0 and 1, which form a er-complete Boolean algebra, where the partial ordering of B is the same as that of F. The subset B is defined as follows: an element e of F belongs to B if A(e,l-e) = 0.
To an arbitrary element a oî F can be made to correspond an element of B, namely the greatest lower bound of all elements of B which are greater than or equal to A(l, a). This "inf" exists, since it can be computed as the count-
The following relation holds for any element a of F: e(a)+e(-a) = 1. Now let c be a fixed element of F. Then there is defined the function from real numbers to elements of B :
Freudenthal proves that c not only determines the function/(a), but that if f(a) is given by an element c, it in turn determines c, by a Lebesgue-Stieltjes integral representation.
Let ß be the space of functions, as defined in Chapter I, determined by 73. Considering ß as a set of functions, we have Theorem 2.1. If cÇ^F, and f(a) =e(c-a), then f(a)Eß.
Proof. We prove part two, observing first that the bounds indicated exist because of the monotoneity of f(ot). The proof is completed by application of part 2b, since for any positive number «: e( -c -n)+e(c + 2n) = 1.
Notation.
If F is a a-complete F-space, if B is the Boolean algebra associated with F, and if ß is the space defined in terms of B, then denpte by <f> the subset of ß consisting of all those functions which arise from elements of F by the Freudenthal process. We shall denote this relationship: p->iça.
The set $> may be a proper subset of ß. For example, let the original F be the space Lp, p^l, on the unit interval. Then the Boolean algebra, B will be the algebra of equivalent classes of measurable sets, reduced modulo sets of measure zero. Let/(x) be a fixed element of Lp (c(E.F). Then ea will be the equivalence class corresponding to
The space ß will correspond to the space of all measurable functions, and will be a proper extension of F.
Our problem now is to study the relation between the operations of the space F and those of the space ß. Theorem 2.2. The space ß is an extension of the space F. That is, the correspondence between the elements of F and <p is an isomorphism with respect to ordering, "sup," "inf," addition, and multiplication by real numbers.
Proof. We shall use the following notation: a Because of Lemma 7, and because multiplication by zero has already been considered, we need prove this only for positive numbers. But this is simple routine verification.
This completes the proof of Theorem 2.2. If we apply the Freudenthal method of extracting a Boolean algebra from a (T-complete F-space to the space ß, we shall obtain precisely the characteristic functions. Therefore if we construct the space ß a second time, we obtain no further extension. The space ß is a maximal extension.
[January We have already seen that the zero elements of the spaces F and ß correspond. The same is true of the elements 1. In fact, we can state Theorem 2.3. The correspondence between the elements of the Boolean algebra B and the characteristic functions of ß coincides with the correspondence between the elements of F and those of <J>.
Proof is omitted.
Our statement regarding a maximal extension for any <r-complete F-space can now be worded : Theorem 2.4. All spaces with the same Boolean algebra possess a common extension having the same Boolean algebra.
Freudenthal
[l] states without proof that if B is a ff-complete Boolean algebra, then a o--complete F-space can be constructed having B as its Boolean algebra. The statement is not made in terms of maximal extension, nor is the ring property mentioned, although a space having the properties of ß was undoubtedly intended. Whether the construction of this space was to be similar to the present one, or more on the order of that of Carathéodory, we do not know.
III. The space M of bounded functions
We consider in this chapter the analogue of the space of bounded measurable functions. It is easy to see that if ß is a «r-complete F-space then the subspace M of bounded functions is also a cr-complete F-space. But it is also a complete normed space. We introduce a norm first for the elements of M+. Lemma. If /" is a sequence of elements of M+ such that (1) /"->°0, (2) IL/WJHO, then
Proof of Lemma. By the assumption (2) above, given any ß>0, we can find an N such that for n, m -N, (/» -U)(ß) =VA \fn(P), 1 -Afm(-ß + P -Í/P) = o. We have seen that convergence according to ordering does not imply convergence according to the norm. Furthermore the space M need not be regular (cf. Kantorovitch [3] ). For example, the space of bounded measurable functions on the unit interval is not regular.
IV. The Av spaces
In this chapter we shall be concerned with a Boolean algebra B with a completely additive bounded measure. If the elements are pairwise disjoint we have equality.
Theorem 4.1. A Boolean algebra B of type 73M is complete. In fact, if F is any subset of B, then there is a countable subset F'ÇZF such that \/(F') = \/(F).
Proof is given by Wecken [7] .
In this section we construct spaces similar to the Lebesgue 7> spaces and belonging to the class of what Kantorovitch [3] calls spaces of type B2, which we shall call normed 7£-spaces. They are defined: Definition.
A normed K-space is a a-complete K-space K with a norm ||/|| satisfying the following conditions for the elements of K+ : A normed F-space is a a-complete F-space, where the element 1 has norm equal to 1.
Definition.
A space of type KP(FP), £ = 1, is a a-complete K-space (F-space) such that A(f, g) = 0+\\f+g\\p = \\f\\v + \\i\\p-
We shall discover a close analogy between spaces of type Fp and the Lebesgue Lp spaces. A similar problem, from the axiomatic viewpoint, has been studied by Bohnenblust.
Let us reverse the direction of investigation for a moment and consider the Boolean algebra of a space of type Fp, p^l, when the latter is given. Define the function on the elements of B :
Then it is easily seen that the Boolean algebra is of type B".
Returning to the main problem, let B be a Boolean algebra of type Bß, and let ß be the space of functions on B. Let p be any fixed real number = 1, and consider the elements of ß+. For an arbitrary/Gß+ we define the integral:
I fdp = sup < I sdp > for all simple functions s, 0 £ s & f.
If we denote by Mp the set of all /Gß4" such that ffpdp< <x, we can define the norm of/, for any f(E.Mp:
= [JVf'.
In order to prove that this norm satisfies the necessary conditions, we establish a number of lemmas: Lemma 1. 7/gGM", Og/^g, thenf^M* and ||/||^||g||.
Proof is trivial. In particular, every bounded function of ß+ belongs to Mp for every ¿> = 1.
Lemma 2. If s and t are simple functions, 5:0, then I (s + i)dp = I sdp + I tdp, \\s + t\\ = IHI +114
Proof rests on the fact that 5 and /, and therefore s+t, can be represented as linear combinations, with non-negative coefficients, of the same set of pairwise disjoint characteristic functions. The second relation follows from an application of Minkowski's inequality. In order to extend these relations to arbitrary functions in Mp, we prove Lemma 3. If \sn\ is an increasing sequence of positive simple functions whose limit is the function f, then I sndp1 I fdp, whether the limit be finite or infinite. Proof. Let 0 -sn If, 0^tn Ig; and given a>0, choose n so that ffdp<fsndp+a, fgdp<ftndp+a. Then j (f + g)dp ^ f (sn + Qdp > J* fdp + f gdp -2a.
The implied inequality combined with that of the previous theorem, gives the desired equality. 7//GA", we define the norm off:
11/11=111/111-7//GA1, we define the integral off:
J fdp = j f+dp -j tdp.
Remarks. 1. Afp=[Ap]+, 2. if 1 ^p^q, A«eA".
?
Theorem 4.5. ///, gGA1, /¿e«/+gGA\ and f(f+g)dp = ffdp + fgdp.
Proof. Since |/+g| = |/| +|g|, Z+gGA1. Applying the additivity of the integral for elements of [A1]-1-to the known equality (/+g)++/~~+g_ = (/+g)_ +/++g+, and rearranging terms, we have the desired relation:
j (f + g)+dp -j(/ + g)~dp = j f+dp -J f-dp + j g+dp -J g-dp.
We now state the fundamental theorem of this section : Theorem 4.6. A" is a space of type Fp, p = 1.
Proof. 1. If /, gGA", then /+gGA", since |/+g| = |/| +|g| ; 2. if /GA", a real, then o/GA*, since \af\ =\a\ \f\ ; 3. if /GA", then /+GA", since/+^|/| ;4.if/^g^Ä,/,ÄGA", then gGA", since |g| ^h++f~; 5. ||l|| = 1.
Therefore A" is a <r-complete F-space. We now verify the five conditions of the definition of a normed 7C-space. to make ffndp<2a, we wish to find an n such that /A(/n, N)dp<a. An « which will accomplish this will be any one such that
Now assume that 0^/" Î », and that ||/"|| =:M for every «. We shall obtain a contradiction. Define M) = V /"«).
n Then /(£) must certainly belong to ß, or we easily obtain a contradiction. Proof. We have seen that the Boolean algebra of Fp is of type B", and that therefore the corresponding spaces ß and Ap can be constructed. As proved in the second chapter, the space Fv is isomorphic to a subspace of ß. This subspace is precisely the space Ap. The isomorphism preserves norm. Details of the proof are omitted.
V. Absolute continuity
In this chapter we shall study the space .4C of additive absolutely continuous real-valued functions defined on a Boolean algebra of type B", and set up an isomorphism between A C and A1.
Definition.
A real-valued function, £(a), defined on the elements of a Boolean algebra B, of type B^, is absolutely continuous if, given any a>0, there exists a ß > 0 such that p(a) <j8-Hf(a)l <«.
Definition.
7"Ae space A C is the space of all additive absolutely continuous real-valued functions, £(a), defined on the elements of a Boolean algebra B of type B», with the usual definitions of addition, multiplication by real numbers, and ordering.
We shall show that AC is a space of type Fl by obtaining an isomorphism between AC and A1. First we set up a one-to-one correspondence between
Definition. We define the integral of a function, /GA1, over an element of the Boolean algebra B :
I fdp = I fadp. Choose iV>ai such that %[h(N)]<p, and finally choose ai (as above) <a2< ■ • ■ <a" -N such that a, -a,_i<p, i = 2, ■ ■ ■ , n. Then
This completes the proof of Theorem 5.6. We shall now consider arbitrary elements of ^4C. Proof is omitted.
The space AC is therefore a vector lattice.
We proceed now to the establishment of the one-to-one correspondence between the elements of A C and those of A1. We extend the definitions of X and F:
Given any element /GA1, we define Proof is omitted.
We have therefore a one-to-one correspondence between the elements of AC and those of A1, and X^= Y, Y~l = X.
The transformation £(a)=X(f) can now be represented in general in the form:
{(a) = J fdp. Proof. We need prove only: 1. fa(af+ßg)dp = afafdp+ßfagdp. 2. /^0 -*-fafdplàO, for every a. 3.f>0^~f"fdp>0, for some a. 4./not ^0->-fafdp<0, for some a. Details of the proof are omitted.
This completes the proof that AC is a space of type F1, since it is isomorphic to A1. Conversely, every space of type Fl is isomorphic to a space of absolutely continuous functions.
Remark. If a is an element of B, then the function of AC which corresponds to the function a of A1 is the function £ (¿0 = p[A (a,b) ].
VI. Concluding remarks 1. Regularity. Since a given Boolean algebra B determines and is determined by the corresponding space ß, we may wish to know the conditions on B corresponding to the regularity conditions on Í2. A set of necessary and sufficient conditions is contained in the Definition.
A regular Boolean algebra is a a-complete Boolean algebra B which satisfies the further conditions :
1. If F is any subset of B, then \/(F) exists, and there is a countable subset F'çz F such that V (F') = V (F). Theorem 6.1. A necessary and sufficient condition that Q be regular is that B ' be regular.
Proof is omitted.
We state, also without giving the proof: Theorem 6.2. A Boolean algebra of type 73M is regular.
We know therefore that the space of measurable functions on the unit interval is regular, while the subspace of bounded functions is not.
2. Conjugate spaces. Riesz [10] has developed the theory of additive functional defined on a "fundamental domain." Such a fundamental domain is given by the positive and zero elements of any vector lattice. Riesz proves, in different language, that the space of additive functionals, each bounded above by a positive additive functional, defined on a vector lattice, is a ir-complete vector lattice. If the underlying space is cr-complete we can restrict ourselves to linear (continuous) functionals.
In this case each functional is automatically bounded above by a positive linear functional, and we can state These theorems apply immediately to any spaces of type Fp. Many other theorems regarding Lp spaces, such as those concerned with weak convergence (cf. Banach [11, p. 197 ]) can be carried over to the Ap spaces. Spaces of the type defined by Orlicz [4] can also be extended to spaces on a Boolean algebra of type 5".
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