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ABSTRACT
High compression ratio, scalability and reliability are the main issues for trans-
mitting multimedia content over best eort networks. Scalable image and video
coding meets the user requirements by truncating the scalable bitstream at dif-
ferent quality, resolution and frame rate. However, the performance of scalable
coding deteriorates rapidly over packet networks if the base layer packets are
lost during transmission. Multiple description coding (MDC) has emerged as an
eective source coding technique for robust image and video transmission over
lossy networks. In this research problem of incorporating scalability in MDC for
robust image and video transmission over best eort network is addressed.
The rst contribution of this thesis is to propose a strategy for generating more
than two descriptions using multiple description scalar quantizer (MDSQ) with
an objective to jointly decoded any number of descriptions in balanced and unbal-
anced manner. The distortion constraints and design conditions for multichan-
nel unbalanced description coding (MUDC) using several MDSQs for improving
quality as the number of description is increased are formulated. Secondly, the
design of MDSQ is extended to incorporate the quality scalability in each de-
scription by using the concept of successive renement in the side quantizers of
multiple description scalar quantizer called MDSQ-SR. The design conditions of
the MDSQ-SR are formulated with the objective to improve the quality of side
and joint decoding for any combination of quality renement layers. The joint
decoding of dierent spatial resolution descriptions having dierent quality re-
nement layers is demonstrated for images by combining MUDC and MDSQ-SR
schemes respectively. Finally, a fully scalable multiple description video coding
(SMDVC) scheme is proposed by integrating MUDC and MDSQ-SR schemes in a
motion compensated temporal ltering based video coding framework. The pro-
posed SMDVC scheme is capable of generating and joint decoding any number of
descriptions in balanced and unbalanced manner at any quality, resolution and
frame rate.
According to the experimental results the unbalanced joint decoding results into
1:1 dB better peak to signal noise ratio (PSNR) than the balanced joint decod-
ing at the same data rate. Furthermore, the joint decoding of MDSQ-SR based
scheme gives an average of 1:35 dB and 0:3 dB better PSNR performance with re-
spect to the state-of-the-art embedded-MDSQ for images and video respectively.
The PSNR performance of the MDSQ-SR based video scheme is improved by
0:2-0:6 dB by controlling inter description and motion vector redundancies. In
addition to superior rate-distortion performance than embedded-MDSQ, MDSQ-
SR has reduced the computational complexity by 83%.
i
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Chapter 1
Introduction
In spite of the advancement of multimedia content generation, communication
and storage systems, there is a huge demand for ecient and robust image and
video coding techniques for eectively utilizing the communication and storage
resources. Conventionally image and video coders are designed to achieve high
coding gain. But the emergence of the wavelet transform and other ecient
hierarchical representations of the image and video data have resulted in incor-
porating scalability into image and video coders. Scalability is the property of the
bitstream in which data is arranged according to the signicance of information
and can be truncated at any required rate, quality, resolution and frame rate.
Therefore, scalable coding provides a good solution for image and video com-
munication over heterogeneous packet switched networks where end users have
dierent resources in terms of bandwidth and display.
The scalable coding is applicable for packet switched networks due to its adapt-
ability to the heterogeneous environment. However, the scalable bitstream trans-
mitted through network experiences packet losses, bit errors and transmission
channel shutdowns. Packet losses and unavailability of communication path are
the major problems encountered in multimedia content distribution over hetero-
geneous networks. The decoded quality of the image and video is deteriorated
rapidly as the packets are lost from the base layer of a scalable bitstream or unable
to decode in case of channel unavailability [1, 2]. In scalable coding, the higher
enhancement layers are dependent on base and the lower enhancement layers.
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(a) (b)
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Figure 1.1: Decoded Foreman sequence frame from the scalable bitstream from
base layer (left column) and base with enhancement layer (right column) having
(a),(b) No packet losses, (c),(d) packet losses only in enhancement layer (e),(f)
packet losses only in base layer.
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Therefore, if the base layer is aected by transmission errors in error-prone chan-
nels, such errors are propagated due to interdependencies among layers and can
lose the expected improvements in quality even though enhancement layers are
received without any errors. Figure 1.1 shows the decoded frame from Foreman
sequence for two quality layers. The left and right column of Figure 1.1 shows the
decoded frame from the base layer and base with enhancement layer respectively.
The decoded frame in Figure 1.1(a) and (b) are without any packet drops and
clear quality improvement can be observed. The decoded frame in Figure 1.1(c)
and (d) are with packet drop from the enhancement layer and it can be observed
that the decoded quality remains similar as the base layer quality. The decoded
frame in Figure 1.1(e) and (f) are with packet drops from the base layer and it
can easily be observed from the decoded frame that by receiving the enhance-
ment layers without any packet drops, the erasure eect in the base layer due to
packet drop propagates to the enhancement layer. Therefore, some error resilient
techniques are required to limit this type of error propagation.
The resilience to errors in error-prone channels is usually achieved by either us-
ing error control codes or error concealment techniques. Forward error correction
(FEC) and automatic repeat request (ARQ) schemes have been commonly used
for error correction in scalable multimedia transmission. The design of opti-
mal forward error correction schemes is dicult especially for the best eort
packet networks, where error occurs beyond the error correcting capabilities of
the error correcting codes. On the other hand, automatic repeat request based
methods give better performance than forward error correction schemes under
packet lossy conditions, but the additional delays caused by the automatic re-
peat request schemes make them inappropriate for real time applications. Due
to the limitations of the FEC and ARQ based schemes, a source coding scheme
known as multiple description coding (MDC) has emerged as an eective scheme
to combat channel impairments of heterogeneous packet networks [3{6]. MDC
is feasible for real time applications because it, not only, combats packet losses
without retransmission, but also, reduces the network congestion.
MDC is a well known source coding scheme that overcomes the drawbacks of
FEC and ARQ methods for reliable transmission of images and video. In MDC,
the source is encoded into two or more bitstreams, known as descriptions, and is
transmitted independently through dierent channels. The descriptions can be
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decoded independently for a low quality version or jointly for a higher quality
version of the same content. Independently decodable and mutually reneable
descriptions are generated by introducing some amount of redundancy in each
description, which is not useful if all the descriptions are received without any
losses. If parts of individual description are aected from transmission losses, then
the joint decoding compensates these losses and decodes the content as accurately
as possible. MDC is useful for image and video transmission over best eort
packet networks, where packets are lost due to various link bandwidths, buer
capacities and network congestion. MDC is also very applicable for distributed
storage systems, where instead of saving similar content, dierent descriptions
are stored on multiple servers.
In light of the above, it can be concluded that on one hand, image and video
coding systems have to provide scalability in order to meet the requirements of
the heterogeneous environment, and on the other hand, robust coding is also
required to handle the challenges of the error-prone channels. Dierent methods
have been proposed that combines the scalable and multiple description coding to
provide both the scalability and reliability [7{12]. Most of the methods proposed
for generating multiple scalable descriptions are based on single scalable coding
schemes. In [9, 13, 14], scalable multiple descriptions are created by coding the
temporal sub-sampled sequence from a single scalable video coder. In case of
description loss in these schemes, the missing frames are replaced by interpolating
the frames from the received description, resulting into ghosting eect on the side
decoding. The other approach used for generating multiple scalable descriptions is
to map the single scalable bitstream into multiple descriptions [8,15{17]. In such
schemes, the base layer information is duplicated in each description resulting in
high redundancy and low joint quality gain. Also, most of the MDC methods
focus on generating two descriptions. The methods for generating more than
two descriptions available in literature are based on sub-sampling the source.
The main problem of the sub-sampling based schemes is the severe eect on the
reconstruction quality of the content if any of the description is not available at
the decoder. In order to propose scalable multiple description image and video
coding method the main aim and objectives set for this thesis are described in
next section.
4
1.1 Aims and Objectives
In this thesis, research on scalable multiple description image and video coding
that generates any number of descriptions and provides quality, resolution and
frame rate scalability is presented. The main aim of this research is to design a
scalable multiple description image and video coding method that generates any
number of scalable descriptions which are capable of jointly decoding in balanced
and unbalanced manner at any quality, resolution and frame rate provided that
there is always an increase in the joint decoding quality. The main objectives set
for this thesis are
1. To generate more than two descriptions using several multiple description
scalar quantizers (MDSQs), with each description containing information
from all coecients as opposed to the subsampling based methods.
2. To make each description quality scalable by using the concept of successive
renement for the side quantizer of the MDSQ.
3. To provide the capability of joint decoding of dierent quality and resolution
descriptions in multiple description image coding.
4. To integrate quality, resolution and frame rate scalability in a motion com-
pensated temporal ltering based video coding framework.
5. To evaluate the proposed scalable multiple description video coding scheme
under a practical scenario.
1.2 Thesis Outline
In Chapter 2 a brief overview of the building block of video coding and concepts
of scalability and reliability is provided. Chapter 2 also reviews the state-of-
the-art methods of multiple description image and video coding available in the
literature.
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In Chapter 3 a novel scheme based on MDSQ to generate and jointly decode any
number of descriptions is presented. The joint decoding distortion constraints
for dierent combination of descriptions from several MDSQs are formulated
with the objective to improve the distortion as the number of jointly decoded
descriptions is increased. For meeting these constraints, the design conditions for
several MDSQs are proposed.
In Chapter 4 multiple description scalar quantizer with successive renement
(MDSQ-SR) is proposed to provide quality scalability in multiple description im-
age coding. The proposed method starts with MDSQ based MDC for the base
layer and then successively rene the side quanitzer. The objective of the MDSQ-
SR design is to improve the distortion for every renement layer of a side descrip-
tion when individually decoded and for any combination of levels of renement
of the two rened side descriptions for joint decoding. The MDSQ-SR design
considers dierent index assignment matrices (resulting in non-overlapped and
overlapped side quantizer bins) to incorporate dierent amounts of redundancy
between the descriptions at the base layer.
Chapter 5 deals with generating dierent spatial resolution quality scalable de-
scriptions to provide fully scalable multiple description image coding scheme. The
proposed method generates dierent resolution descriptions by using multichan-
nel unbalanced description coding concept for dierent wavelet decomposition
levels and dierent quality enhancement layers is achieved in each description by
successive renement of the side quantizers.
Chapter 6 presents a new scalable multiple description video coding scheme. The
temporal or frame rate scalability in the proposed scheme is achieved by decom-
posing the input video sequence by using motion compensated temporal ltering.
The quality and resolution scalability is achieved by using MDSQ-SR and multi-
channel unbalanced description coding similarly as achieved in multiple descrip-
tion image coding. The chapter also deals with how each scalable description is
extracted and how amount of redundancy in each description is controlled. Fi-
nally the proposed scalable multiple description video coding scheme is evaluated
over peer to peer (P2P) network.
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Chapter 2
The Literature Review
Scalability and reliability in image and video coding are the two main components
of this thesis. This chapter presents an overview of the concept of scalability and
reliability in image and video coding systems. MDC is a source coding method
that provides reliability for multimedia transmission over packet networks. This
chapter also reviews the theoretical rate-distortion region of MDC and some
practical MDC schemes for images and videos.
2.1 Building Blocks in Image and Video Coding
Signicant amount of information is required to store any digital video sequence.
Video coding or compression represents the video content by removing the re-
dundant and irrelevant information present in a video sequence. The amount of
data is reduced by exploiting interpixel, coding, and psychovisual redundancies
present with in a frame or image. In addition to redundancies with in a frame,
inter frame or temporal redundancy is reduced by coding some frames using mo-
tion compensated prediction with reference to previously coded frames. Video
coding schemes can be lossy or lossless depending on the application. However,
most of the video coding schemes are lossy to reduce the signicant volume of
data to represent the video. The distortion of the coded image or frame is usually
9
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Figure 2.1: Block diagram of generalized video coding system.
measured by mean square error (MSE) or peak to signal noise ratio (PSNR) as,
MSE =
1
X  Y
X
i=1
YX
j=1
[V (i; j)  V^ (i; j)]2; (2.1)
PSNR = 20log10

255p
MSE

dB; (2.2)
where V ,V^ are the original and decoded video frame and XY is the dimension
of frame.
Figure 2.1 shows the block diagram of a generalized video coding system that op-
erates in intraframe and interframe video coding modes to remove redundancies
with in the frame and among dierent frames respectively. The intraframe video
coding mode exploits the redundancies present within the frame as in image cod-
ing. Therefore, no feedback loop is required in this mode as shown in Figure 2.1.
Each frame Vl is decorrelated by a transformation block and then quantized and
entropy coded to reduce the bit budget. Inverse operations are performed on
encoded intraframe Vle to get the reconstructed frame V^l. On the other hand,
the interframe video coding exploits the dependencies among dierent frames to
increase the coding eciency.
In interframe video coding, the rst frame of each group of picture (GOP) is
coded as intraframe and then the motion prediction based coding is used on the
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following frames of each GOP. The reason of coding the rst frame as intraframe
is to prevent the coder from error propagation. In interframe coding mode,
the prediction of current frame Wl is subtracted from current frame to form
the prediction error El as shown in Figure 2.1. The current prediction error is
encoded similarly as in intraframe mode by performing transform, quantization
and entropy coding with entropy coded motion vectors MVl. The decoder uses
the encoded prediction error Ele, encoded motion vectors MVle and previous
reconstructed frame V^l 1 to reconstruct the current frame V^l. The current frame
prediction is generated at the decoder by using previous reconstructed frame and
motion vectors. The current frame reconstruction is then obtained by adding
reconstructed prediction error and current frame prediction from motion vectors.
Details of each block in intraframe and interframe video coding modes are as
follows.
2.1.1 Transformation
The main purpose of the transformation block is to remove the interpixel redun-
dancy present within the frame. The transformation block decorrelates the input
frame by distributing most of the input frame energy into fewer numbers of co-
ecients. The transformation operation in image and video coding is considered
as a lossless process because the transforms used in these coding are invertible.
Therefore, the original frame can be reconstructed by performing inverse trans-
formation operation. The transform used in coding algorithms can be applied to
the entire frame or blocks in the frame. The most common block-based trans-
form used in image and video coding is the discrete cosine transform (DCT). The
DCT is usually performed on 8 8 blocks, therefore well suited for fast real time
implementations, but produces blocking artefacts in coded frames.
The discrete wavelet transform (DWT) is another transform used in image and
video coding and it shows superior performance over DCT-based methods [18].
The DWT can be implemented by using the lter bank or the lifting approach.
The 2D-DWT decompose the frame into four (LL, LH, HL, HH) subbands, where
L and H stand for low and high frequency respectively. The LL subband repre-
sents the half resolution of the original frame with high spatial correlation and
11
LH, HL and HH subbands represent the vertical, horizontal and diagonal edge
details present in the frame. The DWT can be applied to subbands to further
decompose the input frame. The wavelet decomposition structures can be dyadic,
in which only LL subband is further decomposed, or packet transform where all
subbands are further decomposed. Spatial scalability can easily be achieved in
DWT-based coding due to its multi-resolution decomposition structure.
2.1.2 Quantization
The main purpose of the quantization block is to remove the psychovisual re-
dundancy. The quantization is performed on the transformed coecients and is
a lossy process, thus results in high coding gain. The objective of quantization
is to generate a nite number of symbols which are the approximation of the
transformed coecients. The quantizer used in image and video coding can be
scalar or vector. In vector quantization, the transformed coecients are divided
into blocks and then the quantization symbols are assigned to each block [19]. On
the other hand, in scalar quantization each transformed coecient is mapped to
one quantization symbol according to the coecient value and its correspondent
quantizer bin. The scalar quantizer used in coding system can be uniform or
non-uniform and is selected according to the rate-distortion requirement of the
coding system.
2.1.3 Entropy Coding
The main purpose of the entropy coding block is to exploit the coding redundancy
present in the quantized coecients. Before transmission, the quantized coe-
cients are represented losslessly in terms of binary stream. The binary codewords
assigned to quantized coecients can be of xed or variable length. Compression
ratio can be increased by using variable length codewords. The two famous en-
tropy coding methods are Human [20] and arithmetic coding [21]. In Human
coding, integer length codeword is assigned to each message symbol. Therefore,
the bit rate cannot be less than one bit per message symbol, unless the message
symbols are coded jointly. On the other hand in arithmetic coding, each mes-
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sage symbol does not need to be mapped into integer number of bits. Therefore,
fractional bit rate can be achieved in arithmetic coding.
2.1.4 Motion Compensation and Estimation
The main purpose of the motion compensation and estimation block is to re-
move interframe redundancy present in the temporal direction of video sequence.
Motion compensation is a technique used to remove the temporal redundancy
that also enhances the coding eciency of video encoders [22]. The motion
compensation-based video coders work in two stages. In the rst stage, motion
is estimated between two frames i.e., the current and previously reconstructed
frame. Block matching algorithms (BMA) [23] are usually used to estimate the
motion between two frames. The motion estimator generates motion vectors by
dividing the current frame into blocks and then each block is estimated from
the search window of the previously reconstructed frame. The complexity of the
BMA depends on the block size (that can be of xed or variable size) and search
window size. One of the criteria used to choose the best block match between
frames is MSE.
In the second stage, the current frame prediction is created by using the motion
vectors generated from motion estimation block and previously reconstructed
frame. The blocks from the previously reconstructed frame are placed according
to the motion vectors to create the current frame prediction. The motion com-
pensation also decides which blocks are encoded as prediction error and which
are encoded similarly as in intraframe coding. On the decoder side, the frames
are reconstructed from the entropy encoded motion vectors and transformed,
quantized and entropy coded prediction error.
2.1.5 Image and Video Coding Standards
In the literature, dierent image and video coding standards are proposed for dif-
ferent applications based on dierent transform, quantization, motion compensa-
tion and entropy coding. Any coding standard explains the bitstream structure
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which describes the building blocks conguration in image and video coding sys-
tem and other information to represent images and videos.
The joint photographic expert group (JPEG) proposed the compression standard
to represent still images in which dierent modes can be used to full the require-
ments for particular application. The JPEG baseline is a simple and ecient
system that uses the DCT-based lossy compression algorithm with scalar quan-
tization and Human or arithmetic coding to represent an image in a non scal-
able fashion, also called sequential mode. The JPEG extended system enhances
the baseline system by incorporating scalability in progressive and hierarchical
modes. In the progressive mode, each DCT coecient block is roughly quantized
and then rened sequentially to achieve quality scalability. On the other hand
in the rst pass of hierarchical mode, the subsampled image is coded by JPEG
baseline. The dierence between the higher resolution image and prediction ob-
tained from the upsampled and interpolated compressed image from the previous
passes are coded in subsequent passes. JPEG standard also provides a lossless
coding mode that uses a predictive coding approach with Human or arithmetic
coding and is independent from DCT. The details of the JPEG standard can be
found in [24].
Despite the success of JPEG image coding standard, it has certain shortcomings
for dierent applications like medical imaging, digital libraries and archives of
images, and communication of images over Internet and mobile. JPEG2000 image
coding standard not only optimizes the coding eciency but also provides the
scalability and interoperatability for Internet and mobile communication. In
JPEG2000 block-based DCT is replaced by the DWT, which not only enhances
the compression eciency but also represents the image in multi-resolution form.
In addition to high coding gain, JPEG2000 also provides dierent features like
lossy and lossless coding modes, quality and resolution scalability and region
of interest (ROI)-based coding. The details of JPEG2000 and comparison with
other image coding standards are reviewed in [25,26].
Dierent video coding standards are available, considering dierent application
requirements. The moving picture expert group (MPEG) has developed MPEG-
1, MPEG-2, MPEG-4, MPEG-7 and MPEG-21. The MPEG-1 video standard
supports CIF format at 25 fps or 30 fps, non-interlaced video to encode up to 1:5
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Mbps. MPEG-1 is designed for CD ROMs and multimedia application for the
desktop computers. MPEG-2 video coding standard is an extension of MPEG-1
that supports interlaced video coding. It is used for standard and high denition
television broadcast over satellite, terrestrial emission and cable networks and for
high quality video storage on DVDs. MPEG-2 is also used for telecommunication
purposes and is recommended by international telecommunication union (ITU)
as ITU-T H.262. The H.263 video coding standard is developed for low data
rate applications, especially for mobile wireless networks. The main aim of any
standard is to maximize the coding gain, to reduce the complexity of coder, and
to make them applicable for diverse networks. The H.264/AVC covers video
coding layer (VCL) and network adaptation layer (NAL) to provide exibility
and customization to applications. VCL is responsible to represent the video
content eectively, and NAL is responsible for header information to pack the
VCL data for network transport. The details of the H.264/AVC and its scalable
extension is briey reviewed in [27{29].
2.2 Scalable Image and Video Coding
The main aim of conventional image and video coders is to achieve high com-
pression ratio or coding gain. But high compression ratio is not always the
only requirement of the end user, especially when the end users have dierent
resources in terms of bandwidth, display device and computational complexity.
Scalable coding emerges as a good solution for multimedia content distribution
over heterogeneous networks.
Hierarchical subband decomposition and embedded coding are the two main com-
ponents of any scalable coding framework. Scalability is the property of a bit-
stream in which the bitstream is arranged according to the signicance of infor-
mation and can be truncated. Therefore the scalable image and video codecs
allow the end users to truncate the scalable bitstream at any frame rate, reso-
lution and quality to meet the data rate requirement and user preferences. Any
scalable coder generates an embedded bitstream and has at least two layers i.e.,
base layer and enhancement layers. The base layer contains the most important
information by which a minimum quality or resolution is obtained [26]. The base
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layer is followed by other layers, called the enhancement layers, having additional
information to enhance the quality, resolution or frame rate of the decoded image
or video. Following are the dierent types of scalabilities that are useful in image
and video coding.
1. Quality or SNR Scalability: In quality or SNR scalability, at least two
layers (base and enhancement) of an image/video are required to decode
the image/video at two or more dierent quality levels. The base layer
encodes the information that is required to decode the image/video at a
basic quality. The enhancement layer increases the quality of the decoded
image/video when added to the base layer. The Encoder can encode as
many enhancement layers as possible which gives decoder an option to
decode the image/video at dierent quality levels.
2. Spatial or Resolution Scalability: In spatial or resolution scalability,
the base layer generated by the encoder is responsible to provide a basic
lower spatial resolution. The enhancement layer provides the information,
which is interpolated with the base layer to decode the image at some higher
spatial resolution.
3. Temporal or Frame Rate Scalability: In temporal scalability dierent
frame rates can be selected for video encoding/decoding. Fewer frames from
the video sequence are used for the motion prediction and estimation for
the base layer. Higher frame rate are used in the enhancement layer for the
good perception of motion in video.
The quality and resolution scalabilities can be achieved both in images and video
while the temporal scalability is possible only in videos. Figure 2.2 shows the
scalable video coding framework. A scalable video coding framework is divided
into three main blocks [1, 30].
1. Scalable Video Encoder.
2. Scalable Video Extractor.
3. Scalable Video Decoder.
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Figure 2.2: Scalable video coding framework.
The encoder block only once generate a scalable video bitstream and a bitstream
description for input video for the highest achievable quality, resolution and frame
rate. The bitstream description can be used separately or interleaved with the
scalable video bitstream. The scalable video bitstream is generated in such a
manner, that it is capable of achieving all the three types of scalabilities discussed
above. The extractor block is responsible to truncate the scalable video bitstream
into a new adapted scalable video bitstream and its description. The decoder
block uses the adapted scalable video bitstream and its description to decode
the input video at particular quality, resolution and frame rate depending on the
adapted scalable video bitstream.
Let F0, G0 and H0 be the bitstream requirement for a basic quality, resolution
and frame rate respectively and FP , GP and HP be the bitstream requirement
for a highest quality, resolution and frame rate as shown in Figure 2.2. All this
information is presented in a single bitstream generated by the scalable video
encoder. Extractor can extract the scalable video bitstream at any quality (Fe),
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resolution (Ge), and frame rate (He). Decoder decodes the input video at a dier-
ent quality, resolution, and frame rate according to extracted scalable bitstream
and its description.
Dierent scalable image coding algorithms are available in the literature. Shapiro
in [31] introduced the concept of embedded zero tree wavelet (EZW)-based im-
age coding that generates a bitstream according to the signicance of the wavelet
coecients. An alternative scheme for implementing the same concept as intro-
duced in EZW is discussed in [32] named SPIHT (Set Partitioning in Hierarchical
Trees). Only quality scalability is achieved in EZW and SPIHT. Both the quality
and resolution scalability is achieved in embedded block coding with optimized
truncation (EBCOT) [33], which is also adopted in JPEG2000 [26]. Motion com-
pensated temporal ltering (MCTF) [34] and DWT is extensively used in video
coding to generate scalable video bitstreams [27,35{40]. MCTF is a lifting based
wavelet approach used to decompose a video in temporal direction. Motion com-
pensation and prediction is performed in [41,42] and not performed in [43] when
applying the wavelet transform in temporal direction.
3D wavelet decomposition or spatio-temporal decomposition is a two step process:
2D spatial transform and MCTF. In video coding two dierent frameworks for the
spatio-temporal decomposition are used. In one framework, MCTF is performed
on 2D spatial transform coecients and is known as (2D+t) framework [44]. In
another framework, the 2D spatial transform is performed after the MCTF and
is known as (t+2D) framework [2]. All three kinds of scalabilities i.e., (temporal,
spatial and quality) can be achieved by using the spatio-temporal decomposition
architecture. Motion vectors generated by MCTF can be encoded in non scalable
fashion in [2] and also in scalable fashion [45, 46]. In [1], dierent wavelet-based
scalable video coding approaches are discussed in detail.
The major problem of scalable bitstream is its rapid performance deteriora-
tion when transmitted over error-prone channels. In scalable coding, the higher
enhancement layers are dependent on base and the lower enhancement layers.
Therefore, if the base layer is aected by transmission errors in error-prone chan-
nels, such errors are propagated due to interdependencies among layers and can
lose the expected improvements in quality even though enhancement layers are
received without any errors. An example of such a situation is the best eort
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packet networks like Internet. The scalable video bitstream is packetized accord-
ing to the signicance of information to transmit the video through Internet. If
the packets are corrupted or lost at dierent nodes due to various bandwidth
links, buer capacities and network congestion, it is possible that the video is not
decoded properly at the decoder. In such cases some error resilient image and
video coding methods are required to cater for the error propagation problem of
scalable bitstreams.
Dierent methods have been proposed for reliable transmission of images and
video over Internet and mobile wireless networks. Forward error correction and
automatic repeat request are the two common error correction techniques adopted
in image and video transmission over error-prone channels [47,48]. The data rate
is increased by introducing any error correction technique. FEC schemes are ca-
pable to detect and correct certain amount of bit errors depending on the error
detection and correction capabilities of the adopted schemes. The forward error
correction scheme fails when the bit errors are beyond the error correction ca-
pabilities. Usually these schemes fail under bursty error conditions. It is shown
in [49,50] that the ARQ is more eective to combat bursty errors than the FEC
scheme. An additional delay caused by the ARQ scheme for requesting the cor-
rupted packets is only the disadvantage and therefore it is not appropriate for
real time applications. Instead of using FEC or ARQ a source coding method
known as MDC is also used as an eective scheme to combat channel errors.
2.3 Multiple Description Coding
MDC has emerged as a source coding technique that overcomes the drawbacks
of FEC and ARQ schemes for reliable transmission over unreliable channels. In
contrast to scalable coding, no error correction or concealment techniques are
required in MDC for robust transmission. MDC provides graceful degradation as
compared to the conventional scalable coders because in MDC, the source infor-
mation is split into two or more descriptions and is transmitted through dierent
independent channels. In MDC, the source is encoded into dierent bit streams
with similar rate-distortion performance known as balanced descriptions, which
can be decoded independently for a low quality version or jointly for a higher
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Figure 2.3: Multiple description coding model for two descriptions.
quality version of the same content [3]. If parts of the individual descriptions
are aected from transmission losses, then the joint decoding compensates for
these errors and decodes the content as accurately as possible. MDC is useful for
transmission along packet networks, where loss of packets occur due to various
link bandwidths, buer capacities and network congestion and for transmission
along wireless channels, where bit wise errors occur due to fading. More impor-
tantly, MDC is very applicable in distributed and scalable content storage and
transmission systems [51{54].
The block diagram of a MDC model for two descriptions is shown in Figure 2.3.
An input source is transmitted to three decoders over two dierent channels. On
the receiver side, one decoder receives the information from both the channels
and is called a central decoder. The other two decoders receive the information
from independent single channel and are called the side decoders.
Let s and t be the two descriptions having data rate requirements Rs and Rt and
are transmitted through channel 1 and channel 2 respectively. Decoder s and t in
Figure 2.3 are the side decoders, while decoder c is the central decoder. Dierent
distortion levels on the decoder side can be achieved depending on the rates and
the number of descriptions received. On receiving a single description at the
decoder, one of the side decoders decodes the source information. The level of
distortion is either Ds or Dt depending on which of the side decoder receives the
description. When both the descriptions are received, the distortion level is Dc,
which should be less than both the side distortions at rate Rc. For the balanced
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descriptions case the above conditions can be written as
Ds  Dt;
Rs  Rt;
Dc  Ds; Dt;
Rc = Rs +Rt:
(2.3)
The above MDC model can be generalized to N descriptions, in that case there
are N channels and 2N   1 decoders.
It is not always necessary to create balanced descriptions in terms of rate and
distortion. Three very simple and dierent scenarios to create multiple descrip-
tions are discussed in [3]. In rst scenario, two balanced but dierent descriptions
are generated at rate Rs and Rt and transmitted through two channels. In this
case, a minimum quality level decoding is achieved by the side decoders, while a
maximum level of quality is achieved at the central decoder. In second scenario,
the same description is transmitted through both the channels. In this case the
decoding quality achieved by the side and central decoders is same. There is no
advantage at the central decoder under lossless condition because no additional
information is available at the central decoder. In third scenario, description s is
created at Rs and description t is created at rate Rt in such a way that it has some
enhancement information regarding to description s. In this case, a good quality
decoding is achieved by the side decoder s and even a better quality is achieved
at the central decoder. But the decoding quality achieved by the side decoder t
is not acceptable because the description t just has the enhancement information
of the description s. Therefore, the fundamental tradeo of any MDC scheme is
to make the description individually good but not too similar [3].
Dierent methods of MDC have been proposed by integrating the creation of
multiple descriptions into image and video encoding modules, such as, the decor-
relating transform and quantization. Another MDC approach is to create dif-
ferent spatio-temporal versions of the source content by subsampling followed
by individual encoding of each of the description using existing source coders.
The next sections of this chapter reviews the theoretical rate-distortion region of
MDC and some practical MDC schemes for images and videos.
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2.4 Rate Distortion Region for Multiple Descrip-
tion
In this section, the MDC problem from the information theory perspective is
reviewed. Dierent information theoretic aspects of MDC problem regarding rate
and distortion are studied that helps in designing practical MDC schemes [55{
59]. It is always dicult to nd the tight rate and distortion bound except
for some simple situations. However, the rate and distortion bound helps in
understanding the quality variation with respect to the source coding length. For
single description coding, the rate-distortion pair (R;D) is achievable if a source
code exists at rate R to represent the source having distortion D. Similarly,
the rate distortion region is a closure of the set of achievable rate-distortion
pairs. Most of the rate distortion region studies on MDC is for a classical two
description case, where source is encoded into two descriptions at rate Rs and Rt.
The decoder can have the distortion Ds or Dt and Dc depending on single and
joint description decoding respectively. The multiple description rate distortion
region is a closure set of achievable quintuples (Rs; Rt; Dc; Ds; Dt). The multiple
description rate distortion region is only known for memoryless Gaussian source
and mean squared error and is discussed in next section.
2.4.1 Rate Distortion Region of Memoryless Gaussian Source
and Mean Squared Error Distortion
The achievable multiple description rate distortion region is completely known
only for a memoryless Gaussian source and the result is presented by Ozarow
in [56]. In [56], a source of sequence of independent and identically distributed
random variables having Gaussian distribution with unit variance is considered.
The achievable set of rates and mean square error distortion is the union of points
that satises the following equations.
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Ds  2 2Rs ; (2.4)
Dt  2 2Rt ; (2.5)
Dc  2 2(Rs+Rt)(Ds; Dt; Rs; Rt); (2.6)
where,
(Ds; Dt; Rs; Rt) =
1
1 
p
(1 Ds)(1 Dt) 
p
DsDt   2 2(Rs+Rt)
2 : (2.7)
The behavior of  and the properties of achievable region of MDC is made clear
by considering the following example. The rst case is to consider each individual
description s and t very good and have the distortion Ds = 2
 2Rs and Dt = 2 2Rt
respectively. Then Eq. (2.6) can be written as,
Dc  DsDt
Ds +Dt  DsDt : (2.8)
By assuming some more inequalities, Eq. (2.8) becomes Dc  min(Ds;Dt)2 , which
means the joint decoding is slightly better than the better of the individual de-
scription decoding. The second case is to consider the joint decoding description
as good as possible so that Dc  2 2(Rs+Rt), which means  = 1, therefore,
Eq. (2.7) becomes
Ds +Dt = 1 + 2
 2(Rs+Rt): (2.9)
It is clear from Eq. (2.9) that either Ds or Dt is similar to Dc and the other
description has the distortion value 1. The distortion value 1 is obtained by
estimating the source from its mean value, which means the description is useless
and has no information. The intermediate to the above two example scenarios for
the multiple description region is obtained by considering balanced description
case, where, Rs = Rt  1 and Ds = Dt  1. By considering these condition the
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value of  in Eq. (2.7) becomes
1

= 1 
p
(1 Ds)(1 Dt) 
p
DsDt   2 2(Rs+Rt)
2
(2.10)
= 1 

(1 Ds) 
p
D2s   2 4Rs
2
 1  ((1 Ds) Ds)2
= 4Ds   4D2s
 4Ds:
By substituting the value of  from Eq. (2.10) into Eq. (2.6) the central distor-
tion value becomes Dc  2 4Rs(4Ds) 1. The lower bound of the rate distortion
region is obtained by the product of the side and central distortion i.e., 4 12 4Rs .
Therefore the best decay of central distortion is Dc  4 12 2Rs .
It is clear from the above discussion that it is dicult to utilize Rs + Rt bits
together if good descriptions are designed at rate Rs and Rt and transmitted over
channel 1 and channel 2 respectively. Similarly, if a good representation of source
is done at rate Rs + Rt then it is dicult to split into two useful descriptions.
Therefore, the tradeo in designing any practical MDC scheme is to make the
individual description good, but not too similar.
2.5 Multiple Description Coding of Images
The conventional transform-based image coder consists of transform, quantiza-
tion and entropy coding blocks to remove interpixel, psychovisual and statistical
redundancies respectively. The MDC is a source coding method to create multiple
descriptions by adding some controlled amount of redundancy among descriptions
to protect the source from channel errors. Therefore, the rst and important point
in any multiple description image coding scheme is to nd the stage, where the
source is divided into two or more descriptions and redundancy is added eas-
ily and eectively. A very simple way of generating multiple descriptions is to
create dierent spatial versions of the image by downsampling followed by in-
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dividual encoding of each downsampled image by any existing transform-based
image coder. The downsampling methods considered in such MDC algorithms
include quincunx sampling [60,61] or polyphase decompositions [6, 62,63].
Most of the MDC designs are based on integrating multiple descriptions into
usual coding modules, such as, the decorrelating transform and quantization [4,
5, 64{75]. Notable examples for modifying the transformation block includes an
extension of the JPEG coder as an MDC scheme by using a pairwise correlating
transform (PCT) [69]. It was later modied into any number of descriptions [70]
and made use of lapped transforms, such as the lapped orthogonal transform
(LOT) [71] and the time domain lapped transformed (TDLT) [72]. However, the
most commonly used MDC method is modifying the quantization process in a
source coder and famously known as MDSQ [5, 65]. Comparison of the wavelet-
based image coder with the DCT-based image coder shows that high compression
ratio or coding gain is achieved by using the wavelet-based coder [18]. There-
fore, many wavelet transform-based MDC schemes are available [5,66,73{75] for
achieving high coding gain and incorporating extra features, such as scalable de-
coding. Multiple description image coding approaches can be categorized into
following three classes based on dierent blocks introduced in the conventional
image coding model.
1. Multiple Description Coding using Multiple Description Scalar Quantizer.
2. Multiple Description Coding using Pairwise Correlating Transform.
3. Multiple Description Coding using Pre and Post Processing.
2.5.1 Multiple Description Coding using Multiple Descrip-
tion Scalar Quantizer (MDSQ)
The most commonly used approach in creating multiple descriptions is based
on modifying the quantization block. Vaishampayan proposed an idea to create
multiple descriptions using quantization and is known as MDSQ. The optimal
design of xed rate MDSQ and good index assignment for a memoryless Gaus-
sian source has been studied previously [67]. The optimal design of entropy
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Figure 2.4: Two examples of index assignment matrix and the corresponding
central and side quantizers (a) staggered case index assignment (b) modied
nested index assignment.
constrained MDSQ is discussed in [76], while the high rate analysis of xed rate
and entropy constrained MDSQs is derived in [77].
An MDSQ consists of two parts: A scalar quantizer that maps a set of random
variables O 2 fo0; o1; o2; :::g to another countable set C 2 f0; 1; 2; :::; n   1g
(commonly known as the central quantizer) and an index assignment matrix that
splits the indexes of the central quantizer into two complementary and redundant
descriptions, commonly called the side quantizers. The reconstructed quality
of the source from the side quantizers is lower than the reconstructed quality
from the central quantizer. The relationship of the quantizer bins in the central
quantizer to those in the side quantizers are dened by an index assignment
matrix, whose row and column indexes correspond to those of the side quantizers,
S and T , respectively. The amount of redundancy between the descriptions is
controlled by the number of diagonals, f , lled in the index assignment matrix.
Two dierent index assignment matrices and their corresponding central and side
quantizers are shown in Figure 2.4.
Figure 2.4(a) shows an example of having staggered index assignment resulting in
side quantizers with non-overlapped quantizer bins, while Figure 2.4(b) shows an
example of having a modied nested index assignment resulting in side quantizers
with overlapped quantization bins. The two descriptions are created by the row
and column indices of the index assignment matrix. In either case, the number
of diagonals (f) lled in the index assignment matrix denes the maximum side
quantizer bin spread, i.e., g, where  is the quantizer bin width of the central
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quantizer and g is the maximum side quantizer bin spread factor. The value
of g for the two cases, the staggered and the modied nested index assignment
matrix, is obtained by Eq. (2.11) and Eq. (2.12), respectively
g = f; (2.11)
g =
f 2
2
  f
2
+ 1: (2.12)
The reconstructed value is the same as the central quantizer reconstruction when
both the descriptions are received. On the other hand, the side reconstruction
quality depends on the number of diagonals lled in index assignment matrix. In
Figure 2.4(a) only 9 cells of the index assignment matrix are lled. The redun-
dancy between the descriptions depends on the unlled cells. The highest possible
redundancy between the descriptions is achieved by lling only the main diago-
nal of the index assignment matrix, resulting in similar central and side decoding
quality. The side decoding quality is lowest if all the cells of the index assignment
matrix are occupied, resulting in no redundancy between the descriptions.
The very rst multiple description image coding based on MDSQ is proposed by
Vaishampayan [78], in which the MDSQ is applied to the DCT coecients of
the JPEG coder. After MDSQ, two descriptions are then entropy coded sepa-
rately and transmitted through dierent channels. A wavelet and MDSQ-based
multiple description image coding is proposed by Servetto in [5]. In this coder,
MDSQ is applied to the wavelet coecients and better redundancy allocation is
achieved by using dierent index assignment matrices for dierent subbands. The
SPIHT algorithm then encodes the independently created descriptions. Conven-
tional MDC schemes focus on generating two descriptions having balanced rate
distortion performance. Most of the methods on generating more than two de-
scriptions are based on subsampling of the source content [5, 66, 79]. Examples
include wavelet zero tree-based subsampled packetization of the two descriptions
generated from a single MDSQ [5] and grouping together of dierent wavelet trees
using the SPIHT algorithm [66]. However, the main problem of these schemes is
the severe eect on the reconstructional quality of the content on joint decoding
when any of the description is unavailable, as each description carries the infor-
mation of certain coecients of the image. In Chapter 3, a new approach for
generating more than two descriptions is proposed, with each description con-
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taining information from all coecients and yielding descriptions with balanced
and unbalanced rate distortion performance.
Dierent MDSQ-based methods are proposed to incorporate quality scalability
with in the multiple description image coding framework [53, 73, 80, 81]. In [73],
a layered tree-based multiple description coding scheme is presented. In [53], a
scalable multiple description coding (SMDC) scheme based on embedded MDSQ
(EMDSQ) and quad tree type coding is discussed in detail. In EMDSQ, a set of
side quantizers that generates dierent number of descriptions is derived from
an embedded central quantizer. The index assignment matrix considered in
EMDSQ results in side quantizers with non-overlapped cells and only the bal-
anced joint decoding is possible. The design problem of EMDSQ is discussed in
detail in [54, 82, 83]. In contrast to EMDSQ, the MDSQ-SR presented in Chap-
ter 4 considers dierent index assignment matrices resulting into non-overlapped
and overlapped side quantizer bins to incorporate dierent amount of redundancy
between the descriptions at the base layer. MDSQ-SR not only facilitates the user
to incorporate dierent amount of redundancy among the descriptions depending
on the number of diagonals lled in the index assignment matrix of the base layer
but also supports the joint decoding in balanced and unbalanced fashion.
2.5.2 Multiple Description Coding using Pairwise Corre-
lating Transform (PCT)
In the previous subsection MDC scheme is discussed, in which multiple descrip-
tions are generated by the index assignment matrix after the quantization block of
conventional image coder. In this subsection, another MDC method is discussed
for images, in which redundancy is added immediately after the transformation
block of the conventional image coder and is called PCT. In conventional im-
age coding, transformation is used to decorrelate the input image. However, in
PCT-based MDC schemes, controlled amount of correlation is introduced in the
transformed coecients. The main objective of the PCT is to estimate the lost
coecients from the received ones.
Figure 2.5 shows a general framework of the multiple description image coding
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Figure 2.5: MDC using PCT for two descriptions.
based on PCT for N = 2 descriptions. Firstly, the input image is decorrelated by
decorrelating transform i.e., DCT or DWT. For two-description case, the trans-
formed coecients are arranged according to their variance and grouped into
pairs. The pairing of the coecients is performed in such a manner to minimize
the estimation error when the missing PCT coecients are estimated from the
available coecients. In [69], the coecients with a large and small value are
paired together. The PCT block take the uncorrelated coecient pairs as an
input and introduce certain amount of redundancy between the coecients to
generate the correlated coecient pairs as an output. After PCT, two descrip-
tions are generated by sending one coecient of pair to description 1 and the
other coecient to description 2 as shown in Figure 2.5. On the decoder side,
when both the descriptions are received the coecients can be recovered exactly
by applying inverse PCT. On side decoding, inverse PCT is applied after esti-
mating the missing coecient from the received one. The PCT used in multiple
description image coding can be orthogonal [84] or non-orthogonal [85,86].
The very rst MDC scheme based on orthogonal pairwise correlating transform
is proposed in [84]. Let W and X be the two Gaussian random variables with
variances W2 and X 2 respectively. Let Y and Z be the output of the PCT hav-
ing variances Y2 and Z2 respectively. The variables Y and Z are related to W
and X by the transformation matrix T as [WX ] = T [YZ]. The transformation
matrix T adds the correlation between the descriptions, therefore controlling the
redundancy as well. The transformation matrix used for orthogonal PCT in [84]
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is
T =
"
cos sin
 sin cos
#
; (2.13)
where  controls the redundancy between the description. The non-orthogonal
PCT is also developed for multiple description coding. Pair selection criteria,
redundancy allocation and redundancy rate distortion analysis of the orthogonal
and non-orthogonal pairwise correlating transform are briey explained in [64].
The optimal transform matrix that generates equal side distortion and balanced
rate description is proposed in [85] and is written as,
T =
24 q cot2 q tan2
 
q
cot
2
q
tan
2
35 : (2.14)
It is shown in [64] that the non-orthogonal PCT outperforms the orthogonal
PCT in terms of redundancy, rate and distortion. Both the orthogonal and
non-orthogonal PCT gives the same result at maximum and minimum level of
redundancy allocation. The maximum redundancy is achieved in orthogonal PCT
when  = 
4
. It is also observed from Eq. (2.13) and Eq. (2.14) that both the
orthogonal and non-orthogonal PCT are same when  = 
4
. Comparison of PCT-
based MDC with MDSQ-based MDC shows that PCT gives better performance at
low redundancies than MDSQ [85]. The problem presented in [64,69] are only for
two descriptions, which is generalized to any number of descriptions N in [4,70].
A Cascade structure is used to generalize the PCT-based MDC scheme to any
arbitrary number of descriptions N . It is shown in [68] that the DWT-based PCT
method of MDC outperforms the DCT-based PCT method both objectively and
subjectively.
2.5.3 Multiple Description Coding using Pre and Post
Processing
The MDC schemes discussed in Section 2.5.1 and Section 2.5.2 are stand-alone
techniques and are not compatible with the standard image coders like JPEG or
JPEG2000. Dierent MDC methods have been proposed that use the standard
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coders to encode each description after preprocessing stage [6, 60{63]. Multiple
descriptions are generated by downsampling the input image followed by individ-
ual encoding of each downsampled image by an existing coder. On the decoder
side, each description is rst decoded by the standard decoder and then combined
to generate the output image. Figure 2.6 shows a framework of preprocessing-
based MDC scheme for images. The preprocessing stage consists of two steps:
one is to create multiple descriptions and the other is to insert redundancy within
each description.
Multiple descriptions in preprocessing stage is created by either polyphase down
sampler as in [6, 62, 63] or by using the Quincunx sampling as in [60, 61] to
exploit the spatial correlation present in the images. Such type of subsampling
leads to create any arbitrary number of descriptions according to the channel
conditions. In case of any description lost at the decoder, the missing pixels
are interpolated from the received neighbour pixels. The interpixel redundancy
within each subsampled image is decreased by subsampling, resulting in increase
in data rate, therefore adding some redundancy in each description. The amount
of redundancy is also increased by adding other polyphase components in each
description in addition to the main polyphase component of that description [87].
In such schemes, each description contains one main polyphase component that
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is coded at higher data rate and some additional polyphase components that are
encoded at much lower data rate than the main polyphase component. In case of
main polyphase component loss, the available low data rate version of the same
polyphase component from the other description can be used. The rate allocation
for each polyphase component and redundant copies of polyphase component in
each description is well studied in [87].
The redundancy in each description can also be added at the preprocessing stage
before the spatial subsampling. In such type of redundancy insertion, the reso-
lution of the input image X1  Y1 is increased to the resolution X2  Y2, where
X1 < X2 < 2X1 and Y1 < Y2 < 2Y1. The procedure of adding redundancy in
preprocessing stage is shown in Figure 2.7. Firstly, the input image of size X1Y1
is transformed by the DCT and then zeros are padded to increase the resolution
of the input image. The number of padded zeros controls the redundancy within
each description. The amount of zeros added should be less than the number of
zeros required to double the original resolution. Otherwise, it is same as sending
the same image twice. After zero padding, inverse DCT is performed to recon-
struct the image at higher resolution. Any arbitrary number of descriptions is
then generated by polyphase decomposition.
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After creating multiple descriptions, each description is coded by using standard
image coder like JPEG or JPEG2000. On the decoder side, the standard decoder
rst decodes each description. In case of description loss, estimation or prediction
is performed for missing descriptions. Interpolation [6, 61] and image fusion [60]
techniques are used to reconstruct the image at higher quality when more than
one descriptions are received at the decoder.
2.5.4 Comparison of Multiple Description Image Coding
The multiple description image coding methods discussed so far are based on
modifying any of the block or by adding some extra blocks in conventional image
coding model. There are other methods available in the literature that creates
the multiple descriptions using some existing image coding algorithms. A SPIHT-
based multiple description image coder to create arbitrary number of descriptions
is proposed in [66]. The N descriptions are generated by grouping spatially dis-
persed wavelet coecient trees, which are then encoded with SPIHT. In each
description, one of the spatially dispersed wavelet coecient tree group is coded
at higher rate by considering higher number of renement passes. The other tree
groups are coded with much lower rate to add redundancy in that description.
The amount of redundancy is controlled by varying the number of renement
passes of each tree. If any of the description is lost, the missing trees are ob-
tained from the best available quality copy of the missing tree present in other
descriptions.
Similar kind of MDC method based on JPEG2000 is proposed by Tillo [88].
In this method, two JPEG2000 bitstreams are generated at two dierent rates.
As the data rate allocation in JPEG2000 is based on code blocks truncation,
therefore the code block in two bitstreams encoded at dierent data rates have
dierent code block truncation points. Two balanced descriptions are created by
considering dierent code blocks from dierent JPEG2000 bitstreams.
The choice of the multiple description image coding depends on the complexity
and adaptability of the scheme. Pre and post processing-based MDC approaches
are very useful in terms of adaptability as these schemes use standard image
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codecs. On the other hand, for the redundancy allocation algorithms, extra pre
and post processing stage increase the complexity of these schemes. MDSQ-based
MDC provides the easiest way to insert the redundancy between the descriptions.
The amount of redundancy in MDSQ is controlled by varying the number of di-
agonals lled in the index assignment matrix. However, the redundancy insertion
in PCT and pre and post processing based methods are more complicated than
MDSQ based method. In PCT-based MDC, an extra PCT block is required to
insert redundancy while in preprocessing-based MDC an upsampling of the orig-
inal image is required to add redundancy between the descriptions. Similarly,
on the decoder side, estimation of the missing description is required for the
PCT-based methods and interpolation and fusion techniques are required for pre
and post processing based methods. From the state-of-the-art analysis of multi-
ple description image coding, it is evident that MDSQ-based MDC scheme gives
better performance and are most feasible to insert dierent amount of redundan-
cies between the descriptions. Therefore, the solution provided in this thesis for
generating any number of scalable descriptions is based on MDSQ.
2.6 Multiple Description Coding of Video
In most of the video coding standards, temporal correlation is exploited by mo-
tion compensated prediction, which splits the video into prediction error and
motion vectors. So for complete multiple description video coding (MDVC) sys-
tem, both the prediction error and motion vectors are coded in multiple streams.
Multiple descriptions of the prediction error can be created similarly as in mul-
tiple description image coding by using PCT [64, 89], MDSQ [90, 91], and by
spatial subsampling of the transformed prediction error coecients [52]. Simi-
larly, multiple descriptions of the motion vector information can be generated
either by duplication or by subsampling of the motion vector information. An-
other way of creating multiple descriptions is based on subsampling in temporal
domain [9, 92]. In this section, dierent MDVC methods and problems related
to them are discussed. MDVC methods can be categorized into following two
categories.
1. Predictive Multiple Description Video Coding.
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2. Scalable Multiple Description Video Coding.
2.6.1 Predictive Multiple Description Video Coding
Motion compensation and prediction is a fundamental component of any video
coding system as it exploits the temporal redundancy between the frames. In sin-
gle description video coding environment, the encoder predicts the information
by assuming the state at the decoder. Therefore, for the perfect reconstruction
of video, both the encoder and decoder maintain an identical state. However,
MDC schemes are designed on the principle that some of the information may
not always be available at the decoder due to loss during the transmission. The
mismatch between the encoder and decoder can occur whenever an encoder pre-
dicts the signal, which is not available at the decoder. Therefore, mismatch
control is a major concern in predictive MDVC. The mismatch problem can be
controlled by using extra prediction loops or by duplicating the prediction error
in each description.
Figure 2.8 shows a block diagram of generic predictive multiple description video
encoder for two descriptions. In Figure 2.8 each arrow may contain one, two, or
three signals. Dierent predictive MDVC methods are proposed based on dier-
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ent number of prediction loops, by omitting or adding dierent number of signals
in each arrow of the generic encoder. The generic encoder works as follows. De-
pending on the implementation, the encoder stores three previous frames, Ws,
Wt, and Wc reconstructed from individual descriptions s and t and by joint de-
scription decoding respectively. The motion compensated dierence El from the
central predictor that uses Wc, are coded using any multiple description encoder
to generate two descriptions. The encoder also has multiple description decoders
that reconstruct the error signal when single or both descriptions are received.
There is no mismatch if both the descriptions are received at the decoder. But
if the single description is received at the decoder, some information is missing
leading to the mismatch condition. To avoid the mismatch, the side prediction
error i.e., V   Ws   Wc and V   Wt   Wc can be embedded in description s
and t respectively. The side description error controls the amount of redundancy
between the descriptions and mismatch between the encoder and decoder. The
predictive MDVC can be categorized into three categories and are discussed be-
low, depending on the number of prediction loops in the encoder that controls
the mismatch completely or partially.
2.6.1.1 Single Predictor with Mismatch
In this type of predictive multiple description encoders, the same predictor is used
as in single description predictive encoders. The prediction error is minimized by
the single predictor and no additional redundancy is added in generating multi-
ple descriptions during the prediction process except the redundancy added by
the multiple description method used to create two descriptions of the prediction
error [7,93,94]. The prediction can only be produced correctly when both the de-
scriptions are available at the decoder. This type of coders results in a mismatch
when any of the description is not available at the decoder.
The very rst predictive MDVC scheme with no mismatch control is based on
PCT [95]. Single description predictor is used to generate the prediction error.
The DCT is applied to the prediction error followed by the PCT. Two descriptions
are created by sending one member of each pair in each description. The motion
vector information is repeated in both descriptions. As there is no mismatch
coding involved, therefore predictive intra frames are inserted in each description
36
repeatedly to clear up the mismatch.
Instead of using PCT to create multiple descriptions, a very simple method based
on alteration and duplication with optimal rate-distortion strategy is proposed
in [93]. A single bitstream generated from H.263 encoder is used to create two
descriptions. The motion vector information and low frequency coecients are
duplicated in each description while the high frequency coecients are alter-
nated between the descriptions. The number of duplicated coecients controls
the amount of redundancy between the descriptions. The amount of redundancy
due to duplication of motion vector is reduced in [94] by splitting the motion
vectors and DCT coecients of adjacent blocks into two description using quin-
cunx sampling. In [93], only low frequency coecients are duplicated in each
description but in [96] one description is composed of all coecients and the
other description only contains the low frequency coecients resulting into un-
balanced descriptions. Similarly in [97], the splitting method of creating multiple
description is extended that allows any frequency coecient to be duplicated in
any description.
2.6.1.2 Multiple Predictors with No Mismatch
In this type of predictive multiple description encoding, both the encoder and
decoder creates the same prediction signal resulting in no mismatch. There are
two dierent ways to avoid the mismatch. First one is to use independent pre-
dictors for each description [7, 98{100] and other is to use single predictor that
uses the information from both the descriptions [95].
In [99, 101] video redundancy coding (VRC) algorithm is proposed that divides
the input video into two subsets by temporal subsampling. Each Temporally
subsampled sequence is then encoded by using independent single predictive video
encoder. As each description has its own predictor, therefore there is no mismatch
even if a single description is available at the decoder. In case of single description
decoding, the missing frames are estimated from the received frames. Temporal
subsampling decreases the correlation among the frames, therefore, introduce the
redundancy between the descriptions. The other source of redundancy in VRC is
due to the synchronization frames coded in each description. Another subsampled
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based error resilient video coding, which has used the concept of multiple states is
proposed in [102]. In this scheme, video sequence is split into even and odd frames
and then encoded with its own predictor and state information. The video stream
is recovered at half of the original frame rate if a single description is available.
In contrast to VRC scheme, there is no requirement of synchronization frame
in multiple state coding because the state recovery can be done by using the
information from both streams.
Instead of using temporal subsampling to create multiple descriptions, polyphase
downsampler is used in independent ow multiple description video coder (IF-
MDVC) to generate multiple descriptions [7]. The redundancy between the
description is introduced by the preprocessing stage that used DCT and zero
padding as explained in Section 2.5.3. To avoid the mismatch, motion compen-
sation prediction is performed on each ow separately. In case of description
loss during transmission, the missing samples are obtained by interpolating the
received samples.
2.6.1.3 Single Predictor With None or Partial Mismatch
Mismatch problem in predictive multiple description video encoders can be avoided
completely or partially by including mismatch coding using the dierent meth-
ods discussed in Section 2.6.1.1. A very simple example to partially control the
mismatch is to use the intra coded frames in each description at regular intervals
to reset the mismatch errors. Another approach to control mismatch is to use
three prediction loops as shown in the diagram of generic multiple description
predictive encoder.
In [95], two dierent algorithms are proposed that solves the mismatch problem
partially and completely by using three prediction loops at the encoder. In both
the algorithms, motion vector and header information is duplicated in each de-
scription. Intra and motion compensated prediction error frames are coded into
multiple descriptions by using PCT. In algorithm 1, mismatch is avoided com-
pletely by embedding the side prediction error in each description. Similarly, in
second algorithm mismatch is controlled partially by embedding partial amount
of side loop prediction error. Therefore, results into reduction in redundancy
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between the descriptions.
2.6.2 Scalable Multiple Description Video Coding
The MDVC schemes discussed in the previous section are based on non-scalable
predictive video coding framework. The advantage of those schemes is that one
can use the existing standardized coding blocks in MDC framework, which are
designed for high coding gain. However, high coding gain is not always the only
requirement especially in case of heterogeneous bandwidth requirements. Scal-
able coding addresses the problem of heterogeneity but is prone to errors. On the
other hand, MDC is a source coding scheme, which is robust against transmis-
sion losses. Therefore, dierent schemes that combine the scalable and multiple
description coding are proposed to provide both the scalability and reliability.
Scalable multiple description video coding (SMDVC) schemes can be categorized
into two categories.
2.6.2.1 3D Transform based Scalable Multiple Description Video Cod-
ing
In this section, open loop architecture of SMDVC based on 3D transform is dis-
cussed. The open loop architecture uses the MCTF and multi resolution spatial
decomposition that provides the scalability and gives better performance than the
close loop scalable video coding [103]. A general framework of the 3D transform
based MDVC is shown in Figure 2.9. Firstly, the temporal correlation among
dierent frames is removed by applying MCTF. The MCTF block converts the
input video into low and high frequency frames and a set of motion vectors. The
low and high frequency frames are then be decomposed by 2D spatial transform
to remove the spatial redundancy and hence complete the 3D saptio-temporal
decomposition. Dierent methods are available in the literature on generating
multiple descriptions from the spatio-temporal decomposed coecients.
In [10], Bajic and Woods proposed a MDC method for images and video based on
data partitioning. Multiple descriptions are generated for images by partitioning
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Figure 2.9: 3D transform based multiple description video coding framework.
the wavelet transformed coecients in such a way that each description contains
the coecients that are maximally separated from each other. By using data
partitioning no redundancy is added in each description and errors can be con-
cealed from the received descriptions. In case of video, the 3D spatio-temporal
coecients and the motion vectors are partitioned into dierent descriptions in
a similar way as in images. In [11], multiple descriptions are generated from the
spatio-temporal coecients by repeating the low frequency frames and motion
vector information in each description and high frequency frames are divided
between the two descriptions. The redundancy is controlled by the amount of
duplicated information in each description. In case of single description decoding,
the missing frames are estimated from the motion vector information, therefore
the quality of single description decoding is low for sequences having high motion.
Another 3D wavelet transform based scheme that generates exible number of
descriptions is proposed in [104]. The main concept of this scheme is to encode
each spatio-temporal decomposed code block to any given number of descriptions.
Each code block is encoded at high data rate for one description and at low data
rate for all other descriptions. Dierent code blocks are then mixed from high
data rate and low data rate encoding to generate a description. A rate scalable
coding scheme (EBCOT) is adopted to encode each code block. If all the descrip-
tions are available at the decoder, the code blocks encoded at high data rate from
each description are selected for decoding. On single description decoding, still
an acceptable but low decoding quality is possible from the low data rate code
blocks. The redundancy is controlled by the rate-distortion selection of each code
block. In [12], embedded MDSQ proposed in [54,82,83] is used to generate scal-
able descriptions from the spatio-temporal decomposed coecients. The channel
aware rate allocation algorithm is also adopted in this scheme to further improve
the reliability of the video delivery under packet and bursty losses. Inspired from
the results of MDSQ-SR in SMDC for images, a 3D transform based framework
40
for scalable multiple description video coding is proposed in Chapter 6 that uses
the concept of MDSQ-SR. The scalable descriptions of the video generated from
several MDSQ-SR are capable of joint decoding at dierent quality, resolution
and frame rate in balanced and unbalanced manner. Two schemes that reduces
the texture and motion vector redundancies are also proposed in Chapter 6.
2.6.2.2 Standard Compatible Scalable Multiple Description Video Cod-
ing
In the previous section, 3D transform based SMDVC schemes are discussed, which
are not compatible with the standard video coders. In this section, the SMDVC
schemes that are compatible with the standard codecs are presented. There
are two dierent ways to create scalable descriptions from single scalable video
coder. One is to create multiple descriptions as done in VRC and then make them
scalable [9,13,14] and the other is by mapping the single scalable description into
multiple descriptions [8, 15{17].
In [16], scalable multiple descriptions are generated by duplicating the base layer
of the H.264/SVC bitstream in each description and half of the texture and
motion vector information from H.264/SVC enhancement layers is embedded in
each description. Another H.264/SVC compatible SMDVC scheme is proposed
that uses the same concept as in [104], where low and high data rate bitstreams are
extracted by considering dierent video segments from the H.264/SVC bitstream.
A very simple example to create H.264/SVC compatible description is to extract
even frames at full quality and only the base layer for odd frames and vice versa for
the other description. In [17], ve dierent methods are proposed that generates
two descriptions from H.264/SVC bitstream by considering dierent redundancy
levels and rate-distortion performance of each description.
The second type of standard compatible SMDVC schemes are based on temporal
subsampling. In [13], two descriptions are created by considering even and odd
frames and then each subsampled sequence is independently encoded by using
H.264/SVC codec. In case of description loss, the missing frames are replaced
by interpolating the frames from the received description. The interpolation
technique used in [13] is simple averaging, therefore gives a ghosting eect on
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side decoding for high motion sequences. The ghosting eect can be reduced by
sending extra side information in each description. The temporal subsampled-
based SMDVC scheme with residual coding is presented in [9]. The residual side
information is generated by subtracting the adjacent frame from the interpolated
frame. The residual information from the other description is then embedded
in each description. The side information increases the redundancy between the
descriptions and also improves the side decoding quality as compared to the
method in [13]. Instead of using simple frame averaging, ghosting eect can be
reduced by motion based interpolation algorithm resulting in low redundancy as
well.
2.7 Conclusions
In this chapter, various MDC methods for images and video are discussed and
broadly categorized into quantization, transform and pre and post processing
based categories. Most of the MDVC methods are based on single description
video coding. The subsampled based standard compatible schemes results in
ghosting eects in case of description loss. On the other hand, the mapping of
one scalable bitstream into multiple description results into high redundancy and
low joint quality gain. From the state-of-the-art analysis, it is also evident that
quantization based MDC schemes are most feasible to insert dierent amount
of redundancies between the descriptions. Therefore, in this thesis, we preferred
quantization based MDC approach to generate any number of scalable descrip-
tions that can be decoded individually and jointly at any quality, resolution and
frame rate in balanced and unbalanced manner.
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Chapter 3
Multi-Channel Unbalanced
Description Coding
In the previous chapter, the MDC schemes discussed are mainly based on two
balanced descriptions. In this chapter, a new MDC method is presented that
generates and jointly decodes any number of rate-distortion wise balanced and
unbalanced descriptions using several MDSQs. The proposed method starts with
an initial MDSQ design that generates two descriptions and dierent MDSQs
are obtained by rening the central quantizer, resulting in a hierarchy of MD-
SQs. The joint decoding distortion constraints for dierent combination of de-
scriptions from several MDSQs are formulated with the objective to improve the
distortion as the number of descriptions jointly decoded is increased. For meeting
these constraints, the design conditions for several MDSQs are proposed. The
rest of the chapter is organized as follows. Section 3.1 provides an overview of
the MDC schemes having more than two descriptions. The design constraints
and conditions of the MDC schemes using several MDSQs is presented in Sec-
tion 3.2. Section 3.3 demonstrates how multi-channel unbalanced description
coding scheme is extended to achieve robust quality scalability within the pro-
posed MDC framework by successive side quantizer bin merging (SSQBM) to
design a hierarchical tree of MDSQs and choosing descriptions from the specied
nodes of the tree. The performance of the proposed method is evaluated under
lossless and lossy channel conditions in Section 3.4.
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3.1 Background
Conventional MDC schemes focus on generating two descriptions having balanced
rate-distortion performance. Most of the methods on generating more than two
descriptions are based on sub-sampling of the source content by relaxing the prop-
erty that every single coecient information is used in each description [5,66,79].
Examples include wavelet zero tree-based sub-sampled packetization of the two
descriptions generated from a single MDSQ [5] and grouping together of dierent
wavelet trees using the SPIHT algorithm [66]. The main problem of these schemes
is the severe eect on the reconstructional quality of the content on joint decoding
when any of the description is unavailable, as each description carries the infor-
mation of certain coecients of the image. In another method [105], a generalized
multiple description scheme is proposed by dividing the side quantizer into equal
length blocks corresponding to the required number of descriptions and generat-
ing balanced descriptions by sequentially distributing the cyclic permutations of
the blocks in each description. In this chapter, a new approach for generating
more than two descriptions is proposed, with each description containing informa-
tion from all coecients and yielding descriptions with unbalanced rate-distortion
performance, leading to a multi-channel unbalanced description coding (MUDC)
scheme. The proposed scheme generates an arbitrary number of descriptions by
using several hierarchically related MDSQs and provides the user an option to se-
lect descriptions from dierent MDSQs having dierent rate-distortion properties
leading to balanced and unbalanced joint decoding. This scheme hierarchically
renes the central quantizer and exploits the resulting hierarchical quantizers on
achieving multi casting-based robust quality scalability. The MUDC method not
only provides the quality scalability but also provides the exibility to add and
remove overall redundancy in terms of number of descriptions.
3.2 Multiple Descriptions using Several MDSQs
As discussed in Section 2.5.1, an MDSQ generates two side quantizers resulting
in two redundant descriptions. To generate any arbitrary number of descriptions
N , J number of MDSQs are considered, where J  N
2
, as shown in Figure 3.1.
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The output from the decorrelating transform is passed to at least J number of
MDSQs to generate 2J descriptions. Let sm and tm be the descriptions gener-
ated from the side quantizers, Sm and Tm, respectively derived from the central
quantizer Cm, where m = 0;    ; J 1 is the MDSQ index. The three quantizers,
Cm, Sm and Tm, is depicted as a three node tree with Cm representing the root
node and the other two representing leaf nodes. It is considered that each Cm in
J number of MDSQs have unique rate-distortion properties, generating two bal-
anced descriptions according to the rate-distortion conditions in Eq. (2.3). It is
also assumed that the MDSQs are arranged and indexed in descending distortion,
with m=0 corresponding to the highest distortion and m = J   1 corresponding
to the lowest distortion. This allows the side descriptions resulting from any side
quantizer from dierent MDSQs to form a set of unbalanced descriptions. A few
examples (for unbalanced N = 2, N = 3 and N = J   1 descriptions) are shown
in Figure 3.2. The joint decoding distortion constraints for dierent combination
of descriptions from several MDSQs need to be formulated with the objective to
improve the distortion as the number of joint decoding descriptions is increased.
In next section the distortion constraints for the MUDC scheme are formulated.
3.2.1 Distortion Constraints
The MDSQ-based MUDC problem is formulated by considering the decoding
distortion constraints as follows. Let us consider two MDSQs with indexes,m = j
and m = k, where k > j. The distortion in corresponding single description
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Figure 3.2: Tree structure for J MDSQs and examples of joint decoding for
balanced N = 2 and unbalanced N = 2, N = 3 and N = J   1 descriptions.
decoding is related as
Dsk < Dsj ; (3.1)
Dtk < Dtj ; (3.2)
Rsk > Rsj ; (3.3)
Rtk > Rtj ; (3.4)
and the distortion of joint decoding of two balanced descriptions as
Dck < Dcj ; (3.5)
Rck > Rcj : (3.6)
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Secondly, the joint decoding of side descriptions form MDSQ j and k are con-
sidered, i.e., unbalanced descriptions. The distortion constraints of the joint
unbalanced description decoding is set as
Dck  Dcj;k  Dcj ; (3.7)
Dcj;k  Dsk ; Dtk ; (3.8)
where Dcj;k denotes the joint decoding distortion of unbalanced descriptions. The
joint unbalanced decoding distortion has to be better than joint decoding distor-
tion of the descriptions from the MDSQ j and single description decoding of side
descriptions sk and tk corresponding to the lowest distortion MDSQ.
The distortion of a description created from any MDSQ is related to that of the
other depending on the factor g, dened in Eq. (2.11) and Eq. (2.12). For the
MUDC scheme, it is assumed that the quantization bin widths of the central
quantizers in each MDSQ are related by a scaling factor am, resulting in a bin
size of 
am
, where  is the bin size of the central quantizer of the rst MDSQ. To
satisfy the distortion constraints in Eq. (3.1) - Eq. (3.8) for MUDC, the design
conditions on the values of a and g for individual and joint decoding scenarios
from dierent MDSQs need to be established.
3.2.2 Design Conditions
For the central quantizer of the MDSQ m with a bin size 
am
, the bin size for
any of its side quantizers can be written as gm
am
, where gm is the maximum side
quantizer bin spread depending on the index assignment matrix as in Eq. (2.11)
and Eq. (2.12). As shown in Figure 3.3, let ym and zm be the minimum and
maximum values of any quantizer bin of the central quantizer Cm, respectively.
The relationship between two consecutive central quantizers can be written as
ym = ym 1 +
im
am
; (3.9)
where im 2 f0;    ; a   1g. Now considering all MDSQs from 0;    ; j   1, we
can write
ym = y0 + Im;0

am
; (3.10)
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where Im;0 =
Pm
=1 a
m i.
Let um and vm be the minimum and maximum values of the side quantizer Sm.
Similarly, wm and xm be the corresponding values of the side quantizer Tm. For
any MDSQ, m, the minimum and maximum values of the side quantizer bin is
related to the minimum and maximum value of the central quantizer bin as
um = ym + (1  hm)(1  gm) 
am
;
= y0 + Im;0

am
+ (1  hm)(1  gm) 
am
;
= y0 + (Im;0 + (1  hm)(1  gm)) 
am
; (3.11)
where hm is the lead or lag factor of the two side quantizers, i.e., hm 2 f0; 1g,
representing a lag or a lead respectively. Then considering the side quantizer bin
spread, gm
am
, the value of vm can be written as
vm = y0 + (Im;0 + (1  hm)(1  gm) + gm) 
am
: (3.12)
Similarly, for the other side quantizer Tm, the maximum and minimum value of
any side quantizer bin is written as
wm = y0 + (Im;0 + hm(1  gm)) 
am
; (3.13)
xm = y0 + (Im;0 + hm(1  gm) + gm) 
am
: (3.14)
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The implicit central quantizer bin width for the joint decoding of the side quan-
tizers from the same MDSQ (in case of balanced description) and from dierent
MDSQs (in case of unbalanced descriptions) are required.
3.2.2.1 Implicit Central Quantizer Bin Width of the Descriptions
from Same MDSQ
Now the bin size sm;tm of the implicit central quantizer bin width for the joint
decoding of side quantizers from the same MDSQ, m, is formulated as follows:
sm;tm = min(vm; xm) max(um; wm);
= min(um +
gm
am
; wm +
gm
am
) max(um; wm);
=
gm
am
+min(um; wm) max(um; wm);
=
gm
am
  jum   wmj;
=
gm
am
 
 am (2hm   1)(gm   1)
 : (3.15)
By substituting the value of hm = 0 or hm = 1 in Eq. (3.15), the central quantizer
implicit bin width, sm;tm , becomes
sm;tm =
gm
am
  (gm   1) 
am
;
=

am
: (3.16)
3.2.2.2 Implicit Central Quantizer Bin Width of the Descriptions
from Dierent MDSQs
Now the joint decoding of unbalanced descriptions is considered from dierent
MDSQs, m = j and m = k, where k > j. That means joint decoding of two side
descriptions coming from two dierent MDSQs. Considering the four descrip-
tions, sj, sk, tj and tk, there are four possible ways of choosing two unbalanced
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Figure 3.4: Central and side quantizers from MDSQ j and k.
descriptions for joint decoding. For example, the implicit central quantizer bin
size for joint decoding of descriptions sj and sk are formulated as
sj ;sk = min(vj; vk) max(uj; uk): (3.17)
To compute the implicit central quantizer bin width for unbalanced joint decoding
the relationship between the quantizer bin limits (minimum and maximum values)
of the four side quantizers, Sj, Sk, Tj and Tk, needs to be formulated. With
reference to Figure 3.4, for the MDSQ, m = k, the limits of the side quantizer
bins for Sk, using Eq. (3.11) and Eq. (3.12) can be written as,
uk = y0 + (Ik;0 + (1  hk)(1  gk)) 
ak
; (3.18)
vk = uk + gk

ak
: (3.19)
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Following Eq. (3.13) and Eq. (3.14), the limits of the side quantizer bins for Tk
can be written as,
wk = y0 + (Ik;0 + hk(1  gk)) 
ak
; (3.20)
xk = wk + gk

ak
: (3.21)
Similarly, the four limits for side quantizer bins for Sj and Tj are
uj = y0 + (Ij;0 + (1  hj)(1  gj)) 
aj
; (3.22)
vj = uj + gj

aj
; (3.23)
wj = y0 + (Ij;0 + hj(1  gj)) 
aj
; (3.24)
xj = wj + gj

aj
: (3.25)
The relationship between the two index series, Ij;0 and Ik;0, for the two MDSQs
is established as
Ik;0 = a
k jIj;0 + Ik;j; (3.26)
where Ik;j =
Pk
=j+1 a
k i. Using Eq. (3.26), now the values of uj, vj, wj and
xj can be rewritten in terms of a
k as
uj = y0 + (Ik;0   Ik;j + ak j(1  hj)(1  gj)) 
ak
; (3.27)
vj = uj + a
k jgj

ak
; (3.28)
wj = y0 + (Ik;0   Ik;j + ak jhj(1  gj)) 
ak
; (3.29)
xj = wj + a
k jgj

ak
: (3.30)
The implicit central quantizer bin size for joint decoding of descriptions sj and
sk is formulated as
sj ;sk = min(vj; vk) max(uj; uk);
= min

(uj + a
k jgj

ak
); (uk + gk

ak
)

 max(uj; uk): (3.31)
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By substituting Eq. (3.19) and Eq. (3.27) in Eq. (3.31), and choosing all dierent
combinations of the values of hk = 0; 1 and hj = 0; 1 the minimum and maximum
value of sj ;sk is written as
sj ;skmin =

ak
;
sj ;skmax = gk

ak
: (3.32)
Similarly for other three combinations of joint decoding of unbalanced descrip-
tions from dierent MDSQs, m = j and m = k, the implicit central quantizer
bin size can be formulated as
sj ;tk = min(vj; xk) max(uj; wk); (3.33)
tj ;sk = min(xj; vk) max(wj; uk); (3.34)
tj ;tk = min(xj; xk) max(wj; wk): (3.35)
One can show that the minimum and maximum values of the implicit central
quantizer bin size for all combinations are,
sj ;skmin = sj ;tkmin = tj ;skmin = tj ;tkmin =

ak
; (3.36)
sj ;skmax = sj ;tkmax = tj ;skmax = tj ;tkmax =
gk
ak
: (3.37)
That means the smallest possible implicit central bin size for joint decoding of
two unbalanced descriptions is the central bin size corresponding to the joint
decoding of the two side descriptions from the higher index MDSQ (i.e., m = k).
The highest possible implicit central bin size for joint decoding of two unbalanced
descriptions is the quantizer bin spread for the side quantizer of the higher index
MDSQ, m = k.
3.2.2.3 Implicit Central Quantizer Bin Width Example
Figure 3.5 shows an example of the four side and their two implicit central quan-
tizers using the side quantizer from same MDSQs and four implicit central quan-
52
0T
0S
1T
1S
0 1 2 3 4
0 1 3
1 20
0 1 2 3 4 5 6 7 8 9
0 1 2 3 4
1011121314
5 6 7
1 2 3 4 5 6 70
0 60
1,0 SS
C
0 1 2 3 4 5 6 7
0,0 TS
C
1,1 TSC
1,0 TS
C
1,0 ST
C
1,0 TT
C
0 1 2 3 4 5 6 7
0 1 2 3 4 5 6 7
0 1 2 3 4 5 6 7
8 9
8 9
Figure 3.5: Implicit central and side quantizers from two MDSQs.
tizers from the side quantizer from dierent MDSQs. In Figure 3.5 S0, T0 and
S1, T1 represents the side quantizers from the central quantizers CS0;T0 and CS1;T1
respectively. Similarly CS0;S1 , CS0;T1 , CT0;S0 and CT0;T1 represents the central
quantizers from the side quantizer from dierent MDSQs. In Figure 3.5 the stag-
gered case index assignment matrix with parameter g = 2 is used and the two
central quantizers CS0;T0 and CS1;T1 are related to each other by factor a = 3.
The minimum and maximum value of all the quantizers considered in Figure 3.5
is 0 and 60. Therefore, the central quantizer bin width for CS0;T0 and CS1;T1 are
S0;T0 = 12 and S1;T1 = 4 respectively. As g = 2 is used the maximum side
quantizer bin width for S0, T0 and S1, T1 are 24 and 8 respectively. By consider-
ing CS0;T1 the S0;T1 = 4 for (0; 0), (0; 3), (1; 3), (1; 6) and (3; 6) pairs of (S0; T1)
and S0;T1 = 8 for (0; 1), (0; 2), (1; 4), (1; 5) and (3; 7) pairs of (S0; T1). It can
easily be observed from Figure 3.5 that the implicit central quantizer bin width
of central quantizers from side quantizers of dierent MDSQs i.e., CS0;S1 , CS0;T1 ,
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CT0;S0 and CT0;T1 is either 8 or 4. Those implicit central quantizer bin width
values are equal to the bin width of the highest central or side quantizer, which
is also formulated in Eq. (3.37) and Eq. (3.37) respectively.
3.2.2.4 Proposed Conditions
In the previous three subsections, the values of the implicit central quantizer from
same and dierent MDSQs are formulated and simple example is discussed. In
this section dierent conditions are proposed which should be satised to full
the distortion constraints explained in Section 3.2.1. For the conditions, any
two MDSQs, m = j and m = k, are considered where k > j, (an example is
shown in Figure 3.4) from a set of MDSQs for deriving the design conditions for
satisfying the distortion requirement (in Eq. (3.5)) for balanced joint decoding of
two descriptions.
Proposition 1 The sucient and necessary condition for satisfying the joint
distortion constraint for decoding two balanced descriptions from any two MDSQs,
m = j and m = k, where k > j, is a > 1, where a is the scaling factor for the
bin spread for two consecutive side quantizers in the MDSQ.
Proof : For satisfying the joint distortion constraint, in Eq. (3.5), the bin size of
the implicit central quantizer for joint decoding for the MDSQ k must be smaller
than the bin size of the implicit central quantizer for joint decoding for the MDSQ
j, i.e.,
sk;tk < sj ;tj ;

ak
<

aj
; (3.38)
which is simplied to ak j > 1. Since k > j, this is further simplied to a > 1.
Therefore, the design condition is a > 1 for distortion constraint Dck < Dcj .
.
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Now the individual decoding of description from two MDSQs is considered and
the design conditions are formulated for meeting the distortion constraints in
Eq. (3.1) - Eq. (3.2) as follows:
Proposition 2 The sucient and necessary condition for satisfying the side dis-
tortion constraints for two MDSQs, m = j and m = k, where k > j, when
individual descriptions are independently decoded is ak jgj > gk.
Proof : For satisfying the side quantizer distortion constraints, Eq. (3.1) and
Eq. (3.2), the bin spread of a side quantizer of the MDSQ, k, must be smaller
than that of the corresponding side quantizer of the MDSQ, j, i.e.,
gk
ak
<
gj
aj
; (3.39)
which is simplied to ak jgj > gk. Therefore, the design condition is ak jgj > gk
for satisfying distortion constraints Dsk < Dsj and Dtk < Dtj .
.
If one chooses gj = gk = gm, then the condition a
k jgj > gk becomes the previ-
ously proposed condition ak j > 1.
Considering the above derivations, the design condition for meeting the distortion
constraints in Eq. (3.7) for joint decoding of descriptions from dierent MDSQs
are formulated as follows.
Proposition 3 The sucient condition for satisfying the joint distortion con-
straint for unbalanced descriptions from dierent MDSQs, m = j and m = k, is
ak j  gk.
Proof : For satisfying the joint distortion constraint, Eq. (3.7), the bin size of the
implicit central quantizer for joint decoding of the two descriptions from dierent
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MDSQs, m = j and m = k, where k > j, must be smaller than the bin size of
the implicit central quantizer for joint decoding of the two descriptions from the
MDSQ m = j. That means for the four scenarios of choosing two unbalanced
descriptions from the two MDSQs,
sk;tk  sj ;skmax ;sj ;tkmax ;tj ;skmax ;tj ;tkmax  sj ;tj ;

ak
gk
ak
 
aj
: (3.40)
This is simplied to ak j  gk and gk > 1. Therefore, the design conditions are
ak j  gk and gk > 1 for satisfying distortion constraint Dcj  Dcj;k  Dcj .
.
Satisfying the above proposed three design conditions, a > 1, ak jgj > gk and
ak j  gk, leads to

ak
 sj ;sk ;sj ;tk ;tj ;sk ;tj ;tk 
gk
ak
<

aj
<
gj
aj
: (3.41)
The condition, (sj ;sk ;sj ;tk ;tj ;sk ;tj ;tk)  gkak means that the bin size of the
implicit central quantizer for joint decoding of the descriptions from dierent
MDSQs, m = j and m = k, is smaller than the bin size of an individual side
description from the higher index MDSQ,m = k. This implies that the distortion
due to joint decoding of the side quantizers from dierent MDSQs, m = j and
m = k, is less than the distortion due to individual decoding of a side description
from the higher index MDSQ, m = k. Therefore, meeting the three design
conditions jointly satises the joint unbalanced distortion constraint, Eq. (3.8).
These design conditions have been derived considering joint unbalanced decod-
ing of descriptions from two dierent MDSQs. It can be extended to the joint
unbalanced decoding of any number of descriptions coming from any number of
MDSQs. For the two MDSQ case, the bin sizes of the implicit central quantizers
for various combinations of joint decoding vary as shown in Eq. (3.41). For joint
decoding, the implicit central quantizer bin size is a function of gk, which is the
index of the higher index MDSQ out of the two MDSQs, m = j and m = k.
One can easily show that for joint decoding of descriptions from more than two
MDSQs, the implicit central quantizer bin size is a function of the index of the
56
0S
2C
21 = SC 2T
1T
0T
10 = SC
0S
2C
21 = SC 2T
1T
0T
10 = SC
0S
2C
21 = SC 2T
1T
0T
10 = SC
N=2 N=3 N=4
Figure 3.6: Hierarchical tree structure of successive side quantizer bin merging
for three levels J = 3.
highest order MDSQ. For example, for the original J number of MDSQs with
the central quantizers Cm, where m = 0;    ; J 1, the minimum and the maxi-
mum values of the bin size of the implicit central quantizer for joint decoding of
descriptions are
s0;t0; ;sJ 1;tJ 1min =

aJ 1
;
s0;t0; ;sJ 1;tJ 1max =
gJ 1
aJ 1
: (3.42)
3.3 Successive Side Quantizer Bin Merging :A
Special Case Example
In the proposed MUDC framework, the central quantizer of the MDSQ m with
a bin size of 
am
and the side quantizers with the bin size of gm
am
are considered,
where the maximum side quantizer bin spread gm is based on the index assignment
matrix used and is calculated by Eq. (2.11) and Eq. (2.12) for staggered and
modied nested index assignment matrix respectively. Now a special case is
considered where gm = a. Then the bin size for any of its side quantizers becomes
a
am
, i.e., 
am 1 , which is the same as the bin size of the central quantizer of the
MDSQ m  1. In this way one can consider a side quantizer of the higher index
MDSQ as the central quantizer of the immediately preceding lower index MDSQ.
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In other words, the set of MDSQs can be obtained by successive side quantizer
bin merging (SSQBM). An example of hierarchy of MDSQs (for J = 3) is shown
in Figure 3.6.
The hierarchical tree structure of the SSQBM shown in Figure 3.6 results in six
side quantizers and descriptions. Let s2 and t2 be the descriptions created from
the side quantizers, S2 and T2, respectively, derived from the central quantizer
C2, which is root of the tree. The number of quantizer bins of the central and
side quantizers of the highest level of tree is selected according to the required
joint rate-distortion constraints of that particular MDSQ. Let s1 and t1 be the
two descriptions created from the side quantizers, S1 and T1, derived from the
central quantizer C1, which is the same as the side quantizer S2. Similarly, s0
and t0 are the descriptions created from side quantizers, S0 and T0, respectively,
derived from the central quantizer C0 = S1. The number of side quantizer bins
depends on the index assignment matrix factor gm = a used in each tree level.
It is clear from Figure 3.6, that the same reconstructed value is obtained when
descriptions from both children nodes and their parent node in the MDSQ tree
hierarchy are jointly decoded. We can reconstruct the value with a smaller error,
when two nodes from two dierent branches and levels of tree are received. Hence,
it is more eective to transmit descriptions from the quantizers at dierent levels
of the tree. Arrows with dotted lines in Figure 3.6 show possible combinations
of the descriptions that are benecial to combine in terms of improving the dis-
tortion performance when joint decoding of N = 2; 3; 4 descriptions, respectively.
Another advantage of sending descriptions from dierent levels of the tree is ob-
taining progressive distortion improvement leading to quality scalability within
the generalized MDC framework. That means the decoded value from a node of
the lowest level of the tree is improved by joint decoding with any description
from a higher level of the tree. The rate requirement of the description is in-
creased if the selected descriptions are closer to the root of the tree because the
number of quantizer indexes is also increased.
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3.4 Simulation Results and Parameters
The results presented in this section is divided into three stages: Firstly consider-
ing the transmission under lossless channel conditions in order to study the rate-
distortion performance and secondly considering the transmission under lossy
channel conditions in order to study the robustness of the proposed MUDC using
several MDSQs.
3.4.1 Performance under Lossless Channel Conditions
The performance of the proposed MUDC scheme under lossless channel conditions
is divided into two parts. Firstly to verify the proposed conditions in Section 3.2.2
for dierent index assignment matrix parameters for each MDSQ and secondly
the rate distortion performance of the MUDC for images.
3.4.1.1 Proposed Condition Verication for Distortion Constraints
In the rst set of simulation results, the proposed design conditions in Sec-
tion 3.2.2 are veried. Firstly, two MDSQs are considered to demonstrate the
eect of dierent combinations of values for parameters gj, gk and a > 1, in terms
of the individual and joint decoding quality. Table 3.1, Table 3.2 and Table 3.3
shows the individual decoding quality values (Dsj ; Dtj ; Dsk ; Dtk) and Table 3.4,
Table 3.5 and Table 3.6 shows the joint decoding quality values (Dcsj ;tj , Dcsj ;sk ,
Dcsj ;tk , Dctj ;sk , Dctj ;tk , Dcsk;tk ), in terms of the PSNR for the two MDSQs, m = j
and m = k = j + 1 for dierent parameter combinations. Results are shown for
four test images (#1: Barbara (on chair), #2: Barbara (on oor), #3: Gold Hill,
#4: Black Board).
Table 3.1 and Table 3.4 considers the same index assignment parameter gj =
gk = 2 for the two MDSQs and a = 2; 3. Table 3.2 and Table 3.5 considers the
same index assignment parameter gj = gk = 3 for the two MDSQs and a = 3; 4.
Table 3.3 and Table 3.6 considers dierent index assignment parameters gj = 2
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Table 3.1: Individual decoding quality (PSNR in dB) and rate (in bpp) from two
MDSQs having the same index assignment matrix parameters.
Test Individual decoding Individual decoding
image # MDSQ m = j MDSQ m = k
a Rsj Dsj Rtj Dtj Rsk Dsk Rtk Dtk
1 2 0:7 29:9 0:7 30:0 1:1 31:9 1:1 34:2
1 3 0:7 29:9 0:7 30:0 1:5 34:2 1:5 36:6
2 2 0:7 29:5 0:7 29:5 1:1 31:2 1:1 34:0
2 3 0:7 29:5 0:7 29:5 1:4 34:4 1:4 36:2
3 2 0:3 30:0 0:3 30:0 0:7 32:9 0:7 33:3
3 3 0:3 30:0 0:3 30:0 0:9 34:2 0:9 34:3
4 2 0:3 33:9 0:3 34:2 0:5 35:5 0:5 37:5
4 3 0:3 33:9 0:3 34:2 0:7 38:0 0:7 38:3
and gk = 5 for the two MDSQs and a = 2; 5. The increments of PSNR when the
design constraints satisfy are shown in Table 3.7. The negative values correspond
to the cases where the design conditions are not satised. For example, in the
odd indexed data rows in Table 3.7 does not satisfy the constraints, ak jgj > gk
and ak j  gk, therefore resulting in a decrease or an insignicant increase in
the PSNR values, thus failing the distortion constraints. Results in these tables
verify that satisfying the design conditions results in a signicant increment in
PSNR in the corresponding joint decoding for unbalanced descriptions.
Table 3.2: Individual decoding quality (PSNR in dB) and rate (in bpp) from two
consecutive MDSQs having the same index assignment matrix parameters.
Test Individual decoding Individual decoding
image # MDSQ m = j MDSQ m = k
a Rsj Dsj Rtj Dtj Rsk Dsk Rtk Dtk
1 3 0:7 27:7 0:7 27:8 1:5 32:7 1:5 34:9
1 4 0:7 27:7 0:7 27:8 1:7 33:5 1:7 36:6
2 3 0:7 27:3 0:7 27:4 1:4 32:3 1:4 35:2
2 4 0:7 27:3 0:7 27:4 1:7 32:7 1:7 37:2
3 3 0:3 26:2 0:3 31:2 0:9 30:2 0:9 35:4
3 4 0:3 26:2 0:3 31:2 1:2 32:8 1:2 36:4
4 3 0:3 31:9 0:3 32:4 0:7 36:0 0:7 36:8
4 3 0:3 31:9 0:3 32:4 0:9 37:0 0:9 39:0
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3.4.1.2 Rate Distortion Performance
In the second set of simulation results, the rate-distortion performance of MUDC
scheme using J = 2 MDSQs, that generates four descriptions i.e., (s0, t0, s1, t1)
is presented. The quantizer bin size of the central quantizer for the two MDSQs
are related to each other by the factor a = 2. If the central quantizer bin size
of rst MDSQ is  then the central quantizer bin size of the second MDSQ is

a
. For the rate-distortion graphs the same index assignment matrix parameters
is used for both MDSQs i.e., (g0 = g1 = 2). The rate-distortion curves for
joint decoding of N descriptions for Gold Hill, Barbara (on chair), Barbara (on
oor) and Blackboard images are shown in Figure 3.7 and Figure B.1 for N = 2.
Similarly the rate-distortion curves for joint decoding of N descriptions for Gold
Hill, Barbara (on chair), Barbara (on oor) and Blackboard images are shown
in Figure 3.8 and Figure B.2 for N 2 f3; 4g. From Figure 3.7 and Figure B.1,
it is evident that for N = 2, the joint decoding rate-distortion performance of
the descriptions from dierent MDSQs is better than that of the descriptions
chosen from the same MDSQ. For N = 3, the joint decoding rate-distortion
performance is not the same for all combinations. For some side quantizers there
is no renement because the bins totally fall within the bins of the other side
quantizers. Therefore, few combinations for N = 3 give better rate-distortion
performance than that for the other combinations as also observed from Figure 3.8
and Figure B.2. The joint decoding distortion for N = 4 is the same as the
joint decoding distortion of the descriptions from MDSQ having smaller central
quantizer bin size. There is an increase in the rate (adding more redundancy)
as the number of descriptions is increased to four, thereby, resulting in overall
high robustness of the system as explained in the following subsection where the
performance of the proposed scheme is evaluated under noisy channel conditions.
In the nal set of simulations under lossless conditions, the rate-distortion perfor-
mance of dierent combinations of the descriptions is compared using a similar
sort of tree structure used in the SSQBM scheme explained in Section 3.3. Fig-
ure 3.9, Figure 3.10 and Figure 3.11 shows the joint decoding rate-distortion
performance of Gold Hill and Barbara (on chair) image for N = 2, N = 3 and
N = 4 descriptions from J = 3 MDSQs respectively. For N = 2 descriptions it is
more benecial in terms of the rate-distortion performance to select one descrip-
tion from the highest and another from the lowest level of the tree. Similarly
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Figure 3.7: Joint decoding rate-distortion curves for N = 2 descriptions from
J = 2 MDSQs for (a) Gold Hill (b) Barbara (on chair) images.
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Figure 3.8: Joint decoding rate-distortion curves for N = 3; 4 descriptions from
J = 2 MDSQs for (a) Gold Hill (b) Barbara (on chair).
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Figure 3.9: Joint decoding rate-distortion curves for N = 2 descriptions from
J = 3 MDSQs for (a) Gold Hill (b) Barbara (on chair) images.
69
0 0.5 1 1.5 2 2.5 3
26
28
30
32
34
36
38
Joint Decoding Rate−Distortion (Gold Hill)
PS
N
R 
in
 d
Bs
Rate in bpp
 
 
s0+t1+s2
s0+t1+t2
t0+s1+s2
t0+s1+t2
t0+t1+s2
t0+t1+t2
t1+s2+t2
(a)
0 0.5 1 1.5 2 2.5 3 3.5 4
22
24
26
28
30
32
34
36
38
Joint Decoding Rate−Distortion (Barbara)
PS
N
R 
in
 d
Bs
Rate in bpp
 
 
s0+t1+s2
s0+t1+t2
t0+s1+s2
t0+s1+t2
t0+t1+s2
t0+t1+t2
t1+s2+t2
(b)
Figure 3.10: Joint decoding rate-distortion curves for N = 3 descriptions from
J = 3 MDSQs for (a) Gold Hill (b) Barbara (on chair) images.
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Figure 3.11: Joint decoding rate-distortion curves for N = 4 descriptions from
J = 3 MDSQs (a) Gold Hill (b) Barbara (on chair) images.
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for N = 3 it is more benecial in terms of the rate-distortion performance to
select descriptions from dierent levels and branches of the tree. For N = 4 de-
scriptions it is better to send more descriptions from lower levels of the tree than
sending descriptions from upper levels. These rate distortion plots in Figure 3.9,
Figure 3.10 and Figure 3.11 show that the quality scalability can be achieved if
the descriptions from dierent levels of the tree are transmitted through dierent
paths. Generating more than two descriptions using such a kind of tree structure
not only provides the quality scalability in terms of increase in descriptions, but
also increase the overall robustness of the system as the number of descriptions
is increased, which is demonstrated in the following section.
3.4.2 Performance under Lossy Channel Conditions
This set of simulations evaluates the performance of the proposed MUDC scheme
under lossy channel conditions. In this case, the transmission of each descrip-
tion over a packet erasure channel is evaluated. Each side description data is
packetized and dierent packet loss percentages are considered. Let M be the
total number of packets for each description and l be the number of lost packets
resulting in a total of MCl number of combinations to loose l packets from the
total ofM packets. The average PSNR at a particular number of packet loss rate
is then calculated by measuring and averaging the PSNR values of all possible
packet loss combinations at that packet loss rate. For this set of experiments the
packet erasure channel model having a loss rate varying between 0% and 18% is
considered.
The robustness performance, in terms of the average PSNR, of the joint decoded
image for multi-channel unbalanced MDSQs and individual decoding of single
description coding (SDC) at dierent packet loss rates is shown in Figure 3.12
and Figure 3.13 for Gold Hill and Barbara (on chair) images. For MUDC, J =
2 MDSQs are considered and joint decoding for N = 2, N = 3 and N = 4
descriptions is evaluated under packet erasure channel. The SDC is the same
as conventional wavelet based progressive coding. In the case of no packet loss,
the SDC provides better performance compared to all dierent combinations of
joint decoding in the proposed MUDC scheme. This is mainly due to the rate
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Figure 3.12: Eect of packet loss on PSNR for dierent percentage of packet
drops for N = 2 descriptions from J = 2 MDSQs for (a) Gold Hill (b) Barbara
(on chair) images.
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Figure 3.13: Eect of packet loss on PSNR for dierent percentage of packet
drops for N = 3; 4 descriptions from J = 2 MDSQs for (a) Gold Hill (b) Barbara
(on chair) images.
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Figure 3.14: A part of the decoded Gold Hill image after 18% packet loss in each
description for dierent joint description decoding scenarios.
increment due to multiple descriptions used in the MDC-based solutions, which
can be regarded as the cost of making the descriptions robust. However, the
performance of SDC scheme deteriorates rapidly even for smaller percentages of
packet losses. The loss-distortion plots for the joint decoding for N = 2 from
dierent MDSQ is almost the same as the loss-distortion curves of the joint
decoding of the MDSQ with smaller central quantizer bin size. Figure 3.13 shows
the loss-distortion curves for joint decoding of N = 3 and N = 4 side descriptions.
The loss-distortion plots become more horizontal, i.e., more robust, as the number
of descriptions jointly decoded is increased.
Figure 3.14 shows a portion of the decoded Gold Hill image and their PSNR
value in dB for SDC and the MUDC scheme for J = 2 and N = 2; 3; 4 descrip-
tion joint decoding for various joint decoding scenarios with 18% packet loss in
each description. The superior visual quality and increase in the PSNR value of
the decoded image is easily observed as the number of descriptions is increased.
Similar visual quality and PSNR values improvement can be observed for the
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Figure 3.15: A part of the decoded Barbara (on chair) image after 22% packet
loss in each description for dierent joint description decoding scenarios.
Barbara (on chair) image in Figure 3.15 when 22% of packets are dropped from
each description. Both in Figure 3.14 and Figure 3.15, equal percentage of packet
loss is considered in each description. In Figure 3.16 comparison of the decoded
image and their PSNR values is presented when dierent percentage of packet
drops are considered in each description for Barbara (on oor) image. Figure 3.16
(a) shows the decoded image when 22% packets are lost in description s0 and s1
and 11% packets are lost in descriptions t0 and t1. On the otherhand, Figure 3.16
(b) considers 22% packets are dropped from each description.
The PSNR values of the decoded image from dierent percentage of packet loss
in each description is 0:2 dB better for N = 2 and 0:5 dB for N = 3; 4 when
compared with the decoded image having equal percentage of packet drops in
each description.
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Figure 3.16: A part of the decoded Barbara (on oor) image for dierent joint
description decoding scenarios after 22% from s0, s1 and 11% packet loss from
t0, t1.
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3.5 Summary
In this chapter, a novel scheme for generalized MUDC resulting in joint decoding
of descriptions with balanced and unbalanced rate-distortion performances was
presented. The hierarchically dened MDSQs are used in the proposed frame-
work by the successive renement of the central quantizers. The main parameters
involved in MUDC were the central quantizer renement factor, a and the in-
dex assignment matrix parameter gm for the m
th MDSQ in the hierarchy. The
sucient and necessary conditions for meeting the required rate-distortion con-
straints were proposed for single and joint decoding of descriptions from two
MDSQs, m = j and m = k, where k > j, as a > 1, ak jgj > gk and ak j  gk.
The proposed conditions are also veried by demonstrating the PSNR increment
for dierent combinations of parameter values. It is observed that at the same
rate, the unbalanced joint decoding gives 1:1 dB better performance than the
balanced joint decoding.
An ecient realization of the scheme was also shown by using the successive side
quantizer bin merging of the initial MDSQ. The rate-distortion performance for
joint decoding of N = 2 descriptions has shown that the unbalanced descriptions
coming from dierent MDSQs resulted in superior performance compared to the
balance descriptions coming from the same MDSQ. It is also shown that the
quality scalability can be achieved if the joint decoding descriptions are selected
from dierent levels and branches of the SSQBM tree. The exibility to add and
remove redundancy in terms of number of descriptions is also achieved by using
SSQBM tree structure.
78
Chapter 4
Multiple Description Scalar
Quantizer with Successive
Renement
This chapter focuses on achieving quality scalability in MDC framework by suc-
cessive renement of the individual description. The proposed method for achiev-
ing quality scalability starts with MDSQ-based MDC for the base layer and then
successively renes the side quantizer to design a new framework called MDSQ-
SR. The objective of the MDSQ-SR design is to improve the distortion for every
renement layer of a side description when individually decoded and for any
combination of levels of renement of the two rened side descriptions for joint
decoding. The rest of the chapter is organized as follows: An overview of the
scalable MDC scheme is presented in Section 4.1. The MDSQ-SR design, its dis-
tortion constraints and proposed conditions for successful decoding are presented
in Section 4.2. Simulation results using the proposed scheme under both balanced
and unbalanced description scenarios with application to quality scalable image
coding are shown in Section 4.3 followed by the summary in Section 4.4.
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4.1 Background
The emergence of using the wavelet transform in image coding has resulted in
incorporating extra features, such as scalable decoding into image coding algo-
rithms. As scalable coding usually uses hierarchical representations of spatial-
quality coding layers with progressive interdependencies, any error in lower lay-
ers, for example in low frequency subbands, can propagate into the higher layers.
Therefore, in scalable coding, low spatial-quality layers need to be highly pro-
tected for channel errors. In addition to hierarchical channel coding strategies,
MDC can also be used to make scalable coded bit stream robust. One such exam-
ple includes EMDSQ, where a set of side quantizers generating two descriptions
are derived from an embedded central quantizer [53, 54]. Other examples either
avoid using MDSQ [106] or use MDSQ only as the base layer in an MDC system
with a single enhancement layer [107].
Early MDSQ algorithms focussed on obtaining descriptions with balanced rate-
distortion performance. In Chapter 3 the conditions for obtaining unbalanced
descriptions and their joint decoding are derived and also these conditions are
extended for creating more than two descriptions for MDC. In this chapter, in-
spired from the results of MUDC scheme, a framework for successive renement
of side quantizers of the MDSQ is formulated to obtain progressive quality update
for side quantizers.
In contrast to EMDSQ, the MDSQ-SR design considers dierent index assignment
matrices (resulting into non-overlapped and overlapped side quantizer bins) to
incorporate dierent amounts of redundancy between the descriptions at the base
layer. The side quantizer bins of the base layer are then successively rened
to guarantee the individual and joint distortion reduction for the enhancement
layers. Using dierent index assignment matrices at the base layer facilitates
the user to incorporate dierent amounts of redundancy among the descriptions
depending on the number of diagonals lled in the index assignment matrix.
The amount of redundancy among the descriptions for each enhancement layer
is controlled by the renement factor of the side quantizer bins. In MDSQ-SR
design, dierent strategies for quantizer bin index assignments, such as staggered
index assignment resulting in non-overlapped side quantizer bins and modied
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Figure 4.1: Embedded quantizer for three levels P = 3.
nested index assignment resulting in overlapped quantizer bins are considered.
This chapter presents the conditions that the side quantizer bin sizes and the
renement factors have to meet in order to ensure progressive quality increments
for a given side quantizer set, as well as for the central quantizer that corresponds
to joint decoding scenarios.
4.2 MDSQ-SR Design
In embedded quantization, the quantizer bins at higher data rates are embedded
within the quantizer bins of lower data rates. In other words, each quantizer bin
of lower rates is rened or split into smaller quantizer bins for higher data rates
to rene the previous quantized value.
In MDSQ-SR the main aim is to create two scalable side descriptions which are
capable of joint decoding using equal and unequal number of renement levels
from each of the side description leading to balanced and unbalanced multiple
description scenario respectively. For this case, we start with a central quantizer
and two corresponding side quantizers leading to a base layer and then succes-
sively rene each of the description from the side quantizers to guarantee succes-
sive distortion reductions leading to enhancement layers for side quantizers. For
the base layer, dierent index assignment strategies are considered depending on
redundancy between the descriptions, such as staggered index assignment result-
ing in non-overlapped side quantizer bins and modied nested index assignment
resulting in overlapped quantizer bins. The advantage of using dierent index
assignment matrices facilitates the user to add required amounts of redundancy
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at the base layer. The redundancy between the descriptions for the enhancement
layer is controlled by renement factor of the side quantizers. The design condi-
tions of the MDSQ-SR are derived for joint and individual decoding distortion
constraints of the side descriptions for dierent renement layers.
4.2.1 Design Distortion Constraints
For an embedded quantizer, let P be the number of levels of embedded layers,
Q0; Q1;    ; QP 1. Then the quantizer bins of Qp are embedded within the quan-
tizer bins of Qp 1, where p is the embedded level index. In other words, each
quantizer bin of the quantizer Qp 1 is split into more number of bins to form
the quantizer Qp. If m is the number of quantizer bins in quantizer Qp 1 and
each quantizer bin is split into r number of bins then the total number of bins at
quantizer Qp is rm. Figure 4.1 shows an embedded quantizer having three levels
(P = 3) with r = 2.
In order to adopt the concept of embedded quantization in the side quantizers
within the MDC scheme to obtain MDSQ-SR a new problem formulation based
on the joint decoding distortion constraint is required. For this, P number of
quality layers is considered for each of the side quantizer. For the rst quantiza-
tion layer, i.e., p = 0, which is also considered as the base layer, the conventional
MDSQ design approach discussed in Section 2.5.1 is followed, i.e., deriving the
two side quantizers, S0 and T0, from the central quantizer C. The rate distor-
tion constraint requirements remains the same as in Eq. (2.3), i.e., the distortion
of the combined description decoding is less than the distortion of the individ-
ual description decoding at required rate. Then each bin of the side quantizers,
Sp 1 and Tp 1, is rened by splitting into r portions leading to renement side
quantizers, Sp and Tp, resulting in the quality enhancement side description lay-
ers, sp and tp leading to a series of successive renements of quality of each side
description.
As we know, that for any MDC scheme the distortion of the combined description
has to be less than the distortion of the individual description at a required rate.
Similarly, for the successive renement of side quantizer-based MDC scheme, the
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Figure 4.2: Two scalable descriptions from MDSQ-SR having P = 3 and three
dierent joint decoding scenarios.
distortion of a side description rened up to any quantization level, p, should be
less than that for the side description rened up to the quantization level, p 1.
For joint decoding two scenarios are considered. Firstly, the joint decoding of side
descriptions that are rened up to the same quantization level p. Secondly, the
joint decoding of side descriptions that have been rened to unequal quantization
levels, p and q, where p < q. Such dierent combinations of joint decoding are
shown in Figure 4.2.
In both cases, the distortion of the joint decoding should be less than the individ-
ual decoding of the side descriptions. These distortion constraints can be written
mathematically as,
Dsp < Dsp 1 ; (4.1)
Dtp < Dtp 1 ; (4.2)
Dsp ; Dtp < Dcp 1 ; (4.3)
Dcp < Dsp ; Dtp ; (4.4)
Dcp < Dcp 1 ; (4.5)
provided that Rcp > Rcp 1 , where p = 0; 1; 2;    ; P   1 and Dcp represents the
joint decoding distortion of the side descriptions sp and tp rened up to level p.
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Figure 4.3: Example of MDSQ-SR for P = 2 (a) non-overlapped side quantizer
bins r = 3 (b) overlapped side quantizer bins r = 5.
The distortion of a description created from MDSQ is related to that of the
other depending on the factor g, dened in Eq. (2.11) and Eq. (2.12). For the
renement layers, the renement factor, r, also contributes to that relationship.
The resulting distortion is due to the quantization bin sizes used in the quantizers.
Two examples of a central and corresponding side quantizers for a single level
of successive renement i.e., P = 2 for the non-overlapped and overlapped side
quantizer scenarios is shown in Figure 4.3. As seen from Figure 4.3, to satisfy the
rate-distortion constraints in Eq. (4.1) - Eq. (4.5) for scalable multiple description
coding (SMDC) using MDSQ-SR, the relationship of g and r for the separate
and joint decoding scenarios of the successively rened side quantizers needs to
be established.
4.2.2 Design Conditions
For the central quantizer with a bin size , the bin size for any side quantizer
at any level p can be written as g
rp
, where r is the quantization bin split factor
for renement side quantizers. The bin width factor g of the side quantizer at
level p = 0 is as shown in Eq. (2.11) and Eq. (2.12) for the non-overlapped and
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overlapped side quantizer bin merging methods, respectively. Let up and vp be
the minimum and the maximum value of a quantizer bin of the side quantizer Sp,
and wp and xp be the corresponding values for Tp. For any given layer p these
values can be written as
vp = up +
g
rp
; (4.6)
xp = wp +
g
rp
: (4.7)
For two successive levels, p and p   1, of the side quantizers Sp the minimum
value of the corresponding side quantizer bin can be written as
up = up 1 +
ipg
rp
; (4.8)
where ip 2 f0;    ; r  1g. Now considering the base layer and all successive side
quantizer renements,
up = u0 + Ip
g
rp
; (4.9)
where Ip =
Pp
=1 r
p i: Note that I0 = 0, as it relates to the base layer. Then,
vp = u0 + (Ip + 1)
g
rp
: (4.10)
Similarly, for the side quantizers Tp, the minimum and maximum quantizer bin
value is written as,
wp = w0 + Jp
g
rp
; (4.11)
xp = w0 + (Jp + 1)
g
rp
; (4.12)
where Jp =
Pp
=1 r
p j: with J0 = 0 and j 2 f0;    ; r   1g. Since two
corresponding side quantizer bins in Sp and Tp are either leading or lagging each
other with respect to the central quantizer bin, w0 and u0 are related as
w0 = u0 + h; (4.13)
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where h 2 f1;    ;(g   1)g. Now wp in Eq. (4.11) and xp in Eq. (4.12) can
be rewritten as,
wp = u0 + h + Jp
g
rp
; (4.14)
xp = u0 + h + (Jp + 1)
g
rp
; (4.15)
Then the bin size p of the implicit central quantizer for the joint decoding of
the rened side quantizers at any level p is formulated as follows:
p = min(vp; xp) max(up; wp);
= min(up +
g
rp
; wp +
g
rp
) max(up; wp);
=
g
rp
+min(up; wp) max(up; wp);
=
g
rp
  jup   wpj: (4.16)
Considering Eq. (4.14) and Eq. (4.15),
up   wp =  h   (Jp   Ip)g
rp
: (4.17)
The polarity of Jp   Ip corresponds to the leading or lagging relationship of the
quantizer bins in Sp and Tp and as the same as that of h, which is the lead/lag
factor for the base layer side quantizer bins with respect to the central quantizer
bin. Therefore, jup   wpj = h + (Jp   Ip)grp and
p =
g
rp
  h   (Jp   Ip)g
rp
: (4.18)
Firstly the separate renement of individual descriptions is considered and the
design conditions for meeting the distortion constraints requirements in Eq. (4.1)
- Eq. (4.3) is formulated as follows.
Proposition 4 The sucient and necessary condition for satisfying the side
quantizer distortion conditions for successive renements when individual descrip-
tions are independently decoded at level p > 0 is r > 1, where r is the quantization
bin split factor.
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Proof : With reference to Figure 4.3 and for satisfying the successive renement
conditions, Eq. (4.1) and Eq. (4.2), the quantization bin size for the renement
side quantizer at level p must be smaller than that at the previous level, i.e.,
g
rp
<
g
rp 1
;
which is simplied to r > 1, since g > 0. Therefore, the design condition is
r > 1 for satisfying distortion constraints Dsp < Dsp 1 and Dtp < Dtp 1 .
.
Proposition 5 The design condition, r > g, where r is the quantization bin
split factor and g is the initial bin width factor, is necessary and sucient for
the constraints on the distortion of a rened side description with respect to the
distortion due to joint decoding of the side descriptions in the previous level, i.e.,
the constraint Eq. (4.3).
Proof : For satisfying Eq. (4.3), the quantization bin size for the renement side
quantizer at level p, i.e., ( g
rp
), must be smaller than the implicit quantizer bin
size, p 1 when the side quantizers up to the previous level are jointly decoded.
This means
g
rp
< p 1;
<
g
rp 1
  h   (Jp 1   Ip 1) g
rp 1
;
1 < r   hr
p
g
  r(Jp 1   Ip 1): (4.19)
Using mathematical induction, we show that Eq. (4.19) is true for any level of
renement p. For p = 1, since Jp 1 = Ip 1 = 0, Eq. (4.19) becomes
0 < r   1  hr
g
;
r >
g
g   h: (4.20)
For hmax = g   1 and hmin = 1 Eq. (4.20) becomes r > g and r > 1, respectively.
That means Eq. (4.19) is true for p = 1, if r > g.
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Now for level p = , let Eq. (4.19) be true, i.e.,
0 < r   1  hr

g
  r(J 1   I 1): (4.21)
For the following level, p = + 1, we can write
0 < r   1  hr
+1
g
  r(J   I): (4.22)
From the denitions of Ip and Jp, it can be shown that Ip = rIp 1 + ip and
Jp = rJp 1 + jp. Using these conditions Eq. (4.22) becomes
0 < r   1  r

h
r
g
+ (J   I)

;
< r   1  r

h
r
g
+ r(J 1   I 1) + j   i

: (4.23)
From Eq. (4.21),
 hr

g
  r(J 1   I 1) > 1  r: (4.24)
Also (j   i) >  r. Now Eq. (4.23) can be rewritten as
r   1  r

h
r
g
+ r(J 1   I 1) + j   i

> r   1  r(1  r   r);
> 2r2   1:
Since r > 1, (2r2   1) > 0. Therefore, the condition for p =  + 1 in Eq. (4.22)
becomes true. Therefore, the design conditions are r > 1 and r > g for satisfying
distortion constraint Dsp ; Dtp < Dcp 1 .
.
Now the joint decoding of rened individual descriptions is considered and the
design conditions for meeting the distortion constraints in Eq. (4.4) and Eq. (4.5)
is formulated.
Proposition 6 The design condition, rp 6= zg, where z is a positive integer, r is
the quantization bin split factor and g is the initial bin width factor, is necessary
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and sucient for the constraint on the distortion of joint decoding of rened side
descriptions with respect to the distortion due to independent decoding of a rened
side description, i.e., the constraint in Eq. (4.4).
Proof : For the level p 1, the side quantizer bin size is g
rp 1 and the implicit central
quantizer bin width for joint decoding is p 1, the limits of which are dened
by [max(up 1; wp 1);min(vp 1; xp 1)]. If the level p   1 is rened by a factor r,
the rened side quantizer bin width is g
rp
. In order to satisfy joint decoding of
rened side descriptions (as in Eq. (4.4)), the two side quantizers must overlap,
i.e., , up 6= wp. This is possible only if the implicit central quantizer bin width
for joint decoding of side quantizers at level p  1 is not an integer multiplication
of the bin size of the side quantizer rened to the next level p. Let z be a positive
integer. Then to satisfy Eq. (4.4),
p 1 6= z g
rp
;
g
rp 1
  h   (Jp 1   Ip 1) g
rp 1
6= z g
rp
;
r   hr
p
g
  r(Jp 1   Ip 1) 6= z; (4.25)
All variables r, h, p, g, Jp 1 and Ip 1 are integers. Therefore, to satisfy the
inequality in Eq. (4.25), r
p
g
must not be an integer. That means rp 6= zg must
satisfy. Therefore, the design condition is rp 6= zg for satisfying distortion con-
straint Dcp < Dsp ; Dtp .
.
It should be noted that if constraints in Eq. (4.3) and Eq. (4.4) are satised,
then the constraint in Eq. (4.5) is also satised. Thereby, the MDSQ-SR design
conditions are summarized as r > 1, r > g and rp 6= zg.
4.2.3 Overlapping Quantization Bin Case Example
Figure 4.4 shows two cases of the side and central quantizers of the MDSQ-SR
for two renement levels i.e., P = 2. In Figure 4.4 (a) and (b) C0, S0 and T0
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represents the central and the two corresponding side quantizers of the base layer
of MDSQ-SR. Similarly S1 and T1 represents the side quantizers after rening the
bins of the side quantizers S0 and T0 respectively. C1 represents the corresponding
central quantizer at level p = 1. For both cases shown in Figure 4.4 have the
same central and side quantizers for the base layer with parameter g = 2. For
successive renement purpose, r = 2 and r = 3 is used in Figure 4.4 (a) and
Figure 4.4 (b) respectively.
The minimum and maximum value of all the quantizers considered in Figure 4.4 is
0 and 60. Therefore, the central quantizer bin width for C0 is 0 = 12. As g = 2
is used the maximum side quantizer bin width for S0 and T0 is 24. Now consider
a coecient value of 27 that needs to be quantized using the MDSQ-SR shown
in Figure 4.4 (a) and (b). In both cases, the coecient value of 27 corresponds
to the side quantizer bin pairs as (S0,T0) = (1,1). For case shown in Figure 4.4
(a) the corresponding side quantizer bins of the side quantizer (S1,T1) are (0,1).
The corresponding central quantizer bin at level p = 1 is 3 whose bin width is
same as the bin width of the side quantizer S1 and S2. Therefore, there is no
change in the dequantization value when both the descriptions are received up
to the renement level p = 1 compared to the single description dequantization
value.
For the second case shown in Figure 4.4 (b) the corresponding side quantizer bins
of the side quantizer (S1,T1) are (0,1). The corresponding central quantizer bin
at level p = 1 is 6 whose bin width is smaller than the bin width of the side
quantizers S1 and S2. As the bin width is reduced so the distortion is decreased
when both the descriptions are received up to the renement level p = 1. From
the two cases shown in Figure 4.4 (a) and (b) it can easily be observed that the
central quantizer bin width for joint decoding of side quantizers at level p = 1 is
less than the bin width of the side quantizer al level p = 1 and central quantizer
at p = 0, if the renement factor r and the side quantizer bin spread g are not
integer multiple of each other.
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Figure 4.4: Overlapping quantization bin case example (a) g = 2 and r = 2 (b)
g = 2 and r = 3.
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Table 4.1: Distortion improvement when joint decoded with respect to the dis-
tortion (in dB) of the successively rened side descriptions for 3 renement layers
(For f = 2 non-overlapped balanced case).
Images Renement p = 1 p = 2 p = 3
factor (r)
Barbara (on chair) 2 0:08 0:47 0:49
Barbara (on chair) 3 6:25 3:83 0:79
Barbara (on chair) 4 0:46 1:51 0:059
Barbara (on oor) 2 0:002 0:002 0:001
Barbara (on oor) 3 6:62 4:31 1:04
Barbara (on oor) 4 0:006 0:006 0:070
Gold Hill 2 0:15 1:33 2:24
Gold Hill 3 6:01 3:24 1:33
Gold Hill 4 1:33 2:78 0:51
Blackboard 2 1:31 1:66 1:72
Blackboard 3 5:1 0:17 0:34
Blackboard 4 1:67 1:70 0:21
4.3 Simulation Results
In this section, the simulation results are presented in four stages. Firstly, the
proposed conditions for the MDSQ-SR to full distortion constraints are veried,
then the rate distortion performance analysis under lossless channel condition
and performance evaluation under packet erasure channel of the MDSQ-SR based
image coding are presented. Finally, the computational complexity in terms of
execution time of MDSQ-SR based image coding is compared with SDC and
EMDSQ based image coding schemes.
4.3.1 MDSQ-SR Designed Condition Verication
In the rst set of simulation results, the design conditions proposed in Sec-
tion 4.2.1 for the MDSQ-SR design are veried. Firstly, non-overlapped balanced
side quantizer bins using the staggered index assignment as the base layer with
parameter f = 2 is considered. In this case g = 2 (according to Eq. (2.11)).
Table 4.1 shows the improvement of distortion, in terms of PSNR dierence (in
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Table 4.2: Distortion improvement when joint decoded with respect to the dis-
tortion (in dB) of the successively rened side descriptions for 3 renement layers
(For f = 3 overlapped balanced case).
Images Renement p = 1 p = 2 p = 3
factor (r)
Barbara (on chair) 4 0:17 0:03 0:02
Barbara (on chair) 5 3:5 2:5 0:3
Barbara (on oor) 4 0:05 0:02 0:01
Barbara (on oor) 5 4:0 2:6 0:8
Gold Hill 4 0:16 0:8 0:9
Gold Hill 5 3:5 1:4 0:5
Blackboard 4 0:4 0:8 0:3
Blackboard 5 2:9 2:0 0:9
Table 4.3: Distortion improvements in dBs for the joint decoding of side descrip-
tions rened up to dierent renement levels for Gold Hill and Barbara images
for f = 2, r = 3.
Images Balanced
sp
p 0 0; 1 0; 1; 2 0; 1; 2; 3
0 32:33 32:39 39:97 45:32
Barbara (on chair) tp 0; 1 32:60 38:14 41:39 45:42
0; 1; 2 39:84 40:46 43:75 45:72
0; 1; 2; 3 45:50 45:58 45:92 46:28
p 0 0; 1 0; 1; 2 0; 1; 2; 3
0 31:76 32:05 36:11 44:12
Gold Hill tp 0; 1 32:46 36:49 38:41 44:18
0; 1; 2 38:41 38:65 41:62 44:76
0; 1; 2; 3 44:54 44:55 45:31 45:85
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dB), for joint decoding of rened side descriptions with respect to separate de-
coding of the individual side descriptions for 3 levels of renements (p = 1; :::; 3)
and three dierent renement factors (r 2 f2; 3; 4g).
Secondly, the overlapped balanced side quantizer bins using the modied nested
index assignment case with parameter f = 3 is considered as the base layer, where
g = 4 (according to Eq. (2.12)). Table 4.2 shows the improvement of distortion,
in terms of PSNR dierence (in dB), for joint decoding of rened side descriptions
with respect to separate decoding of the individual side descriptions for 3 levels
of renements (p = 1; :::; 3) and two dierent renement factors (r 2 f4; 5g). In
both cases, it can be seen that the PSNR improvement is marginal when r = zg,
where z = 1 and z = 2, i.e., the case of z being a positive integer, as opposed
to when r 6= zg (as in r = 3 in Table 4.1 and r = 5 in Table 4.2). These results
verify the design constraints proposed in Section 4.2.1.
4.3.2 MDSQ-SR Under Lossless Channel Conditions
In the second set of simulation results, the distortion improvement for joint de-
coding of side descriptions that have been rened to dierent levels considering
the example decoding scenarios shown in Figure 4.2 is demonstrated. Table 4.3
shows the distortion (in PSNR) for 16 dierent joint decoding scenarios for P = 4
MDSQ-SR for two images, Gold Hill and Barbara. Table 4.3 represent renement
of s and t side descriptions with quantizers Sp and Tp, respectively. The PSNR
value in Table 4.3 for sp = 0, tp = 0 corresponds to the joint decoding of the base
layer side descriptions from S0 and T0. As suggested by the conditions in Eq. (4.1)
- Eq. (4.5), Table 4.3 verify the progressive quality renement of the proposed
MDSQ-SR for both example cases shown. In the nal set of simulations under
lossless conditions, the performance of the proposed MDSQ-SR is compared with
that of EMDSQ [53]. Figure 4.5 and Figure 4.6 shows the comparison of the rate-
distortion plots for joint and separate decoding of the MDSQ-SR and EMDSQ
schemes for the Gold Hill and Barbara (on chair) images. Similarly, Figure B.6
and Figure B.7 shows the comparison of the rate-distortion plots for joint and
separate decoding of the MDSQ-SR and EMDSQ schemes for the Barbara (on
oor) and Boats images. For all the plots P = 4 are used and the same base
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layer central quantizer is used for both MDSQ-SR and EMDSQ schemes. For
MDSQ-SR, the non-overlapped index assignment matrix is used where f = 2
and r = 3. For the joint decoding plots shown in Figure 4.5 and Figure B.7 the
eective rate is calculated by adding the rate of two side descriptions together.
At low data rates, where it corresponds to joint decoding with combination of a
side description base layer, all three methods show the same performance. How-
ever for more successively rened layers the joint decoding of MDSQ-SR results
in better performance compared to central quantizer rate-distortion of EMDSQ.
The proposed MDSQ-SR scheme for images when jointly decoded in an unbal-
anced manner shows PSNR improvement of (1:95 dB for Gold Hill, 1:79 dB for
Barbara on chair, 1:43 dB for Barbara on oor, 1:48 dB for Boats) with respect to
the EMDSQ based MDC scheme for images. Similarly, the proposed MDSQ-SR
scheme for images when jointly decode in balanced manner shows PSNR improve-
ment of (1:43 dB for Gold Hill, 1:46 dB for Barbara on chair, 1:25 dB for Barbara
on oor, 1:29 dB for Boats) with respect to the EMDSQ based MDC scheme for
images. The proposed MDSQ-SR scheme for images when jointly decoded in an
unbalanced fashion is on average 0:3 dB better than the balanced joint decoding
of the proposed MDSQ-SR scheme for all the test images. Also the MDSQ-SR
started with a base layer having unbalanced side descriptions performed better
than the MDSQ-SR started with a base layer having balanced side descriptions.
It is also clear from results in Figure 4.6 and Figure B.7 that the successive rene-
ment of side quantizers gives better side rate distortion performance. Figure 4.7
and Figure B.8 shows side description performance for MDSQ-SR when started
with base layer having unbalanced side descriptions. The rened side descriptions
also remain unbalanced as seen from the plots.
4.3.3 MDSQ-SR Under Lossy Channel Conditions
The goal of this set of simulation is to evaluate the performance of the proposed
MDSQ-SR under lossy channel conditions. In this case we considered the trans-
mission over a packet erasure channel. For this purpose, each side description
layer data is packetized and dierent packet loss percentages are considered. Let
M be the total number of packets for each description and l be the number of
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Figure 4.5: Joint decoding comparison of the proposed MDSQ-SR and EMDSQ
schemes for (a) Gold Hill (b) Barbara (on chair) images.
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Figure 4.6: Balanced side description decoding comparison of the proposed
MDSQ-SR and EMDSQ schemes for (a) Gold Hill (b) Barbara (on chair) images.
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Figure 4.7: Unbalanced side description decoding of the proposed MDSQ-SR
schemes for (a) Gold Hill (b) Barbara (on chair) images.
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Figure 4.8: Performance comparison of the proposed MDSQ-SR, EMDSQ and
SDC schemes under packet erasure channel for (a) Gold Hill (b) Barbara (on
chair) images encoded at 0.5 bpp/description.
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Figure 4.9: Performance comparison of the proposed MDSQ-SR, EMDSQ and
SDC schemes under packet erasure channel for (a) Gold Hill (b) Barbara (on
chair) images encoded at 2.0 bpp/description.
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Figure 4.10: Portion of the decoded images from single description decoding (left)
and joint decoding from MDSQ-SR (right) after 18% packet loss.
lost packets. Then there is a total of MCl number of combinations to loose l
packets from the total of M packets. The average PSNR for a particular packet
loss percentage is then calculated by measuring and averaging the PSNR of all
possible combinations. For this set of experiments the packet erasure channel
model having the loss rate varying between 0% and 18% is considered.
The robustness performance, in terms of average PSNR, of the decoded image
for MDSQ-SR, EMDSQ and SDC at dierent packet loss rates for two dierent
data rates of 0.5 bpp/description and 2.0 bpp/description is shown in Figure 4.8
and Figure 4.9 respectively for Gold Hill and Barbara (on chair) images. For
MDSQ-SR we considered the two cases: non-overlapped f = 2 with balanced
and unbalanced base layer side descriptions and other parameters being r = 3
and P = 4. For SDC, conventional wavelet-based progressive coding is used. SDC
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Figure 4.11: A part of the decoded Barbara (on oor) image from single scalable
description after 22% packet loss in each renement layer.
shows the best performance in the case of no packet loss. This is mainly because
rate increment seen in MDC-based solutions, which can be regarded as the cost
of making the data streams robust. However, the performance of SDC scheme
deteriorates rapidly even for a small percentage of packet loss. As the number of
packets lost increases the PSNR of MDSQ-SR based scheme is decreased with less
rate as compared to the EMDSQ scheme, for high data rate MDC. However, the
performance of both schemes is comparable for low data rates. Furthermore, the
balanced description joint decoding case appears to be more robust compared
to the unbalanced joint decoding case for low data rates and high packet loss
rates. Figure 4.10 shows the portion of the decoded Gold Hill and Barbara (on
chair) images from single description decoding and joint description decoding of
the MDSQ-SR, where the encoding rate for both cases are 0.5 bpp. The superior
visual quality of the MDSQ-SR based decoding at 0.5 bpp data rate with 18%
packet loss rate can easily be observed from Figure 4.10 when compared with
single description decoding.
The loss-distortion curves shown in Figure 4.8 and Figure 4.9 considers equal
amount of packet loss rate in each description and renement layer for joint
decoding up to the same renement levels for each description. The eect of
equal and dierent packet loss rate on each description and renement layer,
jointly decoded at dierent renement layer is also studied. Figure 4.11 shows
the portion of the decoded Barbara (on oor) image and PSNR value in dB when
decoded from single scalable description after 22% packet loss in each layer for
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sp (p = 0), sp (p = 0), sp (p = 0),
tp (p = 0) tp (p = 0; 1) tp (p = 0; 1; 2)
30:54 dB 33:96 dB 35:16 dB
sp (p = 0; 1), sp (p = 0; 1), sp (p = 0; 1),
tp (p = 0) tp (p = 0; 1) tp (p = 0; 1; 2)
33:65 dB 38:05 dB 41:38 dB
sp (p = 0; 1; 2), sp (p = 0; 1; 2), sp (p = 0; 1; 2),
tp (p = 0) tp (p = 0; 1) tp (p = 0; 1; 2)
34:68 dB 40:91 dB 43:30 dB
Figure 4.12: A part of the decoded Barbara (on oor) image for dierent joint
description decoding scenarios after 22% packet loss in each description and re-
nement layer.
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tp (p = 0) tp (p = 0; 1) tp (p = 0; 1; 2)
31:06 dB 33:97 dB 35:16 dB
sp (p = 0; 1), sp (p = 0; 1), sp (p = 0; 1),
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tp (p = 0) tp (p = 0; 1) tp (p = 0; 1; 2)
38:50 dB 42:20 dB 43:40 dB
Figure 4.13: A part of the decoded Barbara (on oor) image for dierent joint
description decoding scenarios after 22% and 11% packet loss in description s
and t.
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dierent renement layers. It can easily be observed from Figure 4.11 that the
decoding quality is not improved in single scalable description case even when
more renement layers are available at the decoder.
Figure 4.12 shows the portion of the decoded Barbara (on oor) image and their
PSNR values in dB for dierent joint decoding scenarios after 22% packet loss
rate in each description and renement layer. It is evident from Figure 4.12 that
the joint decoding quality improves as more renement layers are available at
the decoder for the proposed MDSQ-SR scheme. Similarly, Figure 4.13 shows
the portion of the decoded Barbara (on oor) image and their PSNR values
in dB for dierent joint decoding scenarios after 11% and 22% packet loss rate
in description sp and tp, respectively. It is evident from Figure 4.13 that the
joint decoding quality improves as more renement layers are available at the
decoder. Furthermore, the quality of the joint decoding from low packet drop
rate description with more renement layers is better than the joint decoding
quality from high packet loss rate description with more renement layers.
4.3.4 Computational Complexity of MDSQ-SR
In this section, computational complexity of the proposed MDSQ-SR based MDC,
EMDSQ based MDC and single scalable description coding is calculated and
compared. The criteria used to measure the computational complexity is in
terms of execution time as suggested in [108].
Let K be the total execution time required for any image coding system. Then
for single wavelet based image coding system, the execution time KSDC can be
written in terms of each coding block as
KSDC = KDWT +KSQ +KEC ; (4.26)
where KDWT , KSQ and KEC are the execution time required by the DWT, scalar
quantization and entropy coding blocks. Similarly, the execution time for any
quantization based MDC system having two descriptions can be written as
KMDC = KDWT +KMQ + 2 KEC ; (4.27)
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Table 4.4: Execution time in seconds for quantization block of SDC.
Iterations
Images 1 2 3 4 5 Mean Variance VMR
Gold Hill 3:56 3:48 3:48 3:48 3:45 3:49 0:00170 0:00048
Barbara (on chair) 3:53 3:57 3:53 3:57 3:57 3:55 0:00048 0:00013
Barbara (on oor) 3:53 3:53 3:48 3:50 3:48 3:50 0:00063 0:00018
Blackboard 3:45 3:42 3:50 3:51 3:50 3:47 0:00150 0:00044
Boats 3:45 3:50 3:50 3:53 3:51 3:49 0:00087 0:00024
Table 4.5: Execution time in seconds for MDSQ-SR block of SMDC.
Iterations
Images 1 2 3 4 5 Mean Variance VMR
Gold Hill 4:70 4:81 4:78 4:81 4:95 4:81 0:00810 0:00170
Barbara (on chair) 4:87 4:85 4:87 4:89 4:89 4:87 0:00028 0:00006
Barbara (on oor) 4:76 4:79 4:73 4:82 4:76 4:77 0:00120 0:00024
Blackboard 4:85 5:06 4:75 4:76 4:89 4:86 0:01580 0:00320
Boats 4:95 4:81 4:84 4:85 4:85 4:85 0:00310 0:00064
Table 4.6: Execution time in seconds for EMDSQ block of SMDC.
Iterations
Images 1 2 3 4 5 Mean Variance VMR
Gold Hill 8:82 8:81 8:68 8:71 8:71 8:74 0:00410 0:00047
Barbara (on chair) 9:14 9:01 9:01 8:95 9:07 9:03 0:00520 0:00057
Barbara (on oor) 8:84 8:79 8:82 8:71 8:79 8:79 0:00240 0:00027
Blackboard 8:84 8:84 8:92 8:89 8:93 8:88 0:00180 0:00025
Boats 8:87 8:85 9:06 8:96 8:82 8:91 0:00960 0:00110
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where KMQ is the execution time required for creating two descriptions from
quantization block.
So for the comparison of the complexity of SDC and MDC in terms of execution
time, the only changed block is the quantization block. Therefore, in this section
KMDSQ SR, KEMDSQ and KSQ are calculated and compared. For calculation of
the execution time, "cputime" function of the Matlab is used. Wavelet based
SDC, MDSQ-SR and EMDSQ based SMDC encoder modules are executed on
X86-based PC having 2.2 GHz microprocessor and 2GB of memory. For each
coding system, execution time is calculated for 5 times with the same coding
conguration. To evaluate the precision of the execution time, variance to mean
ratio (VMR) is also calculated. The zero VMR value indicates that all the mea-
sured execution time is identical for all iterations. VMR value greater than zero
indicates the loss of accuracy in execution time measurement.
Table 4.4, Table 4.5 and Table 4.6, shows the execution time, mean, variance and
VMR for ve iterations having same conguration for all image data set for SDC,
MDSQ-SR based MDC and EMDSQ based MDC respectively. From Table 4.4
and Table 4.5 it can easily be observed that the execution time increased by
the MDSQ-SR is 1:33 seconds when compared with the execution time of the
scalar quantizer of SDC. Similarly, from Table 4.5 and Table 4.6 it can easily be
observed that the execution time of MDSQ-SR is reduced by 4:04 seconds when
compared with the EMDSQ based MDC. The proposed MDSQ-SR results into
83% less complex MDC scheme than EMDSQ based MDC scheme but 38% more
complex than the SDC scheme.
4.4 Summary
In this chapter, a new framework for SMDC based on MDSQ was discussed.
In the proposed MDSQR-SR based SMDC, the base layer of each of the side
description was successively rened to provide the quality scalability in both
side and central decoding. The base layer of the MDSQ-SR was designed by a
well-known MDSQ method and dierent index assignment matrices were used to
change the amount of redundancy between the descriptions. Joint balanced and
107
unbalanced description decoding in terms of number of renement levels is also
provided by the MDSQ-SR.
The relationship between the design parameters, the renement factor r and the
side quantizer spread factor g to meet the distortion constraints of the proposed
MDSQ-SR scheme was derived in this chapter. It is proposed that the design
conditions, r > 1, r > g and rp 6= zg, where z is a positive integer and p is
the renement levels, are jointly sucient and necessary for satisfying the distor-
tion constraints and veried through simulation results. The performance of the
MDSQ-SR for various base layer options is evaluated and compared with EMDSQ
and single description coding. The unbalanced and balanced joint decoding from
the proposed MDSQ-SR scheme has shown the average PSNR improvement of
1:66 dB and 1:35 dB with respect to the joint decoding from EMDSQ scheme
for all the test image data set. In addition to its superior rate-distortion per-
formance than EMDSQ, MDSQ-SR has also simplied the design of generating
scalable multiple descriptions and also reduced the computational complexity by
83% because only one index assignment matrix is used at the base layer and the
renement layers are generated by successively rening the side quantizers of the
base layer.
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Chapter 5
Fully Scalable Multiple
Description Image Coding
In the previous chapters, schemes for creating more than two quality scalable
descriptions using successive renement of the side quantizers are presented. In
this chapter, a novel scheme that incorporates both the quality and resolution
scalability in multiple description image coding framework is presented. Dierent
resolution descriptions are created by using MUDC concept for dierent wavelet
decomposition levels and dierent quality enhancement layers of each description
is generated by the successive renement of the side quantizers. The robustness
of the fully scalable multiple description image coding is further increased by
exploiting the correlation information generated from MDSQ. The correlated in-
formation from MDSQ-based descriptions, which is called side information and
is embedded in each description and can be extracted at the decoder from each
individual description. The motivation for such type of encoding is to improve
the side decoding and to increase the overall robustness of the scheme. The rest
of the chapter is organized as follows: The proposed scheme that incorporates
both the quality and resolution scalability is presented in Section 5.1. Section 5.2
focuses on the encoding and decoding procedure of MDSQ-based MDC scheme
using side information followed by the summary in Section 5.3.
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Figure 5.1: Dierent resolution description creation procedure.
5.1 Multiple Description Image Coding using
Multi-channel MDSQ-SR
In this section, a MDC based approach for robust scalable coding that incorpo-
rates both the quality and spatial resolution scalability functionalities into the
wavelet and MDSQ-based MDC is presented. For achieving quality scalability in
each description MDSQ-SR is used, in which the base layer is designed by simple
MDSQ and the enhancement layers are generated by continuously rening the
side quantizer bins. The theoretical framework of MDSQ-SR is dened in Chap-
ter 4 and it is evident that MDSQ-SR based approach is more ecient in terms
of computational complexity, coding performance and robustness as compared to
EMDSQ [54]. Dierent resolution descriptions with dierent quality scalability
parameters are created by considering MUDC. The distortion constraints and
conditions of dierent descriptions selection from several MDSQs are dened in
Chapter 3.
For any scalable coding, multi-resolution decomposition and successive rene-
ment of the quantization are the two main components. So for the proposed fully
SMDC, multi-resolution decomposition is achieved by the DWT that decomposes
the image into dierent subbands and quality scalability is achieved by succes-
sively rening the side quantizers. In general DWT-based MDC framework for
two descriptions, all the subbands are considered in each description, so every
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Figure 5.2: Dierent resolution based multiple description scheme using several
MDSQ-SR's.
description is composed of all the coecients. But in the proposed fully SMDC
scheme, dierent spatial resolution descriptions are generated by selecting the
required subbands for a particular decoded resolution. Figure 5.1 shows how the
base and enhancement layer for quarter, half and full resolution descriptions are
created. The resolution of the decoded image is the same as the highest resolu-
tion among all the received descriptions. The block diagram of such a system is
shown in Figure 5.2.
In the proposed fully SMDC scheme, rstly the input image is decomposed into
dierent subbands by using the DWT. The subband selection block selects the
required subbands for quarter, half and full resolution image decoding. The se-
lected subbands for a particular spatial resolution are then passed to dierent
MDSQ-SRs having dierent parameters (g, a, r, p) that generate two quality
scalable descriptions for quarter, half and full spatial resolution. Let Dqc , D
h
c , D
f
c
be the joint decoding distortion of the quarter, half and full resolution respec-
tively, when both the descriptions from the same spatial resolution MDSQ-SR
are received at the decoder. Similarly Dq;hc , D
h;f
c , D
q;h;f
c be the joint decoding
distortion of the half and full resolution decoding when the descriptions from
dierent spatial resolution MDSQ-SRs are received. The distortion constraints
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for such kind of decoding are related to each other as
Dq;hc  Dhc ; (5.1)
Dh;fc  Dfc ; (5.2)
Dq;h;fc  Dh;fc : (5.3)
Fewer subbands are required for lower spatial resolution descriptions compared
to higher spatial resolution descriptions. Therefore, to satisfy the constraints
in Eq. (5.1)-Eq. (5.3) the central quantizer bin size of the MDSQ-SR for lower
resolution description is set smaller than the central quantizer bin size of the
MDSQ-SR for higher resolution description. In other words, the MDSQ index
for the lowest spatial resolution description is greater than the MDSQ index of
the higher spatial resolution as done in MUDC. Following the similar principle as
in MDSQ-SR, each side quanitzer of MDSQ of dierent spatial resolution is then
successively rened to provide quality scalability in each description. In this
way, the generated descriptions can be decoded jointly in unbalanced way not
only in terms of spatial resolution but also in terms of MDSQ-SR parameters for
dierent quality layers. The extractor block extracts the descriptions according
to the data rate requirement by selecting the subset of subbands and renement
levels of the MDSQ-SR to meet the spatial resolution and quality preferences of
the end user in such a way that the joint distortion is minimum.
5.1.1 Rate-Distortion-based Extraction
Once the scalable descriptions s and t at a particular spatial resolution are en-
coded, the extractor block extracts the descriptions according to the data rate
requirement by selecting the subset of spatial subbands and renement levels of
the MDSQ-SR according to the resolution and quality preferences. The extracted
description se and te are adapted in such a way to minimize the joint distortion at
required rate. For this purpose, distortion expression is required that considers all
the contribution parameters like spatial decomposition subbands and successive
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renement levels of the MDSQ-SR. For any discrete signal and its approximation,
the distortion is measured by MSE and is calculated by using the Eq. (2.1).
Let I denote the spatial decomposition of the input image and I^ be the recon-
structed version of the spatial coecients after the inverse quantization. The
quantization is the only contributing factor to the distortion associated to I^, as
the transformation and entropy coding are perfectly invertible. The distortion
measured in spatial and frequency domain is same if the spatial transforms are
orthonormal. For non-orthonormal transforms, the distortion in transform do-
main approximates the distortion in spatial domain. For the rate distortion based
extraction, the distortion in transform domain is considered to avoid the inverse
spatial transformation for each successive renement. Let G be the total num-
ber of spatial decomposition levels of the input image and W^d be the subband
after spatial decomposition, where d = 0;    ; 3G, then the distortion of image
in transform domain can be written as,
D(I^) =
3GX
d=0
D(W^d); (5.4)
Two scalable descriptions are created by using MDSQ-SR for P renement levels,
then the contribution by each spatial subband for each renement level p to the
total distortion is,
D(I^) =
3GX
d=0
P 1X
p=0
D(W^d;p); (5.5)
The distortion considered in Eq. (5.5) is only by the quantization of the spatially
decomposed image. Similarly, the rate contribution for each spatial subband and
successive renement to overall rate is,
R(I) =
3GX
d=0
P 1X
p=0
Rd;p; (5.6)
Let Rs and Rt be the bit rate requirement of each extracted description, then the
extracted description se and te from the scalable descriptions s and t are adapted
in such a way to minimize the joint distortion Dc at required rate Rc = Rs +Rt
by selecting dierent spatial subbands and renement levels. This can be written
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mathematically in Eq. (5.7) as
min Dc(I^) subject to Rc  Rs +Rt: (5.7)
The distortion contribution in Eq. (5.5) is considered by selecting all the spa-
tial subbands and dierent renement levels p in each description s and t. For
dierent spatial resolution descriptions the required spatial subbands at that res-
olution are considered from each description s and t i.e., (d = 0; 1;    ; 3G   6
for quarter and d = 0; 1;    ; 3G  3 for half spatial resolution).
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5.1.2 Simulation Setup and Results
For both the resolution and quality scalability, N = 6 descriptions using J = 3
MDSQs with successive renement are considered. Let j = 0; 1; 2 be the MDSQ
index number used for full, half and quarter resolution descriptions respectively.
LetDsjp andDtjp be the distortion of side description with p number of renement
levels. Then the distortion constraint of individual and joint decoding from each
MDSQ-SR remains the same as mentioned in Eq. (4.1) - Eq. (4.5). Similarly the
distortion constraints for joint decoding of description from dierent MDSQ-SR
remains same as mentioned in Eq. (3.1) - Eq. (3.8).
Dierent conditions on the parameters of dierent MDSQ-SR are proposed for
joint description decoding from dierent MDSQ-SR and from the same MDSQ-
SR in Chapter 3 and Chapter 4 respectively. Let  be the central quantizer bin
size of the initial MDSQ which in this case is the central quantizer bin size of full
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Table 5.1: Quantizer bin width for the base layer of single and joint decoding
description at full resolution from same and dierent MDSQ-SRs.
Description received Decoded resolution Quantizer bin size
s0 Full g
t0 Full g
s1 Half g
a
t1 Half g
a
s2 Quarter g
a2
t2 Quarter g
a2
(s0; t0) Full 
(s0; s1) Full g
a
(s0; t1) Full 
a
or g
a
(t0; s1) Full g
a
(t0; t1) Full 
a
or g
a
(s0; s2) Full g
a2
(s0; t2) Full 
a2
or g
a2
(t0; s2) Full g
a2
(t0; t2) Full 
a2
or g
a2
description MDSQ and is related to other MDSQs as
j =

aj
: (5.8)
Figure 5.3 shows an example of the central and side quantizers for dierent res-
olution descriptions with parameters (a = 2, f = 2, g = 2, r = 3 and P = 2).
As mentioned in Section 3.3 that not all the combinations from dierent MDSQs
give the same quality improvement. Similar thing can be observed from Fig-
ure 5.3 and Table 5.1 that some combinations from dierent MDSQs give smaller
implicit central quantizer bin width that results in better quality improvement,
while the other combinations just contribute to improve the robustness of the
overall system. Figure 5.4 shows the combinations that can be selected for dier-
ent resolution descriptions in order to provide better rate distortion performance.
The fully SMDC scheme for images is evaluated in two steps: Firstly, considering
the transmission over lossless channel in order to study the rate distortion per-
formance and secondly considering transmission along a packet erasure channel
in order to evaluate the robustness of the scheme.
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The scalable descriptions generated by each MDSQ-SR have dierent spatial res-
olution i.e., quarter half and full. There are dierent possibilities of sending and
receiving dierent spatial resolution descriptions. The resolution of the decoded
image is the same as the highest resolution among all the received descriptions. In
the rst set of simulation results, the distortion constraints dened in Eq. (5.1)-
Eq. (5.3) are veried for dierent parameters of the MDSQ-SR for MUDC. Three
MDSQ-SRs are considered to demonstrate the eect of joint decoding from dif-
ferent spatial resolution description for parameters g1 = g2 = g3 = 2, r = 3 and
a = 2; 3. Table 5.2 shows the joint decoding PSNR of dierent spatial resolution
description, jointly decoded at full resolution for dierent MDSQ-SR parameters
i.e., g1 = g2 = g3 = 2 for a = 2; 3 for four test images (#1 Barbara (on chair),
#2 Barbara (on oor), #3 Gold Hill, #4 Blackboard). It is observed from Ta-
ble 5.2 that the joint decoding quality of dierent spatial resolution description
is better than the joint decoding quality of the same resolution description for all
renement levels p. The joint decoding quality improvement is only possible if
the design conditions of the MUDC and MDSQ-SR proposed in Chapter 3 and
Chapter 4 are satised i.e., (r > g, r and g are not integer multiple of each
other, and a  g). The joint decoding quality improvement of dierent spatial
resolution description is due to dierent bin spread of the side quantizers of the
base layer and dierent number of renement levels of the enhancement layers.
In rate distortion performance, the joint decoding of two similar and dierent
spatial resolution descriptions is considered. Each spatial resolution description
created from MDSQ-SR is extracted according to the procedure mentioned in
Section 5.1.1. Figure 5.5 and Figure 5.6 shows the rate distortion performance
of the joint decoding of dierent resolution descriptions generated from dier-
ent MDSQ-SRs at half and full spatial resolution respectively. It can easily be
observed from Figure 5.5 and Figure 5.7 that the rate distortion performance
improves if the descriptions from dierent resolution MDSQ-SR are jointly de-
coded. The best performance for joint decoding at full resolution is the one, in
which full and quarter resolution description is jointly decoded. Similarly, the
joint decoding of full and half spatial resolution descriptions gives better rate
distortion performance than that of the joint decoding of full resolution descrip-
tions. However, the rate distortion performance of the joint decoding of full and
half resolution descriptions is less than the joint decoding of full and quarter
resolution descriptions. The PSNR improvement of the joint decoding of the de-
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Figure 5.5: Rate distortion performance of joint decoding at half spatial resolution
from dierent MDSQ-SRs for (a) Gold Hill (b) Barbara (on chair) images.
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Figure 5.6: Rate distortion performance of joint decoding at full spatial resolution
from dierent MDSQ-SRs for (a) Gold Hill (b) Barbara (on chair) images.
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Figure 5.7: A part of the decoded Gold Hill (Row 1) and Barbara (on chair)
(Row 2) images after joint decoding of dierent resolution description.
scriptions from dierent resolution MDSQ-SR is due to the availability of more
number of renement levels of the same subband at the decoder at same data
rate than the number of renement levels of the joint decoding from the same
resolution MDSQ-SR.
Figure 5.7 shows the portion of the decoded Gold Hill (Row 1 : without packet
loss, Row 2 : with 17% packet loss) and Barbara (on chair) (Row 3 : without
packet loss, Row 4 : with 17% packet loss) images and their PSNR value after the
joint decoding of dierent spatial resolution description, where each description
is extracted at 0:5 bpp. It is evident from Figure 5.7 how the quality improves
by joint decoding from dierent resolution description at the same data rate.
The joint decoding from quarter and full resolution descriptions shows the PSNR
improvement of 3:34 dB for Gold Hill and 2:0 dB for Barbara (on chair) image
with respect to the joint decoding from full resolution descriptions. Similarly,
the joint decoding from half and full resolution descriptions show the PSNR
improvement of 2:0 dB for Gold Hill and 1:29 dB for Barbara (on chair) images
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Figure 5.8: Eect of packet loss on PSNR for dierent percentage of packet drops
for joint decoding at full spatial resolution for (a) Gold Hill (b) Barbara (on chair)
images.
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s0 + t0 31:02 dB t0 + s1 33:02 dB t0 + s2 34:36 dB
s0 + t0 28:13 dB t0 + s1 29:35 dB t0 + s2 28:95 dB
s0 + t0 28:08 dB t0 + s1 29:37 dB t0 + s2 30:08 dB
s0 + t0 26:15 dB t0 + s1 26:79 dB t0 + s2 25:76 dB
Figure 5.9: A part of the decoded Gold Hill and Barbara (on chair) after joint
decoding of dierent resolution description without and with packet loss.
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with respect to the joint decoding from full resolution descriptions.
For the last set of experiments, wavelet-based packetization is used for each de-
scription as mentioned in Section 3.4.2. For this set of experiments packets for
each description is transmitted through a channel model having packet loss rates
varying between 0% and 18%. Results of dierent combination for N = 2 de-
scriptions from quarter, half and full resolution descriptions and single description
coding under packet erasure channels are presented in Figure 5.8 for Gold Hill
and Barbara images. It is easily observed that the decay of the PSNR is more for
the joint decoding of descriptions from dierent spatial resolution MDSQ-SR than
the decay of the joint decoding PSNR of descriptions from the same resolution
MDSQ-SR. The increase in decay is due to the unavailability of coecients from
higher frequency subbands at the decoder when dierent resolution descriptions
are jointly decoded.
Figure 5.9 shows the portion of the decoded Gold Hill and Barbara (on chair) im-
ages and their PSNR value after the joint decoding of dierent spatial resolution
description without any packet loss and with 17% packet loss in each description,
where each description is extracted at 0:5bpp. It is evident from Figure 5.9 that
the decay in quality from the joint decoding from the same resolution descrip-
tions is smaller than the joint decoding from dierent resolution descriptions.
The PSNR decrement from joint decoding of both the full spatial resolution, half
and full resolution and quarter and full resolution are 2:89 dB, 3:67 dB and 5:41
dB for Gold Hill and 1:93 dB, 2:58 dB and 4:32 dB for Barbara (on chair) images
respectively. The decrement in PSNR is due to the missing subbands in quarter
and half resolution descriptions.
5.2 Robustness Improvement of Base Layer
In this section a new method of making more robust base layer of scalable de-
scriptions is presented that uses the concept of side information as used in dis-
tributed coding. In distributed coding, the correlation information present in
the source is exploited at the decoder by using the side information. The side
information can be extracted at the decoder by using guess, hint, learn or trial
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Figure 5.10: Block diagram of the multiple description image coding using side
information.
approaches. On the other hand in MDC, correlated descriptions are generated
to achieve better quality for joint decoding. The descriptions generated from the
MDSQ have correlation information depending on the number of diagonals lled
in the index assignment matrix and can be exploited at the decoder to improve
the performance. Therefore, instead of transmitting each description generated
by the MDSQ a magnitude shifted version of these descriptions are created by
exploiting the correlation information, which in this case is the side information.
The side information is embedded in the magnitude shifted version of each de-
scription. By using the side information to generate magnitude shifted version of
the descriptions has two advantages.
1. It gives better side decoding quality, which is comparable to the central
decoding quality of simple MDC.
2. Prediction of the data using side information gives high resilience under er-
roneous conditions making such a scheme more feasible for channels having
high loss rate.
Figure 5.10 shows a block diagram of the multiple description image coding sys-
tem using side information. In the proposed method, DWT is used to decompose
the input image into dierent subbands. Each subband is quantized using dier-
ent MDSQs depending on the importance of the information. Two descriptions
are then generated based on the parameters of the MDSQ used for each subband.
The generated descriptions from the MDSQ have some correlation information
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because the descriptions are leading or lagging from each other depending on the
number of diagonals lled in the index assignment matrix. By using that lead
and lag information, one description can be predicted from the other description.
A magnitude shifted version of the description is obtained from the side quan-
tizer of the MDSQ by using the side information that exploits the correlation
information between the descriptions. The side information used in the proposed
scheme is the absolute dierence of the descriptions generated from the MDSQ.
The details of the encoding and decoding procedure for such a system is given in
next two subsections.
5.2.1 Encoding Procedure
Let sd and td be the two descriptions generated from MDSQ d with central
quatizer having nd and side quantizers having md number of bins, depending on
the factor fd, where f is the number of diagonals lled in the index assignment
matrix, d is the total number of subbands i.e., 0 < d < 3G, and G is the
wavelet decomposition levels. The leading or lagging factor of the two descriptions
generated from any MDSQ is 0 to fd 1. So the leading or lagging information can
be exploited at the decoder to predict the missing description from the received
one. In this method the side information considered is the absolute dierence of
the description generated from the MDSQ, which is written mathematically as,
Ad =j td   sd j; (5.9)
where Ad 2 f0; 1; :::; fd   1g.
Let ssd and tsd be the magnitude shifted version of the description sd and td. Once
the side information is generated, the magnitude shifted version of the description
based on the side information is obtained by using Eq. (5.10) and Eq. (5.11).
ssd = sd + dAd; (5.10)
tsd = td + dAd; (5.11)
where d is the magnitude shifting factor and the value of d is greater than
the maximum number of rows or columns in the index assignment matrix d i.e.,
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(d > md). The magnitude shifted version of each description is entropy coded
and transmitted through dierent communication channels.
5.2.2 Decoding Procedure
At the decoder, the side information is extracted from any of the received de-
scription by using Eq. (5.12) and Eq. (5.13) as
Ad = smd   d; (5.12)
Ad = tmd   d; (5.13)
where value of  is selected in such a way that Ad 2 f0; 1; :::; fd   1g. Once
the side information matrix Ad is extracted either from smd or tmd, the magni-
tude deshifting is performed to get sd or td by using Eq. (5.14) and Eq. (5.15)
respectively as,
sd = smd   dAd; (5.14)
td = tmd   dAd; (5.15)
If some part of a description is corrupted or dropped during transmission then
the missing information is predicted from the received information, consequently
increasing the overall robustness of the system. On side decoding, when single de-
scription is received at the decoder, the missing description is predicted from the
magnitude deshifted version of the received description and the side information
matrix. Let spd and tpd be the predicted missing description and are obtained by
using Eq. (5.16) and Eq. (5.17) respectively.
spd = td   Ad; (5.16)
tpd = sd + Ad: (5.17)
On single description decoding, the proposed method uses the magnitude deshifted
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Table 5.3: Rate and PSNR dierences of the side decoding of the base layer of
MDSQ with and without side information.
Test Side Information Side Information Side Information
image # Subbands (0  9) Subbands (0  12) Subbands (0  15)
Rate in PSNR in Rate in PSNR in Rate in PSNR in
bpp dBs bpp dBs bpp dBs
1 0:02 0:42 0:03 1:12 0:04 1:93
2 0:03 0:30 0:07 1:10 0:10 3:51
3 0:02 0:32 0:05 0:94 0:07 2:51
4 0:01 0:50 0:02 0:97 0:03 1:79
and prediction description in a similar way as used in central decoding. In joint
decoding, only magnitude deshifting is used before the central decoder. The re-
dundancy increase due to side information is controlled by generating the side
information matrix for fewer subbands.
5.2.3 Performance Evaluation
The main aim of using side information in MDC framework is to improve the
side description decoding and increase the overall robustness under lossy channel
conditions. The proposed MDC scheme based on MDSQ with side information
is evaluated in two steps: Firstly, considering transmission over a lossless chan-
nel in order to study the rate distortion performance and secondly considering
transmission along a packet erasure channel in order to evaluate the robustness
of the scheme.
Table 5.3 shows the dierence in the rate and PSNR of the side description
decoding from MDSQ-based MDC without and with side information for dierent
subbands. It is clear from the Table 5.3 that by increasing the number of subbands
for the side information, the side decoding PSNR increases at the cost of more
data rate. Figure 5.11 and Figure 5.12 shows the comparison of the side and joint
decoding rate distortion performance of the MDSQ based MDC scheme using side
information and simple MDSQ-based MDC scheme for Gold Hill and Barbara
images. It can be seen that the side description PSNR of the MDC scheme with
side information is better than that of the simple MDSQ-based MDC scheme.
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Figure 5.11: Side decoding rate distortion comparison of the MDSQ based MDC
with and without using side information for (a) Gold Hill (b) Barbara (on chair)
images.
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Figure 5.12: Joint decoding rate distortion comparison of the MDSQ based MDC
with and without using side information for (a) Gold Hill (b) Barbara (on chair)
images.
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Figure 5.13: Performance evaluation comparison of the MDSQ based MDC using
side information and the simple MDSQ based MDC over packet erasure channel
for (a) Gold Hill (b) Barbara (on chair) images.
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(a) (b)
Figure 5.14: Portion of the decoded Barbara image encoded at 0.5 bpp/channel
after 22% packet loss in each description, (a) MDSQ based MDC using side
information (b) Simple MDSQ based MDC.
Furthermore, the decoding quality of the side description is almost the same as
the joint decoding quality of the simple MDSQ-based MDC scheme. On the
other hand, the rate distortion curve of the joint decoding for the MDC using
side information is below the curve of the simple MDC, representing the cost of
the side information. The increase in the data rate is due to the side information
that makes the MDC system more reliable under erroneous conditions, which is
shown in second set of simulations.
The goal of the second set of simulation is to evaluate the performance of the
proposed scheme over a packet erasure channel. For this purpose a similar kind
of wavelet-based packetization is used as described in Section 3.4.2. Figure 5.13
shows the comparison of the MDC scheme using side information and simple
MDC scheme based on MDSQ under packet erasure channel. The decoding qual-
ity is improved by 0.2-0.7 dBs under lossy channel conditions by using the side
information in MDSQ-based MDC framework. The PSNR improvement is due to
the prediction of the missing description from the received one. Figure 5.14 shows
a portion of the decoded Barbara image after encoding multiple descriptions with
and without side information in MDSQ-based MDC when 22% of packets are lost
in each description. The superior visual quality of MDSQ-based MDC scheme
with side information of the decoded Barbara image is evident in Figure 5.14
when compared with simple MDSQ-based MDC scheme.
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5.3 Summary
In this chapter, two dierent frameworks for multiple description image coding
using MDSQ were presented. The objective of the rst framework was to achieve
both the quality and resolution scalability in multiple description image coding
by integrating the MUDC and MDSQ-SR schemes. Dierent spatial resolution
descriptions were generated from several MDSQ-SRs in such a way that the dis-
tortion constraints dened in Chapter 3 were satised. Similarly, each MDSQ-SR
for dierent spatial resolution description was designed according to the distor-
tion constraints mentioned in Chapter 4. The joint decoding of the description
from dierent resolution MDSQ-SR has shown better rate distortion performance
than the joint decoding of the descriptions from the same MDSQ-SR, if the de-
sign conditions of MUDC and MDSQ-SR are satised. It is observed that the
joint decoding from quarter and full resolution descriptions shows the PSNR
improvement of 2:65 dB with respect to the joint decoding from full resolution
descriptions. Similarly, the joint decoding from half and full resolution descrip-
tions shows the PSNR improvement of 1:6 dB with respect to the joint decoding
from full resolution descriptions. On the other hand, the PSNR of the joint de-
coding of dierent resolution description has shown a rapid decay than the PSNR
of joint decoding of similar resolution description under packet erasure channel.
The decay in the PSNR value is due to the unavailability of higher frequency sub-
bands in lower resolution description. However, the joint decoding PSNR from
any spatial resolution description has shown much better performance than the
single scalable image coding.
The main aim of the second framework proposed in this chapter was to increase
the side decoding quality of the base layer and overall robustness of the fully
SMDC system by using the concept of side information in multiple description
image coding. The side information, which we used, is the absolute dierence
of the descriptions generated from the MDSQ. Simulation results of the side
information-based MDC has shown almost the same side decoding quality as
central decoding. On the other hand, by using the side information in MDSQ-
based base layer the performance of the joint decoding is improved by 0.2-0.7 dB
under packet loss environment.
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Chapter 6
Scalable Multiple Description
Video Coding
So far, in this thesis methods for generating any number of scalable descriptions
for images are presented. This chapter focuses on scalable multiple description
video coding (SMDVC) to achieve quality, resolution and frame rate scalabili-
ties. The temporal or frame rate scalability is achieved by using MCTF, while
the quality and resolution scalability is achieved in a similar way as achieved in
MDC for images by using MDSQ-SR and MUDC respectively. The rest of the
chapter is organized as follows: The proposed scheme for SMDVC is presented
in Section 6.1. The redundancy control mechanism for texture and motion vec-
tor information is presented in Section 6.2. Section 6.3 evaluates the proposed
SMDVC scheme for P2P streaming followed by the summary in Section 6.4.
6.1 MDSQ-SR-based Multiple Description Video
Coding
In Section 2.2 it is mentioned that any scalable content coding framework is
divided into three blocks i.e., encoder, extractor and decoder. Therefore, any
SMDVC solution consists of these three blocks. In SMDVC framework, the en-
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coder is responsible for generating two or more scalable bitstreams called descrip-
tions and information related to the structure of each description. The maximum
reconstructional quality is achieved at the decoder if all the information from each
scalable description is received. However, it is not always necessary to send all the
information from each description, especially when the transmission over hetero-
geneous networks is considered. Therefore, extractor block is required to truncate
the scalable descriptions according to the parameters such as quality, resolution
and frame rate to extract the descriptions at required rate. Finally, the decoder
is capable of decoding the extracted descriptions individually and jointly.
The SMDVC scheme presented in this chapter is based on MCTF and MDSQ-
SR. The block diagram of the proposed SMDVC encoder is shown in Figure 6.1.
Firstly, the MCTF is performed on input sequence to remove the temporal cor-
relation among the frames. The input sequence frames are decomposed into low
pass, high pass temporal frames and set of motion vectors by temporally splitting
the input video into even and odd frames followed by motion compensation and
ltering. The decomposed low pass temporal frames (L-frames) and high pass
temporal frames (H-frames) are further decomposed by repeating the MCTF op-
eration on L-frames until the desired number of temporal decomposition levels
is achieved. After temporal decomposition, each L and H frame is spatially de-
composed by 2D-DWT to remove the correlation within the frame. MCTF and
2D-DWT completes the spatio-temporal decomposition of the input sequence.
The spatio-temporal decomposition after three levels of temporal and one level
of spatial decomposition is shown in Figure 6.2.
Two scalable descriptions, s and t, that provides robustness to the transmission
error are created by quantizing the spatio-temporal coecients using MDSQ-
SR for P renement levels. The main aim of MDSQ-SR is to create two scalable
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Figure 6.2: Frames after three temporal and one spatial level decomposition for
the GOP size of 8 frames.
descriptions, which are capable of joint decoding using equal and unequal number
of renement levels from each of the side quantizers leading to balanced and
unbalanced descriptions scenarios respectively. In MDSQ-SR, the base layer side
quantizers are created by MDSQ, which are then successively rened to guarantee
the distortion reductions leading to the enhancement layers of the side quantizers.
The amount of redundancy between the descriptions can be controlled by using
dierent index assignment strategies for the base layer.
In MDSQ-SR, each bin of the side quantizer is rened by splitting into r portions
leading to renement side quantizers, resulting in the quality enhancement side
description layers. For MDSQ-SR the distortion of side quantizer rened up to
any quantization level p, should be less than that for the side quantizer rened
up to the quantization level p  1. Similarly, the distortion of the joint decoding
at any quantization level p, should be less than the individual decoding of the
side quantizer at level p and less than the joint decoding distortion rened up to
the quantization level p  1. The distortion of descriptions created from MDSQ
is related to each other depending on the factor g, i.e., the maximum side quan-
tizer bin spread depending on number of diagonals lled in the index assignment
matrix of the base layer. In Chapter 4, it is proposed that r > g and r and g are
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not integer multiple of each other to full the joint and side qunaitzer renement
distortion constraints. For the proposed SMDVC scheme, it is assumed that mo-
tion vectors are repeated and embedded in each description and are transmitted
securely, therefore available at the decoder without any losses.
6.1.1 Rate-Distortion-based Extraction for SMDVC
Once the scalable descriptions s and t are encoded by using MDSQ-SR, the ex-
tractor block extracts the descriptions according to the data rate requirement by
selecting subset of temporal levels, spatial subbands and renement levels of the
MDSQ-SR according to the frame rate, resolution and quality preferences. The
description s and t are extracted in such a way to minimize the joint distortion at
required rate. For this purpose, the distortion expression is required for complete
video sequence that considers all the contribution parameters, like temporal and
spatial decomposition subbands and renement levels of the MDSQ-SR. For any
discrete signal and its approximation, the distortion is measured by the MSE and
is calculated by using Eq. (2.1).
Let N be the total number of frames in a video sequence v, and E and G are
the temporal and spatial decomposition levels respectively. Let V denote the
spatio-temporal decomposition of the video sequence v. Similarly, V^ and v^ be
the quantized version of spatio-temporal coecients and the corresponding de-
coded video sequence after inverse spatial and temporal transform respectively.
The quantization is the only contributing factor to the distortion associated to v^,
as the inverse transformation are perfectly invertible. The distortion measured
in spatial and frequency domain is the same if both the temporal and spatial
transforms are orthonormal. For non orthonormal transforms the distortion in
transform domain is an approximation of the distortion in spatial domain. For
extraction purposes, the distortion in spatio-temporal domain is considered to
avoid the inverse spatial and temporal transformation for each successive rene-
ment. The distortion of video in transform domain by considering each frame of
every GOP is written as,
D(V^ ) =
1
N
N 1X
i=0
D(V^e): (6.1)
138
Let B be the number of GOPs in video sequence and 2E be the number of frames
in each GOP. Then the distortion contribution considering each frame in each
GOP is,
D(V^ ) =
1
2EB
B 1X
b=0
2E 1X
e=0
D(W^b;e); (6.2)
where W^b;e is the temporal decomposed frame e in GOP b. Let W^b;e;d be the sub-
band after spatio-temporal decomposition, where d = 0;    ; 3G. Now Eq. (6.2)
becomes,
D(V^ ) =
1
2EB
B 1X
b=0
2E 1X
e=0
3GX
d=0
D(W^b;e;d): (6.3)
Two scalable descriptions are created by using MDSQ-SR for P renement levels,
then the contribution of each spatio-temporal subband for each renement level
p to the total distortion is,
D(V^ ) =
1
2EB
B 1X
b=0
2E 1X
e=0
3GX
d=0
P 1X
p=0
D(W^b;e;d;p); (6.4)
The distortion considered in Eq. (6.4) is only by the quantization of the texture
information in each temporally and spatially decomposed frame. There is no
distortion term related to motion vectors because it is assumed that the motion
vector information is available at the decoder without any loss. Similarly, the
rate contribution for each temporal subband, spatial subband and successive
renement level to overall rate is,
R(V ) =
B 1X
b=0
2E 1X
e=0
3GX
d=0
P 1X
p=0
Rb;e;d;p: (6.5)
Let Rs and Rt be the bit rate requirement of each extracted scalable description,
then the description s and t are extracted in such a way to minimize the joint
distortion Dc at required rate i.e., Rc = Rs + Rt by selecting dierent spatio-
temporal subbands and renement levels. This can be written mathematically
as in Eq. (6.6).
min Dc(V^ ) subject to Rc  Rs +Rt: (6.6)
The distortion expression in Eq. (6.4) considers all the temporal frames and
spatial subbands, but dierent renement levels p in each description s and t.
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The rate distortion performance of the proposed SMDVC can be improved by
considering dierent temporal frames for each description s and t. This type of
scheme is discussed in Section 6.2.
6.1.2 Simulation Parameters and Results
For the simulations, N = 2 descriptions is considered, where each scalable de-
scription is generated from MDSQ-SR after four levels of temporal i.e., E = 4
and ve levels of spatial i.e., G = 5 decompositions. The number of successive
renement levels for each scalable description generated by MDSQ-SR is set to
P = 3. The parameters related to each MDSQ-SR are f = 2 and r = 3, where
f is the number of diagonals lled in the index assignment matrix and r is the
successive renement factor of each side quantizer bin. The simulation results are
presented in two stages: performance under lossless and lossy channel conditions.
6.1.2.1 Performance under Lossless Channel Conditions
The rate distortion performance of the joint and individual decoding of the pro-
posed MCTF and MDSQ-SR-based SMDVC at full frame rate is shown in Fig-
ure 6.3 and Figure 6.4 respectively. The joint decoding of the MDSQ-SR-based
SMDVC is also compared with the MC-EZBC-based single scalable description
video coding (SSDVC) and EMDSQ-based MDVC. The joint decoding PSNR
of the proposed scheme is less than the SDDVC because of the redundancy
introduced within the two scalable descriptions. However, the joint decoding
performance of the MDSQ-SR-based SMDVC is better than the joint decoding
performance of the EMDSQ-based MDVC scheme. At low data rates both the
MDSQ-SR and EMDSQ-based MDVC schemes show the same joint decoding
performance due to the same base layer and motion vector repetition. However,
the MDSQ-SR based SMDVC gives on average of 0:32 dB better joint decoding
performance than the joint decoding performance of the EMDSQ-based scheme
at the same level of redundancy. The redundancy between the descriptions can
be decreased by reducing the frame rate of individual descriptions, which is con-
sidered in next section.
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Figure 6.3: Rate distortion comparison of joint decoding of MDSQ-SR based
SMDVC and MC-EZBC based SDC for (a) Mobile (b) Foreman sequences.
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Figure 6.4: Rate distortion comparison of individual decoding of MDSQ-SR based
SMDVC and MC-EZBC based SDC for (a) Mobile (b) Foreman sequences.
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Figure 6.5: Loss-Distortion performance due to packet loss for (a) Mobile and
(b) Foreman sequence encoded at 1024 kbps.
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Figure 6.6: Portion of the decoded frame 12 of Foreman sequence after 25%
packet loss from MC-EZBC SDVC (left) and MDSQ-SR based SMDVC (right).
6.1.2.2 Performance under Lossy Channel Conditions
For the second set of simulations, wavelet tree-based packetization is used. The
coecients of each spatio-temporal subband and its renement levels are placed
in the same packet to minimize the erasure eect. The average PSNR for partic-
ular number of packet loss is calculated by averaging the PSNR for all iterations.
Performance under packet erasure channel is evaluated by randomly choosing
100 dierent packet loss patterns for each description from the total packet loss
patterns as generated in Section 3.4.2. Figure 6.5 shows the comparison of the
MDSQ-SR-based SMDVC and MC-EZBC-based SDVC scheme for Mobile and
Foreman sequences, encoded at 1024 kbps under packet loss environment. It
is easily observed that the SDVC performance deteriorates rapidly as the per-
centage of packets loss increases. However, the proposed SMDVC shows high
robustness against packet losses. The superior visual quality of the MDSQ-SR-
based SMDVC with respect to that of the MC-EZBC-based SDVC for the 512
kbps data rate with 25% packet loss rate is demonstrated in Figure 6.6.
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6.2 Redundancy Control in SMDVC
In Section 6.1, SMDVC based on MCTF and MDSQ-SR is presented that con-
siders all the temporal and spatial subbands for each description, but dierent
number of renement levels of the side quantizers in each description for side and
central decoding at some particular data rate. Also the motion vector information
is repeated in each description. SMDVC scheme results in high redundancy or
bit budget by repeating motion vector information and considering all temporal
frames in each description. The amount of redundancy between the descriptions
can be controlled by reducing the texture or motion vector information in each
description.
The bit budget or cost of the scalable description s and t is represented Rs and
Rt respectively and can be divided into two parts i.e., texture and motion vector
cost. Let Rstxt , Rttxt and RsMV ,RtMV be the cost of texture and motion vector in
description s and t respectively. The bit budget requirement of each description
is reduced by either reducing the cost of the texture or motion vector information.
In the proposed scheme, the texture cost is reduced by splitting high frequency
temporal frames in each description while the motion vector cost is reduced by
creating multiple motion vector description using MDSQ.
6.2.1 Temporal Frame Splitting
The performance of the joint and side decoding depends on the amount of re-
dundancy between the descriptions. The joint decoding quality of the SMDVC
scheme proposed in Section 6.1 at required bit budget can be enhanced by split-
ting the temporal subbands into two descriptions. In the proposed SMDVC,
dierent number of renement levels of the side quantizer p are selected for all
temporal and spatial subbands in each description at required rate Rs and Rt. In
temporal frame splitting based SMDVC scheme, the frames in the last temporal
decomposition level are repeated in each description as the low temporal levels
has more energy distribution. The rest of the frames from temporal levels are
splitted into two descriptions by selecting even and odd frames for description s
and t respectively. Figure 6.7 shows the GOP structure of spatio-temporal sub-
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Figure 6.7: Selection criteria for description s and t for temporal frame splitting
based scheme.
bands with P levels of renement of MDSQ-SR and how the two descriptions are
created by considering dierent frames in each description. The contribution of
each spatio-temporal subband for each renement level p to the total distortion
for description s and t are
Ds(V^ ) =
1
2EB
B 1X
b=0
X
es
3GX
d=0
P 1X
p=0
D(W^b;es;d;p); (6.7)
Dt(V^ ) =
1
2EB
B 1X
b=0
X
et
3GX
d=0
P 1X
p=0
D(W^b;et;d;p); (6.8)
where es 2 f0; 1; 2; 4:::; 2E   1g and et 2 f0; 1; 3; 5:::; 2E   1g. Similarly, the rate
contribution for each temporal, spatial subband and renement level to overall
rate is,
Rc(V ) =
B 1X
b=0
0@X
es
3GX
d=0
P 1X
p=0
Rb;es;d;p +
2E 1X
et
3GX
d=0
P 1X
p=0
Rb;et;d;p
1A : (6.9)
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Figure 6.8: Block diagram of SMDVC using MDSQ-SR with multiple motion
vector streams using MDSQ.
By using the frame splitting in temporal domain the number of renement level p
of the side quantizer is increased for each description at required rate Rs and Rt.
At the decoder, on joint decoding the missing temporal frames in one descrip-
tion is interleaved from other descriptions before the inverse quantization and
transform operation. On the other hand, on side decoding the missing frame is
assumed as zero spatio-temporal coecients. The motion vector generated from
the MCTF block is repeated in each description as done in SMDVC presented in
the previous section.
6.2.2 Multiple Motion Vectors using MDSQ
In most of the MDVC methods, the same motion vector information is used in
each description to avoid the mismatch. By repeating the motion vector informa-
tion in each description not only increases the rate and redundancy among the
descriptions, but also there is no advantage in terms of distortion improvement
under lossless channel conditions, when both the motion vector streams are avail-
able at the decoder. Therefore, for a complete MDVC system, both the texture
and motion vector information are encoded in multiple fashion. As MDSQ-SR is
used to create two scalable descriptions of the texture information, the MDSQ
can be used to create multiple descriptions of the motion vector information. The
motion vector streams are created in such a way to full the requirements of the
MDC system i.e., the distortion of the joint decoding is less than the distortion
of the individual description decoding at required rate.
Figure 6.8 shows the block diagram of the SMDVC framework having dierent
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multiple motion vector streams. MDSQ is used to create two streams of motion
vectors generated from the MCTF block. The step size used for the central quan-
tizer of the MDSQ for motion vector is same as the motion vector accuracy i.e.,
MV . The amount of redundancy between the motion vectors descriptions is con-
trolled by the index assignment matrix parameter f . The decoded motion vector
is same as generated at the encoder when both the motion vector streams are
available at the decoder. On the other hand, the motion vectors value is changed
by gMV , when single description is received at the decoder. The eect of creat-
ing multiple motion vector streams using MDSQ on joint and individual decoding
for dierent index assignment matrix parameter is presented in Section 6.2.3.
6.2.3 Simulation Results
The simulation results of the proposed SMDVC for dierent redundancy control
schemes are presented in three stages: rate distortion comparison of the proposed
SMDVC scheme that considers all frames and high frequency frame splitting, rate
distortion performance of the SMDVC when multiple motion vector streams are
generated by MDSQ and performance evaluation of dierent redundancy schemes
under a packet erasure channel. The rate distortion performance of joint and
individual decoding of the SMDVC scheme by considering all temporal frames
and dierent high pass frames in each description is shown in Figure 6.9 and
Figure 6.10 respectively. The redundancy between the descriptions is reduced by
splitting high frequency temporal frames in each description. The joint decoding
quality by frame interleaving is better than the joint decoding quality having all
the temporal frames in each description. The improvement in decoding quality by
using frame splitting is due to the availability of more number of renement levels
of each spatio-temporal subband for each description at the decoder at the same
data rate. The SMDVC with frame splitting gives on average 0:6 dB better joint
decoding PSNR than the scheme that considers all the temporal frames in each
description. On the other hand, the individual decoding PSNR of frame splitting
is less than the individual decoding PSNR of a scheme that considers all the
temporal frames in each description. The decrease in PSNR of the side decoding
is due to the unavailability of few high frequency frames in each description.
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Figure 6.9: Rate-Distortion comparison of joint decoding of MDSQ-SR-based
SMDVC having All frame and high pass frame splitting for (a) Mobile (b) Fore-
man sequences.
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Figure 6.10: Rate-Distortion comparison of individual decoding of MDSQ-SR-
based SMDVC having All frame and high pass frame splitting for (a) Mobile (b)
Foreman sequences.
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Table 6.1 shows the motion vector cost and joint decoding PSNR for Mobile and
Foreman sequences for dierent data rates by using the same motion vector in-
formation in each description and by generating two motion vector streams using
MDSQ for f = 2; 3; 5 in SMDVC framework. It is observed from Table 6.1 that
by creating dierent motion vector descriptions using MDSQ the cost of motion
vector information is reduced up to 35kbps and the joint PSNR is improved by
0:22 dBs. Frame by frame Y-PSNR of the joint and individual decoding for
Mobile sequence using the same motion vector information and motion vector
descriptions generated by MDSQ, encoded at 800 kbps is shown in Figure 6.11.
It is evident from Figure 6.11 that the side decoding PSNR is rapidly decreased
by increasing the number of diagonals lled in the index assignment matrix of
the motion vector MDSQ.
For the performance evaluation over packet erasure channel, the same sort of
packetization and error patterns are considered as used in Section 6.1. Figure 6.12
shows the comparison of the MDSQ-SR-based SMDVC considering all frames,
high frequency frame splitting with repeat motion vectors and the MDSQ-SR-
based SMDVC considering all frames with multiple motion vector streams using
MDSQ under packet loss environment forMobile and Foreman sequences encoded
at 512 kbps. It is observed that by selecting dierent frames has higher PSNR
than all frames at no packet loss. However, the PSNR for high frequency frame
splitting is decreased by 0:2   0:6 dBs for percentage packet loss greater than
zero. The decrement in PSNR value of joint decoding is due to the missing high
pass temporal frames in each description. On the other hand, the performance
of SMDVC with motion vector streams from MDSQ is better than repeating the
motion vector information for any percentage of packet loss.
6.3 SMDVC Application
In Chapter 5, a fully SMDC scheme for images is presented that uses the con-
cept of MUDC and MDSQ-SR. In this section, both the MUDC and MDSQ-SR
techniques are integrated for generating any number of scalable descriptions for
video and is evaluated for P2P video streaming as an application for the proposed
framework. In P2P video streaming, the robustness to peer and packet losses is
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Figure 6.11: Frame by Frame Y-PSNR of the Mobile sequence using repeat MVs
and MVs using MDSQ for (a) joint (b) individual decoding.
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Figure 6.12: Loss-Distortion performance comparison of three dierent MDSQ-
SR based SMDVC schemes for (a) Mobile and (b) Foreman sequences.
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regarded as very important in order to enjoy a good quality of experience. In
addition to high robustness, ecient controllability of data rate and redundancy
among the data streams from peers is also vital to P2P streaming. In this section,
a novel framework for SMDVC scheme for P2P video streaming is presented by
addressing these requirements.
6.3.1 P2P Video Streaming
Multimedia communication over Internet has seen a great increase due to success
in communication and source coding technologies. In a traditional client/server-
based video-on-demand streaming system, multimedia content is stored in one
or more dedicated servers and whenever a client requests a particular video, the
network redirects the user to one of the servers to stream the required video
to the end user. The main problem of such client/server-based systems is the
cost, as each server requires large storage space, high bandwidth and the perfor-
mance reliability. In addition, the conventional client/server-based systems are
not scalable and limit the number of users served at one time for high bandwidth
applications. P2P networks have emerged as an alternative approach for stream-
ing video over Internet. In P2P networks, there is no need for dedicated server to
store and stream the multimedia content because a peer is an ordinary computer
that can act as a client and server simultaneously. Each peer has certain storage
space and uplink bandwidth for streaming to other clients. P2P networks provide
a scalable solution for multimedia streaming. They are dynamic in nature where
the peers can leave and join the network, accordingly.
Besides the low cost and scalability properties of the P2P networks, there are
certain issues related to P2P streaming that need to be addressed while provid-
ing any solution. In P2P networks, the upstream rate of each peer is much less
than the downstream rate. For high quality video streaming, the required video
data rate can exceed the uplink bandwidth of peers. Therefore, distributed video
streams are required for each peer to cater for the uplink bandwidth problem
for high quality video streaming that also provides balancing of the load among
peers. Each peer in P2P networks is an ordinary computer and connected to the
Internet through dierent speed connections, therefore peers should be able to
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adapt the streams according to the data rate requirements, while minimizing the
eect on the visual quality. Due to heterogeneous nature of network conditions
for peers and the use of distributed video streams among dierent peers, a mech-
anism for peer selection is required in such schemes. Similarly, failure recovery
mechanisms are also required for P2P networks, as not all peers are active at
the time. Dierent methods are available in the literature for video streaming
over P2P networks that consider how to distribute multimedia content among
dierent peers [109, 110], how to adapt the streams according to network condi-
tions [111, 112] and how to select dierent peers and recover when peers are not
active [113,114].
During video streaming over P2P network, any peer can leave the network, links
to any peer can be broken and packets from any peer can be lost. It is dicult
for the receiving peer to get acceptable video quality if the base layer link is
broken or packets from base layer are lost. MDC provides an eective solution
that overcomes the problem of data loss in such streams [115{119]. For multiple
descriptions generation, some amount of redundancy is added in streams lead-
ing to graceful degradation in video quality, if peers are turned o or packets
from any stream are lost. Dierent MDC solutions for P2P networks have been
proposed based on dierent video coding standards (e.g., (MPEG-4 [120, 121],
H.264/SVC [122] and MCTF+JPEG2000 [123, 124]), dierent methods for de-
scriptions creation (e.g., multiple description scalar quantizer (MDSQ) [125],
spatial-temporal subsampling [121] and coupled with forward error corrections [120])
and dierent applications like IP-TV [126] and communication over mobile links [127].
In [121], two descriptions are generated by temporally subsampling and followed
by encoding with standard MPEG-4 codec, and embedding the quarter sized
subsampled coded streams temporally to increase the reliability. At the receiv-
ing peer, video can be decoded by either temporal, spatial or hybrid spatial-
temporal interpolation depending on which and how many descriptions are re-
ceived. In [117], wavelet-based pre and post processing MDC is proposed in which
generated descriptions are not equally important and is assumed that the most
important description is transmitted over a reliable path. In another approach,
exible multiple descriptions are created from a single scalable bitstream gener-
ated from MCTF+JPEG2000 based scalable video codec [115]. The generated
exible scalable multiple descriptions are then adapted depending on network
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Figure 6.13: Block diagram of SMDVC encoder for P2P Streaming.
conditions by varying the number of base and enhancement layers, redundancy
and rate of each description. In [124], it is shown that the received video quality
is improved if both the redundancy and rate are adapted simultaneously on y.
In this section, a novel approach for adapting the redundancy and data rate of
descriptions coming from dierent peers is proposed. The constrained successive
renement of MDSQ is used to obtain the robust scalable multiple descriptions
and then the MUDC technique is used for generating and joint decoding of the
streams coming from dierent peers leading to ecient control of redundancy
and data rate. The main contribution of combining the MDSQ-SR and MUDC
is two-fold:
1. The use of MDSQ-SR in MDC environment enables each description to
provide robust quality scalability in individual and joint decoding.
2. The use of MUDC facilitates the peers to send descriptions of dierent band-
width availabilities of the peers resulting in better joint decoding quality.
6.3.2 SMDVC for P2P Streaming
The multiple description video coding scheme proposed for P2P streaming is
based on MCTF, MDSQ-SR and MUDC. The block diagram of the proposed
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SMDVC encoder for P2P streaming is shown in Figure 6.13. Firstly, MCTF is
performed on an input sequence to remove the temporal correlation among the
frames. After temporal decomposition, each temporal frame is spatially decom-
posed by using 2D-DWT to remove the correlation within the frame. MCTF and
2D-DWT completes the spatio-temporal decomposition of the input sequence.
For generating two scalable descriptions, s and t, the spatio-temporal coecients
are quantized by MDSQ-SR for P renement levels followed by entropy coding.
Similarly, for generating more than two descriptions several MDSQ-SR are used
with dierent base layer by using dierent central quantizer bin widths. It is
assumed that the motion vector information is transmitted securely and embed-
ded in each description, therefore available at the decoder without any losses.
Dierent descriptions from several MDSQ-SRs is selected according to the design
constraints of the MUDC as derived in Section 3.2.2 and the design conditions
are a > 1, ak jgj > gk and ak j  gk, where k > j. The amount of redundancy
among the description from single MDSQ-SR is selected according to the deign
parameters of MDSQ-SR i.e., g and r. Similarly, the joint and individual distor-
tion constraints are satised by fullling the MDSQ-SR design conditions derived
in Section 4.2.2 and the conditions are r > 1, r > g, and r and g are not integer
multiple of each other.
Once the scalable descriptions s and t are encoded from each MDSQ-SR, each
peer extracts only the subset of temporal levels, spatial subbands and renement
levels, p, of the MDSQ-SR according to the frame rate, resolution, quality and
data rate preferences of the requesting peer. The extracted descriptions at each
peer are selected in such a way to minimize the distortion at the uplink bandwidth
of the sending peer. In the proposed scheme, rate is allocated to each description
by considering all the frames and spatial levels, but dierent renement levels
p for each temporal and spatial subbands provided that distortion is minimum
at the given bit budget. Finally, the decoder at the receiving peer is capable of
decoding the bitstreams either individually or jointly depending on how many
peers are active, i.e., how many descriptions are received.
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Figure 6.14: Simulation setup for P2P streaming.
6.3.3 Performance Evaluation of SMDVC for P2P Stream-
ing
For the simulations, N = 4 serving peers and one receiving peer is considered
and are connected to each other as shown in Figure 6.14. Each sending peer
has description generated from the SMDVC framework presented in Section 6.1.
For the initial simulations, a homogenous network conditions are assumed, where
each sending peers has the same uplink bandwidth, i.e., R1 = R2 = R3 = R4.
The source coding rate for each extracted description is set to 512 kbps and the
download bandwidth of the receiving peer is set to 2 Mbps. The heterogeneous
network conditions are also considered to demonstrate the eciency of the scal-
ability of SMDVC bitstreams. As shown in Figure 6.14 each sending node is
connected to the receiving node through dierent paths. The packet drop rate
(PDR) for each independent path between the sending and receiving peer varies
between 0% and 25% during the whole streaming session. It is also assumed
that each sending peer is either in an active or non-active state. The active and
non-active state means that a peer is available or not available for streaming the
video to the receiving peer. The peer available time for streaming is modelled
by exponentially distributed random variable as in [109] and [120]. Similarly, the
time for which peer is not available for streaming is also modelled by another
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exponentially distributed random variable.
Each peer corresponds to a dierent description generated from two dierent
MDSQ-SRs. Let s1, t1 be the two scalable descriptions created from MDSQ-SR
1 and s2, t2 are the remaining two scalable descriptions created from the MDSQ-
SR 2. The base layers of the two MDSQ-SRs follow the multichannel unbalanced
description generation, for example as in Figure 3.4. The two MDSQ-SRs are
related to each other by the factor a = 3. Each quality scalable description is
created from MDSQ-SR after 4 levels of temporal and 5 levels of spatial decom-
position. The number of successive renement levels for each MDSQ-SR is p = 3.
The parameters related to each MDSQ-SR are f = 2 and r = 3, where f is the
number of diagonals lled in the index assignment matrix and r is the succes-
sive renement factor of each side quantizer bin. These parameters are selected
based on the conditions proposed in Chapter 3 and Chapter 4 respectively. The
performance of the proposed SMDVC scheme for P2P streaming is presented in
three stages: performance under lossless conditions, performance evaluation un-
der packet erasure channel with xed number of available peers and performance
under packet erasure channel with peers active and non-active periods.
6.3.3.1 Performance Evaluation under Lossless Conditions
Figure 6.15 shows the PSNR values of the decodedMobile and Foreman sequences
from dierent combinations of available peers i.e., N = 1; 2; 3; 4. It is observed
from Figure 6.15 that few combinations give large PSNR improvement than other
combination due to dierent side quantizer bin spread of the base layer of dierent
MDSQ-SR. For N = 4 peers the decoded PSNR is the same as one of the decoded
PSNR from N = 3 peers. Same kind of improvement can also be observed from
the SSIM and VQM results presented in Figure 6.16 and Figure 6.17 respectively.
The advantage of using these peers is on increasing the robustness of the system
as demonstrated in the following sub sections.
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Figure 6.15: Decoded Y-PSNR from dierent combinations of available peers for
(a) Mobile (b) Foreman sequence.
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Figure 6.16: Decoded Y-SSIM from dierent combinations of available peers for
(a) Mobile (b) Foreman sequence.
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Figure 6.17: Decoded Y-VQM from dierent combinations of available peers for
(a) Mobile (b) Foreman sequence.
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6.3.3.2 Performance Evaluation under Packet Erasure Channel with
a Fixed Number of Available Peers
The goal of this set of simulations is to evaluate the eect of packet loss on the
decoded quality for dierent number of available peers. For this purpose, each
extracted scalable description is packetized and dierent packet loss percentages
are considered for each description. The coecients of each temporal and spatial
renement levels are placed in the same packet to minimize the erasure eect.
Let M be the total number of packets for each description and l be the number
of lost packets. Then there is a total of MCl number of combinations to loose l
packets from the total of M packets. The average PSNR for a particular number
of packet losses is calculated by averaging the PSNR for a dierent number of
combinations.
For this set of experiments, the packet erasure channel model having the loss
rate varying between 0% and 25% is considered. Figure 6.18 shows the average
PSNR of the decoded sequence from N = 1 to N = 4 available peers having
dierent percentage of packet losses per P2P path. It is evident that the PSNR
drop is much smaller for more number of peers available even if the percentage
packet loss per path is high. The more robustness behaviour of joint decoding of
more number of descriptions under packet erasure channel can also be observed
from SSIM and VQM results shown in Figure 6.19 and Figure 6.20 respectively.
Figure 6.21 and Figure 6.22 shows the GOP by GOP PSNR comparison of the
best possible combinations from N = 1 to N = 4 available peers having (a) 0%,
(b) 5%, (c) 10%, (d) 15%, (e) 20%, and (f) 25% packet loss per P2P path. The
superior visual quality for higher number of available peers can be observed in
Figure 6.23, from the portion of the decoded Mobile sequence after 25% packet
loss rate in each path.
6.3.3.3 Performance Evaluation under Varying Packet Loss Rate and
Varying Number of Available Peers
The main aim in this section is to evaluate the proposed SMDVC scheme over
a P2P network as shown in Figure 6.14. To evaluate the decoded quality of the
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Figure 6.18: Loss Distortion performance in terms of Y-PSNR from dierent
combinations of available peers for (a) Mobile (b) Foreman sequence.
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Figure 6.19: Loss Distortion performance in terms of Y-SSIM from dierent
combinations of available peers for (a) Mobile (b) Foreman sequence.
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Figure 6.20: Loss Distortion performance in terms of Y-VQM from dierent
combinations of available peers for (a) Mobile (b) Foreman sequence.
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Figure 6.21: GOP by GOP Y-PSNR comparison of the decoded Mobile sequence
after dierent percentage of packet loss (a) 0% (b) 5% (c) 10% (d) 15% (e) 20%
and (f) 25%.
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Figure 6.22: GOP by GOP Y-PSNR comparison of the decoded Foreman se-
quence after dierent percentage of packet loss (a) 0% (b) 5% (c) 10% (d) 15%
(e) 20% and (f) 25%.
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Figure 6.23: Portion of the decoded frame 160 of Mobile sequence after 25%
packet loss in each path when (a) 4 (b) 3 (c) 2 and (d) 1 peers are available.
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Figure 6.24: Performance evaluation setup for varying conditions (a) Number of
available peers (b) Percentage packet loss per path with respect to time.
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Figure 6.25: GOP by GOP Y-PSNR comparison of the decoded Mobile (top
row) and Foreman (bottom row) sequence under varying channel conditions with
4 peers available (left column) and single peer available (right column).
(a) (b) (c)
Figure 6.26: Portion of the decoded frame 12 from GOP 11 of Mobile sequence
when (a) 1-4 peers available with no loss (b) 1-4 peers available with 0-25% packet
loss (c) 1 peer available with 0-25% packet loss.
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Figure 6.27: GOP by GOP Y-PSNR comparison of the decoded Mobile sequence
for three dierent scenarios (a) (0  25)% packet losses without peer drops outs
(b) (0  25)% packet losses with peer drops outs (c) (0  25)% packet losses with
peer drops outs and data rate reduction.
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video over P2P network, when random packet loss patterns for each active path is
considered. Performance under packet erasure channel is evaluated. The simula-
tion is performed by randomly choosing 20 dierent packet loss patterns for each
path from the total packet loss patterns as generated in Section 3.4.2 and then the
nal result is formed by averaging all the individual results. Figure 6.24 shows
how many peers are in active or non-active state and how the packet loss rate
changes with time for each path throughout the streaming session. Figure 6.25
shows the GOP by GOP PSNR comparison of the proposed SMDVC scheme for
P2P network streaming under dierent packet drop rates and dierent number
of available peers. Figure 6.26 shows the portion of decoded frame of Mobile
sequence under varying channel conditions when (a) 1-4 Peers Available without
Loss (b) 1-4 Peers Available with 0-25% Packet Loss (c) 1 Peer Available with
0-25% Packet Loss. The corresponding superior visual quality for higher number
of available peers is evident in Figure 6.26, from the portion of a decoded frame
from Mobile sequence with up to 4 peers available and with up to 25% packet
loss rate in each path.
Figure 6.27 shows the comparison of the performance of the proposed SMDVC
scheme that combines MUDC and MDSQ-SR with that of multiple description
video coding that uses MDSQ (which is the state-of-the-art MDC method) and
that of spatio-temporal decomposition based single description scalable coding
for P2P streaming session for the network topology shown in Figure 6.14. For
the proposed SMDVC method and MDSQ- based MDVC scheme the description
considered from each peer is independent of each other. For single description
scalable coding, the base layer is repeated in each peer while each peer has dier-
ent enhancement layers. Figure 6.27 shows the PSNR of the Y component mea-
sured for GOP by GOP of the decoded Mobile sequence (CIF, 30fps, 512kbps)
simulated under three dierent scenarios: (a) Between 0%-25% varying packet
losses in each path without peer drop outs in a homogenous P2P network con-
ditions; (b) Between 0%-25% varying packet losses in each path with peer drop
outs in a homogenous P2P network conditions; (c) Between 0%-25% varying
packet losses in each path with peer drop outs in a heterogeneous P2P network
conditions with data rate from two of the nodes becoming 250 kbps. Since all
four streams are source coded at 512 kbps, the last scenario requires dropping of
half of the original bit streams. This scenario corresponds to the four descrip-
tions generated from example (c) and (d) in Figure 4.2. In the rst scenario,
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the proposed SMDVC scheme shows PSNR improvement of 1:69 dB and 7:38 dB
with respect to the MDSQ-based MDVC and single description scalable coding,
respectively. In the second scenario, the corresponding improvements are 1:77
dB and 9:03 dB, respectively. For the nal scenario, these improvements rise
to 3:4 dB and 9:64 dB, respectively. These results demonstrates the superiority
of the proposed SMDVC scheme, which shows clear benet of making multiple
description bitstreams scalable in P2P streaming under both homogenous and
heterogeneous network conditions.
6.4 Summary
In this chapter, we proposed a new MCTF-based framework for SMDVC using
MDSQ-SR and MUDC. MDSQ-SR was used to provide the quality scalability in
each description, while the temporal decomposition was used to decode the video
at dierent frame rate. The method for selecting dierent spatio-temporal sub-
bands was also presented for rate allocation of each description in such a way that
the joint decoding gives the minimum distortion. Rate distortion performance of
the individual and joint decoding of the MDSQ-SR-based SMDVC is presented
by truncating each description at dierent data rates. It is evident from the sim-
ulation results that the joint decoding of the MDSQ-SR-based SMDVC gives 0:3
dB better performance than EMDSQ-based MDVC having same amount of re-
dundancy. The loss distortion of the MDSQ-SR-based SMDVC outperforms the
MC-EZBC-based single description coding when compared under packet erasure
channel.
The problem of inter description redundancy control in SMDVC was also ad-
dressed in this chapter and two dierent schemes were proposed. The texture
information redundancy is reduced in one of the proposed scheme, while the mo-
tion vector redundancy is reduced in the other scheme. The texture redundancy
in the proposed SMDVC is reduced by splitting the temporal high frequency
frames in dierent descriptions. The joint decoding of SMDVC with temporal
frame splitting has shown 0:6 dB better performance than the joint decoding of
the SMDVC with all temporal frames in each description. It is observed that
by selecting dierent frames has higher PSNR than all frames at no packet loss.
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However, the average PSNR for high frequency frame splitting is decreased by
0:2  0:6 dBs for percentage packet loss greater than zero. The motion vector re-
dundancy is reduced by generating multiple motion vector streams using MDSQ
instead of repeating motion vector information in each description. The amount
of redundancy between the descriptions is reduced by temporal frame splitting at
the cost of sacrice in robustness performance. However, the multiple streams of
the motion vector information generated from MDSQ have resulted in reduction
of the data rate and robustness enhancement when compared with frame splitting
method.
Finally, the integration of MDSQ-SR and MUDC for SMDVC was evaluated for
P2P video streaming. By integrating these two techniques, dierent scalable
descriptions were extracted from each peer according to the peer uplink band-
width, which resulted in the joint decoding at the receiving peer from the same
MDSQ-SR and dierent MDSQ-SR at similar and dierent data rates. By gen-
erating multiple scalable descriptions results in high robustness to packet losses
and peer losses (i.e., the active or non-active times) as well as the network band-
width reductions due to bottleneck links in the network. The comparison of the
proposed scheme has shown signicant improvements over conventional MDSQ-
based MDVC and over single scalable description video coding.
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Chapter 7
Conclusions
In this thesis, research on scalable multiple description image and video coding
was presented that provides quality, resolution and frame rate scalability to MDC
system. The rst contribution of this work is to provide an MDC method for any
arbitrary number of descriptions that is capable of encoding and jointly decoding
any number of descriptions in balanced and unbalanced manner. The second
contribution of this research is on creating quality scalable description by using
the concept of successive renement in the side quantizers of MDSQ. Finally,
the scheme for generating any number of scalable descriptions is integrated in
MCTF-based video coding system to provide fully SMDVC framework, which is
also evaluated for P2P video streaming.
In Chapter 3, a novel scheme for generating any number of descriptions using sev-
eral MDSQs was proposed that provides balanced and unbalanced joint decoding.
Hierarchically dened MDSQs that use the successive renement of the central
quantizers were used in the proposed framework. The main parameters include
the central quantizer renement factor, a and the index assignment matrix pa-
rameter gm for the m
th MDSQ in the hierarchy. The joint decoding distortion
constraints for dierent combination of descriptions from several MDSQs were
formulated with the objective to improve the distortion as the number of jointly
decoded descriptions is increased. For meeting these constraints, the design con-
ditions for several MDSQs were proposed. The sucient and necessary conditions
for meeting the required rate-distortion constraints from two MDSQs, m = j and
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m = k, where k > j, are a > 1, ak jgj > gk and ak j  gk. These conditions were
veried for dierent combination of parameter values, demonstrating the PSNR
increment. It was observed that at the same rate, the unbalanced joint decoding
gives 1:1 dB better performance than the balanced joint decoding. An ecient
realization of the MUDC scheme was also shown by proposing the successive side
quantizer bin merging of the initial MDSQ. It was evident that the rate distor-
tion performance for joint decoding of descriptions coming from dierent MDSQs
resulting in superior performance compared to the balanced descriptions coming
from the same MDSQ. The exibility to add and remove redundancy in terms of
number of descriptions is also provided by the SSQBM tree structure.
In Chapter 4, MDSQ-SR-based MDC scheme was proposed that provides the
quality scalability in each description. In MDSQR-SR, the base layer of each
side description was successively rened to provide the quality scalability both
in side and in central decoding. The base layer was designed by a well-known
MDSQ method and dierent index assignment matrices were used to add dif-
ferent amounts of redundancy between the descriptions. The objective of the
MDSQ-SR design was to improve the distortion for every renement layer of a
side description when individually decoded and for any combination of levels of
renement of the two rened side descriptions for joint decoding. The relation-
ship between the design parameters, the renement factor r of the side quantizer
and the side quantizer spread factor g to meet the distortion constraints of the
proposed MDSQ-SR was also derived in Chapter 4. It is proposed that the de-
sign conditions, r > 1, r > g and rp 6= zg, where z is a positive integer and
p is the renement levels, are jointly sucient and necessary for satisfying the
distortion constraints and veried through simulation results. The performance
of the MDSQ-SR for various base layer options was evaluated and compared with
EMDSQ and single description coding. The unbalanced and balanced joint de-
coding in terms of quality layers of the MDSQ-SR-based MDC scheme has shown
the average PSNR improvement of 1:66 dB and 1:35 dB with respect to the joint
decoding of the EMDSQ-based MDC scheme. Dierent amount of redundancy
between the descriptions can be added by using dierent index assignment ma-
trices at the base layer of MDSQ-SR.
In Chapter 5, both the resolution and quality scalability in multiple description
image coding was achieved by integrating MUDC and MDSQ-SR respectively.
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Dierent spatial resolution descriptions are generated from several MDSQs in
such a way that the distortion constraints dened for MUDC are satised. Simi-
larly, quality scalability in each spatial resolution description is achieved by suc-
cessive renement of the side quantizers. It was evident from the rate distortion
performance that the joint decoding from dierent resolution descriptions is bet-
ter than the joint decoding of the same spatial resolution descriptions. The
joint decoding from quarter and full resolution descriptions has shown the PSNR
improvement of 2:65 dB with respect to the joint decoding from full resolution de-
scriptions. Similarly, the joint decoding from half and full resolution descriptions
has shown the PSNR improvement of 1:6 dB with respect to the joint decod-
ing from full resolution descriptions. However, the decoded quality of the joint
decoding from dierent resolution description has shown rapid decay in quality
than the joint decoding of similar resolution description under packet erasure
channel. The side decoding quality and overall robustness was improved by us-
ing the concept of side information in MDSQ-based MDC scheme. It was evident
from simulation results that the side decoding quality can be the same as central
decoding quality. Similarly, by using the side information in MDC has shown
0.2-0.7 dB better performance under packet loss environment than the simple
MDSQ-based MDC scheme.
In Chapter 6, a new MCTF-based framework for SMDVC using MDSQ-SR was
presented. The MDSQ-SR is used to provide the quality scalability in each de-
scription, while the temporal decomposition facilitates to decode the video at
dierent frame rate. The rate allocation scheme for each description is addressed
by selecting dierent spatio-temporal subbands for each description in such a way
that the joint decoding gives the minimum distortion. The joint decoding of the
MDSQ-SR-based SMDVC has shown the average PSNR improvement of 0:3 dB
with respect to the joint decoding of the EMDSQ-based MDVC. The problem of
inter description redundancy control in SMDVC was also considered in this chap-
ter. The amount of redundancy in texture is reduced by high frequency frame
splitting among dierent descriptions. The joint decoding with temporal frame
splitting has shown 0:6 dB better performance that the joint decoding by consid-
ering all frames in each description. The motion vector redundancy is reduced
by generating multiple motion vector streams using MDSQ. The redundancy be-
tween the descriptions can be reduced by temporal frame splitting in SMDVC
but with the sacrice of 0:2-0:6 dBs in robustness. However, the multiple streams
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of the motion vectors generated from MDSQ not only reduced the data rate of
each description but also showed better robustness when compared with frame
splitting method. Finally, the integration of the MDSQ-SR and MUDC schemes
in MCTF-based video coding framework was evaluated for P2P video streaming.
By integrating these two schemes, dierent scalable descriptions can be extracted
for each peer according to the peer uplink bandwidth. The proposed SMDVC
scheme is capable of balanced and unbalanced joint decoding from the same and
dierent MDSQ-SR at the receiving peer. It was evident from simulation re-
sults that the proposed SMDVC results in high robustness to packet losses as
well as peer losses in P2P video streaming when compared with state-of-the-art
MDSQ-based MDVC and single scalable description coding schemes.
Finally, it can be concluded that the proposed MUDC and MDSQ-SR based
framework of SMDVC in this research is capable of generating any number of
scalable descriptions that can be decoded at any quality, resolution and frame
rate. The proposed framework facilitates the user to truncate the scalable de-
scriptions in balanced and unbalanced manner by considering same and dierent
quality layers, spatial resolution and frame rate in each description. The joint
decoding of the balanced and unbalanced descriptions always shows the improve-
ment in the quality, resolution and frame rate. The comparison of the proposed
framework for achieving dierent scalabilities with other methods available in
the literature has shown better performance in terms of rate-distortion and ro-
bustness. From the complexity point of view, the encoding time of creating
multiple scalable descriptions by the proposed method is increased with respect
to the single scalable description coding. The increase in the complexity is due to
the MDSQ-SR block, which increase the encoding time by 1:31 sec/frame when
compared with the single scalable description coding. On the other hand, the
encoding time of the MDSQ-SR based SMDVC framework is reduced by 4:04
sec/frame with respect to the EMDSQ based scheme. The proposed MDSQ-SR
based SMDVC framework not only performs well in terms of rate-distortion and
robustness but also reduces the computational complexity by 83% when com-
pared with the state-of-the-art EMDSQ based SMDVC scheme.
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7.1 Key Contributions
The research presented in this thesis produced the following novel contributions
in the eld of multiple description image and video coding:
 Proposed and veried the distortion constraints and design conditions for
generating any number of descriptions using more than one MDSQs that
are capable of joint decoding in balanced and unbalanced manner.
 Proposed and veried the distortion constraints and design conditions for
novel MDSQ-SR scheme, which is capable of generating quality scalable
descriptions.
 Proposed a new joint decoding criteria of dierent spatial resolution de-
scriptions with the objective to improve the spatial resolution and decoding
quality.
 Used the side information in the base layer of MDSQ-SR to improve the
side decoding quality and overall robustness of the MDC system.
 Proposed a novel MCTF based scalable multiple description video coding
framework that is capable of generating any number of quality, resolution
and frame rate scalable descriptions.
 Performance evaluation and comparison of the proposed scalable multiple
description video coding scheme for peer to peer video streaming.
7.2 Future Work
The research presented in this thesis can be extended to pursue further research
in multiple description image and video coding domain. Following are the list of
future directions:
Channel Adaptive Multiple Description Video Coding : The rate and
redundancy allocation criteria in the proposed SMDVC is based on minimizing
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the overall distortion of joint decoding without any prior knowledge of channel
conditions. Therefore, the redundancy allocation in each description is xed for
any channel conditions. The robustness of the MDC scheme can be enhanced
by considering adaptive rate and redundancy allocation according to the channel
conditions. For this purpose, the rate allocation problem can be formulated by
minimizing the expected distortion for any target bit rate and channel conditions.
By considering the channel conditions in rate allocation of each description, more
coding gain, ecient redundancy control mechanism and more robustness against
channel conditions can be achieved.
ROI based MDC : In images and video there are certain parts that are of
greater importance than others. This feature of images and video can be exploited
to dene certain ROIs in image and video to be encoded more securely and in
better quality. Better rate and redundancy can be allocated in each description by
using ROI-based coding. By using ROI, more number of descriptions and quality
layers can be used for the interested regions in image and video. Similarly, low
redundancies in terms of number of descriptions and quality layers can be used
for uninterested regions resulting in little excess to the joint rate. By allocating
dierent redundancies in dierent regions of image and video makes it applicable
for low data rate applications.
Scalable and Reliable Transport of 3D Video over Packet Networks :
3D video is considered as a next evolution in multimedia technologies. There are
dierent ways to represent the 3D video. But view plus depth based represen-
tation is usually used for ecient transmission of 3D video. In view plus depth
representation, a single view and its associated depth map are transmitted and
then rendered at the decoder side to generate both the views. However, in order
to reproduce 3D video properly the depth map information needs to be accu-
rately transmitted. Scalable multiple description video coding can be used as a
solution for reliable transmission of depth map information over packet networks.
The SMDVC framework proposed in this thesis is for 2D video, which can be ex-
tended to 3D video that provides the scalability and reliability in the transport
of 3D video over best eort networks. In order to incorporate the scalability in
3D careful consideration is required for view scalability in each description.
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Appendix A
Experimental Setup
Figure A.1 shows the block diagram of the test model used in this thesis for
simulation for N = 2 descriptions. MDC encoder generates two scalable descrip-
tions of the input image or video. The packetizer block is responsible for making
packets from the scalable descriptions. Packets from each scalable description
are then transmitted through two dierent channels. The details of the MDC
encoder for image and video, packetizer and channels are discussed in detail in
next sections.
A.1 MDC Encoder
Figure A.2 and Figure A.3 shows the block diagram of the MDC encoder used
in this thesis for simulation for images and video respectively. In Figure A.2, the
input image is decorrelated by using the 5/3 DWT. The number of decomposition
levels of the DWT used in simulation is 5. The transformed coecients are then
quantized by using MDSQ-SR. The parameters of the MDSQ-SR i.e., (a, g, r,
and P ) are used according to the conditions proposed in Chapter 3 and Chapter 4.
The values of the parameters used for simulation are a = 3, g = 2, r = 3 and
P = 4. The descriptions generated by the MDSQ-SR are then entropy coded by
using Human coding. All the blocks used in the simulations are developed in
Matlab by the author.
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Figure A.1: Block diagram of test model.
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Figure A.2: Block diagram of MDC encoder for images.
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Figure A.3: Block diagram of MDC encoder for video.
Similarly, for multiple description video coding, input video sequence is tempo-
rally decomposed into low and high frequency frames and set of motion vectors by
using MCTF. The GOP size of 16 and the temporal decomposition levels of 4 are
used in simulations. The temporally decomposed frames are then decorrelated
by using 5/3 DWT. The spatio-temporal coecients are then quantized by using
MDSQ-SR. The parameters of the DWT and MDSQ-SR are the same as used
in MDC encoder of images. The quantized spatio-temporal coecients are then
entropy coded by using Human coding. The MCTF block used for simulation
is developed by [2] and other blocks are developed by the author.
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A.2 Packetizer and Channel Model
The main purpose of the packetizer block is to packetized each description gen-
erated from the MDSQ-SR. In this thesis, wavelet tree based packetization is
used, in which single wavelet tree is considered as a one packet. For video se-
quence, spatio-temporal wavelet tree is considered as a one packet. Furthermore,
the renement information of each wavelet tree is placed in the same packet to
minimize the erasure eect. The reason of placing the renement information in
the same packet is that if the base layer packet is lost during transmission then
there is no advantage of receiving the renement information.
After packetization, the packets are transmitted through two dierent channels.
In this thesis, packet erasure channels with random packet loss patterns for any
percentage of packet loss are used for simulation. Let M be the total number of
packets for each description and l be the number of lost packets on any random
packet channel. Then there is a total of MCl number of combinations to loose
l packets from the total of M packets. The Matlab program developed by the
author generates all packet loss patterns for any particular percentage of packet
loss. The eect of packet loss on image quality is calculated for every packet loss
pattern at any particular percentage of packet loss. However, for the video, the
eect of packet loss on video quality is calculated only for 20-100 dierent random
packet loss patterns selected randomly from all the combinations of packet loss
patterns generated by the Matlab program.
A.3 Test Image/ Video Sequence Set and Per-
formance Evaluation Criteria
The test image set used for simulations in this thesis consists of ve images,
namely, Gold Hill, Barbara (on chair), Barbara (on oor), Blackboard and Boats.
All the images used are gray scale and of dimension 576  704. The test video
sequences set used for simulation consist of four sequences i.e., Mobile, Foreman,
Bus and Harbour. All the sequences used are coloured sequences and of CIF
format i.e., (352288, 30 frames/sec). Figure A.4 and Figure A.5 shows the test
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Gold Hill Barbara (on chair)
Barbara (on oor) Blackboard
Boats
Figure A.4: Image data set.
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Mobile Foreman
Bus Harbour
Figure A.5: Video sequence data set.
image and video sequence set respectively. The images selected for the test data
set are based on dierent texture information. Similarly, the video sequences se-
lected for the test data set are based on dierent texture and motion information.
In this thesis multiple scalable descriptions of video are generated only for the
texture information using MDSQ-SR and the same motion vector information is
used in each description. Also, in the simulation it is assumed that the motion
vector information is available at the decoder without any losses which means the
eect on the decoded video quality is due to the texture information. Therefore,
the video sequences used in this thesis have low or medium motion.
The schemes presented in this thesis are evaluated under lossless and lossy channel
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conditions. For lossless channel conditions, rate distortion performance of the
proposed schemes for images and video are presented in the form of rate distortion
curves. For lossy channel conditions, packet erasure channels are considered to
evaluate the eect of packet loss on the decoded quality of image or video and
results are presented in the form of loss distortion curves. For rate distortion
curves rate is calculated in terms of bits per pixel (bpp) and bits per second (bps)
for images and video respectively. For loss distortion curves loss is considered in
terms of percentage packet loss in each description. The most common metric
used for measuring quality of image and video is peak signal to noise ratio (PSNR)
due to its simplicity. Therefore, for rate distortion and loss distortion curves,
distortion is calculated in terms of PSNR by using the Eq. (2.2). The PSNR
values for low and high image and video qualities lies between 30 dB and 40
dB respectively. Therefore, small improvement in PSNR at a particular rate is
considered as signicant improvement.
In PSNR calculation, average error between the original and compressed frame
is considered and no information regarding human visual system is used. Video
quality metric (VQM) and structural similarity measure (SSIM) are the metrics
for measuring video quality that considers human visual system for extracting
structural information from a scene. In this thesis, the VQM and SSIM results of
the video sequences are also presented in Chapter 6. The VQM and SSIM results
are obtained by using the MSU video quality measurement tool.
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Appendix B
Additional Results
In this appendix, some additional rate distortion results of multichannel unbal-
anced description coding and multiple description scalar quantizer with successive
renement are presented for Barbara (on oor), Blackboard and Boats images.
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Figure B.1: Joint decoding rate-distortion curves for N = 2 descriptions from
J = 2 MDSQs for (a) Barbara (on oor)(b) Blackboard images.
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Figure B.2: Joint decoding rate-distortion curves for N = 3; 4 descriptions from
J = 2 MDSQs for (a) Barbara (on oor)(b) Blackboard images.
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Figure B.3: Joint decoding rate-distortion curves for N = 2 descriptions from
J = 3 MDSQs for (a) Barbara (on oor) (b) Blackboard images.
192
0 0.5 1 1.5 2 2.5 3 3.5 4
22
24
26
28
30
32
34
36
38
Joint Decoding Rate−Distortion (Barbara on Floor)
PS
N
R 
in
 d
Bs
Rate in bpp
 
 
s0+t1+s2
s0+t1+t2
t0+s1+s2
t0+s1+t2
t0+t1+s2
t0+t1+t2
t1+s2+t2
(a)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
25
30
35
40
Joint Decoding Rate−Distortion (Blackboard)
PS
N
R 
in
 d
Bs
Rate in bpp
 
 
s0+t1+s2
s0+t1+t2
t0+s1+s2
t0+s1+t2
t0+t1+s2
t0+t1+t2
t1+s2+t2
(b)
Figure B.4: Joint decoding rate-distortion curves for N = 3 descriptions from
J = 3 MDSQs for (a) Barbara (on oor) (b) Blackboard images.
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Figure B.5: Joint decoding rate-distortion curves for N = 4 descriptions from
J = 3 MDSQs for (a) Barbara (on oor) (b) Blackboard images.
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Figure B.6: Joint decoding comparison of the proposed MDSQ-SR and EMDSQ
schemes for (a) Barbara (on oor) (b) Boats images.
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Figure B.7: Balanced side description decoding comparison of the proposed
MDSQ-SR and EMDSQ schemes for (a) Barbara (on oor) (b) Boats images.
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Figure B.8: Unbalanced side description decoding of the proposed MDSQ-SR
schemes for (a) Barbara (on oor) (b) Boats images.
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