Abstract: Making use of natural dynamics of mechanical systems is extremely powerful for generating highly dynamic motion with impressive performance. Optimal trajectories, however, are difficult to find when the systems has weak actuation or totally passive degrees of freedom during motion. We discuss how the complexity of a finite-time optimal control problem for an underactuated two-link robot gets reduced by using a geometric parameterization of motion. A performance index for maximum velocity is analytically derived enabling a parametric search and study of parameter sensitivities. We investigate a formulation of a necessary condition for optimality. A small number of parameters describes an optimal pitching motion.
INTRODUCTION
In the field of robotics there is a great interest in analyzing, exploring and making use of natural dynamics of mechanical systems for generating highly dynamic motion with impressive performance. Good examples are dynamic walking robots and flexible joint manipulators, for which agile motions are feasible even though there are fewer control inputs than degrees of freedom available. However, the tasks of motion planning and control design are extremely challenging whenever passive or weakly actuated degrees of freedom are considered due to arising differential constraints that restrict the class of feasible motions.
In this paper we investigate the problem of optimal ball pitching, which is a motion defined on a finite time interval, exemplified with a two-link robot arm. Various papers recently appeared with numerical and experimental studies related to such a system. For instance, high-speed throwing motion was presented by Senoo et al. [2008] for a 3-degree-of-freedom (DOF) human-like arm with full actuation. Here a search for high-speed trajectories was carried out over some base functions for the joints coordinates over time so that torques at the spherical elbow joint are minimal. The aim was to reach high velocities at the elbow motivated by the outstanding speed of up to 40 rad/s at low torque that is encountered in human sports activities such as baseball pitching (Werner et al. [1993] ). In fact, the interest in human-like ball pitching robots reaches back to a patent by Zone [1961] meant for training purposes in baseball. A 2-DOF ball-pitching setup with actuated shoulder and spring-articulated elbow was proposed by Ichinose et al. [2008] , Katsumata et al. [2009] acknowledging the fact the elbow is almost passive during the highly dynamic pitch of humans. The corresponding control strategy is based on analysis of zero dynamics arising from a choice a particular geometric synchronization of the generalized coordinates, known as virtual holonomic constraint. Another related study, among many others, is that of a golf-swing robot, presented by Xu et al. [2009] , performing human-like golf swings with specified hitting speed at certain impact position.
For fully-actuated systems there exist methods that allow dynamic time scaling along prescribed configuration paths so that time-optimality is obtained respecting the differential constraints from actuation limits (Hollerbach [1984] , LaValle [2006] ). However, at the presence of underactuation one might be able to specify a feasible path, but it depends on the system dynamics associated with the passive degrees of freedom how fast to travel along if at all possible. Often brute force optimization is used to try finding desired evolution of the states according to some customized performance indexes, which is a tedious process. Tailored software tools for automatic control and dynamic optimization have been recently provided for improved numerical infrastructure (see e.g. ACADO Toolkit at http://acadotoolkit.org/).
Still, an analytical approach to optimal control problems is typically based on principles from calculus of variations (see e.g. Young [1969] ), so that necessary and in the best case sufficient conditions can be derived. In our previous work (Mettin et al. [2010] ) related to optimal ball pitching with an underactuated two-link arm, we suggested a procedure that leads to analytical expressions for a Lagrangian-type performance index whose necessary condition of optimality is a nonlinear differential equation that governs the geometric relation between the links along an optimal trajectory. Even though the motion planning task was reformulated to a finite-dimensional search for the corresponding initial conditions, numerical difficulties did not allow to solve this equation in large intervals.
There are still some fundamental questions unanswered:
• Does an optimal trajectory exist?
• How many parameters are required for its representation? • How sensitive are trajectories to parameter uncertainties?
In this paper we will refresh our arguments and actually compute trajectories with maximum velocities based on a geometric parametrization of motion and with the help of a polynomial function relating the generalized coordinates. A performance index is analytically derived enabling further study on parameter sensitivities.
PROBLEM FORMULATION

System Dynamics and Kinematics of the Ball
We consider system dynamics of an underactuated twolink robot arm with spring-articulated elbow joint, see schematic in Fig. 1(a) , derived from the Euler-Lagrange equations in matrix form
T , the controlled external torque τ 1 at the shoulder joint, a positive-definite matrix of inertia M (q), Coriolis and centrifugal forces accounted by C(q,q), gravitational forces G(q) and the gradiant of the potential field from the elbow spring K(q):
The model parameters are listed in Table 1 . Combined model parameters
As it can be seen from the equations of motion (1) there is only one actuator in this 2-DOF setup located at the shoulder joint, whereas the elbow joint is passive having a torsional spring between the links with, in this case, constant stiffness k 2 and possibly an offset ǫ k2 for the equilibrium position. Besides the dynamic motion constraint associated with the passive degree of freedom (second row in (1)), additional differential constraints on feasible trajectories arise from physical limitations of the motor-gearbox unit (see Table 2 ) in terms of mechanical power, torque and velocity (first row in (1)). Table 2 . Physical constraints for the two-link robot arm with actuation only at the shoulder.
Quantity Constraint
Configuration space (rad)
Since we are interested in pitching a ball that is kept at the end of the second link, the corresponding kinematic equations are considered
After the ball gets released in pitching direction at the end of the pitching motion, a ballistic flight phase begins with initial position denoted as p e = [x e , y e ] T and initial
T . Ignoring all external forces other than gravity, the ball trajectory is given by x f (t) =ẋ e t + x e y f (t) =ẏ e t − g 2 t 2 + y e .
Suppose we are looking for the point where the ball hits the horizontal line through the shoulder joint, then y f = 0 at a pitching distance of x f = d. Excluding time from the above expressions by t = (d − x e )/ẋ e gives a condition for computing the pitching distance as
Problem Statement
Consider the underactuated model of a two-link robot arm (1) with passive elbow spring and actuation only at the shoulder. A continuous pitching motion is defined as smooth acceleration of the ball, which is kept at the end of the second link, along pitching direction θ (see Fig. 1(b,c) ) from an initial point
T on a release line (θ e = θ(T e )). Here we choose a projection of the ball position onto a virtual axis θ rotated by an desired elevation angle ψ from horizontal. It is also assumed that the ball velocity at the endṗ e = [ẋ e ,ẏ e ]
T can be directed accordingly by some tool. The motion is said to be optimal when a maximum velocityθ e is attained at the release line.
It means that we are looking for the last phase of a complete motion sequence that typically starts from an equilibrium position and requires certain switching between continuous phases until the initial condition starting from a reversing point after a back-swing phase and ending at the release point with maximum ball velocity in pitching direction. The ball position is parameterized along a virtual axis θ rotated by the desired elevation angle ψ = π/4 from horizontal.
for the actual pitching is met. The ball velocity at this point is assumed to beṗ b = 0 since it represents a reversing point after the back-swing phase at which the elbow spring gets charged with potential energy. Due to differential constraints that arise from the motor-gearbox unit at the shoulder, we can expect that the magnitude of the ball velocityṗ is bounded.
The problem to be solved is in fact that of an infinitedimensional search, under severe differential constraints, for an optimal pitching trajectory characterized by
• C 2 -smooth time evolution of the generalized coordinates q 1 (t) and q 2 (t), • C 1 -smooth time evolution of the external control torque τ 1 (t), • duration of the motion T e > 0, from initial condition for the ball [p b ;ṗ b ] with zero velocitẏ p b = 0 on the start line θ b such that the velocityθ e at the release line θ e is maximum. Note that the initial and final configurations are not specified.
GEOMETRIC PARAMETERIZATION OF MOTION
Here we reduce the study of the system's time evolution q(t) to a geometric problem about curves (orbits) in the phase space [q;q] defined by the continuous phase velocity vector field d/dt [q;q] = f ([q,q], τ ). Provided that an optimal pitching trajectory with Step 1: Path Coordinate First we introduce an independent coordinate θ that monotonically parameterizes each point on the target orbit as a function of the generalized coordinates and not explicitly w.r.t. time 1 . Since a trajectory must be found and is not known a priori, one has to make a reasonable choice. In our case we choose a projection of the ball position onto a line rotated by angle ψ from horizontal (see Fig. 1(c) )
The angle ψ was selected to the expected elevation angle of π/4 at ball release facilitating a monotonic increase of the ball position over time along that axis.
Assuming that an optimal trajectory (4) exists, then we must also have an optimal evolution of the path coordinate
evolving from θ ⋆ (0) = θ b to θ ⋆ (T e ) = θ e . Since the optimization problem is formulated in terms of the ball coordinate, it makes sense to rewrite the system dynamics with the following change of coordinates
Here the implicit parameterization of the optimal motion by time is resolved for a C 2 -smooth geometric function φ(θ) defined by q 1⋆ (t) = φ(θ ⋆ (t)). The relation of q 2 with respect to the path coordinate is automatically defined by geometry such that is does not have to be treated as a free configuration variable. As a result the original optimization problem of finding q 1⋆ (t) and q 2⋆ (t) is reformulated to finding θ ⋆ (t) and φ(θ).
Step 2: Virtually Constrained Dynamics
With the local change of coordinates (6) we can rewrite the system dynamics of the two-link robot arm (1) as
whose solutions live in the phase plane [θ;θ] of the path coordinate. Consequently, the target motion (4) is virtually constrained to evolve on a two-dimensional submanifold embedded in the phase space and created by the choice of a geometric synchronization function φ(θ) among the generalized degrees of freedom along the orbit.
Any feasible continuous motion of an underactuated system is characterized by a trajectory for θ(t) that satisfies the 2nd-order differential equation of the general form
associated with the passive degrees of freedom 2 , and that, at the same time, respects differential actuation constraints propagated through the actuated equation (first row in (7)).
Step 3: Closed-Form Solution and Performance Index A scalar 2nd-order differential equation of the form (8) can be converted into a nonhomogeneous 1st-order ODE so that it becomes integrable in closed form (Shiriaev et al. [2006] ). Straightforward calculations, under the continuity assumption α(θ) = 0, yield the solution
According to the problem statement an optimal pitching motion is then associated with a phase curve that attains a maximum velocityθ e at a point θ e . Therefore, the function φ(·) defined by (6) is not arbitrary, but the maximizer for the performance index
ds → max (10) whose first term vanishes when the initial velocity is zero, which is assumed in the problem statement. So we can search over a class of geometric functions φ(·) ∈ Ω to maximize the index (10).
2 In our case we get a scalar equation for the passive elbow joint (second row in (7)); for several passive degrees of freedom the coefficients are vector-valued. 3 Solution (9) can be rewritten in the forṁ
Step 4: Necessary Condition for Optimality
The structure of α-β-coefficients in (8) allows us to eliminate second order derivatives from (10), see details in Mettin et al. [2010] , so that the optimization task can be expressed in the standard form
, θ e , φ(θ e ), φ ′ (θ e ) θ 2 b → max (11) which now has a boundary condition originating from the first term in (10). It is a well-known fact (see e.g. Arnold [1989] ) that, if a maximizer φ(·) of (11) is C 2 -smooth, then, by necessity it should satisfy the Euler-Lagrange equation
4. NUMERICAL STUDY
Optimization Task
Here we want to use the performance index (10) to search for a parameterizing function φ(θ), introduced by (6), such that it becomes its maximizer. A Bézier polynomial
of degree M is chosen as geometric relation between the generalized coordinates. Consequently, we need to find the coefficients a = [a 0 , a 1 , . . . , a M ] that yield a maximum velocityθ e within the specified interval θ ∈ [θ b , θ e ]. For the numerical search we use fmincon from MATLAB:
with τ 1 (θ) computed from the first row of (7) substituting θ determined by the second row andθ given by (9).
Maximum Velocity and Largest Pitching Distance
At first we would like to generate a ball trajectory that attains a maximum velocityθ within a chosen interval from θ b = −0.5 m to θ e = 0.5 m resulting in the largest pitching distance d. The optimization problem (14) is then slightly changed as max a,θmax d max(θ 2 ), θ max using (3) rewritten in terms of θ andθ from (6) but evaluated at a point θ = θ max corresponding to the maximum velocity max(θ 2 ) in (9). The reason for this is to see what maximum performance is achievable for later comparison. With the choice of a 5th-order polynomial in (13) we obtain a result for the geometric relation q 1 = φ(θ) depicted in Fig. 2 together with the particular phase curve of the virtually constrained dynamics (7). All relevant quantities of the system dynamics are plotted over time in Fig. 3 . Apparently, the velocity constraint of the motor-gearbox unit is the most restrictive one. 
Optimization for Maximum Velocity at Different Release Points
Here the question is whether the maximum velocity that was found in the previous result can be exceeded using the original formulation of the optimization task (14), but with different release points varied within θ e ∈ [0, 0.5] m.
In Fig. 5 we realize that the maximum velocity is attained at θ e = 0.233 m, for which largest pitching distance was already shown in the previous subsection. Moreover, the family of phase curves suggest that the velocity is in fact bounded with a global maximum concentrated at a certain point. The geometric relations obtained for each trial reveal that, first, all curves start nearby a certain point that allows for largest deflection of the spring at the given start line and, second, all curves trespass a neighborhood of the end point that belongs to the best trajectory. 
Number of Parameters
Note that so far we parameterized the optimal trajectories with a 5th-order polynomial for a specific synchronization φ(θ) of the generalized coordinates in (6) and an interval θ ∈ [θ b , θ e ] on which a solution for the dynamics of the passive degree of freedom lives (second row of (7)) together with a corresponding initial velocityθ b , chosen to be zero in our case. It means that there are exactly 6 + 3 parameters that solve the optimal control problem.
An interesting question is now how many parameters are sufficient for description of an optimal solution. Without detailed study it shall be noted that a 4th-order polynomial for φ(θ) reduces the performance by 3.3% and a 8th-order polynomial improves by 2.3%, suggesting some saturation on how many parameters are required.
Sensitivity to Parameter Uncertainties
An analytical expression for the performance index in the form of (10) allows to study the sensitivity of an optimal motion to parameter uncertainties of the model. This has been exemplified in Fig. 6 for the spring coefficient of the elbow and the mass of the ball, both parameters varied by plus and minus 10 percent, respectively. As expected the performance increases with higher elbow stiffness and smaller mass, but at the cost of violation actuator constraints for this particular trajectory. However, the study of parameter sensitivities is very useful for redesign of systems such that better performance can be obtained. 
Checking Necessary Condition
We are currently deriving the Euler-Lagrange equation given in the form of (12) for the case of non-zero velocity so that it will be possible to check whether the obtained maximum satisfies this nonlinear differential equation. In that case one could measure how close to an optimum a particular trajectory is. Moreover, it is interesting to find a solution on an interval at the end of the motion by numerical integration. The parametric function (13) and its higher derivatives give a choice for initial conditions.
CONCLUSION
We discussed how the complexity of a finite-time optimal control problem for an underactuated two-link robot gets reduced by using a geometric parameterization of motion in the phase space of the system instead of considering the time evolution of all state variables with respect to an applied input sequence. The advantage is that a performance index for maximum velocity can be analytically expressed as a solution of reduced dynamics associated with the passive degree of freedom. Its maximizer is a geometric synchronization function among the generalized coordinates. We presented a numerical study using a polynomial base function for optimization. Our results suggest that there is an optimal solution for the particular task and the corresponding trajectory is parameterized with a small number of, in this case, 9 parameters. The search algorithm could be improved by incorporating the gradient of the first approximation of the perturbed reduced dynamics. Currently, we investigate a reformulation of a necessary condition that allows to verify and search for initial conditions to an optimal solution.
