We give an elementary self-contained proof that the minimal entropy output of arbitrary products of channels ρ →
We show that the minimal entropy output of ⊗ N Γ d j is multiply additive:
In this formula, Γ d is the channel ρ →
matrices, A T denotes the transpose of A w.r.t. the standard basis of d and ϕ ∈ d → ϕ is the complex conjugation. Formula (1) has been proven in [1] using more advanced techniques or can be obtained by combining the results of [3] and [4] in the particular case N = 2,
Denoting by S(ρ) the von Neumann entropy of a density matrix ρ, we obtain
Next, we write out the action of the channel ⊗ N j=1 Γ d j on the pure state generated by a normalised vector
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Here, ρ Λ is the reduced density matrix of |Ω Ω| to the sites in Λ. We now compute
In this computation Λ C denotes the complement of Λ in {1, 2, . . . , N } and we used Tr ρ Λ 2 ≤ 1.
Finally, we use the inequality S(ρ) ≥ − log Tr ρ 2 relating the von Neumann entropy and the 2-Renyi entropy to obtain
proving hereby (1). The inequality (2) implies also multiple multiplicativity of the 2-norm, see [2] , and, equivalently, multiple additivity of the minimal 2-Renyi entropy output.
