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ABSTRACT
We present a description of the design and usage of a new synoptic pipeline and
database model for time series photometry in the VISTA Data Flow System (VDFS).
All UKIRT-WFCAM data and most of the VISTA main survey data will be processed
and archived by the VDFS. Much of these data are multi-epoch, useful for finding
moving and variable objects. Our new database design allows the users to easily find
rare objects of these types amongst the huge volume of data being produced by modern
survey telescopes. Its effectiveness is demonstrated through examples using Data Re-
lease 5 of the UKIDSS Deep Extragalactic Survey (DXS) and the WFCAM standard
star data. The synoptic pipeline provides additional quality control and calibration to
these data in the process of generating accurate light-curves. We find that 0.6± 0.1%
of stars and 2.3± 0.6% of galaxies in the UKIDSS-DXS with K < 15 mag are variable
with amplitudes ∆K > 0.015 mag.
Key words: astronomical databases: miscellaneous – surveys – infrared: general –
stars: variables: others – astrometry – methods: statistical
1 INTRODUCTION
The study of time-varying phenomena has led to some of the
most important discoveries in astronomy. The “new” stars
of 1572 and 1604 were shown to be beyond the moon and so
the notion that the heavens were unchanging was discarded
(Brahe & Kepler 1602). Observations of variable stars have
led to discoveries of eclipsing binaries (e.g. Algol, Goodricke
1783), which are the best systems for measuring the masses
of stars (Vogel 1890); pulsating stars, which give the best es-
timates for distances to nearby galaxies (Leavitt 1908) and
thereby the rest of the cosmic scale; and cataclysmic vari-
ables, which give insights into the physics of accretion discs
and degenerate matter (e.g. Robinson 1976). Observations
of the motion of objects such as planets and comets led to
the laws of gravity (Newton 1687) and later parallax obser-
vations fixed the distance scales to the stars (Bessel 1838).
The word “synoptic” has been used frequently to de-
scribe wide-field, multi-epoch surveys, designed to find rare
variable sources (e.g. the Rossi X-Ray Transient Explorer,
RXTE, Markowitz & Edelson 2001). However, until the last
decade, optical variability studies were not very large-scale:
the largest catalogue was the General Catalogue of Vari-
able Stars (Kholopov et al. 1998, GCVS). With the ad-
vent of new wide-field imaging cameras on survey telescopes,
large surveys of moving and/or photometrically variable ob-
jects have become possible (Paczynski 1997; Woz´niak et al.
2004a, Northern Sky Variability Survey, NSVS; Pojmanski
2002, All Sky Automated Survey, ASAS). One very early
variability survey was the 25 sq. deg. quasar variability sur-
vey using the UK Schmidt Telescope (Hawkins 2000). This
was produced using photographic plates, over a period of 20
years, but the errors on the plates limited the survey to ob-
jects that varied with 0.2 mag or greater. In the last decade
surveys have included wide shallow surveys such as NSVS,
and Super Wide Angle Survey for Planets (Lister et al. 2007,
SuperWASP), which are low resolution (∼ 14′′ pixels) and
therefore become confusion limited (at bright magnitudes)
in the galactic plane. NSVS is a systematic survey of vari-
ability of bright stars (8 < V < 15.5) in the northern hemi-
sphere, whereas SuperWASP is observing the transits of
bright stars (8 < V < 15) by extra-solar planets. There
are also deeper, narrower surveys, such as the MACHO mi-
crolensing survey (Alcock et al. 2000), the Monitor planet
transit survey (Irwin et al. 2007) and the SDSS stripe 82
programme (Sesar et al. 2007). The first two of these surveys
observed > 10 sq. deg. with hundreds of epochs, whereas the
SDSS data covers ∼ 300 sq. deg. with ∼ 80 epochs.
Some very recent surveys include very wide-field,
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medium-resolution (∼ 2′′ pixels) transient surveys using new
wide-field imagers on old telescopes, e.g. Palomar Quest Sky
Survey (Djorgovski et al. 2008), Catalina Real-Time Tran-
sient Survey (Drake et al. 2009) and the Palomar Transient
Factory (Law et al. 2009). These are experiments to test
some of the technology, particularly the Virtual Observa-
tory event streams (Graham et al. 2004) necessary for the
next generation of high-resolution all-sky transient surveys
and to find unusual transients and variables.
CCD technology has improved to the point where all
-sky, high-resolution (sub-arcsec seeing, ∼ 0.2′′ pixels) syn-
optic surveys are possible. Surveys such as The Panoramic
Survey Telescope & Rapid Response System (Pan-STARRS
Kaiser 2007) have recently started operating (early 2009)
and in a few years, more ambitious projects such as the
Large Synoptic Survey Telescope (LSST; Walker 2003;
Ivezic´ et al. 2008) and Gaia (Perryman 2002) will com-
mence. Pan-STARRS and LSST will hunt for near-earth
asteroids, but will also do a wide range of science such as
finding and classifying variable stars and AGN; finding tran-
sients, such as supernovae, gamma-ray bursts and micro-
lenses, which can be quickly reported and followed up by
other telescopes; galaxy evolution studies, and large scale
structure studies by taking advantage of the wide-deep im-
ages produced by stacking the individual exposures. Gaia
will observe 109 stars 80 times over 5 years to measure very
accurate parallaxes (hence distances) and proper motions,
vastly improving our knowledge of the structure and dynam-
ics of the Milky Way. LSST will observe 2×1010 objects 1000
times over 10 years, covering 20,000 sq. deg.
Before the UK Infra-red Telescope Wide Field Camera
(UKIRT-WFCAM) and Canada-France-Hawai’i Telescope
Wide-field Infra-red Camera (CFHT-WIRCAM), which
both have four 2k × 2k pixel detectors, there were no
near infrared instruments capable of doing high-resolution,
wide-field surveys. The UKIRT Deep Infrared Sky Survey1
(UKIDSS) is a series of five surveys undertaken by UKIRT-
WFCAM. Three of these surveys are wide and shallow, with
only one or two repeat observations in the same filter. The
UKIDSS Deep Extragalactic Survey (DXS) and Ultra Deep
Survey (UDS) have multiple observations of the same point-
ing in the same filter, to increase the magnitude depth to
find the most distant galaxies. The WFCAM standard star
observations also observe the same fields through the same
filters multiple times. However these surveys are not true
synoptic surveys since the cadences - the frequency of ob-
servations - are not designed for the discovery or study of
variable objects. This will not have any effect on the sta-
tistical analysis we describe in §4 but does make it more
difficult to analyse the light-curves using Fourier analysis.
These datasets, along with numerous smaller projects, led
by Principal Investigators (PI) outside the main surveys, are
suitable for multi-epoch analysis and benefit from the new
pipeline and database tables described in this paper.
While there are some multi-epoch data taken by WF-
CAM, the Visible and Infra-red Survey Telescope for As-
tronomy (Emerson et al. 2004, VISTA-VIRCAM) will be
the first near-IR instrument with planned wide-field synop-
tic surveys, i.e. where the observing interval has been cho-
1 http://www.ukidss.org
sen to target particular types of variables. There are three
planned synoptic surveys amongst the VISTA Public Sur-
veys2: VISTA Variables in Via-Lactea (VVV), a survey of
the Galactic plane and bulge that will use RR-Lyrae and
Cepheid stars to measure distances to Galactic components;
VISTA Magellanic Survey (VMS), a survey of the Mag-
ellanic Clouds using variable stars as distance indicators
again; VISTA Deep Extragalactic Observations (VIDEO),
which is primarily a deep survey but has an observing strat-
egy which will look for supernovae. These will be the first
large synoptic surveys in the near-IR, and much of the past
work on infra-red variable stars has been concerned with
observing known optical variables in the near-IR, so these
surveys may discover many new types of variables.
The VISTA Data Flow System (VDFS) is responsible
for processing and archiving the data from UKIRT-WFCAM
and VISTA-VIRCAM. The responsibilities are divided be-
tween the Cambridge Astronomy Survey Unit (CASU),
which does the nightly processing and calibration and the
Wide Field Astronomy Unit (WFAU, in Edinburgh), which
does the archiving. The data can be accessed through the
WFCAM Science Archive3 (WSA, Hambly et al. 2008) and
VISTA Science Archive (VSA).
This paper describes the philosophy, design and imple-
mentation of a relational database science archive for synop-
tic data. The archive is designed to catalogue objects which
are varying both photometrically and astrometrically within
the limits of the observations. This model can be applied
to data from a range of astronomical programmes that are
based on pointed observations. Scanning surveys such as
SDSS and Gaia will need to implement a slightly different
design - the idea of breaking the curation into sets of ob-
served frames may not be so easily applicable in these cases.
In §2 we describe the relationship between the different
tables used to archive synoptic data. In §3 we describe the
processes used to archive the data. In §4 we describe the
statistical methods that analyse variability in the archive
and in §5 we show some examples of selecting variables in
the UKIDSS-DXS Data Release 5 using the WSA archive
and show some useful analysis. We also highlight some ex-
isting problems that we hope to correct in future releases. In
§6 we show some objects from the WFCAM standard star
data, as an example of a correlated band pass data set, in-
cluding light curves of 3 standard stars in the Serpens Cloud
Core. In §7 we discuss additional issues that will be faced
when curating VIRCAM data, and in §8, we discuss the dif-
ferences between multi-epoch archives such as that for the
SDSS Stripe 82 data or the NSVS public database and the
WSA. Finally we summarise the work we have done and
suggest some improvements for the future.
The first release of variability data using the model de-
scribed in this paper is the UKIDSS Data Release 5, released
on April 6th 2009. The previous releases did not include
the new synoptic tables described in §2. Future releases of
WSA or VSA data will extend this model or improve the at-
tributes already available. Any modifications will be noted
on the archive webpages in the release history4.
2 http://www.vista.ac.uk/
3 http://surveys.roe.ac.uk/wsa/index.html
4 http://surveys.roe.ac.uk/wsa/releasehistory.html
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2 OVERALL DATA MODEL
Our data model has been developed to enable users to find
a wide range of different types of variable in large data
sets. These different data sets and different science goals of
WSA/VSA users have necessitated a very general approach.
Some of the different science usages are listed below:
• Search for low-mass brown-dwarf stars through their
proper motions.
• Search for transiting extra-solar planets around M-
stars.
• Search for RR-Lyrae and Cepheid pulsating variable
stars.
• Search for supernovae.
• Find new faint infra-red standard stars.
These different items have put different constraints on
the model. If we are to look for moving objects, we cannot
just use list-driven photometry — where fluxes are measured
for a list of source positions in each observation, regardless
of whether there is detection in that observation at that
point — to measure the fluxes of objects in each observa-
tion, but instead we have to link the observations together
using an astrometric model. Transiting planets, eclipsing bi-
naries and supernovae may not be detectable on all frames,
so it is important to keep track of all observations whether
there is a detection or not. Pulsating stars have asymmet-
ric light-curves, so higher order statistics, such as the skew,
can be important indicators. Not only that, but the varia-
tions are often highly correlated between filters. Finally it
is important to understand the noise characteristics of the
data, if variables and non-variables are to be distinguished.
It should be noted that searches for transient objects requir-
ing prompt follow up such as supernovae, gamma-ray bursts
and microlenses are impractical through the archive, since
data appears in the archive at least 6 weeks after observation
so that they can be processed and calibrated correctly be-
forehand. Transients with large amplitudes do not need this
level of calibration to be noticed, and so a transient pipeline
should be run at the telescope. The archive is more suitable
for long-term variables, low-amplitude variables and slowly
moving objects, which need multiple observations and the
best calibration for their discovery and classification.
The heterogeneity of the data is another important is-
sue: some datasets having multiple filters and hundreds of
epochs and others having one filter and two epochs means
that the pipeline has to be robust and serve many purposes.
A few observations of a star or galaxy may not be any use in
determining whether it is a Cepheid variable, but they can
determine whether it is moving or not.
The WSA is described in detail in Hambly et al. (2008).
That paper discusses production of deep stacks, simple recal-
ibration, source merging and neighbour tables, all of which
are used in the production of the archive for variable sources.
In its discussion of synoptic data it mentions an early, very
crude data model for curating the synoptic data and refer-
ences (Cross et al. 2007, hereafter Paper 1) for an advanced
version. At the time of writing, the data model for synoptic
tables was only partially completed and work on the pipeline
had not yet been started.
In this section, we describe our new model, which de-
velops and expands on the model in Paper 1. Since Paper 1,
we have changed the philosophy, added astrometric statis-
tics, added in noise modelling and built a working pipeline
to archive the synoptic data. In this and later sections, we
use the following conventions:
• TableName indicates an archive table, which can be
found in WSA Schema Browser5 . Tables which only con-
tain data for a specific programme will be prefixed by a
programme ID string. For instance, we refer to the Source
table throughout this. In the UKIDSS-DXS programme, this
becomes dxsSource, and in the WFCAM Standard Star
programme this becomes calSource. Some tables such as
Multiframe contain data from all programmes and are not
prefixed in the archive.
• attributeName indicates an attribute within an
archive table, such as sourceID, the unique identifier of
a source in a Source table.
The procedures for multi-epoch surveys as described in
Hambly et al. (2008) are:
• Quality control for each observation, deprecating poor
quality frames. This is partly automated and partly done by
survey teams checking the science frames.
• Quality bit flagging of catalogue data. A set of auto-
mated procedures that give warnings for objects in the cat-
alogues that are too close to the edge of a frame, are sat-
urated, have bad pixels, or are affected by electronic cross-
talk. More issues will be flagged in the future.
• Stacking of individual epoch observations into deep
stacks to detect faint objects.
• Extraction of catalogues from deep stacks.
• Ingestion of deep stacks and catalogues into archive.
• Updating the provenance of new deep stacks. This links
a deep stack frame to all the frames that it is composed of.
• Updating the quality bit flags of new deep catalogues.
• Merging the deepest catalogues in each filter to produce
the Source table of unique sources. This associates different
filter data by position and takes into account overlapping
sets of frames.
• Creation of neighbour tables between Source and
Detection, Source and itself and Source and external cat-
alogues.
These procedures mainly dealt with producing deep
images and catalogues, but the neighbour table between
Source and Detection allowed users to compare the deep
data to individual epochs. To make it easier to find and cate-
gorise variable objects, we have developed the following new
procedures:
• Recalibration of intermediate stack detector zeropoints
and deprecation of any frames with large zeropoint changes,
since a large change indicates an error.
• Production of a merged bandpass catalogue at specific
epochs for datasets with correlated bandpasses (see §2.2).
• Matching of the reseamed Source table to each observa-
tion. Reseaming the Source table finds objects in the table
that are in the table twice and prioritises them so that a
unique list can be selected.
• Calculation of astrometric and photometric variability
statistics.
5 http://surveys.roe.ac.uk/wsa/www/wsa browser.html
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• Calculation of the noise properties of data within each
pointing.
• Classification of sources based on variability statistics.
The processing of all of individual epochs is done in-
dependently of each other, with the exception of the cali-
bration of the deep stack zeropoints, which then feeds back
into the recalibration of the individual epoch zeropoints, and
the calculation of variability statistics. The first two proce-
dures must occur before the neighbour tables are produced
(Hambly et al. 2008), but the last three must occur after-
wards. These new procedures require five new tables:
• SynopticMergeLog: This has the frame merging infor-
mation for different filter observations taken at (almost) the
same time in a correlated pass band survey, see §2.2.
• SynopticSource: This has the merged catalogue data
from frames in the SynopticMergeLog table, with many of
the same attributes as the Source table.
• SourceX[Detection,SynopticSource]BestMatch: This
is the table of matches between individual sources in the
Source and the nearest object in each observation frame,
from the Detection table (for uncorrelated observations)
OR SynopticSource table (for correlated observations).
Any dataset can only have either one, not both. This ta-
ble will be called the best match (BM) hereafter.
• Variability: This includes astrometric and photomet-
ric statistics from the different observations of each source,
as well as classifications.
• VarFrameSetInfo: This includes the noise properties of
each frame set.
2.1 Uncorrelated Observations
Most multi-epoch data sets in the WSA were either
taken through a single filter or the observations in sev-
eral filters are uncorrelated in time (e.g. DXS, UDS). The
SourceXDetectionBestMatch table is quite different from
the SourceXDetection neighbour table (Cross et al. 2007)
since it has only one match per observation frame and in-
cludes rows with default values for frames where there was
no detection. The default values are usually very large neg-
ative numbers that are well outside the range of sensible
values (see Hambly et al. 2008, for details) and are there-
fore easily recognisable as a non-detection. This is created
using a matching algorithm which finds the nearest match.
We choose not to select by magnitude as well as position
since some variable objects, which we are interested in may
vary (in magnitude) by several magnitudes and we do not
want to bias our observations. Some objects move measur-
ably, though, but real motions are typically composed of a
proper motion (linear over small angles) and a parallax due
to the Earth’s motion around the Sun, which follows an el-
lipse where all the parameters apart from the size of the
ellipse are determined by the coordinates of the object and
time of year. The size of the ellipse is determined by the dis-
tance to the object. For objects further than ∼ 20 parsec,
the parallax ellipse will be too small to see with WFCAM or
VISTA data. Our intention is to match objects based purely
on their motion, incorporating a linear proper-motion and
a parallax. Since most objects will have no measurable mo-
tion, or a motion that is very small, we split the matching
process into two parts. The first step is an initial match
based on nearest match only, which we have already imple-
mented. The second step will rematch sources, which have
inconsistencies or whose measurements show motion, using
a model that includes motion. This second step has not been
implemented and will need to wait until we start fitting a
model to the astrometric error. Inconsistencies can occur
when objects are incorrectly deblended. This is likely to oc-
cur in dense regions of the Galaxy in particular. Running
list-driven photometry can help to determine whether the
deblending is correct, but list-driven photometry by itself
would give no astrometric information. We may incorporate
list-driven photometry in the future (see § 9), but we need
to make sure that it can be run efficiently, so that it doesn’t
place too many overheads onto our pipeline.
Using the neighbour table instead of the best-match
table would produce lightcurves that have more than one
detection at some times and do not have important informa-
tion about missing data. That might occur in observations
of eclipsing binaries, or a failed supernova (Kochanek et al.
2008).
Fig 1 shows the new entity-relation model (ERM) for
synoptic data in the WSA. The ERM shows how each of
the tables relate to each other. Hambly et al. (2008) gives
ERMs describing other features of the WSA.
The most important step in archiving synoptic data is
to produce a catalogue of unique sources, which is signifi-
cantly deeper than a single epoch observation. This is al-
ready available in the reseamed Source table, which con-
tains measurements for each source from the deepest cata-
logues available in each filter. The procedures used to cre-
ate the Source and neighbour tables are described in detail
in Hambly et al. (2008), so we will just reiterate the salient
points. In sparse regions, out of the plane of the Galaxy, it is
most advantageous to use all available good quality data to
create the deepest stacks possible, since these are also useful
in faint object programmes. However, in crowded regions in
the Galactic plane, it may be advisable to only use a small
number of intermediate stacks to avoid being confusion lim-
ited. This can be specified by the Principal Investigator (or
survey team) in large surveys, although by default all good
frames are stacked. If a restricted number is specified, we
select the intermediate stacks with the best seeing to get
the highest resolution image. The Source table is reseamed
so that any sources which are recorded multiple times (i.e.
objects that are in two overlapping deep stacks) in the table
are prioritised so that there is one primary source (from the
frame set with most or the best observations) and one or
more secondary sources. Using the priOrSec flag it is pos-
sible to select an unique list, or just the objects away from
overlaps or just the objects within overlaps.
Once the neighbour tables have been produced, the
SourceXDetection table is used as a starting point for pro-
ducing our best match table (SourceXDetectionBestMatch).
This table is designed so that it can only contain one match
to each source from each intermediate frame. There are two
other important attributes in this table: a flag (flag), which
can indicate additional useful information to the user and a
separation distance (modelDistSecs), which gives the sep-
aration between the observation and the expected position.
The expected position can allow for motion. The flag in-
dicates one of two cases. The first case occurs if the same
intermediate frame object is linked to two sources. This can
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  frameset.
− merging information for each
MergeLog
# sourceID
# multiframeID
* extNum
* seqNum
* flag
* modelDistSecs
MultiframeDetector
− metadata for extensions
Source
− master source list from deeper
  stacks.
Detection
− raw + calibrated 
  astrometric + photometric
  quantities
− intermediate + deep stacks 
− all objects within 10" of− cross−neighbours
  source.
SourceXDetection
− essential for curation, but not
 for most science
− photometric variability quantities:
− astrometric variability quantities:
  bestAper,mean,rms,median,mad
Variability
  proper motion and parallax
# frameSetID
Fits to data in synoptic tables
VarFrameSetInfo
− Strateva parameters 
− Expected mag limit
SourceXDetectionBestMatch
− Best object in each intermediate multiframe
  for each unique source.
Figure 1. Entity-Relation Model for synoptic data in the WSA. Within a box, a # indicates an attribute which is in the primary key ,
∗ indicates other attributes and − indicates general description. The connections are a solid line if there is a one-to-one relation, a fork
connects the second box if there are many rows in the second box joined to one row in the first box: e.g. a frame in MultiframeDetector
contains many detections in Detection. If there is a dotted line, then some rows in that table are not connected to rows in the other
table: e.g. MultiframeDetector has rows associated with calibration images as well as science frames, but only the science frames have
detections associated with them. A short line perpendicular to the joining line indicates that the tables are linked through the main
identifiers for those tables: the “primary keys”.
occur if the two source are blended in one frame but not in
others (due to poor seeing or motion), or an object appears
in some frames but not others (e.g. a supernova). In frames
in which it does not appear the neighbouring object (e.g. the
host galaxy) may be linked to the source instead. In all these
cases, the photometry is incorrect for one or both sources,
so it is important to note these occurrences. In this case the
flag attribute is set to 1.
In the second case, the flag is set to 2 if there is no de-
tection (a default row), but the position is close enough to
the edge of the frame that it would not have been detected
in all the constituent observations that went into the frame.
Each individual epoch frame is made up of several “nor-
mal” frames that have slightly different pointings and are
then “dithered” together to remove artifacts in the image.
In this case, the object is said to be within a dither offset of
the edge, where the exposure time decreases and therefore
the noise increases. If an object was not observed, then the
most likely cause is the rapid change in noise characteristics,
rather than intrinsic variability in the object, so it is impor-
tant to flag this fact. Detections which are within a dither
offset of the edge, are already flagged in the Detection table.
In Paper 1, the variability attributes were placed in the
Source table, but we decided to put them in a separate
table for several reasons. The first reason is philosophical:
the Source table is the unique list of sources containing the
merged catalogues extracted from the deep stacks in all the
different passbands in the survey, whereas the Variability
table contains the statistical information from multiple short
exposure time observations. Source may contain passbands
where there was only a single pointing (for additional colour
information), which are not necessary in the Variability
table. The Source table contains many sources seen in the
deep stacks that are too faint to be detected on any of the
short exposure stacks. Separating Source and Variability
is good for curation: if the variability data has to be recre-
ated (a more sophisticated motion or noise model, recalibra-
tion of individual exposures, new statistical measurements
etc), then the Source table is unaffected. However, recreat-
c© 2005 RAS, MNRAS 000, ??–28
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ing the Source table necessitates recreating the Variability
table because the IDs of each source would change.
The Variability table contains information about as-
trometric variability: the best fit proper motion and par-
allax, see §4.1 for details. It also gives information on the
cadence — the typical interval between observations — for
each source, §4.2. The main statistics include simple photo-
metric variability statistics in each band §4.3. The classifica-
tion in each passband and overall is calculated. Careful use
of many properties taken together can rapidly reduce the
number of returns in a Structured Query Language (SQL)
query, so the user only has to look through the lightcurves
of a small number of possible sources. The cadence infor-
mation, for instance, allows the user to determine whether
the data have the right sampling frequency for the science
in question.
The final table VarFrameSetInfo records overall data,
such as the fit to the RMS as a function of magnitude and
the expected magnitude limit for each pointing (frame set).
These are important for understanding the limits of the
data, and calculating whether an object is likely to be vari-
able. It also records which type of astrometric fit was applied
to the frame set in question (e.g. static, proper motion etc).
Processing on a frame set basis increases flexibility and sim-
plifies parallelism which improves speed of processing.
2.2 Correlated Observations
The WFCAM standard star observations (and some VISTA
programmes) have data which include repeated sets of obser-
vations of the same pointing taken in several filters, where
the filters are observed together in a batch over a much
shorter period of time than the interval between observa-
tion batches or the time-scale of variability that we con-
sider. In these cases, we say that the pass-bands are cor-
related and the different observations are close enough to-
gether that they are at the same epoch. In the standard star
observations (hereafter CAL - short for calibration), a field
is observed through the 5 broad-band filters one after an-
other — all within about 10 minutes — every hour or two,
although the same field is only repeated on a daily basis. Oc-
casionally fields are also observed through the narrow band
filters.
The data model in §2.1 dealt with single filter data sets
or multiple filter data sets, where observations in different
filters are not synchronised (e.g. UKIDSS-DXS). However,
if the observations in each filter are correlated, then a more
efficient method is to merge the different filter observations
for each epoch into a single table (SynopticSource) and
match this to the Source table thereby reducing the size
of the best match table and more easily producing colour
light-curves.
Fig 2 shows the ERM for multiple pass-band data. Us-
ing this model, data sets, such as the CAL observations
are more usefully processed. Band-pass merging for each set
of observations to form a SynopticMergeLog table and a
SynopticSource table has two advantages. The first is that
the colour information at any epoch can be quickly looked
up and variations in colour (i.e. whether variability is corre-
lated between pass-bands) quickly found. This is extremely
useful information for variable classification (e.g. Hu et al.
2007; de Wit et al. 2006; Huber et al. 2006). Microlensing
variations show no variations in colour; pulsating stars and
some eclipsing binaries show periodic colour variations with
the same period as the magnitude variations; noise and cos-
mic rays are uncorrelated.
The second advantage is that the cross-match table
SourceXSynopticSourceBestMatch is significantly smaller
in size than the equivalent SourceXDetectionBestMatch ta-
ble would be, because the SynopticSource table for the
CAL programme is 5-6 times shorter in row size than
the Detection table. The SourceXSynopticSource is cor-
respondingly shorter too. This reduces the time for curation
of the data and lookup requests to the archive as discussed
in Paper 1. However, while curation of the best match table
is sped up, there is the additional curation time of creating
the SynopticSource table in the first place. The main ad-
vantages are to archive users, who have easier access to the
information and smaller (and therefore faster) lookup tables
as well as additional correlated attributes to search on.
To reduce the size of the SynopticSource, we have re-
moved most of the magnitudes that are available in the
Detection table and only left five fixed aperture magni-
tudes, since most variable objects are point sources. Even
galaxies that vary in brightness tend to vary due to an ac-
tive galactic nucleus or a supernova explosion, which are
both small scale events and therefore point sources in these
data sets6 This may be seen as a poor astrometric match
as well as a poor photometric match. Therefore Petrosian,
Kron, Hall and larger aperture magnitudes (which are useful
for extended sources) are unnecessary in this table. The two
main methods of measuring point source fluxes are aper-
ture photometry (e.g. Irwin et al. 2007) or PSF photometry
(e.g. Stetson 1987). We use seeing corrected aperture pho-
tometry, where light is measured in a small aperture (typ-
ically ∼ 1′′ radius) which includes most of the light of the
galaxy, but is small enough that the chance of contamina-
tion is very low. The median correction is measured between
this aperture and a much wider aperture for point source
objects and this is applied to correct for the light lost in
the wings of the profile. PSF photometry fits a 2-D profile
PSF to all point sources in the image (or in parts of the
image). PSF photometry automatically removes contamina-
tion from other detected stars and typically does a better
job in very crowded stellar fields, but cannot take into ac-
count contamination from galaxies. Handler (2003) points
out that aperture photometry is better for isolated stars
and PSF photometry for faint stars or stars in crowded re-
gions, and suggests a method that combines the advantages
of both methods. Tests by CASU (private communication)
suggest that list-driven aperture photometry performs as
well as PSF photometry in crowded regions. The advan-
tage of list-driven photometry is that it removes some of
the uncertainty in the centroid that can be a large source of
error, but only by assuming that the objects have no proper-
motion. This assumption does not always hold true.
In the SourceXSynopticSourceBestMatch table, if
two rows have the same single epoch detection (in the
SynopticSource table) matched to two different sources,
6 A supernova will often be off-centre in a galaxy. This may show
up as a separate point source, or it may be blended into the same
object, changing the centre slightly.
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  frameset.
− merging information for each
MergeLog
− merge filters per epoch.
− Epoch is small interval:
~1 minute − 1 hour.
Source
MultiframeDetector
− metadata for extensions
− raw + calibrated 
  astrometric + photometric
  quantities
− intermediate + deep stacks 
Detection SynopticSource
SynopticMergeLog
− merging information for
  each frameset.
− merged passbands at
  each epoch
− master source list from deep
  stacks merged across filters
− Best object in each intermediate multiframe
  for each unique source.
SourceXSynopticSourceBestMatchVariability
− astrometric variability quantities
− photometric variability quantities
Classification
VarFrameSetInfo
* Mag−rms fit parameters
* expected mag limit
Figure 2. Entity-Relation Model for correlated pass-band synoptic data in the WSA. See Fig 1 for details.
then flag = 1, just as in §2.1. However, non-detections
within a dither offset of the edge of a frame are more diffi-
cult to handle. The different frames for each filter may not
lie exactly on top of one another, and it is important to keep
the information for each filter. To flag this, we have adopted
the following convention: flag =
∑
f
2f , where f is the fil-
terID. Thus if a survey is observed in Y (filterID = 2),
J (filterID = 3), K (filterID = 5) and there are non-
detections in each of these filters, but only Y and K are
within one dither offset of the edge, then flag = 22+25 = 36.
The Variability is calculated in the same way, except
that once the photometry statistics are calculated in each fil-
ter separately, the Welch-Stetson statistic (Welch & Stetson
1993) is calculated for each pair of broad band filters.
The full current schema of the new tables can be found
on the WSA Schema Browser.
3 CURATION OF THE DATA
In this section we give an overview of the data processing
that goes into creating the archive product. The curation of
the synoptic tables is an automated process once the survey
requirements have been specified in the following curation
tables, which are themselves setup automatically using the
metadata from the science frames in each programme (see
Collins et al. 2009):
• RequiredSynoptic, which states whether the pro-
gramme is correlated and the correlation time scale for the
programme. The correlation time scale is the maximum time
delay between the first and last filter in any given “epoch”.
• RequiredFilters, which lists the filters used in each
programme and which filters are synoptic. In some pro-
grammes some filters may be synoptic and others observed
a definite small number of times (e.g. UKIDSS LAS, GCS
and GPS all have 2 repeats for some filters).
• RequiredStack, which lists the different pointings for
deep stacks in the survey, gives information on producing
stacks and the required extraction parameters for catalogu-
ing.
• RequiredMosaic, which lists the different pointings for
mosaics in the survey and size of the mosaics, gives informa-
tion on the software to be used and the required extraction
parameters for cataloguing.
• RequiredNeighbours, which lists the neighbour tables
to be produced for the survey and the maximum radius for
matching.
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3.1 Production of deep stacks and catalogues
The production of deep stacks or mosaics uses information
in the RequiredStack or RequiredMosaic curation tables to
produce the correct stacks or mosaics. In general, we pro-
duce deep stacks, rather than mosaics, but the pipeline can
handle both. Catalogues are extracted from these deep im-
ages, again using the extraction parameters in these tables,
which depend on the amount of micro-stepping used when
creating the stack. Source extraction is done using the VDFS
extractor (Irwin et al., in preparation) used to extract indi-
vidual epoch data or in a few cases, such as the UDS, using
SEXTRACTOR (Bertin & Arnouts 1996).
After extraction, as part of the curation process, the
deep stack catalogues are calibrated. Since the WFCAM in-
termediate stacks have already been calibrated against the
Two-Micron All Sky Survey (Skrutskie et al. 2006, 2MASS),
and the zeropoints are accurate to better than 0.02 mag
(Hodgkin et al. 2009), the simplest method of calibration is
to use a clipped median of all the intermediate stacks, or a
random selection of them to save processing time if there are
very many. The deep stack products are then ingested into
the archive, the Provenance table is updated to link these
new deep images with the component intermediate stacks.
Quality bit flags are calculated for the deep image cata-
logues. Finally, source merging is run to create the master
Source table. This is controlled by the RequiredFilters ta-
ble which contains the different filters, the number of passes
in each filter and whether the filter is synoptic.
3.2 Individual epoch observations
The individual epoch observations (intermediate stacks) are
recalibrated to give the best relative photometry. The re-
calibration is done separately for each detector. The main
pipeline calibration for all WFCAM data compares WF-
CAM data to 2MASS data (Hodgkin et al. 2009) but does
not have enough 2MASS stars in each frame to do a detector
by detector calibration, so uses a month of data to measure
the mean offset between detectors. Since we are compar-
ing short WFCAM exposures to deep stacks, we have many
more stars per frame, so we can get a much more accu-
rate relative calibration. We recalibrate the data by finding
the average difference in magnitude of bright stellar sources
in the relevant deep stack and each intermediate stack and
modifying the intermediate stack zeropoint by this amount.
Since the zeropoints should already be accurate to 6 0.02
mag from comparison to 2MASS, any differences in magni-
tude more than ∼ 0.05 mag is a clear sign of an error. We
set the deprecated flag to 110 in MultiframeDetector on
these frames. These frames go into the data release unlike
other deprecated frames, since the frame may already be a
component of the deep stacks. These frames will then be
removed from the next release7. The change in zeropoint of
a detector frame should be less than the formal error on the
zeropoints derived from comparison with 2MASS. In §5.1
7 There are no DXS frames in the Data Release 5 with
deprecated= 110, because these frames were found while testing
the synoptic pipeline and were deprecate before processing of the
DR5 commenced.
we show the improvements to the accuracy of the data from
this simple recalibration.
The new zeropoints replace old values in both the
archive tables and the archived FITS files. The old zero-
points are recorded in the history lines of the FITS file and in
the PreviousMFDZP table with a version number. The times-
tamp for the version number is in the PhotCalVers table.
With this setup, users can keep track of the changes we
make and results in older publications can be checked and
compared to current results.
If the survey has correlated bandpasses, then the
SynopticSource table is created. This is created in the same
way as the Source table, except frame sets are created with
a specific timespan designated in the RequiredSynoptic ta-
ble: the band merging criterion. If the criterion is 15 minutes,
as in the case of the CAL programme, then only frames of
different filters that are observed within 15 minutes of each
other are used to make a frame set at that epoch - one row
in the SynopticMergeLog table. If there are frames from the
same filter within 15 minutes of each other (see Fig 3), then
they are split into two epochs. Frames of different filters
that are more than 15 minutes apart are also split into two
epochs.
3.3 Joining the Source table to the intermediate
data
The SourceXDetection or SourceXSynopticSource neigh-
bour table is created along with the other neighbour tables,
with a matching radius specified in RequiredNeighbours.
Currently we use a radius of 10′′, since this includes most
detections of stars with a measurable proper motion over a
timespan of 5-10 years. Users are warned that the neighbour
table may well include multiple matches of the same obser-
vation within this radius for a source or indeed no matches.
Only detections in the intermediate stacks in Detection ta-
ble are matched to the sources in the Source table. This is
the starting point for the creation of the best match table.
The best match table and the Variability table only in-
clude objects in the Source table which are primary sources
priOrSec= 0 or priOrSec=frameSetID. The nearest de-
tection in each frame is taken as the best match, if there is a
match within 0.5′′ (∼ 10× the typical astrometric error). If
there is no such detection on a detector frame that covers the
position, then a default value is entered, allowing the user to
know that an observation was made but no object observed.
The process of finding whether a particular source should
have been observed is time-consuming and is an important
factor in scaling this pipeline up to very large datasets. At
present we split this process into two steps. In step 1, we
calculate the great-circle distance from the source to the
centre of each missing frame. We accept an object as miss-
ing (i.e. should be within the frame) if the distance is less
than a minimum radius that is the shortest distance from
the frame centre to a dither offset from the frame edge, see
Fig 4. We reject all objects which are further out than the
maximum distance from the frame centre to the frame edge
(the image extent). The sources which lie between the two
radii have to be treated more carefully. This is step 2. The
expected x and y positions are calculated using the equato-
rial positions and the world coordinate system information
from the frame. This allows us to very accurately tell if the
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object is on the frame or not, and whether it is within the
dither offset. Step 1 is quick and step 2 is slow, so it is impor-
tant to minimise the number of objects which require step
2 processing, see §9.2.
3.4 Variability table curation.
Once the SourceXDetectionBestMatch table has been cre-
ated, the Variability table can be populated. The astro-
metric statistics are calculated first, using data from all
bands together, even those filters with only one observa-
tion. Next, photometric data from each filter is analysed
separately. We calculate the numbers of good, flagged and
missing observations, the cadence information, and the best
aperture to use for a given source, similar to the method
used by the Monitor project (Irwin et al. 2007). The best
aperture is selected to have good signal-to-noise while avoid-
ing contamination by nearby objects, which can vary with
seeing.
Once the best aperture has been selected, we calculate
the rest of the photometric statistics for each source. Then
we calculate the intrinsic variation in the data by fitting
a function to the noise that a non-variable point source is
expected to have. We then calculate the additional noise —
the intrinsic variation that the object has on top of this noise
— and use these measurements to classify whether an object
is variable in this band.
When we have a SynopticSource table, we also calcu-
late the Welch-Stetson statistic: a measure of the correla-
tion between two bands for pairs of filters. We always use
the same aperture magnitude in this case (1′′ radius; aper-
Mag3) since using different aperture sizes, even with aper-
ture corrections for lost light in the wings of the point spread
function (PSF), adds in additional noise. Finally we use the
number of good detections and the ratio of the intrinsic-
RMS to the expected-RMS in each filter to give a final clas-
sification of whether the object is variable or not.
4 ANALYSIS OF VARIABILITY
In this section we give the methods used to calculate the
properties in the variability table. In all cases, only the data
that are not rejected by quality control as possibly being un-
reliable are used. This reduces the total number of real vari-
able sources that can be discovered, but allows for greater
confidence in the remaining sample.
4.1 Astrometry
We calculate the mean right ascension ra and declination
dec and the errors (sigRa and sigDec) in the tangential
coordinates. We define the direction of sigRa as the tangen-
tial coordinate that is perpendicular to both the Cartesian
z-axis and the direction of the object from the Cartesian ori-
gin, r. The direction of sigDec is defined as perpendicular to
the “sigRa” direction and r. These are calculated through
standard tangent plane astrometry. Currently, we assume
the simplest model for matching our objects between obser-
vations — no motion — but we have left place-holders for
proper-motion and parallax parameters in the relevant ta-
bles. We also give the number of good frames (nFrames)
that go into the astrometric calculation and the χ2ν (chi2)
statistic for astrometric fit to the multi-epoch data. Until
we have evaluated a proper noise model for the astrometry
(see §9), this will always have a value of 1.
4.2 Observation statistics
We produce a number of statistics for observations through
a single filter. The first are to do with the number of ob-
servations in the band. We give the number of good obser-
vations (nGoodObs), the number of flagged observations
(nFlaggedObs), where ppErrBits > 0, and the number
of missing observations (nMissingObs), where seqNum
is default. nMissingObs is the number of frames that the
object was not detected on. It is good observations alone
that contribute to the main variability statistics. Users of
the WSA and VSA may worry about incompleteness rate
due to the missing observations. Always, there is a decision
to be made between reliability and completeness. We have
decided to tend towards increased reliability in the classifi-
cations and statistics that we use, but users can group data
for each source through the best-match table and calculate
statistics on data which has been flagged as having possible
photometric errors if they think that these observations are
useful for their science and can even select observations with
particular error-bit flags. Using the UKIDSS-DXS data, we
calculate the fraction of incomplete observations in a partic-
ular filter (f):
fincomp(f) =
∑
i
nFlaggedObsi(f)∑
i
nGoodObsi(f) + nFlaggedObsi(f)
, (1)
where nGoodObsi(f) and nFlaggedObsi(f) are the number
of good and flagged observations of the ith source observed
through the filter (f) and the sum is over all sources in the
programme. We don’t include the number of missing ob-
servations because they depend on the depth of the deep
frame compared to the depth of the individual observations.
In the DXS, fincomp(J) = 0.26 and fincomp(K) = 0.25. The
number flagged depends on the density of sources. In dense
regions, there will be more deblended observations and more
objects contaminated by cross-talk, so these numbers may
be different in other programmes.
We include four parameters which describe the cadence
— the interval between observations. These are the min-
Cadence (minimum interval between any two consecutive
observations in this band), themedCadence (median inter-
val between any two consecutive observations in this band),
the maxCadence (the maximum interval between any two
consecutive observations in this band) and the total period:
the difference between the date of the final observation and
the first observation.
4.3 Photometric statistics
For the good observations, we calculate the median absolute
deviation (MAD) of the magnitude and the median magni-
tude for the first five aperture magnitudes. The best aper-
ture is the aperture with the minimumMAD for apertures of
diameter: 0.5, 0.7, 1.0, 1.4 & 2.0′′ (aperMag1 - aperMag5).
The distribution of best apertures is shown in Fig 5.
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Using data measurements in the best aperture, we cal-
culate the mean (µ), standard deviation (σ) and skew (γ),
defined as,
γ =
n2µ3
(n− 1)(n− 2)σ3
, (2)
where µ3 is the third moment of the distribution,
µ3 =
1
n
n∑
i=1
(mi − µ)
3, (3)
n is the number of observations and mi is the magnitude
of the ith observation. The skew can only be calculated for
sources with 3 or more observations. The skew tells how
symmetric the distribution of magnitudes around the mean
is. For less than 3 observations, the skew is given a default
value. For faint objects near the detection limit of the epoch
images, these quantities are biased since detections only oc-
cur in images where the flux is scattered to brighter values.
This affects all photometric statistics. This bias can be re-
moved by using list-driven photometry, see §9, where the
light in an aperture is measured, whether there is enough
flux for an independent detection or not.
Next we calculate the expected RMS, < ζ(m) >, in
the frame set. The expected RMS is the RMS for a non-
variable point source. Selecting only those sources which are
classified as star-like objects and are sources in only one set
of deep stacks (i.e. have priOrSec = 0) to avoid overlaps
(see Appendix B), we order the data by mean magnitude
over a range of eight magnitudes with the faintest source half
a magnitude brighter than the expected magnitude limit of
the intermediate stacks. The data are split into bins of equal
numbers of objects, with each bin having ∼ 100 objects, or
a minimum 10 bins. In each bin the median and MAD of the
standard deviation are calculated as well as the median of
the mean magnitude. We then use a least-squares method to
fit the best fit function to the noise model. Currently we use
the Strateva function (see Strateva et al. 2001; Sesar et al.
2007, for more details) as a functional fit to the noise. The
Strateva function,
< ζ(m) >= a+ b 100.4m + c 100.8m, (4)
gives the noise properties as a function of magnitude, where
m is the magnitude and a, b & c are the Strateva parame-
ters. These parameters are recorded in the VarFrameSetInfo
table (aStrat etc). In this model, the noise tends to a mini-
mum equal to the parameter, a, at bright magnitudes. This
is an empirical fit to the data, and has the advantage that it
can be fitted to the data as the pipeline is processing, with
no prior modelling of the noise. However, some datasets may
have significant differences in the exposure time and sky
background, and therefore noise properties of each individ-
ual epoch frame. An empirical fit can only give an average
noise for the whole set of epochs, whereas a noise model
based on the underlying processes can weight each epoch
correctly. Most datasets will use the same or very similar
exposure times for each epoch: given a fixed total integra-
tion time and a fixed number of epochs the most efficient
way to target as many objects in each epoch is to divide the
total exposure time equally among the observations. For this
reason, we will suffice, for now, with the empirical model.
A chi-squared statistic for the hypothesis of no variabil-
ity can be calculated. The model is the mean magnitude µ
and the error is the expected magnitude < ζ(m) >. The
chi-squared per degree of freedom is given by,
χ2ndof =
1
n− 1
n∑
i=1
(mi− < µ)
2
< ζ(m) >2
. (5)
The probability of this source being variable can be cal-
culated by integrating the chi-squared distribution,
p(χ2/ν, {m}, I) =
∫ χ2
0
y(ν−1) exp(−0.5y)
2νΓ(ν)
dy, (6)
where ν is half of the number of degrees of freedom.
The intrinsic RMS, σint, is the RMS intrinsic to the
source. Assuming that the flux errors that make up the ex-
pected RMS are uncorrelated, and independent of the in-
trinsic variation, then the intrinsic variation is
σint = (σ
2− < ζ(m) >2)
1
2 . (7)
Objects are classified as variable in a filter if p(χ2ndof) >
0.96 and (σint/ < ζ(m) >) > 3. i.e. the probability of it
being a variable is greater than 96% and the standard devi-
ation is at least 3 times the expected noise for this magni-
tude. We calculate a final variability classification based on
data from all the filters. An object is a variable if it matches
the criteria,
Σs =
∑
f
wf
Σint,f
<ζ(m(f))>∑
f
wf
> 3, (8)
where Σs is a weighted ratio of the standard deviation to the
expected noise summed over all filters (f). The weighting fac-
tor wf in each filter is based on the number of observations.
wf =
NObs,f −Nmin
NObs,max −Nmin
. (9)
NObs,f is the number of good observations of that source
in filter f . Nmin is the minimum allowable number of ob-
servations for variability classification (5), and NObs,max
is the maximum number of observations of that source
in any filter. We illustrate this with an example source:
UDXS J105644.55+572233.4, see Fig 13. This object has
25 good observations in J and 38 in K, σint,J = 0.037 and
σint,K = 0.061, < ζ(J) >= 0.008 and < ζ(K) >= 0.008.
The weighting factor in K is 1, since K contains the max-
imum number of observations. The weighting factor in J is
0.606. In this case the source varies at more than 3 times
the noise in each filter (4.6× in J and 7.6× in K), so the
weighted ratio is 6.5. In this case, both ratios were greater
than the limit, but if a source had a ratio less than the limit
in one filter where there were many observations and greater
in one where there were few (or vice-versa) then the filter
with most observations is given the most weight. If there are
less than or equal to five observations, then the filter has no
weight: i.e. only objects with greater than or equal to five
good observations in one filter can be classified as variable.
This methodology uses a simple prior — the relative num-
ber of good observations — as a weighting function for each
filter, but does not use full Bayesian analysis currently. The
classification may be improved in the future, to correctly use
Bayesian methods and to provide a wider range of classifi-
cations that point towards different types of variable.
c© 2005 RAS, MNRAS 000, ??–28
Archiving Multi-epoch Data 11
4.3.1 Correlated observation programmes
We produce the same single pass-band statistics as above for
correlated programmes. In addition, for each pair of broad-
band filters, ordered by wavelength, we calculate the Welch-
Stetson statistic (Welch & Stetson 1993),
IWS =
√
1
n(n− 1)
n∑
i=0
(δ biδ vi), (10)
where δ bi and δ vi are the weighted differences between the
ith observed magnitude and the weighted mean magnitude
in the two filters. If the differences correlate or anti-correlate
then |IWS| is large. If they are random then IWS ∼ 0.
5 UKIDSS DEEP EXTRAGALACTIC SURVEY:
DATA RELEASE 5
The UKIDSS DXS is a deep, multi-epoch survey intended
to study galaxy and galaxy-cluster evolution at intermedi-
ate redshifts. The depth is built up from ∼ 20 individual
epochs taken at various times when fields were visable and
the observing conditions best met the DXS requirements. In
UKIDSS-DR5, the DXS covers ∼ 14.8 sq. deg. The magni-
tude limits for each individual epoch are J 6 21.12 mag and
K 6 19.74 mag. The DXS observations are in four main
regions, the Lockman Hole (l ∼ 148 deg, b∼ 52 deg), the
XMM-LSS (l∼ 171 deg, b∼ −58 deg), the European Large
Area ISO Survey - North 1 field (ELAIS-N1; l∼ 85 deg,
b∼ 45 deg) and the Visible Multi-Object Spectrograph 4
field (VIMOS 4; l∼ 63 deg, b∼ −44 deg). For detailed infor-
mation about the UKIDSS-DXS, see Dye et al. (2006) and
Warren et al. (2007). The DXS is the first WFCAM
programme to be released having been processed
with the new synoptic pipeline. It is large and var-
ied enough to test most aspects of the pipeline and
give a range of interesting results. b∼ 52 deg), the
XMM-LSS (l∼ 171 deg, b∼ −58 deg), the ELAIS-N1 (l∼ 85
deg, b∼ 45 deg) and the VIMOS 4 (l∼ 63 deg, b∼ −44
deg). For detailed information about the UKIDSS-DXS, see
Dye et al. (2006) and Warren et al. (2007). The DXS is the
first WFCAM programme to be released having been pro-
cessed with the new synoptic pipeline. It is large and varied
enough to test most aspects of the pipeline and give a range
of interesting results.
The results up to the end of §5.1 are from the first four
pointings (the first eight products in RequiredStack of the
UKIDSS-DXS using Data Release 5). We use this subset
only to make the figures easily readable to avoid confusion.
The four pointings are made from eight deep stacks (four J
and four K) and these are merged into 16 frame-sets. The
overlap of the deep stacks are shown in Fig 6 for the K band.
The histogram of the number of observations is shown
for the K-band in Fig 7. This plot demonstrates that the
modal number of epochs is 27 in the K-band which corre-
sponds to the number of epochs in two of the pointings.
There are 23 and 24 epochs in the other two pointings. The
number of epochs in the J-band is 14 or 15. There are also
sources with more than than 27 observations, particularly
around 50. These are sources where two pointings overlap.
There can be up to 100 observations for a source, where 4
pointings overlap, as can be seen in Fig 6.
5.1 Effects of Internal Recalibration
Fig 8 shows the histogram of the difference in zeropoints for
intermediate stacks before and after recalibration. Recali-
bration of individual epochs makes a significant improve-
ment in quality of the variability statistics and classifica-
tion, as can be seen by comparing the “before” and “af-
ter” magnitude-RMS plots: Fig. 9 and Fig. 10. These plots
show the RMS as a function of magnitude and are useful
for diagnosing the noise properties of a frame or dataset
and for finding variables. The red-dashed lines show the
fit to the minimum RMS for each frame. Generally speak-
ing there is good agreement between the stellar locus and
the noise model, particularly at the faint end. The addi-
tional divergence at the bright end reflects the fewer data
points. The noise flattens at the bright end when the ran-
dom, “white” noise ceases to dominate and correlated “red”
noise (see Irwin et al. 2007) becomes significant, as seen in
Fig 9. In the better calibrated data, Fig 10, it is notice-
able that the noise increases for the very brightest objects,
which is not reflected in the noise model. This may be due to
saturation effects. We have marked the objects classified as
variables by blue boxes. In the recalibrated version, the typ-
ical minimum-RMS is 0.0047 mag rather than 0.0065 mag,
meaning that the noise across all frames for a bright object
is ∼ 0.002 mag lower. If we are confident that 3σ−detections
are good, then we can detect variables with amplitudes of
0.013 mag rather than 0.020 mag. This is reflected in the
larger number of blue squares in Fig 10.
This is just a very simple recalibration using a change
in zeropoint. More complicated changes, fitting for spatial
variations in both the astrometry and photometry are possi-
ble too. The recalibration only affects frames within a single
pointing and we have not made any effort to recalibrate
across pointings using overlaps, since the number of objects
that can be used is much fewer. Only ∼ 3% of the objects in
a frame are in the overlaps, see Appendix B. Very good rel-
ative calibration can be achieved this way, but to get much
better absolute calibration macro-stepping of the detectors
is necessary to remove all instrumental effects. This involves
observing the same large group of stars multiple times with
different parts of the same detector and different detectors.
The astrometric error, sigDec (σδ) is shown as a func-
tion of K-band magnitude in Fig 11 and shows a similar
variation with magnitude as the photometric error. In the
future, we will fit the magnitude-astrometric error in the
same way as we fit the magnitude-photometric error in §4.3,
see Fig 9.
5.2 Variable Objects
To find interesting variable objects, we select sources which
are classed as variable, have mean magnitudes that are at
least 3 magnitudes brighter than the expected magnitude
limit in each band and not default and have more than 20
good observations in the K-band and more than 12 in the J-
band. These last criteria are used since a typical DXS stack
has 25 K epochs (see Fig 7) or 15 J epochs and we want to
be close to the maximum to be able to see structure in the
light curves. With this selection we found 40 objects. There
are 3686 objects (variables and non-variables) which match
these criteria apart from the variability classification. We
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looked through the light curves of all of these and selected
the most interesting.
To use SQL to generate lightcurves for a specific source,
see Appendix A or the SQL cookbook on the WSA in-
terface8. We give examples of a variety of variables in
Fig 12 — 14. Fig 12 & 13 show two variables that are
also classified as galaxies by the star-galaxy classifier and
are also much redder than typical stars (in low extinc-
tion regions). The colours suggest that these are extragalac-
tic objects, Active Galactic Nuclei (AGN), or heavily red-
dened stars, such as Asymptotic Giant Branch (AGB) stars
(Guandalini & Busso 2008) which produce dust in their
outer layers. These two objects are classified as extended
sources in the deep images, but a slowly moving star may
appear elliptical in a combination of images. We look at
the distribution of the star-galaxy separation statistic class-
Stat for the individual observations of these two objects.
UDXSJ105639.43+575721.6 has classStatK = 16.5 ± 4.7
and classStatJ = 14.5±2.5. UDXSJ105644.55+572233.4 has
classStatK = 6.3± 1.6 and classStatJ = 8.1 ± 2.0. A point-
source object is expected to have −3.0 6 classStat 6 2.0,
so these two objects are certainly extended sources and are
likely to be AGN. The first shows an undulating variation
in both J and K bands, whereas the second shows are linear
increase in brightness in K over 700 days and a subsequent
decrease in brightness in J . Fig 14 shows a star (based on
colours and star-galaxy separation) that dims by more than
0.2 mag on several occasions in both J and K. Follow up
observations may prove this to be an eclipsing binary and
determine the period.
In addition to finding many real variables such as the
example above, we also found some cases of poor calibration
between adjacent overlapping frames, see Appendix B. To
avoid regions with overlaps, it is best to set priOrSec = 0
in the Source table.
Figs 15 & 16 shows the magnitude-RMS plots for the
whole of the UKIDSS-DXS Data Release 5 recalibrated in-
termediate data. Objects in the overlap regions have also
been removed, apart from the 3 objects with interesting
lightcurves shown in Figs 12 — 14. These three objects are in
overlap regions, but the offsets across overlaps are minimal.
Fig 15 shows a very noticeable increase in noise at the
bright end (J 6 14 mag), from the locus of the stellar pop-
ulation. There is not such a strong increase in the K-band.
This noise has not been adequately modelled by the Strateva
function and so the noise that goes into the variability cal-
culations is under-estimated for J < 14 mag, leading to ex-
cessive classifications of variable stars. This additional noise
may be caused by a non-linearity or a saturation effect.
Table 1 lists the brightest variables in the DXS which
are not in these overlap regions and which have J > 14
mag to avoid the effects of an incomplete noise model. We
found 15 sources that matched our new criteria: classified as
variable in both filters and having at least 10 good detections
in each filter, out of a population of 11,957 sources that
matched all the criteria apart from the variability criteria.
These 15 objects are away from overlap regions and have
magnitudes where the noise model is well fit and are the
very best candidates for real variables.
8 http://surveys.roe.ac.uk/wsa/sqlcookbook.html#LightCurve
These variables are plotted in Figs 15 & 16. Unfortu-
nately most of the lightcurves are difficult to classify with
only 15-20 points in each filter. To find and measure periodic
variables, or eclipsing binaries, many more points would be
needed. Some objects like supernovae can be usefully stud-
ied with this amount of data and these observations are very
good for improving the calibration of the data. The objects
in Table 1 can be followed up with more observations to
properly determine their characteristics.
Table 2 is a table of the number of bright objects in each
filter, as a function of object type (star, galaxy, noise, prob-
able star) and variability (variable V, or non-variable NV),
for objects outside the overlap regions. The proportion of
stars that are classified as likely variables (classified using
observations in that filter only: jvarClass or kvarClass)
is 0.45 ± 0.05% in the J-band (14.0 < J 6 18.2 mag) and
0.55 ± 0.05% in the K-band (11.5 < K 6 16.7 mag). The
proportion of galaxies classified as variable is 1.0 ± 0.1% in
the J-band and 1.5±0.1% in the K-band. While these limits
are three magnitudes brighter than the limiting magnitude,
the noise has already started increasing at J ∼ 16.5 mag and
K ∼ 15 mag, so the lowest amplitude variables cannot be
found. If we do limit the magnitudes to these brighter levels,
we find 0.6±0.1% of stars are variable with ∆ J > 0.015 mag
(3σ) and 1.7± 0.6% of galaxies are variable. We find similar
values in the K-band (0.6± 0.1% of stars and 2.3± 0.6% of
galaxies are variable with ∆K > 0.015 mag). This estimate
for the fraction of stellar variables is an underestimate, since
variables with a much longer period than the total interval
between observations will be excluded, and so will objects,
like some eclipsing binaries, which have very little variation
most of the time, but occasionally dip in brightness. If there
are not enough observations to get several eclipses then these
objects will also be excluded, as will objects that only vary
sporadically. For galaxies, the noise model is not quite right,
because all the photometry has been corrected for light loss
outside the aperture, assuming that the objects are point
spread functions. For stars and distant galaxies, this is the
correct approach, but some nearby galaxies will not be cor-
rected properly and the differences between the correction
used and the true correction is an additional source of noise.
This noise is not taken into account, and so the number of
variable galaxies may be over-estimated.
Next we look at the distribution of the variable stars
versus non-variables. If we plot the (J−K) vsK colour mag-
nitude plot (Fig 17), we find three main groups of objects: 1)
galaxies, with (J −K) > 1; 2) stars with 0.6 < (J −K) 6 1
and 3) stars with (J − K) 6 0.6. We find that there are
bright variables in each of these groups.
In Fig 18, we look at the distribution of variables in the
intrinsic RMS versus skewness plane. Here we can see a def-
inite bias towards positive skew for the brightest variables,
and for variables in general, although the overall population
of objects is quite symmetrical around a skew of zero.
6 STANDARD STAR DATA
While we have not yet released the WFCAM standard star
data using this new archive model, we have produced some
test data with our pipeline. We did the tests on one stan-
dard star field, the Serpens Cloud Core, chosen for the large
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IAUName Mag RMS Skew
(UDXSJ) J K J K J K
160509.10+542920.4 15.1 14.1 .024 .029 1.97 1.31
221809.44+002730.9 15.1 14.3 .048 .066 +2.59 +0.94
222052.62-000205.9 15.1 14.4 .080 .111 +0.55 +0.87
221706.04+002646.6 15.4 14.6 .140 .140 +1.83 +1.67
161206.50+543814.1 15.4 14.7 .036 .024 +1.62 +1.05
161244.51+541552.6 15.5 14.7 .028 .029 +0.05 +0.17
222139.61+004959.7 15.3 15.0 .170 .100 -0.01 +0.17
222049.30+003544.1 16.8 16.0 .074 .161 +2.35 +1.73
222106.51+004846.7 17.3 16.0 .036 .046 +2.31 -0.20
160519.04+542059.9 17.1 16.1 .049 .058 +1.93 +0.33
222215.25+010049.5 16.6 16.2 .084 .053 +0.75 +1.11
221953.96+001007.5 17.0 16.2 .057 .070 +3.29 +2.39
221714.27+003346.5 17.1 16.2 .150 .136 +1.41 +1.36
160504.88+543602.0 17.5 16.5 .054 .052 +1.52 +1.53
222117.36+010517.2 16.8 16.5 .161 .093 +0.09 +0.49
Table 1. Table of reliable variables, at least three magnitudes brighter than the per observation magnitude limit, in the DXS which are
classified as variables in both filters and have more than 10 observations in each band and are not observed across an overlap. We have
also removed any with J 6 14 mag, since the noise properties of these are not well fit by the Strateva function at the bright end. These
are mostly stars, but the entries marked in italics are classified as galaxies.
Filter Object Var Type Var Type Number
Type (filter) (overall)
J Star NV NV 16252
J Star NV V 12
J Star V NV 47
J Star V V 27
J pStar NV NV 275
J pStar NV V 4
J pStar V NV 3
J pStar V V 2
J Galaxy NV NV 5577
J Galaxy NV V 14
J Galaxy V NV 50
J Galaxy V V 10
J Noise NV NV 14
K Star NV NV 24164
K Star NV V 8
K Star V NV 24
K Star V V 110
K pStar NV NV 192
K pStar V NV 3
K pStar V V 5
K Galaxy NV NV 12851
K Galaxy NV V 2
K Galaxy V NV 59
K Galaxy V V 137
K Noise NV NV 38
K Noise V V 1
Table 2. Table of the classification of bright sources, at least 3
magnitudes brighter than the per observation magnitude limit,
in the DXS after recalibration and fainter than the failure in the
noise model. The sources must have at least 5 good observations
to be included (since variables are only counted for objects with
at least 5 good observations) and priOrSec = 0 to avoid bias
from overlaps.
number of individual observations ∼ 100, the high density
of stars, and because it includes three standard stars in the
field, close to the cloud core. The standard star fields are 43
non-overlapping fields, although in some cases two pointings
have been done around the same field to put the known stan-
dard onto different detectors. Since the Serpens Cloud Core
is in a dense region of sky, liable to be confusion limited, we
have only used seven epoch frames in each deep stack.
Since the observations are correlated, the same times
are sampled in each light curve, which makes it much eas-
ier to distinguish which features are real variations. Fig 19
shows the histogram of the deviations in magnitude from
the mean for three UKIRT faint standard stars Ser-EC51,
Ser-EC68 and Ser-EC84 (Hawarden et al. 2001). These are
all in the dense nebulosity of the centre of the cloud core.
Ser-EC68 and Ser-EC84 show very little variation although
EC84 is saturated in H , too bright for good detections in K
and too faint in Z. EC68 is also too faint in Z. The extinction
in the cloud core means that very little radiation shorter in
wavelength than 1µm is visible. Ser-EC51 shows some large
deviations from the median, particularly to fainter magni-
tudes. The light curve for this object shows some coherent
variations 400 days after the first observation and 820 days
after the first observation. Ser-EC51 should not be consid-
ered as a useful standard.
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Figure 3. Plot of observation time vs filterID for two “epochs” in
the WFCAM standard star programme. This is a correlated filter
programme. The upper plot shows the normal occurrence: two
sets of broad-band filter observations separated by one day with
the observations in each set taken within the 15 minutes speci-
fied. The lower plot shows an abnormal case: 8 observations in 5
different filters taken close together. Only 5% of intervals between
epochs are less than 15 minutes and are classed as abnormal. The
other intervals are at least 30 minutes long. In this case the ob-
servations are split into two epochs of 5 and 3 observations. The
mean in each epoch is shown by the dotted line and the solid line
separates the two epochs.
Figure 4. Plot demonstrating the algorithm used to test whether
an object should have been observed. We define two radii (shown
by the dotted circles) from the centre of each detector frame. The
inner one is inside the dither offset region (marked by a dashed
line) and the outer one is at the furthest extent of the image. If the
object is closer to the centre of the frame than the inner radius,
then it should definitely have been observed. If it is further than
the outer radius then it definitely was not observed. Any missing
objects within the two radii are tested more carefully. The four
points demonstrate this. The inner most point is closer to the
centre than the inner radius, and the outer most point is further
than the outer radius, so these two points can be dealt with in the
first stage: the first is a missing detection and the second wasn’t
observed. The two middle points need further testing. The inner
most of these two has been observed and the outer has not.
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All objects
All stars
All galaxies
J      
Figure 5. Histogram of the best aperture for all J-band UKIDSS-
DXS objects and separately stars and galaxies.
K
Figure 6. Plots of the overlap of the 16 K-band deep image
extensions in the UKIDSS-DXS DR5. These are in the Lockman
Hole region, stacks LH010 0, LH011 0, LH010 1 & LH011 1.
K
Figure 7. The histogram of the number of observations for each
source in the DXS K-band. The number of observations is the sum
of the number of good observations nGoodObs, the number of
flagged observations nFlaggedObs and the number of missing
observations nMissingObs, in the Variability table. The main
peak at 27 observations is the number of K-band epochs that
go into each K-band deep stack. The second peak at ∼ 52 ob-
servations occurs when two deep stacks overlap and the further
peaks at ∼ 100 observations are when four deep stacks overlap.
The peaks are from overlaps with fields outside this main area.
The overlap regions in each case cover a smaller area, so there
are fewer sources. The number of sources outside the peaks occur
because each intermediate stacks is slightly offset relative to the
others.
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J frames
K frames
Figure 8. Histogram of the difference in zeropoint when DXS
frames are recalibrated. The average shift in each case is close to
zero (−0.0002±0.0048 mag in J and −0.0002±0.0071 mag in K),
so there is no systematic shift in the photometry, just a reduction
in the variation between the frames.
Figure 9. RMS versus magnitude plot for K-band data before
recalibration. The black dots show all the data, the green crosses
are objects classified as stars in the Source table and the blue
squares are objects classified as variable. The red dashed vertical
line is the expected magnitude limit for the intermediate stacks
and the dashed curves are the best fit Strateva curves to the
minimum RMS as a function of magnitude for each frame-set.
Each line represents the empirical fit for the noise in a different
pointing. The mean of the values aStrat, which represents the
minimum RMS for a bright star is 0.0065 mag.
Figure 10. RMS versus magnitude plot for recalibrated K-band
data. See Fig 9 for details. The mean of the values aStrat, which
represents the minimum RMS for a bright star is 0.0047 mag.
Figure 11. Astrometric error versus magnitude plot in K-band
for UKIDSS DXS data. The dots are galaxies and the squares are
stars. For objects with K < 16, the typical error is 0.015′′, and
then gets larger for fainter objects.
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Figure 12. Light curve for a variable galaxy, UDXS
J105639.43+575721.6 Difference in magnitude around the me-
dian is plotted vs time in days from the first observation. Points
with error bars show good observations. All the observations in
this case were good. The statistics are calculated from the good
observations only. The median magnitude of the observation is
given. The light curve shows a clear minimum and maximum in
the K-band, with an amplitude of ∼ 0.1 mag. There is only the
maximum in the J-band. There are not enough data to determine
whether this is a periodic variable or not. This object is quite red:
(J −K) = 1.27 mag and has the profile of an extended source.
Figure 13. Light curve for a variable galaxy, UDXS
J105644.55+572233.4. Points with error bars show good observa-
tions and circles without error bars show flagged observations. The
light curve shows a linear increase in brightness in the K-band,
with an increase of ∼ 0.2 mag over ∼ 700 days. In the J-band
there is a decrease in brightness, but there are very few points
taken at the same time. This object is quite red: (J −K) = 1.74
mag and has the profile of an extended source.
Figure 14. Light curve for a variable star, UDXS
J160650.11+544924.5. Points with error bars show good
observations. The light curve is mainly flat in both bands but
several dips of ∼ 0.2 mag. More closely spaced observations could
determine whether this is real (possibly an eclipsing binary) or
not.
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Figure 15. Magnitude versus RMS plot for J-band data. See
Fig 9 for details. The mean of the values aStrat, which represents
the minimum RMS for a bright star is 0.0043 mag. The small red
pentagons are the brightest good variables described in Table 1
and the 3 large squares with coloured circles are the 3 objects of
interest in Figs 12 — 14. There is a significant deviation in the
RMS of the stellar population compared to the noise model for
J < 14 mag.
Figure 16. Magnitude versus RMS plot for K-band data. See
Fig 15 for details. The mean of the values aStrat, which repre-
sents the minimum RMS for a bright star is 0.0043 mag.
Figure 17. Colour-magnitude plot for UKIDSS-DXS data. The
blue points are classified as stars and the red points are galaxies.
The black squares are all variables. The good bright variables are
plotted as green pentagons and the three interesting objects are
marked by larger squares surrounded by a with different colour
circle.
Figure 18. K-band intrinsic RMS vs skew for the UKIDSS-DXS.
The blue points are classified as stars and the red points are
galaxies. The black squares are all variables. The 20 good bright
variables are plotted as green pentagons and the three interesting
objects are marked by larger squares with a colour circle around.
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Fig 20 shows the light curves of two other variable stars,
chosen because of their interesting features. The top one
shows a star that undulates slowly over a few hundred days,
by 0.4 mag, before more rapidly dimming, by 1.3 mag, and
rapidly brightening again. This may be an eclipsing binary.
The lower object shows a longer term variation, with a rapid
fading after 400 days, followed by a slow brightening. These
were selected partly by using the Welch-Stetson statistics.
The correlated band data is very useful as most real
fluctuations are correlated (or anti-correlated) across many
filters whereas most noise does not have a filter dependent
correlation. Having so many more observations per source
than the DXS also makes it easier to separate truly variable
objects from ones with a few spurious measurements. Fig 21
shows that variable objects tend to have large absolute val-
ues of the Welch-Stetson statistic, as well as large values of
the intrinsic RMS.
Figure 19. Histogram of difference in magnitude from the me-
dian for standard stars in the Serpens Cloud Core. Ser-EC51
(top), Ser-EC68 (middle) and Ser-EC84 bottom. The thin solid
black histograms show the good observations and the thick solid
red histograms show observations that we have flagged as having
photometric problems. These stars are all very red, so there is
very little Z-band flux and the K-band is saturated in the case of
Ser-EC84.
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Figure 20. Light curve for two variable stars in the Serpens
Cloud Core field. UCAL J182931.98+011842.5 (top) and UCAL
J182955.19+011322.0 (bottom). Points with errorbars indicate
good detections, circles indicate flagged detections and a dotted
vertical line indicates a missing observation. The variations are
highly correlated between each band.
c© 2005 RAS, MNRAS 000, ??–28
Archiving Multi-epoch Data 21
Figure 21. Plot of H-band intrinsic RMS vs absolute value
of Welch-Stetson |IWS,H,K | for objects in the WFCAM Stan-
dard Star programme. Objects classified as variable have
been marked by large squares. Three of the five objects
with light curves are shown too. The other two, Ser-EC84
and UCALJ182931.98+011842.5 are saturated in K and/or
H and so have a default value for IWS,H,K . Ser-EC68 has
low values of both parameters and is clearly non-variable,
UCALJ182955.19+011322.0 has very large values of both and is
clearly variable. Ser-EC51, is in between the two, but does show
some signs of variation in the light curve.
7 VISTA-VIRCAM
We will apply the same data model to the VISTA Science
Archive data. There are some features of VIRCAM which
give additional problems.
• VIRCAMwill usually have tiled images, with tiles made
up of 6 observations, with the observations in the x-direction
separated by 90% of a detector width and those in the y-
direction separated by 45% of a detector width. These tiles
are much larger than WFCAM detectors and are likely to
have more calibration issues with half detector overlaps, and
large distortion effects at the edges.
• The top and bottom of the tiles have a half detector
width strip which only gets observed once, so cosmic ray
and artifact removal is not possible. Some PIs may try to
improve observing efficiency by stitching together these over-
laps. Catalogued objects extracted from these stitched to-
gether overlaps will not have a single observation time, so
they could not be used in any variability analysis and would
have the additional problems of different noise and PSF and
distortions in the original images.
• The focal plane can be independently rotated, so it is
possible to have multiple rotations at the same pointing.
Much of the synoptic pipeline design has these issues in
mind, but further work and tests with VIRCAM data will
be necessary to fully solve them. As a result of the work
on the synoptic pipeline that is presented in this paper, we
have done away with the fixed number of filter passes used
in shallow UKIDSS surveys and made all multi-epoch data
sets synoptic (e.g. VISTA-VIKING). This gives the advan-
tages of deep stacks, and internal recalibration, which sur-
veys such as the UKIDSS-LAS will not enjoy. Additionally,
this extra flexibility means that the schema does not have
to be changed if an extra epoch is added in later.
7.1 Large Data Volumes
Frame sets from WFCAM are typically 0.05 deg2 (the area
of one detector), but VISTA frame sets will be ∼ 1.5 deg2
(the area of a VISTA tile). Thus the number of objects per
frame set will increase from a few thousand to more than
50,000 in a typical pointing and ∼ 1million in a dense re-
gion of the Galactic plane. The UKIDSS UDS contains a
single frame set of area ∼ 1 deg2 with 100,000 objects and
has several hundred individual pointings. This has been suc-
cessfully processed, so typical VISTA frame sets should pose
few additional problems. Eventually, we will have to process
the whole of the VVV: ∼ 109 sources, with ∼ 100 observa-
tions, producing a best match table with ∼ 1011 rows. The
full processing of this must be done in 6 1 month, if it is
not going to significantly interfere with other archive pro-
cessing and if we are going to be able to rerun the task. Our
current processing speed is ∼ 2hrs for the UDS field (using
an older server). The VVV data set will be ∼ 3000× larger.
This problem is easy to parallelise, and factoring in Moore’s
law (the main variability part of the VVV survey will not
take place until year 3 of the surveys: 2012), a factor of 20×
the speed can be found without any optimisation. This gives
a total time of ∼ 300 hrs or ∼ 2 weeks on four or more ma-
chines. Optimising the code so that it can run two or three
times faster would allow the processing to be done on one
or two machines over a sensible time scale.
8 COMPARISON WITH OTHER PUBLIC
DATABASES WITH MULTI-EPOCH
OBSERVATIONS
8.1 SDSS Stripe 82 database
The SDSS Stripe 82 is a 300 sq. deg. strip which has been
observed 80 times in u, g, r, i, z filters. The observations
are taken in a drift scan mode with objects observed through
each filter consecutively. The filter observations are therefore
correlated within our criterion.
The Stripe 82 data has its own database
(http://cas.sdss.org/stripe82/en), separate from other
surveys. The database includes notes9 about how to search
for all the detections of different objects. This uses the
hierarchical triangular mesh identifier to search by position.
This has the same drawbacks as the neighbour table
approach in Paper 1:
• It is not possible to know whether there are missing ob-
servations, which are important in a lot of transient searches.
9 http://www.sdss.org/dr7/coverage/sndr7.html
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• In dense regions you will be contaminated by neighbour-
ing objects, which having different magnitudes will make the
objects appear variable.
However, there are also a couple of useful variability ta-
bles: Stetson, which is like a simplified Variability, con-
taining a few photometric statistical values in each band and
a continuous classification, and ProperMotions which con-
tains the astrometric fit comparing the SDSS and USNO-B
catalogues. These do not include any noise model as yet,
although Sesar et al. (2007) have used one on the Stripe 82
data. Sesar et al. (2007) & Bramich et al. (2008) calculate
many more statistics than are currently accessible through
the main archive database.
Bramich et al. (2008) describe two useful tables, a
Higher Level Catalogue (HLC) and a Light Motion Curve
Catalogue (LMCC) which are similar to our Variability
and SourceXSynopticSourceBestMatch, but these are only
available as downloadable files which can be processed by an
IDL programmes. It is not possible to search through them
using the SDSS query tools and then to match up with ex-
ternal catalogues.
While much work has been done on measuring variabil-
ity in the SDSS Stripe 82 data, this work is in several sepa-
rate publications and very little of this is currently available
in the main SQL query tool, so it is not easy for users to
search on variability statistics. In contrast we have designed
our multi-epoch pipeline and archive together, so users can
access all our parameters and do more detailed searches on
a wide range of different types of variables.
8.2 NSVS public database
The NSVS public database10 (Woz´niak et al. 2004a) con-
tains six tables. These are Field, Frame, Object, Synonym,
Observation and Orphan. The NSVS observations were all
taken in a single, wide optical filter, which is closest to the
Johnson R filter of all the standard filters. The main variabil-
ity table, Object, contains ∼ 2×107 sources and is similar in
scope to our Variability table. It contains an ID, the me-
dian and standard deviation of the right ascension and dec-
lination, the median of the magnitude and median and stan-
dard deviation of the differences in magnitude of the from
“good” points, the number of points, number of good points
and number of points with a certain flag type as well as the
flags associated with the object. The Observation table is
similar to a combination of our best match and Detection
tables, listing all the individual observations linked to each
object. It includes the position, magnitude, magnitude er-
ror and flags only. The Synonym table is equivalent to our
SourceNeighbours table linking identical objects to each
other. The Frame table is similar to our Multiframe table,
describing each observation and the Field table is similar
to RequiredStack describing the pointing information. The
Orphan table is very interesting: it contains bright objects
that aren’t linked to any object. These could be fast moving
objects (solar-system objects) that have moved too much
between observations to be linked to each other or objects
that are very faint but flare up, only to be seen on a few
frames.
10 http://skydot.lanl.gov
The NSVS public database is similar to ours and light-
curves can be easily selected from it, like the WSA, but it
lacks any modelling of the noise or any attempt at classifying
variables so it is much more difficult to reduce the number
of objects that you are searching through to a manageable
number. This is left for the user to do. However, searching
thousands of light-curves is no simple task and many users
will be repeating the same type of analysis: checking the
noise properties and eliminating objects that are too close
to the noise limit, so it would be good to have these useful
quantities in the database to search on.
A follow up paper (Woz´niak et al. 2004b), describes
how to use the database to select candidate red variables,
using light curve information from Observation and aggre-
gate data from Object.
9 SUMMARY AND FUTURE WORK
We have designed, implemented and released a dynamic
archive for analysing time series data containing both astro-
metric and photometric variations which works on a wide
variety of data sets observed by either the UKIRT-WFCAM
or VISTA-VIRCAM instruments. The design of the archive
can be used (with small modifications) on any astronomi-
cal data from pointed observations. It is designed so that
the data can continue to be updated and improved, and ad-
ditional refinements included without repeating every step
again. We have included measurements of the noise proper-
ties that are essential for determining whether the object is
variable and properties of the observation sequence, such as
the typical observation interval.
This paper describes the design of the synoptic pipeline
in the WFCAM Science Archive and is useful for the design
of future archives for synoptic surveys such as Pan-STARRS
and LSST. This paper is also a useful handbook for users of
the WSA and VSA, so that they can use the facilities to do
useful science with variable objects.
The archive of synoptic data is also useful for global
calibration of UKIDSS and VISTA data, since the data has
now been more efficiently matched and non-variables can be
selected. Some spatial variations within the detectors have
been seen in synoptic data. New standard stars can be se-
lected from the data and previous standards tested more
thoroughly.
We have made it possible, using these archive tools, to
rapidly reduce a massive database of millions or billions of
sources into a few tens of potentially interesting variable
objects. The synoptic pipeline is still being developed and
we expect to add in many of the following features in the
future:
• Improved calibration
— a spatially dependent relative photometric and as-
trometric recalibration. This will be more sophisticated than
the simple zeropoint shift at present.
— calibrate across the overlaps to correct for the dis-
continuity in calibration across overlaps.
• Improved noise model
— an additional component that takes into account the
increase in astrometric noise at the bright end.
— fitting astrometric errors as a function of magnitude.
— moving from an empirical fit to a model dependent
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on filter, exposure time and sky brightness, so that sets of
observations with different exposure times can be weighted
correctly. This will involve a lot of careful analysis of the
noise in different frames, across many programmes first.
— estimation of effects of red (correlated) noise.
• Moving objects
— fitting the astrometric data for proper motions (and
parallax).
— a table of fast moving objects: i.e. objects that are
too far apart to be stacked together in deep stacks, but are
good detections at individual epochs.
• List-driven photometry. This gives un-biased statistics
for faint objects and could improve the RMS for non-moving
sources by removing errors caused by inconsistent centring
of the object.
• Difference imaging. This may be necessary to find vari-
ables in very crowded regions.
• More sophisticated cadence statistics. The median ca-
dence gives a useful idea of the typical interval between ob-
servations, but the mode (or modes in a multi-peaked distri-
bution) would be more useful. The minimum and maximum
give the range of time between observations, but these can
be skewed by an unusual observation, so taking the 10th
percentile and 90th percentile of time between observations
would give a more robust measure of the range of observa-
tions.
• Additional photometric statistics, such as the fraction
of points more than 3 standard-deviations from the mean
magnitude, the kurtosis of the ∆mag distribution and statis-
tics on the star-galaxy separation. The first two of these
constrain the properties of the light-curve and the last gives
better morphological information.
• Fourier analysis to get periodicities and the light curve
shape. This could be part of our data analysis services, so
users request particular objects, rather than a wholesale pro-
cessing of all data.
• More sophisticated variable classification and classifi-
cation of different types of variable. This will use more of
the photometric statistics such as the skewness, the Welch-
Stetson statistic as well as astrometric information to pro-
duce a wider range of classes that will increasingly help
users to isolate a group of objects that interest them, such
as eclipsing binaries, periodic variables, high proper motion
stars, cataclysmic variables.
We have started investigating and planning some of the
improvements, and will continue to do so as WFCAM and
VISTA continue operations. All changes will be documented
on the archive websites.
9.1 Moving Objects
One of the future improvements is to add a proper-motion
calculation into the astrometric statistics. The astrometric
part of the pipeline has not progressed far enough for it to be
easy to find moving objects, such as the high proper-motion
star UDXS J222223.70+000324.3, see Fig 22. This was found
through a comparison with 2MASS instead. This object has
µα ∼ 0.23
′′year−1 and µδ ∼ 0.13
′′year−1. The DXS observa-
tions fall into two batches (see Fig 22a), and only the later
smaller batch are linked to the source through the best-
match table. The other detections are too far apart and so
this source has many missing observations even though it
is bright (J = 12.6 mag, K = 11.8 mag). A faster moving
object, and one where the observations are more evenly sam-
pled may be missed in the deep images altogether, because
the stacking algorithm uses median clipping to remove false
detections.
The object can be tracked back through the neigh-
bour table to 2MASS, and through the Supercosmos Science
Archive (Hambly et al. 2004) to plates taken over 20 years
ago, see Fig 22b.
This is a particularly high proper motion star, and most
of those that users are interested in will be moving much
more slowly. However, it is a useful example of the prob-
lems that are faced when automating a search for moving
objects. Because of examples like this, we increased the max-
imum distance in the SourceXDetection neighbour table for
UKIDSS-DR5 from 1′′ to 10′′.
In many cases, if the complete data set is taken over
a very short time — much less than a year — very few
stars have moved enough to be detectable. Therefore, in later
variants of the pipeline, it would be sensible to incorporate
a test which calculates the minimum proper motion rate,
µmin =
σastrm
Tmax
, (11)
where Tmax is the maximum observation time between ob-
servations for any source in a dataset and σastrm is the typ-
ical astrometric error for bright sources and µmin is the
minimum proper motion rate. If µmin is less than a rate
which will find many scientifically interesting candidates
(µ ∼ 0.05′′ year−1), then the proper motion will be eval-
uated for all objects in the dataset, otherwise no proper mo-
tions will be calculated. The error in the DXS astrometry is
σastrm ∼ 0.015
′′ , see Fig 11, and the period of observations
in any pointing is Tmax ∼ 2 years, giving a minimum proper
motion of µmin ∼ 75mas year
−1.
The parallax calculation may be invoked similarly.
Solar system objects have much larger motions, so run-
ning the proper motion code on shorter timescale datasets
could pick out these objects. On long timescale datasets,
these will show up as detections unmatched to any source,
since the stacking clips out detections that are not repeated
at the same position in other frames that contribute to a
deep stack.
9.2 Improved test for missing objects
In Fig 4 we showed the current method of testing whether
a source should have been observed. Fig 23 shows that this
method will be very inefficient on VSA rectangular tiles:
the area between the two radii is extremely large and so a
lot of sources must undergo the slow step 2 of determin-
ing whether the object was in the pointing and should have
been observed. A more efficient routine needs to reduce the
number of objects for which step 2 is necessary for determi-
nation. The modified step 1 must still be very efficient. Using
a simple RA and DEC selection is no good, because VISTA
tiles can be rotated. Instead we use a method in which the
distance from each of the four corners is calculated, and from
those calculations, the areas of the four triangles from each
edge of the tile to the source are calculated. If the areas of
the four triangles is equal to the area of the rectangle, then
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Figure 22. Time varying position of high proper-motion
star UDXS J222223.70+000324.3. The top plot (a) shows the
UKIDSS-DXS observations, which are clustered around two
epochs. The dots with errorbars are the J-band observations and
the crosses with errorbars are the K-band ones. The lower plot (b)
shows the same star, but older observations from 2MASS and the
Super-Cosmos Science Archive (SSA) have been added in. It has
a very clear constant proper motion. In both plots RA=RA−330
deg for presentation purposes.
the source is within the tile, else it is outside. The area of
the rectangle and triangles will be somewhat distorted by
the image projection and so the area calculated for the tri-
angles may not be equal to the area of the rectangle, even
when it is inside the rectangle. Some uncertainty may exist
until the area of the triangles is quite a bit larger than the
area of the rectangle. This may mean increasing the area
that the more careful second stage is used in, but this area
Figure 23. The difficulties of finding whether an object should
have been observed on a VIRCAM tile. A tile at orientated at 34
degrees is shown as an example. For rectangular tiles, the radius
method used in Fig 4 is very inefficient. Calculating distances
from the four corners and the areas of the triangles formed by
the object and the corners is slower than the radius method, but
much faster than calculating the x and y position. The area of
the triangles formed by the red dotted lines and the edges of the
tile is the same as the area of the tile. The area of the triangles
formed by the blue dotted lines and the edges is greater than the
area of the tile. Objects inside and outside the tile can easily be
distinguished. Only a very small number of objects very close to
the edge will need to have their x and y positions calculated.
should still be significantly smaller than the area between
the circles.
An alternative method is to use the half-space method
(Budava´ri et al. 2007). In this method, each edge of the
frame is an edge on a plane that intersects the sphere of
the sky. The plane is represent by the orthonormal vector
and an offset from the centre of the sphere. It is easy to tell
which side of the plane a point is through its dot-product.
Repeating this for each edge of the frame tells you whether
the object is in or out of the frame. The plane can be cal-
culated using cross-products of the coordinates. These only
have to be done once for each frame, and the dot-products
that need to be calculated four times for each point are com-
putationally very simple and quick. This also has the advan-
tage that it is clear-cut whether an object is either side of
each line. We will test these two methods to see which gives
the best performance.
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APPENDIX A: EXAMPLE QUERIES
Throughout these queries xxx replaces the programme
name: e.g. dxs, uds, cal for the UKIDSS-DXS, UKIDSS-
UDS and WFCAM standard star observation programmes
respectively. To select all reliable variable stars which are 3
magnitudes brighter than the expected magnitude limit in
the K-band.
SELECT v.sourceID,v.kMeanMag,v.kMagRms
FROM xxxSource AS s,xxxVariability AS v,
xxxVarFrameSetInfo AS i
WHERE s.sourceID=v.sourceID AND
v.frameSetID=i.frameSetID AND
s.mergedClass=-1 AND v.variableClass=1
AND v.kMeanMag<(i.kexpML-3.) AND v.kMeanMag>0.
AND s.priOrSec=0
The first two lines of the “WHERE” statement links the 3
tables used in this SQL statement. If these tables are not
properly linked then you have what is called a Cartesian
join: every line in one is joined to every line in the oth-
ers, which takes a long time to return and does not re-
turn what is wanted. It is best to link tables through the
primary key (see the Schema Browser for the primary key
and indices for each table), if possible, since the primary
key is unique and indexed, making a particularly quick re-
turn. The Source and Variability tables have sourceID as
the primary key, and VarFrameSetInfo has frameSetID as
the primary key. The other selections are straight-forward:
s.mergedClass = −1 selects objects classified as stars,
v.variableClass = 1 selects objects classified as variable,
s.priOrSec = 0 selects objects that are away from overlaps.
v.kMeanMag < (i.kexpML−3.) selects objects which are
3 magnitudes brighter than the expected magnitude limit
for that frame. The kMeanMag > 0 removes any objects
with default magnitudes. Additional terms for the number
of good matches, the skewness, the median interval, or the
RMS can also be applied as necessary.
To select a light curve from the archive, use the
following, if the band passes are uncorrelated (the best
match table is a SourceXDetectionBestMatch):
SELECT m.mjdObs,d.aperMag3,d.aperMag3Err,
d.ppErrBits,x.flag
FROM xxxSourceXDetectionBestMatch AS x,
xxxDetection AS d,Multiframe AS m
WHERE x.sourceID=NNN AND x.multiframeID=
d.multiframeID AND x.extNum=d.extNum AND
x.seqNum=d.seqNum AND x.multiframeID=
m.multiframeID AND d.filterID=5
ORDER BY m.mjdObs
This selects the full light curve for sourceID=NNN. Both
the SourceXDetectionBestMatch and Detection tables con-
tain objects from all filters used in the programme, so it is
important to have a selection on filterID. The time term
is a modified Julian date, which is found in the Multiframe
table. Ordering by mjdObs puts the results in time order.
The last 2 output terms are useful for determining how good
the light curve is. The ppErrBits flag tells the user if the
object has been flagged for potential poor photometry. The
best match table flag is also useful: if flag=1 then the object
has been matched to two sources, suggesting either motion
or deblending; if flag=2 then the lack of detection is proba-
bly due to the object being within a dither offset of the edge
of the frame, and not a source that has taken a drastic dip
in brightness.
If the band passes are correlated, so that a
SynopticSource table is produced, then the following
produces a similar light curve:
SELECT ml.meanMjdObs,e.kaperMag3,e.kaperMag3Err
e.kppErrBits,x.flag
FROM xxxSourceXSynopticSourceBestMatch AS x,
xxxSynopticSource AS e,
xxxSynopticMergeLog AS ml
WHERE x.sourceID=NNN AND x.synFrameSetID=
e.synFrameSetID AND x.synSeqNum=e.synSeqNum
AND e.synFrameSetID=ml.synFrameSetID
ORDER BY ml.meanMjdObs
For correlated bandpasses, light curves can be produced for
several filters together:
SELECT ml.meanMjdObs,e.japerMag3,e.japerMag3Err,
e.jppErrBits,e.kaperMag3,e.kaperMag3Err,
e.kppErrBits,x.flag
FROM xxxSourceXSynopticSourceBestMatch AS x,
xxxSynopticSource AS e,
xxxSynopticMergeLog AS ml
WHERE x.sourceID=NNNNNNNNNN AND x.synFrameSetID=
e.synFrameSetID AND x.synSeqNum=e.synSeqNum
AND e.synFrameSetID=ml.synFrameSetID
ORDER BY ml.meanMjdObs
APPENDIX B: OVERLAPS
While there are many real variables, there are also a great
many which are false. Consider the object in Fig B1. This ob-
ject seems to have two separate light-curves. Unfortunately
this is not a high frequency periodic variable, but indicates
that there are still some spatial systematics that have not
been removed in the calibration (Hodgkin et al. 2009). The
variation is strongly correlated with position on the field,
since this object is in a region overlapping two pointings.
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Figure B1. Light curve for object, UDXS J105553.80+583930.7.
The points that have extNum = 4 and y < 500. are marked by
points with thick error bars and those with extNum = 4 and y >
3500. are marked by crosses with thin error bars. It is immediately
apparent that the majority of the variation is dependent on the
position on the field, and is not intrinsic.
B1 Describing overlaps
The overlaps between different pointings can be compli-
cated, due to WFCAM having 4 non-buttable detectors.
With the typical overlapping there are 16 possibilities (not
counting ones across a diagonal from each other). We found
all these 16 possibilities (one along each side of each of
the 4 detectors), see Fig B2, with an additional 2 arrange-
ments where the pointings were not arranged as expected,
see Fig B3.
To describe each of these overlaps, we need a consis-
tent set of labels. We use the following descriptor: X1 X2 N,
where X1 is the extNum of the first frame, X2 is the
extNum of the second frame and N is a number describing
which borders of each detector are used. The extNums do
not uniquely describe an overlap by themselves as can be
seen in Fig B2. A further complication is that the x and
y axes rotate by 90 degrees from detector to detector (see
Dye et al. 2006, Fig 1). A typical overlap lies along the full
length of the x- or y- axis and the width of the overlap is
typically 3% of the width of the detector, so the distribution
of the sources between any two frame sets can specify which
overlap it is in. We find frame set pairs by looking for sources
which are in two different deep stacks, i.e. priOrSec> 0 and
then using the dxsSourceNeighbours table and Source table
to find the frame sets. We checked though all overlaps (ex-
cept at corners where the number of sources is minimal). In
each overlap, we calculate the mean and standard deviation
of the x-coordinate and the mean and standard deviation
of the y-coordinate for both frames. If the overlap is long
along the y-axis and narrow along the x-axis and close to
x = 0 then < x >∼ 0.5w, σ(x) ∼ 0.25w, < y >∼ 0.5l,
< y >∼ 0.25l (w is the width of the overlap, typically 0.03
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Figure B2. Typical arrangements of pointings in the DXS (and
most WFCAM datasets). The black solid lines show the pointing
in question. The dot, dashed, long-dashed and dot-dashed lines
show the neighbouring pointings with overlaps along a detector
edge. The extension numbers are given in large blue numerals.
Each overlap is numbered by a smaller black number. These num-
bers are the indices in Table B1.
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Figure B3. Non-typical arrangements of overlaps in the DXS.
These occurred when good guide stars were not present at the
original pointing positions and so the pointings were moved by a
few arc-minutes. The solid line shows the pointing and the dotted
line shows the neighbouring pointing. 19 is an overlap where there
were no J or K sources (with at least 20 good observations).
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Index ID No. ∆mag
J K J K
1 2 2 11 13 13 −0.001 ± 0.003 0.000 ± 0.005
2 2 2 33 25 32 0.011± 0.002 0.009 ± 0.003
3 2 3 15 11 16 −0.005 ± 0.006 0.006 ± 0.003
4 2 3 21 24 62 0.001± 0.007 −0.003± 0.002
5 2 5 29 26 29 0.001± 0.003 −0.007± 0.002
6 2 5 55 58 45 0.004± 0.001 0.010± 0.002
7 3 3 11 26 33 −0.009 ± 0.002 −0.017± 0.002
8 3 3 33 21 28 0.017± 0.003 0.025± 0.003
9 3 4 15 44 62 0.007± 0.002 0.001 ± 0.001
10 3 4 21 11 23 0.017± 0.003 −0.011± 0.003
11 4 4 11 17 32 −0.023± 0.004 −0.034± 0.003
12 4 4 33 29 39 0.007± 0.002 0.013± 0.002
13 4 5 15 10 16 −0.006 ± 0.005 −0.003± 0.002
14 4 5 21 11 63 0.001± 0.004 0.003 ± 0.003
15 5 5 11 35 32 −0.005 ± 0.002 −0.013± 0.003
16 5 5 33 30 21 −0.001 ± 0.002 0.007 ± 0.004
17 2 5 24 4 2 −0.037± 0.007 0.003 ± 0.009
18 3 4 56 4 5 −0.029± 0.005 −0.045± 0.006
19 2 4 10 0 0 −−− −−−
Table B1. Table of the overlaps in the DXS. This gives the num-
ber of J and K sources in the overlap regions, with at least 20
good observations per source. ∆ J and ∆K represent the typical
difference in magnitude across the offset. The bold numbers are
offsets with ∆m > 0.01 mag
of the detector size l). We assign one of three values to each
of the four coordinates (x1, y1, x2, y2). If the mean is close
to the detector mid-point, then the value is 0, if it is close
to 0, then the value is 1, and if it is close to the maximum,
then the value is 2. We also make sure the standard devia-
tion is high in the first case and low in the later cases. The
descriptor N is therefore:
N =
∑
i
ai3
4−i (B1)
where ai is the value of the i
th coordinate. So the over-
lap of extension 2, along the y-axis, at x ∼ 0 with extension
5, along the x-axis at y ∼ 4000 has a0 = 1 (< x1 >: min-
imum), a1 = 0 (< y1 >: midpoint), a2 = 0 (< x2 >: mid-
point), a3 = 2 (< y2 >: maximum). The overlap is therefore
2 5 29. Table B1 describes all the overlaps in Figs B2 & B3.
These overlaps all have mirror images (e.g. 2 2 11=2 2 19
and 2 5 55=5 2 15. We have always ordered them with the
lowest extension number first.
To get from N to the borders, simply convert N into a
4-digit base 3 number (e.g. 11=0102). The first 2 digits tell
you which is the border for the first frame (01: along the
x-axis with y ∼ ymin) and the last two digits tell you which
is the border for the second frame: (02: along the x-axis with
y ∼ ymax).
B2 Offsets
To calculate the offsets between overlaps, we assume that
each different type of overlap is affected in the same way,
wherever in the survey it is, i.e. a 2 2 11 overlap between
two observations in the ELIAS N1 region of the UKIDSS-
DXS will have the same offset as another 2 2 11 overlap
between two other observations in the ELIAS N1 region or
a 2 2 11 overlap in the Lockman Hole region. Finally we
select objects that have a magnitude (mlimit − 7.) < m <
(mlimit − 3.) where mlimit is the J or K-band limit in the
VarFrameSetInfo table, see §4.3. The brighter limit should
reduce effects of saturation and the fainter limit should re-
move very noisy objects.
We calculate ∆mag very simply by finding the
3σ−clipped mean magnitude of each source from observa-
tions on one side of the overlap and subtracting the equiv-
alent value on the other side. Some of these sources vary
in time and have different numbers of observations on each
side, corresponding to when the observations were taken.
However, these variations are different for each source and
just add some addition random error if there are enough
sources in each overlap.
The offsets for each overlap are shown in Table B1.
B2.1 Variations with position and magnitude.
In each overlap region we have looked for variation with
position or magnitude. We look at the coordinate along the
primary direction of the first extension (i.e. along the side
of the detector) We have plotted a subset of the overlaps
showing some with large offsets, some with small offsets
in Figs B4 - Fig B7. The full set of plots can be found at
http://surveys.roe.ac.uk:8080/wsa/Overlaps/overlaps.html.
While we find some linear trends with position, there seems
to be no noticeable variation with magnitude over the 4
magnitudes in question. This suggests that the problem is
not due to saturation or non-linearities in the photometric
solution, but is due to a spatial variations across the focal
plane which have not yet been eliminated.
B3 Correcting lightcurves
Above, we have done a careful analysis of the overlaps and
conclude that the offsets across most overlap regions are low
level < 0.01 mag (as expected from Hodgkin et al. 2009),
but in a few cases, particularly between extension number
4 on one frame and extension number 4 on the other, along
the x-axis, can be several hundredths of a magnitude — al-
most 10 times the expected value (see Table B1). There is
no magnitude dependence, but there is a positional depen-
dence along some of the overlaps, so this is not an effect of
saturation. Fig B8a shows the effect of correcting the light
curve in Fig B1 with the average offset measured along the
overlap. Some of the difference in the lightcurves is removed.
Fig B8b shows the effect of correcting with a positional de-
pendent offset, and in this case most of the difference is
removed.
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Figure B4. Relative photometry of the sources on either side
of the K-band 2 2 11 overlap. The lower plot shows the varia-
tion with the position, and the upper plot shows variation with
magnitude. The red solid line gives the mean offset and the red
dashed lines give the 3 − sigma deviation from this offset. The
blue dotted line gives the best fit linear variation with position.
This overlap shows no significant offset and no significant trend
with magnitude or position.
Figure B5. Relative photometry of the sources on either side
of the J-band 2 2 33 overlap. See Fig B4 for details. This overlap
shows a significant offset 0.011±0.002 mag. There is no significant
trend with magnitude or position.
Figure B6. Relative photometry of the sources on either side
of the K-band 3 4 15 overlap. See Fig B4 for details. This over-
lap between two different detectors shows no significant offset or
trends.
Figure B7. Relative photometry of the sources on either side
of the J-band 4 4 11 overlap. See Fig B4 for details. There is a
significant offset −0.023±0.004 and a strong trend with position.
Again there is no trend with magnitude.
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Figure B8. Light curve for object, UDXS J105553.80+583930.7.
Same labelling as for Fig B1, except that in the upper plot (a),
the points having y > 3500. (crosses with thin error bars) have
been corrected by a simple offset for the whole overlap, and in
the lower plot (b), these points have been corrected using a linear
fit to position. The points having y < 500. have not been altered
in either case. With this second correction most of the difference
is removed.
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