Abstract. In answer to a question of Murthy and Wiegand, examples are given of finitely generated projective modules L of rank 1 over a commutative ring R suchthat L®L~X is stably free but not free.
The following question was raised independently by M. P. Murthy and R.
Wiegand.
Question. Does there exist a commutative ring R and a finitely generated projective module L over R of rank 1 such that L® L~x is stably free but not free?
I will show here that the answer is affirmative. We can even assume that L® L~l ®R is free. Theorem 1. There exist rings R of the following types with a finitely generated projective module L over R of rank 1 such that L®L~l®R is free but L®L~l is not free.
( 1 ) R is a sub R-algebra of R [x, y] , finitely generated over R, and with quotient field R(x, y).
(2) R is a smooth rational domain of dimension 3, finitely generated over R. (3) R is a rational domain of dimension 5, finitely generated over C. (4) R is a smooth rational domain of dimension 1, finitely generated over C.
The examples will be constructed explicitly but the proof that L © L-1 is not free will use topological methods as in [SV] . In § §7 and 8, we give examples of projective modules P such that the determinant map det: Aut(P) -► R* is not onto.
All topological spaces considered here will be assumed to have the homotopy type of CPT-complexes. Now the universal covering of 50(3) is 53 -» 50(3) sending a unit quaternion i? to the map x -* qxq~x on Ri + Rj + Rk . This map sends i to the matrix / above so we see that the universal covering of X is 53 -► S3/{i) = X In particular, n{(X) = Z/4Z showing that HX(X, Z) = Hom(;r.(X), Z) = 0. The homotopy sequence • • • -*• %\X -» niBC2 -* niBS0(3) = 0 of the fibration I -» 5C2 -» BS0(3) shows that 71 iX -» niBC2 is onto and therefore HX(BC2, Z/2Z) -> //'(X, Z/2Z) is an isomorphism so the class of L is nontrivial. Therefore L® Lrx is nontrivial by Corollary 2.2.
We can obtain a 2-dimensional example as follows. The fibration 50(2) -> 50(3) -► 52 gives us a fibration 51 = 50(2)/C2 -> 50(3)/C2 -> 52. The homotopy sequence of this shows that 7T151 -> %iX is onto. Let « > 0 be divisible by 4. Since 7t) (X) = Z/4Z, we get a map T = 5' U" e2 -» X inducing an epimorphism of ni. Here Y is obtained by attaching a 2-cell to 51 by a map of degree « on the boundary. The composition Y -» X -► BC2 gives us a bundle L' on Y which is nontrivial since ni Y -► ?tiBC2 is onto and therefore HX(BC2,1/21) -* HX(Y, 1/21) is an isomorphism. Since HX(Y, 1) = 0, it follows from Corollary 2.2 that L'®L'~X is nontrivial. Of course, L'®L'~x®cf is trivial since L' is induced from L. We have therefore proved the following result (where cf denotes the trivial line bundle).
Theorem 2.3. There exist topological spaces X of the following types with a real line bundle L over X of rank 1 such that L © L~x © cf is trivial but L® L~x is not trivial.
( 1 ) X is a finite 2-dimensional complex.
(2) X is a smooth 3-manifold.
Applying Theorem 6.3 of [SX] , we get the following weaker version of Theorem 1(1).
Corollary 2.4. There is a finitely generated R-algebra R of dimension 2 with a finitely generated projective module L over R of rank 1 such that L® L~x ®R is free but L® L~x is not free.
Complex bundles
Complex line bundles are classified by maps into BSX . As in the real case we consider the fiber X = SU(3)/SX of the map 55' -> BSU(3) induced by the homomorphism 51 -» 5(7(3) sending a to the matrix (3.1)
Let L be the line bundle on X induced by the map X -> 55' or, equivalently, the line bundle associated with the principal 5'-fibration SU (3) -► X . As in the real case, cf © L © L~x is trivial and it only remains to show that L® L~x is nontrivial.
Consider the homomorphism 51 -> 5t/(2) sending a to the matrix We have an isomorphism 53 = SU(2) sending a unit quaternion a + bj with a, b Ç.C to the matrix <»> (-Î Î Under this isomorphism, the matrix (3.2) corresponds to the quaternion a.
Therefore SU(2)/SX = S3/Sx S 52 by the usual Hopf map S3 ^ S2. The inclusion SU(2) c SU(3) induces an inclusion 52 = 5f7(2)/5' c SU(3)/SX = X. Now 714(517(3)) = 0 by [SFB, Theorem 25.4 ] and the homotopy sequence of the fibration 51 -♦ SU(3) -> X shows that n4(X) = 0. Since 7r4(52) = Z/2Z the inclusion map 52 •-► X extends to a map Y = S2 li" e5 -> X where n is the generator of 7t4(52) = Z/2Z. Let L' be the pullback of L to Y. It will suffice to show that I! ® L'~ ' is nontrivial. Proof. If L © L~x is trivial, the composition X -* BSX -> BSU(2) is homotopic to a constant map so X -> BSX factors through the fiber SU(2)/SX = S2 of the map BSX -* 55(7(2). The converse follows in the same way as in Lemma 2.1. Note that, since BSU(n) is 3-connected, the spectral sequence of the fibration SU(n)/Sx -» BSX -+ BSU(n) shows that H2(BSX, 1) -> H2(SU(n)/Sx, 1) is an isomorphism. Therefore the maps 52 ^ Y -> X -► BSX all induce isomorphisms of H2(-, 1).
If L' © L'~x is trivial, the generator of H2(Y, Z) will be spherical so by Lemma 3.2 below, 7i4(52) -» n^(Y) will be injective but this is impossible since n maps to 0 in 7r4(T).
Lemma 3.2. Let Y be a topological space and let f: Sn -+ Y. Suppose there is an element aeHn (Y,1) such that f*(a) = i is a generator of H"(Sn ,1). If a is spherical, then f has a homotopy left inverse.
In other words there is a g : Y -> S" such that gf ~ 1. This implies that 7ij(Sn) -► 7ij(Y) will be injective for all i.
Proof. We can find a map g : F -► 5" such that the composition 5" <-+ Y -» 5" induces an isomorphism of Hn(-,1). Therefore it has degree 1 and so is a homotopy equivalence of Sn with itself.
We have now proved the following result. Theorem 3.3. 777ere exist topological spaces X of the following types with a complex line bundle L over X of rank 1 such that L © L~x © cf is trivial but L® L~x is not trivial.
(1) X is a finite 5-dimensional complex.
(2) X is a smooth 1-manifold.
Applying Theorem 6.3 of [SH], we get the following weaker version of Theorem 1 (3).
Corollary 3.4. There is a finitely generated C-algebra R of dimension 5 with a finitely generated projective module L over R with rank 1 such that L®L~X®R is free but L® L~x is not free.
Algebraic examples (real)
I will now show that the bundles considered in §2 can be realized over affine subrings of the rings of continuous functions on the spaces considered.
Let C = R[x,y]/(x2+y2 -1) c C(5'). The map 51 -+ 5' of degree n given by z -» z" if Sx = {z e C| \z\ = 1} induces a map ôn: C -* C by S"(x) = cn(x, y) and Sn(y) = s"(x, y) where cos(«0) = c"(cosf?, sinö) and sin(n6) = sn(cosÖ, sinö). We have C® C = C[x, y]/(x2 + y2 -l) = C [i, r1] where t = x + iy. If c denotes complex conjugation, c' = c ® 1 acts on C[i, i_1] by c'(t) = t~x. The map S" is given by Sn(t) = t". In particular, ôn is injective. It also follows that the group of units U(C) is the subgroup of U(C ® C) fixed by c' which shows that U(C) = R*.
Let pn , the group of nth roots of 1, act on C <g> C = C[t, t~x] by letting Ce/i" send t to Çt. This commutes with the action of c' and so induces an action of pn on C. Since C[t, r1]*» = C[tn, rn] and c'(tn) = t~n we see that C" « C. Moreover, the composition C « C" <-»• C is just ¿" since it sends t to t".
By [SM, Theorem 9 .2(a)], we know that Pic(C) = Z/2Z. I will recall the argument since similar methods will be applied to other cases below.
Definition. If A c 5 is a ring extension, write Pn(B/A) for the set of isomorphism classes of finitely generated projective ,4-modules P suchthat B®áPk, B".
The familiar galois descent argument [SCL] works without change for galois extensions of rings. A discussion of galois ring extensions can be found in [SN, §2] .
Theorem 4.1 (galois descent). If Ac B is a galois extension of rings with galois group G, then Pn(B/A) « Hx (G, GL" (B) ). This is just a reformulation of Speiser's descent theorem [SN, Proposition 2.5] since two actions of G on 5" differ by a cocycle and isomorphic actions lead to cohomologous cocycles. By applying this to the galois extension C C C <g> C and using the fact that C ® C = C [t, r1] has Pic = 0, we see that Pic(C) = HX(G, C[t, r1]*) = HX(G, C* x 1) = HX(G, 1) = 1/21, where G is of order 2 generated by complex conjugation, which acts on Z = (t) by negation. Since the isomorphisms of Theorem 4.1 and Corollary 4.2 are natural, we can compute the effect of ôn on Pic(C) by observing that ôn acts as n on Z, and therefore ôn also acts by multiplication by n on Pic(C).
We now consider the space Z" = 51 U" e2 which can be obtained as the pushout of the diagram
where / is the map of degree n considered above which induces S": C -> C . We always assume that n > 0. The fact that P © P~x © 5" is free for n = 0 (mod4) follows easily from the following result. Theorem 4.6. K0(Bn) = 0 for n odd. If n = 2 (mod4), then K0(Bn)j generated by P, the generator of Pic(5"). If n = 0 (mod 4), then Kq(B") = The proof will be given below. It follows from this that if n = 0 (mod 4), then [P © />-'] = [P ® P] = 2[P] = 2 [Bn] , showing that P © P~x is stably free. Since dim5" = 2, Bass' cancellation theorem [B, EE] shows that P®P~X®B" is free as required. Note that if n = 2 (mod4), then 2[P] = -2[5"] is not 0 in Ko(Bn) so P © P~x is not stably free. To prove (2) of Theorem 1, we will consider the coordinate ring of SO(3)/C2 = 53/C4. The group C4 = (i) acts freely on 53 and even on its complex points, i.e. the complex solutions of x2, h-1-x2 = 1. This is clear since no point x of 53 has x = -x . Recall the following standard fact.
Theorem 4.10. Let X = Spec A where A is an affine algebra over afield k. Let G be a finitegroup ofautomorphisms of A asa k-algebra. Assume that G acts freely on X(k) where k is the algebraic closure of k. Then A is a galois ring extension of the fixed subalgebra AG with galois group G. In particular, A is finite and étale over AG so AG is smooth over k if and only if A is. Proof. The extension A/AG is galois with group G if and only if the following condition holds (see [SN, §2] and references given there). Theorem 4.11. Let P represent the nontrivial element of Pic (R) . Then P®P~X is not free but P ®P~X ®R is free. This, together with Lemma 4.13 below, proves (2) of Theorem 1.
Proof. The module R® P® P~x corresponds to the cocycle sending a to the matrix in GLi(A). We will show that it is a coboundary.
Let A = j4®rH . We write the elements of A as a = ao+ai i+a2j+a-ik with a, e A. Let a = ao -ai i -a2j -a-¡k and set ¿%a = ao . Note that ää = J2 a2 .
Define (a, b) = 31 ab. If b = bo+bii+hj+b^k then (a, b) = J2aib¡ = (ä, b).
We have (ac, be) = cc(a, b) = (ca, cb).
Generalizing the classical map <p:S3 -» 50(3), we define q>: (/(A) -► C7L3(^) by sending q to the map a >-* qaq~x of Ai + Aj + Ak to itself. This space consists of the elements a with (a, 1) = 0 and so is stable under conjugation by q. Clearly <p commutes with automorphisms of A such as a. Choose q = Xo + Xi i + x2j + x-$k . Then= 1 so q lies in f7(A). Since a(q) = iq by the definition of a we have a(<p(q))<p(q)~x = (p(iq)tp(q)~x = (p(i) = J as required. Therefore J is a coboundary so P ® P~x ® R is free.
Remark. Explicitly,
Using this it is easy to verify directly that J = o(<p(q))q>(q)~x . Also, if D is the coordinate ring of 50 (3), the map D -> ACl = Aeven induced by <p is easily checked to be onto and therefore an isomorphism since both domains have dimension 3. Clearly R = AG can be regarded as a ring of functions on X = SO(3)/C2 = S3/G. We will show that P ® P~x is not free by using the results of §2.
Lemma 4.12. P induces the bundle L on X. Proof. Consider the inclusion 51 = SO(2)/C2 «-♦ X = SO(3)/C2. Since HX(X, 1/21) -» HX(SX, Z/2Z) = Z/2Z is an isomorphism, it is enough to show that P induces the Möbius bundle on 51.
The restriction map C(S3) <-» C(SX) induces the homomorphism A -> C sending xo to x, xi to y, and x2 and X3 to 0. This in turn induces a map AG -> CG corresponding to 5l = Sx/G >-► X = 53/0 and the results at the beginning of this section show that CG is just the coordinate ring of 51 = Sx/G. In particular, the nontrivial element of Pic(CG) induces the Möbius bundle on 51 . The map HX(G, A*) -* HX(G, C*) is an isomorphism since A* = C* = {±1}. Therefore Pic(^G) -» Pic(Cc) is nontrivial and hence an isomorphism, both groups being Z/2Z. Lemma 4.13. R = AG is rational over R.
Proof. Recall that A = R[x0, ... , x3]/(x^ + • • • + x| -1) with G = (a : a4 = 1) acting on A by a(xo, xi, x2, X3) = (-xi, xo, -X3, x2). Therefore a2 acts by sending x, to -x, for all i. Let K be the quotient field of A. Then K = R(ti ,ti,ti,P) where ti = x¡/x0 and p = l/x0. Here t\,ti, and ¿3, are fixed by a2 while p is sent to -p. Since p2 = 1 +12 +1\ +1\ , it is clear that the subfield K fixed by a2 is L = R(ti ,ti,ti)-Now a = titi/ti is fixed by a . If we let F = R(a), then L = F(ti, ti) and a acts by a(ti) = -if1
and o(ti) -at2x . Since o acts monomially, it follows from a theorem of Hajja [H, Theorem 4 ] that L is rational over F and hence over R.
Known results
For the reader's convenience, I will recall here some standard results on the special linear group, complex spheres, and Gm -bundles.
The real coordinate ring Ar of SU(n) has generators xi; and y¡j with relations expressing the fact that the matrix Z = (zßv) with zßv = xßv + iyßv -T satisfies the relations Z Z = I and det(Z) = 1.
Let A be the coordinate ring of SL3 over C.
Lemma 5.1. C ®K Ar -^-> A.
Proof. Over C, we can change the variables from x;; and y¡¡ to z,j and zy _x where zy = x,; -iyy . Since Z Z = /, the variables zy are superfluous and, after eliminating them, the only remaining relation is det(Z) = 1. Lemma 5.2. A is a smooth rational domain of dimension n2 -1.
Proof. If mßV is the cofactor of zßv in the matrix Z = (zßV), then A [m~x] is clearly a localization of the polynomial ring of the n2 -1 variables zaß with (a, ß) ^ (p, u). Since the minors corresponding to any row span the unit ideal, it follows that A is smooth. Since we can find matrices with all minors nonzero, the corresponding affine pieces of 5L"(C) overlap nontrivially showing that 5L"(C) is irreducible, so A is a domain.
If 5 is a finitely generated R-algebra, let VR(B) be the set of R-algebra Tensoring with C shows that A -> Cc(SU(n)) is also injective.
Proof. Let 5 be the image of AR -» CR(SU(n)). If this map is not injective, 5 is a proper quotient of A and so dim5 < n2 -1 . Since 1^(5) = SU(n) has dimension «2 -1, this contradicts Lemma 5.3.
Define the "complex «-sphere" SC to be SC" = {(z0, ... , zn) e C+11z¡ + ■ ■ ■ + z2 = 1}.
The following fact is presumably also well known.
Lemma 5.5. SC is diffeomorphic to the tangent bundle T(S") of S" .
Proof. Let zv = x" + iyv with x" and yv in R"+1 . Then 5C" is defined by the equations ¿^x2 -¿>2 = 1 and Y,x"yv = 0. On the other hand, 77(5") is the set of (t,y) in R"+1 x Rn+1 satisfying £f* = 1 and £f"j>" = 0. The required diffeomorphism is given by t = x/|x| and x = (1 + "£,yl)x/2t. Corollary 5.6. The inclusion S" c SC" is a homotopy equivalence.
Remark. The tangent bundle 77(52) has another algebraic structure obtained by identifying 52 with the complex projective line P¿ . In contrast to SC2, this structure is not affine since the zero section is a subvariety isomorphic to P1. Thus 77(52) is a simple example of a real 4-manifold with two distinct structures as a complex variety.
We now recall some standard results on Gm -actions as motivation for the construction given in §6. If Gm = SpecZ[i, t~x] acts on an affine scheme X = Spec^4 , the map Gm x X -► X corresponds to a map q> : A -> A [t, t~x] . Write <p(a) = J2en(a)t" where e" : A -► A . For each a, e"(a) = 0 except for a finite number of « . The relation 1 • x = x translates into ¿^en(a) = a, and the relation a(za) = (at)a is easily checked to be equivalent to em(en(a)) = 0 for m/n, and e"(e"(a)) = e"(a). Therefore the en are orthogonal idempotents so A = 0 An , where A" = im en ■ Also, the condition that tp be a ring homomorphism is equivalent to Ap • Aq c Ap+q . This shows that a Gm -action on Spec ,4 is equivalent to a Z-granding of A. If f: Spec ,4 -► Spec 5 is a principal Gm-bundle, A must look locally like B[t, i_1] with the obvious grading. It follows that 5 = Aq . In particular, we see that Spec A is smooth if and only if Spec 5 is. It is enough to check this locally and it is clear that B[t, t~x] is smooth if and only if 5 is.
It is easy to determine the required grading in a specific example since if a e Gm(C) then a: Spec,4 -» Spec,4 induces the map A -> A sending J2an to Zana".
Algebraic examples (complex)
We first construct a coordinate ring for X = SU(3)/SX where 51 consists of the matrices (6.1) with aiC, \a\ = 1 .
By analogy with Lemma 5.1, we will do this by working with 5L3(C) instead. Let T be the subgroup of 5L3(C) consisting of all matrices (6.1) with a e C*, and let X' = 5L3(C)/77. Note that X = SU(3)/SX -+ X' is a homotopy equivalence since 5i7(3) -»• SL^(C) and 51 -> C* are, and considering the homotopy sequences of the fibrations
shows that X -> X' induces an isomorphism of homotopy groups. Now let A be the coordinate ring of 5L3 over C, and let Gm(C) = 77 act by right multiplication on 5L3. Following the discussion at the end of §5, we define a grading A = 0 An on A by letting deg Zy = 0 if j = 1, 1 if j = 2, _j and -1 if j = 3. Let Z be the inverse of Z and define det Zy = -deg z,; _j making Z Z = / a homogeneous equation. If 5 is the matrix given by (6.1) then the mapping Z -> ZS corresponds to the automorphism of A which is induced by multiplication by a" on An . Let B = A0, the set of elements of degree 0. Then 5 is the set of elements of A invariant under the action of 51 so 5 can be regarded as a ring of functions on X = SU(3)/SX as well as the coordinate ring of X' = 5L3(C)/77. Lemma 6.2. 5 is a smooth rational C-algebra.
Proof. B is smooth by Lemma 5.2 and the remarks at the end of §5. Referring to the proof of Lemma 6.1, we see that it will suffice to show that 5[<z¡~1] is rational. This is a localization of ^4/(zi2 -1) which is the coordinate ring of the subvariety W of 5L3(C) consisting of matrices with z12 = 1. Such matrices can be reduced to the form ( ¿ ^ ) with M e 5L2(C) by a canonically chosen series of elementary transformations. This shows that IT = C4x5L2 (C) showing that W is rational by Lemma 5.2.
We choose P = A-\, which is a finitely generated projective 5-module of rank 1 with P~x « Ai. This follows immediately from Lemma 6.1 since the analogous statement for B [t, t~x] is trivial.
Theorem 6.3. P ® P~l is not free but P®P~X®B is free. Proof. The line bundle L is the complex vector bundle associated to the principal bundle 51 -* SU(3) -► X. The map 51 -► 5f7(3) sends a e 51 to the matrix 5 given in (6.1). Therefore, L is the quotient (5i7(3) x C)/ ~ where (Z, aQ ~ (ZS, 0 for a € 51 . Let Z' denote the image in X of Z e SU(3). A section of L is given by Z' ^ (Z, <p(Z)) where (Z5, tp(ZS)) = (Z, tp(Z)) for a e 51 or, equivalently, (p(ZS) = a~xq>(Z). If q> belongs to the ring A, this is exactly the condition that <p = A_x = P. Therefore we have a map P -► T(L) which is clearly a 5-homomorphism and so induces a map C(X) ®b P -* T(L). This corresponds to a map of line bundles £->! where E is the bundle induced by P. To see that E « L it is enough to check that Ex -> Lx is nonzero at all points x of X. This is clear since the zl2 lie in A-1 = P and one will be nonzero at x.
To get a 5 dimensional example as required by Theorem 1 (3) we can consider the space 52 U, e5 as in §3, but a slight modification of this will be more convenient.
In the following lemma a, a, b, b, c, c can be any elements satisfying the given relation (not necessarily complex conjugates). Proof. In real coordinates (xo, xi, ... , X5) with a = xo + ix\, etc., ntp is given by n<p(xo, Xi, ... , Xs) = ( 1 -2x¿, 2xrjXi, ... , 2xoX5) which clearly has the described properties. This map can be described geometrically as follows. Pinch the equator 54 to a point getting two spheres with a common point. Then fold these two spheres into a single sphere, identifying the images of the north and south poles of the original sphere. and let R c R' be any subring finitely generated over C and containing the image of 5 -► R'.
Let P be the rank 1 projective 5-module considered in Theorem 6.3 and let Q = R®BP. Then Theorem 6.7. Q®Q~X is not free but Q®Q~X®B is free.
Proof. The second assertion follows immediately from Theorem 6.3. For the first assertion it will suffice to consider 0/ = R' ®# P. We can regard R' as a ring of functions on the pushout Z of the diagram 54 -► Y <6-5» 1 1
-► Z From diagram (6.3) we see that Y -► X' factors as Y -> Z -► X' and the map 5 -» R' is obtained from 5 -* C(X') -> C(Z). The inclusions 5*7(2) c 5f7(3) and 5L2(C) C 5L3(C) give us the diagram

52-► y 1 I X-► X'
The top and bottom arrows are homotopy equivalences and we have seen in §3 that the left vertical map induces an isomorphism of H2(-,1). The same is therefore true of the right vertical map. It is also true of Y -► Z since Z is obtained from Y by attaching 5-cells (the two hemispheres of 55). Therefore, the two maps X -> X' <-Z induce isomorphisms of H2(-, 1). Let L' be the line bundle on X' corresponding to C(X') ®ß P. Then L' induces the bundle L of Lemma 6.4 on X. The corresponding cohomology class Ci(L') 6 H2(X', Z) maps to Ci(L) e H2(X, 1). Since cx(L) generates H2(X, Z) by Lemma 6.4 and the results of §3, we see that ci(L') generates H2(X',1).
Let M be the line bundle on Z corresponding to C(Z)2>r<Q = C(Z)®BP, where g' = R' ®BP as above. Then M is the pullback of L' under Z -► X' so t*i (A/) generates H2(Z , 1).
To show that Q © 0/~' is nontrivial, it will suffice to show that M ® M~x is nontrivial. By Lemma 3.1, it is enough to show that C\(M) is not spherical. Now the maps 52 -> Y -> Z induce isomorphisms of H2(-, 1) so Ci(Af) maps to a generator of H2(S2, Z). If ci(Af) is spherical, then by Lemma 3.2, 7t4(52) -> 7t4(Z) will be injective and therefore 7t4(y) -> 7t4(Z) will also be injective. But we have seen that the map 54 -> F in diagram (6.5) represents the generator of n4(Y) = Z/2Z, and the composition 54 -> Y -> Z is trivial since it factors through 55 which has 7T4(55) = 0.
To complete the proof of Theorem 1 (3) we must show that R can be chosen finitely generated and rational. Since R was any sub-C-algebra of the pullback R' which contains the image of 5 we can choose R finitely generated. Referring back to the definition (6.4) of R!, we now see that R' -> 55 is injective. The elements xo and xox, lie in the kernel of 55 -> R4 and so lie in R'. If we choose R to contain these elements, it is clear that R will have the some quotient field as 55 and so will be rational over C.
NONLIFTABLE DETERMINANTS (REAL CASE)
In this section, we will give an example to show that the map [X, BSO(n)] -> [X, BO(n)] is not injective in general. This problem turns out to be equivalent to a lifting problem for determinants. Another version of this result will be discussed later in §9.
Let C(X) be the ring of continuous real functions on X. If E is a vector bundle over X, we define an action of the group C(X)* on the fiber of [X, BSO(n)] -» [X, BO(n)] over E as follows. A preimage of E consists of a pair (E, y>) where <p : f\" E « cf, cf being the trivial line bundle on X . If ß e Aut(¿f ) = C(X)*, define ß o (E, (p) = (E, ß<p). If (E, y/) lies in the same fiber, we have (E, y/) = ß o (E, y>) with ß = y/(p~x E Aut(<f ). Therefore the action of C(X)* is transitive on the fibers.
By taking determinants of endomorphisms of E fiberwise we get a determinant map det: End(E) -* C(X). Two pairs (E, y>) and (E, ß<p) represent the same element of [X, 550(«)] if and only if there is an automorphism a of E such that q> o A" a = ßq>. Now f\" a = det(a) in Aut( A" E) = C(X)* so the requirement is that det(a) = ß . Therefore the fiber over E is the cokernel of det: Aut(5) ^ C(X)*.
Let C(X)q be the subgroup of / e C(X)* which are homotopic to 1 as maps into R*. If / 6 C(X)5, we can write f = g" for some g 6 C(X)*. This is clear in the real case since f > 0. In the complex case we can lift /: X -> C to the «-fold covering C-»C (where z ^> z") since / is homotopic to a constant. If g e C(X)*, the map g: E -» E given by multiplication by g has det(#) = g" where « = rkE, showing that the subgroup C(X)j$ lies in the image of Aut(E). This shows that the action of C(X)* on [X, BSO(n)] factors through C(X)*/C(X)*0 = [X, 0(1)]. The following example of Ojanguren shows that the determinant need not be onto.
Theorem 7.3 [O, §4] . Let E be the (real) tangent bundle to S2n. Then the preimage of E in [S2n , 550(2«)] consists of two distinct elements.
Proof. The two liftings (E, <p) and (E, y/) to [S2n, BSO(2n)] consist of E with its two possible orientations. If x(F, (p) G H2n(S2n) denotes the Euler class, it is well known [MS] that x(E, y/) = ~x(E, (p) so (E, y/) ^ (E, tp) since x{E > <P) ¥" 0-Corollary 7.4. If E is the real tangent bundle to S2n , there is no automorphism a of E with det(a) = -1.
Corollary 7.5. Let A = E[xo, ... , x2"]/(xq H-h x|" -1) and let P be the projective A-module defined by the unimodular row (x0, ... , x2n). Then if f is any automorphism of P, det(/) > 0.
This follows from the well-known fact that P induces the bundle E [SV] and A* = R* [SM, Lemma 9.1].
Remark. There is no corresponding result for endomoprhisms of P. For example, let A = R[x, y, z]/(x2 + y2 + z2 -1 ), so that P has generators a, ß , y with the relation xa + yß + zy = 0. Let f:P->P by /(a) = (l-z2)a + 2xzy, f(ß) = (1 -z2)ß + 2yzy, f(y) = (z2-\)y.
Then it is easy to see that det(/) = -(1 -z2)2 < 0. Here / fails to be an isomorphism on the fibers over z = ± 1.
NONLIFTABLE DETERMINANTS (COMPLEX CASE)
The first two results of §7 have immediate analogues in the complex case with exactly the same proofs. It does not seem to be quite as easy to prove results like Theorem 7.3 in the complex case since there is no obvious analogue of the Euler class which we can use. However, similar results also hold in this case.
Recall that [5",5Í7(«)] = nn(BU(n)) = nn_i(U(n)). The element of 7t"_i([/(«)) corresponding to a bundle is given by a clutching function on the equator Sn~x of S" [HFB, SFB] . Theorem 8.3. Let E -» 5" be either the rank 2 complex on S4 corresponding to the generator of n4BU(2) = 1, or the rank 2 complex bundle on S5 corresponding to the generator of n5BU(2) = 1/21. Let X = S" x Sx and let p*E be the pullback of E to X by the projection p: X -» 5" . Let q: X -> 51 be the other projection. Then there is no automorphism a of p*E with det(a) = q .
Algebraic descriptions of these bundles will be given below.
Proof. Let E be the given bundle with clutching function c. We can assume that c: S"~x -* SU(2) since nn-i(SU(2)) -» nn-i(U(2)) is an isomorphism for « > 3. We can also assume that c(*) = 1 where * is a basepoint of S"~x. Let U be the upper hemisphere of 5" and let V be the lower hemisphere. Write the points of UxC2 as (u, x)u and those of V xC2 as (v, x)y . Then E = (Ux C2)U(FxC2) with the identification (u, x)v = (u, c(u)x)y for u e Sn~x and therefore p*E = (UxSx xC2)u(VxSx xC2) with (u, s, x)v = (u, s, c(u)x)v for u G 5"_1. Now if a is an automorphism of p*E, its restriction to U x Sx x C2 takes the form a(u, s, x)u = (u, s, ß(u, s)x)u and its restriction to Fx5*xC2 takes the form a(u, s, x)v = (u, s, y(u, s)x)y , where ß(u, s) and y(u, s) lie in GL2(C). For u e 5"_1 , compatibility with the identifications requires that a(u, s, x)u = a (u, s, c(u) Now <p(u, s) is defined on U xSx which has the homotopy type of 51. Since 5L2(C) is simply connected, y>(u,s) ~ 1 (the constant map) and similarly, y/(u, s) ~ 1. Therefore, (8.2) shows that the two maps S"~x x Sx -* GL2(C) sending (u, s) to sc(u) and and c(u)s are homotopic. This is equivalent to the assertion that 6: 5n~1x5I -► C7L2(C) by 6(u, s) = [s, c(u) ] is homotopic to 1. Conversely, if this is so, a exists. It suffices to set <p(u, s) = 1, define yi(u, s) on S" ' x 51 by (8.2), and observe that yi(u, s) ~ 1 so yi(u, s) extends to V xSx. To prove the theorem, it will therefore suffice to show that 8 is not homotopic to the constant map in the two cases considered in the theorem. Note that 8 maps S"~x x Sx to SU(2) c SL2(C). Since 517(2) ^ 5L2(C) is a homotopy equivalence and GL2(C) is homeomorphic to 5L2(C) x C*, it will be enough to show that 8 is not homotopically trivial as a map into 5f7(2). Now 8 sends Sn~x V 51 = (S"~x x 1) u (* x 51) to 1. Since 5i7(2) = 53 is 2-connected, it will suffice, by Lemma 9.1 and Corollary 9.2, to show that 8 is nontrivial in [(5"-' (2)] is trivial as observed above, so it will suffice to show that the map d: S" = (S"~x x Sx)/(Sn~x V 51) -> SU (2) is nontrivial.
Remark. The fact that (Sp x 5«)/(* x 5«) ~ Sp V Sp+" can be seen as follows.
By [Br, 4.7] , Sp x 5" = e° u ep u e" u ep+i so (5"x5«)/(*x5«) = e°Uf"Ue''+« with e° U e" = S" x * . Since Sp = Sp x * «-» (5" x 5«)/(* x 5«) -► Sp (by the projection) is the identity map, the attaching map ep+q~x -► 5P for e*p+? must be homotopic to the constant map. Now apply [Br, 7.5.5] .
Recall that the group 5(7(2) is isomorphic to the group 53 of unit quaternions, the matrix ( _| t ) corresponding to the quaternion a + bj. It is easy to check that conjugation by 5 on 517(2) corresponds to the action on 53 sending a + bj to a + sbj . Therefore, if we let c(u) in SU(2) correspond to a + bj = a(u) + b(u)j in 53, the map 6: Sn~x xSU 5(7(2) = 53 is given by d(u,s) = (a + sbj)(a + bj)-x = l + (s-l)bj(a + bj)-x = 1 + (s-\)bj(a-bj) = \+(s-l)\b\2+(s-\)abj.
In particular, the /-coordinate of 8(u, s) is |è|2Ims. Choose the equator of 5" = (5"_1 x51)/(5"_1 V51) to be given by the image of S"'1 x -1 . This clearly contains the image * of 5"_1 V 51 = (5n_1 x 1) U (* x 51). We choose the upper hemisphere to be given by Im 5 > 0 and the lower hemisphere to be given by Im 5 < 0. If we choose the upper and lower hemispheres of 53 to be given by the /-coordinate, it follows that 0' maps the upper hemisphere of 5" to the upper hemisphere of 53 and similarly for the lower hemispheres. Therefore 6' is the suspension of the map r¡: 5n~l -»52 given by restricting 6' to the equators, i.e., by setting s = -1. This map sends u to \-2\b\2-2abj = \a\2-\b\2-2abj, lying in the unit sphere of R+K/ + RA:. This is exactly the formula for the Hopf map h: S3 ^ S2 so it follows that 8' is the suspension of the composition S"~x -^-* 53 -► 52 or, in other words, 8' = Ih o It*.
Recall that if we define n" = colim7r"+yt(5/c) as k -* oo, then 07t" is an algebra under composition, 7ti -1/21, generated by n the image of the Hopf map « , and 7T2 = 1/21, generated by n2 = n o n [Hu, Chapter XI, §15] . For the first bundle considered in Theorem 8.3, we have c = 1 so the image of 8' in 7ti is the generator and hence is nontrivial. For the second bundle considered, c = E« [Hu, loc. cit.] so the image of 8' in n2 is the generator n2 which is also nontrivial.
Corollary 8.4. If E is as in Theorem 8.3, the preimage of E in [SnxSx, 55(7(2) ] «as 2 elements.
Proof. As observed above, E has an 5(7(2) structure so the preimage is nonempty. We have [5"x51, 51] = Z generated by q . Since q2 is the determinant of multiplication by q on E, the result follows from Lemma 8.1 and Theorem
8.3.
We can give algebraic descriptions of the two bundles as follows.
(1) Let A = R[t, xo, ... , X3]/(i2 + x2 + ■■■ + x2 -I) be the coordinate ring of 54 considered as the unit sphere of R x H. Define an idempotent endomorphism p of the free module (H ®R A)2 by p(yi, y2) = (yi, y2)M where M is the matrix with q = xo + xi /' + x2j + x-¡k. The image of p is a rank 1 projective module P over H ®R A . We regard P as a rank 2 projective module over the subring R = C®RA = C[t,x0,... , x3]/(/2 + xl + ■ ■ ■ + x2 -1). By [SV, p. 276] and [SFB, 20.4] , this has the Hopf bundle 57 -> 54 as associated principal bundle. This corresponds to the generator of n4BU(2) = 1.
(2) Let R = C[xo, ... , x$]/(x^ + ••• + x¡ -1) be the complex coordinate ring of 55. Set zi = xo + ix\, z2 = x2 + 1x3 , z$ = x4 + 1x5 and let P be the projective 5-module defined by the unimodular row (zi, z2, z3). By [ST, p. 433] , P defines a nontrivial vector bundle on 55 as required. 9. Based homotopies I will give here a brief discussion of the relation between free homotopies and basepoint preserving homotopies with emphasis on the case of classifying spaces. This problem is closely related to the one discussed in §7.
Let X be a CW-complex and Y a subcomplex of X. As usual we define X/ Y by taking the disjoint union X U * of X with a point and identifying all points of Y with *. Therefore X/Y is Xö* if Y is empty and otherwise is the space obtained by collapsing y to a point.
Definition. If X and Y are spaces with basepoint let [X, Y0] denote the set of homotopy classes of maps of X to y which preserve the basepoint, the homotopies also being required to preserve the basepoint (notation as in [HFB, Chapter 1, §4] ). Let [X, Y] denote, as above, the set of homotopy classes of maps of X to y which are not required to preserve the basepoint. This follows from the fact that all vector bundles on a simply connected space are orientable so orienting the fiber over the basepoint is equivalent to orienting the bundle. It is also clear directly since each map X -► BO(n) has a unique lift to BSO(n) preserving the basepoint.
The following gives a generalization of Lemma 7.1 to the case of not necessarily orientable bundles.
Corollary 9.5. Let X be a connected space and let E be a real rank n vector bundle on X, classified by a map f: X -* BO(n). Then E has an automorphism with determinant -1 if and only if the preimage of [f] under [X, 50(«) ]o -* [X, BO(n)] consists of a single element. Proof. Choose an orientation for the fiber of E over the basepoint. An automorphism with determinant -1 will reverse this orientation showing that the two possible orientations give isomorphic bundles. Conversely, an automorphism of the bundle which reverses the orientation over the basepoint will necessarily have a negative determinant d at all points since X is connected. Dividing the automorphism by \d\y/" gives the required automorphism.
Proof of Theorem 9.3. Let f0, ft: X-» BO(n) and let E¡ = fig where g is the canonical bundle on BO(n). If To -f\ » we get an isomorphism E0 ~ Ei as follows. Let «: X x / -* BO(n) be a homotopy between f0 and f . By a standard fact about bundles [HFB, SFB] , there is an isomorphism y/ : E x I k, h*W for some bundle E on X. Let y/¡ be the restriction of y/ to E x i for / = 0, 1. Then y/¡: E « E¡ so y/\¥o~X '■ Eo « E\ . Write F, for the fiber of F, over the basepoint xo and F for the fiber of E. Let «' be the restriction of « to xnx/. Let (p be the restriction of y/: Exl&h*% to <p: Fxl « h'*g?. Then t^i y/0~x restricts to the isomorphism tpitp^1 : Fq~ Fi, where <p¡ is the restriction of (p to F x i for / = 0, 1. A different choice y/' for y/ leads to a new map <p': F x I k «'*f and we can write q>' = (pa where o-is an automorphism of F x I over I. It follows that (p\(p'o~x = •PiO'iOo'Vo ' • ^ow ^ = ^" so a has the form a(x, t) = (y(t)x, t) where y. I ~* GL" (R) . Therefore (TicTq"1 = y(l)y(0)_1 ~ y(0)y(0)~x = 1 so ojcr^1 preserves orientation. This shows that the sign e(h) of the determinant of y>i<pöx : F0 « Fi depends only on « and not on the choice of y/ . To find the value of e(h) it is sufficient to consider the case where X is a point. («)) since 7ti(55O(«)) = 0. Now, returning to the proof of the theorem, let u> represent a nontrivial loop at * in BO(n). If F is a bundle on X, we can find f: X -* BO(n) with f*% « E. If the orientations do not agree over *, replace / by f °co. This shows that [X, 50(«) ]o maps onto the specified set of isomorphism classes, and that under this map, the action of %i(BO(n)) on [X, 50(«)]o corresponds to reversing the orientation on the fiber over the basepoint.
To show that two maps giving the same isomorphism class are homotopic,
we proceed as in [SFB, 19.3] . Let f0, f : X -* BO(n), write F, = ft%, and let <p : Eo « Fi. Let E = E0xl as a bundle over X x 7, let Y = (X x 0) U (X x 1 ), and let /: Y -» BO(n) by f0 on XxO and f on Xxl. Define n: E\Y « f*& by the identity over XxO and <p over Xxl. By [SFB, 19.2] , (/, n) extends to (A, y/) where A : X x 7 -» BO(n) (showing that A : f0 ~ f ) and y/ : E « A*f.
Note that the isomorphism <p is obtained from (h, y/) by the construction considered above preceding Lemma 9.6. Suppose now that (p preserves the orientation over the basepoint xo. Let oj = A|xo x 7. By Lemma 9.6, [co] = 1 in 7ti(50(«)). The homotopy co ~ 1 can be extended, as in the proof of 9.1, to a homotopy A ~ k fixing To and f . This k now gives the required homotopy of To and f¡ fixing the basepoint.
