Recently introduced generative adversarial networks (GANs) have been shown numerous promising results to generate realistic samples. In the last couple of years, it has been studied to control features in synthetic samples generated by the GAN. Auxiliary classifier GAN (ACGAN), a conventional method to generate conditional samples, employs a classification layer in discriminator to solve the problem. However, in this paper, we demonstrate that the auxiliary classifier can hardly provide good guidance for training of the generator, where the classifier suffers from overfitting. Since the generator learns from classification loss, such a problem has a chance to hinder the training. To overcome this limitation, here, we propose a controllable GAN (ControlGAN) structure. By separating a feature classifier from the discriminator, the classifier can be trained with data augmentation technique, which can support to make a fine classifier. Evaluated with the CIFAR-10 dataset, ControlGAN outperforms AC-WGAN-GP which is an improved version of the ACGAN, where Inception score of the ControlGAN is 8.61 ± 0.10. Furthermore, we demonstrate that the ControlGAN can generate intermediate features and opposite features for interpolated input and extrapolated input labels that are not used in the training process. It implies that the ControlGAN can significantly contribute to the variety of generated samples.
I. INTRODUCTION
Generative Adversarial Network (GAN) is a neural network structure, which has been introduced for learning latent space of a dataset and generating realistic samples [1] . GAN consists of two modules, a generator and a discriminator. A generator produces fake samples from random noises, while a discriminator attempts to distinguish between these fake samples and real samples. The generator tries to deceive the discriminator by learning from errors which are the output of discriminator with fake samples.
By such an adversarial and competitive learning, latent variables of a dataset are mapped into random variables which are inputs of the generator. After adequate learning iterations of such a process, the generator can generate realistic samples from random noises. While it is introduced recently, GAN has shown many promising results not only for generating realistic samples [2] - [6] but also for object detection [7] - [9] and image translation [10] .
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However, for generating realistic samples, we can hardly control the GAN because the random distribution is used for input variables of the generators. Although vanilla GAN can generate realistic samples from the random distribution, the relationship between the inputs of the generator and features of generated samples is not obvious. In the last couple of years, there have been several attempts to control generated samples by GAN. One of the most popular methods to control GAN is Auxiliary Classifier GAN (ACGAN) [11] . The ACGAN solves the problem by adding a classification layer to the discriminator.
While ACGAN shows good results for producing conditional samples, however, it suffers from severe overfitting for the classification. In this paper, we demonstrate that the discriminator in ACGAN can hardly guide the generator to produce fine samples since the auxiliary classifier is not shown as a good classifier while a fine classifier can generally assist a learning process [12] - [16] Furthermore, the learning of ACGAN can be disturbed by data augmentation while it is demonstrated that the data augmentation techniques can enhance the classification performance in general [17] . It is because the data augmentation techniques hinder the learning of GAN structure while they can contribute to the learning of classifiers. In this paper, such a trade-off on the use of data augmentation techniques for ACGAN is also demonstrated.
To overcome such problems, we propose a novel architecture to control generated samples, called Controllable Generative Adversarial Network (ControlGAN). The motivation of the proposed structure is to make the classifier perform better for a good guidance of the training of the generator. Control-GAN is composed of three players, a generator/decoder, a discriminator and an independent classifier/encoder. The generator in ControlGAN plays the games with the discriminator and the classifier simultaneously in our method; the generator aims to deceive the discriminator and be classified correctly by the classifier.
ControlGAN has two main advantages compared to existing models. First, the data augmentation techniques can be used for ControlGAN. While it is known that the techniques hinder the learning of GAN structure, it is possible to use them for the classifier in ControlGAN since it is independent of the learning of GAN structure. As a result, with a fine classifier, it is expected that the generator can learn true sample distributions and conditional features properly. Second, by solving the overfitting problem with employing an independent classifier, generated samples by ControlGAN shows superior quality than those of ACGAN.
ControlGAN is applied to Canadian Institute For Advanced Research-10 (CIFAR-10) [18] and CelebA [19] datasets in this paper. We compare the performance between ControlGAN and AC-Wasserstein GAN with Gradient Penalty (AC-WGAN-GP) [20] with the CIFAR-10 dataset and verify the superiority of ControlGAN by an evaluation with Inception Score (IS), which is a general metric for the assessment of generative models [21] . Furthermore, we demonstrate that ControlGAN also works well for a multilabel dataset. The CelebA dataset, which is composed of face images with multiple labels, is used for a qualitative evaluation of ControlGAN.
The main contributions of this study are as follows:
• We empirically demonstrate that ACGAN suffers from an overfitting problem (Section II B)
• We demonstrate that the data augmentation (DA) techniques can hardly be used for conventional GAN models since DA hinders the training of GAN structure (Section II B). We demonstrate that a trade-off exists in using DA for ACGAN.
• As a solution to this problem, we propose ControlGAN that uses an independent classifier (Section III).
• We proposed a target function that maintains the balance of training for a generator that is trained simultaneously by two different network modules (Section III)
• To generate opposite features that are not labeled in a dataset, we propose the extrapolated input values as a solution and evaluate them with the face image' dataset (Section 4B).
II. BACKGROUND A. A BRIEF REVIEW OF GENERATIVE ADVERSARIAL NETWORKS AND ITS CONDITIONAL VARIANTS
Generative models have been studied to learn a probability distribution and generate a sample given latent variables.
Recently introduced GAN solves such problems by a competitive learning process between a generator and a discriminator. First, the generator produces samples from randomly initialized variables. Then, the discriminator learns to distinguish between the generated samples and real samples. Simultaneously, the generator learns to deceive the discriminator by discriminative errors of the generated samples. By repeating such a process, the generator can learn to generate realistic samples and embed the latent variables of a dataset into input variables of the generator. Specifically, given a dataset X ∈ R n×p and latent variables Z ∈ R n×k that are randomly drawn from a certain distribution in each iteration, the learning of GAN is conducted by a minimax game between the generator and the discriminator:
where θ D and θ G are sets of parameters of the discriminator and the generator, respectively, D and G denote the discriminator and the generator, respectively, t D and u D are labels to train D and G, and L D is a loss function for the discriminator. The vanilla GAN uses a binary cross-entropy function for L D . The t D and u D are set at one and zero, respectively, in vanilla GAN.
However, since the relationship between generated samples and input variables is not obvious, the generated samples hardly be controlled. For example, we cannot make the generator to produce face image samples with certain conditions, such as a smiling old woman with blond hair; we have to choose the conditional face images from randomly generated samples when the vanilla GAN is used. To address such a problem, conditional variants of GAN have been proposed.
Conditional GAN is the first conditional variant of GAN to control the generated samples [22] . The conditional GAN takes conditional label inputs for the generator and the discriminator in order to train the structures under the conditions. The objective functions of conditional GAN are as follows:
where L ∈ R n×l is the labels of the dataset X. Specifically, (3) indicates that the generator takes Z as an input with a condition of L. In contrast, several studies have proposed using a classifier to address the problem. Among them, ACGAN is one of the most popular structures for the conditional sample generation [11] . The ACGAN employs an additional classification layer to the discriminator. Consequently, the generator in ACGAN is trained by both errors, the discrimination and the classification error, obtained from the discriminator with an auxiliary classification layer: (6) where T D and U D ∈ R n×(l+1) are the labels for the discrimination and the classification, and L D of ACGAN is defined as weighted sum of categorical cross-entropy function for the classification and the binary cross-entropy function for the discrimination. Specifically, the T D and U D are a vector of the concatenation of t D and L, and u D and L, respectively. In addition, (5) indicates that the generator takes both Z and L as the inputs.
B. A TRADE-OFF BETWEEN DISCRIMINATION AND CLASSIFICATION PERFORMANCE IN AUXILIARY CLASSIFIER GENERATIVE ADVERSARIAL NETWORKS
In this section, the motivation of the proposed method is elaborated. The existing methods, ACGANs, can hardly be trained with the data augmentation techniques since additional classifier is attached on the top of the discriminator. We discuss such a limitation with an experiment of using the data augmentation for ACGAN.
In this section, we demonstrate that the auxiliary classifier can hardly provide a good guidance for the generator since the classification performance is not sufficiently fine. It is important to construct a good classifier for the training of GAN since the generator learns from the classification loss, as shown in (6) . However, the auxiliary classifier in ACGAN has limitations to be trained properly because it shares weight parameters with the discriminator. In addition, methods to improve the classification performance cannot be used for this reason.
Recently, Data Augmentation (DA) techniques are essential for the training of artificial neural networks for classification [23] . It is known that the techniques prevent overfitting of a classification model. Also, it is reported that the DA techniques can significantly enhance the classification performance in many studies [23] .
However, the DA is not used for the training of GAN in general since it hinders the learning of GAN structure. Consequently, the auxiliary classifier in ACGAN inevitably suffers from the overfitting problem since it is not trained with the DA. While it is true that the DA might be used for ACGAN, it severely reduces the performance of the sample generation; such a trade-off is demonstrated in this section.
We evaluate classification and sample generation performance of ACGAN with the CIFAR-10 dataset, which is used as a standard dataset for the assessment for both the classification and the sample generation performance in many studies [20] , [24] . The experiment setting is identical to the original paper [20] . Fig 1(a) shows the classification performance of AC-WGAN-GP, which is an improved version of ACGAN with Wasserstein distance and gradient penalty. For the classification, although the training loss of ordinary AC-WGAN-GP converges to zero, the test loss dramatically increases after near 2.0 × 10 4 iterations, which indicates severe overfitting in AC-WGAN-GP. The test loss rises even higher than that of before the training, where the test loss increases 3.52 after 1.0 × 10 5 iterations while the test loss is 2.30 before the training.
As described, DA might be employed for the auxiliary classifier, and it is generally effective in terms of classification. As shown in Fig 1(a) , the DA helps to prevent the overfitting. The test loss of AC-WGAN-GP with DA is 0.74, which is reduced by 79.0% compared to not using the DA. The overall results from both this experiment and the previous studies indicate that it is hard to construct a good classifier without DA [23] However, the performance of sample generation is considerably reduced by DA since the DA hinders the learning of probability distribution, which is the original objective of GAN, by constantly changing the training sample distribution. For the assessment of sample generation performance, we use the Inception Score (IS) [21] , which is a common metric to evaluate a GAN model. IS measures the quality and the variety of generated images by calculating the variance of feature outputs from the Inception network. Specifically, a high IS value signifies the fine quality and the variety of a set of images. Fig 1(b) indicates the IS of AC-WGAN-GP in terms of use of the DA. The IS of ordinary AC-WGAN-GP is 8.46 ± 0.11 in the experiment, which accords with the result of the original paper, i.e., 8.42 ± 0.10 [20] . However, the performance decreases to 7.65 ± 0.08 by the use of the DA while the DA improves the classification performance as shown in Fig. 1(a) .
Such a trade-off between the performances by using DA is a fundamental reason that the DA is not used for GAN models in general since producing high quality of samples is the essential objective of GAN, although the classifier in a GAN structure suffers from the overfitting thus it cannot provide a good guidance for the generator. However, in a different perspective to this problem, the sample generation performance can be enhanced if the overfitting problem is solved without disturbing the learning of GAN. Such intuition is the motivation of the proposed method.
III. METHODS

A. A CONTROLLABLE GENERATIVE ADVERSARIAL NETWORKS
We break the trade-off between the classification and the sample generation performance by employing an independent classifier in the proposed structure, ControlGAN. By using an independent classifier, the DA can be used without hindering the training of GAN; the DA is used only for the independent classifier.
ControlGAN is composed of three neural network structures, which are a generator/decoder, a discriminator and a classifier/encoder. Fig 2 illustrates the architecture of Con-trolGAN. Three-player game is conducted in ControlGAN where the generator tries to deceive the discriminator, which is the same as vanilla GAN, and simultaneously aims to be classified correctly by the classifier. The generator and the classifier can also be interpreted as a decoder-encoder structure because labels are commonly used for inputs for the generator and outputs for the classifier.
ControlGAN can be optimized by a minimax game in the following equations:
where C denotes the classifier, γ t is a training parameter which determines how much the generator focuses on the training of input labels, and L c is a loss function for the classifier, which is defined as the categorical cross-entropy function or the binary cross-entropy function, depending on the training dataset; the categorical cross-entropy function is used for multiclass datasets, and the binary cross-entropy function is used for multi-label datasets.
It is important to maintain the equilibrium between the two objectives of the generator in ControlGAN since Con-trolGAN aims to optimize a decoder-encoder structure and a GAN structure simultaneously. Suppose a well-trained conditional generator G θ and a fine classifier C θ , then a set of generated samples from the generator is expected to have the same classification loss with the original dataset:
where E is a ratio between the two classification losses, and X test denotes a test dataset.
To train the generator, we use an approximated ratioÊ, which is defined with the trained classifier and generator instead of optimal ones in (10). In addition,Ê uses a training set instead of the test set since there exist many real datasets of which test set is not defined. If a generator is desired to be trained to concentrate on the input labels, the value ofÊ can be set less than one, or above one otherwise. ControlGAN controls whether to concentrate on the learning of a probability distribution or the learning of conditions, by the parameterÊ that maintains the classification loss of the generator constantly.
It is expected that label-focus samples can be generated with lowÊ values since the second loss in (8) takes the most of the generator loss. In contrast, the generator can be trained to deceive the discriminator hardly, with higĥ E values, by sacrificing the concentration on labels.
The γ t in (8) is a learning parameter changing over a time step t, i.e., iteration for the training process, in order to maintain the ratio between the two classification losses. The γ t is calculated as follows:
where r is a learning rate parameter for γ t , γ 0 is set at zero, and τ γ is a maximum constraint for γ t . The constraint value τ γ is employed because the training set is used instead of the test set; generally, the classification loss for a training set is lower than that of a test set. The τ γ is set at 2.0 in the experiment in this paper. Such a concept of an equilibrium parameter is similar to that of Boundary Equilibrium GAN (BEGAN) [25] . BEGAN employs an equilibrium parameter to maintain the balance between the generator and the discriminator. In contrast, in this work, the equilibrium parameter is used for the balance between the learning of the GAN structure and the decoder-encoder structure.
B. OPTIMIZATION TECHNIQUES USED FOR CONVERGENCE OF CONTROLGAN
Adam optimization [26] is used for optimizing the parameters in ControlGAN. The parameters of the adam optimizer β 1 and β 2 are set at 0 and 0.9, respectively, which are identical to previous studies [27] . To reduce computing time, Tow-Timescale Update Rule (TTUR) [28] is used. The learning rates α for the generator and the discriminator are set at 0.0002 and 0.0008, respectively, and it linearly decreases to zero until the training ends. Wasserstein distance, which generally enhances the quality of generated samples, is used for the loss function of ControlGAN, which is also the same as the previous studies [20] . The discriminator in Control-GAN is regularized by gradient penalty to assist the convergence. The gradient penalty parameter is set at 10, same as AC-WGAN-GP.
For a fair comparison between ControlGAN and AC-WGAN-GP, an identical structure of GAN is employed [20] . It is reported that capacity increase in GAN structures has a chance to enhance the performance [29] , thus identical settings are needed for the comparison. The number of iterations for the training with the CIFAR-10 dataset is set at 1.0 × 10 5 . Conditional batch normalization is used only for generators [30] . To compare ordinary structures of ControlGAN and AC-WGAN-GP, weight normalization techniques, such as spectral normalization [27] and orthogonal regularization [29] , are not employed. The learning rate r for learning of γ t is set at 0.01.
For the classifier of ControlGAN, residual networks are used [24] . Pre-activation functions are applied for convolution filters in the residual modules. DA is used for the classifier, and we utilize a standard DA, which is used in a large number of previous studies for classification problems [24] . Adam optimization is also used for the classifier with α = 0.001, β 1 = 0.9 and β 2 = 0.999, and the learning rate linearly decreases to zero, same as that of the GAN structures.
IV. RESULTS AND DISCUSSION
A. QUANTITATIVE EVALUATION OF CONTROLGAN WITH THE CIFAR-10 DATASET
ControlGAN is evaluated over the CIFAR-10 dataset, which is a standard dataset for the assessment of GAN models in many studies [27] . The IS is also employed for the evaluation metric of the sample generation performance, same as the previous section for the evaluation of AC-WGAN-GP. The identical GAN structure to AC-WGAN-GP is used for ControlGAN for a fair comparison. The detailed network structures used in this study are provided in Appendix ( Table 2 to 4). In this comparison, the parameterÊ is set as one, which maintains the classification losses for the training set and generated samples to be equal. Table 1 shows the performance of ControlGAN and the other methods. The IS increases from 8.42 to 8.61, compared to AC-GAN-GP. Such an improvement is due to the use of better classifier for the training of the generator. Since ControlGAN employs DA for the training of the classifier, classification loss for the test set can significantly be reduced, which corresponds to solve the overfitting problem existing in ACGAN. Therefore, the classifier in ControlGAN guides the generator better since the generator learns from the classification loss. The classification loss for the test set is reduced from 3.51 to 0.71. Generated samples from ControlGAN are provided in Appendix B
The learning parameter γ t which maintains a balance between the training of sample generation and the learning of conditions, is demonstrated to hold the ratio of the classification losses constantly. Fig 3 illustrates the ratio between the losses. As shown in the figure, the ratio is observed to be held around one after 3,000 iterations, as desired sincê E is set at one. Such a property also signifies the effectiveness of ControlGAN, by stabilizing the generator not to be overfitted or underfitted to the conditions, which is expected to enhance the performance of sample generation
The identical architecture is employed for AC-WGAN-GP and ControlGAN, for a fair comparison. The averages and the standard deviations are calculated with 10 sets of 5,000 number of generated samples.
B. AN APPLICATION TO GENERATING MULTI-LABEL FACE IMAGES
In this section, ControlGAN is trained over CelebA dataset [19] . The CelebA dataset contains celebrity face images with multiple labels for each image. For example, a sample can have multiple labels of 'Attractive', 'Blond Hair', 'Mouth Slightly Open' and 'Smiling'. Since the problem is the training with multiple conditions for a sample, a classifier with multiple binary outputs is employed instead of a general classifier with a softmax function. The detailed experiment settings are described in Section C of Appendix. Fig. 4 is a comparison of generated face images by Con-trolGAN with respect to different values ofÊ. As described in the previous section, we can make ControlGAN to be trained more on conditions by selecting a low value ofÊ. This property is an advantage of ControlGAN since labelfocused samples can be produced by choosing a low value ofÊ in the training process. As shown in Fig. 4 , withÊ = 0.05, the generated images are significantly label-focused. For example, the generated samples withÊ = 0.05 and condition of 'Pale Skin' correspond to an unreal level where similar genuine samples rarely or do not exist in the training dataset. Such a property is a main advantage of ControlGAN since it proves that ControlGAN can produce samples beyond the training set.
In order to demonstrate that the ControlGAN learns the features and does not just memorize the training set, the input labels are interpolated and extrapolated. Notice that the labels are binary encoded in the training process, therefore the interpolated values have never been trained. For a further demonstration of the effectiveness of ControlGAN, extrapolated values between [−1.0, 3.0] are used. Since the input conditions are binary encoded, and the training is conducted with only the two values, i.e., 0.0 and 1.0, it is expected that we can obtain a half-smile face image with the value of 0.5 for the 'Smiling' label and a perfect-smile face image with the value of 3.0. To the best of our knowledge, this is the first experiment conducted with extrapolated values on input conditions in order to generate untrained features, including opposite of a feature While the extrapolated values have firstly been used in InfoGAN [33] , this demonstration is different from that of InfoGAN where the extrapolated values are used to exaggerate the existing features, such as rotation and width, while they are used to generate the untrained features, such as opposite of a feature, in this experiment.
As shown in Fig 5, ControlGAN conducts well with interpolated values, and interestingly, generated images with extrapolated values contain untrained features. For example, generated face image with −1× ''Smiling'' label corresponds to a frown or an angry face, which is an untrained feature in the training process. Likewise, −1× ''Pale Skin'' corresponds to the dark skin which is not included in the labels of CelebA dataset. In the results for the ''Pale Skin'', while it seems that the skin color and the background color change simultaneously, we conjecture that the model learns a bias existing in the dataset, where both the colors simultaneously vary due to the camera flash. Such a result implies the ControlGAN can learn the attributes of input labels. One can easily conjecture that the opposite of a smiling face might be a frown or angry face; ControlGAN can do such a conjecture as well while it has never been trained.
V. CONCLUSION
In this paper, we propose a generative model, called Con-trolGAN, which can control generated samples effectively. In the evaluation with the CIFAR-10 dataset, ControlGAN shows superior performance, where Inception score of Con-trolGAN is 8.61. Furthermore, in the experiment with CelebA dataset, we demonstrate the ControlGAN conducts with zeroshot values, by feeding interpolated and extrapolated condition values to the generator. For an additional experiment, ControlGAN is trained over the LSUN dataset [34] , and the results are provided in Section D at Appendix. Since the proposed architecture shows powerful performance to control generated samples, we expect that ControlGAN can contribute to the research in generative models. However, it is expected that the quality of generated samples varies with differentÊ values as described in Section II, in contrast, the quality does not seem to be affected much bŷ E in our experiments. We conjecture that this result is because the classifier helps the generator learn not only the conditions but also the sample distribution. For future works, this should be further investigated.
In addition, since it has been reported that increase of the network size in a GAN model can significantly enhance the performance [29] , such a modification should be further investigated for future works, while currently, special hardware is needed to implement the setting [29] ; thereby the implementation is infeasible with an existing GPU. The interpolation and the extrapolated values on input conditions are not evaluated since CIFAR-10 dataset is a multiclass dataset where interpolation and extrapolation on labels can hardly be defined.
C. FACE IMAGE GENERATION WITH CONTROLGAN 1) EXPERIMENT SETTINGS
Adam optimizer with a learning rate of 2.0 × 10 −4 and 5.0 × 10 −5 is used to train the model. The learning rate decreases after 30 epochs, and the model is trained 20 more epochs with the decreased learning rate. The equilibrium E is set at 0.05 and 1.0. The learning rate parameter r is set at 0.01, and the constraint τ γ is not used. As for the inputs of the generator, the 500-dimensional uniform distribution, i.e. Unif (−1, 1) , and the binarily encoded labels are employed. We use leaky ReLU activation function with α = 0.1 for the generator, the discriminator and the classifier.
A pre-training process is conducted for the classifier instead of a simultaneous training of the GAN structure and the decoder-encoder structure. After the two epochs of pretraining, the classifier is fixed scale scene dataset called LSUN dataset. The dataset consists of ten different places, including a bedroom and a restaurant. Among the places, we select four different labels corresponding to indoor house rooms, i.e. 'Bedroom', 'Dining room', 'Kitchen' and 'Living room'.
The architecture used for the application is the same as the structure for the CelebA dataset. The generator and the discriminator are trained over one epoch. The interpolation and the extrapolated values on input conditions are not evaluated since LSUN dataset is a multi-class dataset where interpolation and extrapolation on labels can hardly be defined.
As shown in Fig. 7 , ControlGAN can learn the features of each room properly, and successfully generate room images according to the labels. As described in previous sections, the equilibrium parameter E decides the degree to concentrate on the input labels as same as the previous application with CelebA dataset. However, with the LSUN dataset, Control-GAN seems to produce much clearer images with a low E, i.e., E = 0.05. Such a property is conjectured because the classifier can assist the training of GAN by forcibly mapping the features into the input L, as described in Section 2 and (8) This issue is needed to be studied further in future works.
