where
The purpose of this paper is to give an exact formula for R (L, h) when L is maximal in the sense that it is maximal among the lattices on which ϕ takes values in g. In the previous work [S5] , we gave an exact formula for m(L). Thus the present paper is its natural continuation. Before stating the formula, let us first recall the result of Siegel on this topic. For a prime ideal p in F and 0 < m ∈ Z, let A m (p) denote the number of elements y in L/p m L such that ϕ[y] − h ∈ p m . Then, as Siegel showed, N(p) m(1−n) A m (p) is a constant d p (h) independent of m if m is sufficiently large. Suppose that V (resp. L) is the vector space (resp. the module) of all n-dimensional row vectors with entries in F (resp. g) and ϕ [x] = xϕ 0 · t x with a totally positive symmetric matrix ϕ 0 with entries in g. Then he proved that
where D F is the discriminant of F , p runs over all the prime ideals in F , c n = 1 if n > 2, c n = 1/2 if n = 2, and d = [F : Q]; the infinite product p d p (h) must be interpreted suitably when it is divergent. This is actually a special case of his formula, which concerns the representation αϕ 0 · t α = ψ for a symmetric matrix ψ of size ≤ n. He also showed that the product p d p (h) −1 coincides, up to a finite number of bad factors, with a special value of a certain L-function if n is even, and with the quotient of two such values if n is odd. However, he did not give explicit forms for the bad factors. In the present paper, we shall give an exact formula for R (L, h)/m(L) , as well as that for R (L, h) , with no ambiguous factors, when L is maximal.
For simplicity, let us state our formula here only in the case where n is even, though we shall treat the case of odd n too. Thus if n = 2m ∈ 2Z, for a maximal lattice L we have (see Theorem 1.5) 
R(L, h) =c
Here ζ F is the Dedekind zeta function of F ; d is the different of F (κ 1/2 ) relative to F , where κ = (−1) m det(ϕ); e is the product of all prime ideals p for which L p = L p , where
ε p is a rational number explicitly determined by the isomorphism class of the localization of ϕ at p; and γ p (s) is a local Dirichlet series explicitly determined by that isomorphism class and h. (See §1.6 for the explicit forms of ε p and γ p .) In the most general case, γ p has a rather complicated expression, but it can be simplified considerably if h is odd or squarefree. In Section 6, we shall specialize our formulas to the two-and three-dimensional cases. Though there are many previous investigations in such cases, it seems that our formulas in Theorems 6.2 and 6.4 have never been stated in the forms we present there. We shall also add a few examples at the end. Since we gave an exact formula for m(L) in [S5] , we obtain the formula for R(L, h) by computing R (L, h)/m(L) . This can be done in two ways. To explain the ideas, let us take F = Q for simplicity. We first define a theta series θ (g, z) for g ∈ G ϕ A and z in the upper half-plane in a natural way so that
R(L, h) exp(2πihz). (3)
Then the Siegel-Weil formula shows that c n E(x, 0) =
with a certain Eisenstein series E(x, s) defined for x ∈ F A and s ∈ C. This was proven for n > 4 in [W2] and for every even n in [KR] . In fact, the equality holds even for n = 3 as we shall show in §5.3. Now we can compute each Fourier coefficient of E(x, s) as a certain Euler product by the methods of our previous papers on Eisenstein series cited in [S4] . Each nonarchimedean Euler factor c p (h, s) of a Fourier coefficient can be given as a certain local integral, and has the property that c p (h, 0) = d p (h). The main technical point is to find an explicit rational expression for c p . That will be done in Sections 3 and 4. The discussion in this part for the prime factors of 2 is naturally very delicate, but the final formulas are not unbearably complicated. Since R(L, h )/m(L) is a Fourier coefficient of the right-hand side of (4), as (3) shows, we obtain the desired exact formula.
We can actually dispense with the Siegel-Weil formula for the following reason. Since c p (h, s) can be defined without the series E, we can start with the definition of c p (h, s) . Then the explicit form of c p gives the exact value of c p (h, 0) = d p (h). This combined with Siegel's formula (1) gives our formula (2), since we already established the exact formula for m(L) in [S5] , except that this method involves some nontrivial technical points, which will be explained in §5.3. Though this is completely practicable, we employ the series E, because equality (4) is a natural way of expressing formulas of Siegel's type, and it also naturally leads to the integral expression for c p .
It should be added that Siegel gave a formula even for an indefinite form, and that the Siegel-Weil formula is valid for such a form. In order to obtain an exact formula for the quantity corresponding to R (L, h) in the indefinite case, we only have to compute a certain integral at each archimedean prime, since our results concerning the explicit forms for c p are completely local and therefore applicable to the general case. Though the computation of the archimedean integrals is not very difficult, if somewhat involved, in the present paper we restrict ourselves to the definite case, which keeps our exposition a reasonable length.
To avoid any possible misunderstanding, one final remark should also be made. Siegel's original formulas, if generalized as indicated at the end of §5.3, provide probably the best formulation applicable to an arbitrary lattice, and our exact formulas in the present and previous papers apply only to the maximal lattices; therefore the nature of our formulas is different from, if related to, that of Siegel's formulas.
Main theorem
1.1. Our notation is basically the same as in [S4] and [S5] . We note here some of the most frequently used symbols. For a finite set X, we denote by #X or #(X) the number of elements in X. For an associative ring R with identity element and a left or right ideal I of R, we denote by R × the group of all its invertible elements and by I m n the R-module of all m × n-matrices with entries in I . For x = a b c d ∈ R 2n 2n with a, b, c, and d in R n n , we put a = a x , b = b x , c = c x , and d = d x if there is no fear of confusion. For a complex hermitian matrix x, we write x > 0 if x is positive definite.
We fix a totally real algebraic number field F of finite degree and denote by a and h the sets of archimedean and nonarchimedean primes of F ; we put v = a ∪ h; further, we denote by g, d F , and D F the maximal order of F , the different of F relative to Q, and the discriminant of F , respectively. For each v ∈ h, we denote by q v the norm of the prime ideal at v. Given a set S, we denote by S a the product of a copies of S (i.e., the set of all indexed elements (x v ) v∈a with x v in S). For a Hecke character χ of F , we denote by L(s, χ ) the L-function of χ, by χ * the ideal character associated with χ, and by ζ F (s) the Dedekind zeta function of F .
Given an algebraic group G defined over F , we define G v for each v ∈ v and the adelization G A as usual, and view G as a subgroup of G A . We then denote by G a and G h the archimedean and nonarchimedean factors of G A , respectively. For x ∈ G, we denote by x v , x a , and x h its projections to G v , G a , and G h . For a fractional ideal x in F , we denote by N(x) the norm of x. For t ∈ F × A , we put |t| v = |t v | v with the normalized valuation | | v at v and |t| A = v∈v |t| v . We put
and define characters e A : F A → T and e v : F v → T for each v as usual (see [S4, §18.2] ). We then put e h (x) = e A (x h ) and e a (x) = e A (x a ) for x ∈ F A . We extend the latter symbol e a by putting e a (w) = e v∈a w v for w ∈ C a . Whenever we take a finite-dimensional vector space Y over F , we normalize the Haar measure dx on Y A so that the measure of Y A /Y is 1, where the measure on Y is the standard discrete measure.
We call these dx v the normalized measures with respect to g 1 m . However, we also employ other types of Haar measures on Y v , which will be specified each time.
We always let GL(Y, F ) act on Y on the right, so that the image of
In particular, for a fractional ideal x in F and for t ∈ F × A , we denote by tx the fractional ideal such that (tx) v = t v x v for every v ∈ h. We denote by δ an arbitrarily fixed element of F × h such that δg = d F .
1.2.
Given a finite-dimensional vector space V over F and a nondegenerate symmetric F -bilinear form ϕ : V × V → F , we put
Whenever we speak of (V , ϕ) with V = F 1 n , we understand that ϕ is given by ϕ(x, y) = xϕ 0 · t y for x, y ∈ F 1 n with ϕ 0 = t ϕ 0 ∈ GL n (F ). We then simply write ϕ for ϕ 0 . In this case, we can put
We denote by d(ϕ) the element in F × /{a 2 | a ∈ F × } represented by det(ϕ). We now fix (V , ϕ), put n = dim(V ), and assume that ϕ is totally positive definite;
Then we put
and take finite subsets
Since ϕ is totally positive definite, N(L, h) is finite, and it is not zero only if h is totally positive or h = 0. We define invariants m(G ϕ , C), R(L, h) , and
These are independent of the choice of Ꮾ and [S4] and called it the mass of G ϕ relative to C. For simplicity, we put m(L) = m(G ϕ , C), which is consistent with our notation in the introduction.
Now in [S5, Lemma 5.6(3) ], we showed that #(B a ) = 2[Γ a : Γ a + ] −1 , which combined with the above equality proves our lemma.
1.4.
For each v ∈ v, we can define the localization of (V , ϕ) at v as usual, which we denote by (V v , ϕ v 
and L is maximal among such g-lattices.
We assume that ϕ is normalized in the sense that
Now the principal result of this paper can be given as follows. Define γ v (s) by the formulas given in §1.6 below.
(I) Suppose n is odd; put n = 2µ + 1 and denote by ψ h the Hecke character of F corresponding to K/F . Let f be the product of the prime ideals for which t v = 3. Then we have
(II) Suppose n is even; put n = 2m; denote by r the maximal order of K, by d the different of K relative to F , and by ψ the Hecke character of F corresponding to
where f is the product of the prime factors of e unramified in K, ε v is the quantity defined in §1.6 below, c n = 1 if n > 2, and c 2 = 1/2.
The proof will be completed in Section 5. We add here a few remarks. First of all, condition (1.4.4) is inessential since, if n is odd, we can always find c ∈ F × such that d(cϕ) is represented by any specified number of F × .
Next, the factor D 1/2
is a rational number as already noted in Remark (5) after Theorem 5.8 of [S5] . Now let d h be the different of K relative to F when n is odd. Then it can easily be seen that
is a rational number, and hence the second line of factors of R(L, h) in (I) is rational for the reason explained in the same remark.
In Section 6, we shall discuss lower-dimensional cases and also give some examples. (1.6.1) Now ε v is the number given as follows:
To define
Here and in the formulas for γ v below, we simply write q for q v . 
(Such an f exists because of (1.4.4).) We put ε = 0 if ν / ∈ 2Z or v 2. Now γ v (s) can be given as follows:
When v | 2 and ν = 2λ, the number ε is either e −1 or an odd positive integer ≤ e, and any such integer can occur as ε for some h. Moreover, ε < e − 1, ε = e − 1, or ε = e according as ψ * h (p) is 0, −1, or 1. Also, if ε < e − 1, then p e−ε is the exact power of p that divides the relative discriminant of K over F . Thus ε is completely determined by ψ * h (p) if p v = 2g v , in which case e = 3. These points will be explained in §5.4. (V v , ϕ v ) and L v for v ∈ h. To simplify our notation, we fix v and drop the subscript v. Thus, F, g, and p denote a finite algebraic extension of Q p for some prime number p, its valuation ring, and the maximal ideal; q = [g : p]; L is a (local) g-maximal lattice in V . We denote by π an arbitrarily fixed prime element of F , and define the normalized valuation x → |x| of F as usual so that |π | = q −1 . As explained in [S5, Section 3] , by changing the coordinate system, we can take (V , ϕ) as follows: V = F 1 n and ϕ(x, y) = xϕ · t y for x, y ∈ V with a matrix ϕ of the form
Let us now consider
Here θ is anisotropic. Thus n = 2r + t. Taking the standard F -basis
Choosing {e r+j } t j =1 suitably, we may assume that
We end this section by noting an easy fact. 
Proof. If n ≥ 4, the Hasse principle guarantees an element x ∈ V such that ϕ[x] = h, since we are assuming that h is totally positive. Let W = {w ∈ V | ϕ(x, w) = 0}, and let J be a g-lattice in W such that ϕ[y] ∈ g for every y ∈ J . Then we can find a maximal lattice L containing gx + J . By [S4, Lemma 5 .9], we have L = Lα with a suitable α ∈ G ϕ A . Since N(L , h) > 0, we obtain our assertion.
Eisenstein series
2.1. In addition to G ϕ , we need to consider a symplectic group over F . Thus, with a positive integer m, we put
For each v ∈ a, we let Ᏻ v act on the space
as usual, and let
and denote by i "the origin" of H a m given by i = (i v ) v∈a , with i v = i1 m . We also put There is a natural lift r : Ᏻ → M A by which we consider Ᏻ a subgroup of M A . There are also two types of lifts
which satisfy the formulas
Moreover, r P = r on ᏼ and r = r on Ᏻ ∩ A . There are also similar lifts of ᏼ v and v into M v given by the same formulas with the subscript A replaced by v. We denote these lifts also by r P and r , since the distinction will be clear from the context. Here the measure on Y v for each v is the normalized one with respect to g 1 m .
Given ξ ∈ (F
.7] and denote by ν(ξ ) its norm. With a fixed fractional ideal b in F , we define subgroups C and C 0 of Ᏻ m A by
Here we write α ≺ a for an element α of (F A ) n m and a fractional ideal a if α v has entries in a v for every v ∈ h. Noticing that
This depends on b. We shall later take b to be d F , but until the end of this section, we consider ε with an arbitrarily fixed b. Take β ∈ F × h so that b = βg. Then we have
The former is easy; see [S4, (18.5.1) ]. To prove the latter, given σ , let 0 −1
2.3.
We now consider (V , ϕ) of §1.2 with totally positive ϕ. We identify V with F 1 n and view ϕ as a symmetric matrix, so that
for σ ∈ F A and s ∈ C. This is formally well defined; strictly speaking, however, E(σ ) is meaningful only for the values of s for which the series is convergent. Since
with c(h, s) ∈ C, which can be given by
Now Ᏻ 1 = ᏼ 1 ᏼ 1 ιᏼ 1 , and ᏼ 1 \Ᏻ 1 can be given by 1 and ιτ (b) for all b ∈ F . Therefore
, and hence
To compute c(h, s)
, we first recall a confluent hypergeometric function ξ and define Ξ as follows:
Here z −s and z −s for z ∈ H 1 are determined so that their values at z = i are e(−s/4) and e(s/4), respectively. Assume that
Here the dy v are normalized with respect to g 1 n .
If v ∈ a, we have
For v ∈ a, let dσ v be the standard measure of F v = R; for v ∈ h, let dσ v be the measure on F v such that the measure of g v is 1. Then, as noted in [S4, (18.9. 3) and §A6.6],
Now ε(ξ ) = v∈v ε(ξ v ) for ξ ∈ Ᏻ A , and so changing σ for δ −1 σ , we can put, for
provided the infinite product v∈v c v (h, s) is convergent. Employing (2.2.4) and (2.2.5), we obtain
We easily see that the convergence of v∈v c v (h, s) can be reduced to that of σ ∈F/g |ν(σ ) −s |, which is guaranteed for sufficiently large Re(s) as noted in [S4, page 120] .
Proof. For simplicity, in this proof we suppress the subscript v. Thus the symbols F, g, and L are local objects. The existence of d and λ is essentially due to Siegel, who assumed that ϕ(x, y) ∈ g for every x, y ∈ L; see [S4, Proposition 14.3] for the proof of the present statement. Put
; let ω be the characteristic function of g. By [S4, (3.13. 3)], for every σ ∈ F , we have
where dy is the Haar measure of F × such that the measure of g × is 1. Thus, assuming the convergence, we have
where e is determined by ζ g = p e . The last integral over p −e−k is q e+k or zero according as x ∈ W e+k or x / ∈ W e+k . Therefore, putting τ = vol(L), we obtain
for sufficiently large ν, from which we obtain our lemma.
2.6.
Let us now take a g-maximal lattice L in V , and define L by (1.4.3). As noted in §1.7, we can find an element ξ of (F v ) . Let µ v be the measure of L v with respect to the measure dx v on V v normalized with respect to g 1 n . Then
and where we take the measure of N to be 1. Indeed, let p be the prime ideal at v, and let q = N(p). Now if σ ∈ p −t with 0 < t ∈ Z, then the left-hand side of (2.6.3) is q −2rt
x χ v (η[x] σ ), where x runs over N/p t v N. By [S4, Lemma 14.7 (1)], the last sum is q 2rt ν(σ ) −r , which proves (2.6.3). Employing this fact, we find that
where M v is the g v -lattice written as M in (1.7.3) and (1.7.4).
The nonarchimedean factors of a Fourier coefficient
3.1. We use local symbols F, g, p, π, and q as in §1.7, and consider (T , θ) and M defined there. We fix a prime v ∈ h and suppress the subscript v. We recall that dim(T ) = t and M = {x ∈ T | θ [x] ∈ g}. We simply write χ for χ v defined by (2.4.2). This is a T-valued character such that g = {a ∈ F | χ(ag) = 1}. We define a Haar measure dx (resp. dσ ) on the additive group T (resp. F ) so that the measure of M (resp. g) is 1. The purpose of this section is to find an explicit rational expression for
where h is a nonzero fixed element of g, s ∈ C, and ν(σ ) is the norm of the denominator ideal of σ . This is essentially the function b v of (2.6.4); more precisely,
Here n = dim(V ). However, in this section we do not need (V , ϕ), so that we use the letter n as a parameter in various sums of the form ∞ n=0 A n . We include in our discussion the case t = 0; we then understand that the integral over M is 1.
Employing (2.5.1) and taking (1, 1, θ, M) in place of (β, ζ, ϕ, L) in the three lines of calculation below (2.5.1), we obtain
If t = 0, we must ignore M, so that the last double integral becomes the integral of χ(−σ h) over p −n , which is q n or zero according as h ∈ p n or h / ∈ p n . Therefore we easily see that
where ν is determined by hg = p ν .
Assuming
− h ∈ p n and denote by µ n (h) the measure of X n (h). Then
We are going to calculate µ n (h) and then β(s) according to the classification of (T , M, θ) given in [S5, §3.2] . In all cases we put h = π ν k with ν ∈ Z and k ∈ g × , and reduce our problem to µ m (k). Before stating a basic lemma, we put
Proof. Clearly the left-hand side of (2) Then (1+ 2d −1 c) 2 = 1 + 4c, which proves (2). Taking m = 1, we obtain 1
∈ p, then g × = g ×2 , which proves (1) when 2 / ∈ p. Suppose 2 ∈ p, x ∈ 1+p 2κ , and x = y 2 with y ∈ g. Since y → y 2 is an automorphism of g/p, we have y ∈ 1 + p, so that we can put y = 1 + πz with z ∈ g. Then x = 1 + π 2 z(z + π −1 2), and hence z(z+π −1 2) ∈ p 2κ−2 . We see that z ∈ p κ−1 . Indeed, this is trivial if κ = 1. If κ > 1 and z / ∈ p κ−1 , then z + π −1 2 / ∈ p κ−1 and so z(z + π −1 2) / ∈ p 2κ−2 , a contradiction. Thus z ∈ p κ−1 . Put z = π κ−1 w and 2 = π κ t. Then x = 1+π 2κ w(w +t). If 1+p 2κ ⊂ g ×2 , then w → w(w + t) must give a surjective map of g/p onto itself. Clearly that is not the case, which proves (1). Finally, suppose 2 ∈ p and a 2 b = 1 + 4d with a ∈ g × and d ∈ g. Then (2x + 1) 2 − a 2 b = 4(x 2 + x − d), and hence F ( √ b) is generated by a root of x 2 + x − d = 0. This proves the "if" part of (3). To prove the converse part, take c ∈ 1 + 4g so that c ∈ g ×2 , as guaranteed by (1).
, which completes the proof.
3.3. Suppose t = 1; then we can take T = F , M = g, and θ[x] = cx 2 for x ∈ F with c ∈ g × . We define ξ : F × → {0, ±1} as follows:
for n > ν, we see that X n (h) = π ν/2 X n−ν (k) or ∅ according as ν is even or odd. Suppose 2 / ∈ p; then by Lemma 3.2(1), an element a of g × is a square modulo p if and only if a ∈ g ×2 , in which case ξ(a) = 1; otherwise ξ(a) = −1. Therefore we easily see that
By an elementary calculation, we find that 3.4. Now suppose 2 ∈ p, still with t = 1; then the value of µ n (h) is the same as in (3.3.2) except in the case n > ν ∈ 2Z. To study this case, we let e denote the smallest positive integer such that 1 + p e ⊂ g ×2 . By Lemma 3.2(1), e = 2κ + 1 with κ defined there. Put
and hence
Given b ∈ g × , let ε(b) be the largest integer ε ≤ e such that b ∈ (1 + p ε )g ×2 . Then, for h = π ν k and n > ν ∈ 2Z, we have X n (h) = ∅ if and only if there exists r ∈ g × such that r 2 − k/c ∈ p n−ν . That is so if and only if ε(k/c) ≥ Min(e, n − ν), in which case X n (h) = π ν/2 rZ n−ν . Therefore we obtain
Lemma 3.5. Suppose 2 ∈ p and 2g = p κ ; put e = 2κ + 1. Then the following assertions hold.
(1) τ (m) = q [m/2] for m < e, and τ (e) = 2q κ .
Proof. We first prove, by induction,
Let x ∈ Z 1 . Since z → z 2 is an automorphism of g/p, we have x ∈ 1 + p. Clearly x 2 ∈ 1 + p 2 if x ∈ 1 + p. This shows that Z 1 = Z 2 = 1 + p. Next assume that Z 2a = 1 + p a and 0 < a < κ; let x ∈ Z 2a+1 . Then x = 1 + π a y with y ∈ g, and 2π a y + π 2a y 2 ∈ p 2a+1 . Since a < κ, we must have y ∈ p, so that x ∈ 1 + p a+1 . Clearly x 2 ∈ Z 2a+2 if x ∈ 1 + p a+1 . This completes the proof of (3.5.1), which combined with (3.4.2) shows that τ (m) = q [m/2] for m < e. Now let x ∈ Z e Since Z 2κ = 1+p κ , we can put x = 1+2y with y ∈ g. Then x ∈ Z e if and only if y 2 +y ∈ p. Thus 1 + 2p ⊂ Z e and [Z e : 1 + 2p] = 2, and hence τ (e) = 2q κ . As for (2), we have
Therefore we obtain (2). Next, from (1) and (3.4.1), we see that (1
if m is odd and less than e. Therefore we obtain (3). Assertion (4) follows immediately from (3.4.1) and (1). To prove (5), suppose ξ(b) = 0; put ε = ε(b). By (2) and (3), we can put ε = 2c + 1 with 0 ≤ c < κ.
Since this is an Eisenstein equation, the different of F ( √ b) relative to F is generated by 2y − 2π −c , and hence it is generated by 2π −c , from which we obtain (5).
3.6. Suppose 2 ∈ p and t = 1. If ν / ∈ 2Z, then (3.3.3) is valid. Suppose ν = 2λ ∈ 2Z; put ε = ε(k/c). From (3.3.2), we obtain
Also, from (3.4.3) and Lemma 3.5(1), we see that Combining these and substituting s − 1/2 for s, we obtain
6.1)
and ξ = ξ(ch).

3.7.
If t = 2, we can put T = K and M = r with a quadratic extension K of F and its valuation ring r; then we have θ[x] = cxx ρ for x ∈ K, where ρ is the nontrivial automorphism of K over F ; c ∈ g × if K is ramified over F ; c is a prime element of F or c ∈ g × if K is unramified over F . We denote by q the maximal ideal of r, and by d the different of K relative to F . By local class field theory, we have [F × : N K/F (K × )] = 2. Therefore we have a unique character
Let us first treat the case where d = r and c ∈ g × . Let h = π ν k as in §3.1; then X n (h) = q [(n+1)/2] if n ≤ ν; for n > ν, we see that X n (h) = π ν/2 X n−ν (k) or ∅ according as ν is even or odd. Since N K/F (r × ) = g × , we easily see that µ m (k) = (q + 1)q −1−m for m > 0, and hence
(3.7.2)
Then an easy calculation shows that
Next suppose that d = r and cg = p. By a similar reasoning, we obtain
(3.7.4)
Then we obtain
3.8. We now assume that d = r and put d = q e with a positive integer e. We take a prime element π 0 of K and take π to be π 0 π ρ 0 . From local class field theory we know that 1 (3.8.1)
Now, for h = π ν k as in §3.1, we see that X n (h) = q n if n ≤ ν and that
ifn ≥ ν + e and ξ 0 (ch) = −1.
(3.8.2)
Therefore we obtain
3.9. Suppose t = 4; then we can put T = B with a division quaternion algebra B over F , M = O with the unique maximal order O of B, and θ[x] = xx ι for x ∈ B, where ι is the main involution of B. Let P denote the maximal ideal of O, and ω an element such that ω 2 = π. Then X n (h) = P n for n ≤ ν, and X n (h) = ω ν X n−ν (−1) ν k for n > ν. For every m > 0, the map x → xx ι gives a surjective homomorphism of O × onto (g/p m ) × whose kernel has measure (q +1)q −1−m , which is the measure of X m (a) for every a ∈ g × . Thus
Using these values of µ n (h), we obtain
4. The function β in the case t = 3 4.1. Let us now discuss the case t = 3, which is most complicated. In this case we can put T = {x ∈ B | x ι = −x}, M = T ∩O, and θ[x] = cxx ι for x ∈ T with B, O as in §3.9 and c ∈ g × . We put Tr(x) = x +x ι for x ∈ B. Notice that xy +yx = Tr(xy) if x, y ∈ T . Take an unramified quadratic extension K of F contained in B and an element ω so that B = K +Kω, ω 2 = π, and ωa = a ι ω for every a ∈ K. In [S5, §3.2], we have seen that M = gζ +rω, where r is the maximal order of K and ζ = −ζ ι ∈ r × . We note that
Define ξ : F × → {0, ±1} as in (3.3.1), and put (2) Let e be the smallest positive integer such that 1
Proof. If b is as in (1) (b) , let w = rζ + sω with r ∈ g and s ∈ r. Then (z + 2π a w) 2 − b = 2π a Tr(zw)+4π 2a w 2 . Now changing K suitably, we may assume that K = F (z) and ζ = z, since ξ(b) = −1. Thus Tr(zw) = Tr(rz 2 ) = 2rb, and so z + 2π a w ∈ Y m (b). Therefore we can find a finite set Z such that Y m (b) = z∈Z (z + 2π a M) and z 2 = b for every z ∈ Z. We also see that z + 2π a w ∈ Y m+1 (b) if and only if r ∈ p, from which we obtain our assertion. (b) for m > 0. Therefore it is sufficient to show that µ 1 (b) = 2q −1 . For that purpose take z ∈ M so that z 2 = b as guaranteed by Lemma 4.2(1); let y ∈ Y 1 (b). Since O/P is a field, ±z represent the solutions of the equation x 2 = b in O/P. Therefore y −z ∈ P ∩M or y +z ∈ P ∩M. Conversely, if y ± z ∈ P ∩ M, then y 2 − b ∈ P ∩ F = p, so that y ∈ Y 1 (b). We have 2z / ∈ P, since 2 / ∈ p, and thus Y 1 (b) is the disjoint union of z+P∩M and −z+P∩M. From (4.1.1) we see that µ 1 (b) = 2q −1 as expected.
Proof. Let y ∈ Y m (b). By Lemma 3.2(2), there exists an element
Lemma 4.5. Suppose b ∈ g × and 2 ∈ p; define κ, e, and ε(b) as in §3.4. Then the following assertions hold.
(
Proof. We first prove ε(ζ 2 ) = e − 1. (4.5.1) By Lemma 3.2(1) we can find a ∈ 1+4g such that a / ∈ g ×2 . By Lemma 3.
is an unramified quadratic extension of F , and hence is isomorphic to K. Therefore ζ 2 /a ∈ g ×2 by (4. 
Let σ n be the measure of the set {r ∈ g | r 2 − d ∈ p n }, and ρ m ν the measure of the set {s ∈ r | ss ι − π ν u ∈ p m } for a fixed u ∈ g × . By (3.7.2), this is independent of u. Then σ n − σ n+1 is the measure of the set {r ∈ g | (r 2 − d)g = p n }, and so
The number ρ m−1 n−1 can be given by (3.7.2) if we take (m−1, n−1) to be (n, ν) there; thus
(4.5.4)
As for σ n , by Lemma 3.5(1) and (3.4.3) we have
(4.5.5)
Therefore we have
Also, we see that (2) when ε(b) = e − 1.
Finally suppose ε(b) = e. Then ε(d) = e − 1, and from (4.5.5), (4.5.6), and (4.5.7) we obtain
If
This completes the proof of our lemma.
We note here an easy special case: Proof. The first assertion can easily be verified. To prove (2), let y ∈ Y m (b) with m > 1. Clearly y 2 is a prime element of F , and so y 2 = ω 2 tt ι with t ∈ r × . Changing ω for ωt, we may assume that y 2 = ω 2 . Then there exists an element a ∈ B × such that y = aωa −1 . Changing K for aKa −1 , we may assume that y = ω. Put x 1 = y + sy with s ∈ π m−1 r. Then
Since Tr(r) = g, we can find s ∈ π m−1 r so that Tr(s) = y −2 b−1. Then x 2 1 −b ∈ p m+1 and x 1 −y ∈ W m . By induction we can find {x ν } ∞ ν=1 ⊂ M such that x 0 = y, x ν+1 −x ν ∈ W m+ν , and
Proof. We have W m = p m ζ + p m−1 rω as noted in (4.1.1). We easily see that
with r ∈ g and s ∈ r. Then y 2 − b = r 2 ζ 2 + ss ι π − b, and we easily see that Y 2 (b) consists of the elements rζ + sω with r ∈ p and s ∈ Z. Now the map s → ss ι gives a surjective map of (r/pr) × onto (g/p) × , and each element of (g/p) × has q + 1 inverse images. Therefore Z = 
Returning to the original question of µ n (h), we have seen that µ n (h)
. Therefore, from Lemmas 4.4 and 4.7, we obtain, putting ξ = ξ(−ch) and excluding the case in which n ≥ ν ∈ 2Z and 2 ∈ p,
(4.8.1)
If 2 ∈ p and n ≥ ν = 2λ ∈ 2Z, then µ n−2λ (b) can be given by Lemma 4.5. Thus we obtain the formulas for β, valid for both even and odd p, as follows:
where κ is determined by 2g = p κ , ε = ε(b) if 2 ∈ p and ν is even, and ε = 0 otherwise. These can be obtained from the formulas for µ n (h) as follows. First, suppose 2 ∈ p, ν = 2λ, and ξ = 0. By Lemma 3.5, parts (2) and (3), we can put ε = 2a +1 with a ∈ Z.
From Lemma 4.5(1), we see that µ n (h) = q −3λ µ n−ν (b) = q −[3n/2] for ν < n ≤ ε +ν. Since this is also true for n ≤ ν, we obtain
To simplify our notation, put x = q −1−2s . Then we easily see that the first sum on the right-hand side equals (1 + q −s )(1 − x λ+a+1 )/(1 − x). By Lemma 4.5(1) the second term equals
since q −2s = qx. Substituting s − 3/2 for s, or rather, substituting q 2−2s for x, we obtain the formula for β when 2 ∈ p, ν = 2λ, and ξ = 0. Next suppose ξ = 0, still with v | 2 and ν = 2λ. By Lemma 3.5(2), we have e − 1 ≤ ε(b) ≤ e, and so by Lemma 4.5(2), this time we have 
Then we obtain the desired formula in this case. If ν = 2λ+1, then the calculation of β for both odd and even v is similar to ( †) with a = 0; if ν = 2λ and 2 / ∈ p, then it is similar to ( ‡) with κ = 0. Therefore we obtain the above formulas for β in all cases.
Proof of the main theorem
5.1. We are going to apply a formula of [W2] to the series of (2.3.4). In order to do this, we have to verify that {α ϕ | α ∈ Ᏻ 1 } is the group P s(V /A) of [W1, §49] . We first note that A = F n n in the present case, and put B ((x, y) , (x 1 , y 1 )) = y(2ϕ)· t x 1 for (x, y), (x 1 , y 1 ) ∈ V ×V . This is the form B of [W1, §31] . (We let A act on V = F 1 n by right multiplication, though in [W1] and [W2] , V is a left A-module denoted by X.)
is the group consisting of the elements γ of GL(V × V ,F ) such that (za)γ = (zγ )a for every a ∈ A and ι(zγ , z 1 γ ) = ι(z, z 1 ) for every z, z 1 ∈ V × V (see [W1, § §31 and 49] ). Now define ψ : x, y(2ϕ) ). Then we easily see that
and ψ(zγ ) = ψ(z)γ ϕ for every z, z 1 ∈ V × V and γ ∈ F 2 2 . Therefore we have P s(V /A) = {α ϕ | α ∈ Ᏻ 1 }. Consequently E of (2.3.4) for s = 0 is an Eisenstein series of [W2, (30) ].
For a fixed
n as in §1.2, let be an element of (V h ) defined by (x) = v∈h v (x v ) , where v is the characteristic function of L v . Let us now take f z of (2.3.1) with this and z ∈ H a 1 . We then put 
Now we have
R(L, h)e a (hz).
In other words,
5.3. Take σ = x ∈ F a = R a in (2.3.4). From (2.1.2) we easily see that ρ(σ )f i = f x+i . Now the Siegel-Weil formula gives
where c n = 1 if n > 2 and c 2 = 1/2. This was proven in [W2] when n > 4, in which case the right-hand side of (2.3.4) is convergent at s = 0. The divergent case was given in [KR] when n is even. However, to apply the result in the paper to our case, we have to make sure of some nontrivial points. This will be done after stating an immediate consequence of the formula. We shall then add some more remarks. Now for 0 < y ∈ R, we have (see [S1, (4.34.K) and (4.35 
Therefore, comparing the Fourier coefficients on both sides of (5.3.1), we obtain R(L, h) = c n m(G ϕ , C)e a (−ih)c(h, 0) for a totally positive h in F , and hence
Thus our task is to find the value of v∈h b v (h, s) at s = 0, since we already know the value of m(G ϕ , C) as will be explained in §5.5.
Returning to the question of validity of (5.3.1) in the divergent case, we must note that the series in [KR] is somewhat different from our E in (5.3.1). More precisely, the series in [KR] is of the form E (γ , s) defined for γ ∈ Ᏻ 1 A , and E τ (σ ),s coincides with the series E(σ, s) of (2.3.4) defined with b = g. Now E of (5.3.1) is defined 0) is independent of the choice of b as shown in Lemma 2.5, and the change of b does not affect c v (h, s) for almost all v. Thus we can apply the result of [KR] to obtain (5.3.1) for even n.
The only remaining case that cannot be covered by [W2] and [KR] is the case n = 3. Now, in [R] it is shown that (5.3.1) holds with a constant c n , even when n = 3, independent of . This c n must be 1 for the following reason.
As mentioned in the introduction, equality (5.3.2) is essentially a special case of Siegel's results in [Si] . In fact, by Lemma 2.5, b v (h, 0) for each v ∈ h is the local representation density d p (h) he defined, so that (5.3.2) is exactly (1) of the introduction. Therefore (5.3.2) is included in his results, except that he assumed that L = g 1 n and ϕ(x, y) ∈ g for x, y ∈ L. The latter assumption can easily be removed, since we easily see that the validity of (5.3.2) (or rather, of his formula) for (ϕ, h) is equivalent with that for (2ϕ, 2h). However, the removal of the assumption that L = g 1 n is not that simple; one has to reformulate everything in terms of an arbitrary lattice from the beginning. That was done by Eichler in [E] . In this way, we can justify (5.3.2) without the Siegel-Weil formula (5.3.1). Anyway, we know (without [E] ) that c 3 = 1 in (5.3.1).
5.4.
Define K and e as in Theorem 1.5. Observe that K v , for v ∈ h, is a quadratic extension of F v if and only if t v = 2, in which case K v is the local field K of §3.6. For every such v, we fix an element c v of g v as in §1.6.
For each v ∈ h, define β(s) by (3.1.1) at v, and call it β v (s); then put 
(5.4.2) Now in Sections 3 and 4, we determined β v in each case. Therefore we obtain the formulas for γ v as stated in §1.6. We need to observe that ψ * h (p) coincides with ξ(ch) of (3.3.2) and (3.6.1) if t v = 1, and with ξ(−ch) of §4.8 if t v = 3. Also, ε of §1.6 coincides with ε(k/c) of §3.6 if t v = 1, and with ε(b) of §4.8 if t v = 3. Therefore the statements about ε at the end of §1.6 follow from Lemma 3.5, parts (2), (3), and (5). If n is even, ξ 0 of (3.7.1) coincides with ψ v . Substituting the value of (5.4.2) at s = 0 into (5.3.2), we obtain the formulas of Theorem 1.5 concerning
where f is the product of the prime factors of e unramified in K if n is even, and f is the product of the prime ideals for which t v = 3 if n is odd. This formula follows immediately from [S5, (3.2 .1)].
5.5.
To complete the proof of Theorem 1.5, put µ = (n − 1)/2. Then we have
where λ v is the number given as follows:
In fact, in [S5, Theorem 5 .8] we gave a formula for [S5, Lemma 5.6 (1)], we obtain the above formula from the formula of [S5, Theorem 5.8 ] by putting c = g and dividing by 2. Substitute this into (5.3.2); rearrange the product by employing (5.4.2); then we obtain the formulas for R(L, h) of Theorem 1.5.
The two-and three-dimensional cases and examples
6.1. Let us first consider the case in which n = 2, V = K with a quadratic extension K of F , and ϕ [x] = N K/F (x) . Then this K is exactly the field K of Theorem 1.5. As noted in [S5, Lemma 1.3], we have
where ρ is the nontrivial automorphism of K over F ; G ϕ is generated by G ϕ + and ρ. Since G ϕ is totally definite, K must be totally imaginary. The genus of maximal lattices in K consists of the fractional ideals a of K such that aa ρ = r. Let Γ be the group of all roots of unity in K. Clearly [S4, (24.5.5 (g, h) , which equals 2R(g, h) by Proposition 1.3.
6.3.
Next, suppose n = 3. Then we can take V = {x ∈ B | x ι = −x} and ϕ[x] = cxx ι with a quaternion algebra B over F , where ι is the main involution of B and c ∈ F × . To obtain a simpler formulation, we assume that c ∈ g × , which can be achieved by changing ϕ for its suitable constant multiple. (This assumption is somewhat stronger than condition (1.4.4).) We have t v = 3 if and only if B v is a division algebra; B must be totally definite, since ϕ is so. Let O be a maximal order of B. Then we can take L = O ∩ V . As noted in [S5, Lemma 1.4] , the group G ϕ + consists of the elements τ a ∈ GL(V ) for all a ∈ B × , defined by xτ a = a −1 xa for x ∈ V ; G ϕ is generated by In this theorem, we assume that hg is squarefree and 2 is unramified in F , since the formulas become relatively simple under such conditions. Anyway, the result concerning m(L) follows immediately from [S5, Theorem 5.8] , which is valid without those conditions; the first equality concerning R(L, h) is a special case of Theorem 1.5(I). To obtain the last equality, we need N(O, h) , that is, the number of representations of h by (6.5.1) with a i ∈ Z.
By an easy calculation we obtain, from the second equality of Theorem 1.5(II), 6.7. Let us next take F = Q, ϕ = 1 9 , and h = 1. Then ψ h is the trivial character. Employing the known values of ζ(4) and ζ(8), we obtain R(H, 1)/m(H ) = 2 8 γ 2 (9/2) for any maximal lattice H in V . From the formula of γ v with t v = 1, v | 2, and ξ = 1, we obtain γ 2 (9/2) = 121/2 7 , and so R(H, 1)/m(H ) = 242. We have seen in [S5, §5.16] that the genus of H consists of a single class. Therefore, we have N(H, 1) = 242, which can also be obtained from (6.6.1) combined with the fact that H is the direct sum of the lattice L of §6.5 and an obvious g-module of rank 1, as shown in [S5, §5.16] . (In other words, we have shown the equality 2 · 121 = 240 + 2 in a very roundabout way.) 6.8. Let us finally take F = Q and ϕ = 1 10 . Let X = ; so the second equality of Theorem 1.6(II) for h = 1 gives R( , 1)/m( ) = 1028/5, which is not an integer. This shows that the genus of has more than one class. The last fact can be seen by looking only at m( ). First, we obtain m( ) = (2 18 · 3 5 · 5 · 7) −1 from a formula in [S5, §5.16 ]. Then we can show that C ∩ G ϕ has order 2 17 · 3 5 · 5 2 · 7 by the same type of technique as for 1 9 at the end of the same section, from which we obtain the desired fact.
N(O, h) =
