Microdata from the UK Survey of Mortgage Lenders is used to model borrowers' choices between variable and fixed rate mortgages. The data is treated as a large-scale "natural experiment" on risky choice, with the choice of a fixed rate corresponding to the "safe choice" in a more conventional experimental setting. The choice is assumed to depend partly on risk attitude, and partly on expectations of future movements in interest rates. Approximately 280,000 choices, made by borrowers between 1992 and 2001, appear in the sample. The ordered probit model is used for estimation, while taking account of a number of econometric issues including missing counterfactuals, selectivity, and endogeneity. Explanatory variables are divided into three groups: mortgage price variables; interest rate expectations; and borrower characteristics. A number of strong effects are found, including: fixing is more likely when agents expect interest rates to rise; a larger amount borrowed (i.e. higher pay-offs in the choice problem) increases the propensity to fix; the presence of female borrowers increases the propensity to fix; older borrowers are less likely to fix; high-income borrowers are less likely to fix, particularly so if income is "self-certified". The results offer fresh insights into the analysis of risky choice, particularly with regard to the roles of incentives and subjects' income.
Introduction
The decision to purchase a home is undoubtedly one of the most important financial decisions made in the course of an economic agent's lifetime. A closely related decision is on how the purchase will be financed. For the majority of homebuyers, the purchase necessitates the taking out of a mortgage, that covers some or all of the purchase price of the property. A variety of types of mortgage are available. The feature of interest in this paper is whether the mortgage interest payments are fixed or variable. Borrowers may choose a "variable rate" mortgage, in which case their monthly interest payments would be determined by the prevailing market rate of interest, which can rise or fall at any time. Alternatively, they may choose a "fixed rate" mortgage, by which they are contracted to pay a fixed monthly amount over a specified (usually shorter) period.
It is clear that the choice between a fixed rate and a variable rate mortgage is a classic risky choice problem in the economic sense, and the decision resembles, in some ways at least, the type of risky choice problem typically created in laboratory settings. The fixed rate is the "safe choice" since it results in a sequence of monthly payments that are known with certainty in advance. The variable rate is the "risky choice", since it results in uncertainty over future monthly payments 1 . The choice that is made clearly depends on the risk attitude (i.e. the "preferences") of the decision maker. However, there is another important determinant of this choice: the decision maker's expectations of future movements of interest rates. It is easy to see that alternative combinations of preferences and expectations can produce the same choice: a risk-averse borrower who expects no change in interest rates might be expected to choose the fixed rate; however, a risk-seeking borrower might also be expected to choose the fixed rate if they happen to expect interest rates to rise sufficiently steeply in the near future. This is essentially the problem raised by Manski (2004) , who considered identification in such situations. As prescribed by Manski, we need to make an identifying assumption about agents' expectations of future movements in interest rates. The
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identifying assumption we adopt is that, at any point in time, all agents have the same interest-rate expectations, corresponding to "market expectations" implied by the prevailing term structure of interest rates.
The choice data is obtained from the UK Council of Mortgage Lenders (CML). It contains information on a five percent random sample of mortgage contracts financed by its members each month between 1992 and 2001. After filtering incomplete data, this amounts to approximately 280,000 observations. The dataset contains detailed demographics on the borrower as well as information about the loan.
In the terminology of Harrison and List (2004) this study may be classified as a "natural field experiment", since it is certainly true that subjects are operating in an environment in which the choice task is naturally undertaken, and also that subjects are unaware that they are participating in an experiment. Additional notable features of this study are as follows. First, the subject pool consists entirely of ordinary individuals, who have self-selected to purchase a widely demanded commodity -a mortgage. Second, the commodity is real and is purchased under normal economic conditions, in a highly competitive market. Third, information regarding choices is freely available to all subjects, and the choice itself is at the complete discretion of the subject, who is unhindered by time constraints. Fourth, the task, to choose between a fixed and a variable rate, requires no former experience, although some subjects are not first-time buyers, and so have presumably made a similar decision at least once previously.
One of the major attractions of this natural experiment is its findings in relation to the salience of the incentives. Completion of the choice task results in a binding contract with resulting pay-offs projected months or years into the future. Such incentives are high: the choice made can result in quite substantial gains or losses relative to the rejected alternative. In Section 2, we present examples of the types of outcomes actually arising in the context of the dataset. Given the salience of the outcome and the unlimited decision time, there is little doubt that subjects in this natural experiment can be relied upon to invest whatever cognitive effort is required to be in a position to express their true preferences.
Also, the task is performed once and only once, thereby avoiding the type of between-task contamination (see, for example, Holt (1986) ) that may arise when a sequence of tasks is performed, as is routine in laboratory settings.
Another class of natural experiment with salient incentives is that of the Game Show. This research area has enjoyed a flurry of interest in recent years (see, for example, Post et al., 2008) . Choices analysed in this setting are clearly for real and have high stakes. However, researchers in this area have faced a raft of criticism: the participants self-select in a rather extreme way, making it hard to justify the use of results in predicting the behaviour of the wider population; only a very short period (usually a few minutes) is available for each deliberation; the decision-maker is operating in an unnatural and unfamiliar setting, and their decision is likely to be influenced by the presence and behaviour of the studio audience. Clearly, all of these problems are categorically avoided in the natural experiment considered in this paper.
Our natural experiment has further advantages over other types of experiment, that we set out to exploit to the full. One concerns the role of subject income. Economists are very interested in the effect of individual income on risk attitude. However, it is widely accepted that, in the context of laboratory experiments, "outside" income (or "permanent" income) has only an indirect effect on behaviour. The usual measure of "income" in these settings is simply the income earned in the experiment, and the utility function is defined over this variable. In contrast, in the context of our natural experiment, the pay-offs take the form of monthly payments that will come directly out of the subject's monthly income. Hence it is natural to expect "outside" income to have a direct effect on behaviour. We are keen to exploit this opportunity to quantify the effect of income on risk attitude.
One final advantage is the huge sample size: the choices of 280,654 decisionmakers are used to estimate the various models we construct. This is at least an order of magnitude higher than the sample sizes typically encountered in lab-based research, and, accordingly, has the potential to lead to considerably stronger conclusions regarding some of the effects in which behavioural economists 1 INTRODUCTION may be most interested.
Of course, the fact that this analysis is based on a natural field experiment, with features that set it far apart from the "sterility" of the laboratory environment, presents us with a number of interesting and challenging econometric issues which add further potential for this work to contribute to the body of research in this field. The first of these is the absence of data on the counterfactual choice. While the rate struck by each borrower, whether they chose fixed or variable, is observed, the rate that they would have obtained had they made the other choice, is unknown. This requires some method of imputation, of which, as we shall see, there are a number of possibilities. The second econometric issue is that of selection bias: since borrowers have engaged in a process of search for the package that they find most attractive, it is likely that the choice they have made was driven by the unusually attractive features of the chosen deal, for example, having a lower rate than expected. If the rates struck are to be analysed, as they need to be in the process of imputing the counterfactual rates, such selection bias must be addressed. The third issue is endogeneity. In considering borrowers' choice between different rates, we need to examine how these rates have been determined. They are clearly set by the lenders, and, importantly, the lenders are using some of the same criteria in setting rates, namely those relating to interest rate expectations, as borrowers use in choosing between them. Hence the endogeneity of rates offered to borrowers must also be addressed in the estimation process, in order to obtain consistent estimates of the demand parameters.
Work has previously been carried out on the borrower's decision to fix rates. Alm and Follain (1984) and Campbell and Cocco (2003) provide theoretical treatments; the latter, like us, extract a measure of interest rate expectations from the term structure of interest rates. Empirical work on the fixing decision has typically consisted of binary choice models applied to relatively small sample sizes. For example, Dhillon et al.(1987) considered the choices of 78 households in Louisiana, USA; Follain (1988, 1989 ) used a dataset consisting of 475 households from across the USA; Leece (2000) used a sample of 762 UK households; Coulibaly and Li (2009) consider the choices of 2,878 households across the USA. The key determinant of the choice found in most of this litera-ture is the rate differential, that is, the variable denoted in our section 3 as p f −p v . Some researchers have gone further by considering more than two categories of the fixing decision. Sa-Aadu and Sirmans (1995) conside five different levels of fixing, and use a multinomial logit model to condiser the choice between these alternatives of 345 midwestern (USA) households. The multinomial logit model is also used by Phillips and Vanderhoff (1994) who consider the choice between the three alternatives: government-backed fix; ordinary fix; and adjustable rate. Their sample size is 6,894.
There are examples of risky choice research being taken into "the field", for example Binswanger's (1980) study of the decisions of Indian farmers in choice problems with "high" pay-offs. However, with the exception of the gameshow studies mentioned earlier, full-scale "natural experiments" on risky choice are hard to find in the literature. To our knowledge, Bacon (2009) is the only empirical researcher to have treated the mortgage choice problem in the context of risky choice, thereby contributing to the literature on the estimation of factors determining risk attitudes. The contribution of the current paper is to bring this research area further into the domain of behavioural economics, in particular by separating the role of risk attitude from that of expectations, in the spirit of Manski (2004).
The paper is set out as follows. Section 2 briefly considers some institutional issues relating to the choice between fixed and variable rates in the UK, and also, for the sake of further motivation, provides specific examples of monetary outcomes that would have arisen from the different choices at selected points in time. In section 3, we develop a model of the choice between fixed and variable rates, and consider how the model should be estimated in order to deal with the various econometric issues raised earlier in this section. In section 4 we examine the data. In section 5 we present and discuss the results. Section 6 concludes.
Fixed and Variable Rate Mortgages in the United Kingdom
The uptake of fixed rate mortgages in the UK has been of growing interest to policy-makers in recent years. From the policy maker's viewpoint, fixed rates have the potential to bring about stability in the housing market, as clearly seen in some European countries, notably France and Germany during the pre-credit crunch period. In 2003, the then UK Chancellor of the Exchequer Gordon Brown advocated a widening in the use of fixed-rate mortgages as a precondition for British entry into the Euro. At the time of the 2003 Budget, he commissioned Professor David Miles to investigate why long-term fixed rate mortgages occupied such a small share of total business, and to make recommendations for addressing the issue. The final report appeared as Miles (2004) . His recommendations included measures designed to raise levels of borrowers' understanding of interest rate risk, and measures making it less risky for lenders to lend at longterm fixed rates. UK borrowers who choose to fix are typically reluctant to fix for long periods. A two-year fix is fairly typical in the UK market. This contrasts starkly with the 10-15 year fixes typically seen in Europe, and the 15-25 year fixes seen in the USA 2 . When the period of the fix has elapsed, the rate automatically reverts to the Standard Variable Rate (SVR). Harsh early-redemption penalties typically apply if a borrower chooses to opt out of a fixed-rate agreement. In recent years upfront fees have also been introduced, some of which are refundable at the end of the fixed rate term, as a deterrent to early redemption.
To complete this section, we bring into focus the size of the pay-offs that characterise the choice problems of interest, by illustrating the monetary gains and losses that arise in particular scenarios. We consider a £100,000 mortgage, and the interest-only monthly payments 3 that would have actually been made by borrowers over a two-year period, under each interest rate regime, had the deals been struck on particular dates. The dates we consider are June 1996, and June 1998. The path of the monthly repayments relating to these deals is shown in Figures  2 and 3 . For the fixed-rate calculation we use the mean fixed rate struck in the first month of the two-year period; for the variable-rate calculation, we use the mean variable rate for each month within the two year period. The total amounts payable under each deal (assuming zero discounting) are reported in Table 1 . As can be seen in Table 1 , for the first period the fixed rate deal was cheaper by £1,485.17, whilst, in the second period the variable rate deal was cheaper by £421.74. The most revealing feature of these two examples is that in both cases, a "myopic" borrower, that is, one who bases their decision only on the price differential prevailing at the start of the two-year period, will make the "wrong" choice. The two graphs make this very clear. In Figure 2 , the variable rate starts off below the fixed rate, but is above the fixed rate for most of the 2-year period, resulting in a net loss of £1,485 if the variable rate is chosen. In Figure 3 , it is the fixed rate that is lower at the start of the period; thereafter, successive falls in the variable rate result in a net loss of £421, from choosing the fixed rate.
In the models developed in Section 4, we assume that borrowers are not myopic; they are forward-looking, basing their decision on expectations of interest rates that are reflected in the current term structure of interest rates. It is therefore interesting to investigate what these expectations are in the context of our two examples. Referring ahead to Figure 8 , which shows the time paths of the 3-month yield and the 10-year yield, we see that the yield spread in June 1996 was +2.52 percentage points, whilst in June 1998 it was -1.71 percentage points. Hence we infer that, in June 1996, the market expected a fairly steep rise in interest rates, while in June 1998, the market expected a fairly steep fall. By incorporating these expectations into the decision-making process, forward-looking borrowers are guided towards the choice of a fixed rate in June 1996, and towards a variable rate in June 1998. Hence, in both cases, the prevailing interest rate expectations are seen to guide borrowers towards the choice that eventually turns out to be "correct". 
The Model
Since this paper is concerned with the choice between fixed and variable rate mortgages, and not the overall demand for mortgages, we commence from the assumption that total demand is fixed. If it aids understanding, the market can be perceived as consisting of a single borrower who has already made the decision to take out a mortgage, and is in the process of deciding between a fixed rate and a variable rate. In this context, the demand function discussed below may simply be interpreted as that single individual's propensity to choose a fixed rate over a variable rate. This propensity to fix will be denoted as y * . Figure 4 presents a demand and supply diagram for fixed and variable rate mortgages. Total demand (y * max ) is represented by the vertical line. On the vertical axis is measured the fixed-variable price differential (i.e. the difference in the rates): p f − p v . The focus of the analysis is the proportion of total demand that is fixed-rate. This is represented by the downward sloping curve, which conveys the fact that a rise in the interest rate at which the fixed-rate deal is struck, ceteris paribus, causes a fall in the propensity of a typical borrower to opt for the fixed rate. Supply of fixed rate mortgages is represented by the horizontal line. This is because we are assuming that the lender chooses both the fixed and variable rates, which gives rise to a horizontal supply curve at (p f − p v ) 1 . The resulting quantity demanded of fixed rate deals is then given by y * 1 , and the remainder of deals demanded y * max − y * 1 are variable-rate.
Clearly, if lenders increase the price of the fixed rate and hold the variable rate constant, the quantity demanded (y * 1 ) is expected to fall. The slope of the demand curve is therefore related to the inverse of the negative coefficient on the variable representing p f − p v , in the demand equation estimated later. However, a crucial point is that the factors that influence lenders' choice of fixed rate are some of the same factors that determine the demand for fixed rate deals. The factors in question relate to interest rate expectations. If the market expects interest rates to rise, borrowers' propensity to choose fixed rates are likely to rise in anticipation of their expectations being fulfilled. However, simultaneously lenders are likely to raise the price of their fixed rate deals. In Figure 4 , two things happen in response to the expected increase in interest rates. The entire demand curve shifts to the right; and the horizontal "supply curve" rises. The overall effect on the number of fixed deals is ambiguous, and depends on the relative magnitudes of these two effects. In order to separate out the effects, an Instrumental Variables (IV) estimator is required.
This leads to the important question of how interest rate expectations are measured. Here we appeal to expectations theory (Sargent, 1972) , according to which market expectations of future movements of interest rates may be inferred from the slope of the yield curve: the steeper the yield curve, the more steeply the market expects interest rates to rise. We represent this slope using the difference between the yield on a long-dated bond and a short-dated bond. After much experimentation, we settle for using the 10-year yield minus the 3-month yield. We refer to this difference as the yield spread, and denote it as s. By including this variable in the demand equation, we are assuming that all borrowers have interest rate expectations that correspond to the current value of the yield spread. This is the identifying assumption, required in the spirit of Manski (2004) , that enables us to separate out the effect of interest rate expectations from that of preferences. By virtue of this assumption, the inclusion of s as a determinant of the fixing propensity allows us to interpret the effects of all other explanatory variables in terms of preferences (i.e. the risk attitude) of the borrower.
Characteristics of the borrower that that determine the demand for fixed rates will be assumed to determine the position of the demand curve in Figure 4 . For example, if age of borrower has a negative effect on the propensity to fix, then an increase in age brings about a leftward shift in the entire demand schedule. Age, as well as a number of other characteristics, do indeed turn out to have important effects.
The variable y * has been introduced as the propensity to fix, and this variable will appear on the left hand side of all specifications. However, y * is unobserved. The observed counterpart is a variable y taking three possible values: y = 1 for variable; y = 2 for short-fix; y = 3 for long fix. In view of the ordinal nature of this dependent variable, as explained more fully at the end of the current section, we shall estimate all models in the framework of the ordered probit model. All specifications have the following structure:
where: y * is the propensity to fix; s is the 10-year less 3-month yield spread; p f − p v is the fixed-variable price differential; p v − r is the variable-rate premium; r is the central bank base interest rate; x is a vector containing characteristics of the borrower; u is the error term.
The differences between the various specifications are in the manner in which the variables p f and p v , and their counterfactuals, are defined. The most obvi-ous way in which to impute the counterfactual prices is to follow Phillips and Vanderhoff (1994) by simply using the mean of the prices applying to all of the actual data for a given month. That is: for fixed-rate borrowers, the variable price is assumed to be the mean rate struck by all variable-rate borrowers in the same month; for the variable rate borrowers, the fixed price is assumed to be the mean rate struck by all the fixed-rate borrowers in the same month. The means so obtained are used to construct the price differentialp f −p v , as well as the variable-rate premiump v − r. Note that this notation, with a single bar over each price variable, indicates that the means are used only to replace the counterfactual prices; actual price data is still used for the chosen alternative.
A superior method for imputing counterfactual prices is to follow Brueckner and Follain (1989) by using predictions from an OLS regression of prices (for those who made the relevant choice) on a set of explanatory variables. The price equations estimated take the following form:
where: p f is the fixed price (interest rate of the fixed rate mortgage); p v is the variable price (interest rate of the variable rate mortgage); r is the Bank of England Base rate; s is the yield spread; z is a vector of borrower characteristics that determine the rate offered; v is the error term.
Note that the fixed rate p f is assumed to depend (non-linearly) on the yield spread whilst the variable rate p v does not. This is because, while it is logical to assume that lenders set their fixed rates on the basis of expectations of future movements in interest rates, there is no reason for variable rates to be based on such expectations 4 .
When (2) and (3) are estimated by OLS, and the resulting predictions used to impute counterfactual prices, the price differential and variable-price premium are denoted respectively byp f −p v andp v − r. Note that, as previously with the use of "bars", a single "hat" in these expressions indicates that only the counterfactual values have been replaced by OLS predictions; actual data is used where available.
Yet another possible method for imputation, used previously by Brueckner and Follain (1988) , is one that allows for selectivity. As previously remarked, a price that is observed is for a deal that has been chosen, and the deal was chosen because of its attractiveness in terms of features including price. Given this, it is likely that the two methods of imputation described above will result in imputed prices that are, on average, biased downwards. To correct for this "selection bias", Heckman's (1979) two-step method is used to estimate (2) and (3). When estimates thus obtained are used to generate predictions, the resulting price differential and variable-price premium will be denoted respectively byp f −p v and p v − r.
One further econometric problem that needs to be addressed is the endogeneity of prices. Because lenders, in the process of setting interest rates, take account of the same factors (in particular interest rate expectations) as do borrowers in the process of choosing whether to fix, an assumption of price endogeneity must be incorporated in order to isolate the effect of such factors on the demand for fixes. For this purpose, an IV estimator is used. IV estimation of (1) involves replacing all observations of price, including the observed prices, with predictions from the first-stage estimation procedure. When all observations are replaced by monthly means, the variables will be denoted by (p f −p v ) and (p v − r). When all observations are replaced by OLS predictions, we will have (p f −p v ) and (p v − r). Finally, when all observations are replaced by predictions from the Heckman selection model, we will have (p f −p v ) and (p v − r). Equation (1) will be estimated using six different models, which are summarised in Table 2 . Model 6 is the most preferred on theoretical grounds, since it simul-taneously deals with all three of the econometric problems identified: missing counterfactuals; selection bias; and endogeneity. Let us finally turn to the dependent variable. As mentioned, this has three possible outcomes: variable; fixed for up to one year; and fixed for over one year. If the variable rate is treated as "no fix", then it is clearly seen that the three outcomes are ordered, and the ordered probit model (McKelvey and Zavoina, 1975) is appropriate. The underlying latent continuous variable is "propensity to fix", denoted as y * throughout this section. Figure 5 shows the distribution if y * . Note that the mean propensity to fix, β ′ x say, depends on the explanatory variables appearing in the vector x and that actual propensity to fix is distributed normally (with variance normalised to 1) around this mean. The outcome is assumed to be determined according to where the propensity to fix falls in relation to two "cut-points" κ 1 and κ 2 . For example, as indicated in Figure 5 , a propensity to fix between κ 1 and κ 2 would result in a short fix being chosen. The two cut-points are estimated along with the parameters contained in the vector β, by maximum likelihood. Note that the vector β does not include an intercept, since it would not be separately identifiable from the two cut-points.
Another possible approach is the Interval Regression model (Stewart, 1983) . Here, the underlying variable is taken to be the desired length of the fix, measured in years. This is illustrated in Figure 6 . Desired length of fix is assumed to vary between −∞ to +∞, but negative values are censored and correspond to the choice of a variable rate. If the desired length of fix is positive, we observe the interval (either (0,1) or (1,+∞)) in which the actual length of fix lies. As with the ordered probit model, the underlying variable is assumed to have its mean determined by a set of variables denoted by the vector x, and to be normally distributed around the mean. However, there are a number of differences from ordered probit. Firstly, the variance parameter is identified and is therefore a parameter that requires estimation. Secondly, the intercept in this model is also identified. Thirdly, the cut-points in this model are known values (0 and 1 in this case) and therefore do not require estimation.
A question that inevitably arises is which of these two models is preferred. The answer is that, generally, the interval regression model is preferred on the grounds that knowledge of the cut-points allows greater efficiency with respect to the estimation of the model's other parameters. However, in the special case in which there are only three outcomes, the two models contain exactly the same number of unknown parameters, and, interestingly, they are identical in terms of the value of their maximised log-likelihoods, and therefore their explanatory power 5 .
Since the variable of interest here has only three outcomes, we may therefore conclude that ordered probit and interval regressions are equivalent models in explaining our data. Hence, for our demand equation we shall estimate only the ordered probit model, and, accordingly, draw conclusions in terms of the effects of different factors on the borrower's propensity to fix. However, it is still conceptually useful to recognise that an alternative, and effectively equivalent, approach would be to consider the length of the fix as the underlying variable of interest, and to proceed by estimating the interval regression model. 
Data
We use data from the UK "Survey of Mortgage Lenders" 6 , a monthly dataset of approved mortgages by the building societies that are members of the Council of Mortgage Lenders (CML). The CML represents the association of prime lenders in the UK. This means that rates and loan size are competitive and borrowers are comfortably creditworthy (i.e. having low risk of default); in contrast, the nonprime lender sector of the mortgage market specialises in higher risk borrowers and charge a premium rate for mortgages. The survey consists of a random five percent sample of mortgages sold by each lender in the group each month. We use the datasets for 1992 to 2001 giving a total of 438,034 observations; we then further select only those mortgages where full financial details are given leaving a net sample size of 280,654.
Tables A1 and A2 in the Appendix present descriptive statistics for binary explanatory variables, and other explanatory variables, respectively. Table 3 shows a tabulation of the dependent variable over the sample. We see that the majority of borrowers (62%) chose variable rate mortgages, and that of those who fixed, most chose a "long fix", that is, one lasting longer than one year. The explanatory variables are divided into three groups: mortgage price variables; interest rate expectations; and borrower characteristics. Borrower characteristics include income, the number of male and female applicants to the loan, the age of the main borrower, whether income is self-certified, and whether the borrower(s) is (are) first-time-buyers (FTB). Loan characteristics include the size of the advance, the loan-to-income ratio (LIR), the loan-to-value ratio (LVR), and whether the mortgage is of repayment type. Market conditions include the Bank of England (BoE) base rate r, and the term structure variable (s) introduced in Section 3. For the mortgage price there are two variables: p f − p v and p v − r. These are derived from the fixed price p f ; the variable price p v and the BoE base rate r. The time paths of the monthly means of these three variables are presented in Figure 7 . As expected, the base rate is usually the lowest of the three. Of the other two, p f is usually the higher, that is, fixed-rate deals are typically more expensive than variable-rate deals. As discussed in earlier sections, a key determinant of the choice between variable and fixed rates is the expectations of future movements in interest rates. The time paths of the of the two yields that combine to give the yield spread, s, are plotted in Figure 8 . The way to use Figure 8 is simply to consider which of the two lines is higher. For example, during the period 1994-1996, the long yield was considerably higher than the short yield, representing the fact that the market was expecting increases in the interest rate. In Figure 7 , it is seen that this expectation was correct, with the base rate rising intermittently until mid 1998.
Results
The six models outlined in Section 3 have all been estimated using the data described in Section 4. Recall that these six models amount to different approaches to estimating the parameters of equation (1). These estimated parameters are all shown in Table 4 . Recall also that some of the models (namely Models 3, 4, 5 and 6) require preliminary estimation of the two price equations (2) and (3), using either OLS or Heckman's 2-step procedure. The estimates from these preliminary models are all presented in Table A3 in the Appendix.
As asserted in Section 4, Model 6 is preferred on theoretical grounds, since it deals with all three of the econometric problems that have been addressed: missing counterfactuals; selection bias; and endogeneity. For this reason, the results from model 6 (i.e. the final column of Table 4 ) shall be used in interpretation.
Turning first to the price variable on the second sheet for Table 4 , we see that the variablep f −p v has the expected negative sign, and is strongly significant. This is consistent with the downward-sloping demand curve shown in Figure 4 , and simply confirms that a rise in the price of fixes relative to the price of variable deals brings about a fall in the demand for fixes. Next, we see that the coefficient on the variable rate premium (p v − r) is also negative and significant. In interpreting this coefficient, we must imagine that the price differentialp f −p v is fixed. The interpretation is therefore that if both the variable rate and the fixed rate simultaneously rise by the same amount, there will be a fall in the demand for fixes. Next we see that the coefficient of the base rate r is also negative. This indicates that at times when interest rates, generally, are very high, fixed rates are less popular. This is perhaps because, at times when interest rates are abnormally high, borrowers have particularly strong expectations that they will fall in the future, making fixed deals appear less attractive. Results of ordered probit model of choice between: variable; fixed for up to 1 year; fixed for more than 1 year.
(Standard errors in parentheses). Significance denoted by: * p < 0.05, * * p < 0.01, * * * p < 0.001
We see that the coefficient of the yield spread s is positive and significant. This is an expected and a welcome result, since it implies that at times when agents expect interest rates to rise steeply, the demand for fixed-rate deals rises. Recall that the inclusion of s in this demand equation is our chosen method of controlling for interest rate expectations in the demand equation, so that all of the other effects estimated in this equation may be interpreted in terms of effects on risk attitude.
Let us now consider these effects in turn. The log of advance has a positive and significant effect. The size of the advance may be interpreted as a proxy for the level of the pay-offs in the risky choice problem, in which case the positive coefficient leads us to conclude that higher pay-offs bring about an increase in risk aversion. This result is consistent with results obtained in laboratory experiments by, for example by Holt and Laury (2002) . More generally, this result adds fuel to the debate over the role of incentives in experiments, discussed, for example, by Camerer and Hogarth (1999).
The log of income has a negative and significant coefficient, suggesting that those with higher income are less risk-averse. We consider this to be a key result because it is filling a gap left by lab-based research. The effect of subjects' income has been keenly pursued in laboratory settings. However, it is not possible to assume, in the lab, that "outside" income is incorporated into the decisionmaking process; if this is assumed, it becomes impossible to explain the levels of risk-aversion observed, a point made by Rabin (2000) . In the context of our natural experiment, however, it is natural to assume that income is embedded in the decision-making process, since the subject is fully aware of the monthly payments that will arise as a result of their choice, and that they will be made directly out of their monthly income. Therefore the strong income effect that we see in Table 4 can be viewed as concrete evidence of the effect of income on risk-aversion.
The negative coefficient of the dummy for "self-certified income" suggests that borrowers who "self-certify" that is, who do not (or perhaps are unable) to provide proof of income, are less risk-averse. Given that self-certifiers tend to be self-employed, this result is consistent with results from empirical labour economics (see, for example Elkelund et al., 2005 and Masclet et al., 2009) to the effect that risk-seeking individuals tend to select into self-employment.
The number of males and the number of females in the borrowing agreement appear as explanatory variables; both of these variables range from zero to four (see Table A1 ). It is seen that both have positive coefficients, indicating that the more people in a decision-making unit bring about higher levels of risk aversion. This is broadly consistent with results from work on group (mixed gender) decision-making such as Masclet et al., (2009) and Bateman and Munro (2005) . Moreover, the coefficient for the number of females in Table 4 is significantly greater than that of the number of males, indicating that females are more risk averse than males. This is a further development to the existing literature on the role of gender in financial decision making where Jianakoplos and Bernasek (1998) find single women to be more risk averse than couples or single men, while Dwyer et al., (2002) find that such effects are attenuated when specialist knowledge is taken into account. Age of main borrower, and its square, are included. Both have negative coefficients, the latter significantly so. This indicates that older borrowers are less risk averse, or that the accumulation of general life experience (as proxied by age) brings about a reduction in risk aversion. Experience that is more specific to the choice task is captured by the "first-timebuyer" dummy. The positive (although only marginally significant) coefficient on this variable suggests that specific experience, in the form of previous mortgage agreements, also brings about a reduction in risk aversion.
Finally, loan-to-income ratio and loan-to-value ratio each provide a measure of the risk that is being taken by the borrower. The higher these ratios are, the more risk is being taken in terms of the amount borrowed. It is therefore not surprising that both have negative coefficients in model 6. It appears that those who are risk-seeking in their borrowing behaviour are also risk seeking when they come to make the choice between a variable and a fixed rate.
Conclusion
The market for mortgages is a highly topical research area at present, not least because it has frequently been identified as the root cause of the global phenomenon that has come to be known as the "credit crunch". In this paper, we have considered one aspect of this market: borrowers' choices over whether and for how long to fix the interest rate. As discussed in Section 2, these decisions, when considered in aggregate, have profound effects, for example by fostering stability in the housing market, and ultimately stability in the economy at large.
In this paper, we have treated the fixing decision as a risky-choice problem in the behavioural economist's sense. We have analysed a large-scale data set containing the fixing decisions of borrowers, in order to estimate the determinants of this decision. The data set has been treated as a natural field experiment, a classification that is justified mainly on the basis that the participating subjects are making their choice in a natural economic environment and are completely unaware that they are participating in an experiment. A significant advantage that this study holds over other natural field experiments on risky choice is that the participating subjects have self-selected only to the extent that they are purchasing a home; they have certainly not self-selected on any basis that relates to their risk-attitude. An advantage of this study over typical laboratory studies on risky choice, is the huge sample size. Many interesting effects that have eluded laboratory researchers have been estimated with very high precision in this study, by virtue of the large sample.
An important theme of the paper has been the need to deal with the various econometric problems that arise as a consequence of the data being collected in the setting of a natural field experiment rather than in that of a laboratory. These problems were: missing counterfactuals; selection bias; and endogeneity. A sequence of models have been estimated that address each of these issues in different combinations. The model that deals with all three problems, and is therefore preferred on theoretical grounds, is Model 6. It was the results of this model that were interpreted in Section 5.
In order to interpret the coefficients of the demand equation in terms of effects on risk attitude, it has been necessary to control for the role of interest rate expectations. The identifying assumption that we have used for this purpose is that all borrowers have interest rate expectations that correspond to the market expectations that can be deduced, via expectations theory, from the prevailing term structure of interest rates. This assumption led to the use of a yield-spread variable s in the demand equation. Reassuringly, this variable had a coefficient which was of the expected sign and is significant.
Most of the results relating to risk attitude appeared to have natural interpretations, and in addition some offered support to results appearing elsewhere in the literature. Moreover, some results have been interpreted as as providing a link between the laboratory and the frontiers of knowledge on risky choice. The most important results in this regard are the postive impact of pay-offs on risk aversion, and the negative effect of income. Note:
Appendix
• Figures given are the number of observations where the dummy variable is equal to one.
• "F" "M" and "H" refer to Female, Male and Heterosexual couples respectively. Note:
• Monetary variables: "Advance" "Price" and "Income" are in sterling at current value.
• Variables "SF FTB" (Single Female First Time Buyer), "SM FTB" (Single Male FTB), " S Female" (Single Female) and " S Male (Single Male) " are all dummy variables; the means given for these is the mean of age (in years) for the relevant group. Note:
• Variables "SF FTB" (Single Female First Time Buyer), "SM FTB" (Single Male FTB), " S Female" (Single Female) and " S Male (Single Male) " are all all dummy variables; the means given for these is the mean of age (in years) for the relevant group. Note:
• Variables "SF FTB" (Single Female First Time Buyer), "SM FTB" (Single Male FTB), " S Female" (Single Female) and " S Male (Single Male) " are all all dummy variables; the means given for these is the mean of age (in years) for the relevant group. Significance denoted by: * p < 0.05, * * p < 0.01, * * * p < 0.001
Note: that the base case for couple-type/ single category in the OLS and Heckman (main and selection stages) models is multiple occupancy households i.e. three or more signatories to the mortgage, the number of observations for these is 3,934.
