Abstract -Monitoring critical conditions is of outmost importance in any system for achieving long life and stability. In this process, various parameters can be classified as critical and their values must be kept within a bounded interval by means of monitoring and acting upon a change in the value. A practical example of critical conditions monitoring is temperature monitoring in data centers (server rooms) where the temperature value must be kept below a certain threshold in order to achieve long life and stability of equipment. This paper presents a system designed for monitoring temperatures and alerting of their critical values is proposed -
INTRODUCTION
With the rapid development of microelectronics and component cost reduction, today's consumer electronics is becoming omnipresent in the sense that in 2011 the number of devices on the planet exceeded the number of people on the planet [1] . With this rising trend of consumer electronics, the supporting systems such as data centers are growing as well, as the need to interconnect these devices is becoming intensely expressed. This yields another important issue, i.e., energy efficiency. With an increase in computational power and functionality of data centers, the overall energy consumption is increasing as well resulting in the need to constantly cool the rooms where this equipment is located. Also, from the fact that cooling accounts for 30%-50% of total energy consumption of data centers [2] , it is safe to assume that hazardous conditions are likely to occur in case of cooling system failure. This can result in component/system failure, or in the worst case scenario, a fire [3] ! On the other hand, it must be noted that modern and advanced data centers have already incorporated safety measures in the form of system shutdown, backup cooling and fire control systems; however, the topic of this paper is oriented towards a large number of small data centers (server rooms, equipment cabinets, etc.), often not equipped with high reliability and advanced climate control (cooling) systems. Furthermore, the proposed system could be applied to various other domains such as monitoring of wine production [4] , measurement or radioactive material leakage [5] , and similar applications where monitoring of various parameters is of outmost importance [9] .
Within this scope, this paper presents the development of a parallel redundancy system for critical conditions monitoring and alerting (PRSMA) designed as a low-cost but high-reliability device, intended for use in small server rooms, data centers, equipment cabinets, etc. The main reason behind the parallel redundancy alerting system is the fact that upon critical conditions such as high temperature or high humidity the communication infrastructure becomes unstable and it is impossible to establish a reliable communication channel through an Ethernet-based link. Consequently, a hot reserve system is proposed to establish communication in any condition. The system is based on a GSM communication module, alongside with Internetbased LAN communication. By proposing this parallel redundancy architecture the probability of a single point communication failure (SPOF) is reduced. Furthermore, the ability of using a GSM mobile network enables instantaneous alerting via SMS or phone call to the operator in charge of the equipment at hand [10] .
The paper is organized as follows: Section 2 describes the basic system architecture of the proposed system, placing emphasis on the parallel redundancy aspect in general. Section 3 shows the developed prototype alongside with measurements and Section 4 gives the conclusions.
ARCHITECTURE OF THE PROPOSED SYSTEM
The proposed Parallel Redundancy System for Monitoring and Alerting (PRSMA) is based on two communication technologies, i.e., landline Internet connection (via DSL, Cable, Fiber, etc.) and wireless mobile services (GSM, UMTS), to achieve high data delivery reliability towards the end user (system administrator or person in charge). The architecture of the proposed system is shown in Figure 1 .
As seen in Figure 1 , the PRSMA device is located within the observed area (area of interest) alongside with dedicated sensors. The main task of the PRSMA is to monitor various parameters (temperature, humidity, water level, smoke, etc.) from dedicated sensors and process sampled data. The processed data is then compared to a set of predefined rules (constraints that can be modified) in the process of estimating critical conditions. Upon the detection of a critical condition (e.g., the temperature value exceeds the maximum predefined value), the administrator is notified of a critical condition occurring within the observed area. Also, processed parameter values are continuously delivered to the Virtual Private Server (VPS) where real-time monitoring can be performed [11] .
In order to achieve high reliability of the proposed PRSMA, the overall architecture incorporates three data flows: Encrypted data flow over LAN is used for data exchange between the Virtual Private Server (VPS) Cloud service and the PRSMA using landline communication, where the existing infrastructure is used for data communication. In the event of a landline network failure, a hot swap is realized using the second data flow (over mobile network) and the connection towards the VPS server is preserved. In the case of a VPS failure or Internet inaccessibility, an SMS based alerting system is activated and the end user is notified of current conditions within the area of interest.
PRSMA DEVICE
The PRSMA device is a cost-effective solution based on a low-power microcontroller and communication modules. A block diagram of the PRSMA device is shown in Figure 2 . As seen in Figure 2 , the main processing unit of the PRSMA is an 8-bit microcontroller capable of handling all tasks related to processing of data and communication. The most important task of the PRSMA is data acquisition from various sensors to provide the full picture on the monitored environment.
Due to the fact that data transmission from sensors to the PRSMA must be highly reliable, a wired approach was chosen using a 1-Wire communication bus. The advantage of using the 1-Wire communication bus is the ability of interconnecting a large number of sensors using only 3 conductors. As all devices are uniquely identified by a 64bit serial number, there is no need to assign sensor ID numbers and the sensors can be easily identified [6] . Consequently, today a large number of sensors use 1-Wire communication as a standard (e.g., a DS18B20 temperature sensor) enabling omnipresent interoperability [7] . Finally, with the availability of 1-Wire ADC and 1-Wire GPIO port expander modules it is possible to design any custom sensor, having ease of implementation in mind.
Due to the fact that the PRSMA has the ability to send values of 10 sensors simultaneously, the amount of data transmitted is constant for 1 or 10 sensors, as the unused sensor slots are occupied with blank values. Also, due to the fact that sensors are located on the 1-Wire bus, all ADC conversion and sampling is performed simultaneously (distributed among sensors), thus the received sensor value is a true instantaneous value of the dedicated sensor.
Next, a very important aspect of the PRSMA is the parallel redundancy communication system composed of two separate communication modules, i.e., the GSM/ UMTS Modem and the TCP/IP Ethernet module (UARTEthernet). Each module has a required protocol stack for communication integrated, thus there is no need to integrate TCP/IP or GSM/UMTS stacks within the microcontroller. This simplifies system design as the only communication protocol needed is a UART. Both modules also handle connection to VPS by means of the TCP socket or HTTPD connection [11] . Out of the aforementioned protocols, we chose to use the TCP socket due to the fact that by having a constantly opened TCP tunnel it is possible to monitor the functionality of the device by using keep-alive settings on the TCP tunnel [12] .
Finally, in order to act upon any critical condition, the PRSMA incorporates a peripheral control unit with the task of controlling the resulting critical conditions. These include A/C control in the form of IR or relay signals, fan or turbine control for ventilation, pump control for water draining, etc.
COMMUNICATION PROTOCOL
As stated before, the means of transmitting data to the VPS server is achieved by using a TCP socket, both from the Ethernet network and the GSM/UMTS network simultaneously. This establishes a hot reserve in case one of the communication channels is severed. Due to the fact that TCP sockets are kept open via keep-alive packets, it is possible to constantly monitor for broken connections or device failures. In the process of establishing the TCP tunnel, the PRSMA acts as a TCP client and connects to a static IP address of the VPS server. In this way, the need for a dynamic DNS or other services for identifying the IP address of the PRSMA is avoided. This also reduces the possibility for malicious users to connect to the PRSMA and manipulate peripheral devices. However, additional security aspects must be considered on the VPS, as exposed sockets are available publicly on the Internet. In order to achieve communication between the PRS-MA and the VPS, the approach of using sessions for data exchange is used. The main reason for using sessions is the need to map sensor data with its hardware serial number (Hardware ID). Due to the fact that hardware ID is a 64bit unique number, continuous transmission of hardware ID numbers together with the data would result in the generation of unnecessary network traffic. The proposed approach uses the technique of mapping hardware ID numbers with positions of data in each session, thus eliminating the need to send hardware IDs each time. The proposed method is shown in Figure 3 .
As seen in Figure 3 , upon device initialization the PRSMA sends an Init packet containing the session ID (incremented from the last session) and the associated hardware IDs of each sensor connected to the PRSMA. Accordingly, in the forthcoming data packets the position of each data sample is mapped to the position of the hardware ID within the Init packet. As long as the Session ID is unchanged, the received data samples will be mapped to the Init packet with the same Session ID. For the sake of the argument (Figure 3 , a lower portion of the graph), if during normal operation an event causes the device to reset (due to power failure, a faulty sensor, etc.) and the Session ID changes, the VPS will receive a data packet with the Session ID that differs from the saved Session ID of the last Init packet. If this occurs, the VPS will transmit an error message to the PRSMA requesting an update on the Init packet. The PRSMA will respond with a new Init packet, mapping new positions of sensors within the forthcoming data packets. In this manner, mapping of the data to sensor Hardware IDs is guaranteed.
SECURITY ASPECTS AND DATA ENCRYPTION
A very important aspect of establishing communication over the Internet is the security aspect. As the Internet is a public domain, all devices connected to the Internet are vulnerable to attacks from malicious users. Consequently, to maximally reduce the possibility of unauthorized access, the PRSMA uses several mechanisms: first of all, the chances of direct intrusion are minimized by implementing a TCP client connecting only to a designated IP address (VPS). Next, each packet is time-stamped and any duplicate packet received at either side is automatically discarded. This ensures protection against replay attacks. Furthermore, each packet is controlled by a CRC checksum in the footer, ensuring the integrity of data. Finally, to ensure data confidentiality over the Internet, all data packets are encrypted by a lightweight encryption cipher. The process of preparing data packets for transmission is shown in Figure 4 . After the packet is time-stamped and the CRC checksum is calculated, the packet is encrypted by using a lightweight XTEA (eXtended Tiny Encryption Algorithm) cipher. The best cryptanalysis for XTEA is a related key differential attack that can break 32 out of 64 rounds of XTEA, requiring 2 20.5 chosen plaintexts and time complexity of 2 115.15 , which presents a cryptographically safe algorithm [8] . Due to the fact that after encryption the data stream can contain all values [0, 255] for each byte (not just ASCII text), the obtained data are encapsulated by using the Base64 algorithm, resulting in a standard textual string, with a header and footer added. After the packet is received at the VPS, the Base64 is converted to raw byte data and decryption is preferred using the same key. The decrypted data is checked for checksum validity and if the CRC checksum is verified, the data is forwarded as a valid data packet to higher layers for processing. The process of sending data from the VPS is reverse.
The aforementioned ensures confidentiality, integrity and timeliness of the data as the TCP socket incorporates retransmissions and flow control, together with the parallel redundancy channel.
TESTBED AND MEASUREMENT OF THE PROPOSED SYSTEM
The proposed system was developed as a standalone solution using a low-cost microcontroller, Ethernet LAN and GPRS communication modules and an LCD display for a user interface. A microcontroller chosen for the function of a processing unit was the ATMega32 microcontroller from Atmel running at 11.0952 MHz to ensure synchronous work with the UART standard. The choice of the aforementioned microcontroller is omnipresence and a low cost of the integrated circuit at hand. For external sensors, a simple digital temperature sensor DS18B20 was used to measure a single temperature value and a relay for A/C control. The developed PRSMA device is shown in Figure 5 . Experiment methodology is as follows: The testing of the proposed system was performed in laboratory conditions in order to estimate the ability of the PRSMA to act upon critical conditions. The PRSMA device was stationed in a server room with climate control. The device samples a temperature value from a temperature sensor. The data is sampled every 2 seconds and an average of 10 measurements is calculated. The average value is sent from the PRSMA device towards the VPS every 20 seconds. The measured parameter (temperature) was monitored for a time period of 36 hours. The temperature data shown at the VPS can be seen in Figure 6 . In the observed time period one disturbance was introduced upon which the Air Conditioning device was turned off -the simulated failure. When the temperature value exceeds the maximum value (predefined rule), the critical condition event is initiated upon which the administrator is notified by SMS and the AC system is turned back on by using a relay. The temperature is normalized after a certain period of time. The temperature curve depends on the type of the AC system, accounting for the present temperature undershoot ( Figure 6 ).
Based upon the performed measurements it can be concluded that the real time monitoring component of the system performs as expected. Furthermore, the experiment also demonstrates the simulated system failure when the cooling system of a server room malfunctions. The PRSMA acts by controlling the auxiliary cooling system (AC system) and returns the atmospheric conditions to normal.
NETWORK COMMUNICATION ANALYSIS
A network communication segment was investigated by analyzing network traffic intensity. Figure 7 depicts the measurement data throughput of the PRSMA device in normal operating conditions. The data throughput was measured on a LAN communication segment, with the use of a network tap. The tap forwarded the data onto a PC, where a network packet analyzer (Wireshark) was used to sort and sniff the packet stream. The aforementioned resulted in a data throughput diagram shown in Figure 7 . In the aforementioned diagram it is visible that upon normal data transmission (each ∆t = 20s) for each data transmission approximately 200 bytes are transmitted. This measurement is based on transmitting the data from 10 sensors on one PRSMA device (one active sensor and nine dummy sensors). This results in an average throughput of 80 bit/s, representing insignificant network load compared to the maximum data rate of the LAN network (100 Mbit/s or higher). Furthermore, it is possible to calculate the monthly data usage of the PRSMA system based on the sampling time (∆t):
If calculated on a monthly basis, the total data usage of 26 MB is expected from one PRSMA, representing the negligible cost of data.
In the case of the reset condition and the need to retransmit Init packet with Hardware IDs, the amount of data transmitted increases approximately 3 times or more (700 bytes), which is expected due to the fact that all 64-bit hardware IDs need to be retransmitted. This can be seen in Figure 7 , data spike on 70s. Afterwards, normal operation resumes and data sample packets are transmitted every ∆t.
CONCLUSION
This paper proposes an architecture for establishing a highly reliable and cost-effective system for monitoring critical conditions in various applications, i.e., the PRSMA. The system is based on achieving parallel redundancy using a landline channel to the Internet (DSL, Cable, etc.) and a mobile operator (GSM/UMTS) communication channel, together with the ability to send critical event alerts via SMS. The system uses a cloud-based Virtual Private Server (VPS) in order to concentrate data flows from both communication channels and enable real-time data presentation and overview. To achieve data confidentiality over the public domain such as the Internet, a security mechanism is implemented in form of encryption and reply attack protection. The need to install expensive server solution is avoided by using a VPS solution.
Furthermore, the proposed PRSMA system has the ability of sampling standard 1-Wire sensors on a single bus (up to 10 sensors), thus enabling interoperability with various sensors available on the market. Also, by incorporating peripheral control, the ability of controlling systems such as Air Conditioning, fans, pumps, etc. is enabled. By using cost-effective components, a lowpower microcontroller, and standardized communication modules, the PRSMA device is a low-power and low-cost solution for use in various applications.
Testing and measurements of the PRSMA device performed in laboratory conditions (testbed of a single temperature sensor) shows that the system performs as expected upon the occurrence of the critical condition, and by actuating the Air Conditioning unit, the rise in the temperature beyond the maximum value (a predefined set of rules) is controlled. Finally, by investigating network traffic intensity it was concluded that sending one data sample from the PRSMA uses approximately 200 bytes, which results in monthly data usage of 25 Mbytes for normal operation (for sampling time of ∆t = 20 s) . In the case of the need to retransmit the Init package with associated Hardware IDs of sensors (in the case of device reset), the amount of data is tripled per one request. However, due to small frequency of the Init packet, this approach reduces overall data consumption (compared to the approach of sending Hardware IDs together with sensor sample data) and enables a cost-effective, secure and very reliable communication system. Future work on this topic includes the investigation of transients between mobile and landline communication in case of communication failure. This is required to estimate the reliability of the communication itself and present reliability analysis of the system as a whole. Furthermore, in case of mobile communication failure, the administrator must be informed of a possible critical event by alternative means (other than SMS). A timely notice on critical events via push notifications or a similar technology will also be investigated, alongside with reliability analysis of using alternative means. Integration of the PRSMA system with mobile based applications (iOS, Android, etc.) is also a good approach to achieving a user-friendly interface for the PRSMA architecture.
