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The statistical mechanics of coupled oscillators studied by Ford, Kac, and 
Mazur [I. Math. Phys. 9 (1965), 504-S 151 IS extended to a statistical mechanics 
of waves in classical thermal equilibrium. 
INTRODUCTION 
Consider a system of 71 coupled oscillators. I f  qj and pj are, respectively, the 
canonical coordinate and momentum of the jth oscillator then 4 = p and 
~3 = -Lq, where q and p are vectors with components qj and pi , respectively, 
and L is a symmetric positive semidefinite matrix. The kinetic energy of such a 
system is 4 C pj” and the Hamiltonian 
H = + C pi2 f  $ C QaLijqj . 
i.i 
AssumingLis invertiblethe equilibrium or Boltzmanndistribution at temperature 
T for the state of the system is given by the density on phase space 
f(q, p) = WV” (detL)lfl exp(-(l/KT) H(q, p)), 
where k is the Boltzmann constant. (Note that the corresponding formula (6) 
of Ford et al. [2] is incorrect.) Let A equal the positive square root of L. The 
solution of the basic differential equations yields 
q(t) = cos(tA) q(0) + k1 sin(tA) p(0) 
and 
p(t) = -A sin(rA) q(0) + cos(tA)p(O). 
It follows that q(t) and p(t) are stationary Gaussian processes whose covariance 
functions are computed by Ford et al. [2]. 
In this paper we consider a system governed by an abstract wave equation 
utb + Lu = 0 which includes the ordinary wave equation in an arbitrary number 
of dimensions as well as the vector differential equation 9” = -Lq for the coupled 
harmonic oscillators as special cases. The first problem is to extend the 
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Boltzmann distribution on phase space to a distribution for the initial position 
and velocity of such a wave. Van Lear and Uhlenbeck [5] and Kampe de Feriet 
[4] have constructed a statistical mechanical model for the vibrating string on 
[0, l] governed by the wave equation utt = u,, based on the principle that 
there should be an equipartition of energy for all time. This means that at all 
times the kinetic energy in each mode of vibration should have the same expecta- 
tion. In this case we say the waves are in thermal equilibrium. More precisely 
this is classical thermal equilibrium as opposed to the equilibrium of quantum 
statistical mechanics. D’Alembert’s solution for the wave equation in one 
dimension implies 
24(x, t) = y  w(s + t) ds = W(t + x) - W(t - x) 
-z 
where W(S) is defined in terms of U(X, 0) and u,(x, 0) in Cr([O, 11). But to achieve 
equipartition of energy the initial data cannot be in Cl. Nevertheless, in his 
statistical mechanical model for the vibrating string in classical equilibrium 
Kampe de Feriet uses the set of functions W(s) as phase space and in analogy 
with the situation with Cl initial data merely defines the solution u(x, t) to be 
W(t + X) -- TY(t - x). By making W(s) into a Brownian bridge on [0,2] a 
formal equipartition of energy is achieved for a random wave. 
Aside from the formalism of this approach a weakness is the lack of generality. 
It depends completely on d’lllembert’s solution to the wave equation in one 
dimension. The phase space is artificial. The statistical mechanics we develop 
for waves is completely analogous to that of Ford et al. The phase space is the 
space of pairs representing the position and velocity of the wave. To achieve 
equipartition of energy, however, the initial velocity must be chosen as a general- 
ized random process. In the standard cases this is the white noise process familiar 
to probabilists. 
In Section 1 we develop a characterization of the Boltzmann distribution for 
coupled harmonic oscillators which is used in the generalization of the statistical 
mechanics to waves. In Section 2 we define a weak random solution for an 
abstract wave equation utt + Lu = 0. An explicit solution is then given in terms 
of the initial position and velocity. A uniqueness theorem is proved. In Section 
3 a probability structure analogous to the Boltzmann distribution is placed on 
phase space which is invariant in time and places the waves in thermal equili- 
brium. In Section 4 specific examples of the random waves are constructed. 
In Section 5 we relate the work to that of Lewis and Pule [9]. 
1. A CHARACTERIZATION OF THE EQUILIBRIUM DISTRIBUTION 
Using the notation of the Introduction, Theorem 1 characterizes the 
Boltzmann distribution for coupled harmonic oscillators. 
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THEOREM 1. The following are equivalent: 
(i) The pair (q, p) is distributed accordin-q to the distribution on phase 
space with density 
f(q,p) -= (27rkT)-” (detL)ltZ esp(-(l!kT) H(q. p)). 
(ii) I f  s = (L/2)‘? q and y  = (+)lflp thuz x1 ... x, , yI ‘.‘yn are inde- 
pendent normal random variables with mean xero and variance kT/2. 
(iii) If f  and g are vectors in I?& then the maps taking f  to (L/kT)lj2 f.  q and 
g to ( l/kT)lfZ g . p are orthogonal isometries into spaces of mean zero Gaussian 
random variables. 
Proof. (i) 9 (ii) F rom the change-of-variables formula (p, q) has density 
in (i) if and only if (x, y) has joint density 
(mkT)-” exp (--(l/kT) (1 xi2 -+ xyi2)) . I 
(ii) o (iii) If f  = (fl ... fn) and g = (g, . ..g.,J then (L/kT)lpf . q = 
x (2/kT)lp fixi and (l/kT)lpg . p = z (2/kT)l:“giyi . Assuming (ii) these are 
independent mean normal random variables with variance x fi2 and xg,“, 
respectively. Conversely, if this is the case for all f  and g then x1 ... X, , y1 ... yn 
must be independent mean zero normal random variables with variance kT/2. a 
The kinetic energy of the system is $ xpp,“. The potential energy is 
Q CiSj qiLi,jqj. If Lf = Af with x fiz =: 1 then the kinetic energy in the mode f  
at time t is +(f .p(t))’ and the potential energy in the mode f  at time t 
is +(f. L’pq(t))“. Note that the total energy in the mode f  is constant since the 
derivative of the sum is 
(f . PW) (f . -Lq(t)) + (f . L’l’q(t)) (f . L’l’PW 
= --h(f . (p(t)) (f . q(t)) + W(f . q(t)) W’(f ‘p(t)) = 0. 
Part (iii) of the characterization theorem implies that in equilibrium the kinetic 
and potential energies in each mode are independent with expectation kT/2. 
Thus there is an equipartition of energy and the oscillators are in classical 
equilibrium. We will use part (iii) as the basis for the extension of the Boltzmann 
distribution to a distribution for waves in classical equilibrium. 
2. GENERALIZED RANDOM SOLUTIONS OF ABSTRACT WAVE EQUATIONS 
Let H be a real Hilbert space and let L be a one-to-one self-adjoint positive, 
possibly unbounded, operator from D(L) C H onto H. The initial value problem 
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for the abstract wave equation consists of finding a function u(t) with values in H 
satisfying utt + Lu = 0 for -co < t < 00 and such that u(0) = U and 
u,(O) = V. Differentiation is in the L2 sense. 
Let A be the positive square root of L. Shinbrot [7] gives the following formula 
for the unique strong solution having U in Dam(L) and 1’ in Dom(rZ) when H is 
a complex Hilbert space: 
u(t) = j-” cos(th1.‘2) dE,U + Jb= grip dE,b’ 
0 
where E,, is the spectral resolution of L. This can be written 
u(t) = cos(t-4) U + sin(M) A-lV. 
Although L takes H to H this conceivably could give a solution with value in 
the complexification of H. To see that u(t) indeed takes values in H first extend 
L to the complexification of H by defining L(f + ib) = Lf + iLg for f, g in 
Dam(L). It is easily seen that L remains positive and self-adjoint and takes D(L) 
into H. Let L = sr h dE, and A = sr h1f2 dE, . Expanding h’fi into a power series 
with real coefficients about any ho > 0 it is seen that A is approximated by real 
polynomials in L and thus also takes D(A) into 15. This is also true for cos(t,4) 
and sin(M). Hence u(t) is in H if U is in D(L) and V is in O(4). 
The difficulty in constructing a random solution of the wave equation when H 
is infinite dimensional is that if the waves are to exhibit an equipartition of 
energy it is not possible that U, be a random element of H*. We must frame our 
solution of the abstract wave equation in the language of random linear func- 
tionals or generalized random processes (Gelfand and i5lenkin [J]). As a close 
substitute for a random element measure in H* a random linear functional on a 
Hilbert space is a continuous linear map from H into a Hilbert space of random 
variables on a probability space. This notion was introduced by Segal [g] in his 
work on analysis on Hilbert space and is equivalent to placing a finitely additive 
measure on H*. A random linear functional thereby associates a random variable 
with each element of H almost as if it were a random element of H*. Two random 
linear functionals are equivalent if for any collection of (fi ,..., f,J in H the joint 
distributions of the associated random variables are the same. 
A generalized random solution of the abstract wave equation utt + Lu = 0 
is a one parameter family of random linear functionals from H to random 
variables on a fixed probability space (S, 9, P) satisfying 
-d$ [U(t)fl + W)Lf = 0 for ---co < t < co, fin D(L). 
Differentiation is in mean square. 
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THEOREhI 2. If  uzd and 1_ are arbitrary continuous random linear function& 
from H to .9(S, 3, P) then U(t) such that 
U(t) f  = II cos((t - t,) -4) f  + V sin((t - to) -4) klf 
is a generalized random solution of the abstract .wave equation and, moreover, 
Wdf = Gf and g (Wt)f LO = ~r,(t,)f = Ff. 
Proof. Assume f  is in D(L). Then 
II 
ei‘4(t+h) _ eiRt 
h 
f  - ei”‘(iA) f  /I4 = & Il(eiAh - 1 - iAh) f  11‘7 
= $ j- I eih’Ah - I - iPh I2 dF(A) 
where F(h) = (EAf, f). But j eiA’lrh - 1 - iW*h I2 < I MS/2 12 and f  in D(L) 
implies JX’ dF(h) < 00. Thus (d/dt) eiAtf = iAeiAtf. If UA is a continuous 
random linear functional it follows that 
& ( [i/JefAfA-lf) = i[!&iAtf for f  in D(A) 
and 
$ ( ~~eiAtzg-lf) = - LrAe”‘4tAf for f  in D(L). 
The theorem follows now by performing the differentiations. 1 
We next consider uniqueness. 
LEMMA. If X(t) is an L?-valued function dt$erentiable in mean square with 
derivative X’(t) then X?(t) is dzJ%rentiable in the L’ sense with derivative 
Proof. 
(X2(t))’ = 2X(t) X(t). 
I/ 
xyt + h) - F(t) 
h - 2X@) X’(t) Ii1 
w + 4 - X(t) = II h GW + 4 + X(t)> - 2X(t) -W> /I1 
~ 
II 
x(t + h) - X(t) 
h 
(X(t + h) + X(t)) - X(t + “h’ - X(t) 2X(t) /I 
1 
f II x(t + “h’ - x(t) 2X(t) - X(t) 2X(t) /I1 . 
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Both terms approach zero since X(t) is differentiable and continuous in mean 
square. I 
'I'HEOREM 3. If  L has a discrete spectrum then the abstract wave equation 
utt = L, = 0 has a unique weak random solution U(t) with U(0) = U and 
U,(O) = I,‘, where U and V are random linear functionals from H to random 
cariables on (S, F, P). 
Proof. Let U(t) be a weak random solution of utt + Lu = 0 with U(0) f  = 0 
and U,(O) f  = 0 for f  in D(L). Assume Lfa = X,fa with fu a complete ortho- 
normal basis of H. Then 
g (U(t)fa) + U(t)Lf, = $ (U(t)fa) + &(U(t)f,) = 0. 
Denote U(t) fm by x(t). Then x”(t) + &x(t) = 0. By the lemma it follows that 
(x’(t))” $- &x2(t) has L1 d erivative zero and is thus constant. But then U(t) f ,  = 
U(0) fa == 0 for each fa . Since fa form a basis we have U(t) f  = 0 for all f  in 
H* I 
It is natural to call the state of the wave at time t the pair (U(t), U,(t)) = 
(U(t,) cos((t - to) A) + U,(t,) sin((t - t,) A) A-l, - U(t,) A sin((t - to) 4) + 
U,(t,) cos((t - to) a)). In the statistical mechanical model for waves in thermal 
equilibrium pairs of random linear functional (U, V) representing position 
and velocity give a probability structure to the state of the wave in place of a 
probability measure on phase space. The transformation group G, induced by 
the wave equation takes (U, V) into G,(U, V) = (U cos(4t) + V sin(At) L4-1, 
- UA sin At + 17 cos At). This corresponds to the group of measure preserving 
transformations in a standard statistical mechanical model. 
3. PROBABILITY STRUCTURE FOR WAVES IN CLASSICAL EQUILIBRIUM 
To complete the statistical mechanical model the specific probability structure 
for a pair of random linear functionals (U, V) must be found which is invariant 
under G, and which places the waves in classical thermal equilibrium. 
To be able to speak of equipartition of energy for utt + Lu = 0 we first 
assume that the norm on His such that the kinetic energy of the system is given 
by 11 ut 112. Thus if u(t) is the generalized coordinate vector of a collection of 
harmonic oscillators then \I u(t)1j2 = 4 C zQ(t). In this way the kinetic energy is 
11 ut 112. The potential energy is then automatically 11 Au II4 since I/ ut /I% + jj AU /I2 
is constant. Applying part (iii) or Theorem 1 we define classical thermal equili- 
brium for generalized random solutions of the abstract wave equation to mean 
that the random linear functionals (2/kT)l12 V and (2/kT)‘p UA are isometries 
into orthogonal spaces of mean zc’ro Gaussian random variables. This implies an 
equipartition of energy in the sense that E(( ry)!) = kT,Q for all f  of norm one 
and E((L.‘L4j)‘) = kT,‘2 for all f  of norm one. Such random linear functionals 
are called Gaussian noises and in standard cases are represented by Gaussian 
white noise processes. 
THEOREM 3. If  (ZlkT)l!’ C:rl and (2jkT)l:‘” I- are independent Gaussian noise 
processes on H then for all t, G,( 11, V) has the same probability structure arld the 
process U(t) remains in thermal equilibrium for all time. 
Proof. Without loss of generality assume 2/kT = 1 in the proof. Since U 
and V are Gaussian it is sufficient to show that for each t and each f and g in H 
(i) E(U(t) fU(t)g) = E(C;fQg) = (d-y, 9-lg); 
(ii) E(V(t)fT'(t)g) = E(FyJg) = (f,g); 
(iii) E(U(t)fF(t)g) = E(UfLk) = 0. 
Recall G,(U, V) = (C:(t), l’(t)), where 
and 
L’(t) = C’ cos(L4) -1 I’ sin(M) A-l 
by(t) = - c’ sin(U) A + I’ cos(tA). 
Part (i). 
E[( L: cos(L4) f + T- sin(M) A-lf) (L’ cos(tA) g + V sin(M) A-lg)] 
= E[( C-4 cos(td) A-If) (U&-I cos(tA) AFg)] 
+ E[( r sin(L4) &‘f) (V sin(L4) 9-lg)] 
= (cos(t*4) ,4-y, cos(td) A-lg) + (sin(L4) A-If, sin(t.4) d-lg) 
= (cos*(tA) a-tf, d-lg) + (sir?(tr2) -4-tf, d-‘g) 
= (A-lf, =1-Ig). 
This shows that for all t, C(t) d is a Gaussian noise. 
Part (ii). 
E(Vt)fV)g) 
= E[(- U sin(L4) L4f + V cos(tA) f) (- U sin(L4) Ag + V cos(tA) g)] 
= E( U sin(tA) Af U sin(M) Ag)) + E(V cos(td) f V(cos(tA) g) 
= (sinYWf,g) + (cos2(tA)f,g) = (f,g). 
This shows that for all t, V(t) is a Gaussian noise so that U(t) remains in thermal 
equilibrium. 
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Part (iii). 
E(W) fW g) 
=: E[( U cos(tA)f + V sin(t.4) -4-y) (- Uiz sin(tA) g + I- cos(tA) g)] 
=: -(cos(td) L-If, sin(t/I) g) + (sin(tA) -4PJ cos(t,2) g) 
=: 0. 
This shows that for all t, U(t) and IT(t) are independent. It also follows U(t) =2 
and V(t) are independent. 1 
We now derive the correlation functions for the Gaussian processes U(t)f 
and I’(t) g for arbitrary f  and g in H. These are the analogs of formulas (9a), 
(9b), and (9~) in Ford et al. Since Ford et af. consider an inner product where 
kinetic energr is 4 (1 p(t)ll” the results differ by a factor of 2. . - 
THEOREM 4. For any f  and g in H 
(i) E(Z:(t) fU(s) g) = (kT/2) (cos((t - s) A) A-y, 4-‘g), 
(ii) E( V(t) f  I,‘(s) g) = @T/2) (cos((t - s) A) f,  g), 
(iii) I?( U(t) f  V(s) g) = (KT/Z) (sin((t - s) A) f,  g). 
Proof. 
Part (i). 
E( U(t) f  U(s) g) = E[( UL4 cos(tA) r2-lf + I’ sin(tJ klf) 
X (UA cos(h4) A-lg + V sin(d) klg)] 
= (kT/2) ((cos(sA) cos(L4) + sin(td) (sin(sA)) il-lf, 4-lg) 
= (U/2) (cos((t - s) A) -43 14-‘g). 
The proofs of (ii) and (iii) are similar. 
4. REPRESENTATIONS FOR U'AVES IN EQUILIBRIUM 
Although U(t) A and V(t) are white noises and can be represented as random 
elements of H* only when H is finite dimensional U(t) itself can often be 
represented as a random element of H *. Many interesting random processes 
arise in this way. 
EXAMPLE 1. Independent harmonic oscillators. Let xi(t) be the position of a 
mass m satisfying x:(t) = -Xtq(t) for i = 1 ... n. Then x(t) = cos(/\$) q(O) + 
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sin(h&) A;lsi(0). Let u(t) = (xl(t) ... am) be a point in R”. Define the Hilbert 
space norm on Rn as 
so that 
is the total kinetic energy for the n harmonic oscillators. Finally, let fi := (O,..., 
(2/mJ19,..., 0) be a vector with ith coordinate (2/mJ1” and other coordinates 
zero. fi ,...,fn then forms an orthonormal basis for this Hilbert space. u(t) =-= 
C xi(t) (mi/2)lpfi and ut = C xi’(t) (mJ2)‘pfi . u(t) satisfies the abstract wave 
equation utt + Lu = 0, where Lf = Ai’fi (fi , u(0)) = Xi(O) (m,‘2)‘!“, 
(-4h ) u(0)) = (X,fi ) u(0)) = h,.v,(O) (mJ2)li2, and (fi , u,(O)) = xi’(O) (m,/Z)“‘. 
Putting the probability measure on Q = R” x Rn so that the coordinate 
random variables X,(O), Xi’(O), i := l,..., n become independent mean zero 
Gaussian random variables with 
E(Xt(0)) = kT/miAi and E(Xi’(O)*) = kT/m, , 
u(t) and z+(t) then become random elements of R”. Let w E Q. The random 
linear functionals defined bv 
and 
L’(t)fi(w) = (fi , u(t)) = xi(t) (mi/2)l/* 
then give the desired probability structure. In this case we have a classical 
statistical mechanical model with phase space R2n and probability measure. 
EXAMPLE 2. Coupled harmonic oscillators. Let xi be the position of a mass 
mi satisfying 
X;(t) = x L,,Xj@) for i = l,..., n. 
Let u(t) = (xl(t) ,..., ~,(t))~ be a point in R”. Define the Hilbert space norm on 
Rn as 
,I(% ,*-.> an)112 = 1 m,ai2/2. 
Then u(t) satisfies the abstract wave equation utt + Lu = 0 where L is the 
transformation with matrix Lij in the standard coordinates on R”. Assume L 
is positive and self-adjoint with respect to the new norm on R” so that 
T F L,jaj(mj/2)1/2 6,(mi/2)1 ‘2 = T C Lijbj(mj,‘2)“” ai(mi, 2)l r 
j 
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and ~~&.(wzJ~)~/~ (mj/2)‘12 aiaj 3 0 for all ai , bi , i = l,..., n. Let fi be the 
eigenfunctions of L so Lfi = h,f, normalized in H. Expanding U(O) and ~~(0) 
in terms off, u(0) = C aifi and z+(O) = C ai’fi . The construction of the phase 
space now is the same as for the independent harmonic oscillators. Namely, put 
the measure on .Q = Rn x R’” with density 
A, ‘.. A, 
____ exp (‘- &C (a,2&* + ati2)) . 
(kTT7)” 
Alternatively let q(t) = (Q’s .x1(t), ... (mn)1’2 xn(t)) and use the Ford-Kac- 
Mazur construction. 
EXAMPLE 3. The vibrating string with fixed endpoints. Consider a string 
of uniform density on [0, Z] satisfying the wave equation utt + II,, = 0. The 
kinetic energy is // tit I(z = J” s ut2 &. L = 82/W is a positive self-adjoint operator 
on its domain of differentiable functions f  vanishing at 0 and I with f’ absolutely 
continuous and f” in L’. It has a complete set of eigenfunctions 
fn(x) = (2/i)‘/’ sin(nrrx/Z) 
with 
and 
The pair of random linear functionals U and k’ satisfy 
UAf,,= d+x, and Vfn = I’, 
where X, and Y,, are independent mean zero Gaussian random variables with 
variance kT/2. Thus Uf,, = (I/nx) X, . By the formula U(t) fn = U cos(At) fn + 
V sin(dt) A-% we have 
U(t)fn = [&X, coS (y) + Y, sin (Fj &] fn . 
This can be achieved if U(t) fn = J U(t) fn(x) dx, where 
U(t) = &C [+ cos (y) + + sin (F)] fn. 
Moreover, with probability one 
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and for all f ,  
2 f  (Sn cos (Fj -;- I-, sin (4'-!j2 < 33 
so that with the probability one the series for U(t) is for each t a random element 
of P (0 < s < I). The random linear functionals CT(t) can be simultaneously 
realized as 
U(t)f = S,‘f(x) $2 [+ cos (F) + + sin (y)] fn(.V) &. 
That is, if f  = x a,fTL then 
U(t)f = 1 cos (y) & unXn + sin (7) & anYn . 
Moreover for each t the shape of the wave is that of a familiar random process. 
The Brownian bridge 7 on [0, I] has covariance 
R(x, y) = E(77(4 T(Y)) = min(x, u) - (v/4 
which is the Green’s function for L. The Karhunen-Lo&e expansion for T(X) 
therefore takes the form 
f 2,(2/l)“” sin(n7rX/Z) 
1 
where the Z, are independently mean zero Gaussian random variables with 
E(Z,s) = P/n2+. It follows that in the realization above, for each t, C.‘(t) is 
(kT/2)‘/” times a Brownian bridge. 
The construction used in Example 3 works whenever L--l is a trace class 
operator. It then follows that P(t) can be represented as x cos(t/c,) c,X,f, + 
sin(t/c,J cnY,,fn where Afn = (I/c,~)~~ and x c,,~ < #CD. 
EXAMPLE 4. The vibrating string with one free end. Assume z+ - zc,., = 0 
with u(0) = u’(Z) = 0. Then L = -P/&? on the appropriate domain has 
eigenfunctions fn = (2/Z)‘!’ (nm/2Z), tz = 1, 3, 5 ,.... It follows as in Example 3 
that for each t, U(t) can be represented as the process 
,=~,... [+ cos (G$) + %sin (~j] (+)’ “ sin (F) 
For each t this is the Karhunen-Lo&e expansion for (R T/2)1:‘z times a Brownian 
motion on 0 < x < Z as can be seen since min(.r, y) is the Green’s function for 
L and hence has eigenfunctions (2!Z)1’2 sin(nx.yjX) with eigenvalues (2Zl~)~ for 
rz odd. 
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5. RELATION TO THE STATISTICAL ~UECHANICS OF LINEAR SYSTEMS 
We are grateful to the referee for calling our attention to some related work. 
Lewis and Pule [9] give another generalization of the work of Ford, Kac, and 
Mazur. The starting point of their “statistical mechanics of linear systems” 
is a system of total energy E(y) = mc’H(y), where y  is a point in phase space r 
and H(r) is a strictly positive quadratic form. They characterize the Maxwell- 
Boltzmann distribution in a manner which corresponds exactly to the characteri- 
zation we use in assigning distributions for the position and velocity of random 
waves. They view the infinite-dimensional Maxwell-Boltzmann distribution as a 
measure on a certain space, while we view it in terms of random linear func- 
tionals. These two viewpoints, however, can be shown to be equivalent. 
They then let T, be an arbitrary flow leaving H(y) invariant. Differentiability 
of T, is discussed only in the finite-dimensional case. Our emphasis is very 
different. We are concerned with a specific system governed by the wave equa- 
tion. We construct a generalization Maxwell-Boltzmann distribution specifically 
for that system. We analyze the corresponding flow Tt and study features of the 
resulting random waves in specific cases. 
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