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0. Introduction
The Newton method and its variations, including the inexact Newton methods, are the most
efficient methods known for solving nonlinear equations
F(x) = 0,
where X and Y are Banach spaces, C ⊆ X and F : C → Y is continuous and continuously differen-
tiable on int(C). Although the Newton method is quite efficient, it is also computationally expensive,
because in each iteration a linear system involving the Jacobian of F must be solved. The solution of
this linear system accounts mostly for the computational burden of these algorithms and sometimes,
computation of the Jacobian is also expensive. A number of successful strategies were developed to
circumvent these difficulties, and we will recall some of them. The Jacobian of F may be computed
by finite-difference differentiation, or may be interactively approximated as in secant-methods (e.g.
BFGS). The linear system may be solved approximately using iterative methods for large scale prob-
lems, as SOR, splitting (e.g. Gauss–Seidel) or conjugate-gradient methods. Moreover, modern imple-
mentations of the conjugate gradients, coupled with preconditioning, allows for the approximated
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solution of large scale linear systems, not feasibly solvable by using Gaussian elimination/matrix fac-
torization. The linear system may be solved by a LU/Cholesky factorization, which can be used for
solving some next iteration linear-systems. Note that in all these cases, approximated solutions of the
linear system are used, instead of the theoretical Newton step. Evenwhen the Jacobian is available and
the linear system is solved by Gaussian elimination ormatrix factorization, thesemethods provide ap-
proximated solutions with small residuals, due to round-off errors in floating-point arithmetics.
Kantorovich’s Theorem on the Newton method uses semi-local assumption on F to guarantee
existence of a solution of the above equation, uniqueness of this solution in a prescribed region and
also convergence of theNewtonmethod to such a solution, see [8,9]. Semi-local convergence theorems
for the Newton method has been instrumental in the modern complexity analysis of the solution of
polynomial (or analytical) equations [2,19], linear and quadratic programming problems and linear
semi-definite programming problems [15,16]. These convergence results have also been used in the
design and convergence analysis of algorithms for these problems. In all these applications, homotopy
methods are combined with the Newton method, which helps the algorithm to keep track of the
solution of a parametrized perturbed version of the original problem.
In view of the above mention convenience/necessity of implementing the Newton method with
inexact Newton steps, it is natural to investigate robustness of Kantorovich’s and Kantorovich’s-like
theorems under errors in the computation of theNewton step.Whenever the Jacobian of F is available,
the residual of the linear system for the approximate Newton step is ready available, and can be
used for error-tolerance criterion. It would be most desirable to have an a priori prescribed residual
error tolerance in the iterative solutions of linear system for computing the Newton steps, because
this would prevent over-solving and/or under-solving the linear system in question. Indeed, in all
homotopy methods, the (parametrized) nonlinear equation in never solved up to machine precision,
with the possible exception of the last equation. Instead, a single Newton step is used to maintain
the iterate in the good convergence neighborhood for the (current) homotopic problem. So, it is
interesting to verify if this could also be accomplished using an inexact Newton step with a fixed
relative residual error tolerance. Although the local convergence analysis of the Newtonmethod with
relative errors in the residue [3,4,14] or in the steep [25] arewell understood, the convergence analysis
of the method under general semi-local assumptions assuming only bounded relative residual errors
is a new contribution of this paper. Previous works on this subject include [13,17]. The advantage of
working with an error tolerance on the residual rests in the fact that the exact Newton step need not
to be know for evaluating this error, which makes this criterion attractive for practical applications.
Recently, Kantorovich’s theorem on the Newton method was extended to Riemannian manifolds
using a new technique which simplifies the analyses and proof of this theorem, see [5]. The basic idea
is to combine the modern formulation of Kantorovich’s Theorem bymeans of majorant functions [26]
with the definitions of good regions for the inexact Newtonmethod [5] (see also [6]). In these regions,
the majorant function bounds the nonlinear function which root is to be found, and the behavior of
the inexact Newton iteration in these regions is estimated using iterations associated to the majorant
function. Moreover, as a whole, the union of all these regions is invariant under inexact Newton’s
iteration. This techniquewas successfully employed for proving generalized versions of Kantorovich’s
theorem in Riemannian Manifolds and also in the analysis of the classical version of Kantorovich’s
theorem in Banach spaces, see [1,6,10–12,22–24]. In the present work, we will use the technique
introduced in [5] to present a robust version of the Kantorovich’s theorem on the inexact Newton
method with residual relative error. It is worth to point out that, for null error tolerance the analysis
presented merge in the usual semi-local convergence analysis on the Newton method, see [6].
This paper is organized as follows. In Section 1, somedefinitions and auxiliary results are presented.
In Section 2 themain result is stated and some properties of themajorant function are established. The
main relationships between the majorant function and the nonlinear operator used in the paper are
presented in Section 3. In Section 4 a family of regions where the behavior of the inexact Newton
iteration is estimated using the majorant function is introduced. We also show that the union of
all these regions is invariant under the inexact Newton iteration with a fixed relative residual error
tolerance. In Section 5 the main result is proved. In Section 6 we show that the Newton method for
minimizing a self-concordant function under the usual semi-local assumption for these functions, can
be implemented with a fixed residual error tolerance. Moreover, we show that the Newton method
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for finding a zero of an analytic function, under the usual semi-local assumption of the α-theory can
be also be implemented with a fixed relative residual error tolerance.
1. Basics definitions and auxiliary results
Let X be a Banach space. The open and closed ball at x are denoted, respectively by
B(x, r) = {y ∈ X; ∥x− y∥ < r}, B[x, r] = {y ∈ X; ∥x− y∥ 6 r}.
The following auxiliary results of elementary convex analysis will be needed.
Proposition 1.1. Let I ⊂ R be an interval, and ϕ : I → R be convex.
1. For any u0 ∈ int(I), the application
u → ϕ(u0)− ϕ(u)
u0 − u , u ∈ I, u ≠ u0,
is increasing and there exist (in R)
D−ϕ(u0) = lim
u→u0−
ϕ(u0)− ϕ(u)
u0 − u = supu<u0
ϕ(u0)− ϕ(u)
u0 − u .
2. If u, v, w ∈ I , u < w, and u ≤ v ≤ w then
ϕ(v)− ϕ(u) ≤ [ϕ(w)− ϕ(u)] v − u
w − u .
Proof. See [7]. 
Proposition 1.2. If h : [a, b)→ R is convex, differentiable at a, h′(a) < 0 and
lim
t→b−
h(t) = 0,
then
a− h(a)
h′(a)
≤ b,
with equality if and only if h is affine in [a, b).
Proof. Since h is convex, h(a) + h′(a)(t − a) ≤ h(t) for any t ∈ [a, b). Taking the limit t → b− we
obtain
h(a)+ h′(a)(b− a) ≤ 0.
The desired inequality now follows multiplying this inequality by the strictly positive number
−1/h′(a). If the above inequality holds as an equality, then
h′(a) = −h(a)
b− a .
Let a ≤ s < t < b. Using again the convexity of hwe have
h(a)+ h′(a)(s− a) ≤ h(s) ≤ h(a) t − s
t − a + h(t)
s− a
t − a .
Taking again the limit t → b− in the above equation and using the previous equation we conclude
that h(s) = h(a)(b− s)/(b−a), i.e., h is affine. If h is affine then the inequality of the proposition holds
trivially as an equality. 
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2. The inexact Newton method with relative error
Our goal is to prove the following version of Kantorovich’s theorem on the inexact Newtonmethod
with relative error.
Theorem 2.1. Let X and Y be Banach spaces, R ∈ R, C ⊆ X and F : C → Y a continuous function, con-
tinuously differentiable on int(C). Take x0 ∈ int(C)with F ′(x0) non-singular. Suppose that f : [0, R)→ R
is continuously differentiable, B(x0, R) ⊆ C,
∥F ′(x0)−1[F ′(y)− F ′(x)]∥ ≤ f ′(∥y− x∥ + ∥x− x0∥)− f ′(∥x− x0∥), (2.1)
for any x, y ∈ B(x0, R), ∥x− x0∥ + ∥y− x∥ < R,
∥F ′(x0)−1F(x0)∥ ≤ f (0), (2.2)
(h1) f (0) > 0, f ′(0) = −1;
(h2) f ′ is strictly increasing and convex;
(h3) f (t) < 0 for some t ∈ (0, R).
Let
β := sup
t∈[0,R)
−f (t), t∗ := min f −1({0}), τ¯ := sup{t ∈ [0, R) : f (t) < 0}.
Take 0 ≤ ρ < β/2 and define
κρ := sup
ρ<t<R
−(f (t)+ 2ρ)
|f ′(ρ)|(t − ρ) , λρ := sup{t ∈ [ρ, R) : κρ + f
′(t) < 0},
Θρ := κρ2− κρ .
(2.3)
Then for any θ ∈ [0,Θρ] and z0 ∈ B(x0, ρ), the sequence generated by the inexact Newton method for
solving F(x) = 0 with starting point z0 and residual relative error tolerance θ : for k = 0, 1, . . . ,
zk+1 = zk + Sk, ∥F ′(z0)−1[F(zk)+ F ′(zk)Sk]∥ ≤ θ∥F ′(z0)−1F(zk)∥,
is well defined (for any particular choice of each Sk),
∥F ′(z0)−1F(zk)∥ ≤

1+ θ2
2
k
[f (0)+ 2ρ], k = 0, 1, . . . , (2.4)
the sequence {zk} is contained in B(z0, λρ) and converges to a point x∗ ∈ B[x0, t∗], which is the unique
zero of F on B(x0, τ¯ ). Moreover, if
(h4) λρ < R− ρ ,
then the sequence {zk} satisfies, for k = 0, 1, . . . ,
∥x∗ − zk+1∥ ≤

1+ θ
2
D−f ′(λρ)
|f ′(λρ )|
∥x∗ − zk∥ + θ
f ′(λρ + ρ)+ 2|f ′(ρ)|
|f ′(λρ + ρ)|

∥x∗ − zk∥. (2.5)
If, additionally, 0 ≤ θ < κρ/(4+ κρ) then {zk} converges Q -linearly as follows
∥x∗ − zk+1∥ ≤

1+ θ
2
+ 2θ
κρ

∥x∗ − zk∥, k = 0, 1, . . . .
Remark 2.2. In Theorem 2.1 if θ = 0 we obtain the exact Newton method and its convergence
properties. Now, taking θ = θk in each iteration and letting θk goes to zero as k goes to infinity,
inequality (2.5) implies that the generated sequence converges to the solution with asymptotic
superlinear rate.
350 O.P. Ferreira, B.F. Svaiter / Journal of Complexity 28 (2012) 346–363
From now on, we assume that the hypotheses of Theorem 2.1 hold. The scalar function f in the
above theorem is called amajorant function for F at point x0. Before proceeding, we will analyze some
basic properties of the majorant function. Condition (h2) implies the strict convexity of f . Note that t∗
is the smallest root of f (t) = 0 and, since f is convex, if this equation has two roots, then the second
one is τ¯ .
Define
t¯ := sup{t ∈ [0, R) : f ′(t) < 0}. (2.6)
Proposition 2.3. The following statements on the majorant function hold
(i) f ′(t) < 0 for any t ∈ [0, t¯), (and f ′(t) ≥ 0 for any t ∈ [0, R) \ [0, t¯));
(ii) 0 < t∗ < t¯ ≤ τ¯ ≤ R;
(iii) β = − limt→t¯− f (t), 0 < β < t¯ .
Proof. Item (i) follows from the second part of (h1), (h2) and the definition (2.6).
Using the first inequality in (h1), (h3) and the continuity of f we conclude that t∗ is well defined
and
0 < t∗ < R.
Condition (h2) implies in strict convexity of f , hence condition (h3) and the definition of t∗ imply that
there exists t ∈ (t∗, R) such that
0 > f (t) > f (t∗)+ f ′(t∗)(t − t∗) = f ′(t∗)(t − t∗),
which implies that 0 > f ′(t∗). Therefore, using item (i) and the definition of t¯ we have
t∗ < t¯ ≤ R.
Since t∗ is the smallest root of f (t) = 0 and f is strictly decreasing in [0, t¯)we conclude that f < 0 in
[t∗, t¯). So, the definition of τ¯ implies that
t¯ ≤ τ¯ ≤ R,
and the proof of item (ii) is concluded.
Using (h3) and the definition of β we obtain that 0 < β. Since f is convex, combining this with
(h1)we have
f (t) ≥ f (0)− t > −t, 0 ≤ t < R,
with strict inequality for t ≠ 0. We know that f is strictly decreasing and f < 0 in [t∗, t¯). Hence,
letting t goes to t¯− in last inequality and using the definition of β the item (iii) follows. 
We will first prove Theorem 2.1 for the case ρ = 0 and z0 = x0. In order to simplify the notation
in the case ρ = 0, we will use κ , λ and θ instead of κ0, λ0 and θ0 respectively:
κ := sup
0<t<R
−f (t)
t
, λ := sup{t ∈ [0, R) : κ + f ′(t) < 0}, Θ := κ
2− κ . (2.7)
Proposition 2.4. For κ, λ, θ as in (2.7) it holds that
0 < κ < 1, 0 < Θ < 1, t∗ < λ ≤ t¯ ≤ τ¯ , (2.8)
and
f ′(t)+ κ < 0, ∀t ∈ [0, λ),
inf
0≤t<R f (t)+ κt = limt→λ− f (t)+ κt = 0,
(2.9)
Proof. Since f is convex, combining this with (h1)we have
f (t) ≥ f (0)− t > −t, 0 ≤ t < R,
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with strict inequality for t ≠ 0. For t ≠ 0, last inequality is equivalent to
−f (t)
t
≤ 1− f (0)
t
< 1− f (0)
R
< 1, 0 < t < R,
and, using also (h3), we conclude that
0 < κ < 1, 0 < Θ < 1,
where the bounds onΘ follows from its definition and the bound on κ . Moreover, as f ′ is continuous,
strictly increasing and f ′(0) = −1, we obtain
0 < λ, f ′(t)+ κ < 0, ∀t ∈ [0, λ),
inf
0≤t<R f (t)+ κt = limt→λ− f (t)+ κt = 0,
where the last equalities follows from the definition of κ .
Note that f ′(t) < −κ < 0 for all t ∈ [0, λ). Since f ′ is strictly negative in [0, λ), we conclude that
t∗ < λ ≤ t¯ ≤ τ¯ and the proof is concluded. 
3. Basic results
In this section we will obtain bounds on ∥F ′−1∥ and on the linearization error on F using the
majorant function f . This bounds will be used in the next section for analyzing the inexact Newton
iterations. It is worthmentioning that in this section the inequality on (h1) and (2.2) will be used only
for proving its last result and (h3)will not be used.
A Newton iteration at x requires non-singularity of F ′(x), which will be verified using themajorant
function f .
Proposition 3.1. If ∥x− x0∥ ≤ t < t¯ then F ′(x) is non-singular and
∥F ′(x)−1F ′(x0)∥ ≤ 1−f ′(t) .
Proof. The definition (2.6) shows that f ′(t) < 0. Direct manipulation, (2.1), (h1) and (h2) give us
∥F ′(x0)−1F ′(x)− I∥ = ∥F ′(x0)−1[F ′(x)− F ′(x0)]∥ ≤ f ′(∥x− x0∥)− f ′(0)
= f ′(t)+ 1 < 1.
Using Banach’s Lemma and the last inequality above we conclude that F ′(x0)−1F ′(x) is non-singular
and
∥F ′(x)−1F ′(x0)∥ = ∥(F ′(x0)−1F ′(x))−1∥ ≤ 11− (f ′(t)+ 1) ,
which is the desired inequality. 
The linearization errors on F and f are, respectively
EF (y, x) := F(y)− [F(x)+ F ′(x)(y− x)], x ∈ B(x0, R), y ∈ C (3.1)
ef (v, t) := f (v)− [f (t)+ f ′(t)(v − t)], t, v ∈ [0, R). (3.2)
The linearization error of the majorant function bounds the linearization error of F .
Lemma 3.2. If x, y ∈ X and ∥x− x0∥ + ∥y− x∥ < R then
∥F ′(x0)−1EF (y, x)∥ ≤ ef (∥x− x0∥ + ∥y− x∥, ∥x− x0∥),
Proof. Since
x+ u(y− x) ∈ B(x0, R), 0 ≤ u ≤ 1,
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and F is continuously differentiable in B(x0, R), direct use of (3.1) gives
EF (y, x) =
 1
0
[F ′(x+ u(y− x))− F ′(x)](y− x)du.
Combining the above equality with (2.1) we have
∥F ′(x0)−1EF (y, x)∥ ≤
 1
0
∥F ′(x0)−1[F ′(x+ u(y− x))− F ′(x)]∥∥y− x∥ du
≤
 1
0
[f ′(∥x− x0∥ + u∥y− x∥)− f ′(∥x− x0∥)]∥y− x∥ du
which after performing the integration and using the definition in (3.2) yields the desired
inequality. 
Convexity of f and f ′ guarantee that ef (t + s, t) is increasing in s and t .
Lemma 3.3. If 0 ≤ b ≤ t, 0 ≤ a ≤ s and t + s < R then
ef (a+ b, b) ≤ ef (t + s, t),
ef (a+ b, b) ≤ 12
f ′(t + s)− f ′(t)
s
a2, s ≠ 0.
Proof. First note that
ef (a+ b, b) =
 a
0
[f ′(b+ r)− f ′(b)]dr.
Since f ′ is convex, for any τ0 > 0, the function τ → f ′(τ + τ0)− f ′(τ ) is non-decreasing. So,
ef (a+ b, b) ≤
 a
0
[f ′(t + r)− f ′(t)]dr ≤
 s
0
[f ′(t + r)− f ′(t)]dr (3.3)
where the second inequality follows from the convexity of f , which implies positivity of the integrand.
To end the proof of first inequality, note that the last term on the above inequality is ef (t + s, t).
For proving second inequality, apply Proposition 1.1 item 2 with u = t , v = t + r , w = t + s and
ϕ = f ′ in first inequality in (3.3) to conclude that
ef (a+ b, b) ≤
 a
0
[f ′(t + s)− f ′(t)] r
s
dr,
which performing the integral gives the desired inequality. 
Nowwe are ready to bound the linearization error EF using the linearization error on the majorant
function.
Corollary 3.4. If x, y ∈ X, ∥x− x0∥ ≤ t, ∥y− x∥ ≤ s and s+ t < R then
∥F ′(x0)−1EF (y, x)∥ ≤ ef (t + s, t),
∥F ′(x0)−1EF (y, x)∥ ≤ 12
f ′(s+ t)− f ′(t)
s
∥y− x∥2, s ≠ 0.
Proof. The results follows by direct combination of the Lemmas 3.2 and 3.3 by taking b = ∥x − x0∥
and a = ∥y− x∥. 
The first inequality in the next corollary will be useful for obtaining asymptotic bounds on the
sequence generated by the inexact Newton method with relative error tolerance, while the second
inequality will be used to show that this method is robust with respect to the initial iterate.
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Corollary 3.5. For any y ∈ B(x0, R),
−f (∥y− x0∥) ≤ ∥F ′(x0)−1F(y)∥ ≤ f (∥y− x0∥)+ 2∥y− x0∥.
Proof. Using Lemma 3.2 with x = x0, the definition of EF and triangle inequality we have
ef (∥y− x0∥, 0) ≥ ∥F ′(x0)−1EF (y, x0)∥
≥ ∥F ′(x0)−1F(x0)+ y− x0∥ − ∥F ′(x0)−1F(y)∥
≥ ∥y− x0∥ − ∥F ′(x0)−1F(x0)∥ − ∥F ′(x0)−1F(y)∥.
Combining this inequality with the definition of ef and using the assumption (h1) and (2.2) we obtain
f (∥y− x0∥)− f (0)+ ∥y− x0∥ ≥ ∥y− x0∥ − f (0)− ∥F ′(x0)−1F(y)∥,
which is equivalent to the first inequality of the corollary.
To prove the second inequality, use again Lemma 3.2 the definition of EF and triangle inequality to
obtain
ef (∥y− x0∥, 0) ≥ ∥F ′(x0)−1EF (y, x0)∥
≥ ∥F ′(x0)−1F(y)∥ − ∥F ′(x0)−1F(x0)+ y− x0∥
≥ ∥F ′(x0)−1F(y)∥ − ∥F ′(x0)−1F(x0)∥ − ∥y− x0∥.
Using the above inequality, the definition of ef , (h1) and (2.2) we have
f (∥y− x0∥)− f (0)+ ∥y− x0∥ ≥ ∥F ′(x0)−1F(y)∥ − f (0)− ∥y− x0∥
which is equivalent to the second inequality of the corollary. 
Note that the first inequality on the above corollary proves that F has no zeros in the region
t∗ < ∥x− x0∥ < τ¯ .
Lemma 3.6. If x ∈ X, ∥x− x0∥ ≤ t < R then
∥F ′(x0)−1F ′(x)∥ ≤ 2+ f ′(t).
Proof. Simple algebraic manipulation together with assumption (2.1) give us
∥F ′(x0)−1F ′(x)∥ ≤ ∥I + F ′(x0)−1[F ′(x)− F ′(x0)]∥ ≤ 1+ f ′(∥x− x0∥)− f ′(0).
Hence, (h1), (h2) and the last inequality imply the statement of the lemma. 
Lemma 3.7. Take θ ≥ 0, 0 ≤ t ≤ λ, x∗, x, y ∈ X. If λ < R, ∥x− x0∥ ≤ t, ∥x∗ − x∥ ≤ λ− t, F(x∗) = 0
and
∥F ′(x0)−1[F(x)+ F ′(x)(y− x)]∥ ≤ θ∥F ′(x0)−1F(x)∥, (3.4)
then
∥x∗ − y∥ ≤

1+ θ
2
+ 2θ
κ

∥x∗ − x∥, (3.5)
∥x∗ − y∥ ≤

1+ θ
2
D−f ′(λ)
|f ′(λ)| ∥x∗ − x∥ + θ
2+ f ′(λ)
|f ′(λ)|

∥x∗ − x∥. (3.6)
Proof. Since F(x∗) = 0, direct algebraic manipulation and (3.1) yield
y− x∗ = F ′(x)−1[EF (x∗, x)+ [F(x)+ F ′(x)(y− x)]].
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Using (3.4), properties of the norm and some simple manipulations we conclude from last equality
that
∥x∗ − y∥ ≤ ∥F ′(x)−1F ′(x0)∥[∥F ′(x0)−1EF (x∗, x)∥ + θ∥F(x0)−1F(x)∥].
On the other hand, using again F(x∗) = 0 and the definition in (3.1) we have
−F ′(x0)−1F(x) = F ′(x0)−1[EF (x∗, x)+ F ′(x)(x∗ − x)],
which using the triangular inequality yields
∥F ′(x0)−1F(x)∥ ≤ ∥F ′(x0)−1EF (x∗, x)∥ + ∥F ′(x0)−1F ′(x)∥ ∥x∗ − x∥.
Combining two above inequalities with Proposition 3.1, Corollary 3.4 with y = x∗ and s = λ− t and
Lemma 3.6 we have
∥x∗ − y∥ ≤ 1|f ′(t)|

1+ θ
2
f ′(λ)− f ′(t)
λ− t ∥x∗ − x∥ + θ [2+ f
′(t)]

∥x∗ − x∥.
Since ∥x∗ − x∥ ≤ λ − t , f ′ < −κ < 0 in [0, λ) and f ′ is increasing the first inequality follows from
last inequality.
Using Proposition 1.1 and taking in account that f ′ < 0 in [0, λ) and increasing we obtain the
second inequality from above inequality. 
4. The inexact Newton iteration with relative error
In the next lemma we study a single inexact Newton iteration with relative error θ .
Lemma 4.1. Take t, ε, θ ≥ 0, and x ∈ C such that
∥x− x0∥ ≤ t < t¯, ∥F ′(x0)−1F(x)∥ ≤ f (t)+ ε, t − (1+ θ) f (t)+ εf ′(t) < R. (4.1)
If y ∈ X and
∥F ′(x0)−1[F(x)+ F ′(x)(y− x)]∥ ≤ θ∥F ′(x0)−1F(x)∥. (4.2)
then
1. ∥y− x∥ ≤ −(1+ θ) f (t)+εf ′(t) ;
2. ∥y− x0∥ ≤ t − (1+ θ) f (t)+εf ′(t) < R;
3. ∥F ′(x0)−1F(y)∥ ≤ f (t − (1+ θ) f (t)+εf ′(t) )+ ε + 2θ(f (t)+ ε).
Proof. Using Proposition 3.1 and the first inequality in (4.1) we conclude that F ′(x) is non-singular
and ∥F ′(x)−1F ′(x0)∥ ≤ −1/f ′(t). Therefore, using also the identity
y− x = F ′(x)−1F ′(x0)[F ′(x0)−1[F(x)+ F ′(x)(y− x)] − F ′(x0)−1F(x)],
triangular inequality and (4.2) we conclude that
∥y− x∥ ≤ −1
f ′(t)
(1+ θ)∥F ′(x0)−1F(x)∥.
To end the proof of item 1, use the above inequality and the second inequality on (4.1).
Item 2 follows from triangular inequality, item 1 and the first and the third inequalities in (4.1).
Using the definition of the error (3.1) we have
F(y) = EF (y, x)+ F ′(x0)[F ′(x0)−1[F(x)+ F ′(x)(y− x)]].
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Therefore, using the triangle inequality, (4.2) and the second inequality on (4.1) we have
∥F ′(x0)−1F(y)∥ ≤ ∥F ′(x0)−1EF (y, x)∥ + θ∥F ′(x0)−1F(x)∥
≤ ∥F ′(x0)−1EF (y, x)∥ + θ(f (t)+ ε).
Using (4.1), item 1, and Lemma 3.2 with s = −(1+ θ)(f (t)+ ε)/f ′(t)we have
∥F ′(x0)−1EF (y, x)∥ ≤ ef

t − (1+ θ) f (t)+ ε
f ′(t)
, t

= f

t − (1+ θ) f (t)+ ε
f ′(t)

+ ε + θ(f (t)+ ε).
Direct combination of the two above equation yields the latter inequality in item 3. 
In view of Lemma 4.1 define, for θ ≥ 0, the auxiliary map nθ : [0, t¯ )× [0,∞)→ R× R,
nθ (t, ε) :=

t − (1+ θ) f (t)+ ε
f ′(t)
, ε + 2θ(f (t)+ ε)

. (4.3)
Let
Ω := {(t, ε) ∈ R× R : 0 ≤ t < λ, 0 ≤ ε ≤ κt, 0 < f (t)+ ε}. (4.4)
Lemma 4.2. If 0 ≤ θ ≤ Θ , (t, ε) ∈ Ω and (t+, ε+) = nθ (t, ε), that is,
t+ = t − (1+ θ) f (t)+ εf ′(t) , ε+ = ε + 2θ(f (t)+ ε),
then nθ (t, ε) ∈ Ω , t < t+, ε ≤ ε+ and
f (t+)+ ε+ <

1+ θ2
2

(f (t)+ ε).
Proof. Since 0 ≤ t < λ, according to (2.7) we have f ′(t) < −κ < 0. Therefore t < t+ and ε ≤ ε+.
As ε ≤ κt , f (t)+ ε > 0 and−1 ≤ f ′(t) < f ′(t)+ κ < 0,
− f (t)+ ε
f ′(t)
≤ − f (t)+ κ t
f ′(t)
= − f (t)+ κ t
f ′(t)+ κ

1+ κ
f ′(t)

≤ − f (t)+ κ t
f ′(t)+ κ (1− κ). (4.5)
The function h(s) := f (s)+ κs is differentiable at t , h′(t) < 0, is strictly convex and
lim
s→λ−
h(t) = 0.
Therefore, using Proposition 1.2 we have t − h(t)/h′(t) < λ,which is equivalent to
− f (t)+ κ t
f ′(t)+ κ < λ− t. (4.6)
Combining the above inequality with (4.5) and the definition of t+ we conclude that
t+ < t + (1+ θ)(1− κ)(λ− t).
Using (2.7) and (2.8) we have (1+ θ)(1−κ) ≤ 1− θ < 1, which combined with the above inequality
yields t+ < λ.
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Using the definition of ε+, inequality ε ≤ κ t and (2.7) we obtain
ε+ ≤ 2θ(f (t)+ ε)+ κ t
= κ(t + (1+ θ)(f (t)+ ε)).
Using again the inequalities f (t)+ ε > 0 and−1 ≤ f ′(t) < 0 we have
f (t)+ ε ≤ − f (t)+ ε
f ′(t)
.
Combining the two above inequalities with the definition of t+ we obtain ε+ ≤ κ t+.
For proving the two last inequalities, first note that from the definition of the linearization error in
(3.2) we have
f (t+)+ ε+ = f (t)+ f ′(t)(t+ − t)+ ef (t+, t)+ 2θ(f (t)+ ε)+ ε
= θ(f (t)+ ε)+ ef (t+, t)
= θ(f (t)+ ε)+
 t+
t
(f ′(u)− f ′(t))du.
Since f ′ is strictly increasing we conclude that the integral is positive. So, last equality implies that
f (t+)+ ε+ ≥ θ(f (t)+ ε) > 0. Taking s ∈ [t+, λ) and using the convexity of f ′ we have t+
t
(f ′(u)− f ′(t))du ≤
 t+
t
(f ′(s)− f ′(t))u− t
s− t du
= 1
2
(t+ − t)2
s− t (f
′(s)− f ′(t)).
Substituting last inequality into above equation we have
f (t+)+ ε+ ≤ θ(f (t)+ ε)+ 12
(t+ − t)2
s− t (f
′(s)− f ′(t))
=

θ + 1
2
(1+ θ)2
(s− t)
f (t)+ ε
−f ′(t)
f ′(s)− f ′(t)
−f ′(t)

(f (t)+ ε).
On the other hand, because f ′(s)+ κ < 0 and−1 ≤ f ′(t) it easy to conclude that
f ′(s)− f ′(t)
−f ′(t) =
f ′(s)+ κ − f ′(t)− κ
−f ′(t) ≤ 1− κ.
Combining last two above inequalitieswith (4.5), (4.6) and taking in account that (1+θ)(1−κ) ≤ 1−θ
we conclude that
f (t+)+ ε+ ≤

θ + 1
2
(1+ θ)2(1− κ)2 λ− t
s− t

(f (t)+ ε)
=

θ + 1
2
(1− θ)2 λ− t
s− t

(f (t)+ ε),
and the result follows taking the limit s → λ−. 
The outcome of an inexact Newton iteration is any point satisfying some error tolerance. Hence,
instead of a mapping for Newton iteration, we shall deal with a family of mappings, describing all
possible inexact iterations.
Definition 4.3. For 0 ≤ θ ,Nθ is the family of maps Nθ : B(x0, t¯)→ X such that
∥F ′(x0)−1[F(x)+ F ′(x)(Nθ (x)− x)]∥ ≤ θ∥F ′(x0)−1F(x)∥, (4.7)
for each x ∈ B(x0, t¯ ).
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If x ∈ B(x0, t¯), then F ′(x) is non-singular. Therefore, for θ = 0, the familyN0 has a single element,
namely the exact Newton iteration map
N0 : B(x0, t¯)→ X, x → N0(x) = x− F ′(x)−1F(x).
Trivially, if 0 ≤ θ ≤ θ ′ thenN0 ⊂ Nθ ⊂ Nθ ′ . Hence,Nθ is non-empty for all θ ≥ 0.
Remark 4.4. For any θ ∈ (0, 1) and Nθ ∈ Nθ
Nθ (x) = x ⇐⇒ F(x) = 0, x ∈ B(x0, t¯).
This means that the fixed point of the inexact Newton iteration Nθ are the same fixed points of the
exact Newton iteration, namely, the zeros of F .
Themain tool for the analysis of the inexact Newtonmethodwith a relative residual tolerance will
be a family of sets described below and analyzed in the ensuing proposition, which is a combination
of Lemmas 4.1 and 4.2. Define
K(t, ε) := {x ∈ X : ∥x− x0∥ ≤ t, ∥F ′(x0)−1F(x)∥ ≤ f (t)+ ε}, (4.8)
and
K :=

(t,ε)∈Ω
K(t, ε). (4.9)
Recall that nθ ,Ω andNθ were defined in (4.3), (4.4) and Definition 4.3 respectively.
Proposition 4.5. Take 0 ≤ θ ≤ Θ and Nθ ∈ Nθ . Then for any (t, ε) ∈ Ω and x ∈ K(t, ε)
Nθ (K(t, ε)) ⊂ K(nθ (t, ε)) ⊂ K , ∥Nθ (x)− x∥ ≤ t+ − t,
where t+ is the first component of nθ (t, ε). Moreover,
nθ (Ω) ⊂ Ω, Nθ (K) ⊂ K . (4.10)
Proof. Combine definitions (4.3), (4.4), Definition 4.3, (4.8), (4.9) with Lemmas 4.1 and 4.2. 
5. Convergence analysis
Theorem 5.1. Take 0 ≤ θ ≤ Θ and Nθ ∈ Nθ . For any (t0, ε0) ∈ Ω and y0 ∈ K(t0, ε0) the sequences
yk+1 = Nθ (yk), (tk+1, εk+1) = nθ (tk, εk), k = 0, 1, . . . , (5.1)
are well defined,
yk ∈ K(tk, εk), (tk, εk) ∈ Ω k = 0, 1, . . . , (5.2)
the sequence {tk} is strictly increasing and converges to some t˜ ∈ (0, λ], the sequence {εk} is non-
decreasing and converges to some ε˜ ∈ [0, κλ],
∥F ′(x0)−1F(yk)∥ ≤ f (tk)+ εk
≤

1+ θ2
2
k
(f (t0)+ ε0), k = 0, 1, . . . (5.3)
the sequence {yk} is contained in B(x0, λ) and converges to a point x∗ ∈ B[x0, t∗]which is the unique zero
of F in B(x0, τ¯ ) and
∥yk+1 − yk∥ ≤ tk+1 − tk, ∥x∗ − yk∥ ≤ t˜ − tk, k = 0, 1, . . . . (5.4)
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Moreover, if
((h4)′) λ < R,
then the sequence {yk} satisfies, for k = 0, 1, . . .
∥x∗ − yk+1∥ ≤

1+ θ
2
D−f ′(λ)
|f ′(λ)| ∥x∗ − yk∥ + θ
2+ f ′(λ)
|f ′(λ)|

∥x∗ − yk∥. (5.5)
If, additionally, 0 ≤ θ < κ/(4+ κ) then {yk} converges Q -linearly as follows
∥x∗ − yk+1∥ ≤

1+ θ
2
+ 2θ
κ

∥x∗ − yk∥, k = 0, 1, . . . . (5.6)
Proof. Well definition of the sequences {(tk, εk)} and {yk} as defined in (5.1) follows from the
assumptions on θ , (t0, ε0), y0 and the two last inclusions on Proposition 4.5. Moreover, since (5.2)
holds for k = 0, using the first inclusion in Proposition 4.5 and induction on k, we conclude that (5.2)
holds for all k. The first inequality in (5.4) now follows from Proposition 4.5, (5.1) and (5.2) while the
first inequality in (5.3) follows from (5.2) and the definition of K(t, ε) in (4.8).
Direct inspection of the definition ofΩ in (4.4) shows that
Ω ⊂ [0, λ)× [0, κλ).
Therefore, using (5.2) and the definition of K(t, ε)we have
tk ∈ [0, λ), εk ∈ [0, κλ), yk ∈ B(x0, λ), k = 0, 1, . . . .
Using (4.4) and Lemma 4.2 we conclude that {tk} is strictly increasing, {εk} is non-decreasing and the
second equality in (5.3) holds for all k. Therefore, in view of the first two above inclusions, {tk} and
{εk} converge, respectively, to some t˜ ∈ (0, λ] and ε˜ ∈ [0, κλ]. Convergence to t˜ , together with the
first inequality in (5.4) and the inclusion yk ∈ B(x0, λ) implies that yk converges to some x∗ ∈ B[0, λ]
and that the second inequality on (5.4) holds for all k.
Using the inclusion yk ∈ B(x0, λ), the first inequality in Corollary 3.5 and (5.3) we have
−f (∥yk − x0∥) ≤

1+ θ2
2
k
(f (t0)+ ε0), k = 0, 1, . . . .
According to (2.9), f ′ < −κ in [0, λ). Therefore, since f (t∗) = 0 and t∗ < λ,
f (t) ≤ −κ(t − t∗), t∗ ≤ t < λ.
Hence, if ∥yk − x0∥ ≥ t∗, we can combine the two above inequalities, setting t = ∥yk − x0∥ in the
second, to obtain
∥yk − x0∥ − t∗ ≤

1+ θ2
2
k f (t0)+ ε0
κ
.
Note that the above inequality remain valid even if ∥yk− x0∥ < t∗. Therefore, taking the limit k →∞
in the above inequality we conclude that ∥x∗ − x0∥ ≤ t∗. Moreover, now that we know that x∗ is in
the interior of the domain of F , we can also take the limit k →∞ in (5.3) to conclude that F(x∗) = 0.
The ‘‘classical’’ version of Kantorovich’s theorem on the Newton method for a generic majorant
function (see e.g. [6]) guarantee that under the assumptions of Theorem 2.1, F has a unique zero in
B(x0, τ¯ ). Hence x∗ must be this zero of F .
To prove (5.5) and (5.6), first note that from first inclusion in (5.2) we have ∥yk − x0∥ ≤ tk, for all
k = 0, 1, . . .. Now, since t˜ ∈ (0, λ]we obtain from second inequality in (5.4) that ∥x∗ − yk∥ ≤ λ− tk,
for all k = 0, 1, . . .. Therefore, using (h4)′, F(x∗) = 0 and first equality in (5.1), the desire inequalities
follows by applying Lemma3.7. For concluding the proof, note that for 0 ≤ θ < κ/(4+κ) the quantity
in the bracket in (5.6) is less than one, which implies that the sequence {yk} converges Q -linearly. 
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Proposition 5.2. If 0 ≤ ρ < β/2 then
ρ < t¯/2 < t¯, f ′(ρ) < 0.
Proof. Assumption ρ < β/2 and Proposition 2.3 item (iii) proves the first two inequalities of the
proposition. The last inequality follows from the first inequality and Proposition 2.3 item (i).
Proof of Theorem 2.1. First we will prove Theorem 2.1 with ρ = 0 and z0 = x0. Note that, from the
definition in (2.7), we have
κ0 = κ, λ0 = λ, Θ0 = Θ.
Since
(0, 0) ∈ Ω, x0 ∈ K(0, 0),
using Theorem 5.1 we conclude that Theorem 2.1 holds for ρ = 0.
For proving the general case, take
0 ≤ ρ < β/2, z0 ∈ B[x0, ρ]. (5.7)
Using Proposition 5.2 and (2.6) we conclude that ρ < t¯/2 and f ′(ρ) < 0. Define
g : [0, R− ρ)→ R, g(t) = −1
f ′(ρ)
[f (t + ρ)+ 2ρ]. (5.8)
We claim that g is a majorant function for F at point z0. Trivially, B(z0, R − ρ) ⊂ C , g ′(0) = −1,
g(0) > 0.Moreover g ′ is also convex and strictly increasing. To end the proof that g satisfies (h1)–(h3),
using Proposition 2.3 item (iii) and second inequality in (5.7) we have
lim
t→t¯−ρ
g(t) = −1
f ′(ρ)
(2ρ − β) < 0.
Using Proposition 3.1 we have
∥F ′(z0)−1F ′(x0)∥ ≤ −1f ′(ρ) . (5.9)
Therefore, using also the second inequality of Corollary 3.5 we have
∥F ′(z0)−1F(z0)∥ ≤ ∥F ′(z0)−1F ′(x0)∥ ∥F ′(x0)−1F(z0)∥
≤ −1
f ′(ρ)
[f (∥z0 − x0∥)+ 2∥z0 − x0∥].
As f ′ ≥ −1, the function t → f (t) + 2t is (strictly) increasing. Combining this fact with the above
inequality and (5.8) we conclude that
∥F ′(z0)−1F ′(z0)∥ ≤ g(0).
To end the proof that g is a majorant function for F at z0, take x, y ∈ X such that
x, y ∈ B(z0, R− ρ), ∥x− z0∥ + ∥y− x∥ < R− ρ.
Hence x, y ∈ B(x0, R), ∥x− x0∥ + ∥y− x∥ < R and using (5.9) together with (2.1) we have
∥F ′(z0)−1[F ′(y)− F ′(x)]∥ ≤ ∥F ′(z0)−1F ′(x0)∥ ∥F ′(x0)−1[F ′(y)− F ′(x)]∥
≤ −1
f ′(ρ)
[f ′(∥y− x∥ + ∥x− x0∥)− f ′(∥x− x0∥)].
Since f ′ is convex, the function t → f ′(s + t) − f ′(s) is increasing for s ≥ 0 and ∥x − x0∥ ≤
∥x− z0∥ + ∥z0 − x0∥ ≤ ∥x− z0∥ + ρ,
f ′(∥y− x∥ + ∥x− x0∥)− f ′(∥x− x0∥) ≤ f ′(∥y− x∥ + ∥x− z0∥ + ρ)− f ′(∥x− z0∥ + ρ).
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Combining the two above inequalities with the definition of g we obtain
∥F ′(z0)−1[F ′(y)− F ′(x)]∥ ≤ g ′(∥y− x∥ + ∥x− z0∥)− g ′(∥x− z0∥).
Note that for κρ , λρ andΘρ as defined in (2.3), we have
κρ = sup
0<t<R−ρ
−g(t)
t
, λρ = sup{t ∈ [0, R− ρ) : κρ + g ′(t) < 0}, Θρ = κρ2− κρ ,
which are the same as (2.3)with g instead of f . Therefore, applying Theorem2.1 for F and themajorant
function g at point z0 and ρ = 0, we conclude that the sequence {zk} is well defined, remains in
B(z0, λρ), satisfies (2.4) and converges to some z∗ ∈ B[z0, t∗,ρ] which is a zero of F , where t∗,ρ is the
smallest solution of g(t) = 0. Using (5.8) we conclude that t∗,ρ is the smallest solution of
f (ρ + t)+ 2ρ = 0.
Hence, in view of Proposition 2.3 item (ii), we have ρ + t∗,ρ < t¯ ≤ τ¯ and B[z0, t∗,ρ] ⊂ B(x0, τ¯ ).
Therefore, z∗ is the unique zero of F in B(x0, τ¯ ), which we already called x∗. Since
g ′(t) = f ′(t + ρ)/|f ′(ρ)|, D−g ′(t) = D−f ′(t + ρ)/|f ′(ρ)|, t ∈ [0, R− ρ),
applying again Theorem 2.1 for F and themajorant function g at point z0 and ρ = 0, we conclude that
item (h4) also holds. 
6. Special cases
First we use Theorem 2.1 to analyze the convergence of the inexact Newtonmethodwith a relative
residual error tolerance in the setting of Smale’s α-theory. The first application of Kantorovich’s
Theorem, with exact Newton iterations, for Smale’s α-theory were presentedWang and Han [21] (see
also [20]). Smale’s α-theory for inexact Newton steps with a quadratic error tolerance,
zk+1 = zk + Sk, ∥F ′(z0)−1[F(zk)+ F ′(zk)Sk]∥ ≤ θn∥F ′(z0)−1F(zk)∥2,
k = 0, . . . , sup θn < 1,
were analyzed by Shen and Li in [18]. Up to our knowledge, this is the first time an inexact Newton
method with a relative error tolerance is analyzed in this framework.
Theorem 6.1. Let X and Y be Banach spaces, C ⊆ X and F : C → Y a continuous function and analytic
int(C). Take x0 ∈ int(C) with F ′(x0) non-singular. Define
γ := sup
n>1
F ′(x0)−1F (n)(x0)n!
1/(n−1) .
Suppose that B(x0, 1/γ ) ⊂ C, b > 0 and that
∥F ′(x0)−1F(x0)∥ ≤ b, bγ < 3− 2
√
2, 0 ≤ θ ≤ 1− 2
√
γ b− γ b
1+ 2√γ b+ γ b .
Then, the sequence generated by the inexact Newton method for solving F(x) = 0 with starting point x0
and residual relative error tolerance θ : for k = 0, 1, . . . ,
xk+1 = xk + Sk, ∥F ′(x0)−1[F(xk)+ F ′(xk)Sk]∥ ≤ θ∥F ′(x0)−1F(xk)∥,
is well defined, the generated sequence {xk} converges to a point x∗ which is a zero of F ,
∥F ′(x0)−1F(xk)∥ ≤

1+ θ2
2
k
b, k = 0, 1, . . . ,
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the sequence {xk} is contained in B(x0, λ), x∗ ∈ B[x0, t∗] and x∗ is the unique zero of F in B(x0, τ¯ ), where
λ := b√
γ b+ γ b ,
t∗ = 1+ γ b−

1− 6γ b+ (γ b)2
4
, τ¯ = 1+ γ b+

1− 6γ b+ (γ b)2
4
.
Moreover, the sequence {xk} satisfies, for k = 0, 1, . . . ,
∥x∗ − xk+1∥ ≤

1+ θ
2
D−f ′(λ)
|f ′(λ)| ∥x∗ − xk∥ + θ
f ′(λ)+ 2
|f ′(λ)|

∥x∗ − xk∥.
If, additionally, 0 ≤ θ < (1− 2√γ b− γ b)/(5− 2√γ b− γ b) then {xk} converges Q -linearly as follows
∥x∗ − xk+1∥ ≤

1+ θ
2
+ 2θ
1− 2√γ b− γ b

∥x∗ − xk∥, k = 0, 1, . . . .
Proof. Since the function f : [0, 1/γ )→ R
f (t) = t
1− γ t − 2t + b,
is a majorant function for F in x0, [6]. Therefore, all results follow from Theorem 2.1, applied to this
particular context. 
A semi-local convergence result for Newton method is instrumental in the complexity analysis of
linear andquadraticminimizationproblemsbymeans of self-concordant functions [15]. Kantorovich’s
theorem, with exact Newton iterations has already been used by Alvarez et al. [1] for the analysis of
self-concordant minimization. Also in this setting, Theorem 2.1 provides a semi-local convergence
result for Newton method with a relative error tolerance.
Theorem 6.2. Let C ⊆ Rn be an open convex set and let g : C → R be an a-self-concordant function
with parameter a > 0. For x ∈ C, let
∥v∥x :=

vTg ′′(x)v, v ∈ Rn,
Wr(x) := {z : ∥z − x∥x < r}, Wr [x] := {z : ∥z − x∥x ≤ r}.
Suppose that x0 ∈ C, g ′′(x0) is non-singular, b > 0
∥g ′′(x0)−1g ′(x0)∥x0 ≤ b < 3− 2
√
2, 0 ≤ θ ≤ 1− 2
√
b− b
1+ 2√b+ b .
Then the sequence generated by the inexact Newton method for solving g ′(x) = 0 with starting point x0
and residual relative error tolerance θ : for k = 0, 1, . . . ,
xk+1 = xk + Sk, ∥g ′′(x0)−1[g ′(xk)+ g ′′(xk)Sk]∥x0 ≤ θ∥g ′′(x0)−1g ′(xk)∥x0 ,
is well defined, converges to a point x∗ which is the (unique, global) minimizer of g,
∥g ′′(x0)−1g ′(xk)∥x0 ≤

1+ θ2
2
k
b, k = 0, 1, . . . ,
the sequence {xk} is contained in Wλ(x0) and x∗ ∈ Wt∗(x0), where
λ := b√
b+ b , t∗ =
1+ b−√1− 6 b+ b2
4
.
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Moreover, the sequence {xk} satisfies, for k = 0, 1, . . . ,
∥x∗ − xk+1∥ ≤

1+ θ
2
D−f ′(λ)
|f ′(λ)| ∥x∗ − xk∥ + θ
f ′(λ)+ 2
|f ′(λ)|

∥x∗ − xk∥.
If, additionally, 0 ≤ θ < (1− 2√b− b)/(5− 2√b− b) then {xk} converges Q -linearly as follows
∥x∗ − xk+1∥ ≤

1+ θ
2
+ 2θ
1− 2√b− b

∥x∗ − xk∥, k = 0, 1, . . . .
Proof. The scalar function f : [0, 1)→ R defined by
f (t) = t
1− t − 2t + b,
is a majorant function for g ′ in x0, [6]. Therefore, the proof follows from Theorem 2.1, applied to this
particular context. 
Theorem 6.3. Let X andY be a Banach spaces, C ⊆ X and F : C → Y a continuous function, continuously
differentiable on int(C). Take x0 ∈ int(C) with F ′(x0) non-singular. Suppose that exist constants L > 0
and b > 0 such that bL < 1/2, B(x0, 1/L) ⊂ C and
∥F ′(x0)−1[F ′(y)− F ′(x)]∥ ≤ L∥x− y∥, x, y ∈ B(x0, 1/L),
∥F ′(x0)−1F(x0)∥ ≤ b, 0 ≤ θ ≤ 1−
√
2bL
1+√2bL .
Then, the sequence generated by the inexact Newton method for solving F(x) = 0 with starting point x0
and residual relative error tolerance θ : for k = 0, 1, . . . ,
xk+1 = xk + Sk, ∥F ′(x0)−1[F(xk)+ F ′(xk)Sk]∥ ≤ θ∥F ′(x0)−1F(xk)∥,
is well defined,
∥F ′(x0)−1F(xk)∥ ≤

1+ θ2
2
k
b, k = 0, 1, . . .
the sequence {xk} is contained in B(x0, λ), converges to a point x∗ ∈ B[x0, t∗] which is the unique zero of
F in B(x0, 1/L) where
λ :=
√
2bL
L
, t∗ = 1−
√
1− 2Lb
L
.
Moreover, the sequence {xk} satisfies, for k = 0, 1, . . . ,
∥x∗ − zk+1∥ ≤

1+ θ
2
L
1−√2bL ∥x∗ − xk∥ + θ
1+√2bL
1−√2bL

∥x∗ − xk∥.
If, additionally, 0 ≤ θ < (1−√2bL)/(5−√2bL) then the sequence {xk} converges Q -linearly as follows
∥x∗ − xk+1∥ ≤

1+ θ
2
+ 2θ
1−√2bL

∥x∗ − xk∥, k = 0, 1, . . . .
Proof. Since the function f : [0, 1/L)→ R,
f (t) := L
2
t2 − t + b,
is a majorant function for F at point x0, all result follow from Theorem 2.1, applied to this particular
context. 
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