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Multi-flavor string-net models
Chien-Hung Lin
Department of Physics, University of Alberta, Edmonton, Alberta T6G 2E1, Canada
We generalize the string-net construction to multiple flavors of strings, each of which is labeled by
the elements of an abelian group Gi. The same flavor of strings can branch while different flavors
of strings can cross one another and thus they form intersecting string-nets. We systematically
construct the exactly soluble lattice Hamiltonians and the ground state wave functions for the
intersecting string-net condensed phases. We analyze the braiding statistics of the low energy
quasiparticle excitations and find that our model can realize all the topological phases as the string-
net model with group G =
∏
i
Gi. In this respect, our construction suggests several ways of building
lattice models which realize topological order G. They correspond to intersecting string-net models
with various choices of flavors of strings associated with different decomposition of G. In fact, our
construction concretely demonstrates the Ku¨nneth formula by constructing various lattice models
with the same topological order. As an example, we construct the G = Z2 × Z2 × Z2 string-net
model which realizes a non-abelian topological phase by properly intersecting three copies of toric
codes.
I. INTRODUCTION
Topological phases are gapped quantum phases of mat-
ter which support quasiparticle excitations with frac-
tional statistics1. The classical examples of topological
phases include fractional quantum Hall states and spin
liquids. These phases can not be understood by the Lan-
dau symmetry breaking theory. Thus it requires new
approaches to study them. One useful approach is the
construction of exactly soluble lattice models that real-
ize these topological phases.
The toric code model of Ref. 2 is one of the simplest
examples of exactly soluble lattice model which realizes
Z2 topological order. The model is a spin-1/2 system
with spins living on the links of the square lattice. The
Hamiltonian is a sum of commuting projectors and thus
is exactly soluble. One interesting aspect of toric code
model is that its ground state can be thought of as a
closed loop condensate. Levin and Wen3 generalized this
picture and constructed the “string-net” models whose
low energy effective degrees of freedom are extended ob-
jects called string-nets—a network of strings.
Like the toric code, the string-net models3 are also ex-
actly soluble lattice spin models which can realize a large
class of topological phases such as phases whose low en-
ergy effective theories are finite lattice gauge theories and
doubled Chern-Simons theories. Recently, the string-net
construction was generalized3–8 to realize all topological
phases which support a gapped edge.
The string-net models provide a nice physical picture
for realizing topological phases–condensation of string-
nets. In this paper, we extend the picture to multi-
ple flavors of string-nets. One way to think of different
flavors of string-nets is to imagine a multi-layer system
where various string-nets sit on different layers. We can
then obtain a two-dimensional system with multi-flavor
string-nets by letting the layer spacing d → 0. In this
way, string-nets of the same flavor can branch and string-
nets of different flavors cross one another. Thus they
form intersecting string-nets. We ask the question: what
topological phases can be obtained from the intersecting
string-nets?
We answer this question for a simpler case where each
flavor of string-nets is associated with an abelian group
Gi. Depending on the interactions between different fla-
vors of string-nets, we may obtain various topological
phases. In the work, we restrict our attention to the sub-
set of interactions which do not change the string types,
namely the interactions are diagonal in the string-net
state basis.
Our analysis is based on an explicit construction: we
systematically construct all intersecting string-net mod-
els with interactions between different flavors of string-
nets. For each model, we analyze the quasiparticle braid-
ing statistics. From this analysis, we find that the multi-
flavor string-net model can realize all the topological
phases as the string-net model with G =
∏
iGi. In this
regard, multi-flavor string-net models associated with
{Gi} can be viewed as an alternative construction of
the original string-net models with G. Moreover, our
construction also provides several ways to build lattice
models with topological order G corresponding to vari-
ous decomposition ofG intoG =
∏
iGi and thus different
flavors of string-nets.
Specifically, our construction starts with a set of string-
net models with {Gi} associated with each flavor of
string-nets. We then intersect/stack the set of string-
net models in a proper way so that the resulting model is
exactly soluble. We find that the model realizes all topo-
logical phases with topological order G =
∏
iGi. One
can also start with the other set of string-net models
with {G′i} such that G =
∏
iG
′
i. Our construction then
gives a different exactly soluble model which also realizes
topological order G.
Intuitively, one can imagine that we decompose the
string labeled by the elements of G into multiple strings
each of which is labeled by the elements of Gi such that
G =
∏
iGi. We then put each component string into
an individual string-net model. However, these compo-
nent strings are not independent but satisfy certain con-
2straints. These constraints dictate how different com-
ponent strings intersect with one another. As a result,
the model built from the intersecting string-net models
with {Gi} associated with the component strings gives
a “parton” construction of the string-net model with
G =
∏
iGi. Like the usual parton construction of parti-
cles, we have various ways of decomposing strings while
they all describe the same topological phases.
In contrast to the original string-net models whose in-
put is a set of complex functions F which satisfy 3-cocycle
conditions, we encode the information of F into simpler
objects, called F (2), F (3), which satisfy 2-cocycle and 1-
cocycle conditions respectively. The objects F (2) and
F (3) are associated with intersections between two and
three flavors of string-nets. It turns out that the under-
lying mathematical structure of our construction is the
Ku¨nneth formula.
The advantage of using F (2) and F (3) objects as input
is that it provides a simple way to construct models which
realize a “twisted” topological phase. For example, one
can start with 3 copies of toric codes and then intersect
them with properly chosen F (3). The resulting model can
realize a twisted Z2×Z2×Z2 gauge theory. Interestingly,
this model supports non-abelian quasiparticle excitations
which will be discussed in detail later.
The paper is organized as follows. In Sec. II, we re-
view some basics of string-net models and abelian string-
net models. In Sec. III, we warm up by constructing
ground state wave functions with one flavor of abelian
string-nets. In Sec. IV, V, we generalize to construct
ground state wave functions and lattice Hamiltonians
for multi-flavor string-net models. We analyze the low
energy quasiparticle excitations of these models in Sec.
VI. In Sec. VII, we explicitly compute the quasiparticle
braiding statistics for general abelian string-net models.
We discuss the relation between different constructions
associated with different choices of flavors of string-nets
in Sec. IX. Finally we illustrate our new construction
with concrete examples in Sec. X. The mathematical
details can be found in appendices.
II. REVIEW OF STRING-NET MODELS
In this section, we briefly review the basic structure
of string-nets and string-net models. We mainly focus
on a special class of string-net models–abelian string-net
models. The materials in this section are adapted from
Ref. 9.
A string-net is a network of strings. The strings can
come in different types and carry orientations. In this
paper, we focus on trivalent networks in two-dimensional
space, namely, exactly 3 strings meet at each branch
point or node in the network. Thus, we can think of
string-nets as trivalent graphs with labeled and oriented
edges in the plane (in the continuum or on a lattice).
A string-net model is a quantum mechanical model
which describe the dynamics of the string-nets. To spec-
ify a string-net model, one has to provide several pieces of
data. First, one has to specify a finite set of string types
{a, b, c, ...} . Second, one has to specify the dual string
type a∗ of each string type a. A string a with a given
orientation corresponds to the same physical state as a
string a∗ with the opposite orientation. Finally, one has
to specify the branching rules. The branching rules are
the set of all triplets of string types {(a, b, c) , ...} which
are allowed to meet at a point.
It is also convenient to include the null string type
into the formalism. The null string type, denoted by 0,
is equivalent to no string at all. This string type is self-
dual: 0∗ = 0 and thus we will neglect the orientation
of the null string. The associated branching rule is that
(0, a, b) is allowed if a = b∗.
The abelian string-net models are a special class of
string-net models associated with abelian groups. To
construct an abelian string-net model associated with a
finite abelian group G, we first label the string types by
the elements of the group a ∈ G with null string being
the identity element 0. Second, we define the dual string
a∗ as the group inverse: a∗ = −a. Finally, we define
branching rules by
(a, b, c) is allowed if a+ b+ c = 0.
(Here we use additive notation for the group operation.)
So far we focused on the Hilbert space of the string-
net model. We also need to specify the Hamiltonian.
A typical string-net Hamiltonian is a sum of a kinetic
energy term and a string tension term. The kinetic en-
ergy term gives an amplitude for the string-net states to
move while the string tension term gives an energy cost
to large string-nets. Depending on the relative size of
the two terms, we have two quantum phases. When the
string tension term dominates, the ground state will con-
tain only a few small strings. When the kinetic energy
term dominates, the ground state will be a superposi-
tion of many large string-net configuration–a string-net
condensed phase.
The string-net condensed phases are known to support
excitations with fractional statistics. The wave functions
and the corresponding exactly soluble Hamiltonians for
these topological phases are constructed systematically
in Ref. 3. In this paper, we will generalize their con-
struction to the Hilbert space which consists of multiple
flavors of string-nets, each of which is associated with a
group Gi.
III. SINGLE-FLAVOR STRING-NET WAVE
FUNCTIONS
In this section, we review the wave functions and
Hamiltonian for abelian string-net condensed phases.
The materials are adapted from Ref. 9.
We start with the ground state wave functions for
string-net condensed phases. The wave functions are de-
fined implicitly using local constraint equations. More
3specifically, the local constraint equations take the fol-
lowing graphical form:
Φ
(
a
)
= Φ
(
a
)
, (1)
Φ
(
a
)
= daΦ
( )
, (2)
Φ
(
a
b c
)
= F (a, b, c)Φ
(
a
b c
)
. (3)
Here a, b, c are arbitrary string types and the shaded re-
gions represent arbitrary string-net configurations which
is unchanged. The da and F (a, b, c) are complex numbers
which satisfy certain algebraic equations we will specify
below.
The idea of Eqs. (1–3) is that we can relate the am-
plitude of any string-net configuration to the amplitude
of the vacuum (no-string) configuration by applying the
local rules multiple times. We use the convention that
Φ (vacuum) = 1,
and then the amplitude of any configuration is fully de-
termined. Thus, the string-net wave function is fully de-
termined once the parameters da, γa, α(a, b), F (a, b, c) are
given.
To construct the most general abelian string-net mod-
els, we need two additional ingredients γ, α. First, the
γ is a Z2 phase factor associated with vertices with one
null string and two opposite oriented strings:〈
a a*
∣∣∣∣∣ = γa
〈
a a*
∣∣∣∣∣ , (4)〈
a* a
∣∣∣∣∣ = γa
〈
a* a
∣∣∣∣∣ .
Here γa can be chosen to be ±1 without loss of generality.
A pair of null strings with opposite orientations can be
erased in pairs according to:〈
i i* i
∣∣∣∣∣ =
〈
i i* i
∣∣∣∣∣ =
〈
i
∣∣∣∣∣ . (5)
Second, to define α, we absorbed the end of the null
strings into vertices by defining:
〈
a b
b 
c
∣∣∣∣∣ =
〈
a b
c
∣∣∣∣∣ ,〈
a b
c*
c
∣∣∣∣∣ =
〈
a b
c
∣∣∣∣∣ ,〈
a
a*
b
b*
c
∣∣∣∣∣ =
〈
a b
c
∣∣∣∣∣ .
Here we decorate the vertices that have three incoming
or three outgoing legs with dots. The dots can be placed
in any of the three positions near the vertex. Then, the
Z3 phase factor α is defined by〈
a
b
c
∣∣∣∣∣ = α (a, b)
〈
a
b
c
∣∣∣∣∣〈
a*
b*
c*
∣∣∣∣∣ = α (a, b)
〈
a*
b*
c*
∣∣∣∣∣ .
The α (a, b) can be chosen to be a third root of unity with-
out loss of generality. They are designed to keep track
of the orientation of vertices. Note that flipping the null
string or moving the position of the dot does not change
the physical state, but it can introduce a phase factor γa
or α (a, b) . These phases γa, α (a, b) are closely related to
so-called Z2 and Z3 Frobenius-Schur indicators
1011.
So far the parameters {da, F (a, b, c) , γ, α} are arbi-
trary. However, these parameters have to satisfy a set
of algebraic equations so that they lead to self-consistent
local rules and a well-defined wave function Φ :
F (a+ b, c, d)F (a, b, c+ d) = (6a)
F (a, b, c)F (a, b+ c, d)F (b, c, d) ,
F (a, b, c) = 1 if a or b or c = 0, (6b)
dadb = da+b, (6c)
γa = F (a
∗, a, a∗) da, (6d)
α (a, b) = F
(
a, b, (a+ b)
∗)
γa+b. (6e)
In addition, to construct a consistent string-net model
(Hamiltonian), we need one more constraint
|F (a, b, c)| = 1.
This constraint ensures the corresponding exactly soluble
Hamiltonians to be Hermitian.
For each solution to the above constraints, we can
construct a well-defined wave function and an exactly
soluble Hamiltonian. However, if two sets of solutions
{F, d, α, γ} ,
{
F˜ , d˜, α˜, γ˜
}
are related by gauge transfor-
mations (see Ref. 9 for details), the two solutions are
equivalent and the corresponding wave functions Φ, Φ˜
and Hamiltonians can be transformed into one another by
a local unitary transformation. Thus it implies that Φ, Φ˜
describe the same quantum phase. Therefore, one only
need to consider one solution within each gauge equiva-
lence class to construct distinct topological phases.
IV. MULTI-FLAVOR STRING-NET WAVE
FUNCTIONS
In this section, we study the wave functions for mul-
tiple flavors of string-nets. For each flavor-i of strings,
we label the string types by the elements of the group
Gi : {ai, bi, ci, . . . }. The strings of the same flavor-i can
4branch according to the branching rules {(ai, bi, ci), . . . }
and form the string-nets of flavor-i. On the other hand,
different flavors of strings can intersect/cross one another
and thus form the intersecting string-nets of multiple fla-
vors. To describe the wave functions for the intersecting
string-nets, we need additional rules to describe how dif-
ferent flavors of string-nets intersect with one another. In
two dimensions, it is sufficient to consider two kinds of
intersections: intersections between two flavors of string-
nets and intersections among three flavors of string-nets.
In this section, we introduce new local rules for the multi-
flavor string-net wave functions. In section V, we will
show that these wave functions are the ground states of
the exactly soluble multi-flavor string-net Hamiltonians,
defined on a lattice.
A. Local rules ansatz
Let us consider L flavors of string-nets. We label the
string types of the i-th flavor by {ai, bi, ...} with the flavor
index i = 1, ..., L. Like single-flavor string-nets, each
flavor of string-nets satisfy the original local rules (1–3)
individually. In addition, since different flavors of string-
nets can intersect, we require new local rules to describe
the wave functions Φ for the intersecting string-nets. In
particular, we consider intersections between two flavors
of string-nets with flavor indices i 6= j and intersections
among three flavors of string-nets with i 6= j 6= k. Once
we specify these two kinds of intersections, the whole
string-net configuration is uniquely determined.
Specifically, these new local rules for constructing in-
tersecting string-net wave function Φ can be put in the
following graphical forms
Φ
(
bjaj
ai
)
= F (2)ai (aj , bj)Φ
(
bjaj
ai
)
, (7)
Φ
(
bjaj
ai
)
= F¯ (2)ai (aj , bj)Φ
(
bjaj
ai
)
, (8)
Φ
(
aj
ai
)
= κai (aj)Φ
(
ai
aj
)
, (9)
Φ
(
aj
ai
)
= ηai (aj)Φ
(
ai
aj
)
, (10)
Φ
(
aj a
k
ai
)
= F (3)ai (aj , ak)Φ
(
aj a

ai
)
. (11)
Here the subindices i, j, k indicate the three different fla-
vors of string-nets. Note that we only draw the part
of configuration which is changed and neglect other part
which is unchanged. Namely, the graphs in these rules are
understood as being with fixed end points which connect
to other unchanged part of the string-net configuration.
The F
(2)
ai (aj , bj) , F¯
(2)
ai (aj , bj) , κai (aj) and ηai (aj) are
complex numbers that depend on two flavors of string-
nets while the F
(3)
ai (aj , ak) are complex numbers that
depend on three flavors of string-nets.
The first four rules (7–10)involve two flavors of string-
nets while the last rule (11) involves three flavors of
string-nets. For these five rules, it is understood that the
value of Φ depends only on the topology of the intersect-
ing string-net configurations. That is, two configurations
have the same value of Φ if one can be smoothly deformed
into one another without changing the number of cross-
ings between each two of strings This symmetry will put
some constraints on the parameters F (2), F¯ (2), κ, η, F (3)
which we will discuss in the next section.
We now discuss the meanings of these new local rules.
The first rule (7) says that one can glide a string ai
across the vertex of the string-nets of different flavor
{aj , bj , aj + bj} with the amplitude of the final configura-
tion related to the amplitude of the original configuration
by a phase F
(2)
ai (aj , bj) . The second rule (8) is similar to
the first rule (7) but with the orientation of ai reversed.
Similarly, the third rule (9) dictates that one can glide a
string ai across the vertex of the string-nets of different
flavor with one null string
{
bj, b
∗
j , 0
}
with the relative am-
plitude of two configurations being κai (aj). The fourth
rule (10) says that the amplitudes of two configurations
which are related by deforming one string ai across the
other string aj of different flavor differ by a phase ηai (aj).
The last rule (11) depicts that one can glide a string
ai across the intersection of the other two strings aj, ak
where three strings are of different flavors. The ampli-
tude of resulting configuration is related to the amplitude
of the original configuration by a phase F
(3)
ai (aj , ak) .
By applying these new local rules (7–11) multiple
times, one can disentangle all different flavors of string-
nets. Then we apply the original local rules (1–3) for
each flavor of string-nets and relate the amplitude of
any string-net configuration to the amplitude of vac-
uum. Accordingly, the rules determine the wave func-
tions of intersecting string-nets once the parameters{
d, F, γ, α, F (2), F¯ (2), η, κ, F (3)
}
are given.
Before we discuss the constraints which these parame-
ters have to satisfy, we discuss some corollaries of (7–10).
First, the rules (5) and (9) imply that
Φ
(
aj*
ai
)
= κai (aj)
−1Φ
(
aj
ai
)
. (12)
We can also flip the null string of (9,12) by applying (4)
to both sides of the two equations.
Second, the rules (2) and (10) imply that
Φ
(
aj
ai
)
= ηai (aj)Φ
(
ai
aj
)
. (13)
Together with the rules (7,8,10), one can derive the fol-
5lowing relations
Φ
(
ai
aj j
)
=
F
(2)
ai (aj , bj) ηai (bj)
ηai (aj + bj)
Φ
(
ai
aj j
)
, (14)
Φ
(
ai
aj j
)
=
F¯
(2)
ai (aj , bj) ηai (bj)
ηai (aj + bj)
Φ
(
ai
aj j
)
, (15)
Φ
(
ai
aj j
)
=
F¯
(2)
ai (aj , bj) ηai (aj)
ηai (aj + bj)
Φ
(
ai
aj j
)
, (16)
Φ
(
ai
aj 	j
)
=
F
(2)
ai (aj , bj) ηai (aj)
ηai (aj + bj)
Φ
(
ai
aj 
j
)
. (17)
These relations allow us to glide a string ai with vari-
ous orientations across the vertex of the string-nets of
different flavor {aj , bj, aj + bj}.
The first equation (14) can be shown by considering
Φ
(
ai
aj j
)
= ηai (bj)Φ
(
ai
jaj
)
= ηai (bj)Fai (aj , bj)Φ
(
ai
jaj
)
= F (2)ai (aj , bj)
ηai (bj)
ηai (aj + bj)
Φ
(
ai
aj j
)
.
This shows (14). Similarly, (15-17) can be shown by the
same manner.
Finally, from the rules (9,11) and (5), one can obtain
Φ
(
aj a

ai
)
= F
(3)
a∗
i
(aj , ak)Φ
(
aj a

ai
)
. (18)
B. Self-consistency conditions
To have a well-defined intersecting string-net wave
function Φ, the parameters {d, F, γ, α} need to satisfy
(6) for each flavor of string-nets and the parameters{
F (2), F¯ (2), κ, η, F (3)
}
have to satisfy the following con-
straints:
F (2)ai (aj , bj)F
(2)
ai
(aj + bj , cj) (19a)
= F (2)ai (bj, cj)F
(2)
ai
(aj , bj + cj) ,
F¯ (2)ai (aj , bj) = F
(2)
a∗
i
(aj , bj)
κaj (a
∗
i )κbj (a
∗
i )
κaj+bj (a
∗
i )
, (19b)
F
(2)
ai (aj , bj)F
(2)
bi
(aj , bj)
F
(2)
ai+bi
(aj , bj)
=
F¯
(2)
aj (ai, bi) F¯
(2)
bj
(ai, bi)
F¯
(2)
aj+bj
(ai, bi)
,
(19c)
κai (aj)κa∗i
(
a∗j
)
κa∗
j
(ai)κaj (a
∗
i ) = 1, (19d)
κai (aj) = ηai (aj)F
(2)
ai
(
a∗j , aj
)
, (19e)
F (3)ai (aj , ak)F
(3)
ai
(b∗k, aj) = F
(3)
ai
(aj, ak + bk) , (19f)
F (3)ai (aj , ak)F
(3)
bi
(aj , ak) = F
(3)
ai+bi
(aj , ak), (19g)
ηai (aj) = ηaj (ai) , (19h)
F (3)ai (aj , ak) = F
(3)
a∗
j
(ak, ai)
−1
= F
(3)
a∗
i
(
a∗j , a
∗
k
)−1
, (19i)
F (2)ai (aj , bj) = F
(3)
ai
(aj , ak) = 1 if a or b = 0. (19j)
The first equation (19a) can be understood by consider-
ing the sequence of manipulations shown in Fig. 1. The
amplitude of (c) can be obtained from (a) in two differ-
ent ways. For the rule to be consistent, F (2) must satisfy
(19a). The other conditions (19b–19g) can be derived
from similar consistency requirement (see appendix A).
Eq. (19h) comes from the symmetry of the roles of two
strings of different flavors ai, aj in the rule (10). Simi-
larly, Eq. (19i) follows from the symmetry of the roles
of three strings of different flavors ai, aj , ak in the rule
(11). The last condition (19j) simply says that gliding a
null string around the other string gives no phase factor
to the amplitude of the final string-net configuration.
We see from (19b), it is sufficient to solve{
F (2), κ, η, F (3)
}
. Once we have solutions to{
F (2), κ, η, F (3)
}
, the F¯ (2) can determined by (19b) .
Specifically, Eqs. (19a–19d) determine F (2), κ. With
F (2), κ, Eqs. (19e,19h) then determine η. Finally, Eqs.
(19f,19g,19i) determine F (3). The parameters F (2), F (3)
are subject to the normalization conditions (19j). Thus
in the following discussion, we will mainly focus on
solving for
{
F (2), κ, η, F (3)
}
.
Similarly, to construct a consistent string-net model,
we need one more constraint∣∣∣F (2)∣∣∣ = ∣∣∣F (3)∣∣∣ = |κ| = 1. (20)
This constraint ensures the corresponding exactly soluble
Hamiltonians to be Hermitian.
C. Gauge transformation
Like the solution {F, d, α, γ} to (6), given a solu-
tion
{
F (2), κ, η, F (3)
}
to the self-consistency conditions
6ai
aj j cj
aj j j
ai
aj j j
ai
aj j j
ai
aj j j
ai
aj j ffj
aiFai(fij,flj)
ffi 
!ai
"#j$%j+&j'
-./
0ai
12j34j56j7
89:
;ai
<=j>?j@
ABC
DEGjHIjJKjL 1/F(aj,bj,cj)
FIG. 1. The amplitude of the upper-left configuration can be
related to the amplitude of the upper-right configuration in
two different ways by the local rule (7). Self-consistency re-
quires the two sequences of operation result in the same linear
relations between the amplitudes of the two configurations.
(19), we can construct an infinite class of other solutions{
F˜ (2), κ˜, η˜, F˜ (3)
}
by defining
F˜ (2)ai (aj , bj) = F
(2)
ai
(aj , bj)
fai (aj) fai (bj)
fai (aj + bj)
, (21)
κ˜ai (aj) = κai (aj)
fai
(
a∗j
)
fai (aj)
,
η˜ai (aj) = ηai (aj)
1
fai (aj)
2 ,
F˜ (3)ai (aj , ak) = F
(3)
ai
(aj , ak) .
Here fa (b) is any complex function with
fa (b) = fb (a) , |fa (b)| = 1, fa (b) = 1 if a or b = 0.
We refer to (21) as the gauge transformations and two
sets of solutions
{
F (2), κ, η, F (3)
}
and
{
F˜ (2), κ˜, η˜, F˜ (3)
}
are called gauge equivalent if they are related by such a
transformation. One can show that the gauge transfor-
mation can be implemented by a local unitary transfor-
mation which can be generated by the time evolution of
a local Hamiltonian over a finite period of time. Thus,
this implies that if two solutions to the self-consistency
conditions (19) are related by a gauge transformation,
then the corresponding wave functions Φ, Φ˜ describe the
same quantum phase. Since we are primarily interested
in constructing different topological phases, then we only
need to consider one solution to (19) within each gauge
equivalence class.
V. INTERSECTING-STRING-NET
HAMILTONIANS
In this section, we will construct a large class of exactly
soluble lattice Hamiltonians that have the wave functions
Φ as their ground states. For a given solution {d, F, γ, α}
and
{
F (2), κ, η, F (3)
}
to the self-consistency conditions
FIG. 2. We represent two intersecting honeycomb lattices (on
the left) by two intersecting square lattices (on the right) with
proper lattice splitting at vertices of square lattices in mind.
The green dots denote the intersections between two lattices.
(6) and (19), we will construct an exactly soluble Hamil-
tonian whose ground state |Φlatt〉 obeys the local rules
(1–3,7–11) on the lattice.
A. Definition of the Hamiltonian
Let us first specify the Hilbert space for our model.
As the original string-net model is a spin system with
the spins located on the links of the honeycomb lattice,
the L-intersecting string-net model is defined on the L
copies of intersecting honeycomb lattices with each fla-
vor of spins living on the links of individual honeycomb
lattice. The L honeycomb lattices are arranged in such
a way that the (i+ 1)-th lattice is obtained by shifting
the i-th lattice by a small constant vector v (see Fig. 2).
We assume that the overall shifting between the first and
L-th honeycomb lattices is smaller than twice the lattice
constant 2a, namely(L − 1)v < 2a for the sake of order-
ing the L lattices. The spins of the i-th flavor can be
|Gi| different states which are labeled by elements of the
subgroup Gi : {|ai〉 : ai ∈ Gi} with i = 1, ..., L. For the
ease of graphical presentation, we replace the honeycomb
lattice by a square lattice with the proper lattice split-
ting at vertices of square lattices in mind (see Fig. 2). As
far as the intersections are concerned, intersecting square
lattices capture all the intersections on the original inter-
secting honeycomb lattices and it is more transparent to
see the intersections in the square lattices when we con-
sider more intersecting lattices. When a spin of the i-th
flavor is in state |ai〉 , we regard the link as being occu-
pied by a sting of type-ai, oriented in a certain direction.
If the spin is in state |0〉 , the link is occupied by the null
string. In this way, each spin state can be equivalently
described as an intersecting string-net state.
The Hamiltonian is of the form
H = −
L∑
i=1
(∑
I
QiI +
∑
p
Bip
)
(22)
where the first sum runs over all flavors of spins i =
1, ..., L and the next two sums run over the sites I and the
plaquettes p of the i-th honeycomb lattice. Here we label
the sites and plaquettes of all other lattices according to
the ones of the first lattice.
7FIG. 3. Lattice spin model (22). The QiI operators act on
three spins on the links which meet at vertex I while the Bip
operators acts on 12 spins adjacent to the plaquette p and
4(L − 1) more spins intersecting p with L being the num-
ber of lattices. Here L = 2 since there are two intersecting
honeycomb lattices.
The operator QiI acts on the 3 spins adjacent to the
site I :
QiI
∣∣∣∣∣
ai bi
ci
〉
= δaibici
∣∣∣∣∣
ai bi
ci
〉
where
δaibici =
{
1, if ai + bi + ci = 0
0, otherwise
(see Fig. 3). The QI terms annihilate the states that do
not satisfy the branching rules.
The Bip operator provides dynamics to the string-net
configurations. It can be written as a linear combination
Bip =
∑
si∈Gi
asiB
si
p ,
where Bsip describes a 12 + 4 (L− 1) spin interaction in-
volving the spins on the 12 links surrounding the plaque-
tte p and 4 links of each other (L− 1) honeycomb lattices
which intersect of the boundary of the plaquette p. The
Bsip operator describes three types of interactions among
L flavors of string-nets. First, it contains the 12-spin in-
teraction for each flavor of string-nets. For L = 1 case,
the above Hamiltonian reduces to the original string-net
model in Ref. 9. For L ≥ 2, it further contains 2-spin
interaction at each crossing between any two different fla-
vors of string-nets. The asi are some complex coefficients
satisfying as∗
i
= a∗si .
The operator Bsip has some special structures. First,
it annihilates any state that does not obey the branching
rules at 6 vertices surrounding the plaquette p. Second,
the Bsip acts non-trivially on the 6 inner spins along the
boundary of p and it does not affect the outer 6 spins and
other intersecting spins of different flavors. However, its
matrix elements depend on the state of outer spins and
other intersecting spins of different flavors.
Specifically, the matrix elements are defined by
〈
ai
bi ci
di
eifi
gi
hi
ii
ji
ki
li
{Xj}
∣∣∣∣∣∣∣B
si
p
∣∣∣∣∣∣∣
ai
bi ci
di
eifi
gi
hi
ii
ji
ki
li
{Xj}
'
'
'
''
'
〉
= Bsi,gi...li
p,g′
i
...l′
i

ai...fi;∑
i6=j
Xj


where
Bsi,gi...li
p,g
′
i
...l′
i

ai...fi;∑
i6=j
{Xj}

 = Bsi(1)p,x′xBsi(2)p,x′xBsi(3)p,x′x (23)
with
B
si(1)
p,x′x = δ
gi+si
g′
i
δhi+si
h′
i
δii+si
i′
i
δji+si
j′
i
δki+si
k′
i
δli+si
l′
i
× (24)
Fs∗
i
g′
i
biFs∗i h′iciFs∗i i′idiFs∗i j′ieiFs∗i k′ifiFs∗i l′iai ,
B
si(2)
p,x′x =
∏
j 6=i
ηsi,ij
F
(2)
gj ,sili
F
(2)
bj ,sigi
F
(2)
cj ,siii
F¯
(2)
ij ,siji
F¯
(2)
si,gjbj
F¯
(2)
si,(gj+bj)cj
, (25)
B
si(3)
p,x′x =
∏
j 6=k 6=i
F (3)si (c
∗
k, ij)F
(3)−1
si∗
(gj , bk) (26)
and Fabc ≡ F (a, b, c) , F
(2)
a (b, c) ≡ F
(2)
a,bc, ηa,b ≡ ηa (b) .
The gi...li and ai...fi denote gihiiijikili and aibicidieifi
respectively. The x, x′ denote the spin labels around the
plaquette p for the initial and final state configurations,
i.e. x = gihi . . . and x
′ = g′ih
′
i . . . . Here the action
of Bsip is defined to be on the bra state
〈
ai
bi ci
di
eifi
gi
hi
ii
ji
ki
li
{Xj}
∣∣∣∣∣∣∣
and {Xj} in the bra state represents the configuration
of other flavors j 6= i of string-nets which intersects the
plaquette p. Note that the above expression is only valid
if the initial and final states obey the branching rules,
i.e. hi = bi + gi, h
′
i = bi + g
′
i, etc. Otherwise, the matrix
element of Bsip vanishes.
The matrix elements of Bsip are the product of three
components. The first component B
si(1)
p,x′x is the phase
factor of creating a closed loop si on the plaquette p in
the absence of other flavors of string-nets. The other two
components B
si(2)
p,x′x, B
si(3)
p,x′x are the phase factors associ-
ated with the intersections on and inside the plaquette p,
respectively. They account for the interactions between
different flavors of string-nets. The geometry of the in-
tersections of string-nets on and inside the plaquette p is
shown in Fig. 4.
Notice that the above matrix elements are computed
for a particular orientation configuration in which the in-
ner links of i-th lattice are oriented cyclically and the
links of other lattices intersecting the plaquette p are ori-
ented as in Fig. 4. This choice of orientations make the
8FIG. 4. (a) Intersections (green dots) between i, j flavors of
strings in the boundary of the plaquette p (the grey region).
(b) Intersections between j, k flavors of strings inside the pla-
quette p.
matrix elements simple but however, this orientation con-
figuration can not be extended to the whole lattices while
preserving translational symmetry. If we instead choose
a translationally invariant orientation configuration as in
Fig. 3, the matrix elements are modified as
〈 ∣∣∣∣∣∣∣B
si
p
∣∣∣∣∣∣∣
〉
= Bsi,gi...li
p,g
′
i
...l′
i

ai...fi;∑
i6=j
Xtj


with
B
si,gi...li
p,g
′
i ...l
′
i
(ai...fi;
∑
i6=j
{
Xtj
}
) = Bsi,gi...li
p,g
′
i ...l
′
i
(ai...fi;
∑
i6=j
{
Xtj
}
)
×
αg∗
i
liαh′iciαj∗i iiαk′ifiγgiγiiγki
αg′∗
i
l′
i
αhiciαj′∗i i′iαkifiγg′iγi′iγk′i
×
κli,gjκbj ,g′∗i κg′∗i ,b∗j κcj,i′∗i κsi,i∗j κj′i,ij
κl′
i
,gjκbj ,g∗i κg∗i ,b∗j κcj,i∗i κsi,ijκji,ij
. (27)
Here {Xtj} denotes the translationally invariant orienta-
tion configuration of other flavors of string-nets (see Fig.
3). The additional factors come from reversing the ori-
entations on gi, ii, ki links and gliding si through vertices
involving one null string.
Although the algebraic definition ofBsip is complicated,
we provide with an alternative graphical representation
for this operator which is much simpler. In the graphical
representation, the action of Bsip can be understood as
adding a loop of the type-si string inside the plaquette
p :
〈
ai
bi ci
di
eifi
gi
hi
ii
ji
ki
li
{Xj}
∣∣∣∣∣∣∣B
si
p =
〈
{Xj}
si
ai
bi ci
di
eifi
gi
hi
ii
ji
ki
li
∣∣∣∣∣∣∣
To obtain matrix elements of Bsip , it requires two steps.
The first step is to use the local rules (7–11) to glide
the string si to near the boundary of the plaquette. The
second step is then to use (1–3) to fuse the string si onto
the links along the boundary of the plaquette. We obtain
the phase factors B
si(2)
p,x′x and B
si(3)
p,x′x in the first step and
B
si(1)
p,x′x in the second step. In appendix B, we show that
this prescription reproduces the formula in equation (23).
B. Properties of the Hamiltonian
The Hamiltonian has many nice properties. The first
property is that the Hamiltonian is Hermitian if as∗
i
=
a∗si . This result follow from the identity(
Bsip
)†
= B
s∗i
p .
We derive this equality in appendix D.
The second property is that the QiI and B
si
p operators
commute with each other:[
QiI1 , Q
j
I2
]
= 0,
[
QiI , B
sj
p
]
= 0,
[
Bsip1 , B
tj
p2
]
= 0.
The first two equalities can be shown easily from the
definition of QiI , B
si
p . The proof of the third equality is
given in appendix C.
Since every term in the Hamiltonian (22) commutes
with one another, the model is exactly soluble for any
value of the coefficients asi . In particular, we choose
asi =
dsi
|Gi|
.
With this choice of asi , the Q
i
I and B
i
p are projector
operators which have eigenvalues 0, 1. It is easy to derive
the result for QiI ; we show B
i
p are projector operators in
appendix D.
As a result, we can derive the low energy properties of
H . Let
∣∣{qiI , bip}〉 denote the simultaneous eigenvalues of{
QiI , B
i
p
}
with i = 1, .., L :
QiI
∣∣{qiI , bip}〉 = qiI ∣∣{qiI , bip}〉 ,
Bip
∣∣{qiI , bip}〉 = bip ∣∣{qiI , bip}〉 .
The corresponding energies are
E = −
L∑
i=1
(∑
I
qiI +
∑
p
bip
)
.
Since qiI , b
i
p take values in 0 or 1, thus the ground state(s)
have qiI = b
i
p = 1, while the excited states have q
i
I = 0
or bip = 0 for at least one site I or plaquette p. We see
that there is a finite energy gap separating the ground
states(s) from the excited states. All that remains is to
determine the ground state degeneracy. The degeneracy
is simply the product of the degeneracy associated with
each flavor of string-nets. The degeneracy depends on
the global topology of our system. For a disk geometry
with open boundary conditions, there is a unique state
with qiI = b
i
p = 1. On the other hand, for a periodic
9torus geometry, the number of degenerate ground states
is equal to the number of quasiparticles types (see Ref. 9
for the computation of the ground state degeneracy).
The final property of our model is that the ground state
of lattice model in a disk geometry, |Φlatt〉, obeys the
local rules (1–3) and (7–11). We establish this property
in appendix (D). As a result, we conclude that |Φlatt〉
is identical to the continuum wave function Φ restricted
to the string-net configurations on the lattice. From now
on, we will use |Φ〉 to denote both the lattice ground state
and the continuum wave function.
VI. QUASIPARTICLE EXCITATIONS
In this section, we discuss the topological properties
of the quasiparticle excitations of the string-net Hamil-
tonian (22). We generalize the analysis in Ref. 9 to
multiple flavors of string-nets. We first find all the topo-
logically distinct types of quasiparticles by constructing
the string operators which create the quasiparticle exci-
tations. Then we compute their braiding statistics by the
commutation algebra of the string operators.
A. String operator picture
For the topological phases, the excitations with non-
trivial statistics are generally created by string-like oper-
ators. For each topologically distinct quasiparticle exci-
tation α, there is a corresponding string operatorWα (P )
where P is the path along which the string operator acts.
If P is an open path, thenWα (P ) is called an open string
operator while if P is a closed path, thenWα (P ) is called
an closed string operator.
The string operator Wα (P ) has several properties.
First, an open string operator acting on the ground state
|Φ〉 will create an excited state containing a pair of quasi-
particle α and its antiparticle at two ends of P
Wα (P ) |Φ〉 = |Φex〉 .
Furthermore, the excited state does not depend on the
path of the string but only on the end points of P, that
is
Wα (P ) |Φ〉 =Wα (P
′) |Φ〉
for any two paths P, P ′ that have the same end points.
Finally, a closed string operator does not create any ex-
citations: Wα (P ) |Φ〉 ∝ |Φ〉 .
Physically, one may think of an open string operator
as describing a process of creating a particle-antiparticle
pair out of the ground state and then bringing the two
particles to the two ends of the string. Similarly, a closed
string operator describes a process of creating a pair of
quasiparticles and then moving one of them around the
path of the string all the way to its original position,
where it annihilates its partner. Throughout the discus-
sion, we assume that the system is defined in a topologi-
cally trivial geometry with a unique ground state.
B. Constructing the string operators
We follow the same strategy as Ref. 9 to construct
string operators that create each of the distinct quasi-
particle excitations of the Hamiltonian (22). We begin
with our ansatz for constructing string operators. The
string operators are defined by specifying how Wα (P )
acts on each string-net configuration. We describe the
action of Wα (P ) using a graphical representation and
we use the convention that Wα (P ) acts on a bra 〈X |.
Specifically, when Wα (P ) is applied to a string-net state
〈X | , it adds a dashed string along the path P under the
preexisting string-nets:
〈 ∣∣∣∣∣W (P ) =
〈 ∣∣∣∣∣ .
We then replace the dashed string with a type-si and
replace every crossing using the rules:
〈
ai
∣∣∣∣∣ = ωsi (ai)
〈
ai si
Mi ai
∣∣∣∣∣ (28)〈
ai
∣∣∣∣∣ = ω¯si (ai)
〈
ai
Ni
Oi
ai
∣∣∣∣∣ (29)〈
aj
∣∣∣∣∣ = Ωsi (aj)
〈
aj Pi
∣∣∣∣∣ , (30)〈
aj
∣∣∣∣∣ = Ω¯si (aj)
〈
ajQi
∣∣∣∣∣ (31)
Here the first two equations specify the rules for cross-
ings between string-nets of the same flavor while the last
two equations are rules for crossings between string-nets
of different flavors. The ω, ω¯,Ω, Ω¯ are four complex-
valued functions defined on the group G with ω (0) =
ω¯ (0) = Ω (0) = Ω¯ (0) = 1. After making these replace-
ments, the resulting state 〈X ′| is multiplied by a product
of ω, ω¯,Ω, Ω¯ and it is simply the matrix element of the
string operator 〈X |W (P )|X ′〉 . This defines the string
operator W (P ) .
C. Path independence constraints
The string operators W (P ) must satisfy path inde-
pendence so that they can create deconfined quasiparti-
cle excitations at two ends of the path. Specifically, W
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satisfies path independence if and only if
〈
ai bi
∣∣∣∣∣Φ
〉
=
〈
ai bi
∣∣∣∣∣Φ
〉
(32)
〈
aiRai
∣∣∣Φ〉 = 〈 aiSai ∣∣∣Φ〉 (33)〈
aj bj
∣∣∣∣∣Φ
〉
=
〈
aj bj
∣∣∣∣∣Φ
〉
(34)
〈
aj
∣∣∣Φ〉 = 〈 aj∣∣∣Φ〉 (35)〈
aj a
T
∣∣∣∣∣Φ
〉
=
〈
aj a
U
∣∣∣∣∣Φ
〉
(36)
Other deformations of the path can be built out of these
elementary ones. These graphical relations can be trans-
lated into algebraic conditions by using the local rules
(1–3,7–11). The result is
wsi (ai)wsi (bi) = csi (ai, bi)wsi (ai + bi) , (37a)
w¯si (ai) = wsi (ai)
−1
, (37b)
Ωsi (aj)Ωsi (bj) = F
(2)
si
(aj, bj)Ωsi (aj + bj) , (37c)
Ω¯si (aj) = Ωsi (aj)
−1
ηsi (aj) , (37d)
Ωsi (aj)Ωsi (ak) = F
(3)
si
(aj, ak)Ωsi (ak)Ωsi (aj) . (37e)
Here we define
wsi (ai) = ωsi (ai)F (si, ai, a
∗
i ) ,
w¯si (ai) = ω¯si (ai)F (ai, si, s
∗
i ) ,
csi (ai, bi) =
F (ai, bi, si)F (si, ai, bi)
F (ai, si, bi)
. (38)
Notice that (37a,37b), (37c,37d), (37e) involve one, two
and three flavors of strings respectively. The string op-
erators constructed by the first two rules (37a,37b) were
studied in Ref. 9.
To solve (37a–37e), we note that the self-consistency
condition (6) implies that csi (ai, bi) obey the identity
csi (ai, bi) csi (ai + bi, ci) = csi (bi, ci) csi (ai, bi + ci) .
(39)
This identity resembles the self-consistency condition
(19a) for F
(2)
si (aj , bj). The only difference is that
csi (ai, bi) is associated with one flavor of string-nets
while F
(2)
ai (aj , bj) is associated with two different flavors
of string-nets. Eqs. (38,19a) are also called the 2-cocycle
condition. They are the factor systems of a projective
representation12. Thus, solving (37a,37c) is equivalent to
finding a projective representation corresponding to the
factor systems csi (ai, bi) and F
(2)
ai (aj , bj) respectively.
Furthermore, one can see from (37e) that if F
(3)
si (aj, ak)
is nontrivial, then Ωsi (aj) require to be higher dimen-
sional objects, namely matrices.
D. Unifying different flavors of strings
So far in our construction, different flavors of strings
cross but do not branch with one another. With this
restriction, we obtain several self-consistency conditions
(19) and path independence conditions (37). Some equa-
tions are similar except they are associated with differ-
ent flavors of strings. For the ease of solving this set of
equations, we like to first compactify them to a fewer
equations.
To this end, we combine different flavors of string labels
into a vector a = (a1, . . . , ai, . . . , aL), namely we regard
the flavor index i as the i-th component of the vector a.
In this way, we equivalently unify all different flavors of
strings ai ∈ Gi into one flavor of strings with multiple
components a ∈ G =
∏L
i=1Gi. We relabel the strings
by L-component vectors a. The strings can branch if
each component satisfies the corresponding component-
wise branch rules, namely (a, b, c) is allowed if ai + bi +
ci = 0 for all components i.
After unifying the flavors of strings, F, F (2) can
now take different components of a as inputs, e.g.
F
(2)
ai (aj , ak). Moreover, all strings can branch. To im-
plement this in our construction, we do the replacement
at each crossing:
〈aj ak
|Φ
〉
=
〈
aj ak
ajak
|Φ
〉
. (40)
Namely, each crossing is understood as fusing two strings
and then splitting it into two with exchanged order. In-
tuitively, one can think of this replacement as zooming
in the crossing where aj , ak branch and split. As a conse-
quence of this replacement in the local rules (7–11), one
can relate the parameters F, F (2), κ, η, F (3) and reduce
the number of independent parameters.
Specifically, applying (40) to (11) gives the condition
F (3)si (aj , ak) =
F
(2)
si (aj , ak)
F
(2)
si (ak, aj)
. (41)
Similarly, by inserting (40) to the local rules (7–10), one
can obtain
F (2)ai (aj , bj) =
F (ai, aj , a
∗
j )F (ai, bj, b
∗
j )
F (ai, aj + bj, (aj + bj)∗)cai(aj , bj)
(42)
κai(aj) = F (a
∗
j , ai, aj)F (a
∗
j , ai + aj, a
∗
i ) (43)
ηai(aj) = 1/(F (ai, aj, a
∗
j )F (aj , ai, a
∗
i )). (44)
Since the parameters F (2), κ, η, F (3) are functions of F ,
then solving (19) reduces to solve (6) with the strings
labeled by the group G =
∏
iGi.
Furthermore, one can insert (41–42) into (37) and sim-
plify the expressions by (6). We can then combine the
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conditions (37) into
ws (a)ws (b) = cs (a, b)ws (a+ b) , (45)
w¯s (a) = ws (a)
−1 ,
cs (a, b) =
F (a, b, s)F (s, a, b)
F (a, s, b)
, (46)
with
wsi(ai) = ws(a) with s = si, a = ai,
Ωsi(aj) =
F (s, a, a∗)
ws(a)
with s = si, a = aj .
Again, s, a, b are elements of the group G.
Thus, by unifying the flavors of strings and applying
(40) to each crossing of intersecting string-nets in our
construction, we successfully reduce the equations (19)
and (37) into the equations (6) and (45) with strings la-
beled by G =
∏
iGi. The last two are exactly the equa-
tions which determines ground state wave functions and
string operators in the original construction in Ref. 9.
Therefore, we establish the equivalence between our new
construction associated with multiple flavors of strings
labeled by {Gi, i = 1, . . . , L} and the original construc-
tion associated with one flavor of strings labeled by
G =
∏L
i=1Gi.
In the rest of the discussion, we stick to the conven-
tion that string-nets of different flavors cross one another
with the understanding that the crossings are resolved by
(40). The convention, namely using F (2), F (3), simplifies
the description of the string-net states and models since
F (2), F (3) are complicated combinations of F (see Eqs.
(42,41)). In the next section, we will analyze the string
operators parametrized by ws in Eq. (45).
E. Solving (45) for the string parameters w
We want to find all complex valued functions w that
satisfy (45). It is sufficient to find w satisfying (45), w¯
can be obtained immediately from (49). There are two
cases to consider: cs (a, b) is symmetric in a, b or it is
non-symmetric. First, if cs (a, b) is symmetric, Eq. (45)
has scalar solutions. It was solved in Ref. 9 in great
details so we will not repeat the computation but only
cite some relevant results for completeness. The result-
ing particles in this case are abelian quasiparticles. If
cs (a, b) is non-symmetric, we can see that Eq. (45)
has no nonzero scalar solutions, since the left-hand side
is manifestly symmetric in a, b while the right-hand side
is non-symmetric. To build a path independent string
operator, we have to allow the parameters w to be ma-
trices rather than scalars. Therefore, we need to look for
higher dimensional projective representations with factor
system cs (a, b) . The resulting particles have non-abelian
statistics.
Let’s first review the case with symmetric cs (a, b) .We
assume that the group is G =
∏L
i=1 ZNi . Let e1, ..., eL be
the generators of G. Once we find the values of ws (ei)
for each generator ei, then ws is fully determined by Eq.
(45) . To find the values of ws (ei) , we set a = ei and
b = yei with integer y in (45) and take the product of
the equation over y = 0, 1, ..., Ni − 1. By using the fact
Niei = 0, we find
ws (ei)
Ni =
Ni−1∏
y=0
cs (ei, yei) . (47)
We can see that ws (ei) can take Ni different values for
each i. Thus, there are
∏
kNk = |G| solutions to Eq (47)
for a given s. The parameter s can also take |G| different
values, so altogether we find |G|2 solutions, correspond-
ing to |G|2 path independent string operators. When we
apply them to the ground state, they will create quasi-
particles at two ends of the string. Thus, the above op-
erators allow us to construct |G|2 different quasiparticle
excitations.
Now, we consider the case with non-symmetric cs (a, b).
Again, we fix s = (s1, s2, ..., sL) and set a = ej , b = ek.
(Let us remind that s, a, b are L-component vectors and
the subindex i denotes the i-th component.) Once we
find the value of ws (ei), then ws (a) is fully determined
by equation (45). To proceed, it is useful to define the
ratio
Cs (ej , ek) =
cs (ej , ek)
cs (ek, ej)
. (48)
When Cs = 1, namely cs (a, b) is symmetric, ws has one
dimensional representation as discussed above. If Cs 6=
1, ws has higher dimensional representation as we now
discuss. Thus, we can rewrite (45) as
ws (ej)ws (ek) = Cs (ej , ek)ws (ek)ws (ej) . (49)
By the fact that Cs (ej , ek) is antisymmetric in ej , ek
(see Eq. (48)) and the linearity in s, we can further
parametrize Cs (ei, ej) by
Cs (ej , ek) = exp
(
2pii
∑
i
sipijk
Nijk
)
where pijk is an antisymmetric tensor taking values in
0, 1, ..., Nijk with Nijk being the great common divisor
of Ni, Nj, Nk.
Next, for a given s, we consider a fixed set of
{sipijk with i, j, k = 1, ..., L}. Let N be the least com-
mon multiple of the set {Nijk with i, j, k = 1, ..., L}. We
then rewrite
Cs (ej , ek) = exp
(
2pii
tjk
N
)
(50)
with tjk =
∑
i
N
Nijk
sipijk being the elements of the L×L
antisymmetric integer matrix T = [tjk] . We can diago-
nalize T into a skew-normal form by a unimodular integer
matrix U, i.e. |detU | = 1 :
T = UDUT (51)
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with
D =
(
0 D1
−D1 0
)
⊕ ...⊕
(
0 Ds
−Ds 0
)
⊕ 0L−2s. (52)
Here 0L−2s is an (L− 2s)× (L− 2s) null matrix.
One nice thing about the skew-normal form (51) is
that it allows us to obtain the projective representations
associated with the factor set (50) from the ones with
the diagonal factor set exp(2piiDjk/N) where Djk are
the matrix elements of the block-diagonal matrix D in
(52)13. More specifically, once we find the representation
of {w′s (ei) , i = 1, ..., L} which obeys
w
′
s (ej)w
′
s (ek) = exp
(
2pii
Djk
N
)
w
′
s (ek)w
′
s (ej) (53)
withDjk being the jk-th element ofD, the representation
of {ws (ei) , i = 1, ..., L} which obey (49)
ws (ej)ws (ek) = exp
(
2pii
tjk
N
)
ws (ek)ws (ej)
can be obtained by taking the product of w′s:
ws (ei) = c
′
iw
′
s (e1)
ui1
w
′
s (e2)
ui2 ...w′s (eL)
uiL , i = 1, ..., L.
(54)
Here ci are proper complex scalars chosen such that
ws (ei)
Ni = I and uij = [U ]ij .
All that remains is to determine the representation
of {w′s (ei) , i = 1, ..., L} obeying (53). To this end, let
us first look at the pair {w′s (e2l−1) ,w
′
s (e2l)} with l =
1, ..., s which obey
w
′
s (e2l−1)w
′
s (e2l) = exp
(
2pii
Dl
N
)
w
′
s (e2l)w
′
s (e2l−1) .
The pair {w′s (e2l−1) ,w
′
s (e2l)} can be represented by the
shift Sl and clock Cl matrices with dimension
dl =
N
gcd (Dl, N)
.
Here the shift Sl and clock Cl matrices are
Sl =


0 1 0 ... 0
0 0 1 ... 0
0 0 ... 1 0
... ... ... ... ...
1 0 0 ... 0

 , Cl =


1 0 0 ... 0
0 ω 0 ... 0
0 0 ω2 ... 0
... ... ... ... 0
0 0 0 ... ωdl−1


(55)
with ω = exp
(
2pii
dl
)
. Since the matrix D has the
block diagonal form (53), the full representation of
{w′s (ei) , i = 1, ..., L} can be expressed as
w
′
s (e2l−1) = I1 ⊗ ...⊗ Il−1 ⊗ Cl ⊗ Il+1 ⊗ ...⊗ Is,
w
′
s (e2l) = I1 ⊗ ...⊗ Il−1 ⊗ Sl ⊗ Il+1 ⊗ ...⊗ Is,
with l = 1, ..., s,
w
′
s (em) = I1 ⊗ ...⊗ Is, with m > 2s.
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FIG. 5. (a) Computation of exchange statistics eiθα of quasi-
particle α created by Wα. (b) Computation of mutual statis-
tics eiθαβ between two quasiparticles created by Wα,Wβ.
Here Il is the dl×dl identity matrix. Thus, the dimension
of the representation {w′s (ei) , i = 1, ..., L} is
ds =
s∏
l=1
dl =
Ns∏s
i=1 gcd (Dl, N)
.
Finally, Plugging {w′s (ei) , i = 1, ..., L} to (54), we then
obtain the representation of {ws (ei) , i = 1, ..., L} . This
completes the solution to the equation (45).
After constructing all the string operators and thus all
the quasiparticle excitations, we now discuss the labeling
scheme for quasiparticle excitations. We label each type-
s solution ws to Eqs. (45) by an ordered pair α = (s,m)
where s ∈ G and m is the representation of G.We denote
this solution bywα, the corresponding string operator by
Wα and the quasiparticle excitation created by Wα as α.
We will also call the (s, 0) excitations “fluxes” and the
(0,m) excitations “charges” (The definition of the pure
fluxes (s, 0) is a matter of convention.). Likewise, we
think of a general excitation (s,m) as a composite of a
flux and a charge.
F. Braiding statistics of quasiparticles
In the previous section, we constructed string oper-
ators Wα for each quasiparticle excitation α = (s,m)
where s ∈ G and m is a representation of G. In this
section, we will compute the braiding statistics of these
quasiparticles. We first review the computation of the ex-
change statistics θα for every particle α and the mutual
statistics θαβ for every pair of quasiparticles α, β in the
abelian topological phases. We then compute the braid-
ing statistics of the non-abelian quasiparticle excitations.
To begin, we review the general relationship between
braiding statistics and the string operator algebra in the
abelian topological phases. Let α, β be two abelian quasi-
particles and let Wα,Wβ be the corresponding string op-
erators. Then the exchange statistics θα can be extracted
from the algebra
Wα (P2)Wα (P1) |Φ〉 = e
iθαWα (P4)Wα (P3) |Φ〉
for any four paths P1, P2, P3, P4 with the geometry of Fig.
5(a) and |Φ〉 denotes the ground state of the system. By
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the path independence conditions and the local rules, one
can show that
eiθα = wα (s) . (56)
On the other hand, the mutual statistics between two
excitations α = (a,m) , β = (t, n) are encoded in the
algebra (see Fig. 5(b))
Wβ (P2)Wα (P1) |Φ〉 = e
iθαβWα (P1)Wβ (P2) |Φ〉 .
In the same way, one can find that
eiθαβ = wβ (s)wα (t) . (57)
Thus, in the abelian topological phases, (56) , (59) allow
us to compute the quasiparticle braiding statistics after
we solve wα in Eq. (45) .
Next, we compute the braiding statistics of particles in
the non-abelian topological phases. The computation of
braiding statistics is similar as in the abelian case. How-
ever, in this case, the string parameters wα are matrices.
Thus, in order to extract the statistics phases, we need
to consider the whole braiding path (instead of segments
of the braiding path for the abelian phases) to contract
the matrix indices.
The exchange statistics can be computed by comparing
the two braiding processes. In the first process, we create
a pair of quasiparticles α, α¯, exchange them and then
annihilate the pair. In the second process, we create them
and annihilate the pair without exchange. The ratio of
the amplitudes for the two processes define the exchange
statistics:
eiθα =
Tr [wα (s)]
dim (α)
(58)
with dim (α) being the dimension of the representation
α.
To describe the mutual statistics of two particles α =
(s, α) , β = (t, β) , which is the matrix element sαβ of the
S matrix, we consider the following process: We create
two pairs of quasiparticles α, α¯, β, β¯, braid α around β
and then annihilate the two pairs. The amplitude of this
process divided by a factor |G| defines the matrix element
sαβ of the S matrix. More specifically, we have
sαβ =
〈
Φ
∣∣∣∣∣ α
β
∣∣∣∣∣Φ
〉
|G|
=
Tr (wα (t))Tr (wβ (s))
|G|
.
(59)
One can see that (58,59) reduce to (56,57) respectively
for abelian quasiparticles α with dim(α) = 1 up to some
normalization constants.
VII. QUASIPARTICLE STATISTICS OF
GENERAL ABELIAN STRING-NET MODELS
After discussing the general framework for construct-
ing multiple flavors of abelian string-net models and com-
puting the quasiparticle braiding statistics, in this sec-
tion we explicitly compute the braiding statistics of these
abelian string-net models. First, we review the string-net
models with one flavor of strings labeled by a ∈ G = ZN .
Then we analyze the general case G = ZN1 × ... × ZNL
where the models consist of L flavors of strings, each of
which is labeled by ai ∈ Gi = ZNi .
A. ZN string-net models
We begin by reviewing the abelian string-net models
with group G = ZN . In the ZN models, the string type
a has values in {0, 1, ..., N − 1} . The dual string type is
defined by a∗ = −a (mod N) , while the allowed branch-
ings are the triplets (a, b, c) that satisfy a + b + c = 0
(mod N) .
There are N distinct solutions to the self-consistency
conditions (6) parametrized by p = 0, ..., N − 1 :
F (a, b, c) = e2pii
pa
N2
(b+c−[b+c]), (60)
da = 1, γa = F (a
∗, a, a∗) ,
α (a, b) = F
(
a, b, (a+ b)
∗)
γa+b.
The arguments a, b, c can take values in the range
0, 1, ..., N − 1 and the square bracket [b+ c] denotes
b + c (mod N) with values also taken in the range
0, 1, ..., N − 1. For each of the above N solutions, we can
construct a corresponding string-net model.
Next, we compute the braiding statistics of the quasi-
particle excitations in these models. By inserting the
solution (60) to (45) , we find
cs (a, b) = e
2pii ps
N2
(a+b−[a+b]),
w(s,m) (a) = e
2pii( psa
N2
+ma
N ).
Then, the exchange statistics (56) of α = (s,m) is given
by
θ(s,m) = 2pi
(
ps2
N2
+
ms
N
)
and the mutual statistics (59) of α = (s,m) and β = (t, n)
is
θ(s,m)(t,n) = 2pi
(
2pst
N2
+
ns+mt
N
)
.
VIII. ZN1 × ...× ZNk STRING-NET MODELS
We now construct the string-net models with G =
ZN1 × ... × ZNL . These models were constructed pre-
viously in Ref. 9. Here we construct the models in a
different way. We think of the models consisting of L
flavors of string-nets. Each flavor of string-nets form a
ZNi string-net model as reviewed in the previous section.
The strings of each flavor are labeled by ai ∈ ZNi and the
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dual string is defined by a∗i = −ai (mod Ni) . Each flavor
of string-nets satisfies the branching rules ai+ bi+ ci = 0
(mod Ni) for i = 1, ..., L.
As in the ZN case discussed above, we have to find dis-
tinct solutions to the self-consistency conditions (6,19).
This problem is closely related to the problem of comput-
ing the cohomology group H3 (
∏
i ZNi , U (1)) . This co-
homology group has been calculated previously12,14 and
is given by
H3
(∏
i
ZNi , U (1)
)
=
∏
i
ZNi
∏
i<j
ZNij
∏
i<j<k
ZNijk
(61)
where Nij denotes the greatest common divisor ofNi and
Nj , and similarly for ZNijk .
In Ref. 9, they focused on realizing the abelian topo-
logical phases and only discussed the
∏
i ZNi
∏
i<j ZNij
distinct solutions and constructed the corresponding
abelian string-net models. In this paper, we will find
all distinct solutions including those realizing the non-
abelian topological phases. Before going to the details,
it is worth mentioning that our new construction pro-
vides a geometric interpretation of these distinct solu-
tions. Specifically, Eq. (61) can be understood by
thinking of the multiple flavors of string-nets, each of
which is associated with Gi = ZNi . There are Ni dis-
tinct string-net models corresponds to Ni distinct so-
lutions Fi (ai, bi, ci) and altogether we have
∏
iNi dis-
tinct decoupled string-net models. Now we allow these
string-net models to intersect with one another. We need
additional local rules (7–11) to specify how they inter-
sect. There are two kinds of intersections to consider.
One is intersections associated with each two flavors of
strings, which we will call 2-intersections and the other is
the intersections associated with three flavors of strings,
which we will call 3-intersections. As we will show
later, there are
∏
i<j Nij distinct solutions F
(2)
ai (aj , bj)
for 2-intersections and
∏
i<j<k Nijk distinct solutions
F 3ai (aj , bk) for 3-intersections. Putting everything to-
gether, we find all the solutions to the self-consistency
conditions and can be used to construct N =
∏
iNi∏
i<j Nij
∏
i<j<k Nijk distinct string-net models which
realize N distinct topological phases.
More explicitly, the solutions to the self-consistency
conditions (6,19) are (for a particular gauge choice)
Fi (ai, bi, ci) = e
2pii
piai
N2
i
(bi+ci−[bi+ci]i)
, (62)
dai = 1, γai = Fi (a
∗
i , ai, a
∗
i ) ,
αi (ai, bi) = F
(
ai, bi, (ai + bi)
∗)
γai+bi ,
F (2)ai (bj , cj) = e
2piiai
pij
NiNj
(bj+cj−[bj+cj]j),
κai (bj) = e
2piiai
pij
NiNj
(
bj+[b∗j ]j
)
,
ηai (bj) = 1,
F (3)ai (bj , ck) = e
2pii
pijk
Nijk
aibjck
.
Here p has values in 0, 1, .., Ni, pij has values in 0, 1, .., Nij
if i < j and pij = 0 if i > j (Namely, we can gauge
away the solutions with pij , i > j.) and pijk is an anti-
symmetric tensor with the element of pijk taking val-
ues in 0, 1, ..., Nijk. The square bracket [bi + ci]i de-
notes (bi + ci) (mod Ni) . As promised, there are
∏
iNi
distinct Fi (ai, bi, ci) ,
∏
i<j Nij distinct F
(2)
ai (aj , bj) and∏
i<j<k Nijk distinct F
3
ai
(aj , bk) parametrized by p, pij
and pijk.
For comparison, in the original construction, the
strings are labeled by elements of G parametrized by
L-component integer vectors a = (a1, a2, ..., aL) where
0 ≤ ai ≤ Ni − 1. The solutions to the self-consistency
conditions (6) are
F (a, b, c) = e
2pii
∑
ij
Pijai
NiNj
(bj+cj−[bj+cj]j)+2pii
∑
ijk
pijk
Nijk
aibjck
(63)
da = 1, γa = F (a
∗, a, a∗) ,
α (a, b) = F
(
a, b, (a+ b)
∗)
γa+b.
Here F is parametrized by the matrix Pij and the anti-
symmetric tensor pijk. The matrix Pij is a L×L upper-
triangular integer matrix with diagonal elements Pii = p
and off diagonal elements Pij = pij .There are also N
distinct solutions parametrized by Pij and pijk.
It is now obvious that (62) encodes the same infor-
mation as (63) as discussed in section VID. In this re-
gard, our new model can be viewed as an alternative
construction of the original model while the new model
provides a clear geometric picture of internal structure
of the original construction. In general, our construction
provides various ways of building lattice models which
realize topological order G by different ways of encod-
ing the information of F (a, b, c) with a, b, c ∈ G, namely
different decomposition of G.
The N solutions can be used to construct N differ-
ent lattice models (22). Our next task is to determine
the braiding statistics of the quasiparticle excitations in
these models. To this end, we can insert the solution
(63) to (45) and find ws. After obtaining ws, the braid-
ing statistics are given by (58,59). Instead of giving the
explicitly expression for the braiding statistics of quasi-
particles (we will compute the braiding statistics explic-
itly in the example section), we want to make connection
with the topological invariants defined in Ref. 15. The
topological invariants are a set of three gauge invariant
quantities {Θi,Θij,Θijk} associated with various braid-
ing processes of excitations with unit flux. Let ei denote
the excitation which carries a unit flux 2pi
Ni
associate i-th
flavor of string-nets. More explicitly, Θi is Ni times of
exchange statistics of ei; Θij isN
ij times of mutual statis-
tics of ei, ej with N
ij being the least common multiple of
Ni, Nj and Θijk is the phase associated with braiding ei
around ej , then around ek, then around ej in an opposite
direction and finally around ek in an opposite direction.
Then, the three topological invariants can be expressed
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in terms of c, F (2) and F (3) :
eiΘi =
Ni−1∏
y=0
cei (ei, yei) ,
eiΘij =
Nij−1∏
y=0
F (2)ei (ej , yej)F
(2)
ej
(ei, yei) ,
eiΘijk = F (3)ei (ej , ek) .
One can check the quantities on the right hand side are
indeed invariant under the gauge transformations. Thus,
N topological phases are characterized by distinct topo-
logical invariants and therefore they belong to distinct
quantum phases.
IX. RELATION BETWEEN DIFFERENT
CONSTRUCTIONS
We have constructed the multi-flavor string-net model
by intersecting different flavors of string-net models, each
of which is associated with Gi. We show that the new
model realizes the same topological order as the original
model with group G =
∏
iGi. This suggests that there
are many ways of constructing models to realize the same
topological phases with G by intersecting string-net mod-
els with different choices of subgroups of G. In this sec-
tion, we will discuss the equivalence of these construction
from a mathematical point of view.
We recall that in the original string-net models with
group G =
∏
i ZNi , there are |H
3 (G,U(1)) | distinct so-
lutions to the 3-cocycle conditions (6) and thus there are
|H3 (G,U(1)) | models which realize distinct topological
phases. On the other hand, in the new construction,
we construct multiple flavors of intersecting string-net
models, each of which belong to a group Gi = ZNi . In
this way, we have to solve not only the 3-cocycle condi-
tions (6) for each flavor of strings but also the 2-cocycle
conditions (19a) and 1-cocycle conditions (19f) . Corre-
spondingly, there are
∏
i ZNi distinct solutions to (6) ,∏
i<j ZNij distinct solutions to (19a) and
∏
i<j<k ZNijk
distinct solutions to (19f) as parametrized by p, pij , pijk
in (62) , respectively. Thus, the two constructions give
rises to the same number of distinct topological phases.
It turns out that the relation between the two construc-
tions of string-net models are described by the mathe-
matical relation called the Ku¨nneth formula. In d spatial
dimension, given a group G = G1 × G2, the Ku¨nneth
formula is given by
Hd+1 (G,U(1)) =
d+1∑
k=0
Hk
(
G1, H
d+1−k (G2, U (1))
)
.
(64)
The formula expresses the cohomology group with G in
d + 1 dimension in terms of cohomology groups with its
subgroups G1, G2 in the lower dimensions. Assuming
the distinct topological phases with group G in d spatial
dimension is classified by Hd+1 (G,U(1)) and interpret-
ing Hk as dictating various rules for (d− k)-intersections
among (d− 1)-dimensional objects, then the formula sug-
gests how to construct models which realize d dimen-
sional topological phases with G by intersecting some
simpler models which realize topological phases with its
subgroups G1, G2. Notice that G1, G2 can be arbitrary
two subgroups of G such that G = G1 ×G2. For differ-
ent choices of G1, G2, we have different decomposition of
Hd+1(G,U(1)) which corresponds to intersecting mod-
els associated with different G1, G2. All these construc-
tions give rise to the same topological phases classified by
Hd+1(G,U(1)). In this paper, we demonstrate the case
with d = 2 and G =
∏
iGi with Gi = ZNi .
Let use consider G = ZN1 × ZN2 × ZN3 and d = 2 for
example. We can choose G = G1 × G2 with G1 = ZN1
and G2 = ZN2×ZN3 . Applying the Ku¨nneth formula, we
get
H3 (G,U (1)) = H3 (ZN1 , U (1)) +H
3 (ZN2 × ZN3 , U (1))
+H2 (ZN1 ,ZN2 × ZN3) +H
1 (ZN1 ,ZN23) .
On the left hand side, it corresponds to the original
string-net construction with group G and the model
realizes H3 (G,U (1)) distinct phases. On the right
hand side, there are four components. The first two
terms counts the distinct phases realized by two non-
intersecting string-net models, which we call G1-model
and G2-model. The last two terms counts the additional
distinct phases which arise from the intersections between
the G1-model and the G2-model. Different rules for 2-
intersections give H2 (ZN1 ,ZN2 × ZN3) = ZN12 + ZN13
distinct phases while different rules for the 3-intersections
giveH1 (ZN1 ,ZN23) = ZN123 distinct phases. Totally, the
intersecting models gives |H3(G,U(1))| distinct quantum
phases. Alternatively, one can choose G1 = ZN1 × ZN2
and G2 = ZN3 and get different models which realize
these topological phases.
Furthermore, the Ku¨nneth formula shows that the
information of F (a, b, c) ∈ H3(G,U(1)) with G =∏
iGi can be encoded in some simpler objects
F (ai, bi, ci), F
(2)
ai (aj , bj), F
(3)
ai (aj , ak) where ai ∈ Gi and
F (2), F (3) satisfy simpler algebraic conditions (19a,19f).
This is explicitly shown in Eqs. (41,42). Thus, our con-
struction concretely demonstrates the Ku¨nneth formula
in building lattice models.
It is worth mentioning the other interesting application
of the Ku¨nneth formula is the decorated domain wall con-
struction in Ref. 16 to realize symmetry protected topo-
logical (SPT) phases. In that paper, they consider the
case that G of the form G = Z2×G′. They proposed that
SPT phases with symmetry G in d spatial dimensions can
be constructed by first decorating the Z2 domain walls
with d−1 dimensional SPT phases with symmetryG′ and
then condensing these decorated domain walls. This con-
struction corresponds to k = 1 term in the Ku¨nneth for-
mula (64) which can realize H1
(
Z2, H
d (G′, U (1))
)
dis-
tinct SPT phases. (In general, (64) suggests even more
ways to construct models for higher dimensional SPT
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phases. One can construct d dimensional SPT phases
with symmetry G = G1×G2 by decorating d− k dimen-
sional SPT phases with symmetry G2 onto d− k dimen-
sional G1 symmetry defects and then proliferating the G1
symmetry defects.)
In addition, by the duality between SPT phases and
topological phases17, we can ungauge our intersecting
string-net models with G = G1 ×G2 and obtain models
which realize SPT phases with symmetry G. However,
our construction is different from the decorated domain
wall construction in Ref. 16. The physical picture of
our construction is to assign G1 charges to the vertices
of G2 domain walls and assign G2 charges to the vertices
of G1 domain walls (see the rule 7) and then proliferate
the G1, G2 domain walls. A similar idea was proposed
in Ref. 18 to realize SPT phases from the field theory
perspectives.
Finally, as suggested by the Ku¨nneth formula, our con-
struction can be generalized to non-abelian groups and
higher dimensions. We leave the generalization for the
future work.
X. EXAMPLES
In this section, we present some illustrative examples
of intersecting string-net models, namely Z2 × Z2 and
Z2×Z2×Z2 string-net models. For each example, we con-
struct the wave functions and the corresponding Hamil-
tonian and analyze braiding statistics of quasiparticles.
A. Z2 × Z2 string-net model
We consider Z2 × Z2 string-nets as two flavors of Z2
string-nets intersecting with one another. In this way,
the Hilbert space of the Z2 × Z2 models involves two
string types {0 = (0, 0) , b = (1, 0)} for the first flavor and
the other two string types {0 = (0, 0) , r = (0, 1)} for the
second flavor. Each Z2 string-nets obeys Z2 branching
rules.
To construct the wave function and Hamilto-
nian, we solve the self-consistency conditions for
{F, d, γ, α, F (2), κ, η}. We use the general solution (62):
F (b, b, b) = (−1)p1 , db = (−1)
p1 ,
F (r, r, r) = (−1)p2 , dr = (−1)
p2 ,
F
(2)
b (r, r) = κb (r) = (−1)
p12 ,
other F, F (2), d, γ, α, η, κ = 1.
Here p1, p2, p12 = 0, 1. The pi = 0 solution corresponds
to the toric code model while the pi = 1 solution cor-
responds to the double semion model for the i-th flavor
of string-nets with i = 1, 2. The p12 = 0, 1 solutions in-
dicate if two flavors of string-nets are decoupled or cou-
pled. Altogether there are 8 distinct phases for Z2 × Z2
string-net models: each flavor of string-nets realizes two
distinct phases and two different ways of intersections
between them realize two more phases.
The toric code and double semion models are well stud-
ied in Ref. 3. Here we will focus on the new phases from
the intersections. For simplicity, we consider the model
with p1 = p2 = 0, namely two intersecting toric code
models. Then the p12 = 0 solution corresponds to two
decoupled Toric code models while the p12 = 1 solution
gives the other interesting model as we will construct.
The nontrivial local rules for the p12 = 1 case are given
by
Φ
(
r
b
)
= −Φ
(
r
b
)
,
Φ
(
r
b
)
= −Φ
(
r
b
)
.
The ground state consists of closed blue and red loops
and their intersections. The wave function, namely the
solution for the local rules, is
Φ (X) = (−1)Nij(X) .
Here Nij is the total number of red null strings inside the
blue loops.
The model is made up of two species of spins: blue
spins σi and red spins τi. The blue spins σi live on the
links i of square lattice while the red spins τi live on the
link i of the shifted square lattice. We regard a link with
σxi = −1 as being occupied by a blue string and the state
σxi = 1 as being unoccupied. Similarly, if τ
x
i = −1 then
i is occupied by a red string while if τxi = 1, then i is
empty. The Hamiltonian is of the form
H = −
∑
I
QbI −
∑
I
QrI −
∑
p
Bbp −
∑
p
Brp (65)
with
QbI =
1
2
(
1 +
∏
i∈I
σxi
)
, QrI =
1
2
(
1 +
∏
i∈I
τxi
)
,
Bbp =
1
2

1 + ∏
i∈{1,2,5,6}
σzi (−1)
1−τx1
2
1−τx5
2 +
1−τx2
2
1−τx6
2

 ,
Brp =
1
2

1 + ∏
i∈{1,2,3,4}
τzi (−1)
∑
i∈{1,2,3,4}
1−σx
i
2
1−τx
i
2

 .
The link indices are labeled as in Fig. 6.
Next we compute the quasiparticle excitations for
the above Hamiltonian. Each flavor of spins realize a
toric code model which has four distinct quasiparticles:
{1i, ei,mi, eimi} with i = b, r where 1i is trivial quasi-
particle, ei is the charge excitation, mi is the magnetic
flux excitation and eimi is the bound state of ei and
mi. The eimi particle is a fermion and any two distinct
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FIG. 6. The schematic lattice for the model (65). The lattice
contains two intersecting square lattices with blue σ and red
τ spins sitting on the links of each lattice.
nontrivial quasiparticles have semionic mutual braiding
statistics. What is left is to determine the mutual statis-
tics between quasiparticles of different flavors. By (57),
we find that
θe1e2 = 0, θe1m2 = 0, θm1e2 = 0,
θe1m1 = pi, θe2m2 = pi, θm1m2 =
pi
2
.
Other mutual statistics can be determined by linearity of
the statistical phases.
The 8 distinct Z2 × Z2 string-net models are
parametrized by p1, p2, p12 = 0, 1. Each of the models
has 4 × 4 = 16 quasiparticles, which can be labeled by
ordered pairs (s1, s2,m1,m2) with si,mi = 0, 1. These
quasiparticle statistics can be described by four compo-
nent U (1) Chern-Simons theory with K matrix
K =


0 0 2 0
0 0 0 2
2 0 −2p1 −p12
0 2 −p12 −2p2

 .
B. Z2 × Z2 × Z2 string-net model
Our next example is the Z2 × Z2 × Z2 string-net
model. The corresponding Chern-Simons theory with
G = Z2 ×Z2 ×Z2 was studied in Ref. 14 and 19. In this
section, we will construct the ground state wave function
and the lattice model. Then we analyze the quasiparti-
cle braiding statistics. The model is interesting because
they can realize the topological phase with non-abelian
quasiparticles.
The Hilbert space for the Z2 × Z2 × Z2 string-net
models involves three flavors of strings, each of which
has two string types labeled by {0i, 1i} with flavor in-
dex i = 1, 2, 3. These strings are self-dual and obey Z2
branching rules.
To construct the Hamiltonians and wave func-
tions for the Z2 × Z2 × Z2 string-net models,
we solve the self-consistency conditions (6,19) for{
F, d, γ, α, F (2), F (3), ...
}
. The general solution (62) tells
us that there are 23 × 23 × 2 = 128 solutions labeled by
pi, pij , pijk = 0, 1. The first factor 2
3 means that each fla-
vor of string-nets can be in toric code or double semion
models. The second factor 23 means that there can be
nontrivial intersections among any two flavors of string-
nets which give new topological phases as discussed in the
previous example. The last factor 2 indicates that there
is one additional new phase which results from a nontriv-
ial intersections among three flavors of string-nets.
In this example, we will mainly focus on the last new
phase, namely the phase corresponding to pi = pij = 0
and pijk = 1. In this case, the only nontrivial local rule
is given by
Φ
(
1 2
3
)
= −Φ
(
1 2
3
)
.
The ground state wave function is
Φ (X) = (−1)Nijk(X)
for any closed string-net configuration X . Here Nijk (X)
is the number of crossings between two of the three fla-
vors i, j of strings inside the loops of the third flavor
k. Notice that Nijk, Njki, Nkij have the same parity.
Thus, to count Nijk(X), we can choose any one flavor
of loops and count the number of crossings of the other
two flavors of strings inside the loops. For example,
let X =
(
1
1
2
3
)
. Then N123(X) = 3 because there
are 3 1-2-crossings in the 3-loop. Similarly, one can see
N231(X) = N312(X) = 1. Thus they have the same par-
ity.
Next, we want to construct the Hamiltonian. The
model is made up of three flavors of spins: 1-spins σi,
2-spins τi and 3-spins µi. The three kinds of spins live
on the links i of three square lattices as shown in Fig. 7.
Again, if σxi = −1, then i is occupied by a 1-string while
if σxi = 1, then i is empty. Similarly for the 2-spins τi
and 3-spin µi. The Hamiltonian is of the form
H =
∑
i=1,2,3
(
−
∑
I
QiI −
∑
p
Bip
)
(66)
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FIG. 7. The schematic lattice for the model (66). The lattice
contains three intersecting square lattices with three types of
spins sitting on the links of each lattice.
with
Q1I =
1
2
(
1 +
∏
i∈I
σxi
)
, Q2I =
1
2
(
1 +
∏
i∈I
τxi
)
,
Q3I =
1
2
(
1 +
∏
i∈I
µxi
)
,
B1p =
1
2

1 +∏
i∈p
σzi (−1)
f(τx3 ,µ
x
4 )+f(τ
x
4 ,µ
x
3 )

 ,
B2p =
1
2

1 +∏
i∈p
τzi (−1)
f(σx2 ,µ
x
3 )+f(σ
x
1 ,µ
x
4 )

 ,
B3p =
1
2

1 +∏
i∈p
µzi (−1)
f(σx1 ,τ
x
2 )+f(σ
x
2 ,τ
x
1 )

 .
Here we define
f (a, b) =
1− a
2
1− b
2
.
The phase factors associated with Bip terms count the
number of crossings of the two j, k flavors of strings inside
the plaquette p of the i-lattice with i 6= j 6= k (see Fig.
7).
Now, we compute the braiding statistics of quasiparti-
cles. Recall that we label the quasiparticles by α = (s,m)
where s is the group element of G = Z2×Z2×Z2 and m
is the representation of w.We will label s = (s1, s2, s3) ≡
s1s2s3 with s1, s2, s3 = 0, 1.
To proceed, we use the general solution
F (a, b, c) = exp
(
ipi
(
a1b2c3 + b1c2a3 + c1a2b3
−a1c2b3 − b1a2c3 − c1b2a3
))
,
cs (a, b) = exp
(
ipi
(
s1a2b3 + a1b2s3 + b1s2a3
−s1b2a3 − a1s2b3 − b1a2s3
))
.
Inserting the solution to (45), we can then solve the string
parameters ws (a) . Let e1 = 100, e2 = 010, e3 = 001 be
the generators ofG. To findws (a) , it is sufficient to solve
ws (e1) ,ws (e2) ,ws (e3) andws (a) can be obtained from
(45) .
There are four cases to consider. First, when
s = 000, c0 (a, b) = 1 and thus the string parame-
ter is one dimensional representation of G parametrized
by integer m1,m2,m3 = 0, 1 : w(0,m1m2m3) (a) =
exp (pii (m1a1 +m2a2 +m3a3)). The corresponding par-
ticles are charges which are bosons.
The second case is when s ∈ {100, 010, 001} . In par-
ticular, w100 satisfies
w100 (e1)
2
= w100 (e2)
2
= w100 (e3)
2
= I,
[w100 (e2) ,w100 (e3)]+ = 0,
[w100 (e2) ,w100 (e1)]− = 0,
[w100 (e3) ,w100 (e1)]− = 0,
Here I is a 2× 2 identity matrix and [ws (a) ,ws (b)]± =
ws (a)ws (b)±ws (b)ws (a). One can find two inequiva-
lent two dimensional representations for w(100,±) labeled
by ±:
w(100,±) (e1) = ±I,w(100,±) (e2) = σx,w(100,±) (e3) = σz .
Similarly, for s = 010, 001, one can find
w(010,±) (e1) = σz,w(010,±) (e2) = ±I,w(010,±) (e3) = σx,
w(001,±) (e1) = σx,w(001,±) (e2) = σz,w(001,±) (e3) = ±I.
The third case is when s ∈ {110, 101, 011} . Let’s first
consider w110 which satisfies
w110 (e1)
2
= w110 (e2)
2
= w110 (e3)
2
= I,
[w110 (e2) ,w110 (e3)]+ = 0,
[w110 (e1)w110 (e3)]+ = 0,
[w110 (e1) ,w110 (e2)]− = 0.
Then w(110,±) can be represented by
w(110,±) (e1) = σx,w(110,±) (e2) = ±σx,w(110,±) (e3) = σz .
In the same manner, we can find
w(101,±) (e1) = ±σx,w(101,±) (e2) = σz ,w(101,±) (e3) = σx,
w(011,±) (e1) = σz,w(011,±) (e2) = σx,w(011,±) (e3) = ±σx.
Finally, when s = 111,w111 satisfies
w111 (e1)
2
= I,w111 (e2)
2
= I,w111 (e3)
2
= I,
[w111 (e1) ,w111 (e2)]+ = 0,
[w111 (e1) ,w111 (e3)]+ = 0,
[w111 (e2) ,w111 (e3)]+ = 0.
Then w(111,±) can be represented by
w(111,±) (e1) = ±σx,w(111,±) (e2) = ±σy,w(111,±) (e3) = ±σz.
Thus, we find 8 one dimensional particles labeled by
(0,m1m2m3) and 14 two dimensional particles labeled
by (s,±) with s ∈ G.
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We are ready to compute the braiding statistics of
quasiparticles. We begin with the exchange statistics.
By use of (58) , we find that
eiθα=(s,±) =


1, for s = 000
±1, for s ∈ {100, 010, 001}
±1, for s ∈ {110, 101, 011}
∓i, for s = 111
.
On the other hand, the S matrix can be computed by
(59) which is a 22× 22 matrix.
XI. CONCLUSION
In this paper, we generalize the string-net construction
to multiple flavors of strings, each of which is labeled
by the elements of an abelian group Gi. Strings of the
same flavor can branch while strings of different flavors
can cross one another and thus they form intersecting
string-nets. We systematically construct the exactly sol-
uble lattice models and the ground state wave functions
for the intersecting string-net condensed phases. We ana-
lyze the braiding statistics of the low energy quasiparticle
excitations. We find that our model realizes the all the
topological phases as the string-net model with group
G =
∏
iGi.
In this regard, our intersecting string-net model with
{Gi} can be viewed as an alternative construction of
the original string-net model with G. Furthermore, our
construction also provides different ways of construct-
ing lattice models with topological order G, which corre-
spond to different decomposition of G =
∏
iGi or equiv-
alently different choices of flavors of string-nets. In fact,
the equivalence between these different models concretely
demonstrates the Ku¨nneth formula.
One important feature of our construction is that
we encode the information of F (a, b, c) with a, b, c ∈
G in the original construction into a set of objects
{F
(2)
ai (aj , bj), F
(3)
ai (aj , bj)} with ai, bi, ci ∈ Gi which sat-
isfy simpler conditions (19a,19f). This property allows
us to construct the models associated with a compli-
cated group G in two steps. First, we stack/intersect
a set of simpler models associated with the subgroups of
G. Then we turn on the interactions F (2), F (3) between
these simpler models and obtain models which can realize
the topological phases with group G =
∏
iGi.
As an application, our models can be easily modified to
realize symmetry enriched topological phases6,20–22. For
example, if we want to have a model which has symmetry
G1 and topological order G2, we can first construct the
intersecting string-net model withG = G1×G2. Next, we
ungauge the subgroup G1. The resulting model will have
symmetry G1 and maintain the G2 topological order. In
addition, we can further ungauge G2 and obtain models
which realize symmetry protected topological phases by
G1 × G2. The protection comes from the fact that we
assign G1 charges to the vertices of G2 domain walls and
vice versa which is implemented in the local rule (7).
In this work, we only focus on the multi-flavor string-
net models associated with abelian groups. It would be
interesting to extend our construction to the non-abelian
case.
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Appendix A: Derivation of self-consistency
conditions
In this section, we show that the local rules
(19) are self-consistent if and only if the parameters{
F (2), F¯ (2), κ, η, F (3)
}
satisfy the following conditions
F (2)ai (aj , bj)F
(2)
ai
(aj + bj , cj) = F
(2)
ai
(bj, cj)F
(2)
ai
(aj , bj + cj) ,
(A1)
F¯ (2)ai (aj , bj) = F
(2)
a∗
i
(aj , bj)
κaj (a
∗
i )κbj (a
∗
i )
κaj+bj (a
∗
i )
, (A2)
F
(2)
ai (aj , bj)F
(2)
bi
(aj , bj)
F
(2)
ai+bi
(aj , bj)
=
F¯
(2)
aj (ai, bi) F¯
(2)
bj
(ai, bi)
F¯
(2)
aj+bj
(ai, bi)
,
(A3)
κai (aj)κa∗i
(
a∗j
)
κa∗
j
(ai)κaj (a
∗
i ) = 1, (A4)
κai (aj) = ηai (aj)F
(2)
ai
(
a∗j , aj
)
, (A5)
F (3)ai (aj , ak)F
(3)
ai
(b∗k, aj) = F
(3)
ai
(aj , ak + bk) , (A6)
F (3)ai (aj , ak)F
(3)
bi
(aj , ak) = F
(3)
ai+bi
(aj , ak), (A7)
ηai (aj) = ηaj (ai) , (A8)
F (3)ai (aj, ak) = F
(3)
a∗
j
(ak, ai)
−1
= F
(3)
a∗
i
(
a∗j , a
∗
k
)−1
, (A9)
F (2)ai (aj , bj) = F
(3)
ai
(aj , ak) = 1 if a or b = 0. (A10)
First, we show the above conditions are necessary for
self-consistency. The first condition (A1) was derived in
the text (see Sec IV). The second equation (A2) can can
shown by
Φ
(
bjaj
ai
)
= Φ
(
ai
aj bjai*
)
= κaj (a
∗
i )κbj (a
∗
i ) Φ
(
ai
ai* bjaj
)
= κaj (a
∗
i )κbj (a
∗
i )F
(2)
a∗
i
(aj , bj)Φ
(
ai
ai*
bjaj
)
= F
(2)
a∗
i
(aj , bj)
κaj (a
∗
i )κbj (a
∗
i )
κaj+bj (a
∗
i )
Φ
(
bjaj
ai
)
.
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(2)
FIG. 8. Self-consistency in sequences requires the condition
(A3).
aj
ai
ai
aj*
aj
ai
ai
aj*
aj
ai
ai
aj*
aj
ai
ai
aj*
1/κai(aj)
1/κaj(ai)
*
κai
(aj)** κaj(ai)*
FIG. 9. Self-consistency in sequences requires the condition
(A4).
The third condition (A3) can be understood by consid-
ering the two sequences in Fig. 8. Eq. (A3) must be
satisfied in order for the rules (7,8) to be consistent.
Similarly, the conditions (A4–A7) follow from consider-
ing the string-net configurations shown in Figs. 9–11
and demanding consistency between the two sequences of
moves shown there. The conditions (A8,A9) come from
the symmetry in the roles of strings of different flavors in
the rules (10) and (11). Finally, (A10) is the normaliza-
tion condition for F (2), F (3).
We have shown that Eqs. (A1–A10) are necessary con-
ditions for the rules to be self-consistent. To show that
they are sufficient, one can follow the same argument
in Ref. 9. Suppose that {F (2), κ, η, F (3)} satisfy Eqs.
(A1–A10) and use them to construct an exactly soluble
lattice Hamiltonian H (22) . Then the ground state of H
satisfies the local rules (7–11) on the lattice. By using
this fact, we can prove that the rules are self-consistent.
Suppose, on the contrary, that the rules (7–11) are not
self-consistent. Then there exists two sequences of moves
aj*aj
si
aj*aj
si
aj*aj
si
Fai(aj,aj)
(2) *
1/ηai(aj)
κai(aj)
FIG. 10. Self-consistency in sequences requires the condition
(A5).
A
B
1/B
A
ak bkai
aj
aj
ak bkai
aj
ak bkai
aj
ak bkai
aj
ak bkai
aj
ak bkai
aj
ak bkai
Fai(aj,ak)
(3)
Fai(bk,aj)
(3)
*
Fai(aj,ak+bk)
(3)
FIG. 11. Self-consistency in sequences requires the condition
(A6). Here A =
ηai (ak+bk)
ηai (bk)F¯
(2)
ai
(ak,bk)
and B = F¯
(2)
aj (ak, bk) .
aj ak
ai
bi
aj ak
ai
bi aj ak
a
baj ak
ai
bi
Fai(aj,ak)
(3)
Fbi(aj,ak)
(3)
Fai+bi(aj,ak)
(3)
A
A
FIG. 12. Self-consistency in sequences requires the condition
(A7). Here A = F¯
(2)
aj (ai, bi)F¯
(2)
ak (ai, bi).
which relate the same initial and final continuum string-
net states X1, X2 but with different proportionality con-
stants. These two sequences of moves can be adapted
from the continuum to the lattice if we make the lattice
sufficiently fine. However, this leads to a contradiction
since the ground state wave function Φlatt of H obeys
the rules on the lattice (see section VB). Thus, our as-
sumption is false. We conclude that the rules must be
self-consistent.
Appendix B: Graphical representation of the
Hamiltonian
In this section, we demonstrate the graphical repre-
sentation of Bsip leads to the matrix elements in equation
(23).
By the graphical representation, the action of the op-
erator Bsip on a string-net state is to add a loop of type-si
string. We can fuse the string si onto the links along the
boundary of the plaquette by using the local rules (1–
3,7–11). This allows us to obtain the matrix elements of
Bsip . Specifically, there are two steps in this fusion pro-
cess. The first step is to glide the string si over all other
string-nets with different flavors inside the plaquette p.
This gives the factors B
si(2)
p,x′x and B
si(3)
p,x′x. Then, the sec-
ond step is to fuse si to the boundary links of p as in the
original construction which gives the factor B
si(1)
p,x′x. The
computation of B
si(1)
p,x′x is exactly the same as in the Ap-
pendix D of Ref. 9 by neglecting string-nets of all other
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different flavors and thus we will not repeat here. We will
present the graphical representation of computing B
si(2)
p,x′x
and B
si(3)
p,x′x.
Let us start with computing B
si(2)
p,x′x. Since we focus on
the phase factors from gliding the string si, we represent
the honeycomb lattices by square lattices with proper
splitting at vertices in mind (see Fig. 2). It is suffi-
cient to consider gliding the string si over the j-favor of
string-nets, namely the 2-intersection between the i- and
j-flavor of string-nets. Let B
(2)
ij be the phase associated
with gliding si to the boundary of p. We first compute
〈 bi ci
ii
gi
li ji
fi ei
cjbj
gj ij
∣∣∣∣∣∣∣∣∣∣
Bsip =
〈 bi ci
ii
gi
li ji
fi ei
cjbj
gj ij
si
∣∣∣∣∣∣∣∣∣∣
= ηsi,gjηsi,bjηsi,cjF
(2)
si,gjbj
F
(2)
si,(gj+bj)cj
〈 bi ci
ii
gi
li ji
fi ei
cjbj
gj ij
si
∣∣∣∣∣∣∣∣∣∣
∼ ηsi,gjηsi,bjηsi,cjF
(2)
si,gjbj
F
(2)
si,(gj+bj)cj
〈 bi ci
ii
gi
li ji
fi ei
cjbj
gj ij
sisi
si si
∣∣∣∣∣∣∣∣∣∣
∼ ηsi,gjηsi,bjηsi,cjF
(2)
si,gjbj
F
(2)
si,(gj+bj)cj
F
(2)
gj ,sili
F
(2)
bj ,sigi
F
(2)
cj ,siii
F˜
(2)
ij ,siji
〈 bi ciii
gi
li
ji
fi ei
cjbj
gj ij
si
si
si
si
i'i
l'i
g'i
j'i
∣∣∣∣∣∣∣∣∣∣
∼ B
(2)
ij
〈 bi ci
i i
cjbj
gj ij
i'i
l'i
g'i
j'i
∣∣∣∣∣∣∣∣∣∣
with
B
(2)
ij = ηsi,gjηsi,bjηsi,cjF
(2)
si,gjbj
F
(2)
si,(gj+bj)cj
F
(2)
gj ,sili
F
(2)
bj ,sigi
F
(2)
cj ,siii
F˜
(2)
ij ,siji
= ηsi,ij
F
(2)
gj ,sili
F
(2)
bj ,sigi
F
(2)
cj ,siii
F¯
(2)
ij ,siji
F¯
(2)
si,gjbj
F¯
(2)
si,(gj+bj)cj
.
Here the symbol ∼ means equality up to phases in B
si(1)
p,x′x
associated with fusing si to the boundary links of p and
x′i = xi + si in the last two states. The last equality fol-
lows from the identity (E4). The B
si(2)
p,x′x is then obtained
by taking into account all types of 2-intersections inside
the plaquette p, namely, B
si(2)
p,x′x =
∏
j 6=iB
(2)
ij as in Eq.
(25).
Similarly, to obtain B
si(3)
p,x′x, it suffices to consider glid-
ing the string si over the j- and k-flavor of string-nets,
namely the 3-intersection among these three flavors of
string-nets. Let B
(3)
ijk be the phase factor associated with
gliding si over the intersections between j- and k-flavors
of string-nets:
〈
iigi
c

g

b

i

bj
ij
cj
gj
li ji
∣∣∣∣∣∣∣∣∣
Bsip =
〈
i
c

g
Ł
b

i

bj
ij
cj
gj
∣∣∣∣∣∣∣∣∣
∼
〈
i
c

g

b

i

bj
ij
cj
gj
∣∣∣∣∣∣∣∣∣
∼ B
(3)
ijk
〈
i
c

g

b

i

bj
ij
cj
gj
∣∣∣∣∣∣∣∣∣
∼ B
(3)
ijk
〈
iigi
c

g

b

i

bj
ij
cj
gj
li ji
' '
''
∣∣∣∣∣∣∣∣∣
with
B
(3)
ijk = F
(3)
si
(c∗k, ij)F
(3)−1
s∗
i
(gj , bk). (B1)
Here the symbol ∼ indicates equality up to phases in
B
si(2)
p,x′x and B
si(1)
p,x′x associated with gliding si over 2-
intersections in p and fusing si to the boundary links of
p. Therefore, B
si(3)
p,x′x is obtained by taking into account
all kinds of 3-intersections inside p, namely, B
si(3)
p,x′x =∏
j 6=k 6=i B
(3)
ijk as in Eq. (26). This completes our deriva-
tion of the Hamiltonian.
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Appendix C: Showing Bsip1 and B
sj
p2 commute
In this section, we will show that the operators Bsip1
and B
sj
p2 commute with one another. We only have to
consider three cases. The first two cases are when i, j are
of the same flavor and p1 = p2 = p or p1, p2 are adjacent.
The third case is when i, j are of different flavors and p1 =
p2 = p. In last case, the two plaquettes at p on different
lattices are overlapped as shown in Fig. 13. When p1, p2
are further apart, the two operators will commute.
The first case is when i = j and p1 = p2 = p. To prove
[Bsip , B
ti
p ] = 0, it is sufficient to show that
B
si(m)
p,x′y B
ti(m)
p,yx = B
ti(m)
p,x′z B
si(m)
p,zx (C1)
holds for each componentm = 1, 2, 3. Here x, x′ denote a
set of spin labels for initial and final state configurations
and y, z denote a set of spin labels for the intermediate
state configurations after acting Btip and B
si
p to the initial
state, respectively. For the m = 1 component, the proof
is identical to the one given in Ref. 9. They showed that
B
si(1)
p,x′yB
ti(1)
p,yx = B
ti(1)
p,x′zB
si(1)
p,zx = B
si+ti(1)
p,x′x (C2)
Similarly, for the m = 2 component, one can show that
B
si(2)
p,x′yB
ti(2)
p,yx = B
ti(2)
p,x′zB
si(2)
p,zx = B
si+ti(2)
p,x′x . (C3)
To see this, one can write down the expression of
B
si(2)
p,x′yB
ti(2)
p,yx :
B
si(2)
p,x′yB
ti(2)
p,yx =ηti,ij
F
(2)
gj ,tili
F
(2)
bj ,tigi
F
(2)
cj ,tiii
F¯
(2)
ij ,tiji
F¯
(2)
ti,gjbj
F¯
(2)
ti,(gj+bj)cj
×
ηsi,ij
F
(2)
gj ,til
′
i
F
(2)
bj ,tig
′
i
F
(2)
cj ,tii
′
i
F¯
(2)
ij ,tij
′
i
F¯
(2)
si,gjbj
F¯
(2)
si,(gj+bj)cj
where a′i = ai + ti with ai ∈ {li, gi, ii, ji}. By us-
ing (19a) F
(2)
aj ,tiai
F
(2)
aj ,sia
′
i
= F
(2)
aj ,(si+ti)ai
F
(2)
aj ,siti
and (19b)
F¯
(2)
ti,ajbj
F¯
(2)
si,ajbj
= F¯
(2)
(si+ti),ajbj
F
(2)
aj ,siti
F
(2)
bj ,siti
/F
(2)
(aj+bj),siti
and (E4) F¯
(2)
aj ,siti
F
(2)
aj ,siti
= ηij ,si+ti/ηij ,siηij ,ti , the above
expression can be rewritten as
B
si(2)
p,x′yB
ti(2)
p,yx = ηui,ij
F
(2)
gj ,uili
F
(2)
bj ,uigi
F
(2)
cj ,uiii
F¯
(2)
ij ,uiji
F¯
(2)
ui,gjbj
F¯
(2)
ui,(gj+bj)cj
= B
ui(2)
p,x′x
with ui = si + ti. This shows (C3).
Finally, it is easy to see from (26) and (19g) that (C1)
also holds for m = 3. Thus, putting everything together,
we conclude that
Bsip B
ti
p = B
ti
p B
si
p = B
si+ti
p (C4)
showing the commutativity when i = j and p1 = p2 = p.
The second case is when i = j and p1, p2 are adjacent
plaquettes. We want to show [Bsip1 , B
ti
p2
] = 0. To prove
this, it is sufficient to show that
B
si(m)
p1,x′y
Bti(m)p2,yx = B
ti(m)
p2,x′z
Bsi(m)p1,zx (C5)
holds for m = 1, 2, 3. The proof for m = 1 is identical
to the one in the appendix E of Ref. 9. It is also easy
to see that (C5) holds for m = 2, 3 since the intersec-
tions between different flavors of strings are away from
the link shared by two plaquettes p1, p2. This establishes
[Bsip1 , B
ti
p2
] = 0.
Finally, we consider the case where i 6= j and p1 =
p2 = p. We want to show [B
si
p , B
sj
p ] = 0 with Bsip , B
sj
p
acting on two overlapping plaquettes shown in Fig. 13.
To prove [Bsip , B
sj
p ] = 0, it is sufficient to show that
B
si(m)
p,x′y B
sj(m)
p,yx = B
sj(m)
p,x′z B
si(m)
p,zx (C6)
for m = 1, 2, 3. Again, x, x′ denote a set of spin labels for
the initial and final state configurations while y, z denote
a set of spin labels for the intermediate state configura-
tions after acting B
sj
p and Bsip to the initial state. In
this case, it is easy to see that (C6) holds for m = 1, 3
by writing down the phase factors on each side using
(24,26). Thus all that remains is to show that (C6) holds
for m = 2.
We can write down each side of (C6) for m = 2 by
(25):
LHS = F¯
(2)
ij ,siji
F
(2)
gj ,sili
F
(2)
si,gjbj
F
(2)
si,(gj+bj)cj
ηsi,gj×
F
(2)
j′
i
,sjij
F¯
(2)
l′
i
,sjgj
F
(2)
sj ,j
′
i
ei
F
(2)
sj ,(j′i+ei)fi
ηsj ,j′i (C7)
RHS = F
(2)
ji,sjij
F¯
(2)
li,sjgj
F
(2)
sj ,jiei
F
(2)
sj ,(ji+ei)fi
ηsj ,ji×
F¯
(2)
i′
j
,siji
F
(2)
g′
j
,sili
F
(2)
si,g
′
j
bj
F
(2)
si,(g′j+bj)cj
ηsi,g′j . (C8)
where a′i = ai + si with ai ∈ {ji, li} and a
′
j = aj +
sj with aj ∈ {ij, gj}. Here we only keep the relevant
factors which involve ij, gj , li, ji strings. To show (C7) =
(C8) , we first use (19c) to simplify both sides so that all
phase factors have subindices si or sj . Then to show the
equality is equivalent to show CL = CR with
CL =
F
(2)
si,gjbj
F
(2)
si,(gj+bj)cj
F
(2)
si,sjij
F¯
(2)
si,sjgjηsi,gj
F
(2)
si,g
′
j
bj
F
(2)
si,(g′j+bj)cj
ηsi,g′j
and
CR =
F
(2)
sj ,jiei
F
(2)
sj ,(ji+ei)fi
F
(2)
sj ,sili
F¯
(2)
sj,siji
ηsj ,ji
F
(2)
sj ,j
′
i
ei
F
(2)
sj ,(j′i+ei)fi
ηsj ,j′i
.
To proceed, we use (19a) and the facts ji + ei + fi = li
and gj + bj + cj = ij to obtain
CL = F
(2)
si,sjgj
F¯ (2)si,sjgj
ηsi,gj
ηsi,g′j
,
CR = F
(2)
sj ,siji
F¯
(2)
sj ,siji
ηsj ,ji
ηsj ,j′i
.
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FIG. 13. Two plaquette operators Bsip and B
sj
p act on two
overlapped (red and blue shaded) plaquettes.
Furthermore, we use (E4) to rewrite
CL =
1
ηsi,sj
, CR =
1
ηsj ,si
. (C9)
Finally, by (19h), we show CL = CR. This completes the
proof that Bsip , B
sj
p commute with one another.
Appendix D: Properties of the Hamiltonian (22)
In this section, we establish the following properties of
the Hamiltonian (22):
1. (Bsip )
† = Bsip .
2. Bip is a projection operator, namely, B
i2
p = B
i
p.
3. The ground state wave function on the honeycomb
lattice satisfies the local rules (1–2,7–11).
Let us show them in order. To show the first equality,
we need to show the matrix elements on both sides are
equal, namely (Bsip,xx′)
∗ = B
s∗i
p,x′x with x, x
′ being the
spin labels for the initial and final states after the action
of Bsip on the initial state. By (20), we can rewrite the
equality as B
s∗i−1
p,xx′ = B
si
p,x′x. Since B
si
p,xx′ can be written
as a product of three components B
si(1)
p,xx′B
si(2)
p,xx′B
si(3)
p,xx′ (see
Eq. (23), thus it is sufficient to show the equality to hold
for each component.
Ref. 9 showed that B
s∗i (1)−1
p,xx′ = B
si(1)
p,x′x (see Appendix F
therein). It is also easy to see B
s∗i (3)−1
p,xx′ = B
si(3)
p,x′x by using
F
(3)
ai,ajak = F
(3)−1
a∗
i
,ajak
(Eq. (19g) with bi = a
∗
i ) to simplify
B
s∗i (3)−1
p,xx′ . All that remains is to show that B
s∗i (2)−1
p,xx′ =
B
si(2)
p,x′x. To this end, we write down B
s∗i (2)−1
p,xx′ explicitly
B
s∗i (2)−1
p,xx′ = ηs∗i ,ij
F
(2)
gj ,s
∗
i
l′
i
F
(2)
bj ,s
∗
i
g′
i
F
(2)
cj ,s
∗
i
i′
i
F¯
(2)
ij ,s
∗
i
j′
i
F¯
(2)
s∗
i
,gjbj
F¯
(2)
s∗
i
,(gj+bj)cj
(D1)
where a′i = ai + si with ai ∈ {gi, li, ji}. To proceed, we
use the identity F
(2)
aj ,s
∗
i
a′
i
= F
(2)
aj ,s
∗
i
si
/F
(2)
aj ,siai (which can
be obtained from (19a)) and a similar identity for F¯ (2)
to reexpress F (2), F¯ (2) in the numerator of (D1) while we
use (19b) to rewrite F¯ (2) in the denominator. Next, we
use (19e,E3) to express F
(2)
aj ,s
∗
i
si
, F¯
(2)
aj ,s
∗
i
si
in terms of η, κ.
Finally, we use (E2) and (E4) to simplify the expression
to B
si(2)
p,x′x. This establishes the first property.
To prove the second result, we use the identity (C4) to
derive
Bi2p =
∑
si,ti
dsidti
|G|2
Bsip B
ti
p =
∑
si,ti
dsidti
|G|2
Bsi+tip . (D2)
We then use (6) to write dsidti = dsi+ti . After changing
variables to ui = si + ti, we derive
Bi2p =
∑
ui
dui
|G|
Buip = B
i
p. (D3)
Finally, we show that the ground state Φlatt ofH obeys
the local rules (1–3) and (7–11). The proof that Φlatt
obeys (1–3) is identical to the one in appendix F of Ref.
9. Here we only show that Φlatt obeys (7–11). To see
this, we use the fact that Bip|Ψlatt〉 = |Φlatt〉 together
with the following relations:
〈 ∣∣∣∣∣∣∣∣
Bip = F
(2)
ai
(aj , bj)
〈 ∣∣∣∣∣∣∣∣
Bip,
(D4)
〈 ∣∣∣∣∣∣∣∣
Bip = F¯
(2)
ai
(aj , bj)
〈 ∣∣∣∣∣∣∣∣
Bip,
〈 ∣∣∣∣∣∣∣∣
Bip = κai(aj)
〈 ∣∣∣∣∣∣∣∣
Bip,
〈 ∣∣∣∣∣∣∣∣
Bip = ηai(aj)
〈 ∣∣∣∣∣∣∣∣
Bip,
〈 ∣∣∣∣∣∣∣∣
Bip = F
(3)
ai
(aj , ak)
〈
ai
∣∣∣∣∣∣∣∣
Bip.
Multiplying the above equations by the ground state
|Φlatt〉, one can immediately see that the ground state
wave function Φlatt(X) = 〈X |Φlatt〉 satisfies the local
rules (7–11).
The relations (D4) can be shown by using the expres-
sion for the matrix elements of Bsip in (23) together with
(19a–19j). Here we prove the first equation for example.
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First, we expand the left hand side as
〈 ∣∣∣∣∣∣∣∣
Bip =
∑
si
dsi
|G|
〈 ∣∣∣∣∣∣∣∣
=
∑
si
dsi
|G|
B
(1),a∗i a
∗
i a
∗
i 000
a∗′
i
a∗′
i
a∗′
i
sisisi
(a∗i 00ai00)×
ηsi,aj+bj
F (2)aj,siai∗F
(2)
bj ,sia
∗
i
F¯
(2)
si,ajbj
κaj,aiκbj ,ai
〈
i
i
∣∣∣∣∣∣∣∣
.
Here B
(1)
p is defined in (24) and a′i = ai + si. Similarly,
the right hand side is given by
〈 ∣∣∣∣∣∣∣∣
Bip =
∑
si
dsi
|G|
〈 ∣∣∣∣∣∣∣∣
=
∑
si
dsi
|G|
B
(1),000aiaiai
sisisia
′
i
a′
i
a′
i
(a∗i 00ai00)×
ηsi,aj+bj
F¯ (2)aj+bj,siai
F¯
(2)
si,ajbj
〈 ∣∣∣∣∣∣∣∣
.
By changing the dummy variables si to si + ai in the
first expression, we can see the final states for the two
expressions are the same. We then compute the ratio of
the two corresponding amplitudes. By using (19a–19c),
this ratio can be simplified to F
(2)
ai (aj , bj). This justifies
the first equation in (D4). The other equations can be
shown in the same manner.
Appendix E: Some useful identities
In this section, we collect some useful identities which
are used in previous appendices.
First, let bj = a
∗
j = c
∗
j in (19a) and get
F (2)ai
(
aj , a
∗
j
)
= F (2)ai
(
a∗j , aj
)
. (E1)
Second, from (19e) and (E1), we get
ηx (a
∗)
ηx (a)
=
κx (a
∗)
κx (a)
. (E2)
Third, let bj = a
∗
j in (19b), use (19e) to express F
(2)
in terms of η, κ and finally use (19d) to simplify the ex-
pression. We get the analog of (19e) for F¯ (2):
κ−1ai
(
a∗j
)
= F¯ (2)ai
(
a∗j , aj
)
ηai (aj) . (E3)
Finally, let bi = a
∗
i in (19c) and use (E3) to express
F¯ (2) in terms of η, κ and finally use (19d) to simplify the
expression. We get an alternative expression for F¯ (2) (c.f.
Eq. (19b)):
F¯ (2)ai (aj , bj) = F
(2)−1
ai
(aj, bj)
ηai (aj + bj)
ηai (aj) ηai (bj)
. (E4)
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