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ABSTRACT 
For a nondefective matrix A E C” x “, the known inequalities Ih,l/~ < u, < Ih,lx 
express a bound on the possible ratio between the k th singular value uI. of A and its 
k th eigenvalue A,, based only on the condition number x of the associated eigenvec- 
tor matrix. We obtain and analyse several refinements to this bound. 
INTRODUCTION 
Let A be an n X n complex matrix with eigenvalues Ai, singular values 
a,, and eigenvectors vi. In this paper we study inequalities between the 
eigenvalues and singular values of A, based on the eigenvectors only. We 
shall assume throughout that A is nondefective, i.e. has a diagonal Jordan 
form. 
Let us arrange the eigenvalues and singular values in descending order as 
follows: 
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Nondefectiveness of A implies that the eigenvectors ui form a basis in C”. 
Consequently, for some permutation T we have Aoj = h7(ij~i, i.e. 
A =VAV-‘, where A=diag(h,), V = row( IjTcLJ. (1) 
We do not assume knowledge of T, nor for that matter do we assunle 
knowledge of Ai or u,. The problem we consider here is obtaining inequali- 
ties involving the Aj and the ui, based entirely on the specified eigcnbasis ui, 
or equivalently, on the matrix V appearing in (1). Such inequalities will then 
apply simultaneously to all the matrices having (ci} as eigenbasis. In fact, 
these inequalities should depend only on the inner products (u;, cj>, as 
explained at the beginning of Section 8. 
Several inequalities of this type are known in the literature, and are 
typically of the general form 
h,l/B(V) <u~GIA~I’(V)> i=l , ) I1 ) (2) 
for some function B(V). For instance, one has the classical bound (see e.g. 
[71) 
IAiI/X <a, < IA,lx, i=l ,...,n, (3) 
where x is the condition number of V: 
x =x(V) := Wll W’II. 
(Throughout th’ IS paper the norm of a matrix V is the spectral norm, i.e. the 
largest singular value of V.) Defining c (see e.g. [6]) to be 
c = c(V) := inf{ x( VD) : II is diagonal invertible}, 
one immediately has the tighter bound 
IA,I/c < Ui < IAiIc, i=l,...,n. (4) 
In case all the eigenvalues Ai are a priori known to be nonnegative, the 
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following tighter bound is given in [5]: 
Ai /a ,< ai < Ap, i=l,...,n, 
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(5) 
where 
a = (Y(V) := max{(lP(I: P = P”, P has the data {uj]} 
= max(llPII: P =VDV-‘, D is a diagonal (0,l) matrix}. 
(The proof in [5] contains a gap, but the bound is correct.) 
In Sections 1,2 below we derive similar, but tighter, bounds for matrices 
with nonnegative eigenvalues. The form of the inequalities obtained is more 
general than (2): namely, the bound on the ratio ai /hi depends on i, and 
more generally the bound on each o, involves many eigenvalues. The 
derivation of these bounds is along the lines of [5], i.e. representing A as a 
weighted sum of certain projections of rank 1, plus use of the variational 
characterization of the i th singular value. 
This approach extends to matrices with real or complex eigenvalues, and 
yields (see Section 3) theoretical bounds on the ith singular values, which 
are still stronger than (3), (4). In Section 4 it is shown that many of these 
constants are equivalent as functions of V, and their equivalence ratios are 
computed. However, Section 5 shows that the different bounds coincide only 
in a very special situation, namely when V is very close to unitary in some 
sense; and some evidence is presented to the effect that the new bounds, 
especially (lo), are considerably tighter. 
By representing A in the form (A - A,,I) + h,,I, and applying the various 
bounds to the matrix A - A,,I, we are able in Section 6 to strengthen the 
original bounds for A itself a notch further. 
An altogether different set of inequalities is derived in Section 7, and is 
available only for (nondefective) triangular matrices. The origin of these 
inequalities is the following bound given in [7]: if A is upper triangular (not 
necessarily nondefective), and T is its strictly upper triangular part, then 
~ui-lh,l~~IITII, i=l,..., 12. 
If A is nondefective, with eigenmatrix V, it is possible to give an upper 
bound for the right hand side IlTll, w K mvolves only the eigenvalues of A h’ h 
and the given eigenmatrix. This leads to new singular-value-eigenvalue 
inequalities. To use these inequalities for a matrix A which is not triangular, 
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one only has to transform A to its Schur canonical form. This passage consists 
of unitary similarity, which preserves the eigenvalues as well as the singular 
values. 
Whether the new bounds are useful may depend critically on the 
complexity of their computation. Section 8 addresses the most immediate 
facets of this issue, but leaves many questions unanswered. 
A word about notation: At times we shall find it convenient to artificially 
augment the set of eigenvalues by A,, = ~0 and A,, + 1 = 0. We shall then follow 
the convention that l/m = 0, l/O = m, and 00 - CC = 0. 
1. A STRONG INEQUALITY FOR NONNEGATIVE EIGENVALUES 
In this section we obtain a refined version of (5) for matrices with 
nonnegative eigenvalues. We are given an eigenbasis (a,}, or equivalently the 
associated matrix V = row(o,). Define the projections (i = 1,. . . , n> 
Pi := VE,,V- ‘, where Eii = diag(O ,..., Ii ,,.., 0). (‘3) 
Every matrix A with eigenbasis {vi) can be written as 
A = VAV-’ = i A, PTcij 
i=l 
(7) 
for some permutation r (see (1); see also [4, p. 2151). We also define the 
constants 
~,=a,(V):=max{]]P]]:P= c Pi,J~(l,...,n},lJ[=k). (8) 
ic/ 
Here ]J] denotes the cardinality of the set J. The fact that 1~ IiPlI = (II- PII 
for nontrivial projections, plus the definitions, implies that for all k, 1 < k < n, 
1 = a, < ak = an_k Q a < c <x. (9) 
Note that by definition cy = max(aj>. 
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THEOREM 1. Let {q) he a gioen basis, with associated matrix V = 
row(c,>. Let a, be defined by (8). Then the inequalities (k = 1,. . . , n> 
\ 
-1 
rr 
itI ( t-&)“k+l-,i ~“k~~k(hi-Ai+l)U,+I~k (lo) 
hold for any matrix with eigenbasis {v,) and nonnegative eigenvalues. 
Proof. For k > rank A we have A, = 0, and our conventions regarding ~0 
reduce (10) to the obvious statement a, = 0. We shall therefore restrict 
ourselves to the case k < rank A. 
Introducing the projections 
we may rewrite (7) in the form 
A= t (Ai - Ai+,)IIli. (11) 
i=l 
First we consider the right hand side of (10). From (8) it follows that 
(12) 
The singular values of a matrix have the following characterization (e.g. 
[3, p. 191): 
Us =min{IIA-YkIJ:rankYk < k}. 
Choosing Y, = AfI,,k_,, and using (II), (I2), and the triangle inequality, we 
have 
ak<~,(Ank,,)= C (Ai-Ai+l)nki G C (A,-Ai+l)II’kiII II i=l; II i=k 
G t (hi-hi+l)ai+l-k, 
i=k 
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proving the upper bound in (10). Next we prove the lower bound, assuming 
first that A, > 0. In this case A-’ exists, and 
1 1 1 1 
,““‘“q rr,““‘“a, 
are respectively its eigenvalues and singular values. Applying the upper 
bound in (10) to A-’ = VA- ‘V- r, we get 
1 
ai+l-kT u ,1+1-k 
which is equivalent to the lower bound in (10). 
If A is not invertible, say rankA=r <n, set A,=A+eIl,+,,.. The 
lower bound in (lo), applied to A, (E > 0 sufficiently small), yields 
A- A _ ;A ,)uk+‘-i) 
-1 
<uk(A,). 
11 .z 
By continuity, the same bound should hold for E = 0. This completes the 
proof of the theorem. n 
An important feature of the bound (10) on the k th singular value is that it 
improves if the eigenvalues become more clustered, i.e. A, is closer to h,. 
For example, the upper bound on err is precise for the matrix A = I, and is 
independent of the choice of V. This property is not shared by the earlier 
bounds (3)-(5). 
2. SIMPLER INEQUALITIES FOR NONNEGATIVE EIGENVALUES 
In this section we modify Theorem 1 to derive simpler bounds, which are 
closer in form to (3), (4), (5). These bounds [see (I4), (15) below] are not as 
tight as (lo), and lack its eigenvalue clustering property; but they are still 
tighter than (3)-(5) f or matrices with nonnegative eigenvalues. We start 
again with a given eigenbasis {u,), and define a, as in (8). We further set 
(k = l,...,n> 
hk=17k(V):=max{ai:i<n+I-k). (13) 
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It is immediate to check that 
(1) b, is a nonincreasing sequence, and b, = a,; 
(2) it is stationary for small k, i.e. b, = bLc,+3j,21, where [ .] denotes the 
integral value; 
(3) I < ak_l < b, <b, = (Y < c <x. 
TIIEOREM 2. with the above definitions, the inequalities (k = 1,. . . , r) 
Ak/b,,+,-k ~"k~Akbk+n-r (14) 
hold for any matrix A of rank r with eigenbasis {vi} and nonnegative 
eigenvalues. 
proof. Starting with the upper bound in (lo), and using (9) and (I3), we 
get 
proving the upper bound in (14). Similarly, starting with the lower bound in 
(lo), we get for k < r 
<b ntl-k 
--- zrYz_ 
proving the lower bound in (I@. n 
Dependence of the right hand side of (14) on the rank r can be 
eliminated by arbitrarily setting r to be equal to n. Thus as a corollary to 
Theorem 2 the following bounds are obtained: 
(15) 
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3. INEQUALITIES FOR REAL AND COMPLEX EIGENVALUES 
When the nonnegativity assumption on the eigenvalues is relaxed, Theo- 
rems I and 2 do not apply; however, natural generalizations of these 
theorems exist, and they provide theoretical inequalities which are tighter 
than (3) or (4). We mention here the main variants. 
In case the eigenvalues of A are known to be real but not necessarily 
nonnegative, the constants a,, h, should be replaced by 
a; := max{ llP/l: P = VDV-‘, D a diagonal (O,l, - 1) matrix, rank D = k}, 
b; := max( ai : i < n + 1 - k) 
Under this modification, the bounds given by Theorems 1 and 2 will hold for 
all matrices A with real eigenvalues, where of course Ai must be replaced by 
IAil. The only change in the proof is replacing the projections nk by the 
nonprojections 
Hi := 5 (sign Ai) Pici), 
i=l 
so that the matrix A will now be represented as 
A = 5 (IA- IA,+,l)II;. 
i=l 
For the general case of matrices with complex eigenvalues, one has to 
further replace ak, 12, by 
ai := max((lPl(: P = VDV-‘, D complex diagonal, 1 Dzil = 1, rank D = k}, 
bi := max{ a: : i < n + 1 - k) , 
obtaining again precise analogues of Theorems 1,2. 
As already remarked, the matrices Il; and their complex analogues IIL 
are not necessarily projections. Therefore, unlike the sequences ok, bk 
obtained in Section 1, the sequences a;, ai need not be symmetric, and the 
sequences hi, b[ need not be constant for small k. In fact, the sequences a; 
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and al turn out to be nondecreasing, as shown in Lemma 3 in the next 
section. Note also that a, = a; = a; = b, = b: = bi. 
4. EQUIVALENCE OF b,, b;, b; AND c 
By combining known facts from the literature, we show here that the 
constants b, b;, b; and c appearing in earlier sections are in fact equivalent 
as measures for the nonunitarity of V. We also compute their equivalence 
ratios, which may be used to reflect the price paid for assuming the 
eigenvalues to be a priori real or nonnegative. 
From (4), (5) in [I] it follows that 
The numbers a:,,ai were previously studied in [6], where among other 
results the following relations were established: 
a’ < arr < c < 2a" n--n’ ’ T,’ a” < 3a’ n’ d- n’ c < (a;)“. (16) 
From [2] it follows that the equation ]]P -(I- P)i] = ]]P]]+ dc holds 
for an arbitrary projection P in Hilbert space. This in particular implies that 
b;=b,+dG 
and hence b, < b; < 2b1. 
EXAMPLE 1. Consider the matrix 
(17) 
236 
It can be easily seen that 
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I/P,11 = 3 (i = 1,2,3,4), II~,+~~ll=llP,+P~II=~, IIP,+P,ll=J1?; 
hence 
u, = a, = 3, a,=J17, u,=l. 
The condition number x turns out to be 4 + J1?. Fortunately, this mnnber is 
also the norm of the matrix Y, + P, - P, - P4. It therefore follows via (16) 
that x = c = u; = 4-t fi. 
We shall return to this example in the sequel. Meanwhile, let us prove an 
assertion made at the end of Section 3. 
LEMMA 3. The sequences ai, a~ ure nondecreasing in i. Consequently, 
17; = a:, und by = a:. 
Proof. We shall prove that ai is nondecreasing. Let X- < n be fixed. Let 
l i be a sequence of n real numbers, consisting of k numbers of modulus 1 
and n - k zeros. Let 1~ p < n be such that E,, = 0. Define new sequences 
77i>$lYi “y
qi = & = E 1 if ifp, 7?,, = 1, $,= -1. 
Also define the corresponding diagonal matrices 
D,, = diag( ei), D, = diag( 7,)) D_, =diag(c,). 
Since VD”V-’ = +(VD,V-’ + VD_ ,V-‘1, convexity of the norm implies that 
lIvD()v~‘ll < max(llVD,V-‘II, IIVD_,V-‘II). 
Taking the supremum over all the eligible sequences ei, we get that 
ai Q a;+ ,, as required. The proof for a: is similar. w 
Note that Lemma 3 does not extend to the sequence ai. 
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Lemma 3, together with (16) and (17) imply the following chain of 
inequalities: 
This chain constitutes the equivalence between the four constants involved, 
mentioned at the beginning of this section. Furthermore, in [6] it was shown 
that the relation ~1:: < c [see (lci)] holds with equality as long as the extreme 
singular values of V are simple. This implies that generically we have 
We would like to point out a link between numerical problems connected 
with bases, such as singular vahre bounds, and the theory of Banach spaces. 
The constants a,(V) have the following alternative definition: 
IlC:l,, Eiticill 
nx = max max 
t, f, IICy=, t,qll ’ 
where ti are arbitrary complex numbers, k of the E, are equal to 1 and the 
remaining n - k are equal to 0. Similar expressions can be written for the 
numbers a;(V) and u;(V). Th . ese and other similar expressions appear 
independently also in the theory of Schauder bases in Banach spaces, under 
the general label “unconditional number.” The number x(V) also plays a 
major role in that field. 
5. THE CONSTANTS x, c, cy ( = I,,): CASES OF EQUALITY 
We shall examine some of the bounds mentioned so far, and in particular 
cases where pi reaches its upper bound. As a corollary, it will be shown that 
the bounds developed in this paper are tighter than previous bounds for 
almost all choices of V, and the fashion in which these bounds measure the 
nonunitarity of V will be exposed. 
The problem of eigenvalue-singular-value inequalities is trivial if the 
eigenbasis z;~ is orthonormal, i.e. if V is unitary, for then oi = [hi] gives the 
full answer. This remains true in case V is scalar times unitary, which is 
precisely the case x = 1. In these situations we have 1= ui = bi = a = c = x. 
238 NIR COHEN AND IZCHAK LEWKOWICZ 
The equalities ai = lhiJ hold even if V is only unitary times diagonal, i.e. 
V = UD where U is unitary and D is invertible and diagonal. V is unitary 
times diagonal precisely when c = 1. For such matrices the equality 1 = ai = 
bi = LY = c ( < ,Y> still holds. Note that if V is unitary times diagonal then A 
is normal. The converse need not be true, unless A is known to have distinct 
eigenvalues. 
It will be shown in the sequel that as soon as V is not of the above types, 
many of the above equalities become sharp inequalities. In particular, it 
follows that we should expect (31, (4), (5), (lo), (14), (15) to provide different 
bound values for a given eigenmatrix V. 
First we take up the case of equality in (3). We call a finite set of complex 
points (AJ centered if one of the following two equivalent conditions holds: 
(1) the smallest disk containing (Ai} is centered at the origin; 
(2) the origin is a convex combination of points of maximum modulus 
in {AJ. 
In particular, a centered set should contain at least two symmetric points 
A, -A of maximal modulus, or three points of maximal modulus not contained 
in any half plane. 
LEMMA 4. Let A have the eigenbasis {v,}, and assume that V = row(ci) is 
not scalar times unitary. 
(i) lf A, # 0, then a necessary condition for u1 to be equal to ~1 A, 1 is 
that the spectrum {hi) of A is centered. 
(ii) If A,, # 0, then a necessary condition for a,, to be equal to lA,,l/x, is 
that the set {l/hi} is centered. 
Proof. To prove (i), write A as A = VAV ‘. Let 
v= urw, I=diag(y,), 
be a SVD of V. Since V is nonsingular and not scalar times unitary, we may 
write 
r = y,Ia3r'cBy,z, Y 1 > Yn > 0. 
Choose unit vectors X, y such that y*Ax = IlAll. Then 
U, = y*urwhw*r-lu*x <xlA,l. 
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By assumption, this inequality must hold with equality, hence it is easy to see 
that with conforming partition 
x*u= (0,0,x,*), y*u= (y:,o,o) 
for some xi, y i. In particular, y * x = 0. 
Now for all z E C we get from the above 
u1 = y*UrW(A - zI)w*r-‘u*x. 
We choose .z to be the center of the smallest disk containing the spectrum of 
A. Taking norms, we get 
Since by assumption equality holds throughout, it implies that z = 0, proving 
that the spectrum of A is centered, and completing the proof of(i). 
To prove (ii), simply replace A by A ‘. n 
The necessary condition in Lemma 4 is not sufficient: if A or A-’ has 
centered spectrum, the bound on u, or a,, is achieved with equality only if 
the matrix W in the SVD of V fulfills certain vectorial conditions, easily 
derivable from the proof. 
We shall now take up the case of nonnegative eigenvalues. From Lemma 
4 we have the following: 
COROLLARY 5. Under the premises of Lemma 4, and assuming that the 
eigencalues are nonnegatice, then: 
(i> $ A, > 0, th en IJ, = xA, if and only if V is scalar times unitary; 
(ii> if A,, > 0, then a,, = A,, /x $and only $ V is scalar times unitary. 
In both Lemma 4 and Corollary 5 we can replace x by c, if we also 
replace “scalar times unitary” by “unitary times diagonal.” 
Using Corollary 5, we can now show that in all nontrivial cases the 
bounds (5), (lo), (141, (15) are strictly tighter than (3) and (4). Indeed, 
COROLLARY 6. The relation b, = x holds if and only if the matrix V is 
scalar times unitary; similarly, b, = c if and only if the matrix V is unitary 
times diugonal. 
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Proof. Clearly, if the matrix V is scalar times unitary then h, = x = 1. 
For the other direction apply Corollary 5 to the projection P = VDV- ‘, 
whose norm attains b, . In this case A i( P) = 1 and a,(P) = b 1. If x = b ,, then 
the inequality a,(P) < xA,(P) is an equality. So V is scalar times unitary. 
The case b, = c is proved similarly. n 
Corollary 6 does not extend to .!J$ or 17:. This can be seen from the 
generic equality ax = c, mentioned in Section 4, together with Lemma 3. 
We now turn to examine some cases of equality in (5) (lo), (15). Assume 
that the matrix A has nonnegative eigenvalues. Let IL, > . . . > kcLI > 0 be its 
distinct positive eigenvalues. Then, following (7) we may represent A in the 
form 
A= CPini> (18) 
i=l 
where IIj are disjoint projections with eigenbasis IO,), so that C:= iIIj = 1. In 
fact, if the sum of multiplicities of the eigenvalues pi,. . . , pi in A is denoted 
by s(i), then following (7) (11) we may choose nj = n,y,i_ 1j+ 1, ,5Cij, where for 
i = 1 we define s(O) = 0. 
PROPOSITION 7. Lxt A he gicen in the form (18) with positive ki. Then 
u1 = b,h, if and only if there exist unit vectors x, y such that y*II, x = 6,,b,, 
i=l ,...,t. 
This result hinges on the following elementary fact: 
LEMMA 8. Let A, B be complex matrices. Then IIA + BII = IIAll+ IlBll 
holds if and only $ th ere exist unit vectors x, y such that y*Ax = IlAll und 
y*Bx = IlBll. 
Proof of Proposition 7. As in (11) we rewrite (18) as 
A= i (Pi-P~i+l)fii~ fji := i rIj 
i=l j=l 
(we set pf+ i = 0). Using (13) we get 
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If or = h,~,, then equality holds throughout. By Lemma 8, the first inequal- 
ity is equality if and only if ther,e exist unit vectors X, y such that for all i, 
1 <i < n, we have y*IIi,,s(,j~ = IlIIr,,,(i) 1). The second inequality is equality if 
and only if llIIill = b,+i_,cir The third inequality is equality if and only if 
b,, 1 _scij = 6,. The assertion of Proposition 7 follows from combining these 
three conditions. n 
As an important special case we have the following: 
COHOL,LARY 9. If A has strictly positive eigenvalues, then (TV = b ,A, if 
and only if V is unitary times diagonal. 
Proof. If A is invertible, then by Proposition 7 
I 
17, = y*rI,x = y* 
i I c rIi x= y*IX<l. i=l 
So I?, = 1, which implies that the matrix V is unitary times diagonal. n 
We cannot replace the positivity condition in Corollary 9 by mere 
nonnegativity. A counterexample is provided by the choice 
We have A, = 1, u1 = b, = $, and hence u, = b,A,; however, V is not unitary 
times diagonal. 
Equality in the strong bound (10) can be characterized along the lines of 
Proposition 7. Here we abandon the representation (18) in favor of (71. The 
proof is omitted. 
PROPOSITION 10. Let A l?e given in the form (7) tcith nonnegative 
eigenvalues. Then u, = Xy=,(Ai - Ai+,)ai if and only if there exist unit 
vectors x, y such that for all i, 1 < i < n, the inequality Ai > Ai+l implies 
y*Hlix = ai. 
If A, > 0, a similar result holds with respect to the case of equality on the 
left hand side of (10). 
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EXAMPLE 2. Let A have as eigenmatrix the matrix V given in Example 
1, with eigenvalues 1, 2, 3, 4. The bound (4) for singular values in this case 
is, up to two decimal places, 
0.49 < ui < 32.49, 
0.25 < u;, < 16.25, 
The bound (10) is, in comparison, 
1.33 < ui < 11.2, 
0.37 < a, < 24.37 
0.12 <a, < 8.12. 
0.78 < u2 < 10.12, 
0.62 < a, < 7.12, 0.37 < a, < 3. 
The true set of singular values depends on the eigenvalue permutation, and 
there are 4! = 24 such permutations. However, only three different sets of 
singular values are obtained: 
{9.35,3.32, 1.79,0.43), (7.14,3.97, 1.70,0.49), (7.65,4.07, 1.60,0.48). 
The upper bound for u, and the lower bound for a, tend to be better than 
the others. 
We have so far restricted ourselves to nonnegative eigenvalues, using the 
bounds developed in Sections 1,2. Results similar to Propositions 7 and 10 
and Corollary 9 can also be formed with respect to the real and complex 
versions in Section 3. 
6. A USEFUL SUBTRACTION 
The last two sections indicate, at least qualitatively, that the singular 
value bounds available are still quite conservative. A simple subtraction 
procedure can be used to somewhat narrow this margin. This procedure 
applies to all the bounds mentioned so far, and will be first illustrated in case 
of the simple bound (3) involving x. 
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LEMMA 11. The inequalities 
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(Ai-A,)x+A,,, i=l ,...,n, 
hold for any matrix A with eigenbasis {ui) and nonnegative eigenoalues. 
Proof. To show the upper bound, consider the matrix A = (A - ~1) + 
~1. Using (3) and basic singular values inequalities, we get 
and this inequality holds for all I_L < A,,. The upper bound in the lemma is 
obtained upon choosing p = A,. The left hand side is obtained similarly by 
replacing A with its inverse. n 
Lemma 11 truly improves upon (3) if x > 1 and A is nonsingular. 
Moreover, in this lemma one can replace x with any other bound, such as c 
or LY in (4) (5) or even the corresponding b constants in (13) and (14) 
obtaining similar improvements. Applying the p-subtraction to the stronger 
Theorem 1, we in fact improve the right hand side of the bound (10) to 
rr - 1 
ak< c (Ai-hi+,)a,+,-k+A,,. 
i=k 
This truly improves (10) if an + 1 _k > 1. The left hand side of (10) can also be 
modified along similar lines. 
EXAMPLE 3. Applying the upper bound (10) with subtraction to the 
matrix in Example 2, we obtain (up to two decimal places) 
(T, < 11.12, a, < 8.12, oa <4, o, <I, 
whereas (10) without subtraction (computed in Example 2) gave only 
c7i < 11.12, a, < 10.12, a, < 7.12, u‘$,<3. 
We believe that a choice of k > A,, may bring about further improve- 
ment; for example, the interesting choice p = A, leads to new and unex- 
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plored bounds. Moreover, use of negative, or complex, values of p may yield 
similar improvement for the bounds in Section 3, for matrices with real or 
complex eigenvalues. 
7. INEQUALITIES FOR UPPER TRIANGULAR MATRICES 
In Theorem 13 below we present an altogether different set of singular- 
value-eigenvalue inequalities, valid for upper triangular complex matrices. 
We write such matrices as A = A + T, where A is diagonal and T is strictly 
upper triangular. Our starting point is the following bound which appears 
in [7]: 
First we examine the case of equality in this bound. 
PROPOSITION 12. cri = Ih,( + IlTll ifund only if the matrix A is normal. 
Proof. Recall that a triangular matrix is normal if and only if it is 
diagonal, so the assertion of the proposition is equivalent to the following: 
u, = jhil+ J(TII if and only if T = 0. 
One side is obvious, so assume, by contradiction, that T f 0. By Lemma 8 
there exist unit vectors x =(x~,...,x,,)* and y=(yi,...,yn)* such that 
y*flx = Ih,l, y*Tx = IITII. (20) 
The fact that T is strictly upper triangular implies that in (201 xi = y,, = 0. 
Now, since A is diagonal, x and y must vanish on the same index set, so 
x, = yi = 0 as well, Restricting X, y, A, A, T off the first and last coordinates, 
we obtain new x’, y’, A’, A’, T’, with A’ diagonal and T’ strictly upper 
triangular and nonzero. Moreover, 
A’= A’+ T’, y’*A’r’ = [h,l, y’*T’x’ = (ITII. 
In fact, due to the restriction we must have y ‘*T’x’ = IIT’ll. This restriction 
process lends itself to descending induction on n, which shows in the end 
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that all the coordinates of x and y are zero, contradicting the fact that these 
vectors are unit vectors. SO by contradiction T must be the zero matrix. n 
Our aim now is to derive, in the spirit of Theorem 1, a bound related to 
(19), which is based entirely on the eigenbasis. The idea is to use the 
eigenbasis data to bound the right hand side of (19). This bound should hold 
for all nondefective matrices with a given eigenmatrix. Note however that the 
bound (19) holds for defective matrices as well. 
Let us assume that we are given an upper triangular eigenmatrix V. 
Every matrix A with eigemnatrix V is necessarily upper triangular, namely 
A=VAV’=A+T. 
For simplicity of exposition we shall assume that A has nonnegative eigen- 
values. Define the matrices ei := Pi - Ei, [see (6)], and set 
(ik:=max 
ill II 
ig,ei ,JC{l,..., rz},lJI=k), k=l,...,n-1. 
A has the general form A = Cl= 1 Ai E7Cij,7Cij for some permutation T. There- 
fore, 
T = A - A = k A&~. (21) 
i=l 
THEOREM 13. Let V be upper triangular. Then for all i, 1~ i < n, the 
inequality 
n - 1 
IA~-CTIG C (Ai-A,+l)a*i 
i=l 
holds for all matrices with eigenbasis vi and nonnegative eigenvalues. 
Proof. Similarly to the proof of Theorem 1, define the matrices 
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Starting with (2I), and using the norm and triangle inequalities, we find 
llTll= C (Ai-A,+l>fi /I 
n-1 n-l n-1 
< C (Ai-Ai+l)IIfiliIIG C (Ai -Ai+l)a^,. 
i=l i=l i=l 
Note that fi,,1 = 0. This, together with (191, completes the proof. n 
It is interesting to note that although ei are not projections, we still have 
cii = a^ n_i [compare with (611. This follows from the fact that Cr=, ei = 0. 
If the given matrix V is not triangular, it may still happen to be the 
eigenmatrix of a triangular matrix A; this can only happen if A has multiple 
eigenvalues. In such a case, Theorem 13 still holds for all such matrices A. 
By modifying the numbers Gi, statements similar to Theorem 13 can be 
made concerning triangular matrices with real or complex eigenvalues. 
EXAMPLE 4. Let A and V be as in Example 2. Routine computation 
yields a^, = a^, = 6, a^, = 4, a^, = 0. The bounds implied by Theorem 12 will 
be ]a, - Ai] < 9.657. The upper bound on cri is, for example, approximately 
13.657. 
8. COMPUTATIONAL ASPECTS 
We shall comment briefly on the most immediate computational issues 
involved with the various bounds. 
First we wish to emphasize that the values x, c, a--as well as ai, h, and 
their analogues in Section 3, (Y[, bi, etc.-remain unchanged if V is replaced 
by Uv for some unitary matrix CJ. In other words, these values are com- 
pletely determined by the inner products of the columns of V, i.e. (ui, ~~1. In 
particular, it is easy to see that for any matrix P = VDV- ’ (where D E CT’ Xn 
is diagonal) the value JJP(I” equals the largest eigenvalue s of the regular 
pencil D*SD - sS, where S is the so-called Gram matrix: 
sij = (q,?2j), i.e. S = V*V. 
In fact, all the singular values of P are solutions of the generalized 
eigenvalue problem for D*SD - sS. ‘This follows from the observation that 
P*P = V- *D*SDV-’ is similar to (D*SD)S-‘. 
This invariance property of x, c, (Y, a,, bi under unitary transformations 
is only to be expected, since left multiplication of V by U amounts to a 
SINGULAR VALUE BOUNDS 247 
unitary similarity on A, which Leaves unchanged the eigenvalues and singu- 
lar values of A. The values Bi, b, do not possess this invariance property. 
The computation of x is routine, but the computation of c is delicate, as 
there is no general method for optimal diagonal preconditioning. In theory, 
one has to perform a search over an infinite set, and compute a norm at each 
step. In practice, normalization of the columns of V, or the rows of V-l, is 
known to guarantee an a priori bound on c, which is not very tight (see [l] 
for further details). 
In principle, the computation of (Y involves search plus norm computa- 
tion over a finite, though large, set (2” projections). This is the same for 
computing all the values ai, or bi, or a^,, appearing in Sections 1,2,7. The 
identities ai = u,_~ and a^, = &rr_-i slash this number by half. Computation of 
a single ai involves ‘_: projections. 
( 1 
In case the set {Ai} has many repetitions, i.e. if r = rank A is small or if 
some nonzero eigenvalues are multiple, it may be advantageous to use the 
stronger bound (lo), which may involve computation of fewer ai, hence 
fewer projections. In extreme cases of high multiplicities one can actually use 
the following result, which is independent of any eigenbasis structure. 
LEMMA 14. Let A E C be an eigenvalue of a matrix A E @‘IX”, with 
geometric multiplicity k. If k > n/2, then IAl is a singular value of A, of 
multiplicity at least 2 k - n. 
Proof. Without loss of generality, we may assume that A is in Schur 
canonical form, say lower triangular, and in addition the eigenvalues on the 
main diagonal are ordered as follows: 
A=(*: y), i.e. AA*=(i,,, z). 
‘Ihe matrix AA* - Ihl”I has a k X k zero block. Hence its rank cannot exceed 
2n-2k, i.e., its nullity should be at least n-(2n-2k)=2k -n, as re- 
quired. n 
In computing all the numbers ai (and b() of Section 3, one apparently 
has to search over roughly 3” matrices, compared with the 2”-’ matrices in 
the nonnegative case. Again, multiple eigenvalues will make this number 
smaller. Computation of the numbers a~ (and bp) of Section 3 again requires 
a search over an infinite number of matrices. Up to an equivalence constant, 
the search can be made finite if we use the equivalence in Section 4 and 
Lemma 3. 
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In computing all these bounds, we actually ignore the contribution of the 
specific phases of the eigenvalues and their ordering along the diagonal of A. 
These bounds can be greatly improved, and their computation greatly 
simplified, if these aspects are taken into account. For example, if the phases 
are known, the infinite number of combinations to be considered in the 
computation of all up is reduced to 2”n! at the most. 
It is quite clear that extensive search is not the most effective policy in 
computing all these values. One tends to believe that the geometry of the 
given eigenbasis should be employed in a more direct way (see [I] and the 
opening remark to the present section). This, however, requires additional 
study. 
A simple situation of this type is when one of the projections P = VDV-’ 
turns out to be orthogonal. In this case, any other projection P’= VD’V-’ 
splits as the orthogonal sum of the projections PP’ and (I - PIP’. Conse- 
quently, the number of projections to be checked is reduced significantly; 
namely, if m = rank P, then this number is reduced to 2”‘-’ +2”-“‘-’ -2. 
Moreover, the resulting bounds are tighter. 
L..emmu 3 and the connections with Banach spuce theory were pointed out 
to us by Professor G. Schechtmun from the Webmann Institute. 
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