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Abstract 
Imbalanced data are defined as dataset condition with some class is larger than any class in number: the 
larger class described as the majority or negative class and the less class described as minority or positive 
class. This condition considerate as problem in data classification since most of classifiers tend to predict 
major class and ignore minor class, hence the analysis provide lack of accuracy for minor class. Some 
basic ideas on the approach to the data level by using sampling-based approaches to handle this 
classification issue are under sampling and oversampling. Synthetic minority oversampling technique 
(SMOTE) is one of oversampling methods to increase number of positive class using sample drawing 
techniques by randomly replicate the data in such way that the number of positive class is equal to the 
number of negative class. Other method is Tomek links, an under sampling method and works by 
decreasing the number of negative class. In this research, combine sampling was done by combining 
SMOTE and Tomek links techniques along with SVM as the binary classification method. Based on 
accuracy rates in this study, using combine sampling method provided better result than SMOTE and 
Tomek links in 5-fold cross validation.  However, in some extreme cases combine sampling method are 
no better than the use of methods Tomek links.  
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1. Introduction 
Classification is one of studies in machine learning. Classification is defined as a process to 
determine a group of models or functions for describing and distinguishing concepts or data classes with 
aim to predict classes of particular objects or define unknown objects’ labels’ [1]. 
There are two conditions of dataset: balanced data and imbalanced data. Imbalanced data are defined 
as dataset condition with some class is larger than any class in number: the larger class described as the 
majority or negative class and the less class described as minority of positive class. Imbalanced data is 
considerate as challenge since machine learning typically would provide high accuracy of training data in 
large number (negative class) and low accuracy of training data in small number (positive class). Thus, 
most of classifiers tend to predict   to predict major class and ignore minor class, hence the analysis 
provide lack of accuracy for minor class. In other words, data classes become unstable due to tendentious 
of class prediction towards data in bigger composition.  
There are three approaches to handle imbalanced data. First is based on data level using sampling 
technique, second is based on algorithm level, and the last is using ensemble learning method by 
combining several classification method [2]. 
The approach on data level to handle imbalanced data problem can be done using sampling-based 
approaches. By applying sampling technique, imbalanced rate of the data would be reduced and it would 
increase the accuracy rate [3]. Basically, sampling-based approaches modify the distribution of training 
data, hence both classes (negative and positive) could be well presented through training data. Sampling 
itself consists of two kinds: undersampling and oversampling. Oversampling method is a process in 
balancing the number of data distribution by increasing number of minor class data, while undersampling 
method works by decreasing number of major class.  
One of oversampling methods is synthetic minority oversampling technique (SMOTE) which was 
first introduced by  Nithes V. Chawla (2002). This approach works by constructing data synthetic, which 
is the replication of minor data. SMOTE algorithm was used by Nithes V. Chawla (2003) for imbalanced 
data classification using decision tree analysis. In the application of under sampling method, borderline 
and noise problem would be detected by Tomek links. This method was introduced by Tomek (1997), 
Tomek links works by deleting negative class and positive class as well which have similar 
characteristics. Kubat and Matwin (1997) developed selective under sampling method for imbalanced 
data problem and introduced data cleaning procedure using Tomek links concept to delete negative class 
which is borderline problem. Then, on 2003 Batista, Monad and Bazzan used SMOTE+Tomek Links 
method for classification in protein study in bioinformatics using decision tree. The use of 
SMOTE+Tomek Links method represented very good result for imbalanced data.  
Modeling techniques based on machine learning for data classification, one of those is support vector 
machine (SVM). SVM method was first introduced by Vapnik [4] and very successful as a prediction tool 
for classification and regression problem. SVM method can effectively work for pattern recognition and 
become very popular in machine learning since this method can be done analytically (mathematically). 
This can be achieved since SVM are able to define global optimum solution and always provide the same 
solution for every running [5]. As addition, based on structural risk minimization theory, SVM method 
have performed as powerful method for handling over fitting problem by minimizing the upper limit of 
error generalization. However, one should note that SVM was once developed for classification problem 
theoretically and very efficient in solving two-class classification [6]. To put it simply, SVM concepts 
work to determine optimum hyperplane that separates two classes on the input space [7]. 
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2. Literature Review 
2.1. Synthetic Minority Oversampling Technique (SMOTE) 
Synthetic minority oversampling technique (SMOTE) is one of oversampling method, which works 
by applying sampling method to increase the number of positive class through randomly data replication, 
so that the amount of positive data is equal with the negative.  SMOTE algorithm was first introduced by 
Nithes V. Chawla (2002). This approach works by constructing data synthetic: minor data replication. 
SMOTE algorithm run for defining k nearest neighbor for each positive class, then constructing the data 
synthetic duplication as many as the desired percentage between positive class and the randomly chosen k 
nearest neighbor. Generally it can be formulated as follows: 
 ݔ௦௬௡ ൌ  ݔ௜ ൅ሺݔ௞௡௡ െݔ௜ሻ ൈ ߜ                                      (1) 
where ߜ is a random number between 0 and 1. 
2.2. Tomek Links 
Tomek links is defines as follows, given two samples ݔ and ݕ drawn from two different classes, and 
݀ሺݔǡ ݕሻ is distance between ݔ and ݕ. Pairing of ሺݔǡ ݕሻ names Tomek links if there is no sample ݖ, thus 
݀ሺݔǡ ݖሻ ൏ ݀ሺݔǡ ݕሻ or ݀ሺݕǡ ݖሻ ൏ ݀ሺݕǡ ݔሻ  [8]. If two samples forms Tomek links, one of those is noise data 
or both are called borderline. Tomek links can be used as undersampling method or for cleaning data 
purpose. As undersampling method, only data from negative class will be eliminated, while as data 
cleaning both sample from different class will be eliminated.  
2.3. Support Vector Machine (SVM) 
Support vector machine (SVM) method was first introduced by Vapnik et. Al (1995) and successfully 
provided good prediction for classification or regression problem. SVM works by mapping training data 
to a high dimension feature space.  
Given a set of ࢄ ൌ  ሼ࢞૚ǡ ࢞૛ǡڮ ǡ ࢞࢔ሽ , with ࢞࢏ א ࡾ࢔ , ݅ ൌ ͳǡڮ ǡ ݊ . Known that ࢄ  is in particular 
pattern, that if ࢞࢏ is a member of certain class then ࢞࢏ given label (target)ݕ௜ ൌ ൅ͳ, elseݕ௜ ൌ െͳ. Hence, 
data will be given as pair ሺ࢞૚ǡ ݕଵሻ, ሺ࢞૛ǡ ݕଶሻ, …, ሺ࢞࢔ǡ ݕ௡ሻ which are a training vector set from two classes 
that will be classified by SVM [9], 
ሺ࢞࢏ǡ ݕ௜ሻǡ ࢞࢏ א ࡾ࢔ǡ ݕ௜ א  ሼെͳǡ ͳሽǡ ݅ ൌ ͳǡڮ ǡ ݊,                                (2) 
A separating hyperplane is defined from a normal vector parameter called ࢝, and parameter defines 
relative plane position toward coordinate center called ܾǡthe two parameters are shown as follows: 
 ሺ்࢝Ǥ ࢞ሻ ൅ ܾ ൌ Ͳ                                                                                                                           (3) 
In defining canonical-shaped hyperplane separating, it must satisfy this constraint [9], 
 ݕ௜ሾሺ்࢝Ǥ ࢞࢏ሻ ൅ ܾሿ ൒ ͳǡ݅ ൌ ͳǡ ʹǡڮ ǡ ݊                                                                                         (4) 
while optimal hyperplane obtained by maximizing the margin 
ଶ
ԡ࢝ԡ  or by minimizing the following 
function: 
 ઴ሺ࢝ሻ ൌ  ଵଶԡ࢝ԡ
ଶ                           (5) 
then the optimization problem can be solved by Lagrange function, 
 ܮሺ࢝ǡ ܾǡ ߙሻ ൌ  ଵଶ ԡ࢝ԡ
ଶȂσ ߙ௜௟௜ୀଵ ሼݕ௜ሾሺ்࢝Ǥ ࢞࢏ሻ ൅ ܾሿ െ ͳሽ                          (6) 
where ߙ௜ is Lagrange multiplier. Lagrange function is primal space, thus it is necessary to transform it 
into dual space so that the function can be easier and more efficient to be solved. Hence, solving the dual 
space can be obtained as follows: 
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ߙො ൌ Ƚ


ଵ
ଶσ σ ߙ௜ߙ௝ݕ௜ݕ௝ሺ࢞࢏
்Ǥ ࢞௝ሻ௡௝ୀଵ௡௜ୀଵ െ σ ߙ௜௟௜ୀଵ             (7) 
subject to, 
ߙ௜ ൒ Ͳǡ ݅ ൌ ͳǡ ʹǡڮ ǡ ݊෍ߙ௜ݕ௜ ൌ Ͳ
௡
௜ୀଵ
 
Thus the classification using the following formula [9], 
 ݂ሺݔሻ ൌ ݄൫࢝ෝ்Ǥ ࢞ ൅ ෠ܾ൯                    (8) 
where  ݄ሺݔሻ ൌ  ൝
െͳݔ ൏ െͳ
ݔ െ ͳ ൑ ݔ ൑ ͳ
ͳͳ
                               (9) 
 ࢝ ൌσ ߙపෝݕ௜࢞௜௡௜ୀଵ ݀ܽ݊ ෠ܾ ൌ െ
ଵ
ଶ ࢝ሺ࢞௥ ൅࢞௦ሻ           (10) 
Actually not all data can be considerated as linearly separable, hence it is rather difficult to 
define particular linear hyperplane. This problem caan be solved by transforming the data into higher 
dimension feature space, so that the data can be separated linearly in the new feature space. SVM also 
works on nonlinear data. Basically, nonlinear classification solves the following optimization problem:  
ߙො ൌ Ƚ


ଵ
ଶσ σ ߙ௜ߙ௝ݕ௜ݕ௝ࡷሺ࢞௜ǡ ࢞௝ሻ
௟
௝ୀଵ
௟
௜ୀଵ െ σ ߙ௜௟௜ୀଵ          (11) 
 ࡷ൫࢞࢏ǡ ࢞࢐൯ ൌ Ȱሺݔ௜ሻ ή Ȱሺݔ௝ሻ                            (12) 
ࡷ൫࢞࢏ǡ ࢞࢐൯ is kernel function that presents nonlinear mapping on the feature space. This equation gives 
hard classifier on hyperplane separating on the feature space: 
݂ሺ࢞ሻ ൌ ݏ݅݃݊൫σ ߙపෝௌ௏௦ ݕ௜ࡷሺ࢞࢏ǡ ࢞࢐ሻ ൅  ෠ܾ൯            (13) 
where  
࢝ෝǤ ࢞ ൌ σ ࢻଙෞௌ௏௦ ݕ௜ࡷ൫࢞࢏ǡ ࢞࢐൯            (14) 
෠ܾ ൌ െ ଵଶσ ࢻଙෞௌ௏௦ ݕ௜ሾࡷሺ࢞࢘ǡ ࢞࢏ሻ ൅ ࡷሺ࢙࢞ǡ ࢞࢏ሻሿ          (15) 
Here are kernel function that generally used: 
1. Linear kernel  =  ሺ்࢞࢞ሻ  
2. Polynomial kernel =  ሺ்࢞࢞ ൅ ૚ሻ௣ 
3. Gaussian radial-basic function (RBF) 
ܭሺ࢞ǡ ࢟ሻ ൌ ݁ݔ݌ ቀെ ԡ࢞ି࢟ԡ
మ
ଶఙమ ቁ            (16) 
2.4. Performance Evaluation 
 Classification accuracy is provided through the accuracy rate. Accuracy rate shows performance of 
the classification model generally, where the higher the accuracy rate, the better the classification model 
performs.  
 Accuracy rate   ൌ ௧௣ା௧௡௧௣ା௙௣ା௙௡ା௧௡                           (17)              
where tp is the number of true positive, fp is the number of false positive, tn is the number of true 
negative, and fn is the number of false negative. Sensitivity is true positive rate or accuracy of positive 
class (minor class) while specificity is true negative rate or accuracy of negative class (major class), both 
are calculated as the following formula: 
Sensitivity =  ௧௣ሺ௧௣ା௙௡ሻ                  (18) 
Specificity = ௧௡ሺ௧௡ା௙௣ሻ                  (19) 
63 Hartayuni Sain and Santi Wulan Purnami /  Procedia Computer Science  72 ( 2015 )  59 – 66 
 Then performance evaluation of classification model can be done through 3 methods: receiver 
operating characteristics (ROC) curve, G-mean and f-measure. 
2.4.1. Receiver Operating Characteristics (ROC) Curve 
Receiver operating characteristics (ROC curve is combination of sensitivity and specificity. In ROC 
curve, the x-axis represents fp and the y-axis represents tp. Ideal point in ROC curve approximates 
between 0 to 100, which is all the positive data sample are true classified and no negative sample is 
classified as positive [10,11]. Area under curva (AUC) is an area under ROC curve.  
2.4.2. G-Mean 
 
G-mean is geometric mean of sensitivity and specificity. The formula is written as follows [12]: 
G–mean = ඥܵ݁݊ݏ݅ݐ݅ݒ݅ݐݕ כ ܵ݌݂݁ܿ݅݅ܿ݅ݐݕ                      (20) 
2.4.3. f-Measure 
Accuracy measurement of imbalanced class is done by recall score calculation, precision, and f-
measure. In order to determine which prediction result is best, f-measure is used by combining recall 
score and precision. The formula is written is as follows [13]: 
Precision =   ௧௣௧௣ା௙௣               (21) 
3. Methodology 
3.1. Data Source and Description 
Data used in this research is medical data which include imbalanced data cases. The data was 
downloaded from UCI Repository of Machine Learning Databases via http://archive.ics.uci.edu/ml/datasets.html 
[14]. Datasets used in this research are PIMA, blood transfusion, Ecoli and abalone data.  
Tabel 1.  Data description  
Data Total Positive class Negative class 
PIMA 768 268 (34.90%) 500 (65.10%) 
Blood transfusion 748 178 (23.80%) 570 (76.20%) 
Ecoli 1 200 20 (10%) 180 (90%) 
Abalone 406 15 (3.69%) 391 (96.31%) 
Ecoli 2 281 7 (2.49%) 274 (97.51%) 
3.2. Research methods 
The steps are performed relating to the research objectives are as follows: a).classify original imbalanced 
data using SVM, b).Imbalanced data preprocessing (SMOTE, Tomek links, combine sampling), c). 
Classify handled-imbalanced data of each method using SVM, d).Performance evaluation using ROC, G 
–Mean and f-measure, e).Compare classification accuracies of SVM of original imbalanced data and 
handled datasets using SMOTE, Tomek links, and combine sampling.  
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These methods are summarized on Figure 1. 
 
Fig. 1.  Research flowchart 
4. Results And Discussion 
The Table 2 present results of sampling using three methods: SMOTE, Tomek links and Combine 
sampling.  
Table 2.  Imbalanced data summary (%) 
Data 
Original SMOTE Tomek Links Combine Sampling 
Negative Positive Negative Positive Negative Positive Negative Positive 
PIMA 65,10 34,90 48,26 51,74 62,41 37,59 45,44 51,93 
Transfusi Darah 76,20 23,80 48,64 51,35 67,99 32,01 39,48 60,52 
Ecoli 1 90,00 10,00 50,56 43,44 90,00 10,00 50,56 43,44 
Abalone 96,31 3,69 52,01 47,99 96,31 3,69 52,01 47,99 
Ecoli 2 97,51 2,49 53,62 46,38 97,51 2,49 53,62 46,38 
 
Classification using SVM in this study only applying Gaussian kernel and are partitioned into training and 
testing data using 5-fold CV. The accuracy results are summarized in Table 3. 
Table 3.  Accuracy rate of SVM classification on PIMA data (%) 
Data 
Parameter Fold Average 
C σ 1 2 3 4 5 
Original 
1 
1 
10 
100 
62,50 
62,50 
62,50 
70,80 
70,80 
70,80 
68,80 
68,80 
68,80 
62,30 
62,30 
62,30 
64,20 
64,20 
64,20 
65,72 
65,72 
65,72 
10 
1 
10 
100 
67,10 
61,80 
61,20 
77,90 
77,30 
77,30 
74,00 
68,80 
68,20 
67,50 
62,30 
61,60 
68,10 
66,80 
66,90 
70,92 
67,40 
67,04 
100 
1 
10 
100 
75,70 
74,30 
73,70 
82,50 
83,80 
81,80 
78,60 
77,90 
75,30 
68,80 
69,50 
69,50 
74,00 
73,00 
75,30 
75,92 
75,70 
75,12 
SMOTE 
1 
1 
10 
100 
99,00 
99,00 
99,00 
83,60 
83,60 
83,60 
79,20 
79,20 
79,20 
83,10 
83,10 
83,10 
78,20 
78,20 
78,20 
84,62 
84,62 
84,62 
10 
1 
10 
88,90 
98,10 
79,70 
81,60 
79,70 
82,10 
76,80 
81,20 
76,80 
79,70 
80,38 
84,54 
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100 98,10 81,20 81,60 81,20 80,20 84,46 
100 
1 
10 
100 
56,70 
61,10 
67,30 
68,60 
70,50 
75,80 
73,90 
76,30 
78,20 
72,00 
73,90 
73,40 
68,10 
72,00 
72,50 
67,86 
70,76 
73,44 
Tomek Links 
1 
1 
10 
100 
71,60 
71,60 
71,60 
79,00 
79,00 
79,00 
76,20 
76,20 
76,20 
69,20 
69,20 
69,20 
72,00 
72,00 
72,00 
73,60 
73,60 
73,60 
10 
1 
10 
100 
75,20 
73,00 
73,00 
83,90 
83,20 
83,20 
78,30 
75,50 
74,80 
69,20 
67,80 
67,10 
76,20 
73,40 
73,40 
76,56 
74,58 
74,44 
100 
1 
10 
100 
79,40 
77,30 
76,60 
84,60 
83,20 
84,60 
78,30 
78,30 
77,60 
67,80 
69,90 
69,90 
73,40 
73,40 
73,40 
76,70 
76,42 
76,42 
Combine 
Sampling 
1 
1 
10 
100 
99,50 
99,50 
99,50 
84,50 
84,50 
84,50 
80,60 
80,60 
80,60 
83,00 
83,00 
83,00 
77,20 
77,20 
77,20 
84,96 
84,96 
84,96 
10 
1 
10 
100 
89,40 
78,60 
78,60 
80,60 
82,50 
82,50 
81,10 
82,50 
79,00 
77,20 
80,60 
80,60 
76,20 
78,60 
79,60 
80,90 
80,56 
80,06 
100 
1 
10 
100 
68,90 
67,50 
67,50 
68,40 
69,40 
76,70 
73,80 
75,70 
78,10 
72,30 
74,80 
73,80 
67,50 
72,80 
72,30 
70,18 
72,04 
73,68 
 
The highest accuracy rates of SVM classification for all dataset using 5-fold CV based on the 
data and methods to overcome imbalanced data are summarized in Table 4. 
Table 4.  The highest accuracy of classification using SVM (%) 
Data Original SMOTE Tomek Links Combine Sampling 
PIMA 75,92 84,62 76,70 84,96 
Blood Transfusion 76,52 73,18 78,06 86,22 
Ecoli 1 90,00 96,90 90,00 96,90 
Abalone 99,26 99,06 99,26 99,06 
Ecoli 2 97,56 93,66 97,56 93,66 
 
Performance evaluations were done using AUC scores (Table 5), G-mean (Table 6), and f-measure (Table 
7). It can be seen that the combine sampling is better performance than SMOTE and Tomek links. 
Table 5.  The highest AUC score of all datasets using SVM   
Data Original SMOTE Tomek Links Combine Sampling 
PIMA 0,773 0,865 0,817 0,868 
Blood transfusion 0,608 0,906 0,807 0,932 
Ecoli 1 0 0.838 0 0,838 
Abalone 0 1 0 1 
Ecoli 2 0,671 0,891 0,671 0,891 
 
Table 6.  The highest G-mean score of all datasets using SVM   
Data Original SMOTE Tomek Links Combine Sampling 
PIMA 0,781 0,849 0,816 1 
Blood transfusion 0,502 0.904 0,799 0,923 
Ecoli 1 0 0,822 0 0,822 
Abalone 0 1 0 1 
Ecoli 2 0,614 0,884 0,614 0,884 
66   Hartayuni Sain and Santi Wulan Purnami /  Procedia Computer Science  72 ( 2015 )  59 – 66 
 
Table 7. The highest F-measure of all datasets using SVM   
Data Original SMOTE Tomek Links Combine Sampling 
PIMA 0,701 0,995 0,729 0,998 
Blood transfusion 0,457 0,912 0,750 0,977 
Ecoli 1 0 1 0 1 
Abalone 0 1 0 1 
Ecoli 2 0 1 0 1 
5.  Conclusion 
 The results of study showed that SMOTE application provided 84,62% of accuracy, Tomek Links 
method provided 76,56% while combine sampling method provided the highest rate with 84,96% of 
accuracy. As for blood transfusion data, the results showed that SMOTE method provided the highest 
accuracy rate (73,18%), Tomek Links method provided  78,06% rate of accuracy while combine sampling 
method provided 86,22%. As for Ecoli 1 data, the results showed that SMOTE method provide highest 
accuracy rate up to 96,90%, Tomek Links provided 90%, and combine sampling method provided 
96,90%. As for abalone data, the results showed that SMOTE method provide highest accuracy rate up 
99,06%, Tomek Links provided 99,26%, and combine sampling method provided 90,06%. According to 
the classification rate of accuracy using SVM, it can conclude that combine application is better that 
SMOTE and Tomek links. However, for extreme cases in imbalanced data (minority class less than 10%), 
combine sampling method are no better than the use of methods Tomek links.  
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