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ABSTRACT
We propose a new matrix recovery framework to partition
brain activity using time series of resting-state functional
Magnetic Resonance Imaging (fMRI). Spatial clusters are
obtained with a new low-rank factorization algorithm that
offers the ability to add different types of constraints. As an
example we add a total variation type cost function in order
to exploit neighborhood constraints.
We ﬁrst validate the performance of our algorithm on sim-
ulated data, which allows us to show that the neighborhood
constraint improves the recovery in noisy or undersampled
set-ups. Then we conduct experiments on real-world data,
where we simulated an accelerated acquisition by randomly
undersampling the time series. The obtained parcellation are
reproducible when analysing data from different sets of indi-
viduals, and the estimation is robust to undersampling.
Index Terms— Clustering, Low-rank, Sparse, Matrix re-
covery, Brain parcellation, Neuroimaging, fMRI
1. INTRODUCTION
1.1. Spatial brain parcellation based on temporal corre-
lation
A spatial brain parcellation is a partition of the human cere-
bral cortex into distinct cortical regions. Different approaches
to brain parcellation shed light on different aspects of brain
organisation. Of particular interest are functional parcella-
tions derived from functional Magnetic Resonance Imaging
(fMRI) data acquired during rest, which deﬁne brain regions
that display homogeneous functional activity. These parcella-
tions are an essential ﬁrst step towards the modeling of human
brain functional connectivity [1].
Functional parcellation thus complement traditional par-
cellation approaches based on postmortem studies of cytoar-
chitecture [2] and are valuable alternatives to diffusion based
MRI methods [3].
fMRI based cortical parcellation is a challenging task,
with generic clustering approaches often performing poorly
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on real data, especially in single subject studies or in situa-
tions, where data quality is poor or short resting state scans
are acquired. This suggests the development and use of more
constrained methods that exploit prior knowledge on brain
structure. Of particular interest here are spatial neighbour-
hood constraints that exploit local functional homogeneity
of brain networks [4]. Such constraints have for example,
been used with spectral clustering [5] and region growing [6].
More complex priors have also been introduced, such as
a manually labelled bayesian graph [7]. The present paper
develops a clustering framework for functional brain parcella-
tion that has sufﬁcient ﬂexibility to exploit a host of different
constraints within an optimisation framework and thus allows
us to impose several type of prior constraints.
Furthermore, it has recently been shown that it is possi-
ble to use compressed-sensing methods to accelerate fMRI
acquisition [8] using randomly under-sampled kt-space data,
a process that allows us to effectively trade off spatial and
temporal resolution of fMRI data. The second contribution
of this paper is thus to show that the proposed optimization
framework can also be used to derive cortical parcellations
directly from randomly under-sampled data, without the need
to ﬁrst reconstruct the full fMRI data-set, that is, without the
initial super-resolution preprocessing.
1.2. Low-rank matrix factorization for statistical cluster-
ing
It is well known that Principal Component Analysis is equiv-
alent to a low rank approximation of the data matrix. Sparse
and low rank priors have been combined to recover highly
corrupted low rank matrices [9] or block diagonal low rank
matrices [10]. In this paper we address a new challenge where
a low rank factorization is combined with additional con-
straints on the decomposition factors themselves. Although
we have not yet completed a full convergence analysis, the
structure of our algorithm is similar to variants of Iterative
Hard Thresholding algorithms [11] and many of the theo-
retical results for this method can be extended to our new
approach.
The paper is organized as follows : ﬁrst, we describethe sparse, low-rank factorization approach and then show
how additional constraints can be added using an optimiza-
tion framework. We then study the proposed algorithm for
both constrained and unconstrained low rank clustering. The
paper ends with results of experiments using both synthetical
data and human resting-state FMRI observations.
2. CONSTRAINED OPTIMIZATION FRAMEWORK
In this section we show how matrix factorization can be used
to perform constrained statistical clustering 1.
2.1. Clustering data with 1-sparse low-rank matrix fac-
torization
Given N time series of M samples let X 2 RMN be the data
matrix. TheK regionsofinterestsaremodeledwithK cluster
centres resulting in a matrix D 2 RMK, such that each time
series can be expressed as one cluster centre plus a residual
vector. Denoting by E 2 RMN the matrix of residual vectors
we obtain the following factorization
X = DS + E; (1)
where the assignment matrix S = (S1;:::Sn) 2 f0;1gKN
contains one and only one non zero entry per column. We de-
noteby1-sparsetheconstraint onS thatonlyone nonzeroco-
efﬁcient per column is allowed. As fMRI data is only known
up to an unknown scaling factor, we relax the binarry con-
straint on S and allow the non-zero entries to be real numbers.
A low-rank approximation without the binary constraint on S
is usually obtained by the Eckart-Young theorem [13]. In or-
der to combine the low-rank approximation with a sparsity
constraint, the optimization framework
min
S
kX   DSk2; (2)
will be constraint using a 1-sparse constraint on the columns
in S, which can be enforced by a hard thresholding step after
each iteration.
2.2. Total variation as a neighborhood prior
The novelty in this paper is to include additional constraints
through a modiﬁcation of the cost function (2). We here
wish to take the spatial neighbourhood structure into account.
Given a set of neighbours f1(n);f2(n);f3(n);:::;f6(n) at
each spatial position of the corteical surface, we add a dis-
tance constraint deﬁned as the mixed norm [14] of a linear
transformation M of S :
kMSk1;2 =
N X
n=1
q
(Sn   Sf1(n))2 + ::: + (Sn   Sf6(n))2
(3)
1For more details, see the companion paper in this conference [12]
This is a simple approximation to the total variation norm on
irregular sample grids2. In the particular case of clustering
on a two dimensional ﬂat grid, this neighborhood prior cor-
responds to the total variation norm, i.e. the `1 norm of the
gradient of the image. Adding this total variation constraint,
the cost function becomes
(
minS kX   DSk2 + kMSk1;2
s.t. 8n  N kSnk0 = 1
(4)
3. DESCRIPTION OF THE ALGORITHM
The matrix decomposition problem can be understood as a
biconvex problem, that can be split into two convex problems
and optimised using an alternate optimisation scheme
 estimate D knowing the assignment matrix S
 estimate S knowing the cluster centres D.
We choose to update the cluster centres using a straight-
forward least square regression. To optimise S we then use
a gradient descent step to optimise the cost function (inclu-
sive the spatial neighbourhood constraint) and follow this by
a hard thresholding step to enforce the sparsity constraint.
3.1. Least square estimates
The matrix D can be updated using the least square estimate
D = XST(SST) 1, or, as we do here, using gradient de-
scents to avoid computational limitations.
Algorithm 1 Constrained alternate low-rank clustering
1: D0 2 RMK;S0 2 RNK; = 10 2
2: for k  kmax do
Ck = Dk 1 + (X   Dk 1Sk 1)ST
k 1
Zk = Sk 1 + 
 
CT(X   CkSk 1)   rLZk

Sk = H(Zk)
Dk = normalize(Ck)
3: end for
Here  and  are step size parameters and  is a function
of .
3.2. Regularized mixed-norm gradient update
To avoid issues with the discontinuous gradient of the `1
norm, we introduce a regularization parameter " > 0 to
obtain a differentiable constraint, as often used in image
denoising algorithms [16]
L(S) =
X
1nN
q
(Sn   Sf1(n))2 + :::(Sn   Sf6(n))2 + "2)
(5)
2More reﬁned approximations can be used [15].Several algorithms have been proposed to perform mixed
norm minimization, and generalized forward-backward split-
ting [17] allows to combine sparsity and total variation con-
straint using alternate proximal descent. Our experiments
on synthetic data showed that gradient descent obtains the
same parcellation for " = 0:02 as with generalized forward-
backward proximal splitting. We chose a regularized mixed
norm to cope with large data, since the observed conver-
gence is a lot faster with a gradient update than with proximal
update.
3.3. Sparsity constraint
Instead of the usual hard thresholding operator that keeps el-
ements above some magnitude, we perform a pruning step,
keeping only the largest coefﬁcient of each column of S. The
resulting scaling ambiguity between the cluster centres and
the assignment scalars is controlled by a normalization of the
columns of D.
The resulting process is summarized in Algorithm 1.
4. NUMERICAL EXPERIMENTS
One of the difﬁculties of brain parcellation is that no ground
truth is available to evaluate the performances of different ap-
proaches. Therefore we ﬁrst conduct a series of experiments
on synthetic data to ensure the convergence of our algorithm,
then present the obtained results on real world data.
4.1. Dice similarity
The matrix factorization framework (1) suffers from both
scaling and permutation ambiguities. We controlled the
scaling with a normalization step, on the other hand, the per-
mutation ambiguity is inherent to the clustering problem and
cannot be avoided without additional assumptions. Hence we
measure the performance of our parcellation up to a permu-
tation of the assignments within each cluster, and a global
permutation of the cluster centres.
In brain imaging, assignment errors are typically mea-
sured using Dice similarity [18] between two sets X and Y
deﬁned by d(X;Y ) = 2 cardX\Y
cardX+cardY :
Between two assignment matrices S and S0, we ﬁrst ﬁnd
for each cluster of S the cluster of S0 with the maximum dice
similarity, then take the mean over all clusters of S.
4.2. Experiments on synthetic data
In this section we show experimentally that the constraint al-
lows to cluster data in noisy and undersampled set ups.
4.2.1. Description of the data
We generate a N = 64  64 spatial grid containing 40 clus-
ters, with non homogeneous partition of the observations as
Original Unconstrained (sharp)
Dice Similartity : 0.52
Unconstrained (smooth)
Dice Similartity : 0.62 Dice Similartity : 0.66
Neighborhood (sharp)
Fig. 1. Comparison of the assignment matrices on synthetic
data for an undersampling ratio of 35% between uncon-
strained and neighborhood constrained frameworks
such: the K = 40 cluster centres are dropped at random, and
we let each region spread randomly until the grid is full. We
set the number of time samples to M = 1000. The matrix
D 2 RMK is generated using a gaussian centred distribution
of unit variance, then each column of D is normalized. The
residual matrix E 2 RMN is generated with a similar dis-
tribution, of variance 0:1. With this construction the average
signal to noise ratio between X and DS is between 0 dB and
3 dB. The experiments are averaged among 25 trials, and the
conﬁdence interval is below 0:02.
We simulate undersampling by artiﬁcially discarding ran-
domly selected Fourier coefﬁcients of each time series. Note
that this process does not correspond to the reality of kt space
undersampling, it is designed to study the behavior of alter-
nate low rank factorization with additional constraint. We see
the results as a proof of concept more than a practical oppor-
tunity for the moment, and keep in mind that a more realistic
set-up will need to be further investigated.
4.2.2. Choice of the parameters
The convergence is observed in 50 iterations, we set the max-
imum iteration to 200. The gradient steps are set to 10 2
empirically. It is also worth noting that unlike usual descent
algorithms the constraints might be uneffective if the gradient
step  is too small, due to the 1-sparse hardthresholding step.
4.2.3. Smoothing kernel
We simulate the preprocessing of the data with spatial
smoothing obtain by convolution with a two dimensional0 0.2 0.4 0.6 0.8 1
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Fig. 2. Role of the neighborhood constraint : Dice similarity
of the assignments for different level of undersampling
12  12 gaussian kernel of unit variance. We will refer to
sharp method if a framework is applied to the original data
and smooth method when applied to the resulting smoothed
data. This operation eases the spatial clustering at the centre
of the clusters. Our goal is to compare this operation with a
spatial total variation constraint in undersampling conditions.
4.2.4. Performance of the unconstrained low-rank clustering
As shown Fig. 2, the smoothing kernel tends to lower the per-
formances in sufﬁciently sampled data. The neighborhood
constrained and the unconstrained methods on sharp data per-
forms similarly if the undersampling ratio is above 50 %.
In this regime, unlike most clustering algorithms, our
framework without any neighboring constraint nor spatial
smoothing is able to recover the parcellation with a Dice sim-
ilarity higher than 0.75. Although the problem formulation
of (1) differs from the known theoretical guarantees of sparse
and low rank recovery, this results suggest an identiﬁability
of the problem suitable for a compressed-sensing framework.
4.2.5. Performance depending on the undersampling ratio
We conducted the experiments for different sampling ra-
tios between 2:5% and 95%. We present Fig. 2 the result-
ing Dice similarity averaged over 30 different datasets with
the same spatial grid. If the undersampling ratio is below
50 %, the neighborhood constrained method on both sharp
and smoothed data performs signiﬁcativly better than the
unconstrained method. Moreover, the similarity of the per-
formances when applied to smooth and sharp data shows that
the neighborhood contraint behave like a smoothing spatial
constraint. In contrast, when using the unconstrained method,
there is a gap between the performances on the smooth and
sharp data.
4.2.6. Comment on the role of the neighborhood constraint
A detailed illustration of the resulting assignments is dis-
played Fig. 2. We chose a conﬁguration where the smooth
and sharp neighborhood constrained methods perform with a
comparable Dice similarity around 0:6, for an undersampling
ratio of 35%. The neighborhood constraint preserves the
edges of each cluster, whereas heavy spatial smoothing loses
more precision far from the cluster centred.
5. EXPERIMENTS ON RESTING STATE FMRI DATA
In the section we illustrate the possibilities of our clustering
algorithm using datasets provided by the Human Connectome
Project.
5.1. Description of the data
We use resting state FMRI data acquired with a 2 mm
isotropic spatial resolution and a 1:4 s temporal resolution.
The data was processed using the project’s preprocessing
standards, involving cortical surface modeling, bias ﬁeld
correction, structural registration, noise reduction, surface
smoothing.
The resulting data contain N = 64984 time series of
length M = 4500, for 66 subjects. In order to validate our
method by cross-validation we splitted the data into two data
matrices averaged over 33 subjects.
5.2. Comparison between two datasets
As there is no ground truth available, we use the stability be-
tween the estimation on two different datasets as a perfor-
mance measure. The unconstrained method shows a Dice
similarity of 0:49. We illustrated the stability of the clustering
Fig. 3. In order to visualize the results we split the clustering
into connected components, and discard all regions with less
than 200 elements. As a result the Dice similarity is improved
to 0:51.
For an undersampling ratio of 40%, the unconstrained
method fails completly with a Dice similarity of 0:04 com-
pared to the full sampled data, whereas the total variation
constrained method reachs a Dice similarity of 0:24.
6. CONCLUSION AND PERSPECTIVES
We presented a new matrix factorization interpretation of the
widely studied statistical clustering problem. We proposed an
algorithmwhichtacklesthecorrespondingoptimizationprob-
lem, with an experimental study of an example brain parcel-
lation on real data.Fig. 3. Comparison of the brain parcellation results obtained
between the two datasets
The quality of the results obtained on simulated data sug-
gests a theoretical study of the guarantees of identiﬁcation of
low-rank 1-sparse unconstrained problem. In addition, the
neighboring constraint is a successful example of the use of
cost functions for the regularization of brain parcellation us-
ing more complex priors.
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