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$X_{1},$ $X_{2},$ $\cdots$ $N(\mu, \sigma^{2})$
$\sigma^{2}$
$\mu$ 3




(2) ( ) $W>0$ $\theta$
$n$
$E_{\theta}(\overline{X}_{n}-\mu)^{2}\leq W$









( $\sigma^{2}$ ) ( (1)
$darrow \mathrm{O}_{\text{ }}$ (2) $Warrow \mathrm{O}_{\text{ }}$ (3) $\mu_{1}-$ \rightarrow 0 )
2 2 2
Holm (1995) Hall (1981) 3
(1 3 2

















$m(\geq 2)$ $X_{1},$ $\ldots$ , X $S_{m}^{2}= \sum.m(=1X.\cdot-$
$\overline{X}_{m})^{2}/(m-1)$
$N= \max\{m,$ $[ \frac{t_{m-1}^{2}S_{m}^{2}}{d^{2}}]+1\}$
$t_{m-1}$ $m-1$ $t$ 100 $\cross$ \mbox{\boldmath $\alpha$}% $[x]$ $x$
$N>m$ $N-m$ $X_{m+1},$ $\ldots,$ $X_{N}$
$\overline{X}_{N}$ (1) (Stein,
1945)
















ni$d^{2}arrow 0$ as $darrow \mathrm{O}$ $t$
$t_{\nu}^{2}=u^{2}+ \frac{u^{2}(u^{2}+1)}{2\nu}+o(\frac{1}{\nu})$ as $\nuarrow\infty$ $.(\nu=m-1)$
$\lim_{darrow 0}.E_{\theta}(N-n_{d})\geq\frac{\sigma^{2}(t_{\nu}^{2}-u^{2})}{d^{2}}arrow\infty$
$\theta$ 2
$md^{2}arrow a(>0)$ as $darrow \mathrm{O}$ $\sigma^{2}<a/(2u^{2})$
$\theta$






Holm (1995) 3 .$\text{ }$. $m(\geq 2)$2
$M_{2}=. \max\{m+\ell,$ $[ \frac{cu^{2}S_{m}^{2}}{d^{2}}]+1\}$ .
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$M= \max\{M_{2},$ $[ \frac{t_{\nu-1}^{2}\overline{S}_{\nu}^{2}}{d^{2}}]+1\}$
$M>M_{2}$ $M-M_{2}$ $\overline{X}_{M}$
(1)




$S_{m}$ $\sqrt{M}(\overline{X}_{M}-\mu)/\tilde{S}_{\nu}$ $\nu-1$ $t$
Holm 3 $m$ 2
2 $m$ $m=O(d^{-2/r})$ as $darrow \mathrm{O}(r>1)$
$\lim_{darrow 0}E_{\theta}(M-n_{d})=\frac{1+u^{2}}{2c}+\frac{1}{2}$ .
$N_{2^{\text{ }}}U$




$=E_{\theta}( \frac{t_{\nu-1}^{2}\sigma^{2}}{d^{2}})-E_{\theta}(U)+1+o(1)$ , as $darrow 0$
$t$ $n_{d}/\nuarrow 1/c$ as $darrow \mathrm{O}$
$E_{\theta}( \frac{t_{\nu-1}^{2}\sigma^{2}}{d^{2}})=n_{d}+\frac{u^{2}+1}{2c}+o(1)$ as $darrow 0$
161
$U$ $(0, 1)$









$d$ $m$ $md\approx 4$ (
2 $r=2$ ) $\text{ }$ 95%
5000
1 $E(M-n_{d})_{\text{ }}E(N-n_{d})$ (CP) (SE)
3 $c=0.5_{\text{ }}\ell=10$
1 2












$\ell=10$ 914 $\ell=2$ 56526
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1: 95% $(\ell=10, c=0.5)$
2: 3 ( 95%, $\mathrm{c}=0.5$ )
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3(\ell =2) 4 $(\ell=10)$ 10











3: $\ell=2$ 3 ( 95%, $\mathrm{m}=10,$ $\mathrm{c}=0.5$ )





$\lim_{darrow 0}E(M-n_{d})$ $=$ 5.34 $(c=0.5)$






























































$N= \max\{m,$ $[ \frac{(m-1)S_{m}^{2}}{(m-3)W}]+1\}$ .
165
$N>m$ $N-m$ $\ovalbox{\tt\small REJECT}_{N}$ (2)
(Rao, 1973)














$mWarrow \mathrm{O}$ as $Warrow \mathrm{O}$






$mWarrow a(>0)$ as $Warrow \mathrm{O}$ $\sigma^{2}<a/2$
$\theta$









$\sigma^{2}<a/2$ $\theta$ 2 V)
Holm (1995) 3
$m(\geq 2)$ 2
$M_{2}= \max\{m+\ell,$ $[ \frac{cS_{m}^{2}}{W}]+1\}$
















4 $m$ $m=O(W^{-1/f})$ as $Warrow \mathrm{O}(r>1)$
$\lim_{Warrow 0}E_{\theta}(M-n_{W})=\frac{2}{c}+\frac{1}{2}$.
$N_{2^{\text{ }}}U$




$=$ $E_{\theta}( \frac{(\nu-1)\sigma^{2}}{(\nu-3)W})-E_{\theta}(U)+1+o(1)$ , as $Warrow \mathrm{O}$
$n_{W}/\nuarrow 1/c$ as $Warrow \mathrm{O}$
$E_{\theta}( \frac{(\nu-1)\sigma^{2}}{(\nu-3)W})=n_{W}+\frac{2}{c}+o(1)$ as $Warrow 0$
$U$ $(0, 1)$
$E_{\theta}(U)= \frac{1}{2}+o(1)$ as $Warrow 0$
$E_{\theta}(M)$
$E_{\theta}(M)$ $=n_{W}+ \frac{2}{c}-\frac{1}{2}+1+o(1)$




(3) $\sigma^{2}$ $n$ $n_{d}=\rho^{2}\sigma^{2}/d^{2}$
$\sqrt{n}(\overline{X}_{n}-\mu_{0})/\sigma>u’$ H
$\Phi(u’)=1-\alpha_{\text{ }}\Phi(u’’)=\beta_{\text{ }}\rho=u’-u_{\text{ }^{}\prime\prime}d=\mu_{1}-\mu_{0^{\text{ }}}$ (
$P_{\theta_{0}}(\sqrt{n}(\overline{X}_{n}-\mu_{0})/\sigma>u’)$ $=$ $1-\Phi(u’)$
$=$ $\alpha$








$N– \max\{m,$ $[ \frac{\rho_{m}^{2}S_{m}^{2}}{d^{2}}]+1\}$
$\rho_{m}=t_{m-1}’-t_{m-1}’’,$ $\theta_{m-1}$ $\theta_{m-1}’$ $m-1$ $t$
100\mbox{\boldmath $\alpha$}%‘100(1-\beta )% $N>m$ $N-m$
$\sqrt{N}(\overline{X}_{N}-\mu_{0})/S_{m}>t_{m-1}$’ H (3)




















$md^{2}arrow 0$ as $darrow \mathrm{O}$ $t$
$\rho_{m}^{2}=$
.





$md^{2}arrow a(>0)$ as $darrow \mathrm{O}$ $\sigma^{2}<a/(2\rho^{2})$
$\theta$










Holm (1995) 3 $m(\geq 2)$ 2
$\beta \mathrm{g}\text{ ^{}\mathrm{r}}\text{ }$
$M_{2}= \max\{m+\ell,$ $[ \frac{c\rho^{2}S_{m}^{2}}{d^{2}}]+1\}$
$\ell(\geq 2)$ $c(0<c<1)$ | 2
$M_{2}-m$
$\tilde{S}_{\nu}^{2}(\nu=M_{2}-m\geq$
$\ell)\text{ _{ } }\mathrm{f}\mathrm{f}\mathrm{i}_{\backslash }\text{ }$
$M= \max\{M_{2},$ $[ \frac{\rho_{\nu}^{\prime 2}\tilde{S}_{\nu}^{2}}{d^{2}}]+1\}$
$\rho_{\nu}’=t_{\nu-1}’-t_{\nu-1^{\text{ }}^{}\prime\prime}M>M_{2}$ M–M2




$S_{m}$ $\sqrt{M}(\overline{X}_{M}-p_{\mathit{0}})/\tilde{S}_{\nu}$ $\nu-1$ $t$
$P_{\theta_{1}}(\sqrt{M}(\overline{X}_{M}-\mu_{0})/\tilde{S}_{\nu}<t_{\nu-1}’)$








6 $m$ $m=O(d^{-2/r})$ as $darrow 0|$ $(r>1)$
$\lim_{darrow 0}E_{\theta}(\tilde{M}-n_{d})=\frac{u^{\prime 2}+u’u’’+u^{\prime\prime 2}+1}{2c}+\frac{1}{2}$.
$l$
$N_{2^{\text{ }}}U$




$=$ $E_{\theta}( \frac{\rho_{\nu}^{2}\sigma^{2}}{d^{2}})-E_{\theta}(U)+1+o(1)$ , as $darrow 0$
$t$
$n_{d}/\nuarrow 1/c$ as $darrow \mathrm{O}$
$E_{\theta}( \frac{t_{\nu-1}^{2}\sigma^{2}}{d^{2}})=n_{d}+\frac{u^{\prime 2}+u’u’’+u^{\prime O}+1}{2c}+o(1)$ as $darrow 0$
$U$ $(0, 1)$
$E_{\theta}(U)= \frac{1}{2}+o(1)$ as $darrow 0$
$E_{\theta}(M)$
$E_{\theta}(M)$ $=$ $n_{d}+ \frac{u^{\prime 2}+u’u’’+u^{\prime\prime 2}+1}{2c}-\frac{1}{2}+1+o(.1)$
$=$ $n_{d}+ \frac{u^{\prime 2}+u’u’’+u^{\prime\prime 2}+1}{2c}+\frac{1}{2}+o(1)$ , as $darrow 0$
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