








































物、军事、航 天 等 大 规 模 数 据 密 集 型 应 用 提 供 计 算 服
务［１－３］．光子网格 的 计 算 资 源 包 括 超 级 计 算 机、数 据 中
心、显示设备、虚 拟 现 实 设 备 等［４］．对 于 复 杂 的 光 子 网
格系统，如何有 效 地 调 度 这 些 计 算 资 源 以 满 足 用 户 所
提交的任务请 求，一 直 是 光 子 网 格 中 一 项 重 要 的 研 究
内容［５］．
光子网格中的任务调度问题可以抽象为存在数据
通信 的 工 作 流 调 度 问 题，一 般 通 过 有 向 无 圈 图
（Ｄｉｒｅｃｔｅｄ　Ａｃｙｃｌｉｃ　Ｇｒａｐｈ，ＤＡＧ）来 进 行 建 模，常 使 用 最
小化调度长度作为目标函数［６］．文献［７］证明了该类 问
题 是 一 个 非 确 定 性 多 项 式 （Ｎｏｎ－ｄｅｔｅｒｍｉｎｉｓｔｉｃ
Ｐｏｌｙｎｏｍｉａｌ，ＮＰ）难题，并设 计 了 一 种 考 虑 通 信 延 迟 的
列表算法，文献［８］针 对 光 子 网 格 中 的 任 务 调 度 问 题，
在文献［７］的 基 础 上 考 虑 了 光 网 络 中 的 路 由 选 择 对 通
信延迟的影响，提 出 了 一 个 综 合 考 虑 任 务 与 通 信 的 联
合调度模型，并 设 计 了 扩 展 列 表 算 法．文 献［９］在 文 献
［８］的基础上 证 明 了 理 论 调 度 算 法 与 实 际 调 度 存 在 偏
差，并提出 一 种 基 于 数 学 模 型 的 精 确 调 度 算 法．文 献
１－１００６０２０
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［１０］提出 一 种 基 于 工 作 流 中 关 键 任 务 优 先 调 度 的 算
法，进一步优化了任务的调度长度．文献［１１］说明了启







题，在随机搜索 调 度 算 法 思 想 的 基 础 上 设 计 了 一 种 迭
代列表调度算 法．该 算 法 通 过 不 断 估 计 调 度 过 程 中 任
务之间的通信 时 间 来 计 算 任 务 的 权 重，从 而 调 整 工 作
流中任务的排序，起到优化调度长度的目的，仿真实验
表明该算法能 够 有 效 地 减 少 任 务 的 调 度 长 度，并 且 更
适用于数据密集型的任务调度．
１　光子网格资源调度模型




光链路 资 源 以 及 光 交 换 节 点 资 源．本 文 使 用 无 向 图
Ｇｎ（Ｎ，Ｌ，ｔ，ｂｗ）来表示光子网格．Ｎ 表示光网格中的
节点集合，即系统中计算资源以及光交换节点的集合，
其中 Ｎ ＝ Ｐ ＋ Ｓ ，节 点Ｎ∈Ｐ表 示 系 统 中 的 计
算资源，节 点 Ｎ∈Ｓ表 示 系 统 中 的 光 交 换 节 点 资 源，
ｔｙｐｅ（ｒ）表示 资 源ｒ的 类 型．Ｌ 代 表 光 网 络 中 的 光 链
路集合，其中Ｌ＝ＬＡ＋ＬＴ，光 链ＬＡ 表 示 光 交 换 节 点 与
计算资源节点之间的接入链路，链路ＬＴ 表示光交换节
点与光交换节点之 间 的 传 输 链 路．ｂｗ（ｌ）代 表 光 链 路ｌ
的带宽．ｈ（ｎ）代表计算资源ｎ的处理能力，使用单位数
据在计算资源ｎ上 进 行 处 理 所 需 的 时 间 进 行 表 示．例
如，一个可执行子任务有３个单位的数据量，那么这个





一个到达系统的用 户 应 用 请 求．在ＤＡＧ图 中，包 含 了
若干个节点和 有 向 边，其 中 每 个 节 点 表 示 一 个 可 执 行
子任务，每一条 有 向 边 则 用 来 表 示 两 个 有 依 赖 关 系 的
子任务之间的数据通信 任 务．其 中 本 文 使 用Ｇｎ（Ｎ，Ｌ，
ｔ，ｃ）表 示 一 个 ＤＡＧ 任 务，Ｖ 代 表 子 任 务 的 集 合，
Ｅ 代表两个有依赖关系的子任务之间数据通信任务
的集合．ｅｉｊ∈Ｅ则表示子任务ｖｉ 与子任 务ｖｊ 之 间 的 数
据通信任务．ｔｙｐｅ（ｖ）表 示 子 任 务ｖ的 类 型，ｐｒｅｄ（ｖ）表
示子任务ｖ的 所 有 父 任 务 的 集 合，ｓｕｃｃ（ｖ）表 示 任 务ｖ
的所有子任 务 的 集 合，ｄ（ｖ）表 示 子 任 务ｖ的 数 据 量，
ｃ（ｅ）表示数据通信边ｅｉｊ在具有单位传输能力的光链 路
上进行传输时 的 时 间，对 于 一 个 带 宽 为ｂｗ（ｌ）的 光 链
路ｌ来讲，传输时间为ｃ（ｅ）／ｂｗ（ｌ）．
１．３　资源模目标函数及约束条件
































后才能开始执 行，即 父 任 务ｖｉ 执 行 结 束 后，才 能 开 始
进行通信任务，所以子任 务ｖｊ 的 开 始 时 间 一 定 要 大 于
或等于父任务ｖｉ 的结束时间．
ｔｆ（ｖｉ）≤ｔｓ（ｖｊ），ｖｉ∈ｐｒｅ（ｖｊ）


















































如图１所示，Ｖ１ 的底度 为２８，Ｖ２ 的 底 度 的 计 算 式
为ｂｌ（ｖ２）＝ｃ（ｖ２）＋ｂｌ（ｖ５）＋ｄ（ｅ２５），得 到Ｖ２ 的 底 度 为





到光子网格中．其 中 基 于 自 适 应 路 由 的 资 源 选 择 策 略
是将每个子任务试探性的调度到与之类型相同的可用
资源上，每次选 择 能 够 使 该 子 任 务 最 早 完 成 的 资 源 及
链路进行传输和调度．
２．２　迭代列表算法
由于扩展列表 调 度 算 法 利 用ＤＡＧ中 的 通 信 时 间
进行底度的计 算，但 实 际 调 度 过 程 中 会 出 现 光 链 路 被
占用而产生通信延迟，从而导致实 际 通 信 时 间 与ＤＡＧ
中的通 信 时 间 不 一 致．因 此 扩 展 列 表 调 度 直 接 利 用
ＤＡＧ中的通信 时 间 计 算 底 度 所 得 到 的 排 队 序 列 并 不
是最优的调度 序 列，而 随 机 调 度 算 法 通 过 多 次 随 机 调
整排队序列可以找到优于扩展列表算法所得到的调度
序列，但却存在 循 环 次 数 多、结 果 随 机 性 大 的 问 题．根
据以上考虑，本文提出一种迭代列表调度算法，该算法
是在扩展列表 调 度 的 基 础 上，利 用 扩 展 列 表 调 度 算 法
得到初始的调 度 序 列，然 后 通 过 估 计 子 任 务 调 度 过 程
中的通信时间，重新计算子任务的底度，从而调整子任
务的排队序列 得 到 第 二 代 的 调 度 序 列，算 法 不 断 迭 代



























　　基于以上思想 给 出 式（２）和 式（３），具 体 过 程 描 述
为









如图１，该ＤＡＧ任务图 中 包 含７个 子 任 务 和８条
通信边，其中每条通信边上的权重为通信量的值，每个
子任务的执行 时 间 和 具 体 类 型 见 表４，将 该 子 任 务 调
度到图２所示的网络中，利用式（１）通过计算每个节点
的底度可以得到子任务 的 执 行 顺 序 为：Ｖ０、Ｖ１、Ｖ２、Ｖ３、
Ｖ４、Ｖ５、Ｖ６，按照该顺序 通 过 自 适 应 路 由 算 法 将 子 任 务




Ｔａｓｋ　 Ｖ０ Ｖ１ Ｖ２ Ｖ３ Ｖ４ Ｖ５ Ｖ６
Ｄ（ｖ） ９　 １６　 ８　 ５　 １５　 ３　 ８






调度过程中实际的通 信 时 间，得 到 表５．根 据 估 计 的 通
信时间，通过重新计算每个子任务的底度，可以得到第
二 代的调度顺序为：Ｖ０、Ｖ２、Ｖ１、Ｖ３、Ｖ５、Ｖ４、Ｖ６，按 照 该
表５　第二代通信时间表
Ｔａｂｌｅ　５　Ｔｈｅ　ｓｅｃｏｎｄ　ｇｅｎｅｒａｔｉｏｎ　ｃｏｍｍｕｎｉｃａｔｉｏｎ　ｓｃｈｅｄｕｌｅ
Ｅｄｇｅ　 Ｅ０１ Ｅ０２ Ｅ０３ Ｅ１４ Ｅ２５ Ｅ３５ Ｅ４６ Ｅ５６
Ｄ（Ｅｉｊ） ９　 ８　 ９　 １２　 １３　 １５　 １９　 １７
Ｄ２（Ｅｉｊ） ９　 ８　 １８　 １２　 ４２　 １５　 １９　 ３５




点数量ｖ、通信 边 数 量ｅ、光 网 络 交 换 节 点 数 量ｐ以 及
光网 络 传 输 链 路 数 量ｌ有 关．迭 代 列 表 调 度 算 法 在 每
一次循环中的 时 间 复 杂 度 计 算 为：更 新 通 信 边 的 值 时
间复杂度Ｏ（ｅ），计 算 底 度 的 时 间 复 杂 度Ｏ（ｖｐ），任 务
按底度排序的时间复 杂 度Ｏ（ｖｌｏｇｖ），资 源 选 择 及 其 路
由选择的时间复杂度Ｏ（ｖ（ｌｏｇｐ＋ｌ）），所以迭代列表调




真实验．通过１６个节 点 ＮＳＦＮＥＴ网 络 拓 扑［８］，并 且 假
设网络中 每 个 光 交 换 节 点 均 有 一 个 计 算 资 源 与 之 相




实验中采取文 献［１４］随 机 生 成 子 任 务 的 方 式．为
了 满 足 实 验 的 要 求，定 义 参 量：ＣＣＲ：通 信 计 算 比
（Ｃｏｍｍｕｎｉｃａｔｉｏｎ　Ｃｏｍｐｕｔａｔｉｏｎ　Ｒａｔｉｏ，ＣＣＲ），即ＤＡＧ中
所有边的通信时间代价与所有子任节点的执行时间代
价的比值．对于ＣＣＲ的取值，本 文 采 取０．１、１和１０分
别仿 真 低、中、高 不 同 通 信 密 集 程 度 的 ＤＡＧ 应 用．
Ｏｕｔｄｒｇｅｅ：代表每个子任务节 点 的 平 均 出 度，即 每 个 可
执行子任务与 其 他 子 任 务 之 间 的 平 均 通 信 代 价，本 文
节点的平均出度取２．
产生ＤＡＧ的 方 法：ＤＡＧ任 务 中 的 每 条 边 以 相 同
的概率产生（基于 每 个 节 点 的 平 均 出 边 的 数 量），ＤＡＧ
任务中每 个 节 点 的 任 务 量 服 从 区 间［１，１９］的 均 匀 分
布，均值为１０，边的权 值 的 选 取 与 设 定 的ＣＣＲ值 和 边
的平均权值有 关，其 具 体 过 程 见 文 献［１４］并 且 边 的 权
值也服从均匀分布．
３．１　算法对比实验
实验中为了进 行 算 法 对 比，采 取 文 献［１５］所 定 义











的性 能，本 文 采 取 如 下 实 验 方 案：通 过１６个 节 点 的
ＮＳＦＮＥＴ网络 拓 扑，子 任 务 数 量 分 别 为１０、２０、５０、
１００、２５０、５００、１　０００，ＣＣＲ值分 别 为０．１、１、１０，且 针 对
每种子任务数量以 及ＣＣＲ值 随 机 生 成１　０００个 实 例，
仿真 实 验 的 总 数 为２１　０００次，测 得 仿 真 实 例 中 平 均
７４．３９％的实例调 度 长 度 与 扩 展 列 表 调 度 算 法 相 比 得

























ＮＳＦＮＥＴ网络拓扑，子 任 务 的 数 量 分 别 为１０、２０、５０、
１００、２５０、５００、１　０００，ＣＣＲ值 分 别 为０．１、１、１０，且 针 对





善率和调度长 度 改 善 率 都 呈 上 升 趋 势；而 在 循 环 次 数
相同的情况下，迭 代 列 表 调 度 算 法 得 到 的 改 善 率 优 于
随机调度算法．可见，迭代列表调度算法在每次循环中














仿真结果还可 以 看 出 在 循 环 次 数 为５时，迭 代 列 表 调
度算法就可以 得 到 较 满 意 的 调 度 结 果，因 此 本 文 仿 真
实验过程中采取的循环次数为５．
从图５中可以看出迭代列表调度算法的平均改善
率随着循环次 数 的 增 加 呈 上 升 趋 势，而 随 机 调 度 算 法
的平均改善率随着循环次数的增加未呈现规律，可见，
迭代列表调度 算 法 随 着 循 环 次 数 的 不 断 增 加，会 逐 步
改善任务的调 度 长 度，也 可 以 看 出 随 机 调 度 算 法 的 随
机性大．在仿真过 程 中，随 机 调 度 算 法 在ＤＡＧ图 中 子
任务数较大的 情 况 下，需 用 通 过 大 量 的 循 环 次 数 才 能
获得优于扩展 列 表 算 法 得 到 的 调 度 长 度；而 这 种 情 况
下，迭代列表调 度 算 法 使 用 较 少 的 循 环 次 数 就 能 获 得
优于扩展列表算法得到的调度长度．
３．２　ＣＣＲ的影响
为了 研 究ＣＣＲ的 不 同 取 值 对 调 度 实 例 改 善 率 和
调度长度改善率的影响，本文采取如下实验方案，通过
１６个节点的ＮＳＦＮＥＴ网络拓扑，子任 务 的 个 数 为１０、
２０、５０、１００、２５０、５００、１　０００，ＣＣＲ值 分 别 为０．１、０．２５、
５－１００６０２０
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０．５、０．７５、１、２．５、５、７．５、１０，且针对每种子任 务 数 量 以
及ＣＣＲ值随机生成１　０００个 实 例，测 得 平 均 调 度 实 例
改善率和平均调度长度改善率如图６．
从图６（ａ）可以 看 出 随 着ＣＣＲ的 增 加 调 度 实 例 改
善率并没有出现明显变化，而 从 图６（ｂ）可 以 看 出 迭 代
列表调度算法的 调 度 长 度 改 善 比 率 随 着ＣＣＲ值 的 增
加呈上升趋势．这 是 因 为 在 随 着ＣＣＲ值 的 增 加，数 据
通信在占用链 路 的 时 间 也 将 增 加，从 而 导 致 子 任 务 的
实际通信时间与ＤＡＧ中的通信时间差别变大．而迭代
列表调度算法是按照更加准确的实际通信时间进行子








针对光子网格 中 任 务 和 通 信 的 联 合 调 度 问 题，在
扩展列表 算 法 的 基 础 上 提 出 了 一 种 迭 代 列 表 调 度 算
法．该算法通过 迭 代 的 方 式 不 断 估 计 调 度 过 程 中 子 任
务之间的通信时间，从而重新计算子任务的权重，调整
子任务的调度序列，达到优化调度长度的目的．在不同
子任 务 数、ＣＣＲ值 下 进 行 了 大 量 的 仿 真 实 验，并 将 调
度实例改善率和调度长度改善率与随机调度算法相对
比，仿真结果表 明 迭 代 调 度 算 法 在 大 部 分 的 工 作 流 实
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