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Resumen
En este trabajo se revisan tres modelos de problemas de localizacio´n
continua: (1) un problema general de localizacio´n con respecto a regiones
de demanda; (2) el problema de la mediana ordenada y (3) un problema de
localizacio´n multiobjetivo. Con ellos se pretende dar una amplia muestra
de los problemas que aparecen en el a´mbito de la Teor´ıa de Localizacio´n
continua, as´ı como estudiar propiedades que permitan caracterizar los
conjuntos de soluciones. El trabajo incluye una larga lista de referencias
que facilitara´n al lector adentrarse ma´s profundamente en e´stos y otros
modelos de la Teor´ıa de Localizacio´n.
Palabras clave: Continuous location theory, ordered median function.
Clasificacio´n por materias AMS: 90-B85,52B55,90C25
1 Introduccio´n
Un problema de localizacio´n consiste en determinar la posicio´n de uno o
ma´s servidores que optimicen alguna medida de efectividad con respecto a un
conjunto de ubicaciones conocidas “a priori”. Estas ubicaciones son usualmente
denominadas centros de demanda.
La Teor´ıa de Localizacio´n, como cualquier otra disciplina de la Investigacio´n
Operativa, desarrolla modelos matema´ticos que reflejan con la ma´xima fidelidad
posible la situacio´n real que se esta´ considerando, con soluciones adecuadas al
problema real que se modela.
Fecha de recepcio´n: 19 de febreo de 2004
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Aunque a veces resulta dif´ıcil realizar una clasificacio´n de los problemas
considerados dentro de un campo de investigacio´n, los problemas de localizacio´n
pueden agruparse en tres familias: (1) de localizacio´n continua; (2) de
localizacio´n discreta y (3) de localizacio´n en redes.
La localizacio´n continua considera problemas en los cuales las ubicaciones se
consideran inmersas en un espacio continuo, t´ıpicamente en un espacio Eucl´ıdeo.
La localizacio´n discreta impone que el conjunto de lugares candidatos para
ubicar el servicio o servicios es finito. Finalmente, cuando los puntos de demanda
esta´n sobre un grafo y los servicios deben posicionarse sobre los nodos o aristas
del mismo se denominan problemas de localizacio´n en redes.
Por motivos de extensio´n, este trabajo se restringe a considerar algunos
modelos de localizacio´n continua. Excelentes referencias que cubren todas las
vertientes de la Teor´ıa de Localizacio´n son [9, 10, 16, 24, 32].
El origen de la Teor´ıa de Localizacio´n se puede atribuir a la Grecia antigua,
donde se estudiaron por primera vez las propiedades de puntos singulares
dependiendo de la configuracio´n de unos puntos dados. Se cree que, cuando la
armada Sarracena en el 638 destruyo´ la Biblioteca de Alejandr´ıa, e´sta conten´ıa al
menos tres soluciones diferentes a lo que hoy se denomina problema de Fermat
(1601–1665). E´ste, al final de su ce´lebre trabajo sobre ma´ximos y mı´nimos,
enuncia el siguiente problema, al que no encuentra solucio´n:
“Dados tres puntos A,B y C en el plano, encontrar un cuarto punto
P tal que la suma de las distancias a los otros tres sea mı´nima”.
Este problema fue “resuelto” geome´tricamente por Torricelli (1608–1647).
Su procedimiento consiste en trazar un tria´ngulo equila´tero a partir de cada
lado del tria´ngulo que se obtiene al unir los puntos dados y trazar despue´s las
circunferencias que circunscriben a cada uno de ellos. El punto donde intersecan
estas tres circunferencias, llamado punto de Torricelli, es la solucio´n.
En 1834, Heinen probo´ que la solucio´n propuesta por Torricelli no era
correcta de forma general. En el caso de que uno de los a´ngulos que forman
los tres puntos iniciales sea igual o superior a 120o, el ve´rtice correspondiente a
este a´ngulo es la solucio´n del problema.
En su Doctrine and Application of Fluxions (1750), Simpson generalizo´ este
problema para as´ı obtener el punto que minimiza la suma ponderada de las
distancias a tres puntos dados.
En 1857, Sylvester considero´ un problema equivalente de localizacio´n bajo el
criterio minimax, donde se buscaba el menor c´ırculo que conten´ıa un conjunto
de puntos. Una solucio´n geome´trica, atribuida a Pierce, fue dada en 1860.
A principios del siglo XX, A. Weber [46] propuso como criterio para la
localizacio´n de las industrias la minimizacio´n de los costes de transporte o,
equivalentemente, las distancias de viaje. Es por ello que el problema consistente
en minimizar la suma de distancias se conoce hoy d´ıa como problema de Fermat-
Weber.
Debido a que estos autores no dispon´ıan de ordenador, sus me´todos de
resolucio´n no pod´ıan ser iterativos sino geome´tricos. Uno de los primeros
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Figura 1: Punto de Torricelli
me´todos anal´ıticos para resolver el problema de Fermat-Weber se debe a
Weiszfeld y se encuentra en su art´ıculo “Sur le point lequel la somme des
distances de n points donne´s est minimum” en Tohoku Mathematics Journal.
Se trata de un procedimiento iterativo para localizar un nuevo servicio que
minimiza la suma ponderada de las distancias Eucl´ıdeas a los puntos de
demanda. Este art´ıculo escrito en france´s, enviado desde Praga y publicado
en una revista japonesa en 1937, fue virtualmente desconocido hasta finales de
los sesenta. Por esta razo´n, el me´todo fue redescubierto por otros investigadores
a finales de los cincuenta y principios de los sesenta.
A finales de los an˜os sesenta la Teor´ıa de Localizacio´n se diversifico´ y
comenzo´ a interesar a arquitectos, economistas, ingenieros, geo´grafos,
especialistas en ciencias de la empresa, investigadores operativos, analistas de
sistemas, planificadores urbanos, etce´tera, convirtie´ndose as´ı en una cuestio´n
multidisciplinar. Aunque el intere´s por este tema ha venido creciendo desde los
an˜os sesenta, ha sido en las dos u´ltimas de´cadas cuando el nu´mero de trabajos
publicados en revistas cient´ıficas ha aumentado considerablemente. As´ı desde
1991 pueden encontrarse en el Mathematics Subject Classification los ep´ıgrafes
90B85 Localizacio´n continua y 90B80 Localizacio´n discreta entre los 19 t´ıtulos
de la seccio´n 90Bxx de Operations Research and Management Science.
Para obtener una mejor comprensio´n de la estructura de los problemas de
localizacio´n, a continuacio´n se describen brevemente los elementos comunes a
todos ellos.
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El espacio solucio´n:
Es el espacio soporte donde se define el problema. La eleccio´n de un espacio
solucio´n apropiado es crucial, porque determina aspectos tan importantes como
la precisio´n o la resolubilidad del modelo. Entre los espacios ma´s usuales se
encuentran:
- Espacios discretos: Cuando existe un nu´mero finito de candidatos a
solucio´n.
- Redes: Los candidatos a solucio´n se encuentran sobre un grafo, usualmente
representando una red de comunicacio´n. Los nodos correspondientes
representan elementos importantes, como ciudades o cruces. Los arcos
representan conexiones entre nodos, como carreteras, calles, conexiones
de luz, etc.
- Espacio Eucl´ıdeo Rn: Se emplea cuando el problema presenta aspectos
regionales que no pueden ser discretizados. Adema´s, puede ser utilizado
para aproximar redes cuando el nu´mero de nodos y arcos es muy grande.
Los casos n = 2 y n = 3 tienen un claro significado f´ısico. Los casos en que
n ≥ 4 han sido usados para modelar y resolver problemas de estimacio´n
estad´ıstica.
- Esfera: Es u´til para aquellas situaciones reales que hacen aparecer
distancias de grandes magnitudes.
- Superposicio´n de un grafo sobre un espacio continuo: E´ste es un espacio
solucio´n donde una red, que representa conexiones de alta velocidad, se
superpone sobre un espacio Eucl´ıdeo o una esfera. Esta´ motivado por el
auge de las Nuevas Tecnolog´ıas en la sociedad actual y ha recibido gran
atencio´n recientemente.
Las ubicaciones existentes:
En te´rminos de Teor´ıa de Localizacio´n, las ubicaciones existentes representan
los usuarios que requieren ser servidos. Por ello, se les denomina puntos de
demanda. Usualmente se modelan mediante un conjunto A y una funcio´n de
intensidad asociada que es una medida de probabilidad sobre A.
Existen dos formas diferentes de representar la demanda: por un conjunto
finito de puntos o por regiones del espacio solucio´n.
En el primer caso, se considera un conjunto de puntos A = {a1, . . . , aM} y un
conjunto de pesos {w1, . . . , wM} que representan la importancia (o intensidad)
de la demanda generada en cada punto.
En el modelo regional, la demanda se representa mediante una regio´n
R (no necesariamente conexa) incluida en el espacio solucio´n y una medida
de probabilidad con soporte en R. E´sta representa la importancia de cada
subconjunto medible de R.
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La nueva ubicacio´n:
La localizacio´n de la nueva ubicacio´n es la inco´gnita o variable de decisio´n
del problema general de localizacio´n. Esta variable esta´ caracterizada por:
a) El nu´mero y la cualidad de los servicios que se ubican. Si es ma´s de
uno, sera´ necesario especificar las caracter´ısticas de cada uno de ellos.
Cuando son ide´nticos, como por ejemplo buzones de correo, el modelo que
se considera es un modelo multiservicio. Por otro lado, como en el caso
de servicios de salud (centros de emergencia, centros de salud, hospitales,
etc.), se pueden considerar problemas de localizacio´n jerarquizados.
b) La naturaleza del servicio. Se puede hacer una distincio´n entre servicios
atractivos y repulsivos.
Un servicio es atractivo cuando todos los puntos de demanda valoran
positivamente la proximidad al nuevo servidor. Se pueden considerar
centros atractivos aque´llos que produzcan beneficios de tipo econo´mico,
cultural, etc. a los puntos de demanda, como por ejemplo una biblioteca
o un hospital.
Sin embargo, desde la segunda mitad del siglo XX han ido apareciendo
diferentes centros o lugares de almacenamiento de distintos tipos que
pueden causar dan˜os o perjuicios a la salud, que deterioran el medio
ambiente o que constituyen una amenaza a nuestro bienestar o estilo de
vida. En definitiva, centros de actividad que se prefiere tener lo ma´s lejos
posible. As´ı ocurre con la ubicacio´n de centrales nucleares, cementerios
de residuos radiactivos, fa´bricas que producen contaminacio´n ambiental
por gases, ruidos, radiaciones, plantas de tratamiento de desechos de los
centros urbanos (basureros), etc. A este tipo de servicios se les denomina
repulsivos o semi-repulsivos.
La funcio´n objetivo:
Debido a que el estudio de la Teor´ıa de Localizacio´n que se lleva a cabo en
este trabajo es de tipo cuantitativo, los problemas que se consideran tienen la
siguiente formulacio´n comu´n:
opt
x=(x1,...,xN )∈S
F
(
d(a, (x1, . . . , xN ))a∈A
)
donde
F es una funcio´n globalizadora (no necesariamente escalar),
“opt” significa optimizar, es decir, minimizar o maximizar,
S es el espacio solucio´n,
x es la nueva ubicacio´n (variable de decisio´n),
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A es el conjunto de ubicaciones existentes,
a es una ubicacio´n existente,
d(·, ·) es una medida de la distancia de una ubicacio´n existente a una nueva
ubicacio´n.
La eleccio´n de la funcio´n objetivo a utilizar es a veces dif´ıcil. Evidentemente,
la solucio´n final depende fuertemente de esta eleccio´n (ver [4]), por lo que resulta
esencial cuidar esta parte del proceso de modelado.
La propuesta ma´s aceptada para su seleccio´n consiste en establecer unos
principios de racionalidad (axiomas) que debe verificar la solucio´n y entonces
intentar obtener funciones objetivo a trave´s de un proceso basado en esa
axioma´tica.
Diferentes funciones objetivo han dado lugar a los problemas cla´sicos
considerados en Teor´ıa de Localizacio´n:
1. Problema de Fermat-Weber o modelo “minisum”. El problema consiste,
como hemos indicado anteriormente, en la minimizacio´n de la distancia
esperada a una nueva ubicacio´n x:
inf
x∈S
∫
A
d(x, a) dν(a),
donde dν(a) es una medida de probabilidad sobre A. Cuando A es finito,
A = {a1, . . . , aM}, el problema es
inf
x∈S
M∑
i=1
µ(ai)d(x, ai),
donde los µ(ai) > 0 y
∑M
i=1 µ(ai) = 1.
El modelo “minisum” tiene sentido cuando intentamos hacer valer un
criterio econo´mico, en el sentido de minimizar el coste promedio que
soporta la localizacio´n de un nuevo servicio.
2. Problema del centro o modelo “minimax”. Es similar al problema anterior,
pero ahora, minimizando la ma´xima distancia ponderada por µ, es decir,
inf
x∈X
(
sup
a∈A
µ(a)d(x, a)
)
.
El modelo minimax corresponde a aplicar un criterio de calidad del servicio
proporcionado.
3. Problema “cent-dian”, [4, 17]. Dado λ ∈ (0, 1), la funcio´n objetivo es ahora
la correspondiente combinacio´n convexa de las funciones objetivo suma y
ma´ximo. Es decir, el problema es
inf
x∈X
{
λ
∫
A
d(x, a)dµ(a) + (1− λ) sup
a∈A
µ(a)d(x, a)
}
.
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El modelo “cent-dian” corresponde a un compromiso entre los modelos
“minimax” y “minisum”. Esta´ justificado por el hecho de que estos
criterios son contrapuestos en la mayor´ıa de los casos.
4. Problema de la mediana ordenada. Dado un nu´mero finito de ubicaciones
existentes A = {a1, . . . , aM} y dados unos pesos λ1, . . . , λM , ordenados en
orden no decreciente, el problema consiste en minimizar la siguiente suma
de distancias ordenadas:
inf
x∈X
M∑
i=1
λid(i)(x).
Aqu´ı, d(i)(x) = d(x, aσi) es el i-e´simo elemento en la lista ordenada de
distancias, es decir,
d(x, aσ1) ≤ . . . ≤ d(x, aσM ),
donde σ es una permutacio´n de {1, . . . ,M}. No´tese que este problema
incluye como casos particulares todos los problemas mencionados
anteriormente. Hablaremos de este problema en la seccio´n 4.
5. Problema multiobjetivo. Los problemas anteriores establecen “a priori”
el criterio bajo el cual se localizara´n los servicios. Sin embargo, existen
situaciones reales donde ser´ıa razonable utilizar simulta´neamente varios
criterios. Esto implica encontrar soluciones que sean o´ptimas frente a
varios criterios al mismo tiempo. Este tipo de problema se denomina
problema de localizacio´n multiobjetivo. La solucio´n ideal rara vez existe,
ya que los objetivos suelen ser contrapuestos, as´ı pues, el concepto de
solucio´n ideal es poco operativo. Esto impone la necesidad de introducir
soluciones de compromiso y de aceptar como solucio´n el concepto de
elemento no dominado. Con las soluciones de compromiso se asegura
que no existen soluciones mejores (en todos los criterios) que las que
se han encontrado. Para una discusio´n detallada sobre la naturaleza
multiobjetivo del problema de localizacio´n, ve´ase [27, 36]. Volveremos
sobre los problemas multiobjetivo en la seccio´n 5.
Las distancias:
La ubicacio´n de un nuevo centro va a depender de la posicio´n relativa de
e´ste, a trave´s de la nocio´n de distancia, con respecto a los puntos de demanda.
La distancia (o me´trica) en un espacio me´trico X, es una funcio´n que asigna
un valor real no negativo d(x, y) a cada par (x, y). Recue´rdese que debe verificar
las propiedades siguientes:
1. d(x, y) = 0 si y so´lo si x = y.
2. d(x, y) = d(y, x) (simetr´ıa).
3. d(x, z) ≤ d(x, y) + d(y, z) ∀x, y, z ∈ X (desigualdad triangular).
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Cuando el objetivo perseguido es resolver problemas de optimizacio´n, como
es nuestro caso, X es generalmente un espacio vectorial y se suelen exigir a
d(·, ·) algunas propiedades adicionales, como la convexidad, que tenga expresio´n
anal´ıtica o que sea lineal a trozos. De forma que, para su resolucio´n, se
puedan usar herramientas del Ana´lisis Convexo, del Ana´lisis Matema´tico o de
la Programacio´n Lineal, respectivamente.
Un calibrador γ(·) es una funcio´n definida sobre un espacio vectorial X que
toma valores reales y que verifica las siguientes propiedades;
1. γ(x) ≥ 0 ∀x ∈ X.
2. γ(x) = 0 si y so´lo si x = 0.
3. γ(λx) = λγ(x) cuando λ > 0.
4. γ(x+ y) ≤ γ(x) + γ(y) ∀x, y ∈ X.
Se dice que una distancia procede de un calibrador γ, cuando para todo
x, y ∈ X se verifica que d(x, y) = γ(y − x). Dado un calibrador γ(·) sobre X,
la bola unidad asociada es el conjunto Bγ = {x ∈ X : γ(x) ≤ 1}. Si Bγ es
sime´trica (i.e. −Bγ = Bγ), entonces γ(·) es una norma en X.
Dado un espacio vectorial X, toda funcio´n d(·, ·) definida sobre X ×X que
toma valores reales y verifica las propiedades de una me´trica (excepto quiza´ la
simetr´ıa) y adema´s es convexa, procede de un calibrador.
Entre las distancias ma´s usuales destacan la distancia Eucl´ıdea, que procede
de la norma Eucl´ıdea (γ(x) =
√∑n
i=1 x
2
i ) y tiene la ventaja de tener como bola
unidad el c´ırculo, que permanece invariante bajo rotaciones.
En segundo lugar, destaca la distancia rectangular o distancia de Manhattan
derivada de la norma rectangular (o norma l1) γ(x) =
∑n
i=1 |xi|. Se usa
para modelar situaciones en redes ortogonales o movimientos de robots,
que generalmente tienen sus desplazamientos restringidos a dos direcciones
ortogonales. En estos casos, cada movimiento esta´ generado por motores
independientes que no pueden trabajar simulta´neamente y que tienen
velocidades constantes e iguales.
Tambie´n resulta interesante citar la distancia de Tchebycheff, que procede
de la norma del ma´ximo o norma l∞, es decir, γ(x) = maxi=1,...,n |xi| y cuya
bola unidad en R2 es la resultante de aplicar un giro de 45o ma´s una homotecia
a la bola unidad de la distancia rectangular.
Como es bien sabido, las distancias mencionadas anteriormente son
casos particulares de las distancias lp, que proceden de la norma γp(x) =
(
∑n
i=1 |xi|p)
1
p .
Finalmente, mencionamos expl´ıcitamente las distancias que proceden de
calibradores polie´dricos y que fueron introducidas en [49]. Sea X = Rn y sea
γ(·) un calibrador en Rn. Se dice que γ(·) es polie´drico si la correspondiente bola
unidad Bγ es un politopo convexo (envolvente convexa de un nu´mero finito de
puntos, ver figura 2). Como casos particulares de estos calibradores volvemos a
encontrar las normas l1 y l∞.
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Figura 2: Ejemplo de bola unidad de calibrador polie´drico.
A continuacio´n y para finalizar esta introduccio´n, se describe el esquema
general del resto del art´ıculo. Los contenidos han sido divididos en seis secciones.
En la segunda seccio´n se recuerdan algunos resultados, principalmente de
Ana´lisis Convexo, que se van a utilizar a lo largo del trabajo. En las secciones
tercera, cuarta y quinta, se analizan tres modelos generales de localizacio´n
continua, obtenie´ndose caracterizaciones de sus respectivos conjuntos de
soluciones. La sexta seccio´n esta´ dedicada a conclusiones, finalizando el trabajo
con una lista de referencias bibliogra´ficas que permitira´n al lector profundizar
en los contenidos.
2 Preliminares
Esta seccio´n se dedica a preliminares matema´ticos. As´ı, se revisan una serie de
definiciones y resultados que facilitara´n el entendimiento del resto del trabajo.
Por simplicidad, los resultados analizados se han planteado en Rn, aunque en
su mayor´ıa sigan siendo va´lidos con mucha mayor generalidad.
Sea γ un calibrador con bola unidad B ⊂ Rn, siendo B un conjunto convexo
y compacto que contiene al origen en su interior.
La bola polar de B, denominada B0, viene dada por
B0 := { p ∈ Rn : 〈p, x〉 ≤ 1 ∀ x ∈ B }.
Dado un calibrador polie´drico γ cuya bola unidad es B, se denota por Ext(B) :=
{e1, . . . , eG} al conjunto de puntos extremos de B y se llaman direcciones
fundamentales de B, δ1, . . . , δG, a las direcciones definidas por 0 y los e1, . . . , eG
(ve´ase figura 2). La bola polar asociada es entonces tambie´n un politopo, ver
[45, 12].
El cono normal a B en x viene dado por (ve´ase figura 3)
NB(x) := {p ∈ Rn : 〈p, y − x〉 ≤ 0 ∀ y ∈ B}. (1)
Sea f : Rn → R una funcio´n convexa. Un vector p es un subgradiente de f
en x si
f(y) ≥ f(x) + 〈p, y − x〉 ∀y ∈ Rn.
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e1
e1 + NB(e1)
B
Figura 3: Cono normal a B en e1.
Evidentemente, si f es, por ejemplo, continuamente diferenciable en un abierto
U ⊂ Rn, para cada x ∈ U el u´nico subgradiente de f en x es p = f ′(x). El
conjunto de todos los subgradientes de f en x se llama subdiferencial de f en x
y se denota ∂f(x).
Dado un conjunto cerrado C, se denota por IC(·) su funcio´n indicatriz, es
decir,
IC(x) =
{
0 si x ∈ C
+∞ c.c.
y se denota por σC(·) la funcio´n soporte del conjunto C:
σC(p) = sup
x∈C
〈p, x〉 ∀p ∈ Rn.
Se verifica que γ(x) = σB0(x). Adema´s, se tiene que
∂γ(x) =
{
B0 si x = 0
{p ∈ B0 : 〈p, x〉 = γ(x)} si x 6= 0 (2)
∂IC(x) = NC(x) ∀x ∈ C, (3)
(ve´ase [21] para una prueba de estas igualdades). Sea f una funcio´n de Rn en
R∪{+∞} no ide´nticamente igual a +∞ y minimizada por una funcio´n af´ın. La
conjugada f∗ de f es la funcio´n definida por
f∗(p) = sup{〈p, x〉 − f(x) : x ∈ Rn} ∀p ∈ Rn.
Es conocido que
u ∈ ∂f(x)⇐⇒ x ∈ ∂f∗(u).
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Asimismo, se verifica la siguiente igualdad entre la funcio´n conjugada de la
funcio´n indicatriz y la funcio´n soporte:
I∗C(p) = σC(p) ∀p ∈ Rn. (4)
El ana´lisis de problemas de localizacio´n de naturaleza regional que se
llevara´ a cabo en secciones posteriores hace aconsejable que a continuacio´n,
analicemos algunas propiedades de la funcio´n inf-distancia, es decir, la funcio´n
que calcula la mı´nima distancia de un punto a un conjunto. Para ello, se
consideran un conjunto convexo Ai ⊂ Rn y un calibrador arbitrario γi. La
distancia de un punto x ∈ Rn al conjunto Ai con el calibrador γi viene definida
por
di(x,Ai) = inf{γi(x− ai) : ai ∈ Ai}.
Al conjunto projAi(x) := {ai ∈ Ai : di(x,Ai) = γi(x − ai)} se le denomina
proyeccio´n de x sobre Ai con el calibrador γi. No´tese que este conjunto no es
necesariamente un punto, e incluso puede ser vac´ıo cuando Ai no es cerrado.
Para asegurar que la proyeccio´n es un conjunto no vac´ıo, impondremos desde
ahora que el conjunto Ai sea compacto (obse´rvese que todo calibrador γ es una
funcio´n continua, ya que es convexa).
La funcio´n inf-distancia se puede expresar como sigue:
di(x,Ai) = inf
ai∈Ai
γi(x− ai) = inf
y∈Rn
{IAi(y) + γi(x− y)} =: (IAi ∗ γi)(x) (5)
(usualmente a (IAi ∗ γi)(x) se le llama producto de inf-convolucio´n de las
funciones IAi y γi). Gracias a esta representacio´n, es fa´cil comprobar que
di(·, Ai) es una funcio´n convexa (puesto que es el resultado de una inf-
convolucio´n de dos funciones convexas). Adema´s, por el corolario VI.4.5.5 de
[21], se obtiene la siguiente expresio´n del subdiferencial de di(·, Ai)
∂di(·, Ai)(x) = ∂IAi(ai) ∩ ∂γi(x− ai) ∀ai ∈ projAi(x).
No´tese que, cuando x ∈ Ai, projAi(x) = {x} y puesto que ∂γi(0) = Boi ,
se tiene que ∂di(·, Ai)(x) = NAi(x) ∩ B0i si x ∈ Ai. Mientras que, en general,
usando (2) y (3), se obtiene que
∂di(·, Ai)(x) = NAi(ai) ∩ {pi ∈ Boi : 〈pi, x− ai〉 = γi(x− ai)} ∀ai ∈ projAi(x).
(6)
Denotemos d∗i la funcio´n conjugada de di(·, Ai). La representacio´n (5) nos
permite adema´s calcular ∂d∗i (pi). En efecto, puesto que di(x,Ai) = (IAi ∗γi)(x),
aplicando el teorema 1 de la seccio´n 3.4 de [22], vemos que d∗i = I
∗
Ai
+ γ∗i .
Ahora bien, usando (4), resulta que I∗Ai es la funcio´n soporte de Ai ( es decir
I∗Ai = σAi) y la funcio´n conjugada de γi es la funcio´n indicatriz de su bola dual,
es decir, γ∗i = IBoi . Por tanto, puesto que se verifica la hipo´tesis de cualificacio´n
de Moreau (se requiere que una de las funciones sea continua en un punto del
dominio de la otra funcio´n, ver por ejemplo [22]), se tiene:
∂d∗i (pi) = ∂(I
∗
Ai +γ
∗
i )(pi) = ∂I
∗
Ai(pi) +∂γ
∗
i (pi) = ∂σAi(pi) +NBoi (pi) =: Ci(pi).
(7)
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Una propiedad interesante de esta familia de conjuntos (Ci(pi)) es que
constituyen dominios de linealidad de la funcio´n di(·, Ai). Esto es lo que se
prueba en el siguiente lema:
Lema 2.1 Para cada pi ∈ Boi , di(·, Ai) es una funcio´n af´ın en ∂d∗i (pi).
Demostracio´n:
Por la identidad de Fenchel se tiene que
x ∈ ∂d∗i (pi) ⇐⇒ pi ∈ ∂di(x,Ai).
Por tanto, aplicando (6), para cada x ∈ ∂d∗i (pi) se obtiene que
di(x,Ai) = 〈pi, x− ai〉 = 〈pi, x〉 − 〈pi, ai〉 ∀ai ∈ projAi(x).
Ahora bien, puesto que pi ∈ ∂di(x,Ai), se cumple que pi ∈ NAi(ai) =
∂σ∗Ai(ai), siendo esto equivalente a que ai ∈ ∂σAi(pi). Por tanto, 〈pi, ai〉 =
σAi(pi) para cualquier ai ∈ ∂σAi(pi), es decir, 〈pi, ai〉 es constante para
cualquier ai ∈ ∂σAi(pi). Adema´s, puesto que pi ∈ NAi(ai) para cualquier
ai ∈ projAi(x), entonces 〈pi, a〉 ≤ 〈pi, ai〉 para todo a ∈ Ai, es decir,
projAi(x) ⊆ ∂σAi(pi). De este modo, para x ∈ ∂d∗i (pi) se verifica
di(x,Ai) = 〈pi, x〉 − σAi(pi) = 〈pi, x− ai〉 ∀ai ∈ projAi(x),
lo que prueba el resultado. ¤
Indiquemos finalmente que, en el resto del trabajo, co(A) denotara´ la
envolvente convexa del conjunto A.
3 Un modelo general de localizacio´n continua
En esta seccio´n se analizara´ un modelo de localizacio´n con demanda regional
y funcio´n objetivo dependiendo de las distancias entre los conjuntos. Esta
formulacio´n permite caracterizar geome´tricamente el conjunto solucio´n de una
amplia gama de problemas de localizacio´n que se pueden obtener como casos
particulares de este modelo.
Sea A = {A1, . . . , AM} una familia de conjuntos en Rn, donde cada Ai es
un conjunto convexo y compacto. Sea Φ(·) una norma mono´tona sobre RM .
Recordemos que una norma Φ se dice que es mono´tona si Φ(u) ≤ Φ(v) para
cada u, v verificando que |ui| ≤ |vi| para todo i = 1, . . . ,M (ver [2]). Con esta
notacio´n, la formulacio´n del problema considerado en esta seccio´n es:
inf
x∈Rn
F (x) := Φ(d(x)), (PΦ(A))
donde d(x) = (d1(x,A1), . . . , dM (x,AM )).
Funciones objetivo similares a e´sta han sido consideradas en problemas
esta´ndar de localizacio´n, i.e. cuando los centros de demanda son puntos (ver
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[6, 13, 14]). La novedad de este modelo proviene de considerar demanda regional.
Se puede suponer sin pe´rdida de generalidad que ∩Mi=1Ai = ∅ (d(x) 6= 0 para
todo x ∈ Rn). En efecto, si ∩Mi=1Ai 6= ∅ entonces el conjunto solucio´n ser´ıa
∩Mi=1Ai con valor objetivo cero.
Recue´rdese que para un problema de minimizacio´n sin restricciones con
funcio´n objetivo f convexa, xˆ es una solucio´n si y so´lo si 0 ∈ ∂f(xˆ). Esto
hace esencial la caracterizacio´n del subdiferencial de la funcio´n objetivo F .
Lema 3.1 Sea x ∈ Rn. El punto q ∈ ∂F (x) si y so´lo si existen ai ∈ projAi(x),
pi ∈ NAi(ai) ∩Boi 1 ≤ i ≤M y λ = (λ1, . . . , λM ) ≥ 0 tales que
1. x ∈
M⋂
i=1
(ai +NBoi (pi)),
2. Φo(λ) = 1 y
M∑
i=1
λidi(x,Ai) = F (x), donde Φ
o es la norma dual de Φ,
3. q =
M∑
i=1
λipi.
3.1 Caracterizacio´n geome´trica del conjunto de soluciones
Para caracterizar geome´tricamente el conjunto de soluciones del problema
(PΦ(A)), se introducen las siguientes familias:
Definicio´n 3.1 Dados p = (p1, . . . , pM ) ∈ (Rn)M con pi ∈ Boi e I ⊆
{1, . . . ,M}, denotemos
CI(p) :=
⋂
i∈I
∂d∗i (pi),
donde d∗i es la funcio´n conjugada de di(x,Ai). Por otra parte, para cualquier
λ = (λ1, . . . , λM ) ≥ 0, llamaremos DI(λ) al conjunto siguiente:
DI(λ) := {x :
∑
i∈I
λidi(x,Ai) = F (x)}.
No´tese que CI(p) es no vac´ıo solamente para algunas elecciones de I y
p. Estos conjuntos son llamados convexos elementales cuando las funciones
distancias son normas (diferentes definiciones de convexos elementales pueden
verse en [12, 26, 31, 35]). Por esta razo´n, los conjuntos CI(p) se denominan
convexos elementales generalizados (g.e.c.s.). Los g.e.c.s. son convexos, pues
esta´n definidos por intersecciones de conjuntos convexos (recue´rdese que los
subdiferenciales son conjuntos convexos).
En el caso de que las bolas unidad consideradas sean politopos, entonces los
g.e.c.s. pueden ser obtenidos como intersecciones de los conos generados por las
direcciones fundamentales de estas bolas.
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De este modo, usando el lema 2.1 y la compacidad del conjunto solucio´n (ver
[30]), el problema de Fermat-Weber con distancias ı´nfimas polie´dricas tiene una
solucio´n en el conjunto de ve´rtices de los g.e.c.s. Esta caracterizacio´n es una
generalizacio´n de la propiedad de puntos de interseccio´n obtenida en [47] para
la norma l1 en R2, en [41] para el caso de una norma polie´drica y en [12] para
el problema de Fermat-Weber con coste lineal.
Sea MΦ(A) el conjunto de soluciones de (PΦ(A)). Se dice que (I, λ, p) es una
tripleta admisible si
1. I 6= ∅, I ⊆ {1, . . . ,M}.
2. λ = (λ1, . . . , λM ) con λi > 0 (i ∈ I) y λi = 0 (i /∈ I) y adema´s Φo(λ) = 1.
3. p = (p1, . . . , pM ) con pi ∈ Boi ∩ NAi(yi) para cualquier yi ∈ ∂σAi(pi)
(i ∈ I) y
∑
i∈I
λipi = 0.
Lema 3.2 xˆ ∈ MΦ(A) si y so´lo si existe una tripleta admisible (I, λ, p)
satisfaciendo
xˆ ∈ CI(p) ∩DI(λ).
Demostracio´n:
Observemos que xˆ ∈MΦ(A) si y so´lo si 0 ∈ ∂F (xˆ). De este modo, aplicando
el lema 3.1 y las definiciones de CI(p) y DI(λ), el resultado queda probado. ¤
No´tese que el lema 3.2 implica que para cada xˆ ∈MΦ(A) existe un tripleta
admisible tal que
CI(p) ∩DI(λ) ⊆MΦ(A).
El siguiente resultado prueba que en realidad la inclusio´n anterior es una
igualdad y adema´s dicha igualdad es independiente de la eleccio´n de la tripleta
admisible (I, λ, p) siempre que CI(p) ∩DI(λ) 6= ∅:
Teorema 3.1
1. Si MΦ(A) 6= ∅, entonces existe una tripleta admisible (I, λ, p) tal que
MΦ(A) = CI(p) ∩DI(λ).
2. Para cualquier tripleta admisible (I, λ, p) tal que CI(p) ∩ DI(λ) 6= ∅, se
tiene que MΦ(A) = CI(p) ∩DI(λ).
Demostracio´n:
Sea (I, λ, p) una tripleta admisible con
∅ 6= CI(p) ∩DI(λ) ⊆MΦ(A).
La existencia de esta tripleta esta´ garantizada por el lema 3.2 cuando MΦ(A) 6=
∅. Veamos que cualquier x¯ ∈MΦ(A) verifica x¯ ∈ CI(p) ∩DI(λ).
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Sea x¯ ∈ MΦ(A) y sea x∗ ∈ CI(p) ∩ DI(λ). Entonces existe ai(x∗) ∈
projAi(x
∗) tal que
F ∗ := F (x∗) =
M∑
i=1
λi〈pi, x∗ − ai(x∗)〉 = −
M∑
i=1
λi〈pi, ai(x∗)〉.
Por otro lado, puesto que F ∗ es el mı´nimo valor de la funcio´n F , se tiene que
〈pi, ai(x∗)〉 = supai∈Ai〈pi, ai〉, es decir, ai(x∗) ∈ ∂σAi(pi) para todo i ∈ I.
Ahora bien, para todo x ∈ Rn, se tiene que
F ∗ = −∑Mi=1 λi〈pi, ai(x∗)〉 ≤ −∑Mi=1 λi〈pi, ai(x)〉
=
∑M
i=1 λi〈pi, x− ai(x)〉 ∀ai(x) ∈ projAi(x).
Puesto que di(x,Ai) = sup
qi∈Boi
〈qi, x− ai(x)〉 = γi(x− ai(x)), usando que Φ(·) es
una norma y Φo(λ) = 1, se obtiene que
F ∗ ≤
M∑
i=1
λi〈pi, x− ai(x)〉 ≤
M∑
i=1
λidi(x,Ai) ≤ F (x). (8)
Debido a que la desigualdad anterior es cierta para todo x, si se toma en
particular x = x¯ ∈MΦ(A), todas las desigualdades se convierten en igualdades,
es decir,
F ∗ =
M∑
i=1
λi〈pi, x¯− ai(x¯)〉 =
M∑
i=1
λidi(x¯, Ai) ∀ai(x¯) ∈ projAi(x¯)
y
M∑
i=1
λi〈pi, ai(x∗)〉 =
M∑
i=1
λi〈pi, ai(x¯)〉.
Esto, junto con las desigualdades existentes entre los correspondientes te´rminos,
conduce a que para todo i ∈ I se verifica: (1) 〈pi, x¯ − ai(x¯)〉 = di(x¯, Ai) y (2)
〈pi, ai(x¯)〉 = 〈pi, ai(x∗)〉.
Por (1), se obtiene que
di(x¯, Ai) = γi(x¯− ai(x¯)) = 〈pi, x¯− ai(x¯)〉 ∀i ∈ I.
De esta forma, pi ∈ ∂γi(x¯− ai(x¯)), lo que equivale a tener x¯− ai(x¯) ∈ ∂γ∗i (pi)
para todo i ∈ I. Por (2) y puesto que ai(x∗) ∈ ∂σAi(pi), se deduce que
ai(x¯) ∈ ∂σAi(pi) para todo i ∈ I. Por tanto,
x¯ ∈ ai(x¯) + ∂γ∗i (pi) ⊂ ∂σAi(pi) + ∂γ∗i (pi) = Ci(pi) ∀i ∈ I,
(ver (7) para la definicio´n de Ci(pi)). Adema´s, puesto que x¯ ∈MΦ(A), usando la
u´ltima desigualdad en (8), se tiene que F (x¯) =
∑
i∈I λidi(x¯, Ai), lo que implica
x¯ ∈ DI(λ). Por tanto, x¯ ∈ CI(p) ∩DI(λ) y el resultado queda demostrado. ¤
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3.2 Aplicacio´n a dos problemas cla´sicos de localizacio´n
En esta seccio´n se particularizan las caracterizaciones obtenidas anteriormente
al problema de Fermat-Weber y al problema minimax. Para ello, al igual que
antes, se considera una familia de conjuntos A = {A1, . . . , AM} donde cada Ai
es compacto y convexo, un conjunto de pesos positivos W = {w1, . . . , wM} y
un conjunto de normas en Rn {γ1(·), . . . , γM (·)}, cada una con bola unidad Bi.
3.2.1 El problema de Fermat-Weber
Este problema, tambie´n denominado problema de Weber, problema de Fermat-
Steiner-Weber, problema de la mediana o problema minisum, tiene sus origen,
como se menciono´ en la seccio´n 1, en el trabajo de Pierre Fermat.
El problema de Fermat-Weber con distancias ı´nfimas con respecto a A y W
es el siguiente:
inf
x∈Rn
G(x) :=
M∑
i=1
widi(x,Ai), (PW (A))
donde di(x,Ai) = inf
ai∈Ai
γi(x− ai).
Nuestro principal objetivo sera´ caracterizar el conjunto de soluciones
MW (A) de PW (A). Los resultados siguientes son casos particulares del lema
3.1 y el teorema 3.1, tomando como Φ la norma rectangular en RM y tomando
γ′i = wiγi para todo i ∈ {1, . . . ,M}. Por ello, las demostraciones son omitidas.
Lema 3.3 Para cualquier x ∈ Rn se tiene que q ∈ ∂G(x) si y so´lo si existen
ai ∈ projAi(x), pi ∈ NAi(ai) ∩Boi 1 ≤ i ≤M , tales que
1. x ∈
M⋂
i=1
(ai +NBoi (pi)),
2. q =
M∑
i=1
wipi.
Teorema 3.2
1. Si MW (A) 6= ∅, entonces existe una tripleta admisible (I, λ, p) con λi = wi
∀i ∈ I tal que MW (A) = CI(p) =
⋂
i∈I(∂σAi(pi) +NBoi (pi)).
2. Si existe una tripleta admisible (I, λ, p) con λi = wi ∀i ∈ I tal que
CI(p) 6= ∅, entonces MW (A) = CI(p).
Ejemplo 3.1 (Ver la figura 4) Consideremos tres conjuntos en R2, con
γi = l1 para cada i. Dichos conjuntos son A1 := co{(0, 1), (−1, 2), (1, 2)},
A2 := co{(2,−0′5), (2, 0′5), (3, 0′5), (3,−0′5)} y A3 := co{(−2,−2), (−2,−1),
(−3,−1), (−3,−2)}. Tomamos w1 = w2 = w3 = 1.
En este caso es fa´cil comprobar que los g.e.c.s. CI(p), son los conjuntos
delimitados por las l´ıneas dibujadas en la figura 4. As´ı por ejemplo para
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p = (p1, p2, p3) con p1 = (0,−1), p2 = (−1, 0) y p3 = (1, 1), se tiene que:
C{1}(p) = {(0, 1− x) : x ≥ 0}, C{2}(p) = {(x1, x2) : x1 ≤ 2, −0′5 ≤ x2 ≤ 0′5}
y C{3}(p) = {(x1, x2) : x1 ≥ −2, x2 ≥ −1}. Adema´s, se tiene que el conjunto
de soluciones viene dado por:
MW (A) = C{1,2,3}
(
(p1, p2, p3)
)
= co{(0,−0′5), (0, 0′5)}.
Obse´rvese que efectivamente (I, λ, p) con I = {1, 2, 3}, (w1, w2, w3) = (1, 1, 1) y
p = (p1, p2, p3) es una tripleta admisible.

A1
A2
A3
MW (A)

Figura 4: Ilustracio´n del Ejemplo 3.1
El lector puede comprobar que los resultados que caracterizan el conjunto de
soluciones del problema de Fermat-Weber en el caso puntual (ver [12]) pueden
obtenerse como caso particular del anterior al considerar conjuntos unitarios.
Corolario 3.1 El problema de Fermat-Weber con distancias mı´nimas siempre
tiene una solucio´n en el conjunto de puntos extremos de los correspondientes
g.e.c.s.
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El siguiente resultado es similar al Teorema de la “Mayor´ıa”, bien conocido
en el caso puntual. Para ello, se supone que γi = γ para todo i = 1, . . . ,M y
que d(x, y) = γ(x− y) (todas las distancias coinciden y son generadas por una
u´nica norma).
Teorema 3.3 Si γ es una norma en Rn, MW (A) 6= ∅ y existe Ai ∈ A tal que
wi ≥
∑
i6=j wj, entonces existe una solucio´n en Ai.
Demostracio´n:
Sea x∗ ∈ MW (A) y supongamos que x∗ 6∈ Ai. Si xˆ ∈ projAi(x∗), entonces
se tiene que
G(x∗) =
M∑
i=1
wid(x
∗, Ai) ≤ G(xˆ) =
∑
j 6=i
wjd(xˆ, Aj).
Ahora bien, por la desigualdad triangular, se tiene tambie´n que∑
j 6=i
wjd(xˆ, Aj) ≤
∑
j 6=i
wj(γ(xˆ− x∗) + d(x∗, Aj))
≤ wiγ(xˆ− x∗) +
∑
j 6=i
wjd(x
∗, Aj)
= G(x∗).
Por tanto, xˆ es tambie´n una solucio´n. ¤
El caso puntual
En el caso particular en que los conjuntos Ai son unitarios, es posible dar
mejores caracterizaciones del conjunto solucio´n. En este apartado se revisan
resultados de coincidencia de soluciones con puntos de demanda, adema´s
del problema de Fermat-Weber con norma l1 y l2, en este caso. Denotemos
A = {a1, . . . , aM}.
Soluciones coincidentes con los puntos de demanda
En primer lugar se estudian los casos donde alguna solucio´n del problema
de Fermat-Weber puntual coincide con un punto de demanda. Por cuestio´n de
simplicidad, pondremos ϕi(x) = wiγi(x− ai).
Teorema 3.4 Se verifica que aj ∈ A es una solucio´n de (PW (A)) si y so´lo si
existe pi ∈ ∂ϕi(aj) ∀i ∈ {1, . . . ,M} \ {j} tal que γ0j (−
∑
i6=j wipi) ≤ wj.
Demostracio´n:
Por el teorema 3.2, aj ∈ MW (A) si y so´lo si existen pi ∈ ∂ϕi(aj) (1 ≤ i ≤
M), tales que
∑M
i=1 wipi = 0 y
⋂M
i=1 ai +NB0(pi) 6= ∅.
Modelos de Localizacio´n Continua 107
Puesto que pi ∈ ∂ϕi(aj) ∀i ∈ {1, . . . ,M} \ {j}, se tiene que γ0i (pi) = 1.
Adema´s, para cada aj se cumple que pj ∈ ∂ϕj(aj) = ∂γj(aj − aj) = ∂γj(0); lo
que implica que γ0j (pj) ≤ 1.
De esta forma,
aj ∈MW (A)⇔ ∃pi ∈ ∂ϕi(aj) (1 ≤ i ≤M) tales que wjpj = −
∑
i6=j
wipi.
Entonces, puesto que γ0j (wjpj) = γ
0
j (−
∑
i6=j wipi ), se tiene que
wj ≥ wjγ0j (pj) = γ0j
−∑
i6=j
wipi
 .
Rec´ıprocamente, si se supone que wj ≥ γ0j (−
∑
i6=j wipi), se tiene que
−∑i6=j wipi ∈ wjB0j . De esta forma, existe pj ∈ B0j tal que wjpj = −∑i6=j wipi,
con lo que el resultado queda probado. ¤
El teorema anterior permite reducir el problema cla´sico de Fermat a un
simple ejercicio.
Ejemplo 3.2 (Problema de Fermat en el plano; ve´ase la figura 1). Sean a, b y
c tres puntos de demanda no alineados en el plano, donde las distancias vienen
medidas con la norma Eucl´ıdea. El problema cla´sico de Fermat se formula as´ı:
min
x∈R2
‖x− a‖2 + ‖x− b‖2 + ‖x− c‖2.
En primer lugar, se establecen las condiciones necesarias y suficientes para que
a, b o´ c sea solucio´n del problema anterior. Sin pe´rdida de generalidad, se obtiene
que c es o´ptima si y so´lo si:∥∥∥∥ c− a‖c− a‖2 + c− b‖c− b‖2
∥∥∥∥
2
≤ 1,
lo que ocurre si y so´lo si ∥∥∥∥ c− a‖c− a‖2 + c− b‖c− b‖2
∥∥∥∥2
2
≤ 1.
Se denota por utv el producto escalar de los vectores u y v. Desarrollando el
lado izquierdo de la desigualdad anterior se obtiene que
2 + 2
(
c− a
‖c− a‖2
)t(
c− b
‖c− b‖2
)
≤ 1,
de donde se deduce que
c es o´ptimo si y so´lo si
(
c− a
‖c− a‖2
)t(
c− b
‖c− b‖2
)
≤ −1
2
.
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Esto quiere decir que el a´ngulo de ve´rtice c asociado al tria´ngulo T de ve´rtices
a, b y c tiene ma´s de 120o.
En segundo lugar, se supone que ningu´n a´ngulo es de ma´s de 120o, es decir,
la solucio´n no esta´ en ningu´n ve´rtice. Entonces la solucio´n se encuentra en
un punto de diferenciabilidad de la funcio´n objetivo. Adema´s, se sabe que la
solucio´n esta´ en el punto donde se anula el gradiente.
Si se definen los vectores
pa(x) =
x− a
‖x− a‖2 , pb(x) =
x− b
‖x− b‖2 , pc(x) =
x− c
‖x− c‖2 ,
se tiene que
xˆ es o´ptimo si y so´lo si pa(xˆ) + pb(xˆ) + pc(xˆ) = 0.
Multiplicando por pa(xˆ), pb(xˆ) y pc(xˆ), se obtiene que: pa(xˆ)
tpb(xˆ) + pa(xˆ)
tpc(xˆ) = −1
pb(xˆ)
tpa(xˆ) + pb(xˆ)
tpc(xˆ) = −1
pc(xˆ)
tpa(xˆ) + pc(xˆ)
tpb(xˆ) = −1
de donde
pa(xˆ)
tpb(xˆ) = pa(xˆ)
tpc(xˆ) = pb(xˆ)
tpc(xˆ) = −1
2
.
Puesto que pa(xˆ), pb(xˆ) y pc(xˆ) son vectores unitarios, la igualdad anterior
implica que el punto xˆ forma a´ngulos de 120o con los ve´rtices del tria´ngulo T .
En consecuencia, xˆ ha de ser el punto de Torricelli del tria´ngulo determinado
por a, b y c (ve´ase la seccio´n 1).
El caso n-dimensional con norma ‖ · ‖1
El problema de Fermat-Weber con distancia rectangular es un modelo con
muchas aplicaciones (localizacio´n en zonas urbanas, localizacio´n de componentes
trasladados por “robots”, etc.). Adema´s de su aplicabilidad, destaca su fa´cil
resolucio´n, ya que
min
x∈Rn
M∑
i=1
wi‖x− ai‖1 =
n∑
k=1
min
xk∈R
M∑
i=1
wi|xk − aik|.
Es decir, la resolucio´n del problema de Fermat-Weber con norma ‖ · ‖1 en Rn
es equivalente a resolver n problemas de Fermat-Weber en R con la norma
habitual.
Aunque el procedimiento anterior proporciona un me´todo de resolucio´n
eficiente, es posible desarrollar un me´todo alternativo para resolver este
problema que adema´s se puede extender a cualquier calibrador polie´drico. En
primer lugar, se observa que
B1 = {x ∈ Rn : ‖x‖1 ≤ 1} = co{(1, 0), (0, 1), (−1, 0), (0,−1)},
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y que su bola dual, B01 , viene dada por:
B01 = {(u1, u2) : −1 ≤ u1 ≤ 1, −1 ≤ u2 ≤ 1}.
De esta forma, ‖ · ‖1 tiene como expresio´n alternativa
‖x‖1 = max{〈u, x〉 : u ∈ ext(B01)}
= max{x1 + x2, −x1 + x2, −x1 − x2, x1 − x2}.
Por tanto, el problema original se puede reformular como
min
x∈R
M∑
i=1
wi‖x− ai‖1 = min
x∈R
M∑
i=1
wi max
u∈ext(B01)
{〈u, x− a〉}
y e´ste a su vez puede ser formulado como un problema de Programacio´n Lineal.
Para ello, se introducen unas variables auxiliares zi tales que max{〈u, x − a〉 :
u ∈ ext(B01)} ≤ zi. Entonces el problema anterior es equivalente a:
min
M∑
i=1
wizi
sujeto a 〈(1, 1), x− ai〉 ≤ zi ∀i ∈ {1, . . . ,M}
〈(−1, 1), x− ai〉 ≤ zi ∀i ∈ {1, . . . ,M}
〈(−1,−1), x− ai〉 ≤ zi ∀i ∈ {1, . . . ,M}
〈(1,−1), x− ai〉 ≤ zi ∀i ∈ {1, . . . ,M}
x ∈ Rn, zi ∈ Rn.
El lector puede comprobar que el problema de Fermat-Weber con
cualquier otro calibrador polie´drico tambie´n se transforma en un problema de
Programacio´n Lineal (de forma general, con mayor nu´mero de restricciones).
El problema de Fermat-Weber con distancia Eucl´ıdea
Sin duda la norma Eucl´ıdea es la que podr´ıa considerarse como norma
natural en las aplicaciones del problema de Fermat-Weber. Por ello, esta seccio´n
esta´ dedicada a analizar este problema con la norma Eucl´ıdea, ‖ · ‖2. Es decir,
min
x∈Rn
F (x) :=
M∑
i=1
wi‖x− ai‖2.
Para resolver este problema, se calcula el subdiferencial de dicha norma.
Denotando ϕi(x) = wi‖x− ai‖2, se obtiene que
∂ϕi(x) =
 wi
x− ai
‖x− ai‖2 si x 6= ai
ai +B2 si x = ai.
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Ahora bien, utilizando el teorema 3.4, se obtiene que aj ∈ A es solucio´n si y
so´lo si para cada i 6= j existe pi ∈ ∂ϕi(aj) tal que∥∥∥∥∥∥
∑
i6=j
wipi
∥∥∥∥∥∥
2
≤ wj ,
es decir si y so´lo si ∥∥∥∥∥∥
∑
i6=j
wi
aj − ai
‖aj − ai‖2
∥∥∥∥∥∥
2
≤ wj .
Por otro lado, suponiendo que la solucio´n no esta´ sobre ningu´n punto de
demanda, la condicio´n necesaria de optimalidad (en este caso, debido a la
convexidad, tambie´n suficiente) viene dada por
M∑
i=1
wi
x− ai
‖x− ai‖2 = 0
o, equivalentemente,
x =
M∑
i=1
wi
ai
‖x− ai‖2
M∑
i=1
wi
1
‖x− ai‖2
.
una ecuacio´n de punto fijo. A partir de ella, queda sugerido el siguiente proceso
iterativo
x(l+1) =
M∑
i=1
wi
ai
‖x(l) − a‖2
M∑
i=1
wi
‖x(l) − ai‖2
= x(l) −
M∑
i=1
wi
x(l) − ai
‖x(l) − a‖2
M∑
i=1
wi
‖x(l) − ai‖2
.
Esto es conocido en la literatura como el algoritmo de Weiszfeld. Del
argumento precedente se deduce que es un algoritmo de descenso y se puede
demostrar que converge a una solucio´n, supuesto que e´sta no es un punto de
demanda.
Este algoritmo se puede extender al caso de normas lp con p ∈ [1, 2] (ver
[24]).
3.2.2 El problema min max con inf-distancias.
El otro problema cla´sico de localizacio´n es la minimizacio´n de la distancia
ma´xima o problema de c´ırculo de menor radio (Sylvester 1857). La versio´n de
este problema con inf-distancias consiste en hallar el mı´nimo c´ırculo que incluya
las regiones de demanda y su formulacio´n es:
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min
x∈Rn
H(x) := max
1≤i≤M
widi(x,Ai), (9)
donde di(x,Ai) = inf
a∈Ai
γi(x − a) para cada i. Denotamos M l∞W (A) el conjunto
de soluciones de (9) y definimos para cada I ⊆ {1, . . . ,M} y cada α ≥ 0 el
siguiente conjunto:
ASI(α) = {x ∈ Rn : widi(x,Ai) = α ∀i ∈ I, widi(x,Ai) < α ∀i 6∈ I}.
El siguiente teorema proporciona una caracterizacio´n de M l∞W (A).
Teorema 3.5
1. Si M l∞W (A) 6= ∅, entonces existen una tripleta admisible (I, λ, p) y un
nu´mero α ≥ 0 tales que
M l∞W (A) = CI(p) ∩ASI(α).
2. Para cualquier tripleta admisible (I, λ, p) y cualquier α ≥ 0 tales que
CI(p) ∩ASI(α) 6= ∅, se verifica
M l∞W (A) = CI(p) ∩ASI(α).
Demostracio´n:
La demostracio´n consiste en aplicar el teorema 3.1 con Φ = ‖ · ‖∞ en RM y
γ′i = wiγi para todo i.
Puesto que Φ = ‖ · ‖∞, esto implica Φo = ‖ · ‖1. De este modo, γo(λ) = 1
si y so´lo si existe I ⊆ {1, . . . ,M} tal que ∑i∈I λi = 1. Por tanto, decir que
α = H(x) = max1≤i≤M widi(x,Ai) =
∑
i∈I λiwidi(x,Ai) con
∑
i∈I λi = 1 es
equivalente a decir que widi(x,Ai) = α para cualquier i ∈ I y widi(x,Ai) < α
para cualquier i 6∈ I. En otras palabras, x ∈ DI(λ) si y so´lo si x ∈ ASI(α) para
α = H(x) y la demostracio´n queda concluida. ¤
Nota 3.1 El valor de α que define el conjunto solucio´n ASI(α) en el teorema
anterior, es el valor o´ptimo del problema (9). ¤
Ejemplo 3.3 (Ver la figura 5) Consideremos un problema en R2 con:
1. Φ(x1, x2, x3) = max{|x1|, |x2|, |x3|}.
2. Conjuntos de demandaA = {A1 := co{(5, 1), (5,−1), (3,−1), (3, 1)}, A2 :=
co{(1,−3), (0,−5), (−1,−3)}, A3 := co{(−3, 3), (−3, 5), (−5, 4)}}.
3. Conjunto de pesos W = {1, 1, 1} y γi = l∞ para i = 1, 2, 3.
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Por tanto, la formulacio´n como problema min max viene dada por:
min
x∈R2
H(x) := max
i=1,2,3
di(x,Ai).
Tomando I = {2, 3}, p2 = (0, 1), p3 = (0,−1)}, se sigue que:
CI(p) = {x ∈ R2 : x2 ≥ −3, x1+x2 ≤ 0, x1+x2 ≥ −4, x1−x2 ≥ −6, x1−x2 ≤ 4}.
Para α = 3, se tiene que ASI(3) = {(0, 0)}, que coincide con DI((0, 0′5, 0′5))
(obse´rvese que para λ = (0, 0′5, 0′5) se tiene que Φo(λ) = 1). De hecho, este
conjunto se define como
DI((0, 0
′5, 0′5)) = {x : max
1≤i≤3
di(x,Ai) =
1
2 〈(0, 1), x− a2〉+ 12 〈(0,−1), x− a3〉}
= {(0, 0)},
donde a2 = (0,−3) y a3 = (−3, 3). Por tanto, el conjunto de soluciones es
M l∞W (A) = CI(p) ∩ASI(α) = {(0, 0)}.
A3
A1
A2

M l∞W (A)
Figura 5: Ilustracio´n del ejemplo 3.3
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4 El problema de mediana ordenada
Esta seccio´n esta´ dedicada al estudio de otro problema gene´rico dentro de la
Teor´ıa de Localizacio´n. El modelo corresponde a una formulacio´n relativamente
reciente de una familia de problemas [31, 35] cuya principal caracter´ıstica es
permitir, en cierto modo, un tratamiento algebraico unificado.
Por simplicidad en la exposicio´n, se considera el modelo puntual en espacios
de dimensio´n finita. El lector interesado puede consultar [35, 37] para un
tratamiento ma´s general.
Sean A = {a1, . . . , aM} un conjunto de puntos de demanda y W =
{w1, . . . , wM} y Λ = {λ1, . . . , λM} dos conjuntos de escalares no negativos tales
que el elemento wi de W representa la importancia del punto de demanda ai y
los elementos de Λ disen˜an la funcio´n objetivo. Para facilitar la comprensio´n de
este modelo, se usara´ un so´lo calibrador para medir las distancias, pudie´ndose
extender todos los resultados obtenidos al caso de calibradores diferentes.
Dada una permutacio´n σ del conjunto {1, . . . ,M} verificando
wσ1γ(x− aσ1) ≤ wσ2γ(x− aσ2) ≤ . . . ≤ wσM γ(x− aσM ),
se denota por
d(i)(x) = wσiγ(x− aσi),
el elemento i-e´simo de la lista ordenada de distancias ponderadas.
Como indicamos en la seccio´n 1, la formulacio´n del problema de mediana
ordenada es la siguiente:
min
x∈Rn
F (x) =
M∑
i=1
λid(i)(x), (10)
donde λ1 ≤ . . . ≤ λM .
Obse´rvese que esta funcio´n objetivo, dependiendo del punto evaluado,
puede tener diferentes expresiones como suma ponderada de las distancias. En
otras palabras, dado que σ depende de x, su forma funcional esta´ definida
puntualmente (hay en cierto modo dependencia “no local”). Esto significa que
la manipulacio´n de F va a tener una dificultad an˜adida que se ve compensada
por su flexibilidad, esto es, por la gran cantidad de modelos que se pueden
considerar como casos particulares. Este hecho queda reflejado en la observacio´n
siguiente.
Nota 4.1
i) El problema de Fermat-Weber es un problema de mediana ordenada donde
λ1 = . . . = λM = 1.
ii) El problema cent-dian es un problema de mediana ordenada donde λ1 =
. . . = λM−1 = λ y λM = 1− λ.
iii) El problema minimax es un problema de mediana ordenada donde λ1 =
. . . = λM−1 = 0 y λM = 1.
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iv) El problema del k-centrum es el problema de mediana ordenada con
λ1 = . . . = λM−(k+1) = 0 y λM−k = . . . = λM = 1.
v) El problema lexicogra´fico es el problema de mediana ordenada con λM >>
λM−1 >> . . . >> λ1 (a >> b significa que a es “mucho mayor” que b).
Por tanto, a trave´s del estudio del problema de mediana ordenada se puede:
a) Caracterizar el conjunto de soluciones de varios modelos simulta´neamente.
b) Desarrollar un algoritmo eficiente u´nico que resuelva todos estos
problemas. ¤
En la subseccio´n que sigue, se presenta el caso en que las distancias son
medidas a trave´s de calibradores polie´dricos. Abordaremos a continuacio´n el
caso general a trave´s de un me´todo de aproximacio´n basado en el caso polie´drico.
4.1 El problema de mediana ordenada con calibradores polie´dricos
En primer lugar, queremos insistir en que, a pesar de que la funcio´n objetivo
del problema (10) es similar a la del problema de Fermat-Weber, no existe una
representacio´n unificada en todo el espacio como suma de distancias. En este
apartado, se caracterizan los conjuntos donde la representacio´n como suma de
distancias permanece invariante.
Definicio´n 4.1 Sea i 6= j. Al conjunto Bγ(ai, aj), formado por los puntos
{x : wjγ(x− aj) = wiγ(x− ai)}, se le llama mediatriz de ai y aj con respecto
a γ.
Como ilustracio´n de la definicio´n 4.1, se puede ver en la figura 6 la mediatriz
para los puntos a1 = (1, 4) y a2 = (5, 1) con norma l1 y pesos w1 = w2 = 1.
Seguidamente se analizan algunas propiedades que permiten describir
geome´tricamente las mediatrices.
Proposicio´n 4.1 La mediatriz de ai y aj es un conjunto de puntos que verifican
una ecuacio´n lineal dentro de cada convexo elemental.
Demostracio´n:
En un convexo elemental, γ(x − ai) y γ(x − aj) pueden ser escritos como
li(x− ai) y lj(x− aj) respectivamente, donde li(·) y lj(·) son funciones lineales.
De esta forma, decir que wiγ(x− ai) = wjγ(x − aj) es equivalente a decir que
wili(x− ai) = wj lj(x− aj), de donde se sigue el resultado. ¤
En el caso bidimensional esta descripcio´n puede ser ma´s precisa.
Proposicio´n 4.2 La mediatriz de ai y aj con respecto a un calibrador polie´drico
con G puntos extremos contiene a lo ma´s O(G) subconjuntos diferentes definidos
por ecuaciones lineales.
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Figura 6: Mediatriz
La demostracio´n de este resultado puede verse en [37].
Este resultado implica que el nu´mero de expresiones lineales que definen
cualquier mediatriz es tambie´n lineal en G (el nu´mero de direcciones
fundamentales). Obse´rvese que no hay ninguna razo´n por la cual la mediatriz
debe tener interior vac´ıo. Ver por ejemplo la figura 7, donde se muestra la
mediatriz definida por los puntos (0,0) y (4,0) con la norma de Tchebychev.

 

(0, 0) (4, 0)
Figura 7: Mediatriz
Cuando el orden de la secuencia ordenada de distancias no var´ıa, la expresio´n
de la funcio´n objetivo del problema de mediana ordenada como suma de
distancias ponderadas no cambia. Con el objetivo de describir esas regiones
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donde la expresio´n de la funcio´n objetivo es invariante, se da la siguiente
definicio´n.
Definicio´n 4.2 Dada una permutacio´n σ del conjunto {1, 2, . . . ,M}, la regio´n
ordenada Oσ es el conjunto
Oσ = {x ∈ R2 : wσ1γ(x− aσ1) ≤ . . . ≤ wσMγ(x− aσM )}.
Nota 4.2 No´tese que estas regiones no son necesariamente convexas, ve´ase la
figura 8. ¤
La importancia de las regiones ordenadas radica en que el problema de
mediana ordenada dentro de cada regio´n se reduce a un problema de Fermat-
Weber.
Definicio´n 4.3 Un convexo elemental ordenado es cualquier conjunto
resultante de la interseccio´n de un convexo elemental y una regio´n ordenada.
Los ve´rtices de los convexos elementales ordenados se denominan puntos de
interseccio´n ordenados.
Nota 4.3 No´tese que estos conjuntos son convexos, ya que las mediatrices tienen
un comportamiento lineal en cada convexo elemental. Por tanto, los convexos
elementales ordenados son el resultado de aplicar restricciones lineales a un
conjunto convexo. ¤
La importancia de los convexos elementales ordenados viene dada por el
comportamiento lineal de la funcio´n objetivo dentro de cada uno de ellos. Ello
se debe a que resultan de la interseccio´n de una regio´n ordenada (donde el
comportamiento del problema de mediana ordenada es igual al de un problema
de Fermat-Weber) y un convexo elemental (donde el comportamiento del
problema de Fermat-Weber es lineal).
Para concluir con la descripcio´n de las regiones ordenadas, se puede observar
que dichas regiones esta´n definidas a lo ma´s por M − 1 mediatrices.
Sin embargo, la principal desventaja de tratar con estas regiones es su
complejidad. Un ana´lisis simplista, podr´ıa conducir a concluir que el nu´mero
de regiones ordenadas es M !, lo que har´ıa que el problema fuera intratable.
Afortunadamente, cuando la dimensio´n del espacio es fija, se puede obtener una
cota polinomial del nu´mero de regiones ordenadas. En el caso ma´s simple de
R2, el resultado es el siguiente:
Teorema 4.1 Una cota superior sobre el nu´mero de regiones ordenadas es
O(M4G2).
Demostracio´n:
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Dadas dos mediatrices con O(G) tramos lineales, el ma´ximo nu´mero de
intersecciones es O(G2). El nu´mero total de mediatrices entre M puntos es(
M
2
)
, entonces, el ma´ximo nu´mero de intersecciones entre ellas es
O(G2
((M
2
)
2
)
).
Puesto que el nu´mero de intersecciones tiene la misma complejidad que el
nu´mero de regiones, una cota superior para el nu´mero de regiones ordenadas es
O(M4G2). ¤
Un ana´lisis detallado de este teorema muestra que esta cota no es demasiado
elevada, a pesar de tener orden O(M 4G2). Se observa que el nu´mero de
mediatrices entre los puntos de A es
(
M
2
)
, que es de orden O(M2). Por tanto,
incluso en el caso ma´s favorable en que las mediatrices son l´ıneas rectas, el
nu´mero de regiones en el ana´lisis del peor caso es de orden O(
(
M
2
)2
), es decir,
de orden O(M4). Debido a que cada mediatriz podr´ıa tener G tramos lineales,
esta cota es bastante ajustada.
Ejemplo 4.1 La figura 8 muestra las regiones ordenadas determinadas
por los puntos a1 = (0, 11), a2 = (3, 0) y a3 = (16, 8) con la
norma hexagonal γ(·), cuyo conjunto de puntos extremos es Ext(B) =
{(2, 0), (1, 2), (−1, 2), (−2, 0), (−1,−2), (1,−2)} y con pesos w1 = w2 = w3 = 1.
Por ejemplo, la regio´n O(3,2,1) es el conjunto de puntos
{x ∈ R2 : γ(x− a3) ≤ γ(x− a2) ≤ γ(x− a1)}.
Veremos a continuacio´n que, a pesar de que no existe una representacio´n
global u´nica de la funcio´n objetivo, e´sta es convexa. Usando las herramientas
del Ana´lisis Convexo junto con las descripciones geome´tricas introducidas
anteriormente, podremos as´ı desarrollar un algoritmo eficiente para resolver el
problema.
Lema 4.1 Se tiene que
F (x) =
M∑
i=1
λid(i)(x) = max
σ∈P (M)
M∑
i=1
λiwσiγ(x− aσi) ∀x ∈ Rn,
siendo P (M) el conjunto de permutaciones de {1, . . . ,M}.
La demostracio´n de este resultado es una consecuencia del teorema 386 de [20].
No´tese que el lema precedente implica en particular que F es convexa, por
ser ma´ximo de funciones convexas.
A continuacio´n se muestra un problema similar al de mediana ordenada,
pero con pesos no ordenados, para el que la funcio´n objetivo no es convexa. En
este problema, el conjunto solucio´n no es convexo.
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Bγ(a1, a3)
Bγ(a2, a3)
Bγ(a1, a2)
a2
a1
a3
O(3,1,2)
Bola unidad de la norma
O(3,2,1) = {x : γ(x− a3) ≤ γ(x− a1) ≤ γ(x− a2)}



Figura 8: Regiones Ordenadas
Ejemplo 4.2 Sea A := {a1 = (3, 0), a2 = (16, 8)} y sea γ(·) la norma hexagonal
definida en el ejemplo 4.1. La funcio´n
G(x) = 2d(1)(x) + d(2)(x)
no es una funcio´n convexa porque, en la regio´n ordenada O(1,2),
G(x) = 2γ(x− (3, 0)) + γ(x− (16, 8))
y, en O(2,1),
G(x) = 2γ(x− (16, 8)) + γ(x− (3, 0)).
Por tanto, usando el Teorema de la “Mayor´ıa” se obtiene que las soluciones
de estos problemas son (3, 0) y (16, 8) respectivamente. Es decir, el conjunto
solucio´n no es convexo, lo que implica que G no es convexa. En la figura 9, se
presenta una ilustracio´n gra´fica de este ejemplo.
En [31, 35] se prueba que el conjunto solucio´n del problema (10) coincide con
un convexo elemental ordenado. Sin embargo, la existencia de un gran nu´mero
de convexos elementales ordenados requiere un procedimiento de enumeracio´n
a partir del cual se pueda deducir un algoritmo que nos permita la resolucio´n
de dicho problema.
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O(2,1)
︸ ︷︷ ︸ ︸ ︷︷ ︸
O(1,2)


a1
a2
Figura 9: No convexidad de la funcio´n objetivo.
Esto es posible en el caso de normas polie´dricas. En efecto, dentro de cada
regio´n ordenada, Oσ, se considera el siguiente problema de programacio´n lineal:
min
∑M
i=1 λiwσizσi
sujeto a wi〈b0g, x− ai〉 ≤ zi b0g ∈ B0, 1 ≤ i ≤M,
zσi ≤ zσi+1 1 ≤ i ≤M − 1,
(Pσ)
donde las b0g son las direcciones fundamentales de B
0.
Lema 4.2 Sea x∗ una solucio´n de (Pσ).
i) Si x∗ ∈ Oσ, entonces x∗ es tambie´n una solucio´n del problema de la
mediana ordenada restringido a Oσ.
ii) Si x∗ ∈ Oσ′ donde Oσ′ 6= Oσ, entonces la solucio´n del problema de la
mediana ordenada restringido a Oσ′ es mejor (i.e. el valor, en ella de la
funcio´n objetivo es menor) que la solucio´n del problema de la mediana
ordenada restringido a Oσ.
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Demostracio´n:
Si x∗ ∈ Oσ se tiene que
wi〈bogi , x− ai〉 = zi, para algu´n gi = 1, . . . , G y para todo i = 1, 2, . . . ,M
lo que significa que zi = wiγ(x − ai) para todo i = 1, 2, . . . ,M , de donde se
obtiene el resultado.
Si x∗ ∈ Oσ′ (Oσ′ 6= Oσ), se tiene que
wi〈bogi , x− ai〉 < zi para todo gi = 1, . . . , G y para al menos un i.
Esto significa que la funcio´n objetivo del problema (Pσ) en x
∗ es menor que el
valor objetivo de (Pσ′) en x
∗. ¤
A continuacio´n, usando los lemas previos y el hecho de que la funcio´n
objetivo es globalmente convexa, se desarrollara´ un algoritmo que resuelve el
problema de la mediana ordenada.
Para cada regio´n ordenada, Oσ, se resolvera´ el problema de programacio´n
lineal (Pσ), pudiendo darse dos casos: (1) la solucio´n esta´ en el interior de la
regio´n considerada (en Rn), lo que por convexidad implica que esta solucio´n es
el o´ptimo global; (2) la solucio´n esta´ sobre la frontera o en otra regio´n ordenada;
entonces se tiene que hacer una nueva bu´squeda local en alguna regio´n vecina
a la que pertenece este punto.
ALGORITMO 4.1
PASO 1: ELEGIR una regio´n ordenada Oσ.
PASO 2: RESOLVER el problema (Pσ) y elegir una solucio´n y
∗.
PASO 3:
- SI y∗ 6∈ Oσ, ENTONCES σ := σ′ donde y∗ ∈ Oσ′ e IR AL PASO 2.
- SI y∗ ∈ int(Oσ), ENTONCES x∗ := y∗ e IR AL PASO 4.
- SI y∗ pertenece a la frontera de Oσ, ELEGIR una regio´n adyacente
no visitada Oσ′ tal que y
∗ ∈ Oσ′ e ir al PASO 2 con σ := σ′. SI todas
las regiones adyacentes han sido visitadas, ENTONCES x∗ := y∗ e
IR AL PASO 4.
PASO 4: SALIDA x∗.
El algoritmo anterior es eficiente en el sentido de que esta´ polinomialmente
acotado. Una vez que se ha fijado la dimensio´n del problema, su complejidad
esta´ dominada por la complejidad de resolver un problema lineal en cada regio´n
ordenada. El nu´mero de regiones ordenadas esta´ polinomialmente acotado
y la resolucio´n de un problema de programacio´n lineal se puede hacer en
tiempo polinomial mediante algoritmos de punto interior, ver [42]. Por tanto, el
Algoritmo 4.1 es polinomial.
Otros algoritmos ma´s eficientes que hacen uso de te´cnicas propias de
Geometr´ıa Computacional pueden hallarse en [23].
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Ejemplo 4.3 Para A = {(3, 0), (0, 11), (16, 8)}, wi = 1, i = 1, . . . ,M , λ1 = 1,
λ2 = 2 y λ3 = 3, el problema ordenado tiene la siguiente fomulacio´n:
min
x∈R2
(
d(1)(x) + 2d(2)(x) + 3d(3)(x)
)
,
donde γB(·) es la norma hexagonal definida en el Ejemplo 4.1.
La figura 10 muestra los convexos elementales ordenados para este problema.
No´tese que las l´ıneas gruesas representan las mediatrices entre los puntos de
A, mientras las l´ıneas delgadas son las direcciones fundamentales de la norma
sobre cada punto de demanda. Se resuelve el problema usando el Algoritmo 4.1.
Comenzando con el punto x0 = (0, 11) se obtiene la solucio´n en dos iteraciones.
En la primera, se obtiene el punto x1 = (6′5, 8) con valor objetivo 26′25. En la
segunda iteracio´n, se obtiene x2 = (7, 8) con valor objetivo 26. Este punto no
puede ser mejorado en su entorno, con lo cual es la solucio´n del problema. Las
iteraciones del algoritmo para este ejemplo se muestran en la figura 11.



Figura 10: Convexos elementales generalizados
4.2 Caso no polie´drico
En los apartados anteriores se ha desarrollado una metodolog´ıa para resolver el
problema de la mediana ordenada en el caso de calibradores polie´dricos. En esta
seccio´n, se resuelve el problema con un calibrador general, no necesariamente
polie´drico. Para ello se prueba que las soluciones de estos problemas pueden
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x0
x1
x∗
Figura 11: Solucio´n o´ptima
ser arbitrariamente aproximadas por una sucesio´n de soluciones de problemas
con calibradores polie´dricos cuyas bolas unidad convergen, en la me´trica de
Haussdorf, ver [39], a la bola unidad del problema no polie´drico.
Sea B la bola unidad del calibrador γB(·), {Bm} una sucesio´n creciente de
pol´ıgonos convexos incluidos en B y {Bm} una sucesio´n decreciente de pol´ıgonos
convexos que incluyen a B:
Bm ⊂ Bm+1 ⊂ B ⊂ Bm+1 ⊂ Bm.
Sean γBm(·) y γBm(·) los calibradores cuyas bolas unidad son Bm y Bm,
respectivamente.
Proposicio´n 4.3 Si Bm ⊂ B ⊂ Bm se tiene que
γBm(x− y) ≥ γB(x− y) ≥ γBm(x− y) ∀x, y ∈ Rn.
La demostracio´n se sigue directamente de la definicio´n de calibrador.
Proposicio´n 4.4 Sea K un conjunto compacto. Si Bm converge a B y B
m
converge a B en el sentido de la me´trica de Haussdorf, entonces para todo
ε > 0 existe n0 tal que, para todo m ≥ n0,
max
x∈K
|Fm(x)− FB(x)| < ε,
max
x∈K
|Fm(x)− FB(x)| < ε,
siendo Fm(x) :=
∑M
i=1 λid
Bm
(i) (x), F
m(x) :=
∑M
i=1 λid
Bm
(i) (x) y FB(x) :=∑M
i=1 λid(i)(x).
Demostracio´n:
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So´lo se probara´ la primera desigualdad. La segunda se demuestra de forma
ana´loga.
Puesto que Bm converge a B, Bm ⊂ Bm+1 para todo m y K es un conjunto
compacto, dados ε > 0 y a ∈ A, existe na tal que, si m > nA := maxa∈A na, se
verifica que∣∣∣γB(x− a)− γBm(x− a)∣∣∣ < ε∑M
i=1 wi
∑M
i=1 λi
∀x ∈ K.
Por continuidad se tiene que, cualesquiera i y j, y cualquier x ∈ K
verificando que wiγB(x− ai) < wjγB(x− aj), existe no > nA tal que
wiγBm(x− ai) < wjγBm(x− aj) m > no
y tal que, para cualesquiera i, j y x ∈ K con wiγB(x− ai) = wjγB(x − aj), se
tiene γB(x−A)(i) = wσmi γB(x−aσmi ), donde wσmi γBm(x−aσmi ) = dBm(i) (x) para
cada m > n0. De aqu´ı se deduce que, para cualquier x ∈ K y cualquier m > n0,
|Fm(x)− F (x)| =
M∑
i=1
λi|d(i)(x)− dBm(i) (x)|
=
M∑
i=1
λiwσmi |γB(x− aσmi )− γBm(x− aσmi )| < ε.
¤
Corolario 4.1
i) Si Bm converge a B en el sentido de la me´trica de Haussdorf, entonces
Fm converge a FB uniformemente sobre compactos. Adema´s, la sucesio´n
{Fm(x)} es decreciente.
ii) Si Bm converge a B en el sentido de la me´trica de Haussdorf, entonces
Fm converge a FB uniformemente sobre compactos. Adema´s, la sucesio´n
{Fm(x)} es creciente.
Este resultado sera´ utilizado para demostrar el siguiente teorema.
Teorema 4.2
i) Sea {xm} una sucesio´n tal que xm ∈ arg minFm para cada m ≥ 1.
Entonces cualquier punto de acumulacio´n de {xm} pertenece a arg minFB.
ii) Sea {xm}n∈N una sucesio´n tal que xm ∈ arg minFm(x), para cada
m ≥ 1. Entonces cualquier punto de acumulacio´n de {xm}m∈N pertenece
a arg minFB.
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Demostracio´n:
So´lo se probara´ la primera parte, puesto que la demostracio´n de la segunda
es ana´loga.
En primer lugar, debido a que la sucesio´n {Fm} es decreciente, se puede
aplicar el teorema 2.46 en [1], obtenie´ndose que {Fm} es epi-convergente.
Adema´s se obtiene por la proposicio´n 2.4.8 en [1] que
lim
m→∞ infx∈R2
Fm(x) = inf
x∈R2
lim
m→∞Fm(x) = infx∈R2
FB(x). (11)
Finalmente, por el teorema 2.12 de [1], deducimos que cualquier punto de
acumulacio´n de la sucesio´n {xm} es una solucio´n de FB . ¤
El resultado anterior prueba que la solucio´n del problema ordenado de
Weber con un calibrador general puede ser arbitrariamente aproximada por
las soluciones del mismo problema con calibradores polie´dricos.
5 El problema multiobjetivo
En cualquier problema de localizacio´n donde el criterio para localizar un servicio
sea atractivo, todos los usuarios quieren tener simulta´neamente el servicio tan
cercano como sea posible. Por ello, una caracter´ıstica intr´ınseca de los problemas
de localizacio´n es su naturaleza multiobjetivo.
El propo´sito de los problemas multiobjetivo es el de optimizar
simulta´neamente varias funciones objetivo. Sin embargo, debido a que
rara vez existe un punto simulta´neamente o´ptimo en todas las funciones
objetivo, tratamos de caracterizar el conjunto de soluciones no dominadas o,
equivalentemente, el conjunto de puntos para los que no existe otro mejor en
cada funcio´n objetivo considerada en el problema. En Teor´ıa de Localizacio´n,
la caracterizacio´n del conjunto de soluciones no dominadas en problemas
multiobjetivo ha sido ampliamente estudiada, aunque esta cuestio´n ha sido so´lo
parcialmente resuelta. Una formulacio´n general del problema multiobjetivo es
la que viene dada por la siguiente expresio´n:
v −min(F1(x), . . . , Fk(x)),
donde v − min representa la minimizacio´n vectorial y las F1, . . . , Fk son las
funciones objetivo.
Al problema donde cada funcio´n Fi es la distancia al punto fijo ai, medida
con la misma norma, se le llama problema de localizacio´n punto-objetivo. Este
problema fue tratado por primera vez en [47] para la norma l2. Posteriormente,
Durier en [11] resolvio´ este problema para calibradores polie´dricos. Otras
referencias dedicadas a estudiar diferentes versiones del problema de localizacio´n
punto-objetivo son [3, 5, 7, 15, 19, 25, 29, 44, 48].
El caso en que cada Fi es una suma ponderada de distancias medidas con la
norma l1 (el problema de Fermat-Weber con norma rectangular) fue resuelto en
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[18, 33]. El problema en que las Fi son sumas ponderadas de distancias medidas
con normas arbitrarias fue resuelto en [34].
Por otro lado, el caso donde existe una demanda regional y las funciones
Fi para i = 1, . . . , k son funciones inf-distancias (es decir, la distancia al punto
ma´s pro´ximo de cada conjunto de demanda) fue resuelto en [40].
De esta forma, aunque el problema ha sido estudiado en numerosas ocasiones
y por diferentes autores, las caracterizaciones obtenidas se aplican so´lo en casos
particulares. En esta seccio´n, se proporciona una solucio´n geome´trica para esta
clase de problemas, donde la u´nica condicio´n que se impone a las funciones
objetivo consideradas es que sean convexas e inf-compactas. A pesar de la
generalidad del problema considerado, los resultados son fa´ciles de comprender
y en las demostraciones se usan, casi exclusivamente, herramientas del Ana´lisis
Convexo.
5.1 El modelo
Sean F1, . . . , Fk funciones reales convexas e inf-compactas definidas por
simplicidad en R2 que reperesentan diferentes criterios o escenarios. Recue´rdese
que una funcio´n f es inf-compacta si los conjuntos de nivel inferior {x : f(x) ≤
ρ} son compactos para cada ρ ∈ R. Nuestro objetivo es encontrar el conjunto
de puntos x ∈ R2 tales que no existe y ∈ R2 que mejore el valor de Fi en x para
cada i ∈ {1, . . . , k}. De esta forma, la formulacio´n del problema viene dada por:
v − min
x∈R2
(F1(x), . . . , Fk(x)). (12)
El conjunto solucio´n que se va a considerar para este problema viene dado por:
WE(F1, . . . , Fk) := {x ∈ R2 : ∀y(6= x) ∈ R2, ∃i, 1 ≤ i ≤ k, con Fi(x) ≤ Fi(y)}.
Usualmente este conjunto es llamado conjunto de puntos de´bilmente eficientes.
Con el objetivo de facilitar el entendimiento del resto de la seccio´n, se usa la
siguiente notacio´n. El conjunto de nivel inferior de la funcio´n F para un valor
ρ ∈ R es
L≤(F, ρ) := {x ∈ R2 : F (x) ≤ ρ}
y el conjunto de nivel estrictamente inferior
L<(F, ρ) := {x ∈ R2 : F (x) < ρ}.
Para una funcio´n convexa e inf-compacta Fi, se usara´ la notacio´n
X ∗(Fi) := arg min
x∈R2
Fi(x). (13)
No´tese que este conjunto es convexo por la convexidad de Fi.
En esta seccio´n se estudia el problema (12), proba´ndose que la estructura
geome´trica de WE(F1, F2, F3) viene dada por la regio´n delimitada por las
cadenas de soluciones “biobjetivo” asociadas a cada par de funciones Fi
126 J. Puerto y A.M. Rodr´ıguez-Ch´ıa
y Fj , con 1 ≤ i, j ≤ 3. Este resultado permite caracterizar el conjunto
WE(F1, . . . , Fk) mediante la unio´n de los conjuntos solucio´n de cada problema
con tres objetivos. A continuacio´n se enuncia una caracterizacio´n teo´rica del
conjunto WE(F1, . . . , Fk) que sera´ utilizada a lo largo de esta seccio´n.
Teorema 5.1 Se verifica que:
xˆ ∈WE(F1, . . . , Fk)⇐⇒
k⋂
i=1
L<(Fi, Fi(xˆ)) = ∅.
La demostracio´n de este resultado puede verse en [38].
Nota 5.1 En el caso k = 2, el resultado previo establece que WE(F1, F2)
coincide con el lugar geome´trico de los puntos de tangencia de los conjuntos
de nivel inferior de las funciones F1 y F2 unio´n con X ∗(F1) ∪ X ∗(F2). Para
comprender bien esta afirmacio´n, ve´ase el ejemplo 5.1. ¤
Ejemplo 5.1 (ver figura 12) Sean a1 = (0, 0), a2 = (10, 0), a3 = (14, 6),
F1(x) = ‖x− a1‖2, F2(x) = ‖x− a2‖1 y F3(x) = ‖x− a3‖1. Por el teorema 5.1,
WE(F1, F2) es el segmento definido por a1 y a2. En efecto, se trata del conjunto
de puntos xˆ tales que no hay ningu´n otro punto que este´ ma´s cerca que e´l de
a1 en norma ‖ · ‖2 y ma´s cerca que e´l de a2 en norma ‖ · ‖1. Por otra parte,
WE(F2, F3) es el recta´ngulo sombreado con ve´rtices opuestos a2 y a3.
a1 a2
a3
 

WE(F2, F3)
WE(F1, F2)
Figura 12: Ilustracio´n del ejemplo 5.1.
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Usando las caracterizaciones precedentes, se obtiene una descripcio´n
geome´trica del conjunto WE(F1, F2, F3). El pro´ximo resultado muestra que el
conjunto solucio´n del problema 3-criterio es una especie de envolvente definida
por el conjunto de soluciones biobjetivo.
Sea
WE(2) :=
⋃
i,j∈{1,2,3}
i6=j
WE(Fi, Fj)
(la unio´n de todas las cadenas bicriterio para los tres criterios F1, F2 y F3
considerados).
Teorema 5.2
WE(F1, F2, F3) = encl(WE(2))
donde encl(WE(2)) es la regio´n acotada rodeada por WE(2) unio´n con WE(2).
El lector interesado puede encontrar la demostracio´n en [38].
Nota 5.2 No´tese que encl(WE(2)) esta´ bien definida porque WE(2) es conexo
(ver [43]). Adema´s, esta regio´n puede ser equivalentemente definida como el
conjunto de puntos tales que si x ∈ encl(WE(2)) \WE(2) no existe una curva
continua c(t), t ∈ [0,∞) con c(0) = x y limt→∞ ‖c(t)‖ = +∞, tal que
c(t) /∈WE(2), ∀t ∈ [0,∞). ¤
Como ilustracio´n de los resultados anteriores se muestra el siguiente ejemplo.
Ejemplo 5.2 Sean a1 = (0, 0), a2 = (3,−1), a3 = (3, 3) y las funciones F1, F2
y F3 tales que,
L≤(F1, 1) =
{
(x1, x2) :
x21
4
+
x22
9
≤ 1
}
L≤(F2, 1) =
{
(x1, x2) : (x1 − 3)2 + (x2 + 1)2 ≤ 1
}
L≤(F3, 1) =
{
(x1, x2) :
(x1 − 3)2
9
+
(x2 − 3)2
4
≤ 1
}
.
Es inmediato que estas tres funciones son convexas e inf-compactas. Por
consiguiente, aplicando los resultados previos se obtiene que el conjunto
WE(F1, F2, F3) es la regio´n delimitada por las curvas que unen a1 con a3, a1
con a2 y el segmento que une a2 con a3 en la figura 13.
Los resultados anteriores nos permiten demostrar el que sigue, que
proporciona una caracterizacio´n geome´trica del problema general con k
objetivos.
Teorema 5.3
WE(F1, . . . , Fk) =
⋃
i,j,`∈{1,...,k}
WE(Fi, Fj , F`)
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a1
a2
a3
WE(F1, F3)
WE(F1, F2)
WE(F2, F3)
WE(F1, F2, F3)
Figura 13: Ilustracio´n del ejemplo 5.2.
Demostracio´n:
Por el teorema 5.1, xˆ ∈ WE(F1, . . . , Fk) si y so´lo si
⋂
1≤i≤k
L<(Fi, Fi(xˆ)) =
∅. Aplicando el teorema de Helly (ver [39]), esta interseccio´n es vac´ıa si y
so´lo si existen i, j, ` ∈ {1, . . . , k} tales que L<(Fi, Fi(xˆ)) ∩ L<(Fj , Fj(xˆ)) ∩
L<(F`, F`(xˆ)) = ∅ y esto es equivalente a xˆ ∈ WE(Fi, Fj , Fl). Esto prueba
que
WE(F1, . . . , Fk) ⊆
⋃
i,j,`∈{1,...,k}
WE(Fi, Fj , F`).
Puesto que en cualquier caso se tiene que⋃
i,j,`∈{1,...,k}
WE(Fi, Fj , F`) ⊆WE(F1, . . . , Fk),
el resultado es cierto. ¤
Ejemplo 5.3 (Ver figura 14) Sean a1 = (7, 5), a2 = (18, 2
′5), a3 = (22, 6′5),
F1(x) = ‖x−a1‖∞, F2(x) = ‖x−a2‖1 y F3(x) = ‖x−a3‖1. Por el teorema 5.1,
WE(F1, F2) es el camino en negrita que une a1 y a2, WE(F1, F3) es el camino
en negrita uniendo a1 y a3, y WE(F2, F3) es el cuadrado sombreado con a2 y
a3 como extremos opuestos. De esta forma, por el teorema 5.2, WE(F1, F2, F3)
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es la regio´n sombreada que encierra la unio´n de los tres conjuntos definidos
previamente. No´tese que este conjunto es unio´n de convexos elementales de
dimensio´n completa.



a1
a2
a3
WE(F1, F2)
WE(F1, F3)
WE(F2, F3)
WE(F1, F2, F3)
Figura 14: Ilustracio´n del ejemplo 5.3.
6 Conclusio´n
En este trabajo se han revisado problemas de localizacio´n continua de tres
tipos, cuya generalidad incluye como casos particulares un gran nu´mero de
modelos cla´sicos considerados en la literatura. En cada caso se ha presentado el
modelo matema´tico y se han estudiado propiedades que permiten caracterizan
su conjunto solucio´n. En la presentacio´n se ha utilizado una amplia bibliograf´ıa
que permitira´ al lector interesado profundizar en el estudio de la Teor´ıa de
Localizacio´n.
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