Abstract. This paper is devoted to the study of the relatively compact sets in Banach function spaces, providing an important improvement of the known results. As an application, we take the final step in establishing a relative compactness criteria for function spaces with any weight without any assumption.
Introduction
The characterization of relatively compactness in the classical L p Lebesgue spaces was discovered by Kolmogorov (see [13] ) under some restrictive conditions. Then it was extended by Tamarkin [12] and Tulajkow [15] . At the same time, M. Riesz proved a similar result. More precisely, the complete version of classical Riesz-Kolmogorov theorem can be stated as follows: 
Here, τ y denotes the translation operator: τ y f (x) = f (x − y). From then on, the compactness criteria were studied by many authors in various settings. Meanwhile, it has played an important role in the compactness results of certain bounded operators in the field of harmonic analysis. Among numerous of articles, we would like to mention some of them from the following two perspectives:
(1) Extension to general settings. First, the Lebesgue metric measure space (R n , |·|, m) in the classical case, with Euclidean metric |·| and Lebesgue measure m, can be generalized to the metric measure space (X, ρ, µ) with metric ρ and measure µ. More precisely, one can study the relatively compactness property on L p (X, ρ, µ), see [6, 8, 11] for this direction. In this general case, if one also wants to establish an equivalent characterization theorem on L p (X, ρ, µ) like Theorem A, the condition (c) in Theorem A should be replaced by the following condition:
where B(x, r) = {y ∈ X : ρ(x, y) < r}. Recently, in a more general framework, the compactness criteria were studied by Górka-Rafeiro [7] in the setting of Banach function space. The main result [7, Theorem 3 .1] is a new relatively compact criteria fitting more general cases, in which the equicontinuous condition is replaced by
where E is a Banach function space containing certain µ-measurable functions.
We would like to point out that if µ = m is a Lebesgue measure on R n , and ρ = | · | is the Euclidean metric, (c*) can be deduced by (c) since
for Banach function space E. While this inclusion relations between (c*) and (c) is invalid for general µ and ρ. In [7] , the authors also establish a necessity result [7, Thoerem 3.2] under some reasonable assumptions of the Banach function spaces. (2) Applications to Harmonic analysis. In the field of harmonic analysis, in order to verify the compactness of a bounded operator, we usually apply the compactness criteria like Theorem A, for instance one can see [16, 3] for the unweighted case of compact commutator of singular integral, and see [1, 2, 4, 17] for the weighted case. Especially, in order to verify the compactness of a L
bounded operator with some weight function ω, the reasonable equicontinuous condition should be as follows:
one can see [16, 3, 1, 2, 4, 17] for more details. Thus, the known results with condition (c + ), in the setting of metric measure space is invalid here, since the above condition (1.1) can not imply condition (c + ) even we take ρ = | · | and dµ = ωdx. Even to this day, due to the incompleteness of weighted compactness criteria, the weighted version of Riesz-Kolmogorov theorem is still being improved, one can see a very recent article [18] , in which the authors study the relatively compactness criteria for L p ω (R n ). We remark that in [18] , some additional assumptions are still needed for the weights (see [18, Theorem 4.2] ), although the assumptions permit the weights beyond the A p (1 ≤ p < ∞) class.
Based on the above two directions of research, we have two natural considerations:
(1) Can the weighted version of Riesz-Kolmogorov theorem be deduced by a more general theorem established in [7] on Banach function spaces? (2) Can the additional assumptions on weights be completely eliminated in the weighted version of Riesz-Kolmogorov theorem?
The main purpose of this article is to consider the two problems mentioned above. In fact, for general weights without additional assumption, the answer for the first problem is negative, one will see the detailed explanation in Section 2. In order to solve the second problem, we turn to establish a useful relatively compactness criteria in a suitable framework of Banach function spaces, which is not included in [7] . As an application, we take the final step in establishing a relative compactness criteria for function spaces with any weight.
The remainder of this paper is structured as follows. In Section 2, we give some required definitions and notations for the framework we are working on. And, we also explain why [7, Theorem 3 .1] is invalid in our case. Section 3 is devoted to the proofs of our main results, including a relatively compactness criteria on Banach and QuasiBanach function spaces. We also list some important applications on weighted function spaces.
We point out that in the setting of completed metric space, relatively compactness and totally boundedness are equivalent. Due to the technical convenience, we use totally boundedness in our theorems and their proofs.
Banach function spaces and weighted function spaces
First, we recall some basic definitions about Banach function spaces. In this paper, we only consider the class of Lebesgue measurable functions, denoted by L 0 (m), where m denotes the Lebesgue measure on R n .
is called a Banach function space if it satisfies the following conditions:
For a classical definition of Banach function space used in [7] , one can see the book Edmunds-Evans [5] , where the definition of (B 5 ) is replaced by the following stronger one:
We also remark that even under our weaker conditions, one can verify that the Banach function space in Definition 2.1 is a Banach space (see Appendix A).
In harmonic analysis, a weight is a nonnegative locally integrable function on R n that takes values in (0, ∞) almost everywhere (see [9] ). For a weight function ω, the
In order to find out whether the relative compactness criteria in [7] can be used in the case of weighted function spaces, let us first check that whether the condition (B *
) holds in the case of weighted function spaces
which is equivalent to
where the right term should be interpreted as ω −1 χ A L ∞ for p = 1. It is well known that (2.2) can be deduced by the so-called A p condition or be as an independent assumption as in [18, Lemma 4.1] . We recall the definition of A p as follows.
Definition 2.2 ([9]
). For 1 < p < ∞, the Muckenhoupt class A p is the set of locally integrable weights ω such that
One can easily check that the condition (2.2) holds for A p weight. In fact, in [7] if we choose the Banach function space E = L p ω (R n ) containing functions belong to L 0 (m), then the following result is a direct conclusion of [7, 
As mentioned in Section 1, the condition (c * ) in Proposition 2.4 can be replaced by the following stronger one:
However, for more general weights, (B * 5 ) is too strong to apply. In order to explain this more precisely, we give a counterexample here. Let A = B(0, 1), ω(x) = |x|
This breaks the condition (2.1). Of course, in this counterexample, ω is chosen outside the A p class. Obviously, (B 5 ) is weaker than (B * 5 ). Moreover, our new condition (B 5 ) can be applied to a much wider range of weighted function spaces. In fact, (B 5 ) is valid for L p ω (R n ) with any weight ω, since
That is just the reason why the additional assumption on the weight can be completely eliminated in our framework.
3. relatively compactness criteria 3.1. on Banach function space. In this subsection, we establish the relatively compactness criteria in the framework of Banach function space. As mentioned above, we weaken the assumptions of Banach spaces, providing a more general framework fitting weighted function spaces with any weight. Meanwhile, in our following theorem, the equicontinuous condition is chosen to be the "(c) type" as in Theorem A. Although the "(c * ) type" as in Proposition 2.4 is more weak, however, the relatively compactness criteria of "(c * ) type" relies heavily on the condition (B * 5 ), one can see the proof of [7, Theorem 3.1] for more details. On the other hand, the "(c) type" condition is more applicable in the field of harmonic analysis, see [16, 3, 1, 2, 4, 17] . Therefore, under our weaker assumptions on Banach function space, "(c) type" condition is reasonable and has strong applicability. 
(c) F is equicontinuous, that is,
then the family F is a totally bounded subset of E.
Proof. From condition (c), there exists a sufficiently small δ > 0 such that
In order to verify that F is a totally bounded set, we only need to find the finite ǫ-net of F for each fixed ǫ. Denote by
By condition (b), there exists a sufficiently large positive integer m such that
Thus, we only need to verify that the family of functions {f χ Rm } f ∈F has a finite 2ǫ 3 -net. By condition (c), we choose a integer i ǫ such that 2 iǫ < δ and
For x ∈ R m , Q x means the dyadic cube of side length 2 iǫ that contains x. Define
otherwise.
We claim that the map Φ is well-defined by
It follows by (3.1) that
For any fixed Q x , since χ Qx X = 0, by (B 5 ) there exists a point x 0 ∈ Q x such that
Observing that Q x ⊂ x 0 − R iǫ , we further have
|f (x 0 − y)|dy < ∞.
Next, we turn to the estimate of f χ Rm − Φ(f χ Rm ) E . A direct calculation yields that
It follows that
Hence,
Applying the Minkowski inequality, we have
The above two estimates imply that
From this, to get our final conclusion, we only need to verify that the family of functions {Φ(f χ Rm )} f ∈F has a finite ǫ 3
-net. This is true since this family is a bounded subset of a finite dimensional Banach space. Let us check the boudedness by
Now, we have completed this proof.
Remark 3.2. Here, the proof is finished by a finite dimension argument. By adapting the arguments in [10] , the authors in [4] also used a finite dimension argument to prove the relatively compactness criteria on L p ω (R n ) with ω ∈ A p (R n ). Unfortunately, the method in [4, 10] is invalid here, since it heavily depends on the A p (R n ) condition and the special structure of L p ω (R n ). By contrast, our new method is applicable for the case of Banach function spaces including weighted function spaces with any weight.
3.2. on weighted function space. Obviously, Theorem 3.1 can be applied to L p ω (R n ) spaces with any weights. Here, we would like to show a more general case in which the "weight function v" can even disappear on a positive measurable set.
(b) F uniformly vanishes at infinity, that is,
Proof. As in the proof of Theorem 3.1, we only need to verify that the family of functions {f χ Rm } f ∈F has a finite 2ǫ 3 -net. Take i ǫ as in the proof of Theorem 3.1. For x ∈ R m , Q x means the dyadic cube of side length 2 iǫ that contains x. Define
In fact, by the same estimate as in the proof of Theorem 3.1 we have
From this, we have
If χ Qx L p v (R n ) = 0, then v(x) = 0 on a positive measurable subset of Q x . Then, there exists a point x 0 ∈ Q x such that
Observing that Q x ⊂ x 0 − R iǫ , the reasonable definition of Φ is assured by
The remaining part of this proof is the same as the proof of Theorem 3.1. E . Since the family F is uniformly bounded on E, for f, g ∈ F we have
From this, we only need to verify that the family F N := {f 1/N : f ∈ F } is totally bounded in Y . This can be proved by Theorem 3.1 since F N satisfies all the conditions (a) − (c) in Theorem 3.1 with norm · Y . We only check the condition (c) by
The proof of Theorem 3.1, based on the Minkowski inequality, is invalid for the Quasi-Banach case here. In order to deal with the Quasi-Banach case, we use a transfer method to reduce the proof to the Banach case. Although our method is more clear, we remark that the original idea of reduction to the Banach case should be due to Tsuji [14] . As a useful conclusion, we show the final version of relatively compactness criteria for L p ω (R n ) as follows. Appendix A.
Here, we give a proof for that the Banach function spaces in Definition 2.1 is a Banach (completed normed) space.
For a Cauchy sequence {f n } in E, take {n j } j∈N with n j < n j+1 such that
Formally set
(f n j+1 (x) − f n j (x)) for a.e. x ∈ R n . (A.1)
We claim that (A.1) defines a function f ∈ E and then f n → f in E. Thus g ∈ E. Observe that conditions (B 1 ) and (B 5 ) imply that g(x) < ∞ a.e.x ∈ R n . It follows that the limit ∞ j=1 (f n j+1 (x) − f n j (x)) exists for a.e. x ∈ R n . From this and |f (x)| ≤ |f n 1 (x)| + |g(x)|, we have f ∈ E. Finally, for every integer k,
Thus, f n k tends to f in E. By a standard argument for Cauchy sequence, on can verify that f k tends to f in E.
