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Abstract
Classification theory on the existence and non-existence of local in time solutions for
initial value problems of nonlinear heat equations are investigated. Without assuming a
concrete growth rate on a nonlinear term, we reveal the threshold integrability of initial data
which classify existence and nonexistence of solutions via a quasi-scaling and its invariant
integral. Typical nonlinear terms, for instance polynomial type, exponential type and its
sum, product and composition, can be treated as applications.
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1 Introduction
We consider existence and nonexistence of solutions for a heat equation with general nonlinearity
(1.1)
{
∂tu = ∆u+ f(u) in R
N × (0, T ),
u(x, 0) = u0(x) ≥ 0 in RN ,
where ∂t = ∂/∂t, N ≥ 1, T > 0, u0 is a nonnegative measurable initial function and f ∈
C1([0,∞)) is a positive monotonically increasing function in (0,∞), that is,
(1.2) f(s) > 0, f ′(s) > 0 for all s ∈ (0,∞).
In the following, for suitable Banach space X, we say a function u ∈ C2,1(RN × (0, T )) is a
classical solution in X for problem (1.1) if u satisfies the equation in the classical sense and
‖u(t)− et∆u0‖X → 0 as t→ 0, where et∆u0 denotes the solution of the heat equation with the
initial data u0.
It follows from the standard argument that problem (1.1) possesses the unique classical
solution in L∞(RN ) for general nonlinearities f ∈ C1([0,∞)) if u0 ∈ L∞(RN ). On the other
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hand, for the case u0 6∈ L∞(RN ), existence results of solutions for problem (1.1) heavily depend
on the growth rate of the nonlinear term f . One of the typical examples of f is a power type
nonlinearity, that is,
(1.3) ∂tu = ∆u+ u
p, x ∈ RN , t > 0, u(x, 0) = u0(x) ≥ 0, x ∈ RN ,
where p > 1. This equation for unbounded initial data has been studied intensively since the
pioneering work due to Weissler [26], and there hold the following:
• if r ≥ N2 (p − 1) and r > 1 or r > N2 (p − 1) and r ≥ 1, then for any u0 ∈ Lr(RN ), there
exist a constant T > 0 and a local in time classical solution u ∈ C([0, T ];Lr(RN )) for
problem (1.3).
• if N2 (p − 1) > 1 and 1 ≤ r < N2 (p − 1), then there exists an initial function u0 ∈ Lr(RN )
such that problem (1.3) can not possess any local in time nonnegative classical solutions.
See [1], [3], [4], [6]–[12], [15], [18], [20]–[26] for existence and nonexistence of solutions for non-
linear parabolic equations and qualitative properties of solutions. We also refer to [14] and
[19], which include good references concerning parabolic equations. It is remarkable that the
critical exponent rc :=
N
2 (p− 1), which gives the classification of existence and nonexistence of
solutions for problem (1.3), arises from the scale invariant property of (1.3) under the scaling
transformation
(1.4) uλ(x, t) := λ
2
p−1u(λx, λ2t), λ > 0,
in the sense that ‖uλ(·, 0)‖Lr(RN ) = ‖u(·, 0)‖Lr(RN ) if and only if r = rc. The above assertions
due to Weissler show that the critical exponent r = rc can be a priori found by the scaling
transformation and its invariant norm of problem (1.3). However, in the case of general nonlin-
earity f(u), it is not clear which integral should be controlled for the classification of existence
and nonexistence of solutions, since problem (1.1) does not possess a scale invariant property
for general nonlinearity f .
In this paper, we reveal the threshold integrability of u0 to classify existence and nonexistence
of solutions for problem (1.1) without any concrete assumptions on the behavior of f = f(s)
near s =∞. To this end, we apply the “quasi” scaling proposed by the first author of this paper
in [5]:
(1.5) uλ(x, t) := F
−1
[
λ−2F (u(λx, λ2t))
]
, λ > 0,
where
F (s) :=
∫ ∞
s
du
f(u)
and F−1 is the inverse function of F . We mention that the transformation (1.5) does not preserve
the equation (1.1), however, the main term of (1.1) are unchanged. In fact, for the solution u
of (1.1), the function uλ defined by (1.5) satisfies
(1.6) ∂tuλ = ∆uλ + f(uλ) + f(uλ)f(u)
−2F (u)−1|∇u|2
[
f ′(u)F (u) − f ′(uλ)F (uλ)
]
.
It should be emphasized that this striking transformation (1.5) is a generalization of (1.4) for
polynomial nonlinearity since (1.5) coincides with (1.4) if f(u) = up and the remainder term in
(1.6) becomes zero.
We now introduce a significant property which arises from the transformation (1.5), that is,
the scale invariant property
(1.7)
∫
RN
F (uλ(x, 0))
−N
2 dx =
∫
RN
F (u(x, 0))−
N
2 dx, λ > 0.
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This property plays an essential role for classifying existence and nonexistence as Lrc norm for
problem (1.4). Furthermore, we focus on the limit of f ′(s)F (s) as s→∞:
A := lim
s→∞
f ′(s)F (s),
since the behavior of the function f ′F controls the remainder term of (1.6). Throughout this
paper, we assume that the above limit A always exists and f is superlinear in the sense that
(1.8) F (s) =
∫ ∞
s
du
f(u)
<∞
for all s > 0. Note that the limit A always exist for typical examples of f such as
f(u) = up (p > 1), up + uq (p > q > 1), eu, eu
2
.
The main purpose of this paper is to show that the integrability driven from (1.7) implies
the classification theorems of existence of solutions for problem (1.1) with general nonlinearity
f . To state the results, we introduce some notation. For x ∈ RN and ρ > 0, we denote by Bρ(x)
the ball of radius ρ centered at x. For 1 ≤ p <∞, define the uniformly local Lp space Lpul,ρ(RN )
by
Lpul,ρ(R
N ) :=

u ∈ Lploc(RN ) : ‖u‖Lpul,ρ(RN ) := supy∈RN
(∫
Bρ(y)
|u(x)|p dx
)1/p
<∞

 .
We denote by Lpul,ρ(RN ) the closure of the space of bounded uniformly continuous functions
BUC(RN) in the space Lpul,ρ(R
N ), that is,
Lpul,ρ(RN ) := BUC(RN)
‖·‖
L
p
ul,ρ
(RN )
.
Define
(et∆ϕ)(x) := (4πt)−
N
2
∫
RN
e−
|x−y|2
4t ϕ(y) dy
for ϕ ∈ L1ul,ρ(RN ). Then et∆ϕ gives the solution for the heat equation with the initial data ϕ.
We are ready to state our main results. We first state the existence results of local in time
solutions for problem (1.1).
Theorem 1.1. Let N ≥ 1, ρ > 0 and f ∈ C1([0,∞)) satisfy (1.2) and (1.8). Assume that the
limit A = lim
s→∞
f ′(s)F (s) exists and that there exists a constant s1 > 0 such that
(1.9) f ′(s)F (s) ≤ A for all s ≥ s1.
(i) (Subcritical case) Let r > 0 be a constant satisfying
(1.10) r ≥ A− 1, r > N
2
,
and assume that a nonnegative initial function u0 is measurable and satisfies
(1.11) F (u0)
−r ∈ L1ul,ρ(RN ).
• If A > 1, there exist T > 0 and a local in time classical solution u ∈ C2,1(RN × (0, T )) of
(1.1) satisfying the initial value problem in the following sense:
(1.12) lim
t→0
‖u(t) − et∆u0‖
L
r
A−1
ul,ρ (R
N )
= 0.
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Furthermore, the existence time T can be estimated to satisfy
T
N
2
(1− 1
A
)ρ−N(1−
1
A
)
+max
{
‖F (u0)−r‖L1ul,ρ(RN ), F (s1)
−rρN
}(
T r−
N
2A ρ−N ·
A−1
A + T r−
N
2
)
≥ γ
(1.13)
where γ > 0 depends only on N , A and r.
• If A = 1, there exist T > 0 and a local in time classical solution u ∈ C2,1(RN × (0, T )) of
(1.1) satisfying the initial value problem in the following sense:
(1.14) lim
t→0
‖u(t)− et∆u0‖L∞(RN ) = 0.
Furthermore, the existence time T can be estimated to satisfy
T
ǫN
2 ρ−ǫN
+ γǫmax
{
‖F (u0)−r‖L1ul,ρ(RN ), F (s1)
−rρN
}(
T r−
N
2
(1−ǫ)ρ−ǫN + T r−
N
2
)
≥ γ
(1.15)
for any sufficiently small ǫ > 0, where γ depends only on N and r, and γǫ is a positive
constant depending only on N , r and ǫ satisfying γǫ →∞ as ǫ→ 0.
(ii) (Critical case) Let
(1.16) r =
N
2
> A− 1,
and assume that a nonnegative initial function u0 is measurable and satisfies
(1.17) F (u0)
−r ∈ L1ul,ρ(RN ).
Then there exist T > 0 and a local in time classical solution u ∈ C2,1(RN × (0, T )) of (1.1)
satisfying (1.12) for the case A > 1 and (1.14) for the case A = 1.
In view of Theorem 1.1, the balance of two important factors, the behavior of the function
f = f(s) as s → ∞ and the singularity of u0 (given in (1.11) or (1.17)), is controlled by the
constant A = lim
s→∞
f ′(s)F (s) via the function f . Note that it relies on the setting of f and the
space of the initial data whether the solution u(t) converges to u0 as t→ 0, so we do not discuss
this problem under general setting of Theorem 1.1. However, we consider the convergence of
the solution to the initial data for concrete examples of f in Section 5. See also Remark 1.3.
Remark 1.1. It must hold that A ≥ 1 for all superlinear functions f ∈ C1([0,∞)) satisfying
(1.2) and (1.8). Assume that A < 1. Then there exist s0 > 0 and ǫ ∈ (0, 1) such that f ′(s)F (s) ≤
1− ǫ for all s ≥ s0. Since f ′(s) = F ′′(s)/F ′(s)2 and F ′(s) = −1/f(s) < 0, it holds
F ′′(s)
F ′(s)
≥ (1− ǫ)F
′(s)
F (s)
for all s ≥ s0. Integrating both sides of above inequality on (s0, s), we have
−F ′(s) ≥ CF (s)1−ǫ,
where C > 0 is a constant. This together with a simple calculation contradicts the positivity of
F .
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Remark 1.2. One can easily check that
lim
s→∞
f ′(s)F (s) =


p
p− 1 if f(u) = u
p with p > 1,
1 if f(u) = eu or f(u) = eu
2
.
Therefore the constant A becomes small if the growth rate of f is rapid.
Remark 1.3. Under the condition (1.9), as in Remark 1.1, we have
F ′′(s)
F ′(s)
≥ AF
′(s)
F (s)
,
which implies that −F ′(s) ≥ CF (s)A for all sufficiently large s > 0. Here C > 0 is a constant
independent of s. Then, by a simple calculation we can check that s ≤ CF (s)−(A−1) for some
C > 0 and all sufficiently large s > 0 and that F (u0)
−r ∈ L1ul,ρ(RN ) yields u0 ∈ L
r
A−1
ul,ρ (R
N ) for
the case A > 1 provided that either (1.10) and (1.11) or (1.16) and (1.17) hold. Therefore, the
convergence (1.12) of u(t) is reasonable from the viewpoint of the singularity of u0. On the other
hand, (1.11) does not imply that u0 ∈ L
N
2
· 1
A−1
ul,ρ (R
N ) for the case A > 1 in general. So we do not
know whether et∆u0 can be replaced by u0 in (1.12). See also Lemma 2.2.
We next state the nonexistence results of local in time solutions for problem (1.1).
Theorem 1.2 (Nonexistence). Let N ≥ 1, ρ > 0 and f ∈ C1([0,∞)) satisfy (1.2) and (1.8).
Assume that the limit A = lim
s→∞
f ′(s)F (s) exists. Furthermore, assume that A − 1 < N/2 and
there exists a constant s2 > 0 such that
(1.18) f ′(s)F (s) ≥ A for all s ≥ s2.
Then, for any r ∈ [A− 1, N/2) if A > 1 or any r ∈ (0, N/2) if A = 1, there exists a nonnegative
measurable initial function u0 satisfying F (u0)
−r ∈ L1ul,ρ(RN ) such that there can not exist
nonnegative classical solutions of (1.1) satisfying the initial value problem in the sense (1.12)
or (1.14).
In some examples of f , for instance f(u) = up+uq (p > q > 1), the condition (1.18) does not
hold. However, for the case A > 1, it seems possible to avoid this difficulty by considering some
approximation of f from above (See Theorem 5.1 and its proof). On the other hand, for the case
A = 1, similar calculations as in Remark 1.3 can be carried out, and the condition (1.18) with
A = 1 implies that there exists a constant C > 0 such that f(u) ≤ eCu. Therefore, Theorem 1.2
is no longer available for rapidly growing nonlinearity such as f(u) = eu
2
. However, even for the
case f has rapid growth, that is, A = 1 and f ′(s)F (s) converges to 1 from below, there holds
the following nonexistence result.
Theorem 1.3 (Nonexistence). Let N ≥ 1, ρ > 0 and f ∈ C1([0,∞)) satisfy (1.2) and (1.8).
Assume that A = 1 and there exists a constant s3 > 0 such that
f ′(s)F (s) ≤ 1 for all s ≥ s3.
Then, for any r ∈ (0, N/2), there exists a nonnegative measurable initial function u0 satisfy-
ing F (u0)
−r ∈ L1ul,ρ(RN ) such that there can not exist nonnegative classical solutions of (1.1)
satisfying the initial value problem in the sense (1.14).
So far as the authors know, these are the first results to characterize existence and nonexis-
tence of solutions for problem (1.1) without any assumptions on the growth rate of the nonlinear
term f .
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As an application of our main results, we treat the case f(u) = eu
2
. Several other applications
are considered in Section 5. Consider
(1.19)
{
∂tu = ∆u+ e
u2 , x ∈ RN , t > 0,
u(x, 0) = u0(x) ≥ 0, x ∈ RN .
This type nonlinearity appears in view of the Trudinger-Moser inequality or the problem related
to uniqueness results for (1.3) with N = 2, and has been treated in [9], [10], [11] and [21]. See
also [17]. Among others, in [10], [11] and [21], the authors discuss local in time existence and
nonexistence of solutions for (1.19) (with a slight modification on the nonlinearity) in the Orlicz
space expL2(RN ). Here the Orlicz space expL2(RN ) is the set of all functions u0 ∈ L1loc(RN )
satisfying
(1.20)
∫
RN
[
eλ|u0(x)|
2 − 1
]
dx <∞
for some λ > 0. Local in time existence of solutions for problem (1.19) has been shown for initial
data u0 satisfying (1.20) with sufficiently large λ > 0, and they also prove that (1.19) can not
possess local in time solutions for some u0 satisfying (1.20) with sufficiently small λ > 0. It seems
that the critical integrability for u0 which classifies local in time existence and nonexistence of
solutions for (1.19) is not known yet. In the following theorem, we apply Theorems 1.1 and 1.3
to obtain the critical integrability of initial data u0.
Theorem 1.4. Let N ≥ 1 and ρ > 0.
(i) (Subcritical case) Let r > N/2. For any nonnegative measurable function u0 satisfying
|u0|rer|u0|2 ∈ L1ul,ρ(RN ), there exists a local in time classical solution for problem (1.19)
satisfying (1.14). Furthermore, if |u0|rer|u0|2 ∈ L1ul,ρ(RN ), then
(1.21) lim
t→0
sup
y∈RN
∫
Bρ(y)
|u(x, t)− u0(x)|rer|u(x,t)−u0(x)|2 dx = 0.
The existence time T can be chosen to satisfy
T
ǫN
2 ρ−ǫN + γǫmax
{
‖ur0eru
2
0‖L1ul,ρ(RN ), ρ
N
}(
T r−
N
2
(1−ǫ)ρ−ǫN + T r−
N
2
)
≥ γ
for any sufficiently small ǫ > 0, where γ depends only on N and r, and γǫ is a positive
constant depending only on N , r and ǫ and satisfies γǫ →∞ as ǫ→ 0.
(ii) (Critical case) Let u0 be a nonnegative measurable function satisfying |u0|N2 eN2 |u0|2 ∈
L1ul,ρ(RN ). Then there exists a local in time classical solution for problem (1.19) satis-
fying (1.14) and (1.21) with r = N/2.
(iii) (Nonexistence) Let 0 < r < N/2. Then there exists a nonnegative measurable data u0 such
that |u0|rer|u0|2 ∈ L1ul,ρ(RN ) and problem (1.19) can not possess any local in time classical
solution u satisfying (1.14).
We sketch the outline of the proof of our main theorems. In order to argue existence of
solutions for (1.1) with general nonlinearity f , we introduce a generalization of the Cole-Hopf
transformation. In the case A > 1, let u satisfy ∂tu = ∆u+ f(u) and put
(1.22) v(x, t) := F (u(x, t))−(A−1).
Then v satisfies
∂tv = ∆v + (A− 1)v1+
1
A−1 + (A− 1)F (u)−A−1f(u)−2|∇u|2
[
f ′(u)F (u) −A
]
.
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Using the transformation (1.22), we construct a supersolution of problem (1.1), then we obtain
a solution for problem (1.1) by a monotone method. See Proposition 2.1. For construction of a
supersolution of (1.1), we utilize the solution for a heat equation with power type nonlinearity,
that is,
(1.23) ∂tv = ∆v + (A− 1)v
A
A−1 , x ∈ RN , t > 0, v(x, 0) = F (u0(x))−(A−1), x ∈ RN .
Define
u(x, t) := F−1
(
v(x, t)−1/(A−1)
)
.
Then u satisfies ∂tu ≥ ∆u + f(u), provided that f ′(u)F (u) ≤ A. Then, with the help of the
cut-off technique, we can construct a supersolution by using (1.22) and the solution of (1.23).
Nonexistence of solutions for problem (1.1) is also proved by using (1.22) with the help of the
nonexistence results for (1.23). However, the transformation (1.22) is not useful for the case
A = 1 since the case A = 1 includes exponential nonlinearity f(u) = eu, which is essentially
different from power type nonlinearity. For the case A = 1, we use the transformation
(1.24) v(x, t) := log F (u(x, t))−1,
instead of (1.22). Under this transformation, the existence problem for (1.1) with general f can
be reduced to that of a heat equation with exponential nonlinearity.
The rest of this paper is organized as follows: In Section 2, we give some preliminary results.
In particular, we recall the existence and nonexistence results for a heat equation with power
type nonlinearity and exponential nonlinearity. In Section 3, we consider local in time existence
of solutions for problem (1.1) with the aid of (1.22) and (1.24), and prove Theorems 1.1. In
Section 4, we discuss nonexistence of solutions for problem (1.1), and prove Theorems 1.2 and
1.3. In Section 5, we apply our main theorems to several examples of nonlinear heat equations.
2 Preliminaries
In this section we recall some properties of uniformly local Lp spaces and the existence result
of solutions for problem (1.1). Furthermore, in Propositions 2.2–2.5, we discuss the existence
result of solutions for problem (1.1) with typical examples of f . In particular, we discuss the
cases f(u) = up and f(u) = eu.
We first recall two lemmas on properties of uniformly local Lp spaces. For partial differential
equations in the uniformly local Lebesgue spaces, see for example [2], [13] and [16]. Lemma 2.1
gives the smoothing effect of the heat semigroup in Lpul,ρ(R
N ) (see [2, Proposition 2.1] and [16,
Corollary 3.1]). In the following, for any set X and maps a = a(x) and b = b(x) from X to
[0,∞), we say
a(x) . b(x) for all x ∈ X,
if there exists a positive constant C such that a(x) ≤ Cb(x) for all x ∈ X.
Lemma 2.1. Let 1 ≤ p ≤ q ≤ ∞. Then there holds
‖et∆u‖Lqul,ρ(RN ) .
(
ρ
−N
(
1
p
− 1
q
)
+ t
−N
2
(
1
p
− 1
q
))
‖u‖Lpul,ρ(RN )
for all t > 0, ρ > 0 and u ∈ Lpul,ρ(RN ).
The following lemma gives basic properties of Lpul,ρ(RN ). See [16, Proposition 2.2].
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Lemma 2.2. Let 1 ≤ p <∞. The following assertions are equivalent:
(i) u ∈ Lpul,ρ(RN ).
(ii) lim
|y|→0
‖u(·+ y)− u(·)‖Lpul,ρ(RN ) = 0.
(iii) lim
t→0
‖et∆u− u‖Lpul,ρ(RN ) = 0.
Remark 2.1. u ∈ Lpul,ρ(RN ) is equivalent to |u|p ∈ L1ul,ρ(RN ).
It is pointed out in [16] that the characterization (iii) plays an important role to treat the
initial value problem in Lpul,ρ(RN ) for a nonlinear heat equation.
We next recall one proposition on existence of solutions for problem (1.1). Proposition 2.1
implies that, if there exists a supersolution for (1.1), we can find a solution of (1.1) below the
supersolution via monotone methods. See for example [12], [20] and [22].
Proposition 2.1. Let f ∈ C1([0,∞)) satisfy (1.2). Let u0 ∈ L1ul,ρ(RN ) be a nonnegative
function. Assume that there exists u ∈ C2,1(RN × (0, T )) satisfying
(2.1) u(x, t) ≥ (et∆u0)(x) +
∫ t
0
[e(t−s)∆f(u(·, s))](x) ds
for almost every (x, t) ∈ RN × (0, T ). Then there exists a solution u ∈ C2,1(RN × (0, T )) of the
integral equation
u(x, t) = (et∆u0)(x) +
∫ t
0
[e(t−s)∆f(u(·, s))](x) ds in RN × (0, T ),
which satisfies ∂tu = ∆u+ f(u) in R
N × (0, T ). Furthermore, there holds 0 ≤ u(x, t) ≤ u(x, t)
in RN × (0, T ).
Proof. For n ≥ 2, define the function un by
un(x, t) := (e
t∆u0)(x) +
∫ t
0
[e(t−s)∆f(un−1(s))](x) ds,
where u1 := 0. Since f = f(u) is an increasing function with respect to u by (1.2) and u is a
supersolution in the sense of (2.1), if u ≥ un−1(x, t), then we have
u(x, t) ≥ (et∆u0)(x) +
∫ t
0
[e(t−s)∆f(u(s))](x) ds
≥ (et∆u0)(x) +
∫ t
0
[e(t−s)∆f(un−1(s))](x) ds = un(x, t).
Since u(x, t) ≥ 0 = u1(x, t), by induction we have u(x, t) ≥ un(x, t) for all n ∈ N. By the
definition of un with n = 2 we first obtain
u2(x, t) = (e
t∆u0)(x) +
∫ t
0
[e(t−s)∆f(u1(s))](x) ds ≥ 0 = u1(x, t).
Then, since f = f(u) is an increasing function with respect to u, we have
u3 = e
t∆u0 +
∫ t
0
e(t−s)∆f(u2(s)) ds ≥ et∆u0 +
∫ t
0
e(t−s)∆f(u1(s)) ds = u2.
Repeating the above argument, we have
(2.2) u(x, t) ≥ un+1(x, t) ≥ un(x, t) ≥ 0 in RN × (0, T )
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for all n ∈ N. Then we can define the limit function u by
u(x, t) := lim
n→∞
un(x, t),
and by the monotone convergence theorem and (1.2) we see that this function u gives a solution
to the desired integral equation. By (2.2) and the monotonicity of un we have u(x, t) ≤ u(x, t).
Then we can apply the standard regularity theory for parabolic equations and obtain u ∈
C2,1(RN × (0, T )), so u satisfies the equation in the classical sense. Thus we complete the proof
of Proposition 2.1.
We give one lemma on sufficient conditions that equation (1.1) and related inequalities can
be rewritten by the integral form.
Lemma 2.3. Let f ∈ C1([0,∞)) satisfy (1.2). Let T > 0 and u ∈ C2,1(RN × (0, T )) satisfy
(2.3) lim
t→0
∥∥∥∥
∫ t
0
e(t−s)∆f(u(·, s)) ds
∥∥∥∥
L1ul,ρ(R
N )
= 0.
(i) Assume that u satisfies ∂tu = ∆u+f(u) in R
N × (0, T ). If u0 ∈ L1ul,ρ(RN ) and there holds
(2.4) lim
t→0
‖u(t)− et∆u0‖L1ul,ρ(RN ) = 0,
then u satisfies
u(x, t) = (et∆u0)(x) +
∫ t
0
[e(t−s)∆f(u(·, s))](x) ds in RN × (0, T ).
(ii) Assume that u satisfies ∂tu ≥ ∆u+f(u) in RN × (0, T ). If u0 ∈ L1ul,ρ(RN ) and there holds
either (2.4) or
(2.5) u(x, t) ≥ (et∆u0)(x) in RN × (0, T ),
then u satisfies
u(x, t) ≥ (et∆u0)(x) +
∫ t
0
[e(t−s)∆f(u(·, s))](x) ds in RN × (0, T ).
(iii) Assume that u satisfies ∂tu ≤ ∆u+f(u) in RN × (0, T ). If u0 ∈ L1ul,ρ(RN ) and there holds
either (2.4) or that there exists a function r ∈ C([0, T );L1ul,ρ(RN )) such that
‖r(·, t)‖L1ul,ρ(RN ) → 0 as t→ 0
and
(2.6) u(x, t) ≤ (et∆u0)(x) + r(x, t) in RN × (0, T ),
then u satisfies
u(x, t) ≤ (et∆u0)(x) +
∫ t
0
[e(t−s)∆f(u(·, s))](x) ds in RN × (0, T ).
Proof. We first prove assertion (i). Since u satisfies ∂tu = ∆u + f(u) in R
N × (0, T ), for any
sufficiently small τ > 0, we have
(2.7) u(x, t) = (e(t−τ)∆u(τ))(x) +
∫ t
τ
[e(t−s)∆f(u(s))](x) ds in RN × (τ, T ).
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Since e(t−τ)∆u(τ) = e(t−τ)∆(u(τ)− eτ∆u0) + et∆u0, by Lemma 2.1 and (2.4) we have
lim
τ→0
‖e(t−τ)∆u(τ)− et∆u0‖L∞(RN )
. lim
τ→0
(ρ−N + (t− τ)−N2 )‖u(τ)− eτ∆u0‖L1ul,ρ(RN ) = 0.
(2.8)
On the other hand, since∫ t
0
e(t−s)∆f(u(s)) ds −
∫ t
τ
e(t−s)∆f(u(s)) ds = e(t−τ)∆
∫ τ
0
e(τ−s)∆f(u(s)) ds,
by Lemma 2.1 and (2.3) we obtain
lim
τ→0
∥∥∥∥
∫ t
0
e(t−s)∆f(u(s)) ds −
∫ t
τ
e(t−s)∆f(u(s)) ds
∥∥∥∥
L∞(RN )
. lim
τ→0
(ρ−N + (t− τ)−N2 )
∥∥∥∥
∫ τ
0
e(τ−s)∆f(u(s)) ds
∥∥∥∥
L1ul,ρ(R
N )
= 0.
This together with (2.7) and (2.8) proves assertion (i).
Next we prove assertion (ii). If u0 satisfies (2.4), then we can prove assertion (ii) as in the
above argument. If (2.5) is satisfied, we have
u(x, t) ≥ e(t−τ)∆u(τ) +
∫ t
τ
e(t−s)∆f(u(s)) ds ≥ et∆u0 +
∫ t
τ
e(t−s)∆f(u(s)) ds
in RN × (τ, T ), where τ > 0 is sufficiently small. Then, as in the above argument, we have the
convergence of the Duhamel term and assertion (ii) is proved.
Finally, we prove assertion (iii). We only consider the case (2.6). Assuming (2.6), we have
u(t) ≤ e(t−τ)∆u(τ) +
∫ t
τ
e(t−s)∆f(u(s)) ds ≤ et∆u0 + e(t−τ)∆r(τ) +
∫ t
τ
e(t−s)∆f(u(s)) ds
in RN × (τ, T ), where τ > 0 is sufficiently small. Since ‖r(t)‖L1ul,ρ(RN ) → 0 as t → 0, by
Lemma 2.1 we have
‖e(t−τ)∆r(τ)‖L∞(RN ) . (ρ−N + (t− τ)−
N
2 )‖r(τ)‖L1ul,ρ(RN ) → 0
as τ → 0. Since the convergence of the Duhamel term can be proved as in the above argument,
we can prove assertion (iii). Thus we complete the proof of Lemma 2.3.
Now we recall the existence result for the heat equation with power type nonlinearity
(2.9)
{
∂tu = ∆u+ |u|p−1u, x ∈ RN , t > 0,
u(x, 0) = u0(x), x ∈ RN ,
where p > 1. In particular, we consider the case u0 belongs to a uniformly local L
r space and
study local in time existence of solutions for problem (2.9) in suitable functional spaces. We state
the existence results for the subcritical case and the critical case, respectively. For existence of
classical solutions of (2.9), we study the integral equation
(2.10) u(t) = et∆u0 +
∫ t
0
e(t−s)∆|u(s)|p−1u(s) ds
in the uniformly local Lr spaces.
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Proposition 2.2 (Subcritical case). Let N ≥ 1 and p > 1. Assume r ≥ 1 and r > N2 (p −
1). Given any u0 ∈ Lrul,ρ(RN ), there exist T > 0 and at least one classical solution u ∈
C((0, T );Lrul,ρ(R
N )) ∩ L∞loc((0, T );L∞(RN )) ∩ C2,1(RN × (0, T )) satisfying (2.10) and
lim
t→0
‖u(t)− et∆u0‖Lrul,ρ(RN ) = 0.
The solution u satisfies ‖u(t) − u0‖Lrul,ρ(RN ) → 0 as t → 0, provided that u0 ∈ L
r
ul,ρ(R
N ).
Furthermore, the maximal existence time T can be estimated to satisfy
(2.11) T
N
2p ρ
−N
p + ‖u0‖rLrul,ρ(RN )
(
T
r
p−1
−N
2
· p−1
p ρ
−N
p + T
r
p−1
−N
2
)
≥ γ,
where γ is a positive constant depending only on N , p and r.
Proposition 2.3 (Critical case). Let N ≥ 1 and assume r = N2 (p − 1) > 1. Given any
u0 ∈ Lrul,ρ(RN ), there exist T > 0 and at least one classical solution u ∈ C([0, T );Lrul,ρ(RN )) ∩
L∞loc((0, T );L
∞(RN )) ∩ C2,1(RN × (0, T )) satisfying (2.10).
One can prove Propositions 2.2 and 2.3 by applying the arguments in [7] and [26] with a
slight modification. See Appendix A.
Remark 2.2. (i) Under the assumptions of Proposition 2.2, there exist constants M > 0 and
T0 ∈ (0, T ) such that
tσ‖u(t)‖Lprul,ρ(RN ) ≤M
for all t ∈ (0, T0), where σ = N2 (1r − 1pr ). See the proof of Proposition 2.2 in Appendix A.
(ii) Under the assumptions of Proposition 2.3, it holds
lim
t→0
tσ‖u(t)‖Lqul,ρ(RN ) = 0,
where max{p, r} < q < pr and σ = N2 (1r − 1q ). See the proof of Proposition 2.3 in Appendix A.
We next discuss existence of solutions for a heat equation with exponential nonlinearity
(2.12)
{
∂tu = ∆u+ e
u, x ∈ RN , t > 0,
u(x, 0) = u0(x), x ∈ RN ,
where u0 satisfies
(2.13) u0(x) ≥ −Ce|x|2−ǫ in RN
for some C > 0 and ǫ ∈ (0, 1). The problem on existence and nonexistence of solutions for (1.1)
with A = 1 can be reduced to that of (2.12) via the transformation (1.24) under the condition
(1.9) or (1.18).
We first prepare one basic lemma on the relationship between the heat semigroup and convex
and concave functions. Lemma 2.4 directly follows from the Jensen inequality. For the proof of
Lemma 2.4, we refer to [26, Lemma 5.1].
Lemma 2.4. Let φ ∈ L1ul,ρ(RN ) and J be a function from [0,∞) to itself. If J is convex, then
there holds
J
(
et∆φ(x)
) ≤ [et∆J(φ)](x) in RN × (0,∞).
On the other hand, if J is concave, then there holds
J
(
et∆φ(x)
) ≥ [et∆J(φ)](x) in RN × (0,∞).
Existence results for nonlinear heat equations 12
Proposition 2.4. Let N ≥ 1 and r ≥ N/2. For any (possibly sign changing) initial data u0
satisfying (2.13) and
eru0 ∈ L1ul,ρ(RN ) if r >
N
2
, eru0 ∈ L1ul,ρ(RN ) if r =
N
2
,
there exists at least one classical solution u of (2.12) satisfying
u(t) = et∆u0 +
∫ t
0
e(t−s)∆eu(s) ds and lim
t→0
‖u(t)− et∆u0‖L∞(RN ) = 0.
If r > N2 , then the existence time T can be taken to satisfy
(2.14) T
ǫN
2 ρ−ǫN + γǫ‖eru0‖L1ul,ρ(RN )
(
T r−
N
2
(1−ǫ)ρ−ǫN + T r−
N
2
)
≥ γ
for any sufficiently small ǫ > 0, where γ depends only on N and r, and γǫ is a positive constant
depending only on N , r and ǫ satisfying γǫ →∞ as ǫ→ 0.
Proof. Let ǫ ∈ (0, 1/3) and v0 := e
ǫ
1−ǫ
u0 . Put Xr := L
(1−ǫ)r
ǫ
ul,ρ (R
N ) if r > N/2 and Xr :=
L
(1−ǫ)r
ǫ
ul,ρ (R
N ) if r = N/2. By the assumption on u0 we have v0 ∈ Xr for r ≥ N/2. Consider
(2.15) ∂tv = ∆v +
ǫ
1− ǫv
1/ǫ, x ∈ RN , t > 0, v(x, 0) = v0(x), x ∈ RN .
Since (1−ǫ)rǫ ≥ 1−ǫǫ · N2 = N2 (1ǫ − 1) > 1, Propositions 2.2 and 2.3 imply existence of a classical
nonnegative solution v of (2.15) in C((0, T ];Xr) if r > N/2 and in C([0, T ];Xr) if r = N/2, for
some T > 0. Now we apply the Cole-Hopf transformation
u(x, t) :=
1− ǫ
ǫ
log v(x, t).
Then a simple calculation shows that v
1−ǫ
ǫ = eu and
(2.16) ∂tu−∆u = 1− ǫ
ǫ
(
∂tv −∆v
v
+
|∇v|2
v2
)
≥ eu in RN × (0, T ).
Therefore u is a supersolution of (2.12). In order to rewrite (2.16) by the integral form, we check
the assumptions of Lemma 2.3 (ii). By (2.10) we have v(t) ≥ et∆v0. Since log s is monotonically
increasing and concave with respect to s, by Lemma 2.4 we have
(2.17) u(t)− et∆u(0) = 1− ǫ
ǫ
(log v(t)− et∆(log v0)) ≥ 1− ǫ
ǫ
(log v(t) − log(et∆v0)) ≥ 0,
thus u satisfies condition (2.5). We now check that u satisfies condition (2.3) with f(u) = eu.
By the definition of u, it suffices to prove
(2.18)
∫ t
0
‖e(t−s)∆v(s) 1−ǫǫ ‖L∞(RN ) ds→ 0 as t→ 0.
Case r > N/2
We remark that v0 ∈ L
1−ǫ
ǫ
r
ul,ρ (R
N ). If r > N/2, then there exist constants M > 0 and T0 ∈ (0, T )
such that tσ‖v(t)‖
L
1−ǫ
ǫ2
r
ul,ρ (R
N )
≤ M for 0 < t < T0, where σ = N2 ( 11−ǫ
ǫ
r
− 11−ǫ
ǫ2
r
) = ǫN2r . See
Remark 2.2 (i). Thus, by Lemma 2.1 we have∫ t
0
‖e(t−s)∆v(s) 1−ǫǫ ‖L∞(RN ) ds .
∫ t
0
(
ρ−2σ + (t− s)−σ) ‖v(s)‖ 1−ǫǫ
L
1−ǫ
ǫ2
r
ul,ρ (R
N )
ds
≤
∫ t
0
(
ρ−2σ + (t− s)−σ) s− 1−ǫǫ σ ds ·M 1−ǫǫ
. (t1−
1−ǫ
ǫ
σρ−2σ + t1−
1−ǫ
ǫ
σ−σ)M
1−ǫ
ǫ → 0
(2.19)
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as t→ 0, since σ < 1−ǫǫ σ = (1−ǫ)N2r = N2r − σ < 1 and 1− 1−ǫǫ σ − σ = 1− σǫ = 1− N2r > 0.
Case r = N/2
In the case r = N/2, by Remark 2.2 (ii) we have tσ‖v(t)‖Lαul,ρ(RN ) → 0 as t → 0, where
max
{
1−ǫ
ǫ r,
1
ǫ
}
< α < 1−ǫ
ǫ2
r and σ = N2 (
ǫ
1−ǫ · 1r − 1α). Therefore, by Lemma 2.1 we have∫ t
0
‖e(t−s)∆v(s) 1−ǫǫ ‖L∞(RN ) ds
.
∫ t
0
(
ρ−
1−ǫ
ǫ
·N
α + (t− s)− 1−ǫǫ · N2α
)
s−
1−ǫ
ǫ
·σ ds · sup
0<s<t
s
1−ǫ
ǫ
σ‖v(s)‖
1−ǫ
ǫ
Lαul,ρ(R
N )
. (t1−
1−ǫ
ǫ
σρ−
1−ǫ
ǫ
·N
α + 1) · sup
0<s<t
s
1−ǫ
ǫ
σ‖v(s)‖
1−ǫ
ǫ
Lαul,ρ(R
N )
→ 0
(2.20)
as t→ 0, since −1−ǫǫ · N2α > −1, −1−ǫǫ σ > −1 and −1−ǫǫ · N2α − 1−ǫǫ σ + 1 = 0.
Hence (2.16) can be written by the integral form by Lemma 2.3 (ii) with the aid of (2.17)
and (2.18). Then, by Proposition 2.1 we obtain a classical solution u of
(2.21) u(x, t) = (et∆u0)(x) +
∫ t
0
[
e(t−s)∆eu(s)
]
(x) ds in RN × (0, T ),
satisfying u(x, t) ≤ u(x, t). We now prove the convergence of a solution to the initial data. Since
u ≤ u, by (2.21) we have
‖u(t)− et∆u0‖L∞(RN ) ≤
∥∥∥∥
∫ t
0
e(t−s)∆eu(s) ds
∥∥∥∥
L∞(RN )
≤
∫ t
0
‖e(t−s)∆v(s) 1−ǫǫ ‖L∞(RN ) ds,
and obtain the convergence of u to the initial data by (2.19) and (2.20).
We finally study the estimate of the existence time T for the case r > N/2, and prove (2.14).
Let r > N/2 and ǫ ∈ (0, 1/3). One can apply the same argument as in Appendix A with p, r,
α ,up replaced by 1/ǫ, 1−ǫǫ r,
ǫN
2r ,
ǫ
1−ǫv
1/ǫ, respectively. Then, being careful with the changes of
the constants, we see that
T r−
N
2
+ǫN
2 ρ−ǫN + T r−
N
2 ≥ γǫ
2r
‖v0‖
1−ǫ
ǫ
r
L
1−ǫ
ǫ r
ul,ρ (R
N )
,
which proves (2.14) with the help of the definition of v0. Thus we complete the proof of Propo-
sition 2.4.
The following result states nonexistence of solutions for exponential nonlinear heat equation
including problem (2.12), which shows the optimality of the condition for the integrability of the
initial data in Proposition 2.4. Proposition 2.5 is also available for rapidly increasing nonlinearity
such as f(u) = eu
2
, and is the key assertion for nonexistence of solutions for problem (1.1) even
if (1.18) is violated.
Proposition 2.5. Let r ∈ (0, N/2). Let g be a convex function in (s0,∞) for some s0 > 0.
Assume that g satisfies g(s)→∞ as s→∞, g′(s) > 0 for all s > 0 and
(2.22) lim
s→∞
g′′(s)
(g′(s))2
= 0.
Then there exists u0 ≥ 0 satisfying
G(u0)
−r ∈ L1ul,ρ(RN ) with G(s) :=
∫ ∞
s
du
eg(u)
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such that, for every T > 0, there is no nonnegative solution u ∈ C2,1(RN × (0, T )) of
u(x, t) = et∆u0 +
∫ t
0
e(t−s)∆eg(u(s))ds in RN × (0, T ).
In particular, there is no nonnegative classical solution u ∈ C2,1(RN × (0, T )) of
(2.23) ∂tu = ∆u+ e
g(u) in RN × (0, T ), u(x, 0) = u0(x) in RN ,
satisfying lim
t→0
‖u(t) − et∆u0‖L∞(RN ) = 0.
For the proof of Proposition 2.5, we introduce one lemma.
Lemma 2.5. Let g be a convex function in (s0,∞) such that g(s) ≥ Cs for all s ≥ s0 with some
C > 0 and s0 > 0. Let u0 ∈ L1ul,ρ(RN ) be such that u0(x) ≥ s0 in RN . Assume that there exists
a nonnegative solution u ∈ C2,1(RN × (0, T )) satisfying
u(x, t) = et∆u0 +
∫ t
0
e(t−s)∆eg(u(s))ds in RN × (0, T ).
Then, for any k ∈ N with k ≥ 2, there exists a constant Ck > 0 such that
‖et∆u0‖L∞(RN ) ≤ g−1
(
k
k − 1 log
1
t
+ Ck
)
for all t ∈ (0, T ).
Proof. The proof of Lemma 2.5 relies on the iteration argument developed by Weissler in [26].
Let k ∈ N and k ≥ 2. We first prove by induction that
(2.24) u(x, t) ≥
talC
kl−1
k−1
k exp
(
kl · g(et∆u0)
)
l∏
i=1
(k!ai)
kl−i
for all l ∈ N, x ∈ RN and t ∈ (0, T ), where {al} is a sequence defined by al+1 = kal + 1 with
a1 = k + 1.
We start with the proof for the case l = 1. Since u satisfies the integral equation, we have
u(x, t) ≥ et∆u0(x) ≥ s0 in RN × (0, T ). Furthermore, since u(x, t) ≥ 0 satisfies the integral
equation and η ∈ R 7→ eg(η) ∈ R is convex, by Lemma 2.4 we have
u(x, t) ≥
∫ t
0
e(t−s)∆ exp
(
g(es∆u0)
)
ds ≥
∫ t
0
exp
(
g(e(t−s)∆es∆u0)
)
ds = teg(e
t∆u0).
It follows from eg(u) ≥ g(u)kk! ≥ C
kuk
k! for u ≥ s0, the convexity of η ∈ R 7→ ekg(η) ∈ R and
Lemma 2.4 that
u(x, t) ≥
∫ t
0
e(t−s)∆
(
Cku(s)k
k!
)
ds ≥ C
k
k!
∫ t
0
e(t−s)∆
(
skekg(e
s∆u0)
)
ds
≥ C
k
k!
∫ t
0
skekg(e
t∆u0) ds =
Ck
k!(k + 1)
tk+1ekg(e
t∆u0).
This proves the inequality (2.24) for the case l = 1.
Now we assume that (2.24) holds for l ∈ N. Applying eg(u) ≥ Ckukk! and (2.24) with l, we
have
u(x, t) ≥ C
k
k!
∫ t
0
e(t−s)∆


skalC
kl−1
k−1
k2 exp
(
kl+1g(es∆u0)
)
l∏
i=1
(k!ai)
kl−i+1

 ds.
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Again, by Lemma 2.4 for the function η 7→ ekl+1g(η) we have
u(x, t) ≥ C
kl+1−1
k−1
k
k!
∫ t
0
skal exp
(
kl+1g(et∆u0)
)
l∏
i=1
(k!ai)
kl−i+1
ds
=
tkal + 1C
kl+1−1
k−1
k exp
(
kl+1g(et∆u0)
)
k!(kal + 1)
l∏
i=1
(k!ai)
kl−i+1
=
tal+1C
kl+1−1
k−1
k exp
(
kl+1g(et∆u0)
)
l+1∏
i=1
(k!ai)
kl−i+1
.
Here we used the relation al+1 = kal + 1. This implies that (2.24) holds with l + 1. Thus we
complete the proof of (2.24).
We now prove Lemma 2.5. It is easy to see that
al =
k
k − 1 · k
l − 1
k − 1
for all l ∈ N. Therefore, it follows from (2.24) that
u(x, t)
1
kl
l∏
i=1
(k!ai)
k−i ≥ t
k
k−1
− 1
kl(k−1)C
k
k−1
− k
kl(k−1) eg(e
t∆u0)
for all l ∈ N. Taking l→∞, we have
(2.25)
∞∏
i=1
(k!ai)
k−i ≥ t kk−1C kk−1 eg(et∆u0).
Remark that the left hand side of (2.25) converges. Indeed, we can easily see that
log
(
∞∏
i=1
(k!ai)
k−i
)
≤
∞∑
i=1
(i+ 1) log k + log(k!)
ki
<∞.
Then we obtain the assertion of the lemma from (2.25), and complete the proof of Lemma 2.5.
Proof of Proposition 2.5. The proof is by contradiction. Fix r < N/2 and 2 < α < N/r. Let
ǫ > 0 be a sufficiently small constant such that (1 + ǫ)αr < N . Since g′ > 0 and g is convex,
taking a sufficiently large s0 > 0 if necessary, we can take a constant C > 0 such that g(s) ≥ Cs
for all s ≥ s0. Define
u0(x) :=

 g
−1
(
α log
1
|x|
)
if |x| < r0,
s0 if |x| ≥ r0,
where r0 > 0 is chosen to satisfy g
−1(α log(1/r0)) = s0. Then, by (1 + ǫ)αr < N we have
e(1+ǫ)rg(u0) ∈ L1ul,ρ(RN ). Taking a sufficiently large s0 > 0 if necessary, by (2.22) we may assume
that g′′(s) ≤ ǫ(g′(s))2 for all s ≥ s0. Then we can easily see that
(2.26) g′(s) ≤ g′(s0)eǫ(g(s)−g(s0)) ≤ g′(s0)eǫg(s)
for all s ≥ s0. On the other hand, since it follows from (2.22) that
g′′(s)
(g′(s))2
e−g(s) ≤ 1
2
· g
′′(s)
(g′(s))2
e−g(s) +
1
2
e−g(s) =
1
2
(
− 1
g′(s)
e−g(s)
)′
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for sufficiently large s > 0, we have∫ ∞
s
g′′(u)
(g′(u))2
e−g(u) du ≤ 1
2
· 1
g′(s)
e−g(s),
and by (2.26) we obtain
G(s) =
∫ ∞
s
du
eg(u)
=
1
g′(s)
e−g(s) −
∫ ∞
s
g′′(u)
(g′(u))2
e−g(u) du
≥ 1
2
· 1
g′(s)
e−g(s) ≥ 1
2
· 1
g′(s0)
e−(1+ǫ)g(s)
for all sufficiently large s > 0. This together with e(1+ǫ)g(u0) ∈ L1ul,ρ(RN ) implies that G(u0)−r ∈
L1ul,ρ(R
N ).
Putting y =
√
tz, we have
‖et∆u0‖L∞(RN ) ≥ (4πt)−
N
2
∫
|y|≤r0
e−
|y|2
4t g−1
(
α log
1
|y|
)
dy
= (4π)−
N
2
∫
|z|≤r0t−1/2
e−
|z|2
4 g−1
(
α
2
log
1
t
+ α log
1
|z|
)
dz
Let δ > 0 be a sufficiently small constant such that α/2 − δ > 1 + 2δ. Then we have t−δ/α ≤
r0t
−1/2 for all sufficiently small t > 0 and
‖et∆u0‖L∞(RN ) ≥ (4π)−
N
2
∫
|z|≤t−δ/α
e−
|z|2
4 g−1
(
α
2
log
1
t
+ α log
1
|z|
)
dz
≥ g−1
((α
2
− δ
)
log
1
t
)
· (4π)−N2
∫
|z|≤t−δ/α
e−
|z|2
4 dz
= g−1
((α
2
− δ
)
log
1
t
)
·
(
1 +O(e−
t−2δ/α
8 )
)(2.27)
for all sufficiently small t > 0. We prove that this yields a contradiction. Assume that there
exists a nonnegative classical solution u of
u(t) = et∆u0 +
∫ t
0
e(t−s)∆eg(u(s)) ds.
Then, by Lemma 2.5 and (2.27) we have
(2.28) g−1
((α
2
− δ
)
log
1
t
)
·
(
1 +O(e−
t−2δ/α
8 )
)
≤ g−1
((
k
k − 1 + δ
)
log
1
t
)
for all sufficiently small t > 0. Here we take a sufficiently large k ∈ N satisfying k/(k− 1) + δ <
1 + 2δ. Then, since α/2 − δ > 1 + 2δ, we have k/(k − 1) + δ < α/2 − δ. In the following, we
prove that (2.28) yields a contradiction. For simplicity, define a := α/2 − δ, b := k/(k − 1) + δ,
c := 2δ/α and τ := log(1/t). Then a > b and (2.28) implies that
(2.29) g−1(aτ) ·
(
1 +O(e−e
−cτ/8)
)
≤ g−1(bτ)
for sufficiently large τ > 0. Since (g−1(s))′ = 1/g′(g−1(s)) > 0, by the mean value theorem and
(2.26) we see that there exists a constant d > 0 such that
g−1(aτ) ≥ g−1(bτ) + 1
g′(g−1(aτ))
(a− b)τ ≥ g−1(bτ) + d
eǫaτ
(a− b)τ,
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which implies that
g−1(aτ) ·
(
1 +O(e−e
−cτ/8)
)
≥ g−1(bτ) + d
eǫaτ
(a− b)τ +O(g−1(aτ)e−e−cτ /8) > g−1(bτ)
for all sufficiently large τ > 0. Remark that g−1(aτ) = O(τ) for all sufficiently large τ since
g(s) ≥ Cs for all s ≥ s0. This contradicts (2.29), and so (2.28) yields a contradiction.
We finally prove the latter assertion of Proposition 2.5. Assume that there exist a constant
T > 0 and a nonnegative classical solution u ∈ C2,1(RN × (0, T )) of (2.23) satisfying lim
t→0
‖u(t)−
et∆u0‖L∞(RN ) = 0. Then, for any τ ∈ (0, T ), by (2.23) we have
(2.30) u(x, t) = (e(t−τ)∆u(τ))(x) +
∫ t
τ
[e(t−s)∆eg(u(s))](x) ds
in RN × (τ, T ). This implies that∫ t
τ
[e(t−s)∆eg(u(s))](x) ds ≤ u(x, t) <∞,
so we see that
lim
τ→0
∫ t
τ
[e(t−s)∆eg(u(s))](x) ds =
∫ t
0
[e(t−s)∆eg(u(s))](x) ds
exists for all (x, t) ∈ RN × (0, T ). Therefore, since ‖u(τ) − eτ∆u0‖L∞(RN ) → 0 as τ → 0, as in
the proof of Lemma 2.3, taking the limit τ → 0 in (2.30), we see that u satisfies the integral
equation
u(x, t) = et∆u0 +
∫ t
0
e(t−s)∆eg(u(s))ds in RN × (0, T ).
This is a contradiction. Thus we complete the proof of Proposition 2.5.
3 Existence of a solution for problem (1.1)
In this section we show local and global in time existence of solutions for problem (1.1) with the
help of Propositions 2.1–2.4. Recall that
(3.1) A = lim
s→∞
f ′(s)F (s).
Before starting the proof of main theorems, we prepare two lemmas.
Lemma 3.1. Let f ∈ C1([0,∞)) satisfy (1.2) and (1.8). Define g(s) := f (F−1(s)). Assume
that (1.9) holds for some s1 > 0. Then
g(s) . s−A
for all sufficiently small s > 0.
Proof. It follows from (F−1(s))′ = −f(F−1(s)) = −g(s) that
(3.2) g′(s) = f ′(F−1(s))(F−1(s))′ = −f ′(F−1(s))g(s).
Since F−1 is monotonically decreasing with respect to s and F−1(s) → ∞ as s → 0, we have
F−1(s) > s1 for all sufficiently small s > 0. This together with (1.9) implies that
(3.3) sf ′(F−1(s)) = f ′(F−1(s))F (F−1(s)) ≤ A
for all sufficiently small s > 0. Combining (3.2) and (3.3), we have
g′(s) ≥ −As−1g(s)
for all sufficiently small s > 0. This proves Lemma 3.1.
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Lemma 3.2. Let f ∈ C1([0,∞)) satisfy (1.2) and (1.8). Let A > 1 and s1 > 0.
(i) If f ′(s)F (s) ≤ A for all s > s1, then F (s)−(A−1) is convex in (s1,∞). On the other hand,
if f ′(s)F (s) ≥ A for all s > s1, then F (s)−(A−1) is concave in (s1,∞).
(ii) If f ′(s)F (s) ≤ 1 for all s > s1, then logF (s)−1 is convex in (s1,∞). On the other hand,
if f ′(s)F (s) ≥ 1 for all s > s1, then log F (s)−1 is concave in (s1,∞).
Proof. Assume that f ′(s)F (s) ≤ A for all s > s1. Then direct calculations show that
d2
ds2
(
F (s)−(A−1)
)
= (A− 1)F (s)−A−1 1
f(s)2
(
A− f ′(s)F (s)) ≥ 0
for all s > s1. This proves the convexity of F (s)
−(A−1) in assertion (i). Other cases can be
treated in the same manner.
The rest of this section is devoted to the proof of Theorem 1.1.
Proof of Theorem 1.1.
Case A > 1
We first consider the case A > 1, and prove local in time existence of a solution for (1.1). Let r
be a constant given in the assumption of Theorem 1.1. Define
(3.4) v0(x) := max
{
F (u0(x))
−(A−1), F (s1)
−(A−1)
}
,
where s1 is the constant appearing in (1.9). In particular, we have
(3.5) v0(x) ≥ F (s1)−(A−1) > 0 in RN .
Consider the semilinear heat equation
(3.6) ∂tv = ∆v + (A− 1)v
A
A−1 in RN × (0, T ), v(x, 0) = v0(x) in RN ,
where T > 0. By (3.4) we have
(3.7) sup
y∈RN
∫
Bρ(y)
|v0(x)|
r
A−1 dx = sup
y∈RN
∫
Bρ(y)
max
{
F (u0(x))
−r, F (s1)
−r
}
dx,
which implies that v0 ∈ Lr/(A−1)ul,ρ (RN ) in case of (1.11) and v0 ∈ Lr/(A−1)ul,ρ (RN ) in case of (1.17).
Since
• r
A− 1 >
N
2(A− 1) =
N
2
[
A
A− 1 − 1
]
and
r
A− 1 ≥ 1 if (1.10) holds;
• r
A− 1 ≥
N
2(A− 1) =
N
2
[
A
A− 1 − 1
]
and
r
A− 1 > 1 if (1.16) holds,
in view of Propositions 2.2 and 2.3, there exist a constant T > 0 and a classical solution v in
L
r/(A−1)
ul,ρ (R
N ) (resp. in Lr/(A−1)ul,ρ (RN )) of (3.6) satisfying
(3.8) v(x, t) = (et∆v0)(x) +
∫ t
0
[e(t−s)∆v(s)
A
A−1 ](x) ds in RN × (0, T ),
if r satisfies (1.10) (resp. r satisfies (1.16)). Then we have v ∈ C2,1(RN × (0, T )). Furthermore,
by (3.5) and (3.8) we obtain
(3.9) v(x, t) ≥ (et∆v0)(x) ≥ F (s1)−(A−1)
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in RN × (0, T ).
Define the function u ∈ C2,1(RN × (0, T )) by
(3.10) u(x, t) := F−1
(
v(x, t)−1/(A−1)
)
.
Then, by (3.9) we have
(3.11) u(x, t) ≥ F−1(F (s1)) = s1 in RN × (0, T ).
Since we have
(3.12)
∂tu =
1
A− 1f(u)v
− A
A−1∂tv,
∆u =
f ′(u)f(u)v−
2A
A−1 |∇v|2
(A− 1)2 −
Af(u)v−
A
A−1
−1|∇v|2
(A− 1)2 +
f(u)v−
A
A−1∆v
A− 1 ,
by (3.6) we obtain
∂tu−∆u− f(u) = 1
(A− 1)2 f(u)v
− A
A−1
−1|∇v|2
[
A− f ′(u)v− 1A−1
]
=
1
(A− 1)2 f(u)v
− A
A−1
−1|∇v|2
[
A− f ′(u)F (u)
]
.
Thus, since f ′(u)F (u) ≤ A in RN × (0, T ) by (1.9) and (3.11), we obtain
(3.13) ∂tu ≥ ∆u+ f(u) in RN × (0, T ).
Furthermore, by (3.4) we see that
(3.14) u(x, 0) = max {u0(x), s1} ≥ u0(x) in RN .
By (3.10) and (3.11) we obtain F−1(v(x, t)−1/(A−1)) ≥ s1. This together with Lemma 3.1 with
A > 1 implies that
(3.15)
∫ t
0
e(t−s)∆f(u(s)) ds =
∫ t
0
e(t−s)∆f(F−1(v(s)−
1
A−1 )) ds .
∫ t
0
e(t−s)∆v(s)
A
A−1 ds
for all (x, t) ∈ RN × (0, T ). For the case r = N/2, since rA−1 = N2 ( AA−1 − 1) and v ∈
C([0, T ];Lr/(A−1)ul,ρ (RN )), we have
(3.16)
∫ t
0
e(t−s)∆v(s)
A
A−1 ds = v(t)− et∆v0 → 0 in L
r
A−1
ul,ρ (R
N ),
as t → 0. For the case r > N/2, by Proposition 2.2 we also have (3.16). Then, since rA−1 ≥ 1,
by (3.15) and (3.16) we have (2.3) for u. On the other hand, by Lemma 2.4, Lemma 3.2, (1.9)
and (3.14) we have
F (et∆u(0))−(A−1) ≤ et∆
[
F (u(0))−(A−1)
]
.
This together with (3.9) and (3.10) implies that
F (u(t))−(A−1) − F (et∆u(0))−(A−1) ≥ v(t) − et∆
[
F (u(0))−(A−1)
]
= v(t)− et∆v0 ≥ 0.
Since F (s)−(A−1) is monotonically increasing with respect to s, we see that u(x, t) ≥ (et∆u(0))(x)
in RN × (0, T ). Therefore we can apply Lemma 2.3 (ii) and by (3.13) and (3.14) we obtain
u(x, t) ≥ (et∆u(0))(x) +
∫ t
0
[e(t−s)∆f(u(s))](x) ds ≥ (et∆u0)(x) +
∫ t
0
[e(t−s)∆f(u(s))](x) ds
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for all (x, t) ∈ RN × (0, T ). Hence we can apply Proposition 2.1 and prove existence of a local
in time classical solution u for problem (1.1). Note that, in case of (1.10), the existence time T
satisfies
T
N
2
(1− 1
A
)ρ−N(1−
1
A
) + γ0max
{
‖F (u0)−r‖L1ul,ρ(RN ), F (s1)
−rρN
}(
T r−
N
2A ρ−N ·
A−1
A + T r−
N
2
)
≥ T N2 (1− 1A )ρ−N(1− 1A ) + ‖v0‖
r
A−1
L
r
A−1
ul,ρ (R
N )
(
T r−
N
2Aρ−N ·
A−1
A + T r−
N
2
)
≥ γ1
by (2.11) with p = AA−1 , (3.4) and (3.7), where γ0 and γ1 are positive constants depending only
on N , A and r. Thus we obtain (1.13).
It remains to prove (1.12). By Proposition 2.1 we have u(x, t) ≤ u(x, t). Then, by (1.2) and
(3.15) we have
|u(t)− et∆u0| =
∫ t
0
e(t−s)∆f(u(s))ds ≤
∫ t
0
e(t−s)∆f(u(s)) ds .
∫ t
0
e(t−s)∆v(s)
A
A−1 ds.
This together with (3.16) yields (1.12). Thus we complete the proof of Theorem 1.1 for the case
A > 1.
Case A = 1
We next consider the case A = 1. The proof is similar to the above argument. Let
(3.17) w0(x) := max
{
log F (u0(x))
−1, log F (s1)
−1
}
.
Then we have
(3.18) w0(x) ≥ log F (s1)−1 in RN .
Consider the semilinear heat equation
(3.19) ∂tw = ∆w + e
w in RN × (0, T ), w(x, 0) = w0(x) in RN ,
where T > 0. Since (1.11) and (3.17) yields
(3.20) sup
y∈RN
∫
Bρ(y)
erw0(x) dx = sup
y∈RN
∫
Bρ(y)
max
{
F (u0(x))
−r, F (s1)
−r
}
dx,
we have erw0 ∈ L1ul,ρ(RN ) if r > N/2 and erw0 ∈ L1ul,ρ(RN ) if r = N/2. Hence, by Proposition 2.4
we can find a constant T > 0 and a classical solution w of (3.19) satisfying
w(t) = et∆w0 +
∫ t
0
e(t−s)∆ew(s) ds ≥ et∆w0
and
(3.21) lim
t→0
‖w(t)− et∆w0‖L∞(RN ) = lim
t→0
∥∥∥∥
∫ t
0
e(t−s)∆ew(s) ds
∥∥∥∥
L∞(RN )
= 0.
Define the function u ∈ C2,1(RN × (0, T )) by
(3.22) u(x, t) := F−1
(
e−w(x,t)
)
.
Then, as in (3.11), by (3.18) we have
(3.23) u(x, t) ≥ s1 in RN × (0, T ).
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One can easily check that
∂tu = f(u)e
−w∂tw, ∆u = f
′(u)f(u)e−2w|∇w|2 − f(u)e−w|∇w|2 + f(u)e−w∆w,
and so we have
∂tu−∆u− f(u) = f(u)e−w|∇w|2(1− f ′(u)e−w) = f(u)e−w|∇w|2(1− f ′(u)F (u)).
Since f ′(u)F (u) ≤ 1 by (1.9) with A = 1 and (3.23), we have
(3.24) ∂tu ≥ ∆u+ f(u) in RN × (0, T ).
By the similar argument as in the case A > 1 with the aid of Lemma 3.2 we obtain u(x, t) ≥
(et∆u(0))(x). Furthermore, by Lemma 3.1 with A = 1 we have∫ t
0
e(t−s)∆f(u(s)) ds =
∫ t
0
e(t−s)∆f(F−1(e−w)) ds .
∫ t
0
e(t−s)∆ew ds.
Then, by (3.21) and (3.24), we can apply Lemma 2.3 (ii), and by (3.17) we obtain
u(x, t) ≥ et∆u0 +
∫ t
0
e(t−s)∆f(u(s)) ds.
Applying Proposition 2.1, we obtain a local in time classical solution u of problem (1.1). Note
that, if r > N2 , by (2.14), (3.17) and (3.20) we see that the existence time T can be taken to
satisfy
T
ǫN
2 ρ−ǫN + Cγǫmax
{
‖eru0‖L1ul,ρ(RN ), F (s1)
−rρN
}(
T r−
N
2
(1−ǫ)ρ−ǫN + T r−
N
2
)
≥ T ǫN2 ρ−ǫN + γǫ‖erw0‖L1ul,ρ(RN )
(
T r−
N
2
(1−ǫ)ρ−ǫN + T r−
N
2
)
≥ γ∗
for all sufficiently small ǫ > 0, where C > 0 is a constant and γ∗ depends only on N and r, and
γǫ is a constant depending on N , r and ǫ such that γǫ →∞ as ǫ→ 0. Thus we obtain (1.15).
Convergence of the solution u to the initial data (1.14) is proved as follows. Since u(x, t) ≤
u(x, t) = F−1(e−w) and F−1(e−w) ≥ s1 by (3.22) and (3.23), we can apply Lemma 3.1 with
A = 1 and obtain
|u(t)− et∆u0| =
∫ t
0
e(t−s)∆f(u(s)) ds ≤
∫ t
0
e(t−s)∆f(u(s)) ds .
∫ t
0
e(t−s)∆ew ds.
Then (3.21) shows us the desired convergence. Thus we complete the proof of Theorem 1.1 for
the case A = 1.
Remark 3.1. We explain the structure of the transformations (3.10) and (3.22) used in the
proof of Theorem 1.1 for the cases A > 1 and A = 1, respectively. Let f and g satisfy (1.2) and
(1.8), and define G by
G(v) :=
∫ ∞
v
ds
g(s)
.
Assume that v satisfies ∂tv −∆v = g(v), and consider the following general transformation
(3.25) u˜(x, t) := F−1 (G(v(x, t))) .
By a simple calculation we see that u˜ satisfies
∂tu˜−∆u˜− f(u˜) = f(u˜)|∇v|
2
g(v)2F (u˜)
(
g′(v)G(v) − f ′(u˜)F (u˜)) .
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Then one can easily check that
g(s) =
{
s
A
A−1 if A > 1,
es if A = 1,
is a solution of the equation g′(s)G(s) = A, which implies that G(s) = (A − 1)s− 1A−1 for the
case A > 1 and G(s) = e−s for the case A = 1. Then (3.25) corresponds to (3.10) for the case
A > 1 and (3.22) for the case A = 1, respectively.
4 Nonexistence of solutions for problem (1.1)
In this section we discuss the nonexistence results of local in time nonnegative classical solutions
of (1.1), and prove Theorems 1.2 and 1.3. Recall
A = lim
s→∞
f ′(s)F (s).
Proof of Theorem 1.2. We first consider the case A > 1. Let r ∈ [A − 1, N/2). By [26,
Corollary 5.1] we can take a nonnegative function v0 ∈ Lr/(A−1)(RN ) ⊂ Lr/(A−1)ul,ρ (RN ) such that
there can not exists a local in time solution for the integral equation
(4.1) v(t) = et∆v0 + (A− 1)
∫ t
0
e(t−s)∆v(s)
A
A−1 ds.
Remark that, under the assumption of Theorem 1.2 for the case A > 1, we have
1 ≤ r
A− 1 <
N
2
[
A
A− 1 − 1
]
.
Let s2 > 0 be the constant satisfying (1.18) for all s ≥ s2. Define
(4.2) u0(x) := max
{
F−1
(
v
− 1
A−1
0
)
, s2
}
.
The proof is by contradiction. Suppose that there exist an existence time T > 0 and a local in
time nonnegative classical solution u ∈ C2,1(RN × (0, T )) for the problem (1.1) satisfying
(4.3) lim
t→0
‖u(t)− et∆u0‖
L
r
A−1
ul,ρ (R
N )
= 0.
Note that F (u0)
−r ∈ L1ul,ρ(RN ). Since u is a classical solution of (1.1) satisfying (4.3), as in the
proof of Proposition 2.5, we can rewrite (1.1) by the integral form
(4.4) u(x, t) = et∆u0 +
∫ t
0
e(t−s)∆f(u(s)) ds.
This implies u(x, t) ≥ et∆u0 ≥ s2 and
(4.5) f ′(u(x, t))F (u(x, t)) ≥ A
in RN × (0, T ). Define
v(x, t) := F (u(x, t))−(A−1) in RN × (0, T ).
Then, by (4.5) we see that v satisfies
(4.6) ∂tv −∆v − (A− 1)v
A
A−1 = (A− 1)F (u)−A−1f(u)−2|∇u|2
[
f ′(u)F (u)−A
]
≥ 0
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in RN × (0, T ). By Lemma 3.2 (i) together with (1.18) we can apply Lemma 2.4, and by (4.2)
and (4.4) we have
(4.7) v(x, t) ≥ F (et∆u0)−(A−1) ≥ et∆
[
F (u0)
−(A−1)
]
≥ et∆v0.
Furthermore, for any τ ∈ (0, T ), by (4.6) we have
(4.8) v(x, t) ≥ (e(t−τ)∆v(τ))(x) + (A− 1)
∫ t
τ
[e(t−s)∆v(s)
A
A−1 ](x) ds
in RN × (τ, T ). Then, since
(A− 1)
∫ t
τ
[e(t−s)∆v(s)
A
A−1 ](x) ds ≤ v(x, t)
for all τ ∈ (0, t) and v is nonnegative, we see that
lim
τ→0
∫ t
τ
[e(t−s)∆v(s)
A
A−1 ](x) ds =
∫ t
0
[e(t−s)∆v(s)
A
A−1 ](x) ds
exists for all (x, t) ∈ RN × (0, T ). Taking the limit τ → 0, by (4.7) and (4.8) we obtain
v(x, t) ≥ et∆v0(x) + (A− 1)
∫ t
0
[e(t−s)∆v(s)
A
A−1 ](x) ds,
that is, v is a supersolution of (4.1). Then we can construct a local in time solution v ∈
C2,1(RN × (0, T )) of the integral equation (4.1) with the aid of Proposition 2.1. This yields a
contradiction.
Next we consider the case A = 1. The proof is similar to the above argument, thus we only
show a brief sketch of the proof. Let r ∈ (0, N/2). By Proposition 2.5 we can take a nonnegative
function w0 such that e
rw0 ∈ L1ul,ρ(RN ) and there can not exists a local in time solution for the
integral equation
(4.9) w(t, x) = et∆w0 +
∫ t
0
e(t−s)∆ew(s)ds.
Define u0(x) := max{F−1(e−w0(x)), s2}. Suppose that there exists a local in time classical
solution u ∈ C2,1(RN × (0, T )) for problem (1.1) with ‖u(t) − et∆u0‖L∞ → 0 as t → 0. As in
the proof for the case A > 1, u also satisfies the integral equation (4.4). Define
w(x, t) := log F (u(x, t))−1 in RN × (0, T ).
Similarly to the case A > 1, we have f ′(u)F (u) ≥ 1 in RN × (0, T ), and obtain
∂tw −∆w − ew = [f
′(u)F (u)− 1] |∇u|2
f(u)2F (u)2
≥ 0.
Thus, as in the above argument, by the concavity of log F (s)−1 in (s2,∞) we see that w satisfies
w(x, t) ≥ (et∆w0)(x) +
∫ t
0
[e(t−s)∆ew(s)](x) ds,
and we can construct a solution of (4.9) with the help of Proposition 2.1, which yields a contra-
diction. Thus we complete the proof of Theorem 1.2.
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Proof of Theorem 1.3. Let r ∈ (0, N/2). Put h(s) := 1 − f ′(s)F (s) ≥ 0. Then we have
h(s)→ 0 as s→∞ and
(f(s)F (s))′ = f ′(s)F (s)− 1 = −h(s) ≤ 0,
hence l := lim
s→∞
f(s)F (s) ≥ 0 exists. Since −h(s) is the derivative of f(s)F (s) and l exists, h
is integrable on [s3,∞), where s3 is the constant appearing in the assumption of Theorem 1.3.
Let ǫ > 0 be a sufficiently small constant. For the case l > 0, since
(log f(s))′ =
f ′(s)F (s)
f(s)F (s)
≥ 1
l
− ǫ
for all sufficiently large s > 0, by a simple calculation we get f(s) & e(1/l−ǫ)s for all sufficiently
large s > 0. On the other hand, for the case l = 0, since
(4.10) f(s)F (s) =
∫ ∞
s
h(u) du =:
1
H(s)
, (log f(s))′ =
f ′(s)F (s)
f(s)F (s)
≥ (1− ǫ)H(s),
as in the above calculation, we obtain
(4.11) f(s) & e(1−ǫ)g(s) with g(s) =
∫ s
s3
H(u) du
for all s ≥ s3. Both cases l = 0 and l > 0 are treated in the same manner, so we give the proof
only for the case l = 0.
Assume that, for any nonnegative initial function u0 satisfying F (u0)
−r ∈ L1ul,ρ(RN ), there
exists a classical solution u of
u(t) = et∆u0 +
∫ t
0
e(t−s)∆f(u(s)) ds.
Then, by (4.11) we can take a constant C > 0 such that
(4.12) u(t) ≥ et∆u0 +
∫ t
0
e(t−s)∆e(1−ǫ)g(u(s))−C ds.
Remark that we can assume that u0 ≥ s3 without loss of generality by considering max{u0, s3}
instead of u0, and so u ≥ s3. Since
g′(s) = H(s) > 0, lim
s→∞
g′′(s)
(g′(s))2
= lim
s→∞
h(s) = 0,
we can apply the similar calculation as in the proof of Proposition 2.5 for
G(s) :=
∫ ∞
s
du
e(1−ǫ)g(u)−C
.
Then we obtain
G(s) &
1
g′(s)
e−(1−ǫ)g(s) ⇐⇒ G(s)−r . (g′(s))re(1−ǫ)rg(s)
for all sufficiently large s > 0. On the other hand, by (4.10) and (4.11) we have
F (s)−r & (g′(s))re(1−ǫ)rg(s)
for all sufficiently large s > 0. These imply that G(s)−r . F (s)−r for all sufficiently large s > 0.
In particular, we have G(u0)
−r ∈ L1ul,ρ(RN ). Then we see that (4.12) yields a contradiction.
In fact, if there exists a solution u satisfying (4.12), then, in view of Proposition 2.1, we can
construct a solution of
u(t) = et∆u0 +
∫ t
0
e(t−s)∆e(1−ǫ)g(u(s))−C ds.
This contradicts Proposition 2.5 since G(u0)
−r ∈ L1ul,ρ(RN ), and we complete the proof of
Theorem 1.3.
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5 Applications
In this section we apply Theorems 1.1–1.3 to some examples of nonlinear heat equations. In
particular, we consider the following cases: f(u) = up + uq (p > q > 1) and f(u) = eu
2
.
5.1 Case f(u) = up + uq with p > q > 1
Consider the case f(u) = up + uq with p > q > 1, that is,
(5.1)
{
∂tu = ∆u+ u
p + uq, x ∈ RN , t > 0,
u(x, 0) = u0(x) ≥ 0, x ∈ RN .
Before stating the existence and nonexistence results for f(u) = up+uq, we prepare the following
lemma. Recall that
F (s) =
∫ ∞
s
du
up + uq
.
Lemma 5.1. Let p > q > 1 and f(s) = sp + sq. Then there hold the following properties.
(i) For all sufficiently large s > 0, it holds
f ′(s)F (s) ≤ lim
s→∞
f ′(s)F (s) =
p
p− 1 .
(ii) Let r ≥ 1. Then
F (s)−r . sr(p−1) + sr(q−1).
for all s > 0.
Theorem 5.1 (f(u) = up + uq). Let N ≥ 1 and p > q > 1.
(i) (Subcritical case) Let r > 0 satisfy r ≥ 1/(p− 1) and r > N/2 and u0 ∈ Lr(p−1)ul,ρ (RN ) be a
nonnegative function. Then there exists a local in time classical solution u for problem (5.1)
satisfying
(5.2) lim
t→0
‖u(t)− et∆u0‖Lr(p−1)ul,ρ (RN ) = 0.
In particular, if u0 ∈ Lr(p−1)ul,ρ (RN ), then the solution converges to the initial data in
L
r(p−1)
ul,ρ (R
N ), that is,
lim
t→0
‖u(t)− u0‖Lr(p−1)ul,ρ (RN ) = 0.
Furthermore, the existence time T can be estimated to satisfy
(5.3) T
N
2p ρ−
N
p +max
{
‖u0‖r(p−1)
L
r(p−1)
ul,ρ (R
N )
, ρN
}(
T r−
N
2
· p−1
p ρ−N ·
1
p + T r−
N
2
)
≥ γ
for some γ > 0 depending only on N , p, q and r.
(ii) (Critical case) Assume that p > 1+2/N . Let u0 ∈ L
N
2
(p−1)
ul,ρ (R
N ) be a nonnegative function.
Then there exists a local in time classical solution u for problem (5.1) satisfying
(5.4) lim
t→0
‖u(t)− u0‖
L
N
2 (p−1)
ul,ρ (R
N )
= 0.
(iii) (Nonexistence) Let p > 1 + 2/N and 1/(p − 1) ≤ r < N/2. Then there exists a nonneg-
ative initial function u0 ∈ Lr(p−1)ul,ρ (RN ) and problem (5.1) can not possess local in time
nonnegative classical solutions satisfying (5.2).
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For the proof of Theorem 5.1, we check the conditions of Theorems 1.1 and 1.2. To this end,
we start from the proof of Lemma 5.1.
Proof of Lemma 5.1. We see that f is a positive convex function in (0,∞) and
f ′(s)F (s) = (psp−1 + qsq−1)
∫ ∞
s
du
up + uq
= (psp−1 + qsq−1)
∫ ∞
s
du
up(1 + uq−p)
= (psp−1 + qsq−1)
[
s1−p
(p− 1)(1 + sq−p) +
p− q
p− 1
∫ ∞
s
u−(p−1) · u
q−p−1
(1 + uq−p)2
du
]
≤ p+ qs
q−p + o(sq−p)
(p− 1)(1 + sq−p) <
p+ psq−p
(p− 1)(1 + sq−p) =
p
p− 1
for all sufficiently large s > 0. Here we used∫ ∞
s
u−(p−1) · u
q−p−1
(1 + uq−p)2
du ≤
∫ ∞
s
uq−p−1−(p−1) du = O(sq−p−(p−1)) = o(sq−p)
as s→∞. Furthermore, it is easy to check that
lim
s→∞
f ′(s)F (s) =
p
p− 1 = 1 +
1
p− 1 > 1.
This proves (i).
It remains to prove (ii). Since
F (s) =
∫ ∞
s
du
uq(1 + up−q)
=
s1−q
(q − 1)(1 + sp−q) −
p− q
q − 1
∫ ∞
s
u1−q · u
p−q−1
(1 + up−q)2
du
=
s1−q
q − 1 ·
1
1 + sp−q
− p− q
q − 1
∫ ∞
s
1
up + uq
· u
p−q
1 + up−q
du,
we have
(5.5) F (s) ≥ s
1−q
2(q − 1) −
p− q
q − 1F (s) ⇐⇒ F (s) ≥
1
2(p − 1)s
1−q
for all s ∈ (0, 1). On the other hand, since f(s) = sp + sq ≤ 2sp for s ≥ 1, we have
(5.6) F (s) ≥ 1
2
∫ ∞
s
du
up
=
s−(p−1)
2(p − 1)
for all s ≥ 1. Combining (5.5) and (5.6), we obtain F (s)−r . sr(p−1)+ sr(q−1) for all s > 0. This
yields the assertion (ii). Thus we complete the proof of Lemma 5.1.
Proof of Theorem 5.1. Applying Lemma 5.1, we check the conditions of Theorems 1.1–1.2.
We first prove assertion (i). By Lemma 5.1 (ii) we have
∫
Bρ(y)
F (u0(x))
−r dx =
(∫
Bρ(y)∩{u0(x)<1}
+
∫
Bρ(y)∩{u0(x)≥1}
)
F (u0(x))
−r dx
≤ F (1)−r|Bρ(0)| + (2(p − 1))r
∫
Bρ(y)
|u0(x)|r(p−1) dx
(5.7)
for all y ∈ RN . Then, since u0 ∈ Lr(p−1)ul,ρ (RN ), we have F (u0)−r ∈ L1ul,ρ(RN ). By Lemma 5.1 (i)
we have
r ≥ 1
p− 1 = lims→∞ f
′(s)F (s)− 1,
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and we see from Theorem 1.1 (i) that problem (5.1) has a local in time solution u satisfying
(5.2). Furthermore, by (1.13) and (5.7) we obtain the estimate on the existence time and prove
(5.3).
We next prove assertion (ii). Since p > 1 + 2/N , by Lemma 5.1 (i) we have
N
2
>
1
p− 1 = lims→∞ f
′(s)F (s)− 1.
Assuming that u0 ∈ L
N
2
(p−1)
ul,ρ (R
N ), we prove that the initial data u0 satisfies
(5.8) F (u0)
−N
2 ∈ L1ul,ρ(RN ).
Since u0 ∈ L
N
2
(p−1)
ul,ρ (R
N ), there exists a sequence {un} ⊂ BUC(RN) such that un → u0 in
L
N
2
(p−1)
ul,ρ (R
N ) as n → ∞. Then, by the Ho¨lder inequality we have un → u0 in L
N
2
(q−1)
ul,ρ (R
N ).
Remark that F (un)
−N
2 ∈ BUC(RN ). Applying the mean value theorem, we have
∣∣∣F (u0)−N2 − F (un)−N2 ∣∣∣ ≤ N
2
F (u0 + θ(un − u0))−
N
2
−1
f(u0 + θ(un − u0)) |u0 − un|,
where 0 < θ < 1. Let v := u0 + θ(un − u0). Since f(s) ≥ sp and f(s) ≥ sq, by Lemma 5.1 (ii)
we have ∣∣∣F (u0)−N2 − F (un)−N2 ∣∣∣ . (vN2 (p−1)−1 + vN2 (q−1)−1) |u0 − un|.
Therefore it follows from the Ho¨lder inequality that∫
Bρ(y)
∣∣∣F (u0)−N2 − F (un)−N2 ∣∣∣ dx .
∫
Bρ(y)
(
v
N
2
(p−1)−1 + v
N
2
(q−1)−1
)
|u0 − un| dx
.
(∫
Bρ(y)
v
N
2
(p−1)dx
) p−1− 2N
(p−1)
‖u0 − un‖
L
N
2 (p−1)(Bρ(y))
+
(∫
Bρ(y)
v
N
2
(q−1)dx
) q−1− 2N
(q−1)
‖u0 − un‖
L
N
2 (q−1)(Bρ(y))
.
Then F (un)
−N
2 converges to F (u0)
−N
2 as n→∞ in L1ul,ρ(RN ) since
u0, un ∈ L
N
2
(p−1)
ul,ρ (R
N ) ⊂ L
N
2
(q−1)
ul,ρ (R
N ) and un → u0 in L
N
2
(p−1)
ul,ρ (R
N ),
and so we obtain (5.8). Therefore, by Theorem 1.1 (ii) we get a local in time solution for
problem (5.1) satisfying (5.2) with r = N/2. Since u0 ∈ L
N
2
(p−1)
ul,ρ (R
N ), by Lemma 2.2 we see
that et∆u0 converges to u0 in L
N
2
(p−1)
ul,ρ (R
N ) as t→ 0. Thus (5.4) holds.
We finally prove assertion (iii). For the proof of assertion (iii), we apply Theorem 1.2. Let
p > 1 + 2/N . Consider
(5.9)
{
∂tu = ∆u+ u
p, x ∈ RN , t > 0,
u(x, 0) = u0(x) ≥ 0, x ∈ RN .
Put f0(s) = s
p. Then, since
f ′0(s)
∫ ∞
s
du
f0(u)
=
p
p− 1 ,
p
p− 1 − 1 =
1
p− 1 <
N
2
,
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for r ∈ [1/(p− 1), N/2), by Theorem 1.2 we find an initial function u0 ∈ Lr(p−1)ul,ρ (RN ) such that
there can not exist nonnegative classical solutions of (5.9). See also [26, Corollary 5.1]. Suppose
that there exists a classical solution u of (5.1) with this initial data u0. Then we have
∂tu ≥ ∆u+ up, x ∈ RN , t > 0, u(x, 0) = u0(x), x ∈ RN ,
and so u is a supersolution of (5.9). Thus, as in the proof of Theorem 1.2, by Proposition 2.1
we can construct a solution of (5.9), which is a contradiction. Therefore we prove assertion (iii),
and the proof of Theorem 5.1 is complete.
5.2 Case f(u) = eu
2
Consider the case f(u) = eu
2
, that is,
(5.10)
{
∂tu = ∆u+ e
u2 , x ∈ RN , t > 0,
u(x, 0) = u0(x) ≥ 0, x ∈ RN .
Recall that
(5.11) F (s) =
∫ ∞
s
du
eu2
.
We first prepare several lemmas.
Lemma 5.2. Let f(s) = es
2
and F be the function defined by (5.11).
(i) It holds F (s)−1 . (1 + s)es
2
for all s > 0.
(ii) Let 0 < σ ≤ 1. Define hσ(t) := tσeσt2 and gσ(s) := F (h−1σ (s))−σ, where h−1σ denotes the
inverse function of hσ. Then there holds that |g′σ(s)| . 1 for all s > 0.
Proof. By integration by parts we have
F (s) =
1
2
∫ ∞
s
u−1(−e−u2)′ du = 1
2
s−1e−s
2 − 1
2
∫ ∞
s
u−2e−u
2
du
for all s > 0. Since∫ ∞
s
u−2e−u
2
du =
∫ ∞
s
u−3 · ue−u2 du ≤ s−3
∫ ∞
s
ue−u
2
du =
1
2
s−3e−s
2 ≤ 1
2
s−1e−s
2
for all s ≥ 1, we obtain
(5.12) F (s) ≥ 1
4
s−1e−s
2
for all s ≥ 1. In particular, since F (0) > 0, we have F (0)−1 < ∞, and by (5.12) we obtain
assertion (i).
We next prove assertion (ii). Put t(s) := h−1σ (s). By the definition of hσ, we have s =
t(s)σeσt(s)
2
. Thus we obtain
1 =
(
σ + 2σt(s)2
)
t(s)σ−1eσt(s)
2
t′(s).
This together with assertion (i) and the assumption 0 < σ ≤ 1 implies that
|g′σ(s)| = σF (t)−σ−1f(t)−1t′(s) . (1 + t(s))σ+1eσt(s)
2 · t(s)
1−σe−σt(s)
2
σ + 2σt(s)2
. 1
for all s > 0. This proves assertion (ii). Thus we complete the proof of Lemma 5.2.
With the help of Lemma 5.2, we can prove the following assertion.
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Lemma 5.3. Let r > 0 and hr(u0) = |u0|rer|u0(x)|2 ∈ L1ul,ρ(RN ). Then F (u0)−r ∈ L1ul,ρ(RN ).
Proof. Let r > 0 and assume hr(u0) = |u0|rer|u0(x)|2 ∈ L1ul,ρ(RN ). Put R := max{r, 1} and
σ := rR , then clearly 0 < σ ≤ 1. Recall that hr(u0) = |u0|rer|u0(x)|
2 ∈ L1ul,ρ(RN ) is equivalent
to hσ(u0) = |u0|σeσ|u0(x)|2 ∈ LRul,ρ(RN ). Now define v0(x) := hσ(u0), then v0 ∈ LRul,ρ(RN ) and
gσ(v0(x)) = F (u0(x))
−σ , where gσ is the function defined in Lemma 5.2. Since v0 ∈ LRul,ρ(RN ),
one can take a sequence {vn}n∈N ⊂ BUC(RN) such that vn → v0 in LRul,ρ(RN ) as n → ∞.
Define un := gσ(vn), then un also belongs to BUC(R
N). This together with the mean value
theorem and Lemma 5.2 (ii) implies that
sup
y∈RN
∫
Bρ(y)
|un(x)− F (u0(x))−σ |R dx = sup
y∈RN
∫
Bρ(y)
|gσ(vn(x))− gσ(v0(x))|R dx
. sup
y∈RN
∫
Bρ(y)
|vn(x)− v0(x)|R dx→ 0
as n → ∞. Thus we see that F (u0)−σ ∈ LRul,ρ(RN ), which implies F (u0)−r ∈ L1ul,ρ(RN ).
Therefore we complete the proof of Lemma 5.3.
Furthermore, we introduce one lemma on the convergence of et∆u0 to u0 as t→ 0.
Lemma 5.4. Let r > 0 and hr(u0) = |u0|rer|u0|2 ∈ L1ul,ρ(RN ), then
lim
t→0
‖hr(|et∆u0 − u0|)‖L1ul,ρ(RN ) = 0.
Proof. By the assumption we have hr(u0) ∈ L1ul,ρ(RN ). Note that u0 is a nonnegative function.
By Lemma 2.2 we have
(5.13) sup
y∈RN
∫
Bρ(y)
|hr(u0(x+ z))− hr(u0(x))| dx→ 0
as z → 0. Then we prove that
(5.14) sup
y∈RN
∫
Bρ(y)
hr(|u0(x+ z)− u0(x)|) dx→ 0
as z → 0. For the proof of (5.14), we first assume that r ≥ 1. Let s ≥ t ≥ 0. Then, by an
elementary inequality
|s− t|p ≤ |sp − tp| for s, t ≥ 0, p ≥ 1,
we have
hr(|s− t|) =
∞∑
n=0
rn
n!
(s− t)2n+r ≤
∞∑
n=0
rn
n!
(s2n+r − t2n+r) = hr(s)− hr(t).
Similarly, we obtain hr(|s − t|) ≤ hr(t) − hr(s) for t ≥ s ≥ 0. Thus we have hr(|s − t|) ≤
|hr(s) − hr(t)| for all s, t ≥ 0. This together with (5.13) gives (5.14). Next we consider
the case 0 < r < 1. Put h˜(s) := hr(s) − sr = sr(ers2 − 1) and hˆ(s) := hr(s1/r) = sers2/r .
Then we have hˆ′(s) = ers
2/r
+ 2s2/rers
2/r ≥ 1, and by the mean value theorem we obtain
|hˆ(s) − hˆ(t)| = |hˆ′(θ)||s − t| ≥ |s − t| for all s, t ≥ 0, where θ ∈ (0, 1). This is equivalent to
|sr − tr| ≤ |hr(s)− hr(t)|. Then we have
(5.15)
∫
Bρ(y)
|u0(x+ z)r − u0(x)r| dx ≤
∫
Bρ(y)
|hr(u0(x+ z)) − hr(u0(x))| dx
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for all y, z ∈ RN . On the other hand, similarly to the calculation for r ≥ 1, we see that
h˜(|s− t|) ≤ |h˜(s)− h˜(t)| for all s, t ≥ 0. Therefore, since h˜(s) = hr(s)− sr, by (5.15) we obtain∫
Bρ(y)
h˜(|u0(x+ z)− u0(x)|) dx ≤
∫
Bρ(y)
|h˜(u0(x+ z))− h˜(u0(x))| dx
≤
∫
Bρ(y)
|hr(u0(x+ z))− hr(u0(x))| dx +
∫
Bρ(y)
|u0(x+ z)r − u0(x)r| dx
≤ 2
∫
Bρ(y)
|hr(u0(x+ z))− hr(u0(x))| dx.
(5.16)
Furthermore, by the Ho¨lder inequality we obtain
∫
Bρ(y)
|u(x)− v(x)|r dx ≤ |Bρ(0)|
2
r+2
(∫
Bρ(y)
|u(x)− v(x)|r+2 dx
) r
r+2
for all y ∈ RN and suitable measurable functions u, v. This together with h˜(s) ≥ rsr+2 implies
that
(5.17)
∫
Bρ(y)
|u(x)− v(x)|r dx ≤ |Bρ(0)|
2
r+2
(
1
r
∫
Bρ(y)
h˜(|u(x) − v(x)|) dx
) r
r+2
.
Then, since hr(s) = h˜(s) + s
r, by (5.13), (5.16) and (5.17) with u = u0(·+ z), v = u0 we obtain
(5.14).
Once we get (5.14), we can easily prove the lemma. We give the proof only for the case
0 < r < 1. Since h˜ is a convex function and
(et∆u0)(x)− u0(x) = (4π)−
N
2
∫
RN
e−
|w|2
4 (u0(x+
√
tw)− u0(x)) dw,
by the Jensen inequality and the Fubini theorem we have
(5.18)
∫
Bρ(y)
h˜(|et∆u0 − u0|) dx ≤ (4π)−
N
2
∫
RN
e−
|w|2
4
∫
Bρ(y)
h˜(|u0(x+
√
tw)− u0(x)|) dx dw
for all y ∈ RN and t > 0. Furthermore, by (5.17) with u = et∆u0 and v = u0 we have
(5.19)
∫
Bρ(y)
|et∆u0 − u0|r dx ≤ |Bρ(0)|
2
r+2
(
1
r
∫
Bρ(y)
h˜(|et∆u0 − u0|) dx
) r
r+2
.
Since hr(s) = h˜(s) + s
r and h˜(s) ≤ hr(s), by (5.14), (5.18) and (5.19) we obtain the desired
convergence and complete the proof of Lemma 5.4.
We are ready to state the results on existence and nonexistence of solutions for prob-
lem (5.10).
Theorem 5.2 (f(u) = eu
2
). Let N ≥ 1.
(i) (Subcritical case) For any r > N/2 and nonnegative initial function u0 satisfying
|u0|rer|u0|2 ∈ L1ul,ρ(RN ),
there exists a local in time classical solution u for problem (5.10) such that
(5.20) lim
t→0
‖u(t)− et∆u0‖L∞(RN ) = 0.
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In addition, if |u0|rer|u0|2 ∈ L1ul,ρ(RN ), then
(5.21) lim
t→0
sup
y∈RN
∫
Bρ(y)
|u(x, t)− u0(x)|rer|u(x,t)−u0(x)|2 dx = 0.
Furthermore, for any sufficiently small ǫ > 0, the existence time T can be chosen to satisfy
(5.22) T
ǫN
2 ρ−ǫN + γǫmax
{
‖ur0eru
2
0‖L1ul,ρ(RN ), ρ
N
}(
T r−
N
2
(1−ǫ)ρ−ǫN + T r−
N
2
)
≥ γ
where γ depends only on N and r, and γǫ is a positive constant depending only on N , r
and ǫ satisfying γǫ →∞ as ǫ→ 0.
(ii) (Critical case) Let u0 be a nonnegative initial function such that |u0|N2 eN2 |u0|2 ∈ L1ul,ρ(RN ).
Then there exists a local in time classical solution for problem (5.10) satisfying (5.20) and
(5.21) with r = N/2.
(iii) (Nonexistence) Let 0 < r < N/2. Then there exists a nonnegative initial function u0 such
that |u0|rer|u0|2 ∈ L1ul,ρ(RN ) and problem (5.10) with (5.20) can not possess local in time
nonnegative classical solutions.
Proof. We first prove assertion (i). Let f(u) = eu
2
. Then we have
(5.23) f ′(s)F (s) = 2ses
2
∫ ∞
s
du
eu2
≤ es2
∫ ∞
s
2ue−u
2
du = 1
for all s > 0. Furthermore, we have lim
s→∞
f ′(s)F (s) = 1. For r > N/2, let u0 satisfy |u0|rer|u0|2 ∈
L1ul,ρ(R
N ). Then, by (5.12) we have
sup
y∈RN
∫
Bρ(y)
F (u0(x))
−r dx ≤ F (1)−r |Bρ(0)| + 4r sup
y∈RN
∫
Bρ(y)
|u0(x)|rer|u0(x)|2 dx <∞.
Then we can apply Theorem 1.1 (i) to problem (5.10), and obtain local in time existence of
a classical solution for (5.10) satisfying (5.20). The convergence (5.21) follows directly from
Lemma 5.4. The estimate of the existence time (5.22) follows from (1.15).
We next prove assertion (ii). If |u0|N2 eN2 |u0|2 ∈ L1ul,ρ(RN ), then by Lemma 5.3 we have
F (u0)
−N
2 ∈ L1ul,ρ(RN ). Thus, by Theorem 1.1 (ii) we can obtain a local in time classical solution
for (5.10) satisfying (5.20). We also obtain (5.21) with r = N/2 by Lemma 5.4.
We finally prove assertion (iii). Let r ∈ (0, N/2). By (5.23) we have f ′(s)F (s) ≤ 1 for all
s > 0. Then, by Theorem 1.3 we can take a initial function u0 satisfying F (u0)
−r ∈ L1ul,ρ(RN )
such that there can not exist a solution for problem (5.10) with (5.20). On the other hand, by
(5.23) we have F (s)−r ≥ 2rsrers2 for all s > 0. This implies that |u0|rer|u0|2 ∈ L1ul,ρ(RN ), and
we complete the proof of Theorem 5.2.
A Local in time existence of solutions for a semilinear heat equa-
tion in the uniformly local Lr spaces
Consider a semilinear heat equation
(A.1)
{
∂tu = ∆u+ |u|p−1u, x ∈ RN , t > 0,
u(x, 0) = u0(x), x ∈ RN ,
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where p > 1. In this section we consider the case u0 belongs to a uniformly local L
r space, and
study existence of local in time solutions of the integral equation
u(t) = et∆u0 +
∫ t
0
e(t−s)∆|u(s)|p−1u(s) ds.
In particular, we prove Propositions 2.2 and 2.3. These propositions can be proved by the similar
argument as in [26] with the aid of Lemma 2.1. More precisely, we prove that the map Φ defined
by
Φ(u) := et∆u0 +
∫ t
0
e(t−s)∆|u(s)|p−1u(s) ds,
is a contraction map from a suitable Banach space to itself.
Proof of Proposition 2.2. Let r ≥ 1, r > N2 (p− 1) and u0 ∈ Lrul,ρ(RN ). Define
XM,T :=


u ∈ L∞(0, T ;Lrul,ρ(RN )) ∩ L∞loc((0, T );Lprul,ρ(RN )) :
sup
0<t<T
‖u‖Lrul,ρ(RN ) ≤M, sup0<t<T
tα‖u(t)‖Lprul,ρ(RN ) ≤M

 ,
equipped with the metric dX(u, v) := sup{tα‖u(t) − v(t)‖Lprul,ρ(RN ) : 0 < t < T}, where α :=
N
2
(
1
r − 1pr
)
and M , T are positive constants to be chosen later. Remark that αp < 1. For
u ∈ XM,T , by Lemma 2.1 we have
‖Φ(u)‖Lrul,ρ(RN ) ≤ ‖u0‖Lrul,ρ(RN ) +
∫ t
0
‖u(s)‖p
Lprul,ρ(R
N )
ds
≤ ‖u0‖Lrul,ρ(RN ) +
∫ t
0
s−αp ds ·Mp ≤ ‖u0‖Lrul,ρ(RN ) +
T 1−αp
1− αpM
p.
Again by Lemma 2.1 we obtain
tα‖Φ(u)‖Lprul,ρ(RN )
≤ C(tαρ−2α + 1)‖u0‖Lrul,ρ(RN ) + Ct
α
∫ t
0
(ρ−2α + (t− s)−α)‖u(s)‖p
Lprul,ρ(R
N )
ds
≤ C(tαρ−2α + 1)‖u0‖Lrul,ρ(RN ) + Ct
α
∫ t
0
(ρ−2α + (t− s)−α)s−αp ds ·Mp
≤ C(Tαρ−2α + 1)‖u0‖Lrul,ρ(RN ) + C
(
T 1−αp+α
1− αp ρ
−2α +B(1− α, 1− αp)T 1−αp
)
Mp,
where B(·, ·) is the beta function and C > 0 is a constant depending only on N , p and r. Set
M = (2C + 4)‖u0‖Lrul,ρ(RN ). Let T0 be the constant satisfying
CTα0 ρ
−2α + (2C + 4)p‖u0‖p−1Lrul,ρ(RN ) ·
T 1−αp0
1− αp
+ pC(2C + 4)p‖u0‖p−1Lrul,ρ(RN )
(
T 1−αp+α0
1− αp ρ
−2α +B(1− α, 1 − αp)T 1−αp0
)
= 1.
(A.2)
Then Φ is a map from XM,T0 to itself. Similarly, for u, v ∈ XM,T , we have
tα‖Φ(u)− Φ(v)‖Lprul,ρ(RN )
≤ Cptα
∫ t
0
(
ρ−2α + (t− s)−α) ‖u(s)− v(s)‖Lprul,ρ
(
‖u(s)‖p−1
Lprul,ρ
+ ‖v(s)‖p−1
Lprul,ρ
)
ds
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≤ 2Cp
(
T 1−αp+α
1− αp ρ
−2α +B(1− α, 1 − αp)T 1−αp
)
Mp−1 sup
0<t<T
tα‖u− v‖Lprul,ρ(RN )
for the same constant C as in (A.2). Hence, by (A.2) wee see that Φ is a contraction map from
XM,T0 to itself. Therefore, by the contraction mapping theorem we find a fixed point u ∈ XM,T0 .
Let T be the maximal existence time such that the fixed point can be found in XM,T . Then we
clearly have T ≥ T0, and obtain (2.11) by (A.2).
Next we prove u ∈ C((0, T );Lrul,ρ(RN )). Recall that |u|p ∈ L1(0, T ;Lrul,ρ(RN )) since u ∈
XM,T , so ‖u‖pLprul,ρ(RN ) ≤Mt
−αp for all t ∈ (0, T ). This together with the fact −αp > −1 implies
that
(A.3) u(t)− et∆u0 =
∫ t
0
e(t−s)∆|u(s)|p−1u(s) ds ∈ C([0, T );Lrul,ρ(RN )).
On the other hand, since et∆u0 ∈ Lrul,ρ(RN ), we have et∆u0 ∈ C((0, T );Lrul,ρ(RN )). There-
fore we obtain u ∈ C((0, T );Lrul,ρ(RN )). We remark that, if u0 ∈ Lrul,ρ(RN ), then et∆u0 ∈
C([0, T );Lrul,ρ(RN )), so u ∈ C([0, T );Lrul,ρ(RN )).
Finally, applying the same iteration argument as in the proof of Proposition 2.3 with q1 = pr,
instead of q1 = q, we obtain L
∞
loc((0, T );L
∞(RN )). This can be shown similarly, so we give
its proof only for the critical case. See the argument below. Then the standard regularity
argument implies that the fixed point u is a classical solution of (A.1). This solution satisfies
‖u(t)− et∆u0‖Lrul,ρ(RN ) → 0 as t→ 0, which follows from (A.3). Thus we complete the proof of
Proposition 2.2.
Proof of Proposition 2.3. Assume that r = N2 (p − 1) > 1 and u0 ∈ Lrul,ρ(RN ). Let q satisfy
max{p, r} < q < pr and put σ := N2
(
1
r − 1q
)
. For any M > 0 and T > 0, define
YM,T :=


u ∈ L∞(0, T ;Lrul,ρ(RN )) ∩ L∞loc((0, T );Lqul,ρ(RN )) :
sup
0<t<T
‖u(t)‖Lrul,ρ(RN ) ≤ ‖u0‖Lrul,ρ(RN ) +M, sup0<t<T
tσ‖u(t)‖Lqul,ρ(RN ) ≤M

 ,
equipped with the metric dY (u, v) := sup{tσ‖u(t)−v(t)‖Lqul,ρ(RN ) : 0 < t < T}. Then (YM,T , dY )
is a complete metric space. We show that Φ is a contraction map from YM,T to itself for suitable
M > 0 and T > 0. Let u ∈ YM,T . Lemma 2.1 shows
‖Φ(u)‖Lrul,ρ(RN ) ≤ ‖u0‖Lrul,ρ(RN ) +
∫ t
0
‖e(t−s)∆|u(s)|p‖Lrul,ρ(RN ) ds
≤ ‖u0‖Lrul,ρ(RN ) + C1
∫ t
0
(
ρ
−N
(
1
r
− p
q
)
+ (t− s)−
N
2
(
1
r
− p
q
))
‖u(s)‖p
Lqul,ρ(R
N )
ds
≤ ‖u0‖Lrul,ρ(RN )
+ C1
(
t1−σpρ
−N
(
1
r
− p
q
)
+ t
1−σp−N
2
(
1
r
− p
q
) ∫ 1
0
(1− s)−
N
2
(
1
r
− p
q
)
s−σp ds
)
Mp
for some constant C1 > 0. Then, since −σp > −1 and 1− σp− N2
(
1
r − pq
)
= 0, we have
(A.4) sup
0<t<T
‖Φ(u)‖Lrul,ρ(RN ) ≤ ‖u0‖Lrul,ρ(RN ) + C2(T
1−σpρ
−N
(
1
r
− p
q
)
+ 1)Mp
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for some constant C2 > 0. Similarly, we have
tσ‖Φ(u)‖Lqul,ρ(RN ) ≤ t
σ‖et∆u0‖Lqul,ρ(RN ) + t
σ
∫ t
0
‖e(t−s)∆|u(s)|p‖Lqul,ρ(RN ) ds
. tσ‖et∆u0‖Lqul,ρ(RN ) + t
σ
∫ t
0
(
ρ
−N
(
p
q
− 1
q
)
+ (t− s)−
N
2
(
p
q
− 1
q
))
‖u(s)‖p
Lqul,ρ(R
N )
ds
. tσ‖et∆u0‖Lqul,ρ(RN )
+
(
tσ+1−σpρ
−N
(
p
q
− 1
q
)
+ t
σ+1−σp−N
2
(
p
q
− 1
q
) ∫ 1
0
(1− s)−
N
2
(
p
q
− 1
q
)
s−σp ds
)
Mp.
Then, since −σp > −1, −N2
(
p
q − 1q
)
> −1 and σ + 1− σp− N2
(
p
q − 1q
)
= 0, we obtain
(A.5) sup
0<t<T
tσ‖Φ(u)‖Lqul,ρ(RN ) . sup0<t<T
tσ‖et∆u0‖Lqul,ρ(RN ) + (T
1+σ−σpρ
−N
(
p
q
− 1
q
)
+ 1)Mp.
It remains to estimate the linear term tσ‖et∆u0‖Lqul,ρ(RN ). Since u0 ∈ L
r
ul,ρ(R
N ), there exists a
sequence {un} ⊂ BUC(RN ) such that ‖u0 − un‖Lrul,ρ(RN ) → 0 as n→∞, which yields
sup
0<t<T
tσ‖et∆u0‖Lqul,ρ(RN ) ≤ sup0<t<T
tσ‖et∆(u0 − un)‖Lqul,ρ(RN ) + sup0<t<T
tσ‖et∆un‖Lqul,ρ(RN )
. (T σρ−2σ + 1)‖u0 − un‖Lrul,ρ(RN ) + T
σ‖un‖Lqul,ρ(RN )
for sufficiently large n and small T > 0. Combining this inequality with (A.4) and (A.5), we
obtain
sup
0<t<T
‖Φ(u)‖Lrul,ρ ≤ ‖u0‖Lrul,ρ +M and sup
0<t<T
tσ‖Φ(u)‖Lqul,ρ ≤M
for suitable M > 0 and T > 0. Similarly, we get
sup
0<t<T
tσ‖Φ(u)− Φ(v)‖Lqul,ρ(RN )
.
(
T 1+σ−σpρ
−N
(
p
q
− 1
q
)
+ 1
)
Mp−1 sup
0<t<T
tσ‖u− v‖Lqul,ρ(RN )
(A.6)
for all u, v ∈ YM,T . This proves that Φ is a contraction map from YM,T to itself for sufficiently
small M > 0 and T > 0. Thus, by the contraction mapping theorem we can find a fixed point
u ∈ YM,T .
Let us prove that u ∈ YM,T satisfies u ∈ C((0, T );Lqul,ρ(RN )) and tσ‖u‖Lqul,ρ(RN ) → 0 as
t→ 0. Put
K := YM,T ∩
{
u ∈ C((0, T );Lqul,ρ(RN )) : limt→0 t
σ‖u‖Lqul,ρ(RN ) = 0
}
.
Then K equipped with a metric dY is a complete metric space. We now prove that Φ is a
map from K to K (then the contraction mapping argument works in K, therefore the fixed
point u belongs to K). Assume that u0 ∈ Lrul,ρ(RN ). By the smoothing effect of the heat
semigroup et∆ we have et∆u0 ∈ Lqul,ρ(RN ) ⊂ Lrul,ρ(RN ) for t > 0. This and Lemma 2.2 imply
that ‖e(t+h)∆u0 − et∆u0‖Lqul,ρ(RN ) → 0 as h→ 0 for all t > 0. Moreover, by the same argument
as in the above argument we have tσ‖et∆u0‖Lqul,ρ(RN ) → 0 as t → 0. Thus we obtain e
t∆u0 ∈
K. Since K ∩ C((0, T );BUC(RN )) is dense in K equipped with dY , there exists a sequence
{un} ⊂ K ∩ C((0, T );BUC(RN )) such that dY (u, un) → 0 as n → ∞. This together with the
facts u, un ∈ YM,T and (A.6) yields dY (Φ(u),Φ(un)) → 0 as n → ∞. Furthermore, we have
Existence results for nonlinear heat equations 35
Φ(un) ∈ K, which follows from the fact et∆u0 ∈ K and un ∈ C((0, T );BUC(RN )). Therefore,
since K is a complete metric space equipped with dY , we obtain Φ(u) ∈ K.
We are in position to prove u ∈ C([0, T );Lrul,ρ(RN )). It suffices to prove
(A.7) lim
t→0
‖u(t) − u0‖Lrul,ρ(RN ) = 0,
since K ⊂ C((0, T );Lrul,ρ(RN )). We clearly see that ‖et∆u0 − u0‖Lrul,ρ(RN ) → 0 as t → 0 by
u0 ∈ Lrul,ρ(RN ) and Lemma 2.2. Moreover, we have
‖u(t)− et∆u0‖Lrul,ρ(RN )
≤
∫ t
0
‖e(t−s)∆|u(s)|p‖Lrul,ρ(RN ) ds
.
∫ t
0
(
ρ
−N
(
p
q
− 1
r
)
+ (t− s)−
N
2
(
p
q
− 1
r
))
s
−N
2
(
1
r
− 1
q
)
p
ds · sup
0<s<t
sσp‖u(s)‖p
Lqul,ρ(R
N )
.
(
t
1−N
2
(
1
r
− 1
q
)
p
ρ
−N
(
p
q
− 1
r
)
+ 1
)
sup
0<s<t
sσp‖u(s)‖p
Lqul,ρ(R
N )
→ 0 as t→ 0,
since u ∈ K and
−N
2
(
1
r
− 1
q
)
p > −1, −N
2
(
p
q
− 1
r
)
− N
2
(
1
r
− 1
q
)
p = −1.
Thus we have (A.7), and so u ∈ C([0, T );Lrul,ρ(RN )).
Finally we prove that the fixed point u ∈ C([0, T );Lrul,ρ(RN )) is smooth so is a classical
solution of (A.1). To this end, it suffices to prove u ∈ L∞loc((0, T );L∞(RN )). Let n ∈ N and
choose {qn} such that
q1 := q, qn+1 ≥ qn with N
2
(
p
qn
− 1
qn+1
)
< 1.
A simple calculation shows that
1
qn
> pn−1
(
1
q
− p
r
)
+
p
r
.
Since 1q − pr < 1q − 1r < 0, there exists n0 ∈ N such that Np2qn0−1 < 1. Then we redefine
qn0 := ∞ and consider the sequence {qn}n0n=1. Now fix ǫ > 0. Since u ∈ YM,T , we have
u ∈ L∞([ǫ/n0, T ];Lq1ul,ρ(RN )) and
u(t+ ǫ/n0) = e
t∆ (u(ǫ/n0)) +
∫ t
0
e(t−s)∆|u(s + ǫ/n0)|p−1u(s + ǫ/n0) ds,
which implies that there exists a constant C(ǫ) > 0 such that∥∥∥∥u
(
t+
ǫ
n0
)∥∥∥∥
L
q2
ul,ρ(R
N )
.
(
ρ
−N
(
1
q2
− 1
q1
)
+ t
−N
2
(
1
q2
− 1
q1
))∥∥∥∥u
(
ǫ
n0
)∥∥∥∥
L
q1
ul,ρ(R
N )
+
∫ t
0
(
ρ
−N
(
p
q1
− 1
q2
)
+ (t− s)−
N
2
(
p
q1
− 1
q2
))∥∥∥∥u
(
·+ ǫ
n0
)∥∥∥∥
p
L
q1
ul,ρ(R
N )
ds ≤ C(ǫ)
for all t ∈ [ǫ/n0, T − ǫ/n0]. This proves u ∈ L∞([2ǫ/n0, T ];Lq2(RN )). Iterating above argument
n0 times, we obtain u ∈ L∞([ǫ, T ];Lqn0 (RN )). Since qn0 = ∞ and ǫ > 0 is arbitrary, we have
u ∈ L∞loc((0, T );L∞(RN )). Thus we complete the proof of Proposition 2.3.
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