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ABSTRACT 
The aqueous reductive precipitation of palladium metal has been studied in semibatch 
stirred tank reactors. Scale-up from the bench scale to the 20 gallon scale has been studied 
using empirical scale-up rules. Some of the well-known difficulties and benefits associated 
with empirical methods for scale-up have been observed in this system. 
In order to accurately predict particle size distributions (PSDs) in precipitation 
reactions, local variations in hydrodynamics, degree of supersaturation, and particle size 
distributions need to be accurately tracked. Discretized Population Balance (DPB) methods 
can accurately model precipitation process in well-mixed, uniform shear environments, but 
the implementation of DPB routines into CFD codes results in intractable problems. 
One excellent alternative to the DPB is the Quadrature Method of Moments 
(QMOM), which provides a very useful closure to the moment-transformed population 
balance equations. The QMOM is very attractive for CFD applications because of its 
excellent accuracy and computational efficiency. Here, Monte Carlo (MC) simulations have 
been completed in order to validate the QMOM for aggregation processes. The accuracy of 
the QMOM has been demonstrated through excellent agreement with the MC simulations for 
aggregation by the hydrodynamic and Brownian kernels. 
In order to realize the full benefits of the QMOM in a CFD simulation, accurate 
kinetic data for the fundamental steps in precipitation reactions are essential. Kinetic data for 
the precipitation of aniline hydrochloride have been experimentally characterized with the 
use of a static mixing tube. The final PSDs resulting from reactions at different initial levels 
of supersaturation have been measured. The QMOM, combined with an ODE solver, was 
V 
coupled with an optimization routine in order to determine kinetic parameters for the 
precipitation reaction. 
Using these kinetic parameters and the QMOM, the precipitation of aniline 
hydrochloride in a Taylor-Couette reactor has been simulated with a CFD code. This 
precipitation process has also been experimentally studied in a TC reactor, which had the 
same geometry as the simulated reactor and was operated under conditions identical to the 
simulated conditions. Results from the experiments are compared with simulated results. 
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CHAPTER 1: GENERAL INTRODUCTION 
Reactive precipitation and crystallization are important processes in chemical process 
industries and in the study of biological systems. Some products that are produced with the 
aid of the aforementioned processes are pharmaceuticals, pigments and dyes, metal powders, 
microelectronic devices, and catalysts. 
Many aspects of crystallization and precipitation processes are analogous, and their 
studies share many of the same concepts and ideas. In fact, reactive precipitation is often 
referred to as reactive crystallization. In both processes, a solid phase is formed due to the 
existence of supersaturation in a liquid phase. Although the usual methods of generating 
supersaturation are quite different in systems undergoing these phenomena, the processes 
themselves are very similar. Most often, supersaturation is created by a physical process in 
crystallizing systems, such as cooling or evaporation. In precipitating systems, chemical 
reaction forms the precipitating species, and thus, the supersaturation. In this chemical 
reaction, the reactants are generally much more soluble than at least one product and are in 
very high concentration compared to the solubility of the product. Very large local levels of 
supersaturation compared to those of traditional crystallization are frequently formed. 
The large values of supersaturation in precipitation reactions often lead to very rapid 
crystallization kinetics when compared with traditional crystallization reactions. As a result, 
complex interactions exist between fundamental kinetic steps in precipitation, the kinetics of 
the chemical reaction involved, fluid mixing, and local fluid conditions, such as turbulent or 
laminar shear rates in precipitation reactions. Understanding how precipitated materials are 
formed and why they possess certain properties, such as a particular size or morphology, 
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requires understanding of these interactions. Precipitation remains a poorly understood 
phenomenon, despite significant study, largely because the aforementioned interactions are 
very difficult to analyze and quantify. In order to advance our understanding of reactive 
precipitation processes, we need to understand these interactions more completely. 
Because of this lack of understanding, scale-up of precipitation processes has 
traditionally been highly empirical. Reactions are performed under different sets of process 
conditions and final the states of the products are observed. Refinements are then made to 
process conditions to optimize final product properties. This is very costly as well as time 
consuming; however, it has been necessary due to limitations in our ability to model 
precipitation processes. In addition, it is difficult to study the evolution of the PSD resulting 
from these processes experimentally because the time scales for nucleation and growth are 
very short. Figure 1.1 shows the interactions that are crucial to the study of reactive 
precipitation. 
In Figure 1.1, the local concentrations are shown to be affected by mixing processes, 
which depend on the hydrodynamic state of the fluid. Sometimes, chemical reaction can 
have an effect on the hydrodynamic state of a fluid. This can happen when the reaction 
produces gas bubbles, solids, or large quantities of heat. 
Particle phase evolution is directly affected by aggregation and breakup. Fluid shear 
has been shown to have a strong effect on the rates of both aggregation and breakage. After 
a particle phase has evolved, large particles can influence the shear and velocity fields. The 
effect of particles on the fluid phase is frequently ignored in the study of precipitation 
processes. 
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Figure 1.1: A map of important interactions in precipitation process modeling. 
Finally, the nucleation and growth rates are strongly dependent on local levels of 
supersaturation (concentrations). These phenomena are primary factors that shape the 
particle size distribution. Growth, because it consumes material from the continuous phase, 
also causes a decrease in the local supersaturation. 
Much of historical focus in the study of population balances assumes that particles 
reside in a well-mixed, uniform shear environment. The rates of nucleation, growth, 
aggregation, and breakage are all free from spatial variation under these conditions. 
Assuming a well-mixed, uniform shear environment, the arrows connecting the "particle 
phase evolution" bubble to the other two bubbles on Figure 1.1 would be eliminated. The 
result is a vast reduction in computational expense in solutions to population balance 
equations. The solutions to population balance equations can then be predicted very 
accurately using modeling techniques such as Monte Carlo simulations and discretizations of 
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the PSD. However, these assumptions are rarely valid in real systems, so application to real 
precipitation reactions will rarely provide accurate predictions of the resulting PSDs. 
In addition to the PSD, the shape and morphology of precipitated particles can be 
important in a variety of applications. For example, morphology can be important for 
applications where the porosity of a particulate bed must be controlled. If particles are highly 
ramified, their branches cause them to occupy much more space, per unit mass, than particles 
that are not as ramified. This results in a powder with a high porosity. 
The Quadrature Method of Moments 
Recent advances in computing and in the field of computational fluid dynamics 
(CFD) have made more in-depth study of reactive flows possible (Fox, 2003). However, 
models that accurately predict the evolution of the PSD and morphology in a non-uniform 
shear field with imperfect mixing are computationally intractable because discretizations of 
the population balance equations that are required to accurately solve the precipitation 
kinetics require a large number of scalars. In addition to problems with computational 
expense, there are serious problems with data storage. Memory is generally too limited to 
store the massive quantities of data, in the form of scalar variables, which are required to 
solve these problems using discretizations of the population balance equation. 
Therefore, the development of efficient computational methods for predicting the 
evolution of the particle phase using a small number of scalars is crucial for incorporating 
CFD techniques to study reactive precipitation processes. For this reason, a computational 
technique known as the Quadrature Method of Moments (QMOM) has been developed for 
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processes undergoing nucleation, growth, and aggregation. An important original 
contribution to this work is the validation of the QMOM for aggregation processes. 
The QMOM provides a closure for the moment transformed population balance 
equation that requires only a small number of scalars. The combination of the QMOM and 
CFD is helping researchers overcome obstacles that, in the past, have made CFD solutions to 
precipitation problems infeasible. Continued experimental investigations of precipitation 
processes coupled with CFD studies are resulting in significant expansion of our 
understanding of precipitation processes and our ability to predict the PSD resulting from 
these reactions in complex flow environments with imperfect mixing, which is the nature of 
precipitation in most industrial processes. 
Organization of Dissertation 
This dissertation is organized into five chapters. In Chapter 1 the problems in 
reactive precipitation and direction of current research are briefly discussed. In Chapter 2, 
background information is presented as well as some of the terminology that is used 
throughout the remainder of this dissertation. Chapter 3 is a discussion of an aqueous 
experimental system where properties of precipitated palladium are studied as a function of 
mixing parameters and traditional scale-up rules are evaluated. Process conditions and 
properties of the final product guide the scale-up. The major limitation of this approach is 
that there is no consideration for the complex interactions between mixing, reaction, and the 
kinetics of nucleation, growth, and agglomeration. In Chapter 4 a new tool for solving 
population balances, the QMOM, is validated using a Monte Carlo simulation. In Chapter 5, 
the QMOM is used in combination with a CFD simulation to model a precipitation reaction 
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more completely. Precipitation kinetics are characterized through the use of experiments in a 
static mixing tube and a custom written software that combines the QMOM with an 
optimization routine. Laboratory experiments are performed in a Taylor-Couette reactor and 
CFD results are compared to experimental data. Here, the complex interactions between 
physical and chemical phenomena that have previously complicated the study of 
precipitation reactions are modeled and the predictions are compared with laboratory data. 
Chapter 6 summarizes the work in this dissertation. General conclusions and suggestions for 
the advancement of this research are presented. 
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CHAPTER 2: BASIC CONCEPTS 
Solutions and Solubility. A solution is a single-phase, homogeneous mixture of two 
or more distinct substances. With regard to precipitation and crystallization, focus is on the 
liquid-phase solutions containing solids that have a finite and frequently very small 
solubility. There are several ways to express concentration. To create a distinction between 
mass and molar concentrations, c is often used to express mass concentrations, and C is used 
to express molar concentrations (Mersmann, 2001). Solutions are said to be saturated if the 
concentration of solute is such that the solution is in equilibrium with solute that is not 
Some multicomponent solutions contain non-stoichiometric concentrations. In other 
words, the concentrations of ions or molecules that comprise the solvent do not occur in the 
ratios that simple dissolution would suggest. In these cases, a simple measure of solubility is 
not as useful as the solubility product, ksp. For the following dissociation reaction, 
where Ca,.«« and Cg,** are the concentrations of species A and B, respectively, that occur in a 
saturated solution of compound AxBy. 
A solution is said to be supersaturated if the amount of solute in solution exceeds its 
solubility. Absolute supersaturation is expressed as a difference between the actual 
concentration and the concentration at saturation. 
dissolved. 
AxBy # xA + yB (2.1) 
the solubility product is defined by Equation 2.2. 
(2.2) 
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AC - C - Csal  and A c = c-csal  (2.3) 
The degree of supersaturation can also be expressed as a ratio. 
S = C (2.4) 
C c 
sat 
Particle Size. Particles with regular shapes, such as spheres and cubes, can be 
described by a characteristic linear dimension. Cubes can be described completely by the 
length of one edge and spheres by the diameter. Polyhedrons, in the general sense, require 
more linear dimensions to completely describe them. However, this number is usually small. 
For highly irregular shapes that occur in precipitation reactions, the number of linear 
dimensions needed to completely describe a particle becomes very large. 
For this reason, it is desirable to define a characteristic size that can be used to 
describe particle sizes using only one dimension. One common and effective solution is to 
define particle size in terms of volume or mass, but this approach has not been fully 
embraced in the study of crystallization. Often, in crystallization literature, particle size is 
reported as a linear dimension. One possible explanation for this convention is that particle 
sizes are measured experimentally using photographic, microscopic, or sieve techniques. 
Using these techniques, it is easy to get a feel for a sieve diameter or projected area, but three 
dimensional features are not represented as well. 
Shape Factors. The concept of shape factors is commonly used in the literature. 
Shape factors allow the shape of a particle to be compared to common Euclidian objects, 
such as spheres or cubes. 
9 
The volumetric shape factor, kv, relates the characteristic length to the particle 
volume. It is one useful way to define the characteristic length of a particle based on its 
volume. The volumetric shape factor is defined by Equation 2.5. 
V = V/ (2.5) 
In Equation 2.5, L is the characteristic length, and V is the volume of the particle. A 
sphere would have a kv equal to n/6 if L is taken as the diameter. Just as the volumetric shape 
factor describes the relationship between volume and characteristic length, a number of other 
shape factors are defined for different relationships such as the relationship between surface 
area and length, for example. 
Fundamental kinetic steps in precipitation reactions 
The primary kinetic steps in precipitation reactions are nucleation and growth. 
Agglomeration, recrystallization, and ageing are secondary processes that can have a 
significant effect on properties of the PSD (Sohnel and Garside, 2001). The combined effect 
these primary and secondary processes determines the particle sizes and their morphologies. 
Nucleation 
Thermodynamics of Nucleation. The first step in reactive precipitation processes is 
the nucleation step. Nucleation is the formation of a new and distinct phase within an 
already present phase. There are two types of nucleation processes that occur in nature: 
primary and secondary. Primary nucleation is divided into homogeneous and heterogeneous 
nucleation. In homogeneous nucleation, a new phase is formed in the bulk of the 
supersaturated phase. In heterogeneous nucleation, the nucleus is formed on a solid surface. 
This can be a solid impurity in the bulk of the supersaturated phase or an external phase in 
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contact with the supersaturated phase, such as a vessel wall. Secondary nucleation is a special 
class of nucleation where the nucleation occurs on a particle of the same material that is 
crystallizing or precipitating. 
The nucleation process results in a change in free energy. The free energy change in 
homogenous nucleation is equal to the sum of the changes in surface excess free energy and 
the volume excess free energy. This is represented by Equation 2.6. 
AG = AG, + A Gv (2.6) 
The surface excess free energy is the excess free energy between the surface of the 
particle and the bulk of the particle. The volume excess free energy is the free energy 
between the volume of an infinitely large particle and the solute in solution. As a result, AGS 
is proportional to r2, and AGv is proportional to r3. These quantities are also opposite in sign. 
The change in excess surface free energy is always positive. The change in volume excess 
free energy is always negative. 
If it is assumed that nuclei are spherical, the appropriate substitutions into Equation 
2.6 give (Randolph and Larson, 1988): 
AG = 4 7tr2y + ^ ^r3AGv. (2.7) 
When a grouping of particles, called an "embryo", reaches a certain size, it becomes a 
critical nucleus. The size of a critical nucleus, rc, is defined as the size at which the overall 
excess free energy is maximized. This critical size is easily shown to be equal to -2y/AGv. 
Clusters larger than this critical size are stable nuclei and will grow in the presence of 
supersaturation. Clusters smaller than this size are energetically favored to disperse. 
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Kinetics of Nucleation. The classical theory of nucleation states that nucleation 
occurs by collisions of single fundamental units with a growing subcritical cluster. 
The rate of nucleation in a precipitating system is commonly expressed by the 
equation of Volmer and Weber (Mersmann and Kind, 1988; Franke and Mersmann, 1995; 
Zauner and Jones, 2000a; Wei et al., 2001, Salvatori et al., 2002): 
where A and B are kinetic parameters and S is the supersaturation ratio. 
Nielsen showed that the rate of nucleation may be approximated by a power law 
expression as in Equations 2.9 and 2.10 (Nielsen, 1964). Later, Baldyga et al. (1995) used 
data found by Nielsen (1969) to estimate the parameters k' and n in Equation 2.10 for the 
barium sulfate system. These rate laws and other rate expressions of the form shown in 
Equations 2.9 and 2.10 are often used to describe the nucleation rate in both experimental 
systems and numerical simulation (Pohorecki and Baldyga, 1988; Hounslow et al., 1988; 
Aoun et. al, 1996; Baldyga and Orciuch, 1997; Nagamine and Armenante, 2001; Marchisio 
et al., 2001; Wang and Fox, 2003). 
The "order" of nucleation, n, and the nucleation kinetic constant can be difficult to 
approximate. However, these expressions have been shown to predict nucleation rates 
reasonably well in systems with good micromixing and reactant compositions that are in 
proportion to the reaction stoichiometry. 
Other authors have used different functional forms to describe the rate of nucleation. 
(2.8) 
J = kSn (2.9) 
J - (Ac)" (2.10) 
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One common model applied to primary nucleation is given by Equation 2.11. This rate law 
is simply a transformation of Equation 2.10, but it is written this way by some authors 
(Zauner and Jones, 2000b; Mignon et al., 1996; Manth et al., 1996). 
7 = ^ (^-1)" (2.11) 
The constants kn and n will take on different values in the case of homogeneous nucleation 
when compared with heterogeneous nucleation for the same precipitation system. However, 
the same general form applies to either form of nucleation. 
Equation 2.11 predicts a nucleation rate of zero at saturation (S=l), while Equation 
2.9 fails to make this prediction. This correction does not produce a significant change in the 
predicted rates of nucleation at high values of supersaturation, where precipitation normally 
occurs. For these large values of S, Equations 2.9 and 2.11 make almost equivalent 
predictions of the nucleation rate. 
A major cause of inaccuracy in these models is the limited ability to mix precipitating 
solutions. The interaction between micromixing and nucleation rates is primarily driven by 
the nearly instantaneous nature of nucleation at large degrees of supersaturation and the 
inability of mixing processes to occur at time scales that allow mixing to be much faster than 
nucleation processes. This interaction is a major source of difficulty in the study of 
precipitation processes. 
Growth 
In general, the process of growth occurs in two steps. The first is diffusion of 
material to the surface of the growing crystal. After material is diffused to the surface, it is 
incorporated into the crystal structure by a surface reaction. In most precipitation processes 
convective transport can be neglected because the particles generally do not grow larger than 
13 
5-10 (Am (Sohnel and Garside, 1992). At this size, the particles are not large enough to be 
affected by convective transport of high concentration material to the proximity of the 
surface. 
There are several different mechanisms in which crystals and precipitates grow. At 
some levels of supersaturation, one mechanism may dominate the others. However, if there 
is a large variation in the level of supersaturation, either in time or in space, more than one of 
these mechanisms can contribute to growth. In many applications all of them have an effect 
on the final product. 
Diffusion Controlled Growth. At very high levels of supersaturation there can be 
very large degrees of supersaturation near the crystal surface. Nucleation processes are very 
fast and consume material as fast as it is transported to the surface of the particle. In this 
case, the rate-limiting step is the transport of material to the surface of the crystal. The 
growth rate is then purely determined by the rate of diffusion. Because of this, the growth 
rate can be defined by the one-dimensional mass transfer relationship shown in Equation 2.12 
(Randolph and Larson, 1988). 
= — A(c-c1) (2.12) 
at x 
In Equation 2.2, D is the molecular diffusion coefficient, A is the surface area of the 
crystal, and the driving force is the difference between the actual concentration and the 
concentration at saturation. Because the process is limited by the rate of transport to the 
surface of the crystal, the concentration at the interface is equal to the saturation 
concentration. The film thickness, represented by x, is generally unknown. In order to 
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produce a working form of Equation 2.13, a mass transfer coefficient is substituted for D/x 
(Randolph and Larson, 1988). 
^ = KA(c-c,) (2.13) 
at 
Surface Nucleation and Controlled Growth. At lower levels of supersaturation, the 
diffusion process to the surface is faster than the surface reaction. The surface reaction 
process consists mainly of two steps: diffusion along the surface and incorporation into the 
crystal structure. 
As particles diffuse along the surface there are two possibilities. The first is that they 
can collide with other diffusing particles and surface nucleation can occur. The second is 
that they can be incorporated into the already existing crystal structure. 
If the surface is smooth, it is more likely that particles will collide and form new 
nuclei. If the surface is not smooth, incorporation into the crystal structure at the "rough" 
locations is more likely. The rough locations are known as step sites and kink sites. Figure 
2.1 shows an example of these sites. 
Incorporation into the crystal structure at the step and kink sites is much more 
energetically favorable and much faster than surface nucleation. This results in rapid 
formation of layers once nucleation begins. Surface nucleation is still faster than other 
growth processes, such as growth by screw dislocation. However, in this case surface 
nucleation dominates as a mechanism for growth, and diffusion is fast enough to transport 
material to the surface as fast as nucleation can occur. The rate of growth is therefore 
controlled by surface nucleation (Sohnel and Garside, 1992). 
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Step Site 
Kink Site 
Figure 2.1: Step and kink sites for growth by surface integration. 
Screw Dislocation Controlled Growth. As the supersaturation decreases further, 
surface nucleation slows. Crystallizing materials will diffuse along the surface of the solid 
until a dislocation is found. Growth at a dislocation is more energetically favorable than 
growth on a smooth surface. At low degrees of supersaturation, the overall thermodynamic 
driving force for precipitation is lower. In these cases, the rate of growth is highest at these 
dislocation sites. The growth occurs radially outward from the dislocation in all directions. 
This expands the dislocation, which grows with a spiral structure. 
Experimental forms of growth rate law. Experimental investigations have led 
researchers to explore several functional forms for the growth rate law in precipitation 
reactions. One of the fundamental problems in determining the growth rate is in 
distinguishing between growth and agglomeration. 
If a solution contains a large number density of very small particles and a moderate to 
high level of supersaturation, agglomeration can take place and subsequent growth can cause 
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a "smoothing out" of the surface of the particle. When this occurs, particles that have been 
built through the agglomeration of very small particles may appear to have grown instead. In 
effect, agglomeration is sometimes treated as growth and modeled as such. This attribution 
of agglomeration to growth does not necessarily contribute to the inaccuracy of the growth 
and agglomeration models, mostly because it happens very early in the precipitation process, 
when the particles are quite small and agglomerating mostly due to Brownian motion and not 
due to shear effects. 
The McCable ÀL law states that the rate of growth in a crystal is not dependent on 
crystal size. This "law" is actually based on observation of crystal growth rates, and has been 
valid in many circumstances, including most industrial applications (Randolph and Larson, 
1988). Often, invoking this assumption makes solution of the population balance equation, 
which will be discussed later, significantly less burdensome. 
Most authors use one of two basic rate laws to express the rate of growth. They are 
given in Equations 2.14 and 2.15. 
G=-^ = £(Ac)" (2.14) 
G = — = k (S -1)" (2.15) 
Alternatively, the difference in molar concentrations, C, is used in Equation 2.14 by 
some authors. 
Agglomeration and Aggregation 
Growth as described above is not the only mechanism by which particles can become 
larger. Aggregation and agglomeration are size enlargement mechanisms that occur when 
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particles cluster together so that two smaller particles or clusters are joined to form one larger 
cluster. Agglomeration is used to refer to particles which are joined by a cementing neck, 
which forms during precipitation. The term "aggregation" refers to particles that are sticking 
together due to electrostatic forces; however, it is sometimes interchanged with the term 
agglomeration. In both processes, evidence of individual particles remains when a cluster is 
photographed. One crucial distinction between these processes is in the strength of the bond. 
Agglomerates are held together by much stronger bonds than aggregates, which are joined by 
electrostatic forces (Randolph and Larson, 1988). This fact has serious implications in the 
modeling of breakage processes, which will be briefly discussed later. 
Smoluchowski (1917) made the first attempt to model the rate of aggregation in a 
particle system. His approach assumes that aggregates are made up of primary particles of 
uniform size. Also, his work assumes that aggregation is a second order process and that the 
rate of collisions is proportional to the rate of aggregation. The rate of collision between 
aggregates of size i and aggregates of size j , Jy, can be expressed as in Equation 2.16: 
4 = (2.16) 
where k is a second-order rate constant that can depend on a number of factors, particularly 
the sizes of particles i and j and the hydrodynamic environment in which the aggregates 
reside and n is the number density of aggregates with sizes represented by its subscript. 
Although technically possible, ternary and higher order collisions are not considered because 
of their extremely low rate of occurrence. 
Assuming irreversible aggregation, the rate of change in number density of 
aggregates of size k is equal to the difference in the rates of formation of these particles by 
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aggregation of two smaller sized particles and the rate of destruction of these particles by 
their aggregation with other particles. 
There are two important factors that control that rate of aggregation and 
agglomeration: the rate at which binary collisions occur and the probability of formation of a 
stable bridge when a collision occurs (David et al., 1991). In order for agglomeration to 
occur, this stable bridge must form between the particles before they are separated by the 
flow (David et al., 1991). 
Collision frequency. The rate of collisions, or collision frequency, is dependent on 
the size of the particles, the particle number density in suspension, and the type of flow 
environment they are suspended in. For laminar flow fields, Equation 2.18 gives the 
collision frequency function for spherical particles that flow with the flow field and do not 
disturb it (Friedlander, 1977). 
In Equation 2.18, /3coi is the collision frequency of particles with radii a, and aj, and du/dx is 
the laminar velocity gradient. 
If the aggregation is induced by turbulent shear, and the particles are small when 
compared to the size of the energy dissipating eddies, the collision frequency is given by 
Saffman and Turner (1956) as: 
dnk 1 'rV . 
irx? ""'"'""'S ' (2.17) 
n , x 4 z - 3  du /Uv„v y )=- (a ,+a , )  — (2.18) 
/L =1.30(4, 
\ v J 
(2.19) 
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where ed is the energy dissipation due to turbulence and v is the kinematic viscosity of the 
For collisions due to Brownian motion, the collision frequency is given by Equation 
jju a^j 
where kg is Boltzmann's Constant, T is the absolute temperature, and pi is the molecular 
viscosity of the suspending fluid. 
Collision Efficiency. The second important factor in determining the rate of 
aggregation in solids is the collision efficiency. The collision efficiency is used to 
approximate the fraction of collisions that result in aggregation. Interparticle forces can 
make it more difficult for particles to aggregate. When strong repulsive forces exist between 
particles, a very low collision efficiency can result. If the collision efficiency is very low, the 
time scales for aggregation will be very large compared to the collision frequency. 
Conversely, when there are almost no repulsive forces or when attractive forces exist 
between particles, the collision efficiency can approach unity. In this case, the collision 
frequency, which is determined by the hydrodynamic state of the flow environment, provides 
an approximate time scale for aggregation. 
In general, the agglomeration rate kernel can be divided into three independent parts: 
the aforementioned collision frequency, collision efficiency, and a size-dependent term 
(Mersmann, 2001). 
fluid. 
2.20: 
Pcol ~ ~ (2.20) 
(2.21) 
20 
Here, is the collision efficiency. This is a measure of the number of collisions that lead 
to the formation of an aggregate. The collision frequency is given as ficoi: and may be 
regarded as size-dependent. 
In agglomerating systems the sticking probability is expressed as the probability that 
two particles will stay in very close proximity for a length of time sufficient to build a stable 
crystal bridge (David et al., 1991). With regard to agglomerating systems, there have been a 
number of different expressions proposed to describe the agglomeration efficiency. 
When the collision efficiency is assumed to be a constant, unity is almost always 
chosen. That is, all collisions result in agglomeration (Wang and Fox, 2003; Cryer, 1999; 
Hartel and Randolph, 1986). In the case of aggregation of nonreacting particles, the same 
assumption is often made (Serra and Casamitjana, 1998; Marchisio et al., 2003b; Marchisio 
et al., 2003c). 
The collision efficiency in aggregating and agglomerating systems is not assumed to 
be constant in other cases (Mumtaz and Hounslow, 2000; Zauner and Jones, 2000; Hounslow 
et al., 2001; Kusters et al., 1996; David et al., 1990). Below, one of these models is shown in 
Equation 2.22. Originally this expression was presented by Chesters (1991) for modeling 
coalescence in liquid dispersions, but has been extended to agglomeration (Chesters, 1991; 
Baldyga et al., 2003), 
Pa = exp 
/ —\ 
-t .  
\ J 
(2.22) 
where Pa is the probability of agglomeration, tc represents the time necessary to build a 
strong bridge between particles, and t, represents the interaction time. Overbars indictate 
averaging (Baldyga et al., 2003; Chesters, 1991). 
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Breakup 
Once particles have aggregated, it is possible for these aggregates to break. Breakup 
can occur when particles strike vessel walls, impellers, baffles, or any other solid surface in 
the reactor. Also, breakup can occur due to turbulent shear forces that act on particles. There 
are two basic ways in which breakup is thought to occur. The first is surface abrasion, where 
a small part of a particle (usually an edge or a corner) is broken off of a parent particle. The 
second mechanism is a fragmentation process. In fragmentation processes, one particle 
breaks into two in such a way that both particles contain an appreciable mass with respect to 
the mass of the original particle. Though common in aggregating systems, in agglomerating 
systems, where a sparingly soluble salt is precipitated, breakup is insignificant (Randolph and 
Larson, 1988). 
Time Scales for Precipitation Processes 
Table 2.1 gives order of magnitude estimates for the time scales of nucleation, growth 
and agglomeration processes. For nucleation and growth a range of orders of magnitude for 
the rate laws are given. For the case of agglomeration, the first time scale reported is the half 
life for number concentration. The second time scale is the amount of time required for the 
final state of the PSD to form; it is essentially 20 half lives. 
In Table 2.1, it is shown that homogeneous nucleation occurs very fast, generating 
very large numbers of particles in a very short time. This results in nucleation occurring as 
soon as mixing begins. Particle number concentrations grow to about 1018 particles/m3 in 
systems where homogeneous nucleation dominates and 1012 particles/m3 where 
heterogeneous nucleation dominates (Sohnel and Garside, 1992). Growth is slower, at about 
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1 mircon/sec. Agglomeration is complete after as little as 4 seconds for cases where 
homogeneous nucleation dominates, compared to very long times for cases where 
heterogeneous nucleation dominates and the number density of particles in solution is 
significantly lower. Because of these time scales, it is crucial that models of precipitation 
processes in real systems account for mixing and the spatial and temporal variations in the 
shear field. 
Table 2.1: Approximate time scales for nucleation, growth, and agglomeration in 
precipitating systems (s = seconds, h = hours, m = meters). Data have been taken from 
(Sohnel and Garside, 1992). The diffusion controlled growth rate assumes a 1 micron 
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PSD Modeling Techniques 
In a real precipitation process all of the previously described kinetic steps occur 
simultaneously. An important goal of studying the kinetics for different processes in 
precipitation reactions is to gain the ability to accurately predict the important properties of a 
PSD that results from precipitation in real flow systems. Many authors have studied this 
problem and have had a fair amount of success in some situations. Some of these efforts will 
be discussed below. 
A major advance in crystallization and precipitation modeling was made by Randolph 
and Larson (1971). They coined the term MSMPR (mixed-suspension, mixed product 
removal) crystallizer. This model is an ideally mixed reactor. The full crystal size 
distribution exists at all points in the reactor exactly as it does as an overall average. The 
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product crystals that are removed from such a reactor form an identical size distribution when 
compared to the size distribution formed by the crystals in the interior of the reactor. No 
measurable breakage occurs as product is removed from the crystallizer. This model, though 
simplified, is the basis for many experimental studies and much of the work that has been 
done in the fields of crystallization and precipitation. 
The Population Balance 
The macroscopic population balance is given in Equation 2.23 (Randolph and Larson, 
1988). This form of the population balance describes particle size and assumes a MSMPR 
system. There are an arbitrary number of inlet and outlet particle-containing flows, Q\. 
Particles can be created and/or destroyed, through aggregation or breakage. These events are 
symbolized by the birth and death terms, B and D. The reactor volume is given by V. The 
size-dependent population density is given by n{L). The particle growth rate is given by G. 
Èl+m+D_B + „i«!2âZ)=_yiha ,2.23) 
dt dL dt k V 
McCabe's Law states that the rate of growth of a particle is not a function of the length of the 
particle. Assuming McCabe's law and a well-mixed batch system of constant volume, 
Equation 2.23 simplifies to (Randolph and Larson, 1988): 
^ + G^- + D-B = 0. (2.24) 
at oL 
Hulburt and Katz (1964) developed expressions for birth and death resulting from 
aggregation based on particle volume. 
1 v 
B\v,t) = - j/?'(v - e, e)n'(v -  e,t)n\e,t)de (2.25) 
2 o 
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D'(v,t)  = n\v,t)^P\v,e)n\£,t)de (2.26) 
0 
These expressions can be rewritten to express particle size in terms of length by 
assuming v =L3 as follows (Marchisio et. al, 2003c ): 
g(Z,;f) = ^  (2.27) 
2 o (L ~A ) 
D(L;f) = »(L;f)j^(Z,,^)M(/l;fX/l (2.28) 
o 
Discretized Population Balance 
The population balance may be discretized to allow numerical solution. Batterham et 
al. (1981) proposed discretization for aggregation-based processes that divided the particle 
size domain into intervals of equal value (Hounslow et al., 1988). If this approach is used, it 
is difficult to maintain an adequate knowledge of the size distribution. If the intervals are 
made too big, detailed information regarding the distribution of the smaller sized particles is 
lost. If the intervals are made small enough to represent the distribution of smaller particles, 
the number of required intervals becomes too large to manage. (Hounslow et al., 1988). 
Next, Batterham et al.  (1981) attempted to discretize according to Equation 2.29 (Hounslow 
et al., 1988). However, the scheme was truly discrete and particles were required to assume 
^- = 2 (2.29) 
particular sizes from a discrete list. This discretized population balance (DPB) had to be 
corrected in order to maintain a mass balance when aggregation events would have otherwise 
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produced particles that do not reproduce an allowable size, which resulted in some errors in 
prediction of the PSD (Hounslow et al., 1988). 
Hounslow (1988) advanced the DPB. He used the relationship in Equation 2.30 to 
define his bin sizing and placement. 
-^ = ^2 (2.30) 
A 
In Equation 2.30, L, is the particle length at which a boundary between bins occurs. Because 
of the nature of this geometric distribution, Hounslow was able to reasonably accurately 
predict the PSD using this approach, but there were some errors in the prediction of high 
order moments, causing some errors in the PSD. 
J.D. Lister et al.  (1995) extended the DPB to allow for a finer discretization of the 
PSD. He defined intervals of the PSD according to the "adjustable discretized population 
balance" such that: (Lister et al., 1995) 
^±L = 21/" (2.31) 
v, 
This discretization scheme proves to be more general and flexible than previous 
discretization schemes. Lister suggests discretization with values of q equal to 3, which 
gives the same result as Equation 2.30, or 4; however, the user is free to choose any integer 
value (Lister et al., 1995). The increased flexibility of this method leads to very good 
accuracy. However, if Lister's suggestion is followed, the adjustable DPB requires between 
20 and over 80 intervals to accurately predict the PSD. Because of this, it is not possible to 
implement the adjustable DPB in current CFD calculations if the flow field contains 
significant non-uniformities and mixing is imperfect, as is the case for most industrial 
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processes. The computational burden and memory requirements would be much too great for 
even the most modern computing resources. 
Monte Carlo Methods 
Monte Carlo simulations are another useful tool in studying population balances. 
These techniques have been used by several authors to study agglomeration and break up in 
precipitating and other systems (Lee and Matsoukas., 2000; Marchisio et al., 2003a; Smith 
and Matsoukas, 1998; Van Peborgh Gooch and Hounslow, 1996; Rosner and Yu, 2001). 
These methods are able to produce solutions to population balance equations that are 
arbitrarily close to analytical solutions, where available. In general, they require a large 
number of scalars and are very computationally demanding. Because of this great 
computational demand, Monte Carlo simulations are not useful in large computer problems, 
such as those often encountered in CFD. However, they do have usefulness in other areas, 
such as in solving complex problems that cannot be handled by other methods (Gooch and 
Hounslow, 1996) or in validation of other methods where analytical solutions are not 
available (Marchisio et al., 2003a). 
The Method of Moments 
The method of moments was one attempt to model the particle size distribution 
evolution in an aggregating system. The jth moment of a particle size distribution is given by: 
rrij  -  |nVdL (2.32) 
o 
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The first step in using the method of moments is to transform the population balance so that 
it is expressed in terms of the moments of the PSD. 
Moment Transformation of the Population Balance. Beginning with the 
where D and B are given by Equations 2.27 and 2.28 for birth and death due to 
agglomeration or aggregation processes (Marchisio et. al.. 2003c). Here, L and À are sizes of 
the particles, and |3 is the aggregation kernel. It is also possible to express birth and death 
rates due to particle breakage. Since breakage is usually neglected in agglomeration 
processes, those expressions will not be presented here. 
In order to close this set of equations two conditions must be met. First, the growth 
rate must not vary with particle length to any power greater than the first. Also, the birth and 
death terms must be expressible in terms of the first k moments of the PSD. The macro-
moment form of the population balance is given as (Randolph & Larson, 1971): 
population balance, Equation 2.23, both sides are multiplied by LJ. Next, this equation is 
integrated on (0,°°) (Randolph and Larson, 1971) 
d{ logV) (2.33) 
dm j d{ logV) 
—- + mi & T  t l l j  
dt dt 
= jG0  {m j_x  + am j )  + 0 j  • B° -  -  Dj. (2.34) 
k V 
The birth and death functions due to particle agglomeration or aggregation can be 
transformed to (Marchisio et al. ,  2003b): 
Jn(/l;f) \ /3(u,A)(u' + A3)k l 3n(u\t)dudA 
o o 
and (2.35) 
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Dj = jLJn(L;t)^j3(L,À)n(À;t)dÀdL . (2.36) 
o 0 
The advantage of the moment-transformed equations is that they are much more 
easily solved than the integro-differential equation which forms the population balance. The 
tradeoff is a loss of solution accuracy. In order to maintain complete knowledge of the PSD 
through the moments, an infinite number of equations are required. However, much of the 
information that is used to characterize particle size distributions, such as number average 
size, mass average size, surface area, total number concentration, and the coefficient of 
variation, is contained in the lower order moments. For many applications, it is not 
necessary to track the entire particle size distribution; instead, the low order moments of the 
PSD provide the information that is necessary. These two considerations make the method 
of moments a powerful tool in explaining crystallization and reactive precipitation processes. 
The major limitation is the restriction on the form of the growth law. 
The Quadrature Method of Moments 
The Quadrature Method of Moments (QMOM) was first proposed by McGraw (1997) 
to study nucleation and growth of aerosols. This was expanded to include aggregation 
processes by Marchisio et al. (2003a). In this method, the exact closure requirement of the 
conventional MOM is replaced by an approximate closure. As a result, the QMOM can be 
applied over a larger range of conditions than the conventional MOM because growth 
integral is approximated by a quadrature method instead of evaluated directly. This 
approximation is shown in Equation 2.37 (McGraw, 1997). 
k\rk  V( r)/(r)dr = rk  l0{r i)w i  (2.37) 
f =1 
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The n abscissas, r, and n weights, w,, are found based on the values of the first 2n moments 
(|io through H2n-i). Solving for the abscissas and weights requires solving Equation 2.38 
(McGraw, 1997), 
™k  = jrkf(r)dr = ^ ir,kw t ,  (2.38) 
(=1 
where f(r) is an unknown function. Equation 2.38 can be solved using a nonlinear search, but 
the computational demands that would be required to perform this search repetitively would 
be extremely burdensome. Instead, the product difference (PD) algorithm (Marchisio et al. ,  
2003a; McGraw, 1997) is used. This method was first proposed by Gordon (1968). The 
method itself is well-described in Marchisio et al., (2003a), Marchisio et al. (2003c), 
McGraw (1997) and in Gordon (1968). The details will not be presented here. The basic 
method is that a tri diagonal Jacobi matrix is created. The abscissas and weights are obtained 
from this matrix (McGraw, 1997). 
Marchisio et al.  (2003c) investigated QMOM solutions to aggregation/breakage 
problems for a number of different cases. Generally speaking, as the number of nodes 
increases, the accuracy does as well. However, the number of scalars that need to be solved 
in a CFD simulation also increases. The QMOM approximations using 3 nodes provide 
excellent accuracy with a relatively low demand for scalars for cases where the PSD is well 
behaved. Most of these cases were monotonie or unimodal. Bimodal distributions are also 
well approximated by low order QMOM approximations (Marchisio et al., 2003c). More 
complex PSD functions may require higher order QMOM approximations in order to obtain 
solutions of adequate accuracy. 
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Example: QMOM Abscissas and Weights Calculation Result 
Assume an exponential initial PSD of the form in Equation 2.39. 
n(L) = 3L2^exp(-L3/v0) (2.39) 
vo 
In Equation 2.39, No = 1 m"3, vo = 1 m3, Figure 2.2 shows a plot of the PSD. The delta 
functions are located at the abscissas and have heights proportional to the values of the 
weights obtained from the QMOM. 
Figure 2.2: PSD for Equation 2.38 with delta functions representing the QMOM 
calculation. The delta functions are located at the abscissas from the QMOM 
calculation and have heights proportional to the weights. 
Marchisio et al.  (2003a) have found excellent agreement between the low-order 
moments generated from QMOM solution for size-independent growth from an initial PSD 
as reported in Equation 2.39, as well as other initial PSDs, and the analytical solution. While 
the nodes of the QMOM approximation are shown here with the PSD, it is important to note 
that the nodes are not obtained directly from the full PSD. Instead, they are obtained from 
the low order moments of the PSD. For this case, with three nodes, the first six moments are 
employed in this calculation. 
Approximating the integral in Equation 2.37 allows the QMOM to be applied over a 
much wider range of conditions than conventional moment methods. Probably the biggest 
advantage of the QMOM over other approximate methods of solving the population balance 
is the low number of scalars that are necessary. Other methods require 50-200 scalars in 
order to obtain the same level of accuracy that the QMOM obtains using only 6 scalars. This 
reduction in the number of required scalars results in a vast reduction in CPU time 
(Marchisio et al., 2003a). 
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CHAPTER 3: SCALE-UP OF AQUEOUS REDUCTIVE 
PRECIPITATION OF PALLADIUM METAL 
Palladium metal has a broad range of applications in the world today. It is used in 
dentistry and jewelry, in the purification of hydrogen, and in electrical contacts (Cotton, 
1997; Wise, 1968). Palladium is also a well-known for its catalytic properties and is used in 
organic chemistry for reactions such as hydrogénation and dehydrogenation, isomerization, 
and oxidation reactions (Cotton, 1997). In nature, palladium ores contain many impurities, 
primarily consisting of other metals in the platinum group. Platinum itself is the most 
abundant of these (Cotton, 1997, Wise, 1968). Precipitation reactions can be used both for 
the purpose of purifying palladium from these other metals and to create a powder which has 
physical properties tailored to specific applications. 
Introduction 
The sponsors of this research were interested in learning how to control certain 
properties of palladium powders for their proprietary applications. Also, they were very 
interested in learning to reliably scale-up the precipitation process so that once they were able 
to control the physical properties of powders on a small scale, nominally identical powders 
could be produced on larger scales. In particular, four properties of these palladium powders 
are most important and were focused on: tap density, surface area, Microtrac® particle size, 
and chemical purity. 
Without the benefit of advanced computational tools, scale-up of precipitation 
processes requires extensive experimentation on multiple scales. Though this 
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experimentation can result in a very successful scale-up, large scale experimentation is often 
very costly, as well as time consuming. 
Modern computational fluid dynamics models, which can accurately account for the 
spatial heterogeneities that exist in real flows and mixing processes, can be a powerful tool to 
assist engineers with the scale-up process for precipitation reactions. Also, these models can 
assist engineers with other activities such as troubleshooting and process development. 
However, in order to apply CFD to precipitation, it must be used in conjunction with 
population balance models, which can accurately predict the evolution of a PSD for a given 
hydrodynamic and chemical environment. This approach has historically led to 
computationally intractable problem definitions, but modern computational tools and modern 
computing power are very powerful tools that are making these solutions more accessible. 
Such an approach is not pursued in this study, primarily because difficulties in successful 
validation of a CFD model of the stirred tank used in our experiments are prohibitive. 
Here, scale-up of a precipitation process is examined using traditional scale-up 
techniques. If scale-up is attempted by traditional scale-up rules, such as the maintenance of 
a constant power input per unit volume input or a constant impeller tip speed, it will fail in 
reactive precipitation processes. This is demonstrated here by a constant power per unit 
volume scale-up attempt. 
Despite the fact that the constant power per unit volume scale up attempt failed, 
valuable data was obtained from this experiment. In fact, data obtained from all of the 
experiments performed in this study can be used to gain an understanding of this process and 
its scale-up. In this study, during early scale-up experiments, corrective process development 
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steps were attempted in order to improve scale-up performance as data was collected and 
analyzed. Subsequent experiments were the implementations of these steps. 
Later, a partial factorial experiment was performed. The data from this experiment is 
helpful in characterizing the final product properties as a function of process conditions in a 
more general sense. 
Description of Palladium Powders. The palladium powders examined here 
consisted of particles, which are agglomerates (or clusters) of spherical nodules (or grapes). 
Some physical characteristics of the powder, such as the surface area per unit mass, depend 
strongly on the size and morphology of the nodules. Other powder characteristics, such as 
tap density, also depend upon the morphology of the agglomerates. Figure 3.1 depicts the 
difference between the nodules and the clusters. 
Figure 3.1: A cartoon depicting the distinction between clusters and nodules. 
Controlling Phenomena 
At least three fundamental phenomena control this reactive precipitation process: 
nucleation, growth, and aggregation. Nucleation itself may occur via several mechanisms 
including homogeneous, heterogeneous, and secondary nucleation. Homogeneous nucleation 
is the formation of a new phase within an already existing phase. An example of this would 
be formation of palladium nuclei within the fluid phase in the reactor. In contrast, 
| Cluster ~~| 
Nodule 
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heterogeneous nucleation occurs at a solid surface in contact with the fluid phase; it is a 
much lower energy process than is homogeneous nucleation. Examples of surfaces where 
heterogeneous nuclei can be born are reactor walls, impeller blades, submerged impeller 
shafts, baffles, temperature probes, and reactant addition tubes. Secondary nucleation is 
closely related to heterogeneous nucleation. In a secondary nucleation process, the nuclei 
form on the surfaces of previously precipitated particles. Hence, if a palladium nucleus 
formed on a growing palladium nodule, it would be referred to as a secondary nucleation 
event. 
After the nodules begin to grow, aggregation may also occur. This happens when a 
cluster (or a nodule) collides and bonds with another cluster (or nodule). Saffman and Turner 
(1956) give the collision frequency function for particles in a turbulent field. 
P - 1.30(a, + a ) (2.19) 
v v J 
According to Equation 2.19, the collision frequency is determined by the size of the particles, 
a, involved in the collision, the turbulent dissipation, % and the kinematic viscosity, v, of the 
medium in which they are suspended. Hence, the number of collisions in the reactor will 
increase if the impeller speed is increased. However, collision between two particles, 
although necessary, is not a sufficient condition for aggregation to occur. Upon collision, 
particles must also stick together. One can therefore define the sticking probability as the 
fraction of collision events that also undergo sticking between the colliding particles. Thus, 
the aggregation rate is a function of the product of the collision rate and the sticking 
probability. 
Clusters of aggregated particles may also break apart. Particles can undergo breakage 
in the reactor due to collisions with baffles, impellers, walls, or other particles. Aggregates 
might also break up simply due to fluid shear. Also, in this study, once the powder is 
removed from the reactor and dried, it is aggressively sieved for several hours through a 100 
mesh sieve pan. Particles then undergo sonication as part of the protocol for measuring 
particle size. All of these processes may cause breakage of clusters. The importance of 
breakup also depends strongly on other factors, such as nodule growth rate, which determines 
how quickly nodules become "cemented" together via a neck connecting them. If the size of 
the clusters is small and nodule growth rates are sufficiently large, then breakup is not likely 
an important process. If these conditions are not satisfied, then the competition between 
aggregation and breakup may play an important role in determining the final product size 
distribution. 
Chemistry 
The palladium precipitation process used in this work was nearly identical to the 
process developed by the sponsors of this research (Confidential Communication, 1997). 
Diamine, dichloro-palladium is produced from palladium metal in the laboratory and then 
dissolved in a solution of ammonium hydroxide and water to yield tetramine palladium 
chloride (Wise 1968; Kauffman and Tsai, 1966). Both of these compounds are sometimes 
referred to under the more general name, "palladium intermediate." If hydrochloric acid is 
added to the tetra amine palladium chloride solution, the slightly soluble diamine, dichloro-
palladium species will precipitate out of solution. Addition of ammonium hydroxide forms 
the soluble tetramine palladium chloride species. This process can be repeated in 
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combination with filtration for the purpose of salt purification (Wise, 1968). Also, it appears 
that a lowering of the pH by addition of acids other than hydrochloric will cause some 
precipitation of the diamine, dichloro-palladium. Formic acid was added to the solution to 
induce the reduction to palladium metal. In one study, our sponsor quenched this reaction 
early with cold hydrogen peroxide and was able to isolate precipitated diamine dichloro 
palladium. An equilibrium reaction that describes this behavior is assumed in Equation 3.3. 
During the reduction reaction, it is postulated that tetraamine palladium chloride and 
diamine dichloro palladium are reduced in solution by adding a mixture (semibatchwise) 
consisting of formic acid buffered with sodium formate. The reaction products include 
palladium metal, carbon dioxide, ammonia, and chloride ions, as shown in Equations 3.1 and 
3.2. Other important chemical processes are shown in Appendix Equations A1-A9. 
[(NH3)4PdCl2]+HCOO~ +3H20—> 4NH/ + Pd + 2C1 + HC03 +20H" (3.1) 
[(NH3)2PdCl2] +HCOO" +H20-> 2NH/ + Pd + 2C1" + HCO"3 (3.2) 
[(NH3)4PdCl2] (aq) + 2H+<-> [(NH3)2PdCl2] + 2NH4 + (3.3) 
Early bench-scale studies by our sponsor found that three important chemical factors 
affect the properties of the resulting powders: the concentration of tetraamine palladium 
chloride, the reducing agent concentration, and the pH of the palladium intermediate solution 
before addition of the reducing agent. Of these three, the properties of the powder are most 
sensitive to the initial pH of the palladium intermediate solution. Subsequent bench scale 
studies at our sponsor's facility and Iowa State University (ISU) were aimed at predicting the 
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properties of palladium powders based on process conditions. Here, the effects on scale of 
fluid mixing, as well as the rate of addition of the reducing agent, are considered. 
Tap Density 
The tap density of the palladium powder depends upon the density of the nodules that 
make up clusters in the powder, as well as the morphology of the clusters, which in turn 
determines the amount of void space that the powder occupies. The room temperature 
density of solid palladium metal is approximately 12.0 g/cm3. Palladium powders produced 
in this study have tap densities near 1.0 g/cm3. This large discrepancy can probably be 
attributed to the ramified morphology of the clusters, which leads to the creation of a large 
void volume due to inefficiencies in cluster packing. In addition, the nodules themselves may 
have some slight porosity, but as will be discussed later, the porosity is expected to be very 
small, if not zero. 
A well-known result from Monte Carlo simulations of cluster-cluster aggregation is 
that diffusion-limited aggregation (DLA) yields particles with a lower fractal dimension 
(therefore more highly ramified) than does reaction-limited aggregation (RLA). The 
implications of this result for this work are as follows. If the sticking probability upon 
collision for two particles is very high, we expect the resulting clusters to be similar to DLA 
aggregates (more highly ramified). In contrast, clusters that are more compact should be 
formed when the sticking probability is low, corresponding to RLA clusters. Hence, high 
sticking probabilities should result in powders with lower tap density, and low sticking 
probabilities should yield higher tap density powders. However, differences in tap density 
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due to different sticking probabilities may be diminished if significant particle breakup also 
occurs. 
Tap densities in this report were measured according to the ASTM standard for tap 
density measurement, which requires tapping "such that a densification of the powder can 
take place without any loosening of its surface layers." (ASTM, 1997) 
Surface Area 
Scanning electron micrographs of the palladium powders produced in this work show 
that nodules are nearly spherical in shape. Hence, the specific surface area of these powders 
is largely determined by the diameter of the nodules. Although it may be possible that the 
nodules have some porosity, the amount of surface area attributable to internal surface pores 
is likely very small. Measured specific surface areas of the powders are approximately the 
same as specific surface areas one would expect for non-porous spherical nodules of the 
same sizes that are observed in the photomicrographs. 
Because the surface area to volume ratio of a sphere increases with decreasing 
diameter, powders with small nodules have a larger specific surface area than do powders 
with large nodules. However, another factor that influences the specific surface area is the 
amount of contact between nodules in a cluster. If two spherical nodules contact each other 
at only one point (as opposed to being connected by a large neck), there is no loss in surface 
area upon aggregation. If, however, a large neck connecting two nodules forms, then a non-
negligible loss of surface area (compared to the non-aggregated nodules) can be expected. 
As was previously mentioned, clusters consisting of nodules that are cemented by large necks 
can be expected to be less vulnerable to breakup than clusters with little neck formation 
40 
between nodules. Figures 3.2 and 3.3 show SEM images of clusters consisting of nodules 
that are cemented by large necks. Such clusters are likely produce powders that have lower 
surface area than powders consisting of smaller clusters with the same size nodules. 
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Figure 3.2: SEM Image of palladium powder produced in experiment Pd422. 
Figure 3.3: SEM image of palladium powder produced in experiment Pd501. 
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Microtrac® particle size 
Microtrac® particle size analyzers use a dynamic light scattering approach to 
determine a coarse particle (cluster) size distribution. As was discussed above, larger clusters 
tend to be more highly ramified and therefore less efficient in filling space. Hence, 
Microtrac® particle size measurements tend to be inversely correlated with tap density. 
20-Gallon Pfaudler Reactor Experiments 
Seventeen experiments were performed in a 20-gallon glass lined reactor (producing 
palladium powder yields of approximately 600 g) in order to explore mixing effects on 
palladium powder properties and evaluate potential scale-up criteria for producing palladium 
powder in approximately 500 kg batches. In order to accomplish the latter result, some of the 
experiments in the Pfaudler reactor were performed as constant power/volume scale-up runs 
of experiments performed in a smaller, but geometrically similar, 5-liter glass reactor built at 
Ames Laboratory. 
Pfaudler Reactor Description. 
All experiments were performed using a jacketed, 20-gallon, glass-lined, Pfaudler 
stirred tank reactor, model RT20-20-150-125. The tank had a 20-inch inner diameter and had 
an inside height of 18.75 inches from the concave reactor bottom to the lid. There was a 
concave baffle located 180° from the reducing agent inlet port. The baffle was 
approximately 2 inches wide and was equipped with a resistance temperature detector 
(RTD). Mixing was achieved using a 4-blade, 9-inch diameter pitched blade turbine impeller 
that was driven by a 2-HP motor, model 3167593. The bottom of the impeller was located 6 
inches above the bottom of the reactor. The center-mounted pitched blade impeller is 
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designed to produce strong axial flow and mixing; this impeller is the manufacturer-
recommended configuration for mixing of suspensions of solids. 
Mixing Strategy 
The interaction between mixing, nucleation, chemical reaction, nodule growth, and 
aggregation is complex. For example, higher impeller speeds may reduce spatial 
heterogeneities in chemical concentrations (thereby leading to a more homogeneous 
product), but at the same time, it may lead to increased aggregation (and therefore, as was 
discussed above, lower tap density). Hence, it was decided to perform experiments using a 
two stage mixing strategy. The first mixing period, which extended anywhere between 30 
seconds and 3 minutes from the time the reducing agent solution was first added to the 
palladium intermediate solution, presumably corresponds to the regime in which nucleation 
and growth of the nodules are the dominant processes. The second mixing period, which 
commenced immediately after the end of the first mixing period, lasted for the remainder of 
each run. It was hypothesized that during this latter mixing period aggregation and possibly 
breakage were the dominant phenomena. 
Experimental Procedure 
The procedure that was used in the Pfaudler reactor experiments is as follows. First, 
the reactor was filled with approximately 50L of water. The impeller motor was then turned 
on, and mixing began at a slow speed (approximately 75 RPM). The temperature controller 
was then activated, allowing steam to enter the steam jacket. This controller was set to heat 
the vessel to a reaction temperature of 60°C. Condensate from the steam jacket was removed 
by a steam trap. 
Next, a Teflon® plug was placed in the reactor to prevent undissolved palladium 
intermediate from settling out of the reactor into the exit piping below. Also, the plug served 
to prevent the reaction product, palladium metal, from becoming trapped in the exit piping. 
Approximately 720 mL of ammonium hydroxide was then diluted in 1L-2L of water and 
added to the reactor. The ammonium hydroxide raised the pH of solution and allowed the 
diamine, dichloro-palladium to be converted to the more soluble tetramine palladium 
chloride. The solubility of palladium intermediate in the various pH regimes that occured 
during these experiments was important in determining the properties of the final product, as 
will be discussed later. The palladium intermediate was then added to the reactor and 
allowed to dissolve. 
The reducing agent was prepared by adding the appropriate amounts of water, formic 
acid, and sodium formate to a separate vessel (a 4L glass beaker or a 5L glass jar) to obtain 
the desired concentration of reducing agent and the proper mole fraction of formic acid. The 
4L beaker was used to prepare the reducing agent solution for experiments in which the 
reducing agent was to be poured rather than pumped into the reactor. For experiments in 
which the reducing agent was pumped, the 5L glass jar was used. This reducing agent 
solution vessel was then heated to the reaction temperature, 60 °C. In experiments Pd501-
Pd508, the reducing agent was heated on a stirred hot plate, but this procedure was 
abandoned because of concerns that sodium formate crystals on the bottom of the reducing 
agent vessel may have been partially decomposing due to the elevated temperatures (far in 
excess of 60 °C) at the surface of the hot plate. These concerns were addressed when a 
recirculating water bath was employed to perform the reducing agent solution heating for all 
subsequent experiments. 
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After both the reducing agent and palladium intermediate solutions dissolved 
completely (typically 4-6 hours), the impeller speed was changed to the desired speed for the 
first mixing period. Next, the reducing agent solution was added to the reactor over a 
prescribed period of time through a glass guide tube with an exit located near the impeller 
blade tips (1/2 inch radially outward and at the same height as the impeller blades). In some 
experiments, this was done with a peristaltic pump. In others cases, particularly when it was 
desired to add the reducing agent more rapidly than the pump would allow, the reducing 
agent solution was poured manually into the guide tube with the aid of a funnel and timer. 
When the reducing agent was added to the reactor, the solution quickly changed in color 
from transparent yellow to more brown in color, and finally to dark grey and very opaque. 
After the initial mixing period expired, the impeller speed was changed to the prescribed 
speed for the second mixing period. As the reactions progressed, the solution began to clear 
and palladium metal pieces were visible in suspension. 
The total time over which the reactor was stirred after the reducing agent had been 
added was approximately 30 minutes. However, in some cases this time was extended to 40 
minutes because the reaction appeared to be proceeding much more slowly than average, 
based on bench scale experiments as well as other experiments in the Pfaudler reactor. 
Indications of the speed of the reaction included (1) the amount of time that had elapsed 
before bubbling was seen in the solution and (2) the elapsed times when components in the 
reactor, such as the impeller blades and the bottom of the vessel, became visible due to the 
reaction solution becoming transparent. 
After the reaction appeared to be complete, a strainer was loaded with a filter bag and 
then was connected to the reactor exit piping. Next, two ball valves, leading to the bag 
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house, were opened and the Teflon® plug was removed from the bottom of the reactor. The 
impeller was turned on at a slow speed (usually 130 RPM but sometimes as low as 70 RPM) 
and the reaction liquor and palladium solids entered the strainer. A double diaphragm pump, 
which was connected to the bag house, was then turned on and the reactor was drained. The 
palladium and liquid entered the bag housing from a port near the top. The liquid flowed 
through the bag and into a fitting on the bottom of the unit where the pump was connected. 
The palladium was trapped in the bag. After the reactor was drained, some residual 
palladium usually remained in the reactor. Typically, the bulk of the remaining palladium 
was coated on the vessel walls, baffles, and impeller. The filter bag was then removed from 
the strainer and a new bag was inserted. Only the palladium collected in the first bag was 
analyzed for properties. The new filter bag was used only for collecting residual palladium 
after rinsing the reactor and piping. 
The strained palladium in the first bag was then washed. First, it was rinsed with 
approximately 10 qt of water while it remained in the filter bag. Water was filled to a level 
slightly above the level of palladium in the bag, and the bag was drained. The process was 
repeated several times. The rinsing process lasted about 10-15 minutes. Next, the palladium 
was removed from the filter bag and placed in a 4L glass beaker, which was filled with 
deionized water and heated to 60° C. The water was then decanted. This washing procedure 
was repeated 10 times. The palladium was then removed from the beaker and placed into a 
two-piece, finely fritted glass filter. Because of the filter's size, 3-4 rinsing iterations had to 
be used to rinse all of the powder. Three to four liters of deionized water were used per 
filtering iteration. The rinsing typically lasted 30-45 minutes per iteration. After this final 
washing, the palladium was placed on five to six watch glasses that were placed in a drying 
oven for 24 hours at a temperature between 100 °C and 110 °C. Sintering can occur at higher 
temperatures (Confidential Communication, 2000). 
After the powder was dried in the oven, it was weighed on an Acculab ® electronic 
balance. Then, part of the palladium, typically the amount on two watch glasses, or 
approximately 1/3 of the total, was placed in a three-tier sieve array consisting of 20 mesh, 
60 mesh, and 100 mesh sieve pans. The sieve tray array was placed on a CSC Scientific 
Company shaker table, which was run for 30 minutes. After the 30 minutes had expired, the 
pans were removed from the table. Bright palladium flakes, which form when palladium 
coats a surface, were removed manually from the 20-mesh pan and the weight of palladium 
in each pan was measured. Sieved palladium was removed from the catch pan and weighed. 
This process continued, with the addition of more palladium to the sieve trays when space 
permitted, until all of the palladium was sieved. 
Lastly, the palladium was prepared for analysis by selecting a representative sample. 
The well-known coning and quartering technique was used to collect a sample of 
approximately 30 grams. Samples were shipped to our sponsor for analysis. 
Chemical and Mixing Conditions 
All experiments in the 20-gallon Pfaudler reactor were run under the same nominal 
chemical conditions. Only the impeller speeds, reducing agent addition times, and duration 
of the two mixing periods were varied. Chemical conditions are shown in Table 3.1. 
Generally, mixing rates were between 70 RPM and 262 RPM for both the first and 
second mixing periods. The first mixing period lasted between 30 seconds and 3 minutes in 
all cases where the speed was changed. The reducing agent was typically added over time 
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spans between 6 and 20 seconds in the experiments. Complete data for mixing and rate of 
reducing agent addition are shown in Table Al, located in the Appendix. 
Table 3.1: Chemical conditions for the 20-gallon palladium precipitations 
Initial Palladium 0.1 
Concentration, [Pd]o 
Temperature, T 60°C 
Initial pH, pHo 7.2 
Reducing Agent Mole 
Fraction Formic Acid 
0.254 
Initial Formate to Palladium 4.00 
Ratio 
Results and Discussion 
Experiment Pd501 was an attempt to produce powders identical to those produced in 
experiment Pd422 by using a constant power per unit volume scale up rule. Experiment 
Pd422 was performed in the previously described geometrically similar Ames Laboratory 
round bottom glass reactor. The scale-up ratio between experiments Pd501 and Pd422 was 
25. Previous constant power per unit volume scale up work performed on smaller scales and 
with a much smaller scale up ratio (approximately 2) suggested that this scale-up rule might 
be applicable to palladium precipitation. Table 3.2 shows a summary of some results from 
earlier constant power per unit volume scale-up experiments. Table 3.3 shows a summary of 
the experimental mixing conditions and results for the constant power per unit volume scale 
up in experiments Pd501 and Pd422. 
The powder produced in the Pfaudler reactor had a much higher density and surface 
area than the powder produced in the Ames Laboratory reactor. The Microtrac® particle size 
distribution results show that the particles produced in the Pfaudler reactor were also much 
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Table 3.2: Results from small-scale constant power per unit volume scale up 
Run Reactor 
Volume (L) 
Tap Density 
(g/cc) 
Surface 
Area (m2/g) 
d25 (|im) d50 (|im) d75 (nm) 
Pd317 2.36 1.09 0.96 13.7 26.6 45.9 
Pd416 1.14 0.95 1.00 15.0 27.5 43.1 
Table 3.3: Results from constant power per unit volume scale up of Pd422. 
Run Reactor 
Volume (L) 
Tap Density 
(g/cc) 
Surface 
Area (m2/g) 
d25 (|im) d50 (pn) d75 (|im) 
Pd501 61.51 1.72 1.20 4.1 6.9 11 
Pd422 2.51 1.01 1.06 9.8 18.0 30.6 
smaller than in the Ames Laboratory reactor, which is consistent with the tap density and 
surface area measurements. This result suggests that both the nodule and cluster sizes were 
smaller in the Pfaudler experiment. Visual verification of the smaller nodule sizes in Pd501 
compared with Pd422 can be observed in Figures 3.2 and 3.3, above. 
Experiments Pd502-Pd508 were performed using a variety of mixing speeds and 
reducing agent addition rates in an attempt to produce powder with the desired surface area 
and tap density. In the first three of these, the focus was on increasing the mixing speed in an 
attempt to produce larger aggregates and therefore lower tap density. However, several 
operational problems were noted in the course of these experiments that may have 
significantly influenced the results. For example, in Pd501 there was a loss of palladium 
intermediate through the exhaust fume hood as the solid was being added to the solution. 
Also, a small amount of unreacted palladium intermediate was found in the outlet pipe of the 
reactor, indicating that it had seeped beneath the plug before dissolving. In experiment 
Pd503, the plug that filled the bottom of the reactor became dislodged due to rapid mixing, 
and subsequently the plug design was modified to eliminate this problem. Experiment Pd505 
produced a large mass of palladium solid that measured approximately 2.6cm x 1.6cm x 0.7 
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cm. This large slug was much bigger than any that had previously been seen, and it appeared 
to be quite strongly agglomerated. Unlike most large agglomerates, it did not break into 
small pieces easily. None of the experiments Pd501-508 produced palladium powders with 
the desired tap density and surface area. 
The next group of experiments (Pd509-Pd517) was a 2-level, 4-factor partial factorial 
design without replication. The additional point is a center point in each variable. The partial 
factorial experiment was designed to provide information about the effects of mixing on the 
qualities of the palladium powders that were produced. All of these experiments were run in 
the previously mentioned 20-gallon Pfaudler glass lined reactor. The four factors that were 
investigated include the impeller speed during the first mixing period, the duration of the first 
mixing period, the impeller speed during the second mixing period, and the rate of addition 
of reducing agent. Table 3.4 shows the factors and levels that were studied in the partial 
factorial experiment. Table 3.5 is an outline of the design for experiments that were 
completed in the partial factorial design. 
Table 3.6 gives the analysis of variance for this experiment. This table shows a list of 
possible effects that may be tested for by using this design. Because there are only 8 
experiments in this partial factorial design (the center point is not used in effect testing), it is 
Table 3.4: Experimental levels for partial factorial experiment 
Level 1 Level 2 
Initial Mixer Speed (toi) 70 RPM 260 RPM 
Final Mixer Speed (CO2) 70 RPM 260 RPM 
Reducing Agent Add Time 
(IRA) 
5 sec 12 sec 
Initial Mixing Time 30 sec 3 min 
(ti) 
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Table 3.5: Experimental outline for partial factorial experiment 
Run Number coi (RPM) 0)2 (RPM) ÎRA (sec) TI (min:sec) 
Pd509 260 260 12 N.A. 
Pd510 70 260 12 0:30 
Pd511 70 70 12 N.A. 
Pd512 70 260 5 3:00 
Pd513 260 260 5 N.A. 
Pd514 70 70 5 N.A. 
Pd515 260 70 5 3:00 
Pd516 260 70 12 0:30 
Pd517 (Center Point) 165 165 9.5 1:15 
not possible to test for all main effects, two-factor, and three-factor interactions. A main 
effect is the effect of an individual experimental variable, such as the impeller speed in the 
first mixing period. Interactions occur when a variable behaves differently depending on the 
level of another variable. For example, if it is determined that the surface area is affected 
differently by the impeller speed in the second period when the impeller speed in the first 
period is slower than when it is fast, then there is an interaction effect between the impeller 
speeds in the first and second mixing periods. Because these effects cannot be isolated, the 
experiment has been designed such that each main effect is confounded with a three-factor 
interaction, and each two-factor interaction is confounded with another two-factor 
interaction. When effects are confounded, one cannot determine which factor (or both) 
causes the effect without independent (such as physical) information. Any change in 
response can be attributed to main effects for the first four source terms by assuming that 
three factor interactions do not exist. A three-factor interaction would be very rare, so this 
assumption is justifiable. Two factor interactions, on the other hand, are not as rare. The 
existence of a single two-factor interaction must be tested by eliminating (for physical 
reasons) one of the two confounded interactions. The next column, with the heading "df" 
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shows the number of degrees of freedom assigned to each source of variation. There is one 
degree of freedom for each source of variation because there are only two levels per factor in 
this study. 
Table 3.6: Analysis of Variance 
Source df 
CDL + CO2 IRA TI 1 
(1)2 + (TII IRA TI 1 
IRA + (1)1(1)2 t| 1 
ti + (1)1(1)2 IRA 1 
(l)l(l)2 + ÎRA ti 1 
(Ol tRA + (02 tl 1 
(1 )1 t i+ IRA (1)2 1 
Error 0 
Total 7 
The first group of confounded two factor interactions is the interaction between the 
impeller speeds during the first and second mixing periods and the interaction between the 
time of addition of the reducing agent and the duration of the first mixing period. Table 3.5 
shows that the impeller speed was always changed between 30 seconds and 3 minutes after 
all of the reducing agent was added to the reactor. This gap in time is large compared to the 
characteristic blending time in the vessel. For this reason, it is assumed that there is no 
interaction between the time of addition of the reducing agent and the amount of time for 
which the reactor was run under the first mixing speed. There may be an interaction, 
however, between the first and second impeller speeds. It is probable that the state of the 
particle size distribution at the end of the first mixing period depends upon the impeller speed 
used during that phase of the experiment. Hence, the effect of the impeller speed during the 
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second mixing period on the particle size distribution may depend sensitively upon the 
condition of the particles at the end of the first mixing period. 
Next, the interaction between the impeller speed during the first mixing phase and the 
time of addition of reducing agent is confounded with the interaction between the impeller 
speed during the second mixing phase and the duration of the first mixing period. Of these 
two factor interactions, the most physically reasonable is the interaction between the impeller 
speed during the first mixing period and the time of addition of the reducing agent. In 
particular, one would expect that immediately after the reducing agent solution is added to 
the reactor, some competitive balance will be reached between nucleation and growth of 
palladium metal and crystallization of the palladium intermediate species (diamine-dichloro 
palladium). This balance will undoubtedly be influenced by the interaction between the 
impeller speed and the rate of addition of the reducing agent, because both factors may 
strongly determine the degree of spatial heterogeneity in chemical concentrations (and 
therefore local supersaturation). The second confounded interaction in this pair is the 
interaction between the impeller speed during the second mixing phase and the duration of 
the first mixing period. There are possible physical explanations for this interaction as well, 
but since the second impeller speed is further removed from the addition of the reducing 
agent than is the first mixing speed, it would be less likely to exist. In the event that all three 
main factors (i.e. first impeller speed, second impeller speed, and time of addition of 
reducing agent) are significant, it will be impossible to eliminate any of these interaction 
effects due to the small number of experiments performed. 
The third set of confounded interactions is the interaction between the first impeller 
speed and the duration of the first mixing period and the interaction between the time of 
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addition of reducing agent and the second impeller speed. Unless the fluid is not well 
blended in the first mixing period before the mixing speed is changed after 30 seconds, it is 
difficult to find a good physical reason for the existence of these interactions. 
Analysis of Statistical Effect Testing 
The statistical analysis begins with effect tests to determine which process variables 
have an effect on the palladium powder properties. The entire data set is not used for these 
tests for a number of reasons. First, it was desired to restrict the effect testing to a two-level 
experiment. The center point (Pd517) experiment and several of the experiments Pd501-
Pd508 were not performed at the same levels as the experiments in the partial factorial 
design. Instead of increasing the number of levels for effect testing, which increases the 
number of degrees of freedom assigned to tests for effects, it was decided to restrict the study 
to two levels for the purpose of identifying significant factors. Also, during experiments 
Pd501-Pd508 the reducing agent was prepared by heating a beaker of sodium formate and 
formic acid in water on a hot plate. The sodium formate formed a layer at the bottom of the 
beaker, and it is suspected that this material may have decomposed as a result of heat from 
the hot plate. In subsequent experiments, the reducing agent was prepared by heating the 
mixture in a water bath to prevent excessive temperatures near the glass bottom of the vessel. 
Finally, the entire set of data does not form a balanced design. In a balanced design, there is 
no correlation between factors, unlike in the entire data set. Our data shows some minor 
correlations between factors because of a malfunction of the peristaltic pump used to meter 
the reducing agent into the reactor in two experiments. This problem was manifested 
particularly strongly in Pd516. In this experiment, the chemical conditions were significantly 
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different from what was intended. For this reason, another data set was analyzed: the partial 
factorial model, excluding Pd516. This creates a minor degree of imbalance, but the data 
from Pd516 may not represent the intended conditions due the pumping error. Correlation 
matrices for the factors in these data sets are shown in Matrices 3.1 and 3.2. Matrix 3.3 
shows a correlation matrix for the entire data set, and is presented for comparison purposes. 
These matrices were found using IMP 4.0.4, a statistical software package copyrighted by 
SAS Institute Inc. 
As was mentioned previously, properties that were studied included tap density, 
surface area, and Microtrac® median particle size. Effect tests were performed on these data 
T1 T2 0)1 0)2 TRA 
T1 1 -1 0 0 0.07 
T2 -1 1 0 0 -0.07 
0)1 0 0 1 0 0.11 
0)2 0 0 0 1 0.11 
TRA 0.07 -0.07 0.11 0.11 1 
Matrix 3.1: Correlation Matrix for the partia factorial design (runs Pd509- Pd516). 
Ti T2 0)1 0)2 TRA 
Ti 1 -1 0.18 -0.18 0.21 
T2 -1 1 -0.18 0.18 -0.21 
0)1 0.18 -0.18 1 0.17 0.00 
0)2 -0.18 0.18 0.17 1 0.24 
TRA 0.21 -0.21 0.00 0.24 1 
Matrix 3.2: Correlation Matrix for the partia factorial design, excluding run Pd516. 
Ti T2 0)1 0)2 TRA 
T1 1 -0.99 .11 -.01 0.08 
T2 -0.99 1 -0.12 -0.04 -0.06 
0)1 11 -0.12 1 0.26 -0.03 
0)2 -.01 -0.04 0.26 1 0.00 
TRA -.08 -0.06 -0.03 0.00 1 
Matrix 3.3: Correlation Matrix for the complete data set (run Pd501-Pd517) 
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using a critical p-value of 0.10. If an effect test had a p-value greater than 0.10, it was 
removed from the model. Factors that could be shown to affect a property, with a p-value 
smaller than 0.10, remained in the model. 
For the purpose of determining whether or not an effect exits, the data levels are 
coded as shown in Table 3.7. An entry of "1" refers to the "high" level, whereas an entry of 
"-1" refers to the "low" level. Center point values are given a value of zero. Identical coding 
is used for finding significant effects for surface area and mean particle size. 
Table 3.7: Coding for significance testing for runs Pd509-Pd516. *When G)i=a>2, no change 
in mixing speed is made. 
Run Initial Mixing Speed, 
CD] (RPM) 
Final Mixing 
Speed, 0)i (RPM) 
Elapsed Time* 
(min): Change in 
Mixing Speed 
Reducing 
Agent 
Time of 
Addition: 
tRA (sec) 
Pd509 1 1 1 
Pd510 1 -1 1 
Pd511 1 
Pd512 1 1 -1 
Pd513 1 1 • -1 
Pd514 -1 
Pd515 1 1 -1 
Pd516 1 -1 1 
Tap Density. Tables 3.8 and 3.9 show effect tests values for the tap density of the 
powders produced in our experiments. All variables that can be shown to affect the tap 
density of palladium powders with a p-value of 0.10 or smaller are shown. 
In Table 3.9, effect tests are shown for the partial factorial experiment including the 
questionable data point, Pd516. Table 3.8 shows similar tests for the partial factorial data set, 
excluding Pd516. When Pd516 is included the rate of mixing in the 1st mixing period is not 
significant at the 0.10 significance level. However, when it is excluded, this effect is 
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significant. The rate of mixing in the 2nd time period, when much of the aggregation takes 
place, is significant at the 0.10 level in both cases. The physical explanation for the role of 
mixing speed on tap density has already been discussed: increased shear rates lead to 
increased particle collision frequencies. 
Table 3.8: Effect Tests for Tap Density in Pc 509-Pd515. (Pd516 excluded) 
Source 
Degrees of 
Freedom 
Sum of 
Squares F-Ratio Prob>F 
0)1 1 0.160 8.31 0.045 
(JL>2 1 0.126 p.54 0.063 
Table 3.9: Effect Tests for Tap Density in Pd509-Pd516 
Source Degrees of 
Freedom 
Sum of Squares F-Ratio Prob>F 
0)2 1 0.259 6.21 0.047 
Surface Area.The surface area is analyzed in an analogous manner. Table 3.10 is a 
list of surface area effects for the data set Pd509-Pd517, excluding Pd516. Table 3.11 shows 
tests for the partial factorial experiment. The critical p-value was 0.10 for this test. 
Table 3.10: Effect Tests for Surface Area in Pd509-Pd515 (excluding Pd516). 
Degrees 
of Sum of 
Source Freedom Squares F-Ratio Prob>F 
0)1 1 0.0704 15.25 0.030 
0)2 1 0.0812 17.59 0.025 
0)i*0)2 1 0.0260 5.6 0.098 
Again, evaluating the data set Pd509-Pd517 with Pd516 excluded we conclude that 
these parameters do have physical explanations. The effect of changing the first mixing speed 
can, and probably does, come from two sources. We expect that an impeller operating at a 
high speed will blend the reducing agent fluid into the reactor more homogeneously than one 
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operating at a low speed. Since the local chemical environment is different at different 
mixing speeds, we expect that two different powders will be produced because the resources 
available for nucleation and growth will be consumed in a different manner in each case 
Table 3.11: Ef ect Tests for Surface Area in Pd509-Pd516 
Source 
Degrees of 
Freedom 
Sum of 
Squares F-Ratio Prob>F 
COI 1 0.13 6.11 0.048 
The second possible effect is one due to aggregation. If aggregation of the nodules 
begins soon after they are formed (and before most of the palladium in solution is 
consumed), then large necks connecting the aggregated nodules may be formed, thereby 
reducing their surface area, as depicted in Figure 3.4. 
Figure 3.4: Nodules which have aggregated at one point (left), and with a connecting neck 
(right). 
An identical argument explains the effect on surface area of the impeller speed during the 
second mixing period. 
The interaction effect, where (1)2 has a different effect depending upon the value of m, 
is more difficult to explain. It is likely related to the fact that the aggregates are in different 
states at the end of the first mixing period, depending upon the first impeller speed. If the 
particles are highly aggregated after the first mixing period and only a few more connections 
are made during the second mixing period, the effect on surface area of the second impeller 
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speed will be small. However, if the particles are not as highly aggregated after the first 
mixing period, one would expect a larger effect of the second impeller speed. 
Median Microtrac® Particle Size. The effect tests for the median particle size are 
shown in Tables 3.12 and 3.13. The critical p-value for these tests was 0.10. Table 3.12 
shows tests for the data set Pd509-Pd515, the partial factorial experiment excluding Pd516, 
and Table 3.13 shows tests for the partial factorial design. 
Table 3.12: Effect Tests for Median Particle Size in PD509-Pd515 (excluding Pd516) 
Source 
Degrees 
of 
Freedom 
Sum of 
Squares F-Ratio Prob >F 
COi 1 183.71 47.67 0.0062 
(JÛ2 1 225.00 58.39 0.0047 
C0i*Ct)2 1 30.98 8.04 0.066 
Table 3.13: Effect Tests for Median Particle Size in Pd509-Pd516. 
Degrees 
of Sum of 
Source Freedom Squares F-Ratio Prob >F 
Mi 1 204.49 36.95 0.0037 
(JÙ2 1 225.00 40.65 0.0031 
As was discussed previously, we have noticed a strong correlation between the 
Microtrac® particle size and the tap density, which also makes sense physically. The 
correlation coefficient between tap density and Microtrac® particle size for the reduced data 
set, Pd509-Pd515 is -0.86. This suggests that 74% (-0.862) of the linear variation in tap 
density is associated with the Microtrac® particle size, providing strong statistical evidence 
for a relationship between tap density and the Microtrac ® particle size. The mixing speed 
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effects observed in this case can be explained analogously as in the case of tap density. The 
interaction term between the two mixing speeds was explained in the discussion in the 
previous section concerning surface area. 
Statistical regression models 
All statistical models in this study were developed using linear least squares 
regression. IMP 4.0.4, © SAS Institute, Inc. was once again used to carry out the 
regressions. As was previously mentioned, a pumping error occurred in run Pd516 and 
therefore the data from this experiment are excluded from the analysis. Also, the data in runs 
Pd501-Pd508 may be invalid because of the method used to heat the reducing agent. Hence, 
the statistical models described below are based only on runs Pd509-Pd517, excluding 
Pd516. The center point, Pd517, was not included in the above effect tests; however, it is 
included in these regressions. 
As shown above in Tables 3.8, 3.10, and 3.12, mixing speed is the only variable that 
can reliably be shown to have an effect on the properties of the palladium powders produced. 
If the range of values of reducing agent addition rate and duration of the first mixing period 
were expanded, it is likely that these variables would also be shown to have an effect on the 
results. However, based upon the limited data in the range we studied they are not important 
variables. 
Regression model for tap density. Equation 3.4 is a statistical model for the tap 
density, ptap, in g/cc as a function of the first and second phase impeller speeds, co, and a>2, in 
RPM. The analysis of variance (ANOVA) table is provided in Table 3.14. 
ptap = 1.56-,0016ft;, -.00146,2 (3.4) 
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Table 3.14: ANOVA for tap density model in Eq uation 3/ 
Source Df 
Sum of 
Squares 
Mean 
Square F-Ratio Prob>F 
Model 2 0.343 0.171 8.38 0.0253 
Error 5 0.102 0.0204 
C. Total 7 0.445 
The tap density decreases as the impeller speeds are increased. This result is 
consistent with our physical understanding of the aggregation process described earlier in this 
report. As the impeller speeds increase, the particle collision frequency increases, as in 
Equation 3.1. Hence, increased impeller speed results in larger aggregates, which pack with 
a lower efficiency, resulting in a low tap density. Figure 3.5 shows the experimental data 
points for tap density plotted against the regression curve. Recall that only experiments 
Pd509-Pd517 (exclusive of Pd516) were used 
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Figure 3.5: Comparison between the statistical model for prediction of tap densities and 
experimental values. 
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to fit the model, although all data points are shown in the plot. Note that the tap 
densities in runs Pd501-Pd508 are underpredicted by the model. 
Regression model for surface area. The regression model for specific surface area 
(m2/g) is shown in Equation 3.5. The impeller speeds have units of rotations per minute 
(RPM). 
a s  = 1.36 - 9.34 * 10~4 *<y, -9.18* 10"4 *<y2 +6.8* 10"6(w, -154)(<v2 -174) (3.5) 
Table 3.15: ANOVA for surface area model in Equation 3.5. 
Sum of Mean 
Source DF Squares Square F-Ratio Prob>F 
Model 3 0.151 0.0504 12.3 0.017 
Error 4 0.0164 0.00410 
C. Total 7 0.168 
The incorporation of the impeller speed in the second mixing phase is somewhat 
surprising. Since nucleation is believed to be a very fast process, one would not expect that 
the impeller speed during the second mixing period would have any effect on the surface 
area. The model also predicts that increasing the impeller speed in the first mixing period 
causes a decrease in surface area of the product. 
A physical explanation for these predictions is as follows. Before the reducing agent 
was added, the chemical concentrations in the reactor are spatially homogeneous. However, 
immediately after reducing agent was fed to the reactor, a plume high in concentration of 
formic acid/sodium formate formed near the feed tube. Although the impeller worked to 
disperse this plume, the process was not instantaneous. Hence, for a very short time there 
existed a region of very highly supersaturated solution (the plume region) and a region of 
very low supersaturation. At high impeller speeds, the two regions were blended more 
rapidly than they were at lower impeller speeds. However, since nucleation is probably fast 
compared with the characteristic time needed to homogeneously disperse the reducing agent 
solution into the palladium intermediate solution, a significant amount of nucleation had 
occurred before the fluids were blended completely. Hence, as a rough approximation, it is 
appropriate to represent nucleation as occurring in a segregated reactor consisting of two 
regions: a region with high concentration of reducing agent and a region containing little or 
no reducing agent. Because the fluid in each region has little contact with the other region, 
one could model nucleation in the Pfaudler reactor as two stirred tank reactors connected in 
parallel with a combined volume equal to that of the Pfaudler reactor. The relative volumes 
of the reducing agent rich and poor regions depends upon the impeller speed. Because 
nucleation rate laws depends nonlinearly on supersaturation (usually an exponential form), it 
is possible to show that the total number of nuclei formed in this segregation model is much 
higher than in an idealized single stirred tank reactor, which accounts for the increase in 
surface area with decreasing impeller speed during the first mixing phase. 
Example of two stirred tank model. Assuming a reactor has a total volume V, let 
us model  i t  as  two well-mixed st i rred tank reactors  in paral lel  with volumes xV and ( l -x)V,  
where % 0<x<l. Inside both reactors the following reaction takes place. 
A(aq) + B(aq) -> C (ppt.) (3.6) 
Assume both reactors are initially charged with species A at 10 mol/m3. A solution B at 50 
mol/m3, containing 20% of the volume of solution A, is divided between the two reactors. 
Assume also that 90% of this solution enters the reactor with size xV, representing the 
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"plume" region. Nucleation kinetics for barium sulfate are given by Equations 3.7 and 3.8. 
(Marchisio et al., 2001; Baldyga et al., 1995). 
B( C A , C b) = 2.83*1010AC L775 (l/m3s) (for Ac<10mol/m3) (3.7) 
B{ca , c b) = 2.52*10"3AC15 (l/m3s) (for Ac>10mol/m3) (3.8) 
The volume of component A plus the volume of component B in each reactor is equal to the 
volume of the reactor. 
V / + . 9 0 V / ( 3 . 9 )  
y2 A+.10VrB =(l-x)V (3.10) 
The concentration of Ca in the reactor of size xV is: 
CA = 
C A , p u r e *(xV- .90V B )  
xV 
(3.11) 
Other concentrations are found by analogy. The solubility product for barium sulfate, 
ks is equal to 1.14*10 4mol2/m6 (Marchisio et al., 2002a). The resulting average nucleation 
rate for the entire volume is shown in Figure 3.6. 
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Figure 3.6: Average nucleation rate as a function of relative reactor size. 
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In Figure 3.6 there are two small values for the nucleation rate followed by a large 
upward step in nucleation rate. For the small values of x, the first two points have small 
nucleation rate values because the 1st reactor, where the plume would be located, is so small 
in this model that almost all of the 1st component, A, is pushed away but the entering 
component B, resulting in a low supersaturation. After x climbs to a high enough level to 
include a significant amount of both components, very high nucleation rates are observed due 
to the high supersaturation in the plume region. As the reactor grows to approach 1 well 
mixed reactor, at x=0.9, the total nucleation rate decreases dramatically. 
Statistical Model for Surface Area. Figure 3.7 shows a plot of the surface area predicted 
by Equation 3.12 against the experimentally measured BET surface areas. Both the 
experimental data points that were used in the regression and those that were not are shown. 
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Figure 3.7: Comparison between predictions from statistical model for BET Surface Area 
and experimental data. 
The data that comprise the partial factorial experiment lie close to the statistical model 
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predictions, as one would expect since the model was developed from these data. Much of 
the data in the Pd501-Pd508 series (which were not used to derive the regression model) is 
also in reasonably close agreement with the model predictions. 
Particle size. Equation 3.12 shows the regression result for the Microtrac particle 
size model. The explanation of the dependence of Mictrotrac size on impeller speeds does 
not deviate from the explanation of the dependence of tap density on these factors given 
previously. 
d50 — 0.067(2), +0.065(^2 — .00023 5(<y, — 154)(<y2 —174) (3.6) 
Table 3.16: ANOVA or median particle size mode 
Sum of Mean 
Source df squares square F-Ratio Prob>F 
Model 3 4450 1480 339 <0.00001 
Error 5 21.8 4.37 
C. Total 8 4470 . 
in Equation 3.6 
In Equation 3.12, dso is the Microtrac® particle size in |im, and the mixing speeds 
again have units of RPM. Note that the coefficients for the two impeller speeds are almost 
identical. This suggests that the first mixing phase is as important with respect to the size of 
the aggregates that form than is the second phase. During the first mixing phase, the clusters 
are smaller, and there are therefore many more particles than there are in the second phase. 
In general, a higher particle density will lead to more collisions, but this effect is mitigated by 
the fact that smaller particles also have a lower collision cross-section. These counteracting 
effects of particle concentration and collision cross-section may explain the equal importance 
of impeller speed during the first and second mixing periods. Figure 3.8 shows experimental 
values for the average particle size plotted against the model fit in Equation 3.12. 
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experimental data 
Analysis of pH vs time data 
The chemistry of this precipitation process results in a net increase in the pH of the 
reaction solution. Because of this increase, the rate of change of pH may indicate the rate of 
formation of palladium metal. If the rate of formation of palladium metal can be determined 
from the pH vs time data, then it can be correlated with process parameters, such as the rate 
of addition of reducing agent or the rates of mixing in the first and second time periods. The 
chemical reactions shown in Appendix Equations A1-A9 summarize the postulated 
independent chemical reactions for the palladium precipitation experiments. In 8 of the 9 
experiments, pH vs time data was recorded. The pH data was not recorded in one of the 
experiments due to an equipment failure. 
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General pH behavior. The pH of solutions after the intermediate was dissolved was 
approximately 8.0. The pH was then adjusted to approximately 7.2 by the addition of 
concentrated hydrochloric acid to the reactor. After the pH was adjusted, reducing agent was 
added to the reactor to initiate the reaction. A sharp drop in pH was observed due to the 
formic acid addition. 
Overshoot. It is postulated that the pH reading fell below the actual pH value in this 
period. It is common for pH meters to overshoot their equilibrated values when adjusting to a 
new pH environment and it is suspected that there may have been some overshoot in this 
case. 
Galster reports that equilibrium times can be as long as several minutes for older glass 
electrodes. Also, no predictive function has been found that describes the equilibration 
process for pH meters, making accurate and rapid estimation of the final measurement value 
difficult (Galster, 1991). The electrode used in these experiments was not old, but instead 
was reasonably new and in good condition. Still, observed equilibration times were typically 
10 to 20 seconds for the pH adjustment phase of the experiments. For larger and more abrupt 
changes in the pH value, longer equilibration times can be expected. 
Experimental Test for Overshoot. The hypothesis that there was some overshoot in 
the readings provided by the pH meter upon addition of the formic acid, resulting in recorded 
values well below the equilibrium value was tested in an experiment. First, a solution of 
palladium intermediate, nominally identical to solutions used in the 20-gallon experiments 
(in which the pH vs. time data was acquired) was prepared at normal reaction temperature 
(60°C). Next, small volumes of this solution (approximately 20 mL) were transferred to a 30 
mL beaker, which contained a magnetic stir bar. This beaker was placed on a stir plate and 
the solution was gently stirred, Several drops of concentrated hydrochloric acid were then 
added to the mixture. The pH reading rapidly dropped to approximately 1.3 - 1.5. Also, 
crystals of diamine dichloro palladium were noticed, just as in the actual reactions. The pH 
then rose to equilibrium values. 
Two different time intervals were recorded: the amount of time that elapsed before 
the pH appeared to be steady and the amount of time elapsed before a "READY" light on the 
pH meter was illuminated, indicated equilibration. The pH was judged to be steady after 
30.7 ±1.6 seconds. The "READY" light was illuminated after 63.9 ± 3.7 seconds. The 
difference in the pH value between these two time spans was between 0.01 and 0.04 in all 
cases. It appears that 30.7 seconds is a reasonable indication of the amount of time necessary 
for the pH meter to equilibrate. 
There was no subsequent rise in pH during these experiments, as there was during the 
reduction reactions because the palladium intermediate was not reduced to form palladium 
metal, which results in not only consumption of the reducing agent, but also results in release 
of ammonium. As a result, overshoot taking place as the pH rises was not measured; 
however, it is expected to occur just as overshoot occurs as the pH falls due to addition of the 
acid because the rise in pH is typically fast. 
Experimental Observations from Reactions. During the experiments, bubbling 
was typically noticed after 2-3 min. The gas was not analyzed for composition or rate of 
production. Also, during the reaction, the pH probe typically became coated with a layer of 
palladium metal. It is suspected that the palladium metal may have influenced the pH 
measurement, resulting in inaccurate measurement. 
After the sharp drop, pH values rose due to chemical reaction. The rapid rise in pH 
may also have caused the pH readings to overshoot their actual values. Also, the changes in 
pH may have resulted in pH data that may be slightly inaccurate over the entire time span 
where the pH was changing because the pH was changing much faster than the measurement 
can respond. 
Despite a number of complications with this data, it may be possible to gain insight 
into this process by examining it closely. The pH data may have some inaccuracies in the 
absolute sense, but the same complications are shared by all experiments. Because of this, the 
relative errors may be low when data from these experiments are compared with each other. 
Description of Model. The Pfaudler stirred tank reactor was modeled as a well-
mixed stirred tank batch reactor. Equations A1 to A9 in the Appendix summarize the 
postulated chemical reactions. All of these reactions have been modeled as elementary 
reactions. The resulting set of ODEs is shown in Appendix Equations A10-A24. 
Ammonia and carbon dioxide were assumed to be in equilibrium in the aqueous and 
vapor phases, based on Henry's law predictions at reaction temperature. Initially, the 
solution is assumed to be saturated in carbon dioxide, according to Henry's law. It is also 
assumed that no ammonia was evaporated during the heating of the reactor and dissolution of 
the palladium intermediate, before the reducing agent was added to the reactor. Both the 
liquid and the vapor phases were assumed to be ideal at all times. During the reaction, 
ammonia and carbon dioxide were expelled from the reactor due to supersaturation. A 
simple local overall mass transfer coefficient model is used to account for the removal of 
supersaturated gasses that are formed during the chemical reaction. 
The vapor pressure of water at 60 degrees Celsius is 41.5 mm Hg (Perry & Green, 
1984). The partial pressure of water vapor at the interface was therefore assumed to be 
constant at 41.5 mm Hg throughout the reaction. The remaining vapors are assumed to be 
ammonia and carbon dioxide. The relative partial pressures of these compounds are equal to 
the relative compositions of them being released from the aqueous phase, according to 
Henry's Law for aqueous ammonia and carbon dioxide solutions at 60° C. Data for Henry's 
Law has been taken from the NIST databook (http://webbook.nist.gov/chemistry/). The total 
system pressure is assumed constant at 760 mm Hg. Model details are given in the 
Appendix. 
The initial time for the model occurred after the pH dropped sharply, overshooting the 
actual minimum, and begun to rise slightly. The initial pH was taken at that time. It is 
assumed that all species are in chemical equilibrium at time zero. 
Nonlinear regression was used to find optimal values for the parameters, ki-k$.  The 
starting estimates for these parameters are identical for all runs. The kinetic model is solved 
over a window in time that encompasses the pH rise and the approach of the pH to a steady 
state value, but does not include the entire 1800 seconds, much of which is at steady state and 
after the reaction has become complete. The results were compared to the experimental data 
and the estimates for the parameters were adjusted. This process continues until maximum 
agreement is found between the experimental and model data, quantified by the sum of 
squares of their difference. 
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Results from pH modeling 
The results of the nonlinear regressions are shown in Appendix Figure Al. Focus is 
on the rise in pH after the reducing agent was added. Data taken at times late in the reaction 
has more sources of complication than data early in the reaction because the probes became 
plated with palladium metal. Also, pH data taken after the production of palladium metal is 
complete and the reaction is over is not relevant to the chemical reaction. 
Because of the presence of several cations in this system, it is important to consider 
the possibility of significant buffering, such that large amounts of palladium may be 
produced without resulting in a significant pH rise. Results showing the "concentration" of 
palladium metal vs time are shown in the Appendix Figure Al. The time scale of palladium 
metal formation is well correlated with the rise in pH, according to this kinetic model. This 
result does not necessarily prove that there is no significant effect of buffering, but it does not 
contradict such an assertion. Also, despite exploratory experimentation with many sets of 
parameters, the long time spans at the beginning of some of the experimental pH vs time 
curves, where there is little increase in pH could not be reproduced with this model. It is 
assumed that there is a delay associated with the pH meter. 
Despite the assumptions of the kinetic model, the Pfaudler ® stirred tank reactor used 
in these experiments was not in actuality well-mixed. The rate of reaction is a function of the 
degree of mixing in the system. However, the reaction rate constants should be independent 
of mixing. Because the system is modeled as well-mixed, this model is taking the variability 
in reaction rates due to different degrees of mixing and artificially attaching it to the reaction 
rate constants. 
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All five of these constants are fitted in the regression, but the parameters and £3, the 
rate constants that control the rate of palladium metal production, are the focus of this 
analysis. Figure 3.9 shows the values for and £3 plotted against the rate of mixing in the 1st 
mixing period ( (1)1). From this chart, it is clear that there is no effect on either of these rate 
constants from mixing in the initial mixing period because there is almost no variation in the 
values of the constants. Also, effect testing in IMP ® provided a p-value for a linear effect 
on &2 of 0.8664 and a p-value for a linear effect on of 0.9524. 
Figure 3.10 shows a similar result of the rate of mixing in the 2nd mixing period. 
Again, there is no effect of mixing on the values for the rate constants. Statistical tests for 
linear effects provided p-values of 0.756 and 0.611 for £2 and £3, respectively. 
Likewise, no linear effect on kj and ks from the rate of reducing agent addition or 
duration of the 1st mixing period can be observed. 
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The production of palladium metal provides mass for the growth of the metal. The 
surface area of the particles is primarily determined by the size of the primary particles, 
which results from the interactions between the nucleation and growth processes. It has been 
shown that the surface area is affected by the rates of mixing in each of the mixing periods. It 
was expected that the speed of mixing in the 1st and 2nd mixing periods would also affect the 
values for these rate constants, but that cannot be shown to be true by this data. 
In most cases, the steady state value of the pH is underpredicted by the models. 
There are two possible explanations for this behavior. The first is that the measured pH 
values are inaccurate. If the palladium coating on the surface of the probe provided 
resistance to the transport of hydronium ions to the measurement cell, the measured 
concentration of hydronium ions would likely be lower than the concentration in the actual 
system. This would result in a pH measurement that is higher than the actual pH in solution. 
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The other possible explanation is that because the nonlinear least squares fitting was focused 
on the early time periods in the reaction, when the pH was rising due to production of 
palladium metal, the solutions are biased and not accurate. 
The nonlinear least squares fitting routine converged on solutions that were very close 
to the initial point for a wide variety of initial locations and for all data sets. It appears that 
the objective function is very complex, with many local optima. There is a strong possibility 
that the ideal solution has not been found using this analysis. Nonetheless, the pH predicted 
by the kinetic equations fits the actual experimental data reasonably well in the region where 
the pH is rising. Because of significant doubts about the quality of the pH vs. time data, the 
reliability and relevance to the real system of the ideal mathematical fit remains in doubt. 
Potential mechanisms for precipitation of palladium metal 
In order to develop predictive models that can be used for process scale-up, a detailed 
understanding of the reaction/precipitation mechanism complete with kinetic rate laws and 
associated rate constants is required. However, such information is lacking for this system, 
and it is not even clear that all of the chemical reactions that are involved have been 
identified. Therefore, scale-up of this process must be guided by empiricism and a 
qualitative understanding of the mechanism by which the particles are formed. At least three 
such possible mechanisms have been identified. In the first of these, it is assumed that 
palladium metal nuclei are formed by either homogeneous nucleation in solution or 
heterogeneous nucleation on the reactor vessel surfaces (walls, impeller blades, baffle, etc.). 
The nuclei then grow by a surface reaction mechanism to form nodules, which subsequently 
aggregate to form clusters. The second postulated mechanism for this process begins with 
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crystallization of the palladium intermediate (diamine-dichloro palladium). Palladium metal 
nuclei subsequently form on the surface of the palladium intermediate crystals via a 
heterogeneous or secondary nucleation mechanism. Again, the nuclei grow via a surface 
reaction mechanism. As the reaction progresses, ammonia is released and the solution pH 
increases, which allows the palladium intermediate crystals to redissolve. The third possible 
mechanism begins, as with the second, with crystallization of the palladium intermediate. 
However, rather than forming palladium metal nuclei at the surface of the palladium 
intermediate crystals, the palladium intermediate crystals are reduced to palladium metal 
beginning at the surface via a shrinking core model. This mechanism would require that 
reduction reaction products such as ammonia and carbon dioxide diffuse out through the 
nodules while formate ions diffuse inward. 
Discussion of possible mechanisms 
Of the three mechanisms outlined above, the shrinking core model seems least 
plausible. Such a mechanism requires that reactants (formate ions) and products (ammonium, 
carbon dioxide, and chloride) diffuse into or out of a palladium metal nodule. These species 
are relatively large and are unlikely to have significant molecular diffusivity in solid 
palladium. Furthermore, if this mechanism were operative, then purity analysis should reveal 
high quantities of chlorine contamination due to the presence of an unreacted nodule core 
composed of palladium intermediate. Such high levels of contamination were not detected, as 
can be seen in Table 3.17, which shows measured chlorine concentrations in palladium 
powders produced in several experiments. 
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Table 3.17: Typical Contamination Levels in Palladium Powders 
Run Chlorine Concentration (wppm) 
Pd502 <150 
Pd503 220 
Pd504 140 
Pd505 600 
Pd506 280 
Pd507 370 
Pd508 326 
The second postulated mechanism, crystallization of palladium intermediate followed 
by heterogeneous/secondary nucleation of palladium metal on the palladium intermediate 
crystals, is far more plausible and has some experimental evidence to support it. For 
example, in many of the experiments (particularly those in which the initial pH was relatively 
low), it was observed that the reaction mixture became more yellow in color shortly after 
introducing the reducing agent solution into the reactor. Since solid palladium intermediate 
is yellow, this color shift is likely caused by crystallization of palladium intermediate. 
Further evidence of the plausibility of the hypothesis that nucleation of palladium 
metal nodules is preceded by (and likely catalyzed by) crystallization of palladium 
intermediate is seen in a time series obtained from a pH probe inserted in the reaction 
solution (experiment Pd513), as shown in Figure 3.8. The initial pH was approximately 7.2. 
At time zero, the reducing agent was fed to the reactor and the pH almost instantaneously fell 
to a level near 4.0 due to the acidity of the reducing agent. Because palladium intermediate is 
insoluble at any pH significantly below 7.0, it immediately began to crystallize. However, 
soon afterward, the pH starts to rise again, which is probably due to the release of ammonia 
as a product of the reduction reaction. After approximately 200 seconds, the pH levels off at 
8.0; palladium intermediate is quite soluble in aqueous solution at this pH. Hence, the pH 
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monitor data demonstrate that palladium intermediate can (and probably does) crystallize and 
re-dissolve on the expected time scales. 
Nucleation of palladium metal on precipitated palladium intermediate also helps to 
explain other data. In previous experiments carried out at Ames Laboratory, it was shown 
that increasing the mole fraction of formic acid in the reducing agent results in an increased 
specific surface area of the powder. Other factors in the Ames Laboratory experiments that 
also led to increased specific area include decreasing the initial pH of the palladium 
intermediate solution, increasing the rate of addition of reducing agent solution to the reactor, 
increasing the reducing agent to palladium molar ratio, and increasing the palladium 
intermediate concentration. In each of these cases the supersaturation of the solution upon 
addition of reducing agent is increased, thereby producing a larger shower of palladium 
intermediate precipitate. Consequently, there exists a larger palladium intermediate surface 
area on which heterogeneous nucleation of palladium metal may occur. Hence, more (but 
smaller) palladium metal nodules are formed and the powder specific area increases. 
Although heterogeneous nucleation of palladium metal on palladium intermediate crystals 
may be the primary mechanism by which palladium nodules are produced, the possibility that 
palladium metal nucleates on internal surfaces in the reactor cannot be neglected. In every 
experiment performed, the internal surfaces of the reactor were coated with a thin film of 
palladium, which likely formed via heterogeneous nucleation. It is unlikely that the energy 
barrier for heterogeneous nucleation of palladium on the reactor vessel walls differs 
significantly from the energy barrier for nucleation of palladium metal on palladium 
intermediate crystals. An important difference, however, may be the availability of palladium 
in solution available for growth of the nuclei. Palladium nuclei born on the surface of a 
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palladium intermediate crystal reside in a local solution environment that is likely saturated 
with re-dissolving palladium intermediate, which provides material for rapid growth of the 
nuclei into a nodule. In contrast, palladium nuclei born on reactor walls "see" a lower 
concentration of dissolved palladium intermediate, and therefore grow less quickly. This 
difference in the growth rate of palladium nuclei may explain some of the heterogeneity in 
the nodule sizes that is sometimes observed in the SEM images. 
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Figure 3.11: Reactor pH as a function of time for run Pd513. 
Implications for scale-up 
If the formation of palladium metal nodules proceeds mainly via heterogeneous 
nucleation and growth on crystallized palladium intermediate (which subsequently 
dissolves), then mixing of the reducing agent solution with the palladium intermediate 
solution is the most important scale-up factor. As was discussed earlier, crystallization of 
palladium intermediate occurs almost instantaneously after introduction of reducing agent 
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into the reactor, and it is almost surely the case that there is significant spatial heterogeneity 
of chemical concentrations in the reactor, regardless of the impeller speed. Hence, in order to 
maintain constant powder properties upon scale-up, it is necessary to perform the mixing so 
that the relative sizes of the reducing agent "plume" regions are the same and that spatial 
heterogeneities are destroyed on the same time scale. If this feat could be accomplished, then 
the same spatio-temporal distribution of crystallized palladium intermediate and chemical 
concentrations should lead to a nearly identical distribution of palladium metal nodules. In 
order for these nodules to agglomerate in an identical fashion upon scale-up, the turbulent 
energy dissipation rate must also be spatially distributed identically in large and small 
reactors. 
As this process is carried out in increasingly larger reactors (maintaining geometric 
similarity), we can expect that the single impeller will become less capable of dispersing the 
reducing agent plume in the required time, even by using a constant power/volume scale-up 
criterion. Therefore, as this process is scaled to larger sizes, modifications to the mixing 
equipment should be considered. Some possibilities include adding a second impeller located 
near the reducing agent feed tube outlet, adding a second or even third set of blades to the 
main impeller shaft (above and below the relative location of the existing impellers), and 
using multiple reducing agent feed points. Although the addition of more impeller blades and 
inlet feed tubes will provide additional surface area for heterogeneous nucleation of 
palladium metal (perhaps thereby changing the number of palladium nuclei that are created 
on these surfaces relative to those formed on palladium intermediate crystals), this additional 
surface area will be offset by the decreasing surface area to volume ratio that accompanies 
the use of larger reactors. 
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Summary 
Semi-batch reductive precipitation of palladium metal in a stirred tank reactor is a 
complex process that involves the interaction between chemical reactions, nucleation and 
growth processes, agglomeration, and hydrodynamics. Because so little is known concerning 
the mechanisms and rate laws by which the particles are formed (not to mention the role of 
the hydrodynamics in these processes), a first principles modeling approach is not currently 
feasible. However, a statistical analysis of a limited set of experiments in a 20-gallon stirred 
tank reactor suggests that fluid mixing (impeller speed) has the strongest effect on two 
important physical properties of the resulting powders: tap density and specific surface area. 
The observed trends in tap density, surface area, and Microtrac particle size with 
impeller speed are consistent with, and can be reasonably explained by, the following general 
mechanism. First, upon addition of reducing agent to the palladium intermediate solution, the 
contents of the reactor become segregated into what can be thought of grossly as two 
separate regions: a reducing agent plume region and a higher-pH, low reducing agent 
concentration region. Because nucleation rate laws are highly non-linear with respect to 
supersaturation, a shower of palladium intermediate crystals is formed in the plume region, 
whereas very few crystals are formed in the non-plume region. Heterogeneous nucleation of 
palladium metal then occurs on both the palladium intermediate crystals and on the internal 
surfaces of the reactor. As time progresses, spatial heterogeneities in chemical concentration 
are destroyed and the palladium intermediate/palladium metal particles become more 
uniformly distributed. The palladium metal nodules grow via surface reaction, and this 
reaction results in the liberation of ammonium, chloride, and carbon dioxide. Consequently, 
the solution pH rises and palladium intermediate crystals re-dissolve, thereby providing 
further material for nodule growth (and for forming necks between agglomerating nodules 
and clusters). By this time nucleation and growth of nodules is largely complete, and 
agglomeration becomes the dominant process. The size of the resulting aggregates (and 
therefore the tap density) depends upon the intensity of mixing (collision frequency), the 
importance of particle breakup, and on the amount of palladium intermediate remaining in 
solution (impacts sticking coefficient). 
If particles are formed by the mechanism described above, it becomes apparent that, 
for the purposes of process scale-up, the introduction and dispersion of the reducing agent 
solution must be performed in a manner that preserves the same temporal and spatial 
distribution history (in addition to other obvious requirements such as performing the 
reaction at the correct temperature and initial reactant concentrations). This suggests that 
dye-tracer experiments (or some other macro-mixing experimental protocol) may be useful 
for determining the appropriate impeller speed (and equipment modifications as discussed in 
the previous section) that should be employed in a scaled-up reactor. 
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CHAPTER 4: VALIDATION OF THE QUADRATURE 
METHOD OF MOMENTS FOR AGGREGATION 
PROCESSES 
The standard method of moments solves the population balance by transforming the 
population balance equation, Equation 2.23, to a moment-based population balance, Equation 
2.34. However, this method only produces a closed set of equations when the growth rate is 
linear in size or size-independent. 
McGraw (1997) considers only aggregation-free systems and shows that the moment 
equations can be closed for the case of growth laws for which analytical solutions are not 
available (McGraw, 1997). In the cases where analytical solutions are available the QMOM 
becomes equivalent to the standard method of moments (McGraw et al., 1997). 
McGraw used the following quadrature approximation to estimate the integral of the 
growth term in Equation 2.37 (McGraw, 1997; Marchisio et al., 2003a). 
= (2.38) 
1=1 
For the case of aggregation, analytical solutions of the population balance are also 
only available in a limited number of situations (Marchisio et al., 2003a; Gelbard and 
Seinfield, 1978). However, it is very desirable to investigate aggregation in situations where 
there are no analytical solutions, such as in the cases of hydrodynamic or Brownian 
aggregation. 
Marchisio et al. (2003a) extend the QMOM to include aggregation and introduce it as 
a more computationally efficient method of solving the population balance, when compared 
to the discretized population balance methods. Predictions made by the QMOM were 
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validated using analytical solutions, where available and a Monte Carlo (MC) calculation, 
where analytical solutions are not available (Marchisio et al., 2003a). 
The constant-N method of Smith and Matsoukas (1998) was used as a model for 
these simulations. Smith and Matsoukas studied aggregation in constant and Brownian 
kernels in systems with a monodisperse initial size distribution. Here, aggregation under 
these kernels has been studied as well as hydrodynamic and sum-kernel simulations. Also, 
different initial size distributions (bimodal and exponential) have been simulated. 
Under the constant-N method, the total number of particles in a system is held 
constant. Because aggregation processes combine smaller particles to produce a smaller 
number of larger particles, there is a net loss in the total number of particles. In order to 
maintain a constant number of particles, the constant-N method increases the total system 
volume to produce a decrease in number concentration consistent with aggregation. 
The initial size distribution used for validation was the exponential expression, given 
in Equation 4.1, where n is the population density of particles whose sizes are described by a 
characteristic length, L (Marchisio et al., 2003a), 
n(L\t = 0) = 3L2 -^-exp 
Vn V vo J 
(4.1) 
where vo and No take values of 1 m"3. This initial size distribution was chosen because of the 
availability of analytical solutions for constant and sum kernels. 
Equations 4.2-4.5 give expressions for constant, sum, Brownian, and hydrodynamic 
kernels, respectively. In each of these equations, (3, the collision frequency is proportional to 
the coagulation kernel because it has been assumed that the sticking probability is size-
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independent. The sizes of the colliding particles, in terms of a characteristic length, are 
defined by L and À... (Bo is a constant. 
Constant: 
#W) = A) (4.2) 
Sum: 
= (4.3) 
Brownian: 
P(L,X) = P„ (-ipl (4.4) 
Hydrodynamic: 
/g(l,A) = ^ (l + ^  (4.5) 
Method 
The first step in these simulations is the selection of a pair of particles. Two particles 
are chosen at random from the distribution, which unless otherwise stated will contain 15,000 
particles. The sizes of these particles are found and the appropriate coagulation kernel, (3jj, is 
evaluated. The maximum possible value of the coagulation kernel among all possible pairs 
of particles, (3max, is then found. 
Next, a test for coagulation occurs. Aggregation will occur with a probability defined 
by Equation 4.6 (Smith and Matsoukas, 1998). 
P,"#- <46) 
This system normalizes the probability for aggregation with (3max instead of the sum 
of all Py in order to reduce the number of aggregation tests that need to occur while 
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preserving the correct relative aggregation probabilities (Smith and Matsoukas, 1998). If the 
test is failed, resulting in a failure to aggregate, two new particles are chosen at random from 
the distribution, the aggregation kernel for that pair of particles is evaluated, and a new test is 
conducted. When an aggregation test is passed, the two particle masses are combined to 
form a larger particle with mass equal to the sum of the original two masses. The two 
original particles are removed from the distribution and one is replaced with the newly 
formed aggregate. The other is replaced by a randomly chosen particle from the distribution. 
This process has two main benefits. First, the simulations can be run for as many 
steps as are desired. In a simulation where the system mass is held constant, after N-l 
aggregation events, the entire mass is contained in one particle, and the simulation would 
need to be terminated. A second benefit is a reduction in the average error. In other types of 
simulations, the particle array is reduced in size as aggregation occurs. It is then periodically 
"refilled" in order to allow the number density to remain large enough for aggregation to 
continue. One implementation of this by Liffman (1992) is to run the simulation until the 
array is reduced in size by one-half. Then, the entire array of surviving particles is copied 
into the void spaces. As the number of particles in a system of this kind decreases, the error 
increases. By using constant-number MC simulations, the average error is held to a 
minimum (Smith and Matsoukas, 1998). 
One result of this procedure is an increase in the system mass. Since a larger mass is 
contained in the system, the volume that is being studied must increase as well. This allows 
the appropriate decrease in particle-number density while maintaining a constant overall 
system mass-density, as one would expect in an aggregation process. 
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After an aggregation event, an appropriate time step must occur. In the constant-N 
method, or for that matter any event-driven method, the time step is chosen based on the rate 
of the event that has occurred. Aggregation events that occur with low frequency will be 
associated with larger steps in time than aggregation events that occur with higher frequency. 
The appropriate time step for an aggregation event is given Equation 4.7 (Smith and 
Matsoukas, 1998). 
X = (4.7) 
Here, ACK is the change in total number density due to an aggregation event, zK is the 
stochiometric coefficient for that event (-1 for binary aggregation), and R, is the rate of event 
I per time and volume (Smith and Matsoukas, 1998). 
After an aggregation event occurs, the particle distribution is updated, and the 
appropriate time step is calculated, a new pair of particles is chosen, and the process repeats 
itself until a desired stopping point is reached. For our simulations we have chosen to stop 
when the intensity of aggregation (Marchisio et al, 2003a) shown in Equation 4.8, reaches 
0.95. 
In this equation, Iagg is the intensity of aggregation and mo is the zeroth moment of the size 
distribution. 
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Results 
The Monte Carlo simulations agree well with both the analytical solutions that are 
available and with the QMOM. The errors are generally low at low intensities of aggregation 
and increase as the intensity of aggregation increases. 
Figure 4.1 shows the relative error between the analytical solution and Monte Carlo 
simulations for the constant-kernel case. The agreement between the simulation and the 
analytical solution is excellent. 
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Figure 4.1: Percent error in the Monte Carlo simulation for constant-kernel aggregation. The 
simulation is compared with the analytical solution for this case. N= 15000. The initial size 
distribution is given in Equation 4.1. Errors for m3 are smaller than IE-15 for small values 
Smith and Matsoukas report errors of roughly N"°5. Errors seen here are consistent 
with those findings. The errors can be seen to increase slightly with increasing intensity of 
aggregation. Also, the errors of the higher order moments are generally larger than the errors 
observed in the lower order moments. 
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Errors between the analytical solution and the Monte Carlo model for the sum kernel 
are shown in Figure 4.2. 
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Figure 4.2: Percent error in the Monte Carlo simulation for sum-kernel aggregation. The 
simulation is compared with the analytical solution for this case. N= 15000. The initial size 
distribution is given in Equation 1. The error for m3 is not shown because it is less than 10"10 
The simulations agree well with the analytical solution. Again, the errors can be seen 
to generally increase both with intensity of aggregation and with increasing moment-order. 
In this example, the increase in relative error with increasing intensity of aggregation is more 
pronounced than it is in the constant-kernel case. 
Results showing agreement between the analytical solution and the QMOM for the 
Brownian and hydrodynamic kernels are shown in Figures 4.3 and 4.4, respectively. 
In both of these cases the QMOM solutions agree well with the MC simulations. The 
errors tend to increase as the intensity of aggregation increases, especially in the case of the 
hydrodynamic kernel. Also, there are more fluctuations in the errors in these cases than there 
are in the case of sum and constant kernel cases. 
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Figure 4.3: Percent error in the Monte Carlo simulation for Brownian-kernel aggregation. 
The simulation is compared with the analytical solution for this case. N= 15000. The initial 
size distribution is given in Equation 4.1. 
Figure 4.4: Percent error in the Monte Carlo simulation for hydrodynamic-kernel 
aggregation. The simulation is compared with the analytical solution for this case. 
N= 15000. The initial size distribution is given in Equation 4.1. 
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The effect of increasing the number of particles used in the simulation can be seen in 
Figures 4.5a-4.5d. The fifth moment of the particle size distribution from the Monte Carlo 
simulations is plotted against the analytical solution for the constant kernel case. Results are 
shown for 100, 1000, 5000, and 15000 particles. Fifty realizations of each simulation are 
shown. 
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Figures 4.5a-4.5d: Effect of increasing the number of particles on the accuracy of the Monte 
Carlo simulations. The fifth moment of the particle size distribution is plotted against 
dimensionless time. (0=No|3ot) 
In these figures, it is clear that the magnitude of the error and the variability across 
different realizations decreases as the number of particles increases. The Monte Carlo 
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simulations can be made arbitrarily precise by increasing the number of particles that are 
used in a simulation. The data points are well distributed around the mean, the analytical 
solution for the fifth moment. The fifth moment was chosen because the values of the errors 
are typically larger for this moment than they are for others. Since the errors are large, it is 
easier to show the effect of increasing the number of particles in the simulation on results. 
Conclusions 
The constant-number Monte Carlo simulations presented here provide an accurate 
representation of the moment-evolution in binary aggregation processes. Where analytical 
solutions are available, the simulation results agree well with analytical solutions. Moments 
can be predicted with arbitrary precision by increasing the number of particles involved in 
simulation. This method can be applied to a wide range of aggregation kernels and initial 
distribution functions. Moreover, it can be applied to cases in which analytical solutions are 
not available. The QMOM and Monte Carlo results agree well, especially at low and 
moderate levels of intensity of aggregation. Because the Monte Carlo simulations here agree 
with analytical solutions where they are available, and the QMOM solutions agree with the 
Monte Carlo simulations, it has been shown that the QMOM is validated by Monte Carlo 
simulation. 
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CHAPTER 5: INVESTIGATION OF THE PRECIPITATION 
OF ANILINE HYDROCHLORIDE IN CHLOROBENZENE: 
DETERMINATION OF PRECIPITATION KINETICS AND 
INVESTIGATION OF THE REACTION IN TAYLOR-
COUETTE FLOW 
Aniline hydrochloride is a white solid powder that is produced by the reactive 
precipitation process shown in Figure 5.1. In this study the reactants, aniline and hydrogen 
chloride (HCl), were dissolved in a solution of (mono)chlorobenzene. 
Figure 5.1: Reaction between aniline and hydrogen chloride to produce aniline 
hydrochloride. 
The particle size distribution (PSD) that is formed when this reaction occurs is 
important to understand and predict in order to optimally design and control equipment used 
in processes involving the production of this compound. 
The general form of models used in this study for nucleation and growth rates are 
given in Equations 5.1 and 5.2, respectively. Breakup of agglomerated particles usually 
requires relatively large forces, compared to forces felt due to fluid shear. Because of this, 
we have chosen to neglect breakage in this study. 
J  =  k 2 ( S - l ) n  (5.1) 
G = t,OS-l)* (5.2) 
In each of these models there are physical parameters that previously had not been 
determ i n e d  f o r  t h i s  s y s t e m .  A m o n g  t h e s e  a r e  t h e  n u c l e a t i o n  c o e f f i c i e n t  ( & : )  a n d  e x p o n e n t  ( n )  
and the growth coefficient (&i) and exponent (g). Due to the very small particle sizes 
observed in experimental studies, orthrokinetic agglomeration has been ignored, and it has 
been assumed that all agglomeration is due to the Brownian motion of nanoscale particles. 
Modeling the PSDs that result from this reaction has been done in two steps. The 
first step was to determine values for the parameters in Equations 5.1 and 5.2. The process 
for estimating these parameters is described in part 1, below. Next, these kinetic parameters 
are implemented into simulations in which the QMOM is combined with a computational 
fluid dynamics (CFD) code, Fluent. Using CFD, the precipitation reaction is simulated in a 
real flow, the Taylor-Couette (TC) reactor. Spatial variations in local concentration and 
turbulence fields are not ignored. Instead, they are considered in detail. Results of this 
model are compared with experimental results from laboratory experiment. Details of the 
model and TC experiments can be found in Part 2. 
Investigation of the Kinetics of Precipitation 
With an ultimate goal of prediction of the PSD resulting from a precipitation process 
in a flow that is not well-mixed, first it is important to understand the precipitation kinetics as 
a function of the degree of supersaturation. In order to accomplish this, it is necessary to 
generate an environment that may be considered perfectly mixed so that the degree of 
supersaturation is constant and easily defined. Mixing should occur much more rapidly in 
this environment than it would in the experimental flow in which there is ultimate interest. 
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The determination of the kinetics of nucleation and growth has been accomplished 
through the use of experimentation in a static mixing tube. The static mixing tube is well 
known as a very efficient mixing device and is assumed to be perfectly mixed here. 
Precipitation reactions are performed in the static mixing tube at different levels of 
supersaturation and moments of the PSD are determined from experimental data. The values 
of these experimental moments are compared to results from the solution to the QMOM 
equations. These parameters are optimized by maximization of the agreement between the 
QMOM solutions and the experimental data. 
Preparation of Solutions 
The following experimental procedure was used in order to gather the data required to 
estimate the relevant kinetic parameters in Equations 5.1 and 5.2. First, solutions of aniline in 
chlorobenzene and HC1 in chlorobenzene were prepared. The chlorobenzene-HCl solution 
was prepared as follows. Initially, a 250 mL, 3 neck, 24/40 flask was filled with a volume 
(approximately 200 mL) of chlorobenzene. The HC1, in the form of a compressed gas, was 
attached to a gas diffuser which was placed in the solution. The diffuser, designed for round 
bottom flasks, was adapted to the 24/40 fitting through the use of a standard adapter. A 
thermometer, also fitted to the flask using a standard 24/40 thermometer adapter, was 
connected to the second neck of the flask to ensure that the temperature of the solution could 
be monitored. To the third neck, a 24/40 adapter was connected. This adapter connected to 
flexible tubing which was placed in a solution of sodium hydroxide. Bromothymol blue was 
used to indicate the presence of acid or base in the neutralizing solution. This base was used 
to treat the HC1 gas escaping from the flask to prevent corrosion of equipment inside the 
fume hood. The HCl gas was allowed to dissolve into the chlorobenzene for a period of 
approximately 1 hour. The gas supply was then shut off, and the solution was transferred to 
a flask with a fitted glass top. This solution was saved while the aniline solution was 
prepared. When the HCl solution was eventually used, a small amount of HCl fumes could 
be observed when the flask lid was removed, and a small number of bubbles could be seen in 
the solution, indicating that it was saturated. 
A volume of aniline solution identical to the volume of the HCl solution was also 
prepared. Due to special dangers relating to aniline exposure, this solution was prepared to 
be slightly more dilute than the HCl solution, typically 2.85 mole %, instead of the 3 mole % 
for the HCl. By taking this precaution, it has been ensured that all of the aniline was 
converted to aniline hydrochloride. An effort was also made to prepare the aniline solutions 
immediately prior to use because aniline is known to be sensitive to light 
(http://avogadro.chem.iastate.edu/MSDS/aniline.htm, 2004). Also, such a procedure 
mitigates the risk associated with use of hazardous chemicals. 
After these stock solutions were prepared, 25mL solutions at various concentrations 
were produced by mixing some of the stock solution with some pure solvent. A series of 
solutions was made with different concentrations. Near equality in concentrations of the 
aniline and HCl solutions was maintained. The only deviation from equality was in the slight 
excess of HCl that was used to prepare the stock solution. 
Experimental Apparatus 
The heart of the experimental apparatus was the static mixing tube to mix the reagent. 
The tube used was a 316 stainless steel tube mixer, 7 inches long, with a series of 21 
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alternating right and left hand elements, Cole-Parmer 2001/2002 catalog number U-04669-
56. The static mixer was chosen because of its very good mixing efficiency. This ability to 
prevent spatial variations in supersaturation allows for simplification of the data analysis and 
improvement in the accuracy of estimated physical parameters. The outlet of the static mixer 
tube led to a curved pipe that directed the flow into a gently stirred flask containing the 
solvent, chlorobenzene. The inlet of the tube was connected to a compression tee. Each side 
of the tee was connected to semi-rigid tubing. Another tee was connected to each branch of 
the tubing. One hundred eighty degrees from this connection, the tubing continued. The 
connection that was 90° from these connections was attached to tubing, a valve, then more 
tubing. The two main branches of the apparatus were then each connected to a tee. The 
third branch of the tee was connected to a compressed nitrogen cylinder. All of the 
connections were made with semi-rigid tubing and one-quarter inch compression fittings. 
Reactants were loaded into the apparatus through open valves using syringes equipped with 
hypodermic needles. The valves were then closed, and the valve on the cylinder was opened 
to force the fluids out of the tubing, through the static mixer, and into the solvent bath. 
Figure 5.2 is a schematic representation of the experimental apparatus. 
Particle Characterization 
Particle Sizing. Particle size distributions were measured using a Malvern 
Mastersizer® E. The Fraunhofer theory of light scattering was employed instead of the Mie 
theory because the index of refraction for the aniline hydrochloride is required to employ the 
Mie theory. This index of refraction was not known. 
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Figure 5.2: Schematic Diagram of Experimental Apparatus 
SEM Sample Preparation - Filtration. Samples were prepared for SEM analysis as 
follows. The particles were first filtered onto glass fiber filters and dried. These filters were 
chosen because of their compatibility with chlorobenzene, the solvent. The fibers are visible 
in some of the pictures, but they do not interfere with the viewing of the sample. Some other 
types of filters, such as polymer membranes, did not display features that were as prominent 
in SEM photomicrographs as the glass fibers; however, they were found to be chemically 
incompatible with the solvent. 
Sample Preparation - Sputter Coating. After filtration, the particles and filter 
papers were attached to carbon stubs using carbon tape or a suspension of colloidal carbon in 
isopropanol. Both one-inch and one-half inch carbon stubs were used. For larger diameter 
carbon stubs, three to four conduction paths were painted on the filter paper using a colloidal 
carbon suspension in isopropanol to prevent capacitance from being generated in the sample, 
which would have interfered with the quality of the images. Next, the particles were coated 
in gold using a sputter coating system. During this process, the particles were subjected to 
vacuum, which may have caused them to pull away from the filter papers in some cases. 
After the gold coating was applied, the particles were ready for imaging. 
Particle Imaging. Particles examined using a JEOL 840A Scanning Electron 
Microscope (SEM). These pictures showed the size of the primary particles, whereas the 
light scattering allowed observation of the size of the agglomerates. Because aniline 
hydrochloride will react with air and light (www.jtbaker.com/msds/englishhtml/a6684.htm, 
2004), the samples were prepared for SEM and viewed as quickly as possible. Images are 
shown in Figures 5.4 and 5.5, below. Accompanying the figures is a discussion of them. 
Completeness of Reaction 
Because it was important to mix the two reactants as quickly as possible, a fairly high 
pressure setting on the regulator, 250 psig, was used. Given the fact that the pressure setting 
was large and the residence time in the tube small, it was necessary to determine whether or 
not the reaction was complete when the fluids left the mixing tube. To answer this question, 
a simple test was devised. 
Starting with solutions of concentrated (3 mole %) hydrogen chloride in 
chlorobenzene and 2.85 mole % aniline in chlorobenzene, experiments were performed by 
taking 5 mL of each solution and loading them into the reaction apparatus. The fluids were 
mixed in the apparatus, and chemical reaction occurred. Upon exiting the apparatus, the 
fluids were mixed with a measured volume of pure solvent. Two levels of dilution were 
used. In experiments using the low level of dilution, 20 mL of solvent was used, and 100 mL 
was used in the other experiments. Next, the reaction mixture was then further diluted by 
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mixing 1-2 mL of the reaction mixture with 15 mL of solvent at fixed time intervals: 20, 40, 
60, 80, and 100, and 120 seconds after the initial introduction of the reaction mixture to the 
solvent bath. Experiments were performed in random order, and samples were measured in 
random order using a Malven Mastersizer® E. A total of 2 replications were done in this 
experiment with 4 measurements of each sample. It was hypothesized that if the final PSDs 
and their evolutions were identical, then the reaction was complete or very nearly so when 
the mixture exited the static mixing tube. If, however, the reaction was not complete or very 
close to complete, differences in the evolutions of the PSDs due to differences in the relative 
rates of growth and agglomeration at different levels of the supersaturation ratio in the flask 
would be observed. 
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Figure 5.3: Evolution of d43 (the ratio of the fourth moment of the particle size 
distribution to the third). The particle size distribution is based on number density 
and the volume shape factor, kv, assumed to be equal to TI/6. 
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It was found that there was no significant difference between the average sizes of the 
particles in the distribution. Figure 5.3 shows the evolution of the average particle size, d43, 
as a function of time for both levels of dilution. 
Also, there appears to be no time dependence on the average particle size. It was 
postulated that the reaction was nearly complete when the mixture left the static mixing tube. 
Description of Experiments for Determining Kinetic Parameters 
Here solutions were produced by diluting stock solutions in the same manner as 
described above for previous experiments. Component solutions required to form the 
reacting solutions containing eight different levels of initial supersaturation ratio were 
created. The supersaturation ratio, S, is defined in Equation 5.3 (Mersmann, 2001). 
The levels of supersaturation explored were nominally 500, 1000, 1500, 2000, 2500, 
3000, 3500, and 3723 (maximum). Slight corrections are made to these numbers due to the 
slight excess of HCl. Table A2, located in the Appendix, lists the nominal and corrected 
values for the initial supersaturation ratio. 
The value of ks, defined by Equation 2.2, was calculated from the solubility of aniline 
hydrochloride in cholorobenzene, 0.005 g/L. A value of 1.56* 10 9 mol2/L2 was estimated for 
ks, by computing it for the case of equal aniline and HCl concentrations due to dissolution of 
the salt. Again, approximately equimolar concentrations of HCl and aniline were used for all 
aniline HCl (5.3) 
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experiments, with a slight excess of HCl as a safety factor at all levels of dilution. Five 
milliliters of each solution were added to the reaction system. The fluids were delivered to a 
stirred flask containing 100 mL of solvent through the use of a compressed nitrogen cylinder 
set at 250 psig. A milky solution was collected. 
From each flask, 4 samples were collected and placed into sample vials. The particle 
density in the vials was too high and scattered too much light for the Mastersizer® to collect 
reliable data. In order to create samples that scattered appropriate levels of light, several 
drops of the suspensions were drawn from the vials and added to the measurement cell, 
which contained approximately 10-12 mL of pure chlorobenzene. The beam obscuration was 
checked and adjustments were then made to the concentration in the sample cell so that the 
obscuration fell within the ideal range, according to the software provided by Malern, Inc. 
The particle size distribution was then measured and converted into moments of the PSD. 
Ratios of moments of the particle size distribution, on a number basis, are plotted in Figure 
5.4. Experiments were arranged into 3 blocks. In each block an experiment was performed 
at each level of supersaturation, in random order. Samples were measured in the same order 
in which experiments were performed. Each sample was measured a total of 4-6 times. 
On this figure there is very little change in the moment ratios with supersaturation. 
The only exception to this is in the case of the maximum supersaturation. The particles were 
larger than at lower levels of supersaturation. For most groups of experiments, particles were 
clearly visible to the naked eye in samples produced at supersaturation values of 3000, 3500, 
and 3723. In this range, they generally grew in size with increasing supersaturation. 
However, if the samples were slightly agitated by gentle inversions of the sample vial, 
particles were no longer visible. It is possible that secondary to agglomeration, aggregation 
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Figure 5.4: Moments of the particle size distribution as a function of initial 
supersaturation. The ratios of moments of the particle size distribution dlO, d21, d32, 
d43, and d54 are plotted against the initial supersaturation. The value for d54 is 
plotted on the right axis. The rest of the ratios are plotted on the left vertical axis. 
processes, due to electrostatic interactions, caused particles to grow larger. When disrupted, 
they returned to their original size. In the samples where this phenomenon occurred, the 
particles that had been disrupted do not appear to have undergone significant re-aggregation 
within the time scales of the experimental measurement. Also, the number density of 
particles necessary to make a measurement was required to be significantly lower than the 
number density in the sample vials. At these lower number densities collision-driven 
processes, like aggregation, would slow down. The elevated values for the moment ratios in 
the case of the maximum supersaturation suggest that this aggregation may possibly have 
been occurring. It is not shown to be significant at other values of the supersaturation. 
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T 
10.0 um 
Figure 5.5a: Photomicrograph taken with SEM with maximum supersaturation 
Here, there are many small particles with a large structure in the center. It is difficult 
to determine what this large structure is. Possibly, it is an agglomerate formed and deposited 
on the filter. However, it seems more likely that it is filter cake material that has somehow 
been pulled away from the filter paper. This may be an artifact of the sample preparation 
process. Despite the structure in the center, many small primary particles are visible. It is 
difficult to judge the size of them from this picture, but they appear to be on the scale of 500 
nm - 1 micron in size. The extent of agglomeration is also difficult to determine on a filter 
paper in general because the particles that do not agglomerate are still very close together. 
However, light scattering data that has been collected suggests that the extent of 
agglomeration is not high in this system because the number average particle sizes are just 
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over 1 micron, and the size of the primary particles are somewhere between 500 nm and 1 
micron. 
In Figure 5.5b, the reader can more clearly see the primary particles. The particle 
density on this micrograph is slightly lower than the micrograph in Figure 5.5a. The rod-like 
structures are glass fibers. The sizes of the primary particles are similar to the sizes of the 
primaries in Figure 5.5a. There do appear to be a number of larger agglomerates in this 
picture. It is important to note that there is a tendency to select larger particles for 
photographs because they are easier to find at low magnification and subsequently to select 
for detailed viewing. 
10.0 um 
Figure 5.5b: Photomicrograph of particles taken with SEM for particles made with 
maximum supersaturation. 
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In Figure 5.6a particles were produced at a supersaturation ratio of 1000. The 
primary particles are somewhat larger than in Figures 5.5a and 5.5b. The larger size of the 
primary particles, despite the decrease in supersaturation, and thus, available material for 
growth, is a direct effect of the power-law nature of the rate law for nucleation. 
As the supersaturation ratio increases, the number of particles formed by nucleation 
increases nonlinearly. The amount of total mass to be precipitated increases linearly. The 
larger numbers of particles are forced to share the material to a greater extent at higher levels 
of supersaturation, so they do not grow as large. This effect is minimized when the amount 
of material consumed during nucleation is considered and nucleation is considered to slow 
when the supersaturation ratio drops below a critical value, indicating the transition from 
homogeneous to heterogeneous nucleation as a controlling mechanism. 
Figure 5.6a: SEM photomicrograph of particles precipitated at S=lOOO. 
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Figure 5.6b: SEM Image of particles prepared at initial S = 1000 
In Figure 5.6b the primary particles are also very visible. In this case, the bridging 
between particles is fairly observable. The reader will notice the agglomeration process has 
produced particles that are formed by relatively strong bridges, as compared to smaller bridge 
diameter cases. 
Determination of Kinetic Parameters 
The population balance equation for a batch system with nucleation, growth, and 
agglomeration can be described by Equations 5.4 and 5.5 (Randolph and Larson, 1988). 
d f t i  , n — — J
-  =  0 J - B °  +  j G m i  , + B - D  (5.4) 
d t  
j= 0, 1, 2, ..., 5. 
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d S  k v p  d m 3  
dt MC0 dt 
(5.5) 
where 
B °  is the nucleation rate, G  is the growth rate, B  is the birth function in the moment 
equation, D  is the death function in the moment equation, and S is the supersaturation ratio. 
The birth and death functions are the rates of birth and death due to agglomeration 
transformed into the moment equations. The jth moment of the PSD, m,. is described by 
Equation 5.6. 
This dimensionless time is used to transform Equations 5.4 to form Equations 5.8. 
d m  i  .  
— -  =  0 J  •  B *  + j G * m i  ,  (5.8) 
df* ' 
where 
B * ° = ( S - l ) a  , and 
G *  =  K ( S - l ) 8  
where K = ki/k2„ 
The approach used to find the kinetic parameters is described as follows. An ordinary 
differential equation solver is coupled with an optimization code. A different 
implementation of this general approach to finding kinetic parameters can be found in 
(5.6) 
The models for nucleation and growth are shown in Equations 5.1 and 5.2. 
A dimensionless time t* is created as in Equation 5.7. 
t* - k2t (5.7) 
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Mignon et al. (1996); however, the details of this solution are unique. In this case, the 
integration is started at t= 0 and proceeded to t=t*, where the supersaturation ratio, which is 
defined below, was less than 1.05. 
The objective function is defined in Equation 5.9. 
where di+i,, is the ratio of the i+1 moment of the PSD, based on number density to the i 
moment of the PSD, based on number density. 
Three parameters, K, g, and n are evaluated. Minimum values for the nucleation and 
growth coefficients are found according to Equation 5.7 and the relationship K=ki/k2. 
Minimum values are found instead of absolute values for the following reason. In earlier 
work we showed that the reaction was complete or very nearly complete when the reaction 
mixture exited the static mixing tube. However, it is impossible to determine the actual time 
scale for the reaction since it may be shorter than the residence time of the static mixing tube, 
which as been estimated to be 0.022 seconds. As a result, we have found minimum values for 
the rate coefficients by assuming the reaction is complete at exactly 0.022 seconds. The 
estimation of the residence time is based on the manufacturer's estimate for velocity in the 
tube based on steady flow and a 250 psi pressure drop. The fitted values for the parameters 
as a function of the supersaturation ratio, S, are shown in Figures 5.6-5.9. 
In the model for nucleation, the rate coefficient, k%, and exponent, n, are independent 
of the supersaturation ratio. While it is true that our fitted parameters tend to decline with 
i+l,i J experimental. theoretich 
i+l,i 'experimental 
(5.9) 
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Figure 5.6: Nucleation rate exponent as function of supersaturation ratio. 
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Figure 5.7: Minimum nucleation rate coefficient, k2 (s''irf3) vs. supersaturation ratio. 
increasing supersaturation, average values for these parameters may be representative in this 
range of supersaturation levels. 
Again, the growth models include parameters which are theoretically independent of 
the supersaturation ratio. With respect to the growth rate coefficient, there is a decreasing 
trend with increasing supersaturation. However, in the case of the growth rate exponent, 
there is no trend after an initial period increasing period at the lower values of the 
110 
Growth Rate Coefficient vs. Supersaturation Ratio 
1.50E-07 -
g 1 .BOER­
'S 1.10E-07 -
E | 9.00E-08 -
ç 7.00E-08 -
E 5.00E-08 -
500 1000 1500 2000 2500 3000 3500 4000 
S 
Figure 5.8: Minimum growth rate coefficient (m/s) vs supersaturation ratio 
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Figure 5.9: Growth rate exponent, g, vs. supersaturation ratio 
supersaturation ratio. Again, averaging of the fitted values is expected to produce valid 
estimates for the parameters in this range of supersaturation ratios. 
Table 5.2 shows estimates for the kinetic parameters found by averaging our 
estimates in the range of S=1000 to S=3500. A more complete table of data is shown in 
Appendix Table A3. 
I l l  
Parameters have been found which fit the experimental data reasonably well. Despite 
the mild dependence on supersaturation, the values for the parameters found in Table 5.2 
may be used to model this precipitation process. A value for the crystal bridge strength could 
not be found for two reasons. First, the numerical calculations show very little 
agglomeration for a wide range of crystal bridge strengths. Also, our experimental data 
showed little agglomeration. 
Table 5.2: Parameter estimates for precipitation of aniline hydrochloride 
Parameter 
Estimated 
Value Error(+/-) 
n 7.2 0.1 
9 1.7 0.1 
kl.min (m/S) 9.6E-08 1.1E-08 
kz, min (S HI ) 5.1E-03 6.8E-04 
Taylor-Coutte Reactions and Simulation 
Unlike in the static mixing tube, the TC reactor must not be considered well mixed, as 
mixing is much less efficient than it is in the static mixing tube and the reaction is fast 
enough to easily compete with mixing processes. Complex interactions between 
hydrodynamics, mixing, and particle phase evolution have a major impact on the evolution of 
the PSD. 
However, the hydrodynamics and mixing that occur in this device can be well-
characterized and can be accurately simulated using CFD. The QMOM is used in 
conjunction with these CFD simulations to predict the moments of the PSD in this 
precipitation reaction. 
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Two precipitation experiments, as described below, were performed in a real Taylor-
Couette reactor. The evolution of the particle size in the TC reactor is compared with 
predictions resulting from both 2-D and 3-D CFD simulations, which are also described in 
detail below. 
Experimental Study 
Introduction 
A Taylor-Couette (TC) reactor was chosen for this experiment because this flow is 
well-understood from an experimental point of view. Many authors have studied a wide 
variety of flow regimes that occur in TC flow, with and without axial flows imposed 
(Wereley and Lueptow, 1999; Lathrop et al., 1992; Lupetow et al., 1992; Buhler and Polifke, 
1990; Anderck et al., 1986; Coles, 1965; Taylor, 1923). This flow is characterized by several 
dimensionless numbers, as defined below. 
Azimuthal Reynolds Number. For the case of a TC flow with a stationary outer 
cylinder and rotating inner cylinder, the azimuthial Reynolds number is defined by Equation 
5.10 (Zhu, 2001) 
(5.10) 
V 
where Q .  is the angular rotation rate of the cylinder, R ,  is the radius of the inner cylinder, d  is 
the width of the gap between the inner and outer cylinders andv is the kinematic viscosity of 
the fluid in the reactor. 
Axial Reynolds Number. The axial Reynold's number is defined by Equation 5.11 
(Lupetow et al., 1992) 
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Re, = ^- (5.11) 
where co is the bulk axial velocity, based on flow rate. The gap width is defined as d ,  and the 
kinematic viscosity is given by v. 
Description of reactor 
A horizontal Taylor-Couette reactor used in these experiments was constructed of two 
glass cylinders. Glass was used on the wetted surface because it is compatible with the 
solvent, chlorobenzene. Also, it is transparent. The inner cylinder had a diameter of 70 mm 
and was 410 mm long. The outer cylinder had a diameter of 97.5 mm and was 435 mm long. 
This provides a radius ratio of 0.72. A stainless steel shaft passed through the middle of the 
inner cylinder for rotation. 
The outer cylinder was surrounded with a plexiglass jacket that could be used to 
control the temperature of the reactor. There were four sampling ports that passed through 
the top of the plexiglass jacket and entered the gap through the outer cylinder. After entering 
the gap they were bent so as to be in line with the rotating flow. These were located at 118 
mm, 218 mm, 318 mm, and 393 mm from the inlet. The plexiglass jacket and outer cylinder 
were connected to two Teflon® blocks, one at each end. The assembly was held together by 
4 steel rods, one at each of the corners of the blocks. 
There were four 1/8 inch inlets, at 90 degree intervals that fed the reactor at the wall 
of the outer cylinder. Anline in a solution of chlorbenzene was fed to two of these ports, 
which were 180 degrees apart. Hydrogen chloride in a solution of chlorobenzene was fed to 
the other two. At the other end of the reactor there were two one-quarter inch outlets at the 
wall of the outer cylinder, one was located the bottom of the reactor, and the other was on the 
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side. All of the inlets and outlets were connected to flexible tubing. The reactor was fed 
using two peristaltic pumps, running at identical speed. The outlets drained into large flasks. 
The inner cylinder was connected to sealed bearings at both ends, which were 
mounted inside a second set of Teflon® blocks. These blocks were also used as supports, on 
which the reactor stood. This set of Teflon® blocks contained grooves for o-rings so that the 
ends of the reactor could be sealed, retaining the fluid without leakage. These were attached 
to the first set of blocks using removable screws. This set of blocks was removed when the 
reactor was cleaned and dried. 
The shaft from the inner cylinder passed through a bearing and one of the Teflon® 
blocks and was connected to a computer-controlled motor. The motor was controlled by a 
Parker Hannifin Apex 6152 Compumotor® controller. Motion Architect® version 3.32 was 
software from Parker Hannifin that was used to interface with the controller. 
Description of Experiments 
Preparation of reactant solutions. Solutions were prepared in the same manner as 
they were in part 1, described above. Chlorobenzene was saturated with hydrogen chloride 
and a solution of aniline in chlorobenzene at nearly the same concentration, but slightly more 
dilute for safety reasons, was produced. Approximately 2L of each solution were produced. 
These solutions were then set aside. 
Initial set-up of reactor. Initially, the reactor was placed in the fume hood. Tubing 
was connected to the 4 inlets and two outlets of the reactor. The tubing connected to the 
inlets was then fed through peristaltic pumps. The opposite end of the tubing was placed in 
pure solvent, chlorobenzene. An unused port on the top of the reactor on the outlet side was 
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opened slightly to allow air to escape the reactor. The pumps were activated and solvent was 
allowed to fill the reactor. After the reactor was filled, the pumps were turned off and the 
vent was closed. The inlet tubing was placed into the reactant solutions. Two multi-channel 
peristaltic pumps were used. Each pump fed one aniline stream and one hydrogen chloride 
stream. The pumps ran at identical speeds when activated. 
Experimental Procedure. Before the pumps were activated, initiating axial flow, 
the motor was activated and the inner cylinder rotated. The cylinder was first rotated at 4 rps 
and allowed to run for approximately 5 minutes. Next, the cylinder was gradually slowed to 
the experimental speed. In the first experiment this was 2 rps. A sightly slower speed, 1.5 rps 
was used in the second experiment. In both experiments the residence time of the reactor 
was fixed at 60 seconds. 
After one residence time, particles were sampled from the reactor. A small amount of 
product (typically less than 5 mL) was drawn from each of the sampling ports, in order of 
their axial position. After being drawn from the reactor, these samples were placed into 
flasks containing 100 mL of solvent. Time constraints only allowed one sampling from each 
sample port. 
In the interior of the reactor particles were clearly visible and had a slight tendency to 
propagate toward the bottom of the reactor. A thick slurry was formed in the sampling tubes. 
After being added to the solvent flasks, the particles became more dispersed due to dilution. 
After dilution, the particle suspensions in these flaks appeared to be milkier in nature. 
Two samples from each flask were drawn and particle sizes were measured, in 
random order, using a Malvern Mastersizer E ®. Each sample measurement was repeated 4 
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- 6 times. The moments of the number density PSD, based on particle length were 
computed. Reported is the average particle size (d43) at different axial locations in the 
reactor for each of the experiments. Figures 5.10 and 5.11 show there is very little, if any, 
change in particle size with axial distance. Therefore, the reaction was almost complete 
before the 1st sample port is reached for this system. 
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Figure 5.10 Average size (d43) of particles in the first Taylor Couette reactor 
experiment. (co=2.0 rps). Ree=8330, Rez=140 
<u N 
CO 
o> 
o 
Ï CL 
« 
r 
4 
3.5 
3 
2.5 
2 
1.5 
1 
0.5 
0 
• d43 
< • 
100 200 300 
Axial Distance (mm) 
400 500 
Figure 5.11 Average size (d43) of particles in the second Taylor-Couette reactor 
experiment (co=1.5 rps). 8=6250, Rez=140. 
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SEM photos for the experiment shown in Figure 5.11 are shown in Figure 5.12. 
Particles in this figure are approximately the same size as reported in Figure 5.11. It should 
be noted that due to the technique employed when obtaining SEM images, the larger particles 
of a sample are preferentially imaged because they are the most visible at low magnification. 
In these images, there is not a high degree of agglomeration, but it is possible that some small 
agglomerates were formed in these reactions. 
MmrTMTliîT y 
Figure 5.12c: z=318mm Figure 5.12d: Reactor Outlet 
Figure 5.12: SEM images from experiment with Ree=6250, Rez=140. Figure 5.12a shows 
particles drawn from the first sampling port (axial location at 118mm from inlet). Figures 
5.12b, 5.12c, and 5.12d show images of particles drawn from the second and third sampling 
ports and the outlet, respectively. 
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CFD Simulations 
Two and three dimensional CFD simulations that incorporate the QMOM with CFD 
in order to simulate the production of particles in a real reactor, accounting for imperfections 
in mixing and the hydrodynamic field, have been performed. The system simulated was a 
Taylor Couette Poisuille reactor with the same dimensions as the experimental reactor that 
was used above. Precipitation kinetics were found by the above mixing tube experiments. 
Grid for 2D Simulation. The two dimensional simulation was performed using 
Fluent 6.1 and a 2d, double precision, axisymmetric swirl model. The grid contained a total 
of 6174 cells and 6630 nodes, consisting of 15 nodes in the radial direction and 442 nodes in 
the axial direction. The residence time for the reactor was 60 seconds. The inner cylinder 
was rotated at a rate of 9.43 rad/sec, corresponding to a rotation rate of 1.5 rps. These 
conditions are identical to those in the second laboratory experiment. Dimensions of the 
cylinders are identical to those used in the laboratory reactions, with the exception of the inlet 
and outlet ports. Two inlets were placed on the outside edge of the outer cylinder near one 
end of the reactor. The outlet port was placed on opposite end of the reactor and was located 
on the wall between the inner and outlet cylinders, nearest to the outer cylinder. Aniline and 
hydrogen chloride were fed at a velocity of 0.02 m/s through one 2 mm inlet each. The inlets 
were separated by a distance equal to one-half of the gap width. 
Grid for 3D Simulation. The three dimensional simulation was performed using 
Fluent 6.1, just as in the case of the 2D simulation. However, in the 3D simulation, The 
dimensions of the 3D grid were identical to the dimensions of the laboratory reactor, and the 
inlets and outlets were located just as they were in the experiment. This grid contained a 
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total 224,050 cells. Again, the inner cylinder was rotated at a rate of 9.43 rad/sec. However, 
in this case, the equivalent mass flow rate of 0.0069 kg/s was specified for each of the 4 
inlets. 
Flow and Turbulence. The first step in these simulations was to establish the flow and 
turbulence fields, according to the k-emodel of turbulence, where k is the kinetic energy and 
fis the dissipation rate for turbulence. This problem was solved in unsteady state mode, with 
the fluid starting at rest. For the simulations in two dimensions, the solver was allowed to 
run for 60 seconds of simulation time, the residence time of the reactor, at which point the 
solver was stopped and switched back to steady state mode. Due to computational 
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Figure 5.13: Contours of radial velocity for 2D simulation. 
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limitations, the solver was run for a fraction of the residence time in the three-dimensional 
simulations. It was stopped when steady oscillations in the axial and radial velocities were 
observed at a point near the center of the reactor. 
In Figure 5.14 there is a strongly negative component of the radial velocity at the inlet 
to the reactor. After the material moves past the entrance region, the radial velocity is very 
small over the entire gap width, until the material begins to approach the outlets. At the 
outlets, the radial velocity becomes positive as the material exits the reactor. 
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Figure 5.14: Contours of radial velocity for 3D simulation 
Figure 5.15, below, shows contours of the axial component of the velocity. 
Throughout most of the reactor, the axial velocity is between 0 m/s and 0.0096 m/s, based on 
the figure. The average value over the entire reactor is 0.00725 m/s. 
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Figure 5.15: Contours of axial velocity for 3D simulation 
No Taylor vortices are apparent in the 3D simulations. This is likely due 
déstabilisation of the vortices due to an axial flow. It is well-known that strong axial flows 
disrupt Taylor vortices. Although vortices were observed in the 2D simulations, the 3D 
simulations contain slightly different boundary conditions as well as slightly different 
geometry for the inlets and outlets. A second explanation for the lack of Taylor vortices is 
that in the 2D simulation, a full residence time was simulated. This was not the case for the 
3D simulation. 
Mean Mixture Fraction. After establishing a velocity field, the scalar transport 
equation for the mean mixture fraction is solved. Equation 5.12 is the scalar transport 
equation for the mean mixture fraction. 
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at ox. ox, ' dx 
(5.12) 
Results from the mean mixture fraction are shown in Figures 5.16 and 5.17 for the 2D 
and 3D simulations, respectively. 
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Figure 5.16: Contours of the mean mixture fraction for the 2D simulation. 
In Figure 5.16, above, and Figure 5.17, below, contours of the mean mixture fraction 
are shown for the 2D and 3D simulations. One inlet (or set of inlets in the 3D simulation) 
contains a mixture fraction value of 1.0, indicating a pure component. The other inlet 
contains a mixture fraction value of 0, indicating another pure component. Since the flow 
rates are identical, the mixture fraction is 0.5 at the outlet, when the streams are mixed. In 
both the 2D and 3D simulations, the reader can see that very quickly after the streams enter 
the reactor, the mean mixture fraction is 0.5. 
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Figure 5.17: Contours of the mean mixture fraction for the 3D simulation. 
Mixture fraction variance, simple model. Next, the mixture fraction variance was 
computed according to Equation 5.13 (Marchisio et al., 2001; Fox, 2003). 
Figure 5.18 shows contours of the mixture fraction variance. The mixture fraction 
variance is zero at the inlets. Quickly, it begins to grow and reaches a maximum near the 
middle of the reactor and just between the two inlet regions. After rising to a maximum, the 
mean mixture fraction variance falls off again in both the axial and radial directions and 
reaches zero, where it remains for the rest of the reactor's length. This figure shows a close-
up view of the entrance region only. The omitted section of the reactor contains a mixture 
faction variance of 0. 
x / 
(5.13) 
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Figure 5.18: Mean mixture fraction variance for the 2D simulation. 
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Figure 5.19: Mean mixture fraction variance for 3D simulation. 
Figure 5.19, above, shows the mean mixture fraction variance for the 3D simulations. 
Here, the values are somewhat smaller than is observed in the 2D simulation. In both cases 
the simulations converged to a residual value of 1.0* 10"6 or smaller. 
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Spectral relaxation model. Next, four contributions to the mixture fraction variance, 
each in a different region of the scalar energy spectrum are computed according to Fox 
(1997). Figures 5.20a-5.20d show the decomposition of mixture fraction variance in 
different parts of the scalar energy spectrum for the case of the 2D simulation. Again, these 
figures show only the entrance region to the reactor. Just as in the case of the mean mixture 
fraction variance in Figure 5.18, all of the variation is very close to the entrance of the 
reactor. The shape of the contours is very similar to the shape of the contours of the mean 
mixture fraction variance. 
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For the 3D simulation, the decomposition of the mixture fraction variance is shown in 
Figures 5.21a-5.21d. Again, almost all variation in the mixture fraction variance is seen near 
the inlets to the reactor. 
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Finite-Mode PDF. Micromixing is modeled using the 3-environment, finite-mode 
PDF (Fox, 1998; Marchisio et ai, 2001). Transport equations for pi, and p2 are given by 
Marchisio et al., (2001). Figures 5.22a-5.22b show results of the finite-mode PDF 
micromixing model for the 2D simulation. 
In Figure 22a, the probability of mode 1 is equal to 1.0 at the first (left-most) inlet to 
the reactor. As the distance from this inlet increases, the probability falls to zero within 
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approximately one-half of the gap width. Likewise, the value of p2 is 1.0 at the second inlet. 
Its value falls to zero as well within approximately the same distance. 
Figure 5.22a: Contours of pi at the 
entrance region for the 2D simulation 
Figure 5.22b: Contours of p2 at the 
entrance region for the 2D simulation 
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In Figure 23a, the probability of mode 1 is equal to 1.0 at the top and bottom inlets to 
the reactor. As the distance from this inlet increases, the probability quickly falls to zero. 
Likewise, the value of p2 is 1.0 at the front and back inlets. Its value falls to zero in 
approximately the same distance. 
This data leads to the conclusion that mixing is very rapid and occurs at the entrance 
to the reactor for both the 2D and 3D simulations. Because mixing is so rapid in both cases, 
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it is expected that the results for the particle size distributions will be similar in the cases of 
the 2D and 3D simulations. Because of this, only the results from the 2D simulations for the 
QMOM solution will be reported here. 
Precipitation Kinetics. Precipitation kinetics were solved according to the QMOM 
for nucleation, growth, and agglomeration. Due to the small size of the experimentally 
observed particles, only Brownian agglomeration is considered. The nucleation kinetics have 
been estimated according to Equation 5.1, and the growth kinetics are found according to 
Equation 5.2. The parameters for these equations are found in Table 5.2. 
The average particle size (d43) is predicted to be approximately 5.5 |a,m by the 2D 
QMOM simulations. The particles reach this average size at a very small residence time and 
remain at the same average size from almost the entire length of the reactor. 
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Figure 5.23: Average particle size (d43) contours for the QMOM solution for the 2D CFD 
simulation. 
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Reliability of Particle Size Data 
Mixing was very fast in the static mixing tube, and the average particle size was 
approximately 1 (xm over most of the range of supersaturation. Assuming breakage can be 
ignored, one explanation for this is that at high supersaturation, a large number of very small 
primary particles were allowed to agglomerate to form large agglomerates. At low values of 
supersaturation, a smaller number of larger primary particles would form and there would be 
less agglomeration. The SEM photomicrographs in Figures 5.6a-5.6b seem to be consistent 
with this idea. However, the apparent sizes of these particles are much larger than the 
average sizes reported from the data. While it is possible that only the largest particles would 
be examined by SEM analysis, the values of d54, d43, d32, d21, and dlO are very similar to 
each other. This suggests that the particle sizes do not vary much within a given sample. 
In the experimental TC reactor, the average particle size was only slightly larger than 
it was in the static mixing tube, at approximately 1.5 - 2.0 ^im. This result was unexpected 
because it was assumed that the mixing would be much less efficient in the TC reactor. With 
a reduced mixing rate, the local supersaturation that drives nucleation and growth processes 
should be much lower, which should result in fewer, but larger particles due to the power-law 
nature of the nucleation rate law. However, this was not observed to a significant degree. 
The CFD simulation has predicted very efficient mixing early in the reactor, 
completely mixing the feed streams near the entrance. This reflects slightly more efficient 
mixing than was originally desired. Using the kinetic constants predicted by the mixing tube 
experiments, a 5.5 ^im average particle size is predicted. This size is larger still. 
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Because of the lack of variation of the particle size data with levels of initial 
supersaturation and effluent dilution in the mixing tube experiments, and because of the 
similarity between the sizes reported from the mixing tube experiments and the TC 
experiments, it seems likely that the particle size data may not be reliable. Part of the 
explanation for this could be due to the unavailability of the refractive index for aniline 
hydrochloride, which is important for particles as small as the ones observed in this study. 
However, if the particles were significantly larger, the knowledge of the refractive index 
would not be necessary. 
Since breakage has been neglected in this study, breakage of agglomerates during the 
measurement process may have resulted in particles that were smaller at the time of 
measurement than they were when formed by reaction. However, it seems unlikely that 
excessive breakage is significant in this system because of the strong necks that are visible in 
several SEM photos and because even in a system containing some breakage, one would 
expect to see some variation in particle size with increasing supersaturation in the static 
mixing experiments or variation between the sizes observed in mixing tube experiments and 
experiments performed in the TC reactor. 
The most significant cause of error in the particle size measurements is probably due 
to the particle sizer that was used. It was originally decided that a newer Coulter counter 
would be employed; however, when it was found that the particles were dissolving in any 
solvent that was compatible with the Coulter counter, a much older laser particle sizer was 
used instead. At the beginning of this work, the laser beam in the particle sizer was aligned, 
and the accuracy was confirmed using a calibration standard. Despite these efforts, it seems 
that the particle size data may not be reliable. 
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If the data collected in this study were reliable, then this study would seem to indicate 
that it is necessary to choose a set of reaction conditions that would allow mixing to be 
somewhat slower, in order to study the axial variation in particle size and to fully appreciate 
the effect of mixing in a precipitation system. 
However, if the data is found to contain a fair degree of inaccuracy, better particle size data 
from the static tube experiments may lead to better kinetic parameters. Also, better particle 
size data would improve the accuracy of the measurement of the particle sizes in the TC 
experiments. 
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CHAPTER 6: GENERAL CONCLUSIONS 
Until recently, the modeling of reactive precipitation processes has been highly 
empirical. Scale-up of these processes has also been a highly empirical process, requiring 
extensive experimentation on many scales. Traditional scale-up rules for mixing, such as 
constant tip speed and constant power per unit volume, fail almost without exception. 
Modern computing resources allow for accurate modeling of fluid flow, mixing, and 
chemical reaction, including reactive flow in three dimensions. However, discretizations of 
the population balance require a large number of scalars to be solved in a CFD code, such as 
Fluent®. This large number of scalars makes reactive precipitation models intractable, even 
with the most advanced computing resources in existence today. 
The Quadrature Method of Moments (QMOM) accurately models precipitation 
processes and requires a much smaller number of scalars than discretization schemes without 
loss of accuracy. The use of a CFD code in combination with the QMOM makes it possible 
to accurately model precipitation processes. This resource allows us not only to consider the 
interactions between mixing, chemical reaction, and precipitation kinetics that have 
complicated the study of reactive precipitation until now, but we can include these 
considerations in a quantifiable manner. 
Part of a good model for any chemical process is excellent physical data. The keys to 
obtaining good kinetic data for precipitation kinetics are to create a system with rapid mixing 
and to accurately detect precipitated particles and measure their properties. A number of 
devices have been created to create rapid mixing so that precipitation kinetics can be 
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measured. Here, it has been shown that a static mixing tube can create rapid mixing to 
enable the measurement of particle size for determination of precipitation kinetics. 
Highly accurate physical data in combination with accurate models of flow and 
mixing and application of the QMOM to population balance equations will create vast 
improvement in the modeling of precipitation reactions in real flows. These improvements in 
the modeling of precipitation reactions will result in opportunities for quantitative modeling 
of precipitation in industrial flows. These models will be used to help us understand and 
improve existing chemical processes that involve precipitation, create new processes that 
contain a precipitation reaction, and intelligently scale-up processes containing precipitation 
reactions without the burden of extensive experimentation. 
Recommendations for Future Studies 
Future development of these techniques could be enabled if a researcher is able to 
examine a chemical system other than the one studied in this work. First, working with a 
chemical system with fewer hazards is always preferable, if possible. This is especially true 
when dealing with larger volumes of material, such as are needed to run a continuous reactor. 
Also, if an aqueous-based system were used, more flexibility in the selection of particle 
sizing equipment would exist. In addition, chemicals that do not react to light or moisture in 
the atmosphere would be easier to work with. After this technique has been shown to be an 
effective method for simulating precipitation reactions, then it can be applied to systems with 
more complexities. 
The most significant improvement that should be made in examining this system is to 
improve the quality of the physical data that is used to determine the physical parameters in 
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rate laws for nucleation, growth, and agglomeration phenomena. Instead of operating the 
static mixing tube in a batch mode, it is recommended that the mixing tube be operated in 
continuous fashion. It is conceivable that nitrogen gas could become mixed with the fluid in 
the batch flows, creating a multiphase environment in the static mixing tube. If the tube were 
operated in a continuous fashion, pumps could be employed to reduce complications. 
Also, more reliable particle sizing technology should be employed. Coulter counter 
technology is not recommended for the study of the aniline hydrochloride system because it 
requires electrolytic solutions that cause dissolution of the powder. 
In addition to improving the improving the quality of physical data used in 
determining the rate law parameters, it is important to improve the quality of the particle size 
information from the real reactor. Instead of removing particles from the reactor, diluting the 
suspension, and ultimately measuring the PSD in an environment that may be very dissimilar 
to the one in which it was formed, it is desirable to measure the PSD in situ in order to 
prevent changes in the PSD due to increased breakage that might occur during measurement 
processes. 
Once more reliable rate law parameters are established and better particle size data is 
obtained from a real reactor, both the 2D and 3D simulations should be repeated in order to 
more reasonably and more fairly assess the accuracy of this method. 
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APPENDIX 
Table Al: Experimental mixing program for runs Pd501-Pd517. *When (tii=(ti2, no change 
in mixing speed is made. The value in these cases is used for statistically modeling the effect 
of this variable. 
Run Initial Mixing 
Speed, toi 
(RPM) 
Final Mixing 
Speed, (tit 
(RPM) 
Elapsed Time* 
(min): Change in 
Mixing Speed 
Reducing Agent 
Time of Addition: 
tRA (sec) 
Pd501 130 70 3 11.5 
Pd502 130 190 3 11.5 
Pd503 130 262 3 11.5 
Pd504 262 262 3 11 
Pd505 130 130 3 11 
Pd506 130 130 3 20 
Pd507 70 70 3 8 
Pd508 262 262 3 8 
Pd509 262 262 3 15 
Pd510 70 262 0.5 12 
Pd511 70 70 3 12 
Pd512 70 262 3 6 
Pd513 262 262 0.5 6 
Pd514 70 70 0.5 6 
Pd515 262 70 3 6 
Pd516 262 70 0.5 12 
Pd517 165 165 1.75 10 
Chemistry for pH modeling 
Below, the postulated chemical reaction scheme is presented. 
[(NH3)4PdCl2] (aq) + 2H+<-» [(NH3)2PdCl2] + 2NH/ 
[(NH3)4PdCl2] +HCOO" +3H20—> 4NH4+ + Pd + 2C1 + HC03" +20H 
[(NH3)2PdCl2]+HCOO +H20^ 2NH/ + Pd + 2C1" + HCO"3 
NH4+ <->NH3 + H+ 
HCOOH <->HCOO + H+ 
(Al) 
(A2) 
(A3) 
(A4) 
(A5) 
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H20 <->H+ + OH (A6) 
H2C03 (aq) HCO3 " + H+ (A7) 
HCO3" f^H+ + C032" (A8) 
C02 + H20 It + HCO3 (A9) 
Chemical Kinetics 
Below, postulated chemical kinetics are shown for the reactions in Equations A1-A9. 
All reactions are modeled as elementary. The constant &/_ is the rate constant for the 
formation of tetramine palladium chloride from diamine, dichloro-palladium. This is the 
reverse reaction in Equation Al. The constants k.2, and kj are rate constants for the reactions 
in Equations A2, and A3, respectively. The constants and ks are local overall mass 
transfer coefficients between the concentrations in the bulk liquid phase and those of the 
liquid phase in equilibrium with the vapor phase, according to Henry's law lumped together 
with the interfacial area for mass transfer. Despite slight differences in the degree vortexing 
at different stirring speeds, this area is considered constant. 
Constants with a subscript a, lCa, are acid dissociation constants for species i at 60 
degrees C. Constants with a lowercase "k" and a subscript beginning with the letter "r" are 
rate constants for the reverse reaction in equilibrium reactions. The subscript "KP(j" is the 
equilibrium constant for the reaction in Equation Al. This was evaluated at the initial 
condition and assumed constant. The species "DAD" and "TAD" refer to the diamine, 
dichloro palladium and tetramine palladium dichloride species, respectively. All 
concentrations are in moles/liter. Data for the acid dissociation constants at standard 
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temperature were taken from (Lide, 2001). Reverse reaction rate constants for equilibrium 
reactions were taken from (Hague, 1971) and (Moelwyn-Hughes, 1971). 
rlC k 
= 
~k\CDApdCNH+ - k3CDAPdCHCOO +— CTAPdCH+ (A10) 
at A- Pd 
dCtad _ j p (^2 -kC C C2 CAin 
- DAPd^ ml 2 TAPd HCOO ~ „ TAPd H* 
CIÎ A. prf 
^  - k ™ : c m c H ,  ] (A 12) 
—
J
- = -2klCDArdC + 4k2CTAPdCHC00- +2k3CDAPdCflcoo. + k r a  4  C N H i -
dt (A13) 
js- ammonia k ammonia s~> , ^1 (-< s~>2 
A
" 
Kra Nf]+ + „ ^TAPd H* 
K P d  
= k2CTAPd C HC00 + k3 CDAPd C HC00- (A 14) 
'Jf00 ~ ~k2CTAPdC HC00~ ~ DAPdC HCOO- + ^<1 ^  11COOH- ~ HCOO~ (A15) 
dt 
= -Kr°" k,CHCOOH . + k,CH,C„c00- (A16) 
dt 3 - k2CTARdCHCOfr + k3CDAPdC[JC00 +Ka bkrcCHiC0^ krcC H,C HCo, + (All) 
krc,iCH+ Cco]~ ~ krc 2Cnco} ~ krgC/r Chc03 + KgaskrgCCOiClU0 
= K.c„, cKœ- - (A18) 
= KÇ"b%c,cHCo; - K,,c„.cœ,- <A19) 
2k 2^ TAPd C Hcoo~ + nAPdC HC0(y (A20) 
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dCpH =2k C C +k k -k C C 
^2\TAPd ^  HC00- ' w rw rw H OH 
dt 
-^C^C^o + L^ -
krwCH*COH- ~krgCH*CHCO" +krgCC02CH20 + KC DAPdC Nfil 
Pd 
* £ * = 0  
dt 
dCCo2 
dt ~ 
krgCHCHCO?, krRKgasCcoCH2o C02 ^ cioxide 1 
(A21) 
(A22) 
(A23) 
(A24) 
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Results of Kinetic Model Data Fits 
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Figure Ala: Results of kinetic model fit 
for experiment Pd510. 
Figure Alb: Formation of palladium 
metal as predicted by kinetic model for 
experiment Pd510. 
Figure A2a: Results of kinetic model fit 
for experiment Pd511. 
Figure A2b: Formation of palladium 
metal as predicted by kinetic model for 
experiment Pd511. 
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Figure A3a: Results of kinetic model fit 
for experiment Pd513. 
Figure A3b: Formation of palladium 
metal as predicted by kinetic model for 
experiment Pd513. 
Figure A4a: Results of kinetic model fit 
for experiment Pd514. 
Figure A4b: Formation of palladium 
metal as predicted by kinetic model for 
experiment Pd514. 
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Figure A5a: Results of kinetic model fit 
for experiment Pd515. 
Figure A5b: Formation of palladium 
metal as predicted by kinetic model for 
experiment Pd515. 
Figure A6a: Results of kinetic model fit 
for experiment Pd516. 
Figure A6b: Formation of palladium 
metal as predicted by kinetic model for 
experiment Pd516. 
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Figure A7a: Results of kinetic model fit 
For experiment Pd517. 
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Figure A7b: Formation of palladium 
metal as predicted by kinetic model for 
experiment Pd517. 
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Table A2: Nominal and corrected values for the initial supersaturation ratio. The nominal 
values are based on identical concentrations of aniline and hydrogen chloride in the 
Nominal S Corrected S 
500 507 
1000 1012 
1500 1513 
2000 2015 
2500 2512 
3000 3008 
3500 3502 
3723 3720 
Table A3: Fitted parameters for nucleation and growth rate laws. 
S n K 9 K1min(m/s) kz.min (s ) t* mQ(t*) 
500 6.8 1.24E-05 0.9 2.25E-06 1.82E-01 4.00E-03 4.89E+15 
1000 7.4 1.75E-05 1.5 1.375-07 7.82E-03 1.72E-04 1.1OE+1Ô 
1500 7.3 1.935-05 1.7 1.17E-07 6.05E-03 1.33E-04 1.51E+16 
2000 7.2 1.97E-05 1.8 1.00E-07 5.09E-03 1.12E-04 2.05E+16 
2500 7.1 1.97E-05 1.8 8.51 E-08 4.32E-03 9.50E-05 2.54E+16 
3000 7 1.93E-05 1.8 7.68E-08 3.98E-03 8.75E-05 2.95E+16 
3500 6.9 1.94E-05 1.8 6.17E-08 3.18E-03 7.00E-05 3.53E+16 
3723 6.1 1.75E-05 1.8 2.15E-07 1.23E-02 2.70E-04 5.74E+14 
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