Abstract. We establish a Poincaré-Bendixson type result for a weighted averaged infinite horizon problem in the plane, with and without averaged constraints. For the unconstrained problem, we establish the existence of a periodic optimal solution, and for constrained problem, we establish the existence of an optimal solution that alternates cyclicly between a finite number of periodic curves, depending on the number of constraints. Applications of these results are presented to the shape optimization problems of the Cheeger set and the generalized Cheeger set, and also to a singular limit of the one-dimensional Cahn-Hilliard equation.
Introduction
The celebrated Poincare-Bendixson was originally stated for smooth planar ordinary differential equations, but since has been extended to flows, semi-flows and differential inclusions. (See, Ciesielski [8, 9] for a review on the Poincaré-Bendixson theorem and its generalizations.). In the context of infinite horizon optimization, Poincaré-Bendixson type results were obtained for second order Lagrangian by Leizarowitz and Mizel [15] , for control systems by Artstein and Bright [1] , and for discounted infinitehorizon problems by Colonius and Sieveking [10] and in Bright [4] .
In this paper we extend the infinite horizon result to a wider class of values that include weighted average optimization, with an averaged constraint. Two motivations for studying this problem are:
The planar shape optimization problem of the Cheeger set and its generalization; and the van der Waals-Cahn-Hilliard theory of phase transition [16, 5] . A planar Cheeger set in a domain Ω ⊂ R 2 is a set E ⊂ Ω, that maximizes the ratio between its area and the length of its boundary. One over the maximal ratio is the Cheeger constant of the problem. The Cheeger constant is used to bound the first eigenvalue of the Laplacian (see, Cheeger [7] ), and generalized Cheeger sets appear in the study of landslides (see, Ionescu and Lachand-Robert [13] ). Average constraints arrises in the study of phase transition, where the steady states of a partial differential equations is the minimizer of an energy functional with a conserved quantity (in this case the conservation of mass), and when a singular limit is present, qualitative properties can be studied through the solution of an infinite horizon problem with an averaged constraint.
The structure of this paper is as follows. The following section contains definitions used throughout the paper, the standing assumptions and some lemmas and previous results used in the proof of the main result. In Section 3 the main results are presented. In Section 4, we present applications of the main result, establishing the reduction of the planar Cheeger problem, and its generalization, to infinite horizon optimization, and the singular limit of the Cahn-Hilliard equation to a constrained optimization. The last section verifies the main result.
Notations & Assumptions & Lemmas
2.1. General Notations and Assumptions. The following notations are used throughout the paper.
We denote the set of Reals by R, vectors in the Euclidean space R 2 by x = x 1 , x 2 and y = y 1 , y 2 , and the standard Euclidean norm by |·|. Given a metric space X, we denote its probability space by
, and given a set of measures S ⊂ P (X) and a function g (·) = g 1 (·) , . . . , g m (·) ∈ C (X, R m ) we denote the set {µ (g) |µ ∈ N } ⊂ R m as its realization by g (·).
Throughout the paper we assume that the control system
satisfies the following conditions: The function f (x, t) is continuos, and it satisfies Lipschitz conditions in x. The constraint set K ⊂ R 2 is compact, and so is the control set U ⊂ R d . We consider the optimization only with respect to solutions, with measurable controls satisfying u (t) ∈ U , for almost every t ≥ 0, defined on [0, ∞) and satisfying x (t) ∈ K for every t ≥ 0. A solution satisfying the latter conditions is denoted as feasible. We assume that there exists at least one feasible curve.
To obtain the convexity of the set of limiting measures (see Definition 2.3), we require the following controllability assumption, that holds, for example, when for every x 0 ∈ K the convex hull of {f (x 0 , u) |u ∈ U } ⊂ R
2 contains an open ball around the origin.
Definition 2.1. The control system (2.1) is uniformly controllable in K ⊂ R 2 , if there exists a T K > 0, such that it is possible to steer between any two points x 1 , x 2 ∈ K in time less than T K , while staying in the constraint set K.
Relaxed Controls.
A relaxed controls, say ν (·), is a Young measure (see, Young [18] ), where for each time point ν (t) ∈ P (U ). With relaxed controls the dynamics turn to f (x, ν) =´U f (x, u) ν (du) and the cost follows an equivalently representation.
Relaxed controls are introduced in this problem by limits of feasible curves. Indeed, any sequence of solutions of (2.1) defined in a common bounded interval, contains a subsequence converging, in the sense of Young measures, to a solution of (2.1), perhaps, with relaxed controls.
The main result establishes an optimal periodic or stationary solution with relaxed controls. It is well known that in any bounded interval, any solution of the relaxed system can be approximated using only regular controls (see, Warga [17, Chapter IV]), and in [1, Section 7] the approximation on an infinite time domain is discussed.
Occupational Measures
. We consider the probability space P (K × U ) endowed with the topology of weak convergence, where µ i → µ weakly if lim i→∞ µ i (g) = µ (g) for every g ∈ C (K × U ). By our assumptions K ×U is compact which implies that the set P (K × U ) is weakly compact, namely, every sequence contains a converging subsequence converging to a measure in
for every Borel sets A ⊂ K ×U , where λ is the Lebesgue measure. Notice, that for every g ∈ C (K × U )
Definition 2.3. We denote µ as a limiting occupational measure if there exists a feasible solution (x (·) , u (·)) of (2.1), and a sequence T i → ∞ such that the sequence of occupational measures corresponding to the restriction of (x (·) , u (·)) to the intervals [0, T i ] converges weakly to µ. The set of all limiting occupational measures is denoted by M ⊂ P (K × U ).
With an additional controllability assumption a simple diagonalization argument implies that M satisfies the following property.
Proposition 2.4. If system (2.1) is uniformly controllable (see Definition 2.1) then M is convex and closed in the weak topology.
We now state a result from [1, Lemma 8.2] on the set of occupational measures.
be a realization of the set of limiting occupational measures. Every extreme point of the (not necessarily convex) set ∆ corresponds to a stationary solution or a periodic solution with image being a Jordan curve. Namely, given an extreme point y ∈ ∆, there exists a feasible pair
, possibly, with relaxed controls, with corresponding measure µ p such that x (0) = x (T p ) and
Convexity Notations and Lemmas
. We use the following notation and lemmas.
It is denoted quasi-concave if for every
Lemma 2.7. Suppose ∆ ⊂ R n is a convex set and Π ⊂ R n is an affine subspace of dimension n − d. If the set Π ∩ ∆ is non-empty then each of its extreme points can be represented as a convex combination of d + 1 extreme points of ∆.
Proof. By Caratheodory's theorem, every point in ∆ is a convex combination of n + 1 of its extreme points. If y ∈ Π ∩ ∆ can be expressed as a convex combination of k > d + 1 distinct extreme points of ∆ with non-zero coefficients, then, locally, ∆ contains a convex set of dimension k − 1 > d containing y in its relative interior. The intersection of the latter set with Π contains a line centered at y, thus y is not an extreme point of Π ∩ ∆.
Corollary 2.8. Suppose ∆ ⊂ R n is a convex set and Π 1 , . . . , Π m ⊂ R n are affine subspaces of dimension n − d. If the set ∆ ∩ Π 1 ∩ · · · ∩ Π m is non-empty then each of its extreme points can be represented as a convex combination of d * m + 1 extreme points of ∆.
Main Results
Our main result establishes a Poincaré-Bendixson type results for a wide class of averaged infinitehorizon optimization problems. The main problem we consider is the optimization of the ratio of integrals. We present our main results for this value, but they hold for a wider class of optimization problems. (See Remark 3.5 and Theorem 5.1.). We wish to minimize (or maximize, see, Remark 3.4)
dt with respect to all feasible solutions of Equation (2.1).
Two type of constraints are considered:
(1) Cumulative constraint: Given a single continuous function C 1 (x, u) , we consider only feasible solutions satisfying
(2) Averaged constraints: Given m ≥ 1 continuous functions C 1 (x, u) , . . . , C m (x, u) we consider only feasible solutions which for every k = 1, . . . , m satisfy either
For the unconstrained problem, we extend a previous result in [1] , establishing the existence of a periodic optimal solution. For the constrained optimization problem, given by m constraints, we establish the existence of a solution that is either stationary or periodic solution, or alternates between, at most, m + 1 such solutions, in a cyclic manner. We now state our main results.
Theorem 3.1. Suppose p (x, u) and q (x, u) are continuous, and q (x, u) is positive. The minimization of (3.1) restricted to feasible solutions of (2.1) is attained by a stationary solution, or by a periodic solution with image being a Jordan curve. Perhaps, using relaxed controls.
. . , C m (x, u) are continuous, and q (x, u) is positive. Consider the minimization of (3.1) restricted to feasible solutions of (2.1), satisfying m averaged constraints of the form (3.3a) or (3.3b). If there exists at least one feasible solution satisfying all the constraints, then the minimum is attained by a curve that alternates cyclicly between m + 1 solutions of (2.1), each of which is either a periodic solution with image being a Jordan curve, or a stationary solution. Perhaps, using relaxed controls.
Moreover, when m = 1, a stronger constraint of the form (3.2) can be attained in a similar manner.
The periodic or stationary optimal solution may be achieved only through relaxed controls, however it can be approximated with regular controls, in the same manner considered in [1] .
Remark 3.3. The condition that q (x, t) is positive can be relaxed by requiring that its integral over every periodic curve is uniformly bounded from below by a positive number.
Remark 3.4. The problem is stated as the minimization of the limit superior, however, since the minimum is attained, we can replace the limit superior by the limit. Also, replacing p (x, u) by −p (x, u) we see that our result generalize to the maximization problems as well.
Remark 3.5. The minimization problem is stated for a weighted average cost, however, it holds (see, Theorem 5.1) for a wider class of problems, such as the minimization of
Motivations & Application: Shape Optimization & Partial Differential Equations
In this section, we present an application of our result to the planar shape optimization problem of the Cheeger set, and present qualitative properties of the singular limit of the Cahn-Hilliard equation can be obtained based on the corresponding infinite horizon optimization problem with an averaged constraint.
Shape Optimization: Cheeger Sets and Generalized Cheeger Sets
. The planar isoperimetric problem is the first known shape optimization problem, where one seeks, amongst all sets E ⊂ R 2 with a given perimeter, a set with maximal area. This problem was reformulated to sets that maximize the ratio between their area and their perimeter, in a given domain bounded Ω ⊂ R 2 . We denote the maximal ratio by
The Cheeger constant is then defined by 1/v * C . It is well known that the maximum might not be unique, and that it is attained by a set with boundary being a Jordan curve. The set maximizing (4.1) is called a Cheeger set, which we denote by −2 [7] . Cheeger sets are difficult to compute, and only recently Kawohl and Lachand-Robert [14] provide an analytic characterization for convex planar domains.
Cheeger sets have been generalized to generalized Cheeger sets, which arise in applications in landslide modeling [13] . These sets maximize
where P (·) and Q (·) are continuous, L n denotes the n-dimensional Lebegues measure, and H n−1 denotes the n − 1-dimensional Hausdorff measure. Similar to the Cheeger set problem, the averaging property implies that the optimal value is attained by a set with boundary being a rectifiable Jordan curve. The reduction to infinite-horizon optimization allows the use of tools from infinite horizon optimization to solve these shape optimization problems. In particular, numerical computation of the infinite horizon problem in Proposition 4.1 was performed to estimate the Cheeger set and Cheeger constant, where they can be computed analytically in order that the numerical result can be evaluated, using semi-infinite linear programing (see, Gaitsgory, Rossomakhine [11] and Gaitsgory, Rossomakhine and Thatcher [12] ). Two examples were computed: The 6x4 rectangle and the ovoid domain 
and the length of ∂E as
The integrals in expression (4.3) can be expressed, when
where (4.5)
Thus, we have that
and
Furthermore, when we consider solutions of (2.1), where f (x, u) = u and U = ∂B (0, 1) = y ∈ R 2 | |y| = 1 ⊂ R 2 , the latter expressions reduce to
With these identities established, we verify the equivalence between the shape optimization problem and the infinite horizon problem.
Proposition 4.1. Suppose the control system (2.1) defined by the vector field f (x, u) = u with constraint set K =Ω and control set U = ∂B (0, 1) = y ∈ R 2 | |y| = 1 ⊂ R 2 . The maximization problem
with respect to feasible solutions of (2.1), is attained by a periodic curve with arc-length parametrization, such that its image is a Jordan curve bounding a set E, which satisfies v
Proof. Theorem 3.1 implies that the value is attained either by a Jordan curve or by a stationary solution. The value of a stationary solution is 0, on the other hand, any Jordan curve, with positive orientation, has positive value. Thus, the solution is attained by (x * (·) , u * (·)) corresponding to a Jordan curve bounding a set E J . The period of this solution satisfies T * ≥ Length (∂E J ) (the inequality can be strict when relaxed controls are used). Thus, by (4.4), v
* be given by (4.2). Applying (4.6) to a parametrized curve with arc-length parametrization of ∂E * with positive orientation, we conclude that v * ≥ V (E * ) = v * C , and v * = V (E * ) = v * C , which completes the proof.
A Similar result holds for generalized Cheeger sets.
Proposition 4.2. Suppose P (·) , Q (·) ∈ C (K) are positive, and P 1 (·) is defined by (4.5). Consider the maximization problem
with respect to feasible solutions of (2.1), given by the vector field f (x, u) = u and the sets K =Ω
The maximum is attained by a periodic curve with arc-length parametrization, such that its image is a Jordan curve bounding a set E, which satisfies
This result can be generalized to the case when Q (x, u) depends on the control.
is defined by (4.5) and the integral over every periodic solution of Q (x, u) ∈ C (K × U ) is bounded from below by some η > 0. Consider the maximization problem
with respect to feasible solutions of (2.1) given by the vector field f (x, u) = u and the sets K = Ω and U = ∂B (0, 1) = y ∈ R 2 | |y| = 1 ⊂ R 2 . The optimal solution is attained by a Jordan curve.
Perhaps, with relaxed controls.
Proof. By our assumption on Q (x, u) the minimization of
is attained by a periodic solution. This implies that v * Q ≥ η > 0 and we can apply Theorem 5.1, and the proof follows the observation that the value of a stationary solution is 0.
Singular Limits of Partial Differential Equations
. Constrained optimization appears in the study of singular limits partial differential equations, with steady state solutions minimizing an energy functional with constrained. As an example, we study 1-dimensional phase transitions, modeled by the van der Waals-Cahn-Hilliard theory. We show how our main result can be employed to obtain qualitative properties of the singular limit.
The limit of a solution of the Cahn-Hilliard equation
where ǫ is a small parameter, is also the minimizer of the van der Waals free energy given by (4.10)
, constrained by the conservation of mass
Our interest in this problem is in the limit of u ǫ (·) as ǫ goes to zero, and in v * * = lim inf ǫ→0 E ǫ .
Assuming sufficient (quadratic) growth conditions on W (·) it is easy to see that for all ǫ small enough, the minimizers are uniformly bounded and uniformly Lipschitz. By [1, Proposition 6.1] we can reduce the singular limit problem to the constrained infinite horizon problem minimizing
with free initial condition and average constraint (4.13) lim
with the same constraint set and Lipschitz constant as in the singular limit. The reduction implies that v * = v * * and that the occupational measure of solutions u ǫ converge to an occupational measure of an optimal solution of the infinite horizon equation. Note, that [1, Proposition 6.1] considers the unconstrained case, however, it can easily be extended to the constrained case we are considering.
Artstein and Leizarowitz [2] show that the minimum of unconstrained first order scalar Lagrangians is attained by stationary solution. Thus, according to the methods in Section 5 there is an optimal measure which is a convex combination of two measures corresponding to stationary solutions, which for the double well potential, studied in Carr, Gurtin and Slemrod [6] , is in fact unique. Thus, by [1, Proposition 6.1], the singular limit is concentrated at two points as expected by [6] .
The Lagrangian in (4.10) is a first order scalar Lagrangian, for second order Lagrangians, with a single averaged constraint, Theorem 3.2 suggests, the appearance of approximate "piecewise periodic"
optimal solutions for small ǫ. Namely, solutions that first approximately follow one periodic solution, with velocity of order O ǫ −1 , for a time period of order O (1), and then continues to approximately follow a second periodic solution till t = 1.
Proof of Main Result
The existence of an optimal solution to our problem relays on a convexity property of the set of limiting occupational measures M (see, Definition 2.3). To employ this property, we first restate the optimization problem using occupational measures, reducing (3.1) to
The main theorems follows from the general result below.
n |µ ∈ M} be the realization of M by g (x, u), and V ∈ C (∆) be quasi-concave.
(1) The optimization problem
attains its optimal solution by a measure corresponding to a periodic or stationary solution of Proof. The function V (·) is quasi-concave, thus, its minimum in ∆ is attained in one of its extreme points and Theorem 2.5 implies the result for the unconstrained case.
For the constrained problem, we observe that set ∆ C = {µ (g) ∈ R n |µ ∈ M C }, can be expressed as
where for every k = 1, . . . , m we define the subspace Π k = {(z 1 , . . . , z n ) ∈ R n |z k ≤ 0} . (as the triangle inequality implies that v * ≤ 0 for every feasible solution).
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