Abstract-We consider a distributed multi-agent network system where the goal is to minimize the sum of convex functions, each of which is known (with stochastic errors) to a specific network agent. We are interested in asynchronous algorithms for solving the problem over a connected network where the communications among the agent are random. At each time, a random set of agents communicate and update their information. When updating, an agent uses the (sub)gradient of its individual objective function and its own stepsize value. The algorithm is completely asynchronous as it neither requires the coordination of agent actions nor the coordination of the stepsize values. We investigate the asymptotic error bounds of the algorithm with a constant stepsize for strongly convex and just convex functions. Our error bounds capture the effects of agent stepsize choices and the structure of the agent connectivity graph. The error bound scales at best as m in the number m of agents when the agent objective functions are strongly convex.
I. INTRODUCTION
An important problem in the context of wired and wireless networks is the problem of minimizing of a sum of functions where each component function is available (with stochastic errors) to a specific network agent [15] , [24] , [28] , [29] . Such a problem requires the design of optimization algorithms that are distributed and local. The algorithms are to be distributed in the sense that they have to execute their actions without a central coordinator and/or access to a central information. The algorithms are to be local in the sense that each agent can only use its local objective function and can exchange some limited information with its immediate neighbors.
In this paper, we propose an asynchronous distributed algorithm for optimization over random networks arising from random communications among the agents. At each iteration of the algorithm, a random subset of agents is active, whereby each agent in the set performs a consensus step followed by a gradient step. In the consensus step, an agent computes a "weighted" average of its estimate and the estimates received from its neighbors. In the gradient step, an agent updates the weighted average based on the gradient of its local objective function computed with a stochastic error. We are interested in the case when the agents use constant but uncoordinated This research is supported by NSF Career Award CMMI-0742538. stepsize values. We investigate the asymptotic bounds on the system error resulting from the stepsize choices, network structure and the stochastic gradient errors. In particular, we provide such error bounds for the iterates of the algorithm when the agent objective functions are strongly convex, and for the averaged iterates when the functions are just convex.
The algorithm in this paper is closely related to the asynchronous gossip algorithm proposed in [25] , where the convergence of the gossip-based algorithm is investigated for convex and nonconvex (scalar) objective functions. In contrast with [25] , this present paper develops a more general algorithm with the focus on establishing the error bounds for approximate solutions in the case of convex functions.
The work in this paper is also closely related to the work in [18] , where a distributed subgradient method is considered over a network with a random dynamic network connectivity structure. There, the subgradient evaluations are exact, the stepsize values have to be coordinated among the agents, and the matrices used by the agents in the consensus step are assumed to be doubly stochastic almost surely. The last two requirements are somewhat restrictive since both require some coordination of the agents. Unlike [18] , we consider the method with stochastic errors, uncoordinated stepsize values, and we relax the doubly stochasticity requirement on the matrices used in the consensus step. However, our work is limited to random communications occurring over a network with a static underlying connectivity graph, which is less general than the dynamic connectivity graph used in [18] .
On a broader basis, the algorithm in this paper is related to the distributed (deterministic) consensus-based optimization algorithm proposed in [22] , [23] and further studied in [16] , [18] , [21] , [26] , [28] . That algorithm is requires the agents to update simultaneously and to coordinate their stepsize choices, which is in contrast with the algorithm discussed in this paper.
A different distributed model has been proposed in [32] and also studied in [3] , [7] , [33] , where the complete objective function information is available to each agent, with the aim of distributing the processing by allowing an agent to update only a part of the decision vector. Related to the algorithm of this paper is also the literature on incremental algorithms [6] , [13] - [15] , [17] , [19] , [20] , [24] , [27] , [30] , where the network agents sequentially update a single iterate sequence and only one agent updates at any given time in a cyclic or a random order. While being local, the incremental algorithms differ fundamentally from the algorithm studied in this paper (where all agents maintain and update their own iterate sequence). In addition, since we are interested in the effect of stochastic errors, on a broader scale our work is also related to stochastic (sub)gradient methods [4] , [10] - [12] .
The novelty of this work is mainly in three aspects. First, we establish the error bounds on the performance of the asynchronous distributed algorithms where the agents use uncoordinated stepsize. The error bounds show favorable scaling with the size m of the network. Second, our model is general enough to account for random failures of communication links. Second, we are dealing with the general case where the agents compute their (sub)gradients with stochastic errors.
Our development combines the ideas used to study the basic random gossip and broadcast algorithms [1] , [8] with the tools that are generally used to study the convergence of the stochastic (sub)gradient methods.
The rest of the paper is organized in the following manner. In Section II, we describe the problem of our interest, present our algorithm and assumptions. In Section III, we show some basic relation for later use, while in Section IV we provide a relation for the the disagreement of the agent iterates. We establish the error bounds for the algorithm in Section V, and we conclude with a discussion in Section VI.
Notation. 
II. PROBLEM, ALGORITHM AND ASSUMPTIONS
We consider a network of m agents that are indexed by 1, . . . , m, and we let V = {1, . . . , m}. The network has a static topology that is represented by the bidirectional graph (V, E), where E is the set of links in the network. We have {i, j} ∈ E if agents i and j can communicate with each other. We assume that {i, i} ∈ E, which models the fact that each agent has access to its own information state. The network objective is to solve the following optimization problem:
where X ⊆ R n , and f i : D → R for all i, where D is some open set that contains the set X. The function f i is only known to agent i that can compute the gradients ∇f i (x) with stochastic errors 1 . The goal is to solve problem (1) using an algorithm that confirms with the distributed nature of the problem information and local connectivity structure of the agents in the network. Our interest is in an algorithm that does not require any coordination of the agents' actions.
A. Asynchronous Optimization Algorithm
We consider a generic class of random algorithms where the agent communications are randomized. We let W k be the matrix describing the information exchange in the network at time k. The matrix W k has nonnegative entries and its sparsity structure is compliant with the network connectivity graph (V, E) 
We now describe the algorithm. First, each agent i performs a consensus-like step to combine its current estimate x i,k−1 ∈ R n with the estimates x j,k−1 ∈ R n received from some of its neighbors, as follows:
The matrix W k captures the weights used by the agents as well as the communication pattern at time k. Define the sets
The set U k is the set of agents j that receive estimates x ,k−1 from their neighbors at time k. Basically, the set U k is the index set of agents that update at time k. The new iterates are defined as follows: for each i ∈ V ,
where
is the gradient 2 of f i at x, and i,k is the stochastic error of computing ∇f (x) at x = v i,k . The initial iterates x i,0 ∈ X are random and independent of {W k }.
We note that our model for W k includes the network connectivity models with random link failures, as well as random gossip and broadcast. In the gossip algorithm [8] , the matrix W k has the form
T , where I k and J k are two neighboring agents that update, i.e.,
For the case of the broadcast algorithm [1] , the set U k consists of all the neighbors j of some agent
B. Assumptions
For the constraint set X and the agent objective functions f i , we use the following assumption.
Assumption 1: The set X is compact and convex. Each f i is defined and convex over some open set containing the set X.
A convex function is continuous over the relative interior of its domain (see [2] , Proposition 1.4.6). Thus, by Assumption 1, each f i is continuous over the set X, and the sum f = m i=1 f i is also continuous over X. Moreover, by the compactness of X, problem (1) has an optimal solution. Differentiability of the functions f i is not assumed. At a point where the gradient does not exist, we use a subgradient: ∇g(x) is a subgradient of a function g at a point x in the domain of g (denoted by dom g) if the following relation holds
for all y ∈ dom g.
By Assumption 1, a subgradient of f i (x) exists at every point x ∈ X for each i (see [2] , Proposition 4.4.2). Under the compactness of X, the subgradients of each function f i are bounded uniformly over X. We let a scalar C be such that
For the underlying graph (V, E) and the matrices W k , we assume the following. Note that the requirement thatW ij > 0 for {i, j} ∈ E does not require thatW is symmetric, but rather thatW has a symmetric sparsity pattern.
Assumption 2 is satisfied in both randomized gossip and broadcast algorithms. Furthermore, in both of these algorithms, when the graph (V, E) is connected there holds:
We later show that the relation holds for the matrices satisfying Assumption 2 (see Theorem 1 in Section IV).
We have several additional comments regarding the implications of Assumption 2. Under the assumption that {W k } is i.i.d., the random index-set sequence {U k } is also i.i.d. Thus, for every i ∈ V , the event sequence {i ∈ U k } is i.i.d. We let γ i denote the probability of the event {i ∈ U k }, which is actually the probability that agent i updates at any given time.
Under the assumption that the matrices W k are stochastic, we have the following observation. When agent i does not receive any new information at time k, i.e., i ∈ U k , there (2)- (3) we see that
Thus, when i ∈ U k , agent i does not update. Under Assumptions 1-2, the iterates x i,k lie in the set X. In particular, since the set X is closed and convex, the projection on X is well defined. Since x i,0 ∈ X for all i and the matrices W k are stochastic, it follows that
We next discuss the assumptions on the gradient errors i,k . Let F k be the σ-algebra generated by the entire history of the algorithm up to time k, i.e., for k ≥ 1,
We use the following assumption.
Assumption 3: With probability 1, we have:
for some deterministic scalar ν > 0, and for all i ∈ U k and k ≥ 1. Assumption 3 holds, for example, when i,k are zero mean, independent in time, and have bounded second moments.
III. PRELIMINARIES
In this section, we establish some preliminary results that we use later in our error analysis.
We make use of the following lemma for a scalar sequence. Lemma 1: Let β ∈ (0, 1), and let {d k } and{u k } be scalar sequences such that
Proof: From the relation between d k and u k , we can see by induction (on k) that
Since β ∈ (0, 1), it follows
It remains to show that
Let γ = lim sup k→∞ u k . If γ = +∞, then the relation is satisfied. Let > 0 be arbitrary if γ is finite, and let M > 0 be a large scalar if γ = −∞. (2), we have for any z ∈ R n and all k ≥ 1,
Proof: The convexity of the norm and the stochasticity of
By taking the conditional expectation on the past history F k−1 , using the independency of W k , and by summing over all i, we have
Exchanging the order of summation and using the doubly stochasticity of E[W k ], we obtain relation (8) . The proof of relation (9) follows the same line of argument starting with the convexity of the squared Euclidean norm.
We next provide an estimate for the expected value
Under Assumption 1, Assumption 3, and the stochasticity of W k , we have for all i and k ≥ 1,
When X is convex and W k 's are stochastic, we have v i,k ∈ X for all i and k ≥ 1, see (6) . Under Assumption 1, the (sub)gradients of each f i are uniformly bounded over the set X by some scalar C (see (4)). Hence, ∇f i (v i,k ) ≤ C. Using this, the fact that v i,k is completely determined given F k−1 and W k , and using Assumption 3 on i,k , from the preceding equality we obtain
We now provide a basic iterate relation for the method. This relation relies on the preceding lemma and the nonexpansive property of the projection on a closed convex set X ⊂ R n :
The basic iterate relation is given in the following.
Lemma 4: Under Assumption 1, Assumption 3, and the stochasticity of W k , we have for all z ∈ X, k ≥ 1, and
. Proof: For i ∈ U k , from relation (3) and the nonexpansive property of the projection operation in (10), we obtain
We now take the conditional expectation on the past F k−1 and W k . Under the assumptions on the errors, we have
Using this and Lemma 3, we obtain the desired relation.
In our subsequent analysis, we invoke Hölder's inequality
which is valid for any two collections
of random vectors with finite second moments ( [5] , page 242).
IV. DISAGREEMENT ESTIMATE
The disagreement estimates as a function of time are important in our development of the error bounds for the method. We start the development by showing that
for the matrices
This relation is instrumental for the establishment of the estimates in this and the following section. The relation is justified by the following.
Theorem 1: Let W be a random stochastic matrix such that E[W ] is doubly stochastic. Assume that the diagonal elements of W are positive almost surely. Let the undirected graph (V, E) be connected and such that for all i, j ∈ V with i = j,
Then, we have for a scalar γ < 1,
and define
Let z be arbitrary and let y = Dz. Note that by the definition of D, we haveȳ = 0. Therefore Dz 2 = y −ȳ1 2 = mV (y). It can be seen that (see Theorem 4 in [31] ),
Note that for any i, j
Since W ii > 0 and W jj > 0 almost surely, it follows
Since the properties assumed in the theorem are invariant under permutation of indices, let us assume that the entries of z are sorted in nondecreasing order, i.e., z 1 ≤ z 2 ≤ · · · ≤ z m (otherwise, we can permute coordinate indices of z, and the rows and columns of W accordingly). Then, we have
Now, since the graph (V, E) is connected, for any = 1, 2, . . . , m − 1, there exists i ≤ and j ≥ + 1 such that {i, j} ∈ E, for otherwise, the two vertex sets {1, · · · , } and { + 1, · · · , m} will be disconnected. Hence, by relation (15) we have {i,j}∈E ( 
By convexity of the squared-norm, we obtain
Therefore, by combining (14), (15) and the preceding relation and using the definition of V (z), we see
When Assumption 2 holds, each W k satisfies the conditions of Theorem 1. Thus,
We next measure the agent disagreement as the dispersion of the iterates x i,k around their average at any given time. For this, we definē
We quantify the agent disagreement by
, for which we have the following estimate.
Proposition 1: Let Assumptions 1-3 hold. Let {x i,k }, i ∈ V , be the sequences generated by algorithm (2)-(3) . Then, we have for all k ≥ 0,
where ε net is the error given by
α max = max 1≤j≤m α j , and N is the maximum number of nodes updating at any time, i.e., N = max k |U k |, and λ < 1 is the scalar given in (12) . Proof: To prove the estimate, we will consider components of the vectors x i,k . Define for each = 1, . . . , n, the vectors
From the definition of the method, we have
where ζ k ∈ R m is a vector with coordinates [ζ k ] i given by
Furthermore, note that [ȳ k ] is the average of the entries of the vector z k , i.e., for all and k,
By (17) and (19), we have
T and I denotes the identity matrix. Since the matrices W k are stochastic
Hence, for all and k,
From the preceding relation we have for all and k ≥ 1,
By summing these relations over = 1, . . . , n, and then taking the expectation and using Hölder's inequality (11), we obtain
We estimate the term
2 by using the iterated expectation rule, conditioning on F k−1 , and using the fact the matrix W k is independent of F k−1 . This yields for all and k ≥ 1,
where (12)). We now estimate the term E Mζ k 2 of (20). The matrix
T is a projection matrix (it projects on the subspace orthogonal to the vector 1), so that we have
Using this and the definition of ζ k in (18), we obtain
Thus, by summing these relations over all , by using v i,k ∈ X (cf. (6)), and by using the nonexpansive property of the projection (cf. (10)), we see
Taking the expectation, and using the iterated expectation rule and Lemma 3, we obtain
where N = max k |U k | and α max = max i α i . From relations (20)- (22) we have for all k ≥ 1,
Since λ < 1, it follows that for all k ≥ 1,
Using
By Hölder's inequality (11), we also have for all k ≥ 0,
Combining relation (23) (where we use 1 − √ λ k ≤ 1), equality (24) (for k = 0), and inequality (25), we obtain
Note that this relation holds for k = 0 in view of (25) . The result of Proposition 1 captures the effects of the connectivity structure of the underlying graph (V, E) and the information flow due to choice of matrices W k . In particular, the random gossip algorithm we have N = 2, while in the random broadcast, N is equal to the maximum number of the neighbors of an agent [the maximum node degree in the graph (V, E)]. We also note that the error grows as √ m in the size m of the network for the network structures where N and λ do not depend on m.
Observe that, since λ < 1, as k → ∞ the estimate of Proposition 1 yields the following asymptotic error:
Thus, the growth of the disagreement is of the order √ m in the size m of the network if N and λ do not depend on m.
V. ERROR ESTIMATES In this section, we provide error estimates for the method. We consider the iterates of the method for the case when the functions f i are strongly convex in Section V-A. When the functions are not strongly convex, we look at the running averages of the iterates in Section V-B.
A. Estimates for Iterates
Assuming that the functions f i are strongly convex over the set X, we provide asymptotic error estimates for
* 2 where x * is an optimal solution. Based on Proposition 1, we have the following result. Proposition 2: Let Assumptions 1-3 hold. Assume that, for each i ∈ V , the function f i is strongly convex over the set X with a constant σ i . Also, let the stepsize α i > 0 be such that 2α i σ i < 1. Then, for the optimal solution x * of problem (1) and the sequences {x (2)- (3), we have
x − y and ε net is as given in Proposition 1. Proof: Since each f i is strongly convex, the sum f = m i=1 f i is also strongly convex. Thus, problem (1) has a unique optimal solution x * ∈ X. From Lemma 4 where we let z = x * , we obtain for any k ≥ 1 and any i ∈ U k ,
Using the strong convexity of f i , we have
Adding and subtractingȳ
(27) By combining the preceding two relations with inequality (26), we obtain for any i ∈ U k and k ≥ 1,
Taking the expectation with respect to F k−1 , and noting that the agent updates with the probability γ i > 0, independently of the past, we obtain for any i ∈ V and k ≥ 1,
with γ min = min γ . Now we note that
We use these relations, the boundedness of x i,k−1 − x * , and
y − x (which follows from the subgradient boundedness andȳ k−1 ∈ X), to obtain
with C X = max x,y∈X x−y < ∞ by the compactness of X. Now, by summing the preceding relations over all i, using relations (8)- (9) and
where α max = max i α i and q = 1 − 2γ min min α σ . Since γ i ∈ (0, 1) and 2α i σ i ∈ (0, 1) (by our assumption), it follows that q ∈ (0, 1). Using this and taking the total expectation, from the preceding relation, we have for all k ≥ 1,
Since q ∈ (0, 1) by applying Lemma 1, we obtain
The desired estimate now follows by using Proposition 1. Proposition 2 captures the effects of the stepsize, the connectivity structure of the graph and the information flow governed by the matrices W k on the asymptotic error. We now take a closer look into the error estimate. We note that when γ min ≈ 1, the error term 2m(1 − γ min )δ α,σ C 2 X would be negligible. Thus, if all agents update with high probability, this error term will be small. This term will also be small if the difference δ α,σ = max α σ − min j α j σ j is small. The error term 2mδ α,γ CC X will be small when the difference δ α,γ = max α γ − min j α j γ j is small.
When both δ α,σ and δ α,γ are negligible, recalling q = 1 − 2γ min min α σ , the estimate of Proposition 2, reduces to
where γ min = min j γ j , α max = max α , and
The error bound captures the effects of the agent stepsize values α i , the probabilities γ i of agents' updates, the strong convexity constants σ i of the agent objective functions f i , and the underlying network connectivity graph (V, E). The effect of connectivity graph is seen through the maximum number N of agents that update at any given time and the parameter λ that characterizes the convergence rate of random consensus.
Observe that the error is of the order of the largest stepsize, α max . Finally, note that the error grows linearly, as m, with the number m of agents in the network, when the network connectivity structure is such that λ and N do not depend on m. This is seen from the error term involving the summation.
Proposition 2 requires that each agent selects a stepsize α i so that 2α i σ i < 1, which can be ensured when each agent knows the strong convexity constant σ i of its own objective function f i . Since γ i ∈ (0, 1) for all i, the relation 0 < 1 − 2γ min min i α i σ i < 1, i.e., q ∈ (0, 1), holds globally over the network without any coordination among the agents.
B. Estimate for Averaged Iterates
Here, we provide another error estimate that does not require strong convexity. The estimate is for the network objective function values along the time-averaged iterates of each agent.
Proposition 3: Let Assumptions 1-3 hold, and let the sequences {x i,k }, i ∈ V, be generated by method (2)-(3). Then, for the average vectors z i,t = where α is the constant stepsize common to all agents, and θ and β are some constants related to the network structure (which is assumed to be dynamic, but deterministic) The parameter θ is of the order m 2 , while the ratio β/(1 − β) does not depend on m, so that the error bound scales as m 4 in the size m of the network.
VI. CONCLUSION
We have considered asynchronous algorithm for optimization of a network objective given by the sum of objective functions of the agents in the network. We considered the situation where the agent communicate and update at random over a connected communication network. The proposed algorithm is analyzed for the case when agents use constant but uncoordinated stepsize values. We provided two asymptotic error bounds for the expected function values. The first is for the iterates of the algorithm when the agent objective functions are strongly convex, while the second is for the averages of the iterates when the functions are merely convex. The bounds are given explicitly as the function of the number of the agents in the network, the agent stepsize values and some parameters that depend on the network connectivity structure.
