Abstract. For any totally degenerate abelian variety over a complete discrete valuation field, we construct a log abelian variety, in Kato's sense, over the discrete valuation ring extending the given abelian variety. This generalises Kato's Tate curve.
Outline for overview
Let R be a complete DVR with a uniformizer π and fraction field K, let A K be a totally degenerate abelian variety over K. Then we get a homomorphism Y uK Ý Ý Ñ T K " TˆS K of group schemes such that A K is the quotient of u K with respect to rigid analytic geometry. Here S " SpecR, Y is the period lattice for A K , T is the Raynaud extension associated to A K which is a torus over S and we denote the character group of T by X. We further assume both X and Y are free abelian groups of rank d.
The composition Y uK Ý Ý Ñ T K " Hom K pX, G m,K q val Ý Ý Ñ HompX, Qq ": E gives a Y -action on the affine space E. For any Y -admissible polytope decomposition Σ of E (see 2.1 for the definition), we get a locally noetherian toric scheme P Σ over S endowed with a Y -action. On S n :" SpecR{π n`1 , the quotient of the Yaction on P Σ,n :" P ΣˆS S n exists as a scheme, we consider the formal scheme A Σ :" lim Ý Ñn P Σ,n {Y over S :" SpfR. Let PolDecom Y be the category consists of pairs pH, Σq, where H is a subgroup of Y with finite index and Σ is an Hadmissible polytope decomposition of E, the morphisms in PolDecom Y are given by equivariant subdivisions. We define A H,Σ :" lim Ý Ñn P Σ,n {H. Then we get a functor F : PolDecom Y Ñ tS´formal schemesu Key words and phrases. degeneration, log abelian varieties.
Introduction
Degeneration appears naturally in compactifications of moduli spaces. Usually we prefer compactifications coming from moduli problems, in other words we prefer to use canonical (in suitable sense) degenerate objects to make compactifications.
In the theory of classical toroidal compactifications of the moduli spaces of abelian varieties, there is no canonical choice of toroidal degenerations of abelian varieties. In late 80's, Kato [Kat89, Sec. 2 .2] formulated a construction of log Tate curve, and conjectured the existence of a general theory of log abelian varieties. Later Kato and his coauthors realised the theory of log abelian varieties in [KKN08b, KKN08a] . Note as indicated in [KKN08a] , there are other constructions of log abelian varieties in [Pah05, Ols03] . However in this paper, we stick to the one defined in [KKN08a] . In some sense, a log abelian variety as a degeneration of a given abelian variety is to treat all possible toroidal degenerations of that abelian variety as "one object", hence it becomes canonical. This "one object" is proper, smooth, and even has a group structure on itself in the world of log geometry. These aspects make log abelian variety a perfect degeneration of abelian variety. For application of log abelian varieties, the short exact sequence in [KKN08a, 4.1.2] is the upshot.
Let R be a complete discrete valuation ring with fraction field K, let A K be an abelian variety over K. Since log abelian varieties are supposed to be canonical degenerations of abelian varieties, there should be a canonical (unique) log abelian variety A over R extending A K . As an example of log abelian variety, the authors of [KKN08a] constructed such a log abelian variety E q over R (or O K as in their notation) for the Tate curve E q over K with "q-invariant" q, see [KKN08a, 1.6, 1.7, 4.7] . In this paper we generalise their log Tate curve to higher dimension case for totally degenerate abelian varieties over complete discrete valuation fields. The difficulty of the generalisation lies in two aspects. Firstly, in the curve case, the formal toroidal models can always be algebraized to schemes, whilst the higher dimension case we have to turn to algebraic spaces which are more technical. Secondly, as in most cases in mathematics, hard combinatorics shows up in higher dimension.
In the first section, we give the setting-up. In section 2, the main result is 2.2, which says that the formal toroidal model A Σ associated to any Y -admissible polytope decomposition Σ algebraizes to an algebraic space A Σ . Artin's theorems on "existence of contractions and dilatations" [Art70] are crucial for the proof. In section 3, we investigate the algebraic space A Σ in some details, and put a canonical log structure on it. The key point of this section is Corollary 3.2. In section 4, we give the construction (4.1) of A, and show that A is the log abelian variety extending the given abelian variety A K over K in theorem 4.2. And the association of log abelian variety A to A K is actually a functor, see theorem 4.3.
Let's work with S " SpecR, where R is a complete DVR with fraction field K, uniformiser π and residue field k, let S n " SpecR{pπq n`1 for n P N, we also use the notation s for S 0 . We regard S and S n as log schemes with respect to the canonical log structures, and let i n : S n Ñ S be the inclusion. Let j be the open immersion SpecK Ñ S, and we also write i 0 as i.
Let pfs{Sq be the category of fs log algebraic spaces over S, and we regard it as a site endowed with the classicalétale topology. Let pfs{Sq 1 be the full subcategory of pfs{Sq consisting of objects on which π is locally nilpotent. We also endow pfs{Sq 1 with the classicalétale topology. For any fs log algebraic space X over S, we don't distinguish the log algebraic space X from the sheaf on pfs{Sq represented by X.
Let A K over K be an abelian variety of dimension d and let AK be the dual abelian variety of A K , then we have the following two diagrams
The diagrams (1.1) and (1.2) are explained as follows:
(a) the rows in (1.1) and (1.2) are exact sequences of group schemes over S, which are the Raynaud extensions associated to A K and AK respectively. In particular, T and T˚are tori over S, and B and B˚are abelian schemes over S; (b) the morphisms (labeled as dashed arrows) in the columns in (1.1) and (1.2) are defined rigid-analytically over K, but the morphisms u K and u 1 K are also algebraic; Y (resp. X) is the character group of T˚(resp. T ) which is a locally constant sheaf over S represented by a finite rank free Z-moduleétale locally, andG K "GˆS K (resp.GK "G˚ˆS K) is the rigid analytic uniformization of A K (resp. AK ); (c) v (resp. v˚) is a morphism of group schemes over S given by the 1-motive dual of the Raynaud extension associated to AK (resp. A K ), and uK (resp. u 1 K ) lifts v (resp. v˚) over K. Via the duality theory of 1-motives, the diagram (1.1) (or equivalently (1.2)) is equivalent to another commutative diagram
where the row in the diagram is the Poincaré biextension of pB, B˚q by G m and s K is a bilinear section over K along vˆv˚.
From now on, we assume that T is a split torus, and A K is totally degenerate, i.e. B is zero (in future we will deal with the general case). Then the bilinear section s K is just a bilinear pairing XˆY Ñ Kˆ(here we switch the positions of Y and X for coincidence with [KKN08a] ), which we denote by ă, ą.
Constructing proper model
As in [Mum72, Section 6], we study the (convex) polytope decompositions of the affine space E :" HompX, Qq. For the notions concerning polytopes, we refer to [Oda88, Appendix] Definition 2.1. A polytope decomposition Σ of E is a set of polytopes σ Ă E such that
(1) Y σPΣ σ " E; (2) if τ ď σ and σ P Σ, then τ P Σ; (3) if σ, τ P Σ with σ X τ ‰ H, then σ X τ is a common face of σ and τ .
Given another polytope decomposition Σ 1 of E, there exists a map from Σ 1 to Σ if for any σ 1 P Σ 1 there is a σ P Σ such that σ 1 Ď σ. It is easy to see if such a map exists, it is unique and realises Σ 1 as a subdivision of Σ. Let H be a group acting on E, a decomposition Σ is called H-stable, if h¨σ P Σ for any σ P Σ and h P H. If moreover Σ has only finitely many orbits, then Σ is called H-admissible (or simply admissible if the underlying group is clear in context).
If Σ 1 is H 1 -stable for another group H 1 which acts on E too, and we are given a homomorphism from H 1 to H, then a map from Σ 1 to Σ is equivariant, if it is compatible with the group actions (we will be particularly interested in the case that H 1 is a subgroup of H).
Via the bilinear form ă, ą: XˆY Ñ Kˆ, we get a natural action of Y on T K " HompX, G m,K q, hence on E " HompX, Qq. We will mostly work with Yaction on E, hence being admissible will always mean being Y -admissible if the acting group is not specified. 
The translation action of T extends to P Σ and P Σ can be covered by some T -invariant affine open sets P σ , which are in one to one correspondence with σ P Σ. Here P σ " SpecA σ , where A σ " RrCpσq _ X X 1 s, X 1 " π Z ' X and Cpσq is the cone in E " HompX 1 , Qq " Q ' E above σ Ď E with E identified with the hyperplane p1, Eq in E. (c) P σ X P τ " P σXτ (resp. P σ X P τ " T K ) for any σ, τ P Σ with σ X τ ‰ H (resp. σ X τ " H). 
for y P Y and π n x P Cpy`σq _ X X 1 with x the X-part. And the action induces an action on P Σ,n :" P ΣˆS S n for each positive integer n.
IfΣ is a H-admissible subdivision of Σ for H a subgroup of Y , then we have a natural morphism of S-schemes PΣ Ñ P Σ which is compatible with the group actions.
Proposition 2.1. The quotient of the Y -action on P Σ,n exists in the category of schemes over S n .
Proof. This is obvious, since P σ,n X P τ,n " P σXτ,n (resp. P σ,n X P τ,n " H) for σ, τ P Σ with σ X τ ‰ H (resp. σ X τ " H).
Now we can formulate the quotient scheme of P Σ,n " P ΣˆS S n by the action of Y , denoted by A Σ,n . Taking the colimit of A Σ,n , we get a formal scheme A Y,Σ over S " SpfR. We use the simple notation A Σ instead of A Y,Σ if no other group action is involved.
Taking another H-admissible polytope subdecompositionΣ of Σ into account, we get a morphism A H,Σ Ñ A H,Σ of S-formal schemes. If H " Y , we simply write AΣ Ñ A Σ .
It follows that we get a functor [Ale02] ). There exists a Y -admissible polytope decomposition Ξ such that the formal scheme A Ξ admits an ample line bundle, hence it is algebraisable, i.e. it comes from the formal completion of a unique algebraic scheme A Ξ over S along its special fibre.
Moreover, A Ξ is a stable semiabelic scheme under the semiabelian scheme G over S, where G comes from the semistable reduction theorem. And we can choose Ξ such that t0u P Ξ, hence A Ξ contains G as an open subscheme canonically.
From now on, we fix such a Y -admissible polytope decomposition Ξ. The main result in this section is the following theorem.
Theorem 2.2 (Algebraisation of formal models). Let Γ be a Y -admissible polytope decomposition of E, the formal scheme A Γ over S comes from the formal completion of a unique algebraic space A Γ over S along its special fibre.
Moreover, A Γ is a proper model (in the category of S-algebraic spaces) of A K , i.e. the structure morphism of A Γ over S is proper and the generic fibre pA Γ q K " A ΓˆS K coincides with A K . Proof. This follows from theorem 2.2.
We will denote the algebraic S-space M ppH, Γqq as A H,Γ , and if H " Y we simply use the notation A Γ .
The main ingredient of the proof of theorem 2.2 is Artin's "existence of contractions" and "existence of dilatations" theorems, see [Art70, 3.1, 3.2]. We start with the following proposition.
Proposition 2.2. Given a map ι : Σ Ñ Γ between two Y -admissible polytope decompositions of E (note ι has to be a Y -admissible subdivision), the morphism
Proof. We need to show that F pιq is proper and verifies the three conditions in [Art70, Definition (1.7)].
It's enough to show F pιq 0 : P Σ,0 {Y Ñ P Γ,0 {Y is proper, and we use the valuative criterion. Given any commutative diagram
with V the spectrum of a discrete valuation ring and η the open point of V . Then there exists aσ P Σ{Y (resp.γ P Γ{Y ) such that αpηq (resp. βpηq) lies in the corresponding T 0 -orbit in P Σ,0 {Y (resp. P Γ,0 {Y ). Then we have that
Oγ j and the morphism β factors through βpηq. Choose suitable liftings σ i 's (resp. γ j 's) ofσ i 's (resp.γ j 's) such that all σ i 's (resp.γ j 's) contain the lifting σ (resp. γ) and
in which the morphism P Σ,0 Ñ P Γ,0 is proper, henceα factors through someδ. Andδ factors through Ť tσiuĂΣ O σi , so gives rise to a morphism δ : V Ñ P Σ,0 {Y . It's easy to see that α factor through δ. On the other hand if there exists another morphism δ 1 such that α " δ 1˝j , then we can lift δ 1 to a morphismδ
We have a morphism P Σ Ñ P Γ of S-schemes induced by ι. Let P Σ " lim Ý Ñn P Σ,n and P Γ " lim Ý Ñn P Γ,n , then we have a morphism P Σ Ñ P Γ of S-formal schemes, which we still denote by ι. By [Art70, Corollary (1.15)], ι is the formal modification induced by P Σ Ñ P Γ . We have the following Cartesian diagram
with the rowsétale coverings. Since the notion of formal modification is local on the base for the (formal)étale topology (see [Art70, sixth line of the proof of Proposition (1.13)]), F pιq is a formal modification.
Proof of Theorem 2.2: Let Ξ [ Γ be, similar as in [KKN08b, 5.2.15], the set of polytopes of the form ξ X γ for ξ P Ξ, γ P Γ. Then we have the following diagram
in the category of Y -admissible polytope decompositions, hence the following diagram
in the category of S-formal schemes with the arrows being formal modifications. We know that A Ξ algebraizes to an S-scheme A Ξ . By [Art70, 3.2] and [Art70, 3.1], we get the following diagram
of algebraic S-spaces, where A Ξ[Γ and A Γ are the algebraizations of A Ξ[Γ and A Γ respectively, and the two arrows are the corresponding modifications associated to the formal modifications in diagram (2.6). The properness of A Γ over S follows from the properness of A Ξ and the properness of modifications. Since
Given an admissible polytope decomposition Γ, and a subsetΓ 0 ĂΓ which is stable under taking faces (i.e.γ PΓ andτ ďγ imply thatτ PΓ), we can define an open algebraic subspace A Γ,Γ0 of A Γ as follows. Note givingΓ 0 is the same as giving a subset Γ 0 Ă Γ which is Y -stable and stable under taking faces. Then we have a closed subsetB " ď
and make it into a reduced closed subscheme of P Γ . The closed formal subscheme lim Ý Ñn pBˆS S n q{Y of lim Ý Ñn P Γ,n {Y gives rise to a closed algebraic subspace B of A Γ . Taking the complement of B, we get the open algebraic subspace A Γ,Γ0 . In the case thatΓ 0 " tτ | τ ď γu for some γ P Γ, we also use the notation A Γ,γ for A Γ,Γ0 . It is easy to see that pA Γ,γ qγ PΓ{Y gives rise to a Zariski open covering of A Γ . Proposition 2.3. Let Γ be as in 2.2 with the additional condition t0u P Γ. Then A Γ contains G as an open algebraic subspace canonically.
it is easy to see that Q Ξ (resp. Q Ξ[Γ , resp. Q Γ ) is a reduced closed subscheme of P Ξ (resp. P Ξ[Γ , resp. P Γ ), and
is the formal completion of a reduced closed algebraic subspace Z Ξ (resp. Z Ξ[Γ , resp. Z Γ ). The algebraic space Z Ξ (resp. Z Ξ[Γ , resp. Z Γ ) is supported on the special fibre, hence has the same support as Z Ξ (resp. Z Ξ[Γ , resp. Z Γ ). Now the morphisms M pι 1 q and M pι 2 q restrict to the identity on A K on the generic fibres, and restrict to F pι 1 q 0 and F pι 2 q 0 on the special fibres respectively. It is easy to see that F pι 1 q 0 (resp. F pι 2 q 0 ) restricts to the identity over the open subscheme pY yPY P tyu qˆS s of P Ξ,0 (resp. P Γ,0 ). It follows that both M pι 1 q and M pι 2 q restrict to isomorphisms over
Proposition 2.4. Let ι : Σ Ñ Γ be a map of admissible polytope decompositions. Then for any subsetΣ 0 ofΣ XΓ, which is stable under taking faces, M pιq restricts to an isomorphism on A Σ,Σ0 .
Proof. It is enough to consider the caseΣ 0 "Σ XΓ. Firstly, M pιq K is an isomorphism. Since M pιq n coincides with the morphism P Σ,n {Y Ñ P Γ,n {Y , M pιqr estricts to an isomorphism on 
in EˆE, let l 2d be the 2d-cube with vertices
with u " pu 1 ,¨¨¨, u d q P t0, 1u d and 
Similarly, we divide the polytope l 2d into 2 d polytopes n u by the hyperplanes a i`bi " 1, hence get a proper model pA YˆAY q n equipped with the following morphisms
where the corresponding map EˆE Ñ E for the second morphism is given by pa, bq Þ Ñ a`b.
The proof is similar to the proof of theorem 2.3 by considering all the YˆY -translates of t0uˆτ 's for all faces τ of l d , instead of considering all Y -translates of t0u.
We define a morphism ρ as the composition of
then the morphism ρ fits into the following commutative diagram
where m G denotes the group law on G. The diagram suggests that we may expect ρ to be a group action. This is indeed the case, and we will prove this after example 2.2.
Example 2.2. Let the notations be as in (2.1). Now we construct some models for A KˆAKˆAK . Consider the lattice
3d be the 3d-cube with vertices
with a i , b i , c i P t0, n i u. The YˆYˆY -translates of the faces of l 3d give rise to a YˆYˆY -admissible polytope decomposition of EˆEˆE, and we denote it by Σ l 3d . The associated model to Σ l 3d is just A l dˆA l dˆA l d .
By cutting l 3d with the hyperplanes
with i varying from 1 to d, we get a subdivision of l 3d . Taking the YˆYˆY -translates of this subdivision, we get a YˆYˆY -admissible polytope decomposition of EˆEˆE and we denote it by Σ 3d . We denote the model associated to Σ 3d by pA YˆAYˆAY q 3d . The decomposition Σ 3d is clearly a subdivision of Σ l 3d , whence a canonical morphism pA YˆAYˆAY q 3d Ñ A YˆAYˆAY .
The polytope decompositions Σ 3d , Σ 2d n and Σ l d are compatible with the commutativity of the diagram
where`E denotes the addition of E. Hence we get a commutative diagram
Similar as in the previous proposition, we have a canonical factorisation 
Proof. The compatibility axiom for group action follows from the commutativity of the diagram (2.9). We are left to check for the role of the identity section e G : S Ñ G, i.e. to check the commutativity of the following diagram
Remark 2.1. For the model A Σ associated to a Y -admissible polytope decomposition Σ with 0 P Σ, we could ask if the translation action on G itself extends to A Σ . The proposition 2.6 offers an affirmative answer for the special case A Y . For 1-dimensional case, this is known, see [DR73] . For the case that the decomposition Σ offers an ample line bundle, the answer is mentioned to be yes in [Ale02, 5.7 .1], but I couldn't find the arguments for proving this there. Probably the answer yes is well-known to experts, here we give an explicit proof for the special case A Y for our purpose.
A canonical logarithmic structure on A Σ
First we investigate the algebraic space A Σ in more detail.
Lemma 3.1. Let A σ be as in 2.1 (b), letÂ σ be the π-adic completion of A σ , P σ " SpecÂ σ , and P σ " SpfÂ σ . Then we have:
(i) The formal scheme P σ is normal and Cohen-Macaulay, the ringÂ σ is normal and Cohen-Macaulay; (ii) If P σ is regular, so areP σ and P σ .
Proof. For any point x P P σ , we have a sequence of local homomorphisms of noetherian local rings
σ ,x "Ô Pσ ,x where the completions means the π-adic completion. Both λ and µ are faithful flat, see [GM71, 3.1.2]. The composition µ˝λ˝δ is just the canonical homomorphism from a ring to its completion.
As a complete discrete valuation ring, R is an excellent ring, see [Gro64, 7.8.3 (iii)]. Since A σ is a finitely generated R-algebra, it is excellent, so is O Pσ ,x , see [Gro64, 7.8.3 (ii)]. Then by [Gro64, 7.8.3 (v)], we haveÔ Pσ ,x is normal and Cohen-Macaulay, and it is also regular if A σ is regular at x. Since µ and λ are faithful flat, we have that O Pσ,x and OP σ ,x are normal and Cohen-Macaulay by [Mat80, 21.E], and they are also regular if O Pσ ,x is. Hence (i) and (ii) follow.
Corollary 3.1. The formal scheme A Σ is normal and Cohen-Macaulay. It is also regular if Σ is regular.
Proof. Since normality, regularity and being Cohen-Macaulay are all local properties forétale topology, we are reduced to check for SpfA σ for σ P Σ, which follows from the previous lemma.
Proposition 3.1. The algebraic space A Σ is normal and Cohen-Macaulay, and it is also regular if Σ is regular.
Proof. Since pA Σ q K is an abelian variety over K, it is a regular scheme. We are left to consider the points in A Σ zpA Σ q K . For any x P A Σ zpA Σ q K , choose an open affineétale neighborhood pU, uq, with U " SpecB and u lying over x, we are left to show for u P U .
LetB be the π-adic completion of B, and U " SpfB. We have a canonicalétale morphism U Ñ A Σ associated to U . Since A Σ is normal and Cohen-Macaulay, so U is normal and Cohen-Macaulay, and the ringB is normal and Cohen-Macaulay. Consider the following commutative diagram
Since π is contained in the radical of p1`pπqq´1B, we have that p1`pπqq´1B is normal and Cohen-Macaulay by [Gro64, 7.8. 3 (v) ]. In particular, B is normal and Cohen-Macaulay at u. It follows the algebraic space A Σ is normal and CohenMacaulay. The regularity part can be proven by similar arguments.
Now we define a canonical log structure M (resp. M) on A Σ (resp. A Σ ) by letting
for any open U in pA Σ qé t (resp. pA Σ qé t ). This makes A Σ (resp. A Σ ) into a log algebraic space (resp. log formal scheme) over the log scheme S (resp. the log formal scheme S). We have a canonical morphism 
Note that the log structures M and M are defined in a similar way, and actually they are closely related along the morphism ι. The structure morphism M Ñ O AΣ gives rise to ι´1M Ñ ι´1O AΣ Ñ O AΣ and we let β be the composition. It is easy to see that β factors through M Ñ O AΣ , in other words we have the following commutative diagram
Then by the definition of ι˚M , we get a canonical morphism η
coming out of the universal property of pushout. And η is actually a morphisms of log structures on A Σ .
Proposition 3.2. The canonical morphism η is an isomorphism of log structures on A Σ .
Proof. The morphism η fits naturally into the following commutative diagram
with exact rows. Note here the short sequence 1 Ñ T
1 is a subsheaf of groups of T such that T 2 is the associated quotient in the category of sheaves of monoids which is not an abelian category. And this notion of exactness is just for our purpose here, not a standard terminology. To prove η is an isomorphism, it is enough to show thatη is an isomorphism. By [Kat96, 3.3], we have a canonical isomorphism ι˚M -ι´1pM q. So we are left to prove that ι´1pM q is isomorphic to M underη, and this follows from the following lemma.
Lemma 3.2. Let B be a noetherian normal domain, I an ideal in B,B the I-adic completion of B. Let f be an element inB which is not a zero-divisor, such that V pf q Ď V pIBq " V pIq. Then we can find a Zariski covering tU j " SpecB j u jPJ of the scheme U " SpecB, such that f " g j u j onB j for some g j P B j and u j PB jˆ.
Proof. First of all, the element f defines an effective principal Cartier divisor, hence a closed subscheme of SpecB, see [Gro67,  From the above proposition, we could describe explicitly the pullback of the log structure M on A Σ to S n . Corollary 3.2. The pullback of the log structure M on A Σ to S n admitsétale local charts Cpσq
Construction of logarithmic abelian varieties
In this section, we are going to construct the log abelian variety over S extending A K . We follow the paper [KKN08a] in particular section 5 closely.
4.1.
In this subsection, we review some constructions from log geometry. Here we only work over S, but most constructions work over general bases. We define the log multiplicative group G m,log to be the sheaf of abelian group on (fs/S) defined by G m,log pU q :" M gp U pU q for any U P pfs{Sq, here M U denotes the log structure on U . It is easy to see that the multiplicative group G m sits in G m,log canonically, so we have a short exact sequence
We define the log torus T log associated to X to be HompX, G m,log q, and we have a canonical short exact sequence
Recall we have a bilinear form ă, ą: XˆY Ñ Kˆ, this gives rise to a bilinear form ă, ą: XˆY Ñ G m,log , hence a bilinear form ă, ą: XˆY Ñ G m,log {G m . Note here by abuse of notation, we use ă, ą to denote all the three parings, this shouldn't lead to any confusion since their meaning could be read out from the context. We define a subgroup sheaf HompX, G m,log {G m q pY q of the sheaf HompX, G m,log {G m q by HompX, G m,log {G m q pY q pU q
:" " ϕ P HompX, G m,log {G m qpU qˇˇˇˇ@ u P U, x P X, Dy, y 1 P Y, s.t. ă x, y ąū | ϕpxqū | ă x, y 1 ąū * for U P pfs{Sq, hereū denotes a geometric point above u. The pairing ă, ą induces a homomorphism Y Ñ HompX, G m,log {G m q, which admits the following factorization Y / / ' ' P P P P P P P P P P P P P P HompX, G m,log {G m q
Then we define a subgroup sheaf T pY q log of the sheaf T log as the inverse image of HompX, G m,log {G m q pY q along the homomorphism T log Ñ HompX, G m,log {G m q, whence a commutative diagram 
with the second row exact and the first row making T pΣq log a T -torsor over HompX, G m,log {G m q pΣq Remark 4.1.
(i) The canonical inclusion T ãÑ T pY q log restricts to an isomorphism on K, whilst the canonical inclusion T ãÑ T log doesn't. The subgroup sheaf T pY q log cuts the very part related to the pairing ă, ą out of T log .
(ii) The sheaf HompX, G m,log {G m q pΣq is actually a subsheaf of the sheaf HompX, G m,log {G m q pY q , hence the sheaf T pΣq log is a subsheaf of the sheaf T pY q log . But unlike HompX, G m,log {G m q pY q and T pY q log , the subsheaves HompX, G m,log {G m q pΣq and T pΣq log are in general not subgroup sheaves of HompX, G m,log {G m q and T log respectively.
There are many possible polytope decompositions of E, whence many subsheaves of T pY q log . We would like to know the relation between T pΣq log and T pΣ 1 q log for any two polytope decompositions. We would like to know if it is possible to get T pY q log from the union of T pΣq log with Σ varying in a family of polytope decompositions of E. We could even ask the representability of T pΣq log for certain Σ. The followings answer the questions.
Proposition 4.1. For any two polytope decompositions Σ and Σ 1 of E, we have
Proof. Since for σ P Σ and Proposition 4.2. Let Σ be an H-admissible polytope decomposition of E for a cofinite subgroup H of Y , then the sheaf T Σ log is represented by the log S-scheme P Σ endowed with log structure coming from the monoids pCpσq _ X X 1 q σPΣ .
Proof. See [KKN08b, 3.5.3, 3.5.4].
Corollary 4.1. Let H be a cofinite subgroup of Y , Σ be an H-admissible polytope decomposition of E. Then the pullback of A H,Σ to pfs{Sq 1 coincides with the sheaf T pΣq log {H. Proof. This follows from the proposition 4.2 and the corollary 3.2.
4.2.
Let H be a cofinite subgroup of Y , Σ be an H-admissible polytope decomposition of E, we regard the algebraic space A H,Σ as a log algebraic space with respect to the canonical log structure define in (3.2) .
Consider the sheaf of sets on pfs{Sq
where pH, Σq runs over the pairs with H a cofinite subgroup of Y and Σ an Hadmissible polytope decomposition of E, and " is the equivalence relation in the category of sheaves on (fs/S) generated by the following two equivalences: (a) For any two pairs (H, Σ) and (H 1 , Σ 1 ) such that H 1 is a subgroup of H and Σ 1 is a subdivision of Σ, we have a canonical morphism
in (fs/S). Any element of A H 1 ,Σ 1 pU q for U P pfs{Sq is equivalent to its image in A H,Σ pU q. (b) For any pair pH, Σq and any a P Y {H, we have a morphism A H,Σ Ñ A H,a`Σ of formal schemes over S induced by the multiplication by the element ă¨, a ąP T log , hence a morphism A H,Σ Ñ A H,a`Σ of S-spaces. Any element of A H,Σ pU q for U P pfs{Sq is equivalent to its image in A H,a`Σ pU q. Proof. The pullback of A H,Σ to pfs{Kq is anétale covering of A K with Galois group Y {H, hence the pullback of A to pfs{Kq is just pA H,Σ q K {pY {Hq " A K . By 4.1 and 4.2, it is easy to see that the pullback of A to pfs{Sq 1 is just T pY q log . This proves part (a).
The composition of the canonical morphisms 
In order to finish the proof of (c), we need to show that: For any U P pfs{Sq, and any f P ApU q such that βpf q P pT pΣq log {Y¨T qpU q,étale locally on U we can lift f to a section of A Y,Σ . Suppose that f is represented by a section in A H,Γ pU q, and we still call it f . According to the diagram
it is enough to lift f to A H,Γ[Σé tale locally. We have T 
of R-algebras, where ι B , ι C , and ι C 1 are the canonical inclusions for the completions. Since α K is an isomorphism, the compositionθ¨ι C 1 has image in B, hence defines a S-morphism through which f factors. This finishes the proof of part (c).
We postpone the proof of (b) and (d) to the end of this subsection.
Theorem 4.2. The sheaf A with the group law specified in 4.1 is a log abelian variety over S extending the abelian variety A K over K.
We also postpone the proof of 4.2 to the end of this subsection Definition 4.1. In view of 4.2, we call the sheaf of abelian groups A the log abelian variety associated to the period lattice Y . Before going to the rest part of the proof of 4.1 and the proof of 4.2, let us first give some lemmas needed for the proofs.
Lemma 4.1. For any Y -admissible polytope decomposition Σ of E, the canonical map A Σ Ñ A is injective.
Proof. By a limit argument, it is sufficient to prove that the map A Σ pU q Ñ ApU q is injective for any fs log scheme U over S whose underlying scheme is the affine scheme for a noetherian ring B. Since B Ñ pB b R Kqˆlim Ð Ýn pB{π n`1 Bq is faithfully flat and A Σ plim Ð Ýn pB{π n`1 Bqq " lim Ð Ýn A Σ pB{π n`1 Bq by [Bha14] (bibtex error, Bhatt: Algebraization and Tannaka duality 4.1), the map Proof. Suppose that f (resp. g) comes from A H,Σ (resp. A H 1 ,Σ 1 ). Since pA H,Σ,σ qσ PΣ{H (resp. pA H,Σ 1 ,σ 1 qσ1 PΣ 1 {H 1 ) is an open covering of A H,Σ (resp. A H 1 ,Σ 1 ). We may assume that f (resp. g) comes from A H,Σ,σ pU q (resp. A H,Σ 1 ,σ 1 pU q) for some σ P Σ (resp. σ 1 P Σ 1 ). For m a positive integer, let l 
So we get the following diagram
with the following canonical factorization
It follows that,étale locally, we can make f and g come fromf andg in A mY,l respectively such that pf ,gq belongs to pA mY,Σ l d mˆA
Lemma 4.3. Let SpecB be an fs log scheme over S with B a noetherian ring. Then the canonical map ApBq Ñ ApB b R Kqˆlim Ð Ý ApB{π n`1 Bq is injective.
Proof. Let f, g P ApBq, we assume that the image of f and g in ApB b R Kqˆlim Ð Ý ApB{π n`1 Bq coincide. We want to prove f " g. Then we get α 2 paq " α 2 pă¨, y ąf q´1¨α 2 pgq, it follows that α 2 pgq " α 2 paq¨α 2 pă¨, y ąf q
Here the group operation takes place in the bigger set
log {pT¨mY qpB{π n`1 q which is obviously a group. But we know α 2 is injective, and F is an open subgroup of the constant finite S-group scheme pY {Hq S , hence ă¨, y ąf is equivalent tog under the action of F . It follows that f " g. Proof of Theorem 4.1, continued: Now we come to the proof of (b). Combining 4.3 and 4.4, by a limit argument which reduces the problem to noetherian rings, we get a unique group structure on A with required properties.
For (d), the injectivity of α and the surjectivity of β are clear, so we are left to show the exactness in the middle. Further investigation of the definition of α and β, we have β¨α " 0. Now let f P ApSpecBq for a noetherian fs log scheme SpecB over S with βpf q " 0. of abelian sheaves over pfs{Sq. Now for U P pfs{Sq, given two morphisms f, g : U Ñ A, we have f, g come from sections f 1 , g 1 of A mY,Σ l d mé tale locally for some m. By the above short exact sequence, the equalizer Epf, gq is locally the disjoint union of Epf 1 , a¨g 1 q with a varying in Y {mY . The algebraic space A mY,Σ l d m is separated over S, hence Epf 1 , a¨g 1 q is finite over U , so is Epf, gq. This finishes the proof.
4.3.
In last subsection, we have associated a canonical log abelian variety A over S to any totally degenerate abelian variety A K over K. Let TDAV K (resp. LAV S ) denote the category of totally degenerate abelian varieties over K (resp. log abelian varieties over S). We regard this association as a map Deg : TDAV K Ñ LAV S In this subsection, we would like to show that Deg is actually a functor. In other words, we will associate to every homomorphism f : A K Ñ A 1 K in TDAV K a homomorphism from A :" DegpA K q to A 1 :" DegpA 1 K q. Let T (resp. T 1 ) and Y (resp. Y 1 ) be the Raynaud extension and period lattice of A K (resp. A 
