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a b s t r a c t
In this paper, we introduce the non-central Dirichlet Type 2 distribution on symmetric
matrices as an extension of the real non-central Dirichlet Type 2 distribution defined
by non-central gamma distribution. We also establish some properties concerning this
distribution such as marginal and conditional distributions, distribution of partial sums,
moments and asymptotic results.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
A random variable Y is said to have a non-central gamma distribution with parameters p (>0), θ (>0) and δ (≥0),
denoted by Ga(p, θ, δ), if its probability density function (pdf) is given by
{θpΓ (p)}−1 exp

−δ − y
θ

yp−10F1

p,
δy
θ

1(0,∞)(y)
where Γ (.) is the gamma function defined by
Γ (p) =
 ∞
0
exp(−x)xp−1dx,
0F1 is the Bessel function defined by
0F1(a; x) =
∞
k=0
xk
(a)kk! ,
and (a)n is the Pochhammer symbol defined by
(a)n = a(a+ 1) · · · (a+ n− 1) = (a)n−1(a+ n− 1),
for n = 1, 2, . . ., and (a)0 = 1.
Note that if δ = 0, the non-central gamma distribution reduces to the gamma distribution.
Let Y1, . . . , Yn+1 be independent random variables, Yi ∼ Ga(pi, θ, δi) and define
X = (X1, . . . , Xn) =

Y1
Yn+1
, . . . ,
Yn
Yn+1

.
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Then the distribution of X is called the non-central Dirichlet Type 2 distribution with parameters (p1, . . . , pn; pn+1;
δ1, . . . , δn; δn+1) and is denoted by D2(p1, . . . , pn; pn+1; δ1, . . . , δn; δn+1). Its pdf is given by
Γr

n+1
i=1
pi

n+1
i=1
Γr(pi)
exp

−
n+1
i=1
δi

n
i=1
xpi−1i

1+
n
i=1
xi
−n+1i=1 pi
×Ψ (n+1)2
n+1
i=1
pi; p1, . . . , pn+1; δ1x1
1+
n
i=1
xi
, . . . ,
δnxn
1+
n
i=1
xi
,
δn+1
1+
n
i=1
xi
 , (1.1)
where xi > 0, i = 1, . . . , n and Ψ (m)2 is the confluent hypergeometric function inm variables z1, . . . , zm defined by
Ψ
(m)
2 (a; c1, . . . , cm; z1, . . . , zm) =
∞
j1,...,jm=0
(a)j1+···+jmz
j1
1 . . . z
jm
m
(c1)j1 . . . (cm)jm j1! . . . jm!
, (1.2)
where the series expansion is valid for all zi ∈ R. Using the results
(a)j = Γ (a+ j)
Γ (a)
= 1
Γ (a)
 ∞
0
exp(−t)ta+j−1dt,
for j = 0, 1, 2, . . ., and∞ji=0 (tzi)ji(ci)ji ji! = 0F1(ci; tzi) in (1.2), we obtain
Ψ
(m)
2 (a; c1, . . . , cm; z1, . . . , zm) =
1
Γ (a)
 ∞
0
exp(−t)ta−1
m
i=1
0F1(ci; tzi)dt. (1.3)
For further details of this function the reader is referred to Srivastava and Kashyap ([1], Section II.7) and Srivastava and
Karlsson ([2], Section 1.4).
The non-central Dirichlet Type 2 distribution has many interesting properties (see [3,4]). In this paper, we give an
extension to very definition and properties of the non-central Dirichlet Type 2 distribution on symmetric matrices, where
the non-central Wishart distribution replaces the non-central gamma.
Let Vr be the space of real symmetric r × r matrices, Ωr be the cone of positive definite and Ωr the cone of positive
semi-definite elements of Vr . The identity matrix is denoted by Ir , the determinant of an element x of Vr by det(x) and its
trace by tr(x). We will use the notion of ‘‘quotient’’ defined by the division algorithm on matrices based on the Cholesky
decomposition. More precisely, we use the fact that an element y ofΩr can be written in a unique manner as y = tt ′, where
t is a lower triangular matrix with strictly positive diagonal and t ′ is its transpose. For an element x in Vr , we set y(x) = txt ′,
and the ‘‘quotient’’ of x by y is then defined as y−1(x) = t−1xt ′−1.
Now, we define Wishart and non-central Wishart distributions and state some of their properties. These definitions and
results have been taken from ([5], Chapter 3).
A random matrix S is said to have Wishart distribution with parameters p > r−12 and Σ ∈ Ωr , denoted byWr(p,Σ), if
its pdf is given by
{det(Σ)pΓr(p)}−1 exp(−tr(sΣ−1)) det(s)p− r+12 1Ωr (s),
where Γr(.) is the multivariate gamma function defined by
Γr(p) = (2π) r(r−1)4
r
k=1
Γ

p− k− 1
2

.
A random matrix S is said to have a non-central Wishart distribution with parameters p > r−12 , Σ ∈ Ωr and Θ ∈ Ωr ,
denoted byWr(p,Σ,Θ), if its pdf is given by
{det(Σ)pΓr(p)}−1 exp(−tr(Θ)) exp(−tr(sΣ−1)) det(s)p− r+12 0F1(p,ΘΣ−1s)1Ωr (s),
where 0F1 is the Bessel function of matrix argument.
ForΘ = 0, the non-central Wishart distribution reduces to Wishart distribution.
Further, whenΣ = Ir andΘ = diag(θ2, 0, . . . , 0), the pdf of S simplifies to
{det(Σ)pΓr(p)}−1 exp(−(θ2 + tr(s))) det(s)p− r+12 0F1(p, θ2s11)1Ωr (s = (sij)), (1.4)
where 0F1 is the Bessel function of scalar argument.
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Lemma 1.1. Let S ∼ Wr(p,Σ,Θ). Partition the matrices S,Σ andΘ as
S =

S11 S12
S21 S22

, Σ =

Σ11 Σ12
Σ21 Σ22

and Θ =

Θ11 Θ12
Θ21 Θ22

,
where S11,Σ11 andΘ11 are matrices of order q× q. Then S11 ∼ Wq(p,Σ11,Θ11).
Lemma 1.2. Let S1, . . . , Sn be independent random matrices, Si ∼ Wr(pi,Σ,Θi), i = 1, . . . , n. Then, ni=1 Si ∼
Wr(
n
i=1 pi,Σ,
n
i=1Θi).
2. Non-central dirichlet type 2 distributions on symmetric matrices
Let Y1, . . . , Yn+1 be independent randommatrices on Vr . Define the transformation
Xi = Y−1n+1(Yi), i = 1, . . . , n.
If Yi ∼ Wr(pi,Σ), i = 1, . . . , (n+ 1), then the joint distribution of X1, . . . , Xn is matrix-variate Dirichlet Type 2 (see [6]).
In this section, we will derive the joint probability density function of X1, . . . , Xn when each Yi has a non-central Wishart
distributionWr(pi,Σ,Θi), whereΘi = diag(θ2i , 0, . . . , 0), i = 1, . . . , (n+ 1). For x = ((xij)1≤i,j≤r) inΩr and 1 ≤ k ≤ r , let
detk(x) denote the principal minor of order k of x, that is the determinant of the sub-matrix ((xij)1≤i,j≤k).
Theorem 2.1. Let Y1, . . . , Yn+1 be independent random matrices on Vr , Yi ∼ Wr(pi,Σ,Θi) where Θi = diag(θ2i , 0, . . . , 0),
i = 1, . . . , (n+ 1). Define
Xi = Y−1n+1(Yi), i = 1, . . . , n.
Then the pdf of (X1, . . . , Xn) is given by
Γr(p)
n+1
i=1
Γr(pi)
exp

−
n+1
i=1
θ2i
 n
i=1
det(xi)pi−
r+1
2 det

Ir +
n
i=1
xi
−(p− r+12 )
r
j=1
detj

Ir +
n
i=1
xi

×Ψ (n+1)2
p; p1, . . . , pn+1; θ21 x111
1+
n
i=1
x11i
, . . . ,
θ2n x11n
1+
n
i=1
x11i
,
θ2n+1
1+
n
i=1
x11i

where p =n+1i=1 pi and xi = (xlki) ∈ Ωr , i = 1, . . . , n.
Proof. The random matrix Xi is invariant under the transformation Yi −→ Σ− 12 YiΣ ′− 12 , where Σ 12 is a lower triangular
matrix such thatΣ
1
2Σ ′
1
2 = Σ . Hence, we can assume with out loss of generality thatΣ = Ir , that is, Yi ∼ Wr(pi, Ir ,Θi).
Using independence and (1.4) the joint pdf of Y1, . . . , Yn+1 is given by
n+1
i=1
Γr(pi)
−1
exp

−
n+1
i=1
θ2i

exp

−tr

n+1
i=1
yi

n+1
i=1
det(yi)pi−
r+1
2 0F1(pi, θ2i y11i),
where yi = (ylki) ∈ Ωr , i = 1, . . . , n+ 1.
Making the transformation Yn+1 = TT ′ and Yi = TXiT ′, i = 1, . . . , nwhere T = (tij) is a lower triangular matrix, tii > 0,
with the Jacobian
J(Y1, . . . , Yn, Yn+1 −→ X1, . . . , Xn, T ) = 2r
r
i=1
t r+1−iii det(T )
2n(r+1),
the joint pdf of (X1, . . . , Xn) and T is given by
2r exp

−
n+1
i=1
θ2i

n+1
i=1
Γr(pi)
r
i=1
t2p−iii exp

−tr

T

Ir +
n
i=1
xi

T ′

×
n
i=1
[det(xi)pi− r+12 0F1(pi, θ2i x11it211)]0F1(pn+1, θ2n+1t211),
where xi = (xlki) ∈ Ωr .
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Transform T to Z by Z = T (Ir +ni=1 xi)T ′ and using the Jacobian as given by Olkin and Rubin ([6], Lemma 2.1), the
Jacobian
J(T −→ Z) = 2−r
r
j=1
t−ijj detj

Ir +
n
i=1
xi
−1
,
the joint pdf of (X1, . . . , Xn) and Z is given by

n+1
i=1
Γr(pi)
−1
exp

−
n+1
i=1
θ2i
 n
i=1
det(xi)pi−
r+1
2 det

Ir +
n
i=1
xi
−(p− r+12 )
r
j=1
detj

Ir +
n
i=1
xi

× exp(−tr(z)) det(z)p− r+12
n
i=1
0F1
pi, θ2i x11iz11
1+
n
i=1
x11i
 0F1
pn+1, θ2n+1z11
1+
n
i=1
x11i
 ,
where p =n+1i=1 pi, xi = (xlki) ∈ Ωr , i = 1, . . . , n and z = (zlk) ∈ Ωr .
Making the transformation Z = CC ′ where C = (cij) is a lower triangular matrix, cii > 0, with the Jacobian
J(Z −→ C) = 2r
r
i=1
cr+1−iii ,
and integrating with respect to cij; 1 ≤ j ≤ i ≤ r , we get the joint density of X1, . . . , Xn as

n+1
i=1
Γr(pi)
−1
exp

−
n+1
i=1
θ2i
 n
i=1
det(xi)pi−
r+1
2 det

Ir +
n
i=1
xi
−(p− r+12 )
r
j=1
detj

Ir +
n
i=1
xi
 I1I2 r
i=2
I3i, (2.5)
where xi ∈ Ωr , for i = 1, . . . , n.
Further, using results on integration and (1.3), it is easy to see that
I1 =
 ∞
−∞
. . .
 ∞
−∞
exp

−
r
i>j
c2ij

r
i>j
dcij = (2π) r(r−1)4 ,
I2 =
 ∞
0
exp(−c211)c2
n+1
i=1 pi−1
11
n
i=1
0F1
pi, θ2i x11ic211
1+
n
i=1
x11i
 0F1
pn+1, θ2n+1c211
1+
n
i=1
x11i
 dc11
= 1
2
Γ

n+1
i=1
pi

Ψ n+12
n+1
i=1
pi; p1, . . . , pn+1; θ
2
1 x111
1+
n
i=1
x11i
, . . . ,
θ2n x11n
1+
n
i=1
x11i
,
θ2n+1
1+
n
i=1
x11i
 ,
I3i =
 ∞
0
exp(−c2ii )c2
n+1
i=1 pi−1
ii dcii =
1
2
Γ

n+1
i=1
pi − i− 12

.
Finally, substituting I1, I2 and I3i in (2.5) and simplifying the resulting expression, we obtain the desired result. 
Definition 2.1. The distribution of (X1, . . . , Xn) given in Theorem 2.1 is called the non-central Dirichlet Type 2 distribution
on Vr with parameters (p1, . . . , pn; pn+1; θ21 , . . . , θ2n ; θ2n+1) and is denoted by D2r (p1, . . . , pn; pn+1; θ21 , . . . , θ2n ; θ2n+1).
Corollary 2.1. Let Y1, . . . , Yn+1 be independent random matrices on Vr , Yi ∼ Wr(pi,Σ), i = 1, . . . , n and Yn+1 ∼
Wr(pn+1,Σ,Θ) whereΘ = diag(θ2, 0, . . . , 0). Define
Xi = Y−1n+1(Yi), i = 1, . . . , n.
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Then the pdf of (X1, . . . , Xn) is given by
Γr(p) exp(−θ2)
n+1
i=1
Γr(pi)
n
i=1
det(xi)pi−
r+1
2 det

Ir +
n
i=1
xi
−(p− r+12 )
r
i=1
detj

Ir +
n
j=1
xi
 1F1
p; pn+1; θ2
1+
n
i=1
x11i
 (2.6)
where p =n+1i=1 pi, xi = (xlki) ∈ Ωr , i = 1, . . . , n and 1F1 is the confluent hypergeometric function defined by
1F1(a; b; x) =
∞
k=0
(a)kxk
(b)kk! .
Definition 2.2. The joint distribution ofX1, . . . , Xn givenby (2.6) is called the linear non-central Dirichlet Type 2Distribution
on Vr .
Corollary 2.2. Let Y1, . . . , Yn+1 be independent random matrices on Vr , Yi ∼ Wr(pi,Σ), i = 1, . . . , (n + 1). Define for
i = 1, . . . , n,
Xi = Y−1n+1(Yi).
Then, the random matrices X1, . . . , Xn follow a matrix-variate Dirichlet Type 2 distribution with joint pdf is given by
Γr(p)
n+1
i=1
Γr(pi)
n
i=1
det(xi)pi−
r+1
2 det

Ir +
n
i=1
xi
−(p− r+12 )
r
j=1
detj

Ir +
n
i=1
xi
 ,
where p =n+1i=1 pi and xi ∈ Ωr , i = 1, . . . , n.
Corollary 2.3. Let Y1 and Y2 be independent random matrices on Vr , Yi ∼ Wr(pi,Σ,Θi) where Θi = diag(θ2i , 0, . . . , 0),
i = 1, 2. Then the pdf of X = Y−12 (Y1) is given by
Γr(p1 + p2) exp(−θ21 − θ22 ) det(x)p1−
r+1
2 det(Ir + x)−(p1+p2− r+12 )
Γr(p1)Γr(p2)
r
j=1
detj

Ir +
n
i=1
xi
 Ψ2 p1 + p2; p1, p2; θ21 x111+ x11 , θ
2
2
1+ x11

, (2.7)
where x = (xlk) ∈ Ωr and Ψ2 = Ψ (2)2 is the Humbert confluent hypergeometric function.
Definition 2.3. The distribution of X given by (2.7) is called the non-central beta Type 2 distribution on Vr and is denoted
by B2r (p1, p2; θ21 , θ22 ).
Corollary 2.4. Let Y1 and Y2 be independent random matrices on Ωr , Y1 ∼ Wr(p1,Σ) and Y2 ∼ Wr(p2,Σ,Θ) where
Θ = diag(θ2, 0, . . . , 0). Then, the pdf of X = Y−12 (Y1) is given by
Γr(p1 + p2)
Γr(p1)Γr(p2)
exp(−θ2)det(x)
p1− r+12 det(Ir + x)−(p1+p2− r+12 )
r
j=1
detj(Ir + x)
1F1

p1 + p2; p2; θ
2
1+ x11

, (2.8)
where x = (xlk) ∈ Ωr .
Definition 2.4. The distribution of X given by (2.8) is called the ‘‘linear non-central beta Type 2 distribution on Vr ’’ and is
denoted by B2r (p1, p2; θ2).
Corollary 2.5. Let Y1 and Y2 be independent random matrices on Ωr , Yi ∼ Wr(pi,Σ), i = 1, 2. Then, the random matrix
X = Y−12 (Y1) has a matrix-variate beta Type 2 distribution, X ∼ B2r (p1, p2), with the pdf
Γr(p1 + p2)
Γr(p1)Γr(p2)
det(x)p1−
r+1
2 det(Ir + x)−(p1+p2− r+12 )
r
j=1
detj(Ir + x)
1Ωr (x).
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3. Properties
In this section, we will study some properties of the non-central matrix-variate Dirichlet Type 2 distribution derived in
the last section.
Theorem 3.1. Let (X1, . . . , Xn) ∼ D2r (p1, . . . , pn; pn+1; θ21 , . . . , θ2n ; θ2n+1). Partition the matrix Xi as
Xi =

X11i X12i
X21i X22i

, i = 1, . . . , n
where X11i are matrices of order q× q. Then,
(X111, . . . , X11n) ∼ D2r (p1, . . . , pn; pn+1; θ21 , . . . , θ2n ; θ2n+1).
Proof. We will use synthetic representation of the random matrices X1, . . . , Xn to prove this theorem. According to
Theorem 2.1, the random matrices X1, . . . , Xn can be represented as Xi = T−1YiT ′−1, i = 1; . . . ; n and Yn+1 = TT ′
where thematrix T is lower triangular with positive diagonal elements and Y1, . . . , Yn+1 are independent randommatrices,
Yi ∼ Wr(pi,Σ,Θi)whereΘi = diag(θ2i , 0, . . . , 0), i = 1, . . . , (n+ 1).
Now, partition the matrices Yi,Σ ,Θi and T as
Yi =

Y11i Y12i
Y21i Y22i

Σ =

Σ11 Σ12
Σ21 Σ22

Θi =

Θ11i Θ12i
Θ21i Θ22i

T =

T11 0
T21 T22

,
where Y11i,Σ11,Θ11i and T11 are matrices of order q× q.
Using these partitions we have X11i = T−111 Y11iT ′−111 , i = 1, . . . , n, and Y11n+1 = T11T ′11.
From Lemma 1.1, it is clear that Y11i ∼ Wq(pi,Σ11,Θ11i)whereΘ11i = diag(θ2i , 0, . . . , 0), i = 1, . . . , (n+ 1).
Now, application of Theorem 2.1 yields the density of (X111, . . . , X11n). 
Corollary 3.1. Let (X1, . . . , Xn) ∼ D2r (p1, . . . , pn; pn+1; θ21 , . . . , θ2n ; θ2n+1). Then (X111, . . . , X11n) ∼ D2(p1, . . . , pn; pn+1;
θ21 , . . . , θ
2
n ; θ2n+1) given by (1.1) where X11i is the first element on the principal diagonal of Xi, i = 1, . . . , n.
Theorem 3.2. If (X1, . . . , Xn) ∼ D2r (p1, . . . , pn; pn+1; θ21 , . . . , θ2n ; θ2n+1), then for any permutation (k1, . . . , kn) of (1, . . . , n)
and for 1 ≤ l ≤ n,
(Xk1 , . . . , Xkl) ∼ D2r (pk1 , . . . , pkl; pn+1; θ2k1 , . . . , θ2kl; θ2n+1).
Proof. Using the synthetic representation, (X1, . . . , Xn) can be represented in terms of independent non-central Wishart
matrices Y1, . . . , Yn+1. Then, Yk1 , . . . , Ykl and Yn+1 are independent, Yki ∼ Wr(pki ,Σ,Θki)whereΘki = diag(θ2ki , 0, . . . , 0),
i = 1, . . . , l and Yn+1 ∼ Wr(pn+1,Σ,Θn+1). Further, Xki = Y−1n+1(Yki), i = 1, . . . , l. Now, using Theorem 2.1, we obtain the
joint density of Xk1 , . . . , Xkl . 
Corollary 3.2. If (X1, . . . , Xn) ∼ D2r (p1, . . . , pn; pn+1; θ21 , . . . , θ2n ; θ2n+1), then for 1 ≤ k ≤ n, Xk ∼ B2r (pk, pn+1; θ2k , θ2n+1).
In the next theorem, we will derive the joint density of partial sums of matrices which are jointly distributed as non-central
matrix-variate Dirichlet Type 2.
Theorem 3.3. Let (X1, . . . , Xn) ∼ D2r (p1, . . . , pn; pn+1; θ21 , . . . , θ2n ; θ2n+1). Let n1, . . . , nl be l integers such that n0 = 0 <
n1 < · · · < nl ≤ n. Define for any permutation (k1, . . . , kn) of (1, . . . , n) and for 1 ≤ l ≤ n,
X(ki) =
ni
j=ni−1+1
Xkj , θ
2
(ki) =
ni
j=ni−1+1
θ2kj , p(ki) =
ni
j=ni−1+1
pkj , i = 1, . . . , l.
Then, (X(k1), . . . , X(kl)) ∼ D2r (p(k1), . . . , p(kl); pn+1; θ2(k1), . . . , θ2(kl); θ2n+1).
Proof. In this case too we will use the synthetic representation of the random matrices X1, . . . , Xn. Define Y(ki) =ni
j=ni−1+1 Ykj , i = 1, . . . , l. Then, Y(k1), . . . , Y(kl) and Yn+1 are independently distributed, Yn+1 ∼ Wr(pn+1,Σ,Θn+1), and
from Lemma 1.2, Y(ki) ∼ Wr(p(ki),Σ,Θ(ki)) where Θ(ki) = diag(θ2(ki), 0, . . . , 0), i = 1, . . . , l. Further, X(ki) = Y−1n+1(Y(ki)),
i = 1, . . . , l. Therefore, using Theorem 2.1, we get the desired result. 
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Corollary 3.3. If (X1, . . . , Xn) ∼ D2r (p1, . . . , pn; pn+1; θ21 , . . . , θ2n ; θ2n+1), then for any permutation (k1, . . . , kn) of (1, . . . , n)
and for 1 ≤ l ≤ n,
l
i=1
Xki ∼ B2r

l
i=1
pki , pn+1;
l
i=1
θ2ki , θ
2
n+1

.
In particular,
n
i=1
Xi ∼ B2r

n
i=1
pi, pn+1;
n
i=1
θ2i , θ
2
n+1

.
The next result involves generalized Kampé de Fériet’s function. Let us remind that generalized Kampé de Fériet’s function
inm variables z1, . . . , zm is defined as follows (see ([7], p. 1127)):
F 1:1,...,11:1,...,1

a:b1,...,bm;
c:d1,...,dm; z1, . . . , zm

=
∞
j1,...,jm=0
(a)j1+···+jm(b1)j1 . . . (bm)jmz
j1
1 . . . z
jm
m
(c)j1+···+jm(d1)j1 . . . (dm)jm j1! . . . jm!
. (3.9)
If b1 = d1, . . . , bm−1 = dm−1, then (3.9) reduces to
F 1:1,...,11:1,...,1

a:b1,...,bm−1,bm;
c:b1,...,bm−1,dm; z1, . . . , zm

=
∞
j=0
(a)j(bm)jz
j
m
(c)j(dm)jj! 1F1

a+ j; c + j;
m−1
i=1
zi

. (3.10)
Theorem 3.4. If (X1, . . . , Xn) ∼ D2r (p1, . . . , pn; q; θ21 , . . . , θ2n ; θ2n+1), then
(i)
E

n
i=1
det(Xi)pi
h
=
Γr(q− hp)
n+1
i=1
Γr [pi(1+ h)]
n+1
i=1
Γr(pi)Γr(q)
exp

−
n+1
i=1
θ2i

× F 1:1,...,11:1,...,1

p+q:p1(1+h),...,pn(1+h),q;
p(1+h)+q: p1,...,pn ,q; θ
2
1 , . . . , θ
2
n+1

,
(ii)
E
detIr + n
i=1
Xi
h = Γr(p+ q− h)Γr(q− h)
Γr(p+ q− h)Γr(q) exp

−
n+1
i=1
θ2i

×
∞
j=0
(p+ q)j(q− h)j(θ2n+1)j
(p+ q− h)j(q)jj! 1F1

p+ q+ j; p+ q− h+ j;
n
i=1
θ2i

,
where p = ni=1 pi, and F 1:1,...,11:1,...,1 and 1F1 are generalized Kampé de Fériet’s and confluent hypergeometric functions,
respectively.
For the proof of this theorem, we will use the following intermediary result.
Lemma 3.1. For Re(αi) > 0, i = 1, . . . , n, Re(β) > 0, and δi ≥ 0, i = 1, . . . , n+ 1,

(0,+∞)n
n
i=1
xαi−1i

1+
n
i=1
xi
−α−β
× Ψ (n+1)2
a; c1, . . . , cn+1; δ1x1
1+
n
i=1
xi
, . . . ,
δnxn
1+
n
i=1
xi
,
δn+1
1+
n
i=1
xi
 n
i=1
dxi
=
n
i=1
Γ (αi)Γ (β)
Γ (α + β) F
1:1,...,1
1:1,...,1

a:α1,...,αn,β;
α+β:c1,...,cn,cn+1;δ1, . . . , δn+1

,
where α =ni=1 αi.
Proof. Expanding Ψ (n+1)2 using (1.2), integrating x1, . . . , xn with the help of Dirichlet integral and using (3.9) we get the
desired result. 
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We come now to the proof of Theorem 3.4.
Proof of Theorem 3.4. (i) From the pdf of X1, . . . , Xn given in Theorem 2.1, we have
E

n
i=1
det(Xi)pi
h
=
Γr(q− hp)
n+1
i=1
Γr [pi(1+ h)]
n+1
i=1
Γr(pi)Γr(q)
exp

−
n+1
i=1
θ2i

×

Ωnr
 Γr(p+ q)n+1
i=1
Γr [pi(1+ h)]Γr(q− hp)
n
i=1
det(xi)pi(h+1)−
r+1
2 det

Ir +
n
i=1
xi
−p(1+h)−(q−ph)
r
j=1
detj

Ir +
n
i=1
xi


×Ψ (n+1)2
p+ q; p1, . . . , pn, q; θ21 x111
1+
n
i=1
x11i
, . . . ,
θ2n x11n
1+
n
i=1
x11i
,
θ2n+1
1+
n
i=1
x11i
 n
i=1
dxi.
The first factor in the above integral (terms in brackets) is matrix-variate Dirichlet Type 2 density with parameters
p1(1+ h), . . . , pn(1+ h), q− hp. The second factor involves only x111, . . . , x11n. Thus, integrating terms in the bracket
over all the elements of xj, j = 1, . . . , n except the first element of each xj, j = 1, . . . , n, we obtain
E

n
i=1
det(Xi)pi
h
=
Γr(q− hp)
n+1
i=1
Γr [pi(1+ h)]
n+1
i=1
Γr(pi)Γr(q)
exp

−
n+1
i=1
θ2i

× Γ (p+ q)
n+1
i=1
Γ [pi(1+ h)]Γ (q− hp)

(0,+∞)n
n
i=1
(x11i)pi(h+1)−1

1+
n
i=1
x11i
−p−q
×Ψ (n+1)2
p+ q; p1, . . . , pn, q; θ21 x111
1+
n
i=1
x11i
, . . . ,
θ2n x11n
1+
n
i=1
x11i
,
θ2n+1
1+
n
i=1
x11i
 n
i=1
dx11i.
Now, evaluation of the above integral using Lemma 3.1 yields the desired result.
(ii) Following similar steps, we have
E
detIr + n
i=1
Xi
h = Γr(p+ q− h)Γr(q− h)
Γr(p+ q− h)Γr(q) exp

−
n+1
i=1
θ2i

× F 1:1,...,11:1,...,1

p+q :p1,...,pn,q−h;
p+q−h:p1,...,pn,q; θ
2
1 , . . . , θ
2
n+1

.
Simplifying generalized Kampé de Fériet’s function using (3.10) we get the desired result. 
Theorem 3.5. Let (X1, . . . , Xn) ∼ D2r (p1, . . . , pn; pn+1; θ21 , . . . , θ2n ; θ2n+1) and W = (W1, . . . ,Wn) where Wi = pn+1Xi,
i = 1, . . . , n. Then, W is asymptotically distributed as a product of independent non-central Wishart densities, more specifically
lim
pn+1→∞
fW (w) =
n
i=1
exp(−θ2i ) exp(−tr(wi)) det(wi)pi−
r+1
2 0F1(pi, θ2i w11i)
Γr(pi)
,
wherewi = (wlki) ∈ Ωr , i = 1, . . . , n and fW denotes the density of the matrix W.
Proof. TransformingWi = pn+1Xi, i = 1, . . . , n, with Jacobian
J(X1, . . . , Xn −→ W1, . . . ,Wn) = (pn+1) nr(r+1)2
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in the joint density of X1, . . . , Xn given in Theorem 2.1, the density fW ofW = (W1, . . . ,Wn) is obtained as
Γr

n+1
i=1
pi

Γr(pn+1)
exp

−
n+1
i=1
θ2i

(pn+1)−r
n
i=1 pi

n
i=1
det(wi)pi−
r+1
2
Γr(pi)
 detIr + 1pn+1 ni=1wi
− n+1
i=1
pi
r
i=1
det
i

Ir +
n
i=1
wi

×Ψ (n+1)2
n+1
i=1
pi; p1, . . . , pn+1; θ
2
1w111/pn+1
1+ 1pn+1
n
i=1
w11i
 , . . . , θ2nw11n/pn+1
1+ 1pn+1
n
i=1
w11i
 , θ2n+1
1+ 1pn+1
n
i=1
w11i


wherewi = (wαβi), i = 1, . . . , n. The result follows since
lim
pn+1→∞
Γr

n+1
i=1
pi

Γr(pn+1)
(pn+1)
−r
n
i=1
pi = 1,
lim
pn+1→∞
det

Ir + 1pn+1
n
i=1
wi
− n+1
i=1
pi
r
j=1
detj

Ir +
n
i=1
wi
 = exp−tr  n
i=1
wi

and
lim
pn+1→∞
Ψ
(n+1)
2
n+1
i=1
pi; p1, . . . , pn+1; θ
2
1w111
pn+1

1+ 1pn+1
n
i=1
w11i
 , . . . ,
θ2nw11n
pn+1

1+ 1pn+1
n
i=1
w11i
 , θ2n+1
1+ 1pn+1
n
i=1
w11i

 = exp(−θ2n+1) n
i=1
0F1(pi, θ2i w11i). 
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