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Abstract
We consider the conjugation-action of an arbitrary upper-block parabolic sub-
group of GLn(C), especially of the Borel subgroup B and of the standard unipotent
subgroup U of the latter on the nilpotent cone of complex nilpotent matrices. We
obtain generic normal forms of the orbits and describe generating (semi-) invari-
ants for the Borel semi-invariant ring as well as for the U-invariant ring. The latter
is described in more detail in terms of algebraic quotients by a special toric variety
closely related. The study of a GIT-quotient for the Borel-action is initiated.
1 Introduction
The "horizontal" study of algebraic group actions on affine varieties by parametric fam-
ilies of orbits and quotients are a natural topic in algebraic Lie theory.
In particular, the study of the adjoint action of a reductive algebraic group on its Lie al-
gebra and numerous variants thereof yield various examples. One of these is the study
of complex (nilpotent) square matrices up to isomorphism.
Algebraic group actions of reductive groups have particularly been discussed elabo-
rately in connection with orbit spaces and more generally algebraic quotients, even
though their application to concrete examples is far from being trivial. In case of a
non-reductive group, even most of these results fail to hold true immediately.
For example, Hilbert’s Theorem [8] yields that for reductive groups, the invariant ring
is finitely generated; and a criterion for algebraic quotients is valid [9]. In 1958, though,
M. Nagata [11] constructed a counterexample of a not finitely generated invariant ring
corresponding to a non-reductive algebraic group action, which answered Hilbert’s
fourteenth problem in the negative.
The corresponding invariant rings of algebraic actions of unipotent subgroups that are
induced by reductive groups are always finitely generated [9], though.
We turn our main attention towards algebraic non-reductive group actions that are in-
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duced by the conjugation action of the general linear group GLn over C. For example,
the standard parabolic subgroups P (and, therefore, the standard Borel subgroup B)
and the standard unipotent subgroup U of GLn are not reductive. It suggests itself to
consider their action on the variety N of complex nilpotent matrices of square size n,
also known as the nilpotent cone, via conjugation which we discuss in this work.
We begin by providing a short introduction of the theoretical background in Section 2.
In Section 3, an associated fibre bundle is proved, which yields a translation of the
classification problem of the P-orbits in N to the description of certain isomorphism
classes of representations of a finite-dimensional algebra. The translation will be used
later on to study (algebraic) quotiens of the above mentioned group actions.
In [7, 4], a generic B-normal form on N is introduced which we generalize to arbitrary
upper-block parabolic subgroups in Section 4. The generalization is quite natural and
extends the before mentioned result.
In Section 5, we describe B-semi-invariants and prove that these, in fact, generate the
ring of all B-semi-invariants. As a direct consequence, we are able to find U-invariants
that span the U-invariant ring.
The latter will be made use of to discuss the U-invariant ring in more detail in Section
6 by proving a quotient criterion and discussing a toric variety closely related to the
algebraic quotient of N by U.
Finally, we initiate the study of GIT-quotients for the Borel-action in Section 7.
The cases n = 2 and n = 3 are discussed in all detail, that is, the B-semi-invariant
ring and it’s quotient as well as the U-invariant ring and its quotient are written down
explicitly in Sections 6 and 7.
The results stated in this article represent a part of the outcome of the dissertation [2].
Acknowledgments: The author would like to thank M. Reineke for various valuable
discussions concerning the methods and results of this work. Furthermore, A. Mel-
nikov, K. Bongartz and R. Tange are being thanked for inspirational thoughts and help-
ful remarks.
The published version of this article is [3].
2 Theoretical background
Let us denote by K ≔ C the field of complex numbers and by GLn ≔ GLn(K) the
general linear group for a fixed integer n ∈ N regarded as an affine variety.
2.1 (Semi-) Invariants and quotients
We start by providing basic knowledge about (semi-) invariants and quotients [9, 10].
Let G be a linear algebraic group and let X be an affine G-variety. We denote by X(G)
the character group of G; a global section f ∈ K[X] is called a G-semi-invariant of
weight χ ∈ X(G) if f (g.x) = χ(g) · f (x) for all x ∈ X and g ∈ G.
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Let us denote the χ-semi-invariant ring by
K[X]Gχ ≔
⊕
n≥0
K[X]G,nχ,
which is a subring of K[X] and naturally N-graded by the sets K[X]G,nχ, that is, by the
semi-invariants of weight nχ (and of degree n). The semi-invariant ring corresponding
to all characters is denoted by
K[X]G∗ ≔
⊕
χ∈X(G)
K[X]Gχ .
A global section f ∈ K[X] is called a G-invariant if f (g.x) = f (x) for all x ∈ X and
g ∈ G; the corresponding G-invariant ring is denoted by K[X]G. If the group G is
reductive, that is, if every linear representation of G can be decomposed into a direct
sum of irreducible representations, D. Hilbert showed that the invariant ring is finitely
generated (see [8]), even though it can be a problem of large difficulty to find generating
invariants.
Let X′ be yet another affine G-variety and let Y be an affine variety.
A G-invariant morphism π : X → Y =: X/G is called an algebraic G-quotient of X
if it fulfills the universal property that for every G-invariant morphism f : X → Z,
there exists a unique morphism ˆf : Y → Z, such that f = ˆf ◦ π. If K[X]G is finitely
generated, the variety Spec K[X]G = X/G induces an algebraic quotient. Each fibre
of an algebraic quotient contains exactly one closed orbit, thus, these closed orbits are
parametrized.
In order to calculate an algebraic G-quotient of an affine variety, the following criterion
(see [9, II.3.4]) can be helpful.
Theorem 2.1. Let G be a reductive group and let π : X → Y be a G-invariant morphism
of varieties. If
1. Y is normal,
2. codimY (Y\π(X)) ≥ 2 (or π is surjective if dim Y = 1) and
3. on a non-empty open subset Y0 ⊆ Y the fibre π−1(y) contains exactly one closed
orbit for each y ∈ Y0,
then π is an algebraic G-quotient of X.
In case G is not reductive, there are counterexamples of only infinitely generated invari-
ant rings (see [11]). For actions of unipotent subgroups which are induced by reductive
group actions, however, the following lemma [9, III.3.2] holds true.
Lemma 2.2. Let U be a unipotent subgroup of G; the action of G restricts to an action
of U on X. Then the invariant ring K[X]U is finitely generated as a K-algebra.
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Given functions f0, . . . , fs ∈ K[X]Gχ , such that all ratios fif j are G-invariant rational
functions, the map
π : X − − − − > Ps
x 7→ ( f0(x) : . . . : fs(x))
is not defined on the common zeros of f1, . . . , fs. If we extend the number of functions
fi it is possible that the set of common zeros is diminished even though they in general
do not vanish completely.
These thoughts suggests the definition of the so-called unstable locus. Let χ ∈ X(G) be
a G-character, then we define the unstable locus of χ to be the subset of unstable points
x ∈ X, that is, f (x) = 0 for every f ∈ K[X]G,nχ and for every integer n > 0.
We, furthermore, define the semi-stable locus of χ to be the set of χ-semi-stable points
in X, that is, of points x ∈ X for which a χ-semi-invariant f ∈ K[X]G,nχ for an integer
n > 0 exists, such that f (x) , 0.
We define the so-called GIT-quotient of X by G in direction χ to be
X/χG := Proj(K[X]Gχ )
together with the induced morphism π : Xχ−sst → X/χG.
If the linear algebraic group G is reductive, the ring K[X]Gχ is finitely generated (see
[10, 6.1(b)] or [12] for more information on the subject) and a morphism
π|χ : Xχ−sst → X/χG ⊆ Proj K[x0, . . . , xs]
x 7→ ( f0(x) : . . . : fs(x)).
is obtained, where f0, . . . , fs ∈ K[X]Gχ are generating semi-invariants of degrees a0, . . . , as
and xi is of weight ai for all i ∈ {0, . . . , s}. We call π|χ a GIT-quotient map of X by G in
direction χ.
2.2 Toric varieties
Since our considerations will involve the notion of a toric variety, we discuss it briefly.
For more information on the subject, the reader is referred to [6].
A toric variety is an irreducible variety X which containes (K∗)n as an open subset,
such that the action of (K∗)n on itself extends to an action of (K∗)n on X.
Let N be a lattice, that is, a free abelian group N of finite rank. By M := HomZ(N,Z)
we denote the dual lattice, together with the induced dual pairing 〈_, _〉. Consider the
vector space NR := N ⊗Z R  Rn.
A subset σ ⊆ NR is called a strongly convex rational polyhedral cone if σ∩ (−σ) = {0}
and if there is a finite set S ⊆ N that generates σ, that is,
σ = Cone(S ) :=

∑
s∈S
λs · s | λs ≥ 0
 .
4
Given a strongly convex rational polyhedral cone σ, we define its dual by
σ∨ := {m ∈ HomR(Rn,R) | 〈m, v〉 ≥ 0 for all v ∈ σ}
and its corresponding additive semigroup by S σ := σ∨∩M, which is finitely generated
due to Gordon’s Lemma (see [6]). Note that if σ is a maximal dimensional strongly
convex rational polyhedral cone, then σ∨ is one as well. We associate to it the semi-
group algebra KS σ and obtain an affine toric variety Spec KS σ. The following lemma
can be found in [5].
Lemma 2.3. An affine toric variety X is isomorphic to Spec KS σ for some strongly
convex rational polyhedral cone σ if and only if X is normal.
3 Translation to a representation-theoretic setup
We fix an upper-block parabolic subgroup P of GLn of block sizes (b1, . . . , bp), the
standard Borel subgroup B ⊂ GLn and its unipotent subgroup U ⊂ B and will discuss
their actions on the nilpotent cone N of nilpotent complex matrices.
We start by recapitulating basic knowledge about the representation theory of finite-
dimensional algebras before translating the above setup into this context.
A finite quiver Q is a directed graph Q = (Q0,Q1, s, t) with a finite set of vertices
Q0 and a finite set of arrows Q1, whose elements are written as α : s(α) → t(α). Its
path algebra KQ is defined as the K-vector space with a basis consisting of all paths
in Q, that is, sequences of arrows ω = αs . . . α1, such that t(αk) = s(αk+1) for all
k ∈ {1, . . . , s − 1}; we formally include a path εi of length zero for each i ∈ Q0 starting
and ending in i. The multiplication is defined by
ω · ω′ =
{
ωω′, if t(βt) = s(α1);
0, otherwise.
where ωω′ is the concatenation of paths ω and ω′.
We define the radical rad(KQ) of KQ to be the (two-sided) ideal generated by all paths
of positive length; then an arbitrary ideal I of KQ is called admissible if there exists an
integer s with rad(KQ)s ⊂ I ⊂ rad(KQ)2.
A finite-dimensional K-representation of Q is a tuple
((Mi)i∈Q0 , (Mα : Mi → M j)(α : i→ j)∈Q1 ),
where the Mi are K-vector spaces, and the Mα are K-linear maps.
A morphism of representations M = ((Mi)i∈Q0 , (Mα)α∈Q1 ) and M′ = ((M′i )i∈Q0 , (M′α)α∈Q1 )
consists of a tuple of K-linear maps ( fi : Mi → M′i )i∈Q0 , such that f jMα = M′α fi for ev-
ery arrow α : i → j in Q1.
For a representation M and a path ω in Q as above, we denote Mω = Mαs · . . . · Mα1 . A
representation M is called bound by I if ∑ω λωMω = 0 whenever ∑ω λωω ∈ I.
We denote by repK(Q) the abelian K-linear category of all representations of Q and by
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repK(Q, I) the category of representations of Q bound by I; the latter is equivalent to
the category of finite-dimensional KQ/I-representations.
Given a representation M of Q, its dimension vector dimM ∈ NQ0 is defined by
(dimM)i = dimK Mi for i ∈ Q0. Let us fix a dimension vector d ∈ NQ0, then we
denote by repK(Q, I)(d) the full subcategory of repK(Q, I) which consists of represen-
tations of dimension vector d.
By defining the affine space Rd(Q) :=
⊕
α : i→ j HomK(Kdi , Kd j ), one realizes that its
points m naturally correspond to representations M ∈ repK(Q)(d) with Mi = Kdi for
i ∈ Q0. Via this correspondence, the set of such representations bound by I corresponds
to a closed subvariety Rd(Q, I) ⊂ Rd(Q).
The algebraic group GLd =
∏
i∈Q0 GLdi acts on Rd(Q) and on Rd(Q, I) via base change,
furthermore the GLd-orbitsOM of this action are in bijection to the isomorphism classes
of representations M in repK(Q, I)(d). There is an induced GLd-action on K[Rd(Q)]
which yields the natural notion of semi-invariants.
Let us denote by addQ the additive category of Q with objects O(i) corresponding to
the vertices i ∈ Q0 and morphisms induced by the paths in Q. Since every representa-
tion M ∈ repK(Q) can naturally be seen as a functor from addQ to Mod K, we denote
this functor by M as well.
Let φ :
⊕n
i=1 O(i)xi →
⊕n
i=1 O(i)yi be an arbitrary morphism in addQ and consider
d ∈ NQ0, such that
∑
i∈Q0 xi · di =
∑
i∈Q0 yi · di. An induced so-called determinantal
semi-invariant is given by
fφ : Rd(Q) → K; m 7→ det(M(φ)),
where m ∈ Rd(Q) and M ∈ repK(Q)(d) are related via the above mentioned corre-
spondence. The following theorem (see [13]) is due to A. Schofield and M. van den
Bergh.
Theorem 3.1. The semi-invariants in K[Rd(Q)]GLd∗ are spanned by the determinantal
semi-invariants fφ.
We will make use of the following fact on associated fibre bundles to translate the above
described algebraic group action into another algebraic group action in the context of
representation theory (see, for example, [14] or [1]).
Theorem 3.2. Let G be a linear algebraic group, let X and Y be G−varieties, and
let π : X → Y be a G-equivariant morphism. Assume that Y is a single G-orbit, Y =
G.y0. Let H be the stabilizer of y0 and set F ≔ π−1(y0). Then X is isomorphic to the
associated fibre bundle G ×H F, and the embedding φ : F →֒ X induces a bijection Φ
between the H-orbits in F and the G-orbits in X preserving orbit closures and types of
singularities.
Let us define Qp to be the quiver
Qp : • • • · · · • • •
1 2 3 p − 2 p − 1 p
α1 α2 αp−2 αp−1
α
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and consider the finite-dimensional algebra KQp/I, where I ≔ (αn) is an admissible
ideal. Let us fix the dimension vector
dP ≔ (d1, . . . , dp) ≔ (b1, b1 + b2, . . . , b1 + ... + bp)
and formally set b0 = 0. The algebraic group GLdP acts on RdP (Qp, I); the orbits of this
action are in bijection with the isomorphism classes of representations in repK(Qp, I)(dP).
Let us define repinjK (Qp, I)(dP) to be the full subcategory of repK(Qp, I)(dP) consisting
of representations ((Mi)1≤i≤p, (Mρ)ρ∈Q1), such that Mρ is injective if ρ = αi for every
i ∈ {1, . . . , p − 1}. Corresponding to this subcategory, there is an open subset
RinjdP (Qp, I) ⊂ RdP (Qp, I),
which is stable under the GLdP-action. We denote OM := GLdP .m if m ∈ R
inj
dP
(Qp, I)
corresponds to the representation M ∈ repinj(Qp, I)(dP).
The following lemma is a slightly different version of [4, Lemma 3.2]; it can be proved
analogously.
Lemma 3.3. There is an isomorphism RinjdP(Qp, I)  GLdP ×
PN . Thus, there exists a
bijection Φ between the set of P-orbits in N and the set of GLdP-orbits in R
inj
dP
(Qp, I),
which sends an orbit P.N ⊆ N to the isomorphism class of the representation
Kd1 Kd2 Kd3 · · · Kdp−2 Kdp−1 Kn
ǫ1 ǫ2 ǫp−2 ǫp−1
N
(denoted MN ) with natural embeddings ǫi : Kdi →֒ Kdi+1 . This bijection preserves
codimensions.
4 Generic normal forms in the nilpotent cone
We discuss the P-action on the nilpotent cone N now and introduce a generic normal
form. We, thereby, generalize a generic normal form for the orbits of the Borel-action
which is introduced in [4, 7].
Definition 4.1. Let G be an algebraic group acting on an affine Variety X. A subset
X0 ⊆ X is called a generic normal form, if
1. G.X0 ⊆ X is open and
2. G.x , G.x′ for all x, x′ ∈ X0, where x , x′.
Let V be an n-dimensional K-vector space and denote the space of partial p-step flags
of dimensions dP by FdP (V), that is, FdP (V) contains flags
(0 = F0 ⊂ F1 ⊂ . . . ⊂ Fp−2 ⊂ Fp−1 ⊂ Fp = V),
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such that dimK Fi = di. Let ϕ be a nilpotent endomorphism of V and consider pairs of
a nilpotent endomorphism and a p-step flag up to base change in V , that is, up to the
GL(V)-action via g.(F∗, ϕ) = (gF∗, gϕg−1).
Let us fix a partial flag F∗ ∈ FdP (V) and a nilpotent endomorphism ϕ of V .
Lemma 4.2. The following properties of the pair (F∗, ϕ) are equivalent:
1. dimK ϕn−dk (Fk) = dk for every k ∈ {0, . . . , p},
2. there exists a basis {w1, . . . ,wn} of V, such that for all k ∈ {1, . . . , p}:
(ak) Fk = 〈w1, . . . ,wdk〉
and for every k ∈ {2, . . . , p}:
(bk) ϕ(wx) =

wx+1 mod
〈
wd1+2, . . . ,wn
〉
, if x < d1;
wx+1 mod
〈
wdk+1, . . . ,wn
〉
, if dk−1 ≤ x < dk;
0, if x = n.
Proof. If 2. holds true, then 1. follows:
Let {w1, . . . ,wn} be a basis of V that fulfills (ak) and (bk).
An easy induction shows
ϕi(wx) =
{
wx+i mod
〈
w j | j > x + i
〉
, if x + i ≤ n;
0, if x + i > n.
Thus,
ϕn−dk (Fk) =
〈
ϕn−dk (w1), . . . , ϕn−dk (wdk )
〉
=
〈
wn−dk+1, . . . ,wn
〉
and dimK ϕn−dk (Fk) = dk for all k ∈ {0, . . . , p}.
If 1. holds true, then 2. follows:
By [4, Theorem 5.1], we find a basis {u1, . . . , un} of V that is adapted to F∗ and which
fulfills
ϕ (ux) = ux+1 mod 〈ux+2, . . . , un〉 .
It is clear by the theorem of the Jordan normal form that we can modify this basis, such
that
ϕ(ux) =
{
ux+1 mod
〈
udk+1, . . . , un
〉
, if dk−1 < x < dk;
udk+1 mod
〈
udk+2, . . . , un
〉
, if x = dk.
Let k ∈ {2, . . . , p}. Then there are elements ηi ∈ K, such that
ϕ
(
udk−1
)
= udk−1+1 +
dk∑
i=dk−1+2
ηi · ui mod
〈
udk+1, . . . , un
〉
We define
v′x ≔

ux +
dk∑
i=x+1
ηdk−1−x+1+i · vi, if dk−1 < x < dk;
ux, otherwise.
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Then clearly {v′1, . . . , v
′
n} build a basis of V that is adapted to F∗ and
ϕ
(
v′x
)
=
{
v′
x+1 mod
〈
v′dk+1, . . . , v
′
n
〉
, if dk−1 ≤ x < dk;
0, if x = n.
We fix elements λx ∈ K, such that for 1 ≤ x < d1:
ϕ
(
v′x
)
= v′x+1 + λx · v
′
d1+1 mod
〈
v′d1+2, . . . , v
′
n
〉
.
Let us define
µx−1 ≔

1, if x = 1;
−λd1−1, if x = 2;
−
x−1∑
i=0
µi · λd1−x+i, if 2 < x < d1,
and set
wx ≔

d1−x∑
i=0
µi · v
′
x+i, if x < d1;
v′x, if x ≥ d1.
Then {w1, . . . ,wn} is a basis of V that is obviously adapted to F∗ since v′1, . . . , v′n is
adapted to F∗. The claim follows. 
We make use of Lemma 4.2 in order to find a generic normal form in N . Therefore,
given a, b ∈ {0, . . . , n} and a matrix N ∈ N , we define N(a,b) to be the submatrix formed
by the last a rows and the first b columns of N.
Corollary 4.3. The following conditions on a matrix N ∈ N are equivalent:
1. The first dk columns of Nn−dk are linearly independent for k ∈ {1, . . . , p − 1} ,
2. the minor det((Nn−dk )(dk ,dk)) is non-zero for each k ∈ {1, . . . , p − 1} ,
3. N is P-conjugate to a unique matrix H, such that for all k ∈ {1, . . . , p}:
Hi, j =

0, if i ≤ j;
0, if i = d1 + 1 and j < d1;
0, if dk−1 + 3 ≤ i ≤ dk and dk−1 + 1 ≤ j ≤ dk − 2, such that i > j + 1;
0, if dk−1 + 2 ≤ i ≤ dk and j = dk−1;
1, if i = j + 1.
As a direct consequence of Lemma 4.2, two corollaries follow.
Corollary 4.4. The affine space
HB := {H ∈ N | Hi, j = 0 for i ≤ j; Hi+1,i = 1 for all i}
is a generic normal form for the B-action on N . We denote NB ≔ B.HB ⊆ N , which
is an open subset.
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Corollary 4.5. The space
HU := {H ∈ N | Hi, j = 0 for i ≤ j; Hi+1,i , 0 for all i}
is a generic normal form for the U-action on N . We denote NU ≔ U.HU ⊆ N , which
is an open subset.
Let us end the section by giving an example.
Example 4.6. Consider the parabolic subgroup P ⊆ K9×9 given by the block sizes
(3, 4, 2). Then the generic P-normal form described in Lemma 4.2 is given by the
matrices
X0 :=


0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
a5,1 a5,2 0 1 0 0 0 0 0
a6,1 a6,2 0 0 1 0 0 0 0
a7,1 a7,2 0 0 0 1 0 0 0
a8,1 a8,2 a8,3 a8,4 a8,5 a8,6 1 0 0
a9,1 a9,2 a9,3 a9,4 a9,5 a9,6 0 1 0

, where ai, j ∈ K

5 Generation of (semi-) invariant rings
From now on, we consider the action of the Borel subgroup B and the unipotent sub-
group U on the nilpotent cone N . We define (semi-) invariants which generate the
corresponding ring of (semi-) invariants (this will be shown in Theorem 5.2). Let us
start by defining those Borel-semi-invariants introduced in [4].
Given i ∈ {1, . . . , n}, we denote by ωi : B → Gm the character which is defined by
ωi (g) = gi,i; the ωi form a basis for the group of characters of B.
Let us fix integers s, t ∈ N. For i ∈ {1, . . . , s} and j ∈ {1, . . . , t}, we fix integers ai, a′j ∈
{1, . . . , n} with a1 + . . . + as = a′1 + . . . + a
′
t =: r and polynomials Pi, j (x) ∈ K[x].
Let N ∈ N , then for all such i and j we consider the submatrices Pi, j (N)(ai ,a′j) ∈ K
ai×a
′
j
and form the r × r-block matrix
NP ≔
(
Pi, j (N)(ai ,a′j)
)
i, j , where P ≔
(
(ai)i ,
(
a′j
)
j ,
(
Pi, j
)
i, j
)
.
The following proposition can be found in [4, Proposition 5.3].
Proposition 5.1. For every datum P as above, the function
fP : N → K; N 7→ det
(
NP
)
defines a B-semi-invariant regular function on N of weight
s∑
i=1
(
ωn−ai+1 + . . . + ωn
)
−
t∑
j=1
(
ω1 + . . . + ωa′j
)
.
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Note that the function fP is also a U-invariant regular function on N .
Theorem 5.2. The semi-invariant ring K[N]B∗ is generated by the semi-invariants of
Proposition 5.1.
Proof. First, we show K[RinjdB (Qn, Ix)]
GLdB
∗ ⊆ K[RdB(Qn)]
GLdB
∗ :
The surjection K[RdB (Qn)] → K[RdB (Qn, Ix)] induces a surjection on the correspond-
ing semi-invariant rings, since GLdB is reductive. Furthermore, the codimension of
RdB (Qn, Ix)\R
inj
dB
(Qn, Ix) in RdB (Qn, Ix) is greater or equal than 2, which yields the claim.
Following Lemma 3.3, we see that each B-semi-invariant f on N is uniquely lifted
to a GLdB -semi-invariant in K[R
inj
dB
(Qn, Ix)]. Theorem 3.1 yields that K[RdB(Qn)]
GLdB
∗
is spanned by the determinantal semi-invariants fφ defined in Section 3. Therefore, it
suffices to prove that each determinantal semi-invariant, restricted to RinjdB (Qn, Ix), cor-
responds to one of the B-semi-invariants of Proposition 5.1.
Let us fix an arbitrary morphism in addQ, say
φ :
n⊕
j=1
O( j)x j →
n⊕
i=1
O(i)yi ,
such that h ≔ ∑ j∈Q0 x j · j = ∑i∈Q0 yi · i. Then, by Section 3, we obtain a determinantal
semi-invariant fφ.
The homomorphism spaces P( j, i) between two objects O( j) and O(i) in addQ are
generated as K-vector spaces by
P( j, i) =

0, if j > i;〈
ρ j,i ≔ αi−1 · · ·α j
〉
, if j ≤ i < n;〈
ρ(k)j,n ≔ α
kαn−1 · · ·α j | k ∈ N ∪ {0}
〉
, if i = n.
The morphism φ is given by a ∑ni=1 yi×∑nj=1 x j-matrix H with entries being morphisms
between objects in addQ. We can view the matrix H as an n × n block matrix H =
(Hi, j)1≤i, j≤n with Hi, j ∈ Kyi×x j for i, j ∈ {1, . . . , n}. Then
(
Hi, j
)
k,l
=

0, if i < j;
λk,li, j · ρ j,i, for some λ
k,l
i, j ∈ K if j ≤ i < n;
∞∑
h=0
(
λk,l
n, j
)
h
· ρ(h)j,n, for some
(
λk,l
n, j
)
h
∈ K if j ≤ i = n.
Given an arbitrary matrix N ∈ N , we reconsider the representation MN defined in
Lemma 3.3. Since GLdB acts transitively on R
inj
dB
(Q′) with Q′ being the linearly oriented
quiver of Dynkin type An, we can examine the restricted semi-invariant on these repre-
sentations MN .
The B-semi-invariant of N associated to fφ via the translation of Lemma 3.3 is given
by
f φ : N → K; N 7→ det MN (φ).
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The matrix
MN(φ) =
(
MNi, j
)
1≤i, j≤n ∈ K
h×h
is given as a block matrix where each block
MNi, j =
((
MNi, j
)
k,l
)
1≤k≤yi
1≤l≤x j
∈ Kiyi× jx j
is again a block matrix. The blocks of MNi, j are given by
Ki× j ∋
(
MNi, j
)
k,l
=

0, if i < j;
λk,li, j · E
(i)
(i, j), if j ≤ i < n;
∞∑
h=0
(
λk,l
n, j
)
h
·
(
Nh
)
(n, j) , if j ≤ i = n;
such that E(i) ∈ Ki×i is the identity matrix. Note that if i, j ∈ {1, . . . , n} and i < n, then
MNi, j = M
N′
i, j =: Mi, j for every pair of matrices N, N
′ ∈ N .
We can without loss of generality assume y1 = . . . = yn−1 = 0 which can, for example,
be seen by induction on the index i of yi. This assumption is not necessary for the
proof, but will shorten the remaining argumentation. Let us define
a ≔ (n, . . . , n︸  ︷︷  ︸
=:a1,...,ayn
) and a′ ≔ ( 1, . . . , 1︸  ︷︷  ︸
=:a′1,1,...,a
′
1,x1
, 2, . . . , 2︸  ︷︷  ︸
=:a′2,1,...,a
′
2,x2
, . . . , n, . . . , n︸  ︷︷  ︸
=:a′
n,1,...,a
′
n,xn
).
Furthermore, define for j ∈ {1, . . . , n} and for each pair of integers k ∈ {1, . . . , yn} and
l ∈ {1, . . . , x j} the polynomial
P
(k,l)
j ≔
∞∑
h=0
(
λk,l
n, j
)
h
· Xh.
Let us denote P ≔
(
a, a′,
(
P(k,l)j
)
j,k,l
)
and let N ∈ N; it suffices to show fP(N) = f φ(N):
f φ(N) = det MN (φ) = det
(
MNn, j
)
1≤ j≤n = det

((
MNn, j
)
k,l
)
1≤k≤yn
1≤l≤x j

1≤ j≤n
= det


∞∑
h=0
(
λk,l
n, j
)
h
·
(
Nh
)
(n, j)

1≤k≤yn
1≤l≤x j

1≤ j≤n
= det
((
P
(k,l)
j (N)(n, j)
)
1≤k≤yn
1≤l≤x j
)
1≤ j≤n
= det NP = fP(N). 
Corollary 5.3. The U-invariant ring K[N]U is spanned by the induced U-invariants.
6 About the algebraic U-quotient of the nilpotent cone
We have seen that the U-invariant ring K[N]U is spanned by the functions defined in
Proposition 5.1. We prove a quotient criterion in the next subsection which will help to
provide the explicit structure of the U-invariant rings for the cases n = 2, 3.
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6.1 A quotient criterion
Let G be a reductive algebraic group and U be a unipotent subgroup. Then U acts
on G by right multiplication and Lemma 2.2 states that the U-invariant ring K[G]U is
finitely generated as a K-algebra. Thus, an algebraic U-quotient of G, namely G/U ≔
Spec K[G]U , exists together with a dominant morphism πG/U : G → G/U which is in
general not surjective. Note that there is an element e ∈ G/U, such that πG/U(g) = ge
for all g ∈ G.
The group G acts on G/U by left multiplication. Let X be an affine G-variety and
consider the diagonal operation of G on the affine variety G/U × X; we consider the
natural G-equivariant morphism ι : X → G/U × X.
Let π′ : G/U × X → (G/U × X)/G ≔ Spec K[G/U × X]G be the associated algebraic
G-quotient, then we obtain a morphism
ρ ≔ π′ ◦ ι : X → (G/U × X)/G.
The morphism ρ induces an isomorphism ρ∗ : (K[G]U ⊗ K[X])G → K[X]U .
Thus, X/U  (G/U × X)/G and
K[X]U  (K[G/U × X])G  (K[G/U] ⊗ K[X])G  (K[G]U ⊗ K[X])G.
Let Y be an affine G-variety and let µ′ : G/U × X → Y be a G-invariant morphism,
together with a dominant U-invariant morphism of affine varieties
µ : X → Y; x 7→ ( f1(x), . . . , fs(x)),
such that µ′ ◦ ι = µ.
In this setting, we obtain the following criterion for µ to be an algebraic U-quotient.
Lemma 6.1. Assume that
(1.) Y is normal,
(2.) µ separates the U-orbits generically, that is, there is an open subset YU ⊆ Y,
such that µ(x) , µ(x′) for all x, x′ ∈ XU ≔ µ−1(YU), and
(3.) codimY (Y\YU) ≥ 2 or µ is surjective.
Then µ is an algebraic U-quotient of X, that is, Y  X/U.
Proof. Let g1, . . . , gs ∈ K[G/U × X]G, such that ρ∗(gi) = fi for all i.
Clearly,
2 ≤ codimY (Y\µ(X)) ≤ codimY (Y\µ′(G/U × X)).
The morphism µ′ separates the G-orbits in G/U × X generically (that is, in YU ):
If x, x′ ∈ G.({e} × XU), then µ′(x) , µ′(x′). The morphism µ′ restricts to a surjection
G.({e} × XU) → YU , furthermore, the algebraic quotient π′ is surjective and there exists
a morphism ˜µ′ : (G/U×X)/G → Y, such that ˜µ′◦π′ = µ′. Then YU ⊆ im( ˜µ′) and, since
each fibre of π′ contains exactly one closed G-orbit, we have shown that generically
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each fibre of µ′ contains a unique closed orbit.
Thus, Theorem 2.1 yields that π : G/U × X → Y is an algebraic G-quotient. Since fi
and gi correspond to each other via the isomorphism ρ∗ : (K[G]U ⊗ K[X])G → K[X]U ,
the morphism µ : X → Y is an algebraic U-quotient of X. 
We are now able to give explicit descriptions of algebraic U-quotients of the nilpotent
cone in case n equals 2 or 3.
Example 6.2. We consider the case n = 2. In this case, the U-normal form of Section
4 is given by matrices
Hx ≔
(
0 0
x 0
)
where x ∈ K∗. Then by Proposition 5.1, we define the U-invariant f2,1 by f2,1(N) = N2,1
for N = (Ni, j)i, j ∈ N .
The morphism
µ : N → A1 = Spec K[ f2,1]; N 7→ f2,1(N)
is an algebraic U-quotient of N:
Clearly, the variety A1 is normal and µ separates the U-orbits in the open subset NU ⊆
N . Since µ is surjective, Lemma 6.1 yields the claim. We have, therefore, proven
K[N]U = K[ f2,1].
The case n = 3 is slightly more complex, but can still be handled by making use of
Lemma 6.1.
Example 6.3. In case n = 3, the U-normal forms are given by matrices
H =

0 0 0
x1 0 0
x x2 0
 , x1, x2 ∈ K∗.
Following Proposition 5.1, we define certain U-invariants; consider N = (Ni, j)i, j ∈ N ,
then f3,1(N) = N3,1, det1(N) = N2,1N3,2 − N2,2N3,1 and det2(N) = N1,1N3,1 + N2,1N3,2 +
N3,1N3,3. Note that the equality det1(N) = det2(N) holds true for all N ∈ N due to the
nilpotency conditions.
Furthermore, we define a U-invariant f1 given by the datum P = ((2), (1, 1), (x, x2)),
thus, f1(N) = N2,1 · det1 + N3,1 · (N2,1N3,3 − N3,1N2,3).
And the U-invariant f2 given by the datum P = ((1, 1), (2), (x2, x), thus, f2(N) = N3,2 ·
det1 + N3,1 · (N1,1N3,2 − N1,2N3,1). Then f1 · f2 = det31 holds true in N .
Claim: The morphism
µ : N → A1 × Spec K[X1, X2, Z](
X1X2 = Z3
) =: Y
N 7→ ( f3,1(N), f1(N), f2(N), det1(N))
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is an algebraic U-quotient of N .
The affine variety Y is normal as the product of A1 and a normal toric affine variety
induced by the strongly convex rational polyhedral cone
σ ≔ Cone
((
1
1
)
,
(
1
2
)
,
(
2
1
))
.
The morphism µ separates the U-orbits in the open subset NU ⊆ N as can be proved
by a direct calculation.
Furthermore, codimY (Y\µ(N)) ≥ 2, since A1 × X′ ⊂ µ(N) and (s, t, u, v) ∈ µ(N)
whenever either s, t or u equals zero and v3 = ut. Lemma 6.1 yields the claim.
We have proved
K[N]U = K[ f3,1, f1, f2, det1]/
(
f1 · f2 = det31
)
.
6.2 Toric invariants
As the case n = 3 suggests, there is a toric variety closely related to N/U.
The idea of a generalization is the following: By considering a special type of U-
invariants, so-called toric invariants, we define a toric variety X together with a dom-
inant morphism N/U → X, such that the generic fibres are affine spaces of the same
dimension.
Given a matrix H = (xi, j)i, j ∈ HU , we denote xi ≔ xi+1,i and define its toric part
Htor ∈ Kn×n by
(Htor)i, j ≔
{
xi, if i = j + 1;
0, otherwise.
Let us fix an invariant f of size r. It is called toric if f (H) = f (Htor) for every matrix
H ∈ HU and sum-free if its block sizes a1, . . . , as and a′1, . . . , a′t do not share any partial
sums, that is,
∑
i∈I ai ,
∑
i′∈I′ a
′
i′ for all I ( {1, . . . , s} and I′ ( {1, . . . , t}.
For k ∈ {1, . . . , s} we denote the horizontal change of k by hc(k), that is, the minimal
integer, such that there is an integer hs(k) > 0 (the horizontal split) with
k∑
j=1
a j =
hc(k)∑
j=1
a′j − hs(k).
We denote the complement of hs(k) by ch(k) ≔ a′hc(k) − hs(k); for formal reasons, we
define hc(0) ≔ 0.
For k ∈ {1, . . . , t} denote the vertical change by vc(k), that is, the minimal integer, such
that there is an integer vs(k) > 0 (the vertical split) with
k∑
j=1
a′j =
vc(k)∑
j=1
a j − vs(k).
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We denote the complement of vs by cv(k) ≔ a′
vc(k)−vs(k); for formal reasons we define
vc(0) ≔ 0 as above.
For every i ∈ {1, . . . , r}, we define the horizontal block hb(i), that is, the maximal
integer with i =
hb(i)−1∑
j=1
a j + hd(i) for a positive integer hd(i) (the horizontal datum).
Analogously, we define the vertical block vb(i), that is, the maximal integer with i =
vb(i)−1∑
j=1
a′j + vd(i) for a positive integer vd(i) (the vertical datum).
Let us call an entry (i, j) ∈ {1, . . . , r}2 acceptable for (a, a′) if vd( j) < hd(i) + n − ahb(i)
and unacceptable otherwise.
A permutationσ ∈ S r is called acceptable for (a, a′) if every entry (i, σ(i)) is acceptable
for f .
There exists a minimal, finite set { f1, . . . , fs} of toric invariants that generates all toric
invariants, such that for each i ∈ {1, . . . , s}, there are integers h1, . . . , hn−1 with
f (H) = xh11 · . . . · xhn−1n−1 .
The set S of these tuples (h1, . . . , hn−1) yields a cone σ = Cone(S ), such that the variety
X ≔ Spec KS σ is the aforementioned toric variety. The proof of the following lemma
and the notion of an acceptable permutation yield that we can calculate a toric invariant
if we have one acceptable permutation for its block sizes.
Lemma 6.4. The toric invariants are generated by the sum-free toric invariants.
Proof. First, we reduce the problem as follows:
Claim 1: Let σ ∈ S r be a permutation, such that
r∏
i=1
(HP)i,σ(i) , 0 for every H ∈ HU .
Then there is an element λ ∈ K∗, such that for every H ∈ HU
f (H) = λ ·
r∏
i=1
(HP)i,σ(i).
Proof of Claim 1. Since every permutation equals a product of transpositions, thus, it
suffices to show that for every choice 1 ≤ i, i′, j, j′ ≤ r with HPi, j ·HPi′, j′ , 0 , HPi, j′ ·HPi′, j,
there is an element λ ∈ K∗, such that
HPi, j · H
P
i′ , j′ = λ · H
P
i, j′ · H
P
i′, j.
Since HP = ((Pi, j(H))(ai,a′j))1≤i≤s1≤ j≤t, there are integers s
′, s′′ ∈ {1, . . . , s} and t′, t′′ ∈
{1, . . . , t} and integers x′ ∈ {1, . . . , as′ } and x
′′
∈ {1, . . . , as′′ }, as well as integers
y′ ∈ {1, . . . , a′
t′
} and y′′ ∈ {1, . . . , a′
t′′
}, such that
HPi, j = (Ps′,t′ (H))(as′ ,a′t′ ))x′,y′ , H
P
i′ , j′ = (Ps′′,t′′ (H))(as′′ ,a′t′′ ))x′′,y′′ ,
HPi, j′ = (Ps′,t′′ (H))(as′ ,a′t′′ ))x′,y′′ and H
P
i′ , j = (Ps′′,t′ (H))(as′′ ,a′t′ ))x′′ ,y′ .
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Following the above considerations, there are elements µ1, µ2, µ3, µ4 ∈ K∗, such that
HPi, j · H
P
i′ , j′ =
µ1 · µ2
µ3 · µ4
· HPi, j′ · H
P
i′, j
which yields the claim. 
In order to calculate a set of minimal generators, we can without loss of generality
assume ai, a
′
j ≤ n − 1 for all i ∈ {1, . . . , s} and j ∈ {1, . . . , t}, since otherwise the
corresponding semi-invariant f fulfills f (H) = 0 for every H ∈ HU or deletion of these
blocks leads to changing f by a scalar.
Let f be a toric U-invariant. To see of which form f is on HU , we can without loss
of generality order a := (a1, . . . , as) and a := (a′1, . . . , a′t) as we like and adapt the
permutation accordingly.
It, therefore, suffices to consider an arbitrary r × r-matrix of sum-free block sizes a
and a′. If we find an acceptable permutation σ for (a, a′), following the above claim
there exists an element µ ∈ K∗ and a datum P which fulfills f (H) = µ · fP(H) =
µ ·
r∏
i=1
(HP)i,σ(i) , 0 for every H ∈ HU . Then f and fP coincide generically.
We define a permutation σ ∈ S r, such that every (i, σ(i)) is acceptable for (a, a′) by
double induction on s and t.
Let s = 1 and t = 1, then every entry (i, i) is acceptable for (a, a′), since ahb(i) = a1 ≤
n − 1 and, therefore,
vd(i) = i < i + n − a1 = hd(i) + n − a1.
Let t = 1 and assume that for every k ≤ s, the above claim holds true. Consider the
block sizes a := (a1, . . . , as+1) and a′ := a′1, then every entry (i, i) is acceptable for
(a, a′), since
vd(i) = i < i + n − ahb(i) ≤ hd(i) + n − ahb(i).
Let s = 1 and assume for every k ≤ t, the above claim holds true. Consider the block
sizes a := (a1) and a′ := (a′1, . . . , a′t+1), then every (i, i) is acceptable for (a, a′) in the
same way:
vd(i) = i < i + n − a1 = hd(i) + n − a1.
We can set σ = id in every of these cases.
Let us fix an arbitrary integer t and let us assume that for s′ ≤ s and for every choice
of block sizes a1, . . . , as′ and a′1, . . . , a
′
t with
s′∑
j=1
a j =
t∑
j=1
a′j, there is a permutation σ as
claimed.
We consider block sizes a := (a1, . . . , as+1) and a′ := (a′1, . . . , a′t) with
s+1∑
j=1
a j =
t∑
j=1
a′j =
r and show in the following that we can find a permutation as wished for.
First case: We can order the block sizes a′1, . . . , a
′
t , such that a′t ≥ as+1.
We can apply the premise of the induction to the r−as+1×r−as+1-upper-left submatrix
of block sizes a(s) := (a1, . . . , as) and a(s)′ := (a′1, . . . , a′t−1, a′t − as+1) and obtain a
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permutation σ′ ∈ S r−as+1 , such that (i, σ′(i)) is acceptable for (a(s), a(s)′) for every
i ≤ r − as+1.
We define σ ∈ S r by
σ(i) ≔
{
σ′(i), if i ≤ r − as+1;
i, otherwise.
Then every entry (i, σ(i)), where i ≤ r−as+1, is acceptable for (a, a′), since it is accept-
able for (a(s), a(s)′).
Every entry (i, i), where i > r − as+1, is acceptable for (a, a′), since
vd(i) = i −
t−1∑
j=1
a′j < i −
t∑
j=1
a′j + n = i −
s∑
j=1
a j + n − as+1 = hd(i) + n − as+1.
Second case: The inequality a′i < a j holds true for every i ∈ {1, . . . , s + 1} and j ∈
{1, . . . , t}.
Claim: For every k ∈ {1, . . . , s}, there is a permutation σ ∈ S a1+...+ak+1 , such that every
entry
(i, σ(i)) is acceptable for (a, a′). Furthermore, the entry (i, i) is acceptable for
(a, a′) for every integer a1 + . . . + ak + hs(k) < i ≤ a1 + . . . + ak+1.
We prove the claim by induction on k.
Let k = 1.
Define
σ(i) ≔

i, if i ≤ a1 − ch(1);
i + hs(1), if a1 − ch(1) < i ≤ a1;
i − ch(1), if a1 < i ≤ a1 + hs(1);
i, otherwise.
The permutation σ can be vizualized as follows:
1
2
1 · · · hc(1)
......︸︷︷︸
ch(1)
..........︸︷︷︸
hs(1)
hc(1) + 1
(i, σ(i))
(i, i)
For i ≤ a1 − ch(1), the entry (i, i) is acceptable for (a, a′) due to the considerations in
the case s = 1.
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For a1 − ch(1) < i ≤ a1, the entry (i, σ(i)) is acceptable for (a, a′), since
vd(σ(i)) = i + hs(1) −
hc(1)−1∑
j=1
a′j < i + n − a1 = hd(i) + n − a1.
For a1 < i ≤ a1 + hs(1), the entry (i, σ(i)) is acceptable for (a, a′), since
vd(σ(i)) = i + hs(1) −
hc(1)∑
j=1
a′j = i − a1 < i − a1 + n − a2 = hd(i) + n − a2.
For i > a1 + hs(1), the entry (i, σ(i)) is acceptable for (a, a′), since
vd(σ(i)) = i −
vb(σ(i))−1∑
j=1
a′j < i − a1 + n − a2 = hd(i) + n − a2.
Now let k + 1 > 1.
Assume the claim holds true for k, that is, there is a permutation σ′ ∈ S a1+...+ak+1 , such
that every entry (i, σ′(i)) is acceptable for (a, a′) and such that σ′(i) = i for every integer
a1 + . . . + ak + hs(k) < i ≤ a1 + . . . + ak+1.
Then we set
σ(i) ≔

σ′(i), if i ≤ ∑k+1j=1 a j − ch(k + 1);
i + hs(k + 1), if ∑k+1j=1 a j − ch(k + 1) < i ≤ k+1∑j=1 a j;
i − ch(k + 1), if
k+1∑
j=1
a j < i ≤
k+1∑
j=1
a j + hs(k + 1);
i, otherwise.
As in the case k = 1, the permutation σ can be vizualized by
k
k + 1
k + 2
hc(k) · · · hc(k + 1)
.......︸︷︷︸
ch(k+1)
...........︸ ︷︷ ︸
hs(k+1)
hc(k + 1) + 1
(i, σ′(i))
(i, σ(i))
(i, i)
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The fact that each entry is acceptable can be proved as in the cases before.
If s is fixed and the assumption holds true for every k ≤ t, then it also holds true for
t + 1 by an argumentation symmetric to the above one.
Therefore, we have found a permutation as wished for in every case.
We can define the polynomials
Pk,l ≔

xn−ak+hd(imin)−vd(imin),
if there is a minimal element imin with
hb(imin) = k and vb(σ(imin)) = l;
0, otherwise.
Then, corresponding to the datum P = ((ai)1≤i≤s, (a′j)1≤ j≤t, (Pi, j)1≤i≤s1≤ j≤t), there is an ele-
ment µ ∈ K, such that
f (H) = µ ·
r∏
i=1
(HP)i,σ(i)
for every H ∈ HU . 
Given a toric invariant f , it thus suffices to find one acceptable permutation in order to
calculate f on NU .
General description of toric invariants
We fix a sum-free toric invariant f of block sizes a := (a1, . . . , as) and a′ := (a′1, . . . , a′t)
and assume, without loss of generality, a1 ≤ . . . ≤ as and a′1 ≤ . . . ≤ a′t .
Given an integer i ∈ {1, . . . , s}, we define si :=
i∑
l=1
al + 1.
Lemma 6.5. The permutation σ ∈ S r defined by
σ(i) ≔

i + hs(ik), if
jk−1∑
j=1
a′j < i ≤
ik∑
j=1
a j;
i − ch(ik), if
ik∑
j=1
a j < i ≤
jk∑
j=1
a′j;
i, otherwise.
for k ∈ {1, . . . , x} is acceptable for (a, a′).
Proof. The proof is given by a straight forward calculation making use of the fact that
for
i < {sik + h | h ∈ {0, . . . , hs(ik)} and k ∈ {1, . . . , x}},
the entry (i, i) is acceptable for (a, a′). 
We fix the acceptable permutation σ ∈ S r and the induced datum P (as in the proof of
Lemma 6.4).
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Lemma 6.6. Let f be a sum-free toric invariant of block sizes a ≔ (a1, . . . , as) and
a′ ≔ (a′1, . . . , a′t) and let f (H) = xh11 . . . xhn−1n−1 . Then hn−1 = s and for l ∈ {1, . . . , n − 2}:
hl = t +
l∑
k=2
♯{ j ∈ {1, . . . , t} | a′j ≥ k} −
l−1∑
k=1
♯{i ∈ {1, . . . , s} | ai ≥ n − k}
Proof. Let H = Htor ∈ HU be a matrix with entries Hk+1,k =: xk. Then
HP(i,σ(i)) = (Hn−vd(σ(i))−ahb(i)+hd(i))(hd(i),vd(σ(i))
HP(i,σ(i)) = (Hn−vd(σ(i))−ahb(i)+hd(i))hd(i),vd(σ(i)) =
n−ahb(i)+hd(i)−1∏
k=vd(σ(i))
xk.
The proof follows from combinatorial considerations, then. 
6.3 The associated toric variety
We denote the subring of K[N]U which is generated by all toric invariants by K[N]Utor.
Corresponding to K[N]Utor, there is a variety X ≔ Spec K[N]Utor which is a toric variety.
Given a sum-free toric invariant, there are integers h1, . . . , hn−1, such that
f (H) = xh11 · . . . · xhn−1n−1 .
Denote by S the set of tuples (h1, . . . , hn−1) ∈ Nn−1 that arise in this way from a minimal
set of generating toric invariants and denote σ ≔ Cone(S ).
Let N be the lattice Zn−1, then σ is generated by the finite set S ⊂ Zn−1 and fulfills
σ ∩ (−σ) = {0}, therefore, σ as well as σ∨ are strongly convex rational polyhedral
cones of maximal dimension. The variety X = Spec K[N]Utor  Spec K[S σ∨], thus, is a
normal toric variety by Lemma 2.3.
Let T ⊂ GLn be the torus of diagonal matrices. There is a natural action τ of T on the
U-invariant ring of N as follows:
τ : T × K[N]U → K[N]U ; (t, f ) 7→
( f : N → K
N 7→ f (tNt−1)
)
.
Another operation is given, since the variety X = Spec K[N]Utor is a toric variety:
τ′ : (K∗)n−1 × K[N]Utor → K[N]Utor.
Let f be a toric invariant, such that f (H) = xh11 . . . xhn−1n−1 , and let c ≔ (c1, . . . , cn−1) ∈
(K∗)n−1. Then τ′(c, f )(H) = f (H) · ch11 . . . chn−1n−1 .
The operation τ is induced by the operation τ′ via the morphism
ρ : T → (K∗)n−1; (t1, . . . , tn) 7→ (t2/t1, . . . , tn/tn−1).
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Let i ∈ {1, . . . , n − 1}, then we define the U-invariant deti(N) := det(Nn−i(i,i)) and the U-
invariant fi to be the unique toric invariant of block sizes (i), (1, . . . , 1). Furthermore,
for integers i, j ∈ {1, . . . , n}, such that j < i − 1, we define the datum
P =
(
( j − 1, n − i + 1), ( j, n − i),
(
xn− j+1 0
x xi
))
and denote fi, j ≔ f P. These invariants separate the U-orbits generically in NU ⊆ N .
Let π : N → N/U be an algebraic U-quotient of N which exists, since K[N]U is
finitely generated. The variety N/U is normal, since the nilpotent cone is normal (see
[9, III.3.3]).
The space of U-normal forms is given by HU  AD × (K∗)n−1 and the map π restricts
to a morphism i : HU → N/U. We consider the toric variety X described above by its
cone σ which is induced by the sum-free toric invariants and let X′  (K∗)n−1 be the
dense orbit in X.
The morphism i : HU → i(HU) is injective, since the fibres are separated generically
by certain U-invariants. Therefore, we can construct an explicit morphism i′ : i(HU) →
HU , such that i ◦ i′ = idi(HU ) and i′ ◦ i = idHU . The morphism i is, thus, birational and
AD × (K∗)n−1  i(HU) ⊆ N/U.
Lemma 6.7. The natural embedding K[N]Utor → K[N]U induces a dominant, T -
equivariant morphism p : N/U → X, such that p−1(x)  AD for each point x′ ∈ X′.
Proof. The morphism p is clearly dominant and T -equivariant due to our considera-
tions above.
Let x′ ∈ X′, then p−1(x) ⊆ i(HU), since every determinant deti for i ∈ {1, . . . , n − 1}
is a toric invariant. If x′ ∈ X′, none of these determinants vanishes on x′ and Section
4, therefore, yields p−1(x′) ⊆ i(HU). Since the orbits in NU are separated by certain
U-invariants and since HU  AD × X′, the claim p−1(x)  AD follows. 
There is a morphism q : N/U → AD as well, such that the composition
HU
i
−→ N/U
q
−→ AD
yields q ◦ i(H) = (xi, j)1< j+1≤i−1<n ∈ AD.
Lemma 6.8. The morphism
(q, p) : N/U → AD × X
is dominant and birational.
Proof. The morphism (p, q) is dominant, since AD × X′ ⊆ im(p, q) ⊆ AD × X.
The morphism (p, q) is birational, since (p, q) is dominant and generically injective: the
fibre (p, q)−1(y) contains exactly one element for every y ∈ AD × X′, since the U-orbits
can be separated in A × X′. More straight forward, (p, q) restricts to an isomorphism
i(HU)  AD × X′. 
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Note that the morphism (p, q) is not surjective for n ≥ 4. Even in the case n = 4, we
can show K[N]U  K[A3] ⊗ K[N]Utor and N/U  A3 × X.
We define a U-invariant g by the data
P =
{ ((2), (2), (x)), if n = 4;
((n − 2), (2, n− 4), (x, x4)) otherwise.
Then g(H) = (x3,1 · x4,2 − x2 · x4,1) · detn−4(H) and the relation
g · detn−3 · det1 · fn−3 · fn−1︸                        ︷︷                        ︸
≔F
= f3,1 · f4,2 · fn−3 · fn−1 − f4,1 · f 2n−2 · detn−3 · det1︸                                                       ︷︷                                                       ︸
≔F′
holds true in K[N]U . The set M ≔ {x ∈ AD × X | F(x) = 0; F′(x) , 0} is non-empty
and the inclusion M ⊆ (AD × X)\ im(p, q) directly yields that the morphism (p, q) is
not surjective.
7 Towards a GIT-quotient for the Borel-action
We initiate the study of a GIT-quotient for the Borel action onN and start by discussing
n = 2.
Example 7.1. Example 6.2 proves K[N]U = K[ f2,1]. The U-invariant morphism f2,1
is a B-semi-invariant of weight χ0 ≔ ω2 − ω1. Therefore,⊕
χ∈X(B)
⊕
n≥0
K[N]B,nχ =
⊕
n≥0
K[N]B,nχ0 .
Of course, N ∈ NB if and only if f2,1(N) , 0 and therefore Nχ0−sst = NB.
The morphism
µ : Nχ0−sst → Proj K[ f2,1] = {1}; N 7→ f2,1(N) = 1,
thus, is a GIT-quotient.
Example 7.2. Let us consider n = 3. Example 6.3 proves
K[N]U = K[ f3,1, f1, f2, det1]/
(
f1 · f2 = det31
)
.
We consider these U-invariants:
1. f3,1 and det1 are B-semi-invariants of weight χ3,1 ≔ ω3 − ω1,
2. f1 is a B-semi-invariant of weight χ1 ≔ −2ω1 + ω2 + ω3 and
3. f2 is a B-semi-invariant of weight χ2 ≔ −ω1 − ω2 + 2ω3.
The equality det1 = det2 holds true onN , thereforeNχ3,1−sst = NB∪{N ∈ N | N3,1 , 0}.
Thus, the morphism
µ : Nχ3,1−sst → P1 = Proj K[ f3,1, det1]; N 7→ ( f3,1(N) : det1(N))
is a GIT-quotient.
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7.1 Generic separation of the same weight
We define the character
χ ≔
n−1∑
i=1
(ωn−i+1 + . . . + ωn) −
n−1∑
i=1
(ω1 + . . . + ωi).
and show how to extract the entries of the normal forms H in the affine space HB  AD
of dimension D ≔ (n−1)(n−2)2 with the generating semi-invariants from Proposition 5.1.
In particular, we are able to separate them with semi-invariants of the same weight χ.
Lemma 7.3. For each i and j, such that 2 < j + 2 ≤ i ≤ n, there is a semi-invariant
gi, j of weight χ which fulfills
gi, j(H) = Hi, j
for every normal form H ∈ HB.
Proof. Let n − i + 1 < { j − 1, j} and define the datum P ≔ ((ak)k, (a′k)k, (Pk,l)k,l) by
· (ak)1≤k≤n−1 ≔ ( j − 1, n− i + 1, j, 1, . . . , j− 2, j+ 1, . . . , n− i, n− i+ 2, . . . , n− 1),
· (a′k)1≤k≤n−1 ≔ ( j, n − i+ 1, j− 1, 1, . . . , j− 2, j+ 1, . . . , n− i, n− i+ 2, . . . , n− 1),
· Pk,l ≔

xn− j+1, if k = l ∈ {1, 3};
x if k = 2 and l = 1;
xi if k = l = 2;
xi− j if k = 3 and l = 2;
xn−ak if k = l > 3;
0 otherwise.
Let us denote gi, j ≔ fP and let H ∈ HB, then
gi, j(H) = det(HP) = det((Pk,l(H)(ak ,a′l ))1≤k,l≤3) · det((Pk,l(H)(ak ,a′l ))4≤k,l≤n−1) =
= det((Pk,l(H)(ak ,a′l ))1≤k,l≤3) ·
∏n−1
k=4 det(Pk,k(H)(ak,a′k)) = det((Pk,l(H)(ak,a′l ))1≤k,l≤3) =
= det

1 0 0
. . .
...
∗ 1 0
0 0
H(n−i+1, j)
0 0
1
. . .
∗ 1 0
0
0
∗ · · · ∗ 1
∗ · · · ∗ ∗
...
...
...
∗ · · · ∗ ∗
0 · · · 0
1 0
. . .
∗ 1

= Hi, j.
In the remaining cases, the argumentation is the same as in this first case:
If n − i + 1 = j, then we define the datum P ≔ ((ak)k, (a′k)k, (Pk,l)k,l) by
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· (ak)1≤k≤n−1 ≔ ( j − 1, j, 1, . . . , j − 2, j + 1, . . . , n − 1),
· (a′k)1≤k≤n−1 ≔ ( j, j − 1, 1, . . . , j − 2, j + 1, . . . , n − 1),
· Pk,l ≔

xn− j+1, if k = l ∈ {1, 2};
x if k = 2 and l = 1;
xn−ak if k = l > 2;
0 otherwise.
Let n−i+1 = j−1 and j = 2, that is, i = n. We define the datumP = ((ak)k, (a′k)k, (Pk,l)k,l)
as follows:
· (ak)1≤k≤n−1 ≔ (2, 1, 3, . . . , n − 1),
· (a′k)1≤k≤n−1 ≔ (1, 2, 3, . . . , n − 1),
· Pk,l ≔

xn−2, if k = l = 1;
xn−1 if k = 1 and l = 2;
x if k = l = 2;
xn−k if k = l > 2;
0 otherwise.
Let us assume n−i+1 = j−1 and j ≥ 3 and consider the datumP = ((ak)k, (a′k)k, (Pk,l)k,l)
defined by
· (ak)1≤k≤n−1 ≔ ( j, j − 1, 1, . . . , j − 2, j + 1, . . . , n − 1),
· (a′k)1≤k≤n−1 ≔ (1, j, j − 1, 2 . . . , j − 2, j + 1, . . . , n − 1),
· Pk,l ≔

xn− j+1 if (k = 1 and l = 2) or if k = l = 3;
x if k = l = 2;
xn− j+2 if k = 2 and l = 3;
xn−ak if k = l = 1 or if k = l > 3;
0 otherwise.
It follows from Proposition 5.1 that every such semi-invariant gi, j is of weight χ. 
We have, thus, found semi-invariants of the same character that extract the coordinates
of HB  AD. As the translation to the representation theory of the algebra KQ/I
provides an insight into the classification of finite parabolic actions in case the algebra
is representation-finite (see [4]), the translation to the language of moduli spaces may
provide further knowledge about quotients if the algebra is of wild representation type.
References
[1] Klaus Bongartz. Minimal singularities for representations of Dynkin quivers.
Comment. Math. Helv., 69(4):575–611, 1994.
[2] Magdalena Boos. Conjugation on varieties of nilpotent matrices. PhD thesis,
Bergische Universität, Wuppertal, 2012.
25
[3] Magdalena Boos. Non-Reductive Conjugation on the Nilpotent Cone. Algebr.
Represent. Theory, 17(6):1683–1706, 2014.
[4] Magdalena Boos and Markus Reineke. B-orbits of 2-nilpotent matrices and gen-
eralizations. In Highlights in Lie Algebraic Methods (Progress in Mathematics),
pages 147–166. Birkhäuser, Boston, 2011.
[5] David A. Cox, John B. Little, and Henry K. Schenck. Toric varieties, volume
124 of Graduate Studies in Mathematics. American Mathematical Society, Prov-
idence, RI, 2011.
[6] William Fulton. Introduction to toric varieties, volume 131 of Annals of Mathe-
matics Studies. Princeton University Press, Princeton, NJ, 1993. The William H.
Roever Lectures in Geometry.
[7] Bettina Halbach. B-Orbiten nilpotenter Matrizen. Bachelorarbeit, Bergische Uni-
versität Wuppertal, 2009.
[8] David Hilbert. Ueber die Theorie der algebraischen Formen. Math. Ann.,
36(4):473–534, 1890.
[9] Hanspeter Kraft. Geometrische Methoden in der Invariantentheorie. Aspects of
Mathematics, D1. Friedr. Vieweg & Sohn, Braunschweig, 1984.
[10] Shigeru Mukai. An introduction to invariants and moduli, volume 81 of Cam-
bridge Studies in Advanced Mathematics. Cambridge University Press, Cam-
bridge, 2003. Translated from the 1998 and 2000 Japanese editions by W. M.
Oxbury.
[11] Masayoshi Nagata. On the fourteenth problem of Hilbert. In Proc. Internat.
Congress Math. 1958, pages 459–462. Cambridge Univ. Press, New York, 1960.
[12] Markus Reineke. Moduli of representations of quivers. In Trends in representa-
tion theory of algebras and related topics, EMS Ser. Congr. Rep., pages 589–637.
Eur. Math. Soc., Zürich, 2008.
[13] Aidan Schofield and Michel van den Bergh. Semi-invariants of quivers for arbi-
trary dimension vectors. Indag. Math. (N.S.), 12(1):125–138, 2001.
[14] Jean-Pierre Serre. Espaces fibrés algébriques (d’après André Weil). In Séminaire
Bourbaki, Vol. 2, pages Exp. No. 82, 305–311. Soc. Math. France, Paris, 1995.
26
