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Abstract. Structural equation modeling (SEM) is a powerful statistical approach for the
testing of networks of direct and indirect theoretical causal relationships in complex data sets
with intercorrelated dependent and independent variables. SEM is commonly applied in
ecology, but the spatial information commonly found in ecological data remains difﬁcult to
model in a SEM framework. Here we propose a simple method for spatially explicit SEM (SE-
SEM) based on the analysis of variance/covariance matrices calculated across a range of lag
distances. This method provides readily interpretable plots of the change in path coefﬁcients
across scale and can be implemented using any standard SEM software package. We
demonstrate the application of this method using three studies examining the relationships
between environmental factors, plant community structure, nitrogen ﬁxation, and plant
competition. By design, these data sets had a spatial component, but were previously analyzed
using standard SEM models. Using these data sets, we demonstrate the application of SE-
SEM to regularly spaced, irregularly spaced, and ad hoc spatial sampling designs and discuss
the increased inferential capability of this approach compared with standard SEM. We
provide an R package, sesem, to easily implement spatial structural equation modeling.
Key words: lag distance; spatial correlation; spatial ecological analysis; spatial environment–ecological
response relationships; structural equation modeling; variance–covariance matrices.
INTRODUCTION
Structural equation modeling (SEM) is a powerful
statistical approach for the testing of hypotheses about
networks of direct and indirect theoretical causal
relationships in complex data sets with intercorrelated
dependent and independent variables (Shipley 2000a,
Pugesek et al. 2003, Grace 2006, Kline 2011). The many
advantages of SEM include its mathematical and
statistical rigor, ﬂexibility for describing complex
hypotheses about relationships between variables, sci-
entiﬁc inferential capacity and visually intuitive repre-
sentation of networks among ecological factors. These
features have ensured that SEM is now widely applied to
an array of questions in ecology and related ﬁelds.
However, notwithstanding these advantages, the stan-
dard SEM implementation is not well suited to some
common features of ecological data. Recent methodo-
logical advances have opened broad possibilities for the
modeling of nonlinear relationships and other complex
data structures (e.g., Grace and Bollen 2008, Shipley
2009, Clough 2012, Grace et al. 2012), but data with a
spatial component remains difﬁcult to model in a SEM
framework. This is a signiﬁcant gap as most ecological
data have underlying spatial structure, yet standard
spatial statistics are limited to univariate and bivariate
analyses (Fortin and Dale 2005). Just as spatial scale can
inﬂuence individual ecosystem components, spatial scale
likely inﬂuences the networks of relationships among
ecosystem components (e.g., Levin 1992). Here we
propose a simple method for spatially explicit structural
equation modeling (SE-SEM) for the analysis of spatial
structure in complex ecological networks. SE-SEM has
numerous potential applications. It may provide a tool,
for example, to link the common application of standard
SEM in biodiversity, ecosystem function studies (e.g.,
Grace et al. 2007a), and the spatially explicit models
needed to link experimental data to landscape-level
modeling and decision making (Cardinale et al. 2012).
Most ecological data contain underlying spatial
structure that needs to be accounted for during analysis
(Legendre and Fortin 1989, Legendre et al. 2002, Fortin
and Dale 2005, Legendre and Legendre 2012). Spatial
structure in ecological data can include spatial depen-
dence, where spatially structured environmental vari-
ables inﬂuence ecological response variables, and spatial
autocorrelation, where the relationships among vari-
ables is a function of distance among samples (Legendre
et al. 2002). Spatial dependence in environment–
ecological response relationships likely inﬂuences many
of the networks of causal relationships at the heart of
most ecological applications of SEM, yet standard SEM
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methodology cannot directly incorporate that spatial
dependence. Extending the SEM approach to spatial
data requires expansion of the SEM causal framework
(Shipley 2000a, Grace 2006) to more readily incorporate
spatially explicit dependent causal relationships. In this
paper, we argue that direct spatially dependent causal
relationships produce indirect spatial dependencies in
subsequent pathways in a SEM.
A variety of approaches for spatial SEM have been
proposed. One common approach is to incorporate a
distance measure as an observed or latent variable in a
standard SEM model (Bailey and Krzanowski 2012).
Other methods have largely been developed for health
and sociometric data aggregated by administrative
districts such as counties or city wards such as the
modeling of spatially structured residuals accounting for
relationships between adjacent districts (Congdon et al.
2007, Oud and Folmer 2008, Congdon 2010). Also
proposed are an extension of the common factor model
to include neighborhood information (Wang and Wall
2003) and a hierarchical extension for simultaneous
modeling of relationships between latent variables while
accounting for spatial relationships (Liu et al. 2005).
While some SEM software packages can accommodate
hierarchical or blocked sampling designs to a limited
degree (e.g., M-Plus; Muthe´n and Muthe´n 2010), in
most cases these methods have not achieved widespread
use and are not available in widely used SEM software
packages.
Common geostatistical techniques analyze spatial
structure by dividing the data into a series of lag
distances (i.e., by calculating all of the pairwise distances
among sample points and allocating sample pairs into
bins encompassing a particular range of distances
apart). Properties of the sample pairs within each lag
distance bin are then calculated and plotted against lag
distance (Fortin and Dale 2005, Si 2008). Typical values
analyzed in this way include the semivariance, or the
variance among sample pairs within a bin, and Moran’s
I, a measure of the autocorrelation among sample pairs
(Moran 1948, Fortin and Dale 2005). This geospatial
approach produces visually intuitive plots of the
relationship between the ecological similarity among
samples and the physical distance between those samples
(Banerjee and Siciliano 2012). Geospatial techniques are
primarily univariate, although cross-semivariance meth-
ods can be used to assess the joint spatial patterns of
more than one variable (Fortin and Dale 2005), multi-
scale ordination and spectral decomposition methods
can be used to describe spatial patterns in community
composition (ver Hoef and Glenn-Lewin 1989, Borcard
and Legendre 2002, Wagner 2003, 2004, Borcard et al.
2004). The highly visual output of the semivariogram,
spectral decomposition, and standard SEM approaches
have contributed strongly to the embrace of those
methods by ecologists. However, these features are not
readily available in current spatial SEM methods
motivating the development of a spatial SEM method-
ology that merges SEM and geostatistics.
Here we propose a simple method for spatially explicit
SEM (SE-SEM) based on the analysis of variance–
covariance matrices calculated for a range of lag
distances. This method provides readily interpretable
plots of the change in path coefﬁcients across scale and
can be implemented using any standard SEM software
package. We demonstrate the application of SE-SEM
using a data set with a spatial component previously
analyzed using a standard SEM (Stewart et al. 2011b).
DESCRIPTION OF THE METHOD
We propose a method for spatially explicit structural
equation modeling based on the analysis of a series of
spatially explicit variance–covariance matrices from a
range of lag distances (Fig. 1). Standard SEM is based
on the analysis of variance–covariance matrices; the SE-
SEM method we propose here is simply to ﬁt the same
SEM model to a series of variance–covariance matrices
calculated for different lag distances. Functions, anno-
tated examples, and example data to implement SE-
SEM using the R package (R Development Core Team
2011) and the R laavan library (Rosseel 2012) to ﬁt the
SEM models is provided in the R sesem library and in
the Supplement.
FIG. 1. Flowchart depicting the process and decision points
in a spatial structural equation modeling (SEM) analysis.
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Specify and ﬁt a standard SEM (nonspatial) model.—
The ﬁrst step in SE-SEM is to develop and ﬁt an initial
standard SEM model to the data, assuming spatially
independent responses and without any explicit spatial
terms in the model. We assume that the reader has a
working knowledge of SEM and has developed and ﬁt a
standard SEM (i.e., nonspatial) model to their data.
Numerous books and review papers targeted at a range
of audiences and disciplines provide an accessible
introduction to the theory and practice of structural
equation modeling (e.g., Bollen 1989, Shipley 2000a,
Pugesek et al. 2003, Grace 2006, 2008, Kline 2011, Lamb
et al. 2011). In short, development of the nonspatial
model requires the speciﬁcation of an initial path model
summarizing a causal hypothesis in the form of paths
representing causal relationships among the variables in
the model. Model ﬁtting involves the estimation of
parameters (path coefﬁcients) for each relationship
included in the initial model, followed by tests to
evaluate model ﬁt. In cases where the ﬁt of the model
is not adequate, modiﬁcation indices are often used to
identify additional paths that, when added to a model,
achieve adequate ﬁt.
In SE-SEM, not only does the nonspatial model specify
causal hypotheses among individual variables (Shipley
2000a), the model also speciﬁes a series of spatial causal
hypotheses about how variables affect one another at a
distance. When developing the nonspatial model it is
therefore critical to articulate for each path a causal
mechanism that can plausibly be expected to operate at a
given distance. Some spatial mechanisms result from
obvious interactions among community components; a
tall shrub in one plot, for example, can reasonably shade
lichens on a treeless plot a few meters away. Many if not
most spatial causal mechanisms are going to be driven by
spatially dependent environmental factors, however.
Spatial dependence, where a spatially structured environ-
mental variable inﬂuences one or more ecological
response variables (Legendre et al. 2002), is likely to be
very common in ecological applications of SE-SEM. A
simple spatially dependent mechanism may be captured
by a direct path from the spatially structured environ-
mental variable to a biotic one. Complex spatially
dependent mechanisms following indirect paths originat-
ing with a spatially dependent variable and passing
through one or more subsequent variables are likely to be
encountered. Spatial dependence in soil moisture, for
example, may in turn have important direct and indirect
spatially dependent causal inﬂuences on components of
the plant community. It is these indirect spatial mecha-
nisms, easily incorporated into SE-SEM, that are most
difﬁcult to model with alternative geostatistical methods.
Calculate spatially explicit variance–covariance matri-
ces for a series of lag distances.—The second step is to
select the lag distance bins and calculate a series of
spatially explicit variance–covariance matrices. Typical-
ly, geospatial analysis is limited to 50% of the maximum
and minimum lag distances, so ﬁeld designs and the
maximum bin size should reﬂect a spatial pattern
suitable for the inference space under study. Selection
of the number of distance bins and the size of each bin
are important considerations that depend on the speciﬁc
goals of a study. Bin sizes should have reasonable
ecological interpretation(s), and the sample size (number
of sample pairs within the bin should be adequate for
SEM analysis). Small sample sizes may lead to bias or
inaccuracy in the variance–covariance matrix, further
resulting in both unreliable parameter estimates and
tests of model ﬁt (Shipley 2000a, Kline 2011). Recom-
mendations for minimum sample size in the SEM
literature vary widely, with 100–200 samples or 5–10
times the number of parameters in the model often
suggested (Grace 2006, Kline 2011).
Within the implementation of the methodology, three
options for lag distance bin size selection are provided:
(1) direct selection of bin sizes by the user, (2) automatic
generation of bins based on a minimum sample size
(number of sample pairs) per bin with a default sample
size of 100 and (3), automatic generation of a number of
bins of equal distance range and all observations from
that range in that bin. Option 1 is to be used when the
investigator has a priori reasons to investigate particular
lag distances associated with particular processes with a
known scale, and has developed an initial path diagram
representing spatial hypotheses speciﬁc to those lag
distance(s). Option 2 is useful when the primary interest
is how path strengths change as a function of space.
Setting a minimum sample size allows the maximum
number of statistically reasonable bins to be used.
Option 3 is useful when an investigator wants a precise
estimate of path coefﬁcients but still provides enough lag
distance bins to be useful for investigating changes in
path coefﬁcients with scale. Options 2 and 3 require an
initial path diagram representing spatial causal hypoth-
eses that are applicable across the full range of lag
distances to be investigated. Following lag distance bin
selection, a spatially explicit variance–covariance matrix
is calculated using the sample pairs that fall within each
bin. These matrices are the basis of the subsequent SE-
SEM models.
Fit and evaluate SEM models for each lag distance
bin.—An initial path model equivalent to the nonspatial
SEM model is then ﬁt to the variance–covariance matrix
for each lag distance. Following model ﬁtting, indices of
model ﬁt should be plotted against lag distance. The
standard advice on the evaluation of model ﬁt, such as
nonsigniﬁcant v2 tests and acceptable values for other
indices of model ﬁt (Grace 2006, Kline 2011), applies to
the evaluation of model ﬁt across lag distance with some
caveats. If the model ﬁt is adequate across all, or most,
lag distances then the modeler should proceed directly
with the comparison of individual path coefﬁcients
across lag distances. If not, the investigator can proceed
along a number of different routes. If the primary goal is
the direct comparison of individual path coefﬁcients
across different lag distances, it is important that the
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same structural model be used for each lag distance. The
inclusion of additional direct or indirect paths at some
lag distances but not others may affect other path
coefﬁcients in the model, making subsequent compari-
sons of path coefﬁcients across distances difﬁcult. If
different models at different lags are acceptable, three
approaches are available. (1) If the primary goal is to
examine processes at a particular lag distance, the use of
modiﬁcation indices to improve the ﬁt of a single model
at that lag distance is a reasonable strategy. (2) If the
primary goal is to make cross-lag-distance comparisons,
then modiﬁcation indices averaged across all lag
distances can be used. This approach will identify paths
that when added will result in the largest drops in v2
values across all lag distances, even if such paths are
nonsigniﬁcant at particular distances. (3) If the primary
goal is more ﬂexible, or if different causal relationships
are hypothesized for different lag distances, separate
models can be ﬁt at different distances. This approach,
however, will preclude direct comparison of the model
parameters across distances. In all cases, model modi-
ﬁcation should be done cautiously with only biologically
reasonable paths added, and appropriate concern for
overﬁtting (Grace 2006, Kline 2011).
Path coefﬁcients vs. lag distance.—A primary goal of
spatially explicit SEM is the comparison of particular
path coefﬁcients across a range of lag distances. These
comparisons should be made using unstandardized path
coefﬁcients as the standardization process makes it
difﬁcult to directly compare standardized coefﬁcients
across different data sets (Grace 2006). Unstandardized
coefﬁcients can be directly comparable across lag
distances since those variables are scaled in the same
units across lag distances. The trend across lag distances
can then be evaluated graphically and analyzed using,
for example, a polynomial or generalized additive model
(Wood 2006) with signiﬁcant trends identiﬁed and
distances where the paths are signiﬁcantly different
from zero identiﬁed. Generalized additive models
(GAM) models are implemented in our method using
function gam in the mgcv library (Wood 2011).
Model testing: spatial dependence of nitrogen ﬁxation in a
high Arctic community
We illustrate the application of SE-SEM using the
‘‘Truelove’’ data set, a study that used a regularly spaced
sampling design to study links between nitrogen ﬁxation
and plant community structure in a high Arctic plant
community (Stewart et al. 2011b). Raw data, SE-SEM
functions, and the annotated R-code (R Development
Core Team 2011) to carry out these examples using the
laavan library (Rosseel 2012) are provided in the
Supplement. In the Appendix, we also provide two
additional example data sets, ‘‘Alexandra Fiord’’ and
‘‘Fescue Grassland,’’ (Lamb and Cahill 2008, Stewart et
al. 2011b) that demonstrate the use of SE-SEM for
irregular lag distance (Alexandra Fiord), and ad hoc
(Fescue Grassland) spatial sampling designs.
Truelove Lowland sampling
The Truelove study examined the relationships
between vascular plant cover and the cover of common
N2-ﬁxation associations (bryophytes, lichens, and bio-
logical soil crusts) and N2-ﬁxation rates in a high Arctic
polar oasis (Stewart et al. 2011b). The study site was on
Truelove Lowland, a 43-km2 polar oasis on the north
shore of Devon Island, Nunavut, Canada (758670 N,
848580 W; see Plate 1). The lowland is bordered by
shoreline to the north, west and part of the south and by
steep cliffs (;300 m) to the east and remaining south
(Muc and Bliss 1977). The lowland has a distinct spatial
structure, with raised beach crests occurring at regular
intervals (Lev and King 1999; see also Appendix: Fig.
A1). Ridges were dominated by cushion-plant–lichen
communities and the intervening lowlands by Hum-
mocky sedge–moss meadows; names follow Muc and
Bliss (1977). Sampling was conducted using a regular
sampling design with 129 points located every 4 m on a
512-m transect over a series of beach ridges.
Nonspatial SEM Model
The nonspatial structural equation model for True-
love Lowland was based on the ﬁnal path model used by
Stewart et al. (2011b). In that study, the SEM was ﬁt as a
multi-group model spanning four sites; here we focus on
only the Truelove site using a single-group model. The
SEM consisted of directly observed measures of soil
moisture, shrubs, gramminoids, forbs, bryophytes,
lichens, biological soil crusts, and their link to N2
ﬁxation. Brieﬂy, Stewart et al. (2011b) developed a path
model to describe how soil moisture and functional
vascular plant community composition (i.e., proportion
of graminoids, forbs, and shrubs) directly inﬂuenced
cover of bryophytes, soil crust, and lichen abundance
and hence indirectly inﬂuenced N2 ﬁxation. Direct paths
from potential N2-ﬁxing cyanobacteria associations
(bryophyte, lichen, and bare ground) to N2 ﬁxation
were included. Soil crusts were included as a potential
N2-ﬁxing association because ‘‘bare ground’’ as recorded
in the ﬁeld supported communities composed of
bacteria, cyanobacteria, algae, mosses, liverworts, fungi,
and small lichens (Stewart et al. 2011b). Paths from soil
moisture to all plant components were included because
(1) soil moisture is a key environmental factor deter-
mining the distribution of vegetation types in Arctic
environments (Oberbauer and Dawson 1992) and (2)
interactions between plant communities and soil mois-
ture can be important in determining the operating
environment of N2-ﬁxing associations (Zielke et al. 2002,
2005, Stewart et al. 2011a).
In specifying the nonspatial model for SE-SEM, it is
critical that all paths represent spatial causal hypotheses.
In the Truelove nonspatial SEM, each path represents a
spatially dependent ecological mechanism linked back to
soil moisture. Variation in soil moisture at Truelove
Lowland, the key underlying environmental factor in the
SEM, is driven by changes in topography and soil
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drainage patterns along the beach ridge cantinas
occurring at scales of tens to hundreds of meters (Lev
and King 1999). Numerous studies at this site and others
have demonstrated moisture driven spatial dependence
in arctic bryophyte, vascular plant, and soil communities
(e.g., Peterson and Billings 1980, Muc and Bliss 1977,
Ostendorf and Reynolds 1998, Banerjee et al. 2011).
There are both direct and indirect spatially dependent
ecological mechanisms linking vascular plants (shrubs,
gramminoids, and forbs) to cryptogams (bryophyte,
lichen, soil crust) in this community. The direct
mechanisms, such as shading and competitive displace-
ment, are likely most important at very small scales. The
indirect mechanisms linking moisture effects on the
vascular plants to bryophytes likely occur at scales of
tens to hundreds of meters in Truelove Lowland (Muc
and Bliss 1977, Lev and King 1999, Banerjee et al. 2011)
and thus are appropriate for testing in an SE-SEM
context across scales.
Model ﬁtting
Given the regular sampling design, we chose to model
a separate SE-SEM for each lag distance from 4 m
(smallest distance measured) to 248 m (one-half of the
full transect length). Using all possible bin sizes
maximizes the spatial resolution of the SE-SEM (62
separate SEM models), with the drawback in this case
that lag distance bins greater than 118 m had fewer than
100 samples (with a low of 67 in the 248-m bin).
RESULTS
The nonspatial Truelove structural equation model
had an adequate ﬁt (v25 ¼ 10.83, P ¼ 0.05; Fig. 2). The
model explained a relatively low percentage of the
variation in N2 ﬁxation (R
2 ¼ 0.06), but the abundance
of bryophytes (r2 ¼ 0.34), lichens (r2 ¼ 0.46), and bare
ground (r2 ¼ 0.76) were relatively well explained. The
spatially explicit models had reasonably good ﬁt across
most lag distances, although there was a trend toward
poorer model ﬁt at lag distances greater than 175 m
(Fig. 3, Appendix: Fig. A2). There were no average
modiﬁcation indices greater than 3.7, further demon-
strating that the path model was valid across all lag
distances.
The importance of spatial scale on the moisture–
bryophyte–N2-ﬁxation relationship in this system is
evident in the SE-SEM, as is the positive inﬂuence of
moisture on gramminoids and subsequently bryophyte
abundance (Fig. 4). Path coefﬁcients describing the
direct inﬂuence of moisture on gramminoids were
signiﬁcant at all lag distances examined and all but two
of the 62 lag distances for bryophytes. Both the
proximity of permafrost to the soil surface and moisture
retention by bryophytes create a moist environment in
these low-lying areas, which is likely to be crucial in
maintaining higher rates of N2 ﬁxation (Stewart et al.
2011b). The SE-SEM demonstrates that, while moisture
appears to inﬂuence the presence of bryophytes at many
FIG. 2. Fitted nonspatial SEM model for Truelove Lowland. Standardized path coefﬁcients are shown; dotted lines indicate
nonsigniﬁcant paths (P . 0.100).
FIG. 3. Change in model ﬁt (v2 values) with lag distance for
the Truelove Lowland. The solid line is a smoothed curve ﬁt
using function lowess. Dotted lines indicate the critical v2 value
corresponding to P¼ 0.05 for the model.
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scales larger than 4 m, the indirect inﬂuence of moisture
on N2 ﬁxation via bryophytes is strongest at intermediate
lag distances (i.e., 50–100 m). These lag distances
correspond with the dominant microtopographical fea-
ture of the landscape: the alternation of raised beach
crests dominated by cushion-plant–lichen communities
and intervening lowlands with hummocky sedge–moss
meadows (Muc and Bliss 1977, Lev and King 1999).
Neither biological soil crusts nor lichens had a signiﬁcant
inﬂuence on N2 ﬁxation in the nonspatial model.
However, signiﬁcant path coefﬁcients from bare ground
to N2 ﬁxation were observed at intermediate distances
(31–39 m, 43–47 m, 143–147 m, and 151–155 m), likely
reﬂecting indirect moisture effects driven by the higher
abundance of biological soil crusts on the exposed tops
of beach ridges. Signiﬁcant path coefﬁcients from lichens
to N2 ﬁxation were also only found at larger intermediate
lag distances (103–107 m and 159–171 m), likely
capturing similar topographical spatial dependencies
inﬂuencing N2-ﬁxing lichens. Increased rates of N2
ﬁxation under drier conditions have been observed in
Arctic landscapes where lichens are abundant (Hobara et
al. 2006, Stewart et al. 2011a), while in lower landscape
positions lichens can be excluded by competitive
displacement or intolerance to prolonged hydration
episodes (Moser and Nash 1978, Joly et al. 2009).
DISCUSSION
The spatially explicit SEM methodology described in
this paper was effective at evaluating the broad spatial
relationships in the Truelove data set. Importantly, a
number of paths that were nonsigniﬁcant in the
nonspatial model captured important spatial dependen-
cies driven by moisture and topographic position. The
primary challenge in SE-SEM is speciﬁcation of spatial
causal hypotheses in the nonspatial path diagram. In the
absence of a clear spatial causal hypothesis, SE-SEM
becomes a multivariate description of patterns of spatial
autocorrelation. This in itself may be a useful applica-
tion, but does not harness the full power behind SEM.
Throughout this paper we have argued that a bivariate
spatial dependency, or a direct spatial causal relation-
ship between two variables (Legendre et al. 2002), will
propagate through the structural model as a series of
indirect spatial causal relationships. It is this scenario
that makes modeling of the changes in path coefﬁcients
with lag distance useful. In cases where clear spatial
causal relationships cannot be justiﬁed at all scales, it
may be preferable to optimize the SE-SEM for a single
lag distance as described in Description of the method:
Fit and evaluate SEM models for each lag distance bin.
FIG. 4. Changes in unstandardized path coefﬁcients with lag distance for Truelove Lowland. Predicted lines are plotted for each
generalized additive model (GAM) relationship (solid lines); dotted lines represent 6SE. Path coefﬁcients should be considered
nonsigniﬁcant when the standard error lines cross the horizontal lines at zero. Parameter abbreviations are Shrubs, shrub cover;
Moisture, gravimetric soil moisture; Bryoph, bryophyte cover; Lich, lichen cover; SoilCrust, biological soil crust; gram, graminoid
cover; Forbs, forb cover; N_Fix, nitrogen ﬁxation rate measured as mean acetylene reduced (lmolm2h1). In the panel labels, ‘‘A
; B’’ indicates ‘‘A as predicted by B.’’
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The SE-SEM methodology outlined in this paper
differs substantially from the alternative spatial SEM
approaches available in the literature (Wang and Wall
2003, Liu et al. 2005, Congdon et al. 2007, Oud and
Folmer 2008, Congdon 2010). Those methods have not
achieved widespread usage in the natural sciences. There
are at least two reasons for the lack of uptake. First,
these methods are primarily aimed at data aggregated by
administrative districts such as counties or city wards,
while ecologists are more likely to be interested in fully
geo-located data. Second, software for the existing
methods is not widely available in commonly used
SEM software packages. The methodology we propose
has a number of advantages over the existing spatial
SEM approaches. First, the ﬂexible choice of lag distance
bins puts the analyst in full control of the type of spatial
questions they wish to address. Second, the visually
intuitive combination of SEM path diagrams and geo-
statistical plots of path coefﬁcients across lag distances
are likely to be attractive to ecologists because they can
be broadly interpreted by readers who do not have a
detailed understanding of the underlying methods.
Third, the methodology can be rapidly implemented
using any standard SEM software package.
The SE-SEM methodology proposed here has links
with the multi-scale ordination and spectral decompo-
sition methods developed to describe spatial patterns in
community composition and plant–environment rela-
tionships (ver Hoef and Glenn-Lewin 1989, Borcard and
Legendre 2002, Wagner 2003, 2004, Borcard et al. 2004,
Legendre and Legendre 2012). Multi-scale ordination
will likely remain a preferred method for examining
spatial patterns of community composition, as species-
level community composition can be very difﬁcult to
bring directly into an SEM. Typical SEM applications
use ordination axes as a proxy variable for composition
(e.g., Grace et al. 2007b, Lamb and Cahill 2008). The
principle advantage of SE-SEM is the ability to specify
and then test a multivariate hypothesis relating biotic
and environmental variables.
Further development and testing of SE-SEM is needed
on a number of fronts. The examples provided here all
involve observed variable models; further testing to
validate SE-SEM for latent variable models and other
common SEM methods such as multi-group models and
composite variables is needed. Further, we have restricted
our implementation of SE-SEM to standard maximum-
likelihood methods for ﬁtting the models to each
variance–covariance matrix. An alternative approach
that could be used to test the spatial causal hypotheses
in the path diagram for each lag distance bin is the d-
separation (d-sep) test (Shipley 2000a, b, 2012). The d-sep
approach may be particularly useful in cases where model
identiﬁcation or convergence present problems. In
addition, methods need to be developed to separate
spatial autocorrelation and spatial causal relationships,
and to detect whether a data set has little or no spatial
signal. A useful approach here may be to formulate path
models describing spatial autocorrelation (Legendre and
Legendre 2012) as well as the spatial causal models used
here; model comparison could allow the relative strength
of the causal processes to be more clearly evaluated. In
this paper, we follow general practice in geostatistics and
only report results for lag distances up to 50% of the
maximum distance separating samples. In initial testing,
however, we utilized larger lag distances and observed a
general trend for decreasing model ﬁt with increasing lag
distance. This pattern may represent either a weakness of
the method or a real pattern of weakening spatial control
at larger scales. A decline in the strength of spatial
pattern is observed in many autocorrelation studies, i.e.,
it is found that at some scale spatial autocorrelation
PLATE 1. The transect at Truelove Lowland, Devon Island, Nunavut, Canada, extends across an alternating series of raised
beach crests, back slopes, and moist depressions. Sample points are marked with collars for a greenhouse gas emission study. Photo
Credit: Martin E. Brummell.
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becomes negligible and samples can be treated as
independent (Legendre et al. 2002, Banerjee et al.
2011). If spatial pattern is indeed weakening at larger
scales, then there are implications for the use of averaged
modiﬁcation indices for model ﬁt improvement. In
particular, the averaged modiﬁcation indices may become
dominated by noise from the larger lag distance bins
leading to the danger of model overﬁtting. Alternatively,
the nonspatial model may be inappropriate to describe
the processes occurring at larger spatial scales (i.e., non-
stationarity). If local spatial processes dominate in the
formulation and testing of the nonspatial model, then it
should be expected that model ﬁt will decline with lag
distance. This suggests that different path models may
need to be developed for different lag distance ranges.
The SE-SEM we present here is sufﬁcient for the
analysis of relatively simple spatially structured data
collected without SE-SEM in mind. Future applications
will beneﬁt, however, from a careful selection of
sampling designs to ensure samples for lag distance bins
covering the range of important spatial processes. The
Alexandra Fiord data set described in the Appendix, for
example, utilized a sampling design intended for spatial
analysis. In hindsight, it is clear that important spatial
processes are occurring at that site at the 0.2–0.5 m scale,
yet sample size limitations precluded a lag distance bin of
that size. In cases where there is insufﬁcient information
to establish an appropriate regularly or irregularly
spaced transect, sampling designs, such as, a partial
Fibonacci spiral may be effective (Fortin and Dale 2005).
In summary, SE-SEM provides a simple and visually
intuitive method to incorporate spatial data into
structural equation models. Here we demonstrate the
application of SE-SEM using a data set previously
analyzed using standard SEM methods. Important
spatial patterns and processes hidden in the standard
SEM were evident in the SE-SEM results. The power to
reveal spatial dependencies among multiple variables
makes SE-SEM a signiﬁcant advance in the application
of SEM to ecological questions.
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Additional results for the Truelove Lowland spatially explicit structural equation model (SE-SEM), and example applications of
SE-SEM to two additional data sets (Ecological Archives E095-216-A1).
Supplement
R functions to perform SE-SEM and R scripts and data for the examples used in this paper (Ecological Archives E095-216-S1).
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