In this paper we investigate the nonlinear matrix equation 
Introduction
Consider the nonlinear matrix equation
where A and P are nxn nonsingular and positive definite matrices respectively. The existence and the uniqueness, the rate of convergence as well as the necessary and sufficient conditions for the existence of positive definite solutions of similar kinds of nonlinear matrix equations have been studied by several authors [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Perturbation analysis for the matrix equations X ± A * X −n A = Q , X + A * F (X ) A = Q and X + A * X −1 A = P are studied in [16] [17] [18] [19] [20] respectively. Throughout this paper we use X L to denote the maximal solution of the matrix Eq. (1.1) . The paper is organized as follows: First, in Section 2 , we introduce some notations and a lemma that will be needed for developing the work. In Section 3 , an iterative method for obtaining the maximal positive definite solution of the matrix Eq. (1.1) is proposed. We state and prove a theorem and a lemma for the existence of the maximal solution. We also, put conditions on the matrix A to derive bounds on the maximal solution X L as well as any other positive definite solution X of the matrix Eq. (1.1) in terms of the matrix P. In Section 4 , we investigate a perturbation estimate for the maximal solution of the matrix Eq. (1.1) and an error bound for approximation of the maximal solution is obtained. In Section 5 , numerical example is given to illustrate the obtained results.
Preliminaries
The following properties and the lemma stated below will be needed for developing the work:
For square nonsingular matrices A, B, we have the following: Now, for solving our problem ( 1.1 ) we consider the following iterative process.
Fact 3.1. If A is nonsingular matrix and the matrix Eq. (1.1) has a positive definite solution X , then the sequence { X k } derived from ( 3.1 ), is monotonic decreasing and bounded from below and hence converges to X L (the maximal solution).
The statement of this fact and its proof are similar to Theorem 2.5 and Theorem 2.6 [22] , where V. I. Hasanov considers the iteration 
Proof. It is clear that X is a solution of the matrix Eq. (1.1) if and only if Y = X −1 satisfies
Now consider the sequence of matrices
Using induction, it is easy to verify that:
where
. . hence there exists a positive number η with 0 < η ≤ 2 such that lim
Then from ( 3.4 ) and ( 3.6 ) we have
which yields:
From ( 3.7 ) and ( 3.8 ), then we get
Thus, it follows that the matrix sequence P ≤ X L ≤ P . The proof of this lemma is straightforward.
Perturbation estimate of the maximal solution for the equation X +
In this section, we investigate a perturbation estimate for the maximal solution X L of the matrix Eq. (1.1) using the lemma given in Section 3 , also, we obtain an error bound for approximation of the maximal solution.
Consider the perturbed matrix equation
where ˜ A is nxn nonsingular matrix and ˜ P is positive definite matrix. Denote A = ˜ A − A, P = ˜ P − P. We derive some perturbation estimates for A and P as follows:
and
.
Remark.
The conditions (i), (ii) and (iii) of this theorem are similar to:
(1) the conditions of Theorem 3.1 [ 19 , p.1415] for studying the matrix equations Proof. Since P = ˜ P − P therefore,
Taking norm and using condition (iii), we get
and so we have,
(1 − ε) 4 3 Therefore,
Combining (ii) and ( 4.2 ) we obtain
From condition (i) and inequality ( 4.2 ) it is easy to verify:
which completes the proof of the theorem.
Theorem 4.2. Consider the two matrix equations X +
then the maximal solutions X L and ˜ X L of these two equations exist and satisfy
Proof. Using the obtained results of Theorem 4.1 where
that is:
hold, then "by setting 0 < η ≤ 2 in Theorem 3.1 " and from Lemma 3.2 we get that the maximal solutions X L and ˜ X L of the two Eqs. (1.1) and ( 4.1 ) exist and satisfy that
It is clear that X L and ˜ X L satisfy the two matrix equations
If we consider the identity
On the perturbation estimates of the maximal solution for the matrix equation
Note that, ˜ X L and √ X L are positive definite and hence
X L t → 0 as t → ∞ . From (4.8) and (4.9) we get
From ( 4.6 ) we get
A .
Then we have
Substituting with this result in ( 4.12 ) yields that
which ends the proof of the theorem.
Remark. From the above theorem we can see that the condition number of the matrix Eq. (1.1) at its maximal solution X L is equal to
and is denoted by k (A, P) which is not too large, especially for the case 0 < A P
and the condition number in this case is such that 1 < k (A, P) < 3 2 . Putting P = I in the matrix Eq. (1.1) we get the matrix equation:
and applying Theorems 4.1 and 4.2 once again to the matrix Eq. (4.13) yields that
To derive an error bound of ˜ X we consider the following theorem. 
Proof. It is clear that ˜ X is a solution of the matrix equation
= 3 ˜ P −1 . Applying once again the same proof of ( 4.5 ), inequality ( 4.14 ) can be verified. 
The matrices A and P satisfy the condition A P The obtained results are summarized in the table below:
Remarks.
(1) The first column of Table 1 shows different values of the real number α. Table 1 we see that , the values of q 1 and q 2 increase as the value of α increases.
(2) The fourth and the fifth columns of Table 1 show the values of ˜ A − A and ˜ P − P respectively. It is noted that ˜ A − A ≤ θ and ˜ P − P ≤ θ , where θ ≤ 10 −7 .
Conclusion
In this paper we are concerned with the nonlinear matrix equation X + A T √ X −1 A = P. An elegant property of the maximal solution of this matrix equation is presented. Also, a perturbation estimate for the maximal solution X L of this matrix equation and an error bound for approximate solutions are given. Numerical example is given to illustrate the results, where the obtained numerical results show that the method is reliable.
