INTRODUCTION
Suppose f is a continuous real-valued function defined on the interval [-1, 1] , and let X= {xk,n" k-1,2,...,n; n-1,2,3,...} be an infinite triangular matrix such that for all n, > X l,n > X2,n >''" > X n,n _ --1.
Then for each integer m>_0 there exists a unique polynomial nm,n()[ f, x) of degree at most (m + 1)n-1 which satisfies n (r) (X, f Xk,n) 50,rf(Xk,n), < k < n, 0 < r < m.
rn,n nm,n(X,f,x) is known as as the (0, [3] demonstrated that for n 1,2, 3,..., A0,n(T)--A0,n(T, +1).
A proof of this result is also developed in Rivlin [ [Ak,2m,n(T,x)l <. 2 Z ar,m The constant on the right-hand side of (3) Note that the corresponding problem to that considered in Theorem 2 for odd-order HF interpolation on the Chebyshev nodes is answered by a result of Smith [11] which states that the Ak,Zm + 1,n(T, X) are nonnegative for --1 _<x <_ 1. Thus, since The proof of Theorem 2 will be presented in Section 2. For the proof of Theorem 1, Erd6s and Grtinwald used Riesz's lemma [8] , which provides a lower bound for the separation of the maximum point for the absolute value of a trigonometric polynomial and the zeros of the polynomial, and explicit formulas for the fundamental polynomials Alc, l,n(T, x) for (0, 1) HF interpolation on T. Because the formulas for the Ak,m,n(T x) become increasingly more complicated with increasing m, our method for proving Theorem 2 relies as much as possible on zero-counting techniques and adaptations of Riesz's method to trigonometric polynomials with multiple roots. Specific formulas for the fundamental polynomials are used only for the final part of the proof.
PROOF OF THEOREM 2
For fixed m and < k < n, define the cosine polynomial tk,2m,n(O) by tk,2m,n(O) Ak,2m,n(Z cos 0), and for given j put Oj Oj,n 2j--1) 2"--.
Then tk,2m,n(O) is the unique trigonometric polynomial of degree at most (2m + 1)n-which satisfies t(km,n(Oj) O,r kd, < k, j < n, 0 < r < 2m.
In Iff(0r + 1/2) 0, thenf'(0) has 2 zeros in (0r, 0r + 1), while iff(Or + 1/2) 0, thenfhas a zero between a and 0r + 1/2, and so againf'(0) has 2 zeros in (Or, Or+l). In either case we have found an additional zero off'(0) in (Or, Or + 1) to that already located. Overall, then, for all choices of r with 0 _< r _< n and r k-1, k, we have located 2mn + n zeros off'(0) in (0, rr), and since f'(O) is odd (so has zeros at 0, rr), we have identified 4mn + 2n + 2 zeros off'(0) in (-rr, rr] . This provides a contradiction, sincef'(0) has degree 2mn + n, and so the assumption that a (Or, Or + 1) for some r such that 0 <_ r < n and r-J: k-1, k is incorrect. Therefore a (0k-l,0k+ 1). Further, since tk,2m,n(O) has only one turning point in (0k-l, 0k + 1), a is unique.
The cases k and k n are resolved in a similar manner, and so the proof of Lemma 2 is complete.
Note that, by symmetry, tn,Zm,n(O)---tl, Zm, n(Tr--O) for all 0. Thus the following lemma completes the proof of the first part of Theorem 2.
LEMMA 3 For 2 < k < n-1, tl,Zm,n(O > tk,Zm,n()k).
Proof For fixed k so that 2 < k < n-1, consider
which is a trigonometric polynomial of degree at most (Zm + 1)n-1. 2m-2"'------cOt Now, from (7) it follows that T2m,n(O is even, and so S2m,n(O) Z2m,n(O2t--n) f-Z2m,n(O -)
is a cosine polynomial of degree no greater than (2m + 1)n which satisfies (r) S2m,n(Oj) tO,r tlj, <_ j <_ n, 0 <_ r <_ 2m.
Furthermore, by (8) and (9) increasing function of n, with limit as given by the right-hand side of (6) .
