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This paper studies the period function of the class of Hamiltonian systems x* =&Hy ,
y* =Hx where H(x, y) has the special form H(x, y)=F(x)+G( y) and the origin is a
non-degenerate center. More concretely, if T(h) denotes the period of the periodic orbit
contained in H(x, y)=h we solve the inverse problem of characterizing all systems
with a given function T(h). We also characterize the limiting behaviour of T at infinity
when the origin is a global center and apply this result to prove, among other results,
that there are no nonlinear polynomial isochronous centers in this family.  2000
Academic Press
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1. INTRODUCTION AND MAIN RESULTS
This paper deals with the class of Hamiltonian systems x* =&Hy , y* =Hx
where H(x, y) has the special form
H(x, y)=F(x)+G( y) (1)
with F(x) and G( y) analytic functions at 0, such that they have a non-
degenerate minimum at x=0 and y=0, respectively, and F(0)=G(0)=0.
This last condition says that system
x* =&g( y)
(2)
y* = f (x)
with F $(x)= f (x) and G$( y)= g( y) has a non-degenerate center at (0, 0)
and their solutions are contained in the level curves H(x, y)=h. We will
denote by P the period annulus of the center, i.e., P is the largest
neighborhood of (0, 0) which is full of periodic orbits. We will say that
(0, 0) is a global center if P=R2. It is easy to see that the orbits can be
parameterized by h and give rise to a function T(h) which is also analytic
at 0 and satisfies T(0)>0. The main goal of this paper is to study the
so-called inverse problem for the period function T(h). The problem is to
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characterize all systems of the form (2) that have a given period function
T(h). This problem has been frequently treated in the literature for the
potential case (i.e., system (2) with g( y)=ky, for some positive k); see for
instance [K, R2, U2, Z]. Here we solve completely this problem for a
system (2) in terms of several key functions. From the point of view of
applications, this problem appears when one would like to know if it is
possible to recover the potential from experiments that determine the
period function; see for instance [FR, KLML].
In particular our results can be applied to the isochronicity problem
(T(h) constant), as well as to the case f#g, which is useful for the study
of periodic solutions of delay differential equations of the form x* (t)=
g(x(t&1)), (see [H, KY]).
Our starting point is the approach given in [CMV] to solve the
isochronicity problem for the potential case. In that paper the authors
relate the period of an orbit with its diameter. This approach also works
in our situation (see Proposition 2.4). Before stating the results we need to
introduce some notation.
Let #h(t)=(xh(t), yh(t)) be a periodic orbit contained in P correspond-
ing to the level set H=h. This orbit crosses the axis y=0 (resp. x=0) in
the points determined by F(xh(t))=h (resp. G( yh(t))=h). Since F has a
minimum at x=0, near the origin the above equation has two solutions,
one of them on x>0 which will be denoted by F &1+ (h) and the other one
on x<0 which will be denoted by F &1& (h) (resp. G
&1
+ (h)>0 and G
&1
& (h)<0).
For each h>0 small enough we define the two functions
lF (h)=F &1+ (h)&F
&1
& (h) and lG(h)=G
&1
+ (h)&G
&1
& (h) (3)
which clearly give the lengths of the projections to the x-axis and y-axis
respectively of the periodic orbit #h ; see Fig. 1. It will be proved in Section 2
that
lF (h)=- h F(h), lG(h)=- h G(h),
where F(h) and G(h) are analytic functions at zero and F(0)>0, G(0)>0.
In the potential case it is well-known that one of these two lengths is
closely related to the period function of the center. For instance, when
G( y)= y22, F(x)=x22+O(x3), Urabe’s criteria (see [CMV, U1]) says
that the center of (2) is isochronous if and only if lF (h)=2 - 2h.
Let _ be an analytic function defined in some neighborhood U of 0 with
_(0)=0. Let V=[x # U : _(x) # U)]. We will say that _ is a strict involution
if it is different from the identity and _(_(x))=x for all x # V. It is easy to see
that any strict involution satisfies that _$(x)<0 for all x # V and that _&Id
is a diffeomorphism on V (see [CMV] or [KCG, Sect. 11.7]). In [CMV]
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FIG. 1. The definition of lF and lG for system (2).
the set of isochronous potential systems is characterized in terms of strict
involutions. In that paper it is also proved that the set of strict involutions
7 is in one-to-one correspondence with Diff (R)Diff&(R), where Diff (R)
(resp. Diff&(R)) denotes the set of analytic (resp. analytic odd) diffeo-
morphisms at 0 which vanish on it.
Our main results are the following.
Theorem A. Let T(h) and F(x)=a2x2+O(x3) be analytic functions at
zero, satisfying T(0)>0 and a2>0, respectively. Let lF the length associated
to F by (3). Then the following statements hold:
(i) There exists a unique l(h)=- h L(h) with L analytic at zero and
L(0)>0 such that if G verifies that lG #l then the origin of (2) has a center
at the origin with period function T(h).
(ii) Moreover, the set of functions G with lG=l is in one-to-one corre-
spondence with the set of strict involutions 7. More concretely, for each _ # 7
its corresponding function G is defined by G( y)=[L&1( y&_( y))]2 where
L( y)= yL( y2), and L is defined in (i).
Notice that given T and F satisfying the hypotheses of Theorem A, we
can only expect to have uniqueness of solution for the inverse problem if
we assume additional conditions on G. For instance, this is the case when
we search the solutions inside the class of even analytic functions.
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For the particular case F=G the next result also solves the inverse
problem for T(h).
Theorem B. Consider system (2) with f#g. Let T(h) be an analytic
function at zero satisfying T(0)>0. Then the following statements hold:
(i) There exists an unique l(h)=- h L(h) with L analytic at zero
and L(0)>0 such that if F#G are such that lF #lG #l then the origin of
(2) has a center at the origin with period function T(h).
(ii) Moreover, the set of functions F, such that the period function of
(2), with f =g, is T(h) is in one-to-one correspondence with the set of strict
involutions 7. More concretely, for each _ # 7 its corresponding function F
is defined by F(x)=[L&1(x&_(x))]2 where L(x)=xL(x2), and L is
defined in (i).
Roughly speaking we have the following interpretations of Theorems A
and B. For a fixed analytic function T, Theorem A affirms that there are
as many analytic systems of the form (2) having T as its period function
as there are elements of F_7 where F denotes the set of analytic func-
tions at 0 which begins with positive second order terms. For a fixed
analytic function T, Theorem B affirms that there are as many analytic
systems of the form (2) with f#g having T as its period function as there
are elements of 7.
Finally we prove a result which gives the dominant term of the period
function at infinity for system (2), when it has a global center. This result
works for C1 systems. In the particular case in which F and G are polyno-
mials our result also follows from Theorem 7.2 of [MRT].
First of all note that when the origin is a global center for the equation
(2), the functions F and G have no critical points different from the origin
and
lim
x  \
F(x)= lim
x  \
G(x)=.
Hence the functions lF and lG are defined on [0, ). Our result relates the
dominant term of the period function at infinity with the dominant terms
at infinity of l $F and l $G . Before stating it we recall the following definition:
Given two real numbers a, A it is said that a continuous function h(x) has
Axa as a dominant term of its asymptotic expansion at x=x0 # R _ [\]
if
lim
x  x0
h(x)&Axa
xa
=0.
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In this case we also say that the function h has potential growth of order
a at x0 . As usual this fact is denoted by h(x)tAxa at x=x0 .
Theorem C. Let lF and lG denote the lengths associated to F and G
following (3). Assume that (2) is a C1 system with a global center at the
origin and such that
l $F (x)tAxa, l $G(x)tBxb,
at x= with a>&1, b>&1, A>0 and B>0. Then the period function
for system (2) satisfies
T(h)tCha+b+1
at h=, where C=ABB(a+1, b+1), and B is the Beta function.
Note that in a very general situation (polynomials, rational or algebraic
functions, for instance) when a function has potential growth at infinity of
order a>0 then its derivative has potential growth at infinity of order of
order a&1>&1. On the other hand when F and G have potential growth
at infinity the same is true for lF and lG . Therefore Theorem C applies for
a wide range of functions F and G having potential growth at infinity.
In particular the above result will be the key point to prove that the only
isochronous polynomial systems inside family (2) are the linear ones, see
Corollary 4.5. This corollary generalizes the result of [CJ] which asserts
the same result for potential polynomial systems.
We would like to point out that there are several families of differential
equations with a center at the origin which can be transformed into system (2).
For instance, the system
u* =&a(u) b(v)
v* =c(u) d(v)
with a, b, c, d analytic at 0 and satisfying b(v)=v+O(v2), c(u)=u+O(u2),
a(0)>0 and d(0)>0 by means of the change of variables
x=,(u)=|
u
0
1
a(s)
ds,
y=(v)=|
v
o
1
d(s)
ds,
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writes as (2) with g( y)=b(&1( y)) and f (x)=c(,&1(x)). In particular, the
integrable Lienard system
x* =&y+A(x)
y* =A$(x)
with A(x) analytic and satisfying A(x)=x2+O(x3), after the change of
variables u=x and v= y&A(x) writes as
u* =&v,
v* =A$(u)(1+v).
By the above transformation, this system becomes a particular case of
system (2).
2. PRELIMINARY RESULTS
We begin this section by giving some elementary properties of the
functions defined in (3), lF , lG .
Lemma 2.1. Let F(x) be an analytic function, F(x)=a2x2+O(x3) with
a2>0. For h>0 small enough consider the function lF (h) defined by (2).
Then
lF (h)=- h F(h)
where F(h) is an analytic function and F(0)>0.
Proof. Consider the function
,(x)=sgn(x) - F(x), (4)
where sgn(x) denotes the sign of x. Since ,(x)=x - a2+O(x) we see that
,(x) is an analytic function with ,$(0)=- a2 >0. So, , has an analytic
inverse defined in some neighborhood of x=0. On the other hand, it is
easy to see that lF (h) can be written as
lF (h)=,&1(- h)&,&1(&- h).
Since the function k  ,&1(k)&,&1(&k) is odd and analytic for sufficiently
small k, we have that
,&1(k)&,&1(&k)= :

n=0
b2n+1k2n+1,
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where b1=2- a2 . Hence, we have that
lF (h)= :

n=0
b2n+1(- h)2n+1=- h \ :

n=0
b2n+1hn+ ,
as desired. K
Lemma 2.2. Let F(x)=a2x2+O(x3) be an analytic function with a2>0.
For x small enough define
_(x)=x&sgn(x) lF (F(x)). (5)
Then _ is an analytic strict involution such that F(x)=F(_(x)).
Proof. From Lemma 2.1 we have that _(x) = x & sgn(x) - F(x)
(F(F(x)) i.e., _(x)=x&,(x) F(F(x)) where , is the analytic function
defined by (4). Hence, _ is analytic. By using the definition of lF (h) it is
easy to see that lF(F(x))=lF(F(_(x))) and that sgn(_(x))=&sgn(x). So,
_(_(x))=_(x)&sgn(_(x)) lF (F(_(x)))
=(x&sgn(x) lF (F(x)))+sgn(x) lF (F(x))=x.
In order to see that _ is a strict involution we evaluate _$(x) at x=0:
_$(0)=1&,$(0) F(0)=1&- a2
2
- a2
=&1. K
Proposition 2.3. Given a function l(h) of the form l(h)=- h L(h) with
L analytic and L(0)>0 and a strict involution _(x), there exists a unique
analytic function F given by F(x)=a2x2+O(x3) with a2>0 such that
l(h)=F &1+ (h)&F
&1
& (h) and _(x)=x&sgn(x) l(F(x)).
Proof. The function L(x)=xL(x2), is analytic and L$(0)=L(0)>0.
Hence, L has a local analytic inverse L&1, and sgn(x)=sgn(L&1(x)). Now
we define
F(x)=(L&1(x&_(x)))2.
The function F(x) is analytic and it satisfies
F(0)=F $(0)=0 and F"(0)=2 \1&_$(0)L$(0) +
2
>0.
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Furthermore, since l(k2)=sgn(k) kL(k2)=sgn(k) L(k) we have that
l(F(x))=l((L&1(x&_(x)))2)=sgn(L&1(x&_(x))) L(L&1(x&_(x))
=sgn(x)(x&_(x))
and hence, _(x)=x&sgn(x) l(F(x)).
In order to see that l(h)=F &1+ (h)&F
&1
& (h) we observe that from the
definition of F(x) we have that F(x)=F(_(x)). Hence, if F(:)=F(;)=h
with :>0 and ;<0, then ;=_(:). It implies that
l(h)=l(F(:))=:&_(:)=:&;=F &1+ (h)&F
&1
& (h). K
Recall that the convolution of two functions .1(h) and .2(h) is defined
to be
(.1 V .2)(h)=|
h
0
.1(z) .2(h&z) dz.
The following result is similar to Lemma 2 of [R2] and gives an integral
expression which allows to compute the period function T in the whole
period annulus.
Proposition 2.4. Let T(h) be the period function associated to (2). Then
T(h)=(l $F V l $G)(h)=
d
dh
((l $F V lG)(h))=
d 2
dh2
((lF V lG)(h)), (6)
where lF and lG are defined in (3).
Proof. Let T(h) be the period function associated to the origin of (2).
Then T(h)=I1+I2 where
I1=|
F+
&1 (h)
F&
&1 (h)
dx
G$(G &1+ (h&F(x))
and I2=|
F&
&1(h)
F+
&1 (h)
dx
G$(G &1& (h&F(x))
.
The integral I1 can be expressed as
I1=|
F+
&1(h)
0
dx
G$(G &1+ (h&F(x))
+|
0
F&
&1 (h)
dx
G$(G &1+ (h&F(x))
.
By the changes of variables x=F &1+ (z) and x=F
&1
& (z) in the first and
second integrals respectively we obtain:
I1=|
h
0
(F &1+ (z))$ dz
G$(G &1+ (h&z))
+|
0
h
(F &1& (z))$ dz
G$(G &1+ (h&z))
=|
h
0
(F &1+ (z))$&(F
&1
& (z))$ dz
G$(G &1+ (h&z))
.
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Doing the same changes in I2 we have:
T(h)=|
h
0
(F &1+ (z))$&(F
&1
& (z))$ dz
G$(G &1+ (h&z))
&|
h
0
(F &1+ (z))$&(F
&1
& (z))$ dz
G$(G &1& (h&z))
=|
h
0
l$F (z)[(G &1+ (h&z))$&(G
&1
& (h&z))$] dz
=|
h
0
l $F (z) l $G(h&z) dz=(l $F V l $G)(h).
Observe that lF (0)=lG(0)=0. Hence the proposition follows from the
above expression by direct derivation of the expression (lF V lG)(h). K
3. PROOF OF THE MAIN RESULTS
In this section we will prove Theorems A, B and C. Before starting the
proofs we will relate our point of view with the one of Abel integral
equations.
Taking into account Lemma 2.1 it is easy to check that l $F (z)=A(z)- z
with A analytic at zero and A(0)>0. Then equation (6) can be written as
T(h)=|
h
0
A(h&z) C(z)
- h&z
dz, (7)
where C=l $G is the unknown function.
The case in which equation (2) gives a potential corresponds with
F(x)=a2x2. In this case, in equation (7), A(z)#A and this equation is
known as the Abel equation. Its solution can be found explicitly either
directly or by using Laplace transform (see for instance [Ho, pp. 41 or 172],
respectively). These are the ways used in the literature to solve the inverse
problem for (2) when f (or g) is linear. The general case of (7) in which A
is not necessarily constant is also treated in the literature. In fact it is stated
in [GV, Thm 5.15] that if T and A are of class Cm+2[0, a] for some a>0
and m # N then (7) has an unique solution in the space of functions of the
form C(z)=z&12h(z), where h(0){0 and h # Cm[0, a]. However, nothing
is said about the analytic case. Our first result on the inverse problem for
the period function for system (2) is the existence and uniqueness of solu-
tion of (7) in the context of analytic functions. Note that in (7) we have
substituted C(z) by B(z)- z.
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Proposition 3.1. Let A and T be analytic functions at zero, satisfying
A(0)>0 and T(0)>0. Then the integral equation
T(h)=|
h
0
A(h&z) B(z)
- h&z - z
dz
has a unique analytic solution B which satisfies B(0)>0.
Proof. Let T(z)=n=0 tnz
n and A(z)=n=0 an z
n be the Taylor
expansion of T and A in a neighborhood of 0. We want to prove that there
exists an unique B of the form B(z)=n=0 bnz
n (convergent) which satis-
fies the integral equation. By means of the change of variables z=h cos2 t
the integral equation becomes
T(h)=2 |
?2
0 \ :

n=0
an(h sin2 t)n+\ :

n=0
bn(h cos2 t)n+ dt
=2 |
?2
0
:

k=0 \ :i+ j=k (a i bj sin
2i t cos2 j t) hk+ dt
= :

k=0
:
i+ j=k
aib jIi, jhk,
where
Ii, j=2 |
?2
0
sin2i t cos2 j t dt=
(2i&1)!! (2 j&1)!!
[2(i+ j )]!!
?=I j, i . (8)
Here (2n)!!=2n(2n&2)(2n&4) } } } (4)(2), (2n&1)!!=(2n&1)(2n&3) } } }
(3)(1), 1!!=0!!=(&1)!!=1.
Thus, we obtain
tk= :
i+ j=k
aibj Ii, j , (9)
which gives a recurrence that fixes bi for all i. This fact proves the uniqueness
of B. To prove the existence we need to prove that the series n=0 bnz
n, where
the coefficients bn are given by (9) converges in some open interval containing
0. In order to prove this fact take c>0 such that
|an |cn, and |tn |cn+14.
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Such a c always exists and it has to be greater than the inverse of the
radius of convergence of the series given by T and A. We claim that
|bn |(n+1) cn+1.
We prove the claim by induction.
Without loss of generality we assume that a0=1. For i=0 we have that
b0=t0 I0, 0 . So |b0 |=|t0 |?c4?<c. So the claim follows for i=0. Now
we assume that it is true for i=0, 1, ..., n&1. We get
bn=
tn&a1bn&1 I1, n&1&a2 bn&2I2, n&2& } } } &anb0 In, 0
I0, n
,
and hence
|bn |
|tn |+ |a1 | |bn&1 | I1, n&1+|a2 | |bn&2 | I2, n&2+ } } } +|an | |b0 | In, 0
I0, n
cn+1 _14+nI1, n&1+(n&1) I2, n&2+ } } } +2In&1, 1+In, 0I0, n &
=cn+1 _1+ 14I0, n +
nI1, n&1+(n&1) I2, n&2+ } } } +2In&1, 1
I0, n & .
Observe that from the expression of Ii, j , given in (8) it is easy to see that
for i+ j=n, with ij{0 it happens that Ii, jI1, n&1 . Then from the above
expression we have that
|bn |cn+1 _1+ (2n)!!4(2n&1)!! ?+
(n+(n&1)+ } } } +2) I1, n&1
I0, n &
cn+1 _1+2n4 +
(n+2)(n&1)(2n&3)!!
2(2n&1)!! &
=cn+1 _1+2n4 +
(n+2)(n&1)
2(2n&1) &cn+1(n+1).
Thus, the claim holds. Lastly since |bn |(n+1) cn+1, the series n=0 bnz
n
converges at least on the interval (&1c, 1c) and the proposition is
proved. K
Proof of Theorem A. (i) This assertion is a corollary of Propositions
2.4 and 3.1. The proof of (ii) follows from (i) and Proposition 2.3. K
The proof of Theorem B is similar to the proof of Theorem A. The next
result is an adaptation of Proposition 3.1.
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Proposition 3.2. Let T be an analytic function at zero, satisfying T(0)>0.
Then the integral equation
T(h)=|
h
0
B(h&z) B(z)
- h&z - z
dz
has a unique analytic solution B which satisfies B(0)>0.
Proof. Let T(z)=n=0 tnz
n be the Taylor expansion of T in a neighbor-
hood of 0. As in Proposition 3.1 we want to prove that there exists an unique
B of the form B(z)=n=0 bnz
n (convergent) which satisfies the integral
equation. Arguing as in that case we arrive to the recurrence relation for bi ,
tk= :
i+ j=k
bibj Ii, j , (10)
which gives the uniqueness of B. To prove its existence we will bound the
coefficients bn . It is not restrictive to assume that t0=? (hence b0=1). We
know that there exists c>0, such that |tn |?cn(4n2), n1 and we will
prove by induction that |bn |cn(n+1).
For i=0 we have that |b0 |=1 and hence the result is true. Now we
assume that it is also true for i=0, 1, ..., n&1. From (10) we get
bn=
tn&b1bn&1 I1, n&1&b2 bn&2I2, n&2& } } } &bn&1b1In&1, 1
2I0, n
,
and hence
|bn |
|tn |+|b1 | |bn&1 | I1, n&1+|b2 | |bn&2 | I2, n&2+ } } } +|bn&1 | |b1 | In&1, 1
2I0, n
cn _
?
4n2
+
1
2
1
n
I1, n&1+
1
3
1
n&1
I2, n&2+ } } } +
1
n
1
2
In&1, 1
2I0, n &
=cn _ ?(2n)!!4n22(2n&1)!!
1
?
+
(n&1)(2n&3)!!
4n(2n&1)!! & ,
where we have used again that Ii, jI1, n&1 whenever that i+ j=n, with
ij{0, that i(n+2&i )2n when i=2, 3, ..., n and the expression of I i, j
given in (8). Finally we have
|bn |cn _ 14n+
n&1
4n(2n&1)&cn(n+1),
and the proof ends as the proof of previous proposition. K
191PERIOD FUNCTION FOR HAMILTONIAN SYSTEMS
Proof of Theorem B. It is equal than the proof of Theorem B but inter-
changing the role of Propositions 3.1 and 3.2. K
Proof of Theorem C. We have to prove that there exists a constant
C>0 such that
lim
h  
T(h)&Cha+b+1
ha+b+1
=0.
From Proposition 2.4 and the change of variables z=hw it suffices to
prove that
lim
h   |
h
0
l $F (z) l $G(h&z)&AzaB(h&z)b
ha+b+1
dz=0, (11)
where
C=AB |
1
0
wa(1&w)b dw=ABB(a+1, b+1).
Remember that B is the Beta function. Note that this last expression is well
defined when a>&1 and b>&1.
Our proof will be based on an application of the Dominated Convergence
Theorem (DCT) to compute (11) after dividing the appearing integral into
the subintervals [0, h0], [h0 , h&h0] and [h&h0 , h], where h0>0 is a
fixed value and h>h0 . From now on and by sake of simplicity, inside this
proof all the constants will be denoted by K, although they may vary from
one expression to another.
First observe that the functions l $F and l $G are defined in (0, ), continuous,
positive and
l $F (x)tKx&12, l $G(x)tKx&12,
at x=0. In order to prove (11) consider the first interval [0, h0]. We have
to prove that
lim
h   |
h0
0
l $F (z) l $G(h&z)&AzaB(h&z)b
ha+b+1
dz=0. (12)
There exists h* big enough such that if h>h*, and inside this interval
0<
l $F (z) l $G(h&z)
ha+b+1
Kz&12(h&z)b h&a&b&1Kz&12.
192 CIMA, GASULL, AND MAN OSAS
Then l $F (z) l $G(h&z)ha+b+1Kz&12, which is an integrable function in
[0, h0]. Moreover, since for fixed z{0, limh   z&12(h&z)b h&a&b&1=0,
the DCT applies and we have that
lim
h   |
h0
0
l $F (z) l $G(h&z)
ha+b+1
dz=0.
The fact that
lim
h   |
h0
0
AzaB(h&z)b
ha+b+1
dz=0,
follows by the same reasoning because a>&1. Thus (12) holds.
Observe that the study of the interval [h&h0 , h] follows in the same
way by interchanging l $F and l $G .
Therefore to prove (11) it just remains to prove that
lim
h   |
h&h0
h0
l $F (z) l $G(h&z)&AzaB(h&z)b
ha+b+1
dz=0. (13)
Direct computations give that the function inside the above integral is
equal to
l $F (z) l $G(h&z)&Azal $G(h&z)
ha+b+1
+
Azal $G(h&z)&AzaB(h&z)b
ha+b+1
.
We will continue just studying the first summand of the above expres-
sion. The second one can be studied with the same method. We have to
compute
lim
h   |
h&h0
h0
l $F (z) l $G(h&z)&Azal $G(h&z)
ha+b+1
dz, (14)
which with the change of variables z=hw writes as
lim
h   |
(h&h0)h
h0 h
l $F (hw) l $G(h(1&w))&A(hw)a l $G(h(1&w))
ha+b
dw.
It is clear that
(l $F (hw)&A(hw)a) l $G(h(1&w))
ha+b
=
(l $F (hw)&A(hw)a)
(hw)a
l $G(h(1&w))
(h(1&w))b
wa(1&w)b.
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Observe that once we have fixed h0 , our hypotheses on l $F and l $G allows
to ensure that for h big enough
} (l $F (hw)&A(hw)
a)
(hw)a
l $G(h(1&w))
(h(1&w))b
wa(1&w)b } /[h0 h, (h&h0)h]
Kwa(1&w)b /[0, 1] ,
where /A denotes the characteristic function of the set A. Since wa(1&w)b
is integrable in [0, 1] and our hypotheses forces that, fixed w, the above
function goes to 0 as h goes to infinity, we can again apply the DCT and
the limit given in (14) is 0 as we wanted to prove. K
Remark 3.3. A proof similar to the one of Theorem C can also give the
dominant term of the asymptotic expansion at h=0 for T(h) when the
origin of (2) is not necessarily non degenerated.
Remark 3.4. Observe that the expression (9), which appears in the
proof of Proposition 3.1, gives a direct way of computing the so called
period constants of the origin for system (2) in terms of the Taylor expan-
sions of x12l $F (x) and x12l $G(x) at x=0. See, for instance, [CGMM] for
a definition of the period constants.
4. ISOCHRONOUS SYSTEMS
This section is devoted to study the inverse problem of finding all systems
of the form (2) such that T(h) is a constant function, i.e. we study the
isochronicity problem. Theorem A can be used to characterize all the
isochronous centers of system (2). Here we will develop some particular
cases of this Theorem. Finally we will consider the case in which (2) is
polynomial.
Remember that it has been already noticed that if F(x) has the simple
form F(x)=:x2 with :>0, then its associated length is lF (h)=(2- :) - h
=b - h with b>0. On the other hand, from Proposition 2.3 if l(h)=b - h
with b>0 then for each involution _(x) we get F(x)=(x&_(x))2b2 which
has the associated length l(h)=b - h. The next result is a generalization of
Urabe’s Criterion.
Corollary 4.1. Assume that the origin of (2) is an isochronous center
and that lF (h)=b - h with b>0. Then lG(h)=a - h with a>0.
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Proof. Since G is analytic from Lemma 2.1 we know that its associated
length has the form lG(h)=- h n=0 anhn with a0>0. Then the convolu-
tion of lF , lG is expressed by
(lF V lG)(h)= :

n=0
ban |
h
0
- z(h&z)2n+1 dz. (15)
Consider the change of variables z=h sin2 t. Then the above integral is
|
h
0
- z(h&z)2n+1 dz=2hn+2 |
?2
0
sin2 t cos2n+2 t dt=kn hn+2
with kn>0. Hence (15) can be written as
(lF V lG)(h)=ba0k0h2+b :

n=1
an kn hn+2.
From Proposition 2.4 the isochronicity condition gives that an=0 for each
n1 and the result follows. K
Corollary 4.2. Assume that the center of (2) is isochronous and that
F=G. Then the associated length has the form l(h)=a - h with a>0.
Proof. From Lemma 2.1 we know that the associated length has the
form
lG(h)=- h :

n=0
an hn
with a0>0.
Again, by using the change of variables z=h sin2 t we have
In, m :=|
h
0
z(2n+1)2(h&z) (2m+1)2 dz
=2hn+m+2 |
?2
0
sin2n+2 t cos2m+2 t dt=kn, mhn+m+2
with kn, m>0 for all n, m # N. Hence, the convolution of l by itself can be
expressed by
(l V l )(h)=a20I0, 0+ :

l=1
:
l
i=0
aial&iIi, l&i
=a20k0, 0 h
2+ :

l=1
:
l
i=0
aial&iki, l&i hl+2.
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From Proposition 2.4, this last equality, the isochronicity condition and
the fact that kn, m>0 it easily follows that a l=0 for all l1. K
Remark 4.3. The proof of Corollaries 4.1 and 4.2 also could be easily
done by applying Laplace transforms to (6).
In the following we give several corollaries on isochronicity of Theorem C.
Corollary 4.4. Let lF and lG the lengths associated to F and G following
(3). Assume that (2) is a C1 system with a global isochronous center at the
origin and such that
l $F (x)tAxa, l $G(x)tBxb,
at x= with a>&1, b>&1, A>0 and B>0. Then a+b+1=0.
The proof of above result is straightforward from Theorem C. Observe
that it can be used to show that most of the rational systems of the form
(2) cannot be isochronous.
Finally we consider the case in which (2) is given by polynomial func-
tions. The next result generalizes the result of [CJ] which asserts that
polynomial potential systems are not isochronous unless they are linear.
Corollary 4.5. Assume that F(x) and G( y) are polynomials. Then the
only isochronous center in system (2) is the linear one.
Proof. Assume that the origin of (2) is an isochronous center. It is well
known that in this case the finite boundary of its period annuls P cannot
contain critical points of (2), see [CD]. This fact forces that F(x) and G(x)
have to be increasing (resp. decreasing) for x>0 (resp. x<0). Therefore F
and G have even degree, say 2n and 2m, respectively, and the origin is a
global center. Furthermore it is easy to verify that
l $F (x)tAx(1&2n)2n, l $G(x)tBx(1&2m)2m,
at x=, for some positive constants A and B. By applying Corollary 4.4
we have that 12n+
1
2m&1 has to be 0. This fact forces that n=m=1, and the
result follows. K
5. MONOTONICITY OF THE PERIOD FUNCTION
In this section we make some comments of how to use the previous
results on the study of the global monotonicity of T(h) for system (2). Our
results are very related with the ones of [R1, R2].
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Our main result is the next proposition which gives an expression for the
derivative of T(h) in terms of some convolutions. Let F (z) and G(z) be
defined by
F (z)=
l $F (z)+2zl"F (z)
2
, G(z)=
l $G(z)+2zl"G(z)
2
.
Proposition 5.1. With the above notations
hT $(h)=(F V l $G)(h)+(l $F (h) V G)(h).
Proof. Through the change of variables z=h sin2 t, expression (6) can
be written as
T(h)=2h |
?2
0
l $F (h cos2 t) l $G(h sin2 t) sin t cos t dt.
Hence the derivative of T(h) is
T $(h)=
1
h \|
h
0
(l $F (h&z) l $G(z)+(h&z) l"F (h&z) l $G(z)
+zl $F (h&z) l"G(z)) dz+ . (16)
On the other hand if we consider (F V l $G)(h)+(l $F V G)(h) and substitute
the expressions of F and G we get
(F V l $G)(h)+(l $F V G)(h)
=|
h
0
(l $F (h&z) l $G(z)+(h&z) l"F (h&z) l $G(z)+zl $F (h&z) l"G(z)) dz
as desired. K
From Proposition 5.1 we can get some sufficient conditions in order to
assure the monotonicity of the period function. Since lF (h)=F &1+ (h)&
F &1& (h), by calling x+=F
&1
+ (h) and x&=F
&1
& (h) we get an expression of
F (h) in terms of F:
F (h)=
1
2 \
(F $(x+))2&2F(x+) F"(x+)
(F $(x+))3
&
(F $(x&))2&2F(x&) F"(x&)
(F $(x&))3 + .
Now, since l $F (h) and l $G(h) are positive functions for all h in the interval
of definition of T(h) we see that if F (h) and G(h) are positive (resp.
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negative) functions for all h in the interval of definition of T(h) then T(h)
is monotone increasing (resp. monotone decreasing).
The easiest way to assure that F (h) is positive is by imposing that the
function (F $(x))2&2F(x) F"(x) is positive, because we know that F $(F &1+ (h))
>0 while F $(F &1& (h))<0 for all h in the interval of definition of T(h).
A weaker condition is the following. Let .F (x) be defined by
.F (x)=
(F $(x))2&2F(x) F"(x)
(F $(x))3
=\ F(F $)2 (x)+
$
.
It can be seen that limx  0 .F (x) always exists assuming that F(x)=a2x2
+O(x3) with a2>0. So, if .F (x) is monotone increasing then F (h)=
1
2 (.F (x+)&.F (x&)) will always be a positive function.
In the paper [S], the author gives some sufficient conditions on F and
G in order to assure that .F (x) and .G(x) are monotone increasing and
so these are sufficient conditions to assure T(h) being monotone increasing.
On the other hand, Chicone in [C] considers Hamiltonian systems of
the form H(x, y)= 12 y
2+F(x), which clearly are contained in our family.
He establishes that the period function is monotone increasing in case that
N(x)=(F $(x))4 ((F(F $)2)(x))"0. We notice that since .F (x)=(F(x)
(F $)2 (x))$, the convexity condition (F(x)(F $)2 (x))"0 implies that .F (x)
is increasing.
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