Abstract. Let N be a simply connected nilpotent Lie group and let S = N (R + ) d be a semidirect product, (R + ) d acting on N by diagonal automorphisms. Let (Qn, Mn) be a sequence of i.i.d. random variables with values in S. Under natural conditions, including contractivity in the mean, there is a unique stationary measure ν on N for the Markov process Xn = MnX n−1 + Qn. We prove that for an appropriate homogeneous norm on N there is χ 0 such that
Introduction
Let S = N A be a semidirect product of a simply connected nilpotent Lie group N and an abelian group A = (R + ) d acting on N by diagonal isomorphisms δ a i.e.
δ a (x) = (e λ 1 (log a) x 1 , ..., e λ n 0 (log a) x n0 ), x = (x 1 , . . . , x n0 ) ∈ N , a ∈ A and λ 1 , ..., λ n0 , not necessarily distinct belong to the dual of the Lie algebra A of A. Various classical objects like symmetric spaces, bounded homogeneous domains in C n and homogeneous manifolds of negative curvature admit simply transitive actions of such groups [1, 12, 21, 20, 25] . Given a probability measure µ on S, we study properties of the finite measure ν on N such that µ * ν = ν provided ν exists and it is unique up to a constant (see section 2.2). Being the stationary measure for the Markov chain on N with the transition kernel P f (x) = S f (gx) dµ(g), the measure ν appears in various situation interesting both from probabilistic and analytical points of view. In particular, classical Poisson kernels on the spaces mentioned above are of this form.
Existence of ν was proved by A.Raugi [26] under assumption of logarithmic moments of µ and contraction in mean (see section 2.2). The latter means that for every root λ j when t → ∞ and | | is an appropriate norm. We introduce a family of homogeneous norms | | with the property that given a norm, there is χ 0 > 0 such that (1.2) lim t→∞ t χ0 ν{x : |x| > t} = C and C > 0 under natural assumptions which means that χ 0 is optimal (see Theorem 2.27).
In the most general situation there is no canonical norm and χ 0 . χ 0 depends on | |, but all the results are equivalent. However, for N A groups with particular root systems (like those acting simply transitively on symmetric spaces) there is a norm that is more intuitive than the others (see section 2.5).
Let us discuss now some particular cases and existing results. When A = R + all the homogeneous norms are equivalent and behavior of the tail is well understood. If additionally N = R i.e. S is the "ax+b" group it was observed by Kesten [22] that under natural assumptions there is χ > 0 such that (1.3) lim t→∞ t χ ν{x : |x| > t} = C > 0, | | being absolute value of x. His proof was later on simplified by Grincevicius [15, 16] and Goldie [14] . If N is a homogeneous group with A = R + acting on it by dilations, (1.2) was obtained in [5] (see theorem 2.12 below). Then all the norms are equivalent and χ 0 is unique.
More can be said if a left-invariant second order subelliptic differential operator L and the related heat semigroup µ t are considered. Then µ t * ν = ν for every t and not only (1.2) holds but pointwise estimates of ν at infinity have been obtained [6, 9, 10] .
Finally, the case when A is multidimensional was treated in [3] but the tail of ν was only estimated from above and below (1.4)
except of a very special case when (1.2) was obtained. Estimates (1.4) essentially improve an earlier result of the second author and A.Hulanicki obtained for kernels coming from differential operators [7, 8] .
Suppose now that N = R n0 and describe briefly the idea of the estimates we obtain in the paper. We assume that for every root λ j there is a unique s j > 0 such that
Existence of the positive Weyl chamber allows us to write every root as a positive combination of so called simple ones
where by a simple root we mean a root η that cannot be written as in (1.6) for at least two roots and if λ j = αη then α ≥ 1. 1 Let ∆ be the set of roots and ∆ 1 be the set of simple roots. Suppose the homogeneous norm is of the form
1 Simple here doesn't mean simple in the classical sense of [2] , but when N A is a symmetric space then two of them coincide: k = dim A and all the roots are linear combinations of η 1 , ..., η k , with positive integer coefficients.
We choose d j 's as follows
and for every nonsimple root λ j or a simple root with s j > χ 0
Moreover, for every simple root λ j with s j = χ 0
Therefore only simple roots with minimal s j count in (1.2) . This phenomenon has a simple explanation. Hypothesis (1.5) implies that suppµ ∩ {(x, a) : a < 1} and suppµ ∩ {(x, a) : a > 1} are non empty. Therefore, both contracting and expanding elements are in the support of µ. The stronger is expansion the smaller s j is necessary to have (1.5). Of course, (1.8) and (1.9) are not enough for (1.2) and one has to deal with intersections of sets {x :
which is explained in section 3.3. It is natural to consider more general actions on N than the diagonal one. The asymptotic (1.2) remains valid when S = N AK, where K is a compact group commuting with A. Then the chosen norm is additionally preserved by K (see the Appendix).
The case when N = R n 0 and there is a group G ⊂ GL(n 0 ) acting on it was studied by many authors [11, 17, 18, 23, 24] . Then S = R n0 G and the action of G is assumed to be proximal and irreducible. Letμ be the canonical projection of µ onto G. Then irreducibility means that there is not a finite union of proper subspaces of R n 0 invariant under the action of the support ofμ. The action is proximal if in the support ofμ there is an element with a dominant real eigenvalue (i.e the corresponding eigenspace is one dimensional). Here, of course the action is generally nonproximal and highly reducible.
The paper is organized as follows. In section 2 we introduce a class of N A groups, a class of norms, we describe previous results and at the end we formulate the main theorem 2.27. Section 3.3 contains the scheme of the proof and sections 3.4 and 3.5 the details of it. 
Preliminaries and the Main Theorem
for (x, a) ∈ S and y ∈ N. Therefore, the group multiplication in S is given by
Let e (0, I respectively) be the neutral element of S (N , A respectively). The Lie algebras of A, N, S are denoted by A, N and S. Then S = N ⊕ A and for every H ∈ A, adH preserves N . The exponential maps are global diffeomorphisms both between N and N , and between A and A. Their inverses will be denoted by log. Then for any X ∈ N (2.2) δ a (exp(X)) = exp(e ad(log a) X).
We shall denote the foregoing action of the group A on the Lie algebra N , using the same symbol δ a (X).
We shall assume that the action of A on N is diagonalizable. For any λ in the dual A * of A let
Moreover any space N λ is preserved by the action of the group A, i.e.
We shall say that λ is a root if the corresponding space N λ is nonempty. The set of all roots will be denoted by ∆. Then
All the roots are real and there exists a basis of N :
for some root λ j . In this notation it may happen that λ i = λ j for i = j. An element x ∈ N will be written as
2.2.
Random walks and positive Weyl chamber. Given a probability measure µ on S we define a random walk:
where (Q n , M n ) is a sequence of i.i.d. S-valued random variables with the distribution µ. The law of S n is the nth-convolution µ * n of µ. Our aim is to study the N -component of S n , i.e. the Markov chain on N generated by S n :
where π N denotes the projection π N : S → N determined by (2.1) . By π A we shall denote the analogous projection of
We assume that
(where · is the Euclidean norm on N identified with N via (2.6)) and for every root λ
and there is a unique s λ > 0 such that
As it is shown below (2.10) implies that µ is mean-contracting, i.e. for every root λ
It was proved by A. Raugi [26] that, if (2.8), (2.9) and (2.11) are satisfied, then R n converges in law to a random variable R independently of the choice of R 0 . Moreover, the law ν of R is a unique stationary solution of the stochastic equation
• R, where R and (Q, M ) are independent with laws ν and µ, respectively.
Notice that the functional on A *
Thus (2.11) implies the existence of a nontrivial positive Weyl chamber
i.e. the action of A on N is contractive. This means that the only semi-direct products S = N A that poses random walks with the above properties are those with contractive action of A on N . Now we are going to show that (2.10) implies (2.11). The function ψ(s) = E e sλ(log M ) is well defined for s ≤ s λ , because for p = 
and so ψ is convex. Since ψ(0) = ψ(s λ ) = 1 and ψ is not constant (otherwise s λ would be not unique), ψ (0) = E λ(log M ) must be negative.
2.3.
Asymptotic behavior of R when dimA = 1. As it was mentioned in the introduction, when the Abelian group A is one dimensional, the tail of R is well-known. The ideas of Kesten [22] , Grincevičius [15] and Goldie [14] were used in [5] to handle the general situation of homogeneous groups, when the group S is a semi-direct product of a nilpotent group N and of a one-dimensional group of dilations
In this case there are constants c j such that the norm
is homogeneous and subadditive i.e. |δ a (x)| = a|x| and |xy| ≤ |x| + |y| for every a ∈ R + , x, y ∈ N (see [13, 19] ) for more details). Then we have the following theorem:
The constant C is nonzero if and only if for every x ∈ N ,
Moreover, for every j there is C j such that
and C j is nonzero if and only if for every
If N is nonabelian and some further assumptions are satisfied then C j = 0 implies that R j is bounded a.s.
The above statement requires some comments. The detailed proof of Theorem 2.12 is written in [5] only for the euclidean case i.e. when N is Abelian and the norm is the euclidean norm. However, as it is explained in the appendix of [5] , it goes along the same lines in the general case. First one proves that for f ∈ C c (N \ {e})
exists and defines a homogeneous measure Λ i.e.
where S 1 = {x : |x| = 1} is the unit sphere in the homogeneous norm and x = δ r ω is the related radial decomposition [13] . Moreover, (2.16) extends to bounded functions f such that 0 / ∈ suppf and Λ of the set of discontinuities of f is 0. Therefore (2.16) may be applied to f = 1 B c 1 -the characteristic function of the exterior of the unit ball, hence (2.13). To prove that C in (2.13) is strictly positive one has to use an argument due to Grincevicius [15, 16] in the "ax+b" case. It requires only homogeneity and subadditivity of the norm and generalizes straight forward to our setting (see i.g. [4] , Proposition 2.6).
For (2.14) one has to pick up two bounded continuous functions φ 1 , φ 2 such that
and apply (2.16) to them. Finally (2.15) and nonvanishing of C j in the Euclidean case follow directly from the one dimensional case. The last sentence of the Theorem requires some further arguments, which will be omitted.
Notice that the contribution of all "unbounded" coordinates of R to P{|R| > t} is of the same size, provided it is measured by a homogeneous norm.
Simple roots. Let∆ ⊂ A
* be a family of functionals such that every two λ 1 , λ 2 ∈∆, are linearly independent. A root λ 0 will be called simple, if it cannot be written as a "positive" sum of other roots, i.e. for all possible choices of nonnegative numbers c λ ,
Proposition 2.17. Let∆ be as above and assume that there is H ∈ A such that λ(H) > 0 for every λ ∈∆. Then every λ ∈∆ is a positive combination of simple roots
Proof. We proceed by induction with respect to n, the number of elements of∆. If n = 1, 2 then any root is simple. Assume that∆ = {λ 1 , , ..., λ n+1 } and λ n+1 is not simple. We are going to prove that∆ and∆ \ {λ n+1 } have the same sets of simple roots and so the conclusion will follow by induction. Clearly, removing a root cannot reduce the number of simple roots. Let us show that it also cannot increase the number of simple roots. Assume a contrario that λ 1 is simple in∆ \ {λ n+1 } and it is not in∆. Let λ 1 = n+1 j=2 β j λ j with β j ≥ 0, β n+1 > 0 and λ n+1 = n j=1 α j λ j , α j ≥ 0 and at least two coefficients are strictly positive. We have
Since both λ 1 and the right hand side applied to H are strictly positive, we have 1 − β n+1 α 1 > 0. Therefore λ 1 is not simple which gives the contradiction. • | · | is subadditive, i.e. |x · y| ≤ |x| + |y|; Homogeneos norms (i.e. satisfying the first three properties) were introduced in [13] . Later on W. Hebisch and A. Sikora [19] suggested a construction that gives a norm that is additionally subadditive. Their construction was extended in [3] to define an appropriate norm on N homogeneous with respect to some one parameter subgroup of A. Since in this paper we will strongly refer to formulas defining norms, we recall some details for reader convenience. The key step is the following Lemma:
Lemma 2.20 ( [19] ). Let X j be as in (2.6) . If ε is suffiently small then the rectangle
has the property (2.22) if log(x), log(y) ∈ Ω, for x, y ∈ N and 0 < r < 1 then log σ r (x)σ 1−r (x) ∈ Ω.
The norm defined on N by: |x| = inf{r : log σ r −1 (x) ∈ Ω} is homogeneous and subadditive.
The norm can be explicitly computed:
Notice that here and elsewhere |x i | is the absolute value of x i while |x| is the homogeneous norm. Now using the above scheme we introduce homogeneous norms adapted to various dilations.
where r ∈ R + and x ∈ N . Then the exponents of the norm are d λ = λ(H 0 ) and
The norm (2.24) is a straightforward generalization of the norm considered in section 2.3. It depends strongly on the choice of H 0 and in general there are no norms better than the others. However for various specific N we may define homogeneous subadditive norms that are scaled in the same way for all simple roots i.e. there is d ≥ 1 such that
Moreover all of them are related to automorphic dilations and so they satisfy
If N A is a symmetric space then all the roots are integer combinations of η 1 , ..., η k and so we can take d = 1 and
and it is subadditive. 4th norm. Assume that N is stratified i.e. N = ⊕V j with [V 1 , V j ] = V j+1 . Since δ a are automorphisms, each V j is direct sum of eigenspaces N λ and if η is simple then N η ⊂ V 1 . We assume that
Notice that all the other roots are linear combinations of the simple ones with integer coefficients and N λ ⊂ V j if and only if
we obtain automorphic dilations. The corresponding homogeneous norm satisfies
6. Main Theorem. Assume now that we fix dilations and the corresponding homogeneous norm. Given a root λ let d λ be the exponent corresponding to the eigenspace N λ and let χ λ = s λ d λ , be the unique positive number such that
Sometimes the notation χ j will be used instead of χ λj . Observe that all the roots proportional to λ have the same χ λ . Let χ 0 = min{χ λ : λ ∈ ∆}. We say that λ is dominant if it is simple and χ λ = χ 0 . The set of dominant roots will be denoted ∆ dom . In section 3.1 we will prove that 
Then there exists a strictly positive number C 1 such that
The above theorem improves the Main Theorem B in [3] which says that there is a positive C 1 such that
for the norm determined by dilations δ exp(log r)H 0 . We are going to use (2.29) in the proof. In fact we will need the second inequality of (2.29) for any of the norms defined above. 
For H ∈ W we have
and changing coordinates
we have δ exp(H+v) x = δ exp(H) x . Eigenspaces are preserved and classes of homogeneous norms satisfying (2.26) are the same. Therefore, we may assume that S = N exp W and that µ W is not supported by an affine subspace of W . 
and the above product is equal one if and only if every factor of the product is equal one i.e. χ j = χ 0 and the Hölder inequality applied above is in fact equality, i.e. for every j, k
This means
on the support of µ which in view of (H6) is impossible.
3.2.
Campbell-Hausdorf formula. The group multiplication in N is given by the CampbellHausdorf formula:
Since the Lie algebra N is nilpotent, the sum above is finite.
We shall use the lower central sequence to obtain a better description of the Campbell-Hausdorf formula [13] . Since A acts by isomorphisms, it preserves the lower central sequence i.e. we can choose a basis X j of N consisting of eigenvectors and such that for every element of the central sequence there is a basis of it consisting of some of vectors X j . More precisely, if (x · y) i denotes ith coordinate of x · y, for x = exp
where P i are polynomials depending on x 1 , . . . x ip−1 , y 1 , . . . y ip−1 and they can be written as
where c a,b are some real numbers, a and b are multi-indexes of natural numbers of the length i p−1 , and
• if c is a multi-index of length i and z is a vector of length at least i (usually it will be longer than i) then
The above notation will be used also in the rest of the paper. Moreover, we shall strongly rely on the following properties of the Campbell-Hausdorf formula: if c a,b is nonzero then:
both a and b are nonzero;
In order to prove the last equation we shall use (2.3). Fix H ∈ A, then for any x, y ∈ N we have
but on the other side, by (3.3) and (3.4) we write
Comparing last two equations we obtain (3.5). For any norm with exponents satisfying (2.26), we have then
3.3. Scheme of the proof and behavior of R j 's. For a dominant root η let N η = exp N η and let S η = N η R + be the semi-direct product of N η and R + with the group multiplication
Let | · | η be the restriction of | · | to N η , i.e. |x| η = |x| for x ∈ N η , by (2.23)
In view of (3.5) for any x, y ∈ N and η ∈ ∆ dom we have
Applying Theorem 2.12 to S η we obtain Lemma 3.8. For every dominant root η we have
As in Lemma 2.20, we shall write R = exp n 0 j=1 R j X j and |R j | will be the absolute value of the coordinate |R j |. To conclude the Main Theorem we shall need two more lemmas. Proof of the Main Theorem. We write
where the last sum is taken over all sets I and J such that In view of Lemmas 3.8, 3.9 and 3.10
The limit exists and it is strictly positive.
3.4. Proofs of Lemmas 3.9 and 3.10. The idea is the same for both lemmas. We start with writing the main steps needed for Lemma 3.10. Let f 0 be a Hölder function on R 2 bounded by 1 and such that suppf 0 ⊂ [
then is enough to prove that
Define a measure µ 0 on R 2 :
, and
We shall prove that (3.13)μ(R 2 ) < 1, and for every s , s ∈ R (3.14) lim
whereG =
∞ n=0μ * n is a finite measure. Then (3.12) will follow by the Lebesgue convergence theorem.
For Lemma 3.9 we proceed in an analogous way. Let f 0 be a bounded Hölder function on R such that suppf 0 ⊂ [
and
It is enough to prove that
Define a measure µ 0 on R:
i.e. µ = e χ 0 t µ is a subprobability measure. Let
We shall prove that for every s 
Next we will prove that µ 0 * g is bounded, using again the Hölder inequality with the same parameters p, q:
Hence ψ is bounded. Continuity is obvious. To prove the last part of the Lemma assume εd i , εd j < χ 0 . We are going to prove a stronger condition that for every s , s ∈ R (3.20)
which of course implies that ψ vanishes at −∞.
First we write
We may assume that f 0 (x, y) = h(x)h(y) for some ε -Hölder function h on R such that h(x) = 1 for x ≥ 1 and supph ⊂ (
Therefore, since s i and s j are fixed
and to prove (3.20) we have to estimate three integrals:
for k ∈ {i, j}.
We begin with I 1,k (t). For n ≤ t < n + 1 we have Appendix A. Action of a compact group of automorphisms Assume now that there is a compact group K acting on N and commuting with A. Then every eigenspace N λ is preserved by K. On S = N AK we define a random walk as in section 2.2 with M j being in AK. As before, R n converges in law to a random variable R independent of the choice R 0 . The law of R is the unique stationary solution of ν = µ * ν.
We define homogeneous norms analogously as before but making them invariant under the action of K. To do this we choose on every N λ a norm | | λ preserved by K and we define the rectangle Ω as Ω = {x = x λ : |x λ | λ < ε}.
Proceeding as in [19] we prove that if ε is sufficiently small then ( and it is invariant under the action of K. Theorem 2.27 is valid with the same proof provided we write every thing in terms of the decomposition x = λ x λ not in terms of coordinates.
