Abstract. For a given irreducible projective variety X, the closure of the set of all hyperplanes containing tangents to X is the projectively dual variety X ∨ . We study the singular locus of projectively dual varieties of certain Segre-Plücker embeddings in series of papers. In this work we give a classification of the irreducible components of the singular locus of the dual Grassmannian. Basically, it admits two components: cusp type and node type which are degeneracies of a certain Hessian matrix, and the closure of the set of tangent planes having more than one critical point, respectively. In particular we reproduce the result about the normality of the dual Grassmannian varieties.
Introduction
Projective duality is one of the fundamental and historical notions in algebraic geometry. Briefly it is the correspondence between lines and hyperplanes in projective space. This relation can be extended to the nonlinear subvarieties of projective space. Namely, for a given irreducible projective variety X, the closure of the set of all hyperplanes containing tangents to X is the projectively dual variety X
∨ . An important class of dual varieties -introduced by I. Gelfand, M. Kapranov and A. Zelevinsky [GKZ94] -is hyperdeterminants which are the defining equations of projectively duals of Segre embedding. Also they are analogs of determinants for multidimensional matrices. The first treatment of the subject was initiated by A. Cayley and then L. Schläfli but it was not studied for the next 150 years. In the early 90's the subject was revitalized by I. Gelfand, M. Kapranov and A. Zelevinsky. In a series of papers [Sen] , the problem we work on is: Problem 1.1. Consider the Segre-Plücker embedding :
where N i ≥ 2k i for 1 ≤ i ≤ r. Describe the singular locus of the dual variety X ∨ provided that it is a hypersurface, and classify its components.
We point out that, if all k i = 1, then the Segre-Plücker embedding reduces to the Segre embedding and the dual is a hyperdeterminant hypersurface. In the seminal work, J. Weyman and A. Zelevinsky worked on singularities of hyperdeterminants [WZ96] ; they classified irreducible components of the singular locus of hyperdeterminants which are cusp and node components. This was one of the questions raised by Gelfand et al. in [GKZ92] Another reduction occurs in the case of r = 1, T. Maeda [Mae01] and F. Holweck [Hol11] studied dual Grassmannians i.e. duals of Plücker embeddings. Here, we focus only on this case since we want to give a complete and unified classification of components of singular locus. In addition, we also solve a linear algebra problem of independent interest which is about polynomial factors of determinants of a certain type of matrices in the section 6, see theorem 6.1 Now, we outline our results and introduce definitions and notations to be used throughout the paper.
Let V be a vector space over complex field C, V * be its dual. The set of one dimensional subspaces of V is called the projectivization of V and denoted by P (V ). For each point in P (V ) we can associate a hyperplane in V . After regarding those hyperplanes as points, dual projective space P (V ) * ∼ = P (V * ) is obtained.
Definition 1.2. Let X ⊂ P N = P C N +1 be a projective variety. The dual variety X ∨ ⊂ P N * is the closure of the set of all tangent hyperplanes to X i.e.
where PT p X is tangent space to X at smooth point p ∈ X sm . Now we focus on the case that X is the Grassmannian variety G(k, C N ) which is the set of all k-dimensional vector subspaces of C N . Consider the Plücker embedding: then, minors of this matrix give us local coordinates of ambient space, which are called Plücker coordinates. They are subject to quadratic relations which are called Plücker relations.
For a given index set I = (i 1 , . . . , i k ), η I denotes the minor of coordinate matrix 1.4 where columns are indexed by I. To describe the dual Grassmannian, we can use the multilinear form:
The form F belongs to the dual Grassmannian G(k, C N ) ∨ if and only if F and its partial derivatives with respect to local coordinates are zero at some nonzero point x, i.e. the system of equations for all i,j has a nontrivial solution for some point x. Definition 1.3. We call such a point x, critical point of the form F (A, x)1.5. Remark 1.4. Let A be the space of multidimensional arrays i.e coefficients of the form F = F (A, x) for X = G k, C N . Let Z be the incidence variety:
The image of the projection π 1 onto the first factor of Z is the dual Grassmannian variety i.e. π 1 (Z) = X ∨ (1.8) Remark 1.5. There is a natural action of G = GL (V ) on V . There is an induced action of G on k V and A. Explicitly:
for all g ∈ G. The coefficients of the new form F (A · g, x) are given by
is the k × k minor of g with column indices j 1 , . . . , j k and row indices i 1 , . . . , i k .
To analyze singularities, an important tool is the Hessian matrix associated to form 1.5 which is the matrix of the second partial derivatives in the local coordinates:
We analyze its algebraic properties in section 6. Definition 1.6. Cusp type locus is the subvariety of X ∨ such that determinant of Hessian matrix vanishes. Formally:
We prove the following in section 2: Theorem 1.7. For k ≥ 3 and N ≥ 9 or k ≥ 4 and N ≥ 2k, X ∨ cusp is an irreducible hypersurface in X ∨ .
Definition 1.8. Node type singular locus is the subvariety of X ∨ which is the set of forms tangent to X at least two distinct points p, q ∈ X. Formally:
We will show the following in section 3: Theorem 1.9. For k ≥ 3 and N ≥ 9 or k ≥ 4 and N ≥ 2k, X ∨ node is an irreducible hypersurface in X ∨ .
It is well known that under the SL N action the space 3 C N for N = 6, 7, 8 has finitely many orbits [KW12] , [KW13] . In particular they are prehomogeneous vector spaces, see [Kim03] for the theory. For those, we show that X Theorem (MAIN). The singular locus of the dual Grassmannian G(k, C N ) ∨ is of codimension two in k C N for N ≥ 2k, k ≥ 4 or N ≥ 9 and k = 3. For these cases singular locus X ∨ sing has two components X ∨ node and X ∨ cusp which are irreducible, both having codimension one in X ∨ . For the cases k = 3 and N = 6, 7, 8, the codimensions of X ∨ cusp in X ∨ are 4, 3, 2 respectively and X ∨ node is a subvariety of X ∨ cusp . Here we list a brief account of some earlier works in the literature about the dual Grassmannian varieties including some versions of the main theorem. In this work we focus on the case k ≥ 3, since if k = 2 the dual variety is degenerate skew symmetric matrices, i.e. vanishing locus of pfaffians which is a well known case. Here the space of arrays A [1.4] is simply skewsymmetric matrices. It was shown in [KM87] that the dual Grassmannian is hypersurface for all k, N except k = 2 and N is odd. We reproduce that observation in section 6 by using a criteria due to Katz [Kat73] and its generalization in [WZ94] about Hessian matrices. It is enough to work with N ≥ 2k because of the isomorphism
The degree of the defining equations was computed by A. Lascoux [Las81] . The result: the dual Grassmannian G(k, C N ) ∨ , k ≥ 3 is normal if and only if k = 3 and N = 6, 7, 8 was proven in [Hol11] and the method is based on the calculation of the dimension of the secant variety of G(k, C N ) ∨ . We found an earlier work [Mae01] then [Hol11] in which similar results are obtained without specifying dimensions.
Organization of the paper is: in the first section we study the cusp component. Sections 3 and 4 are for the node component. Their relation is given in the section 5. The last section is devoted to determinants of Hessian matrices. The style is very close to "singularities of hyperdeterminants [WZ96] ". We do not hesitate to use the notation developed in it and to modify their results whenever it is possible. 
Cusp Type Singularities
In this section we study the cusp component. It is well known that the dimension of a variety at a smooth point is the dimension of the tangent space, hence we will compare the dimensions of the tangent spaces of X ∨ and X When all coordinates are zero, we denote the point by x 0 i.e. x 0 = e 1 . . . e k . It will be convenient for us to dehomogenize the multilinear form F (A, x) corresponding to A ∈ A by setting all x j i = δ i,j in 1.4 where i, j ≤ k. More precisely, we restrict the form F onto E i.e. F (A, v 1 ∧ . . . ∧ v k ), where v 1 ∧ . . . ∧ v k ∈ E and it becomes: 
• For a given unordered index set (i 1 , i 2 , . . . , i r ), let σ (i 1 , i 2 , . . . , i r ) = (−1) Under the new notation, the form F restricted to E can be written as:
a + a 
In particular:
Consider the Hessian matrix of the dehomogenized form F 2.3 evaluated at x 0 :
The nonzero entries of the Hessian matrix 1.11 evaluated at x 0 are the coefficients a
Example 2.3. The Hessian matrix of the form F in the previous example 2.2 is the following 9 × 9 symmetric matrix with skew symmetric blocks: 
In this set up the cusp variety can be expressed as:
and by the action of group G:
Proof. It is enough to show that ∇ 0 cusp is irreducible. This follows from the study of the polynomial factors of the determinant of the Hessian matrix. Proofs are given at the last section. Here, we just mention that, the determinant is irreducible for all k = 3, N ≥ 8 or k ≥ 4, N ≥ 2k. For k = 3, N = 6, 7, it is the cube and the square of an irreducible polynomial respectively which implies irreducibility of the variety.
Instead of working with the group G = GL C N , we use E ⊂ G where x ∈ E has the following structure:
where the first k columns are transpose of the vectors given in E i.e.
E acts transitively by translations on the affine space E 2.1. The action on the coefficients i.e. A is:
Notice that for g ∈ G, ∇ 0 cusp · g only depends on the point g −1 x 0 since: Proof. The first part of the proof work for any k, N. Consider the incidence variety:
By the definition of ∇(x 0 ) and the group action E on A, T (A,x 0 )Z is given by the equations:
where the differentials da, da t p , . . . and dx p t are the usual coordinates in T A A and T x 0 E respectively. This is because of :
give the equations 2.10.
Since the vanishing locus of determinants of Hessian matrices is the cusp variety, we obtain it as a subvariety ofZ i.e.
Hence we obtain one more equation for the tangent space T (A,x 0 )Z which is the differential of the determinant i.e. d (det H(F (A, x))) | x 0 = 0 After expanding it, we get:
tt ′ is the cofactor of the Hessian matrix corresponding the entry a tt ′ pp ′ . By the theorem 6, it is irreducible except (k, N) = (3, 6), (3, 7).
It is clear that the projection onto the first factor in 2.11 gives the tangent space at the cusp variety i.e.
As a result, the tangent space of X ∨ cusp at the point A ∈ ∇ 0 cusp is given by the linear equations between coordinates da, da t p , . . ., that are the consequences of 2.10, 2.13. One of them is da = 0. We can choose A ∈ A such that the Hessian matrix H(F (A, x)) of the form associated to A is of corank one as described in the subsection 6.4. Therefore the system of equations in 2.10 is equivalent to matrix equation:
Now, we assume that the variety is not exceptional i.e. (k, N) / ∈ {(3, 6), (3, 7), (3, 8)}. By the construction in 6.4, there is Hessian matrix H(F (A, x))| x 0 of corank one, its adjoint matrix Adj(H(F (A, x))| x 0 ) is of rank one, and their product is zero matrix obviously. Therefore:
which gives one relation between coordinates of da t p . Now, we show that equation 2.13 cannot produce additional relations between the coordinates da, da t p , da tt ′ pp ′ , . . . etc. Assume to the contrary that 2.13 is in the linear span of 2.10 i.e.
for some coefficients c p t . Since we are looking relations between the coordinates da, da
has to be zero for all t ′′ , p ′′ . We multiply it by coefficients c p ′′ t ′′ and take sum over all indexes to get:
Notice that we do not have any condition on the coefficients a tt ′ t ′′ pp ′ p ′′ , we can choose them so that the first summand is nonzero. However, the second summand is the determinant of the Hessian matrix which is zero. This creates contradiction.
The Generic Node Component
In this section we study the generic node component. Recall that in 1.8 we defined X ∨ node = {F | ∃p, q ∈ X such that PT p X, PT q X ⊂ F }. Another formulation is due to the incidence variety:
Let π 1 be the projection of Z 2 onto the first coordinate i.e. π 1 (A, x, y) = A, then ∇ 0 node = π 1 (Z 2 ). The closure ∇ 0 node is the node variety X ∨ node . If x and y contains common vectors i.e. x = v 1 , . . . , v k , y = w 1 . . . , w k and {v 1 , . . . , v k } ∩ {w 1 , . . . , w k } is non empty, we call the node variety 'special' and study them in the next section 4. In this chapter we assume that intersection empty and call it 'generic node component'.
the point e N −k+1 ∧ . . . ∧ e N , so it is the point [0 : . . . : 0 : 1] in P k C N . Now we define the forms with critical point
By using the group action of G on X × X we consider:
i.e. forms such that they are tangent to X at x 0 and x ′ .
Remark 3.1. ∇ node (∅) is the variety studied in [Hol11] .
Another way to restate the definition of the generic node component is the following. Let I f and I ℓ be the ordered sets {1, 2, . . . , k} and {N − k + 1, . . . , N} respectively. Recall that we chose N ≥ 2k, which implies I f ∩ I ℓ = ∅.
Definition 3.2. The generic node variety is the set of forms which are tangent to X at I f and I ℓ i.e:
for all possible indices {i 1 . . . i k }.
As we did for the cusp component, we compute the dimension of the tangent space at a generic point of the intersection
Theorem 3.3. For all k ≥ 3 and N ≥ 2k, except k = 3, N = 6, 7, 8, the tangent space
is the subspace of codimension two in T A A given by equations
For the exceptional cases:
Proof. Recall that we used the affine chart E around the point [1 : 0 . . . : 0]. The matrix:
sends E to wE where wE is the chart around the point [0 : . . . : 0 : 1]. Similar to the proof of theorem 2.5, we consider
The projection onto the first factor is the generic node component i.e.
Here we introduce the dual notation similar to 2.1: Notation 3.4. To simplify the form which vanishes around x ′ we have:
2 is given by equations
together with
The tangent space at a generic A ∈ ∇ (x 0 ) ∩ ∇ (x ′ ) is given by da = d w a = 0 if and only if the other equations in 3.7 and 3.8 do not produce additional relations between da t p , d
w a t p . This is equivalent to existence of invertible Hessian matrices, since the system of equations in 3.7, 3.8 can be collected into:
If both of the Hessian matrices H(
Assume that k ≥ 5. There is no common entries of H(x 0 ), H(x ′ ) and those entries are arbitrary, so their determinants are nonzero. Therefore the generic node component is of codimension one in X ∨ . If k = 4, there are 36 nonzero common entries of H(x 0 ) and H(x ′ ). Specifically the common entries of H(x 0 ) and H(x ′ ) are of the form a tt ′ pp ′ where t, t ′ ∈ I ℓ and p, p ′ ∈ I f . After row and column operations, they satisfy
where inner subscripts give position of skew symmetric block in the whole Hessian, outher subscripts are inner position in the block, overline means complementary indices i.e. αβ = {1, 2, 3, 4} − {α, β}. For N = 8, there exists such matrix 6.16. By using the specialization methods 6, we can use 6.16 to obtain larger invertible Hessian matrices for k = 4 satisfying 3.11.
The most complicated case occurs when k = 3, because there are more constraints on the entries of H(x 0 ) and H(x ′ ). We need to find H(x 0 ) and In section 6 we list matrices satisfying the above conditions for N = 9, 10, 11. Then by using the specialization methods 6.4, we prove that for any N ≥ 9 there are pair of matrices satisfying all i),ii)iii)iv).
We continue our analysis with the remaining cases i.e. k = 3, N = 6, 7, 8. For N = 6, there is no nonzero entry satisfying conditions, hence there is no generic node component. For N = 7, 8, it is nonzero, however determinant of Hessian matrices vanish, so they are subvarieties of X ∨ cusp .
Special Node Components
In the analysis of the generic node component, we used the sets I ℓ , I f 3.2 and we imposed the condition: I f ∩ I ℓ = ∅. Now we analyze the case that we allow nontrivial intersection.
Let J be an ordered set such that
The complement of J in I f ∪ I ℓ is denoted by J , i.e. J ∩ J = ∅ and J ∪ J = I f ∪ I ℓ . We use the following modification of the construction in [WZ96] to the dual Grassmannian: Let x (J) ∈ Y be the point with coordinate matrix K of size k × N such that K i,J(i) = 1 otherwise zero where J(i) means ith element of the ordered set J. In particular if J = I f , it gives the point [1 : 0 : . . . : 0] in Plücker embedding. Recall that ∇ (x) is the set of arrays a ∈ A such that x is the critical point of A 2.4. ∇ (x) is a vector subspace in A and it has codimension k (N − k)+1. We use star of a multiindex (i 1 , . . . , i k ) which is the set of all multiindices that differs from (i 1 , . . . , i k ) in at most one position. Let P ⊂ I f . Replacement r(P ) is the multiindex in which we replace the θth position of I f with the θth position of J. We have :
By using this we get:
where J = I ℓ , and bar denotes Zariski closure. Indeed the node component X ∨ node described in 1.8 has the decomposition according to sets J, i.e. X ∨ node = J ∇ node (J). We studied the case J = I ℓ in the previous section 3. Observe that the star of multiindices I f and I ℓ do not meet each other. Therefore,
has codimension 2 (1 + k (N − k)) in A as a vector subspace. Using the action of the group G, we see that ∇(x) ∩ ∇(y) has codimension 2 (1 + k (N − k)) whenever ∇(x)∩∇(y) ⊂ ∇ node (∅). By the same argument we conclude that
f − J = {t, t ′ }, star of multiindices has 4 intersections. They are:
Proof. Hessian matrix associated to I f is given by blocks B 4.1. Construction of x(J, T ). For every J and every T = 0 we define the point x (J, T ) as follows: Let K be k × N matrix with the first k × k block is the identity matrix. Entries of the last k × k block are either T, T −1 or zero described as:
• Put T into the position K rs , r, s are row and column indices with r ∈ I f ∩ J, s ∈ I ℓ − J is the replacement.
• For positions I ℓ ∩ J, put T −1 .
• Fill the remaining positions with zeros. We give here some examples of points parametrized by J, T . Replacement is 1 → 8, 2 → 7, 3 → 10, 4 → 9. For G (5, C 14 ), given J = (2, 4, 12, 13, 15), last square block:
the limit taken in the Grassmannian of subspaces of codimension 2 (k (N − k) + 1).
Proof. We will exhibit a system of linear forms φ i,T , (i = 1, . . . , 2k (N − k) + 2) on space A defining the subspace ∇ x I f ∩ ∇ (x (J, T )) and having the following property: Each φ i,T is a polynomial function of T and the linear forms φ i,0 are linearly independent. The above property implies existence of a limit operation, and limit is given by evaluation of forms at T = 0. The first k (N − k) + 1 forms φ i,T will be independent of T , these are the degree zero and degree one forms defining ∇ x I f . For the remaining forms we take forms associated to x (J, T ) and its partial derivatives. Explicitly:
where J is the complement of J, r (P ) is replacement. Then to make it polynomial we multiply it with suitable power of T , explicitly T |I f −J| .
Example 4.4. G (4, C 10 ), J = (2, 3, 8, 9), I f = (1, 2, 3, 4), I ℓ = (7, 8, 9, 10), J = (1, 4, 7, 10). Replacement is given by 1 → 8, 2 → 7, 3 → 10, 4 → 9. We give a few of them:
J ∩ P J ∩ P r ({1}) = 8, 2, 3, 4 1 0 r ({2}) = 1, 7, 3, 4 0 1 r ({3}) = 1, 2, 10, 4 0 1 r ({4}) = 1, 2, 3, 9 1 0 r ({1, 2}) = 8, 7, 3, 4 1 1 r ({1, 3}) = 8, 2, 10, 4 1 1 r ({1, 2, 3}) = 8, 7, 10, 4 1 2
The limit of this form is a r(J) . All other forms
are treated in a similar way for possible indices i, j. They are all possible 1 ≤ j ≤ k and 1 ≤ i ≤ N excluding:
In the limit we obtain a i 1 ,...,i k for all (i 1 , . . . , i k ) in the star of J. Those forms define ∇ (x (J)), we are done.
exists and is equal to the subspace in ∇ x I f ∩ ∇ (x (J)) given by four additional equations:
where r(j) is the replacement of j.
Proof. We prove it in a similar way to the previous lemma but with a slight modification. When we normalize the form by multiplying a suitable power of T , we get
Let ϕ ′ T be the form whose first two leading terms are given by:
Since the forms a and a α ′ t ′ are degree zero and degree one terms with respect to I f which are already zero, we replace the form by
Now we have
We get the other equations by just differentiating the form at x
We already proved part a in 4.1. Part b, if the cardinality intersection I f ∩ J is smaller than k − 2, it follows from lemma 4.3. In the equality case we have the following arguments:
To show that ∇ node (J) lies in the ∇ node (∅), it suffices to show the existence of a dense Zariski open set U ∈ ∇ x I ℓ ∩ ∇ (x (J)) satisfying the conditions below:
• For every array A ∈ U, there exists a g ∈ G such that
• A · g satisfies the additional equations in the lemma. We need to find g ∈ G such that g fixes every coordinate except the basis indexed by I ℓ − J. And it sends elements of I ℓ − J to c 
Decomposition of Singular Locus
In this section we prove that
To show this, we will modify the arguments of [WZ96] which follow the ideas of [Kat73] and [Dim86] . Let X 
∨ is generically ramified if and only if X ∨ is hypersurface [Kat73] . By this remark and proposition above, O is a subvariety of X ∨ sm , which is equivalent to:
Now we need to show the reverse inclusion. We will deduce it from the following two propositions:
Proposition 5.2 ([WZ96] Lemma 6.2). The variety of arrays A having infinitely many critical points in
This lemma is valid for any smooth projective variety such that its projectively dual is hypersurface. The next result is due to A. Dimca [Dim86] :
Proposition 5.3 ([WZ96], Proposition 6.3.). Suppose an array A ∈ X ∨ has finitely many critical points in X. Let H A be the hyperplane in P( k C N ) defined by A. Then the multiplicity of X ∨ at A is equal to
where the sum is over all critical points of A in X and µ(X ∩ H A , x) is the Milnor number of X ∩ H A at x. In particular µ(X ∩ H A , x) = 1 if and only if the Hessian of A at x is nondegenerate.
We see that for all Proof. To prove ∇ node (∅) = X ∨ cusp in A, we modify arguments used in [WZ96] . We will construct conormal bundles of cusp and node component, and show that their generic fibers are different. We can identify the space of arrays A with k (C * ) N . Let e 1 , e 2 , . . . , e N be a basis of (C * ) N . Now we can make a pairing between da i 1 ...i k and e i 1 ∧ · · · ∧ e i k . We deduce the following:
• For a generic A ∈ ∇(x 0 ) ∩ ∇(x ′ ), the conormal space T A,X ∨ node A is the two dimensional subspace in A spanned by e 1 ∧ · · · ∧ e k and e N −k+1 ∧ · · · ∧ e N . By the group action, the generic fiber of the bundle T X ∨ node A is spanned by two vectors u 1 ∧ · · · ∧ u k and v 1 ∧ · · · ∧ v k where all u i , v j are linearly independent.
• By similar arguments the generic fiber of the conormal bundle T X ∨ cusp A is a two dimensional vector space of the form
where w j ∈ (C * ) N and nonzero for all j = 1, . . . , k. Remark 5.5. In [Lan12] , the relationship between secant varieties and the node type subvarieties is given by:
where σ j is the jth secant variety, and X ∨ node,j is the Zariski closure of the points of X ∨ tangent to X at least j points. Moreover, the decomposition
is by definition [Lan12] , p220. In [Hol11] , dimension of the secant variety σ 2 (X) was computed to derive the result 1.9.
Symmetric Matrices with Diagonal Lacunae and Skew Symmetric Blocks
We consider the following type of matrices: for given k ≥ 2, and N, we construct a
In other words, they have the following shape:
where each A ij and 0 are skew symmetric blocks of size (N − k) × (N − k). Notice that the Hessian matrices of dual Grassmannian is of this shape by simple computation of 1.11. Theorem 6.1. Let H k,N be the Hessian matrix of the dual Grassmanian G k,
Then we have the following: the determinant of H k,N is an irreducible homogeneous polynomial for all N ≥ 2k, k ≥ 3 except k = 3, N = 6, 7. In these cases we have:
(1) det H 3,6 is the cube of degree 3 irreducible polynomial.
(2) det H 3,7 is the square of degree 6 irreducible polynomial.
Remark 6.2. The dual variety is hypersurface if and only if there exists an invertible Hessian matrix at a smooth point [GKZ94] , [WZ94] . So, by the theorem 6.1, for all N ≥ 2k, k ≥ 3, we conclude that the dual Grassmannian is hypersurface in P k C N .
Remark 6.3. We prove theorem 6.1 in steps, first we study the case k = 3. 6.1. det H 3,N . Since k = 3, we have the following 3 × 3 block matrix
To analyze its determinant we use Young diagrams. Consider the direct sum decomposition of C N to C 3 ⊕ C N −3 . Entries of the Hessian matrix can be identified by the quadratic part of 3 C N which is C 3 ⊗ 2 C N −3 . The existence of an invariant of degree d is equivalent to the existence of rectangular diagrams of size d in the decomposition of Sym d C 3 ⊗ 2 C N −3 . We apply Cauchy's formula to get:
where
Otherwise, the representation is S λ C 3 ∼ = 0. Existence of rectangular partitions impose the arithmetic conditions:
The last condition arose since we are looking for possible polynomial factors of the determinant and the degree of it is 3 (N − 3). If N − 3 is a prime number greater than 3, det H 3,N is irreducible, since d becomes the product of two primes. This implies det H 3,8 and det H 3,10 are irreducible polynomials of degrees 15 and 21 respectively. We obtain the factors of exceptional cases and irreducibility of det H 3,9 by using MAPLE. Before the analysis of the other cases, we point out that by the canonical isomorphism
We give a direct computational proof:
Proposition 6.4. The Hessian matrix of type H k,N can be obtained by row and column changes on H N −k,k . Proof. For the matrix H 3,N , arrange rows and columns in this order:
. It gives the block structure of H N −k,N . For general k and N, the row and the column changes below gives the block structure of H N −k,N :
. . .
Let S be a skew symmetric matrix of size k ×k. We can express it in terms of smaller blocks i.e.
where the blocks on diagonal S i are skew symmetric of size k 1 , k 2 with 2 ≤ k 1 , k 2 and k 1 + k 2 = k and U is the k 1 × k 2 rectangular block with arbitrary entries, −U t is the k 2 × k 1 block which is the transpose of U multiplied by −1. We want to make a similar block decomposition to H 3,N . If the shape of H 3,N is
where A ′ , B ′ , C ′ are skew symmetric matrices of size (N − 3) × (N − 3), 0 ′ are the zero matrices matrix of size (N − 3) × (N − 3) then we can divide A ′ , B ′ , C ′ into blocks described in (6.4) above. Now H 3,N becomes :
After row and column operations (2, 4, 5, 3) applied to blocks we get:
The first and the last 3 × 3 blocks on the diagonal are in the form of H 3,k 1 +3 and H 3,k 2 +3 . If we call the upper right 3 × 3 blocks U, the complementary block is the transpose of U.
Before the analysis of determinants, we state a basic tool which we do not know any reference for it:
Lemma 6.5. Let P be a homogeneous multivariate polynomial. Suppose that by setting some variables to zero we get P ′ = P 1 × P 2 , deg P 1 ≥ deg P 2 and P 1 , P 2 are irreducible homogeneous polynomials. Similarly, suppose that by setting some variables to zero P ′′ = Q 1 × Q 2 , deg Q 1 ≥ deg Q 2 and Q 1 , Q 2 are irreducible homogeneous polynomials. If deg P 1 > deg Q 1 and deg P 1 = deg Q 2 , then P has to be an irreducible polynomial.
Proof. Assume to the contrary that P has nonconstant polynomial factors. Specialization with zero cannot increase the degrees of those irreducible factors. Thus, the polynomial factors assumed in the lemma can only appear if P is irreducible.
After setting A, B, C to zero in 6.5 we have H 3,k 1 +3 ⊕ H 3,k 2 +3 → H 3,N , where the matrix H 3,N has the zero blocks. We call this method specialization and it allows us to embed smaller matrices into larger ones.
Lemma 6.6. If N ≥ 11, det H 3,N is an irreducible polynomial.
Proof. Consider the specializations:
For small N's we give the possible polynomial factors of these embeddings, then we derive a contradiction. By the lemma 6.5, it is enough to analyze the degrees of possible polynomial factors of the determinant. If they are not compatible with each other we conclude that it has to be an irreducible polynomial. First we analyze H 3,11 . We can embed H 3,6 and H 3,8 into H 3,11 and H 3,7 ⊕ H 3,7 as in 6.6. Degrees of irreducible factors are 3 + 3 + 3 + 15 and 6 + 6 + 6 + 6 which are not compatible by lemma 6.5, hence det H 3,11 is irreducible polynomial of degree 24. Now we can use proof by induction. We have showed that det H 3,8 , det H 3,10 ,det H 3,11 are irreducible. Assume that for all 11 ≤ n < N det H 3,n is irreducible, and they have degree 3 (n − 3). If we apply embedding 6.6, we get possible factors of det H 3,N as 3 + 3 + 3 + 3 (N − 6) and 6 + 6 + 3 (N − 7) and they are not compatible by lemma 6.5. This forces that det H 3,N is irreducible. 6.2. det H 4,N . Now we focus on H 4,N , N ≥ 8. The matrix we are dealing with is:
Observe that if we set A 34 to be the zero matrix in (6.8), det H 4,N is the square of the irreducible determinant. Together with lemma 6.5 this implies that det H 4,N has at most two factors of the same degree.
Lemma 6.7. If N ≥ 8, det H 4,N is irreducible Proof. By computer computation we verify that, det H 4,8 and det H 4,9 are irreducible. Now we modify the method we used for H 3,N . For each A ij of matrix 6.8, we apply 6.4. This allows us to embed smaller Hessian matrices into larger ones. It is enough to use the following specializations:
For N = 10, degrees of possible factors are 2 + 2 + 2 + 2 + 16 and 6 + 6 + 6 + 6. By 6.5, they are compatible only det H 4,10 is irreducible. Now we can use induction. Suppose that for all 10 ≤ n < N, det H 4,n is irreducible. By 6.9 and 6.10, degrees of possible factors are 2+2+2+2+4 (N − 6) and 6+6+4 (N − 7). They are compatible if det H 4,N is irreducible. 6.3. det H k,N , k ≥ 5. We start with the case k = 5. We obtain irreducibility of det H 5,10 by computer computation. For H 5,11 , we can embed H 5,8 ⊕ H 5,8 and H 3,9 ⊕ H 2,8 by using duality and setting A i,5 , i ≤ 4 to zero respectively. Degrees of possible factors are 15 + 15 and 18 + 3 + 3 + 3 + 3, by lemma 6.5 we obtain irreducibility of det H 5,11 . In the case of H 5,12 , we can use Young diagrams. A degree d invariant exists if and only if there exists rectangular diagrams satisfying 5 | 3d and 7 | 2d. This implies d = 35 which is the degree of determinant. For the remaining cases we can use induction together with the specializations:
In general we can use the following specializations:
and induction to show that det H k,N is irreducible depending on whether k is odd or even. If k is odd, det H k,k+2 is identically zero. The only uncovered case is H 7,14 , we obtain its irreducibility by computer computation.
6.4. Rank Lemmas. In the proof of theorem 2.5, we used existence of Hessian matrices H k,N satisfying:
(i) It has corank 1.
(ii) Each row block of size k × k (N − k) is of full rank. Observe that, if there exist a matrix A satisfying the above, then A ⊕ A ′ satisfy it when A ′ is of full rank. It is enough to produce those matrices for (k, N) ∈ {(3, 8), (3, 9), (3, 10), (3, 11), (4, 8), (4, 9), (5, 10)} because we can use the following specializations inductively:
(1) H 3,6 ⊕ H 3,a ֒→ H 3,a+3 , the first matrix is of full rank.
(2) H 4,6 ⊕ H 4,a ֒→ H 4,a+2 , the first matrix is of full rank. (3) H 5,8 ⊕ H 5,a ֒→ H 5,a+3 , the first matrix is of full rank. (4) H 3,N −k+3 ⊕ H k−3,N −3 ֒→ H k,N , the second matrix is of full rank.
6.5. List of Matrices 1. Here we give the list of matrices which satisfies the above conditions 6.4. We used them to prove the theorem 2.5. Here we list the matrices satisfying i),ii), iii) and iv) for k = 3, N = 9, 10, 11 which was used in the proof of theorem 3.3. A similar list also appears in [Hol11] .
• N = 9 
