Introduction
Modern vehicles are equipped with clusters of inertial sensors as parts of safety and stability mechanisms. Crash Event Data Recorders (EDRs), which are today standard equipment of passenger cars, also provide sensor and vehicle instrument captures for post-accident forensic analysis [1] . Another source of collision data are after-market insurance-telematics devices [2] as they estimate severity of impact events and direction of the force. Still, in many cases, fatal vehicle crashes become a matter of dispute in forensic investigation. Existing crash analysis tools [3] provide only directions of approach to investigators, and therefore can lead to ambiguous conclusions in otherwise solvable cases. The potential of different motion sensors already deployed in vehicles strongly overcomes their current use as autonomous sources of crash information. These are mostly low performance "consumer-grade" sensors considering bias-instabilities, noise density and angular random-walk. It is valuable to study possibility to incorporate this class of sensors as parts of strap-down inertial navigation system (SDINS, [4] ) that would be used for short-term vehicle trajectory estimation in crash. SDINS combines accelerometers and rate gyro outputs to provide autonomous and precise navigation of an object in space. Such reduced model SDINS could become tool for objective analysis of vehicle motion and elucidation of accident causes. When possible, this approach should be integrated with the Global Navigation Satellite System (GNSS) receiver and proper fusion algorithm to provide absolute positioning [5] and tracking of motion sensor error model during regular driving conditions. At crash situation, offthe-shelf GNSS receivers cannot be easily used as a direct source of data. They rely on signal-tracking mechanisms [6] that are unreliable at high-dynamic, so receiver operation is normally guaranteed at accelerations below 50 m/s 2 and jerks below 20 m/s 3 .
In the field of forensic collision reconstruction, in order to analyze the mechanical components of a dynamic impact, the overall crash severity is typically assessed by quantifying the change in velocity of the vehicle or of the occupant(s). Most of the crash-test facilities rely on camera recordings and outputs of piezoelectric accelerometers. Forensic analysis usually does not consider combining inertial sensor outputs for tracking both the vehicle angular rotation and translation because accurate quantifying of angular motion is a challenge in the extreme dynamic tests with significant shock and vibration. Applied sensors need to be capable of tolerating short duration acceleration spikes or vibration. Another challenge is increased nonlinearity of sensors out of certain measurement ranges and bandwidths. Proper crash test recording thus requires specially designed components [7] . More recent work [8] , [9] studies behavior of low-cost inertial micro-electro mechanical sensors (MEMS) in dynamic conditions. One of the findings is that characteristics of the rate gyroscopes are more stable than of the accelerometers. In one of the rare examples of use of SDINS within the crash scenario [10] , Inertial Measurement Unit (IMU) of higher perfor-mance grade was mounted inside of the test-dummy during lab test. The calculated trajectory was then compared to reference camera. The reported average position error within 300 ms was 2.3 mm, with maximum of 6.1 mm.
In the next sections, first some specifics of vehicle crash environment will be presented and how they affect typical sensor errors and its dynamics. Then, the performance of SDINS with low-cost IMU will be evaluated in the experiment carried out in a certified crash-test laboratory.
Crash Environment, Kinematic Equations and Error Dynamics
At severe collisions, crash pulse magnitude can reach 50-100 g's (g ≈ 9.81 m/s 2 ) within 50-250 ms [11] . For accurate detection, the sensor sampling rates should be above 100 Hz. Vehicle motion in crash is complex and nonlinear and it is followed by transformation of kinematic energy to structural deformation [12] . While a vehicle collides, it acts as an object with six degrees of freedom of movement in space, which means that trajectory recording with the inertial sensors requires three-axial IMU. After the recording, a common method for integration of the specific forces and angular rates which finally provides vehicle's position in space is "inertial mechanization". It is used for short-term solving of navigation differential equations in frame of interest. Mathematical foundations and SDINS, as implemented, are given in the next section.
Tangent Frame Kinematic Equations
Equations (1) 
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Velocity vector, position vector, specific forces vector and gravity vector in local NED (North-East-Down) coordinate frame are presented in (3), (4), (5) and (6) respectively. Earth rotation projections onto NED axis is shown in (7) where angular velocity of the earth rotation  e = 7.292115 × 10 -5 rad/s, which can be neglected for short navigation with low performance sensors. Angular velocity of rotation of a navigation coordinate frame relative to the earth is shown in (8) . Position coordinates longitude, latitude, height are λ, , h respectively and R M , R p are radius of curvature along Earths meridian and parallel. Time rates of position coordinates in WGS-84 (World Geodetic System, est. at 1984.) coordinate frame can be represented as in (9) .
The set of navigation parameters that describe velocity vector and position of object in space can be written as in (10) . This set can be calculated by numerical integration of differential equations (1), (2) and (9). Specific force vector represented in NED coordinate frame given in (3) should be derived from the acceleration measurements made in body fixed coordinate frame. Direction cosine matrix (DCM) representing the transformation between these two frames can be specified as C B P , pointing out by upper index P that the orientation of calculated platform generally differs from the actual orientation of NED frame. The orientation algorithm applied here is based on usage of quaternions in calculation of DCM and it is performed as a two-step procedure [13] . In the first step rotation of quaternion is calculated due to rotation of body relative to inertial space shown in (11) . Q P is the preliminary quaternion and Q F is the final quaternion. Equation (12) presents rotation increment  due to rotation of body B IB ω measured by the set of three gyros (p, q, r) rigidly fixed to the vehicle presented in (13) .
The second step presents rotation of navigation frame relative to inertial space shown in (14) . Equation (15) presents quaternion increment calculated from (7) and (8) .
From the final quaternion shown in (18) rotation matrix C B P shown in (19) is obtained . 
The orientation error effect consists in the existence of transformation matrix relating computed platform frame and navigation frame shown in (20), derived under the assumption that the angles  N,  E,  D are small.
The resulting transformation matrix relating bodyfixed and navigation coordinate frames is shown in (21).
Details of this mathematical apparatus, as implemented for this test, are given in Fig. 1 [4] . These orientation and integration algorithms have some basic simplifications from the standard scheme from textbooks -e.g. we did not consider Coriolis correction due to very limited sensor performance.
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Main Sources of Error
MEMS of this grade have extreme stochastic variances and their error characteristics change rapidly. Calculated position quickly drifts from real-world values, due to the MEMS errors [14] , IMU mounting imperfections, and the influence of environment. Conventional mechanization is thus challenging for MEMS. Inertial Navigation System (INS) position error increases over time, due to gyro-drifts and sensor biases, and over traveling distance due to accelerometer scale factors and orientation misalignments. Considering practically feasible IMU mounting and initialization, the greatest influence upon the position error, for periods of up to 5-10 s and out of crash, comes from the initial speed assessment, followed by the accelerometer bias, and then the gyro bias [15] . Other effects could be neglected in similar cases. At crash conditions, nonlinearity and "g-sensitivity" are extra error sources. They are hard to model and suppress in the pre-crash period. Measurement can be further degraded by vibrations if they are not compensated by rubber dumpers.
Experimentation Setup
Test setup consisted of the lab's reference piezoelectric accelerometers (LAB1, LAB2, Fig. 2 , and Tab. 1), custom test devices bolted to the vehicle chassis at two different positions on the vehicle (IMU1, IMU2) and two high-speed cameras (1000 frames/s, 1.3 megapixels). Reference sensors were compliant to SAE J211 [16] and ISO 6487 [17] as the main performance requirements of the crash test data acquisition systems. Recording of reference sensors and cameras was triggered by the same pulse so entry position may be considered as identical for all sensors. IMU1/2 combined multiple accelerometers to get high range, low noise, good resolution and stability. As system used both analog and digital sensors, a dedicated microcontroller was used for data acquisition and synchronization.
A passenger vehicle was dragged along a straight path and collided with a relatively narrow metal pole offset 0.4 m from its longitudinal axis (Fig. 3) resulting in a pole penetration to the car. Recording of lab sensors (LAB1/2) outputs started 100 ms before impact, and IMU1/2 outputs were captured from steady position of the vehicle with warm-up period of 10 minutes to avoid transients. Laboratory equipment recorded a crash-entry speed of 7.1 m/s. Accelerometers with lower dynamic range ("low-G") were used as the single available reference for the removal of biases of "high-G" sensors, neglecting the axis misalignment and their own biases which were on 0.2 m/s 2 level. At the worst case, bias of "high-G" accelerometer was estimated to 11.91 m/s 2 . As sensors and camera reference points were not co-located, measurements were mathematically translated to a common reference point ("lever arm compensation") which matches a vehicle marking in central area of camera and with insignificant level of car's structural deformation. Vehicle 3D trajectory was finally reconstructed using SDINS built upon the four sensor platforms (Fig. 4) . The only available rate gyros in test were those from IMU1/2.
The high-speed cameras provided positional data based on black-yellow markers spread over the vehicle. In general, accuracy of the camera readings depends on the recorded scene but also on the optical, geometrical and digital characteristics of the camera. After compensating known camera errors (such as errors caused by imageframe transformation) and minimizing lens-distortion effects by tracking only those markings which were close to the center of the scene, top and side view camera readings were combined into a "ground-truth" reference 3D trajectory (Fig. 5) . 
Results
Low cost sensors and reference equipment were compared in three aspects: 1) as raw data, 2) estimation of crash severity and direction of impact force, and 3) determining vehicle trajectory against "ground-truth" acquired by cameras. Figure 6 compares in time-domain measurements acquired by low-and high-range accelerometers from IMU1/2 with the corresponding LAB1/2 sensors. Only data along longitudinal axis were presented as due to highest impact forces they clearly show similarities, but also differences between recordings originating from various sensors. Reference lab data were down-sampled to 200 Hz. Results are shown from both -the left and the right-side mounted groups of sensors. As seen, the "low-G" sensors (on both units) were mostly saturated during crash. Still, they play a very significant role in coarse calibration of "high-G" components as bias is usually proportional to measurement dynamic range. For nowadays telematics services which are relaying on near real-time access to driving data, it is desired that in case of a traffic accident, in-vehicle EDRs are able to estimate crash severity or at least with certain accuracy to distinguish type of crash. It is very important feature of EDRs as it may be further used as input for estimating passenger injury severity and improving emergency and post-injury services. Crash severity is usually estimated according to the change of the speed vector ("delta-V") as measured over the short time-window (herein 30 ms). Crash is usually detected by URGENCY [18] , [19] algorithm. At the moment of crash, the angle of the force or so called "Principal Direction of Force" (PDOF) is calculated in azimuth-elevation coordinate system in the vehicle's body-frame (Fig. 7) by basic trigonometry and noise filtering. The PDOF in the tangent frame depends upon vehicle's attitude at collision. Table 2 lists the PDOF estimates from data captured by four presented platforms (LAB1/2, IMU1/2). The measured vertical PDOFs were very consistent, oppositely to the horizontal ones. The root cause of this discrepancy is found in Fig. 8 which displays the rate of change of speed vector "delta-V". At the moment of crash detection, devices IMU1/2 have recorded a negative peak on the lateral axis (blue circle), which led to a differing estimation of horizontal PDOF. Causes may be different mountings or mounting positions (structural deformation) as IMU1/2 were attached to the vehicle chassis through the floor, whereas LAB1/2 were attached to the B-pillars. These types of imperfections are hard to avoid in practice if IMUs are mounted after the vehicle fabrication.
At impact, as a reaction to the extreme forces, vehicle experienced unconstrained motion. Vehicle position was estimated using SDINS with simplified sensor error model matched to this class of sensors. As crash test labs usually do not provide referent rate gyroscopes, low accuracy component from the IMU1/2 was a single available rate gyroscope in test. Thus, the only available reference position was the one extracted from camera recordings. Figure 9 shows, respectively, absolute longitudinal, lateral, and the vertical vehicle displacement of LAB1/2, and IMU1/2 in NED frame, relative to camera recording, within the harshest section of the collision of 750 ms. The difference between the trajectory extracted from the video and by the inertial sensor's integration was at the decimeter level in all of the four cases. As testing was limited to a very short time of the initial sensor platform alignment, among causes of errors there are surely imperfect alignment and inaccurate removal of sensor biases and the scale factors.
Conclusion
The role of inertial and integrated navigation systems for accident analysis and reanalyzing the data in broader terms to promote a better understanding of vehicle and driver behavior before crashes can be enormous.
The experimental results have shown that consumer grade MEMS can become a very interesting source of collision data for expert witnesses and that can be used for short-term reconstruction of vehicle movement in space near crash with acceptable limitations. The approach was validated at an approved safety performance assessment laboratory using custom developed hardware and software. Trajectory extracted from the video and computed using sensor data were within decimeter level on recorded timewindow, which is satisfactory for practical use in vast majority of cases. Using GNSS receiver and coupling algorithm to estimate inertial sensors errors would improve presented results and allow trajectory reconstruction over longer period of time. 
