Introduction
The VA is a recursive algorithm, which provides a solution to the discrete linear optimization problem. The VA is based on a trellis diagram in which from a given a sequence of symbols, the most-likely state transition sequence in a state diagram is determined [1,2]. The basis of the algorithm is built upon the Markov Process.
In short, the main idea of the VA is to determine the shortest (optimum) path across the trellis. Due to its ease of implementation and computational simplicity, the VA has been applied to many different areas in decoding such as, text recognition, as well as estimation and detection problems in digital communications [3] . Recently it bas also found applications in target detection and tracking [4, 5] .
The PDA algorithm assumes that only one target is present and a track exists for this target with at least one validated measurement. All other measurements are assumed to be from clutter. This algorithm is based upon the Bayesian approach. Conventional tracking techniques use the "all-or-none" criterion to the tracking problem. However, in real world scenarios, the regions around the target detection threshold and the data association gate boundary are actually &q. Thus there is no distinct boundary, separating target from non-target measurements. Therefore, in practice, regardless of the level of sophisticafion of the tracker, its performance will not match that of an experienced human operator. A more recent technique which is gaining popularity is fuzzy logic, which can be used to simulate the fuzzy decisions.
The Viterbi Concept
The basis of the VA is built upon the Markov process (MP), [6, 71. The MP uses state diagrams where the "nodes" (circles) represent the state and the "arcs" are represented by the transition paths. As time progresses, the process will trace some path from state to state through the state diagram. If the states and their transitions are repeated in time for k=l,..,T, we obtain what is called a trellis. A trellis is a directed graph consisting of a set of nodes (N) and directed arcs (A) or paths (P) as shown in figure 1.
At each node in each transition, the length of the paths coming into the node is summed. The path with the shortest length is considered the survivor of that round and its length will be assigned to that node. Over all, there will be N survivors, one for each node. Therefore, the recursion will proceed h m first to last state, without ever exceeding N. This algorithm can be viewed as a simple version of forward dynamic programming. However, once the last node is reached, the algorithm backtracks, summing all the smallest nodes from each previous state to obtain the optimal path. 
The Viterhi Algorithm
The Viterbi algorithm is a recursive algorithm that provides a solution to a discrete linear optimization problem by determining an optimal state sequence on a trellis diagram. A trellis diagram is a type of directed graph that consists of a set of nodes @) and a set of directed arcs (4). The nodes (n: ) are partitioned into ordered sets with the k-th set being denoted as $,where k represents the stages in the trellis (k=l,2, ..., T). The number of nodes in each stage is 9 which may be different at each stage. The set of arcsA is a collection of ordered pairs ( n : , n ; ) , which implies some logical relationship between the two nodes. The set of directed arcs A consists of only those arcs represented by(n:-',n;} , where k = 2 ,..., T.
A path P is a collection of directed arcs that connects an element at stage I to an element at stage T. Each directed arcs is associated with a metric or a distance label ai . A path metric is defined as the sum of the metrics of all the arcs contained in the path Pas The Viterbi Algorithm is based on traversing a trellis from the first state to the last via arcs connecting the nodes. Thus, once the last node is reached, the algorithm backtracks all the smallest nodes from each previous state to obtain the optimal path. A summary of the Viterbi Algorithm is given below; however, in order to enhance the understanding of the algorithm the notations used will be defined first. 
The Application of Viterbi to Target Tracking
The study of target detection and tracking in a cluttered environment has been well studied [S-121. In multiple object detection, there are two main concepts to consider, namely: data association and state estimation. In other words, not only we need to determine the correct object, we need to estimate its state with the given measurements.
A number of statistical based solutions to the data association problem have been explored such as the PDA, MHT, and the 01 integer programming algorithm.
The PDA is based on a many-measurement-to-one-track type assignment and ,thus, will have a poor performance in a high clutter environment. The latter two algorithms are based on a one-to-one track type assignment, thus having a much better performance in a high clutter environment. However, the main dificulty with their implementation is that they are computationally inefficient and require a high memory storage space.
Target Tracking Model
Based on the work of Quach being the sd of true past target states. Thus, within the context of the VA, the node metric d,! is simply the log likelihood function of the best assignment sequence that includes the measurement associated with the node. By applying the Viterbi algorithm to the trellis diagram, we obtain the sequence of measurements that maximizes the overall likelihood function, thus solving the data association problem.
Viterbi Algorithm used in the Tracking
The VA-based tracking algorithm simulated in this paper can be summarized as follows (see figure 2 ): 1) Initialization step: assign a value of zero to the label at each node in stage 1 : 
2)
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P: , , . , =QC-,,,,Qr + Q,, where (A& = p, -a,, and (2)' =jt -jb., are the estimated deviations in bearing rate and frequency rate at k, respectively. al and are constants determined through experimentation. The main idea here is to include a penalty term for deviations in the velocity components. Due to the inclusion of the penalty terms for the deviations in the velocity components, the missed detection threshold needs also be artificially increased by a, so that the modification will work properly. In our 
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PDA Application to Target Tracking
The PDA algorithm is based on the Bayesian approach, which calculates the probability that each measurement in the validation region originated from the target and the probability that none of the validated measurements are from the target. The target states are updated using the calculated probabilities and the validated measurements [10,11].
The Kalman filter estimates the target states from the observations that arc corrupted by random noise. The target probability of detection depends mainly on the signal strength and the sensor accuracy. The PDAF can overcome the uncertainty of the measurements. This improvement is achieved by gating the measurements around the predicted target position and if the target is detected, then the new measurement should fall in this data association gate with high probability and any measurement falling outside the gate can he rejected.
In the PDA algorithm, a composite estimate is obtained as a weighted-sum of all the estimates generated from the measurements inside the gate. The weight assigned to each estimate is proportional to the probability that the estimate originates from the target.
The PDAF algorithm from references [1011] is briefly discussed below. For m measurements falling in the validation gate at tk, the probability that t h e j h validated measurement q ( k ) is from the target, denoted Dj, is 
The Application of FDA to Target Tracking
The conventional tracking techniques apply the "all-ornone" criterion to the tracking problem. In the target detection case, the signal detection is accomplished by comparing the target signal against a threshold.
Detection is declared if the SNR exceeds a certain threshold. If the signal strength is below the threshold, the detection algorithm will classify it as a non-target.
In realistic tracking scenarios, the regions around the target detection threshold and the data association gate boundary are actually fuzzy areas where there is no clear criterion that can he applied to separate target from nontarget measurements. This fuzziness at the boundary is not an important consideration as long as the SNR is high; since the distinction hetween a target and nontarget can he made easily. At lower signal strength, the decision has to he w d e at the fuzzy boundaries. In this case, the bivalent logic employed by the conventional tracking techniques fails. This is one of the main reasons that no matter how sophisticated a conventional tracker is, its performance can never match the performance of an experienced human operator since the human mind is more capable of making the fuzzy decisions. The measurement to target detection, as well as target association is the result of processing the following propositions, [13, 14] : 1) If the SNR is high and the occurrence is close then the association degree is high. 2) If the SNR is high and the occurrence is typical then the association degree is high.
3) If the SNR is high and the occurrence is far then the association degree is moderate. 4) If the SNR is moderate and the occurrence is close then the association degree is moderate 5) If the SNR is moderate and the occurrence is typical then association degree is slightly moderate. 6) If the SNR is moderate and the occurrence is far then the association degree is low.
7)
Ifthe SNR is low and the occurrence is close then the association degree is slightly low. 8) If the SNR is low and the occurrence is typical then the association degree is moderately low. 9) If the strength is low and its occurrence is far then the association degree is very low. 10)Ifthe SNR of all measurement signals is low then noassociation degree is high. 11)If at least one measurement SNR is moderate and its occurrence is far then the association degree is moderate.
12)If at least one measurement SNR is moderate or high and its occurrence is close or typical then noassociation degree is low. 
VDA for Target Tracking in Clutter
In order to compare the performance of the three trackers, a hue target trajectory is generated using MATLAB as shown in Figures 6 and 7 . This is an example of the signal follower. The tracker tries to follow the bearing and frequency of underwater acoustic signals from single target in the presence of uniform clutter. Noise and unifomi background clutter were added to the true target track to generate the corrupted target trajectory as shown in figures 8 and 9. All the results presented in this paper have been generated using MATLAB.
The simulation is performed using two different SNRs; low SNR (-2.5 dB) and high SNR (5 dB). 
Conclusions and Future Work
From the results obtained in the simulations, it can he seen that at high SNR, all the trackers (PDA, VDA, and FDA) are able to track the target in the cluttered environment. However, at low SNR, the PDA algorithm fails to track the target where both the FDA and VDA are capable of tracking the target. The VDA has the advantage of low computational cost over both the PDA and FDA.
Future work will focus on the application of both FDA and VDA in mult itarget tracking in clutter. Based on the simulation results, the VDA promises to be computationally an efficient algorithm. However, if under further tests and simulations the VDA continues to provide good tracking performance, it can be considered amputationally feasible altemative to the conventional trackers when tracking a considerably large number of targets
