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Abstract—Nonnegative Matrix Factorization (NMF) is a widely
used technique for data representation. Inspired by the expressive
power of deep learning, several NMF variants equipped with deep
architectures have been proposed. However, these methods mostly
use the only nonnegativity while ignoring task-specific features
of data. In this paper, we propose a novel deep approximately
orthogonal nonnegative matrix factorization method where both
nonnegativity and orthogonality are imposed with the aim to
perform a hierarchical clustering by using different level of
abstractions of data. Experiment on two face image datasets
showed that the proposed method achieved better clustering
performance than other deep matrix factorization methods and
state-of-the-art single layer NMF variants.
Index Terms—Deep Matrix Factorization, Orthogonal NMF,
Clustering Analysis
I. INTRODUCTION
Nonnegative matrix factorization (NMF) is a useful tool for
nonnegative data representation, with the capacity of preserv-
ing the non-negativity nature of data. NMF was first proposed
by Paatero and Tapper [1], gained its popularity until Lee and
Seung [2] discovered that it has the ability to learn part-based
representation of objects. Over the past two decades, NMF has
been found many successful applications in various areas such
as text mining [3], [4], [5], speech separation [6], blind source
separation [7] [8], and so on.
Orthogonal NMF, as one popular NMF variant, decomposes
a nonnegative data matrix X ∈ RM×N into nonnegative
matrices W ∈ RM×R and H ∈ RN×R with constraints
HTH = I , which can be achieved by solving the following
optimization problem:
min
W≥0,H≥0
‖X −WHT ‖2F , s.t.HTH = I. (1)
Previous studies showed that standard NMF has clustering and
pattern discovery effect empirically [9] [10]. Orthogonal NMF
has been attached growing importance as it can be equivalent
to the K-means method, where the column vectors of matrix
W and H of orthogonal NMF just correspond to clustering
centroids and category indicators, respectively [11]. Moreover,
ONMF could minimize the redundancy between bases and
correspond to a unique sparse area in the solution region,
which learns the most distinct parts [12]. For this reason,
several efficient and robust orthogonal NMF algorithms have
been developed [13] [14].
Recently, Deep Neural Network (DNN) is being studied
extensively. Equipped with a multi-layer structure, DNN is
able to learn lower dimensional higher-level representations
of data, therefore provide unprecedented performance in many
machine learning tasks. Inspired by the philosophy of DNN,
many novel matrix factorization models equiped with deep
architectures have been proposed. A nonnegative deep network
based on NMF was proposed in [15] and was applied to
speech separation, and [16] set up Deep Semi-NMF and
Weakly Supervised Deep Semi-NMF model to learn the latent
representations by further factorizing feature matrices. [17]
presented a deep matrix factorization model and achieved
satisfactory results for multi-view clustering. However, to the
best of our knowledge, all of these kind of methods are
derived from the idea of decomposing matrix H hierarchi-
cally in Multi-NMF [18]. One can suppose that by further
decomposing the mapping matrix W hierarchically and fine-
tuning the model, we are also able to obtain the higher-level
representations for cluster. This paper extends upon our recent
paper [19], with new algorithms and detailed derivations.
Main constributions: a novel deep nonnegative matrix
factorization method is built by further factorizing mapping
matrices. Based on this novel deep matrix factorizing tech-
nique, we proposed deep approximately orthogonal nonnega-
tive matrix factorization (DAONMF) by incorporating the or-
thogonality penalty on each layer. After fine-tuning, DAONMF
is able to learn the higher-level representations of data and
therefore achieved remarkable clustering performance in two
face image datasets.
II. BACKGROUND
A. HALS algorithm for AONMF
Different from the conventional ONMF, approximately or-
thogonal NMF (AONMF) treats the orthogonality constrained
of matrix H as a penalty term, which is added to the La-
grangian multiplier function to control the orthogonal strength,
and has achieved satisfying clustering results [20] [13]. The
cost function of AONMF can be formulated as:
f(W ,H) =
1
2
‖X −WHT ‖2F +
λ
2
R∑
r=1
∑
j 6=r
hTr hj , (2)
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where λ controls the orthogonal degree of HT , and λ→ +∞,
HTH → I . Since NMF is a non-convex optimization
problem, it is extremely significant to locate the local con-
vergence points. [13] proposed the Hierarchical Alternating
Lease square (HALS) method for optimizing AONMF based
on block coordinate descent (BCD) method [21], which can
achieve local convergence due to the optimal solutions of
subproblems are always available [13]. The update rule of
HALS algorithm can be given as:
hr ← P+(hr + X
Twr −H(W Twr)
wTr wr
− λH˘r1R−1
wTr wr
) (3)
and
wr ← P+(wr + Xhr −W (H
Thr)
hTh
) (4)
Where P+(H) is the nonnegative projection of H , hr and
wr are the rth column vectors with respect to matrix H and
W , 1R−1 is an all-one R-by-1 column vector, H˘ is the the
sub-matrix with H removed the rth column vector. Since the
column vector hr can not be zero, each sub-problem with
respect to column hr will converge to their global minimum,
which is equivalent to the matrix H with orthogonality
constraint, we can always attain its unique optimal solution
[13].
B. Deep Semi-NMF
The single layer NMF structure indicates intuitively that X
is approximately equivalent to the linear additive between W
and H , thus resulting in the failure of learning more abstract
features of X . The Deep Semi-NMF [16], a hierarchical ma-
trix factorization model, aims to learn a hierarchical features
for original data, which can be defined as follow:
X ≈W±1 W±2 ...W±LH+L , (5)
To avoid getting stuck in poor solution, the layer wise pre-
taring technique, which is widely used in deep neural network
[22], has been adopted for initializing Wl and Hl. For each
layer, H+l−1 is decomposed into Wl
± and H+l by imple-
menting Semi-NMF method. The Deep Semi-NMF model
is initialized when X is decomposed into m + 1 factors.
Due to the equivalence between semi-NMF and K-means
clustering [11] [23] and multi-layer structure, Deep Semi-
NMF learned the hierarchical projections from data space to
subspaces spanned by the hidden attributes, therefore achieved
remarkable clustering results [16].
III. DEEP APPROXIMATELY ORTHOGONAL NMF
A. Model Setup
The DAONMF model factorizes the nonnegative data matrix
X into L+ 1 nonnegative factor matrices:
X ≈W1HT1 · · ·HTL , (6)
An intuitive representation of the hierarchical factorization can
be shown as follow:
X ≈WLHTL ,
WL ≈WL−1HTL−1,
· · ·,
W3 ≈W2HT2 ,
W2 ≈W1HT1 ,
(7)
Different from other multi-layer matrix factorization methods
[15], [16], [17], [18], the proposed method is built by further
factorizingWl instead ofHl. We assume that by incorporating
fine-tuning technique, features learned by DAONMF are also
beneficial to the clustering analysis. As illustrated in (7), the
original data matrix X is decomposed into WLHTL , then WL
will be further factorized into second layer WL−1HTL−1, and
the rest layers can be done in the same manner. After the
hierarchical decomposition of Wl, a deep NMF model will
be initialized. Previous studies have shown that, NMF with
approximate orthogonality constrained is able to improve clus-
tering accuracy [13]. For this reason, orthogonality constraint
is adopted to HTl of each layer, therefore denoted as Deep
Approximately Orthogonal NMF (DAONMF). The objective
function can be formulated as follows:
min
1
2
‖X −W1HT1 · · ·HTL ‖2F
+
λ
2
L∑
l=1
R∑
r=1
∑
j 6=r
Hl(:, r)
THl(:, j),
s.t. Wl ≥ 0,Hl ≥ 0,
(8)
where (8) is an extension of (2) with multiple approximately
orthogonal matrices. It is clear that HTL is attained at the time
of initialization and is exactly equal to that of AONMF in (2),
which means that in this case HTL−1 is complementary useless
to HTL . However, as the model is fine-tuning, H
T
L will be able
to learn the universe features from the later factorized layers,
and therefore achieve better clustering.
B. Optimization
As shown in (6), the initialized DAONMF model is obtained
by further factorizing Hl. Afterwards, the fine-tuning tech-
nique is implemented in order to learn the universal features
factorized from the later layers. The cost function can be
denoted as:
Cost =
1
2
‖X −W1HT1 · · ·HTL−1HTL ‖2F
+
λ
2
tr(HLQHTL ).
(9)
a) Update rule for matrix HL: HL is a nonnegative
approximately orthogonal matrix, therefore we can formulate
the update rule for HL utilizing HALS algorithm:
(HL)r ← P+((HL)r + X
T (WL)r −HL(W TL (WL)r)
(WL)Tr (WL)r
− λ(H˘L)r1R−1
(WL)Tr (WL)r
),
(10)
where (HL)r and (WL)r are the rth columns vector of HL
and WL respectively, (H˘L)r is a sub-matrix of HL with
removing the rth column vector, 1R−1 is an all-one (R-1)-
by-1 column vector and R is equal to the number of column
vector of HL.
b) Update rule for matrix W1: By incorporating the
multiplicative update rules proposed in [24], we can formulate
it as:
(W1)jk ← (W1)jk (XΦ
T )jk
(W1ΦΦT )jk
, (11)
where Φ = HT1 H
T
2 · · ·HTL .
c) Update rule for matricesHl (l=1,2,...,L-1): Since Hl
can not be updated like (10) and (11). Therefore, for the ease
of mathematical, we represent the cost function with another
form as:
Cost(HTl ) =
1
2
‖X −WlHTl Ψ ‖2F +
λ
2
1TR(H
T
l Hl − I)1R
(12)
where Ψl =
∏L
i=l+1Hi. The gradient of Hl is solved as:
∇Hl = ΨTΨHTl WlW Tl − ΨXTWl + λHl1TR×R (13)
thus the additive update for Wl can be given as:
(Hl)jk ← (Hl)jk − ηjk(∇Hl)jk (14)
Inspired by [24], multiplicative update rule is solved if ηjk =
(Hl)jk
(WTl WlH
T
l ΨΨ
T+λ1R×RHTl )jk
, therefore the convergence is
guaranteed. The proposed multiplicative update rule is given
as:
(Hl)jk ← (Hl)jk (ΨX
TWl)jk
(ΨTΨHlWlW Tl + λHl1R×R)jk
(15)
We have presented the update rules of each variables in
DAONMF model above, and the entire optimization algorithm
process is outlined in Algorithm 1.
IV. EXPERIMENTS
In order to demonstrate the effectiveness of DAONMF,
we have taken comparative experiments on two different
face images datasets. The methods compared include state-
of-art single layer NMF variants NeNMF [25] and AONMF
[13], and Deep Semi-NMF [16]. To ensure the evaluations to
be comprehensive, we have adopted two evaluation criteria
including clustering accuracy (ACC) and normalized mutual
information (NMI) [26].
Algorithm 1 Algorithm for training a Deep Approximately
Orthogonal NMF (DAONMF)
Input: X ∈ RM×N , layer size array d, fine-tuning parameters
λ
Output: Matrices W and HT
Initialisation process :
1: for l = L to 1 do
2: Wl,Hl ← AONMF(Hl+1, dl)
3: end for
4: Fine-tuning process :
5: repeat
6: for l = 1 to L do
7: Φ←∏Li=1HTi
8: Ψ ←∏Li=l+1HTi
9: W1 ← Update via (11)
10: Wl ←W1
∏l−1
i=1Hi
11: if l < L then
12: Update Hl using (15)
13: else
14: for all columns do
15: Update (HL)r using (10)
16: end for
17: end if
18: end for
19: Adjust the Columns of HL such that ‖ (HL)r ‖2= 1
20: until Stopping criterion is reached
A. Datasets
CMU PIE : The CMU PIE dataset [27] contains 2856
frontal-face images of 68 people, and each object has 42 facial
images different illumination. In this paper, each image was
cropped into 32× 32 pixels.
Extended Yale B : The Extended Yale B dataset [28]
comprises of 16128 images of 28 people under 9 poses and
64 lighting conditions. We used the front pose face images of
the first 10 objects and cropped the 32× 32 pixels.
B. Implementation Details
Similar to the experimental procedure in [16], we also
set the number of layers L = 2. On the CMU PIE
dataset, the following parameters are selected. The number
of the first layer k1 = 120 and the second layer k2 =
130, 135, 140, 145, 150, 160, 165, 170 are fixed for DAONMF.
As for Deep Semi-NMF, we chose k
′
1 = 600 [16] for the
first layer and k2 for the second layer. And the number of
components of single layer methods ONMF and NeNMF is
also set to k2. Since orthogonality constraints is significant
to clustering, we chose λ1 = 1e − 6 for the first layer,
and λ2 = 1e − 5 for the second layer and AONMF. After
the decompositions, K-means clustering is implemented to
the factorized features. On the Extended Yale B dataset, we
perform exactly the same operation, with k2 changing to
110, 115, 120, 125, 130, 135, 140, 145, 150 and k1 replacing to
100.
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Fig. 1. Accuracy for clustering on dataset CMU PIE
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Fig. 2. NMI for clustering on dataset CMU PIE
C. Results and Discussion
Figure 1 to 4 demonstrate clustering accuracy and NMI
for CMU PIE and Extended Yale B dataset. DAONMF yields
better clustering accuracy and NMI than single layer AONMF,
which implies that DAONMF learns higher-level features from
later factorized layers by fine-tuning. The single layer AONMF
achieves even better clustering performance than Deep Semi-
NMF. Therefore in some cases the single layer AONMF with
sparse and low-redundancy representations are more efficient
than Deep Semi-NMF in clustering analysis. Figure 3 and 4
present that both clustering accuracy and NMI of multi-layer
NMFs decrease with the increases of the number of clustering
components, but the single layer NMFs are the opposite. This
is mainly because multi-layer NMFs are able to factorize
higher-level features with lower dimensional representations,
thus the performance will be reduced with redundant features.
110 115 120 125 130 135 140 145 150
Number ofComponents
0.35
0.40
0.45
0.50
0.55
0.60
Cl
us
te
rin
g 
Ac
cu
ra
cy
DAONMF
Deep Semi NMF
NeNMF
AONMF
Fig. 3. Accuracy for clustering on dataset Extended Yale B
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Fig. 4. NMI for clustering on dataset Extended Yale B
V. CONCLUSION
In this paper, we proposed a novel deep approximately or-
thogonal nonnegative matrix factorization (DAONMF) method
for clustering analysis. Different from other deep (semi-) non-
negative matrix factorization methods, the proposed method
incorporates both nonnegativity and orthogonality into a deep
architecture. Experiments confirmed that the proposed method
is able to extract higher-level lower dimensional sparse fea-
tures that is particularly beneficial for clustering analysis.
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