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ABSTRACT 
Software reliability is one of the important parameters of software quality 
and system dependability. It is defined as the probability of failure-free 
software operation in a specified environment for a specified period of 
time. Its means that the probability that given software operates failure 
free for a specified time on the machine for which it was designed, given 
that it was within design limits and that the last failure occurred at a given 
time. A software failure occurs when the behaviour of the software 
departs from its specifications, and it is the result of a software fault, a 
design defect, being activated by certain input to the code during its 
execution. 
Chapter 1 is an introductory part of thesis, which describes some 
fiandamental aspects of Software Reliability Growth Model, Non-
Homogenous Poisson Process including important parametric models and 
statistical models, cost criteria and release policy. 
Chapter 2 presents a brief of development of research work in Software 
Reliability Growth Models (SRGMs) in chronological order. Twenty 
eight landmark research contributions have been selected for giving a 
thorough insight into the SRGMs designs problems and solutions, which 
covered almost entire spectrum of the software reliability growth models. 
Chapters 3 deals with software reliability growth models with a Pareto-
testing effort. In this testing, the error detection phenomenon is modelled 
by Non-Homogenous Poisson Process. It is assumed that the error 
detection rate to the amount of testing effort spent during the testing 
phase is proportional to the current error content. For the model, the 
software reliability measures and estimation methods of parameters are 
investigated. Here we show that Pareto-testing effort ftjnction can be 
expressed as a software test effort curve. Using the model, the method of 
data analysis for the software reliability measurement with actual 
software data is developed. Also tables, figures and conclusion are given 
at the end of this chapter. 
Chapter 4 develops a software reliability growth model based on the 
Non-Homogenous Poisson Process incorporating the amount of test-
effort expenditures during the software testing phase. The time 
dependent behavior of test-effort expenditures is described by a Bun-
Type III curve and parameters involved in SRGM are estimated by least 
square estimation and maximum likelihood estimation methods. SRGMs 
proposed by most researchers incorporate the effect of testing effort in 
the software reliability growth and the software development effort can 
be described by the traditional Rayleigh, Weibull or Exponential curve. 
However, in much software testing environment it is difficult to describe 
the testing-effort function by the above three consumption curves. Here, 
we will show that a Burr type III testing-effort function can be expressed 
as a software development/test effort curve. Experiments have been 
performed based on real test/debug data set. The results show that the 
SRGMs with a Burr type III testing-effort function can estimate the 
number of initial faults better than previous approach. Comparative 
studies are also performed to see the fitness our model with other models 
studied previously and conclude that Burr Type-Ill performs better. Also 
tables, figures and conclusion are given at end of chapter. 
Chapter 5 presents a realistic software reliability growth process. The 
software reliability assessment measure and the estimation methods of 
parameters are investigated. The software reliability assessment is 
discussed. We know that actual test effort data expresses various 
consumption pattern, sometimes the test effort consumption are difficult 
to describe only by Exponential, Weibull, Pareto, Burr type III & Logistic 
curve. Therefore, we try to incorporate a Burr type X test effort function 
instead of above consumption functions as the test effort function during 
the software development process. Computational results are performed 
using three actual data sets. Comparative studies that Burr Type-X 
distribution fit the data better as compared to previous studies. In addition 
software release policy based on reliability criteria using three actual 
software data sets area also discussed. 
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PREFACE 
The Reliability theory has been formulated as the science of prediction, 
estimating or optimizing the probability of survival the mean life or more 
generally the life distribution of components or system. Product reliability 
contributes much to quality and competitiveness. Critical business 
applications require reliable software, but developing reliable software is 
one of the most difficult problems facing the software industry. After the 
software is shipped, software vendors receive customer feedback about 
software reliability. However by then it is two late, software vendors need 
to know whether their products are reliable before they are delivered to 
customers. Software reliability Growth Model helps, provide that 
information. Major software releases follow a well defined development 
process and involve a coordinate quality assurance effort. Software 
Reliability Growth modelling is applied to the release of accrual failure 
data. 
In this thesis, we have developed Non-Homogenous Poisson Process for 
Software reliability Growth Models such as Pareto. Burr Type - III and 
Burr Type - X distributions. The thesis comprises of five chapters. A brief 
introduction of the problem is presented at the beginning of the each 
chapter and provided at the end of the chapter3, chapter 4 and chapter 5. 
Chapter 1 is an introductory part of thesis, which describes some 
fiandamental aspects of Software Reliability Growth Model, Non-
Homogenous Poisson Process including important parametric models and 
stafistical models, cost criteria and release policy. 
Chapter 2 presents a brief of development of research work in Software 
Reliability Growth Models (SRGMs) in chronological order. Twenty 
eight landmark research contributions have been selected for giving a 
thorough insight into the SRGMs designs problems and solutions, which 
covered almost entire spectrum of the software reliability growth models. 
Chapters 3 deals with software reliability growth models with a Pareto-
testing effort. In this testing, the error detection phenomenon is modeled 
by Non-Homogenous Poisson Process. It is assumed that the error 
detection rate to the amount of testing effort spent during the testing 
phase is proportional to the current error content. For the model, the 
software reliability measures and estimation methods of parameters are 
investigated. Here we show that Pareto-testing effort function can be 
expressed as a software test effort curve. Using the model, the method of 
data analysis for the software reliability measurement with actual 
software data is developed. Also tables, figures and conclusion are given 
at the end of this chapter. 
Chapter 4 develops a software reliability growth model based on the 
Non-Homogenous Poisson Process incorporating the amount of test-
effort expenditures during the software testing phase. The time 
dependent behavior of test-effort expenditures is described by a Bun-
Type III curve and parameters involved in SRGM are estimated by LSE 
and MLE Methods. SRGMs proposed by most researchers incorporate 
the effect of testing effort in the software reliability growth and the 
software development effort can be described by the traditional Rayleigh, 
WeibuU or Exponential curve. However, in much software testing 
environment it is difficult to describe the testing-effort function by the 
above three consumption curves. Here, we will show that a Burr type III 
testing-effort fiinction can be expressed as a software development/test 
effort curve. Experiments have been performed based on real test/debug 
data set. The results show that the SRGMs with a Burr type III testing-
effort function can estimate the number of initial faults better than 
previous approach. Comparative studies are also performed to see the 
fitness our model with other models studied previously and conclude that 
Burr Type-Ill performs better. Also tables, figures and conclusion are 
given at end of chapter. 
Chapter 5 presents a realistic software reliability growth process. The 
software reliability assessment measure and the estimation methods of 
parameters are investigated. The software reliability assessment is 
discussed. We know that actual test effort data expresses various 
consumption pattern, sometimes the test effort consumption are difficult 
to describe only by Exponential, Weibull, Pareto, Bun" type III & Logistic 
curve. Therefore, we try to incorporate a Burr type X test effort function 
instead of above consumption functions as the test effort function during 
the software development process. Computational results are performed 
using three actual data sets. Comparative studies that Burr Type-X 
distribution fit the data better as compared to previous studies. In addition 
software release policy based on reliability criteria using three actual 
software data sets area also discussed. 
At last portion of this thesis, we have discussed all reference which is 
referred inside this thesis. 
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CHAPTER -1 
ELEMENTS OF SOFTWARE RELIABILITY 
INTRODUCTION 
This chapter presents an introduction to software rehability growth 
models. Section l.I describes elements of software reliability models. 
Section 1.2 describes statistical models. These models are essential 
background for subsequent chapters. All planning and data analysis for 
software reliability growth models are based on such models. Section 1.3 
describes Non-homogenous Poisson process. It includes different types of 
Non-homogenous Poisson process software reliability models. Section 
1.4 describes release policies which includes different criteria. Section 
1.5 describes parameter estimation. It includes maximum likelihood 
estimation methods, which are basic for analyzing data. This section 
pertains only to constant stress tests and data with a single failure mode. 
This section also includes least square estimation & Bayesian Inference. 
This chapter presents basic definition and concepts of software reliability 
modeling. 
1.1 Elements of Software Reliability Models 
Reliability is probably the most important of the characteristics inherent 
in the concept "Software quality". It is intimately connected with defects, 
and as Jones (1986) point out, defects represents the largest cost element 
in programming. Software reliability concerns itself with how well the 
software functions to meet the requirements of the customer. "Failure" 
means the program in its functioning has not met user requirements in 
some way. Not functioning to meet user requirements is really a very 
broad definition. In addition to its prominent importance, software 
reliability has proved to be the most readily quantifiable at the attributes 
of software quality. Reliability represents a user-oriented view of 
software quality. Initial (and many present) approaches to measuring 
software quality were based on attempting to count the fauhs or defects 
found in a program. This approach is developer oriented. 
1.1.1 Software reliability and hardware reliability 
The division between hardware reliability and software reliability is 
somewhat artificial. Therefore, we may combine hardware and software 
component reliabilities to get system reliability. Both depend on the 
environment. The source of failures in software is design fauhs while the 
principal source in hardware has generally been physical deterioration. 
However, the concepts and theories developed for the software reliability 
could really be applied to any design activity, including hardware design. 
Once a software (design) defect is properly fixed, it is in general fixed for 
all time. Failure usually occurs only when a program (design) is exposed 
to an environment that it was not developed or tested for. Although 
manufacturing can affect the quality of physical components, the 
replication process for software (design) is trivial and can be performed 
to very high standards of quality. Since introduction and removal of 
design faults occur during this period. The "design reliability" concept 
has not been applied to hardware to any extent. It was possible to keep 
hardware was generally less complex logically than software. Hardware 
design failures had to be kept low because retrofitting of manufactured 
items in the field was very expensive. The emphasis in hardware 
reliability may be starting to change now, however. Awareness of the 
work that is going on in software reliability, plus a growing realization of 
the importance of design faults, may be having an effect. This growing 
awareness is strengthened by the parallels that peoples that are starting to 
draw between software engineering and chip design. 
A final characteristic of software reliability is that it tends to change 
continually during test periods. This happens either as new problems are 
introduced when new code is written or when repair action removes 
problems that exist in the code. Hardware reliability may change during 
certain periods, such as initial burn-in or the end of useful life. However, 
it has much greater tendency than software toward a constant value. 
Despite the foregoing differences, we can develop software reliability 
theory in way that is compatible with hardware reliability theory. 
1.1.2 Failures and Faults 
A failure is a departure of external results of program operation from 
program requirements on a run software failure means departure of the 
external results of programs operation from requirements. So our 
"failure" is something dynamic. The program has to be executing for a 
failure to occur. The term failure relates to the behavior of the program. 
Note that a failure is not the something as a "bug" or more properly, 
"fault". This very general definition of failure is deliberate. It includes 
such things a deficiency in performance attributes and excessive response 
time. 
A fault is the defect in the program that, when executed under particular 
conditions, causes a failure. There can be different sets of conditions that 
cause failures, or the conditions can be repeated. Hence a fault can be 
source of more than one failure. A fault is a property of the program 
rather a property of its execution or behavior. It is what we are really 
referring to in general when we use the term "bug". A fauh is created 
when a programmer makes an error. It's very important to make the 
failure-fault distinction. 
1.1.3 Software Reliability 
The definition that we presented here for software reliability is one that is 
widely accepted throughout the field. It is the probability of failure free 
operation of a computer program for a specified time in a specified 
envirormient. Its means that the probability that given software operates 
failure free for a specified time on the machine for which it was designed, 
given that it was within design limits and that the last failure occurred at a 
given time. This definition implies that, for accurate reliability 
measurement during test, select runs randomly with the same 
probabilities expected to occur in operation. The definition also implies 
that the input space must be "well covered" for accurate reliability 
measurement. The term mean time to failure (MTTF) is used in the 
hardware reliability field and to decreasing extent in software reliability. 
It is the average value of the next failure interval. The use of MTTF is 
attractive, in that "larger" indicates "better". However, there are many 
cases in software reliability in which MTTF is undefined. Failure 
intensity is preferred because it always exits. Also, failure intensities are 
simple to work with because they combine additively. In an approximate 
non-vigorous sense, the two are the inverse of each other. The term mean 
time between failures (MTBF) is used in the hardware reliability field 
when repair or replacement is occurring. It is the sum of MTTF and mean 
time to repair (MTTR). The earliest software development process model 
is called waterfall model (Royce (1970)). It views the software process as 
successive phases as follow: 
1. Requirement analysis: The system service constraints and goals are 
established. 
2. Specification: The translations of requirement into precise description 
of the external of the software system are specified. 
3. Design: The creation of software system that is consistent with the 
specification and representing the functions of each software system in a 
manner that may readily be transformed into one or more computer 
programs. 
4. Implementation and Unit Testing: The creation of software system 
which implements the design. Unit testing involves that each units meets 
its specifications. 
5. System Testing: The individual programs are integrated and tested to 
determine whether implementation satisfies the requirements. 
6. Maintenance: Involves the correlation of the faults which were not 
discovered during the previous stages and enhances the performance of 
the software system. 
Life Cycle Models: 
Many different software life cycles have been proposed. These have 
different motivations, strengths, and weaknesses. The life cycle modals 
generally require the same types of tasks to be carried out; they differ in 
the ordering of the tasks in time. 
Different software development process (or life-cycle) models: 
Waterfall model 
Rapid prototyping 
Evolutionary development 
Component reuse 
V model 
Formal transformation 
A major drawback of the waterfalls models is that the specification 
should be freeze at an early stage in the development process 
Summerville (1989) and therefore the model ignores that the role of 
iterations in software development process. To overcome these problems, 
may software development model with enhance feature have been 
proposed and put into implementation such as Rapid Prototyping model 
Seewg (1982), Garmand (1985), Operational model Zave (1982) and 
Knowledge based model Balzer (1983). 
Pre-Development 
(Analysis) 
Requirement 
Specification 
Software 
Design 
^ ^ ~ \ 
Software 
Implementation 
Integration 
Validation 
Installation 
Operation and 
Maintenance 
Figure: Waterfall Life Cycle model 
1.1.4 Availability 
Software reliability is usually defined as the expected fraction of time 
during which a software component or system is functioning acceptably. 
It is the ratio of up time to the sum of up time plus down time, as the time 
interval over which the measurement is made approaches infinity. The 
down time is the product of the failure intensity and the mean time to 
repair (MTTR). Usually the failure intensity applied have is a figure 
computed for serious failures and not those involve only minor 
degradation of the system. It is generally not practical to hold up 
operation of the system while performing fault determination and 
correction in the field. Therefore, we ordinarily determine MTTR as the 
average time required to restore the data base for a program, reload the 
program, and resume execution. A Markov model was developed by 
Shooman and Trivedi (1976) that depicts the concepts of software 
reliability. Okumoto and Goel (1978a) extended this model by assuming 
that a failure may be imperfectly repaired. A more recent paper by Laprie 
(1984) deals the evaluation at availability during the operational phase. 
1.1.5 Modeling 
To model software reliability we first consider the principal factors that 
affect it: fauh introduction, fault removal, and the environment. Fault 
introduction depends primarily on the characteristics of the developed 
process code (Code created or modified for the application) and 
development process characteristics. The most significant code 
characteristic is size. The models are distinguished from each other in 
general terms by the probability distribution of failures times or number 
of failures experienced and by the nature of the variation of the random 
process with time. A software reliability model specifies the general from 
of the dependence of the failure process on the factors mentioned. We 
have assumed that it is, by definition, time based (this is not to say non-
time based model may not provide useful insights). The possibilities for 
different mathematical forms to describe the failures process is almost 
limit less. We have restricted ourselves to considering well-developed 
model that have been applied fairly broadly with real data and have given 
reasonable results. The specification form can be determined from the 
general form by establishing the values of the parameters of the model 
through either: 
1. Estimation: Statistical inference procedures are applied to failure 
data taken for the program, or 
2. Predication: Determination from properties of the software 
product and the development process (this can be done before any 
execution of the program). 
In general, software reliability models are based on (although this is often 
not explicitly) a stable program executing in a constant environment. This 
means not neither the code nor the operational profile are changing. Thus 
the models focus mainly on fault removal. Most models can account for 
the effect of slow fauh introduction, however, in general terms, a good 
model enhances communication on a project and provides a common 
framework of understanding for the software development process. It also 
enhances visibility to management and other interested parties. 
Developing a particularly useful software reliability model involves 
substantial theoretical work tool building and the accumulation of a body 
of love from practical experience. This effort generally requires several 
person years. In contract, the application of a model that is well 
established in requires a very a small fraction of projects resources. 
1.1.6 Uses 
Software Reliability measures to evaluate software engineering 
technology quantitatively. New techniques are continually being 
proposed for improving the process of developing software, but 
unfortunately they have been exposed too little quantitative evaluation. A 
software reliability measure offers us that the possibility of evaluating 
development status during the test phases of project methods such as 
institution of designers or test team, per cent of tests completed, and 
successful execution of critical functional tests have been used to evaluate 
testing progress. None of these have been really satisfactory and some 
have been quite unsatisfactory. Reliability generally increases with the 
amount of testing. We can use a software reliability measure to monitor 
the operational performance of software and to control new features 
added design changes made to the software. The reliability of software 
usually decreases as a result of such changes. A quantitative 
understanding of software quality and the various factors influencing it 
and affected by it enriches my insight into the software product and the 
software development process. 
1.1.7 Program 
A program will be defined as a set of complete machine instructions 
(operations with operands specified) that executes within a single 
computer and accomplishes a specific function. More than one program 
can execute "simultaneously" on a single computer if the machine is 
muhi-programmed. A program is generally assumed to be stable (not 
changing in size or content with time) for the purpose of software 
reliability modeling. A program may be designed (especially if written in 
assembly language) for a particular computer. Hence, a version for 
another computer is really a separate program in so far as reliability 
attributes are concerned. Conversely we can design a program to be 
machine independent or highly portable. Then the reliability attributes are 
independent of the computer used, except for adjustment for instruction 
execution rate. A program can consist of one or more logical instruction 
streams. A logical instruction stream is a set of instructions that must be 
executed in a prescribed sequence. When there is more than one logical 
instruction stream, the program is said to be multi-tested. The computer 
on which the program is running may be multiprocessor, in which case 
there are multiple physical instruction streams executing simultaneously. 
The computer can be a nectar or array processor, in which case there are 
multiple data streams. Each instruction accesses one or more data 
elements. 
1.1.8 Historical Development of Models 
This sub-section presents the historical development of software 
reliability models. Our purpose is to indicate which concepts have been 
tried, which have been more successful and which less and which have 
been modified and adapted. This historical information should help me at 
a new problem in the field evaluated proposed solutions for their degree 
of promise. 
There are a number of major themes in the historical development: 
1. The creation at various models relating to time, failures 
experienced, and other variable. 
2. The discovery that measurement with respect to execution time 
simphfies model reliability. 
3. The classification of the distinction between "faulf and "failure" 
and the development of a rich conceptual base that amplified our 
understanding of just what we mean by "software reliability". 
4. A concern with how to estimate model parameters. 
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5. An interest in comparison of models, which led to the development 
of comparison criteria. 
6. The classification of models. 
7. An increasing concern with collecting better data. 
8. The development of a "lore" of techniques in using and adapting 
models for the particular circumstances of various applications, and 
9. The transition from use of meantime to failure in characterizing 
status to failure intensity. 
This subsection will concentrate mainly on the first theme but it will 
touch on the others. The first study of software reliability appears to have 
been conducted by Hudson (1967). The chronological historical 
development discussed under chapter 2 (reviews of previous work). 
1.1.9 Calendar Time 
A calendar time component was developed for the model that related 
execution time to calendar time, allowing execution time predictions to 
be converted to dates. The calendar time components are based on the 
fact that available resources limit the amount of execufion time that is 
practical each calendar day. 
1.1.10 Model Classification Scheme 
This sub-section presents a classification scheme developed by Musa and 
Okumoto (1983) for software reliability models. The scheme permits 
relationship to be derived for groups of models. It highlights relationship 
among the model and suggests new models where gap occur in the 
classification scheme. It reduces the task of model comparison. 
Models are classified in terms of five attributes: 
i) Time domain: Calendar time or execution (CPU or processor) time, 
ii) Category: The number of failures that can be experienced in 
infinite time is finite or infinite. 
iii) Type: The distribution of the number of failures experienced by 
time 
iv) Class (finite failures category only): Functional form of the failure 
intensity in terms of time, and 
v) Family (finite failures category only): Functional form of the 
failure intensity in terms of the expected number of failures 
experienced. 
The classification approach was chosen to be different for the two 
different categories because of greater analytical simplicity and physical 
meaning. 
1.2 Statistical Models and Methods 
A statistical model for software reliability growth model is given in this 
section. Some of which are used in subsequent chapters. We also present 
their reliability and hazard rate. 
1.2.1 Exponential Distribution 
The exponential distribution is most widely known and used in reliability 
because of its great simplicity and applicability. 
The probability density function is: 
f{t) = Xe''' A>0 1.1 
The cumulative distribution function is: 
^(0 = 1-6"" 1.2 
Where, 
X = constant failure rate 
Then the reliability function is obtained from the equation: 
R{t) = \-F{t) 1.3 
R{t) = e"'' 
and the hazard rate is from equation z{t) = ^-j^ 
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as z{t) = X 1.4 
Thus, the exponential distribution represents the constant hazard (or 
failures) rate. 
1.2,2 Weibull Distribution 
The Weibull distribution plays an important role in reliability because of 
its great adaptability. Depending on the values of the parameters in its 
reliability function it can be shaped to represent much distribution as well 
as shaped to fit many sets of data. 
The probability density function is: 
/(/)=a|3./"^'ef"^'"l a>0, )3>0 1.5 
Where, a and (3 are the shape and scale parameters respectively. 
The cumulative distribution function is: 
F{t) = l-e'^'" 1.6 
The reliability function is obtained from the equation: 
RiO = ]f{x)dx 
Rit) = e-^'" 1.7 
The hazard rate is: 
z(/) = apr-' 1.8 
1.2.3 Rayleigh Distribution 
This distribution is special of Weibull distribution. The probability 
density function of random variable T is given by: 
f(t) = ^te^ ' J t,^>0 1.9 
The cumulative distribution function {cdf) is: 
\M 
F(0 = l-eL ' J 1.10 
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The reliability function is: 
R{t) = e^ ' J 1.11 
The hazard rate is: 
z(0 = 3/ t>0 1.12 
1.2.4 Pareto Distribution 
The probability density function of pareto distribution is: 
/ (0 = aP(] + |3?r"' a, |3,/>0 1.13 
The cumulative distribution function {cdf) is: 
F(0 = l-(1 + |30" 1.14 
The reliability and hazards function are: 
i?(0 = (l + PO"" 1.15 
and 
aS 
z{t) = —!—respectively. 1.16 
1.2.5 Burr Type III 
The probability density function of Burr type III distribution: 
/ (0 = m5(3(|3?r'''[l + (|3/r'f'""' »7,5,(3>0,,'>0 1.17 
The cumulative distribution function is: 
F{t)4um-'Y 1.18 
The reliability and hazards function are: 
i?(0 = l-[l + (|3/r'f"' 1.19 
and 
«8P(p,)-'-'[H(P/)-r 120 
i-[u(p,)-'r 
1.2.6 Burr Type X 
The probability density function of Burr type X is: 
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F{t) = i\-e-^' y 1.21 
The reliability and hazards function are: 
/(O = 2K/3te^'' (1 - e-^'' )*'' 1.22 
The cumulative distribution function is: 
R{t) = \-il-e-^'')'' 1.23 
and 
l_(l_e-/"^)^ 
1.3 Non-Homogeneous Poisson Process 
The concept of Markov process is useful in modeling random behaviour 
of software in time such as faults remaining at time and failure 
experienced by time t. A Markov process has the property that the future 
of the process depends only on the present state and is independent of its 
history. The assumption may by reasonable for a software failure process, 
which is mainly dependent on faults remaining and the operational profile 
(the latter is not dependent on the past). Markov processes are, in general, 
characterized by the amount of time spent in a state and the transitions 
between stakes. 
Poisson process provide a good approximation to the occurrence at many 
real world events such as telephone calls, order to a factory, breakdown 
of machinery, arrivals on a queue and insurance claims. In this section, 
we will study the software failure process using a non-homogeneous 
Poisson process (NHPP) with failure intensity A(0. We will describe 
existing Poisson type models (of both finite and infinite failure category) 
as special cases of the underlying general NHPP. 
1.3.1 Assumption 
Let M(t) denote failures experienced by time t. The M(t) process for 
Poisson-type models based on the following assumptions. 
i) There are no failure experienced at time t=0, that is M(t)=0 with 
probability 1. 
ii) The process has independent increments. In other words, the 
number of failures experienced during (t, t+At), that is, 
M(t+At), is independent of the history. Note that this 
assumption implies the Markov property that the future M(t + 
At) of the process depends only on the present state M(t) and is 
independent of its past M(x) for x<t. 
iii) The probability that a failure intensity of the process during 
(t, t+At) is X{t)At+0{At), where X{t) is the failure intensity of 
the process. Note that the function (9(A?)is defined as: 
li,n^<M = „ 1.25 
In practice, it implies that the second or the higher order effects 
of At are negligible, 
iv) The probability that more than one failure will occur during 
(t, t+At) is 0(A/). 
1.3.2 Fault Reduction Factor for Poisson Type Models 
Poisson type model also permits consideration of faults that can not be 
located, extra fault found through code inspection, and spawned faults. 
The fault removal process is characterized on an average basis by 
assuming that the fault correction rate proportional to the hazard rate. 
Musa (1975) called this proportionally constant a fault reduction factor, 
denoted by B. The "average basis" is reasonable because the useful 
application of the software theory is primarily macroscopic in nature. 
For a given number of faults W^ the total expected number of failures will 
be V(,=W(,/a. Denote the cumulative distribution function of time to 
remove a fault byG^(t). Since the fault correction rate is the product of 
the fault reduction factor B and the hazard rate 2^(0, we have: 
G„(0 = l-exp •BJZ^{x)dx 1.26 
The exact expression for the distribution of M(t) is difficult to obtain, but 
it may approximated by the Poisson distribution: 
p[Mit) = m]J'^^^^'^^'''P^-'^^^^'^\ m=0,l, 1.27 
ml 
The mean value intensity function is given by: 
l^ (0 = v„G„(0 1.28 
And the failure function is: 
m=vogSo 1.29 
Where gj/) is the probability density function associated with G„(/). 
The program hazard rate is given by: 
2(',/<-,) = v„g„a_,+0 1.30 
Since the actual repair process occurs at times of failure, the Poisson type 
model would not tend to fit as well as the binomial-type. However, the 
effectiveness of the repair action in after imperfect and the degree of 
imperfection varies randomly from repair to repair. The Poisson-type 
model after the promise of approximating reality more closely because of 
its capability for handling imperfect repair. 
1.3.3 Non-Homogeneous Poisson process Software Reliability Models 
The software reliability assessment is important to evaluate and predict 
the reliability and performance of a software system. The models 
applicable to the assessment of software reliability are called software 
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reliability growth models. Software reliability growth models (SRGMs) 
also provide a plausible description of software occurrence phenomenon. 
In this section we discuss some SRGM's described by Non-
Homogeneous Poisson Process (NHPP). SRGMs which use the testing 
the time as the unit of error detection period and SRGMs where the 
number of test runs or test cases instead on testing is the unit of error 
detection period are discussed. 
SRGMs with enough flexibility called the generalized Erlang model with 
3 stages and the extended with several stages are discussed and analyzed 
which can account for variability in the growth curve. Models have been 
validated on several software datasets obtained from different sources. 
Predictive validity of the model is also discussed. A SRGMs based on the 
software development project is also presented. Models have been 
validated using simulated data. 
1.3.3.1 Jelinski-Moranda de-eutrophication model 
Model form: From the overview of the model and the assumption, we 
can determine that if the time between-failure occurrences areX, =T~Ti_j, 
i=l,...,n, then the Xi's are independent exponentially distributed random 
variables with mean -^\li^{N-{i-\)) = \lz[X-IT,^,) 
That is 
f{X, /X,_,) = z[X, /X,_, )exp(- z[X, /X,_, )X,) 
= 4iV-(/-l)]exp(-^[A^-(/-l)Z,]) 1.31 
Since this exponential model belongs to the binomial type, we have 
specifically; 
\i{t) = N{\-cxp{-^t)) 1.32 
and 
^(0 = A^(^  expHO) 1-33 
for the mean value function and the failure intensity function. It is clearly 
a finite failures type model as 
lim,^ „ /i(0 = lim,^ „(Ar(l - exp(#))) = N 1.34 
1.3.3.2 Non-Homogeneous Poisson Process Model 
Mode! form: From the assumptions it can be shown Goel and Okumoto 
(1979) that the mean value function must be of the form 
Mit)^N(l-e-'") 1.35 
for some constants b > 0 and N > 0. N is the expected total number of 
faults to be eventually detected. (Note: N is not required to be an integer 
since it is the expected number of faults that will eventually be detected). 
Since the failure intensity function is the derivative of ju{t). We have, 
therefore 
Ait) = Nbe-'" 1.36 
Native that the failure intensity function is strictly decreasing for t > 0. 
Because it belongs to the exponential class, we have the distribution of a 
single individual fault, X: 
fAx) = be-'' 1.37 
We have for the failure intensity function 
X{t) = me'" =Nf,{t) 1.38 
which shows the relationship between the failure intensity function and 
probability density function for a single fault. 
From the assumptions, we also have that each ft, the fault count in the i' 
interval, is an independent Poisson random variable with mean= 
//(^,)-//(?,_,). Therefore the joint density of the f[s , i =l,...,n is 
^ \^{t,) - /^ (r,_i )f' exp{//(/,) - /^ (r,_,)} j 3 ^ 
1=1 JI • 
for the mean value function and the failure intensity function. It is clearly 
a finite failures type model as 
lim,^ „ M{t) = lim,^ „ {N{\ - exp(#))) = N 1.34 
1.3.3.2 Non-Homogeneous Poisson Process Model 
Model form: From the assumptions it can be shown Goel and Okumoto 
(1979) that the mean value function must be of the form 
//(0 = Ml-e-*') 1.35 
for some constants b > 0 and N > 0. N is the expected total number of 
faults to be eventually detected. (Note: N is not required to be an integer 
since it is the expected number of faults that will eventually be detected). 
Since the failure intensity function is the derivative of //(/). We have, 
therefore 
X{t) = Nbe~'" 1.36 
Native that the failure intensity function is strictly decreasing for t > 0. 
Because it belongs to the exponential class, we have the distribution of a 
single individual fault, X: 
fAx)-be-'' 1.37 
We have for the failure intensity function 
X{t) = Nbe-'" =Nf^{t) 1.38 
which shows the relationship between the failure intensity function and 
probability density function for a single fault. 
From the assumptions, we also have that each fi, the fault count in the i^  
interval, is an independent Poisson random variable with mean= 
//(/,)-//(/,_,). Therefore the joint density of the f[s , i =I,...,n is 
^! / / (? , ) -//(?,_,)Y- exp{//(/,) -Kt,-^)} 139 
1.3.3.3 Schneidewind's Model 
Model form: From the assumptions, the cumulative mean number of 
faults by the i time period is 
A=^i(0 = |[l-exp(-p/)] 1.40 
Thus the expected number of faults in the i**^  period is f,s 
m,=D,-D,_, =ji(r,)-^(?,_,) = |-[exp(-|3(/-l))-exp(-P/:)] 1.41 
Using the assumptions again pertaining to the f.s being independent 
non-homogeneous Poisson random variables and incorporating the 
concept of the different model types, we have the joint density 
A/,^ ,' exp(-M,_, ) | ^ m,-^  expw, ^ ^^ 
-' . v - l ' - . V J i -
where s is some integer value chosen in the range 1 to n, Ms-; is the 
cumulative mean number of faults in the intervals upto s-1, and Fs-i is the 
cumulative number of faults detected up through interval s-1. 
1.3.3.4 Musa's basic execution time model 
Model form: Since|a(0 = Po(l~exp(-PoO), the failure intensity function 
for this model is 
A(0=|^'(0=|3o|3.exp(-|3,0 1.43 
We notice that for large |3, the failure intensity function will decrease 
rapidly, while for a small one it will decrease slowly. In either case, the 
function decreases exponentially to 0. 
By making the correspondence that (3, = B^ and Po = ^o. where B is 
defined as the fault reduction factor (the proportionality constant relating 
the fault correction rate to the hazard rate) and (j) is the constant hazard 
rate per individual fault, the preceding formulation can be put into the 
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framework in which Musa originally introduced this model Musa et. al 
(1987). 
The above expressions for the mean value and failure intensity function, 
we can show that the reliability function after (i-1) failures have occurred 
is 
;?(A///,_,) = exp(- [Po exp(- P,/,_,)][! - exp(- P, A/)]) 1.44 
for 0 < A/, and the conditional hazard rate is 
z(A0,_,) = PoP, exp(-p|/,_,)exp(-p,Ar) for 0 < A? 1.45 
For the development of the calendar time component of this model are 
referred to Musa et al.{ 1987). 
1.3.3.4 Hyperexponential model 
Model form: Notice that if K=l we have the NHPP model of See 
1.3.3.2. Also, lim,^„|i(/) = A^ ; so, as before, N represents the expected 
total number of faults to be eventually detected. (Note: N is not required 
to be an integer since it is the expected number of faults that will 
eventually be detected). For the i' class, we also note that A ,^ is the 
expected number of faults within that class. Since the failure intensity 
function is the derivative of |x(r), we therefore have 
(^0 = ^iAP,exp(-P,0 1.46 
(=1 
Notice that the failure intensity function is strictly decreasing for t > 0. 
1.3.3.6 WeibuU model 
Model form: Since this model belongs to the binomial type, and the 
cumulative distribution function for a WeibuU, we have for the failure 
intensity function and the mean value function: 
•K[t) = Nf, {t) = TVaP.?"-' exp(- p/°) 1.47 
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and 
^(/)=iVF„(0 = Mexp(-r)) 1-48 
Notice that lim,^ „ \i{t) = N, the total number of faults in the system at the 
start. Also, from the assumptions we have that if a = 1, the distribution /„ 
becomes the exponential, and if it equals 2 we have the Rayleigh 
distribution, another important failure model in hardware reliability 
theory. We also note for the case a = 2 that this becomes the early model 
considered by Schick-WoIverton (1973). We can also see that if 0 <a < 1, 
the per-fault hazard rate is decreasing with respect to time; if a equals 1 
(exponential) it is constant; and if a > 1, it increases. 
The form of the conditional hazard rate is shown to be: 
z{t/t,_,) = {N-i + l)a|3{t + /,^ , f~' for t._, <t + ?,_, <r,. 1.49 
This function is plotted for 0 < a < 1 to contrast its behavior with the 
exponential class. For the Weibull distribution, the change occurs at fault 
detection, but the change is not constant. The effect on the hazard rate 
decreases with time because of the power function component. 
The reliability function is obtained from the cumulative distribution 
function as R{t) = 1 - F{t) = exp(-13/") and, the MTTF is 
MTTF=j4V/ = r + 1 3"" 1.50 
Where r(»)is the gamma function. 
1.3.3.7 S-shaped reliability growth model 
Model form: Suppose we have a partition of the time interval over which 
the software is observed. This partition could represent the testing 
intervals of the software. Let T* denote this partition, that is, 
/*=0<?*<...<?*. Suppose/;,/2,...,/„ are the number of software faults 
detected in each interval of the partition, that is, / is the number of faults 
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occurring in the interval of length /, =/* -t'_,. From the assumptions we 
have, each /, is an independent Poisson random variable with mean 
p.(t;)-ii(tu)=a[\-(\+^t:y'''\-44+Ky''-'\ i-5i 
= a|(l + (3C,k^'"'-(l + Pr;k**'"J 1.52 
Also, from the mean value function|a(?) = a[l-(l + P/)e"'"J, we have the 
failure intensity function^(/)-^'(?)=aP^/e"'. The model gets its S-shaped 
form because of the mean value function. Moreover, we can see that 
Hm,_^ „ n(0 = a < c«, so we indeed have a finite failures model with a being 
the total number of faults in the system. If we plot the failure intensity 
function, we would see that it increases up to time ? = l/p and then begins 
to decrease asymptotically approaching the time axis. Since we have a 
Poisson type as well as a finite failures model, the per-fault time 
distribution between failures is f^{t) =^^te~^'asX{t) = af^{t). This is the 
gamma distribution. 
Using the above relationships one can also establish the following 
reliability measures for this model: 
The reliability of the function at time t^+At given a failure at time 
?,=exp(-a[{l + P/,)e-P'' -(l + |3(?, + AOK^*''"""]) 1.53 
The hazard rate function at time t,+At given a failure at time 
/,=a(3'(/,+A/)e-P"'"^' 1.54 
The expected number of faults in the i"^  period of length 
/ =a 
1.3.3.8 Duane's model 
1 + P ^ +ll. 
,/=' 
-1', 
J) 
1.55 
Model form: From assumption 1 we have a Poisson process with a mean 
value function of |Ll(/) = a/^ If T is the total time the software is observed, 
then we have 
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/j.{t) _ aT^ _ expected number of failures by timeT . ^^ 
T T total testing time 
So that if we take the natural log of both sides of the equations we have 
7 = In Ut))] = ln aT^ Uln(«) + (^-l)ln(r) 1.57 
T 
We can thus see if the first equation is plotted on In-ln paper versus 
observed time T, or the second equation is plotted on regular paper versus 
ln(r) we will obtain a straight line. It is this form that is fitted to a given 
data set. 
The failure intensity function is obtained by taking the derivative of the 
mean value function, that is, A{t) = d/u{t)/dt = apt'^~^. From this function we 
see that the failure intensity function is strictly increasing for/?>], a 
constant for the case of a homogeneous Poisson process [l3 = \), and 
strictly decreasing for \>p>Q only. Fory9>l, there can be no reliability 
growth! 
1.3.3.9 Geometric model 
Model form: We have the density for the time between failures of the i* 
and (i - 1) is exponential of the form : 
f{x) = Dr' exp(- Dr'x]= z(/,.,)exp(- z{t,_,)x) 1.58 
Thus the expected time between failures is 
z(r,_,) D<l) 
Using the fact that E{X) «//(/) and / = /j.{t) Musa et al. (1987), it follows 
that 
and 
/.(0 = -ln([Z)/?exp(^)> + l) 1.60 
Clearly, lim,^„|i(;) = <^ , so we indeed have an infinite failures category 
model. 
1.3.3.10 Musa-Okumoto logarithmic Poisson Model 
Model form: The exponential type decay and the fact that the earlier 
encountered failures have a more dramatic impact than the later ones. The 
parameter 9 controls the shape of the curve. 
A second expression of the logarithmic Poisson model to aid in obtaining 
the maximum likelihood estimates is through a re-parameterization of the 
model. We letp^ =Q~^and (3, =XfP . The intensity and mean value functions 
become in this case: 
X(/)=(3„p,/(P/ + l) 1.62 
and 
|i(0=(3oln(|3/ + l) 1.63 
Musa (1987) derives the program reliability and the hazard rate functions 
after the {i-])th failure, respectively, as 
R{Ai/t,_,) = 
and 
(3,(r,_,+Ar) + ] forAt>0 1.64 
z(A///,_,)=P„P,/(P,t,+AO + l) forAt>0 1.65 
1.3.3.11 Littlewood-Verral reliability growth model 
Model form: To calculate the posterior distribution we first need the 
marginal distribution of thex,'^. The prior distribution is of the form: 
r(a) 
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Using this prior and the following conditional exponential distribution for 
the x,'s -.fai(x, /4) = ^ , exp(- ,^x,) for x, > 0, the marginal distribution of the 
X,, can be shown to be: 
/ ( x , / a , v ( 0 ) - r ^ * ^ forx,>0 1.67 
that is, a Pareto distribution, so that the joint density is 
f{x,,X2,....,xJ = -— for X, > 0 , / = ],...,« 1.68 
/or ^,>0,/ = !,...,« 1.69 
[r(a+l)]"nU+¥(/)r 
Each ,^ is an independent gamma distribution with parameters a +1 and 
l/(x, +\i/(/•)). Therefore, if we use a quadratic loss function, the Bayesian 
estimate of ,^ is the mean; namely, (a + l)/(x, +\|/(/)). Therefore, if we use 
a quadratic loss function, the Bayesian estimate of ,^ is the mean; 
namely, (a +l)/(x, +\i/(/)). 
Littlewood and Verrall suggest a linear and quadratic form for the \|/(/) 
function, that is, \i/(/)= p^+ (3|/(the linear form) and \i/(/) = (3o+P,/^ (the 
quadratic form). 
The failure intensity functions for the linear and quadratic forms can be 
shown Musa (1987) to be 
^ w ( 0 — , , " " ' , 1.70 
VPO^  + 2 M « - 1 ) 
and 
2 I 
V V^'+v. 
^ ...JraJt) = -r==\ [f + {(' + "2 T ) -(f-(t'+^: 
where 
1.71 
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V, - (fl -1)'^ ' /(I SJ3, f and v, = Apl l{^[a -1)' p) 1.72 
1.3.3.12 Exponential SRGM 
Let the rate of the number of failure or faults removed, m'{t), be given 
m'{t) = b[a-m{t)\ 1.73 
Under the initial condition m(f) = 0, we have 
w(/) = a(l-exp-'") 1.74 
Assuming that the fault causing a failure is immediately removed, m(t) 
gives the number of failures or faults removed by time t. This model is 
known as exponential SRGM. This model was developed by Goel and 
Okumoto (1979) and has been widely used. 
1.3.3.13 Modified-Exponential SRGM 
In this model, it is assumed that the software system contains two types of 
errors namely type I (which are easy to detect) and type II (which are 
difficult to detect). It is assumed that the errors detected early in testing 
are different from those detected later on. 
Let p, for (/ = 1,2), denote the proportion of type i errors in the software 
system {p^ + p^ = l) and h, be the error detection rate of type i errors per 
error per unit time, w,(/) can be written as follows: 
m,{t) = p4^-e-''') 1.75 
and 
m{t) = Ym,{t) = t i = apl]-e-''^') 1.76 
; = l 
with 0 < 2^ < 1^ < 1 • This model was discussed by Yamada and Osaki 
(1985). 
1.3.3.14 SRGM with Testing Effort 
It has been assumed in all the SRGMs discussed so far that as the testing 
time increases, testing effort also increases. If testing time becomes quite 
large, testing effort also becomes quite large. In reality, no software 
developer may spend infinite resources on testing effort expenditure. Let 
w(t) be the testing effort expenditure at time t. Then the total testing effort 
expenditure in (0, t) is expressed as: 
W{t) = jw{x)dx 1.77 
0 
Under the assumption that the number of errors detected in (t, t +At) per 
unit testing effort expenditure is proportional to the remaining errors, we 
have : 
m'jt) 
wit] = b[a-m{t)) 1.78 
w(0 = fl(l-e-*"''') 1.79 
w(?)has been defined in the literature by an exponential or Rayleigh 
curve, i.e. 
wXt) = (x(\-e^^')or PF,(/) = a(l-e-P''' = ) 1.80 
This model is due to Yamada et al. (1986). 
1.3.3.15 Discrete Exponential SRGM 
Assuming that the errors detected between the n"^ and (n + 1)'^ test run 
are proportional to the number of errors remaining after execution of the 
n' test run, we may write the following difference equation 
m{n-¥\)-m[n) = b{a-m[n)) 1.81 
Solving we get 
m{n) = a{^-[\-b)"] 1.82 
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1.3.3.16 Discrete SRGM with Testing Effort 
Let w{n) be the testing resources spent on the «"' test run for the software 
system. Assuming w{n) is described by a discrete Rayleigh curve, we may 
write 
w{n + \) = W{n + ])-W{n)=fi{n + \)[a-W{n)] 1.83 
where a and /? are the parameters of the testing effort function and w{n) 
is the total testing resources spent on a test runs. We have 
W{n) = a\\-Yl{\-i/3) 1.84 
V '=0 / 
and hence 
w{n) = a/3nf\{\-ij3) 1.85 
/=0 
Assuming that the number of errors removed between n"^ and (n + if" 
test run per unit testing effort expenditure is proportional to the remaining 
errors, we may write : 
'^il^^tjlM = b{a-m{n)) 1.86 
w[n) 
Solving, we get 
m («) = « 1.87 l-n(l-M')) 
'=0 
This model is due to Kapur et al. (1994). 
1.3.3.17 Discrete SRGM with Leading and Dependent Errors 
Assuming that the number of leading errors removed between (n + 1)'^ 
and n"^ test run are proportional to the remaining leading errors and the 
number of dependent errors removed between n'^ and (n + 1)"^ test run 
proportional to the remaining dependent errors and the ratio of leading 
errors removed to the total error content with a lag, we have: 
m^{n + \)-m\ri) = b{a^-m\n)) 1.88 
and 
m,{n + \)-m,{n)^c{a, -m,[nf^^''^^ ^^ 1.89 
a 
where 
fl = fl, +(32 
Solving we get 
mXn) = a,^-[\-h)"] 1.90 
and 
mj\n) = a. nfi-^(i-(i-z,)') 
The total number of error removed by n^ test run is given by 
n-N 
l - ^ ( l - ( l - . ) ' ) 
1.91 
1.92 w(«) = /W|(«)+«i2(«) = a-(3,(l-Z))" - a ' 2 r i 
This model is due to Kapur et a/. ("1995). 
1.4 Release Policies 
Besides, developing software reliability growth models, it is also of 
interest to know when to stop testing and the software for use. If the 
release of the software is unduly delayed, the manufacturer (Software 
developer) may suffer in terms of and revenue loss, while a premature 
release may cost heavily in terms of fixes (removals) to be done after 
release and may even harm manufacturer's reputation. Software release 
time problems have been classified in different wa}'. One is, when to 
release a software so that the cost incurred during the life cycle 
(consisting of the development and operational phases) of the software is 
minimized or the reliability is maximized Okumoto and Goel (1980). 
This problem can also be defined alternatively in terms of maximizing 
gain Bai and Yun (1988). Gain is defined as the difference in cost 
incurred when all the faults are removed during the operational phase as 
against the cost when some faults are removed during the testing phase 
and others are removed during the operational phase. It can be proved 
that maximizing gain is same as minimizing cost other approach that is 
also used for a release time problem is, when to stop testing so that the 
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failure intensity/reliability reaches a desired level irrespective of the cost 
incurred. Stopping rules in this regard have been studied by Forman and 
Singpurwala (1977), Ross (1985), and Xie (1991). There is yet another 
criterion which is to minimize cost during software life cycle subject to 
achieving a desired level of reliability, Yamada and Osaki (1987). 
Alternatively, the problem can also be proposed as, maximize reliability 
subject to the software cost meeting the budgetary constraint. Thus, based 
on the type of the project, one of the above two policies may be used. 
In this section, release policies for several software reliability growth 
models (SRGMs) based on Non-Homogenous Poisson Process (NHPP) 
were discussed. Release policies have been discussed for SRGMs both in 
continuous and discrete time. Release policies are based on cost and 
reliability criteria and their variants. We also discuss a new release policy 
called the bicriterian release policy, optimizing two conflicting objectives 
namely software cost subject to budget and reliability constraints. 
1.4.1 Release Policies based on different Criteria 
For an exponential SRGM in continuous time, the mean value function 
m(t) (number of failures/faults removed) is defined as : 
m{t) = a(\-e-'") 1.93 
where a is the total expected error content in the software and b is the 
error detection rate per remaining error. The failure intensity is: 
A{t)^m'{t)=^abe-'" 1.94 
It may be observed that A{t) is a decreasing function in t with A(o) = ab 
and A(oo) = 0. The software cost incurred by the manufacturer during 
software life cycle (time till the software is supported by the 
manufacturer) is given as (assuming T to be the release time of the 
software) 
C{T) = CMThcMT^->n{T)) + C,T 1.95 
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where C, and C^ are the cost of fixing a fault before (after) releasing the 
software, C3 is the testing cost per unit time and T^ is the software life 
cycle length (> T), Cj is assumed to be greater than C,. 
The expected software reliability R{X/T) the probability that a software 
failure does not occur in (T, T + x], given that the last failure occurred in 
r > 0 (x > o) is defined as : 
7?(x/r) = e-'"'<''"''-"-'''>' 1.96 
1.4.1.1 Cost Criterion 
Here the objective is to find a release time T, such that the total expected 
software cost during software life cycle is minimized. 
Differentiating the cost function C{T) in with respect to T, we get: 
C'{T) = -{C,-C,)m'{T) + C, 1.97 
C'{T) = 0 if m\T) = Cj{C,-C^) 
If ab<Cj{C^ - C j , it is clear that C'(r)>0 for r > 0 and hence C[T) is 
minimum for T=0. 
If ab > CJ{C2 -C,), there exists a finite r(= T,){> o), satisfy C'{T] = 0. Thus 
C{T) is decreasing for TKT,^ and increasing for T>Tg. C{T) is minimum 
for r = Jg. We, then have following theorem. 
Theorem 1. Assume 7^  > 7^  
If ab < Cj / ( Q - C, ), optimum release time (r') is 0. If a^ > C3 /{C, - C,), 
optimum release time is Tg. 
1.4.1.2 Reliability Criterion 
The objective is to find a release time T, satisfying R{X/T)>RO, where 
{0<R,< 1) is the required level of reliability. From R{x/0) = e""'"' and 
R{X/OO) = 1. Differentiating 7?(x/r)with respect to T, we have: 
R'{x/T) = e-l-t' "'-(''I (abe-"' (l - e"*^ )) 1.98 
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Since R'{X/T)>0 for all T>0,R{X/T) is increasing for all T > 0. Thus, if 
R{X/T)<RO, there exits T = T^{>0) such that R{XIT) = R,. We have the 
following theorem. 
Theorem 2. AssumeT, > r , if R{x/0)>R^ then T'>0, but <T, if 
R{X/O) < R, then T' > 7;, but < r,. 
1.4.1.3 Cost and Reliability Criteria 
The objective can be either to minimize cost subject to reliability not less 
than a predefined reliability level or to reliability subject to cost not 
exceeding a predefined finite budget. The objective is, therefore, either 
minimize C{T) subject to R{x/T)>Rf^ or maximize R{X/T) subject to 
C{T)>C^ where Cg is the predefined budget level. 
From the above, we know that if ab < CJ{C^ -C,), C(r lis minimum at T 
= 0, and if ab > C^ /(Cj - C,), C{T) is minimum at r = r„. Such that 
C'{T)/T = 7; = 0, more over, 
1. if ab<Cj{C,-C,)and 
(a) if C(o)>Cg, budget constraint is not met any T>0. 
(b) if c(o) = Cg, budget constraint is met any r = 0 
(c) if C(0) = Q , budget constraint is met for all r ( 0 < r < r j , where 
2. If ab>Cj{c^ -C,) and c(7;)>Cg, budget constraint is not met for 
any r > 0. 
3. if C{TQ) = Cg, budget constraint is met for any r = 7;. 
4. if C(0)<Q and C{T^)<Cg, budget constraint is met for all 
r(o<r<rj where c(r)/r = r,(,,.^ ). 
5. C(o)>Q and C[T^)<Cg, budget constraint is met for all 
r(0 < r < r , ) where C[T)IT = r3(,o,,,,) = C, and C{T)IT = r,(,,.,) = C,. 
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We know that if R{X/0) < R,, there exists 7 = r, such that R{X/T)/,.^,.^ = R, 
Combining the cost and reliability requirement, we have the following 
two theorems: 
Case(i) Minimize C{T) subject to R{X/T)>R,. 
Theorem 3. Assume T, > T„ and 7> T,. 
1. if ab<C,/(C^ -C,) and R{X/O)>R,, then T' =0. 
2. if ab<C,/{C, -C,) and R{X/0)< R,, then r* = f,. 
3. if ab>C,/{C, -C,) and R{X/O) > R„, then T' ^T,. 
4. if ab>C,/{C, -C,) and R{X/O)< R,, then r* = max{T^,T,). 
Case (ii) Maximize R{X/T) subject toC(r)< C^. 
Theorem 4. Assume/; >T,, T,>T, mdTp> T^. 
1. if ab<Cj{C,-C^) and C(o)>Cg or if 
2. ab>Cj{C2-C^) and c{Tg)>C„, more budget is required in order to 
releases the software to met the above objectives. 
(a) if ab<C,/{C,-C,) and C{0) = C,, T'=0. 
(b)if a/)<C3/(C^-C,) and C(rJ = C,, T'=T,. 
(c)if a6>C3/(C2-C,)and C{7;) = Cg, T'^T,. 
(d)if ab>C,/{C,-C,) and C{TJ = C„ T'=T,. 
1.4.1.4 Penalty-cost criterion 
Here we introduce the concept of delivery time (time at which software is 
supposed to be released for use). If the manufacturer tails to release the 
software at the scheduled delivery time, he has to pay a price termed as 
penalty cost. Let 7; (the scheduled delivery time) be a random variable 
with cumulative distribution function G(t) with finite probability density 
function g(t). If /•(,(/) is the penalty cost in (0,t] due to delay in software 
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release, then the expected penalty cost in {T^,T) is expressed as Yamada 
elal. (1984). 
T 
jp^.iT-t)dGiT) 
0 
The total expected software cost during software life cycle can be written 
as: 
r 
C{T) = C{TlT,) = C,m{T)+C,{m[T,)-m{T)) + C,T + \PST -t)dG{t) 1.99 
0 
We assume expected penalty cost to be an increasing function in t. 
Differentiating C{r) with respect to T we get 
c'(r) = -
Equating C'[T) = 0, we get 
T 
(Q-C,>77 {T)-\pXT-t)dG{t]^C, 
+ C, 
1.100 
Assuming the release policy is based on minimizing C{T) subject to 
R{X/T)>R, where T>T,, 
We consider the following two cases. 
Case (i) T^ is deterministic 
Then, 
^' [0, ;/^<r3j 
Where T^ is known. From (1.100), we get 
Q{T,)^{C,-q)m%)--Po{T-T,) = C, 
at 
1.101 
1.102 
The left hand side of (1.102) is a decreasing function in T{T^ >T^), where 
Q{T,) = (C, - C, )m%) > 0 and e(-) > 0. 
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Therefore, if Q{T^ ) > CJ , there exits a finite and unique T[TQ ) > T, satisfying 
(1.102). C(r)<0 for T, <T<T, and C'{T)>0 for T, <r<°o. Thus C{T) is 
minimum for T^T,. If Q{TJ<C,, C{T)>0 for all T>T^. Thus T = T^ 
minimizes C(r). 
We know that R{x/r) is increasing for all T{T^<T<OO), Thus if 
R{X/T)<RQ, there exists a finite and unique T'T^)>T^ satisfying 
R{x/T)/y=Tr R^-
We, thus have the following theorem. 
Theorem 5. Assume T^>T^, T^>T^,T^> T,. 
1. if Q{T^ )< C, and R{XIT^ )>/?„, then r ' = r,. 
2. if Q{T, ) < C, and R[XIT^ )<R,, then T' =T,. 
3. if Q{T,). >C3 and R{X/T^)>R,, then r ' = r„. 
4. if 2(7^ 3) > C3 and R{X/T^ )</?„, then 7* = 7 max(7;, 7;). 
Case (ii) r, has an arbitrary distribution 
Let r, have an arbitrary G{t) distribution with finite mean |.i, then from 
(1.100), we have 
P{T)^{C,-CMT)-]-^pAT-t)dG{t) = C, 1.103 
Note that P{T) is a decreasing function in T, with P(o) = (C^  -C,), 
P(0) > Oand P(oo) < 0. If P{o) > C,, there exists a finite and unique r ( r j . 
Thus,o T = T minimizes C{T) . 
If P{o)<C^, T=0 minimizes C(r). Combining the cost and reliability 
requirements as in case (i) above, we have the following theorem. 
Theorem 6. Assume!, > 7;and r, >r,. 
1. if P(o) < C3 and R{Z/O) > R,, then T* = 0. 
2. ifp(0)<C3 and/?(2/0)<i?„,then r* =7^. 
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3. if P(o) > C, and i?(z/o) > Rg, then T' =T,. 
4. ifP(0)>C3 and R{Z/0)<R,, then T'=Tmax{T„X). 
1.4.1.5 Testing Effort Criterion 
In the release pohcies discussed so far, the testing cost is increasing in T. 
If T becomes infinitely large, so does the testing cost? In reality, no 
software developer will spend infinite resources on testing the software. 
Testing resources include CPU time, man power etc. Testing effort 
curves have been used in the literature to measure testing resources 
(Yamada and Othera (1990)). The most commonly used testing effort 
curves are either exponential. In this section, we discuss release policy 
for an exponential SRGM under the added assumption that testing 
resources are described by an exponential testing effort curve. For an 
exponential testing effort curve, the instantaneous testing resources may 
be expressed as 
w(0 = a(3e-P' 1.104 
where a and ^ are the parameters of the testing effort curve. The testing 
effort expenditure in time t is given as 
W{t)^jw{x)dx=a(l-e'^') 1.105 
0 
It may be noted that the total testing effort expenditure never exceeds a 
even if the software is tested for an infinitely large time before release. 
Assuming that the s-expected number of errors detected in {t, t + At) to the 
current testing effort expenditure is proportional to the s-expressed errors 
remaining in the software at time t, we have 
w[t} 
m,., . . . . . ^^^Qg^ 
where a is the total error content and b is the constant of proportionality. 
Integrating we get 
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m{t)^a(\-e-""-'^) 1.106b 
It may be seen that even if the software is tested for an infinitely large 
span of time, all the faults in the software are not detected. At / = «>, 
(^oo) = a(l-e-P«) 1.106c 
Assuming that the release policy is based on minimizing cost subject to 
reliability not less than a predefined reliability objective Ro, we have 
C{T) = C,m{T) + C,{m{T^)-m{T)) + C,W{T) 1.107 
When C3 is the cost per unit testing effort expenditure. Differentiating 
with respect to t, we get 
C'{T) = w{T)[-{C,-C,)abe-""^'^+C,\ 1.108 
Since w (r) > 0 forO < T, C'{T) = 0 if 
(C,-C,)a/)e-*"'P' = C3 1.109 
The left hand side of (1.109) is decreasing in T. It is easily seen that if 
{C,-C,)ab>C,abe-'"'^'''^=C, 1.110 
There exits a fmite and unique r ( r j > 0 satisfy (1.109). Thus, T = T„ 
minimizes C(r). If (Q - C, )«* < C3. (1.109) has no positive solution >0 
i.e., C(r)is minimum for T=0. If {c,-C,)abe'^ >C„ C{T)<0 for all 
r(o < r < 00). 
The software reliability R{X/T) is given by 
It can be easily verified that R{X/T) is increasing in T with 
R{x/0) = e-"'^'^ and R{X/OO) = \. 
If R{X/0)<Rg{0<R<\), there exists a finite and unique r = r, satisfying 
i?(x/r)/,., =i?o. 
Combining the cost and reliability requirements, we have the following 
theorem. 
Theorem 7. Assume r, > r^and T^ > r, 
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1. if {C, - C, )ab > C, and (C^ - C, )abe~^ < C, 
T' = max{T, J^) for R{X/0) <R,<],or 
r=T,forR{x/0)>R, 
2. if (c,-C,)ab<C, 
T' =T^forR{x/0)<R,<\,or 
T' =Ofor R{X/0)>R, 
3. {C,-C,)abe-^''>C^ 
T' =TJor R{XIO)<R, <\,or 
T' =Ofor R{X/0)>R, 
It may be noted in the 3'^ '' case that though (theoretically) optimum 
release time is infinite, software may be released, if desired, once the 
required reliability level is achieved through testing. When the testing 
effort curve is not exponential but Rayleigh or some other curve released 
policies can be similarly discussed. 
1.5 Parameter Estimation 
Binomial and Poisson type models, occupy an important position in 
software reliability work. An entire section will be devoted to a 
discussion of basic inference procedures for them. Although the results in 
the following section are specific to the above model types, the 
discussion illustrates several general points about inference for all models 
in general. Parametric point and internal estimation will be the primary 
topics considered. Three popular methods will be presented. The first, 
maximum likelihood estimation has in our experience been the best 
choice and is presented at great length in subsection 1.5.1. The second 
method is that of least squares. It provides an excellent alternative to 
maximum likelihood and is described in subsection 1.5.2. Finally, the 
Bayesian approach to estimation is briefly covered in sub-section 1.5.3. 
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1.5.1 Maximum Likelihood Estimation (MLE) 
The most important and widely used formal estimation technique is the 
method of maximum likelihood. Estimation by maximum likelihood is a 
general technique that may be applied which the underlying distributions 
of the data are specified or know. This sub-section deals with a great 
many results for binomial and Poisson type's models using failure time 
and grouped data. 
The foundation of the maximum likelihood method is the likelihood 
function. The function is defined as the joint densit\' of the observed data, 
L(P ; 7^). This in turn, is considered to be a function of the unknown set 
of w+1 parameters P . Here 7,-, represents a set of observations. 
For the notion, we have the definition of maximum likelihood estimators. 
For each data set, let p be the values of the parameters that make 
(P; F/j)as large as possible. 
These maximizing values will, of course, be functions of the data. The 
functions themselves are called the maximum likelihood estimators. The 
values these functions take on are known as the maximum likelihood 
estimates. 
Maximum likelihood estimates can be obtained by solving the 
simultaneous equations 
^ * i J = o t = o 1.111 
In practice it is customary and often more convenient to work with 
InL(P; 7,j) instead of l(P; Y,^), the derivatives of both vanishing together. 
Thus we will find our estimates by solving the simultaneous equations 
(which are called the maximum likelihood equations). 
ap, 
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Generally the maximum likelihood equations are highly complicated and 
a numerical solution will be possible only with a computer. 
Maximum likelihood estimators possess many desirable optimum 
properties such as consistency, efficiency and asymptotic normality 
Kendall and Stuart (1961). An estimator is said to be consistent if its 
variance tends to zero and if its expectation tends to the true population 
parameter as the sample size tends to infinity. If two different estimators 
have the same expectation, than the one with the smaller variance is said 
to be more efficient. Furthermore, an estimator is called asymptotically 
normal if its distribution is almost normal for sufficiently large sample 
size. These properties "say" that for large sample size the maximum 
likelihood estimators are as good a set of estimators as there is by a large 
sample size, we mean one in which the information content approaches 
infinity. For small to medium sample size, other estimators (for example, 
least squares estimators) may be better. That is, if other estimators, such 
as the least squares estimators discussed in sub-section 1.5.2, might be 
just as good but not better. The asymptotic normality property of 
maximum likelihood estimators is important because it will often be the 
only alternative available to establish confidence internals for the 
unknown parameters. 
Finally maximum likelihood estimators possess an important property 
that is after called the invariance property. This property means that the 
MLE for any one-to-one function of P. say Q, is given by a straight 
forward substitution as g(3j, where (3 is the maximum likelihood 
estimators for |3. Thus, the maximum likelihood technique provides a 
simple way of finding estimators having "good" properties. 
Point estimates are useful, yet it is often desirable to have them 
accompanied by some measures of the possible error of the estimate. For 
41 
example, a point estimate might be accompanied by some interval in 
which the true value of the parameter lies with some measure of 
confidence. The likelihood function and the asymptotic normality 
property (Mood et al. (1974) and Kendall and Stuart (1961)) enjoyed by 
maximum likelihood estimation can be used to establish these interval 
estimates under the appropriate conditions. 
Let first our one parameter example. It can be shown by Kendall and 
Stuart (1961) that the maximum likelihood estimator of |3j is 
asymptotically normally distributed with mean (3^  and variance 1//(|3J, 
where /(P^) is the expected, or Fisher information given by: 
Thus we can write 
d^! 
1.113 
^j=h~N{0,]) 1.114 
m 
where N(0,1) denote a normal distribution with zero mean and unit 
variance. From equation (1.114) it can be shown that the upper and lower 
limit of an approximate 100(l-A)per cent confidence interval for p^  are 
given by: 
(3+j^ i^ 1.115 
wherCj K,_^, is the appropriate normal deviate 95 per cent confidence 
interval for p^. Such an approximate confidence interval may include 
"impossible" value for p^  outside the range of permissible values. This 
problem, a frequent occurrence for small sample sizes, can be avoided by 
applying the asymptotic normal distribution to a transformation of P^  for 
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which the range is unrestricted. For example, if P^  is restricted to 
positive values then In p^  will have an unrestricted range. 
An extension of this discussion on confidence internals to more than one 
parameter is straight forward. The result is that (3 is distributed 
approximately as the multivariate normal distribution with mean equal to 
(3 and covariance matrix that is the inverse of the Fisher information 
matrix whose entries are given as 
aMnL(P;7o lM=E k,l = 0,...,w 1.116 
ap, ap, 
The diagonal elements of the covariance matrix give the variance of the 
respective parameters. The off-diagonal elements give the covariance 
between the corresponding elements. 
Let E denote the event on which we are conditioning. The conditional 
likelihood can be obtained by dividing. The unconditional likelihood 
functions by the marginal probability of E equaling its observed value 
(denoted by e) for a discrete event or by the marginal density function of 
E for a continuous event. Thus, in the discrete case 
To be of any gain over the use of unconditional likelihood function 
equation (1.117) must depend on fewer parameters, the missing 
parameters being estimated (if desired) in a different fashion. 
The efficiency, consistency, asymptotic normality, and invariance 
properties of unconditional maximum likelihood estimators apply in this 
case. The adequacy of the normal approximation for generating 
confidence interval must, off course, still he checked for each particular 
application. If it is inadequate, an appropriate transformation or the 
likelihood ratio should be used. 
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1.5.1.1 Failure Time Data 
In the following sub-sections we will derive the necessary formulas to do 
point and internal estimation based on failure time data of both binomial 
and Poisson type models. We treat first the subject of point estimation for 
model parameters, followed by interval estimation for these same 
parameters. We conclude with a discussion on estimation for derived 
quantities, such as the present failure intensity. 
1.5.1.1.1 Point estimation of model parameters 
We suppose that estimation is to be performed at a specified time te, not 
necessarily corresponding to a failure, and with a total of me failures 
being experienced at times ti,...,tni. The unconditional likelihood function 
in this case is, in complete generality. 
z(P;/,,...,/,)=/(?„...,;„Jp[r„,^+i>?7r, =/,,...,/„,, =Cj 1.118 
or equivalently (though less commonly expressed this \^ 'ay) 
L[^;t„...,t^)-- n/t„...,/„Jp[r„,^+i>/,/r, =/„...,^,, =Cj 1-119 
where f[t\,...,t„, ) is the joint density function of (Ti,...,Tm), and Ti the 
random variable denoting the time of the i* failure. Note that 
/(^Ao)=/(0-
A property of both binomial and Poisson-type models that simplifies 
Equation (1.119) to some extent is that the conditional density function of 
Tj depends only on the previous failure time T,+i that is: 
/(/,A„..„/,,)=/(.,A,_,) 1.120 
Thus Equation (1.119) can be expressed as 
m- Y{f{t,ih,...,t,^,) P[T„,^ +I>C/7;„, =/„J 1.121 
where, for simplicity, we have suppressed the explicit notation of the 
dependency of L on (?,,...,/„ ). 
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As we mentioned in the introduction to Section 1.5.1, estimation can also 
be based on a conditioning event. Such a definition will depend on 
whether the testing process is observed for a pre-determined time or the 
testing period is taken up to a pre-assigned number of failures. In 
practice, we do not predetermine the total test time or the number of 
failures to be observed. Rather estimation is performed at various times 
(as needed or on a regular basis) throughout testing. Cost and schedule 
may, in fact, influence the available time for system testing for some 
projects. The material presented here pertains solely to the former type of 
conditioning. 
By selecting the time tg as our basis of observation, the number of failures 
experienced in the interval (0, tg] will be a (discrete) random variable. 
The realization of this random variable is me and will be used as the 
conditioning event. Thus, the conditional likelihood function given by 
equation: 
4/?/^J= r^/f^ /.I -^^ 22 
P[M{tJ = m/,j3\ 
It is worthwhile at this point to discuss an interesting result that is 
obtained when using Equations (1.121) and (1.122) for binomial-and 
Poisson-type models. The result is this: Provided//(/J = w ,^ unconditional 
and conditional estimation yields identical point and interval estimates 
for either type of model. Furthermore the estimates for both model types 
will also be the same. That is, the two types of models are 
indistinguishable from each other using either type of estimation. The 
models are of course, distinguishable from their other properties. 
This condition is intuitively appealing since m^ failures have been 
observed by time tg. In addition, for scaled mean value functions, 
f^(t^) = m^ is the solution of the unconditional maximum likelihood 
equation for p^  for Poisson-type models. It is approximately the solution 
obtained using the unconditional maximum likelihood equation for |3(, for 
binomial-type. 
Binomial-type Models 
This models are of the finite failures category and as such are described 
with (3(,=^(,, and [i^{t; ^^) = F^{t;^^). For the sake of convenience, the 
notation F^{t), /„(/; (3j = /,(/)and z^{t) will be adopted. In addition, 
because of the extreme importance of the parameter \ig, the dependency 
of the likelihood function on this parameter and (3, will be noted 
explicitly. That is, L{^„.^^)wi\l be used instead of z(|3). 
First we consider the unconditional likelihood approach. To particularize 
equation (1.121) we must evaluate the two factors on the right side of the 
equation. Let us stand with the first factor and one of its typical terms, 
that is, /(?,//,_,). Using 
fi',/t,.,h-^P[T,>tJt,_,^tJ 1.123 
The first factor of equation (1.121) becomes 
n/fcA'->[i-^«K)i""""''nfe-'-+o/„fc) 1.124 
The likelihood function after the appropriate substitutions and algebra is: 
L[uM=[^-FAK)r"''Y{{u.-i^mt,) 1-125 
Poisson-type Models 
Proceeding in a fashion similar to what we did for binomial-type models, 
we have the following results: 
/ ( ' ,AJ = /(Oexp{-[^(0]-^i(^,-.)} 1-126 
and on substitution of those expressions into equation (1.121). 
Z(P)= nx(Oexp[-^(0] 1-127 
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The probability of observing m^ failures by time t^ 
p[M(0 = - J = Mlexp[ -MO] 1-128 
and thus after the appropriate substitutions the conditional likelihood is : 
m :mt.) 
This result is identical to the one for binomial-type models. The 
conditional likelihood function cannot be used to estimate /?o (which is 
interpreted as v,, for finite failures models). However, if we use 
ju[t/,p]=m^ to estimate /]„, the conditional likelihood estimates are 
equipment to the unconditional likelihood estimates. 
1.5.1.2 Grouped Data 
Estimation based on grouped failure data parallels that based on failure 
time data. The only difference between the two will be in the formulas 
regarding J3. For one parameter scaled mean value functions y5, is, once 
again, the basis for all inferences. Results from the previous sections 
regarding y^o and derived quantities remain unchanged except that m^ 
should be replaced with y^ and t^ with x^. Hence, the following section 
will tend to be brief and will give the necessary formulas for the 
estimation of /?,. 
1.5.1.2.1 Point Estimation of Model Parameters 
Let y,{l = \,...,P) be the number of failures in (0,x,]. Then the likelihood 
function is: 
L(j3;y„y„...,y^) = flPlM{x,) = y,] 
= llPlM{x,) = y,/M{x,_,) = y,_,]p[M{0) = 0] 1.130 
Where Xg = >'o = 0, and by assumption, P[M(O) = O] = 1 
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1.5.2 Least Squares Estimation (LSE) 
The second method of statistical inference describes the least squares 
approach, we have already discussed in section 1.5.1 that no other 
estimators are better than maximum likelihood estimate for large sample 
size so one can arise question why consider least square estimators ? Our 
answer will be for small or medium size samples least square estimators 
may be better. For example, they may have smaller bias or they may 
approach normality faster. Least squares estimation, like maximum 
likelihood estimation, is a fairly general technique which can be applied 
in most practical situations. 
The approach we take is to estimate the model parameters by fitting the 
functional relationship of the failure intensity with respect to the mean 
value function to the observed failure intensity. This method will be 
discussed in detail for two parameter model groups, especially the 
exponential class and geometric family. 
We begin with a discussion on how to calculate the observed failure 
intensity (Section 1.5.2.1). Point and interval estimation of model 
parameters is discussed in section 1.5.2.2 and 1.5.2.3 respectively. 
Estimation of derived quantities is covered in section 1.5.2.4. 
1.5.2.1 Estimation of failure Intensity 
The determination of the observed failure intensity, using both failure 
time and grouped data, is a straightforward process. We begin by looking 
at failure time data. Let the observation interval (0,/J be partitioned at 
every k"' failure occurrence time so that there are p disjoint subintervals. 
(Note that p is the smallest integer greater than or equal to mjk). The 
observed failure intensity r,, for the 1* subinterval (?t,(,„,),(<*.,] is given by 
k 
' = \,...,r-\ 
'-'Y\ 1.136 
m,-k[p-\) 
K h*(i-\) 
where the subscript notation denotes the product of the two indices. For 
example, for k = 5 we can obtain the observed failure intensity for the 
second (1 = 2) subinterval (^ 5,^ ,0] as 5/{t^g-t^). 
Note that the observed failure intensities as such as independent of each 
other since each subinterval is chosen to be disjoint with respect to the 
others. This independence of the data makes it possible to apply the least 
squares method, which will be discussed in Section 1.5.2.2. The ordinary 
least squares method can not be applied if the relationship of the 
cumulative number of failures with time is used, because cumulative 
failures are dependent on the previous data. 
The estimate of the mean value function for the 1* subinterval is given by 
m,=k{l-\), l = ],...,p 1.137 
It should be pointed out that the use of the midpoint was also 
investigated. That is, the mean value function could be estimated by 
taking the number of failures at the midpoint of the interval rather than at 
the end. A simulation study indicated that estimates of model parameters 
obtained based on the midpoint of each interval were biased specifically; 
the initial failure intensity X^ tends to be overestimated. 
Grouping a small number of failures (a small value of k) will result in 
large variations in the observed failure intensity. On the other hand, 
grouping a large number of failures (a large value of k) will result in too 
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much smoothing. A group of five failures (that is, k = 5) has been 
selected as a reasonable compromise in the following analysis. Although 
some information may be lost because of grouping failures, an advantage 
of this approach is that no specific model or distribution is assumed. 
1.5.2.2 Point Estimation of Model 
The functional relationship of the failure intensity with respect to the 
expected number of failures is given in the form of model. The model 
parameters p can be estimated by fitting the functional relationship 
X{[i;^) to the observed failure intensity [(mi, ri), 1 = l,...,p]. It should be 
pointed out that there are some other approaches to the least squares 
method. For instance, the functional relationship ^(?;P) may be used 
instead of ?t(|x;P). 
Let e, represent the logarithm of the ratio of the /"' data point to the 
model value. Then, we have 
Inr, =lnX(w,;P) + £, 1.138 
It is assumed that all e/^are independent, identically distributed normal 
random errors with zero mean and a common variance a .^ The normality 
assumption is not needed for obtaining the least squares estimates, but it 
is necessary for constructing confidence intervals. The validity of this 
assumption for the geometric family has been investigated by a 
simulation study. 
The estimates of the model parameters can be found so that the sum of 
the squares of e,'s, that is, 
S{?>)-t^j=t[^nr,-\nX{mM 1-139 
1=] 
is minimized. 
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Note that this minimization is equivalent to the minimization of the sum 
of the squares of the relative errors (the absolute errors divided by the 
model values). The use of the relative errors yields the same weight for 
any level of failure intensity, that is, for all data points. On the other 
hand, if the absolute errors are used, the estimates will be significantly 
influenced by the data points with large failure intensity. In tracking and 
predicting reliability, managers usually need a constant relative (rather 
than absolute) accuracy for failure intensity. In general, the approach 
described yields a nonlinear regression problem. The one exception, 
resulting in an analytic solution for |3, occurs for the geometric family of 
models. 
1.5.2,3 Interval Estimation of Model Parameters 
The next step after obtaining the point estimates of the parameters is the 
computation of confidence intervals for the parameters. These will be 
useful in evaluating the accuracy of the estimates. The method for 
generating these intervals will be described for two-parameter model 
groups such as the exponential class and the geometric family. 
Modification of the method for a model with more than two parameters is 
straightforward. 
In addition to the assumption that the E,'S are independent random 
variables with zero mean, we also assume that they are normally 
distributed with a common variance a \ Then, we can estimate the 
common variance as 
d ^ = ^ f c i ! 1.140 
p-2 
This reflects the variation about the regression line. We estimate the 
variance of p, (; = 0,l) as 
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:2 I, 
var ^^m ap,_, \nX{m,) 1.141 
Where 
ss-Y, In'kim,) 
,315, * " -2 -—lnX(m,)—-lnA(w, aPo '5Pi 1.142 
The estimated covariance of p^  and p, is 
covK,P,] = ^ S 1.143 
In Equations (1.142) and (1.143) p,, and p, are used to evaluate the 
expression. 
Assuming that the least squares estimates P^ nd p, are normally 
distributed, a lOO(l-a) per cent confidence interval for the parameter 
p,. (y = 0,l) is given by 
P, -t„^,.,nf^^^j ^3, + V2;a/2^/E^ 1-144 
where t^,_-,.^^^ is the upper a /2 percentage point of the t distribution with 
p-2 degrees of freedom. Note that the t distribution is used since the 
variance is estimated from the data. 
1.5.3 Bayesian Inference 
The third and final method of statistical inference to be considered is the 
so-called Bayesian approach. Several authors including Langberg and 
Singpurwalla (1985), Meinhold and Singpurwalla (1983), Littlewood 
(1981), Okumoto and Goel (1978b), and Littlewood and Verrall (1973 
and 1974) have developed or extended software reliability models based 
on the Bayesian viewpoint over the past 15 years or so. Here we will 
present a basic introduction to Bayesian inference. The Bayesian 
approach provides an efficient method for incorporating various 
subjective and objective data sources into the analysis. However, it is 
53 
markedly inferior to maximum likelihood from a practical viewpoint. The 
analysis is more complex. Hence it is more difficult to convey the 
concepts. Also, computation is more complicated. Thus, no attempt will 
be made to be as comprehensive as we were with maximum likelihood 
estimation. 
Like the two previous approaches the aim is to estimate the unknown 
parameters (3 based on the observed data YQ. hi maximum likelihood, 
least squares, and other classical methods of estimation P is treated as a 
vector of constants having unknown values. A major part of classical 
inference centers around determining estimators for p and their statistical 
properties (distribution, biased ness, efficiency, etc.). Confidence 
statements must be interpreted properly. What the interval really means is 
that in repeated sampling the computed confidence intervals include the 
true value of P^  a proportion (l-a) of the time. We cannot properly say 
that (3^  lies within the interval with probability l - a . However, the 
Bayesian interpretation, while still considering P as unknown, treats the 
parameters as random variables with known distributions. All inference is 
based directly on these distributions. Questions on bias and efficiency no 
longer exist. Confidence statements directly represent valid probability 
statements on the model parameters. Thus, a statement such as 
p[p,„,,<P,<P,,,J=l-a 1.145 
gives the probability that P^  lies between P/„„, and P^ ,^ ,^ . 
In the following development we will look at the case of one unknown 
parameter, say P .^ The generalization to two or more unknown 
parameters is straightforward and will be indicated later. 
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Baye's theorem is the foundation of Bayesian inference. Suppose p^  has 
a density function given by / ( P j . Then applying Baye's theorem, given 
the observed data YD, the conditional density function of p^  is 
where the marginal distribution/(F„) may be obtained according to 
F{Yn) = \f{Yolf>M^M^. 1-147 
The density function /(p^) is called the prior distribution of P^  .This 
function is supposed to represent what is known about p^ . before the data 
are available. It plays an important role in Bayesian analysis, for it is used 
to represent prior knowledge or relative ignorance. Correspondingly, 
/(Pt/^fl) is called the posterior distribution of p^  given knowledge of the 
data, YD. This function represents what is known about P^  after the data 
have been made available. The denominator of Equation (1.146) is a 
normalizing constant which insures that fi^jYi^) integrates to 1. 
Given the data, / ( F A / P J may be regarded as a function of p^ nd not of 
YD. In so doing we can call it the likelihood function of P .^ 
/ f c / P j = L(P,;rJ 1.148 
Baye's theorem can now be written as 
/(P./^J-^(P.;i^J^(Pj 1.149 
This says that the posterior distribution of p^  is proportional to the 
product of the prior distribution of P^  and the likelihood function. The 
likelihood function plays an important role here as it does with maximum 
likelihood estimation. All the information about p^  coming from the data 
is contained in it. As the sample size increases the terms contributed by 
the likelihood function will tend to overwhelm the single term 
contributed by the prior. A typical relationship between the three 
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functions of Equation (1.149). Note how the occurrence of the data YD 
increases the relative probability of certain values of p^. 
Note that we have the posterior distribution for p^, what about point and 
interval estimation for /?^  ? For point estimation any measure of the 
central tendency of the posterior distribution will be adequate. Denote the 
Bayesian point estimate of p^ as pl. Then three such estimates are 
1. the posterior mean, that is, 
K = JA/(A/>^z>VA 1.150 
2. the posterior median, that is, the value of the value of pl such that 
— CO 
and 
CO 
\f[pjY,)dp,<0.5 1.151 
Pl 
3. and the posterior mode or generalized maximum likelihood 
estimator Martz and Waller (1982), that is, the value of pl that 
maximizes 
The Bayesian approach to interval estimation is direct. A 100(l-a) 
percent probability interval for /?^  is easily obtained once we know the 
posterior distribution of p,^. We need only solve the two equations 
]f{PjY,)dp,^^ 1.152 
—00 
and 
oO 
\f{PjY,)dp,=^ 1.153 
Phigh 
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for the interval, lower and upper limits, P/„„ and P;,,^ ,^ respectively. A 95 
per cent probability interval for p^s also obtained. 
These integrals often cannot be expressed in closed form. This is also true 
(more so) when there is more than one unknown parameter. This does not 
present a problem since the integrals can be computed numerically with 
the use of computers. 
Inference about some function of p^, say Q(P), can be made in a direct 
way. One good approach is to start with the posterior distribution of ^^ 
and apply a change of variables to obtain the posterior distribution of Q. 
A point estimate of Q can now be obtained as before by using the 
posterior mean, median, or mode and an interval estimate by using 
Equation (1.152) with the appropriate notational changes. 
A criticism and key difficulty in carrying out a Bayesian analysis is the 
identification of the prior distribution. Often mathematical simplicity and 
convenience and the ability to describe various distributional shapes are 
the key considerations. See Box and Tiao (1973) for a complete 
discussion on the identification of an appropriate prior. In this chapter we 
will assume that little or nothing is known a priori about p^  Such a case 
can be handled using a locally uniform prior. A locally uniform prior is 
one that does not vary appreciably over the region in which the likelihood 
function is large. Outside this region a locally uniform prior also does not 
this assume large values. Doing Equation (1.149) becomes 
/ (P , / r Joc i (p^ ;7 j 1.154 
Thus the posterior distribution of p^  is directly proportional to the 
likelihood function. 
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The generalization to more than one unknown parameter is 
straightforward. If we let f{p) denote the joint prior distribution of (3, 
then the joint posterior distribution ySis 
f(/5lY,)^L(P;Y,)f(l5) 1.155 
Point and interval estimates for each y^^ {k = 0,...,w) can be obtained using 
the marginal posterior distribution of /? .^ For example, the distribution 
for /?j can be obtained from 
/ t o /Yo)^ {•••• j/(y .^/YoM-^A-.Sy^*.,-d/ .^ 1.156 
All the previous discussion regarding point and interval estimation of /?^  
can now be applied. Inferences about a function of /? say Q(/5), can be 
carried out by determining the posterior distribution of Q. 
Finally, a locally uniform prior for multiple parameters is one that can be 
approximated by a constant for all practical values of /?. The posterior 
distribution of /3 when a locally uniform prior is used is directly 
proportional to the likelihood function. 
CHAPTER - 2 
REVIEW OF PREVIOUS WORK 
lA Survey 
This chapter presents a brief survey of the development of research work in 
Software Reliability Growth Models (SRGMs) in chronological order. 
Twenty eight landmark research contributions have been selected for giving 
a through insight in to the SRGMs problems and solution, which covered 
almost entire spectrum of the growth models. These historical information 
help me looking at a new problem in the field evaluate proposed solutions 
for their degree of promise. They are Hudson (1967); Jelinski and Moranda 
(1972) and Shooman (1972); Schneidewind (1972); Schick and Wolverton 
(1973); Crow (1974); Schneidewind (1975); Morand (1975); Musa (1975); 
Shooman and Natarajan (1976); Schick and Wolverton (1978); Goel and 
Okumoto (1978); Goel and Okumoto (1979b); Littlewood (1981); Keiller et 
al. (1983); Yamada et al. (1983); Musa and Okumoto (1983); Yamada and 
Osaki (1985); Yamada (1986); Trachtenberg (1990); Yamada et al. (1993); 
Zeephongsekul et al. (1994); Kuo et al. (2001); Bokhari et al. (2002); 
Malaiya et al. (2002); Teng and Pham (2002); Huang and Kuo (2002) and 
Huang et al. (2004). 
Amongst them two main research work have been w idely introduced main 
results with innovation. They are Yamada and Osaki (1985) and Yamada et 
al. (1993). 
The first study of software reliability appears to have conducted by Hudson 
(1967). He viewed software development as a birth and death process (a type 
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of Markov process). Fault generation (through design changes, faults created 
in fixing other faults etc. was a birth, and fault correction was a death. The 
number of faults exiting at any time defined the state of the process. The 
transition probabilities related to the birth and death functions. He generally 
confined his work to pure death process, for reasons of mathematical 
tractability. He assumed that the rate of detection of fault was proportional to 
the number of fault remaining and a positive power of the time. In other 
words, the rate of fault detection was assumed to increase with time. It was 
shown that the number of faults detected follows a binomial distribution 
whose mean value as a fiinction of time has the form of WeibuU function. 
Data from the system test phase of one program were presented reasonable 
agreement between model and data is obtained if the system test phase is 
split into three overlapping sub phases and separate fits made for each. 
The next major steps were made by Jelinski and Moranda (1972) and 
Shooman (1972). Both assumed a hazard rate for failures that mass 
piecewise constant and proportional to the number of faults remaining. The 
hazard changes at each fault correction by a constant amount, but is constant 
between corrections. Jelinski and Moranda applied maximum likelihood 
estimation to determine the total number of faults in the software and the 
constant of proportionality between number of faults remaining and hazard 
rate. Shooman postulated that the hazard rate was proportional to the fault 
density per instruction, the number of unique instructions executed per unit 
time, and cause failures. The faulty density is the difference between the 
inherent or original fault density and the faults is the difference between the 
inherent or original fault density and the faults corrected per instruction. The 
profile of the latter quality as a fiincfion of time was assumed to be related to 
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the project personnel profile in time. Several different fault correction 
profiles were proposed. The choice would depend on the particular project 
one was working with. 
Schneidewind (1972) initially approached software reliability modeling from 
an empirical viewpoint. He recommended the investigation of different 
reliability functions and selection of the distribution that best fit the 
particular project in question. Suggested candidates were the exponential, 
normal, gamma and Weibull distributions. In looking at data, Schneidewind 
found that the best distribution varied from project to project. He indicated 
the importance of determining confidence intervals for the parameters 
estimated rather than just relying on point estimates. 
Another early model was proposed by Schick and Wolverton (1973). The 
hazard rate assumed was proportional to the product of the number of faults 
remaining and the time. Hence the size of the changes in hazard rate (at fault 
correction) increases with time. Wolverton (1973) suggested a model in 
which the hazard rate was proportional to the number of faults remaining 
and a power of the time. This power could be varied to fit the data. 
Crow (1974) proposed a model for the reliability estimation of hardware 
systems during development testing. It is non-homogenous Poisson process 
with a failure intensity fianction that is power function in time. It can be 
applied to software with certain ranges of parameter values. 
In later Schneidewind (1975) viewed fault detections per time intervals as a 
non-homogenous Poisson process with an experiment mean value function. 
He applied either least square or maximum likelihood estimation to the 
determination of the parameters of the process. Schneidewind also suggested 
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that the time lag between failure detection and correction be determined 
from actual data and used to correct the time scale in forecasts. 
Moranda (1975) has also proposed two variants of the Jelinski-Moranda 
model. In the "geometric de-entrophication process" the hazard rate 
decreases in steps that from a geometric progression (rather than being of 
constant amount). The second, called the "geometric poisson" model, has a 
hazard rate which also decreases in a geometric progression. However, the 
decrements occur at fixed intervals rather that of each failure correction. 
Musa (1975) presented an execution time model of software reliability 
(referred to as the "basic execution time modef). This theory built on earlier 
contribution, but also broke new ground in several ways. He postulated that 
execution time, the actual processor time utilized in executing the program, 
was the best practical measure of the failure inducing stress that was being 
placed on the program. Hence, he concluded that software reliability theory 
should be based on execution time rather than calendar time. Calendar time 
does not account for varying usage of the program in either test or operation. 
The removal of this confounding factor greatly simplifies modeling. An 
execution fime model is superior in ability to model the failure process 
simply, in conceptual insight, and in predication validity. 
Schick and Wolverton (1978) also proposed a modified model. It can be 
shown that the hazard rate for this model is a parabolic function instead of a 
linear function in time. Although this hazard rate is close in form to that of 
the Weibull distribution, it is clearly different. 
Goel and Okumoto (1978) developed a modification of the Jelinski-Moranda 
model for the case of imperfect debugging. It is based on a view of 
debugging as a Markov process, with appropriate transition probabilities 
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between states. Several useful quantities can be derived analytical with the 
mathematics remaining tractable. Keiller (1983) developed this idea further, 
including the possibility of introducing a new fault due to the repair activity. 
Goel and Okumoto (1979b), reasoning from assumptions similar to those of 
Jelinski and Moranda, described failure detection as a non-homogeneous 
poisson process (NHPP) with an exponentially decaying rate function. The 
cumulative number of failures detected and the distribution of the number of 
remaining failures are both found to be Poisson. Maximum likelihood 
estimation methods were developed for both the cases when failure data are 
given in terms of failure intervals and failures per intervals. A simple 
modification of the NHPP model was investigated by Yamada et al. (1983). 
Where the cumulative number of failures detected is described as an S-
shaped curve. 
The different fault model proposed by Littlewood (1981) may be viewed as 
a variant of the general Littlewood-Verral model. It is similar is viewing the 
hazard rate as a random variable and in using Bayesian inference. Reliability 
growth is modeled through two mechanisms. One is the number of faults 
remaining. The second is the variation of the per-fault hazard rate with time. 
The second source follows from the hypotheses that failures occur with 
different frequencies due to the variation in frequency with which different 
input states at the program are executed. The most frequently occurring 
faults are detected and corrected first Littlewood considers that uncertainties 
in the relative frequencies of execution of different input states than 
uncertainties in fault correction. 
Killer et al. (1983) investigated a model similar to the Littlewood-Verral 
general model. It characterizes the randomness of the hazard rate with the 
63 
same distribution. However, it uses a different parameter of that distribution 
to express reliability change. 
Yamada et al. (1983) investigates a stochastic model for a software error 
detection process sin which the growth curves of the number of detected 
software errors for the observed data is S-shaped. The software error 
detection model is a non-homogeneous poisson process where the mean 
value fiinction has an S-shaped growth curve. The model is applied an actual 
software error data. Statistical inference on the unknown parameters is 
discussed. The model fits the observed data better than other models. 
Musa and Okumoto (1983), examination of the basic concepts under lying 
software reliability modeling and development of a classification scheme 
have helped to clarify and organize comparisons and to suggest possible new 
models. 
Musa and Okumoto (1984b), the work of Musa and Okumoto (1983) led to 
the development pf the Musa Okumoto logarithmic poisson execution time 
model, which combines with high predictive validity. 
Yamada and Osaki (1985) summarizes existing software reliability growth 
models (SRGMs) described by non-homogeneous poisson process. The 
SRGM's are classified in terms of the software reliability growth index of 
the error detection rate per error. The maximum likelihood estimations based 
on the reliability evaluation. Using actual software error data observed by 
software testing, application examples of the existing SRGM's are 
illustrated. 
Yamada et al. (1986) develops realistic software reliability growth models 
incorporating the effect of testing effort. The software error detection 
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phenomenon in software testing is indicated by non-homogeneous poisson 
process. The software reliability assessment measures and the estimation 
methods of parameters are investigated. Testing effort expenditures are 
described by exponential and Rayleigh curves. Least squares estimators and 
maximum likelihood estimators are used for the reliability growth 
parameters. The software reliability data analyses use actual data. The 
software reliability growth models with testing effort can consider the 
relationship between the software reliability growth and the effect of testing 
effort. Thus, the proposed methods will enable us to evaluate software 
reliability more realistically. 
Trachtenberg (1990) proposes that software failures rates are the product of 
the software average error "size" apparent error density, and workload. 
Models of these factors are developed that are consistent with the 
assumptions of classical software reliability models. The linear (Jelinski-
Moranda, Shooman, Musa), geometric (Moranda, Ramamoorthy-Bastani) 
and Rayleigh (Schick-Wolverton) models are specials cases of the general 
theory. Linear reliability models (Jelinski-Moranda, Shooman, Musa) resuU 
from assumptions that the average of remaining error and workload are 
constant, and its apparent error density equals it real error density. 
Geometric reliability models (Ramamoorthy-Bastani, Moranda) differ from 
linear models in assuming that the average error size decreases 
geometrically as errors are corrected, while the Rayleigh model (Schick-
Wolverton) differs in assuming that the average size of remaining errors 
increases linearly with time. The theory shows that the abstract 
proportionality constants of classical models are composed of more 
fundamental and more intuitively meaningful factor, viz., the initial values 
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of averages of remaining errors, real error density, workload and error 
content. A general software reliability models permits reliability engineers to 
model diverse reliability factors found in software. This section shows how 
the assumed behavior of the reliability primitives (average-error size, error 
density, and workload) is modeled to accommodate this diversity. 
Yamada et al. (1993) developed a software reliability growth model 
incorporating the amount of test effort expended during the software testing 
phase. The time dependent behavior of test-effort expenditures is described 
by a WeibuU curve. Assuming that the error detection rate to the amount of 
test effort spent during the testing phase is proportional to the current error 
content, the model is formulated by testing by a non-homogeneous poisson 
process. Using the model, the method of data analysis for software reliability 
measurement is developed. This model is applied to the prediction of 
additional test effort expenditures to achieve the objectives number of errors 
detected by software testing and the determination of the optimum time to 
stop software testing for release. 
Zeephongsekul et al. (1994) presents a software reliability growth model 
which incorporates the possibility of introducing new faults into a software 
system due to the imperfect debugging of the original faults in the system. 
The original faults manifest themselves as primary failures and are assumed 
to be distributed as a non-homogeneous poisson process. Imperfect 
debugging of each primary failure induces a secondary failure which is 
assumed to occur in a delayed sense from the occurrence time of the primary 
failure. The mean total number of failures, comprising the primary & 
secondary failures, is obtained. We also developed a cost model and 
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consider some optimal policies based on the model. Parameters are 
estimated using maximum likelihood. 
Kuo et al. (2001) proposes a new software scheme for constructing software 
reliability growth models (SRGM) based on a non-homogeneous poisson 
process. The main focus is to provide on efficient parametric decomposition 
method for software reliability modeling, which considers both testing 
efforts and fault detection rates (FDR). In general, the software fault 
detection/removal mechanism depend on previously detected/removed faults 
and on how testing effort are used. From practical field studies, it is likely 
that we can estimate the testing efforts consumption pattern and predicts the 
trends of a FDR. A set of time-variable testing effort based FDR models 
were developed that have the inherent flexibility of capturing a wide range at 
possible fauh detection trends: increasing, decreasing and constant. This 
scheme has a flexible structure and can model a wide spectrum of software 
development environments, considering various testing efforts. The paper 
describes the FDR, which can be obtained from historical records of 
previous releases or other similar software projects, and incorporates the 
related testing activities into this new modeling approach. The applicability 
of our model and the related parametric decomposition methods are 
demonstrated through general real data sets from various software projects. 
The evaluation results show that the proposed framework to incorporate 
testing efforts and FDR for SRGM has a fairly accurate prediction capability 
and it depicts the real-life situation more faithftilly. This technique can be 
applied to wide range of software systems. 
Malaiya et al. (2002) discuss software test-coverage measure quantity and 
the degree of thoroughness of testing. Tools are now available that measure 
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test-coverage is terms of blocks, branches, computation-use, predicate-uses, 
etc. that are covered, and rehabiUty. An log-arithmetic exponential (LE) 
model is presented that relates testing effort to test coverage (block, branch, 
computation use, or predicate-use). The model is based on the hypothesis 
that the enumerable elements (like branches or blocks) for the coverage 
measure have various probabilities of being exercised; just like defects have 
various probabilities of being encountered. This model allows relating a test-
coverage measure directly with defect-coverage. The model is fitted to 4 
data-sets for programs with real defects. In the model, defect coverage can 
predict the time to next failure. 
The LE model can eliminate variables like test-application strategy from 
consideration. It is suitable for a high reliability application where automatic 
(or manual) test generation is used to cover enumerates which have not yet 
been tested. The model is simply and easy explained, and thus can be 
suitable for industrial use. The LE model is based on time-based logarithmic 
software-reliability growth model. It considers that: at 100% coverage for a 
given enumerable, all defects might not yet have been found. 
Teng and Pham (2002) presents a NHPP-based SRGM (software reliability 
growth model) for NVP (N-version programming) systems (NVP-SRGM) 
based on the NHPP (Non-homogeneous Poisson process). Although many 
papers have been devoted to modeling NVP-system reliability, most of them 
consider only the state reliability, i.e., they do not consider the reliability 
growth in NVP systems due to continuous removal of faults from software 
versions. The model is the first reliability growth model for NVP systems 
which considers the error-introduction rate and the error-removal efficiency. 
During testing and debugging, when a software fault is found a debugging 
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effort is devoted to remove this fault. Due to the high complexity of the 
software, this fault might not be successftilly removed, and now fault might 
be introduced into the software. By applying a generalized NHPP model into 
NVP system, a new NVP SRGM is established in which the multi-version 
coincident failures are well modeled. A simplify software control logic for a 
water-reservoir control system illustrates how to apply this new software 
reliability model. The S-confidence bounds are provided for system-
reliability estimation. This software reliability model can be used to evaluate 
the reliability and to predict the performance of NVP systems. More 
application is needed to validate ftilly the proposed of NVP-SRGM for 
quantifying the reliability of fault-tolerant software systems in a general 
industrial setting. As we first model of its kind in NVP reliability growth 
modeling, the proposed NVP SRGM can be used to overcome the short 
comings of the independent reliability model. It predicts the systems 
reliability more accurately than the independent model and can used to help 
determine when to stop testing, which is a key question in the testing and 
debugging phase of the NVP system-development life cycle. 
Huang and Kuo (2002) investigates a SRGM (software reliability growth 
model) based on the NHPP (non-homogeneous Poisson process) which 
incorporates a logistic testing effort function. SRGM proposed in the 
literature consider the amount of testing effort spent on software testing 
which can be depicted an exponential curve, a Rayleigh curve, or a WeibuU 
curve. However, it might not be appropriate to represent the consumption 
curve for testing effort by one of this curve in some software development 
environments. Therefore it show that a logistic testing effort Sanction can be 
expressed as a software development/test effort curve and that it gives a 
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good predictive reliability based on real failure-data. Parameters are 
established, and experiments performed on actual test/debug data sets. 
Results from application to a real data set analyzed and compared with other 
existing models to show that the proposed model predicts better. In addition, 
an optimal software release policy for the model, based on cost reliability 
criteria is proposed. 
Bokhari et al. (2002) presents the case where the time development 
behaviour of testing effort expenditure are described by Exponentiated-
WeibuU (EW) curves, software reliability growth models (SRGM) are 
developed incorporating the amount of testing-effort expenditure during the 
software testing phase. In this testing, the error detection phenomenon is 
modeled by Non-Homogeneous Poisson Process (NHPP). It is assumed that 
the error detection rate to the amount of testing effort spent during the 
testing phase is proportional to the current error content. For the model, the 
software reliability measures and the estimation methods of the parameters 
are investigated. It is shown that software reliability growth model 
previously obtained for exponential (Yamada et al. (1986)) and Weibull 
curves (Yamada et al. (1993)) become special cases at Exponential Weibull 
curves. Using this model, the method of data analysis for software reliability 
measurement with actual software failure data is developed. 
Huang, Lo, Kuo and Lyu (2004) investigate an optimal resource allocation 
problem in modular software systems during testing phase. The main 
purpose is to minimize the cost of software development when the number 
of remaining faults and desired reliability objective are given. An elaborated 
optimization algorithm based on the Lagrange multiplier is proposed and 
numerical examples are illustrated. Besides, sensitivity analysis is also 
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conducted. We analyze the sensitivity of parameters of proposed software 
reliability growth models and show the results in details. In addition, we 
present the impact on the resource allocation problem if some parameters are 
either over come estimated or underestimated. We can evaluate the optimal 
resource allocation problems for various conditions by examining the 
behaviour of the parameters with the most significant influence. The 
experiment results greatly help us to identify the contributions of each 
selected parameter and its weights. The proposed algorithm and method can 
facilitate the allocation of limited testing-resource efficiently and thus the 
desired reliability objective during software module testing can be better 
achieved. 
2.2 Theory of Software Reliability Growth Modeling Based on NHPP 
In this section Yamada and Osaki (1985) investigates the existing software 
reliability growth models (SRGMs) described by non-homogeneous Poisson 
process. The SRGM's are classified in terms of the software reliability 
growth index of the error detection rate per error. The maximum-likelihood 
based on the SRGM's are discussed for software reliability data analysis and 
software reliability evaluation. 
This section presents the usefiil methods of software reliability analysis 
based on SRGM's described by non-homogeneous Poisson processes 
(NHPP's) [Ross (1983) and Asher and Feingold (1984)]. Sub-section 2.2.1 
discusses the general concept on SRGM's described by NHPP's. In 
particular, the software reliability growth index of the error detection rate 
per error, which characterizes the software reliability growth process during 
the software testing phase, is defined, and the quantitafive measures for 
software reliability evaluation are derived. Sub-section 2.2.2 summarizes the 
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existing SRGM's and classifies them by using the error detection rate per 
error and sub-section2.2.3 discusses the maximum-likelihood estimations for 
SRGM's based on the observed software data. 
2.2.1 Software Reliability Growth Model (SRGM) 
A software failure is based as an unacceptable departure of program 
operation caused by a software error remaining in the system. The following 
usual assumptions in the area of software reliability growth modeling are 
introduced. 
• A software system is subject to software failures at random times 
caused by software errors. 
• Each time a software failure occurs, the software error which caused it 
is immediately removed, and no new errors are introduced. 
The testing time such as the calendar time or the machine execution is 
generally used as the unit of error detection period for describing the time-
dependent behavior of the cumulative number of errors detected by software 
testing. Let {N(t), t>0} be counting process representing the cumulative 
number of errors (or failures) detected in the intervals (0,t). Then, the 
expected value of N(t), called a mean value ftinction of an NHPP, is defined 
by H(t). 
An SRGM based on an NHPP can usually be formulated as: 
P^ {Ar(/) = „} = i^^^exp[- / / ( / ) ] , t>0 (n=0,l,2 ) 2.1 
where H{t) = jh{x)dx 2.2 
0 
then h(t) is called an intensity ftinction of an NHPP, which means the 
instantaneous error detection rate. 
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Defining a (= H(oo)) as the expected cumulative number of errors to be 
eventually detected, i.e., the expected initial error content to be estimated, 
we can easily show that: 
limPr{A (^0 = «}=—e"" (n=0, 1, 2 ) 2.3 
Which implies that N(t) obeys a Poisson distribution with mean a after the 
testing of infinity long duration. As a useful software reliability growth 
index, the error detection rate per error (per unit time) at testing time t is 
given by: 
d{t) = h{t)l[a-Hit)\ 2.4 
We have the relation ship between d(t) and H(t) as: 
H{t) = a -exp -\d{u)du 2.5 
The following definitions characterizing a software reliability growth aspect 
in software testing can be introduced Yamada and Osaki (1985). 
Definition I: H(t) is an increasing error detection rate (IEDR)(mean 
value) fianction if d(t) is non-decreasing in t, t>0. 
Definition 2: H(t) is a decreasing error detection rate (DEDR)(mean 
value) fiincfion if d(t) is non- increasing in t, t>0. 
Definition 3: H(t) is a constant error detection rate (CEDR)(mean 
value) ftinction if d(t) is constant (t>0). 
A software reliability growth process characterized by the lEDR (DEDR) 
function indicates increasing (decreasing) test efficiency. 
The following random variables are defined for deriving the quantitative 
measures for software testing evaluation: 
N{t): number of error remaining in the system at testing time t, i.e., 
N(oc).N(t) 
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X^ : time interval between (k-1) and k * failures (k-1, 2 ,n) 
S,^ : the k"" failure occurrence time, i .e . ,^X, 
1=1 
Then, the expected and variance of N(t) are given by 
[ii{u)du 
0 
[N{t)] var ]V(0l 2.6 
The so-called software reliability is conditional survival probability of 
X,^ given that-S^,, = / , and is given by: 
R{xlt) = ?r{X, >xlS,_, =t] 
exp a<^ exp - J d{u)du - exp - J d{u)du 
JJJ 
2.7 
which is independent of k. The software reliability presents the probability 
that a failure does not occur in (t, t+x] 
2.2.2 Existing SRGM's 
A software reliability growth curve representing a relation between the time 
span of software testing and the cumulative number of detected errors is 
observed in a software error detection process during the software testing 
phase. There are two types of shapes for the obser^'ed software reliability 
growth curves: exponential and S-shaped software reliability growth curves 
are called the exponential and S-shaped SRGM's, respectively. Several 
existing SRGM's based on NHPP's briefly summarized in the following. 
Goel and Okumoto (1979) first proposed an SRGM based on an NHPP. This 
model is called the exponential SRGM, which describes a software failure 
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detection phenomenon. The mean value function showing an exponential 
growth curve is given by: 
H{t) = mit) = a[\-exp{-bt)], b>0 2.8 
Where b represents the error detection rate per error at an arbitrary testing 
time. It is clear that m(t) is a CEDR function since: 
d{t) = d„,{t)^b, t>0 2.9 
In contrast to the homogeneous error detection rate of (2.9) for the 
exponential SRGM, the detestability of an error is considered to be non-
homogeneous over the testing period since the errors detected early in the 
software testing are different from those detected later on. Then, Yamada 
and Osaki (1984) proposed a non-homogeneous error detection rate model 
on the assumption that there exist two types of errors: Type I (Type 2) errors 
are easy (difficult) to detect. This NHPP model, called the modified 
exponential SRGM, has a mean value function of: 
H{t)^m^{t) = aJ^p[\-tx^{-b,t)\, 2.10 
1=1 
Q<b^<b,<\ 2.11 
X A = 1 , 0 < P , < 1 , (i=l,2) 2.12 
;=l 
Where 
Z), is error detection rate per Type i error (i=l ,2) 
p, is content proportion of Type i errors, i.e., /?, is the expected initial 
error content of Type i errors (i=l,2) 
For the error detection rate per error at testing time t given by: 
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d{t)=d^ ( / )=y ^^^!^^^^ 
tfL/?|.exp(-^iO + /?2.exp(-^ 20_ 
It can be shown that m (t) is a DEDR function. 
A 2.13 
p' 
In a software error removal phenomenon it should be assumed that a testing 
process consists of not only a software failure detection process, but also a 
software error isolation process. Yamada et al. (1983) offered the delayed S-
shaped SRGM for such an error detection process, in which the observed 
growth curve of the cumulative number of detected errors is S-shaped. This 
NHPP model has mean value fiinction of 
H{t) = M{t) = a[\ - (1 + ^/)exp(-^/)], b>0 2.14 
which shows an S-shaped growth curve. The parameter b represents the 
failure detection rate (and the error isolation rate). It can be shown that M(t) 
is an lEDR function since 
d{t) = d^{t) = b^tl{\^bt) 2.15 
is monotonically increasing in testing time t. 
Another S-shaped SRGM was proposed by Ohba (1984). The model is 
called the inflection S-shaped SRGM, which describes a software failure 
detection phenomenon with a manual dependence of detected errors. In the 
error detection process, the more failures we detect, the more undetected 
failures become detectable. This NHPP model has a mean value function of 
//(/) =/(/) = 4l-exp(-/)/)]/[l+c.exp(-Z)/)], b>0, c>0, 2.16 
which shows an S-shaped growth curve. The parameters b and c represent 
the failure detection rate and the inflection factor, respectively. It can be 
shown that I(t) is an lEDR function since 
d{t) = d,{t) = /^ /[l + c.exp(-^0], 2.17 
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I I 
is monotonically increasing in testing time t. 
Besides stochastic SRGM's decided above, deterministic SRGM's by fitting 
logistic and Gompertz growth curves, have been widely used to estimate the 
error content of software systems Yamada et al. (1983). In Japan, some 
computer manufactures and software houses actually apply the logistic and 
Gompertz growth curve models. The growth curves were originally 
developed to predict demand trend, economic growth, or ftiture population. 
The expected cumulative numbers of errors detected up to testing time is 
given for the logistic growth curve model as 
n, (/) = kl[\ + m.Q\^{-pt)\, m>0, p>0, k>0, 2.18 
and for the Gompertz growth curve model as 
n,.{t) = k.a''"\ 0<a<l,0<b<l,k>0 2.19 
where k, p, m, a and b are constant parameters to be estimated by regression 
analysis. The parameter k in the both models is the expected initial error 
content of a software system. 
2.2.3 Maximum-Likelihood Estimation 
We assume that mean value ftinction H(t) includes N model parameters 
w,(/ = l,2,...,A^)as well as parameter a where W = (M', w ,^ ,w^). 
Suppose that the data set on n failure occurrence times 5-j(A: = 1,2,...,«; 
0<5, <52< <5„) is observed during the software testing phase where 
s = {s,,s,,...,sj. 
Then, the likelihood ftinction for the (N+1) unknown parameters a and 
w, (/ = 1,2,..., A^ ) in the NHPP model with H(t), given s, is given by 
L{a,w/s) = txp[-H{s„)f\his,), 2.20 
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Taking natural logarithm of the likelihood function yields 
!{a,w/s) = f^\nhis,)-HisJ, 2.21 
k=l 
Then, the (N+1) maximum-likelihood estimates and w.{i = \,2,...,N)can be 
obtained by solving the likelihood equations. 
dlia,w/s)/da = dl{a,w/s)/dw,=0 ( i=l , 2 . . . N). 2.22 
Suppose that the data set on the cumulative number of detected errors, >'^  ,in 
a given interval (0,/J (k=l, 2,...,n; 0<;|</2< <t„) is observed where 
t=(/,,/,,...,/„)andy=(.v,,>',,...,;^„). 
Then, the likelihood function for the (N+1) unknown parameters a and 
w. (/• = 1,2,..., A'^ ) in the NHPP model with H(t), given (t, y) is given by 
L(a,w/t,y) = fl ^^ ^^ ]^ - "^'^-' y exp[- {H(t,) - //(/,„)}1 2.23 
Where t^=0 and y^ = 0. Taking the natural logarithm of the likelihood 
function yields 
l{a,w/t,y) = f^{y, -;.,_,)ln[//(/,)-//(?,_,)]-//(?J- J l n b , -y,_,y] 2.24 
k = \ k=\ 
Then, the (N+I) maximum-likelihood estimates > and w, (/ = 1,2,...,A )^ 
can be obtained by solving the likelihood equations: 
dl{a,w/t,y)fda = dl(a,w/t,y)fdw,=0 ( i= l , 2, . . . ,N) 2.25 
For the software error data (t, y), the distribution of the estimated model 
parameters for large samples can be derived. That is, if the sample size n is 
sufficiently large, the maximum-likelihood estimates > and w,(i = \,2,...,N} 
follow an asymptotic joint normal distribution. Then, the true asymptotic 
CO variance matrix ^ of the > and w. is given by the inverse matrix of the 
true Fisher information matrix F. The estimated ^ is given by 
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w,=w,{i^\,2,:.,N), 2.26 
which is an (N+l)x(N+l) symmetric matrix. 
The F has the elements given by 
E[-dH{a,w\t,y)lda^], 
E[-d'l{a,w\t,y)ldwll (/= l,2,....,iV), 
E[-d^l{a,w\ t,y)/dadw, ](= E[-d'l(a,w\ t,y)/dw,da]) (i = l,2,....,N), 
and 
E[-d'lia,w\t,y)/dw,dw^] (i^j; i,j = \,2,....,N), 
Using the (N+1) maximum likelihood estimators > and w,(i=l, 2,...,N) 
together with their asymptotic properties, the approximate point and interval 
estimations of the quantitative measures for software reliability evaluation, 
such as n^{t)of (2.6) and R(x|t) of (2.7), can be performed. Let 
/(a, WpW v^.^ t^ w) denote a fiinction of the model parameters a and 
w,(/ = l,2,...,A^). 
Then, the maximum-likelihood estimates f{a,w^,w^,...,w^)off{a,w^, 
w^,...,w} is given by 
f{a,w,,W2,...,w^) = f{a,Wj,W2,...,Wf^) 2.27 
For large samples, iff{a,w^,w2,...,WJ^) is continuously differentiable, then 
/(o,W|,w2,...,H'^)is asymptotically normally distributed. The true asymptotic 
variance is given by 
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Var[f{a,w„w^,...,w^)]^ 
da dw, IS 
da 
dw, 
2.28 
Thus, the 100^  percent confidence bounds of f{a,w^,w^,...,w^)a.rQ given by 
f(a,w,,w^,...,Wj^)±K^^JVar\f{a,w^,w^,...,w^)\ 2.29 
Where K^ is the 100(l+Yy2 percent point of the standard normal 
distribution (see Nelson (1982)). Applying «^(/)and R(x|t) to 
f{a,w^,w^,...,w^) in (2.29), we obtain the asymptotic confidence bounds. 
2.3 Software Reliability Growth Model with a Weibull Test-effort 
Function 
In this section Yamada et al. (1993) develop software reliability 
measurement during the testing phase is essential fc)r examination the degree 
of quality or reliability of a developed software system. We develop 
software reliability model incorporating the amount of the effort expended 
during the software testing phase. The time-dependent behaviour of test-
efft)rt expenditures is described be a Weibull curve. Assuming that the error 
detection rate to the amount of test effort spent during the testing phase is 
proportional to the current error content, the model is formulated by a non-
homogeneous poisson process. This model is applied to the prediction of 
additional test-effort expenditure achieve the objective number of errors 
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detected by software testing and the determination of the optimum time to 
stop software testing ft)r release. 
Section 2.3.1 proposes the test-effort function described by the WeibuU 
curve. A software reliability growth model with the Weibull test-effort 
function is discussed in section 2.3.2 where the quantitative measures for 
software reliability and the maximum likelihood estimators are provided. 
Subsections 2.3.3 & 2.3.4 present the prediction of additional test-effort 
expenditures to achieve the objective number of detected errors and the 
optimal software release time as applications of the model to software 
reliability management, respectively. 
Assumptions 
1. A software system is subject to failure at random time caused by 
errors remaining in the system. 
2. Each time a failure occurs, the error which caused it is immediately 
removed, and no new errors are introduced. 
3. Test effort is described by a Weibull curve. 
4. The mean number of errors detected in the time interval (/,^  + A/) to 
the current test-effort is proportional to the mean number of remaining 
errors. 
5. The error detection phenomenon in software testing is modeled by an 
NHPP. 
2.3.1 Test Effort Function 
Resources such as time, money, and manpower are spent in developing 
software system that meet deadlines. Commonly, a Rayleigh curve has been 
used to estimate and predict the time-dependent behaviour of resources 
consumed testing appreciably affect software reliability. Approximately 40-
50 percent of the total amount of software development resources are spent 
in testing. Yamada et al. (1986) proposed software reliability growth models 
incorporating the amount of test-effort spent on software reliability assuming 
that both the test-effort during the testing and the software development 
effort can be described by the Rayleigh curve. They also assumed an 
experiment curve as an alternate to the Rayleigh curve. However, in many 
software testing situations it is difficuh to describe the test-effort by an 
exponential of Rayleigh curve since actual test-effort data shows various 
patterns. We use a Weibull curve as the test-effort function to describe the 
test-effort patterns at testing time t (calendar time). 
w{t) = aj3.r-^ exp[-/3r], a>0,/]>0,m>0 2.30 
where a is the total amount of test-effort expenditures required by software 
testing, and /3 and m are scale and shape parameters respectively. 
When m=l, m=2, exponential and Rayleigh test-effort ftinctions are 
obtained, respectively. It m>l, the scale parameter is 
fi = \/ ^ m ^ 
m-\ r 
II'max 
2.31 
Notation 
?„,„3^ : time when the amount of test effort w(t), reaches a maximum. 
The integral form of (2.30) is 
w(0 = «(l-exp[-/5!f'"]), 2.32 
Which represents the cumulative amount of test-effort in (0,t]. From (3), 
when t = t^ 
w(/J = 0.63a 
The a,li,m in the Weibull test-effort fiinction (2.30) or (2.32) can be 
estimated by the method of least-squares Draper &Smith (1981). The 
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estimates for a,p,w are determined for the n observed data pairs in the form 
(/4,wJ (k = \,2,...,n). To apply the method of least-squares to the observed 
test-effort data is transformed 
In w{t) = Ina + In (3 + In m + (w -1)in / - p r 2.33 
From (2.33), the least-squares estimates d,^,mcan be obtained by 
minimizing S(a,^,m) 
= 5;{ln w, - In a - In p - in w - (m -1) in /, + P?; }' 2.34 
2.3.2 Software Reliability Growth Modeling 
2.3.2.1 Model Description 
During the software development testing phase errors in the system are 
detected and corrected. A software failure is an unacceptable departure of 
program operation caused by a software error remaining in the system. 
Following the usual assumptions (6) and assumption (4), we obtain the 
following equations. 
^ / w ( O = r[a-m(0l 2.35 
dt 
m{t) = a{\-exp[-rW{t)]), 2.36 
W(t) = -\n 
r 
2.37 
a - m{t) 
For stochastic modeling of software-error detection phenomenon, defining 
the mean value of N(t) based on an NHPP by m(t) in (2.36) yields a software 
reliability growth model incorporating the Weibull test-effort fiinction under 
the assumptions of Goel et al, (1979) & Yamada (1991) 
?v{N{t) = n] = poim{n;m{t)\ n=0,l,2,... 2.38 
The NHPP intensity function is 
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X{t) = ar.w{t).exp[-rW(t)] 2.39 
From (2.38) we show that the limiting distribution of N(t) is Poisson with 
mean. 
m(oo) = a{\ - exp[-ra]), 2.40 
Eqn. (2.40) implies that even if a software system is tested during an infinity 
long duration, all errors in the system can not be detected Yamada et al. 
(1986). 
Then mean number of undetectable errors is a.exp[-ra]. 
2.3.2.2 Software Reliability Measures 
Based on the NHPP model with m(t) in (2.36), two quantitative measures 
for software reliability assessment can be derived Goel et al. (1979) and 
Yamada (1991). The mean number of errors remaining in the system at 
testing time t, its variance, and reliability are 
r{t) = a{exp[-rW(t)]-Qxp[-rW{oo)]) 
-var{7V(/)} 2.41 
R{x/t) = Qxp[-a{exp[-rW(t)]-exp[-rW(t + x)])] 2.42 
2.3.2.3 Maximum Likelihood Estimations 
The reliability growth parameters a and r in the NHPP model with m(t) in 
(2.36) can be estimated by the method of maximum-likelihood. Let the 
estimated parameters d,|3,min the Weibull test-effort fiinction in (2.30) or 
(2.32) have been obtained by the method of least-squares. The d and P are 
determined for the n observed data pairs(?j,wj (A: = 1,2,...,«). Then, the joint 
pmf, the log-likelihood fiinction, for the unknown parameters a and r in the 
NHPP model with m(t) in (2.36), is 
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2.43 
n 
+ Y.^yk- y^-x )• In exp([-rr(/,_,)] - exp[-rff (/,)]) 
- a{\ - exp[-rPF(/„)]) - ^ l^ Kj^ * - >'.-,)'•], 
k=\ 
g^ s 0 fl«<i j 'o = 0. 
The usual calculus methods for an interior maximum result in 
no -\^yk-yk-x)iSk-Sk-x) 
'"~h ifk-fk.) ' 
/* =l-exp[-r.E{t,)], 
g,^W{t,).exp[-r.W{t,)], {k = \,2,...,n). 
which can be solved numerically. 
If the sample size n of the observed data is sufficient large, the maximum-
likelihood estimators a and r asymptotically follow a bivariate s-normal 
distribution. 
2.44 
2.45 
2.46 
^a^ 
r 
V J 
BVN 
^^a^ ^ 
, (n^oo) 2.47 
\\ J J 
The Z in the asymptotic properties of (2.47) is useful in qualifying the 
variability of the estimated parameters a and r Nelson (1982), and is the 
inverse of F 
F = 
(-3^1 p^i 
da' dadr 
dadr dr' 
a 
8„ 
n 
a^igk-gk~^y 
k=] 
ifk-fk-^) 
2.48 
Where, 
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g,^Wit).e - r ( f ( ( , ) 2.49 
and 
A = i - ^ ~rW(l,) 
Substitute the value of a and r in (2.49) and calculated'. The estimated 
asymptotic variance-covariance matrix is: 
'^Var{a) Cov{a,r)' 
S = F- '= 2.50 
Cov{a, r) Var{r) 
2.3.3 Prediction of Additional Test-Effort 
To estimate the additional test-effort expenditures required to satisfy a 
specified reliability of software system which has been tested, i.e., to achieve 
an objective number of errors detected by software testing. Musa (1975) and 
Okumoto (1985) presented estimation methods for the additional software 
testing time required to achieve mean time to failure (MTTF) and failure 
intensity objectives, respectively. 
If the objective number of detected errors is m .^, then the cumulative test-
effort required to reach the objective m^-. can be obtained from (2.37) as 
r a-m 
2.51 
Thus, the additional test-effort to reach m,- is W.. -W,.. 
It is of intersect to obtain the estimate and its confidence intervals. Using a 
and f, the W^; is 
^ 6 = Tin 
r a-m G 
2.52 
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Then, based on the asymptotic properties of a and f of (2.47), the 
asymptotic variance of W^ is estimated Nelson (1982) 
...R)J^Ty{.Kf^r..{;).2f^Ymc„vfc.). 2.53 
da \ dr da dr 
where a = aand r = r are used to evaluate (2.53). Since W^ in (2.51) is 
continuously differentiable, the estimated W^ asymptotically follows a s-
normal distribution with mean W^ and variance Var^^^] for large samples. 
Therefore, the approximate y s-confidence bounds of W^ are 
W^±K^^Var^^\ 2.54 
2.3.4 Optimal Software-release Problem 
It is important for the software project manager to determine an optimum 
time to stop software testing and to deliver the system to the users. This is 
called an optimal software release Koach et al (1983), Okumoto et al. (1980) 
and Yamada et al. (1985). This can be formulated by considering the 
relationship between the attained reliability of the system and the testing 
resource expended. Using an evaluation criterion of the total mean software 
cost, the optimal software release problem is reduced to obtained the cost of 
test effort expenditures during testing phase and the costs of fixing errors 
before and after release are counted as software cost factors. The total 
software cost is 
r 
C{T) = C,.m{T) + Q{m{T,c)-m{T)]+ C, \w{x)dx 2.55 
0 
Differentiating (2.55) with respect to T and equating it to zero yields 
A{T) = C,I{C,~C,) 2.56 
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The optimum release time T' minimizes (2.55). The A(T) in (2.56) is 
monotonically decreasing in T. If ^(0) <C^ l{C^ -C,), then A{T)<C,l{C^ -C,) 
for 0 < r < r„.. Then, J ' - 0 since dC{T)/dT>0 for 0 < r < T,,.. If 
A{0)>CJiC2-Ct)>A{T,^.), there exists a finite and unique solution 
satisfying (2.56) 
\n[ar{C,-C,)/C,y^"'" 
T -In 1 - - 2.57 (3 [ ra 
AiT) > C, /(Cj - C,) for 0 < r < Tp and AiT) = C, /{C, - C,) for 0 < T < T^^.. Thus, 
T; in (2.57) minimizesC(r), i.e., r*=r„ since dC(T)/dT<0 for 0<T<T, 
and dCiT) /dT>0 for T^  < T < r„.. If AiT„. )>C,/{C,~C^), then 
A{T) > C, l{C, -C,) for 0 < r < T,,.. Thus, T* = 7)^ . since aC(r)/37 < 0 for 
0<T<T,^. These are summarized in theorem 1. 
Theorem-1 
TESTTRUE 
CASE ^(0) < a /(C, -C,); r* = 0; ENDCASE 
CASE C3/(C2-C,)>^(r,(-): There exists a finite and unique T^T, and 
optimum release timer' = r^: ENDCASE 
OTHERWISE: 7" =T,,. 
ENDTEST. 
88 
CHAPTERS 
SOFTWARE RELIABILITY GROWTH MODELS AND DA TA 
ANALYSIS WITHAPARETO TEST-EFFORT 
We study software reliability growth models with a Pareto-testing effort. 
In this testing, the error detection phenomenon is modeled by Non-
Homogenous Poisson Process. It is assumed that the error detection rate 
to the amount of testing effort spent during the testing phase is 
proportional to the current error content. For the model, the software 
reliability measures and estimation methods of parameters are 
investigated. Here we show that Pareto-testing effort function can be 
expressed as a software test effort curve. Using the model, the method of 
data analysis for the software reliability measurement with actual 
software data is developed. 
3.1 Introduction 
Software reliability is the probability that a given software will be 
functioning without failure for a specified period of time in a specified 
environment. Hence, software reliability is a key factor in software 
development process and software quality. Yamada et al. (1986, 1933), 
Huang and Kuo (2002), Musa (1999) proposed a SRGMs which 
described the explicit relationship amount the calendar testing time, the 
amount of test effort and the number of software errors detected by 
testing. The test effort is measured by the number of CPU hours, the 
number of executed test cases and so on. 
The size and complexity of computer systems have grown rapidly for the 
last several decades. Software costs as a percentage of total computer 
systems costs continue to increase; while associated hardware costs 
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continue to decrease. The quantitative assessment of software quality can 
be conducted through many approaches; however, it is sometimes 
difficult for the project managers to measure software quality and 
productivity. Nevertheless, reliability may be the most important quality 
attribute of commercial software since it quantifies software failures 
during the development process. Although we can test maintainability, 
usability, or efficiency, but the key issue for software testing is still 
reliability. Software reliability is defined as the probability of failure-free 
software operation for a specified period of time in a specified 
environment (Lyu (1996)). Its evaluation includes two types of activities; 
reliability estimation and reliability prediction. Since the early 1970s, 
many analytical software reliability growth models (SRGMs) have been 
proposed for estimation of reliability growth of products during software 
development processes. There are two main categories of reliability 
estimation models: SRGMs and statistical models. The models in the 
former class can estimate the software reliability using the failure history 
of the program. On the other hand, the latter models apply the 
success/failure information of a program from a random sample of test 
causes without making any corrections on the discovered errors (Xie 
(1991) and Musaetal. (1987)). 
In recent years software systems such as operating systems, control 
programs, and application programs have become more complex and 
larger then ever. It is quite natural to produce reliable software systems 
efficiently since the breakdown of the computer systems, which is caused 
by software errors, results in a tremendous loss and damage for social 
life. Then, software reliability is one of the key issues in modern software 
product development. Many efforts have been devoted to study of 
measuring software reliability quantitatively in the area of software 
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engineering. There are several existing software reliability models, 
especially applicable to the software testing phase in the software 
reliability development process, which are of great use to estimate and 
predict software reliability. During the software testing phase, a software 
system is tested to detect software errors remaining in the system and 
correct them. If it is assumed that correction of errors does not introduce 
any new errors, the probability that no failure occurs for a fixed time 
interval, i.e., the reliability, increases with the progress of software 
testing. A software reliability model describing such an error detection 
phenomenon is called a software reliability growth model (SRGM) 
(Ramamoorthy & Bastani (1982)). Applying the SRGM's to the observed 
software error data, the important software reliability measures, such as 
the number of errors remaining in the system and the software reliability 
function, can estimated. Then, using the software reliability data analyses 
based on the SRGM's, we can evaluate software reliability Goel and 
Okumoto (1979), Littlewood (1980), Musa (1975), and Yamada et al. 
(1983). 
Software reliability measurement and management in the software 
development process are essential to produce quality and reliable 
software efficiently and efficiently. Quantitative measurement and 
management are characterize the product reliability, hi particular based 
on software-error data analyses, it is very important to evaluate software 
reliability during the software testing phase. Several software-reliability 
models have been developed to describe a software-error detection 
phenomenon during the testing phase and to measure software reliability. 
Models which are concerned with the relationship between the time-
interval between software failures at the time span of the software testing, 
are called software-reliability growth models (Ramamoorthy & Bastani 
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(1992)). These models enable us to estimate software reliability measures 
such as the mean initial error content, the mean time-interval between 
failures, the mean number of remaining errors at an arbitrary testing time 
point, and the software reliability function. Interesting work has been 
done by Chi, et al. (1989), Goel & Okumoto (1979), Kuo (1983), Musa et 
al. (1987), Musa & Okumoto (1984), Yamada (1991), and Yamada & 
Osaki(1985). 
A lot of development resources are consumed by software development 
projects. During the software testing phase, software reliability is highly 
related to the amount of development resources spent on detecting and 
correcting latent software errors. Musa et al. (1987) developed a scheme 
for classifying existing software reliability growth models and 
demonstrated that: (a) execution time (i.e., test-effort) is a better domain 
for software reliability modeling than calendar time, and (b) execution 
time can be transformed into calendar time based on resources available. 
Yamada et al. (1986) proposed a new and simple software-reliability 
growth model which describes the explicit relationship among the 
calendar testing time, the amount of test-effort, and the number of 
software errors detected by testing. The test-effort is measured by the 
man-power spent during then testing phase, the number of CPU hours, 
the number of executed test cases, and so on. That is, they proposed 
software-reliability growth models incorporating the effect of test-effort 
on the software-reliability growth. They described the time-dependent 
behaviour of test-effort expenditures by using Rayleigh and exponential 
curves. 
This describes the time-dependent behaviour of test effort by a Pareto 
curve. Assuming that the error detection rate in software testing is 
proportional to the current error content and the proportionality depends 
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on the current test-effort at an arbitrary testing time, a plausible software-
reliability growth model based on a non-homogeneous Poisson process, 
(Ascher and Feingold (1984)) is developed and its application are 
presented. 
3.2 Pareto Test Effort Function 
We know that actual test effort data expressed various consumption 
patterns, sometimes the test effort consumption are difficult to describe 
only by exponential, WeibuU or logistic curve. Therefore, we try to 
incorporate a Pareto-test effort function instead of above consumption 
function as the test effort during the software development process. A 
great deal of resources such as time, money and manpower is spent in 
developing a software system so that the dead line will be met. 
Commonly, a Rayleigh curve has been used to estimate and predict the 
time-dependent behaviour of resources consumed in the software 
development process (Basili et al. (1978) and Putnam (1978)). Yamada et 
al. (1986) proposed software reliability growth models incorporating the 
amount of test-effort spent on software testing by assuming that the test-
effort during the testing can be described by the Rayleigh curve as well as 
the software development effort. However, in many software testing 
situations it is sometimes difficult to describe the test-effort expenditures 
by only exponential or Rayleigh curve since actual test-effort data show 
various expenditure patterns. Then, we offer Pareto curve as the test-
effort function due to the flexibility in describing the test-effort 
expenditure patterns. 
The test-effort function representing cumulative test resource 
expenditures at testing time (0, t] (calendar time) is given by a Pareto 
curve as: 
W{t) = a(\-(i + ^.ty') a>0, (3>0,e>0 3.1 
93 
Where 
a,^andQ are constant parameters to specify the function, and 
a = the amount of test-effort expenditures required by software testing. 
(3 = the scale parameter. 
0 = the shape parameter. 
The current testing effort at testing time t is: 
w{t) = W'{t)=a^Q (1 + ^.1)-'-' 3.2 
3.2.1 Least Square Estimation of Parameter 
Estimation of parameters: SRGM parameters can be estimated by the 
least square estimation (LSE) method (Musa et al. (1999)). The 
parameters are determined for then observed data pairs in the form 
{t^,W^),k = \,2, ,n where W^ is the cumulative test effort spent in (0,?J. 
LSE is used here to fit the Pareto curve with the actual software failure 
data set. The parameters a,^andQ in the Pareto test function (3.1) and 
(3.2) can be estimated by the method of least squares Draper & Smith 
(1981). 
The least square estimatorsd,Pa«ii9 can be obtained by minimizing the 
following equations: 
n 
Minimize 5,(a,P,e) = ^(w, ~w{t,)f 
= X [log w, - loga - log p - loge + (6 +1) log(l + p./, )Y 3.3 
Where w^  is the current test effort spent at testing time t. The normal 
equations are: 
1^ = V 2[log w, - loga - log p - loge + (9 +1) log(l + P./, )(— 
aa tf \ « ; 
= 0 
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Ilogw, - loga- logy9- log^ + (^ + l)^log(l + / ? i J = 0 3.4 
k=\ 
ds -J — 1 1 
Y^2[\ogw,-\oga-\ogp-\oge + {e + \)\og{\ + p:t,)\— + {e + \). 1, 
\ 
3.5 
= 0 
Y, [log w, - log a - log y5 - log 5 + (61 +1) log(l + px,)J ^ ^ ^ ^ 
39 
" -T-l 
= X2[logH', - loga - log/? - log^ + (^ + l)log(l +/?ij] — + log(l + M ) 
A = l 1 _ ^ _ 
=^ YX^ogw, -loga-logyff-log6' + (^ + l)log(] + y9./j}[6'log(l + /?.rJ-l] = 0 3.6 
These equations can be solved numerically to obtain a, y^  a/?J (9. 
3.3 Software Reliability Growth Model 
A number of SRGMs have been proposed on the subject of software 
reliability. Among these models, Goel and Okumoto used an NHPP as the 
stochastic process to describe the fault process (Lyu (1996), Huang et al. 
(2002) and Boehm et al. (2002)) modify the model and incorporate the 
concept of testing-effort in an NHPP model to get a better description of 
the software fault detection phenomenon. We also proposed a new 
SRGM with the Pareto testing-effort function to predict the behaviour of 
failure occurrences and the fault content of a software product. Based on 
our past experimental results, this approach is suitable for estimating the 
reliability of software application during the development process. 
3.3.1 Model Description 
An implemented software system is tested in the software development 
process. During the testing phase software errors remaining in the system 
cause software failures, and the errors are detected and corrected by test 
personnel. A software failure is defined as an unacceptable departure of 
program operation caused by a software error remaining in the system. 
Following the usual assumptions in the area of software reliability growth 
modeling (Goel (1985)), we assume that the number of detected errors to 
the current test-effort expenditures is proportional to the current error 
content. Let m(t) represent the expected number of errors detected by 
testing time t (calendar time) which is assumed to be a bound non-
decreasing function of t with m(0)=0. Then, using the Pareto test-effort 
function in eqn.(l), we have following differential equation: 
-!^-'/wit) = r[a-m{t)l a>0,0<r<\ 3.7 
ot 
Where a is the initial error content in the system and r is the error 
detection rate per error (per unit test-effort expenditures at testing time t). 
Solving the differential equation (3.7), we have 
m(0 = a(l-e""'"*) 3.8 
Substituting (3.1) for W(t) in (3.8), we get, 
^/) = 4l-e-™{'-"^P""h 3.9 
From eqn. (3.8), we have the following important relationship between 
m(t) and W(t): 
\ f a ^ W(t) = -\og—^ 3.10 
r ya-m(t)j 
For stochastic modeling of a software error detection phenomenon, let 
[N(t), t>0] be a counting process representing the cumulative number of 
errors detected by testing time t. Defining the expected value of N(t) by 
m(t) in eqn.(3.8), we can describe a software reliability growth model 
incorporating the Pareto test-effort function by an NHPP as: 
Pr{N{k) = n}J"'^^^^" •''""', n-0,1,2, 3.11 
«! 
= Poim m(n; m(t)) 
Where m(t) is called mean value function of the NHPP (Goel and 
Okumoto (1979) and Yamada and Osaki (1985)) and Poim (n; m(t)) is a 
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Poisson pmf parameter with the intensity function of the NHPP is given 
by: 
X(t) = ^  = a.r.wiOe-'''"' 3.12 
which means the instantaneous error detection rate. From eqn. (3.11), we 
can show that the limit distribution of N(t) is a Poisson distribution with 
the following mean: 
m(o=) = a(l-e~™) 3.13 
The equation (3.13) implies that even if a software system is tested during 
an infinity long duration, all errors remaining in the system can not be 
detected (Yamada et al. (1986)). Thus, the mean number of undetected 
errors d(t) if a test is applied for an infinite amount of time is: 
a - OT(OO) = a-a{\- e^™) =^ t/(/) = ae"™ 
Assumptions 
(1) The software system is composed of N independent modules that 
are tested individually. The number of software fauhs remaining in 
each module can be estimated by an SRGM with Pareto testing-
effort function. 
(2) For each module, the failure data have been collected and the 
parameters of each module can be estimated. 
(3) The total amount of testing resources expenditures available for 
the module testing process is fixed and denoted by W. 
(4) If any of the software modules fails upon execution, the whole 
software system is in failure. 
(5) The system manager has to allocate the total testing resources W to 
each software module and minimize the number of faults 
remaining in the system during the testing period. Besides, the 
desired software reliability after the testing phase should achieve 
the reliability objective R^,. 
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3.3.2 Software Reliability Measures 
Based on the NHPP model with m(t), given by equation (3.8), two 
quantitative measures for software rehability assessments are derived 
(Goel & Okumoto (1979) and Yamada (1991)). Let 7V(0represent the 
number of errors remaining in the system at testing time t. The 
expectation of A^(0, E[A^(0], and its variance are given by: 
r{t) s E[m] - E[M - m)] = E[NM] - E[N(t)] 
= OT(OO) - m(t) = a[e"'"'<" - e"'''^<°°'] 
=Var[N{t)], 3.14 
The software reliability representing the probability that a software 
failure does not occur in the time interval (t, t+x) is given by: 
R = Rixlt) = e-l'"(-")-'"("l = g-l '^-"'"'--"""'l 3_ 15 
The instantaneous mean time between failures (MTBF) at arbitrary 
testing time can be defined as a reciprocal of the instantaneous error 
detection rate in eqn. (3.12) (Yamada (1985)). Then, the instantaneous 
MTBF is given by: 
MTBF{t) = - ^ ^ ^ ^ ' — 3.16 
A(0 a.ra.|3.e 
3.4 Maximum Likelihood Estimation of Model Parameters 
The estimated test-effort parameters d,^andQ in the Pareto test-effort 
function in eqn. (3.1) or (3.2) have been obtained by the methods of least-
squares method. The estimators for a and r are determined for the n 
observed data pairs in the form [{ti^,y,^) (k=l,2,...,n; 0</,<?2<...<?J] 
where y^ is the cumulative number of errors detected upto time r^  or (0, 
ti^), then the likelihood unknown parameters, a and r in the NHPP model 
with m(t), is: 
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k=] 
m{t,)-m{t,_,) = a[\-e"^''*"* - 1 + e"^*^"-"] 
Where /o=0 and y^=Q. 
Taking the log of eqn. (3.17) 
n n n 
Z = l o g i ' = ^ ( y , - j , _ , ) \og[m{t,) - OT(/,_,)] - ^ [ m ( / J - m(?,_,)] - ^ log[(>;, - y,_,)! 
From equation (3.8), we get, 
= a[e-'''"^-'^-e-"'"^'] 3.18 
Taking the summation, we get, 
S ["^ ('-t) - "<t,_,)] = a/77(0 = 41 - e-'"'*'"' ] 
Thus, 
i = E(>'* -7 , , ) l og f l+2 : (> ' , - ; . , J . l o g [ e - " ' " - ' ] - a [ l - e - ^ < ' " ' ] - X l o g [ ( ^ . ->'.-,)'•] 
3.19 
The maximum likelihood estimate (MLE) of reliability growth 
parameters, a and r obtained by solving the following equations: 
Y^yk-yk-i) 
da~ 
— - ^ l + e-"'*'"'=0 
a 
^ a = — y j L — = Jji- 3.20 
dr e-^"^<''-''-e 
i:(>^.-y.-,)k^.)^""'^"'-^('*-,)^"^"''-"'] 
Letcl), =e-"'^"'',/: = l,2,...,« 
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••• aWm„ = ^ = 0 3.21 
Which can be solved by numerical method to get the value of a and r. If 
the sample size n of {t^,y^)is sufficiently large, then the maximum 
likelihood estimates (MLE) a and P asymptotically follow a bivariate s-
normal (BVN) distribution (Nelson (1982) Okumoto & Goel (1980)). 
r 
V J 
BVN 
^a^ 
r 
K J 
,1 , « — > oo 3.22 
The variance-covariance matrix H in the asymptotic properties of eqn. 
(3.22) is useful of the Fisher information matrix F, i.e. 'Z^F'^, given by 
the expectation of the negative of the second partial derivatives of L as: 
F = 
E 
E 
I '^' J 
dadr 
K ) 
E 
E 
K J-i 
a 
(A ~ y t-i) 
Where, 
and 
g, = W{t).e -rW(lt) 3.23 
/ * = ! - < -'•'»'('< 
Substitute the value of a and r in eqn. (3.23) and calculateF"'. The 
estimated asymptotic variance-co variance matrix is: 
'Var{a) Cov{a,f)^ 
E = F"' = 
Cov{a, r) Var{r) 
Z is useful in quantifying the variability of the estimated parameters. 
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3.5 Real Software Data Analysis & Comparison Criteria 
3.5.1 Comparison Criteria 
We choose two comparison criteria of estimation described as follow: 
(1) The Accuracy of Estimation Musa et al. (1987), Hou et al. (1994), 
Goel et al. (1979) and Kuo et al. (2001). 
(AE}=^^^'^ 3.24 
Where M^ is the actual cumulative number of detected errors during the 
test and after the test, and m is the estimated parameter a in Eqn. (3.14). 
(2) The mean of square fitting Errors 
^ [ O T ( ? J , ) - W 
. / 
{MSE) = ^  3.25 
K 
The lower MSE indicates less fitting errors and better performance Kapur 
etal. (1996). 
3.5.2 Actual Software Data Analysis 
The set of real data in table-3.1 is from the study by Obha (1984). The 
system is PL/1 data base application software, consisting of 
approximately 1,317,000 lines of code. During the nineteen weeks 
experiments, 47.65 CPU times were consumed and about 328 software 
errors were removed. The original data report gives that the total 
cumulative number of detected faults after a long period of testing is 358 
faults Hou et al (1994) & Obha (1984). In order to estimate the 
parameters a,^ and Q of the Pareto-testing function; we fit the actual 
testing-effort data into equations (3.1) and (3.2) and solve it by using the 
method of least squares. That is, we will minimize the sum of squares. 
Hence, we obtain the estimates through numerical procedures. These 
estimated parameters are; 
d =3874.124972, 
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13=0.000014157, 
and 0=45.038014 3.26 
The estimated Pareto test-effort functions are 
ff'(/)=3874.12497*0.0000141*45.03801(]+0.0000141.1)-'^"™''-' 3.27 
#(0=3874.12497(l-(l + 0.0000141.t)-'^ °™"-') 3.28 
Figure 3.1 and figure 3.2 Shows the fitting of the estimated testing-effort 
by using Equation (3.27) and (3.28). Here, the fitted curves are shown as 
a doted line and actual software data shown by solid line. Using the 
estimated parameters a, (3 andB , the other parameters a, r in eqn. (3.8) can 
be solved by maximum likelihood estimation (MLE) method. 
For these estimates, the optimality was numerically. These estimated 
parameters are: 
a=772.73317 
^=0.0128612 
Table 3.2 also summarizes the experimental resuhs of estimated 
parameters with their standard errors and 95% confidence bound. The 
estimated mean value function is 
m(0 = 772.73317[l -e-'""'«'*'^'"=""('-"^''»'""""""''J 3.29 
Where ff(/)=3874.12497(l-(l+ 0.0000141.1)-''°''""-') 
Similarly, we plotted a fitted curve of the estimated mean value function 
with the actual data in figure 3.3. Intensity function is shown by figure 
3.4. Also a regression analysis depends on test-effort and number of 
failure respectively in Table 3.3 and 3.4. From figures (3.1), (3.2), (3.3) 
and (3.4) the comparison criteria shows that our SRGM is better fit than 
the other models for PL/1 application program. 
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Table-3.1 Software Failure Data 
Times of 
Observation 
(in week) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
Current 
execution time 
(in CPU hr) 
2.45 
2.45 
1.96 
0.98 
1.68 
3.37 
4.21 
3.37 
0.96 
1.92 
2.88 
1.44 
3.26 
3.84 
3.84 
2.3 
1.76 
1.99 
2.99 
Cumulative 
execution 
time 
2.45 
4.9 
6.86 
7.84 
9.52 
12.89 
17.1 
20.47 
21.45 
23.45 
26.23 
27.67 
30.93 
34.77 
38.61 
40.91 
42.67 
44.66 
47.65 
Number of 
failure 
15 
29 
22 
37 
2 
5 
36 
29 
4 
27 
27 
22 
21 
22 
6 
7 
9 
5 
3 
Cumulative 
number of 
failure 
15 
44 
66 
103 
105 
110 
146 
175 
179 
206 
233 
255 
276 
298 
304 
311 
320 
325 
328 
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Table-3.2 Experiment result of different parameters 
Parameters 
a 
P 
e 
a 
r 
Estimate 
3874.12497 
0.000014 
45.03801 
772.73317 
0.01286 
Standard 
error 
47215.39951 
0.0035238 
11561.79945 
145.88334 
0.003051 
95% confidence interval 
lower 
-96228.05080 
-0.0074560 
-24464.88193 
464.94620 
0.0064242 
upper 
103966.30074 
0.004843 
24554.95795 
1080.52013 
0.01929839 
Table-3.3 Regression analysis depends on test-effort 
Source 
Regression 
Residual 
Uncorrected 
total 
(corrected total) 
Degree of 
freedom 
3 
16 
19 
18 
Sum of squares 
14954.25588 
31.33882 
14985.594 
3800.27821 
Mean squares 
4984.75196 
1.95863 
-
Table-3.4 Regression analysis depends on Number of failures 
Source 
Regression 
Residual 
Uncorrected 
total 
(corrected total) 
Degree of 
freedom 
2 
17 
19 
18 
Sum of squares 
953049.03471 
2659.96529 
955709.000 
196108.94737 
Mean squares 
476524.51736 
156.4855 
-
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Figure 3.1. Observed/Estimated cumulative Testing Effort vs Time 
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Figure 3.2. Observed/Estimated Current Testing Effort Function vs Time 
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Figure 3.3. Observed/Estimated Cumulative Number of failures vs Time 
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Figure 3.4. Observed/Estimated Current Testing Effort Function vs Time 
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3.6 Conclusion 
We have discussed a software reliability growth model based on NHPP, 
which incorporates Pareto testing-effort expenditure. We conclude that 
the Pareto-testing function can be used to represent a software reliability 
growth process for a wide range of testing effort curve and give a 
reasonable predictive capability for the real failure data. Regression 
analysis is also discussed. We observed that R is very close to 1. This 
slow that Pareto test effort function mean value function for error gives 
better fit in this case. Figures also represent the same result for fitting. 
Hence we conclude that Pareto Test consumption curve can be used in 
software reliability analysis. 
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CHAPTER-4 
SOFTWARE RELIABILITY GROWTH MODELS WITH A BURR 
TYPE HI TEST-EFFORT: A MODEL AND ITS APPLICA TION 
This chapter develops a software reliability growth model based on the non-
homogenous Poisson process incorporating the amount of test-effort 
expanded during the software testing phase. The time dependent behavior of 
test-effort expenditures is described by a Burr Type III curve. 
SRGMs proposed by most researchers incorporate the effect of testing 
effort in the software reliability growth and the software development effort 
can be described by the traditional Rayleigh, WeibuU or Exponential curve. 
However, in much software testing environment it is difficult to describe 
the testing-effort function by the above three consumption curves. Here, we 
will show that a Burr type III testing-effort ftinction can be expressed as a 
software development/test effort curve. Experiments have been performed 
based on real test/debug data set. The resuUs show that the SRGMs with a 
Burr type III testing-effort ftinction can estimate the number of initial faults 
better than previous approaches. 
4.1 Introduction 
A computer system consists of two major components: Hardware and 
Software. Although extensive research has been done in the area of 
hardware reliability, research has also been conducted to study the software 
reliability of computer systems since 1970. Software reliability is the 
probability that a given software will be fianctioning without failure in a 
given environment during a specified period of time. Hence, software 
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reliability is a key factor in software development process and software 
quality. The testing phase is an important and expensive part during the 
software development process which includes the following four phases: 
specification, design, programming and test-and-debug. Many resources are 
consumed by a software development project. It is assumed that the 
consumption rate of testing resource expenditures during the testing phase is 
a constant or even do not consider such testing effort. In reality software 
reliability models should be developed by incorporating different testing-
effort functions. Yamada et at (1986, 1993, 1990 and 1987) and Musa et at 
(1987) proposed a new and simple software reliability growth model which 
describes the relationship among the calendar testing, the amount of testing-
effort, and the number of software errors detected. 
Software reliability has been often studied in terms of software reliability 
growth models, based on observed software error data during the software 
testing phase. Software reliability growth models are concerned with the 
relation between the cumulative number of errors detected by software 
testing and the time span of the software testing. Software reliability growth 
models can estimate the expected initial error content of a software system, 
the expected number of remaining errors at an arbitrary testing time point, 
the software reliability, and so on. Several software reliability growth 
models have been proposed and investigated. For example, Goel & 
Okumoto (1979), Jelinski & Moranda (1972), Littlewood (1980), Moranda 
(1979), Musa (1980) and Yamada et at (1984). 
In general appreciable testing resources are spent on software testing in 
software development. The consumption cure of testing resources over the 
testing period can be thought of as a testing-effort curve. Testing-effort is 
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measured by: the number of executed test cases, the amount of man-power, 
and the CPU time spent during the testing phase, and so on. However 
existing software reliability growth models do not consider such testing-
effort; that is, they assume that testing-effort is constant over the testing 
period. We should consider the effect of testing-effort on software reliability 
growth in order to develop more realistic software reliability growth models. 
Parameters are estimated by least square and maximum likelihood 
estimation method. 
4.2 Burr Type III testing-effort function 
Since actual testing-effort data express various expenditure patterns, 
sometimes the testing-effort expenditures are difficult to be described by 
only a Exponential or Rayleigh curve. Although the Weibull-type curve can 
fit the data well under the general software development environment, it will 
have an apparent peak phenomenon when the shape parameter m>3. To over 
come with this difficulty consider Burr type III test-effort function. The Bun-
type III testing-effort function has the following form: 
The cumulative testing-effort consumption in time (0, t] is 
W{t) = a[\ + {/^.ty^\'" a>0,/?>0 4.1 
and the current testing effort consumption curve is given as 
wit)^aj3mS(/].ty^-'[\ + i/].ty^]""~' a >0,/] >0,m>0,S >0 4.2 
Where a,p,mandd are constant parameters, a is the total amount of test-
effort expenditure, p is the scale parameter, and m and<^ are shape 
parameters. 
The divergence between the Weibull-type curve and W(t) is concentrated in 
the earlier stages of software development where progress is often least 
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visible and formal accounting procedures for recording the amount of testing 
effort applied may not have been instituted. It is possible for us to judge 
between these models using some statistical test of their relative ability to fit 
actual failure data such as adjusting the origin and scales linearly (Parr 
(1980)). 
4.2.1 Least square estimation of parameter 
The parameters a,p,mand5 in the Burr type III testing-effort functions 
defined by eqn. (4.1) or eqn. (4.2) can be estimated by least-squares method 
discussed by Draper & Smith (1981). The estimators for a,p,mandd are 
investigated for testing-effort w^ spent at testing time t^ (k = 1, 2,...,n). 
Then, based on the usual procedures, the least-squares estimators 
a,p,mand5 be obtained by minimizing the following equation: 
n 2 
Minimize, ^{a,p,m,S)=Y]^ogW^ -\oga + m\o^ + {p.t,y^'\ 
k=\ 
Differentiating the above equation with to a, (3,m and 5, we have the 
following non-linear equations: 
da k=\ 
k=\ k=\ 
.•.n(loga) = Xlog^,+^tlog[l + (M)" ' ] 4.3 
ds 
= 22[log^,-loga + mlog[l + ( M ) i 
C'P k=\ 
1 
m. J .~S{/3.t,)-'-'.t, =0 
i + ( M ) " ' ; 
.-. f^[\ogW, -\oga + m\og(l + {j3.t,r')] 
k=\ 1 + (M)" 
= 0 4.4 
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ds 
dm 
= f^2{\ogW,-[oga + m\og[\ + i/].t,)-'}\og(\ + ij3.t,r')=0 
k=\ 
.-.XllogW. -loga + mlog[l+ (/;.(.)-ilog(l+ (/;.(,)-')=:0 4.5 
OO i^i [ + {p.t/^) 
J][\ogW,-\oga + m\og(\ + {/].t,y')] 
k=i 
>;'iog(M) 0 4.6 
These non-linear equations can be solved numerically to 
estimate a, /?, m and 5. 
4.3 Software reliability growth model 
A number of SRGMs have been proposed on the subject of software 
reliability. Among these models, Goel and Okumoto (1979) used an NHPP 
as the stochastic process to describe the fault process, Lyu (1996), Huang et 
at (2002). Berman et at (1998) and Boehm (2000) modify the G-0 model 
and incorporate the concept of testing-effort in an NHPP model to get a 
better description of the software fault detection phenomenon. We also 
propose a new SRGM with the Burr type III testing-effort function to predict 
the behavior of failure occurrences and the fault content of a software 
product. Based on our past experimental results, this approach is suitable for 
estimating the reliability of software application during the development 
process. 
4.3.1 Model Description 
Based on the assumptions given below, if the number of detected errors due 
to the current testing-effort expenditures is proportional to the number of 
remaining errors using the Burr type III test effort ftanction in equation(l). 
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we have the following differential equation : 
^^/w(t) = r[a~m(t)l a>0,0<r<l 4.7 
dt 
Where a is the initial error content in the system & r is the error detection 
rate per error (per unit test-effort expenditures at testing time t). Solving the 
differential eqn. (4.7), we get 
m{t) = a{l~e"''^'^) 4.8 
Substituting (4.1) for W(t) in eqn.(4.8), the equation (4.8) can be explicitly 
rewritten as: 
m(0 = flfl-e-'--l'^*^'^"^"'l 4.9 
From equation (4.8), we have the following important relationship between 
m(t) & W(t) 
Pf(0 = -log 
r 
^ a ^ 
V 
4.10 
,.>^,,,-^„l-M!^l)Lf:l „=o.l.2,. 
a-m{t) 
For stochastic modeling of a software-error detection phenomenon, let 
[N(t),t>0] be a counting process representing the cumulative number of 
errors detected by testing time t. Defining the mean value of N(t) based on 
an MIPP by m(t) in (4.8) yields a software reliability growth model 
incorporating the Burr type III test-effort ftinction under the assumptions of 
Goel and Okumoto (1979) and Yamada (1991) by an NHPP as : 
n\' 
= Poim m(n; m(t)) 4.11 
where m(t) is called mean value function of the NHPP (Yamada et al. (1985, 
1993)) and Poim (n; m(t)) is a Poisson pmf with parameter m(t). The 
intensity function of the NHPP is given by: 
X(t)J-^^a.r.w{t)e-^''^ 4.12 
dt 
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which means the instantaneous error detection rate. From equation (4.11), 
we can show that the limit distribution of N(t) is a Poisson distribution with 
the following mean : 
m{oo) = ai\-e-'") 4.13 
The equation (4.13) implies that even if a software system is tested during 
an infinitely long duration, all errors remaining in the system can not be 
detection (Yamada et al. (1986, 1993)). Thus the mean number of 
undetected errors d(t) is a test is applied for an infinite amount of time is : 
a - m(oo) = fl - a(l - e~™) 
^ d{t) = flg-™ 
Assumptions 
1. The error removal process follows the Non Homogeneous Poisson 
Process (NHPP). 
2. The software system is subject to failures at random times caused by 
errors remaining in the system. 
3. The mean number of errors detected in the time interval (t, t +At] by 
the current test-effort is proportional to the mean number of remaining 
errors in the system. 
4. The proportionality is a constant over time. 
5. The consumption curve of testing-effort function is described by Burr 
Type III. 
6. Each fime a failure occurs, the error which caused it is immediately 
removed, and no new errors are introduced. 
4.3.2 Software reliability measures 
Let N(t) represent the number of errors remaining in the system of testing 
time t. Based on the NHPP model with m(t), given by in equation (4.8), two 
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quantitative measures for software reliability assessment can be derived 
Goel & Okumoto (1979) and Yamada (1991). The expectation of N{t) and 
its variance are given by: 
r(t) = E[N{t)] = £[(oo) - A^ (0] = E[N{oo)] - E[N{t)] 
= m(oo) - m(t) - ale^"'^''^ - e"''^ '"' ] 
=Yav[ N{t)] AAA 
The software reliability representing the probability that a software failure 
does not occur in the time interval (t, t+x) is given by: 
R = R{xlt) = e^ "'('^ -^ >-'"^ "i = ^-1^-'""'--" ""'1 4.15 
The instantaneous mean time between failures (MTBF) at arbitrary testing 
time can be defined as a reciprocal of the instantaneous error detection rate 
in equation (4.12) Yamada (1985). Then, the instantaneous MTBF is given 
by: 
1 1 
MTBF{t): X{t) a.r.w{ty'^^'^ 
1 \^p.tr\ 
a.r.fi.m.S{p.t) 'S-m+p.1) -^4+p.trY 4.16 
4.4 Maximum likelihood estimations 
The reliability growth parameters a and r in the NHPP model with m(t) in 
eqn. (4.7) can be estimated by the method of maximum-likelihood 
estimation. Let the estimated parameters d,p,mand5 in the Burr type III 
test-effort function in eqn. (4.1) have been obtained by the method of least-
squares estimation. The a and r are determined for then observed data pairs 
(/^,;;j(k = l,2,...,n). Then, the joint/im/, the log-likelihood function, for the 
unknown parameters a and r in the NHPP model with m(t) in eqn. (4.7), is 
given by : 
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lnL = Y,{y, ~y,_,).\na+^{y, ->',_,).ln(exp[-rfF(?,., )]-exp[-r^(/,)]) 
k=\ k=i 
- a(l - exp[- rWit,_,)])- ^ H i y ^ - J^ .-i )1 4.17 
k=\ 
IQ =0 and yQ =0 
The usual calculus methods for an interior maximum result in 
yn = a-fn, 
no =vi-^*~->''t-lX^'i~^'^-l) 
k=\ 
4.18 
4.19 
ifk-fk-^) 
A =l-exp[-rff(/ ,)l 
g,^W{t,).txp[-rW{t,)\ ik = \,2,...,n) 4.20 
which can be solved numerically to estimate value of a and f. 
If the sample size n of the observed data is sufficiently large, the maximum-
likelihood estimates (MLE) a and f asymptotically follow a bivariate s-
normal distribution (Nelson (1982) Okumoto & Goel (1980)). 
^a^ 
Kn 
BVN 
' a^ 
.1 
VO 
.(«—> co) 4.21 
The variance-covariance matrix Z in the asymptotic properties of (4.21) is 
useful in qualifying the variability of the estimated parameters a and f 
Nelson (1982), and is the inverse of F 
F 
^ d'\nL^ ^ d'lnL^ 
da~ dadr 
E 
a 
Sn 
d'lnL 
dadr 
J 
dr' 
on 
n 
aY^igk-gk-^y 
k=\ 
\Jk Jk-\) 
4.22 
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Where, 
and 
g, = W{t).e -rlV{l, 4.23 
A = l - ^ -rW{l,) 
Substitute the value of a and r in (4.23) and calculateF'. The estimated 
asymptotic variance-covariance matrix is: 
^Var{a) Cov{a,r)^ 
E = F"' = 
^Cov(a,r) Var{r) ^ 
E is useful in quantifying the variability of the estimated parameters. 
4.5 Real Software Data Analysis & Comparison Criteria 
4.5.1 Comparison Criteria 
To check the performance of our software reliability growth model and to 
make their comparison with the other existing SRGM, we use two types of 
comparison criteria: 
(1) The Accuracy of Estimation Musa et al. (1987), Hou et al. (1994), Goel 
et al. (1979) and Kuo et al. (2001). 
M„-m {AE) = M. 4.24 
Where M^ is the actual cumulative number of detected errors during the test 
and after the test, and m is the estimated parameter. 
(2) The mean of square fitting Errors 
n 
YXm{t,)-m,f 
(MSE) = k=\ 4.25 
The lower MSE indicates less fitting errors and better performance (Kapur & 
Garg(1996)). 
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4.5.2 Actual Data Analysis 
The set of real data used is given in Table 1. In this paper we use System TI 
data of the Rome Air Development Center (RADC) projects and cited from 
Musa et al. (1987). The number of object instructions for the system TI 
which is used for a real-time command and control application. In this case, 
the size of the software is approximately 21,700 object instructions. The 
software was tested for 21 weeks with 9 programmers. During the test 
phase, about 25.3 CPU Hours were used and 136 faults were detected. 
In order to estimate the parameters a,l3,mand5 of the Burr Type III 
distributed function; we fit the actual testing-effort data into equations (4.1) 
and (4.2) and solve it by using the method of least squares. That is, we will 
minimize the sum of squares given in equation (4.3). Hence, we can find the 
estimates only through numerical procedures. The estimated values of 
parameters of the Burr Type III testing effort function are: 
a =27.54330, A= 0.0528876, ^=0.405062, and S= 13.56046 4.26 
The estimated Burr Type III test-effort functions are 
w{t) = 27.5433 * 0.0528876 * 0.405062 * 13.56046(0.0528876.0'" '^""'"' 
*[l +(0.0528876.0-'"""'']"'"°'°'""' 4.27 
Wit) = 27.5433[l + (0.052887)-'^  ^ "^^^ P " " ' 4.28 
Figure 1 and Figure 2 shows the fitting of the estimated testing-effort by 
using Equation (4.27) and (4.28). Here, the fitted curves are shown as a 
doted line and solid line is actual software data. Using the estimated 
parameters a,(3,mandS, the other parameters a, r in (4.8) can be solved 
MLE method. 
For these estimates, the optimality was checked numerically. 
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These estimated parameters are 
a=134.14062andr=0.153455 
Table 4.2 summarizes tlie experimental results of estimated parameters with 
their standard errors and 95% confidence bound. The estimated mean value 
function is 
2(/) = 134.1406lfl-^"'"'''""'''['^ ^°"'''^ '^ ""'"^""^^^ 4.29 mi 
Where W(t) = 27.5433o[l + (0.05288.0-''"''°']""'"'"'' 
Table 4.3 and 4.4 shows regression analysis depends on test-effort and 
number of failure respectively. Similarly, we plotted a fitted curve of the 
estimated mean value function with the actual software data in Figure 4.3. 
Intensity function also given in Figure 4.4 fitted well in this experiment. 
Also a comparison Table of the estimates of our model along with other 
models with initial faults a and MSB is given in Table 5. From Figures (4.1), 
(4.2), (4.3) and (4.4) and the comparison criteria in Table 4.5 shows that our 
SRGM is better fit than the other models for debugging data. Kolmogorov 
Smirnov goodness-of-fit test shows that our proposed SRGM described by 
an NHPP with m{t) in (4.29) fits pretty well at the 5 % level of significance.) 
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Table-4.1 Software Failure Data (system TI) 
Times of 
Observation 
(in week) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
Current 
execution time 
(in CPU hr) 
0.00917 
0.01000 
0.00300 
0.02300 
0.04100 
0.00400 
0.02500 
0.30200 
0.97300 
0.02000 
0.45000 
0.25000 
0.94000 
1.34000 
3.32000 
3.56000 
2.66000 
3.77000 
3.40000 
2.40000 
1.80000 
Cumulative 
execution 
time 
0.00917 
0.01917 
0.02217 
0.04517 
0.08617 
0.09017 
0.11517 
0.41717 
1.39017 
1.41017 
1.86017 
2.11017 
3.05017 
4.39017 
7.71017 
11.27017 
13.93017 
17.70017 
21.10017 
23.50017 
25.30017 
Number of 
failure 
2 
0 
0 
1 
1 
2 
1 
9 
13 
2 
11 
2 
11 
14 
18 
12 
12 
15 
6 
3 
1 
Cumulative 
number of 
failure 
2 
2 
2 
3 
4 
6 
7 
16 
29 
31 
42 
44 
55 
69 
87 
99 
111 
126 
132 
135 
136 
120 
Table-4.2 Experiment result of different parameters 
Parameters 
a 
P 
m 
8 
a 
r 
Estimate 
27.54330 
0.05288 
0.0405062 
13.56046 
134.1406112 
0.153455 
Standard 
error 
1.670201 
0.000088 
3.75230 
0.138939 
5.4235 
0.01866 
95% confidence interval 
lower 
24.01948 
0.0510222 
5.642788 
0.01119295 
122.70776 
0.144393 
upper 
31.067121 
0.054753 
21.47713 
0.698199 
145.57346 
0.19251 
Table-4.3 Regression analysis depends on test-effort 
Source 
Regression 
Residual 
Uncorrected 
total 
(corrected total) 
Degree of 
freedom 
4 
17 
21 
20 
Sum of squares 
2369.05331 
2.94670 
2372.0004 
1447.35951 
Mean squares 
592.26333 
0.17334 
-
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Table-4.4 Regression analysis depends on Number of failures 
Source 
Regression 
Residual 
Uncorrected 
total 
(corrected total) 
Degree of 
freedom 
2 
19 
21 
20 
Sum of squares 
112046.03571 
1331.96429 
213378.000 
51709.23810 
Mean squares 
56023.0178 
70.10338 
-
Table-4.5 Comparison results 
Model 
Equation (4.9) of Burr Type III 
Model 
G-OModel(Ohba(1984)) 
Exponential Model (Musa et. al 
(1987)) 
Equation(4.8) with Rayleigh 
function 
Delayed s-shaped Model (Huang & 
Kuo(1997)) 
a 
134.140612 
142.32 
137.2 
866.94 
237.196 
r 
0.153455 
0.1246 
0.156 
0.00962 
0.0963446 
MSE 
63.427 
2438.3 
3019.66 
89.2409 
245.246 
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4.6 Conclusion 
In this paper, test effort function representing the time dependent behavior 
of test effort spent during software testing phase have been described by 
Burr Type-Ill curve. In Burr Type-Ill testing effort function the proposed 
software reliability growth model fits the real software data set fairly well 
and in could give us reasonable description of resource consumption 
behavior. Comparison study shows that Burr Type-Ill model gives minimum 
error percentage rather than, G-0, Exponential Rayleigh and Delayed S-
shaped model. From figure we also conclude that our model fit better as 
compare to other models. 
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CHAPTERS 
Non-homogeneous Software Reliability Growth Models with a Burr 
Type X Testing-Effort 
This chapter presents a reahstic software reliability growth process. The 
software reliability assessment measure and the estimation methods of 
parameters are investigated. We know that actual test effort data expresses 
various consumption pattern, sometimes the test effort consumption are 
difficult to describe only by Exponential, Weibull, Pareto, Burr type III & 
Logistic curve. Therefore, we try to incorporate a Burr type X test effort 
functions instead of above consumption function as the test effort function 
during the software development process. 
5.1 Introduction 
Generally, a lot of development resources are consumed by software 
development projects. During software testing phase, software reliability is 
highly related to the amount of development resources spent on detecting 
and correcting latent software errors, i.e. the amount of test-effort 
expenditures. The test-effort is measured by the following: the man-power 
spent during the testing phase, the number of CPU hours, the number of 
executed test cases, and so on. Yamada et al. (1984) proposed software 
reliability growth models incorporating the effect of test-effort expenditures 
on the software reliability growth in order to develop a realistic model for 
software reliability evaluation since the existing models ignore it, i.e. 
assume that the amount of test-effort expenditures is constant over the 
testing period. They described the time-dependent behavior of test-effort 
expenditures by using Burr type X curve. 
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Software reliability is the probability that a given software ftanctions 
correctly under a given environment during a specified period of time. It is a 
key software-quality factor. Software reliability represents a customer-
oriented view of software quality, ft relates to practical operation rather than 
simply the design of a program. Therefore, it is dynamic rather than static. 
The aim and objective of software (reliability) engineers is to increase the 
probability that a designed program works as intended by the customers. 
Hence, measuring and computing the reliability of software systems are very 
important. They can be used for planning and controlling all testing 
resources during development, and can assure us about the correctness of 
software. A common approach ft)r measuring software reliability is by using 
an analytic model whose parameters are generally estimated fi^om available 
data on software failures. However, research activities in SRE have been 
conducted over the past 2 decades extensively, and many SRGM have been 
proposed Lyu (1996). SRGM are successful for estimating software 
reliability and the number of faults remaining in the software systems. 
5.2 Burr type X Testing-Effort Function 
The current test effort consumption at testing time t is given by Burr Type X 
curve as: 
w{t) = a.2Sj3.t.e-^''{l-e-^''J'' 5.1 
Where a is the total amount of test-effort consumption required by software 
testing, /? is the scale parameter and S is the shape parameter. 
The integral form of (1) is called the cumulative test- effort consumption in 
the time (0, t] and is given by 
W(t) = jw{x)dx = a(l -e"^'')' 5.2 
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5.2.1 Least Square Estimation of Parameter 
The parameters a,[5andS in the testing-effort functions (5.1) can be 
estimated by least-squares Draper and Smith (1981). The estimators for 
a, j3 and Save investigated for testing-effort ^^ spent during (0,/J (k = 1, 
2,...,n). Then based on the usual procedures, the least-squares estimators 
a,pandS for (5.1) & (5.2) are for n transformed data pairs 
(/,,ln^,)(k=l,2,...,n) 
Equation (5.2) can be transformed as 
\nW{t) = \na + S\rv{[-e-'"'] 
From the above equation the least-squares estimates a, (i and 5 of parameters 
a,pandS can be obtained by minimizing the following sum of squares 
k=\ 
Differentiating S{a,p,5) with respect to a,pand8, equating the partial 
derivatives equal to zero, we have the following non-linear normal equation: 
— = 22]{ln^,-lna-^ln(l-e-^' ' ' |(-l/a) = 0 
da ^^1 
.-. Y\\nW,-\na-dln(l-e'"''^)} = 0 
k=\ 
k=\ k=\ 
A=l k=\ 
.-. j ; {in ^ , - In a - ^ ln(l - e "^'''I ln(l - e "^ '''^ ) = 0 
k=\ 
^^ 22;{ln^,-ln«-^ln(l-e-^''^)[-^- ^ 
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— = 2f^{\nW,-\na-S\n(\-e-'"^)}\n(\~e-^'^)=0 
do i-^ i 
••.Y,{\nW, - Ina -^ln(l -e"^'* |ln(l-e"^'* )= 0 5.5 
jt=i 
5.3 Software Reliability Growth Model 
5.3.1 Model Description 
A number of SRGMs have been proposed on the subject of software 
reliability. Among these models, Goel and Okumoto used an NHPP as the 
stochastic process to describe the fault process Lyu (1996). Huang et al 
(2002), Berman et al (1998) and Boehm (2000) modify the G-0 model and 
incorporate the concept of testing-effort in an NHPP model to get a better 
description of the software fault detection phenomenon. We also propose a 
new SRGM with the Burr type X testing-effort function to predict the 
behaviour of failure occurrences and the fault content of a software product. 
Based on our past experimental results, this approach is suitable for 
estimating the reliability of software application during the development 
process. 
Assumptions 
(l)The fault removal process is modeled by an NHPP. 
(2) The software application is subject to failures at random times caused by 
the remaining faults in the system. 
(3)The mean number of faults detected in the time interval (t, t +At) by the 
current testing-effort is proportional to the mean number of remaining 
faults in the system at time t, and the proportionality is a constant over 
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time. 
(4) Testing effort expenditures are described by the Burr type X testing-
effort function. 
(5) Each time a failure occurs, the corresponding fault is immediately 
removed and no new faults are introduced. 
(6) The hazard rate for software occurring initially after the testing is 
proportional to the elapsed time r and the remaining faults. 
With these assumptions, if the number of faults detected by the current 
testing-effort expenditures is proportional to the number of remaining faults, 
then we obtain the following differential equation: 
^^/w{t) = r[a~mit)l a>0,0<r<\ 5.6 
8t 
where m{t) is the expected mean number of faults detected in time (0, t). 
Wj^it) is the current testing-effort consumption at time t, a is the expected 
number of initial faults, and r is the fault detection rate per unit testing-effort 
at testing time t and r > 0. 
Solving Eqn. (5.1) under the boundary condition m(0)=0 (i.e., the mean 
value function m(t) is equal to zero at time 0), we have 
m{t) = a(\-e-'''^'^) 5.7 
Substituting equation (5.1) for JV(t) in (5.7) we get 
m(t) = a \-e 5.8 
From equation (5.7), we have the following important relationship between 
m(Oand W(t) 
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Wit) =-log 
r 
f 
a 
a-m{t) 5.9 
For stochastic modeling of a software error detection phenomenon, let 
[N(t), t > 0] be a counting process representing the cumulative number of 
errors detected by testing time t. Defining the expected value of N(t) by m{t) 
in (5.7), we can describe a software reliability growth model incorporating 
the Pareto test-effort function by an NHPP as 
Vr{N{t) = n}J^^'^^-' n=0,l,2, 5.10 
-in ^-m{i) 
n\ 
= Poim m(n; m(t)) 
where m{t) is called mean value function of the NHPP (Goel and Okumoto 
(1979) and Yamada and Osaki (1985)) and Poim {n; m{t)) is a Poisson pmf 
with parameter with the intensity function of the NHPP is given by: 
a ^ ^ ,^„) 5.11 
dt 
which means the instantaneous error detection rate. From (5.10), we can 
show that the limit distribution of N(t) is a Poisson distribution with the 
following mean 
m(oo) = a(l-e"™) 5.12 
The equation (5.12) implies that even if a software system is tested during 
an infinitely long duration, all errors remaining in the system can not be 
detected (Yamada et al. (1986)). Thus, the mean number of undetected 
errors d(t) if a test is applied for an infinite amount of time is : 
a-m{co) = a-a([-e~'") 
=> d{t) = ae'"" 
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5.3.2 Software reliability measures 
Let N(t) represent the number of errors remaining in the system of testing 
time t. Based on the NHPP model with m(t), given by in equation (5.7), two 
quantitative measures for software reliability assessment can be derived 
Goel & Okumoto (1979) and Yamada (1991). The expectation of N(t) and 
its variance are given by 
r{t) = E[N{t)] = Elico) - N{t)] = E[NM] - E[N{t)] 
=Var[ N{t)] 5.13 
The software reliability representing the probability that a software failure 
does not occur in the time interval (t, t + x) is given by 
R = Rix/t) = e^ "'^ '"*-"""' = g-[^-"<"--""-') 5.14 
The instantaneous mean time between failures (MTBF) at arbitrary testing 
can be defined as a reciprocal of error detection rate in equation (5.11) 
(Yamada (1985)). Then the instantaneous MTBF is given by 
MTBF{t) = -^ = ^—-— 5.15 
5.4 Maximum Likelihood Estimation of Model Parameters 
The reliability growth parameters a and r in the NITPP model with m(t) in 
(5.7) can be estimated by the method of maximum-likelihood. Let the 
estimated parameters in the Burr type III test-effort function in (5.1) have 
been obtained by the method of least-squares. The d and r are determined 
for the n observed data pairs {t,^,y^)(k=l,2,...,n) Then, the joint/?m/ the log-
likelihood fianction, for the unknown parameters a and r in the NHPP model 
with m(t) in (5.7), is 
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The usual calculus methods for an interior maximum result in 
n n 
ln^ = Z(>'* -;^*-i)-ln«+Z(>^* -j,,,).ln(exp[-rff(?,.,)]-exp[-r^(/,)]) 
k=i k=\ 
- a{\ - exp[- rW{t,^,)])- ^ ln[(j;, - y,^, ) \ 5.16 
k=\ 
/() = 0 and 7o = 0 
The usual calculus methods for an interior maximum result in 
^„ _y(yk-yk-\)igk~gk~i) 
4=1 
5.17 
5.18 
5.19 
which can be solved numerically. 
If the sample size n of the observed data is sufficient large, the maximum-
likelihood estimates a and r asymptotically follow a bivariate s-normal 
distribution. 
^a^ 
VO 
BW 
^a^ 
VO 
(«^oo) 5.20 
The Z in the asymptotic properties of (5.20) is useful in quantifying the 
variability of the estimated parameters a and r (Nelson (1982)), and is the 
inverse of F 
E 
E 
[ da' ) 
( d'\nO 
^ dadr ) 
E 
E 
( d'\nL~S 
^ dadr j 
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a 
S n 
cm 
n 
k^\ 
Uk Jk'\) 
5.21 
Where, 
and 
gk = W{t).e ->•»'('k) 5.22 
Substitute the value of a and r in (5.21) and calculate F~^. The estimated 
asymptotic variance-covariance matrix is 
''Var{a) Cov{a,f)^ 
1 = F' = 
Cov{a,r) Var{r) 
5.5 Real Software Data Analysis & Comparison 
5.5.1 Comparison Criterion 
To check the performance of our software reliability growth model and to 
make their comparison with the other existing SRGM, we use two types of 
comparison criteria: 
(l)The Accuracy of Estimation Musa et al (1987), Hou et al. (1994), Goel 
et al. (1979) and Kuo et al. (2001). 
M„ -m (AE) = M„ 5.23 
where M^ is the actual cumulative number of detected errors during the test 
and after the test, and m is the estimated parameter. 
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(2) The Mean of Square fitting Errors 
n 
(MSE) = ^  5.24 
The lower MSE indicates less fitting errors and better performance (Kapur 
&Garg(1996)). 
5.5.2 Actual Data Analysis 
First Data Set: The first set of real data (Table 5.1) is the pattern of 
discovery of errors by Tohma et al. (1989). The debugging time and the 
number of detected faults per day are reported. The cumulative number of 
discovered faults up to twenty two days is 86 and the total consumed 
debugging times is 93 CPU hours. All debugging data are used in this 
experiment. In order to estimate the parameters a, p and 5 of the Bun-
Type X distributed function. We fit the actual testing-effort data into 
equations (5.1) and (5.2) and solve it by using the method of least squares. 
That is, we will minimize the sum of squares given in equation (5.3). Hence, 
we can find the estimates only through numerical procedures. The estimated 
values of parameters of the Burr Type X testing-effort function are 
a=119.838 
/? =0.00300 
(^=0.93381 5.25 
The estimated Burr Type X test-effort functions are 
w{t) = 2* 119.838*0.003*0.93381 *t*e^""""' *(1 -e"'""''' f''''' 5.26 
W{t) = \\9.%l>%\-e-'''"'f''''' 5.27 
Figure 5.1 and Figure 5.2 shows the fitting of the estimated testing-effort by 
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using Equation (5.26) and (5.27). Here, the fitted curves are shown as a 
doted Une and solid line is actual software data. Using the estimated 
parameters a ,[5 and 5 the other parameters a, r in (5.7) can be solved by 
MLE method. 
For these estimates, the optimality was checked numerically. 
These estimated parameters are 
a = 94.61466 r=0.2540 
Table 5.2 summarizes the experimental results of estimated parameters with 
their standard errors and 95 % confidence bound. Table 5.3 & 5.4 shows 
regression analysis depends on test effort & number of failures respectively. 
The estimated mean value function is 
w(0 = 94.6146 \-e 
-0.0254*119.8381 l-e"'"""^ 
5.28 
•0.003r X 0.93381 Where ^(0 = 119.838(1-e^"""" ) 
Similarly, we plotted a fitted curve of the estimated mean value ftinction 
with the actual software data in Figure (5.3). Intensity function in given in 
figure 5.4 also fitted well for this model. Also a comparison Table of the 
estimates of our model along with other models with initial faults a and 
MSB is given in Table 5.5. From Figures (5.1), (5.2), (5.3) and (5.4) and the 
comparison criteria in Table 5.5 shows that our SRGM is better fit than the 
other models for debugging data. Kolmogorov Smimov goodness-of-fit test 
shows that our proposed SRGM described by an NHIPP with w(/)in (5.28) 
fits pretty well at the 5 % level of significance. 
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Table 5.1 First Software Failure Data set 
Debugs 
Days 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
Debugs 
Times(CPU 
Hours) 
1 
2 
2 
3 
4 
4 
2 
4 
5 
7 
7 
4 
2 
3 
17 
3 
5 
2 
4 
4 
4 
4 
Cumulated 
Debug Times 
(CPU Hours) 
1 
3 
5 
8 
12 
16 
18 
22 
27 
34 
41 
45 
47 
50 
67 
70 
75 
77 
81 
85 
89 
93 
Detected 
Faults 
1 
5 
8 
5 
3 
8 
4 
3 
9 
8 
11 
3 
0 
0 
8 
3 
1 
0 
3 
1 
0 
2 
Cumulated 
Detected faults 
1 
6 
14 
19 
22 
30 
34 
37 
46 
54 
65 
68 
68 
68 
76 
79 
80 
80 
83 
84 
84 
86 
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TabIe-5.2 Computational Results of different parameters 
Parameters 
a 
P 
9 
a 
r 
Estimate 
119.838498 
0.00300299 
0.933819906 
94.6146629 
0.025404636 
Standard 
error 
10.579388 
0.0006731 
0.0749064 
2.542218 
0.0015728 
95% confidence interval 
lower 
97.69558312 
0.001594089 
0.777038876 
89.31168 
0.022123 
upper 
141.98141289 
0.004411893 
1.090600936 
99.91763 
0.028685 
Table-5.3 Regression analysis depends on test-effort 
Source 
Regression 
Residual 
Uncorrected 
total 
(corrected total) 
Degree of 
freedom 
3 
19 
22 
21 
Sum of squares 
62788.76345 
117.23655 
62906.00 
20489.81818 
Mean squares 
20929:58782 
6.17034 
-
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Table-5.4 Regression analysis depends on Number of failures 
Source 
Regression 
Residual 
Uncorrected 
total 
(corrected total) 
Degree of 
freedom 
2 
20 
22 
21 
Sum of squares 
80701.78211 
144.2178 
80846.21789 
17125.27273 
Mean squares 
40350.89106 
7.21089 
-
Table-5.5 Comparison results 
Model 
Equation (5.8) of Burr Type X 
Modal 
G-0 Modal (Obha (1984)) 
Eqn. (5.7) with Weibull 
Function 
Eqn.(5.7) with Rayleigh 
Function 
Delayed s-shaped Model 
(Huang &Kuo( 1997)) 
Logistic Function (Kuo et al. 
(2001)) 
a 
94.614662 
137.072 
87.0318 
86.1616 
88.6533 
88.8931 
r 
0.025405 
0.0515445 
0.0345417 
0.0359624 
0.228148 
0.0390591 
MSE 
6.549 
25.33 
7.772 
3.91643 
6.31268 
25.2279 
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Second Data Set: The second set of real data (Table 5.6) is the System TI 
data of the Rome Air Development Center (RADC) projects and cited from 
Musa et at. (1987). The number of object instructions for the system TI 
which is used for a real-time command and control application. In this case, 
the size of the software is approximately 21,700 object instructions. The 
software was tested for 21 weeks with 9 programmers. During the test 
phase, about 25.3 CPU Hours were used and 136 faults were detected. 
In order to estimate the parameters a ,p and ^  of the Burr Type X distributed 
function; we fit the actual testing-effort data into equations (5.1) and (5.2) 
and solve it by using the method of least squares. That is, we will minimize 
the sum of squares given in equation (5.3). Hence, we can find the estimates 
only through numerical procedures. The estimated values of parameters of 
the Burr Type X testing-effort function are 
a =33.8474479 
/? =0.007348 
^=6.8221194 5.29 
The estimated Burr Type X test-effort fiinctions are: 
w{t) = 2*33.8474*0.0073483*6.8221 */*g-o""™'' *(i-^-O-O^A,'ysim-i ^ ^0 
#(0 = 33.84744(1-e-"""™'^ )"^ '^" 5.31 
Figure 5.5 and 5.6 shows the fitting of the estimated tesfing-effort by using 
Equafion (5.30) and (5.31). Here, the fitted curves are shown as a doted line 
and solid line is actual software data. Using the esfimated parameters a,/3 
SLudSthe other parameters a, r in (5.7) can be solved by MLE method. 
For these estimates, the optimality was checked numerically. 
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These estimated parameters are 
a =134.107198 r=0.151972 
Table 5.7 summarizes the experimental results of estimated parameters with 
their standard errors and 95 % confidence bound. Table 5.8 & 5.9 shows 
regression analysis depends on test effort & number of failures respectively 
which well fits for this model. The estimated mean value function is 
7 (^0 = 134.10719 1-e 
/ J ^6822119 
-0.15197*33.84744 l-e""""™' 
5.32 
Where W(t) = 33.84744(1 -e"""""^'' f'"" 
Similarly, we plotted a fitted curve of the estimated mean value function 
with the actual software data in Figure 5.7. Intensity function is given figure 
5.8 also well fits in this case. Also a comparison Table of the estimates of 
our model along with other models with initial faults a and MSE is given in 
Table 5.10. From Figures (5.5), (5.6), (5.7) and (5.8) and the comparison 
criteria in Table 5.10 shows that our SRGM is better fit than the other 
models for debugging data. Kolmogorov Smimov goodness-of-fit test shows 
that our proposed SRGM described by an NHPP with m(t) in (5.32) fits 
pretty well at the 5 % level of significance. 
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Table-5.6 Software Failure Data set 
Times of 
Observation 
(in week) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
Current 
execution time 
(inCPUhr) 
0.00917 
0.01000 
0.00300 
0.02300 
0.04100 
0.00400 
0.02500 
0.30200 
0.97300 
0.02000 
0.45000 
0.25000 
0.94000 
1.34000 
3.32000 
3.56000 
2.66000 
3.77000 
3.40000 
2.40000 
1.80000 
Cumulative 
execution 
time 
0.00917 
0.01917 
0.02217 
0.04517 
0.08617 
0.09017 
0.11517 
0.41717 
1.39017 
1.41017 
1.86017 
2.11017 
3.05017 
4.39017 
7.71017 
11.27017 
13.93017 
17.70017 
21.10017 
23.50017 
25.30017 
Number of 
failure 
2 
0 
0 
1 
1 
2 
1 
9 
13 
2 
n 
2 
11 
14 
18 
12 
12 
15 
6 
3 
1 
Cumulative 
number of 
failure 
2 
2 
2 
3 
4 
6 
7 
16 
29 
31 
42 
44 
55 
69 
87 
99 
111 
126 
132 
135 
136 
144 
Table-5.7 Computational Result of different parameters 
Parameters 
a 
P 
m 
a 
r 
Estimate 
33.847447 
0.007248313 
6.8221194 
134.107198 
0.151972 
Standard 
error 
2.394736 
0.0008317 
1.1381618 
7.8844422 
0.027549 
95% confidence interval 
lower 
28.816293 
0.005600855 
4.430930 
117.604912 
0.09431097 
upper 
38.87860 
0.009095 
9.313308 
150.609484 
0.209634 
Table-5.8 Regression analysis depends on test-effort 
Source 
Regression 
Residual 
Uncorrected 
total 
(corrected total) 
Degree of 
freedom 
3 
18 
21 
20 
Sum of squares 
2366.46173 
5.53831 
2372.0 004 
1497,35951 
Mean squares 
788.82058 
0.30768 
-
-
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Table-5.9 Regression analysis depends on Number of failures 
Source 
Regression 
Residual 
Uncorrected 
total 
(corrected total) 
Degree of 
freedom 
2 
19 
21 
20 
Sum of squares 
110780.74407 
2597.25973 
113378.0000 
51709.23810 
Mean squares 
55390.37014 
136.69788 
-
-
Table-5.10 Comparison results 
Model 
Equation (5.8) of Burr Type X 
Model 
G-OModel(Ohba(1984)) 
Exponential Model (Musa et. al 
(1987)) 
Delayed s-shaped Model (Huang 
&Kuo(1997)) 
a 
134.107198 
142.32 
137.2 
237.196 
r 
0.151972 
0.1246 
0.156 
0.0963446 
MSE 
123.678 
2438.3 
3019.66 
245.246 
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Figure 5.6. Observed/Estimated Cumulative Test-Effort Function vs. Time 
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Third Data Set: The third set of real data (Table-5.11) is from the study by 
Ohba (1984). The system is PL/I data base application software, consisting 
of approximately 1,317,000 lines of code. During the nineteen weeks 
experiments, 47.65 CPU times were consumed and about 328 software 
errors were removed. The original data report gives that the total cumulative 
number of detected faults after a long period of testing is 358 faults [Hou et 
al (1994) & Ohba (1984)]. In order to estimate the parameters a ,p and 5of 
the Burr Type-X distributed function; we fit the actual testing-effort data 
into equations (5.1) and (5.2) and solve it by using the method of least 
squares. That is, we will minimize the sum of squares given in equation 
(5.3). Hence, we can find the estimates only through numerical procedures. 
These estimated parameters are 
a=178.35 
;^  =0.000277 
^=0.5584 5.33 
The estimated Burr Type X test-effort functions are: 
wit) = 2* 178.35*0.00027*0.5584*t*e"""*-"'' *(1 -e~''°°''''')""''-' 5.34 
Wit) = m.35H\-e-"'°'''"'r''' 5.35 
Figure 5.9 and Figure 5.10 shows the fitting of the estimated testing-effort 
by using Equation (5.34) and (5.35). Here, the fitted curves are shown as a 
doted line and solid line is actual software data. Using the estimated 
parameters a ,/^ and S the other parameters a, r in (5.7) can be solved by 
MLE method. 
For these esfimates, the optimality was checked numerically. 
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These estimated parameters 
a=565.6732 
r= 0.01963 
Table 5.11 show third set of data Ohba (1984) Table 5.12 summarizes the 
experimental results of estimated parameters with their standard errors and 
95 %, confidence hound. The estimated mean value function is 
m(0 = 178.35 
-565.67*178,351 1 
\-e 
-, x0.5S84 
-().(K)02774r 
5.36 
0.000277(S0.5584 Where ^(0 = 178.35 *(l-e^''^''""'' )' 
Similarly, we plotted a fitted curve of the estimated mean value function 
with the actual software data in Figure (5.11). Intensity function is given in 
graph 5.12 which is also fitted well for this model. Also a comparison Table 
of the estimates of our model along with other models with initial faults a 
and MSE is given in Table 5.15. From figures (5.9), (5.10), (5.11) and (5.12) 
and the comparison criteria shows that our SRGM is better fit than the other 
models for PL/1 application program. Kolmogorov Smirnov goodness-of-fit 
test shows that our proposed SRGM described by an NHPP with m{t) in 
(5.36) fits pretty well at the 5% level of significance. 
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Table-5.11 Software Failure Data 
Times of 
Observation 
(in week) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
Current 
execution time 
(in CPU hr) 
2.45 
2.45 
1.96 
0.98 
1.68 
3.37 
4.21 
3.37 
0.96 
1.92 
2.88 
1.44 
3.26 
3.84 
3.84 
2.3 
1.76 
1.99 
2.99 
Cumulative 
execution 
time 
2.45 
4.9 
6.86 
7.84 
9.52 
12.89 
17.1 
20.47 
21.45 
23.45 
26.23 
27.67 
30.93 
34.77 
38.61 
40.91 
42.67 
44.66 
47.65 
Number of 
failure 
15 
29 
22 
37 
2 
5 
36 
29 
4 
27 
27 
22 
21 
22 
6 
7 
9 
5 
3 
Cumulative 
number of 
failure 
15 
44 
66 
103 
105 
110 
146 
175 
179 
206 
233 
255 
276 
298 
304 
311 
320 
325 
328 
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Table-5.12 Computational Result of different parameters 
Parameters 
a 
P 
9 
a 
r 
Estimate 
178.35201968 
0.000277032 
0.558472506 
565k7329470 
0.019639544 
Standard 
error 
261.90672220 
0.000799 
0.034778486 
56.849933572 
0.002807577 
95% confidence interval 
lower 
-376.8654286 
-0.001418709 
0.484745410 
445.73041925 
0.013716075 
upper 
733.56946797 
0.001972774 
0.632199602 
685.61617015 
0.025563013 
Table-5.13 Regression analysis depends on test-effort 
Source 
Regression 
Residual 
Uncorrected 
total 
(corrected total) 
Degree of 
freedom 
3 
16 
19 
18 
Sum of squares 
14969.48084 
16.11316 
14985.59400 
3800.27821 
Mean squares 
4989.82695 
1.00707 
-
-
R =1-Residual SS/ corrected SS= 0.99576 
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Table-5.14 Regression analysis depends on Number of failures 
Source 
Regression 
Residual 
Uncorrected total 
(corrected total) 
T^2 1 T^ - 1 1 o r , / 
Degree of 
freedom 
2 
17 
19 
18 
Sum of squares 
1953533.10217 
16.11316 
955709.000 
196108.94737 
Mean squares 
476766.55101 
127.99399 
-
-
Table-5.15 Computational Result 
Model 
Equation (5.8) of Burr Type X 
Model 
Inflection s-shaped Model (Ohba 
(1984)) 
Exponential Model (Ohba(1984)) 
Eqn.(5.7) with Weibull Function 
Eqn.(5.7) with Rayleigh Function 
Eqn.(5.7) with Exponential 
Function 
Delayed s-shaped Model 
(Huang &Kuo (1997)) 
Delayed s-shaped Model with 
Rayleigh Function 
S-Shaped Model with Logistic 
Function 
a 
565.67 
389.1 
455.37 
565.35 
459.08 
828.252 
374.05 
333.136 
338.136 
r 
0.0196395 
0.0935493 
0.0267368 
0.0196597 
0.0273367 
0.0117836 
0.197651 
0.100415 
0.10004 
AE(%) 
69.15 
8.69 
27.091 
57.91 
28.23 
131.35 
4.48 
6.93 
5.54 
MSE 
123.67 
133.53 
206.93 
122.09 
268.42 
140.66 
168.67 
798.49 
242.79 
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5.6 Conclusion 
This Chapter proposed software rehabihty growth model which incorporates 
a Burr Type-X testing effort function based on NHPP and also discussed 
how to predict test effort expenditure for achieving the specified reliability 
objective and to decide the optimum time when to stop software testing for 
release. Computational results for three actual data sets shows that Burr 
Type-X consumption curve gives less fitting errors and hence better 
performance. We find that some consequences and future works as follow: 
(a) The capability of the model to predict failure behaviour from present and 
past failure behaviour is called predictive validity. Following the work in 
Musa et. al (1987) and using the real project failure data described in sub-
section 5.5.2 we can compute the relative error in prediction for the three 
data set at the end of testing. From the computation results we see that 
the relative errors of all three data set approach Zero, which indicate that 
our model provides an accurate estimate for these data set. However, the 
above statements imply that our model still have better predictive validity 
based on real failures experienced and give a more accurate growth 
model with Burr- Type X effort function will yield the better predictions 
for other reliability metrics. 
(b) Presently, we are investigating how to integrate the new testing effort 
function into conventional SRGMs such as Logarithmic Poisson model. 
Inflection S-shaped model. Logistic model, WeibuU model or Delayed S-
shaped model and so on. In this research, results fit the real failure data 
well; we can conclude that the Burr Type-X testing effort function is 
superior and give a more accurate description/estimation for the resource 
consumption during software development process. 
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