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Introduction
Le travail présenté ici s’inscrit dans le cadre de l’étude de modèles semi-paramétri-
ques. Nous étudions des modèles de régression décrivant l’observation simultanée d’un
nombre fixé J de signaux discrets ou continus,
Yi,j = f
∗
j (ti,j) + σ
∗
j i,j, i = 1, . . . , nj, j = 1 . . . J.
Les objets d’intérêt sont les signaux inconnus fj observés aux points d’observation
ti,j ∈ D (avec D ⊂ Rd et d ≥ 1 ou D ⊂ Z). Les erreurs i,j dues aux mesures sont
modélisées par un bruit blanc. Plus particulièrement, on s’est intéressé aux modèles
où les signaux fj ont une forme similaire, c’est-à-dire où ils sont identiques à une
déformation près,
f ∗j = Djf
∗, j = 1, . . . , J,
avec f ∗ modélise la forme commune du signal, etDj sont les opérateurs de déformation
associés à chacun des signaux observés. De tels modèles trouvent des applications en
médecine (Kneip et Gasser (1988), Wang et Brown (1996) ou Laciar et al. (2003)), en
traitement de l’image (Glasbey (1998)) ou encore en traitement de données relatives
au trafic routier (Loubes et al. (2006)).
Pour ces types de modèles, avant d’exploiter les données, un traitement indispen-
sable est bien souvent l’alignement des signaux observés. L’un des premiers problèmes
à traiter est alors le choix du signal de référence sur lequel vont être alignés les si-
gnaux f ∗j . Une première idée, dans certains cas, serait de considérer la moyenne des
signaux, mais il est bien connu qu’un tel estimateur sous-estime les pentes et les pics
de la forme commune (Ramsay et Li (1998)). Il est donc nécessaire au préalable d’es-
timer les déformations Dj. Dans cette thèse, nous supposons que les opérateurs Dj
appartiennent à une famille paramétrique. Les modèles considérés sont donc bien semi-
paramétriques : ils sont décrits par un paramètre fini-dimensionnel qui caractérise les
déformations, et par un paramètre de nuisance déterminant la forme commune f des
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signaux. Ces modèles ont été pour la première fois définis par Lawton et al. (1972)
sous le nom de modèles de forme invariante (ou shape invariant models).
Pour les différents modèles étudiés dans cette thèse, nous proposons desM -estima-
teurs pour les paramètres caractérisant les déformations Dj. Ces estimateurs maxi-
misent ou minimisent des fonctions dites de contraste construites à partir des transfor-
mées de Fourier des données. La transformée de Fourier possède, en effet, la propriété
remarquable de diagonaliser simultanément tous les opérateurs de translation. Le choix
du groupe, sur lequel la transformée de Fourier sera considérée, dépendra de la nature
de la famille des transformations étudiées. Nos méthodes ne nécessitent pas de signal
de référence pour aligner les J signaux : nous considérons la moyenne des signaux
synchronisés et fixons des contraintes d’identifiabilité. Nous étudions également dans
le cas d = 1 un test d’adéquation construit à partir d’une de ces fonctions de contraste.
Le plan de cette thèse est le suivant. Dans le chapitre 1, nous rappelons prin-
cipalement quelques éléments sur la théorie de l’efficacité dans des modèles semi-
paramétriques, et sur la transformée de Fourier. Les chapitres 2 et 4 étudient le
problème d’alignement de signaux continus pour deux familles de déformations dif-
férentes. Par ailleurs, nous montrons au chapitre 2 que les estimateurs proposés sont
asymptotiquement efficaces. Dans le chapitre 3, on construit des procédures de test
d’adéquation pour les modèles étudiés au chapitre précédent. Enfin, dans le chapitre
5, nous étudions le problème d’alignement de séries temporelles (D ⊂ Z). Tous les
estimateurs proposés sont consistants et leurs vitesses de convergence sont étudiées.
Nous donnons un bref aperçu de nos résultats.
Chapitre 2
La première famille d’opérateurs de déformation sur des signaux continus f : Rd →
R (d ≥ 1) est la suivante,
D : f → Df(·) = af(· − θ) + υ,
où a ∈ R∗ modifie l’amplitude, θ ∈ Rd est un paramètre de translation et υ ∈ R
modifie le niveau. Ce type de modèle a été proposé et étudié pour la première fois
pour d = 1 par Lawton et al. (1972). Dans ce dernier article, les auteurs développent
un algorithme itératif, SEMOR, pour estimer simultanément les paramètres (θ, a, υ)
et la forme commune f ∗. La consistance de cette méthode a ensuite été prouvée par
Kneip et Gasser (1988). Härdle et Marron (1990) définissent des estimateurs (de θ et υ)
asymptotiquement normaux de vitesse
√
n construits à partir d’un estimateur à noyau
de la forme commune. Plus récemment, toujours pour d = 1, Gamboa et al. (2005)
5construisent un estimateur asymptotiquement normal de vitesse
√
n du paramètre de
translation θ à partir de la transformée de Fourier discrète (DFT) des données.
Nos résultats
Les méthodes d’estimation des paramètres (θ, a, υ) proposées ici généralisent pour
une dimension quelconque d celle proposée par Gamboa et al. (2005). Les estimateurs
sont tous asymptotiquement normaux de vitesse
√
n (théorème 2.2), voire asymptoti-
quement efficaces (théorème 2.4) pour certains d’entre eux. Nous définissons exacte-
ment trois estimateurs pour (θ, a, υ) associés respectivement à trois jeux de contraintes
d’identifiabilité différentes (section 2.1.2) et donc à trois critères différents (voir les
équations (2.16), (2.26) et (2.30)). Ces critères sont définis à partir de la DFT des
données. En effet la transformée de Fourier sur le tore est, par sa linéarité et par sa
propriété de diagonalisation sur les opérateurs de translation, bien adaptée à la famille
de déformations étudiée (section 2.2.1).
Deux familles de critères sont considérées. La première utilise une suite de poids
(2.16) qui pondère les coefficients de Fourier. Elle se situe dans la lignée des travaux
de Dalalyan et al. (2006). La seconde famille, (2.26) et (2.30), est définie à partir de la
vraisemblance profilée. L’étude de cette méthode conduit à des calculs de coefficients
de Fourier empiriques comme ceux considérés dans Gassiat et Lévy-Leduc (2006).
Suite aux résultats établis, on peut faire les remarques suivantes :
– l’emploi d’une suite de poids régulière permet d’exiger très peu de régularité sur
la forme commune, toute la régularité étant reportée sur le poids ;
– la vraisemblance profilée impose des contraintes d’identifiabilité sur le modèle
(remarque 2.5) et conduit comme l’ont établi Murphy et Van der Vaart (2000)
(pour des modèles semi-paramétriques pour des observations i.i.d.) à estimer
efficacement les paramètres (théorème 2.4) ;
– les hypothèses des théorèmes 2.3 et 2.4 signifient que plus la dimension d de l’es-
pace d’observation augmente, plus on doit considérer des fonctions fj régulières
(une différentiabilité supérieure à d/2 au moins). Ceci a des conséquences lorsque
l’on désire établir les vitesses de convergence de la forme commune (corollaire
2.1) ;
Perspectives
Les choix de la suite de poids ou du nombre de coefficients de Fourier ne sont
pas entièrement déterminés par les hypothèses des différents résultats de convergence.
Le chapitre 2 se termine ainsi par une étude basée sur des simulations concernant ce
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choix. En effet, si les estimateurs de (θ, a, υ) construits sont tous asymptotiquement
centrés, il existe un biais pour n fixé. La suite de poids ou le nombre de coefficients
de Fourier considérés doit donc réaliser un compromis entre le biais, la régularité de
la forme commune et le rapport signal sur bruit. Cette remarque conduit à étudier
le problème de l’estimation des paramètres sous l’angle de la sélection de modèle. Ce
travail est en cours de réalisation en collaboration avec Béatrice Laurent et Matthieu
Lerasle
Chapitre 3
Parallèlement à l’étude des estimations des paramètres dans des modèles de forme
invariante, les statisticiens se sont intéressés aux problèmes d’adéquation du modèle
aux données. Möcks et al. (1984) proposent deux procédures de test visant à tester si les
fonctions fj sont identiques. Pour des sous modèles de celui considéré dans ce chapitre,
Härdle et Marron (1990) construisent des procédures afin de tester l’adéquation aux
données et l’élimination d’un des paramètres. Leurs statistiques de test sont définies
à partir de leurs critères d’estimation.
Nos résultats
Nous proposons deux procédures de test. La première teste exactement l’adéqua-
tion des modèles étudiés au chapitre 2 pour d = 1. La seconde teste une hypothèse
d’homogénéité sur les coefficients de Fourier des fonctions fj. Les statistiques de test
sont dans les deux cas définies à partir de critères similaires à ceux utilisés pour
l’estimation (section 3.1).
La première procédure teste l’hypothèse suivante :
H0 : il existe une fonction f telle que pour tout j = 1,. . ., J, il existe aj ∈ R∗,
θj ∈ R et υj ∈ R avec f ∗j (·)=ajf(·−θj)+υj,
contre,
H1 : pour toute fonction f, il existe j = 1,. . ., J, tel que pour tout aj ∈ R∗, θj ∈ R
et υj ∈ R il existe t ∈ R et f ∗j (t) 6=ajf(t−θj)+υj.
Du fait de l’utilisation des coefficients de Fourier, on est amené à supposer la pério-
dicité des fonctions fj. Ce test est donc parfaitement adapté pour tester l’existence
de phénomènes cycliques, comme les rythmes biologiques (Wang et Brown (1996)). Il
peut être aussi appliqué à des cas plus généraux (voir remarque 3.1). La statistique
7de test (corollaire 3.1) est définie comme la borne inférieure d’un critère d’estima-
tion : quand l’hypothèse nulle est vraie, cette statistique converge en loi. Dans le cas
contraire elle tend vers l’infini avec n. Puisque la loi limite de la statistique de test est
compliquée sous l’hypothèse nulle, le test est implémenté par une procédure bootstrap.
Des simulations, illustrant les performances de la procédure bootstrap, montrent que
le test est assez sensible : il suffit d’une légère modification dans la forme ou d’un petit
nombre de signaux ne correspondant pas au modèle pour rejeter l’hypothèse nulle.
La seconde procédure teste l’homogénéité des fonctions de régression au sens sui-
vant : l’hypothèse nulle est,
H0 : pour tout l ∈ Z, et pour tout (j, k) ∈ {1 . . . J}2, |cl(f ∗j )| = |cl(f ∗k )|,
contre,
H1 : il existe l ∈ Z, et (j, k) ∈ {1 . . . J}2 tels que |cl(f ∗j )| 6= |cl(f ∗k )|.
Ici cl(f) désigne le coefficient de Fourier d’ordre l de la fonction f. Cette dernière hy-
pothèse nulle contient le cas où les fonctions f ∗j diffèrent seulement les unes des autres
d’un facteur de translation. La statistique de test (théorème 3.3) est le maximum
d’un ensemble croissant de statistiques indépendantes. Chacune de ces statistiques
est définie à partir d’un critère d’estimation (similaires à ceux définis dans le chapitre
2) ne prenant en compte qu’un seul coefficient de Fourier à la fois. Sous l’hypothèse
nulle, ces statistiques sont identiquement distribuées (théorème 3.2). Par conséquent
la convergence de la statistique de test se déduit de la théorie des valeurs extrêmes
(voir Resnick (1987)). Pour utiliser cette procédure, la taille de l’échantillon doit donc
être assez grande. Nous obtenons néanmoins des simulations assez convaincantes pour
des tailles d’échantillons raisonnables.
Perspectives
La procédure de test bootstrap est étudiée dans ce chapitre uniquement d’un point
de vue numérique. La loi limite sous l’hypothèse nulle dépend des paramètres (des
coefficients de Fourier de la forme commune notamment) de façon assez complexe.
Les travaux de Beran (1988) et de Fisher et Hall (1990) suggèrent que la statistique
de test devrait être asymptotiquement un pivot pour bien fonctionner. Une étude
statistique (plus approfondie) de la puissance du test proposé sera menée plus tard.
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Chapitre 4
Le chapitre 4 est un travail en collaboration avec Jérémie Bigot et Fabrice Gam-
boa. On étudie le problème d’alignement d’images bidimensionnelles. On considère
ici la famille de déformations suivante sur les signaux continus f : R2 → R,
D : f → Df(·) = f
(
1
a
Rθ(· − b)
)
,
où a ∈ R∗+ modifie l’échelle de l’image, Rθ est la matrice de rotation d’angle θ ∈ [0, 2pi]
et b ∈ R2 est un vecteur de translation. Ce groupe de déformations est l’ensemble des
similitudes directes : elles conservent l’orientation et le rapport des distances. Pour
comparer deux images différant de la sorte, la méthode la plus couramment utilisée
est la technique de corrélation de phase (Kuglin et Hines (1975)) basée sur la pro-
priété des transformées de Fourier des fonctions translatées. D’autre part en récrivant
les fonctions en coordonnées log-polaires, l’opérateur de rotation et d’homothétie se
traduisent en un opérateur de translation pour ce système de coordonnées. C’est pour-
quoi, beaucoup de méthodes d’estimation des paramètres des similitudes sont basées
sur ce principe et procèdent généralement en deux étapes. La première étape utilise le
module de la transformée de Fourier des images exprimée en coordonnée log-polaire
pour estimer le rapport d’homothétie et l’angle de rotation. La seconde étape estime
le vecteur de translation en réalignant les transformées de Fourier des images (voir
par exemple Reddy et Chatterji (1996), Keller et al. (2005a)).
Nos résultats
Nous développons un procédé d’estimation en deux étapes pour aligner un en-
semble fini d’images bruitées qui sont identiques à une similitude près et dont la
forme commune est inconnue. Les deux critères proposés sont construits à partir de
la transformée de Fourier et de la transformée de Fourier-Mellin (Derrode et Ghorbel
(2004)). Ils fournissent des estimateurs consistants (théorèmes 4.1 et 4.3) dont nous
avons étudié la vitesse de convergence (théorèmes 4.2 et 4.4). Nous nous sommes placés
ici dans un modèle semi-paramétrique de bruit blanc et non plus dans un modèle de
régression comme pour les chapitres précédents. La modélisation de type bruit blanc
fournit, en effet, un cadre théorique pour l’étude de problèmes de régression d’images
2D (cf. Brown et Low (1996) et Donoho et Johnstone (1999)). Il faut souligner que
les problèmes d’interpolation des images compliquent significativement l’étude sur la
consistance des estimateurs que nous proposons ici.
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En comparant avec l’étude faite au chapitre 2, la question de l’efficacité des esti-
mateurs se pose et plus particulièrement pour l’estimateur des paramètres d’échelle et
de rotation. En effet lorsque l’on considère le module de la transformée de Fourier en
coordonnée log-polaire, la famille de déformation étudiée n’est pas exactement celle
étudiée au chapitre 2 :
D : f → Df(·, ·) = a4f (·+ log(a), ·+ θ) , a ∈ R∗+, θ ∈ [0, 2pi].
Ici le paramètre de translation est fonction du paramètre d’amplitude. L’étude de
la borne de Cramer Rao asymptotique est un axe de recherche que nous comptons
développer par la suite.
Chapitre 5
Le dernier chapitre est consacré aux opérateurs de translation pour des signaux
discrets (D ⊂ Z),
D : f = (fl)l∈Z → Df = (fl−θ)l∈Z,
où θ ∈ Z est un paramètre de décalage. Pour aligner deux signaux de ce type, il existe
un large éventail de méthodes comme la corrélation croisée (Laciar et al. (2003)), des
techniques utilisant des intégrales normalisées (Jane et al. (1991)) ou des chemins
dynamiques (Sakoe et Chiba (1978)).
Nos résultats
L’étude statistique de ce chapitre est duale à celle menée dans le chapitre 2. En
effet, la transformée de Fourier établit une dualité entre les fonctions périodiques de
carré intégrable et les séries de carré sommable. Dans le chapitre 2, les paramètres
de translations sont estimés à partir des coefficients de Fourier des signaux continus.
Ici, les paramètres de décalage sont estimés à partir des fonctions 2pi périodiques
associées aux signaux discrets observés. Le critère d’estimation des décalages est donc
fonction des autopériodogrammes (le module au carré des transformées de Fourier). On
s’est intéressé aux signaux ergodiques, c’est-à-dire aux signaux admettant une mesure
spectrale. Le critère proposé fournit des estimateurs consistants(théorème 5.1). Il est
original dans le sens où il n’est pas seulement défini sur les entiers relatifs mais sur les
réels. Lorsque l’optimisation du critère est restreinte aux entiers relatifs, la méthode
d’estimation généralise pour un nombre fixé de signaux la technique de corrélation
croisée (Laciar et al. (2003)).
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Perspectives
Suite aux résultats établis et aux simulations, deux pistes se dégagent en vue
d’améliorer le critère. Premièrement, pour assurer la consistance de l’estimateur, nous
avons supposé que la variance du bruit converge en moyenne de Cesaro vers zéro
(hypothèse (5.2)). Cette hypothèse limite la robustesse du critère, et impose une vitesse
de convergence inférieure à
√
n (théorème 5.2). Deuxièmement, le fait de pouvoir
définir le critère sur les réels et non uniquement sur les entiers relatifs pouvait faire
espérer l’emploi d’outil d’optimisation différentielle pour le calcul des estimateurs. Or
si le critère limite possède bien un unique maximum global au point désiré, il possède
aussi une multiplicité de maximum locaux. Ce problème peut être évité par l’insertion
d’une fonction de poids qui relocalise le critère. Mais il reste encore à déterminer quelle
fonction de poids choisir, et quelle est son influence sur la qualité de l’estimation.
Chapitre 1
Outils d’analyse statistique et
d’analyse de Fourier
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Introduction
Dans ce chapitre, les principaux outils d’analyse statistique et d’analyse de Fourier
utilisés dans cette thèse sont introduits. Tous les modèles que nous allons étudier sont
des modèles semi-paramétriques. Soit Θ un ensemble de paramètres quelconque. Un
modèle statistique P est une collection de mesures de probabilités sur un espace
mesurable (X , T ),
P = {Pϑ, ϑ ∈ Θ}.
Supposons que l’on observe kn variables aléatoires dans ce modèle :
X1,n, . . . , Xkn,n ∼ P(n)ϑ ,
où P(n)ϑ = Pϑ|Tn est la restriction de Pϑ à la tribu d’évènements Tn engendrée par
les variables X1,n, . . . , Xkn,n. On note par P(n) l’ensemble des mesures de probabilité
suivant :
P(n) = {P(n)ϑ , ϑ ∈ Θ}.
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Ce modèle est dit semi-paramétrique lorsque le paramètre ϑ peut s’écrire sous la
forme ϑ = (ϕ, η), où ϕ ∈ Θϕ ⊂ Rd est la composante fini-dimensionnelle, et η ∈ Θη
est la composante infini-dimensionnelle, appelée aussi nuisance. Dans un tel modèle,
le paramètre d’intérêt est souvent le paramètre fini-dimensionnel ϕ, que l’on cherche
à estimer.
Les estimateurs que nous étudions sont desM -estimateurs, c’est-à-dire qu’ils maxi-
misent ou minimisent une fonction définie à partir des données. La théorie et la termi-
nologie employées sont rappelées dans la section 1.1. Dans cette thèse, ces fonctions
sont définies à partir d’une transformée de Fourier des données. Suivant la géométrie
du modèle, on utilise des transformées de Fourier différentes. La section 1.4 rappelle
les grandes lignes de la théorie de Fourier sur les groupes abéliens localement compact.
Cette théorie permet de donner un cadre unifié pour les différentes transformées de
Fourier utilisées dans cette thèse.
Le chapitre 2 s’intéresse à la qualité du M -estimateur de ϕ. Cette étude utilise
les développements de McNeney et Wellner (2000) sur la théorie des estimateurs effi-
caces pour des modèles semi-paramétriques où les variables ne sont pas indépendantes
et identiquement distribuées. Les principaux résultats et définitions sont brièvement
rappelés dans la section 1.2.
Enfin, le chapitre 3 présente deux procédures de test d’adéquation pour les modèles
étudiés dans le chapitre 2. L’une de ces procédures nécessite un algorithme bootstrap
pour sa mise en oeuvre. La section 1.3 donne les principes généraux du Bootstrap.
1.1 M-estimation
Avec les notations introduites dans l’introduction, cette section reprend la ter-
minologie utilisée par Dacunha-Castelle et Duflo (1986) au chapitre 3, ainsi que les
résultats présentés par Van der Vaart (1998) au chapitre 5. Les estimateurs du pa-
ramètre ϕ ∈ Θϕ ⊂ Rd, qui sont définis par la suite, sont des M -estimateurs : ils
minimisent ou maximisent des fonctions définies à partir des données, appelées pro-
cessus de contraste.
Définition 1.1. On considère un modèle statistique semi-paramétrique (X , T ,P). On
appelle fonction de contraste de ce modèle relativement à ϕ∗ une fonction M : ϕ ∈
Θϕ →M(ϕ) ∈ R+ ayant un minimum (resp. un maximum) strict en ϕ∗.
Si les expériences sont décrites par la filtration (Tn), un processus de contraste relatif
à ϕ et à M est une suite de fonctions Mn : Θϕ × Ω→ R+ telle que :
- ∀(ϕ, n) ∈ Θϕ × N, Mn(ϕ) : Ω→Mn(α, ω) est Tn-mesurable.
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- Mn(ϕ) converge en probabilité sous Pϕ∗,η∗ vers M(ϕ).
Enfin, un estimateur de minimum (resp. maximum) de contraste associé à Mn est un
estimateur Tn-adapté (ϕˆn) tel que,
ϕˆn = arg min
ϕ∈Θϕ
Mn(ϕ), (resp. argmax .)
Des exemples bien connus d’estimateurs du maximum ou du minimum de contraste
sont les estimateurs du maximum de vraisemblance ou encore les estimateurs des
moindres carrés.
Une première qualité recherchée sur les estimateurs est la consistance, c’est-à-dire
(ϕˆn) converge en probabilité vers ϕ∗ sous P(n)ϕ∗,η∗ . Dacunha-Castelle et Duflo (1986)
énonce un théorème de consistance basé sur la convergence du module de continuité.
Ici, nous utilisons le théorème présenté par Van der Vaart (1998) basé sur l’uniforme
convergence en probabilité du processus de contraste.
Théorème 1.1 (Consistance). Soit (Mn) une suite de processus de contraste relatif
à ϕ∗ et à une fonction de contraste M. On note P = Pϕ∗,η∗ . Si Mn converge unifor-
mément en probabilité vers M sur Θφ,
sup
ϕ∈Θϕ
|Mn(ϕ)−M(ϕ)| = oP(1),
Alors toute suite d’estimateurs (ϕˆn) vérifiant Mn(ϕˆn) ≤ Mn(ϕ0) + oP(1) converge en
probabilité vers ϕ0.
Le théorème 1.1 est utilisé en supposant que l’espace des paramètres Θφ est com-
pact. Cette hypothèse dans la pratique est bien souvent nécessaire pour pouvoir établir
l’uniforme convergence en probabilité de Mn vers M. Elle peut sembler au premier
abord peu naturelle, notamment pour les modèles étudiés aux chapitres 4 et 5. Mais
on peut considérer cette hypothèse de compacité comme une première approximation
grossière permettant de limiter le domaine d’approximation.
Supposons que la suite d’estimateurs (ϕˆn) construite soit consistante pour ϕ∗.
On étudie alors sa vitesse de convergence. Plus précisément, on recherche une suite
(Rn) de réels, qui tend vers +∞ avec n, de telle sorte que la suite des fluctuations
(Rn(ϕˆn−ϕ∗))n reste bornée, c’est-à-dire que la suite de variables (Rn(ϕˆn−ϕ∗))n soit
tendue :
∀ > 0,∃K, tel que Pϕ∗,η∗(‖Rn(ϕˆn − ϕ∗)‖ ≤ K) ≥ 1− .
On dit alors que (ϕˆ)n est Rn-consistant pour ϕ∗. Dans certains modèles, il est possible
de montrer que la suite Rn(ϕˆn − ϕ∗) converge en loi vers une loi Lϑ∗ sous Pϑ∗ . Cette
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loi limite permet alors de construire des intervalles de confiance pour ϕ∗. Quand Lϑ∗
est une loi gaussienne, on dit que ϕˆn est asymptotiquement normale.
Lorsque le processus de contraste est deux fois différentiable selon le paramètre ϕ,
alors ϕˆ est un Z-estimateur pour ϕ∗, c’est-à-dire qu’il est solution de l’équation,
∇Mn(ϕ) = 0,
où ∇ est l’opérateur gradient. Par un développement limité au voisinage de ϕ∗ du
gradient, il existe ϕ˜n appartenant à l’intervalle [ϕˆn, ϕ∗] tel que,
0 = ∇Mn(ϕˆn) = ∇Mn(ϕ∗) +∇2Mn(ϕ˜n),
où ∇2 désigne l’opérateur hessien. Cette dernière équation est utilisée pour déterminer
la vitesse de convergence de l’estimateur. En effet, il suffit de rechercher la vitesse Rn à
laquelle Rn∇Mn(ϕ∗) est tendue, et de vérifier que ∇2Mn(φ˜n) converge en probabilité
vers une matrice inversible.
1.2 Efficacité dans des modèles semi-paramétriques
Parmi tous les estimateurs de ϕ∗ que l’on peut définir, on recherche l’estimateur le
plus pertinent. La précision d’un estimateur Tn est mesurée par l’erreur quadratique
moyenne :
E
[
(Tn − ϕ)2
]
,
où E est l’espérance mathématique associée à P = Pϕ∗,η∗ . Pour rendre l’erreur quadra-
tique moyenne la plus petite, il faut que l’estimateur soit sans biais et que la variance
soit petite. Parmi les estimateurs sans biais, on choisit donc celui qui a la variance la
plus petite, cette propriété traduit l’efficacité de l’estimateur. Dans l’étude des mo-
dèles paramétriques Θη = {η∗}, il est bien connu que, sous certaines conditions de
régularité du modèle, cette variance ne peut descendre en dessous d’un certain seuil,
appelée borne de Cramer Rao :
var(
√
nTn) ≥ I−1ϕ∗,η∗ ,
où Iϕ∗,η∗ est l’information de Fisher. Cette borne n’est généralement pas atteinte à
n fixé, mais seulement asymptotiquement. On parle alors d’un estimateur asympto-
tiquement efficace. Afin d’éviter les phénomènes de super-efficacité (voir par exemple
l’exemple de l’estimateur de Hodges) qui peut éventuellement se produire pour un
ensemble dénombrable de ϕ∗, il est nécessaire non seulement d’étudier l’estimateur
ponctuellement pour tout ϕ∗ ∈ Θϕ, mais aussi aux voisinages locaux (ϕ∗ + h/
√
n),
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h ∈ Rd. Nous renvoyons au chapitre 8 de Van der Vaart (1998) pour une étude détaillée
de l’efficacité dans des modèles paramétriques.
Depuis une vingtaine d’années, la notion d’estimation efficace dans des modèles
semi-paramétriques a été développée, d’abord pour des variables indépendantes iden-
tiquement distribuées (i.i.d.) (Bickel et al. (1993),Van der Vaart (1998, 2002)), et plus
récemment pour des variables non i.i.d. (Strasser (1989), McNeney et Wellner (2000),
Hallin et Werker (2003)). Les modèles que nous considérons dans cette thèse sont des
modèles semi-paramétriques où les observations sont indépendantes non identique-
ment distribuées. L’étude sur l’efficacité du chapitre 2 utilise les résultats établis par
McNeney et Wellner (2000). Ils sont rappelés dans la sous-section suivante.
1.2.1 Estimation semi-paramétrique efficace
Information du modèle. La définition de l’information dans des modèles semi-
paramétriques part de l’idée suivante : estimer le paramètre ν(P) à partir d’un modèle
P est certainement plus difficile que d’estimer ce même paramètre dans un sous-
modèle P0 ⊂ P. L’approche semi-paramétrique considère donc le plus souvent des
sous-modèles paramétriques pour lesquels est définie l’information de Fisher. Le pro-
blème est alors de savoir quels sous-modèles doivent être considérés pour ne pas s’éloi-
gner trop du modèle semi-paramétrique de départ. Puisque l’idée que l’on se fait de
"l’information" pour estimer ν(P) dans le modèle entier est qu’elle est certainement
plus petite que la borne inférieure sur tous les sous-modèles paramétriques, on est
donc intéressé par les suites de sous-modèles qui atteignent asymptotiquement cette
borne. Un sous-modèle qui atteint cette borne inférieure est appelé le sous-modèle le
moins favorable.
La propriété LAN. Comme pour les modèles paramétriques, il faut poser des hypo-
thèses de régularité sur le modèle. De telles hypothèses se généralisent par la propriété
de Normalité Asymptotique Locale (LAN). On note le log-rapport de vraisemblance
entre deux points ϑ1 et ϑ2 de Θ pour n observations de la façon suivante :
Λn(ϑ1, ϑ2) = log
dP(n)ϑ1
dP(n)ϑ2
,
où dP(n)ϑ1 /dP
(n)
ϑ2
est la dérivée de Radon-Nikodym de la partie absolument continue de
P(n)ϑ1 par rapport à P
(n)
ϑ2
.
Définition 1.2. Soit H un espace vectoriel muni d’un produit scalaire noté < ·, · >H
(de norme associée ‖·‖H). Le modèle P(n) est Localement Asymptotiquement Normal
16CHAPITRE 1. OUTILS D’ANALYSE STATISTIQUE ET D’ANALYSE DE FOURIER
(LAN) en ϑ∗ ∈ Θ indexé par l’espace tangent H si pour tout h ∈ H il existe une suite
Pϑn(h) de mesure de probabilité telle que
Λn(ϑn(h), ϑ
∗) = ∆n(h)− 1
2
‖h‖2H + oP(n)
ϑ∗
(1).
∆n(h) est un processus aléatoire centré qui vérifie
L(∆n(h1), . . . ,∆n(hd)|P(n)ϑ∗ )→ Nd(0, (< hi, hj >H)1≤i,j≤d),
pour toute sous-famille finie (h1, . . . , hd) ∈ Hd.
L’exemple suivant illustre la propriété LAN pour des modèles semi-paramétriques
où les observations sont i.i.d.
Exemple 1
Soient X1 . . . Xn un échantillon de loi P ∈ P = {Pϑ, ϑ ∈ Θ}. On suppose que tout
sous-modèle de dimension un, (Pt)0≤<t<, est différentiable en moyenne quadratique
en t = 0. C’est-à-dire il existe une fonction g ∈ L2(P0), appelée fonction score, telle
que ∫
gdP0 = 0, et
∫ [
dP1/2t − dP01/2
t
− 1
2
gdP01/2
]2
→ 0.
Le log-rapport de vraisemblance entre t = 0 et t = 1/
√
n est :
log
n∏
i=1
dP1/√n
dP0
(Xi) =
1√
n
n∑
i=1
g(Xi)− 1
2
Pg2 + oP(1).
Ce modèle est donc LAN, et l’espace tangent associé est l’ensemble des fonctions scores
g.
Plus particulièrement, si Pϑ admet une densité pϑ (avec ϑ = (ϕ, η)), un sous-
modèle de dimension un est du type (Pϕ∗+ta,ηt)t avec a ∈ Rd et t→ ηt un chemin dans
Θη. Si ces sous-modèles sont différentiables en moyenne quadratique en t = 0, l’espace
tangent associé est :
H = {a · ∇lϕ∗,η∗ + g, a ∈ Rd, g ∈η Hϕ∗,η∗},
où lϕ∗,η∗ = log pϕ∗,η∗ , ∇ est l’opérateur gradient par rapport au paramètre fini-
dimensionnel ϕ, et ηHϕ∗,η∗ est un sous-espace de {g ∈ L2(Pϕ∗,η∗), Pϕ∗,η∗g = 0}.
Comme nous l’avons mentionné plus haut, pour étudier l’efficacité de l’estimation
on considère les voisinages de ϑ∗ = (ϕ∗, η∗) du type ϑ + h/
√
n avec h ∈ H. On doit
alors supposer que le paramètre à estimer νn(Pϑ∗) est suffisamment régulier, c’est-
à-dire différentiable par rapport à l’espace tangent H. Dans l’optique de l’étude de
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ces voisinages locaux de ϑ∗, on est donc particulièrement intéressé par les estimateurs
atteignant localement uniformément leur distribution limite : les estimateurs réguliers.
Pour ces estimateurs, un petit changement dans le paramètre ϑ∗ affecte peu la loi
limite, et un changement négligeable ne modifie pas la loi de l’estimateur.
Définition 1.3. Supposons que νn(P(n)ϑ ) soit à valeur dans un espace de Banach B.
On dit la suite (νn) est différentiable en ϑ relativement à H s’il existe un opérateur
continue ν˙ : H → B et une suite d’opérateurs linéaires continus Rn : B → B tel que
‖Rn‖ → ∞ et
Rn
(
νn(P(n)ϑn(h))− νn(P
(n)
ϑ∗ )
)
→ ν˙(h), pour tout h ∈ H.
On note alors ν˜ le représentant de ν˙ dans le complété cl(H) de H.
Exemple 1 (suite)
Le paramètre νn(Pϕ∗,η∗) = ϕ∗ est différentiable en ϕ0 relativement à H avec Rn =
√
n.
Le représentant de la différentielle dans la fermeture de l’espace tangent est I˜−1ϕ∗,η∗ l˜ϕ∗,η∗ ,
appelé fonction d’influence efficace. La fonction l˜ϕ∗,η∗ = ∇lϕ∗,η∗ − Πϕ∗,η∗(∇lϕ∗,η∗ est
appelée score efficace, avec Πϕ∗,η∗ l’opérateur de projection orthogonale sur la ferme-
ture de ηHϕ∗,η∗ . La matrice carrée I˜−1ϕ∗,η∗ = Pϕ∗,η∗
(
l˜ϕ∗,η∗ l˜
T
ϕ∗,η∗
)
est appelée matrice
d’information efficace.
Définition 1.4. Soit P(n) un modèle LAN en ϑ∗ indexé par l’espace tangent H. Soit
Tn un estimateur du paramètre νn différentiable en ϑ∗. Tn est dit régulier si pour tout
h ∈ H, Rn(Tn − νn(P(n)ϑn(h))) converge en loi sous P
(n)
ϑn(h))
vers une distribution Lϑ∗
définie sur R qui ne dépend pas de h ∈ H.
La proposition 1.1 met en relation les estimateurs asymptotiquement linéaires et
les estimateurs asymptotiquement réguliers efficaces.
Définition 1.5. Soit P(n) un modèle LAN en ϑ∗ indexé par l’espace tangent H. Soit
Tn un "estimateur du paramètre νn. Tn est dit asymptotiquement linéaire si pour toute
forme linéaire b∗ : B→ R il existe hb∗ ∈ H tel que
√
nb∗(Tn − νn(P(n)ϑ∗ )) = ∆n(hb∗) + oP(1).
En particulier si νn(P(n)ϑ∗ ) est d-dimensionnel, Tn est asymptotiquement linéaire si, et
seulement si : √
n(Tn − νn(P(n)ϑ∗ )) = ∆n(h˜) + oP(1),
où h˜ = (h1, . . . , hd) ∈ Hd et ∆n(h˜) = (∆n(h1), . . .∆n(hd))
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La proposition suivante établie caractérise les estimateurs asymptotiquement ef-
ficaces dans le cas fini-dimensionnel, tandis que la proposition 1.2 la généralise pour
des espaces de Banach.
Proposition 1.1 (McNeney et Wellner (2000)). Soit P(n) un modèle LAN en ϑ∗
indexé par l’espace tangent H tel que le processus centré ∆n(h) soit linéaire en h. Soit
νn(P(n)ϑ ) un paramètre d-différentiable relativement à l’espace H. On note ν˙ ∈ H
d le
représentant de la différentielle de νn. Soit Tn un estimateur asymptotiquement linéaire
en ∆n(h˜). Alors Tn est régulier efficace si, et seulement si h˜ = ν˙.
Exemple 1 (suite)
Par conséquent un estimateur Tn de ϕ est asymptotiquement efficace si,
√
n(Tn − φ0) =
(
I˜ϕ0,η0
)−1( 1√
n
n∑
i=1
l˜ϕ0,η0(Xi)
)
+ oP(1).
Proposition 1.2 (McNeney et Wellner (2000)). Soit P(n) un modèle LAN en ϑ∗
indexé par l’espace tangent H tel que le processus centré ∆n(h) soit linéaire en h. Soit
νn(P(n)ϑ ) une suite de paramètres à valeur dans un espace normé complet B. On suppose
que cette suite est différentiable de dérivée ν˙, telle que pour toute forme linéaire b∗ de
B, on note ν˙b∗ ∈ cl(H) le représentant de b∗ν˙.
Si Tn est asymptotiquement linéaire au sens de la définition 1.5 avec hb∗ ∈ H, alors
(b∗Tn) est régulier efficace si, et seulement si hb∗ = ν˙b∗ . De plus, si
√
n(Tn−νn(P(n)ϑn(h)))
converge faiblement sous (P(n)ϑn(h)) vers une limite tendue de B pour tout suite ϑn(h),
alors Tn est régulier efficace.
1.2.2 Vraisemblance profilée
Dans les modèles paramétriques, une méthode connue pour obtenir un estimateur
efficace est de maximiser la vraisemblance du modèle. Or une telle méthode est difficile
à mettre en oeuvre pour des modèles de grande dimension, en particulier pour les
modèles semi-paramétriques. Dans ces derniers modèles, l’information observée, si
elle existe, serait au mieux un opérateur infini-dimensionnel. Souvent ce problème est
surmonté en employant une vraisemblance profilée.
Définition 1.6. Supposons que le paramètre est divisé comme ϑ = (ϕ, η), avec ϕ
un paramètre fini-dimensionnel et η un paramètre de nuisance. Notons ln(ϑ, η) la
vraisemblance du modèle, alors la vraisemblance profilée se définit comme
pln(ϑ) = sup
η∈Θη
ln(ϑ, η).
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La vraisemblance profilée consiste donc à maximiser la vraisemblance en deux étapes,
d’abord par rapport à la nuisance, ensuite par rapport au paramètre fini-dimensionnel.
Soit (ϕˆn, ηˆn) l’estimateur du maximum de vraisemblance de (ϕ∗, η∗), alors ϕˆn maxi-
mise la vraisemblance profilée ϕ → pln(ϕ). Pour des modèles semi-paramétriques in-
dépendants identiquement distribués, Murphy et Van der Vaart (2000) ont montré que
sous certaines conditions de régularité sur le modèle (similaires à celles qui assurent
que l’estimateur du maximum de vraisemblance soit efficace) la vraisemblance profilée
admet le développement suivant pour toute suite ϕ˜n convergente en probabilité vers
ϕ∗ :
log pln(ϕ˜n) = log pln(ϕ
∗) + (ϕ˜n − ϕ∗)T
n∑
i=1
l˜ϕ∗,η∗(Xi,n) (1.1)
+
1
2
(ϕ˜n − ϕ∗)T I˜ϕ∗,η∗(ϕ˜n − ϕ∗) + oP(n)
ϕ∗,η∗
(
√
n‖ϕ˜n − ϕ∗‖+ 1).
Ainsi, si I˜ϕ0,η0 est inversible et ϕˆn est consistent, ϕˆn est asymptotiquement efficace.
Dans le chapitre 2, nous utilisons un processus de contraste construit à partir de
la vraisemblance profilée. L’estimateur qui maximise ce contraste est, sous certaines
conditions de régularité du modèle, asymptotiquement efficace. D’autre part la vrai-
semblance profilée du modèle admet un développement asymptotique similaire à (1.1).
1.3 Méthode bootstrap
Le bootstrap est une technique inventée par Efron (1979). Elle s’appuie sur le fait
de pouvoir estimer, en re-échantillonnant dans les données, les caractéristiques du phé-
nomène aléatoire qui a engendré ces données. La technique du bootstrap mime donc la
distribution d’un estimateur ou d’une statistique de test afin de trouver des approxi-
mations de quantités difficilement calculables. Dans le chapitre 3, nous construisons
des tests statistiques pour valider une sous-classe du modèle de forme invariante pour
des données. Or sous l’hypothèse nulle, la loi limite de la statistique de test est trop
compliquée pour utiliser le principe du "plug-in" afin d’estimer les quantiles. On uti-
lise donc le bootstrap afin d’en avoir une approximation. Cette section a pour but
de donner les grands principes de cette méthode et de l’illustrer avec des exemples
simples.
Soit X = (X1, . . . , Xn) un échantillon d’une loi F. On note par x = (x1, . . . , xn) les
valeurs effectivement mesurées. On souhaite estimer un paramètre θ = t(F) à partir
de x. Si n est assez grand, la distribution empirique de l’échantillon Fˆ est proche de F
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(théorème de Glivenko-Cantelli). Le principe du "plug-in" consiste alors à considérer
l’estimateur suivant θˆ = t(Fˆ).
Le bootstrap consiste à générer B échantillon bootstrap à partir de x. Un échan-
tillon bootstrap x∗ est obtenu en tirant aléatoirement les observations de l’échantillon
de départ x, autrement dit à effectuer des tirages avec remises des n valeurs observées.
En terme de variables aléatoires, on peut résumer de la façon suivante :
Échantillon Échantillon bootstrap
X = (X1, . . . , Xn) généré par F, =⇒ X∗ = (X∗1 , . . . , X∗n) généré par Fˆ,
de loi empirique Fˆ de loi empirique Fˆ∗
Pour chaque échantillon bootstrap x∗b , b = 1, . . . , B, on note Fˆ∗b la distribution empi-
rique et on calcule la statistique θˆ∗b = t(Fˆ∗b). Le principe du bootstrap est de considérer
la moyenne θˆboot des valeurs θˆ∗b , b = 1, . . . , B, pour approcher la valeur θ = t(F),
θˆboot =
1
B
B∑
b=1
θˆ∗b .
Pour certains modèles, il a été prouvé, que pour un B assez grand, la statistique
bootstrap θˆboot pouvait être une meilleure approximation de θˆ (voir Hall (1992)).
Exemple 2 (Algorithme bootstrap pour estimer les écarts-type)
1. On génère B échantillons bootstrap indépendants :x∗b , b = 1, . . . , B.
2. On évalue la réplication bootstrap correspondant à chaque échantillon boots-
trap : θˆ∗b , b = 1, . . . , B.
3. On estime l’écart-type de θˆ par l’écart type des B réplications,{
1
B − 1
B∑
b=1
(θˆ∗b − θˆboot)2
}1/2
.
Plus précisément, supposons une équation dite "équation de population" qui relie
la population F à l’échantillon Fˆ,
E(fθ(F, Fˆ)/F) = 0, θ ∈ R.
On cherche à résoudre cette équation selon la variable θ. On note θ0 la solution de
cette équation.
Exemple 3 (Equation de population pour la variance)
Soit σ2 = var(X1). Alors σ2 est solution de l’équation de population,{
E(fθ(F, Fˆ)/F) = 0, θ ∈ R+,
fθ(F, Fˆ) = (
∫
xdFˆ− ∫ xdF)2 − θ.
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Exemple 4 (Estimation d’une quantile)
Soit T = T (X) une statistique fonction de l’échantillon. La loi de T est donc une
fonction de F. On souhaite estimer la quantile tα d’ordre α ∈ [0, 1] de cette statistique.
tα est solution de l’équation de population,{
E(fθ(F)/F) = 0, θ ∈ R,
fθ(F) = 1(T≤θ) − α.
Le principe du bootstrap consiste à remplacer le couple (F, Fˆ) par (Fˆ, Fˆ∗) dans
l’équation de population afin d’approcher la solution tα. Ceci repose sur l’idée qu’il
existe la même relation entre F et Fˆ, qu’entre Fˆ et Fˆ∗. Soit θˆ0 la solution de l’équation
suivante,
E(fθ(Fˆ, Fˆ∗)/Fˆ) = 0, θ ∈ R. (1.2)
On dit que θˆ0 est l’estimateur bootstrap de θ0.
Exemple 3 (Equation de population pour la variance (suite))
L’estimateur bootstrap de la variance est,
S2 = E
[(∫
xdFˆ∗ −
∫
xdFˆ
)2
/Fˆ
]
=
1
n
n∑
i=1
(Xi −X)2,
où X est la moyenne empirique des observations.
On peut alors utiliser des méthodes du type Monte-Carlo pour résoudre l’équation
bootstrap de l’échantillon (1.2).
Exemple 4 (Algorithme bootstrap pour estimer les quantiles (suite))
1. Soit B ∈ N tel qu’il existe υ ∈ N vérifiant,
υ ≤ B, et υ
B + 1
= α.
On génère B échantillons bootstrap indépendants : X∗b , b = 1, . . . , B.
2. Pour tout b = 1, . . . , B, on évalue T ∗(b) = T (X∗b).
3. θˆboot est la υème plus grande valeur de {T ∗(b) = T (X∗b), b = 1, . . . , B}.
θˆboot est un estimateur de θ0, et quand B tend vers l’infini, θˆboot converge vers θ0.
1.4 Transformée de Fourier
Le plus souvent, l’analyse de Fourier est entendue comme l’étude des séries de
Fourier (cercle unité), ou encore l’étude des transformées de Fourier sur la droite
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réelle. Durant les années 1950, les concepts de base et les théorèmes ont été généralisés
aux groupes abéliens localement compacts. Dans cette thèse, nous considérons quatre
types de transformées de Fourier : sur le tore (séries de Fourier) dans le chapitre
2, sur le plan réel (transformée de Fourier classique dans R2) et sur le plan polaire
(transformée de Fourier-Mellin) dans le chapitre 4, et sur les entiers relatifs dans le
chapitre 5. Cette section a pour but de connecter entre elles ces quatre transformées,
et de présenter dans les grandes lignes la théorie de Fourier sur les groupes localement
compact. Le lecteur peut se reporter aux ouvrages de Rudin (1990) et Ramakrishnan
et Valenza (1999) pour un exposé détaillé.
Groupe topologique et mesure de Haar
Un groupe topologique abélien est un groupe (G,+) commutatif, muni d’une to-
pologie telle que l’application (x, y)→ x− y de l’espace G×G dans G soit continue.
Si de plus, la topologie de G est localement compacte, on dit que G est un groupe
abélien localement compact (LCA).
Exemple 5
Quelques exemples de groupes abéliens localement compacts,
1. tout groupe au plus dénombrable muni de la topologie discrète, par exemple
(Z,+);
2. (R∗,×), (R∗+,×) et (C∗,×) muni de la topologie induite ;
3. tout groupe additif d’un espace vectoriel de dimension fini, comme (Rd,+), ou
(Cd,+);
4. (Td,+) (T = R/(2piZ) est le tore) muni de la topologie quotient ;
Pour tout groupe abélien localement compact G, on appelle mesure de Haar, une
mesure de Radon µ (finie pour tout sous ensemble compact de G, extérieurement
régulière) invariante par translation, c’est-à-dire,
µ(E + x) = µ(E),
pour tout x ∈ G et pour tout borélien E de G. Le théorème de Haar montre l’existence
et l’unicité (à une constante multiplicative près) de la mesure de Haar pour un groupe
localement compact.
Exemple 6
Quelques exemples de groupes abéliens localement compacts associés à leur mesure
de Haar,
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1. la mesure de comptage de (Z,+);
2. la mesure de Lebesgue de (Rd,+), (Td,+);
3. la mesure dµ(r) = r−1dr pour (R∗+,×).
Dualité de Pontrjagin et transformée de Fourier
Soit G un groupe LCA. Une fonction γ : G→ C∗ est un caractère de G si c’est un
homomorphisme du groupe G dans le groupe multiplicatif C∗ tel que,
|γ(x)| = 1, et γ(x+ y) = γ(x)γ(y), ∀(x, y) ∈ G2.
L’ensemble Gˆ des caractères de G est un groupe abélien pour l’opération interne
suivante,
(γ1 + γ2)(x) = γ1(x)γ2(x), x ∈ G, (γ1, γ2) ∈ Gˆ.
On appelle Gˆ le groupe dual de Pontrjagin de G. On muni Gˆ d’une topologie de telle
sorte que l’application (x, γ)→ γ(x) de G× Gˆ dans C soit continue. On montre alors
que
– si G est LCA, alors Gˆ est LCA ;
– si G est compact, alors Gˆ est discret ;
– si G est discret, alors Gˆ est compact.
Notons L1(G, µ) l’espace des fonctions intégrables à valeurs complexes pour la mesure
de Haar µ associée à G.
Définition 1.7. Soit f ∈ L1(G). On définit la transformée de Fourier de f par,
fˆ(γ) =
∫
G
f(x)γ¯(x)dµ(x), γ ∈ Gˆ.
Exemple 7 (Quelques transformations de Fourier) 1. si G = R, le groupe dual as-
socié est l’ensemble des fonctions
x ∈ R→ eiωx, ω ∈ R.
On peut donc identifier Gˆ au groupe additif R. Dans ce cas, la définition 1.7 est
la transformée de Fourier classique pour f ∈ L1(R, dx/√2pi),
fˆ(ω) =
∫
R
f(x)e−iωx
dx√
2pi
, ω ∈ R;
2. si G = R∗+, le groupe dual associé est l’ensemble des fonctions
r ∈ R∗+ → riv, v ∈ R.
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On peut donc identifier Gˆ au groupe additif R. Dans ce cas, la définition 1.7 est
la transformée de Mellin pour f ∈ L1(R∗+, dr/r),
Mf (v) =
∫ +∞
0
f(r)r−iv
dr
r
, v ∈ R;
3. si G = T, le groupe dual associé est l’ensemble des fonctions
x ∈ R→ eikx, k ∈ Z.
On peut donc identifier Gˆ au groupe additif Z. Dans ce cas, la définition 1.7
sont les coefficients de Fourier de f ∈ L1(T, dx/(2pi)),
ck(f) =
∫ 2pi
0
f(x)e−ikx
dx
2pi
, k ∈ Z;
4. si G = Z, le groupe dual associé est l’ensemble des fonctions
x ∈ R→ eiωx, ω ∈ T.
On peut donc identifier Gˆ au groupe additif T. Dans ce cas, la définition 1.7 est
la fonction génératrice de f ∈ l1(Z),
Gf (ω) =
∑
k∈Z
f(k)e−iωk, ω ∈ T,
où l1(Z) est l’ensemble des séries sommables.
En utilisant des approximations de l’unité et des opérateurs de convolution, on
prouve que la transformée de Fourier est inversible, et qu’elle se prolonge par continuité
en une isométrie.
Théorème 1.2 (Inversion de Fourier). Soit f ∈ L1(G, µ), telle que fˆ ∈ L1(Gˆ, µGˆ).
La mesure de Haar µGˆ de Gˆ peut être normalisée de telle sorte que :
f(x) =
∫
Gˆ
fˆ(γ)γ(x)dµGˆ(γ), x ∈ G.
Théorème 1.3 (Théorème de Plancherel). La transformée de Fourier restreinte au
sous-espace L1(G, µ) ∩ L2(G, µ) muni de la norme L2 est une isométrie sur un sous-
espace dense de L2(Gˆ, µGˆ). Ainsi, cette application peut se prolonger de manière unique
sur L2(G) dans L2(Gˆ).
On prouve, par le théorème de l’inversion de Fourier, que tout groupe LCA est
identifiable au groupe dual de son groupe dual Gˆ,
G ' ˆˆG.
Chapitre 2
Estimation des paramètres pour
une sous-classe de modèle de forme
invariante
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Résumé : On observe un nombre fixé J de fonctions inconnues qui prennent leurs
valeurs dans un espace multidimensionnel. Ces fonctions admettent en réalité une
forme commune et diffèrent entre elles uniquement par un paramètre de translation,
d’amplitude et de niveau. Les données sont modélisées sous un modèle de régres-
sion. Ce modèle semi-paramétrique est connu sous le nom de "Shape invariant model"
(ou modèle de forme invariante). Alors que la forme générale du signal est inconnue,
on propose ici des méthodes statistiques pour estimer les paramètres de translation,
d’amplitude et de niveau. Les estimateurs définis sont au moins asymptotiquement
normaux, voire asymptotiquement efficaces. Ces méthodes utilisent la transformée de
Fourier et la vraisemblance profilée. On étudie également les propriétés asymptotiques
de l’estimateur de la forme commune induit par ces méthodes.
Mots clés : Shape invariant model, estimation semi-paramétrique, efficacité semi-
paramétrique, transformée de Fourier discrète.
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Introduction
Dans de nombreuses études, les chercheurs étudient des observations qui peuvent
dépendre de plusieurs variables. On peut penser par exemple à l’évolution de la tem-
pérature au cours du temps (une dimension), les niveaux de gris d’une image 2D (deux
dimensions). L’objet d’intérêt n’est alors pas une variable aléatoire mais une fonction
qui diffère selon le sujet étudié. Les données (Yi,j), où l’indice j désigne le sujet étudié
et l’indice i désigne le point d’observation de la mesure, sont alors modélisées de la
façon suivante,
Yi,j = f
∗
j (ti,j) + σ
∗
j i,j, i ∈ In,j, j = 1 . . . J. (2.1)
C’est un modèle de régression à dépendance non linéaire : les fonctions de régression
f ∗j : Rd → R sont inconnues et dépendent non linéairement des points d’observation
ti,j ∈ D ⊂ Rd, où d ≥ 1. Les ensembles In,j sont des sous-ensembles finis de Zd. Les
termes d’erreur i,j sont des variables aléatoires indépendantes centrées de variance 1,
et les réels positifs σ∗j quantifient le niveau de bruit pour chaque sujet.
On s’intéresse au modèle où l’échantillon des fonctions de régression montre une
certaine homogénéité dans la structure, dans le sens où les fonctions coïncident si elles
sont proprement translatées et normalisées. En d’autres termes, il existe une fonction
f ∗ de telle sorte que
f ∗j (t) = a
∗
jf
∗(t− θ∗j ) + υ∗j , t ∈ Rd, j = 1 . . . , J, (2.2)
où pour tout j = 1, . . . , J, les paramètres a∗j ∈ R, υ∗j ∈ R et θ∗j ∈ Rd sont appelés
respectivement paramètre d’amplitude, de niveau et de translation. Ce type de mo-
dèle a été introduit par Lawton et al. (1972) sous le nom de "shape invariant model"
(modèle de forme invariante) : c’est en réalité une sous-classe de ce modèle. C’est un
modèle semi-paramétrique. Cela signifie qu’il dépend principalement de deux para-
mètres, l’un fini-dimensionnel α∗=
(
(θ∗j )j, (a
∗
j)j, (υ
∗
j )j
)
, l’autre infini dimensionnel f ∗
qui appartient à un certain grand ensemble de fonctions. Des exemples assez connus,
où ce type de modèle a été considéré, est l’étude des courbes de croissances d’enfants
(voir Kneip et Gasser, 1988) ou l’étude des rythmes circadiens (voir Wang et Brown,
1996).
Le principal objectif de ce chapitre est de présenter des méthodes afin d’estimer
le paramètre α∗ sans chercher à estimer la forme commune f ∗. Le problème de l’es-
timation de α∗ a été traité auparavant par plusieurs auteurs pour d = 1. D’abord
Lawton et al. (1972) proposent une procédure statistique, SEMOR (Self-Modeling
nonlinear Regression), qui estime simultanément la fonction f ∗ et le paramètre α∗.
Cette méthode est itérative et elle est basée sur l’approximation polynomiale (des
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splines d’ordre 1) de f ∗ sur un espace d’observation compact D. La convergence et
la consistance de la méthode SEMOR ont été prouvés par Kneip et Gasser (1988).
Härdle et Marron (1990) étudient le modèle où les fonctions ne diffèrent que d’un
paramètre de translation (θ∗j ) et de niveau (υ∗j ) pour J = 2 sujets. Ils construisent
des estimateurs consistants de vitesse de convergence
√
n et asymptotiquement nor-
maux pour les paramètres (θ∗j ) et (υ∗j ). Leur méthode est basée sur l’utilisation d’un
estimateur à noyau pour estimer la fonction f ∗. Par la suite, Kneip et Engel (1995)
remplacent l’estimateur polynomial de f ∗ par un estimateur à noyau en reprenant la
méthode SEMOR. Par ailleurs, d’autres bases de fonctions ont été choisies pour esti-
mer la forme commune f ∗, comme des splines lisses (voir Guardabasso et al., 1988) ou
des splines périodiques (voir Wang et Brown, 1996). Dernièrement, pour le modèle où
les fonctions f ∗j sont translatées les unes des autres, Gamboa et al. (2005) construisent
un estimateur consistant de vitesse de convergence
√
n, asymptotiquement normal, à
partir de la transformée de Fourier discrète des données. Nos méthodes d’estimation
de α∗ sont proches de celle présentée par Gamboa et al. (2005) pour des modèles plus
généraux et multidimensionnels.
Ce chapitre propose trois estimateurs du paramètre α∗. Chacun de ces estimateurs
est le minimum d’un processus de contraste (cf. chapitre 1) qui diffère suivant les
contraintes d’identifiabilité posées sur le modèle. Ces trois jeux de contraintes d’iden-
tifiabilité sont décrites dans la section 2.1. Les processus de contraste considérés sont
définis à partir de la transformée de Fourier discrète des données. En effet, cette trans-
formation est particulièrement bien adaptée au modèle, puisqu’elle est linéaire d’une
part, et d’autre part la base de vecteurs propres pour cette transformation diagonalise
simultanément l’ensemble des opérateurs de translation (Tθ) sur les fonctions,
Tθ : f → f(· − θ), θ ∈ Rd.
C’est pourquoi, dans ce chapitre, l’étude se limite aux cas où les fonctions f ∗j sont
périodiques sur le pavé D. Mais comme le souligne la remarque 3.1, cette hypothèse
n’est pas aussi restrictive : les méthodes d’estimation peuvent être appliquées dans
des cas où les fonctions de régression ne sont pas forcément périodiques.
Les estimateurs définis à partir de ces processus de contrastes sont tous consis-
tants de vitesse de convergence
√
n et asymptotiquement normaux (théorème 2.4).
Si les contraintes d’identifiabilité sont bien choisies, les estimateurs des paramètres
de translation (θ∗j ), d’amplitude (a∗j) et de niveau (υ∗j ) sont asymptotiquement indé-
pendants et efficaces (théorème 2.4). L’efficacité de ces estimateurs doit être comprise
au sens local asymptotique, sous la structure de la normalité asymptotique locale
(LAN) (cf. le chapitre 1). L’approche la plus commune pour l’efficacité est de consi-
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dérer un sous-modèle paramétrique, dit sous-modèle le moins favorable, du modèle
semi-paramétrique de départ (c’est un sous-modèle pour lequel l’information de Fi-
sher est la plus petite) et d’estimer α∗ dans un tel modèle (voir Van der Vaart (1998,
2002) pour les modèles semi-paramétrique identiquement distribués, et McNeney et
Wellner (2000) pour les modèles semi-paramétriques non identiquement distribués).
Ici les sous-modèles considérés sont des sous-modèles paramétriques dans lesquels la
fonction f ∗ est un polynôme trigonométrique. Certains de nos processus de contraste
sont définis à partir de la vraisemblance profilée dans ces sous-modèles (cf la sec-
tion 2.2). La vraisemblance profilée est une méthode semi-paramétrique qui consiste
à "éliminer" le composant non paramétrique f ∗ afin de ramener le problème semi-
paramétrique original en un problème paramétrique convenablement choisi. Ces pro-
cessus de contraste, construits à partir de la vraisemblance profilée, fournissent ainsi
des estimateurs asymptotiquement efficaces. En cela, la procédure d’estimation est
proche de la procédure d’estimation efficace de Gassiat et Lévy-Leduc (2006), par
laquelle les auteurs estiment la période d’une fonction inconnue. De plus, ceci rejoint
les travaux de Murphy et Van der Vaart (2000) dans les modèles semi-paramétriques
indépendamment et identiquement distribués : la vraisemblance profilée sélectionne le
modèle le moins favorable.
La vraisemblance profilée induit par définition un estimateur pour la forme com-
mune f ∗. Les propriétés asymptotiques de cet estimateur sont étudiés dans la sous-
section 2.3.3 : pour d = 1 sa vitesse de convergence est la vitesse non paramétrique
optimale (corollaire 2.1). Par contre, il n’est pas asymptotiquement efficace au sens
de la proposition 1.2.
Le plan du chapitre est le suivant. La section 2.1 décrit le modèle étudié et les
différentes contraintes d’identifiabilité considérées. La section 2.2 étudie la transformée
de Fourier du modèle, et définit les processus de contraste et les estimateurs. Ensuite, la
section 2.3 est consacrée à l’étude de l’efficacité asymptotique des estimateurs définis à
partir de la vraisemblance profilée, et du comportement asymptotique de l’estimateur
de la forme commune. Enfin, puisque chacun des processus de contraste est défini à
partir d’un filtre linéaire sur les coefficients de Fourier, la section 2.4 discute du choix
de ces filtres à partir de données simulées.
2.1 Presentation du modèle
Dans cette partie, on décrit le modèle étudié, ainsi que les contraintes d’identifia-
bilité considérées tout au long du chapitre.
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2.1.1 Description du modèle
Les données (Yi,j)i,j sont issues de l’observation de J unités sur le domaine d’obser-
vation D =∏dr=1[0, Tr]. L’indice i représente l’indice des temps d’observation. L’indice
j représente l’indice des unités (ou sujets). Quitte à faire un changement de variable
on suppose que pour tout r = 1, . . . , d, Tr = 2pi. Le modèle de régression étudié est
alors le suivant :
Yi,j = a
∗
jf
∗(ti,j − θ∗j ) + υ∗j + σ∗i,j, i ∈ In,j, j = 1, . . . , J. (2.3)
C’est un modèle de dépendance non linéaire, puisque généralement la fonction de ré-
gression f ∗ dépend non linéairement des points d’observation connus ti,j ∈ D. Cette
fonction est supposée continue et périodique sur le réseau 2piZd, et on note F l’en-
semble des fonctions continues périodiques sur ce réseau. La fonction f ∗ ∈ F est
appelée la forme commune du modèle. Elle est inconnue.
Les paramètres fini-dimensionnels θ∗ = (θ∗j,q)1≤j≤J,1≤q≤d, a∗ = (a∗j)1≤j≤J et υ∗ =
(υ∗j )1≤j≤J caractérisent les unités j, j = 1 . . . J. Ils sont également inconnus. Au vu
des données, il est raisonnable de supposer que ces paramètres appartiennent à un
ensemble compact A :
α∗ = (θ∗, a∗, υ∗)∈A=[θmin, θmax]dJ×([amin, amax] \ {0})J×[υmin, υmax]J ,
où θmin < θmax, amin < amax et 0 < υmax = −υmin sont des réels fixés le plus souvent
par le statisticien. Les paramètres θ∗j = (θ∗jq)1≤q≤d ∈ Rd (j = 1,. . ., J) sont appelés
paramètres de translation. Les paramètres a∗j (j = 1,. . ., J) sont appelés paramètres
d’amplitude. Les paramètres υ∗j (j=1,. . ., J) sont appelés paramètres de niveau.
Les termes d’erreur (i,j)i,j sont des variables indépendantes centrées de variance
égale à 1. Dans la section 2.3 (où l’on considère l’estimation efficace de α∗), on suppose
la loi des (ij)i,j connue : les termes d’erreur suivent une loi gaussienne.
Afin de simplifier les calculs, le modèle remplit les trois hypothèses présentées
ci-dessous.
– Les points d’observation ti,j sont identiques pour chaque sujet j. On note :
ti,j = ti ∈ [0, 2pi[d, i ∈ In, j = 1 . . . J, (2.4)
avec In = {1 . . . n}d. On suppose également que ces points sont uniformément
répartis sur le domaine d’observation et que :
ti =
i
n
2pi, i ∈ In, j = 1 . . . J. (2.5)
Le fait de prendre des points équidistants permet de conserver l’orthogonalité de
la base de Fourier (2.9) et par conséquent de simplifier les calculs. La remarque
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Fig. 2.1: Illustration du modèle (2.3) avec d = 1 et J = 2 courbes. Le graphique (a)
représente deux fonctions vérifiant (2.2). La figure (b) représente ces même fonctions
bruitées avec σ∗ = 0.8. La forme commune est générée par la fonction f ∗(x) = 20(1−
x/(2pi))x/(2pi).
2.2 explique brièvement le comportement des estimateurs que l’on définit dans
le cas où les points d’observation ti ne seraient pas équidistants.
– Le nombre d’observations par unité est impair (afin de garantir l’orthogonalité
de la base de Fourier discrète (2.9)) :
(N1) n est impair.
– Les écarts-type σ∗j , j = 1 . . . J sont égaux :
σ∗j = σ
∗, j = 1 . . . J.
Néanmoins une étude similaire peut être menée dans le cas où les écarts-type ne
sont pas égaux (voir la Remarque 2.4).
Les figures 2.1(a) et 2.1(b) illustrent le modèle (2.3) pour d = 1. La figure 2.1(a)
représente les fonctions que l’on souhaite observer. La première courbe est l’identique
de la seconde à une translation, à une amplitude et à un niveau près. La figure 2.1(b)
représente les données effectivement mesurées : un bruit blanc a été ajouté aux données
théoriquement observées de la figure 2.1(a).
Le modèle étudié (2.3) est un sous-modèle du modèle de forme invariante défini
par Lawton et al. (1972). C’est un modèle semi-paramétrique. Le paramètre fini-
dimensionnel est le couple (α∗, σ∗). Le paramètre infini-dimensionnel ou de nuisance
est la fonction f ∗. L’objectif de ce chapitre est de développer des méthodes d’estima-
tion pour les paramètres α∗ et f ∗.
2.1. PRESENTATION DU MODÈLE 31
On estime le paramètre α∗ en minimisant un processus de contraste (cf. section
1.1). Ces processus de contraste, comme le précise la sous-section 2.1.2, dépendent des
contraintes d’identifiabilité posées sur le modèle. Quelles que soient ces contraintes, ils
permettent de définir des estimateurs asymptotiquement normaux, indépendamment
de la distribution des termes d’erreur (ij)i,j (théorème 2.2). De plus, si la distribu-
tion des termes d’erreur est gaussienne, certains processus fournissent des estimateurs
asymptotiquement efficaces (théorème 2.4).
2.1.2 Identifiabilité du modèle
Afin de pouvoir estimer les paramètres α∗ et f ∗, il faut que le modèle soit identi-
fiable. Or ce n’est pas le cas. En effet, soient α = (θ, a, υ) ∈ A et f ∈ F tels que :
θ=θ∗ + θ0 + 2pik, a=λa∗, υ=υ∗ + λa∗υ0, f(·)=λ−1f ∗(·+ θ0)− υ0, (2.6)
où θ0 ∈ RdJ , k ∈ ZdJ , λ ∈ R∗ et υ0 ∈ R. Alors, pour tout j = 1, . . . , J, on a,
ajf(· − θj) + υj = a∗jf ∗(· − θ∗j ) + υ∗j .
Il convient donc de poser des contraintes d’identifiabilité sur ce modèle. Ces contraintes
vont restreindre l’espace des paramètres A et F de telle sorte que :
– α∗, f∗ vérifient ces contraintes ;
– si α, f vérifient ces contraintes et l’équation (2.6), alors α = α∗ et f = f ∗;
– la fonction de contraste associée au paramètre α admet un unique minimum en
α∗.
Dans ce chapitre, on considère trois jeux de contraintes d’identifiabilité :
jeu n˚ 1 : f ∈F et α∈A1= {α ∈ A, tel que θ1 = 0, a1 = 1 et υ1 = 0}, où θmin=0,
θmax=2pi, 0<amin<1<amax,
Afin de simplifier les notations on suppose que pour les jeux de contraintes n˚ 2 et n˚ 3,
on pose : θmin=0, θmax=2pi, amin=−
√
J, et amax=
√
J.
jeu n˚ 2 : f ∈F et α∈A2={α ∈ A, tel que θ1 = 0, υ1 = 0, et
J∑
j=1
a2j = J, a1 > 0.},
jeu n˚ 3 : f ∈F0 et α∈A3={α ∈ A, tel que θ1 = 0 et
J∑
j=1
a2j = J, a1 > 0.},
où F0 désigne l’ensemble des fonctions continues périodiques telles que :∫
D
f(t)
dt
(2pi)d
= 0.
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Le modèle associé au jeu n˚ 1 de contraintes signifie que la première unité est prise
comme référence, c’est-à-dire que les unités j = 2, . . . , J sont des versions de l’unité
1 à une translation, à une amplitude et un niveau près. Ce modèle est étudié dans la
section 2.2.2 pour d = 1.
Les modèles associés au jeu n˚ 2 et au jeu n˚ 3 de contraintes sont ceux obtenus en
utilisant la vraisemblance profilée du modèle. Dans ces deux modèles, l’unité j = 1 est
prise comme référence pour estimer la translation. La condition d’identifiabilité sur le
paramètre d’amplitude (
∑J
j=1 a
2
j = J) (ici la constante J est choisie pour simplifier
les calculs) s’impose si l’on considère la vraisemblance du modèle (voir la remarque
2.5). Elle signifie que la forme commune est définie comme la moyenne pondérée
des fonctions de régression f ∗j . Cette condition d’identifiabilité permet de définir des
estimateurs efficaces pour le paramètre α∗ (cf le théorème 2.4).
Ce qui différencie les jeux de contraintes n˚ 2 et n˚ 3 est la condition posée sur la
forme commune et le paramètre de niveau. Pour le jeu n˚ 3, aucune contrainte n’est
posée sur le niveau, par contre la forme commune appartient à l’espace de fonctions
F0. Au contraire, pour le jeu n˚ 2, c’est sur le paramètre de niveau qu’est posée la
contrainte et non sur la forme commune. Comme le souligne la remarque 2.6, le jeu
de contrainte n˚ 3 est le plus optimal en ce sens qu’il fournit non seulement des esti-
mateurs asymptotiquement efficaces mais aussi asymptotiquement indépendants pour
les paramètres θ∗, a∗ et υ∗. C’est pourquoi nous développons uniquement les calculs
pour le modèle associé à ce dernier jeu (les calculs étant similaires) dans la section
2.2.3 et la section 2.3.
2.2 Définition des processus de contraste
2.2.1 Transformée de Fourier discrète du modèle
Puisque la transformée de Fourier sur le tore Td = (R/(2piZ))d est linéaire, et
puisque la base de Fourier diagonalise l’opérateur de translation, cette transformée est
bien adaptée au modèle étudié. En effet, si les fonctions de régression sont intégrables
et vérifient l’équation (2.2), alors les coefficients de Fourier vérifient :
cl(f
∗
j ) =
∫
D
f ∗j (t)e
−il·t dt
(2pi)d
=
{
a∗jc0(f
∗) + υ∗j si l = 0,
a∗jcl(f
∗)e−il·θ
∗
j si l ∈ Zd \ {0}. (2.7)
Nous développons ici l’estimation des coefficients de Fourier des fonctions f ∗j à partir
des données (Yi,j). Ces estimateurs sont utilisés tout au long du chapitre pour estimer
les paramètres θ∗, a∗ et υ∗.
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Une approche naturelle pour estimer une intégrale sur un compact est d’utiliser
les formules de quadrature associées au design des points d’observation (see Haber,
1970) : ∫
D
f(t)
dt
(2pi)d
w
∑
i∈In
λif(ti), (2.8)
où λi sont des réels qui dépendent du choix des points d’observation (ti). Dans le cas
où les points d’observation sont équidistants (2.5), cette formule est celle de Newton-
Cotes avec λi = 1/nd. L’approximation des coefficients de Fourier par cette dernière
formule de quadrature est connue sous le nom de transformée de Fourier discrète (ou
DFT comme "Discrete Fourier Transform") :
cnl (f) =
1
nd
∑
s∈In
f(ts)e
−il·ts , |l|∞ < n
2
,
où |l|∞ = maxr=1...d |lr| pour l = (l1, . . . ld) ∈ Zd.
Le fait de considérer que les points ti sont équidistants permet de conserver pour
la transformée de Fourier discrète l’orthogonalité de la base de Fourier :
∀|l|∞< n
2
, ∀|p|∞< n
2
,
1
nd
∑
r∈In
ei(l−p)·tr =
{
1 si l = p,
0 si l 6= p. (2.9)
Par conséquent, on peut établir la qualité de l’approximation de la transformée de
Fourier par la DFT. Soit f une fonction continue telle que sa série de Fourier converge
normalement. L’équation (2.9) permet d’établir un lien entre la DFT et la série de
Fourier,
cnl (f) = cl(f) +
∑
p−l∈(nZ)d\{0}
cp(f), ∀|l|∞< n
2
. (2.10)
Toutefois si les points d’observation ne sont pas équidistants, la base de Fourier discrète
n’est plus nécessairement orthogonale, mais elle le reste bien évidemment asymptoti-
quement (voir la remarque 2.2).
Un estimateur des coefficients de Fourier est alors :
dj,l =
1
nd
∑
s∈In
e−il·tsYs,j = cnl (f
∗
j ) + wj,l, j =1 . . .J, |l|∞ < n/2. (2.11)
Du fait de la propriété d’orthogonalité (2.9), les termes d’erreur (wj,l)j,l sont des
variables complexes décorrélées de variance 1/nd. Par ailleurs, pour j fixé et lorsque l 6=
0 (wj,0 est une variable réelle), les parties réelle et imaginaire de wj,l sont décorrélées
et de variance 1/(2nd).
Par conséquent, si les variables (ij) sont gaussiennes, alors les variables (ξj,l =
nd/2wj,l) sont indépendantes identiquement distribuées de loi N C(0, 1) (cf. l’annexe
34 CHAPITRE 2. ESTIMATION POUR DES MODÈLES DE FORME INVARIANTE
A), c’est-à-dire que les parties réelle et imaginaire de ξj,l sont indépendantes de loi
gaussienne N (0, 1/2).
Remarque 2.1. Si les (i,j) ne suivent pas une gaussienne, le lemme 2.1 établit que la
famille (ξj,l = nd/2wj,l) de variables possèdent asymptotiquement les mêmes propriétés
énoncées ci dessus pour le cas où les variables sont gaussiennes.
2.2.2 Définition empirique d’un processus de contraste.
Dans cette sous-section, on présente un processus de contraste pour estimer le
paramètre α∗. Ce processus est défini à partir de la relation (2.7). Afin d’alléger les
calculs et les notations, on restreint l’étude pour d = 1 et pour le sous-modèle de (2.3)
suivant :
Yi,j = a
∗
jf
∗(ti − θ∗j ) + σ∗i,j, j = 1 . . . J, i = 1 . . . n, (2.12)
muni des contraintes d’identifiabilité du jeu n˚ 1,
f ∈F et (θ, a)∈A1={θ, a) ∈ [0, 2pi[×[amin, amax[, tel que θ1 = 0, a1 = 1},
avec 0<amin<1<amax.
Si la série de Fourier de f ∗ est normalement convergente, l’équation (2.10) permet
d’établir, uniformément pour |l| < n/2, la convergence des coefficients de Fourier
discret (cnl (f ∗)) vers la série de Fourier de f ∗. D’autre part, l’introduction d’une suite
de poids dans la définition du critère (2.16) permet de contrôler le biais entre les
coefficients de Fourier discrets et les vrais coefficients de Fourier de f ∗. On peut alors
considérer la version simplifiée suivante de la DFT du modèle où les coefficients cnl (f ∗j )
sont remplacés par leur version continue :
dj,l = a
∗
je
−ilθ∗j cl(f ∗) + wj,l, j = 1. . .J, l =−(n−1)/2. . .(n−1)/2. (2.13)
Les théorèmes (2.1) et (2.2) sont établis pour le modèle simplifié (2.13). Néanmoins,
ils sont également vrais pour le modèle original (2.3) si la série de Fourier de f ∗ est
normalement convergente. Notons que dans la section 2.2.3 nous étudions le modèle
2.11) et non la version simplifiée considérée ici.
Définition du processus de contraste
Au vu de l’équation (2.7), l’idée est d’estimer les coefficients de Fourier de la forme
commune f ∗ en normalisant le DFT des données (dj,l), puis de les comparer à leurs
moyennes. On définit les coefficients de Fourier normalisés,
c˜j,l(θ, a) = dj,le
ilθj/aj, j =1, . . . ,J, |l| < n/2, (2.14)
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et leurs moyennes,
cˆl(θ, a) =
1
J
J∑
j=1
c˜j,l(α), |l| < n/2.
Ainsi quand (θ, a) = (θ∗, a∗), les coefficients cj,l(θ∗, a∗) et cˆl(θ∗, a∗) sont tous deux
proches de cl(f ∗). Par conséquent, |c˜j,l(α)− cˆl(α)|2 devrait être petit quand (θ, a) est
dans un voisinage proche de (θ∗, a∗). Le critère d’estimation est défini à partir de ces
différences et d’une suite de réels positifs (δl)l∈Z de carré sommable qui pondèrent les
coefficients de Fourier, ∑
l∈Z
δ2l < +∞ et δl = δ−l ∀l ∈ Z. (2.15)
Le processus de contraste pour l’estimation de θ∗ et a∗ est alors le suivant,
Wn(θ, a) =
1
J
J∑
j=1
(n−1)/2∑
l=−(n−1)/2
δ2l |c˜jl(θ, a)− cˆl(θ, a)|2. (2.16)
Ce processus est clairement une fonction positive en (θ, a), et il est construit de telle
sorte que sa valeur minimale soit atteinte dans un voisinage proche de (θ∗, a∗).
L’introduction d’une suite de poids permet ici de contrôler la partie stochastique
du critère et le biais provenant de la considération du modèle simplifié (2.13) à la
place du vrai modèle. Dans cette sous-section, la suite de poids est un filtre linéaire
fixé (il n’évolue pas avec la taille des observations n) sur les coefficients de Fourier des
fonctions f ∗j . On effectue sur les données la projection avec poids suivante :
(cl)l ∈ l2(Z) −→ (δlcl) ∈ l2(Z).
Cette projection se traduit par un opérateur de convolution sur l’espace des fonctions :
f ∈ L2(D) −→ ψ ∗ f ∈ L2(D),
où ψ est la L2-fonction à valeur réelle définie par :
ψ(t) =
∑
l∈Z
δle
ilt. (2.17)
Le choix le plus naturel est de prendre une suite (δl) ayant un nombre fini de coefficients
non nuls, comme :
δl =
{
1 si |l| ≤ m
0 si |l| > m,
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puis d’étudier le critère quand l’entier m croît avec n. Une telle étude est menée dans
la sous-section suivante et se poursuit dans la section 2.3. Intuitivement, un choix op-
timal serait de considérer une suite de poids dont les coefficients seraient nuls pour les
coefficients de Fourier de f ∗ négligeables. Ce choix dépendrait donc de la forme com-
mune qui est inconnue. Des techniques ont été développées pour choisir le poids le plus
optimal (voir par exemple Pinsker (1980), Tsybakov (2004)). Plus récemment, Dala-
lyan et al. (2006) développent une approche bayésienne pour l’estimation du centre
de symétrie d’une fonction périodique. De plus, pour ce dernier modèle, Dalalyan
(2005) construit une suite de poids définie par bloc (méthode bayésienne de Stein).
Les poids sont calculés à partir de la loi à priori sur les coefficients de Fourier de f ∗. Ce
type de méthodes a été aussi utilisé pour l’estimation de la période pour une fonction
périodique par Castillo (2005).
Les résultats
Afin d’assurer l’unicité du minimum pour la fonction de contraste, on doit s’assurer
que la fonction f ∗ est réellement 2pi-périodique :
2pi = min{T ∈ R∗+, ∀t ∈ R f(t+ T ) = f(t)}.
On est donc contraint à supposer que la suite de poids et la forme commune vérifient
au moins l’une de ces deux hypothèses,
(W1) les coefficients c1(f ∗) et δ1 sont non nuls.
ou
(W2) il existe (l, p) ∈ Z2 des entiers premiers entre eux (le plus grand diviseur
commun est 1) tels que cl(f ∗), cp(f ∗), δl et δp soient non nuls.
Si on définit l’estimateur de (θ∗, a∗) comme le minimum du processus de contraste
(2.16), on montre que cet estimateur est consistant.
Théorème 2.1. Soit (θˆn, aˆn) l’estimateur minimisant le processus de contraste (2.16) :
(θˆn, aˆn) = arg min
β∈A1
Wn(β).
Si la suite de poids (δl) et la forme commune f ∗ sont telles que l’une des hypothèses
(W1) ou (W2) soit vérifiée, et que∑
l∈Z
|cl(f)|2 <∞ et
∑
l∈Z
δ2l <∞ (2.18)
(θˆn, aˆn) converge en probabilité vers (θ∗, a∗).
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Démonstration. La démonstration de ce théorème revient à montrer les deux points
suivants (cf le chapitre 1, section 1.1) :
i) le processus de contraste converge (2.16) uniformément en probabilité vers une
fonction de contraste K, (voir le lemme 2.2)
K(θ, a) =
1
J
J∑
j=1
∣∣a∗j/aj∣∣2 ∫ 2pi
0
|ψ ∗ f(t)|2 dt
2pi
−
∫ 2pi
0
∣∣∣∣∣
J∑
j=1
a∗j
aj
ψ ∗ f(t+ θj − θ∗j )
∣∣∣∣∣
2
dt
2pi
;
ii) K admet un unique minimum en (θ∗, a∗) (voir le lemme 2.3) ;
On établit également la
√
n-normalité asymptotique de cet estimateur sous les
hypothèses décrites ci dessous.
Théorème 2.2. Considérons l’estimateur de (θ∗, a∗) défini au théorème 2.1. Sup-
posons que la suite de poids (δl) et la forme commune f ∗ sont telles que l’une des
hypothèses (W1) ou (W2) soit vérifiée, et que∑
l∈Z
|cl(f)|2 <∞, (2.19)∑
l∈Z
δ2l |l|2 <∞. (2.20)
Alors la suite des fluctuations
√
n(θˆn − θ∗, aˆn − a∗) converge en distribution vers un
vecteur Gaussien N2J−2(0, σ∗2Γ), où Γ est la matrice suivante,
Γ =
J2
2
 ∑l∈Z δ4l l2|cl(f)|2(∑l∈Z δ2l l2|cl(f)|2)2V 0
0
∑
l∈Z δ
4
l |cl(f)|2
(
∑
l∈Z δ
2
l |cl(f)|2)2
DaVDa
 ,
et V = 1
J2
(
D−2a +
1
a∗1
2 IJ−1(IJ−1)T
)
, Da=diag(a∗2. . .a∗J), et ITJ−1=(1. . .1)T ∈RJ−1.
Démonstration. Par définition, la fonction Wn est deux fois différentiable sur l’espace
des paramètres. Or le M -estimateur est défini comme le minimum du processus de
contraste (2.16). Par conséquent, (θˆn, aˆn) est solution du système ∇Wn(αˆn) = 0, où
∇ est l’opérateur gradient. Par un développement de Taylor du gradient, il existe α¯n
dans un voisinage proche de α∗ tel que,
∇2Wn(α¯n) n1/2(αˆn − α∗) = −n1/2∇Wn(α∗),
où ∇2 est l’opérateur hessien. D’après les propositions 2.3 et 2.4, n1/2∇Wn(θ∗, a∗)
converge en loi vers un vecteur gaussien centré de matrice de covariance Γ0, et la
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matrice ∇2Mn(α¯n) converge en probabilité vers une matrice inversible H. On en dé-
duit par le lemme de Slutsky (Van der Vaart (1998) 2.8) que les fluctuations de
l’estimateur convergent vers un vecteur gaussien centré de matrice de covariance
Γ = H−1Γ0(H−1)T .
Notons que la suite de poids étant ici choisie arbitrairement, la régularité du cri-
tère est reportée sur celle-ci et non sur la forme commune. Si on considère la version
simplifiée du modèle (2.13), l’hypothèse (2.19) équivaut à supposer que la forme com-
mune soit de carré intégrable sur [0, 2pi]. Pour le modèle (2.12), le théorème 2.2 est
vrai si l’hypothèse (2.19) est remplacée par :∑
l∈Z
|cl(f ∗)| <∞.
Cette dernière condition est légèrement plus forte que la simple continuité de f ∗.
Remarque 2.2. Pour le modèle où les temps d’observation ne sont pas équidistants,
le choix de la formule de quadrature (2.8) influe sur la qualité de l’estimateur. Le
théorème de consistance peut être établi si les coefficients λi satisfont les propriétés
suivantes :
lim
n→∞
sup
i=1...n
λi = 0,
lim
n→∞
sup
0<|l|≤mn
∣∣∣∣∣
n∑
r=1
λ2re
iltr/
(
n∑
s=1
λ2s
)∣∣∣∣∣ = 0, (2.21)
où la suite (mn)n est une suite croissante d’entiers tendant vers l’infini avec n (elle dé-
pend du choix des temps d’observation). L’hypothèse (2.21) garantit l’uniforme conver-
gence de la base (eilti)i=1...n, |l| ≤ mn vers la base orthogonale de Fourier. La normalité
asymptotique peut être établie également sauf que la vitesse de convergence de l’estima-
teur dépend de la qualité de la formule de quadrature. Elle est égale ici à (
∑n
s=1 λ
2
s)
−1
.
2.2.3 Définition d’un processus de contraste à partir de la vrai-
semblance profilée
Le processus de contraste précédemment étudié est défini à partir de la relation
(2.7) de façon empirique. Dans cette sous-section, les processus de contraste sont
définis à partir de la vraisemblance profilée (cf. le chapitre 1). Le modèle étudié est
celui qui est présenté dans la section 2.1 muni du jeu n˚ 3 de contraintes d’identifiabilité
(voir la sous-section 2.1.2) :
f ∈ F0 et α = (θ, a, υ) ∈ A3.
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On suppose dorénavant que les variables d’erreur (i,j) sont des variables gaussiennes
centrées réduites.
Définition du processus de contraste
La log-vraisemblance ln du modèle est alors égale à,
ln(α, f) =
−1
2σ2
∑
i∈In
J∑
j=1
(Yi,j − ajf(ti − θj)− νj)2 − nJ
2
log σ2. (2.22)
Considérer la vraisemblance profilée consiste à maximiser la vraisemblance en deux
fois. D’abord on maximise par rapport au paramètre de nuisance f , on calcule ainsi
la vraisemblance profilée du modèle :
pln(α, σ
2) = sup
f∈F0
ln(α, σ
2, f).
La seconde étape est de maximiser le processus de contraste pln pour estimer le para-
mètre (α, σ2). Remarquons que les estimateurs du maximum de vraisemblance pour α∗
et σ∗2, les deux premières composantes du triplet (αˆn, σˆ2n, fˆn) qui maximise ln(α, σ2, f),
sont le maximum de la vraisemblance profilée (α, σ2)→ pln(α, σ2).
Mais, maximiser la vraisemblance sur l’espace F0 des fonctions continues pério-
diques semble néanmoins assez compliqué. On réduit alors le problème semi-paramétri-
ques en considérant une suite croissante de modèles paramétriques qui approche le
modèle entier. Cette suite de modèles est ici la restriction du modèle (2.3) au cas où
f est un polynôme trigonométrique dont le degré augmente avec le nombre d’obser-
vations n. Plus précisément, soit (mn) une suite croissante d’entiers. On pose F0,n le
sous-espace de F0 des polynômes trigonométriques dont le degré partiel pour chacune
des variables est inférieur àmn. Pour toute fonction f de F0,n, il existe donc un vecteur
complexe (cl)1≤|l|≤mn ∈ C(2mn+1)d−1 tel que :
cl = c−l ∀|l|∞ ≤ n/2, et f(t) =
∑
1≤|l|∞≤mn
cle
il·t ∀t ∈ Rd.
Afin de conserver l’orthogonalité de la base de Fourier (2.9), (mn) et n vérifient
les conditions suivantes :
(N2) 2|mn| < n, lim
n→+∞
mn = +∞ (2.23)
Ainsi après calcul, le maximum de la vraisemblance sur l’espace F0,n est atteint en la
fonction fˆα,
fˆα(t) =
∑
1≤|l|∞≤mn
cˆl(α)e
il·t ∀t ∈ Rd, (2.24)
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avec pour l ∈ Zd, 1 ≤ |l|∞ ≤ mn,
cˆl(α) =
(
n
J∑
j=1
a2j
)−1 J∑
j=1
aj
n∑
i=1
(Yij − υj) e−il(ti−θj), ∀α ∈ A3. (2.25)
On remplace la fonction f par fˆα dans la vraisemblance (2.22). Par la propriété d’or-
thogonalité de la base de la DFT (2.9), le premier terme de la vraisemblance profilée
pln devient :
J∑
j=1
∑
i∈In
Yij − aj ∑
1≤|l|∞≤mn
cˆl(α)e
il·(ti−θj) − νj
2
=
J∑
j=1
∑
i∈In
(Yij−νj)2−
(
n
J∑
j=1
a2j
) ∑
1≤|l|<mn
|cˆl(α)|2 .
Posons Ln le processus de contraste pour l’estimation du paramètre α suivant :
Ln(α) =
(
n
J∑
j=1
a2j
)−1 J∑
j=1
∑
i∈In
(Yij−νj)2 −
∑
1≤|l|∞≤mn
|cˆl(α)|2 . (2.26)
La vraisemblance profilée se récrit alors de la façon suivante,
pln(α, σ
2) = −
(
n
J∑
j=1
a2j
)
Ln(α)
2σ2
− nJ
2
log σ2. (2.27)
Remarquons que le processus de contraste Ln est par définition le critère des moindres
carrés profilé du modèle.
Consistance des estimateurs
Afin d’assurer la consistance des résultats, on doit s’assurer que la fonction f ∗
est bien une fonction périodique sur le réseau 2piZd. Plus précisément, il ne doit pas
exister une fonction g : Rd−1 → R périodique sur 2piZd−1 telle que, par un changement
de variable ψ : t ∈ Rd → (z, x) ∈ Rd−1 × R,
∀t ∈ Rd g(z) = f(ψ(t)).
Par exemple pour d = 2, la fonction f(t1, t2) = cos(2(t1 + t2)) + cos(3(t1 + t2)) ne
vérifie pas cette hypothèse. Il faut aussi que 2pi soit la période minimale de la fonction,
c’est-à-dire :
∀r=1,. . ., d, 2pi=min{T, ∀(t1,. . .td)∈Rd f(t1,. . ., tr + T,. . .td)=f(t1,. . ., tr,. . . td)}.
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Par exemple pour d = 2, la fonction f(t1, t2) = cos(2(t1+t2))+cos(2t1+3t2) ne vérifie
pas cette hypothèse pour r = 1. Ces propriétés sur f ∗ se traduisent sur les coefficients
de Fourier par la vérification d’au moins une de ces deux hypothèses (elles sont les
analogues des hypothèses (W1) et (W2) de la sous-section 2.2.2)
(F1) il existe une famille de d vecteurs de Zd, notée
{l·r = (l1r, . . . , ldr) ∈ Zd, r = 1, . . . , d}, telle que cl·r(f ∗) soit non nul pour tout
r = 1, . . . d et que le déterminant de la matrice (lsr)s,r soit égal à ±1,
ou
(F2) il existe deux familles de d vecteurs de Zd,
{l·r = (l1r, . . . , ldr) ∈ Zd, r = 1, . . . , d}, et {p·r = (p1r, . . . , pdr) ∈ Zd, r = 1, . . . , d},
telles que cl·r(f ∗) et cp·r(f ∗) soient non nuls pour tout r = 1, . . . d et que les
déterminants des matrices (lsr)s,r et (psr)s,r soient premiers entre eux.
Sous ces conditions, les processus de contraste Ln et pln fournissent des estimateurs
consistants. Il est à noter que pour la consistance de ces estimateurs, il n’est pas
nécessaire de supposer que le bruit ij est gaussien.
Théorème 2.3 (Consistance). On considère les estimateurs définis par :
αˆn = arg min
α∈A3
Ln(β) et (αˆn, σˆ2n) = arg max
(α,σ2)∈A3×R∗+
pln(α, σ
2).
Supposons que la fonction f ∗ et la suite (mn) vérifient les propriétés (F1) ou (F2),
(N1), (N2) et : ∑
|l|∞>m
|cl(f ∗)| = o
(
1
md/2
)
, (2.28)
mdn
nd
= o(1), (2.29)
alors αˆn et σˆ2n convergent en probabilité vers α∗.
Pour d = 1, l’hypothèse (2.28) est équivalente à supposer que la forme commune
est une fonction hölderienne de régularité 1/2. Pour d ≥ 2, cette hypothèse signifie
que la forme soit au moins [d/2] + 1 différentiable (où [x] ∈ Z désigne la partie
entière du réel x ∈ R). On peut néanmoins baisser cette exigence sur la régularité
en réduisant le nombre ηn de coefficients de Fourier considéré dans le critère (dans
le théorème ci dessus ηn est égale à (2mn)d). Par exemple si f ∗ est le produit de d
fonctions f1, . . . , fd hölderiennes de régularité α < 1, définies sur R telle que pour tout
t = (t1, . . . , td) ∈ Rd, f ∗(t) = f1(t1) . . . fd(td), alors la consistance des estimateurs est
établie si ηn/n2α converge vers zéro.
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Démonstration. Par le théorème de convergence des M -estimateurs (cf. le chapitre 1,
section 1.1), il suffit de montrer que :
i) la convergence uniforme de Ln vers la fonction de contraste L =M + σ∗2(voir le
lemme 2.6), où
M(α) =
∫
D
1
J
J∑
j=1
(
f ∗j (t)− υj
)2 dt
2pi
−
∫
D
(
J∑
j=1
aja
∗
jf
∗(t− θ∗j + θj)
)2
dt
2pi
.
ii) M(·) admet un unique minimum en α∗ (voir le lemme 2.7).
Remarque 2.3. Une étude similaire peut être menée pour le modèle associé au jeu n˚ 2
de contraintes d’identifiabilité (voir la sous-section 2.1.2). Le processus de contraste
associé à ce modèle est alors
Ln(α) =
(
n
J∑
j=1
a2j
)−1 J∑
j=1
∑
i∈In
(Yij−νj)2 −
∑
|l|∞≤mn
|cˆl(α)|2 . (2.30)
La différence avec le processus (2.26) est que le coefficient de Fourier pour l =
(0, . . . 0) ∈ Zd intervient dans la définition. Ce critère converge uniformément vers
la fonction de contraste suivante,
∫
D
1
J
J∑
j=1
(
f ∗j (t)− υj
)2 dt
2pi
−
∫
D
(
J∑
j=1
aj(f
∗
j (t+ θj)− υj)
)2
dt
2pi
.
Sous les mêmes hypothèses que le théorème 2.3, l’estimateur qui minimise le proces-
sus (2.30) est consistant. A priori, la fonction de contraste semble ici plus naturelle
qu’avec le jeu de contraintes d’identifiabilité n˚ 3 : elle est définie à partir des fonctions
de régression f ∗j . Par contre, ce critère définit de moins bons estimateurs comme le
souligne la remarque 2.6.
Remarque 2.4. Concernant le modèle où les écarts-type σ∗j ne sont pas tous égaux,
le processus de contraste (2.26) permet de définir un estimateur consistant pour le
paramètre α∗. Mais cet estimateur ne s’avère pas asymptotiquement efficace par la
suite. Pour construire un estimateur asymptotiquement efficace, on peut considérer
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l’estimateur maximisant la log-vraisemblance profilée du modèle,
pln(α,σ)=−
∑
i∈In
J∑
j=1
(Yij−υj)2
σ2j
+
J∑
j=1
nd log σ2j ,
+
∑
1≤|l|≤mn
J∑
j=1
nd
{
2<
[
cˆl(α)c˜jl(α)
σ2j
]
+
a2j
σ2j
|cˆl(α)|2
}
où c˜jl(α) =
n∑
s=1
aj (Ysj − υj) e−il(ts−θj)/nd, pour 1 ≤ |l| ≤ mn.
Sous les mêmes hypothèses que le théorème précèdent cet estimateur est consistant.
Remarque 2.5. La condition d’identifiabilité sur le paramètre a est essentielle pour
que la fonction de contraste M admette un unique minimum en α∗. En effet si on
reprend la preuve du lemme 2.7, la fonction M admet un unique minimum si, et
seulement si les fonctions,
(θ, a)→
(
J∑
j=1
a2j
)−2 ∣∣∣∣∣
J∑
j=1
aja
∗
je
il·(θj−θ∗j )
∣∣∣∣∣
2
l ∈ Z∗,
admettent un unique maximum (θ∗, a∗) (modulo 2pi pour θ). La contrainte (
∑J
j=1 a
2
j =
J) garantit cette propriété.
2.3 Efficacité et normalité asymptotique
Le but de cette section est d’étudier l’efficacité des estimateurs définis dans la
section précédente. Le plan de l’étude est celui présenté au chapitre 1 : on montre
d’abord que le modèle est LAN (voir la section 2.3.1), puis on étudie les propriétés
asymptotiques des estimateurs définis à partir de la vraisemblance profilée.
2.3.1 Normalité Asymptotique Locale (LAN) du modèle
On considère dans cette sous-section le modèle (2.3) muni du jeu n˚ 3 de contraintes
d’identifiabilité (voir la sous-section 2.1.2). On suppose également que les variables
d’erreurs (ij) sont des variables gaussiennes indépendantes centrées réduites. Le mo-
dèle étudié est semi-paramétrique. Le paramètre fini-dimensionnel est le paramètre
(α∗, σ∗) ∈ A3 × R+. Le paramètre de nuisance est la forme commune f ∗ ∈ F0.
Soient (α, σ) ∈ A3 × R+ et f ∈ F0. Pour tout t ∈ D, on note Pα,σ,f (t) le vecteur
gaussien de RJ de variance σ2IJ et d’espérance le vecteur (ajf(t− θj) + νj)j=1...J . Le
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modèle théorique étudié est la collection de processus P suivante :
P = {(Pα,σ,f (t))t∈D, (α, σ) ∈ A3 × R+, f ∈ F0}.
On observe le modèle en un nombre fini de temps t ∈ D. Pour i ∈ In, notons
Xi,n=(Yi,1,. . ., Yi,J), alors la distribution du vecteur Xi,n est Pα,σ,f (ti). Ainsi, le modèle
des observations est :
P(n) =
{
P(n)α,σ,f =
⊗
i∈In
P(α,σ,f)(ti) : (α, σ, f) ∈ A3 × R+ ×F
}
.
Avant d’étudier l’estimation efficace des paramètres, le modèle doit satisfaire des
conditions de régularité : il doit être localement asymptotiquement normal (LAN).
La propriété (LAN) requiert que le log-rapport de vraisemblance entre deux points
(α∗, σ∗, f∗) et (αn(h), σn(h), fn(h)), qui appartient à un voisinage (α∗, σ∗, f∗) dans la
direction h, converge en loi vers une variable gaussienne qui dépend seulement de la di-
rection h. La propriété (LAN) permet l’identification de la direction la moins favorable
pour approcher le modèle, et donc de caractériser les estimateurs asymptotiquement
efficaces. Comme les variables X1,n, . . . , Xn,n ne sont pas identiquement distribuées,
l’étude présentée suit l’analyse semi-paramétrique développée par McNeney et Wellner
(2000).
Soit (α, σ, f) ∈ A3 × R+ × F . On note le log-rapport de vraisemblance entre les
deux points (α∗, σ∗, f∗) et (α, σ, f) par
Λn(α, σ, f) = log
dP(n)α,σ,f
dP(n)α∗,σ∗,f∗
.
La proposition suivante établit la propriété LAN du modèle. Notons L2(D) l’espace
de Hilbert des fonctions de carré intégrable sur D.
Proposition 2.1. Supposons que f ∗ soit continue non nulle et différentiable telle
que ses dérivées partielles soient continues et forment une famille libre de l’espace
vectoriel L2(D). On note ∇f : D → Rd la différentielle de f. Supposons que pour tout
j = 1 . . . J, a∗j soit non nul. Soit H l’espace vectoriel suivant :
H = (Rd(J−1) × RJ−1 × RJ)× R×F0,
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muni du produit scalaire suivant < ·, · >H,
∀h = (α, σ, f) ∈ H, h′ = (α′, σ′, f ′) ∈ H,
〈h, h′〉 =2J σσ
′
σ∗2
+
1
σ∗2
J∑
j=1
υjυ
′
j
+
1
σ∗2
〈
a∗1f−
J∑
j=2
aj
a∗j
a∗1
f ∗, a∗1f
′−
J∑
j=2
a′j
a∗j
a∗1
f ∗
〉
L2(D)
+
1
σ∗2
J∑
j=2
〈
a∗jf+ajf
∗−a∗j∇f ∗ · θj, a∗jf ′+a′jf ∗−a∗j∇f ∗ · θ′j
〉
L2(D) ,
où < ·, · >L2(D) est le produit scalaire de L2(D). Alors le modèle (2.3) est LAN au
point (α∗, σ∗, f∗) indexé par l’espace tangent H. Plus précisément, pour tout h ∈ H, il
existe une suite (αn(h), σn(h), fn(h)) telle que
Λn(αn(h), σn(h), fn(h)) = ∆n(h)− 1
2
‖h‖2H + oPα∗,σ∗,f∗ (1).
Ici le processus centré ∆n(h) est linéaire avec h,
1√
n
∑
i∈In
J∑
j=1
{
(σ/σ∗)(ij2 − 1) + Anij(h)ij/σ∗
}
, (2.31)
où pour tout i ∈ In,
Anij(h) =
{
a∗1f(ti)−
∑J
k=2 ak
a∗k
a∗1
f ∗(ti) si j = 1
a∗jf(ti − θ∗j ) + ajf ∗(ti − θ∗j )− a∗j∇f ∗(ti − θ∗j ) · θj + νj si j ∈ {2 . . . J}.
La preuve de cette proposition se trouve à la section 2.6.
Dans les modèles semi-paramétriques indépendants identiquement distribués, le
fait que l’espace tangent H ne soit pas complet n’implique pas l’existence d’une di-
rection la moins favorable. Ainsi pour identifier cette direction, il est important que
H soit un sous- espace d’un espace de Hilbert muni du produit scalaire < ·, · >H (afin
d’utiliser par la suite le théorème de représentation de Riesz). Ici, l’espace H admet
un complété pour le produit scalaire (voir le lemme 2.9) que l’on note cl(H),
cl(H)=(R(J−1)d×RJ−1×RJ)×R×{f ∈L2(D), c0(f)=0} .
2.3.2 Estimation efficace du paramètre α∗.
On souhaite ici estimer efficacement le paramètre νn suivant
νn
(
P(n)α∗,σ∗,f∗
)
=(θ∗2. . .θ
∗
J , a
∗
2. . .a
∗
J , υ
∗
1. . .υ
∗
J).
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Ce paramètre est différentiable. En effet, pour tout h = ((θ, a, υ), σ, f) ∈ H, on a :
lim
n→∞
nd/2
(
νn
(
P(n)αn(h),σn(h),fn(h)
)
− νn
(
P(n)α∗,σ∗,f∗
))
= (θ , a , υ) .
Par conséquent, il existe une application linéaire continue ν˙ de H dans Rd(J−1)+2J−1.
Comme H est un sous espace d’un espace de Hilbert cl(H), le théorème de Riesz im-
plique l’existence de d(J − 1) + 2J − 1 vecteurs (ν˙θj,q)2≤j≤J,1≤q≤J , (ν˙aj )2≤j≤J et (ν˙υj )1≤j≤J
de cl(H) tel que pour tout h = ((θ, a, υ), σ, f)∈H,
∀j = 2, . . . , J, ∀q = 1, . . . , d, 〈ν˙θj,q, h〉 = θj,q, 〈ν˙aj , h〉 = aj,
∀j = 1, . . . , J, 〈ν˙υj , h〉 = υj,
où θ = (θj,q) ∈ Rd(J−1), a = (aj) ∈ RJ−1 et υ = (υj) ∈ RJ . Les calculs explicites des
représentants de la différentielle de νn sont effectués au lemme 2.10.
Puisque le processus ∆n(h) est linéaire en h, on peut lier la notion de linéarité
asymptotique et d’efficacité. La proposition suivante est une conséquence de la pro-
position 5.3 de McNeney et Wellner (2000) (voir le chapitre 1).
Proposition 2.2 (Linéarité asymptotique et efficacité).
Sous les hypothèses de la proposition 2.1, un estimateur asymptotiquement linéaire Tn
de νn de processus centré,
(∆n(h˜
θ
21) . . .∆n(h˜
θ
2q),∆n(h˜
θ
31) . . .∆n(h˜
θ
Jq),∆n(h˜
a
2) . . .∆n(h˜
a
J), . . .∆n(h˜
υ
J)),
est régulier efficace si, et seulement si,
∀j = 2, . . . , J, ∀q = 1, . . . , d, h˜θjq = ν˙θjq, h˜aj = ν˙aj ,
∀j = 1, . . . , J, h˜υj = ν˙υj .
Plus explicitement, si le modèle est LAN, un estimateur Tn = (θˆn, aˆn, υˆn) de α∗
est asymptotiquement efficace si :
nd/2
(
θˆn−θ∗
)
=
σ∗
nd/2
∑
i∈In
[
Gramm(∇f ∗)−1 ⊗
(
1
a∗1
IJ−1 −D−1a
)]
∇F ∗(ti)i,· +oP(1)
nd/2 (aˆn−a∗)= σ
∗
‖f ∗‖L2
∑
i∈In
{[
−a∗1
J
Va IJ−1 − 1J aaT
]
F ∗(ti)
}
i,· +oP(1)
nd/2 (υˆn−υ∗)=σ∗
∑
i∈In
i· + oP(1),
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où Ti· = (i1,. . . iJ)T pour tout i ∈ In, F ∗ et ∇F ∗ sont des matrices de dimension
respectives J × J et (qJ)× J, telles que pour tout t ∈ Rd,
F ∗(t) = diag(f ∗(t), f∗(t− θ∗2) . . . f ∗(t− θ∗J)),
∇F ∗(t) =
 diag(∂1f
∗(t), ∂1f ∗(t− θ∗2) . . . ∂1f ∗(t− θ∗J))
...
diag(∂df
∗(t), ∂df ∗(t− θ∗2) . . . ∂df ∗(t− θ∗J))
 ,
avec ∂qf ∗ (q=1,. . ., d) la dérivée partielle de f ∗ suivant la qème coordonnée. Les autres
notations sont rappelées au théorème 2.4.
On considère maintenant l’estimateur de α∗ défini comme le minimum de processus
de contraste (2.26). On a vu au théorème 2.3 que cet estimateur est consistant. En
fait, il est asymptotiquement efficace.
Théorème 2.4 (Efficacité). Supposons que les paramètres d’amplitude (a∗j)j=1...J soient
non nuls. On suppose également que la fonction f ∗ vérifie l’une des deux hypothèses
(F1) ou (F2), et qu’elle est différentiable telle que :∑
(l1,...,lq)∈Zd
(|l1|+ . . .+ |lq|)|c(l1,...,lq)(f ∗)| <∞, et
∑
|l|∞>m
|cl(f ∗)| = o
(
1
md/2
)
(2.32)
De plus, mn vérifie (N1) et (N2) de telle sorte que
md+1n /n
d/2 = o (1) . (2.33)
Alors (θˆn, aˆn, υˆn) est asymptotiquement efficace. Les fluctuations
√
n(θˆn − θ∗, aˆn −
a∗, υˆn− υ∗) convergent en loi vers le vecteur Gaussien Nd(J−1)+2J−1(0, σ∗2H−1), où H
est la matrice inversible définie par
H =

Gramm(∇f ∗)⊗ (D2a − 1JVaV Ta ) 0 0
0 ‖f ∗‖2L2
(
I + 1
a∗1
2aaT
)
0
0 0 IJ
 .
et la matrice inverse H−1 étant égale à
H−1 =

(Gramm(∇f ∗))−1 ⊗
(
D−2a +
1
a∗1
2 IJ−1ITJ−1
)
0 0
0 1‖f∗‖2L2
(
IJ−1 − 1J aaT
)
0
0 0 IJ
 .
Gramm(∇f ∗) est la matrice de Gramm (annexe A) des dérivées partielles de f ∗,
IJ−1 = diag(1, . . . , 1) et Da = diag(a∗2, . . . , a∗J) sont des matrices diagonales de taille
J − 1. IJ−1 = (1 . . . , 1)T , aT = (a∗2, . . . , a∗J)T et Va = (a∗22, . . . , a∗J2)T sont des vecteurs
de RJ−1.
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Avant de donner les grandes lignes de la preuve, notons d’abord que si la fonction
f ∗ vérifie (F1) ou (F2), alors ses dérivées partielles sont linéairement indépendantes
dans l’espace vectoriel L2(D). La matrice de Gramm, Gramm(∇f ∗), est alors bien
inversible (voir le rappel en annexe A). Supposer (F1) ou (F2) est une hypothèse plus
forte d’ailleurs que la simple indépendance linéaire de la famille des dérivées partielles
de f ∗, puisque en plus elle implique que la fonction est réellement périodique sur le
réseau 2piZd.
L’hypothèse ((
∑
(|l1|+ . . .+ |lq|)|c(l1,...,lq)(f ∗)| <∞)) signifie que les dérivées par-
tielles de f ∗ sont continues sur Rd. Elle implique la seconde hypothèse sur la vitesse
de convergence de la série de Fourier pour d = 1 et d = 2. Comme pour le théorème
2.3, l’hypothèse de régularité qu’impose la seconde hypothèse pourrait être contournée
en restreignant le nombre de coefficients de Fourier considérés dans le processus de
contraste.
D’autre part, on remarque que la matrice des covariances est diagonale par bloc.
Les estimateurs des translations θˆn, des amplitudes aˆn, et des niveaux υˆn sont donc
asymptotiquement indépendants. De plus les estimateurs des d vecteurs de RJ , (θ∗1,q,. . .
. . . , θ∗J,q) où q = 1, . . . , d sont asymptotiquement indépendants si la matrice de Gramm,
Gramm(∇f ∗), est diagonale : c’est-à-dire que les dérivées partielles de f ∗ sont ortho-
gonales dans l’espace L2(D). Par exemple pour d = 2, la matrice H serait égale à :
H=

‖∂1f ∗‖2L2
(
D2a− 1JVaV Ta
)
0 0 0
0 ‖∂2f ∗‖2L2
(
D2a− 1JVaV Ta
)
0 0
0 0 ‖f ∗‖2L2
(
I+ 1
a∗1
2aaT
)
0
0 0 0 IJ
.
Ceci montre l’importance du paramétrage de départ des signaux f ∗j étudiés.
Preuve du théorème 2.4. Par définition, le processus de contraste Ln est deux fois
différentiable sur A3. Puisque αˆn est défini comme le minimum de ce processus, on en
déduit que la différentielle de Ln s’annule en αˆn. Par un développement de Taylor du
gradient de Ln en α∗, il existe α¯n ∈ A3 dans le voisinage de α∗ tel que
∇2Ln(α¯n) nd/2(αˆn − α∗) = −nd/2∇Ln(α∗),
où ∇2 est l’opérateur Hessien. Ainsi, des propositions 2.5 et 2.6, on déduit que :
nd/2
(
θˆn − θ∗
)
= σ∗(Gramm(∇f ∗))−1 ⊗
(
D−2a +
1
a∗1
2 IJ−1
)
Gθn + oP(1)
nd/2 (aˆn − a∗) = σ
∗
‖f ∗‖2L2
(
IJ−1 − 1
J
aaT
)
Gan + oP(1)
nd/2 (υˆn − υ∗) = σ∗Gυn + oP(1),
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où Gn est défini dans la proposition 2.5.
Le vecteur gaussien Gn, défini dans la preuve du théorème précédent, converge en
loi vers Nd(J−1)+2J−1 (0, H) de telle sorte que :
nd/2 (αˆn − α∗) =
(
H/σ∗2
)−1
σ∗Gn + oP(1).
En se référant aux modèles semi-paramétriques indépendants et identiquement dis-
tribués (voir chapitre 1), la matrice H/σ∗2 est la matrice d’information efficace du
modèle, et σ∗Gn est le score efficace.
Ce résultat peut être mis en relation avec les résultats de Murphy et Van der Vaart
(2000) (voir chapitre 1). Dans cet article, les auteurs y étudient la vraisemblance pro-
filée pour des modèles semi-paramétriques indépendants identiquement distribués. Ils
démontrent que si le modèle le moins favorable existe et que le modèle est assez régu-
lier, la vraisemblance profilée se comporte pareillement à la vraisemblance classique,
et elle sélectionne correctement la direction la moins favorable. Ceci est vérifié quand
la log-vraisemblance profilée admet un développement asymptotique rappelé dans la
section 1.2 du chapitre 1. Dans le modèle étudié ici, la log-vraisemblance admet un
développement asymptotique similaire. En effet, par la formule de Taylor, il existe
(α˜n, σ˜
2
n) tel que :
pln(αˆn, σˆn)− pln(α∗, σ∗)
=− n
dJ
2σ∗2
∇Ln(α∗)(ˆαn−α∗)− n
dJ
4σ∗2
(ˆαn−α∗)T∇2Ln(α˜n)(ˆαn−α∗)+oP(1).
=nd/2Gn(αˆn−α∗)−n
d
2
(αˆn−α∗)T H
σ∗2
(αˆn−α∗)+oP(nd/2‖αˆn−α∗‖+1)2.
Remarque 2.6. Une étude similaire peut être effectuée pour le modèle associé au jeu
n˚ 2 de contraintes d’identifiabilité (voir la sous-section 2.1.2). Par exemple, pour d =
1, le paramètre à estimer est le vecteur de R3J−3 suivant (θ∗2,. . ., θ∗J , a∗2,. . .a∗J , υ∗2,. . ., υ∗J).
On prouve que l’estimateur défini comme le minimum des moindres carrés profilés est
asymptotiquement efficace, mais la matrice de covariance est :
σ∗2

1
‖∂f∗‖2L2
(
D−2a +
1
a∗1
2 IJ−1tIJ−1
)
0 0
0 1‖f∗‖2L2−c0(f∗)2
B −c0(f
∗)
‖f∗‖2L2−c0(f∗)2
IJ−1
0 −c0(f
∗)
‖f∗‖2L2−c0(f∗)2
IJ−1
‖f∗‖2L2
‖f∗‖2L2−c0(f∗)2
B−1

où B = IJ−1 − 1J aaT et B−1 = IJ−1 + 1a∗12aa
T . La matrice de covariance pour l’es-
timateur des translations est identique à celle du théorème 2.4. Par contre, si on se
restreint à l’estimation des paramètres d’amplitude et de niveau, la matrice de cova-
riance n’est plus diagonale par blocs : les estimateurs des amplitudes et des niveaux ne
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Fig. 2.2: Diagrammes de Tukey (a) pour le jeu n˚ 3 de contraintes d’identifiabilité
(c0(f ∗)=0), (b) pour le jeu n˚ 2 de contraintes d’identifiabilité (υ∗1=0)
sont plus asymptotiquement indépendants. Le coefficient de dépendance entre les deux
estimateurs dépend justement du coefficient de Fourier c0(f ∗) qui est fixé à zéro pour
le jeu n˚ 3 de contraintes.
L’incidence sur la qualité des estimations est telle que la procédure bootstrap du
test d’adéquation développée dans le chapitre 3 (section 3.2) échoue si l’on considère
le modèle associé au jeu n˚ 2 de contraintes d’identifiabilité.
Pour illustrer cette conséquence, la figure 2.2 compare les diagrammes en boîte
de Tukey des estimateurs associés aux modèles munis des contraintes d’identifiabilité
du jeu n˚ 2 et n˚ 3. Les données sont générées à partir des fonctions g∗(t) = 20(1 −
x/(2pi))x/(2pi) et f ∗(t) = g∗(t) − c0(g∗) (c0(g∗) = 10/3). On estime le paramètre α∗
dans chacun des modèles associés au jeu n˚ 2 et n˚ 3. Dans le modèle associé au jeu
n˚ 3, {
Yi1 = a
∗
1f
∗(ti) + υ∗1 + i1 i = 1...n;
Yi2 = a
∗
2f
∗(ti − θ∗2) + υ∗2 + i2 i = 1...n
;
les paramètres à estimer sont les suivants θ∗2 = 0.8, a∗2 = 1.1990 (et donc a∗1 = 0.75)
et ν∗ = (a∗110/3 0.5). Dans le modèle équivalent associé au jeu n˚ 2,{
Yi1 = a
∗
1g
∗(ti) + i1 i = 1...n
Yi2 = a
∗
2g
∗(ti − θ∗2) + (υ∗2 − a∗210/3) + i2 i = 1...n
les paramètres à estimer sont les suivants θ∗2 = 0.8, a∗2 = 1.1990 et ν∗2 = 0.5. Les
figures 2.2(a) et 2.2(b) représentent les diagrammes de Tukey pour les estimateurs de
θ∗2, a∗2 et υ∗2 pour les modèles associés respectivement au jeu n˚ 3 et n˚ 2.
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2.3.3 Estimation de la forme commune f ∗
La méthode SEMOR de Lawton et al. (1972) estime simultanément le paramètre
α∗ et la forme commune f ∗. Dans cette sous-section, on étudie la convergence de
l’estimateur du maximum de vraisemblance de f ∗. Par définition, cet estimateur est
la seconde composante de la paire ((αˆn, σˆ2n), fˆn) qui maximise ln(α, σ2, f) sur l’espace
des polynômes trigonométriques de degré mn : c’est donc le polynôme fˆn = fαˆn(·),
où fα est le polynôme trigonométrique (2.24) maximisant la vraisemblance pour un
α ∈ A3 donné.
Avant de discuter de l’éventuelle efficacité de cet estimateur, on étudie d’abord
sa consistance pour la norme uniforme des fonctions périodiques et ainsi que pour la
norme L2(D).
Corollaire 2.1. Supposons que f ∗ soit le produit de d fonctions f1, . . . , fd définies sur
R k fois continûment différentiables telles que
∀t = (t1, . . . , td) ∈ Rd, f(t) = f(t1) . . . fd(td)∑
l∈Zd
(|l1|2k + · · ·+ |ld|2k)|cl(f ∗)|2 <∞ (2.34)
et k ≥ (d+1)/2. De plus, supposons que les hypothèses du théorème 2.4 soient vérifiées,
alors il existe une constante C telle que pour n assez grand
sup
t∈Rd
∣∣∣fˆn(t)− f ∗(t)∣∣∣ = OP( 1
m
k−1/2
n
+
mdn
nd/2
)
,
MISEf∗(fˆn) =
∫
D
E
(
fˆn(t)− f ∗(t)
)2
dt ≤ C
(
1
m2kn
+
mdn
nd
)
.
De plus, pour mn ∼ nd/(2k+d), on a MISEf∗(fˆn) = O
(
n−2dk/(2k+d)
)
.
Pour d = 1 on retrouve les vitesses de convergence optimales pour l’estimation non
paramétrique (Tsybakov (2004)). Pour d > 2, le choix de l’ensemble des coefficients
de Fourier {l ∈ Zd, |l|∞ ≤ mn} considéré ici pour estimer la fonction f ∗ oblige à
se restreindre aux fonctions f ∗ de régularité supérieure à (d+ 1)/2 (afin de satisfaire
l’hypothèse 2.28 du théorème 2.4). Si la fonction f ∗ n’est pas le produit de d fonctions,
sous les hypothèses du corollaire (2.1), les mêmes vitesses de convergence sont obtenues
pour le risque quadratique intégré. Par contre, la vitesse de convergence pour la norme
uniforme est plus faible, car sous l’hypothèse que les dérivées partielles d’ordre k de
f ∗ soient de carré intégrables (2.34)la vitesse de convergence de la série est,∑
|l|∞>m
|cl(f ∗)| = o(n−τ ), ∀0 < τ < k − d/2.
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On étudie maintenant l’efficacité de l’estimateur fˆn. Soit cl(F0) la fermeture de F0
pour la norme L2(D),
cl(F0) =
{
f ∈ L2(D) telle que c0(f) = 0
}
.
La suite de paramètres νn étudié est la série de Fourier tronquée de f ∗,
νn(Pnα∗,f∗) =
∑
|l|∞≤mn
cl(f
∗)eil(·).
Si f ∗ est une fonction de carré intégrable, cette suite de paramètres est différentiable,
lim
n→∞
√
n
(
νn
(
P(n)
αn(h),σn(h)
2,fn(h)
)
− νn
(
P(n)
α∗,σ∗2,f∗
))
= ν˙(h) = f.
La suite de paramètres est à valeurs dans l’espace de Hilbert cl(F0). L’espace dual
cl(F0)∗ de cl(F0) permet alors d’obtenir une représentation de ν˙ dans cl(H), (comme
dans la sous-section 2.3.2 où la suite des paramètres était à valeurs dans un espace
de dimension finie). En effet par le théorème de Riesz, il existe pour tout b∗ ∈ B∗ un
vecteur ν˙b∗ ∈ cl(H) tel que
∀h = (θ, a, σ2, f)∈H b∗ν˙(h) = 〈ν˙b∗ , h〉 = b∗f.
L’espace cl(F0) étant un espace de Hilbert, l’espace dual cl(F0)∗ est engendré par la
famille suivante de formes linéaires,
b∗1l : f ∈F0 →
∫
D
f(t) cos(l · t) dt
2pid
et b∗2l : f ∈F0 →
∫
D
f(t) sin(l · t) dt
2pid
, l ∈ Zd \ {0}.
La connaissance des vecteurs ν˙b∗1l et ν˙b∗2l pour tout l ∈ Zd\{0d} suffit donc à déterminer
tous les autres vecteurs {ν˙b∗ , b∗ ∈ cl(F0)∗}. Après quelques calculs, on a pour t ∈ Rd,
ν˙b∗1l(t) =
(
(0, 0, 0), 0, σ∗2
cos(l · t)
J
)
et ν˙b∗2l(t) =
(
(0, 0, 0), 0, σ∗2
sin(l · t)
J
)
.
Le lemme 2.12 établit que l’estimateur fˆn est asymptotiquement linéaire, au sens de
la définition 1.5.
Or d’après la proposition 1.2 de McNeney et Wellner (2000), un pré-requis pour
que l’estimateur fˆn soit éventuellement efficace est que pour toute forme linéaire b∗
de cl(F0), b∗(fˆn) soit un estimateur efficace de b∗(f ∗).
Corollaire 2.2. b∗(fˆn) est un estimateur asymptotiquement régulier efficace de b∗(f ∗)
pour tout b∗ ∈ cl(F0)∗ si, et seulement si f ∗ est une fonction paire ou impaire. En
particulier, les estimateurs des coefficients de Fourier de f ∗ sont asymptotiquement
efficaces.
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L’estimateur de f ∗ peut alors être efficace, si la fonction est paire ou impaire. Ad-
mettons que cette dernière hypothèse soit effectivement vérifié par la forme commune
f ∗ du modèle. L’estimateur fˆn serait asymptotiquement efficace si, et seulement si pour
toute direction h ∈ H les fluctuations nd/2
(
fˆn − νn
(
P(n)
αn(h),σn(h)2,fn(h)
))
convergaient
faiblement sous P(n)αn(h),σn(h)2,fn(h) dans cl(F0). Or pour la direction h = ((0, 0, 0), 0, 0),√
n
(
Tn − νn
(
P(n)α∗,f∗
))
diverge sous P(n)α∗,f∗ (d’après le corollaire 2.1). L’estimateur fˆn
n’est donc pas asymptotiquement efficace.
Remarque 2.7. Le modèle où la fonction f ∗ est supposée symétrique (ou antisymé-
trique) est étudié par Dalalyan (2005). Dans un tel modèle, la condition d’identifia-
bilité sur le paramètre de translation n’a aucune raison d’être, puisque par définition
l’origine est un repère pour l’estimer. Dans ce modèle, les estimateurs de θ∗1, . . . , θ∗J
seraient, par conséquent, asymptotiquement indépendants. De plus cette estimation
serait adaptative pour les paramètres de translation.
2.4 Application des méthodes d’estimation
Dans les section précédentes, nous avons proposé deux critères d’estimation pour
le paramètre α∗. Le critère Wn (2.16) est défini pour le modèle associé au jeu n˚ 1
de contraintes d’identifiabilité et utilise une suite de poids. Le critère Ln (2.26) est
associé au jeu n˚ 3 de contraintes d’identifiabilité, il contrôle le bruit en limitant le
nombre mn de coefficients de Fourier. Dans cette section, nous discutons du choix
des contraintes d’identifiabilité, et du choix de la suite de poids ou du nombre de
coefficients de Fourier.
2.4.1 Les contraintes d’identifiabilité
On propose d’étudier l’effet des contraintes d’identifiabilité sur l’estimation. Les
simulations présentées sont générées par MATLAB. Notre but est de comparer les fonc-
tions de contrastes associées aux processus Wn et Ln à partir de deux sous-modèles.
Dans le premier, les fonctions de régression f ∗j ne diffèrent que d’un paramètre de
translation θ∗j , alors que pour le second sous-modèle c’est seulement en amplitude que
les fonctions f ∗j diffèrent.
Les données sont générées à partir de la fonction 2pi-périodique g∗ suivante :
g∗(x) = 20 ∗ {1− x/(2pi)}x/(2pi), x ∈ [0, 2pi],
( ici cl(g∗) = 8pi2/l2 pour l 6= 0.). L’écart type étant pris égal à 1, le rapport signal
sur bruit est alors de 3. Afin de comparer les critère Wn et Ln sur les contraintes
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Fig. 2.3: Modèle de translation, J = 3. Graphique de Wn.
d’identifiabilité, on choisit les paramètres suivants :
n = 125, mn = 5 et δl =
{
1 |l| ≤ 5,
0 |l| > 5.
Les estimateurs sont calculés à partir de la procédure d’optimisation fminsearch
de MATLAB. Cet algorithme utilise la méthode simplexe de Lagarias et al. (1999). Les
programmes sont assez simple, et sont donnés en annexe.
Modèle de translations pour J = 3 sujets. Le modèle considéré est le suivant,
Yi1 = g(ti) + i1 i = 1...n
Yi2 = g(ti − θ∗2) + i2 i = 1...n
Yi3 = g(ti − θ∗3) + i3 i = 1...n
avec θ∗ = (0 0.95 0.25). On souhaite estimer les paramètres de translation θ∗2 et θ∗3 à
partir des données (Yij) seules. Le processus de contraste utilisé est identique à (2.16),
sauf que les coefficients de Fourier (2.14) sont uniquement rephasé :
c˜jl(θ) = djle
ilθj , j =1 . . .J, |l| < n/2.
Pour n = 125, le minimum du contraste est atteint en θˆn = (0 0.9247 0.2847). Une
visualisation de ce processus de contraste est donnée par la figure 2.3. Ce qui est
remarquable, c’est que le minimum de contraste est atteint dans une sorte de "puits".
(Puisque le processus dérivée de Ln pour ce sous-modèle est identique à une constante
additive près, il n’est pas considéré ici.)
Modèle d’amplitude pour J = 3 sujets. Le modèle considéré est le suivant,
Yi1 = a
∗
1g(ti) + i1 i = 1...n
Yi2 = a
∗
2g(ti) + i2 i = 1...n
Yi3 = a
∗
3g(ti) + i3 i = 1...n
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Fig. 2.4: Modèle d’amplitude, J = 3 : (a) graphique de Wn, (b) graphique de Ln
avec a∗ = (1 0.75 1.199). On souhaite estimer les paramètres d’amplitude a∗2 et a∗3 à
partir des données (Yij) seules. Considérons d’abord le processus dérivé de Wn pour
ce sous-modèle muni du jeu n˚ 1 de contraintes d’identifiabilité. Il est défini de manière
identique à (2.16), sauf que les coefficients de Fourier (2.14) sont :
c˜jl(θ) = djl/aj, j =1 . . .J, |l| < n/2.
Pour n = 125, le minimum du contraste est atteint en aˆn = (1 0.7950 1.2364). Une
visualisation de ce processus de contraste est donnée par la figure 2.4(a).
Concernant le processus de contraste dérivé de Ln, il est défini de façon suivante,
Ln(a) =
1
nJ
J∑
j=1
n∑
i=1
(Yij)
2 −
∑
1≤|l|≤mn
∣∣∣∣∣ 1J
J∑
j=1
ajdj,l
∣∣∣∣∣
2
.
Pour n = 125, le minimum du contraste est atteint en aˆn = (1.0040 0.7657 1.1856).
Une visualisation de ce processus de contraste est donnée par la figure 2.4(b).
La fonction associée à la contrainte d’identifiabilité (a1 = 1) est plus aplatie (figure
2.4(a)). Ainsi la contrainte d’identifiabilité (
∑J
j=1 a
2
j = J) définit une fonction de
contraste plus convexe : son minimum global est plus visible graphiquement.
2.4.2 Choix de la suite de poids.
Nous discutons du choix de la suite de poids à partir du modèle décrit à la sous-
section 2.2.2 pour J = 2 unités :{
Yi1 = f
∗(ti) + i1 i = 1...n
Yi2 = a
∗
2f
∗(ti − θ∗2) + i2 i = 1...n
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où θ∗ = (0 0.95) et a∗ = (1 0.75). On souhaite estimer les paramètres de translation
θ∗2 et d’amplitude a∗2 à partir des données (Yij) et des temps d’observation (ti). La pro-
cédure d’estimation est celle décrite dans la sous-section 2.2.2 pour différentes suites
de poids. Le tableau 2.1 présente les moyennes et les écarts-type pour les estimateurs
de θ∗2 et a∗2 pour trois suites de poids. En comparant les différentes colonnes du tableau
Poids n˚ 1 Poids n˚ 2 Poids n˚ 3
δl=1/(l
2 + 1), δl=1, si |l|≤5 δl=1, si |l|≤15
∀l∈ Z. δl=0 sinon δl=0 sinon
n = 31 θˆ=0.9538 (0.2023) θˆ=0.9230 (0.2472) θˆ=0.3470 (0.7144)
aˆ=0.7556 (0.0655) aˆ=0.7784 (0.0664) aˆ=0.8690 (0.1415)
n = 51 θˆ=0.9545 (0.1623) θˆ=0.9460 (0.1612) θˆ=0.5722 (0.5519)
aˆ= 0.7528 (0.0493) aˆ=0.7688 (0.0522) aˆ=0.8216 (0.0925)
n = 101 θˆ=0.9498 (0.7509) θˆ=0.9454 (0.1055) θˆ=0.8828 (0.2385)
aˆ=0.7509 (0.0364) aˆ=0.7587 (0.0352) aˆ=0.7788 (0.0459)
n = 201 θˆ=0.9524 (0.0817) θˆ=0.9496 (0.0706) θˆ=0.9499 (0.1086)
aˆ=0.7496 (0.0255) aˆ=0.7549 (0.0237) aˆ=0.7633 (0.0274)
Tab. 2.1: Moyennes et écarts type (entre parenthèses) pour l’estimation des para-
mètres θ∗2 = 0.95 et a∗2 = 0.75 calculés à partir de 1000 jeux de données.
2.1, on constate tout d’abord qu’il n’est pas nécessaire de considérer beaucoup de co-
efficients de Fourier pour avoir une bonne estimation des paramètres. Au contraire
quand l’échantillon est petit il préférable d’en considérer le moins possible (cf. les co-
lonnes associées au poids n˚ 2 et n˚ 3). Remarquons par ailleurs qu’il suffit d’avoir au
plus deux coefficients de Fourier non nuls (cf. les hypothèses (W1) ou (W2)) pour
que l’estimateur soit consistant (théorème 2.1).
La colonne associée au poids n˚ 1 illustre que le rôle de la suite de poids est bien
de contrôler la partie stochastique du bruit. Quelque soit la taille de l’échantillon, la
qualité de l’estimation reste a peu près identique à celle où l’on ne considère que cinq
coefficients de Fourier.
En conclusion, le choix de la suite de poids est un compromis entre le niveau de
bruit et la taille des données. Plus le niveau de bruit est grand, plus il est préférable
de prendre une suite de poids régulière ou très concentrée sur un petit nombre de
coefficients de Fourier.
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2.4.3 Choix du nombre de coefficients de Fourier mn
Nous venons de voir qu’il n’est pas dans notre intérêt de choisirmn trop grand dans
le processus Mn. En effet les théorèmes 2.3 et 2.4 exigent que mn soit relativement
petit par rapport à la taille n de l’échantillon. Nous proposons de discuter du choix
de mn pour le sous-modèle de translation,
Yi,j = f
∗(ti − θ∗j ) + σ∗i,j i = 1 . . . n, j = 1 . . . J.
On se restreint au cas de deux courbes (J = 2). Avec les contraintes d’identifiabilité
posées sur la modèle (θ∗1 = 0), le paramètre à estimer est θ∗2. Dans le suite de l’exposé,
on suppose que mn = m ≥ 1 est fixé. Nous cherchons à avoir une idée sur comment
choisir le nombre m le plus optimal.
L’estimateur des translations θˆn,m minimise le processus des moindres carrés pro-
filé :
Ln,m(θ) =
1
nJ
J∑
j=1
n∑
i=n
(Yij)
2 −
∑
1≤|l|≤m
|cˆl(θ)|2 ,
où cˆl(θ) =
∑J
j=1 dj,le
ilθj/J et θ = (0, θ2). Afin que l’une des deux hypothèses (F1) ou
(F2) soit vérifiée, on suppose que le coefficient de Fourier c1(f ∗) est non nul. Pour
simplifier l’étude, on substitue dans le modèle (2.11) les coefficients de Fourier discrets
par les coefficients de Fourier des fonctions f ∗j , (cette simplification a été considérée
dans la sous-section 2.2.2),
dj,l = cl(f
∗)e−ilθ
∗
j + σ∗wj,l, j = 1, . . . J, |l| ≤ m.
Les théorèmes 2.1 et 2.2 permettent d’établir respectivement la consistance et la nor-
malité asymptotique de l’estimateur par minimum de contraste Ln,m. Le risque qua-
dratique asymptotique est alors égal à :
2σ∗2
n
∑
|l|≤m l
2|cl(f)|2 .
Ainsi, ce risque quadratique asymptotique de l’estimateur diminue quandm augmente.
Or dans le tableau 2.1 et pour des échantillon pas trop grand, on observe le contraire.
Il existe donc un terme de biais négligeable si la taille de l’échantillon est grande,
mais déterminant pour le choix de m. Nous donnons ici l’heuristique pour calculer
l’influence dans le risque quadratique de l’estimateur de ce terme de biais pour n
fixé. En reprenant la preuve du théorème 2.4, il existe un point θ˜n,m dans un proche
voisinage de θ∗ tel que :
∇2Ln,m(θ˜n,m)(θˆn − θ∗) = ∇Ln,m(θ∗).
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Comme ∇2Ln,m(θ˜n,m) converge en probabilité vers
∑
|l|≤m l
2|cl(f ∗)|2/2, (voir la propo-
sition 2.6), on identifie ce terme à sa limite. D’autre part, en reprenant les notations
de la preuve de la proposition 2.5, ∇Ln,m(θ∗) est la somme de deux termes decorrélés :
∇Ln,m(θ∗) = σ∗∇Gn,m(θ∗) + σ∗2∇Qn,m(θ∗).
Après calculs, la variance de ∇Ln,m est :
σ∗2
2n
∑
|l|≤m
l2|cl(f ∗)|2
+ σ∗4m(m+ 1)(2m+ 1)
12n2
.
Par conséquent, une approximation du risque quadratique de l’estimateur de θ∗2 est :
R(m) =
2σ∗2
n
∑
|l|≤m
l2|cl(f ∗)|2
−1 + σ∗4m(m+ 1)(2m+ 1)
3n2
∑
|l|≤m
l2|cl(f ∗)|2
−2 .
Le premier terme de la somme est le risque quadratique asymptotique. Le second
terme provient du biais pour l’estimation des coefficients de Fourier de lcl(f ∗). Ainsi
on s’aperçoit que la choix de m doit prend en compte la taille de l’échantillon n, la
régularité de la fonction f ∗ et le rapport signal sur bruit.
2.5 Preuves de la Section 2.2
Orthogonalité du bruit complexe (wjl).
Nous proposons tout d’abord une étude sur le comportement asymptotique des
bruits complexes, notés (wj,l). Ces bruits apparaissent dans la transformée de Fou-
rier discrète des données (2.11). Cette étude est menée dans le cas où les variables
(i,j) sont indépendants identiquement distribuées (elles ne sont pas supposées gaus-
siennes). Le lecteur peut se reporter à l’annexe A pour un rappel sur les variables
gaussiennes complexes. Dans la suite de l’exposé, les variables considérées sont les
variables normalisées,
ξj,l = n
d/2wj,l.
C’est donc le comportement asymptotique de ces dernières variables que nous étudions.
Remarquons d’abord que pour tout l ∈ Zd fixé et pour n assez grand (tel que
|l|∞ < n/2), nous avons les relations suivantes :
<(ξj,l) = <(ξj,−l) et =(ξj,l) = −=(ξj,−l). (2.35)
On est alors amené à étudier la famille de variables suivante :
Xn = {ξj,l, j = 1 . . . J, l = (l1, . . . ld) ∈ Zd tel que 2|l|∞ < n et l1 > 0}.
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Lemme 2.1. La famille Xn converge en loi vers une famille de variables gaussiennes
indépendantes complexes centrées réduites N C(0, 1).
Preuve du lemme 2.1. Soient j ∈ {1 . . . J} et l = (l1, . . . ld) ∈ Zd tel que l 6= 0d et
l1 > 0 fixés. Pour n assez grand, la variable ξj,l est bien définie et appartient à la famille
Xn. Notons ξxj,l la partie réelle de ξj,l, et ξyj,l sa partie imaginaire. On montre d’abord
que le vecteur (ξxj,l, ξ
y
j,l) converge en loi vers N2(0, I2/2). En effet, l’orthogonalité de
la base de Fourier discrète (2.9) permet de déduire que la matrice de covariance de
(ξxj,l, ξ
y
j,l) est I2/2. Ainsi pour tout (u1, u2) ∈ R2 et pour tout η > 0, on a :
var(u1ξxj,l + u2ξ
y
j,l) = (u
2
1 + u
2
2)/2∑
i∈In
(u1 cos(l · ti) + u2 sin(l · ti))2
nd
P
(
|(u1 cos(l · ti) + u2 sin(l · ti))i,j | > nd/2η
)
n→∞−−−→ 0.
Le théorème de Lindeberg-Feller (cf. l’annexe A)permet de conclure.
De façon similaire, on montre que la famille de variables Xn converge en loi vers
une famille de variables gaussiennes complexes indépendantes N C(0, 1). Soit c = (cj,l)
une suite ayant un nombre fini de termes non nuls tels que pour tout l ∈ Zd et pour
tout j=1, . . . , J cj,l = cj,−l. On souhaite montrer que la variable
∑
j,l cj,lξj,l converge
en distribution vers une Gaussienne complexe centrée de variance
∑
j,l |cj,l|2. Il suffit
de remarquer que pour n assez grand, cette variable peut se récrire sous la forme
suivante,
∑
j,l
cj,lξj,l =
1
nd/2
J∑
j=1
∑
r∈In
 ∑
2|l|∞<n
l1>0
cj,le
−il·tr
 r,j.
En utilisant l’orthogonalité de la base de Fourier discrète et le théorème de Lindeberg-
Feller, le lemme est prouvé.
Lemmes techniques pour la preuve du théorème 2.1
Les deux lemmes qui suivent sont utilisés dans la preuve du théorème sur la consis-
tance de l’estimateur (θˆn, aˆn) défini comme le minimum du processus de contrasteWn.
Lemme 2.2. Sous les mêmes hypothèses que le théorème 2.1, le processus de contraste
Wn converge uniformément en probabilité vers la fonction de contraste K
K(θ, a) =
1
J
J∑
j=1
∣∣a∗j/aj∣∣2 ∫ 2pi
0
|ψ ∗ f(t)|2 dt
2pi
−
∫ 2pi
0
∣∣∣∣∣ 1J
J∑
j=1
a∗j
aj
ψ ∗ f(t+ θj − θ∗j )
∣∣∣∣∣
2
dt
2pi
.
60 CHAPITRE 2. ESTIMATION POUR DES MODÈLES DE FORME INVARIANTE
Démonstration. Remarquons d’abord que :
1
J
J∑
j=1
<(c˜jl(α)cˆl(α)) = |cˆl(α)|2. (2.36)
On peut alors récrire le processus de contraste Wn sous la forme,
Wn(θ, a) =
1
J
J∑
j=1
(n−1)/2∑
−(n−1)/2
δ2l
(|c˜jl(α)|2 − |cˆl(α)|2) .
Posons C(a, a∗) = J−1
∑J
j=1
∣∣a∗j/aj∣∣2 , et γl = arg (cl(f)) . En utilisant les notations
introduites au lemme 2.1, le processus est la somme des trois termes Dn, Ln/
√
n et
Qn/n définis ci après :
Dn(θ, a) = C(a, a∗)
(n−1)/2∑
l=−(n−1)/2
δ2l |cl(f)|2 −
(n−1)/2∑
l=−(n−1)/2
∣∣∣∣∣∣ 1J
J∑
j=1
δlcl(f)
a∗j
aj
eil(θj−θ
∗
j )
∣∣∣∣∣∣
2
Ln(θ, a) =
2(J − 1)
J2
(n−1)/2∑
l=−(n−1)/2
δ2l |cl(f)|
J∑
j=1
a∗j
a2j
(
cos (γl − lθ∗j )ξxj,l + sin (γl − lθ∗j )ξyj,l
)
− 2
J2
∑
2|l|≤n−1
∑
j=1...J
k 6=j
a∗jδ
2
l |cl(f)|
ajak
{
cos (l(θj−θ∗j−θk)+γl)ξxk,l + sin (l(θj−θ∗j−θk)+γl)ξyk,l
}
,
Qn(θ, a) =
J − 1
J2
(n−1)/2∑
l=−(n−1)/2
δ2l
J∑
j=1
(ξxj,l)
2 + (ξyj,l)
2
|aj |2
− 2
J2
(n−1)/2∑
l=−(n−1)/2
δ2l
J∑
j=1
∑
k>j
1
ajak
{
cos l(θj−θk)(ξxj,lξxk,l+ξyj,lξyk,l) + sin l(θj−θk)(ξxj,lξyk,l−ξyj,lξxk,l)
}
On étudie séparément l’uniforme convergence de ces termes.
– Les séries (δl) et (cl(f ∗)) sont de carré sommable d’après l’hypothèse (2.18).
Ainsi, par le théorème de Parseval, Dn(θ, a) converge uniformément vers,
C(a, a∗)
∫ 2pi
0
|ψ ∗ f(t)|2 dt
2pi
−
∫ 2pi
0
∣∣∣∣∣ 1J
J∑
j=1
a∗j
aj
ψ ∗ f(t+ θj − θ∗j )
∣∣∣∣∣
2
dt
2pi
,
où ψ est la L2-fonction (2.17) associée à la suite de poids et ∗ est l’opérateur de
convolution.
– Le terme Qn est une forme quadratique des variables complexes (ξj,l). Il est
borné à une constante près par la variable positive,
QB =
(n−1)/2∑
l=−(n−1)/2
δ2l
J∑
j=1
{
(ξxj,l)
2 + (ξyj,l)
2
}
.
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Puisque la série (δl) est de carré sommable, et par le lemme 2.1, l’espérance ma-
thématique de QB est bornée. Ainsi Qn/n converge uniformément en probabilité
vers zéro d’après l’inégalité de Markov.
– D’après les contraintes d’identifiabilité posées sur le modèle, on a 0 < amin ≤
aj ≤ amax. Par conséquent, Ln est bornée à une constante près par
LB =
(n−1)/2∑
l=−(n−1)/2
δ2l |cl(f)|
J∑
j=1
(|ξxj,l|+ |ξyj,l|) .
Ainsi, d’après (2.18) et le lemme (2.1), on a :
E(LB) ≤
∑
l∈Z
δ2l |cl(f ∗)|J
√
2 <∞.
Par conséquent LB/
√
n converge en probabilité vers 0. Et donc Ln/
√
n converge
uniformément en probabilité vers 0.
Lemme 2.3 (Unicité du minimum). K admet un unique minimum en (θ∗, a∗).
Démonstration. D’après l’inégalité de Cauchy-Schwarz, la fonction K est à valeur
positive. Par définition, K s’annule en (θ∗, a∗). Soit (θ, a) un minimum de K, c’est
à dire K(θ, a) = 0. Le point (θ, a) vérifie donc le cas d’égalité dans l’inégalité de
Cauchy-Schwarz,
C(a, a∗)
∑
l∈Z
δ2l |cl(f)|2 =
∑
l∈Z
δ2l |cl(f)|2
∣∣∣∣∣ 1J
J∑
j=1
a∗j
aj
eil(θj−θ
∗
j )
∣∣∣∣∣
2
(2.37)
Or, pour l ∈ Z fixé, on a par l’inégalité de Cauchy-Schwarz,∣∣∣∣∣ 1J
J∑
j=1
a∗j
aj
eil(θj−θ
∗
j )
∣∣∣∣∣
2
≤ C(a, a∗). (2.38)
Comme la suite (δ2l ) est positive, l’équation (2.37) est vraie si, et seulement si les
inégalités (2.38) sont des égalités pour tout l ∈ Z tel que δ2l |cl(f)|2 6= 0. Considérons
un tel entier relatif l ( δ2l |cl(f)|2 6= 0). Il existe donc un nombre complexe λl ∈ C tel
que les deux vecteurs de CJ , (a∗j/aj)j et (e−il(θj−θ
∗
j ))j, soient colinéaires :
a∗j/aj = λle
−il(θj−θ∗j ), ∀j = 1, . . . , J.
Par les contraintes d’identifiabilité posées sur le modèle (a1 = a∗1 = 1 et θ1 = θ∗1 = 0),
λl est égal à 1, et donc a = a∗ et
l(θj − θ∗j ) ≡ 0(2pi), ∀j = 1 . . . J.
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Si (W1) est vérifiée, alors pour l = ±1, on a bien que θ = θ∗. Si (W2) est vérifiée,
alors il existe p et l deux entiers premiers entre eux tels que l(θj − θ∗j ) ≡ 0(2pi) et
p(θj − θ∗j ) ≡ 0(2pi). Or, par définition p et l sont premiers entre eux, il existe donc
deux entiers u et v tel que ul + vp = 1. On déduit que (θj − θ∗j ) ≡ 0(2pi), et donc
θ = θ∗.
Lemme et propositions pour la preuve du théorème 2.2
Les propositions 2.3 et 2.4, relatives à l’étude de la convergence du gradient et de
la matrice hessienne de Wn, nécessitent le calculs des dérivées partielles. Ces calculs
sont basés sur le lemme 2.4.
Lemme 2.4. Soient k et m deux entiers tel que 2 ≤ k,m ≤ J, k 6= m. Alors les
dérivées premières et secondes de la fonction Wn (2.16) en (θ, a) ∈ A1 sont
∂Wn
∂θk
(α)=
2
J
(n−1)/2∑
l=−(n−1)/2
δ2l l=(c˜k,l ¯ˆcl),
∂Wn
∂ak
(α)=
2
Jak
(n−1)/2∑
l=−(n−1)/2
δ2l <
(
c˜k,l ¯ˆcl − |c˜k,l|2
)
.
∂2Mn
∂θk∂θm
(α)=
−2
J2
∑
|2l|≤n−1
δ2l l
2<(c˜k,l ¯ˆcl), ∂
2Wn
∂θ2k
(α)=
2
J2
∑
|2l|≤n−1
δ2l l
2<
c˜k,l∑
j 6=k
¯˜cj,l
 ,
∂2Wn(α)
∂θk∂am
=
−2
J2am
∑
|2l|≤n−1
δ2l l=(c˜k,l ¯˜cm,l),
∂2Wn(α)
∂θk∂ak
=
−2
J2ak
∑
|2l|≤n−1
δ2l l=(c˜k,l ¯ˆcl),
∂2Wn(α)
∂ak∂am
=
−2
J2akam
∑
|2l|≤n−1
δ2l <(c˜k,l ¯˜cm,l) ,
∂2Wn(α)
∂a2k
=
−2
J2a2k
∑
|2l|≤n−1
δ2l <
˜ckl
J
∑
j 6=k
¯˜cj,l− 2J−1
J
|c˜k,l|2
.
Proposition 2.3. Sous les mêmes hypothèses et notations que le théorème 2.2,
√
n∇Wn(θ∗, a∗)
converge en loi vers un vecteur gaussien N2J−2(0, σ∗2Γ0). La matrice de covariance Γ0
est définie de façon suivante :
Γ0 =
2
J2
( ∑
l∈Z δ
4
l l
2|cl(f)|2V0 0
0
∑
l∈Z δ
4
l |cl(f)|2D−1V D−1
)
,
avec V0=
(∑J
j=1(Ja
∗
j
2)−1
)
IJ−1ITJ−1+D−2a −
(
IJ−1(D−2a IJ−1)T+(D−2a IJ−1)TIJ−1
)
/J.
Preuve de la proposition 2.3. D’après le lemme 2.4, et après quelques calculs, on a
pour k = 2 . . . J :
√
n
∂Mn
∂θk
(α∗) =
2
J
(n−1)/2∑
l=−(n−1)/2
δ2l l
{|cl(f)|(V kl − Vl) +W kl } ,
√
n
∂Mn
∂ak
(α∗) =
2
Ja∗k
(n−1)/2∑
l=−(n−1)/2
δ2l
{|cl(f)|(Yl − Y kl ) + Zkl } ,
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où :
W kl =
σ∗2√
n
J∑
j=1
cos
{
l(θ∗k−θ∗j )
}
a∗ja
∗
k
(ξxj,lξ
y
k,l − ξyj,lξxkl) +
sin
{
l(θ∗k − θ∗j )
}
a∗ja
∗
k
(ξxj,lξ
x
k,l + ξ
y
j,lξ
y
k,l),
V kl =
σ∗
a∗k
{
cos (lθ∗k − γl)ξyk,l + sin (lθ∗k − γl)ξxk,l
}
, et Vl =
1
J
J∑
j=1
V jl ,
Zkl =
σ∗2√
n
 J∑
j=1
{
cos l(θ∗k−θ∗j )
Ja∗ja
∗
k
(ξxj,lξ
x
k,l+ξ
y
j,lξ
y
k,l) +
sin l(θ∗k−θ∗j )
Ja∗ja
∗
k
(ξxj,lξ
y
k,l−ξyj,lξxk,l)
}
+
1
a∗2k
(ξxk,l
2+ξyk,l
2)
,
Y kl =
σ∗
a∗k
(cos (lθ∗k − γl)ξxk,l − sin (lθ∗k − γl)ξyk,l), et Yl =
1
J
J∑
j=1
Y jl .
Pour étudier la convergence en distribution du vecteur n1/2∇Wn(α∗), on étudie la
convergence en loi des combinaisons linéaires de ses coordonnées. Soit U ∈ R2(J−1) un
vecteur, on pose (µ2. . .µJ , u2,. . ., uJ) ses coordonnées. On considère le produit scalaire
de R2(J−1) entre n1/2∇Wn(α∗) et U, noté
〈
n1/2∇Mn(α∗), U
〉
. Il est la somme de deux
termes Rn, linéaire par rapport aux variables ξx1,l . . . ξxJ,l, ξ
y
1,l, . . . , ξ
y
J,l, et Sn, quadratique
par rapport aux variables ξx1,l, . . . , ξxJ,l, ξ
y
1,l, . . . , ξ
y
J,l :
<
√
n∇Wn(α∗), U > = Rn + Sn,
où : Rn =
2
J
J∑
j=2
µj∑
2|l|<n
δ2l l|cl(f)|(V jl − Vl) +
uj
Ja∗j
∑
2|l|<n
δ2l |cl(f)|(Yl − Y jl )

Sn =
2
J
J∑
j=2
µj∑
2|l|<n
δ2l lW
j
l +
uj
Ja∗j
∑
2|l|<n
δ2l Z
j
l

De la même façon que pour le terme Qn/n au lemme 2.2, l’hypothèse 2.20 assure que
Sn converge en probabilité vers 0.
Il ne reste plus qu’à montrer que Rn converge en loi vers une Gaussienne. Posons :
(Xl) = (ξ
x
1,l, . . . , ξ
x
J,l, ξ
y
1,l, . . . , ξ
y
J,l)
T , et A = diag(1, 1/a∗2, . . . , 1/a
∗
J , 1, 1/a
∗
2, . . . , 1/a
∗
J).
A est une matrice carrée de taille 2J , Xl est un vecteur aléatoire de R2J . On définit
les vecteurs fkl , ekl de R2J suivants :
(fkl )j =

sin (lθ∗k − γl) si j = k
cos (lθ∗k − γl) si j = k + J
0 sinon.
, et (ekl )j =

cos (lθ∗k − γl) si j = k
− sin (lθ∗k − γl) si j = k + J
0 sinon.
.
Ainsi les variables V kl et Y kl peuvent s’exprimer comme le produit scalaire dans R2J
entre ces vecteurs et la variable aléatoire Xl :
V kl = σ
∗ 〈Afkl , Xl〉 , et Y kl = σ∗ 〈Aekl , Xl〉 .
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Ainsi le terme Rn se récrit comme :
Rn =
2σ∗
J
(n−1)/2∑
l=−(n−1)/2
δ2l |cl(f)| < gl(U), Xl > , où gl(U) = gθl (µ) + gal (u),
avec gθl (µ)= l
−1
J
J∑
k=2
µkAf
1
l +
∑
j=2..J
(
µj− 1
J
J∑
k=2
µk
)
Af jl
 ,
et gal (u) = −
1
J
∑
k=2..J
uk
a∗k
Ae1l +
∑
j=2..J
(
uj
a∗j
− 1
J
∑
k=2..J
uk
a∗k
)
Aejl .
Il est alors facile de voir que
var
(
2
J
δ2l |cl(f)| < gl(U), Xl >
)
=
2
J2
δ4l |cl(f)|2||gl(U)||22,
où ||gl(U)||22 = l2µTV µ + uTDaV Dau, µ = (µ2, . . . , µJ)T et u = (u2, . . . , uJ)T . Par le
Lemme 2.1, et les propriétés de symétrie sur les variables complexes (2.35) et (2.15),
on conclut que Rn converge en loi vers
N
(
0,
2
J2
(∑
l∈Z
δ4l l
2|cl(f)|2
)
µTVµ+
2
J2
(∑
l∈Z
δ4l |cl(f)|2
)
uTDaVDau
)
.
Proposition 2.4. Sous les hypothèses et les notations du théorème 2.2, la matrice
hessienne du critère Wn converge uniformément vers la matrice inversible H au voi-
sinage de (θ∗, a∗), Aloc1,n = {β ∈ A1, ‖β − (θ∗, a∗)‖ ≤ ‖(θˆn − θ∗, aˆn − a∗)‖},
sup
β∈Aloc1,n
‖∇2Mn(β)−H‖ = oP(1).
H est la matrice carrée de taille 2J − 2 suivante,
H =
2
J2
 (∑l∈Z δ2l l2|cl(f)|2)P 0
0
(∑
l∈Z δ
2
l |cl(f)|2
)
D−1a PD
−1
a

avec P = JIJ−1 − IJ−1t(IJ−1).
Preuve de la proposition 2.4. D’après le lemme 2.4, on calcule de façon explicite les
dérivées secondes partielles pour tout β = (θ, a) ∈ A1. Par exemple, la dérivée partielle
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d’ordre 2 selon les variables θk, θm avec k 6= m est,
2
J2
∂2Mn
∂θk∂θm
(β) =
−a∗ka∗m
akam
∑
|2l|≤n−1
δ2l l
2|cl(f)|2 cos l(θk−θ∗k+θ∗m−θm) (2.39)
−√
n
a∗k
akam
∑
|2l|≤n−1
δ2l l
2|cl(f)|
[
cos{l(θk−θ∗k−θm)+γl} ξxk,l+sin{l(θk−θ∗k−θm)+γl} ξyk,l
]
(2.40)
−√
n
a∗m
akam
∑
|2l|≤n−1
δ2l l
2|cl(f)|
[
cos{l(θm−θ∗m−θk)+γl} ξxm,l+sin{l(θm−θ∗m−θk)+γl} ξym,l
]
(2.41)
− 1
nakam
∑
|2l|≤n−1
δ2l l
2
[
cos l(θk−θm)(ξxk,lξxml+ξyk,lξym,l) + sin l(θk−θm)(ξyk,lξxm,l−ξxk,lξym,l)
]
.
(2.42)
Comme on peut l’observer, les dérivées partielles sont la somme de trois termes : un
terme déterministe comme (2.39), un terme stochastique de magnitude n−1/2 comme
(2.40) et (2.41), et un terme stochastique de magnitude n−1 comme (2.42).
En reprenant la preuve du lemme (2.2), on prouve que les hypothèses permettent
d’établir l’uniforme convergence en probabilité de la matrice hessienne de Wn vers la
matrice hessienne de la fonction de contraste K sur un voisinage compact de (θ∗, a∗).
D’autre part, en utilisant la convergence en probabilité de l’estimateur (θˆn, aˆn) et
l’uniforme continuité de ∇2K sur un voisinage compact de (θ∗, a∗), la proposition est
prouvée (l’argumentation détaillée de ce dernier point peut être trouvée dans la preuve
de la proposition 2.6).
Lemmes techniques pour la preuve du théorème 2.3
Les notations qui suivent sont utilisées tout au long des preuves des lemmes et des
propositions suivantes.
Avec les contraintes d’identifiabilité posées sur le modèle, et par l’orthogonalité de
la base de Fourier discrète (2.9), les coefficients (cˆl) (2.25) qui maximisent le vraisem-
blance peuvent se récrire de la façon suivante :
cˆl(α) =
1
ndJ
J∑
j=1
∑
i∈In
ajYije
il·(ti−θj) 1 ≤ |l|∞ ≤ mn,
=
1
J
J∑
j=1
ajdjle
il·θj 1 ≤ |l|∞ ≤ mn.
Chacun de ces coefficients est la somme de deux termes, l’un est déterministe, l’autre
est stochastique. On décrit séparément ces deux termes.
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Supposons que la série de Fourier de f ∗ soit normalement convergente. Soit l ∈ Zd
tel que |l|∞ ≤ mn. D’après le lemme 2.5, le coefficient de Fourier discret cnl (f ∗) peut
se récrire sous la forme suivante :
cnl (f) = cl(f) +
∑
2|p|∞≥n
p−l∈nZd
cp(f).
Ainsi la partie déterministe des coefficients (cˆl) est égale à :
1
J
J∑
j=1
ajc
n
l (f
∗
j )e
il·θj = cl(f ∗)φ(l · θ−l · θ∗, a) + gln(α), (2.43)
avec gln(α)=
∑
2|p|∞≥n
p−l∈nZd
cp(f
∗)φ(l · θ−p · θ∗, a),
φ : (x, a) ∈ RJ × RJ −→
J∑
j=1
aja
∗
je
ixj/J.
Dans la suite, chaque vecteur θ = (θ1,1, . . . , θ1,q, θ2,1, . . . θJ,q) ∈ RJq induit la définition
de J vecteurs de Rd, notés θ1, . . . , θJ , suivants :
θj = (θj,1, . . . , θj,q)
T ∈ Rd, j = 1, . . . , J.
Pour tout l ∈ Zd, on note alors par l · θ le vecteur de RJ suivant (l · θ1, . . . , l · θJ) (où
l · θ1 est le produit scalaire standard de Rd.).
Concernant la partie stochastique, les notations introduites dans la sous-section
2.2.1 sont reprises,
pour j = 1 . . . J, et 1 ≤ |l|∞ ≤ mn wj,l = ξj,l/nd/2.
La partie stochastique des coefficients cˆl est alors égale à σ∗ξl(α)/nd/2, où
ξl(α) =
1
J
J∑
j=1
aje
il·θjξj,l et |ξl(α)| ≤ σ
∗
J
√
n
J∑
j=1
|ξj,l| . (2.44)
Lemme 2.5. Soit l ∈ Zd tel que 1 ≤ |l|∞ ≤ mn. Soit p ∈ Zd tel que |p|∞ > mn et
l − p ∈ nZd. Alors on a,
2|p|∞ ≥ n.
Preuve du lemme 2.5. Soit l = (l1, . . . ld) ∈ Zd tel que |l|∞ ≤ mn. Soit p = (p1, . . . pd) ∈
Zd \ {l} tel qu’il existe k = (k1, . . . , kd) ∈ Zd et p = l + nk. Supposons par l’absurde
que mn < |p|∞ < n/2. Par définition il existe r ∈ {1 . . . d} tel que |pr| = |p|∞. Quitte
à considérer −p, on peut supposer que pr est positif.
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En combinant l’inégalité mn < pr < n/2 et l’égalité p − r = lr + nkr, nous avons
que,
mn − krn < lr < n/2− krn.
Or par hypothèse |lr| ≤ mn, donc kr est nécessairement positif (kr ≥ 1). Par consé-
quent, l’inégalité suivante est vérifiée,
n/2− krn ≤ −n/2.
Puisque 0 ≤ mn < n/2 et −mn ≤ lr, ceci est impossible.
Les deux lemmes suivants sont relatifs à la preuve de la consistance de l’estimateur
défini comme le minimum des moindres carrés profilés Ln (2.26).
Lemme 2.6. Sous les hypothèses du théorème 2.3, on a :
sup
α∈A3
∣∣Ln(α)−M(α)− σ∗2∣∣ = oP(1),
où par l’égalité de Parseval la fonction de contraste est la somme des deux fonctions
suivantes,
M1(α) =
∑
l∈Z∗
|cl(f)|2
(
1− |φ(l · θ − l · θ∗, a)|2) et M2(α) = 1
J
J∑
j=1
(
υ∗j − υj
)2
.
Preuve du lemme 2.6. Tout d’abord, on récrit le processus de contraste Ln comme la
somme de trois termes,
Ln(α) = Dn(α) + σ
∗Gn(α) + σ∗
2Qn(α),
où
– Dn(α) = D1n(α)−D2n(α) est la partie déterministe avec,
D1n(α)=
1
Jnd
J∑
j=1
{∑
i∈In
a∗jf
∗(ti−θ∗j )+υ∗j−υj
}
,
D2n(α)=
∑
1≤|l|∞≤mn
∣∣∣∣∣∣
∑
p∈l+nZd
cp(f
∗)φ(l · θ−p · θ∗, a)
∣∣∣∣∣∣
2
.
– Gn(α) = G1n(α) − G2n(α) est la partie stochastique qui dépend linéairement du
bruit,
G1n(α) =
2σ∗
ndJ
J∑
j=1
∑
i∈In
(
a∗jf
∗(ti − θ∗j ) + υ∗j − υj
)
i,j,
G2n(α) =
2√
n
d
∑
1≤|l|∞≤mn
<
{∑
p∈l+Z
cp(f
∗)φ(lθ − pθ∗, a)ξl(α)
}
.
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– Qn(α) = Q1n(α) − Q2n(α) est la partie stochastique quadratique en fonction du
bruit,
Q1n(α) =
1
ndJ
J∑
j=1
n∑
i∈In
2i,j, et Q
2
n(α) =
1
nd
∑
1≤|l|∞<mn
|ξl(α)|2 .
D’abord on montre que Qn(α) converge uniformément en probabilité vers 1. En effet,
Q1n ne dépend pas du paramètre α, et converge en probabilité vers 1 d’après la loi
forte des grands nombres. D’autre part, de l’inégalité de Cauchy-Schwarz, on déduit
que tout α ∈ A3,
0 ≤ Q2n(α) ≤ QBn ,
avec ndJQBn =
∑
|l|∞<mn
J∑
j=1
|ξjl|2 . Ainsi L’hypothèse (2.29) induit que QBn converge vers
0 au sens L1. Par conséquent Q2n converge uniformément en probabilité vers 0.
Considérons, maintenant, la convergence uniforme en probabilité de Gn vers 0.
Puisque f ∗ est continue sur D et que pour tout j = 1 . . . J |υj| ≤ υmax, on peut
majorer uniformément G1n par :∣∣∣∣∣ 2ndJ
J∑
j=1
∑
i∈In
f ∗j (ti)ij
∣∣∣∣∣+ 2υmaxJ
J∑
j=1
∣∣∣∣∣ 1nd ∑
i∈In
ij
∣∣∣∣∣ .
Par l’inégalité de Markov, on montre que G1n converge uniformément en probabilité
vers 0. D’autre part, en utilisant les notations (2.43), on peut écrire G2n comme la
somme de deux variables G21n et G22n :
G21n (α) =
2
nd/2
<
 ∑
1≤|l|∞≤mn
cl(f
∗)φ(l · θ − l · θ∗, a)ξl(α)

G22n (α) =
2
nd/2
<
 ∑
1≤|l|∞≤mn
gln(α)ξl(α)
 .
La variable G12n est uniformément bornée par la variable aléatoire positive suivante :
G21Bn =
2
nd/2J
∑
1≤|l|∞≤mn
|cl(f ∗)|
J∑
j=1
|ξj,l| .
Puisque la série de Fourier de f ∗ converge normalement (2.28), G21Bn converge en
probabilité vers zéro. Donc G12n converge uniformément en probabilité vers 0.
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De même, G22n est bornée uniformément par
G22Bn =
1
nd/2
 ∑
2|p|∞>n
|cp(f ∗)|
 ∑
|l|∞≤mn
J∑
j=1
|ξj,l| .
D’après les hypothèses (2.28) et (2.29), on déduit que G22Bn converge vers zéro en
probabilité. Et donc G22n converge uniformément en probabilité vers zéro.
On termine la preuve en montrant que Dn converge uniformément versM. Remar-
quons d’abord que D1n converge simplement vers D1 en tant que somme de Riemann,
et que D2n converge vers D2, avec D1 et D2 définies de façon suivante
D1(α) =
1
J
J∑
j=1
∫ 2pi
0
(
f ∗j (t)−νj
)2 dt
2pi
et D2(α) =
∑
l∈Z∗
|cl(f ∗)φ(l · θ−l · θ∗, a)|2.
Ainsi Dn converge simplement vers D1 − D2 = M. Montrons que cette convergence
est uniforme. D’abord, comme f ∗ est une fonction continue sur D, on a pour tout
α ∈ A3,
∣∣D1n−D1∣∣(α)≤ 1J
J∑
j=1
{∣∣∣∣∣
∫
D
f ∗j (t)
2 dt
2pi
− 1
nd
∑
iIn
f ∗(ti)
2
∣∣∣∣∣+2υmax
∣∣∣∣∣c0(f ∗j )− 1nd∑
i∈In
f ∗(ti)
∣∣∣∣∣
}
Par la convergence des sommes de Riemann, D1n converge uniformément vers D1.
Concernant D2n, on a pour tout α ∈ A3,∣∣D2n −D2∣∣(α) ≤ ∑
|l|∞>mn
|cl(f ∗)|2 +
∣∣D2Bn (α)∣∣ ,
avec D2Bn = 2
∑
1≤|l|∞≤mn
<
{
cl(f
∗)φ(l · θ − l · θ∗, a)gln(α)
}
+
∑
1≤|l|∞≤mn
∣∣gln(α)∣∣2 .
Par définition des termes (gln) (2.43), D2Bn est majoré par
∣∣D2Bn (α)∣∣ ≤ 2 ∑
|l|∞<m
|cl(f ∗)|
∑
|p|∞>mn
|cp(f ∗)|+ (2mn)d
∣∣∣∣∣∣
∑
|p|∞>mn
|cp(f ∗)|
∣∣∣∣∣∣
2
.
Ainsi les hypothèses (2.23) et (2.28) assurent la convergence uniforme de D2n.
Lemme 2.7 (Unicité du minimum).
Sous les hypothèses du théorème 2.3, la fonction de contraste M admet un unique
minimum en α∗.
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Démonstration. Les fonctionsM2 etM1 (définies dans le lemme 2.6) sont des fonctions
positives. Remarquons queM(α∗) = 0. Ainsi α est un minimum deM si, et seulement
si M1(α) = 0 et M2(α) = 0.
Par définition, M2(α) = 0 implique que pour tout j = 1 . . . J, υj = υ∗j .
Par ailleurs, par l’inégalité de Cauchy-Schwartz, on a :
∀l ∈ Zd, ∀α = (θ, a, υ)∈ A3, |φ(l · θ, a)|≤1.
Par conséquent M2(α) = 0 si, et seulement si pour tous les coefficients de Fourier
(cl(f
∗)) non nuls, les vecteurs (a∗j)j=1...J et (aje
il·(θj−θ∗j ))j=1...J sont colinéaires (cas
d’égalité de l’inégalité de Cauchy-Schwarz). C’est-à-dire que pour tout l ∈ Zd tel que
cl(f
∗) 6= 0, il existe un scalaire complexe λl tel que :
∀j = 1 . . . J, a∗j = λlajeil·(θj−θ
∗
j ).
Or la contrainte d’identifiabilité θ1− θ∗1 = 0 implique que la suite (λl) est réelle et que
l · (θj − θ∗j ) ≡ 0 (mod 2pi).
Comme au moins l’une des hypothèses (F1) ou (F2) est vérifiée, par exemple sup-
posons que cela soit (F2), il existe pour un j fixé deux systèmes d’équations de
congruences{
l·r · (θj − θ∗j ) ≡ 0 (mod 2pi),
r = 1, . . . , d
et
{
p·r · (θj − θ∗j ) ≡ 0 (mod 2pi),
r = 1, . . . , d
On inverse le système à l’aide de la matrice des cofacteurs, on déduit que :
det((lsr)s,r)θ
∗
j ≡ 0 (mod 2piZd), et det((psr)s,r)θ∗j ≡ 0 (mod 2piZd),
où det est la fonction déterminant des matrices carrées. En utilisant le fait que
det((lsr)s,r) et det((lsr)s,r) sont des entiers premiers entre eux, on déduit que θj = θ∗j .
Par ailleurs, les contraintes d’identifiabilité
∑J
j=1 a
2
j = J et a1 > 0 contraignent
que pour tout l ∈ Zd tel que cl(f ∗) 6= 0, λl soit égal à 1. Donc pour tout j = 1 . . . J,
aj = a
∗
j .
En conclusion, si α est un minimum de M , alors α = α∗.
2.6 Preuves de la Section 2.3
Preuve de la proposition 2.1 La preuve de cette proposition s’effectue en deux
étapes. Dans un premier temps, on prouve que la forme bilinéaire 〈·, ·〉H définit un pro-
duit scalaire sur H (cette étape est démontrée au lemme 2.8). Puis, dans un deuxième
temps, on démontre le développement asymptotique (2.31).
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Soit h = (θ2 . . . θJ , a2 . . . aJ , υ1 . . . υJ , σ, f) un élément de H. Afin de satisfaire
les contraintes d’identifiabilité associées au modèle (voir jeu n˚ 3 dans la sous-section
2.1.2), on définit la suite de paramètre (αn(h), σn(h), fn(h)) comme égale à :
θ
(n)
j (h)=θ
∗
j+
1
nd/2
(θj), j = 2 . . . J,
υ
(n)
j (h)=υ
∗
j+
1
nd/2
υj j = 1 . . . J,
a
(n)
j (h)=a
∗
j+
1
nd/2
(aj), j = 2 . . . J,
a
(n)
1 (h)=
√√√√J− J∑
j=2
(
a∗j+
aj
nd/2
)2
,
fn(h)=fn=f
∗+
1
nd/2
f, et σn(h)=σ∗+
σ
nd/2
.
Comme f, f ∗ et ∇f ∗ sont des fonctions uniformément continues, on a par un déve-
loppement de Taylor pour j = 2. . .J et i ∈ In,
fn(ti − θ(j)n (h))− fn(ti − θ∗j ) =
1
nd/2
∇f ∗(ti − θ∗j ) · θj + o(1/nd/2)
(a(1)n (h)− a∗1)f ∗n (ti) = −
∑J
j=2 aja
∗
j
a∗1nd/2
f ∗ (ti) + o(1/nd/2)
log
(
1 +
σ/σ∗
nd/2
)
=
σ/σ∗
nd/2
− (σ/σ
∗)2
n
+ o(n−d).
Ainsi, avec les notations de la proposition, on a
Λn(αn(h), σn(h), fn(h))=∆n(h)− 1
2nd
∑
i∈In
J∑
j=1
Anij(h)
2−J
2
σ2
σ∗2
+oP(1).
∑
i∈In
∑J
j=1A
n
ij(h)
2/nd est une somme de Riemann, elle converge vers ‖h‖2H. De plus,
d’après le théorème limite central de Lindeberg-Feller (voir Van der Vaart, 1998,
chap. 2), ∆n(h) converge en loi vers N (0, ‖h‖2H) . 
Lemme 2.8. Sous les hypothèses de la proposition 2.1, 〈·, ·〉H est un produit scalaire
dans H.
Preuve du lemme 2.8. Par définition, 〈·, ·〉H est une forme bilinéaire symétrique et
positive. Il reste donc à vérifier que 〈·, ·〉H est définie, c’est-à-dire que si h ∈ H est tel
que ‖h‖H = 0, alors h est l’élément nul de H.
Soit h = (α, σ, f) ∈ H tel que ‖h‖H = 0. Par définition de la forme 〈·, ·〉H , σ
est nécessairement égal à zéro, ainsi que les réels υj j = 1, . . . , J. De plus, on a pour
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j = 2, . . . , J, que :∥∥a∗jf+ajf ∗−a∗j∇f ∗ · θj∥∥L2(D) = 0 et ‖a∗1f − ρa∗1f ∗‖L2(D) = 0, (2.45)
où ρ =
∑J
k=2 aka
∗
k. Les fonctions f, f ∗ et ∇f ∗ étant continues, et les fonctions f ∗ et
∇f ∗ étant orthogonales dans l’espace L2(D), les équations (2.45) impliquent que la
fonction f est proportionnelle à f ∗ (a∗1
2f = ρf ∗) et donc que,∥∥∥∥(a∗jρa∗12 + aj
)
f ∗
∥∥∥∥
L2(D)
=0 et ‖a∗j∇f ∗ · θj‖L2(D)=0.
Puisque les dérivées partielles forment une famille libre dans l’espace vectoriel L2(D),
les vecteurs θj ∈ Rd (j = 2, . . . , J) sont tous nuls.
D’autre part, la fonction f ∗ est non identiquement nulle. Ainsi, les équations sui-
vante sont vérifiées,
j = 2 . . . J, a∗jρ/a
∗
1
2 + aj = 0.
Ceci implique que ρJ−a
∗
1
2
a∗1
2 + ρ = 0, c’est à dire que la constante ρ est égale à zéro. La
fonction f est donc identiquement nulle, et les réels aj (j = 2, . . . , J) sont tous égaux
à zéro.
En conclusion l’élément h est bien l’élément nul.
Lemme 2.9. L’espace vectoriel H est un sous-espace vectoriel de l’espace de Hilbert
cl(H)=RJ−1×RJ−1×RJ×R×{f ∈L2(D), c0(f)=0.} ,
muni du produit scalaire < ·, · >H.
Preuve du lemme 2.9. Il suffit de montrer que cl(H) est un espace complet muni de la
norme ‖ · ‖H. Soit hn = (αn, σn, fn) une suite de Cauchy de cl(H). Plus précisément,
on note
αn = (θ
(n)
2 , . . . θ
(n)
J , a
(n)
2 , . . . , a
(n)
J , υ
(n)
1 , . . . υ
(n)
J ).
Par définition de ‖·‖H, les suites (σn)n, (υ(n)1 )n, . . . (υ(n)J )n sont des suites de Cauchy
dans R. Comme R est complet, il existe donc σ ∈ R+, et (υ1, . . . υJ) ∈ RJ tels que
(σn)n, (υ
(n)
1 , . . . υ
(n)
J )n convergent respectivement vers σ et (υ1, . . . υJ).
Par ailleurs, les suites de fonctions suivantes,
g
(n)
1 = a
∗
1fn −
ρn
a∗1
f ∗ où ρn =
J∑
k=2
a
(n)
k a
∗
k
g
(n)
j = a
∗
jfn + a
(n)
j f
∗ − a∗j∇f ∗ · θ(n)j , pour j=2. . .J.
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sont des suites de Cauchy dans L2(D), ainsi que leurs combinaisons linéaires g(n)j −
g
(n)
1
a∗j
a∗1
, j = 2, . . . , J.
Puisque les fonctions f ∗ et ∇f ∗ sont orthogonales dans L2(D) et non nulles, les
suites (θ(n)2 ), . . . (θ
(n)
J )n et (a
(n)
j )j=2...J sont des suites de Cauchy respectivement de Rd
et RJ−1.
Ainsi, la suite de fonctions (fn)n est, elle aussi, une suite de Cauchy de L2(D).
Comme R et L2(D) sont des espaces complets, il existe des vecteurs θ2, . . . , θJ de Rd,
(aj)j=2...J ∈ RJ−1 et une fonction f ∈ L2(D) tels que (θ(n)2 ), . . . (θ(n)J )n, (a(n)j )j=2...J et
(fn) convergent dans leur espaces respectifs vers θ2, . . . , θJ , (aj)j=2...J et f.
Posons h = (θ2, . . . , θJ , a2 . . . aJ , υ1 . . . υJ , σ, f). h est bien un élément de cl(H). De
plus, il est évident que (hn)n converge vers h dans cl(H).
Lemme 2.10 (Calcul des représentants de la différentielle de νn). Sous les hypothèses
de la proposition 2.1, la différentielle du paramètre
νn
(
P(n)α∗,σ∗,f∗
)
= (θ∗2, . . . , θ
∗
J , a
∗
2, . . . , a
∗
J , υ
∗
1, . . . , υ
∗
J),
admet comme représentant dans l’espace de Hilbert cl(H)
ν˙θj,q =σ
∗2
(
θ˙j,q, 0, 0, 0, (∇f ∗ ⊗ Va) · θ˙jq/J
)
pour j =2 . . . J, q = 1 . . . d,
ν˙aj =
σ∗2
‖f ∗‖2L2
(
0, a˙j, 0, 0, 0
)
pour j= 2 . . . J
ν˙υj =σ
∗ (0, 0, ej, 0, 0) pour j =1 . . . J.
Les vecteurs θj,q ∈ Rd⊗(J−1) sont solutions du système
Gramm(∇f ∗)⊗
(
VaV
T
a
J
−D2
)
(θ˙21 . . . θ˙2q, θ˙31 . . . θ˙(J−1)q, θ˙J1 . . . θ˙Jq) = Id(J−1),
avec Va = (a∗2
2, . . . , a∗J
2)T . Les vecteurs a˙j = (a˙jk)j=2J ∈ RJ−1 sont définis de la façon
suivante,
a˙jk =
{
−a∗2a∗k/J if k 6= j
1− a∗k2/J if k = j.
et le vecteur ej ∈ RJ désigne le jème vecteur de la base canonique de l’espace vectoriel
RJ .
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Démonstration. Soit (α˙, σ˙, g˙) ∈ H, où α˙ =
(
θ˙, a˙, υ˙
)
. Pour (α, σ, f) ∈ H avec α =
(θ, a, υ), on récrit le produit scalaire sous la forme suivante :
σ∗2 〈(α, σ, f), (α˙, σ˙, g)〉 = Jσσ˙ +
〈
f, Jg˙ −∇f ∗ · λ˙
〉
+
J∑
k=2
d∑
q=1
θ˙jq
〈
∂qf
∗,−a∗k2g˙ + a∗k2
q∑
r=1
θ˙kr∂rf
∗
〉
+
J∑
k=2
ak
〈
f ∗, a˙kf ∗ +
a∗k
a∗1
2ρf
∗
〉
+
J∑
k=2
υkυ˙k,
où λ =
∑J
k=2 θ˙ka
∗
k
2 ∈ Rd, (avec θ˙k = (θ˙k1 . . . θ˙kd)T ) et ρ =
∑J
k=2 a˙ka
∗
k.
Soient k ∈ {2,. . ., J} et q ∈ {1,. . ., d}. On souhaite trouver un vecteur ν˙θk,q =
(α˙, σ˙, g˙) ∈ H solution de :
〈(α, σ, f), (α˙, σ˙, g˙)〉 = θkq ∀(α, σ, f) ∈ H.
De ce système, on déduit les équations suivantes pour tout j = 2 . . . J et pour tout
r = 1 . . . d :
σ˙ = 0, υ˙j = 0, et g˙ = ∇f ∗ · λ/J, (2.46)(
a˙j + ρa
∗
j/a
∗
1
2
) ‖f ∗‖2 = 0, (2.47)
d∑
q′=1
〈∂q′f ∗, ∂rf ∗〉L2(D)
(
1
J
J∑
j=2
a∗j θ˙jq′ − θ˙kr
)
=
{
σ∗2/(a∗k)
2 si (j, r) = (k, q)
0 si (j, r) 6= (k, q) (2.48)
Par définition de ρ, on déduit de (2.47) que a˙ est le vecteur nul. D’autre part, le
système d’équation (2.48) peut se récrire sous la forme matricielle suivante
Gramm(∇f ∗)⊗
(
VaV
T
a
J
−D2a
)
(θ˙) = eq⊗j,
où eq⊗j est de la base canonique de l’espace tensoriel Rq⊗(J−1). Par conséquent, on a
bien que (α˙, σ˙, g˙) = ν˙θk,q.
De la même façon on résout les équations suivantes,
〈(α, σ, f),(α˙, σ˙, g˙)〉 = ak et 〈(α, f), (β, g)〉 = υk.
2.6.1 Preuve du théorème 2.4
On reprend les notations introduites dans la section 2.5 pour la preuve du théorème
2.3. Les propositions qui suivent nécessitent les calculs des dérivées partielles de φ
(2.43) et ξl (2.44).
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Lemme 2.11 (dérivées de φ et ξl). Soient k = 2 . . . J, et j = 2 . . . J,. Soient q = 1 . . . d
et q′ = 1 . . . d. Alors les dérivées partielles du premier ordre sont égales à :
∂φ
∂θk,q
(l · (θ−θ∗), a)= ilq
J
aka
∗
ke
il·(θk−θ∗k) ∂φ
∂ak
(l(θ−θ∗), a)= 1
J
(
−ak a
∗
1
a1
+a∗ke
l·(θk−θ∗k)
)
.
∂ξl
∂θk,q
(lθ, a)=
ilq
J
ake
il·θkξl,k
∂ξl
∂ak
(lθ˙, a)=
1
J
(
−ak 1
a1
ξ1,k+e
lθ˙kξl,k
)
.
Les dérivées partielles d’ordre 2 sont égales à :
∂2φ
∂θ2k,q
(l · (θ − θ∗), a) = −l
2
q
J
aka
∗
ke
il·(θk−θ∗k) ∂
2ξl
∂θ2k,q
(l · θ), a) = −l
2
q
J
ake
il·θkξl,k
∂2φ
∂a2k
(l · (θ − θ∗), a) = 1
J
(
−a
∗
1
a1
− a2k
a∗1
a31
)
∂2ξl
∂a2k
(l · θ, a) = 1
J
(
−a
∗
1
a1
− a2k
a∗1
a31
)
ξ1,k.
Proposition 2.5. Sous les hypothèses du théorème 2.4, on a :
nd/2∇Ln(α∗) = −2σ
∗
J
Gn + oP(1) où GTn =
(
Gθn
T
,Gan
T ,Gυn
T
)
.
Gθn, Gan, Gυn sont trois vecteurs gaussiens ce dimensions respectives d(J − 1), J − 1 et
J :
Gθn =
1
nd/2
∑
i∈In
(
Iq ⊗
[
a∗1
J
Va −Da + 1JVaaT
])
∇F ∗(ti)i·
Gan =
1
nd/2
∑
i∈In
[
−1
a∗1
a IJ−1
]
F ∗(ti)i·
Gυn =
1
nd/2
∑
i∈In
i· et ti· = t(i1 . . . iJ) for i ∈ In.
De plus, Gn converge en loi vers Nd(J−1)+2J−1(0, H).
Démonstration. Nous procédons en deux étapes. D’abord, en utilisant les notations
introduites dans le lemme 2.6, on montre que,
√
n∇Ln(α∗) =
√
n
(∇G1n(α∗)−G21n (α∗)) = −2σ∗J Gn + oP(1).
Ensuite, on vérifie que Gn est un vecteur Gaussien convergeant versNd(J−1)+2J−1(0, H).
On étudie séparément les termes Gn, Dn et Qn. Soit k ∈ {2 . . . J} et soit q ∈
{1 . . . d} , alors d’après le lemme 2.11, on a
∂Qn
∂θk,q
(α∗) = − a
∗
k
Jnd
∑
1≤|l|∞≤mn
<
(
ilqe
il·θ∗k
J
ξk,lξl(α∗)
)
.
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Ainsi, on peut majorer ce terme de la façon suivante,∣∣∣∣nd/2 ∂Qn∂θk,q (α∗)
∣∣∣∣ ≤ 2J2nd/2 ∑
1≤|l|∞≤mn
|lq| |ξk,l|
J∑
j=1
|ξj,l| .
Ainsi nd/2 ∂Qn
∂θkq
(α∗) converge en probabilité vers zéro si md+1n /nd/2 = o(1). De la même
façon, la dérivée partielle en a∗k converge en probabilité vers zéro si mdn/nd/2 = o(1).
Comme la dérivée partielle en υ∗k est nulle, l’hypothèse (2.33) assure la convergence
en probabilité de nd/2∇Qn(α∗) vers zéro.
Concernant la partie déterministe, après calculs (en utilisant les notations (2.43)),
la dérivée partielle selon la variable θk,q est égale à :
∂Dn
∂θk,q
(α∗)=−2a
∗
k
2
J
∑
1≤|l|∞≤mn
<
{
ilqcl(f)gln(α
∗) + ilq|gln(α∗)|2
}
Par définition de la suite (gln(α∗))l et le lemme 2.5, on déduit alors la majoration
suivante :
nd/2
∣∣∣∣ ∂Dn∂θk,q (α∗)
∣∣∣∣ = 2a∗k2J nd/2
2 ∑|l|∞≤mn|lqcl(f∗)|
∑
2|p|∞≥n
|cp(f∗)|+
∑
|l|∞≤mn
|lq|
 ∑
2|p|∞≥n
|cp(f∗)|
2.
Par l’hypothèse (2.32), on a que,
nd/2
∂Dn
∂θk,q
(α∗) = o
(
1 +
md+1n
nd/2
)
.
D’après l’hypothèse (2.33), nd/2∂Dn/∂θkq en α∗ converge vers zéro. De la même fa-
çon, nd/2∂Dn/∂ak en α∗ converge vers 0. Concernant les dérivées partielles selon le
paramètre υ, on a :
nd/2
∂Dn
∂υk
(α∗)=− 2n
d/2
Jnd/2
(∑
i∈In
f ∗k (ti)−υ∗k
)
=−2a
∗
k
J
nd/2
∑
p∈nZd\{0}
cp(f
∗)e−ip·θ
∗
k .
D’après l’hypothèse (2.33), nd/2∂Dn/∂νk en α∗ converge vers zéro. Par conséquent
nd/2∇Dn(α∗) converge vers zéro.
On vient de montrer que nd/2∇Ln(α∗) = nd/2∇Gn(α∗) + oP(1). En prenant les
notations du lemme 2.6 et après calculs, on a
nd/2
∂G22n
∂θk,q
(α∗)= O
 ∑
1≤|l|∞≤mn
|lq|(|ξl,j|+ |ξl(α∗)|)
∑
2|p|∞≥n
|cp(f ∗)|
 .
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Ainsi, d’après les hypothèses (2.32) et (2.33), nd/2G
22
n
dθk
(α∗) = OP(md+1n /nd/2) converge
en probabilité vers zéro. De même nd/2 ∂G
22
n
∂ak
(α∗) converge en probabilité vers zéro. Le
vecteur nd/2∇G22n (α∗) converge donc en probabilité vers zéro, et on a que nd/2∇Ln(α∗) =√
n∇G1n(α∗)−
√
n∇G21n (α∗) + oP(1).
Plus précisément, les dérivées partielles sont égales à,
nd/2
∂Ln
∂θk,q
(α∗) = −2σ
∗
J
∑
1≤|l|∞≤mn
<
{
ilqcl(f
∗)
(
a∗k
2ξl(α∗)− a∗ke−il·θ
∗
kξk,l
)}
+ oP(1)
nd/2
∂Ln
∂ak
(α∗) = −2σ
∗
J
∑
1≤|l|≤mn
<
{
cl(f
∗)
(
e−il·θ
∗
kξk,l − a
∗
k
a∗1
ξ1,l
)}
+ oP(1)
nd/2
∂Ln
∂υk
(α∗) = − 2σ
∗
Jnd/2
∑
i∈In
i,k = −2σ
∗
J
ξk,0.
Par définition des variables (ξkl = nd/2wkl) ( voir 2.11), l’hypothèse (2.32) entraîne
que pour tout k = 1 . . . J :
<
 ∑|l|∞≤mn ilcl(f ∗)ξ¯kle−ilθ
∗
k
 = 1√n∑
i∈In
ik<
 ∑|l|∞≤mn ilcl(f ∗)eil(ti−θ
∗
k)

=
1√
n
∑
i∈In
ik∇f ∗(ti − θ∗k) + oP(1).
On retrouve alors l’expression de Gn définie dans la proposition.
D’autre part, le vecteur (Gθn,Gan,Gυn) peut se récrire sous la forme suivante,
Gθn=
∑
1≤|l|≤mn
<
{
i
(
cl(f
∗)l ⊗
[
a∗1
J
Va Va
aT
J
−Da)
])
X∗l
}
+ oP(1)
Gan=
∑
1≤|l|≤mn
<
{
cl(f
∗)
[
−1
a∗1
a IJ−1
]
X∗l
}
+ oP(1) et Gυn=<{X∗0}+ oP(1),
où X∗l est le vecteur complexe Gaussien suivant,
X∗l =
(
e−il·θ
∗
kξ1l, . . . , e
−il·θ∗kξJl
)T
.
Comme les variables (X∗l )|l|∞≤mn sont indépendantes et identiquement distribuées, et
comme les variables Gθn et Gan ne dépendent pas de X∗0 , Gυn est indépendant de Gθn Gan
et sa matrice de covariance est la matrice identité de RJ .
Par ailleurs, les partie imaginaire et réelle de cl(f ∗)X∗l sont indépendantes. Les va-
riables Gθn et Gan sont donc asymptotiquement indépendantes. Leurs matrices de cova-
riance sont respectivement égales àGramm(∇f ∗)⊗(D2a − VaV Ta /J) et ‖f ∗‖2L2(D) (IJ−1 − aaT/a∗12)
(cf lemme 2.1).
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Proposition 2.6. Sous les hypothèses du théorème 2.4, la matrice hessienne du pro-
cessus de contraste converge uniformément vers la matrice 2H/J au voisinage de α∗,
Aloc3,n = {α ∈ A3, ‖α− α∗‖ ≤ ‖αˆn − α∗‖},
sup
α∈Aloc3,n
‖∇2Ln(α)− 2H/J‖ = oP(1).
Démonstration. Après calculs, utilisant le lemme 2.11, la matrice −2H/J est la valeur
de la matrice hessienne du critère limite M (voir la preuve du théorème 2.3) au point
α∗. On étudie localement (sur l’espace A3,loc) la matrice hessienne de Ln. Remarquons
aussi que pour tout  > 0 fixé :
P
(
sup
α∈A3,loc
∥∥∇2Ln(α)−∇2L(α∗)∥∥ > 2) ≤ P( sup
α∈A3,loc
∥∥∇2Ln(α)−∇2M(α)∥∥ > )
+ P
(
sup
α∈A3,loc
∥∥∇2M(α)−∇2M(α∗)∥∥ > )
(2.49)
Sur un voisinage compact de α∗, les hypothèses du théorème 2.4 assurent que ∇2Ln
converge uniformément en probabilité vers ∇2M. Ainsi le premier terme de la somme
converge vers zéro avec n.
D’autre part, ∇2M est une fonction uniformément continue sur un voisinage com-
pact de α∗. Par conséquent il existe η > 0 tel que :
∇2M (B(α∗, δ)) ⊆ B (∇2M(α∗), ) ,
où B(α∗, δ) désigne la boule ouverte de centre α∗ et de rayon δ. Par conséquent
l’inclusion suivante d’évènements est vérifiée,(
sup
α∈A3,loc
∥∥∇2M(α)−∇2M(α∗)∥∥ > ) ⊆ (‖αˆn−α∗‖ > δ) .
D’après le théorème 2.3, le second terme de l’inégalité (2.49) converge vers zéro avec
n.
2.6.2 Preuves et lemmes techniques concernant l’estimateur
de la forme commune
Preuve du corollaire 2.1
D’après les hypothèses du corollaire, on peut déterminer la vitesse de convergence
de la série de Fourier de f ∗,∑
|l|∞>n
|cl(f ∗)| = o(n−k+1/2) et
∑
|l|∞>n
|cl(f ∗)|2 = o(n−2k).
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D’après les notations introduites dans la preuve du théorème 2.3, la différence
entre l’estimateur fˆn et la fonction f ∗ peut s’écrire pour t ∈ Rd,
f ∗(t)−fα∗(t) =
∑
|l|∞>mn
cl(f
∗)eil·t +
∑
1≤|l|∞≤mn
eil·tgln(αˆn)
+
∑
1≤|l|∞≤mn
cl(f
∗)
{
φ(l(θˆ − θ∗), aˆ)− 1
}
eil·t (2.50)
+ σ∗
∑
1≤|l|∞≤mn
ξl(αˆ)
eil·t√
n
. (2.51)
D’abord, on étudie le terme (2.50). Par le théorème 2.4 et par la méthode Delta, on a
pour tout j = 1,. . ., J :
eil·(θˆj−θ
∗
j ) − 1 = il · (θˆj − θ∗j ) +OP((|l1|+ . . .+ |ld|)/nd/2).
De plus, l’inégalité suivante est vérifiée :∣∣∣φ(l · (θˆ − θ∗), aˆ)− 1∣∣∣ ≤ 1
J
J∑
j=1
a∗j |aˆj − a∗j |+
1
J
J∑
j=1
a∗j
2|eil·(θˆj−θ∗j ) − 1|.
On en déduit que,∣∣∣φ(l · (θˆ − θ∗), aˆ)− 1∣∣∣ = ((|l1|+ . . .+ |ld|) + 1)OP(1/nd/2)
E
∣∣∣φ(l · (θˆ − θ∗), aˆ)− 1∣∣∣2 = ((l21 + . . .+ l2d) + 1)O(1/nd).
Par ailleurs, le terme (2.51) est majoré de la façon suivante (par l’inégalité de
Cauchy-Schwarz) :
Qn =
∣∣∣∣∣∣
∑
1≤|l|∞≤mn
ξl(αˆ)
eilt
nd/2
∣∣∣∣∣∣ ≤ 1J1/2nd/2
∑
1≤|l|∞≤mn
J∑
j=1
|ξjl|,
∫ 2pi
0
E(W 2n)
dt
2pi
=
1
ndJ
∑
1≤|l|∞≤mn
J∑
j=1
|ξjl|2.
Par l’inégalité de Markov, on a,
Qn = 0P
(
mn/
√
n
)
and
∫ 2pi
0
E(Q2n)
dt
2pi
= 0(mn/n).
Ainsi, par les hypothèses du théorème, on obtient,
f ∗(t)−fα∗(t) =
∑
|l|∞>mn
cl(f
∗)eilt + oP(mdn/n
d) +OP(1/nd/2 +mdn/nd/2)
E
∫
D
|f ∗(t)−fα∗(t)|2 dt
2pid
=
∑
|l|∞>mn
|cl(f ∗)|2 + o(mdn/nd) +O(1/nd +mdn/nd).
Les hypothèses de régularité sur la fonction f ∗ permettent de conclure.
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Propriétés asymptotiques de fˆn.
Lemme 2.12. Soit l ∈ Zd \ {0}. Supposons que les hypothèses du théorème 2.4 soient
vérifiées. Pour n assez grand, on a,
nd/2< (cˆl(αˆn)− cl(f ∗)) = ∆n
(
−=(cl(f ∗))h˜fl
)
+∆n
(
νb∗1l
)
+ oP(1)
nd/2= (cˆl(αˆn)− cl(f ∗)) = ∆n
(
=(lcl(f ∗)h˜fl
)
+∆n
(−νb∗2l)+ oP(1),
où h˜f = σ∗2
(
(lTGramm(∇f ∗))⊗ ( IJ−1
a∗1
2 ), 0, 0, 0,
J−a∗12
a∗1
2 (lTGramm(∇f ∗))∇f ∗
)
.
Démonstration. Soit l ∈ Zd \ {0}. Pour n assez grand (de telle façon que |l|∞ ≤ mn),
par le théorème de l’application continue (Van der Vaart, 1998, théorème. 2.3) et
l’hypothèse (2.32) (qui assure la convergence du coefficient de Fourier discret cnl (f ∗)
vers cl(f ∗) à la vitesse nd/2), nous avons que,
nd/2cl
(
fˆn − f ∗
)
= nd/2 (cˆl(αˆn)− cl(f ∗)) ,
= cl(f
∗)nd/2
(
1
J
J∑
j=1
aˆja
∗
je
il·(θˆj−θ∗j ) − 1
)
+ ξl(θ
∗, a∗) + oP(1).
Puisque nd/2(αˆn−α∗) converge en loi (théorème 2.4), on montre en utilisant la méthode
Delta (Van der Vaart, 1998, Chap. 3) que :
nd/2cl
(
fˆn − f ∗
)
= icl(f
∗)
[
l ⊗ Va
J
]
· [nd/2(θˆj − θ∗j )] + ξl(θ∗, a∗) + oP(1).
Le théorème 2.4 et le lemme 2.10 permettent de déduire (car ∆n est linéaire) que :
nd/2cl
(
fˆn − f ∗
)
= icl(f
∗)∆n
(
h˜f
)
+ ξl(θ
∗, a∗) + oP(1).
Or par définition du processus centré ∆n (voir la proposition 2.1) et la définition de
ξl (2.44), on peut récrire :
<(ξl(θ∗, a∗))=∆n
(
νb∗1l
)
, et =(ξl(θ∗, a∗))=∆n
(−νb∗2l) .
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Résumé : On observe un nombre fixé de fonctions inconnues au cours du temps.
Les données sont modélisées sous un modèle de régression. L’objet de ce chapitre est
de construire une procédure de test statistique pour tester si les fonctions de régression
diffèrent des unes des autres seulement en amplitude et en phase. Deux procédures de
test sont proposées. Sous l’hypothèse nulle, la loi limite de la première statistique de
test étant plutôt compliquée, la première procédure de test est implémentée à l’aide
d’une méthode bootstrap. Cette procédure est illustrée sur des données d’électroencé-
phalogramme. La seconde contourne le problème de la complexité de la loi en testant
une hypothèse plus faible sur l’homogénéité des coefficients de Fourier des fonctions
de régression.
Mots clés : Shape invariant model, Test d’adéquation, Estimation semi-paramétri-
que, Transformée de Fourier discrète.
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Introduction
Dans plusieurs études statistiques, la réponse intéressante est souvent une fonction
continue mesurée au cours du temps. Notons Yi,j l’observation du sujet j, j = 1 . . . J,
au temps ti,j, i = 1 . . . nj. Le modèle général étudié ici est le suivant :
Yi,j = f
∗
j (ti,j) + σ
∗
j i,j, i = 1 . . . nj, j = 1 . . . J. (3.1)
C’est un modèle de régression de dépendance non linéaire, puisque les paramètres
inconnus sont les fonctions f ∗j , j = 1 . . . J, qui dépendent non linéairement des temps
d’observation (ti,j)i,j ∈ [0, T ]. L’erreur du modèle (i,j) sont des variables indépen-
dantes centrées de variance égale à 1. Le réel positif σ∗j , pour j = 1 . . . J fixé est l’écart
type du bruit pour le sujet j.
Dans de nombreux exemples, les formes des courbes observées semblent similaires.
Il est alors raisonnable de supposer que les fonctions f ∗j diffèrent les unes des autres
par une simple transformation. Prenons l’exemple de l’observation d’un phénomène
biologique chez des sujets saints (température du corps, courbe de croissance, . . .). Les
sujets étant différents, les courbes d’évolution possèdent leurs caractéristiques propres
(température moyenne du corps plus ou moins élevée, puberté plus ou moins précoce,
. . .), mais leurs formes sont semblables (dans le cas contraire cela signifierait qu’un des
sujets est malade). L’étude exposée ici a pour but de construire une procédure statis-
tique pour tester si effectivement les fonctions de régression ont une forme commune.
Plus précisément, on souhaite tester si les fonctions f ∗j vérifient le modèle suivant :
f ∗j (t) = a
∗
jf
∗(t− θ∗j ) + υ∗j , t ∈ R, j = 1 . . . J. (3.2)
La fonction inconnue f ∗ détermine la forme commune des fonctions f ∗j . Les vecteurs
de RJ , θ∗=(θ∗j )j=1...J , a∗=(a∗j)j=1...J et υ∗=(υ∗j )j=1...J déterminent les caractéristiques
propres à chacun des sujets. Ils sont eux aussi inconnus. Le modèle (3.2) est une
sous classe du modèle de forme invariante introduit par Lawton et al. (1972). Des
applications de ce modèle peuvent être trouvées par exemple pour l’étude du volume
d’air rejeté par les poumons (Lawton et al., 1972), des rythmes biologiques (Wang et
Brown, 1996), ou la prévision du trafic routier (Loubes et al., 2006; Gamboa et al.,
2005).
Dans ce type de modèle, c’est d’abord le problème de l’estimation du paramètre
α∗ = (θ∗, a∗, υ∗) et de la fonction f ∗ qui a été étudié. Lawton et al. (1972) défi-
nissent un algorithme itératif, SEMOR, qui utilise des splines d’ordre 1 pour estimer
la forme commune f ∗. La convergence et la consistance de la méthode SEMOR sont
démontrées par Kneip et Gasser (1988). Plusieurs auteurs ont choisi d’autres bases de
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fonctions pour estimer la forme commune, par exemple des splines lisses (Guardabasso
et al., 1988), des splines périodiques (Wang et Brown, 1996). Une autre approche non
itérative est proposée par Härdle et Marron (1990). Les auteurs étudient le cas de
deux courbes qui diffèrent seulement par une translation selon les axes des abscisses
et des ordonnées. Ils utilisent un estimateur à noyau pour estimer la fonction f ∗ et
construisent ainsi un estimateur asymptotiquement normal de vitesse de convergence√
n pour les paramètres θ∗ et υ∗. Plus récemment, Gamboa et al. (2005) construisent
un estimateur asymptotiquement normal de vitesse de convergence
√
n pour le pa-
ramètre de translation. Cette méthode d’estimation utilise la transformée de Fourier
discrète, elle est définie pour un nombre fixé J ≥ 2 de courbes. De plus aucun estima-
teur de la fonction f ∗ est n’requis. Cette méthode est généralisée dans le chapitre 2
pour le modèle complet (3.2) afin d’estimer le paramètre α∗ et la fonction f ∗ De plus
l’estimateur de α∗ s’est avéré asymptotiquement efficace.
Parallèlement, le problème de l’adéquation des données au modèle a été étudié. Les
tests d’adéquation permettent dans la pratique de valider l’existence de rythmes bio-
logiques (voir Wang et Brown, 1996) ou encore de mesurer l’homogénéité des données
(voir l’application avec les données d’encéphalogramme dans la sous section 3.2.3).
Plusieurs procédures de test ont été définies pour tester de telles hypothèses. Möcks
et al. (1984) proposent deux procédures de test visant à tester si les fonctions f ∗j
étaient identiques. L’une est sensible à la variation en amplitude. L’autre teste si les
projections des fonctions fj sur des sous espaces sont différentes. D’autre part, Härdle
et Marron (1990) construisent des procédures pour tester si les données vérifient le mo-
dèle de forme invariante, et si un des paramètres peut être éliminer. Leurs statistiques
de test sont définies a partir de leurs critères d’estimation. Wang et Brown (1996)
proposent une procédure statistique afin de tester l’ajustement d’un des paramètres
au modèle.
L’objet de ce chapitre est de construire un test d’adéquation pour le modèle (3.2).
On développe deux approches. La première approche (cf. les sections 3.1 et 3.2) teste
effectivement si les données adhèrent au modèle (3.2). La statistique de test est définie
à partir d’un processus de contraste pour l’estimation du paramètre α∗. Le théorème
3.1 affirme que cette statistique est petite lorsque le modèle (3.2) est correct, et qu’elle
tend vers l’infini dans le cas contraire. Puisque la loi limite de cette statistique est
plutôt compliquée sous l’hypothèse nulle, la procédure de test est implémentée par
un algorithme bootstrap (cf. la section 3.2.2). Il est par conséquent nécessaire de
définir des estimateurs pour les paramètres du modèle général (3.1) et du modèle sous
l’hypothèse nulle (3.2) (cf. section 3.1).
La seconde approche teste une hypothèse plus faible que la précédente : l’homogé-
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néité des fonctions de régression f ∗j . Pour chaque coefficient de Fourier, on définit des
statistiques de test pour tester leur égalité en module. En agrégeant ces statistiques et
en utilisant la théorie des valeurs extrêmes (Resnick (1987)), on définit une statistique
pour tester l’homogénéité des fonctions f ∗j (théorème 3.3). Contrairement à la dernière
approche, la loi limite sous H0 est connue, c’est la loi de Gumbel.
Remarquons enfin que dans ces deux approches, les statistiques de test sont construi-
tes à partir de processus de contraste pour l’estimation du paramètre α∗ similaires
à ceux présentés dans le chapitre 2. Ces processus sont basés sur la transformée de
Fourier des données. C’est pourquoi les fonctions de régression sont supposées pério-
diques. Néanmoins, comme l’explique la remarque 3.1, cette hypothèse n’est pas si
restrictive.
Le plan du chapitre est le suivant. La section 3.1 présente les processus de contraste
utilisés pour le test d’adéquation du modèle (3.2), ainsi que les estimateurs des pa-
ramètres pour le modèle général (3.1). Ensuite, la section 3.2 définit la procédure de
test pour la bonne adéquation des données au modèle (3.2). Enfin, la section 3.3 est
consacrée à la procédure de test pour l’homogénéité des fonctions de régression f ∗j .
3.1 Estimation des paramètres
Cette section présente brièvement la définition des estimateurs des paramètres
pour le modèle général (3.1) et les estimateurs pour le modèle (3.2). La sous-section
3.1.1 décrit brièvement le modèle (3.2). Une description plus détaillée est faite au
chapitre 2. La sous-section 3.1.2 résume les résultats du chapitre 2 pour l’estimation
des paramètres sous l’hypothèse nulle. Par la suite ces estimateurs sont utilisés pour
générer les échantillons bootstrap sous l’hypothèse nulle. La sous-section 3.1.3 définit
les estimateurs des fonctions de régression f ∗j et de la variance pour le modèle général
(3.1). Ces estimateurs sont utilisés pour normaliser la statistique de test et pour
calculer les résidus dans la procédure bootstrap.
3.1.1 Description du modèle (3.2)
Les observations (Yi,j)1≤i≤n,1≤j≤J proviennent de l’observation de J courbes. Sans
perte de généralité et pour simplifier les calculs, on suppose que l’intervalle d’obser-
vation est [0, 2pi] et que chaque courbe est observée sur le même espace de points,
ti,j = ti =
i− 1
n
2pi ∈ [0, 2pi[, j=1 . . .J, i=1 . . .n.
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Le choix de considérer des points d’observation équidistants est fortement conseillé
du fait de l’utilisation de la transformée de Fourier discrète (voir la sous-section 2.2.1
pour plus de détails). Ainsi le modèle étudié sous l’hypothèse nulle est :
Yi,j = a
∗
jf
∗(ti − θ∗j ) + υ∗j + σ∗i,j, j = 1 . . . J, i = 1 . . . n. (3.3)
f ∗ est une fonction inconnue, 2pi-périodique et continue. Les termes de bruit (i,j)i,j
sont des variables gaussiennes indépendantes, centrées et réduites. Pour simplifier, on
considère le modèle où les variances sont identiques : σ∗2=σ∗j
2, j=1. . .J. Néanmoins,
le modèle où les variances ne sont pas toutes égales est discuté tout au long de l’exposé.
Ce modèle est semi-paramétrique : α∗=(θ∗, a∗, υ∗, σ∗) est le paramètre fini-dimension-
nel, et la fonction f ∗ est le paramètre de nuisance.
Remarque 3.1. Dans le modèle, on suppose que les fonctions de régression sont 2pi-
périodiques. Au premier abord, cette hypothèse peut sembler restrictive. Néanmoins,
elle est vérifiée quand les fonctions sont prolongeables par T -périodicité sur R. Par
exemple, cette hypothèse est vraie si les fonctions ont un support compact :
cl{t ∈ [0, T ], f∗j (t) 6= 0} ⊂ (0, T ) ∀j = 1 . . . J,
où cl(B) est la fermeture de l’ensemble B ⊂ R.
Comme on l’a remarqué dans la sous-section 2.1.2, le modèle présenté n’est pas
identifiable, il est nécessaire de fixer des contraintes d’identifiabilité. Le jeu de contrain-
te utilisé est ici le jeu n˚ 3 (voir 2.1.2) :
f ∈F0 et α∈A3={α ∈ A, tel que θ1 = 0 et
J∑
j=1
a2j = J, a1 > 0.},
où F0 désigne l’ensemble des fonctions continues périodiques telles que :∫ 2pi
0
f(t)
dt
(2pi)
= 0.
Dans le chapitre 2, nous avons vu que ces contraintes d’identifiabilité apparaissent
naturellement dans l’étude de la vraisemblance du modèle, et qu’au finale elles per-
mettent de définir des estimateurs asymptotiquement efficace.
3.1.2 Estimation des paramètre pour le modèle (3.2).
La méthode d’estimation est celle décrite dans le chapitre 2. Elle est basée sur
l’approximation de f ∗ par un polynôme trigonométrique de degré mn. Afin que l’esti-
mation soit asymptotiquement efficace, la suite mn est croissante et tend vers l’infini
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avec n. Les statistiques de test sont définies à partir d’un processus de contraste pour
l’estimation du paramètre α∗. Or les critères développés au chapitre 2 ne sont pas les
mieux indiqués pour définir la statistique de test (voir la section 3.2). La sous-section
suivante présente de nouveaux processus de contraste, similaires à ceux étudiés dans
le chapitre précédent, et qui sont effectivement utilisés pour définir les statistiques de
test dans la section 3.2.
Estimation de α∗.
Dans le chapitre 2, on considère le critère (2.26) défini à partir des moindres carrés
profilé :
Ln(α) =
1
nJ
n∑
i=1
J∑
j=1
(Yi,j − υj)2 −
∑
1≤|l|≤mn
|cˆl(α)|2,
où cˆl(α) =
1
nJ
n∑
s=1
J∑
j=1
aj (Ysj − υj) e−il(ts−θj) for 1 ≤ |l| ≤ mn, (3.4)
et (mn)n est une suite d’entiers tel que
2mn < n, lim
n→∞
mn = +∞, et n est impair. (3.5)
Comme les points d’observation sont équidistants, la base de la transformée de Fou-
rier discrète est orthogonale (2.9). Par conséquent les coefficients (cˆl) sont seulement
fonction des paramètres θ = (θj)j=1...J et a = (aj)j=1...J . Par la suite, on s’autorise
donc à noter cˆl(θ, a) à la place de cˆl(α).
A partir du critère Ln, on définit un nouveau processus de contrasteMn. Ce critère
est légèrement similaire au critère (2.16) et donc aussi à celui proposé par Gamboa
et al. (2005). Rappelons que la transformée discrète du modèle (2.11) transforme les
données de la manière suivante :
djl=
1
n
n∑
s=1
Ysje
−ilts= cnl (f
∗
j ) + σ
∗ξjl/
√
n, |l| ≤ mn et j=1. . .J.
Le processus de contraste étudié ici est :
Mn(α) =
1
J
J∑
j=1
(dj0 − υj)2 +
∑
1≤|l|≤mn
J∑
j=1
∣∣djl − aje−ilθj cˆl(θ, a)∣∣2 . (3.6)
On considère également le processus de contraste Wn qui diffère du précédent par
l’introduction d’une suite de poids (δl)l∈Z∗ de carré sommable :
Wn(α) =
1
J
J∑
j=1
(dj0 − υj)2 +
∑
1≤|l|≤mn
J∑
j=1
δ2l
∣∣djl − aje−ilθj cˆl(θ, a)∣∣2 . (3.7)
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Comme dans la sous-section 2.2.2, il est nécessaire de supposer que l’une des hy-
pothèses suivantes soient vérifiées,
(W1) les coefficients c1(f ∗) et δ1 sont non nuls.
ou
(W2) il existe (l, p) ∈ Z2 premiers entre eux tels que cl(f ∗), cp(f ∗), δl et δp soient
non nuls.
Des théorèmes 2.3 et 2.1, on déduit les corollaires suivants sur la consistance des
estimateurs définis à partir de Mn et Wn :
Corollaire 3.1. Soit αˆn l’estimateur défini par :
αˆn = arg min
β∈A3
Mn(β).
Si l’une des deux hypothèses (W1) ou (W2) est vérifiée, et que la fonction f ∗ et la
suite mn satisfont les hypothèses suivantes,∑
|l|>m
|cl(f ∗)| = o
(
1√
m
)
, (3.8)
mn
n
= o(1), (3.9)
alors αˆn converge en probabilité vers α∗.
La preuve est similaire au théorème 2.3. Remarquons que Mn converge uniformé-
ment en probabilité vers
M(α) =
∫ 2pi
0
1
J
J∑
j=1
(
f ∗j (t)− υj
)2 dt
2pi
−
∫ 2pi
0
(
1
J
J∑
j=1
aja
∗
jf
∗(t− θ∗j + θj)
)2
dt
2pi
,
tandis que Ln converge uniformément en probabilité vers M(α) + σ∗2.
Par ailleurs, l’estimateur de υ∗j (j = 1, . . . , J) défini par les processus Mn et Wn
est égal à dj0. Il ne reste donc plus que 2J − 2 paramètre à partir de la procédure de
minimisation pour les critères Mn et Wn, à la place de 3J − 2 pour le contraste Ln.
Corollaire 3.2. Soit αˆWn l’estimateur défini par :
αˆWn = arg min
β∈A3
Wn(β).
Si l’une des deux hypothèses (W1) ou (W2) est vérifiée, et que la fonction f ∗ et la
suite de poids satisfont les hypothèses suivantes,∑
l∈Z
|cl(f ∗)| <∞, et
∑
l∈Z
δ2l l
2 <∞, (3.10)
alors αˆWn converge en probabilité vers α∗.
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Soit ψ la L2-fonction suivante :
∀t ∈ R, ψ(t) =
∑
l∈Z
δle
ilt.
Le critère Wn converge uniformément en probabilité vers :∫ 2pi
0
1
J
J∑
j=1
(
ψ ∗ f ∗j (t)− υj
)2 dt
2pi
−
∫ 2pi
0
(
1
J
J∑
j=1
aja
∗
jψ ∗ f ∗(t− θ∗j + θj)
)2
dt
2pi
.
Dans le corollaire 3.2, aucune hypothèse n’est posée sur le nombre de coefficients
de Fourier mn. En effet comme pour le processus de contraste (2.16), le corollaire est
valide pour tout mn < (n/2), et donc pour mn = (n−1)/2 (ce dernier choix n’est bien
sûr pas possible avec le processus de contrasteMn.) Remarquons que l’hypothèse (3.8)
signifie que la fonction f ∗ doit être au moins 1/2-Lipschitz pour assurer la consistance
de αˆn. Pour le corollaire 3.2, il est seulement exiger que la fonction f ∗ soit continue
(hypothèse (3.10)). La séquence de poids régularise donc le critère et même temps que
de contrôler le bruit.
Les propriétés asymptotiques des estimateurs αˆn et αWn découlent des théorèmes
2.2 et 2.4. Comme le gradient et la matrice hessienne deMn sont identiques (à un petit
oP(1) près) au gradient et à la matrice hessienne de Ln, αˆn est donc asymptotiquement
efficace.
Corollaire 3.3. Supposons que l’une des deux hypothèses (W1) ou (W2) soit vérifiée
et que : ∑
l∈Z
|l||cl(f ∗)| <∞, (3.11)
m4n/n = o (1) , (3.12)
alors αˆn est asymptotiquement efficace et
√
n(αˆn−α∗) converge en loi vers un vecteur
Gaussien or N3J−2(0, σ∗2H−1). H est la matrice suivante,
H =

‖∂f ∗‖2L2
(
D2a − 1JV 2a V 2a
T
)
0 0
0 ‖f ∗‖2L2
(
I + 1
a∗1
2a aT
)
0
0 0 IJ
 .
où Da est la matrice diagonale diag(a∗2 . . . a∗J), a = (a∗2, . . . , a∗J) et Va = (a∗2
2, . . . a∗J
2)T
sont des vecteurs de RJ−1.
Par contre, l’estimateur αˆWn est asymptotiquement normal, mais pas efficace.
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Corollaire 3.4. Supposons que l’une des deux hypothèses (W1) ou (W2) soit vérifiée
et que : ∑
l∈Z
|cl(f ∗)| <∞, et
∑
l∈Z
δ2l l
2 <∞,
alors
√
n(αWn −α∗) converge en loi vers un vecteur gaussien N3J−2(0, σ∗2ΓW ), où ΓW
est la matrice définie par
ΓW =

∑
l∈Zδ
4
l l
2|cl(f∗)|2∑
l∈Zδ
2
l l
2|cl(f∗)|22
(
D2a − 1JVaV Ta
)−1
0 0
0
∑
l∈Zδ
4
l |cl(f∗)|2∑
l∈Zδ
2
l |cl(f∗)|2
2
(
I + 1
a∗1
2aaT
)−1
0
0 0 IJ
 .
Comme précédemment, le corollaire 3.1 nécessite une régularité plus forte que le
corollaire 3.4 : la fonction f ∗ est dérivable et sa dérivée est continue. Concernant le
corollaire 3.4 toute la régularité a été reportée sur la suite de poids : on suppose
seulement la continuité de f ∗.
Estimation de f ∗
Le corollaire 2.1 établit la convergence uniforme en probabilité de l’estimateur de
la fonction f ∗ :
fˆn(t) =
∑
1≤|l|≤mn
cˆl(βˆn)e
ilt, ∀t ∈ R,
où βˆn est un estimateur de α∗, en particulier βˆn ∈
{
αˆn, αˆ
W
n
}
. Par définition de cˆl, cet
estimateur est en fait la moyenne pondérée et rephasée des fonctions f ∗j .
Corollaire 3.5. Supposons que βˆn soit asymptotiquement normal et que∑
l∈Z
|cl(f ∗)| <∞, et lim
n→∞
mn√
n
= 0,
alors, fˆn converge en probabilité vers f ∗ pour la norme uniforme,
sup
t∈R
∣∣∣fˆn(t)− f ∗(t)∣∣∣ = oP(1).
De plus, on a que MISEf∗(fˆn) converge vers zéro.
3.1.3 Estimation des paramètres pour le modèle général (3.1)
Afin de mettre en oeuvre la procédure bootstrap, il est nécessaire de définir des esti-
mateurs consistants pour les fonctions de régression f ∗j et de la variance commune σ∗
2.
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Plus explicitement, on souhaite estimer les paramètres du modèle semi-paramétrique
suivant :
Yi,j = f
∗
j (ti) + σ
∗i,j, i=1. . .n, j=1. . .J.
Le paramètre de nuisance est ici la fonction vectorielle (f ∗1 , . . . , f ∗J ), et le paramètre fini-
dimensionnel est σ∗. On estime ces paramètres en utilisant la vraisemblance profilée
comme dans la sous-section 2.2.3.
La log-vraisemblance est égale à
ln(σ, f1, . . . , fJ) =
−1
2σ2
n∑
i=1
J∑
j=1
(Yi,j − fj(ti))2 − nJ
2
log σ2.
La première étape consiste à maximiser la log-vraisemblance sur le paramètre de
nuisance. Pour cela, on approche les fonctions de régression par les estimateurs de
leurs séries de Fourier tronquées. Les estimateurs des fonctions (f ∗j ) sont alors :
∀j=1. . .J et ∀t∈R, fˆj,n(t) =
∑
|l|≤mn
dj,le
ilt,
où (dj,l) est la transformée de Fourier discrète des données (Yi,j), c’est-à-dire,
dj,l = c
n
l (f
∗
j ) + ξj,l/
√
n pour |l| ≤ mn, j = 1,. . ., J. (3.13)
Le corollaire suivant est une conséquence du corollaire 2.1.
Corollaire 3.6. Soit l’estimateur de σ∗2 défini comme :
σˆ2n =
1
nJ
J∑
j=1
n∑
i=1
(
Yi,j − fˆj(ti)
)2
. (3.14)
Supposons que mn/
√
n converge vers zéro et que,
∑
|l|>m
|cl(f ∗j )| = o
(
1√
m
)
pour tout j = 1, . . . J.
Alors σˆ2n converge en probabilité vers σ∗
2, et (fˆ1,n . . . fˆJ,n) converge en probabilité pour
la norme uniforme vers (f ∗1 , . . . , f ∗J ).
Remarque 3.2. Dans la pratique, le nombre de coefficients de Fourier mn doit être
relativement petit par rapport à n. Il faut un équilibre entre l’estimation de la variance
et l’estimation des fonctions de régression.
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3.1.4 Application de la méthode d’estimation sur les ondes
cérébrales P300
Les ondes P300 mesurent la capacité d’attention du patient. Ces ondes sont me-
surées à partir de capteurs, en général placés sur la tête, qui enregistrent les ondes
cérébrales et les transmettent, après décodage, à un ordinateur. Le procédé s’appuie
le plus souvent sur l’électroencéphalographie (EEG) : toutes les activités humaines
génèrent une activité cérébrale qui se manifeste par l’activation de zones distinctes
dans le cerveau. En enregistrant ces faibles signaux, et en les associant aux actions
concernées, il est possible de transformer une activité cérébrale en signal numérique
et de le communiquer à un ordinateur
Les ondes P300 résultent d’une bizarrerie du fonctionnement du cerveau : lorsqu’il
est confronté à un événement surprenant ou inattendu, on constate une augmentation
de la tension électrique du cerveau, 300 millisecondes après cet événement. On peut
les simuler artificiellement de la manière suivante. On présente à l’utilisateur plusieurs
choix, et quand celui qui lui convient apparaît, le simple fait de vouloir le sélectionner
augmente la tension électrique du cerveau d’une manière plus aisément mesurable que
son activité habituelle ne le permet.
Afin de déterminer l’efficacité d’un traitement, on observe sur chaque patient l’effet
placebo (sans traitement) et l’effet du traitement. On a alors pour chaque patient deux
ondes P300. Les scientifiques s’attendent en cas d’efficacité à observer une translation
local au niveau du pic P300 sous l’effet du traitement.
Nous étudions ces deux effets sur onze patients. Les figures 3.1(a) et 3.1(d) repré-
sentent les onze signaux respectivement sous l’effet placebo et sous l’effet du traite-
ment pour le capteur n˚ 6. On implémente la procédure d’estimation présentée dans la
section (3.1.2).
D’abord, les signaux placebo et les signaux du traitement sont étudiés simultané-
ment dans le modèle suivant :
Yi,j = a
∗
jf
∗(ti − θ∗j ) + σ∗i,j, j = 1, . . . , 22, i = 1, . . . , 127.
Les figures 3.1(b) et 3.1(e) représentent les estimateurs des fonctions de régression
f ∗j (·) = a∗jf ∗(· − θ∗j ), j=1, . . . , J associés à chacun des deux effets. On remarque que
la méthode d’estimation détecte une forme commune. Elle est plus aplatie pour les
ondes associées au traitement.
Mais l’étude suivante jette un doute sur la validité du modèle. En effet, si on
considère séparément les signaux placebo et les signaux du traitement, on a alors
deux études avec J = 11 signaux. Pour chacune de ces deux études, on considère le
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Fig. 3.1: Les ondes P300 associées respectivement à l’effet placebo (a) et à l’effet
du traitement (d). L’estimation des fonctions de régression dans le modèle avec J =
22 unités pour les ondes placebo (b) et les ondes traitements (e). L’estimation des
fonctions de régression dans le modèle avec J = 11 courbes en considérant uniquement
les ondes placebo (c) et les ondes traitement (f).
modèle suivant,
Yi,j = a
∗
jf
∗(ti − θ∗j ) + σ∗i,j, j = 1, . . . , 11 i = 1, . . . , 127.
La figure 3.1(c) représente les estimateurs des fonctions de régression pour le modèle
avec les onze signaux placebo. La figure 3.1(f) représente les estimateurs des fonctions
de régression pour le modèle avec les onze signaux de traitement. Alors qu’une forme
commune est toujours détectée avec le modèle considérant uniquement les signaux de
traitement, aucune forme commune n’est visiblement détectée pour le modèle consi-
dérant uniquement les signaux placebo. Les prochaines sections cherchent à fournir
des procédures de test afin de tester la validité du modèle.
3.2 Test d’adéquation du modèle
Dans cette section, le but est de tester à partir du modèle (3.1) la validité de
l’hypothèse nulle H0,
il existe α∈A3 et une 2pi-périodique fonction f telle que pour tout j = 1. . .J,
f ∗j (·)=ajf(·−θj)+υj,
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contre l’hypothèse alternative H1,
il n’existe aucun α ∈ A3 et aucune fonction f de telle sorte que les fonctions de
régression f ∗j soient liées entre elles par l’équation (3.2).
Une première idée serait de prendre le processus de contraste Ln défini au chapitre
2 (et dont la définition a été rappelée dans la section précédente) et de considérer la
statistique de test suivante,
TLn = nJ inf
α∈A3
Ln(α).
Sous l’hypothèse nulle cette statistique diverge. Nous présentons ici une heuristique.
Un développement de Taylor nous permet de récrire la statistique de test sous la forme
suivante,
TLn = J
(√
n∇Ln(α∗)
)T
H−1
√
n∇Ln(α∗) + JnLn(α∗) + oP(1).
La proposition (2.5) montre que
√
n∇Ln(α∗) converge en loi vers un vecteur gaussien.
Ainsi le premier terme est uniformément tendue. D’autre part, Ln converge uniformé-
ment en probabilité vers M + σ∗2 (lemme 2.6). Comme M(α∗) est nulle et σ∗ 6= 0, le
second terme tend vers l’infini.
Les processus de contrasteMn etWn sont définis de telle sorte que leurs statistiques
de test associées convergent en loi sous l’hypothèse nulle.
Cette section est divisée en trois sous-sections. D’abord, les statistiques des test
sont définies et étudiées sous l’hypothèse nulle et l’hypothèse alternative. Ensuite, on
décrit la procédure bootstrap afin de mettre en oeuvre le test statistique. Puis, on
présente quelques simulations.
3.2.1 Les statistiques de test.
Pour l’instant, on considère le modèle où les écarts-type σ∗j , j = 1 . . . J, sont tous
égaux. Le modèle, où les écarts-type ne sont pas tous égaux, est discuté dans le
remarque 3.3. A partir des processus de contrasteMn et Wn, on construit deux statis-
tiques de test notées respectivement Tn et TWn . Le théorème 3.1 étudie la statistique
de test construite à partir du processus Mn.
Théorème 3.1. Soit Tn la statistique suivante,
Tn = Jn inf
α∈A3
Mn(α)/σˆ
2
n.
Supposons que les hypothèses du corollaire 3.3 soient vérifiées et que les fonctions f ∗j
satisfont l’hypothèse suivante :∑
l∈Z
|l||cl(f ∗j )| < +∞, j = 1, . . . , J.
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Alors,
– sous H0, Tn/mn converge en probabilité vers 2J − 1;
– sous H1, Tn/mn tend vers l’infini.
Le théorème 3.1 n’est pas applicable dans la pratique. En effet, le résultat est
vrai si le nombre de coefficients de Fourier mn est grand. Par conséquent, l’hypothèse
(3.12) implique que la taille des données n soit excessivement grande. C’est pourquoi
on considère le critère Wn qui est moins restrictif sur le nombre de coefficients de
Fourier mn.
Corollaire 3.7. Soit TWn la statistique définie comme
TWn = Jn inf
α∈A3
Wn(α)/σˆ
2
n.
Supposons que la suite (δl)l est positive, et que les hypothèses du corollaire 3.4 soient
vérifiées, ainsi que
mn√
n
= o(1), et
∑
|l|>m
|cl(f ∗j )| = o
(
1√
m
)
, j = 1,. . ., J.
Alors,
– sous H0, TWn converge en loi ;
– sous H1, TWn tend vers l’infini.
D’après la preuve du théorème 2.5 de Bayomog et al. (1996), on s’attend à ce
que la loi limite de TWn sous H0 soit une somme pondérée de variables indépendantes
suivant une loi de chi-deux. Ici la loi limite est la somme de deux variables qui ne sont
pas indépendantes. La première est une somme pondérée de variables indépendantes
suivant une loi du chi-deux, cette variable dépend seulement de la suite de poids. La
seconde est une forme quadratique d’un vecteur gaussien , elle dépend de la forme
commune et du paramètre d’amplitude a∗. En fait, la loi limite est trop compliquée
pour espérer établir un procédure plug-in (voir la remarque 3.4).
Ainsi, on utilise la statistique Tn à la place de Tn/mn, et on utilise les résultats
asymptotiques du corollaire 3.7. À cause de la complexité de la loi limite de TWn sous
l’hypothèse nulle, la méthode bootstrap décrite dans la sous-section suivante permet
d’approcher les quantiles de cette loi et de mettre en oeuvre le test statistique.
Remarque 3.3. Considérons le modèle où les écarts-type (σ∗j ), j = 1 . . . J, ne sont pas
tous égaux. Dans ce modèle, les processus de contrastesMn etWn permettent également
la définition d’estimateurs consistants du paramètre α∗. Aussi, on peut considérer les
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statistiques de test suivantes,
nJ inf
α∈A3
Mn(α) et nJ inf
α∈A3
Wn(α).
Ces statistiques de test se comportent asymptotiquement de la même manière que les
statistiques Tn et TWn . Néanmoins, la distribution limite sont fonctions des écart types
(σ∗j ), j = 1 . . . J. De plus, une simple normalisation effectuée pour les statistiques Tn
et TWn n’est pas possible.
3.2.2 La méthode bootstrap
Le bootstrap est une procédure pour estimer (approcher) une fonctionnelle d’une
distribution d’une statistique. Efron (1979) a montré que dans des modèles complexes
où l’estimateur plug-in est trop compliqué pour être calculé, on peut approcher cette
fonctionnelle par rééchantillonnage (méthodes de Monte-Carlo).
Soit F la distribution limite de TWn sous l’hypothèse nulle. On souhaite estimer le
quantile de la loi F afin de mettre en oeuvre le test. Beran (1988) et Fisher et Hall
(1990) ont suggéré que pour qu’un test bootstrap fonctionne bien, la statistique de test
doit être un pivot asymptotique. C’est-à-dire que la distribution asymptotique F ne
doit pas dépendre d’un des paramètres. Cependant Horowitz (1995) a observé que le
bootstrap peut aussi être appliqué à des statistiques qui ne sont pas asymptotiquement
des pivots (par exemple pour des coefficients de régression) cependant il n’apporte pas
une approximation d’un ordre supérieur à celle de la théorie asymptotique. Divisé le
processus de contraste Wn par l’estimateur de σ∗2 permet que F ne dépend pas de
la variance σ∗2. Mais elle dépend de la forme commune de façon assez compliquée
(voir la remarque 3.4), une statistique de pivot est alors difficilement constructible.
Néanmoins, les simulations illustrent les bons résultats de la méthode (voir la sous-
section 3.2.3).
L’idée du bootstrap est de générer un grand nombre d’échantillons bootstrap qui
suit l’hypothèse nulle. Pour le modèle de régression considéré, on se réfère à la méthode
développée par Efron et Tibshirani (1993). Les auteurs ont développé une méthode
afin de générer des échantillons bootstrap pour un modèle de régression linéaire. Or
le fait d’approcher les fonctions de régression par leurs séries de Fourier nous ramène
en quelque sorte à ce modèle. On calcule donc les résidus sous l’hypothèse du modèle
général (3.1),
ˆi,j = Yi,j − fˆj,n(ti) for j = 1 . . . J, i = 1 . . . n,
où fˆj,n sont les estimateurs des fonctions de régression pour le modèle général (voir
le corollaire 3.6). Afin que les résidus soient bien un échantillon de variables centrées,
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on effectue le centrage suivant,
˜i,j = ˆi,j −
n∑
i0=1
J∑
j0=1
ˆi0j0/(nJ) for j = 1 . . . J, i = 1 . . . n,
On génère alors un échantillon bootstrap {(∗i,j), i = 1 . . . n, j = 1 . . . J} des résidus
centrés (voir chapitre 1, section 1.3). Pour cela, on procède à nJ tirages avec remise
des résidus centrés ˜i,j. L’échantillon bootstrap des données sous l’hypothèse nulle est
obtenu de la manière qui suit :
Yˆ ∗i,j = aˆj fˆn(ti − θˆj,n) + υˆj,n + ˜∗i,j for j = 1 . . . J i = 1 . . . n, (3.15)
où ((θˆj,n)j=1...J , (aˆj,n)j=1...J , (υˆj,n)j=1...J) est l’estimateur de α∗ défini dans le corollaire
3.1 ou 3.2, et fˆn est l’estimateur de la forme commune f ∗ défini dans le corollaire
3.5. Pour cet échantillon bootstrap des données sous l’hypothèse nulle, on calcule la
statistique de test,
Tˆ ∗ = nJ inf
(θ,a,υ)∈A3
Wˆ ∗n(θ, a, υ)/sˆ
2∗,
où Wˆ ∗n est le critère défini à partir de l’échantillon bootstrap (3.15), sˆ2∗ est l’estimateur
de la variance (voir corollaire 3.6 ) calculé à partir de l’échantillon bootstrap (3.6).
La procédure est répétée B fois. Soit Tˆ ∗b la statistique de test calculée à partir
de la bème échantillon bootstrap pour b = 1 . . . B. Ainsi (Tˆ ∗b )b=1...B est un échantillon
bootstrap de la distribution F. Il suffit alors de considérer la statistique d’ordre pB de
cet échantillon, que nous notons T ∗(pB), pour obtenir une approximation de la quantile
d’ordre p ∈ [0, 1] de F. On rejette alors l’hypothèse nulle au niveau 1− p si,
Tn > T
∗
(pB).
3.2.3 Les simulations
Pour chaque modèle, le tableau 3.1 affiche les coefficients de Fourier normalisé ainsi
que le processus de contraste associés.
Nous avons vérifié la validité de notre test à un niveau de confiance de 95% pour
les trois modèles décrits dans la table 3.1. Les résultats sont résumés dans les figures
3.2, 3.3 et 3.4.
Concernant la figure 3.2, les données sont générées à partir du modèle suivant :{
Yi,1 = a
∗
1f
∗(ti − θ∗1) + υ∗1 + σ∗i1 i = 1 . . . n,
Yi,2 = a
∗
2f
∗(βti − θ∗2) + υ∗2 + σ∗i2 i = 1 . . . n,
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L’hypothèse Les coefficients de Fourier Le processus Mn.
H0. cˆl, |l|≤mn
a∗jf
∗(· − θ∗j ) + ν∗j voir (3.4) voir (3.6)
a∗jf
∗(· − θ∗j ) cˆl(θ, a) =
J∑
j=1
aje
ilθjdjl
J
∑
|l|≤mn
J∑
j=1
∣∣∣djl−aje−ilθj cˆl(θ, a)∣∣∣2
f ∗(· − θ∗j ) cˆl(θ, a) =
J∑
j=1
eilθjdjl
J
∑
|l|≤mn
J∑
j=1
∣∣∣djl−e−ilθj cˆl(θ, a)∣∣∣2
Tab. 3.1: Correspondance entre l’hypothèse nulle à tester et le processus de contraste
associé.
Fig. 3.2: Puissance du test pour l’hypothèse nulle "f ∗j = a∗jf ∗(·−θ∗j )+υ∗j" avec J = 2
en fonction de la variable β. Chaque point est calculé à partir de 1000 procédures
de test, et les paramètres sont (θ∗1, θ∗2) = (0, 0.8), (a∗1, a∗2) = (0.75, 1.19), (υ∗1, υ∗2) =
(−1, 0.5), σ∗ = 0.8, et n = 201.
où β appartient à l’intervalle [1, 1.2], les autres paramètres étant fixés (voir la figure
3.2). En particulier, pour toutes les simulations, la forme commune est identique et
elle est égale à :
f ∗(t) = 20 (1− t/(2pi)) t/(2pi)− 10/3, t ∈ R.
La figure 3.2 représente l’évolution du pourcentage de rejet de l’hypothèse nulle (3.2)
en fonction de la variable β. Quand H0 est vraie (c’est-à-dire β = 1), le pourcentage
de rejet est proche de la valeur espérée 5%. De plus, il est visible que la procédure de
test rejette largement l’hypothèse nulle même si la modification de la forme de f ∗2 est
petite en comparaison du niveau de bruit. Par exemple, le pourcentage de rejet est
57.9% quand β = 1.1.
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Fig. 3.3: (a) Puissance du test pour l’hypothèse nulle "f ∗j = a∗jf ∗(·− θ∗j )" avec J = 3
en fonction de υ2. Chaque point est calculé à partir de 1000 procédures de test et les
paramètres sont (θ∗1, θ∗2, θ∗2) = (0, 0.27, 0.83), (a∗1, a∗2, a∗3) = (0.75, 1.19, 1), σ∗ = 0.8, et
n = 201. (b) Les données sont générées à partir de Yi,1 = a∗2f ∗(ti − θ∗2) + σ∗i1, et
Yi,2 = a
∗
2f
∗(ti − θ∗2) + 0.8 + σ∗i2, i = 1,. . ., n.
Concernant la figure 3.3, le modèle considéré est le suivant :{
Yi,j = a
∗
jf
∗(ti − θ∗j ) + σ∗i,j i = 1 . . . n, j = 1, 3
Yi,2 = a
∗
2f
∗(ti − θ∗2) + υ2 + σ∗i2 i = 1 . . . n,
où υ2 appartient à l’intervalle [0, 1], les autres paramètres sont fixés (voir la figure 3.3)
et la fonction f ∗ est définie précédemment. La figure 3.3(a) représente l’évolution du
pourcentage de rejet de l’hypothèse nulle f ∗j = a∗jf ∗(· − θ∗j ) en fonction de la variable
υ3. Quand H0 est vraie (c’est-à-dire quand υ2 = 0), le pourcentage de rejet est proche
de la valeur attendue (5%). De plus, le pourcentage de rejet est très élevé (92.3%)
pour υ2 = 0.8 alors que les données (Yi2)i=1...n sont très proche des données générées
sous l’hypothèse nulle (voir la figure 3.3(b) pour une comparaison graphique de ces
deux ensemble de données),
Yi2 = a
∗
2f
∗(ti − θ∗2) + σ∗i2 i = 1 . . . n.
Concernant le figure 3.4, les données sont générées à partir du modèle suivant :{
Yi,j = f
∗(ti − θ∗j ) + σ∗i,j i = 1 . . . n, j = 1, 3
Yi,2 = a2f
∗(ti − θ∗2) + σ∗i2 i = 1 . . . n,
où a2 appartient à l’intervalle [1, 1.4], et les autres paramètres sont fixés. La fi-
gure 3.4(a) représente l’évolution du pourcentage de rejet de l’hypothèse nulle f ∗j =
f ∗(· − θ∗j ) en fonction de la variable a2. Quand H0 est vraie (c’est-à-dire a2 = 0), le
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Fig. 3.4: (a) Puissance du test pour l’hypothèse nulle f ∗j = f ∗(· − θ∗j ) avec J = 3
en fonction de a2. Chaque point est calculé à partir de 1000 procédures de test et les
paramètres sont (θ∗1, θ∗2, θ∗2) = (0, 0.27, 0.83), σ∗ = 0.8, et n = 201. (b) Les données sont
générées à partir de Yi,1 = f(ti− θ∗2)+σ∗i1, et Yi,2 = 1.3f(ti− θ∗2)+σ∗i2 i = 1,. . ., n.
pourcentage de rejet est proche de 5% comme espéré. De plus le pourcentage de rejet
est 95% pour υ2 = 1.3, alors que la différence entre l’hypothèse nulle est négligable en
comparaison du niveau de bruit (voir la figure 3.4(b)).
Application aux ondes P300.
Considérons d’abord les ondes de traitement et les ondes placebo simultanément.
On a au total J = 22 signaux. La statistique de test est égale à 2652, alors que
l’approximation bootstrap du 95ème percentile est 27.230. Les données n’adhèrent donc
pas au modèle.
Comme on l’a vu dans la section 3.1.4, si on considère les onze ondes placebo seules,
elles n’adhèrent pas au modèle. Par conséquent, on applique seulement la procédure
de test sur les onze ondes associées au traitement. La statistique de test est égale à
784.4004, alors que l’approximation bootstrap du 95ème percentile est 25.61. On rejette
aussi l’hypothèse nulle. Néanmoins, la valeur de la statistique de test est ici plus de
trois fois moins grande que celle où l’on considère les signaux placebo et de traitement
simultanément. On conclut que les réponses des patients sous traitement sont plus
homogènes que sans traitement.
Pour conclure, les exemples montrent que même si un nombre petit de signaux,
parmi les J considérés, n’avaient pas une forme commune avec les autres signaux, alors
l’estimation de la forme commune en était très peu affectée. Par contre, une légère
différence dans la forme d’un des signaux est suffisante pour que la procédure de test
rejette l’hypothèse nulle. La procédure de test est donc très sensible.
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3.2.4 Preuves
Preuve du théorème 3.1. Le processus de contraste peut se récrire comme la somme
des deux fonctions suivantes
M1n(υ)=
J∑
j=1
|dj0−υj|2/J et M2n(θ, a)=
∑
1≤|l|≤mn
J∑
j=1
∣∣djl−aje−ilθj cˆl(θ, a)∣∣2/J,
où υ = (υ1, . . . , υJ), θ = (0, θ2, . . . , θJ), et a = ({J −
∑J
J=2 a
2
j}1/2, a2, . . . , aJ). Sup-
posons que H0 soit vraie. Alors le minimum est atteint au point αˆn=(θˆn, aˆn, υˆn) par
définition,
σˆ2nTn = nJM
2
n(γˆn) = −nJ
(
M2n(γ
∗)−M2n(γˆn)
)
+ nJM2n(γ
∗),
où γ∗, γˆn sont respectivement les paramètres (θ∗, a∗) et (θˆn, aˆn). Par un développement
de Taylor en γˆn, il existe γ˜n appartenant à {γ : ‖γ − γ∗‖ < ‖γˆn − γ∗‖} tel que :
2σˆ2nTn = −J
√
n t(γˆn−γ∗)∇2M2n(γ˜n)
√
n(γˆn−γ∗) + 2JnM2n(γ∗).
D’après la proposition (2.6), la matrice hessienne ∇2Mn converge uniformément en
probabilité vers une matrice −2Hγ/J sur {γ : ‖γ−γ∗‖ < ‖γˆn−γ∗‖}. Par le corollaire
3.3, on déduit alors que
σˆ2nTn = JnM
2
n(γ
∗) +OP(1).
Comme mn tend vers l’infini avec n, on obtient que
Tn/mn = JnM
2
n(γ
∗)/mn + oP(1)
=
σ∗2
σˆ2n
 ∑
1≤|l|≤mn
J∑
j=1
|ξjl|2 /mn − J
∑
1≤|l|≤mn
|ξl(γ∗)|2 /mn
+ oP(1),
où ξl(γ∗) =
∑
j=1 a
∗
j
2ξjle
−ilθ∗j /J. Puisque l’estimateur σˆ2n converge en probabilité vers
σ∗ (corollaire 3.6 ), la loi forte des grands nombres implique que Tn/mn converge en
probabilité vers 2J − 2.
Supposons maintenant que H1 soit vraie. Soit γ = (θ, a) tel que (γ, υˆn) ∈ A3.
Après calcul on a,
Mn(γ, υˆn)= n
∑
1≤|l|≤mn
J∑
j=1
∣∣∣∣∣cnl (f ∗j )−aje−ilθj
J∑
j=1
ake
ilθkcnl (f
∗
k )/J
∣∣∣∣∣
2
+0P(
√
n).
Si les fonctions de régression f ∗j satisfont les hypothèses du théorème, il est facile de
montrer que :
nJMn(γ, υˆn) = nJM
2(γ) + o(1) +OP(
√
n/mn),
où M2(γ) =
∑
l∈Z∗
J∑
j=1
∣∣∣∣∣cl(f ∗j )−aje−ilθj 1J
J∑
k=1
ake
ilθkcl(f
∗
k )
∣∣∣∣∣
2
/J.
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Donc si la borne inférieur de M2 est non nulle, on déduit que JnT ∗n/mn tend vers
l’infini. L’espace d’optimisation étant compact, M2 atteint sa borne en un point γ
(M2 est continue). Ainsi M2(γ) est égal à zéro si, et seulement s’il existe une suite
sommable (λl) telle que pour tout l ∈ Z∗ et j = 1 . . . J :
cl(f
∗
j ) = ajλle
−ilθj .
Autrement dit, la borne inférieur de M2 est nulle si, et seulement si H0 est vraie.
Preuve du corollaire 3.7. Le processus de contrasteWn peut se récrire comme la somme
des deux processus suivants :
W 1n(υ)=M
1
n(υ) et W
2
n(θ, a)=
∑
1≤|l|≤mn
J∑
j=1
δ2l
∣∣djl−aje−ilθj cˆl(θ, a)∣∣2 /J.
L’étude de la statistique de test sous l’hypothèse alternative est identique à l’étude
faite dans la preuve du théorème 3.1.
Étudions la statistique de test sous H0. Le minimum de Wn est atteint en αˆWn =
(θˆwn , aˆ
w
n , υˆn). La statistique de test est donc égale à :
σˆnT
W
n = JnW
2
n(γˆ
w
n ) = −Jn(W 2n(γ∗)−W 2n(γˆWn )) + JnW 2n(γ∗),
où γ∗, γˆWn représente respectivement (θ∗, a∗) et (θˆWn , aˆWn ). Par un développement de
Taylor en γˆWn , il existe γ˜n ∈ {γ : ‖γ − γ∗‖ < ‖γˆWn − γ∗‖} tel que :
2σˆ2nTn = −J
√
n
(
γˆWn −γ∗
)T ∇2W 2n(γ˜n)√n(γˆWn −γ∗)+ 2JnW 2n(γ∗). (3.16)
De façon identique à la proposition 2.6, la matrice hessienne ∇2Wn converge unifor-
mément en probabilité vers HWγ sur {γ : ‖γ − γ∗‖ < ‖γˆn − γ∗‖}. D’autre part, les
fluctuations de l’estimateur γˆn sont fonctions du gradient de W 2n (par un développe-
ment de Taylor),
√
n
(
γˆWn −γ∗
)
= σ∗
(
HWγ
)−1∇W 2n(γ∗) + oP(1)
où ∇W 2n(γ∗) convergent en loi vers un vecteur gaussien centré de matrice de cova-
riance :( ∑
1≤|l|≤mn δ
4
l |lcl(f)|2
(
D2 − 1
J
VaV
T
a
)
0
0
∑
1≤|l|≤mn δ
4
l |cl(f)|2
(
I + 1
a∗1
2a aT
) ) .
D’autre part, JnWWn (γ∗) est une somme pondérée de chi-deux qui converge dans
L2(P) :
JnW 2n(γ
∗) = σ∗2
∑
1≤|l|≤mn
δ2l
(
J∑
j=1
|ξjl|2 − J |ξl(γ∗)|2
)
.
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Ainsi, en reprenant (3.16), on a
2σˆ2nTn = −J
√
n
(∇W 2n(γ∗))T ∇2W 2n(γ˜n)√n(∇W 2n(γ∗))+ 2JnW 2n(γ∗) + oP(1).
On conclut que la statistique de test converge en loi.
Remarque 3.4. À cause de la dépendance des variables JnW 2n(γ∗) et ∇W 2n , il est
difficile de déterminer exactement la distribution limite sous l’hypothèse nulle de la
statistique TWn . Par exemple pour J = 2, la fonction caractéristique de la loi jointe
(GWn , JnW
2
n(γ
∗)) converge vers
φ(tθ, ta, u) = φZ(tθ, ta)φY (u)
exp
(∑
l 6=0
−iδ6l u2|cl(f)|2
1− iδ2l u2
(
t2θ
2
l2+t2a
)
a∗2
2a∗1
2(1−a∗22)
)
, (3.17)
où Z et Y sont respectivement les lois limites de ∇W 2n et JnW 2n(γ∗).
3.3 Test sur l’homogénéité des données
Dans cette section, le but est de construire une procédure statistique afin de tester
à partir du modèle général (3.1) si les fonctions de régression f ∗j sont homogènes dans
le sens suivant :
pour tout l ∈ Z, pour tout (j, k) ∈ {1 . . . J}2, |cl(f ∗j )| = |cl(f ∗k )|. (3.18)
À l’origine de ce travail, on voulait construire un test d’adéquation pour l’hypothèse
suivante,
∀j = 2,. . ., J, ∃θj ∈ R tel que fj(·) = f1(· − θj). (3.19)
Une première approche était de considérer la statistique de test définie à partir d’un
processus de contraste dérivé de (3.7) (cf. le tableau 3.1). Or, dans la section précé-
dente, nous avons montré que la loi limite sous l’hypothèse nulle était trop compliquée.
En effet, cette loi dépend des coefficients de Fourier de la forme commune de telle fa-
çon qu’il est difficile d’envisager un estimateur plug-in des quantiles de cette loi. Cette
difficulté a été surmonté par l’utilisation d’un algorithme bootstrap.
Ici nous envisageons une solution différente. Au lieu de considérer tous les coeffi-
cients de Fourier en même temps, on les étudie un par un en se demandant si pour
chaque l ∈ Z il existe (θj,l)j=2...J ∈ RJ−1 tel que :
cl(f
∗
j ) = cl(f
∗
1 )e
ilθj,l ∀j = 2, . . . , J.
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Pour chaque coefficient de Fourier, on construit donc une statistique de test. Ensuite,
ces statistiques de test sont agrégées afin de tester l’hypothèse (3.18). L’avantage est
que la loi limite est asymptotiquement un pivot : elle ne dépend plus de la forme
commune. Par contre, on perd au niveau de la précision de l’hypothèse nulle à tester :
on ne teste plus,
∃θ = (θj)j=2...J ∈ RJ−1 tel que ∀l ∈ Z, ∀j ∈ {2 . . . J}, cl(f ∗j ) = cl(f ∗1 )eilθj ,
mais, on teste l’hypothèse nulle (3.18) qui peut se récrire ainsi :
∀l ∈ Z, ∃θ = (θj,l)j=2...J ∈ RJ−1 tel que ∀j ∈ {2 . . . J}, cl(f ∗j ) = cl(f ∗1 )eilθj .
L’hypothèse (3.18) est plus faible que l’hypothèse (3.19). Cette section se divise comme
il suit. La sous-section 3.3.1 présente le processus de contraste utilisé pour définir
chacune des statistiques de test sur le lème coefficient de Fourier. La sous-section
3.3.2 présente la procédure de test sur chacun des coefficients de Fourier. Enfin la
sous-section 3.3.3 étudie la statistique de test pour l’homogénéité des fonctions de
régression.
3.3.1 Estimation des paramètres de translation
Description du modèle. On considère dans cette section le modèle suivant,
Yi,j = a
∗
jf
∗(ti − θ∗j ) + σ∗i,j, j = 1 . . . J, i = 1 . . . n. (3.20)
f ∗ est une fonction inconnue, 2pi-périodique et continue. Les paramètres θ∗ = (θ∗j )j=1...J
et a∗ = (a∗j)j=1...J sont des paramètres de RJ inconnus. Les points d’observation ti sont
équidistants sur [0, 2pi],
ti,j = ti =
i− 1
n
2pi ∈ [0, 2pi[, j=1 . . .J, i=1 . . .n.
Les termes de bruit (i,j)i,j sont des variables gaussiennes centrées réduites indépen-
dantes.
On munit le modèle des contraintes d’identifiabilité suivantes (similaires au jeu n˚ 1
de la section 2.1.2) :
f ∈F et (θ∗, a∗)∈A1={(θ, a) ∈ [0, 2pi[×[amin, amax[, tel que θ1 = 0, a1 = 1},
avec 0<amin<1<amax.
L’objet de cette sous-section est de définir un estimateur de θ∗ sans s’occuper des
paramètres d’amplitude a∗j . Le paramètre de nuisance est donc la fonction vectorielle
(a∗1f
∗, . . . , a∗Jf
∗), tandis que le paramètre fini-dimensionnel est (θ∗, σ∗).
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Définition du processus de contraste. Le processus de contraste pour l’estimation
de θ∗ est défini à partir de la transformée de Fourier discrète du modèle (3.13) (cf la
section 2.2). Sa définition est similaire au processus de contraste (2.16) du chapitre 2
sauf que les coefficients rephasé c˜j,l sont les suivants,
c˜jl(θ) = e
ilθjdjl, j = 1 . . . J, l = −(n− 1)/2, . . . , (n− 1)/2. (3.21)
On note également cˆl leurs moyennes respectives,
cˆl(θ) =
1
J
J∑
j=1
c˜j,l(θ), l = −(n− 1)/2, . . . , (n− 1)/2.
Ainsi, en choisissant convenablement une suite de poids (δl) de carré sommable, on
considère le processus de contraste suivant :
Wn(θ) =
1
J
J∑
j=1
(n−1)/2∑
l=−(n−1)/2
δ2l |c˜jl(θ)− cˆl(θ)|2, (3.22)
où θ ∈ Θ = {θ ∈ RJ , θ1 = 0}.
Consistance de l’estimateur. Onmontre que le processus de contraste (3.22) converge
uniformément en probabilité sur Θ en probabilité vers la fonction de contraste :
∫ 2pi
0
1
J
J∑
j=1
(
ψ ∗ f ∗j (t)
)2 dt
2pi
−
∫ 2pi
0
(
1
J
J∑
j=1
a∗jψ ∗ f ∗(t− θ∗j + θj)
)2
dt
2pi
.
Cette fonction de contraste admet un unique minimum sous certaines conditions Pa-
reillement au processus de contraste (2.16), on prouve les corollaires suivants sur
la consistance et la normalité asymptotique de l’estimateur des translations induit
comme le minimum du processus (3.22).
Corollaire 3.8. Soit l’estimateur des translations défini comme
θˆn = argmin
θ∈Θ
Wn(θ),
où Wn désigne le processus (3.22). Alors, sous les mêmes hypothèses que le corollaire
3.2, θˆn converge en probabilité vers θ∗.
Remarque 3.5. Pour que Wn aie asymptotiquement un unique minimum θ∗, on a vu
au chapitre 2 qu’il était nécessaire qu’il existe deux entiers premiers entre eux l, k tels
que δl 6= 0, δk 6= 0 et cl(f) 6= 0, ck(f) 6= 0. Dans la section suivante, on considère les
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processus de contraste pour lesquels la suite de poids est égale (pour l 6= 0 un entier
fixé) :
δm =
{
1 sim = l
0 sinon.
Pour de telles suite de poids, l’estimateur est consistant à condition de réduire l’espace
d’optimisation comme il suit :
Θ = {θ ∈ [0, 2pi/l[J , tel que θ1 = 0}.
Corollaire 3.9. Soit θˆn l’estimateur définit au corollaire 3.8. Sous les mêmes hypo-
thèses que le corollaire 3.4, les fluctuations n1/2(θˆn − θ∗) convergent en loi vers un
vecteur gaussien centré de matrice de covariance :
σ∗2
∑
l∈Z δ
4
l l
2|cl(f)|2(∑
l∈Z δ
2
l l
2|cl(f)|2
)2 (D−1a + IJ−1ITJ−1),
avec Da = diag(a∗2, . . . , a∗J) et IJ−1 = (1, . . . , 1)T ∈ RJ−1.
Idée de la preuve. La preuve est similaire au théorème 2.2.
i) Convergence du gradient. Comme dans la proposition 2.3, on montre que le
gradient ∇Wn(θ∗) converge en loi vers un vecteur gaussien. Plus précisément on
a,
√
n∇Wn(θ∗) = 2
J
∑
l∈Z
δ2l l|cl(f)|(< gjl , Xl >)j=2...J + oP(1),
où pour j = 2, . . . , J, gjl = (g
j,k
l )k=1...2J est un vecteur de R2J ,
√
2gj,kl =

−a∗j
J
sin (lθ∗k − γl) si j ∈ {1 . . . J} \ {j}(
a¯∗ − a∗j
J
)
sin (lθ∗j − γl) si k = j(
a¯∗ − a∗j
J
)
cos (lθ∗j − γl) si k = j + J
−a∗j
J
cos (lθ∗k−J − γl) si j ∈ {J + 1 . . . 2J} \ {J + j}
et a¯∗ =
∑J
j=1 a
∗
j/J, Xl = (ξ
x
1,l, . . . ξ
x
J,l, ξ
y
1,l, . . . ξ
y
Jl)
T , γl = arg (cl(f)). Ainsi, le
gradient de Wn converge en loi vers un vecteur gaussien centré de matrice de
covariance Γ0,
Γ0 =
4
J2
∑
l∈Z
δ4l l
2|cl(f)|2
(
(a¯∗)IJ−1 − 1
J
aITJ−1
)(
(a¯∗)IJ−1 − 1
J
aITJ−1
)T
+
1
J2
aaT
où a = (a∗2, . . . , a∗J)T .
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ii) Convergence uniforme de la dérivée seconde. Comme dans la proposition 2.4,
pour tout suite (θ¯n)n telle que ‖θ¯n − θ∗‖ ≤ ‖θˆn − θ∗‖, la matrice hessienne
∇2Mn(θ¯n) converge vers la matrice inversible 2J2
∑
l∈Z δ
2
l l
2|cl(f)|2H, avec
H = a¯∗Da − aa
T
J
, et H−1 =
D(a∗) + IJ−1ITJ−1
a¯∗
.
On remarque que, pour tout j = 1. . .J, a∗j = 1, alors cette matrice est identique à
celle calculée par Gamboa et al. (2005).
3.3.2 Test statistique sur un coefficient de Fourier
Le modèle général est le suivant,
Yi,j = f
∗
j (ti) + i,j, i = 1 . . . n, j = 1 . . . J.
Dans la section 2.2.2, on a vu que si la série de Fourier des fonctions f ∗j était nor-
malement convergente, il était raisonnable de considérer une version simplifiée de la
DFT (3.13) du modèle en substituant les coefficients de Fourier discrets des fonctions
de régression par les vrais coefficients de Fourier. (Cela revient en fait à considérer un
modèle de bruit blanc). Par conséquent, le modèle étudié est :
dj,l = cl(f
∗
j ) + ξj,l/
√
n, j = 1, . . . , J, l = −(n− 1)/2,. . ., (n− 1)/2,
où (ξj,l)j,l sont des variables complexes indépendantes gaussiennes centrées de variance
1 (plus de précision à la section 2.2)
Soit l ∈ Z un entier relatif fixé. Notre objectif dans cette section est de construire
une procédure statistique visant à tester
H0 : pour tout j = 2 . . . J , |cl(f ∗j )| = |cl(f ∗1 )|
contre
H1 : il existe j ∈ {2 . . .J} tel que |cl(f ∗j )| 6= |cl(f ∗1 )|.
Supposons que ∀j = 1 . . . J |cl(f ∗j )| 6= 0.
On définit la suite de poids suivante et les réels suivants
δm =
{
1 si m = l,
0 sinon,
m ∈ Z, (3.23)
a∗j = |cl(fj)/cl(f1)| et θ∗j,l = arg(cl(fj))− arg(cl(f1)).
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Alors les lème coefficient de Fourier des données est pour j = 1 . . . J,
dj,l = a
∗
je
−ilθ∗j cl(f ∗1 ) + ξj,l/
√
n. (3.24)
Écrit de cette façon, le modèle (3.24) est identique au modèle des coefficients de Fourier
dans la section 3.3.1. Ceci correspond à la transformée de Fourier discrète du modèle
étudié dans la sous-section précédente pour le lème coefficient de Fourier et pour la
forme commune f ∗1 .
Notons Wn,l(θ) le processus de contraste (3.22) associé à la suite de poids (3.23).
On établit le théorème suivant.
Théorème 3.2. Supposons que les hypothèses du corollaire 3.6 soient vérifiées. Soit
Tn,l la statistique de test définie à partir du processus de contraste Wn,l
Tn,l = 2Jn inf
θ∈Θ
Wn,l(θ)/σˆ
2
n.
Alors :
– sous H1 : Tn,l tend vers l’infini avec n.
– sous H0 : Tn,l converge en loi vers une variable du chi-deux avec J − 1 degrés
de liberté χ2(J − 1).
Remarquons que la loi limite de la statistique ne dépend ni de la forme commune
f ∗1 , ni de l’entier relatif l.
Supposons qu’il existe j tel que |cl(fj)| = 0.
En utilisant les mêmes arguments que le théorème 3.2, on a le corollaire suivant.
Corollaire 3.10. Supposons qu’il existe j tel que |cl(fj)| = 0. Si H1 est vraie alors,
sous les hypothèses et les définitions du théorème 3.2, Tn,l converge vers +∞ avec n.
Il reste à étudier le cas où H0 est vraie. Dans ce cas pour tout j = 1 . . . J, on a
que cl(fj) = 0, et la limite n’est plus une statistique du chi-deux. Par exemple pour
J = 2, la statistique de test est égale à :
Tn,l = 2
(|√nξ1,l| − |√nξ2,l|)2 .
Ainsi Tn,l est la différence de racines carrées de deux variables du chi-deux indépen-
dantes à deux degrés de liberté. Après calculs, la densité de cette variable aléatoire
est
f(x) =
{
e−1/4x
(√
xe−1/4x
√
pi(φ(x)− φ(0))(1/2x− 1))} / (4√x) ,
où φ est la fonction de répartition d’une loi normale centrée réduites.
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H0 H1
J risque du test n = 51 n = 201 n = 51 n = 201
0.10 9.6 9.5 68.7 98.5
2 0.05 5.1 5.7 60.7 97.7
0.01 0.5 0.5 43.2 94.4
0.10 9.6 10.8 79.4 99.7
4 0.05 4.6 5.5 71.0 99.5
0.01 1.3 0.9 53.7 97.8
Tab. 3.2: Pourcentage de rejet deH0 sous les hypothèses statistiquesH0 etH1, calculés
à partir de 1000 tests avec l = 1.
Pour cette raison, on suppose par la suite que les coefficients de Fourier de la
fonction de régression f ∗1 soient non nul. Cela revient en fait à faire un traitement des
données avant de mettre en oeuvre la procédure de test de la sous-section suivante.
On doit sélectionner les indices l ∈ Z pour lesquels il existe au moins un coefficient
cl(f
∗
j ), j = 1 . . . J, non nuls.
Simulations
On présente maintenant des simulations associées à la procédure de test décrite
dans cette sous-section. Le tableau 3.2 illustre le théorème 3.2 pour l = 1. L’hypo-
thèse nulle est "pour tout j = 2, . . . , J |c1(f ∗j )| = |c1(f ∗1 )|". Le tableau 3.2 donne le
pourcentage de rejet sous l’hypothèse nulle H0 et l’hypothèse alternative H1 pour des
données simulées à partir du modèle (3.24).
3.3.3 Agrégation des statistiques de test
Supposons pour simplifier que pour tout l ∈ Z, cl(f ∗1 ) 6= 0. D’après le théorème
3.2 et le corollaire 3.10, nous allons construire une statistique de test pour le test
d’hypothèses suivant :
H0 : ∀l ∈ Z, ∀j ∈ {2, . . . , J} |cl(f ∗j )| = |cl(f ∗1 )|,
contre
H1 : ∃l ∈ Z, ∃j ∈ {2, . . . , J} tel que |cl(f ∗j )| 6= |cl(f ∗1 )| .
Comme on l’a indiqué en introduction, on ne teste pas exactement que les fonctions
de régression soient translatées les unes des autres (f ∗j (·) = f ∗1 (· − θ∗j )). Mais il s’agit
d’une condition nécessaire (pas suffisante).
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D’autres part, comme les fonctions de régression sont à valeurs réelles (∀l ∈ Z,
c−l(f ∗j ) = cl(f
∗
j )), il suffit de considérer seulement les indices l appartenant aux entiers
naturels N.
Soit mn une suite d’entiers naturels tendant vers l’infini avec n. Comme la borne
supérieur du support de la densité de probabilité du chi-deux est +∞, et d’après le
théorème 3.2, la statistique Tn = sup{Tn,l, l = 0 . . .mn} converge presque sûrement
sousH0 vers +∞ avec n→∞. On utilise alors la théorie des valeurs extrêmes (Resnick
(1987) pour plus de détails) afin de normaliser la statistique Tn de telle sorte qu’elle
converge en loi.
Théorème 3.3. Supposons que les hypothèses du corollaire 3.6 soient vérifiées. Soit F
la fonction de répartition de la loi du chi deux à J − 1 degrés de liberté. Pour n ∈ N∗,
on pose
bn = {1/(1− F)}−1 (mn + 1)
' 2 log(mn + 1)+
{
(J−3) log (log(mn + 1))−2Γ
(
J−1
2
)}(
1 +
J−3
2 log(mn + 1)
)
,
où Γ est la fonction gamma standard,
Γ(x) =
∫ +∞
0
tx−1e−tdt, x ∈ R∗+.
Si la suite d’entiers (mn)n est telle que√
logmn m
2
n/
√
n = o(1), (3.25)
alors,
i) sous H1, (Tn − bn)/2 tend vers +∞,
ii) sous H0, (Tn − bn)/2 converge en loi vers un variable de Gumbel de fonction
de répartition x ∈ R→ exp(−e−x) ∈ [0, 1].
Simulations
On présente maintenant des simulations associées à la procédure de test du théo-
rème 3.3. Le tableau 3.3 donne le pourcentage de rejet sous l’hypothèse nulle H0 et
l’hypothèse alternative H1 pour des données simulées. Chaque résultat est calculés à
partir de 1000 procédures de test et pour mn = 50. Les données sont générées de la
même façon que dans la sous-section 3.2.3. Pour les données générées sous l’hypothèse
alternative H1, on considère la fonction de régression f ∗2 suivante :
– cas 1, f2(·) = 21f ∗(· − θ∗2), il y a seulement une variation d’amplitude.
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H0 H1
cas 1 cas 2
J niveau de test n = 501(a) n = 50001(a) n = 501(b1) n = 501(b2)
0.10 4.8 6.6 71.1 85.1
2 0.05 3.3 4.0 64.7 81.5
0.01 1.3 1.6 51.2 71.6
0.10 9.8 13.5 83.2 93.9
3 0.05 6.7 8.1 79.4 91.5
0.01 3.0 2.8 68.8 84.1
Tab. 3.3: Pourcentages de rejet de H0 sous les hypothèses H0 et H1, calculés à partir
de 1000 jeux de données et mn = 50.
– cas 2, f2(·) = 20f ∗(· − θ∗2) + 0.2, un seul des coefficients de Fourier (l = 0)
diffère en module.
Le défaut de ce test vient de l’utilisation de la théorie valeurs extrêmes. En effet,
pour que la distribution de Tn soit proche de celle d’une loi de Gumbel, il faut que
mn soit assez grand. Or l’hypothèse (3.25) implique que la taille de l’échantillon n soit
donc beaucoup plus grande. Ceci explique pourquoi, pour les simulations présentées
ici, cette hypothèse n’est pas vérifiées. Malgré cela, on observe que les pourcentages
de rejet ne sont pas trop éloignés de ceux espérés.
3.3.4 Preuves
Puisque chaque statistique de test est divisée par un estimateur consistant de la
variance, on suppose pour simplifier que σ∗ = 1.
Preuve du théorème 3.2
Soit θˆn,l ∈ [0, 2pi/l] tel que
θˆn,l ∈ [0, 2pi/l] = argmin
θ∈Θ
Wn,l(θ).
La statistique Tn,l est donc égale à 2JnWn,l(θˆn,l), et on a,
Tn,l = 2JnW
l
n(θ
∗
l ) + 2Jn
{
W ln(θˆn,l)−W ln(θ∗l )
}
.
D’après un développement de Taylor au voisinage de θˆn,l, il existe θ˜n,l au voisinage de
θ∗l tel que :
Tn,l = 2JnWn,l(θ
∗
l )− J [
√
n(θˆn,l − θ∗l )]T∇2Wn(θ˜n,l)[
√
n(θˆn,l − θ∗l )].
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Un autre développement de Taylor du gradient de Wn,l montre l’existence d’un point
θ¯n,l au voisinage de θ∗l tel que,
Tn,l = 2JnWn,l(θ
∗
l )
− J [√n∇Wn,l(θ∗l )]T [∇2Wn,l(θ¯n,l)]−1∇2Wn,l(θ˜n,l)[∇2Wn,l(θ¯n,l]−1[
√
n∇Wn,l(θ∗l )].
Or par définition de Wn,l (cf. l’idée de la preuve du corollaire 3.9), son gradient se
récrit sous la forme :
n1/2∇Wn,l(θ∗l ) =
2
J
l|cl(f)|Gl(Xl) + oP(1),
et sa matrice hessienne pour toute suite (θ¯n)n dans un voisinage de θ∗l vérifie,
∇2Wn,l(θ¯n) = 2
J2
l2|cl(f)|2H + oP(1), où H−1= 1
a¯∗
(
Da + IJ−1ITJ−1
)
.
On obtient alors que,
Tn,l = 2JnMn,l(θ
∗
l )− 2J [Gl(Xl)]TH−1l [Gl(Xl)] + oP(1).
En utilisant le lemme 3.1, on peut faire les conclusions suivantes.
Sous H1, on vient de voir que Tn,l = 2JnWn,l(θ∗l ) + OP(1). On déduit alors du
lemme 3.1 que Tn,l tend vers +∞ avec n.
Sous H0, considérons le vecteur Gaussien Vl de loi NJ(0, IJ) suivant :
Vl=
√
2
(
cos(lθ∗1,l−γl)ξx1,l−sin(lθ∗1,l−γl)ξy1,l , . . . , cos(lθ∗J,l−γl)ξxJ,l−sin(lθ∗J,l−γl)ξy1,l
)T
.
La statistique Tn,l se récrit sous la forme :
(Vl)
T
(
IJ − 1
J
IJ(IJ)T
)
Vl.
Afin de calculer la loi de la statistique, on diagonalise la matrice symétrique IJ −
1
J
IJ(IJ)T dans une base orthonormale. Comme les valeurs propres de cette matrice
sont 0 et 1 de multiplicités respectives 1 et J − 1. Le théorème de Cochran nous per-
met de conclure. 
Lemme 3.1. Avec les notations de la sous-section 3.3.2, on pose θ∗l = (θ∗j,l)j=1...J .
Sous H1, lim
n
2JnWn,l(θ
∗
l ) = +∞.
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Sous H0, en reprenant les mêmes notations que la preuve du corollaire 3.9 on a,
JnWn,l(θ
∗
l )=2
J∑
j=2
(
<gjl , Xl>
2+<hjl , Xl>
2
)
+
J∑
j 6=k;j,k=2
(
<gjl , Xl><g
k
l , Xl>+<h
j
l , Xl><h
k
l , Xl>
)
, (3.26)
où les vecteurs gjl et h
j
l sont définis dans la preuve qui suit.
Preuve du lemme 3.1. Soient pjl et q
j
l les vecteurs de R2J suivants,
(pkl (u))j =

− 1
J
cosuj si j ∈ {1 . . . J} \ {k};
J−1
J
cosuj si j = k;
−J−1
J
sinuj si j = k + J ;
1
J
sinuj si j ∈ {J + 1 . . . 2J} \ {J + k}
(qkl (u))j =

− 1
J
sinuj si j ∈ {1 . . . J} \ {k};
J−1
J
sinuj si j = k;
J−1
J
cosuj si j = k + J ;
− 1
J
cosuj si j ∈ {J + 1 . . . 2J} \ {J + k}
où u = (uj) ∈ RJ . Posons p1l = −
∑J
j=2 p
j
l et q
1
l = −
∑J
j=2 q
j
l . Après quelques calculs,
on a,
2JnWn,l(θ
∗
l ) =2n
J∑
j=1
∣∣a∗j − a¯∗∣∣2 |cl(f1)|2 (3.27)
+
√
2n
J∑
j=1
(
a∗j − a¯∗
) |cl(f1)| < pjl (l(θ∗l − γlIJ), Xl > (3.28)
+
J∑
j=2
〈
pjl (lθ
∗
l ), Xl
〉2
+
〈
qjl (lθ
∗
l ), Xl
〉2
+
〈
J∑
j=2
pjl (lθ
∗
l ), Xl
〉2
+
〈
J∑
j=2
qjl (lθ
∗
l ), Xl
〉2
.
(3.29)
i) Si H1 est vraie. Il existe j tel que a∗j − a¯∗ 6= 0, sinon cela signifierait que tous
les a∗j seraient égaux et l’hypothèse H0 serait vérifiée. Par conséquent, le terme
déterministe (3.27) converge vers +∞ avec n. Par ailleurs, (3.28) est un vecteur
gaussien centré dont la variance tend vers +∞ avec n, alors que (3.29) est une
suite tendue (bornée en probabilité). En conclusion, on a bien que :
lim
n
JnWn,l(θ
∗
l ) = +∞.
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ii) Si H0 est vraie. Les termes (3.28) et (3.27) sont nuls. Posons γl ∈ Θ l’argument
de cl(f ∗1 ) = |cl(f ∗1 )|eiγl . Ainsi, on a bien
gjl = − sin γl pjl (lθ∗l ) + cos γl qjl (lθ∗l ),∀j = 1 . . . J.
Définissons les vecteurs hjl ∈ R2J tels que :
hjl = cos γl p
j
l (lθ
∗
l ) + sin γl q
j
l (lθ
∗
l ),∀j = 1 . . . J,
de telle sorte que les vecteurs (hjl )j sont orthogonaux aux vecteurs (g
j
l )j :[
qjl (lθ
∗
l )
pjl (lθ
∗
l )
]
=
[
cos γl sin γl
− sin γl cos γl
][
gjl
hjl
]
.
En simplifiant, le lemme est prouvé.
Preuve du théorème 3.3
Supposons que l’hypothèseH0 soit vraie. Notons qu’afin d’assurer l’uniforme conver-
gence du gradient ∇Wn,l(θ∗l ) et de la matrice hessienne ∇2Wn,l(θn,l), une condition
nécessaire est m2n/
√
n = o(1). Soit Tl la variable aléatoire suivante
Tl = [Gl(Xl)]
T [Hl(θ
∗
l )]
−1[Gl(Xl)] + 2nWn,l(θ∗l ).
D’après le théorème 3.2 et l’hypothèse (3.25), Tn,l converge en probabilité vers Tl.
D’autre part, les variables (Tl)l=1...mn sont des variables indépendantes identiquement
distribuées de fonction de répartition F (à cause de l’indépendance des variables ξj,l,
cf. la section 2.2.1). Ainsi pour x ∈ R fixé, on a :∣∣∣∣P( sup
l=1..mn
Tn,l≤2x+bn
)
− exp(−e−x)
∣∣∣∣ ≤ ∣∣∣∣P( sup
l=1..mn
Tl≤2x+bn
)
− exp(−e−x)
∣∣∣∣ (3.30)
+
∣∣∣∣P( sup
l=1..mn
Tn,l≤2x+bn
)
− P
(
sup
l=1..mn
Tl≤2x+bn
)∣∣∣∣
(3.31)
D’après la théorie des valeurs extrêmes (Resnick (1987)), la variable sup
l=1..mn
(Tl − bn)/2
converge en loi vers la distribution de Gumbel. Le premier terme (3.30) de l’inégalité
converge donc vers zéro. Il reste alors à montrer que le second terme (3.31) de l’inégalité
converge vers zéro.
SoientAn, Bn les évènements respectifs
(
sup
l=1..mn
Tn,l≤2x+bn
)
et
(
sup
l=1..mn
Tl≤2x+bn
)
.
Nous utilisons l’inégalité suivante,
|P (An)− P (Bn)| ≤ P(An \ {An ∩Bn}) + P(Bn \ {An ∩Bn}).
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Soit Zn la variable sup
l=1..mn
|Tl − Tn,l| . D’après l’inégalité,
sup
l=1..mn
T l≤ sup
l=1..mn
T ln + Zn,
on obtient que,
P(An \ {An ∩Bn}) ≤ P
(
( sup
l=1..mn
(T l − bn)/2 + Zn/2 ≤ x
)
− P
(
sup
l=1..mn
T l ≤ 2x+ bn
)
(3.32)
Puisque le lemme 3.2 atteste que sous les hypothèses du théorème, la variable Zn
converge vers zéro en probabilité, P(An \ {An ∩Bn}) converge vers zéro avec n. De la
même façon, P(Bn \ {An ∩Bn}) converge vers 0. Le théorème est montré sous H0.
Supposons que l’hypothèse H1 soit vraie. D’après la preuve du théorème 3.2, il
existe une constante positive c > 0 telle que Tn = cn + OP(
√
n). Comme bn =
O(log(mn)), on déduit que (Tn − bn)/2 tends vers +∞. 
Lemme 3.2. Sous les hypothèses du théorème 3.3, on a :
sup{|Tn,l − Tl|, l = 0 . . .mn} = oP(1).
La preuve du lemme nécessite l’introduction de notations décrites ci dessous.
Soit C = (ck,l)k,l une matrice carrée de RJ−1, et X = (x1, . . . xJ−1) ∈ RJ−1. On
considère l’espace RJ−1 muni de la norme
‖X‖∞ =sup
j=1...J−1
|xj|.
On associe à cette norme sur les vecteurs, la norme sur les opérateurs (matrices) de
RJ−1 dans RJ−1 suivante,
‖C‖∞ =sup
‖X‖∞<1
‖CX‖∞ =sup
k=1...J−1
J−1∑
j=1
|ck,j|.
Pour l = 0,. . ., (n− 1)/2, on note par Xl le vecteur aléatoire suivant,
Xl = (ξ
x
1,l, . . . , ξ
x
J,l, ξ
y
1,l, . . . , ξ
y
J,l)
(où ξxj,l = <ξj,l et ξyj,l = =ξj,l pour j = 1, . . . J). Ainsi, d’après le lemme 2.1, Xl est un
vecteur gaussien centré N2J(0, I2J/2) pour tout l > 0. D’après le chapitre 2 de Resnick
(1987), le théorème des valeurs extrêmes affirme que,√
logmn sup
l=1..mn
‖Xl‖∞ − logmn = OP(1)
1√
logmn
sup
l=1..mn
‖Xl‖∞ P−→ 1. (3.33)
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Preuve du lemme 3.2. D’après le théorème 3.2, on a,
Tn,l = JnWn,l(θ
∗
l )
− [√n∇Wn,l(θ∗l )]T [∇2Wn,l(θ¯n,l]−1∇2Wn,l(θ˜n,l)[∇2Wn,l(θ¯n,l)]−1[
√
n∇Wn,l(θ∗l )].
De plus, en reprenant l’idée de la preuve du corollaire 3.9 et la preuve des propositions
2.3 et 2.4, on peut écrire :
√
n∇Wn,l(θ∗) =lGl(Xl) + l√
n
Bl(Xl)
∇2Wn,l(θ) =l2Hl(θ) + l
2
√
n
Cl(Xl, θ) +
l2
n
Dl(Xl, θ),
où Gl(Xl), Bl(Xl) sont des vecteurs aléatoires de RJ−1 dont les coordonnées sont
respectivement des formes linéaires et quadratiques de Xl. Cl(Xl, θ), Dl(Xl, θ) sont
des matrices carrées aléatoires de RJ−1 dont les coordonnées sont respectivement des
formes linéaires et quadratiques de Xl. Par la continuité de Gl, Bl, Cl et Dl en la
variable Xl, il existe une constante positive κ > 0 telle que :
‖Gl(Xl)‖∞ ≤ κ‖Xl‖∞, ‖Bl(Xl)‖∞ ≤ κ‖Xl‖2∞,
∀θ ∈ A ‖Cl(Xl, θ)‖∞ ≤ κ‖Xl‖∞, ‖Dl(Xl, θ)‖∞ ≤ κ‖Xl‖2∞.
Soit ((Hl(θ))k,j)2≤k,j≤J les éléments de la matrice carrée de taille J − 1 déterministe
Hl(θ),
(Hl(θ))k,j =
{
−|cl(f)|2 cos
{
l (θk − θ∗k + θ∗j − θj)
}
si k 6= j
|cl(f)|2
∑J
j0=1
cos
{
l (θk − θ∗k + θ∗j0 − θj0)
}
sinon.
Tout d’abord, montrons que,
sup
l=1..mn
‖Hl(θ¯n,l)−1Hl(θ˜n,l)Hl(θ¯n,l)−1 −Hl(θ∗l )−1‖∞ = oP(1). (3.34)
En effet, on remarque que,
sup
l=1..mn
{
‖l(θ∗l −θ)‖∞, θ ∈{θ˜n,l, θ¯n,l}
}
≤ sup
l=1..mn
‖l(θ∗l −θˆn,l)‖∞
≤m
2
n√
n
sup
l=1..mn
‖Gl(Xl) + 1√
n
Bl(Xl)‖∞
≤κ
√
logmnm2n√
n
 supl=1..mn‖Xl‖∞√
logmn
+
√
logmn√
n
sup
l=1..mn
‖Xl‖∞2
logmn
.
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Du théorème des valeurs extrêmes (3.33) et de l’hypothèse (3.25), on déduit que,
sup
l=1..mn
{
‖l(θ∗l − θ)‖∞, θ ∈ {θ˜n,l, θ¯n,l}
}
= oP(1).
Comme cl(f) = O(1), le théorème de l’application continue et l’uniforme continuité
du cosinus impliquent que,
sup
l=1..mn
{
‖Hl(θ)−Hl(θ∗l )‖∞, θ ∈ {θ˜n,l, θ¯n,l}
}
= oP(1).
Or l’ensemble GLJ−1(R) des matrices inversibles de RJ−1 est un ouvert, donc l’appli-
cation H ∈ GLJ−1(R) → H−1 ∈ GLJ−1(R) est continue. Par conséquent, l’équation
(3.34) est établie.
D’autre part, si Tl est la variable aléatoire [Gl(Xl)]T [Hl(θ∗l )]−1[Gl(Xl)]+2nM ln(θ∗l ),
après quelques calculs et d’après (3.34), on obtient :
Tn,l = Tl + oP(1) +
6∑
k=1
(
Gl(Xl) +
1√
n
Bl(Xl)
)T
Pl,k(Xl, θ¯
l
n, θ˜
l
n)√
n
k
(
Gl(Xl) +
1√
n
Bl(Xl)
)
+Bl(Xl)
THl(θ
∗
l )
n
Bl(Xl) +Bl(Xl)
T 2Hl(θ
∗
l )√
n
Gl(Xl),
où Pl,k(Xl, θ¯, θ˜) est une matrice carrée de RJ−1 dont les coefficients sont des polynômes
homogènes de degré k en Xl et tels que :
∀(θ¯, θ˜) ∈ A2, ‖Pl,k(Xl, θ¯, θ˜)‖∞ ≤ κ‖Xl‖k∞.
Par conséquent, on a :
sup
l=1..mn
|Tn,l − Tl| ≤κ3
6∑
k=1
sup
l=1..mn
‖Xl‖∞k+2
√
n
k
+2
sup
l=1..mn
‖Xl‖∞k+3
√
n
k+1
+
sup
l=1..mn
‖Xl‖∞k+4
√
n
k+2
+κ3
sup
l=1..mn
‖Xl‖∞4
n
+ 2κ3
sup
l=1..mn
‖Xl‖∞3
√
n
+ oP(1).
Et donc d’après (3.33) et l’hypothèse (3.25), le lemme est prouvé.
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Résumé : L’objet d’étude de ce chapitre est l’alignement affine d’un ensemble
fini d’images bruitées. Tout d’abord, nous définissons un modèle statistique adapté
pour l’alignement affine. À partir de ce modèle, des critères basés sur les transformées
de type Fourier sont proposés pour estimer les paramètres de rotation, d’échelle et de
translation afin d’aligner ces images. Ces critères constituent une procédure statistique
en deux étapes qui ne requiert pas l’utilisation d’une image de référence sur laquelle
on alignerait les images. Notre approche est celle de la M -estimation. La consistance
des estimateurs induits par ces critères est prouvée. Un exemple réel et des simulations
illustrent les performances numériques de notre procédure.
Mots clés : Alignement d’image, transformation affine, estimation semi-paramé-
trique, modèle de bruit blanc, transformée de Fourier, transformée de Fourier Mellin.
∗Remerciements : Nous sommes reconnaissant à Stéphane Derrode de nous avoir fourni ses
bases d’images de papillons
†Ce chapitre est un travail en collaboration avec Fabrice Gamboa et Jérémie Bigot
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Introduction
Dans le traitement de l’image, une tâche fondamentale préalable est l’alignement
de deux ou plusieurs images prises, par exemple, à différentes heures, par différents
appareils ou de différents points de vue. Généralement, pour comparer des objets
semblables, il est nécessaire de trouver une référence commune pour les représenter.
À partir de cette référence commune, on cherche à aligner les images, c’est-à-dire à
calculer la fonction qui déforme l’image de celle de référence et qui permet par la suite
d’aligner les images. Le problème de l’alignement d’images a des applications dans
des domaines assez variés, comme le traitement d’images satellites (Richards (2005)
chapitre 2), ou encore en imagerie médicale (Hajnal et al. (2001)). La fonction de
déformation peut être paramétrique ou non paramétrique, mais dans tous les cas elle
doit être bijective. Au fil des années, une large gamme de techniques d’alignement a été
développée pour différents types de données et de problèmes. On peut se reporter aux
articles de Brown (1992) et Glasbey (1998) pour une revue détaillée de ces techniques,
ainsi que les articles de Glasbey et Mardia (2001) et Markussen (2004) pour une
analyse statistique des problèmes de déformation d’images.
Dans ce chapitre, nous nous focalisons sur les déformations affines qui conservent
les rapports des distances et les angles orientés : les similitudes directes. Les similitudes
directes sont l’identité du plan, les translations, les rotations, les homothéties, ou
une composée des applications précédemment citées. Lorsque deux images diffèrent
seulement d’une translation, la technique de corrélation de phase (Kuglin et Hines
(1975)) est une approche sur le domaine des fréquences de Fourier souvent employée
pour déterminer le vecteur de translation. Cette technique est basée sur la propriété
de diagonalisation de l’opérateur de translation par la base de Fourier. D’autre part,
lorsque les images diffèrent seulement par une rotation et une homothétie, l’expression
en coordonnées log-polaires des images permet de revenir au modèle où les images
diffèrent uniquement par une translation. Ainsi deux techniques sont envisageables
pour estimer les paramètres relatifs aux opérateurs de rotation et d’homothétie :
soit l’emploi de la corrélation de phase à partir des coordonnées log-polaires, soit
l’emploi de la transformée de Fourier-Mellin qui est un type de transformée de Fourier
définie sur les coordonnées polaires (Derrode et Ghorbel (2004)). En combinant ces
deux techniques, diverses méthodes pour aligner des images ont été construites. Ces
méthodes sont bien souvent des procédés en deux voire trois étapes. Généralement, la
première étape considère le module de la transformée de Fourier afin d’estimer l’angle
de rotation et le rapport d’homothétie. L’estimation de ces paramètres utilise soit la
technique de corrélation de phase (Reddy et Chatterji (1996),De Castro et Morandi
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(1987) et McGuire (1998)), ou soit la fonction de différence angulaire (Keller et al.
(2005a,b)) qui est construite à partir de la transformée de Fourier pseudo-polaire (qui
consiste principalement à calculer la transformée de Fourier sur une grille de points
spécifiques à mi-chemin entre la grille cartésienne et polaire). La seconde étape est
alors d’estimer les paramètres de translation à partir des transformées de Fourier
normalisées.
C’est un de ces procédés en deux étapes, ayant pour but d’aligner un ensemble
d’images bruitées qui diffèrent les unes des autres par une similitude et dont la forme
générale est inconnue, que nous proposons d’analyser d’un point de vue statistique.
Notre contribution est double. Premièrement, nous donnons de nouveaux critères pour
aligner simultanément un ensemble d’images qui n’exigent pas l’utilisation d’une image
de référence sur laquelle les autres images seraient alignés. Deuxièmement, nous prou-
vons la consistance de cette procédure d’un point de vue asymptotique quand les
images sont observées avec un bruit blanc. La technique est basée sur la définition
de fonctions de contrastes appropriées. La preuve de la convergence suit les lignes
classiques de celle des M -estimateurs (voir le chapitre 1).
Le plan de ce chapitre est le suivant. La section 4.1 présente le modèle semi-
paramétrique pour le problème d’alignement où les déformations sont des similitudes
directes. Nous présentons quelques notations et quelques outils mathématiques sur
ce modèle. En particulier, l’usage d’un modèle de type bruit blanc fournit un cadre
théorique intéressant pour l’étude asymptotique que nous voulons mener. Puis nous
discutons des contraintes d’identifiabilité posées sur ce modèle. La section 4.2 rappelle
les propriétés d’invariance de la transformée de Fourier pour la translation, et de
la transformée de Fourier-Mellin pour la rotation et l’homothétie. Nous rappelons
également la définition de la transformée de Fourier Mellin analytique proposée par
(Derrode et Ghorbel (2004)). Puis dans la section 4.3, les processus de contraste,
pour l’estimation des paramètres caractérisant les similitudes associées aux images,
sont définis. Dans une première étape, nous estimons les paramètres de rotation et
d’échelle, et dans un deuxième temps, nous estimons les paramètres de translation. La
consistance de ces procédures est étudiée d’un point de vue asymptotique, les preuves
peuvent être trouvées dans la section 4.5. Enfin, la section 4.4 illustre les performances
numériques de la méthode d’estimation sur des données simulées et réelles.
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(a) (b) (c)
(d) (e) (f)
Fig. 4.1: Les images (a),(b) et (c) représentent le même papillon observé avec des
tailles, des orientations et des emplacements différents. Les images (d),(e) et (f) re-
présentent un autre papillon de forme différente, avec des tailles, des orientations et
des emplacements divers.
4.1 Un modèle semi-paramétrique pour l’alignement
affine
Pour motiver le modèle semi-paramétrique décrit par la suite, on peut considérer
le problème d’alignement suivant. La figure 4.1 présente des images (probablement
bruitées) de deux espèces de papillons ayant des formes, des orientations et des em-
placements différents. La solution d’un problème d’alignement d’images consiste à ré-
cupérer les paramètres d’échelle, de rotation et de translation pour aligner les images
associées à la même espèce de papillon (c’est-à-dire soit à la première ligne ou soit la
seconde ligne de la figure 4.1). On dit que les images sont alignées s’il n’y a aucune
différence de taille, d’orientation et d’emplacement entre les images.
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4.1.1 Description du modèle
Géométrie semblable
Notre but est d’aligner un ensemble fini d’images de dimension deux (2D) per-
turbées par un bruit gaussien en utilisant des déformations affines qui conservent les
angles orientés et les rapports de distances. De telle transformations sont appelées des
similitudes directes. Elles sont la composée de trois transformations de base : l’ho-
mothétie, la rotation et la translation. L’ensemble des similitudes directes constitue
donc une famille paramétrique , φa,θ,b : R2 7→ R2, de déformations (bijectives) du plan,
où 1/a ∈ R+ est le rapport de l’homothétie, θ ∈ T (où T désigne le tore R/(2piZ))
est l’angle de rotation, et b ∈ R2 est le vecteur de translation. Plus précisément, la
fonction φa,θ,b est définie comme :
φa,θ,b(x) =
1
a
Rθ(x− b), pour tout x ∈ R2,
où Rθ est la matrice 2× 2 de rotation,
Rθ =
[
cos(θ) sin(θ)
− sin(θ) cos(θ)
]
.
Modélisation des images
Les images sont généralement observées sur un domaine borné du plan. Elles
peuvent donc être modélisées par des fonctions g : R2 → R à valeurs réelles ayant
un support inclus dans un compact D de R2 (si on choisit de coder par zéro un
pixel noir). On note par Lp(D) (p ∈ N) l’espace des fonctions p-intégrable sur R2
dont le support est inclus dans le compact D. Cet espace est muni de la norme
‖g‖Lp(D) =
(∫
D
|g(x)|pdx/2pi)1/p . Par conséquent, L2(D) est un sous-espace de L1(D).
Ainsi pour toute fonction g ∈ L2(D), sa déformation par une similitude directe φa,θ,b
est la fonction g ◦ φa,θ,b de L2(R2) à support compact. Pour simplifier l’étude, on fixe
D comme le carré de coté d > 0 centré à l’origine.
Le modèle des observations
Pour un ensemble de J images bruitées, on considère le modèle de bruit blanc
suivant :
dYj(x) = f(φa∗j ,θ∗j ,b∗j (x))dx+ dWj(x), x ∈ D, j = 1, . . . , J (4.1)
où Wj, j = 1, . . . , J sont des mouvements brownien standard sur D, et  est un pa-
ramètre de niveau de bruit inconnu. La fonction f : R2 → R est une image inconnue
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appartenant à l’espace L2(D). Les paramètres a∗j , θ∗j , b∗j , j = 1, . . . , J sont respective-
ment les paramètres d’échelle, de rotation et de translation qui caractérisent l’image
j et que l’on souhaite estimer. Les J images sont donc modélisées par les fonctions à
support compact f ∗j = f ◦φa∗j ,θ∗j ,b∗j , j = 1, . . . , J de L2(R2). Dans la pratique, les images
sont toujours observées dans un domaine de R2 que nous supposons ici inclus dans
D. Ainsi la forme commune des images f est supposée définie sur un sous-domaine
Ω de D (par exemple [−d/4, d/4]2) de telle sorte que chacune des images f ∗j soient
entièrement observées sur D. Afin de définir proprement les images f ∗j , on pose les
hypothèses suivantes :
A1 l’image f est nulle en dehors de Ω et vérifie certaines conditions de régularité
définies plus tard.
A2 les paramètres d’échelle, de rotation et de translation appartiennent à l’ensemble
suivant,
(a∗j , b
∗
j , θ
∗
j ) ∈ [amin, amax]×[−bmax, bmax]2×[0, 2pi[, pour tout j = 1, . . . , J, (4.2)
où amin, amax et bmax sont des constantes strictement positives définies par l’uti-
lisateur, ces constantes reflètent la connaissance préalable sur les paramètres au
vu des données. Notons également que l’intervalle semi-ouvert [0, 2pi[ est compris
comme la classe des représentants du tore T = R/(2piZ).
A3 les paramètres d’échelle, de translation et les angles de rotation sont tels que
pour tout 1 ≤ j ≤ J la déformation du sous-domaine Ω par la transformation
φa∗j ,θ∗j ,b∗j est incluse dans D, c’est-à-dire pour tout x ∈ Ω et pour tout j = 1, . . . , J
φa∗j ,b∗j ,θ∗j (x) ∈ D.
Avec les hypothèses (A1-A3), toutes les images f ∗j appartiennent à L2(D). Par consé-
quent, ces J images sont J versions déformées par une similitude de la même image
f observée sur un fond noir (si on choisit de coder par zéro un pixel de couleur noir).
Ce modèle correspond à l’exemple réel énoncé au début de la section (voir la première
rangée et la seconde rangée d’images de la figure 4.1).
On analyse les propriétés asymptotiques des M -estimateurs pour les paramètres
a∗j , b∗j et θ∗j , c’est-à-dire quand le niveau de bruit  tend vers zéro dans le modèle
(4.1). Le modèle de bruit blanc (4.1) est un modèle continu qui a fait ses preuves en
tant qu’outil théorique pour l’étude de problème de régression non-paramétrique pour
des images 2D. Au premier abord, le modèle (4.1) peut sembler inapproprié, puisque
dans la pratique les images sont discrétisées sur une grille régulière. Cependant, plu-
sieurs auteurs ont prouvé que les résultats asymptotiques établis pour des modèles
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de bruit blanc étaient comparables à ceux obtenus pour des modèles de régression
non-paramétriques où les données sont observées en des points équidistants. Nous
renvoyons aux travaux de Brown et Low (1996) et Donoho et Johnstone (1999) pour
une étude détaillée des relations entre les modèles continus et les modèles de régres-
sion discrets. Rappelons que, par définition, observer dans un modèle de bruit blanc
signifie que le statisticien a accès à toutes les intégrales stochastiques
∫
D g(x)dYj(x)
pour tout élément g de L2(D) et pour tout Yj solution de l’équation (4.1) :
∫
D
g(x)dYj(x) =
∫
D
g(x)f ∗j (x)dx+ 
∫
D
g(x)dWj(x).
Cette dernière équation signifie que
∫
D g(x)dYj(x) est une variable normale de moyenne∫
D g(x)f
∗
j (x)dx et de variance 2
∫
D g(x)
2dx.
Dans le contexte des problèmes inverses pour des images 2D, Candès et Donoho
(2002) ont obtenu des résultats théoriques en modélisant des données topographiques
bruitées avec des modèles de bruit blanc. L’analyse de Candès et Donoho (2002) four-
nit des estimateurs qui peuvent être numériquement calculés à partir de données issues
d’un modèle de régression discret, et qui permettent d’obtenir des résultats très satis-
faisants pour des images réelles. Notre but est d’obtenir pour le modèle de bruit blanc
(4.1) des résultats similaires à ceux obtenus par Candès et Donoho (2002). De plus,
pour le modèle où les images 2D sont observées sur une grille cartésienne discrète de
points, l’interpolation de l’image pour calculer sa déformation par une transforma-
tion affine complique de manière significative l’analyse asymptotique des problèmes
d’alignement présentés dans ce chapitre. Par conséquent, nous préférons éviter cette
approche afin de se concentrer sur les propriétés asymptotiques des estimateurs plu-
tôt que d’étudier le biais introduit par la discrétisation, bien qu’il soit discuté dans la
section 4.4.
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4.1.2 Identifiabilité du modèle
Soit A l’espace des paramètres [amin, amax]J×[0, 2pi[J×[−bmax, bmax]2J . Si l’on rem-
place α∗ = (a∗1, . . . , a∗J , θ∗1, . . . , θ∗J , b∗1, . . . , b∗J) ∈ A par le vecteur,
α =

a1
...
aJ
b1
...
bJ
θ1
...
θJ

=

a∗1a0
...
a∗Ja0
b∗1 + a1A−θ1b0
...
b∗J + aJA−θJ b0
θ∗1 + θ0
...
θ∗J + θ0

,
avec a0 ∈]0,+∞[, θ0 ∈ [0, 2pi[, b0 ∈ R2, alors le modèle (4.1) est inchangé en substi-
tuant à la fonction f la fonction f ◦ φa0,θ0,b0 . Ce modèle n’est donc pas identifiable.
Des contraintes d’identifiabilité sont ajoutées au modèle (4.1) visant à réduire l’espace
des paramètres A,
a∗1 = 1, θ
∗
1 = 0, b
∗
1 = (0, 0), (4.3)
Notons qu’avec ces conditions d’identifiabilité, on suppose implicitement que le sous-
domaine Ω et les constantes amin, amax sont telles que amin < 1 < amax. Ces contraintes
garantissent la convergence de nos estimateurs (voir les théorèmes 4.1 et 4.3). L’espace
des paramètres dorénavant considéré est A1 ×A2 ⊂ A, où l’ensemble A2 est l’espace
des paramètres de translation,
A2 = {(b1, . . . , bJ) ∈ [−bmax, bmax]2J , tel que b1 = (0, 0)},
et l’ensemble A1 est l’espace des paramètres d’échelle et des angles de rotations,
A1 = {(a1, . . . , aJ , θ1, . . . , θJ) ∈ [amin, amax]J × [0, 2pi[J , tel que a1 = 1, θ1 = 0}.
Ces contraintes d’identifiabilité signifient que les paramètres d’échelle, de rotation et
de translation sont calculés à partir de la première image f ∗1 . Cependant, comme nous
le verrons, les images ne sont pas recalées à partir de l’image f ∗1 , mais à partir de la
moyenne des images recalées.
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4.2 Transformées de Fourier et invariance par trans-
lation, rotation et homothétie
4.2.1 Transformée de Fourier standard
Soit ω ∈ R2, la transformée de Fourier d’une fonction g ∈ L1(R2),
gˆ(ω) =
∫
R2
g(x)e−iω·x
dx
2pi
,
où ω · x est le produit scalaire entre ω et x. Lorsque g appartient à L1(R2) ∩ L2(R2),
alors gˆ appartient aussi à L2(R2). Il est alors bien connu que la transformée de Fourier
se prolonge en une isométrie de L2(R2) dans L2(R2), et que pour toutes fonctions f
et g de L1(R2) ∩ L2(R2), on a,
〈f, g〉L2(R2) =
〈
fˆ , gˆ
〉
L2(R2)
, (4.4)
où 〈·, ·〉L2(R2) est le produit scalaire standard de l’espace L2(R2). Comme la base de
Fourier diagonalise les translations, et que les similitudes conservent le rapport des
distances, la transformée de Fourier de la fonction ga,θ,b = g ◦ φa,θ,b (b ∈ R2, a ∈ R∗+
et θ ∈ R,) est,
gˆa,θ,b(ω) = a
2eiω·bgˆ(aAθω), ω ∈ R2. (4.5)
En particulier pour a = 1 et θ = 0, nous avons que,
gˆ1,0,b(ω) = e
iω·bgˆ(ω), ω ∈ R2. (4.6)
Ces deux dernières propriétés sont utilisées par la suite pour définir les fonctions de
contraste.
4.2.2 Transformée de Fourier-Mellin
La transformée de Fourier Mellin est une transformée de type Fourier définie sur
le plan polaire G = R+ × T. Elle est utilisée en analyse harmonique, car elle traduit
plus simplement des transformations géométriques telles que la rotation ou l’homothé-
tie en des translations. Plusieurs auteurs ont développé des transformées de Fourier
pour étudier des groupes de transformations spécifiques dans le contexte de l’analyse
d’image 2D ou 3D. Parmi les nombreuses références sur ce sujet, on peut citer Derrode
et Ghorbel (2004), Ghorbel (1994), Lenz (1990),Gauthier et al. (1991) et Segman et al.
(1992).
126 CHAPITRE 4. ESTIMATION DES R.S.T . ENTRE DES IMAGES BRUITÉES
Tout au long de ce chapitre, nous notons par Lp(G) l’espace des fonctions p-
intégrables sur l’espace mesuré (G, dr
r
dθ
2pi
). On muni cet espace de la norme suivante :
‖f‖Lp(G) =
(∫ +∞
0
∫ 2pi
0
|f(r, θ)|p dθ
2pi
dr
r
)1/p
.
Soit (k, v) ∈ Z×R, la transformée de Fourier-Mellin (FMT) d’une fonction g ∈ L1(G)
au point (k, v) est,
M˜g(k, v) =
∫ +∞
0
∫ 2pi
0
g(r, θ)r−ive−ikθ
dθ
2pi
dr
r
. (4.7)
Comme l’a expliqué Derrode et Ghorbel (2004), la FMT peut être difficilement cal-
culable dans la pratique puisque les images réelles n’appartiennent pas généralement
à l’espace L2(G). En effet, il suffit remarquer que la FMT existe pour toute fonction
g(r, θ) qui admettent un équivalent de rσ au voisinage de r = 0 pour une constante
σ > 0. Ainsi, une image à niveau de gris ne peut pas remplir ce type de condition,
puisqu’à proximité de r = 0, la fonction g est généralement non nulle. Dans la plu-
part des cas, une image g n’est donc pas intégrable pour la mesure r
dr
dθ
2pi
, et l’intégrale
(4.7) diverge. Une solution, la plus souvent adoptée dans la pratique, est d’annuler
l’image sur un petit disque au voisinage de l’origine. Or, pour notre modèle, le choix
du rayon est problématique puisque l’on veut comparer la même image à des échelles
différentes : une information non négligeable peut être perdue si on choisit un disque
de rayon constant.
Afin de contourner cette difficulté, Derrode et Ghorbel (2004) et Ghorbel (1994)
ont proposé de remplacer la fonction g par la fonction gσ(r, θ) = rσg(r, θ) pour une
constante σ positive dont le choix est discuté plus tard. Cette pondération par un fac-
teur σ définit la transformée de Fourier Mellin Analytique (AFMT) pour une fonction
g telle que gσ ∈ L1(G) :
Mg(k, v) =
∫ +∞
0
∫ 2pi
0
g(r, θ)rσ−ive−ikθ
dθ
2pi
dr
r
, ∀(k, v) ∈ Z× R. (4.8)
Si l’AFMT de g est intégrable,∫
R
∑
k∈Z
|Mg(k, v)| dv <∞,
alors l’AFMT est inversible, c’est-à-dire :
rσg(r, θ) =
∫ +∞
−∞
∑
k∈Z
Mg(k, v)riveikθdv, ∀(r, θ) ∈ G. (4.9)
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D’autre part, si g ∈ L1(G) ∩ L2(G), alors l’équation de Parseval est vérifiée :
‖gσ‖2L2(G) =
∫ +∞
−∞
∑
k∈Z
|Mg(k, v)|2dv. (4.10)
Les résultats (4.9) et (4.10) sont des résultats généraux pour des transformées de
Fourier définies sur les groupes abéliens localement compact ( voir Rudin (1990) pour
plus de détails).
Maintenant, observons comment l’AFMT agit sur les rotations et sur les homo-
théties du plan. Soient a ∈ R∗+ et θ ∈ R. Si l’AFMT d’une fonction g est bien définie,
alors on a :
Mga,θ,(0,0)(k, v) = aσ−iveikθMg(k, v), ∀(k, v) ∈ Z× R, (4.11)
où ga,θ,(0,0) la fonction suivante g◦φa,θ,(0,0). Par conséquent, alors que la transformée de
Fourier standard convertit l’opérateur de translation par un paramètre de phase sans
le domaine de Fourier, l’équation (4.11) prouve que l’AFMT convertit l’homothétie
et la rotation en multiplication par un scalaire complexe dans le domaine de Fourier
Mellin. L’AFMT est ainsi un outil adapté pour l’analyse d’images traitées dans ce
chapitre.
4.3 Estimation des paramètres
À partir des résultats de Gamboa et al. (2005) et de ceux étudiés dans le chapitre
2, on aimerait proposer un processus de contraste qui estime la fonction de contraste
suivante,
Q(α) =
1
J
J∑
j=1
‖f ∗j ◦ φ 1
aj
,b˜j ,−θj −
1
J
J∑
j′=1
f ∗j′ ◦ φ 1
aj′
,b˜j′ ,−θj′‖
2
L2(R2), (4.12)
où b˜j = − 1ajAθjbj. Ce critère est étroitement lié à l’analyse Procruste (cette méthode
est la représentation simultanée de différents spécimens par superposition) qui est
classiquement employée pour l’analyse des formes (voir par exemple Dryden et Mardia
(1998)) et qui a été proposé par Ramsay et Li (1998) pour l’alignement d’un ensemble
de courbes sur une courbe de référence. Ici, l’image de référence est définie comme
la moyenne des images synchronisées par les transformations φaj ,θj ,bj . Évidemment ce
critère a un unique minimum en,
α∗ = (a∗1, . . . , a
∗
J , θ
∗
1, . . . , θ
∗
J , , b
∗
1, . . . , b
∗
J),
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tel que M(α∗) = 0. Dans la pratique, ce sont des images bruitées qui sont observées,
le processus de contraste que l’on pourrait considérer serait alors défini à partir de la
fonction Q en remplaçant les fonctions f ∗j par les données Yj. Cependant, d’un point
de vue numérique, évaluer Q(α) nécessite le calcul des déformations des images f ∗j par
les transformations φaj ,θj ,bj : ceci exige une interpolation des images. D’ailleurs une
minimisation de Q(α) n’est certainement pas évidente, puisque c’est une fonction non
linéaire de α. Un algorithme de type gradient exigerait par exemple l’évaluation des
dérivées des images qui peuvent s’avérer assez difficile compte tenu de la présence du
bruit.
La situation est beaucoup plus simple si nous supposons que tous les b∗j sont nuls,
c’est-à-dire que les images diffèrent par une rotation et une homothétie. Dans ce cas-ci,
grâce à la propriété de l’AFMT (4.11) sur les homothéties et les rotations et grâce à la
propriété de Parseval (4.10), nous pouvons récrire Q (en remplaçant l’espace L2(R2)
par L2(G)) sous la forme suivante,
Q1(α1) =
1
J
J∑
j=1
∫ +∞
−∞
∑
k∈Z
∣∣∣∣∣a−σ+ivj e−ikθjMf∗j (k, v)− 1J
J∑
j′=1
a−σ+ivj′ e
−ikθj′Mf∗
j′
(k, v)
∣∣∣∣∣
2
dv,
(4.13)
avec α1 = (a1, . . . , aJ , θ1, . . . , θJ).
De même, le critère Q se simplifie si nous supposons que tous les paramètres a∗j
sont égaux à 1 et que tous les paramètres θ∗j sont nuls, c’est-à-dire que les images sont
identiques à une translation près. En raison de la propriété (4.6) entre la transformée
de Fourier et l’opérateur de translation, et de la propriété de Parseval (4.4), le critère
Q peut se récrire sous la forme suivante,
Q2(α2) =
1
J
J∑
j=1
∫
R2
∣∣∣∣∣eiω·bj fˆ ∗j (ω)− 1J
J∑
j′=1
eiω·bj′ fˆ ∗j′(ω)
∣∣∣∣∣
2
dω, (4.14)
avec α2 = (b1, . . . , bJ).
Les critères Q1 et Q2 consistent à calculer l’AFMT et les transformées de Fourier
des images f ∗j respectivement, puis de les normaliser afin d’aligner les images. Pour le
critère Q1, on modifie les phases et les amplitudes des transformées de Fourier Mellin,
tandis que seulement les phases des transformées de Fourier sont modifiées pour le cri-
tère Q2. Par conséquent, l’évaluation de ces deux critères est plus facile que le critère
Q. De plus, à notre connaissance, aucune transformation ne possède simultanément
une propriété du type (4.6) et (4.11) pour les translations, les rotations et les homo-
théties. Par conséquent, nous développons un procédé en deux étapes fondé sur deux
processus de contraste similaires à Q1 et Q2, et qui utilisent, eux aussi, la propriété
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(4.11) de l’AFMT pour estimer les angles de rotation et les rapports d’homothétie, et
la propriété (4.5) de la transformée de Fourier pour estimer les vecteurs de translation.
4.3.1 Un critère pour l’estimation simultanée des échelles et
des angles de rotation
Utilisation combinée de la transformée de Fourier et de l’AFMT
Transformée de Fourier du modèle. Étant donné les hypothèses sur les paramètres
a∗j , θ
∗
j et b∗j , le support des fonctions f ∗j est inclus dans D = [−d/2, d/2]2. Ainsi on a,
fˆj(ω) =
∫
R2
f ∗j (x)e
−iω·xdx
2pi
=
∫
D
f ∗j (x)e
−iω·xdx
2pi
.
La transformée de Fourier du modèle est alors définie comme,
Yˆj(ω) =
∫
D
e−iω·x
dYj(x)
2pi
= fˆj(ω) + Wˆj(ω), ω ∈ R2, (4.15)
avec Wˆj(ω) =
∫
D e
−iω·x dWj(x)
2pi
. Pour tout ω ∈ R2, Wˆj(ω) est un processus gaussien
complexe de moyenne nulle, de variance,
E
∣∣∣Wˆj(ω)∣∣∣2 = ∫
D
dx =
d2
(2pi)2
,
et de covariance donnée par,
E
(
Wˆj(ω)Wˆj(ω′)
)
=
∫
D
e−i(ω−ω
′)·x d
2
(2pi)2
, ω ∈ R2, ω′ ∈ R2.
D’après la propriété (4.5), considérons maintenant le module carré de la transformée
de Fourier afin d’éliminer le paramètre de translation. L’équation (4.15) devient,
|Yˆj|2(ω) = |fˆ |2j(ω) + wj(ω), ω ∈ R2, (4.16)
avec pour tout ω ∈ R2,
|fˆj|2(ω) = |a∗j |4|fˆ |2(a∗jAθ∗jω),
wj(ω) = 2<
[
fˆj(ω)Wˆj(ω)
]
+ |Wˆj|2(ω),
où <(c) désigne la partie réelle d’un nombre complexe c.
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AFMT et critère limite. Afin de simplifier les notations, pour tout (r, θ) ∈ G, on
associe le vecteur de ses coordonnées cartésiennes ω = (r cos θ, r sin θ) ∈ R2 et vice
versa. Remarquons que les fonctions |fˆj|2 diffèrent des unes des autres par un coeffi-
cient d’amplitude a∗j
4, d’une homothétie de rapport a∗j et d’une rotation d’angle θ∗j . À
condition que les fonctions rσ|fˆj|2(r, θ) appartiennent à l’espace L2(G), on propose le
critère limite suivant pour α1 = (a1, . . . , aJ , θ1, . . . , θJ) ∈ A1,
M1(α1)=
1
J
J∑
j=1
∫ +∞
0
∫ 2pi
0
∣∣∣∣∣a−4j rσ|fˆj|2( raj , θ−θj)− 1J
J∑
j′=1
a−4j′ r
σ|fˆj′|2( r
aj′
, θ−θj′)
∣∣∣∣∣
2
dθdr
2pir
,
avec,
A1 = {(a1, . . . , aJ , θ1, . . . , θJ) ∈ [amin, amax]J × [0, 2pi[J , tel que a1 = 1, θ1 = 0}.
Bien évidemment, le critère M1 admet un minimum en,
α∗1 = (a
∗
1, . . . , a
∗
J , θ
∗
1, . . . , θ
∗
J)
tel que M1(α∗1) = 0. La linéarité de l’AFMT et l’équation (4.11) (sous condition que
l’AFMT soit bien définie pour les fonctions rσ|fˆj|(r, θ)) impliquent l’équation suivante,
M|fˆj |2(k, v) = a∗j 4−σ+ivM|fˆ |2(k, v)eikθ
∗
j , v ∈ R, k ∈ Z. (4.17)
Ainsi par l’identité de Parseval pour la transformée de Fourier Mellin (4.10), le critère
M1 peut se récrire comme,
M1(α1) =
1
J
J∑
j=1
∫
R
∑
k∈Z
∣∣∣∣∣cj(k, v)− 1J
J∑
j′=1
cj′(k, v)
∣∣∣∣∣
2
dv, (4.18)
avec
cj(k, v) = aj
−4+σ−ivM|fˆj |2(k, v)e−ikθj . (4.19)
Estimation des paramètres d’échelles et de rotation
Définition du processus de contraste. Dans la pratique, nous observons des ver-
sions bruitées des images f ∗j , nous proposons une méthode deM -estimation consistante
pour le paramètre α∗1. En raison du bruit, ce ne sont pas les transformée de Fourier
Mellin des fonctions rσ|fˆj|(r, θ) qui sont directement observées, mais des version brui-
tées,
M|Yˆj |2(k, v) =
∫ δ
0
∫ 2pi
0
|Yˆj|2(r, θ)rσ−ive−ikθ dθ
2pi
dr
r
(4.20)
= M|fˆj |2(k, v) + M

wj
(k, v), (4.21)
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où,
M|fˆj |2(k, v) =
∫ δ
0
∫ 2pi
0
|fˆj|2(r, θ)rσ−ive−ikθ dθ
2pi
dr
r
Mwj(k, v) =
∫ δ
0
∫ 2pi
0
wj(r, θ)r
σ−ive−ikθ
dθ
2pi
dr
r
,
et δ est un réel positif de lissage dont la définition est précisée plus tard. Les coeffi-
cients cj (4.19) sont estimés alors par,
dj(k, v) = aj
−4+σ−ivM|Yˆj |2(k, v)e
−ikθj .
Le processus de contraste proposé pour l’estimation de α∗1 est alors,
M1,(α1) =
1
J
J∑
j=1
∫
|v|≤v
∑
|k|≤k
∣∣∣∣∣dj(k, v)− 1J
J∑
j′=1
dj′(k, v)
∣∣∣∣∣
2
dv, (4.22)
où les réels k et v définissent des fenêtres sur le domaine de Fourier Mellin garantis-
sant la convergence de M1, vers M1.
Évidemment, la forme commune des images f ne doit pas être invariante par
rotation, autrement on ne pourrait garantir l’unicité de la fonction de contraste M1.
Par ailleurs, pour toute fonction réelle g, le module au carré de la transformée de
Fourier est invariant par la rotation d’angle pi :
|gˆ|2(r, θ) = |gˆ|2(r, θ + pi), ∀(r, θ) ∈ G.
Ainsi le critère est inchangé si on remplace le paramètre de rotation θj par θj+pi. Par
conséquent, on minimise le processus de contraste non plus sur l’espace des paramètres
A1, mais sur,
A˜1 = {(a1, . . . , aJ , θ1, . . . , θJ) ∈ [amin, amax]J × [0, pi[J , tel que a1 = 1, θ1 = 0},
afin de garantir l’unicité du minimum pour M1 : nous estimons l’angle de rotation à
pi près et non à 2pi près. Par ailleurs, si la fonction |gˆ|2 est invariante par la rotation
d’angle pi, alors pour tout k ∈ Z, les fonctions v →M|gˆ|2(2k+1, v) sont identiquement
nulles. L’invariance par rotation telle que nous l’a comprenons ici peut ainsi se traduire
sur l’AFMT (c.f. la définition 4.1) du module au carré de fˆ .
Définition 4.1. Soit f une fonction de L1(R2), telle que la fonction rσ|fˆ |2(r, θ) ap-
partienne à l’espace L1(G). La fonction f est dite non invariante par rotation s’il existe
deux entiers premiers entre eux (k, k′) ∈ Z2 tel que les fonctions v 7→ M|fˆ |2(2k, v) et
v 7→ M|fˆ |2(2k′, v) ne soient pas identiquement nulles.
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Consistance des estimateurs. Si l’image f est assez régulière et n’est pas invariante
par rotation, le théorème 4.1 assure la consistance de l’estimateur défini ci-dessous :
αˆ1, = arg min
α1∈A˜1
M1,(α1).
Avant d’énoncer le théorème, l’application de notre méthode d’estimation oblige à
choisir trois paramètres k ∈ N∗, et (v, δ) ∈ (R∗+)2. δ est un filtre dans le domaine
de Fourier utilisé pour calculer la transformée de Fourier Mellin des données. Les
paramètres (k, v) sont deux filtres dans le domaine de Fourier Mellin intervenant
dans la définition du processus de contraste M1,. Afin de garantir la convergence de
la méthode, on doit supposer que  converge vers zéro, et que ces derniers paramètres
ont un comportement asymptotique spécifique.
Théorème 4.1. Supposons que la forme commune f ne soit pas invariante par rota-
tion. Soit s > 0, supposons que f vérifie les propriétés de régularité suivantes,∫
v∈R
∑
k∈Z
|M|fˆ |2(k, v)|2dv <∞ (4.23)∫
ω∈R2
|fˆ |2(ω)|ω|2sdω <∞ (4.24)
σ < 2s+ 2 (4.25)
Supposons également que k, v, δ et ω sont tels que → 0
k, v, δ → +∞ (4.26)
δ−4−4s+2σ kv = O(1) (4.27)
2δσ kv = o(1). (4.28)
Alors αˆ1, converge en probabilité vers α∗.
Quelques remarques au sujet des conditions du théorème 4.1 peuvent être faites.
i) Puisque f est à support compact, on a bien que f ∈ L1(R2) ∩ L2(R2), il existe
donc σ ≤ 2 tel que la fonction rσ|fˆ |2(r, θ) appartienne à L1(G). L’AFMT de |fˆ |2
est donc bien définie.
ii) L’hypothèse (4.23) signifie que la fonction rσ|fˆ |2(r, θ) appartient à L2(G) d’après
l’égalité de Parseval (4.10),∫
v∈R
∑
k∈Z
|M|fˆ |2(k, v)|2dv =
∫
ω∈R2
|fˆ(ω)|4|ω|2σ−2dω
2pi
.
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D’autre part, puisque f est de carré intégrable, l’auto-convolution de f,
x ∈ R2 →
∫
ω∈R2
f(y)f(y − x)dy. (4.29)
est intégrable sur R2, et sa transformée de Fourier est |fˆ(ω)|2. Ainsi, quand σ ≥ 1,
l’hypothèse (4.23) signifie que la fonction (4.29) appartient dans un espace de
Sobolev d’ordre σ − 1. Quand σ < 1, l’hypothèse (4.23) est une conséquence de
la condition (4.24).
iii) L’hypothèse (4.24) est une hypothèse classique sur f : elle appartient à un espace
de Sobolev d’ordre s > 0.
iv) L’hypothèse (4.25) implique que σ ne doit pas être plus grand que la régularité
de la fonction f mesurée par la paramètre s. Cette hypothèse est utilisée dans la
preuve du théorème 4.1 afin de garantir la convergence de certaines intégrales.
v) Finalement, les conditions (4.27) et (4.28) contrôlent la vitesse de convergence vers
l’infini des paramètres de fenêtre k, v et δ, quand → 0, afin d’assurer l’uniforme
convergence en probabilité de M1, vers M1. Par exemple, si k = −1+σ/(2+2s),
v = 
−1+σ/(2+2s) et δ = −1/(2+2s), les hypothèses (4.27) et (4.28) sont vérifiées.
Remarque 4.1. On peut mettre en parallèle les hypothèses du théorème 2.3 du cha-
pitre 2 et celles du théorème 4.1,
– la condition (4.24) est l’équivalent de l’hypothèse sur la vitesse de la converge de
la série de Fourier ;
– dans le chapitre 2, on avait  = 1/n, ainsi l’hypothèse (4.28) correspond bien à
l’hypothèse m2n/n = o(1), sauf que la troncature δ sur le domaine de Fourier
intervient. Ceci vient du fait que le domaine d’intégration (D = T2) au chapitre
2 est compact, alors que le domaine considéré ici est le domaine de Fourier R2;
– les conditions (4.25) et (4.27) mettent en relation la régularité de la forme com-
mune et des fenêtres k et v sur le domaine de Fourier Mellin. Ces hypothèses
n’apparaissent pas explicitement dans le théorème 2.3, mais elles interviennent
dans le choix explicite de la régularité de la forme commune et la propriété
d’orthogonalité de la base de Fourier discrète (voir le lemme 2.5 ainsi que le
commentaire qui le précède).
D’ailleurs, avec des conditions plus fortes, le théorème suivant affirme que notre
méthode fournit des estimateurs −1-consistants. On peut établir que la loi limite des
fluctuations : c’est une variable gaussienne centrée. La matrice de covariance étant
trop compliquée, elle n’est pas explicitement calculée.
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Théorème 4.2. Notons par g la fonction rσ|fˆ |2(r, θ). Supposons que g soit différen-
tiable telle que ses dérivées partielles ∂θg et ∂rg relativement aux coordonnées polaire
r et θ appartiennent à l’espace L2(G), et que,∫
v∈R
∑
k∈Z
(|k|+ |v|)|M|fˆ |2(k, v)|dv <∞ (4.30)∫
ω∈R2
|fˆ |2(ω)|ω|2sdω <∞ (4.31)
σ 6= 4 et 3σ/2 < 2s+ 2, (4.32)
et que f, ∂θg ne soient pas identiquement nulles. De plus, nous supposons que,
(σ − 5)(σ − 4)‖g‖2L2(G) + ‖∂rg‖2L2(G) 6= 0, et (σ − 4)2
1
J
− (σ − 4) > 0. (4.33)
Supposons que k, v et δ sont tels que quand → 0,
k, v, δ, ω → +∞ (4.34)
δ−4−4s+2σ kv(k + v)
−1 = O(1) et δ−2−2s+σ −1 = O(1) (4.35)
kv(k + v)δ
σ
 = o(1), (4.36)
kv(k + v)δ
−2s−2+3σ/2
 = O(1). (4.37)
Alors −1(αˆ1, − α∗1) converge en loi vers un vecteur gaussien centré.
De même que pour le théorème précèdent, quelques commentaires sur les hypo-
thèses de théorème (4.2) peuvent être faites.
i) L’hypothèse (4.30) signifie que les transformées de Fourier Mellin de ∂θg et ∂θg
sont intégrables dans le domaine de Fourier Mellin. Ainsi on peut utiliser la for-
mule inverse de la transformée de Fourier-Mellin (4.9) pour ∂rg et ∂θg. Les fonc-
tions ∂rg et ∂θg sont donc continues et uniformément bornées. Remarquons aussi
que l’on ne suppose pas que la dérivée partielle en r, ∂rg, soit non nulle. En ef-
fet, dans le modèle étudié (4.16), cette hypothèse n’est pas nécessaire puisque les
paramètres a∗j apparaissent en facteur de fˆj et dans la composante radiale.
ii) La condition (4.32) assure que la fonction rσ|fˆ |(r, θ) soit dans L2(G).
iii) La condition (4.33) permet que chaque coordonnée de α∗1 soit estimée à la vitesse
−1. Cette hypothèse est vérifiée par exemple pour σ < 4.
iv) Enfin, les hypothèses (4.35)-(4.37) contrôlent la vitesse de convergence vers l’infini
des paramètres k, v et δ quand → 0, afin que les dérivées premières et secondes
de M1, convergent. Par exemple, si δ = −1/(2+2s−σ/2) et k = δγ , v = δγ avec
2s+ 2− 3σ/2 > 3γ, les hypothèses (4.35-4.37) sont vérifiées.
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4.3.2 Un critère pour l’estimation simultanée des vecteurs de
translation
Dans la section précédente, nous avons construit un estimateur −1-consistant
αˆ1, = (aˆ1, . . . , aˆJ , θˆ1, . . . , θˆJ) de α∗1. Pour α2 = (b1, . . . , bJ) ∈ A2, ces estimateurs
sont utilisés pour aligner les images à partir du modèle (4.15) de la façon suivante,
Zˆj(ω) = aˆ
−2
j Yˆj(aˆ
−1
j A−θˆjω)e
iwβ˜j (4.38)
=
(
a∗j
aˆj
)2
fˆ
(
a∗j
aˆj
Aθ∗j−θˆjω
)
eiw(β˜j−β˜
∗
j ) + aˆ−2j Wˆj(aˆ
−1
j A−θˆjω)e
iwβ˜j ,
où les notations suivantes sont utilisées,
βj = a
∗
j
−1Aθ∗j bj, β
∗
j = a
∗
j
−1Aθ∗j b
∗
j
β˜j = aˆ
−1
j Aθˆjbj, β˜
∗
j = aˆ
−1
j Aθˆjb
∗
j .
À partir de l’alignement (4.38), on définit le processus de contraste M2, :
M2,(α2) =
1
J
J∑
j=1
∫
|ω|≤ω
∣∣∣∣∣Zˆj(ω)− 1J
J∑
j′=1
Zˆj′(ω)
∣∣∣∣∣
2
, α2 ∈ A2, (4.39)
où ω est une fenêtre dans le domaine de Fourier. Le théorème 4.3 établit la consistance
du M -estimateur défini comme le minimum de la fonction M2, :
αˆ2 = arg min
α2∈A2
M2,(α2).
Théorème 4.3. Supposons que les hypothèses du théorème 4.2 soient vérifiées et
que la fonction fˆ soit 1-Lipschitz, c’est-à dire qu’il existe C > 0 telle que pour tout
ω, ω′ ∈ R2,
|fˆ(ω)− fˆ(ω′)| ≤ C‖ω − ω′‖.
Supposons que ω soit tel que quand → 0,
ω → +∞ (4.40)
2ω3 = o(1). (4.41)
Alors αˆ2, converge en probabilité vers α∗2.
Avec des hypothèses plus fortes, le théorème suivant établit la −1-consistance de
αˆ2,. Une étude plus détaillée permettrait sans doute de déterminer plus explicitement
la loi limite des fluctuations de l’estimateur des translations. Comme elle dépendrait
de la loi limite des fluctuations αˆ1,, elle serait néanmoins compliquée.
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(a) (b) (c)
(d) (e) (f)
Fig. 4.2: Images simulées f ∗j : (a) j = 1, (b) j = 2, (c) j = 3, (d) j = 4, (e) j = 5, (f)
j = 6.
Théorème 4.4. Supposons que les hypothèses du théorème 4.2 soient vérifiées. On
note respectivement par ∂1f et ∂2f les dérivées partielles de la fonction f par rapport
à la première coordonnée cartésienne et la seconde coordonnée cartésienne. Supposons
qu’il existe γ > 0, tel que fˆ soit 1-Lipchitz telle que,
∂1f ∈ L2(D), ∂2f ∈ L2(D), (4.42)∫
ω∈R2
|fˆ |(ω)|ω|2dω <∞, (4.43)
et que ∂1f et ∂2f soient linéairement indépendantes dans l’espace vectorielle L2(D).
De plus supposons que ω soit tel que → 0
ω → +∞ (4.44)
ω4 = o(1). (4.45)
Alors −1(αˆ2, − α∗2) est uniformément tendu.
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4.4 Simulations
Dans cette section, nous rapportons les résultats de quelques simulations pour
étudier les exécutions numériques de notre procédé en deux étapes. Toutes les simu-
lations ont été effectuées avec Matlab. Les données ont été générées à partir d’une
image carrée simulée f de taille N ×N (N = 100) que l’on a déformée. La figure 4.2
représente J = 6 versions déformées de cette image. Les paramètres des homothéties,
des rotations et des translations sont reportées dans le tableau 4.1.
Image f ∗j j = 1 j = 2 j = 3 j = 4 j = 5 j = 6
a∗j 1 1 0.8 0.7 0.6 1.1
b∗j (0,0) (10,0) (12,4) (10,10) (5,5) (8,6)
θ∗j 0 0 0.8 0.1 1 0.5
Tab. 4.1: Valeur des paramètres d’échelle, de rotation et de translation pour les J = 6
images
Pour simplifier, on note la valeur de l’image f ∗j au pixel (p1, p2) par f ∗j (p1, p2) pour
p1 = −(N − 1)/2, . . . , (N − 1)/2 et p2 = −(N − 1)/2, . . . , (N − 1)/2. Les images
bruitées Y jp1,p2 sont générées à partir du modèle de régression suivant,
Y jp1,p2 = f
∗
j (p1, p2) + τz
j
p1,p2
,
où τ est un niveau de bruit inconnu, et zjp1,p2 , j = 1, . . . , J, p1, p2 = −(N−1)/2, . . . , (N−
1)/2, sont des variables gaussiennes indépendantes identiquement distribuées centrées
et de variance égale à 1. Une quantité importante dans les simulations est la racine
carrée du rapport signal-sur-bruit défini par
s2n = std(f)/τ,
où std(f) est l’écart type empirique de valeurs des pixels de l’image f . Nous présentons
les résultats pour l’estimation des paramètres d’échelles, de rotation et de translation
pour s2n = 5, 3, 1 (respectivement un niveau de bruit très faible, modéré et élevé). La
figure 4.3 représente les images de la figure 4.2 bruitées avec s2n = 1.
Pour calculer la transformée de Fourier Mellin d’une image discrète g définie sur
une grille cartésienne de taille N ×N , nous avons choisi de calculer d’abord sa trans-
formée de Fourier gˆ sur une grille polaire de (rq1 , θq2) avec,
rq1 =
q1
N
, θq2 = 2pi
q2 − 1
N
,
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(a) (b) (c)
(d) (e) (f)
Fig. 4.3: Images bruitées avec s2n = 1 : (a) j = 1, (b) j = 2, (c) j = 3, (d) j = 4, (e)
j = 5, (f) j = 6.
et
gˆ(rq1 , θq2) =
(N−1)/2∑
p1=−(N−1)/2
(N−1)/2∑
p2=−(N−1)/2
e−i(p1rq1 cos(θq2 )+p2rq1 sin(θq2 ))g(p1, p2)
pour q1 = 1, . . . , N et q2 = 1, . . . , N . Des implémentations plus rapides et plus précises
ont été développées récemment pour calculer la transformée de Fourier polaire discrète
(Averbuch et al. (2006)). Le but de nos simulations étant d’illustrer les bonnes pro-
priétés de notre méthode en terme d’évaluation plutôt que de fournir un algorithme
rapide, nous n’avons pas étudié cette dernière possibilité.
Pour tout (k, v) ∈ Z × R, une approximation numérique de l’AFMT de |gˆ|2 est
obtenue de façon suivante,
M|gˆ|2(k, v) =
N∑
q1=1
N∑
q2=1
|gˆ|2(rq1 , θq2)rσ−1−ivq1 e−ikθq2 .
Pour la simplifier, nous avons choisi σ = 1, ceci afin de garantir les conditions (4.25) et
(4.32) des théorèmes 4.1 et 4.2 pour tout s > 0. Il ne reste donc plus qu’à choisir les pa-
ramètres des différentes fenêtres k, v et δ pour calculer les critères deM1, défini par
l’équation (4.22). Pour les simulations présentées, nous avons choisit δ = 1. Ensuite,
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pour les choix de k = 5 et de v = 5, nous avons constaté que les résultats étaient sa-
tisfaisants pour différentes valeurs du rapport signal-sur-bruit. Naturellement, il aurait
été préférable d’avoir un critère de choix plus précis pour ces paramètres de fenêtre.
Néanmoins ces petites valeurs semblent être un choix raisonnable.
Une fois ces paramètres choisis, et les AFMT des modules au carré des transfor-
mées de Fourier des images discrètes bruitées Yj, j = 1, . . . , J calculées, le critère M1,
peut être numériquement calculé pour tout vecteur α1 ∈ A˜1. Pour trouver le mini-
mum de la fonction M1,(α1), nous employons la méthode de minimisation de Nelder
et Mead (1965) en utilisant la fonction fminsearch de Matlab. D’autres méthodes
d’optimisation plus sophistiquées par exemple basées sur une descente de gradient au-
raient pu être considérées, mais nous avons constaté que cette approche simple donne
de bons résultats.
Une fois les estimateurs aˆj et θˆj pour les paramètres d’échelle et de rotation (avec
les contraintes d’identifiabilité aˆ1 = 1 et θˆ1 = 0) évalués, les transformées de Fourier
alignées aˆ−2j Yˆ j(aˆ
−1
j A−θˆjωq1,q2) sont calculées (où ωq1,q2 = (rq1 cos(θq2), rq1 sin(θq2)) pour
q1, q2 = 1, . . . , N). Pour cela, on utilise des splines cubiques vérifiant des conditions
d’annulation au bord du domaine polaire de Fourier. Pour tout paramètre α2 ∈ A2
de translation, le critère M2,(α2) peut être numériquement évalué en approchant
l’intégrale sur l’ensemble de fréquences tels que |ω| ≤ ω de (4.39) par une formule
de quadrature (la somme de Riemann par exemple) sur les points ωq1,q2 pour q1 =
1, . . . , q epsilon et q2 = 1, . . . , N. Dans nos simulations, nous avons constaté que le choix
q = 3 donne de bons résultats qui correspond au choix ω epsilon = 3/N . La méthode
d’optimisation employée est la même méthode précédemment citée pour trouver le
minimum de M2,(α2).
Pour chaque valeur du rapport signal-sur-bruit s2n, nous avons simuléM = 50 jeux
de données de J images bruitées. Pour chaque échantillon, les paramètres d’échelle,
de rotation et de translation de chaque image ont été estimés. Le tableau 4.2 donne
l’écart-type empirique et la moyenne empirique de ces estimateurs calculés à partir des
estimateurs calculés pour les M = 50 jeux de données. Les paramètres de la première
image étant fixé par les contraintes d’identifiabilité, seulement les résultats pour les
images j = 2, . . . , 6 sont donnés
Les résultats présentés dans la table 4.2 montre que notre procédure estime plu-
tôt bien les différents paramètres associées aux différentes images. Les erreurs stan-
dards sont inversement proportionnelles à s2n, et restent assez petites. Concernant
les moyennes empiriques, elles sont assez proches des valeurs estimées. Cependant, il
semble que certains estimateurs soient légèrement biaisés (par exemple b1,∗j pour j = 3
et θˆj pour j = 5). Il serait intéressant d’étudier cette question : ce biais pourrait
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Tab. 4.2: Moyennes empiriques et écarts-type (entre parenthèses) des estimateurs
aˆj, bˆj = (bˆ
1
j , bˆ
2
j), θˆj sur M = 50 jeux de données pour différent rapport signal-sur-bruit
s2n. Les valeurs en gras représentent les valeurs à estimer des paramètres.
s2n j = 2 j = 3 j = 4 j = 5 j = 6
a∗j 1 0.8 0.7 0.6 1.1
aˆj 1 1.02 (0.00835) 0.819 (0.00945) 0.719 (0.0121) 0.618 (0.00811) 1.12 (0.0106)
3 1.01 (0.00373) 0.814 (0.00329) 0.714 (0.0032) 0.613 (0.00347) 1.12 (0.0037)
5 1.02 (0.00215) 0.815 (0.00164) 0.714 (0.0017) 0.612 (0.00185) 1.12 (0.0026)
b1,∗j 10 12 10 5 8
bˆ1j 1 9.64 (1.92) 12.2 (1.05) 9.85 (1.24) 5.16 (1.36) 7.79 (1.69)
3 9.69 (1.01) 12.3 (0.324) 9.98 (0.341) 5.34 (0.419) 8.29 (0.32)
5 9.89 (0.49) 12.3 (0.215) 10 (0.159) 5.25 (0.298) 8.27 (0.19)
b2j 0 4 10 5 6
bˆ2,∗j 1 0.107 (1.02) 5.58 (1.41) 10.6 (0.793) 6.36 (1.23) 7.46 (1.47)
3 0.00603 (0.508) 5.75 (0.493) 10.2 (0.43) 6.53 (0.466) 7.53 (0.516)
5 0.0217 (0.448) 5.68 (0.409) 10.2 (0.32) 6.52 (0.323) 7.58 (0.444)
θ∗j 0 0.8 0.1 1 0.5
θˆj 1 0.197 (0.641) 0.7 (0.407) 0.281 (0.656) 0.834 (0.487) 0.554 (0.64)
3 0.27 (0.935) 0.67 (0.324) 0.016 (0.273) 0.797 (0.398) 0.404 (0.284)
5 0.0642 (0.501) 0.659 (0.295) 0.0652 (0.225) 0.837 (0.356) 0.428 (0.254)
provenir soit de la méthode numérique d’optimisation ou soit de la réutilisation des
estimateurs des paramètres d’échelle et de rotation pour l’estimation des paramètres
de translation.
4.4.1 Un exemple réel
On revient à l’exemple réel présenté au début de ce chapitre. Nous utilisons la
même méthodologie décrite ci-dessus avec les mêmes paramètres pour les filtres k, v
et δ. Les trois images de la première ligne de la figure (4.1) sont alignées en choisissant
comme image de référence (c’est-à-dire l’image n˚ 1) la figure 4.1(a) : l’alignement est
effectué par rapport à l’échelle, l’orientation et l’emplacement de ce papillon. De la
même façon, on aligne les images de la deuxième ligne de la figure 4.1. L’image de
référence (image n˚ 1) est ici la figure 4.1(d). La figure 4.4 présente les images alignées
en utilisant l’interpolation linéaire. Comme on peut l’observer les résultats sont très
satisfaisants, puisque on distingue aucune différence entre les images après alignement.
4.5 Preuves
Dans les preuves, C désigne une constante arbitraire dont la valeur peut varier
d’une ligne à une autre.
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(a) (b) (c)
(d) (e) (f)
Fig. 4.4: Alignement des images de papillons.
Preuve du théorème 4.1
La preuve de ce théorème suit les lignes classiques de la convergence des M -
estimateurs. On montre que M1(α1) admet un unique minimum en α1 = α∗1, et que
M1, converge uniformément (en α1) en probabilité vers M1 i.e.
sup
α1∈A˜1
|M1,(α1)−M1(α1)| = oP(1).
Ces deux conditions assurent que αˆ1, converge en probabilité vers α∗1 quand  → 0
(voir le chapitre 1).
Unicité du minimum de M(α1) :
On rappelle que pour α1 ∈ A˜1,
M1(α1)=
∫
R
∑
k∈Z
∣∣∣M|fˆ |2(k, v)∣∣∣2 1J
J∑
j=1
∣∣∣∣∣eik(θ∗j−θj)
(
aj
a∗j
)−4+σ−iv
− 1
J
J∑
l=1
(
al
a∗l
)−4+σ−iv
eik(θ
∗
l −θl)
∣∣∣∣∣
2
dv.
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Ainsi M1 a un minimum en α∗1 car M(α∗1) = 0. Supposons qu’il existe α1 ∈ A˜1 tel que
M1(α1) = 0. Puisque fˆ est une fonction non nulle, l’ensemble des (k, v) ∈ Z × R tel
que M|fˆ |2(k, v) 6= 0 est non vide.
Soit (k, v) ∈ Z× R tel que M|fˆ |2(k, v) 6= 0. Alors nous avons :
1
J
J∑
j=1
∣∣∣∣∣
(
aj
a∗j
)−4+σ−iv
eik(θ
∗
j−θj) − 1
J
J∑
l=1
(
al
a∗l
)−4+σ−iv
eik(θ
∗
l −θl)
∣∣∣∣∣
2
= 0.
Ceci signifie qu’il existe λk,v ∈ C tel que,(
aj
a∗j
)−4+σ−iv
eik(θ
∗
j−θj) = λk,v, ∀j = 1 . . . J. (4.46)
Or par les contraintes d’identifiabilité posées sur le modèle (a1 = a∗1 et θ1 = θ∗1 = 0),
on déduit que λk,v = 1. Si σ 6= 4, en considérant la module, l’égalité (4.46) devient :(
aj
a∗j
)−4+σ
= 1, ∀j = 1 . . . J,
et donc pour tout j = 1 . . . J, aj est égal à a∗j . Si σ = 4, puisque la fonction v ∈ R→
M|fˆ |2(k, v) est continue et identiquement non nulle, il existe deux réels v0 et v1 tels
que v − v0 ∈ Q, v − v1 ∈ R \Q et M|fˆ |2(k, v0) 6= 0,M|fˆ |2(k, v1) 6= 0 (on utilise le fait
que les espaces Q et R \ Q sont des sous-ensembles denses de R). L’équation (4.46)
est donc vérifiée pour v0 et v1, et on a :
e−i(v−v0) log(aj/a
∗
j ) = 1 et e−i(v−v1) log(aj/a
∗
j ) = 1, j = 1 . . . J.
Les ensembles Q et R \Q étant par définition disjoints, on déduit que nécessairement
pour tout j = 1 . . . J, log(aj/a∗j) = 0, c’est-à dire que aj est égal à a∗j .
Par ailleurs, la fonction f étant invariante par rotation, il existe deux entiers relatifs
k et k′ premiers entre eux tels que les fonctions v →M|fˆ |2(2k, v) et v →M|fˆ |2(2k′, v)
ne soient pas identiquement nulles. L’équation (4.46) implique alors que pour tout
j = 1, . . . , J,
ei2k(θ
∗
j−θj) = 1 et ei2k
′(θ∗j−θj) = 1.
Par l’absurde, supposons qu’il existe j ≥ 2 tel que θ∗j − θj 6= 0, alors l’équation
précédente implique qu’il existe deux entiers p et p′ tels que,
k
p
=
pi
θ∗j − θj
=
k′
p′
.
Ainsi a moins que θ∗j − θj = pi, on obtient une contradiction avec le fait que k et k′
sont deux entiers premiers entre eux. Donc pour tout j = 1, . . . , J, θj est égal à θ∗j
(modulo piZ), ce qui finit la preuve sur l’unicité du minimum de M1(α). 
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Convergence uniforme de M1, :
On définit pour tout (k, v) ∈ Z× R les quantités suivantes,
cj(k, v) = a
−4+σ−iv
j e
−ikθjM|fˆj |2(k, v),
sj(k, v) = a
−4+σ−iv
j e
−ikθjM|wˆj |2(k, v),
c˜ =
1
J
J∑
j=1
cj et s˜
 =
1
J
J∑
j=1
sj.
Le processus de contraste M(α1) est alors la somme de trois termes :
M1,(α) = D1,(α1) + L1,(α1) + 
2Q1,(α1), (4.47)
où
D1,(α1) =
1
J
J∑
j=1
∫
|v|≤v
∑
|k|≤k
|cj(k, v)|2dv −
∫
|v|≤v
∑
|k|≤k
|c˜(k, v)|2dv
L1,(α1) =
2
J
J∑
j=1
∫
|v|≤v
∑
|k|≤k
<
{(
cj(k, v)− c˜(k, v)
) (
sj(k, v)− s˜(k, v)
)}
dv
Q1,(α1) =
2
J
J∑
j=1
∫
|v|≤v
∑
|k|≤k
|sj(k, v)|2dv − 2
∫
|v|≤v
∑
|k|≤k
|s˜(k, v)|2dv,
et <(x) désigne la partie réelle du nombre complexe x. Par l’inégalité de Cauchy-
Schwarz, on a :
|L1,(α1)| ≤ 2{ sup
α1∈A˜1
|D1,(α1)−M(α1)|+ sup
α1∈A˜1
M(a, θ)}1/2{ sup
α1∈A˜1
2Q1,(α1)}1/2.
Puisque la fonction M1 est continue sur l’ensemble compact A˜1, il suffit de montrer
la convergence uniforme de D1, vers M1 et l’uniforme convergence en probabilité de
2Q1, vers zéro.
On étudie d’abord l’uniforme convergence sur A˜1 en probabilité de D(α1) vers
M(α1). Puisque A˜1 est un ensemble compact, d’après l’inégalité de Cauchy-Schwarz,
il suffit de prouver que pour un j ∈ {1, . . . , J} fixé le terme suivant converge vers
zéro :
(I) =
∫
|v|≤v
∑
|k|≤k
|M|fˆj |2(k, v)|
2dv −
∫
|v|≤v
∑
|k|≤k
|M|fˆj |2(k, v)|2dv
Comme tous nombres complexes a et b vérifient l’inégalité |a|2−|b|2 ≤ |a−b|2+2|(a−
b)b|, on obtient que,
|(I)| ≤ (I − 1) + (I − 2) + (I − 3)
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avec,
(I − 1) =

∫
|v|>v
∑
|k|≤k
+
∫
|v|>v
∑
|k|>k
+
∫
|v|≤v
∑
|k|>k
 |M|fˆj |2(k, v)|2dv
(I − 2) =
∫
|v|≤v
∑
|k|≤k
∣∣∣M|fˆj |2(k, v)−M|fˆj |2(k, v)∣∣∣2 dv
(I − 3) = 2
∫
|v|≤v
∑
|k|≤k
|M|fˆj |2(k, v)|
∣∣∣M|fˆj |2(k, v)−M|fˆj |2(k, v)∣∣∣ dv.
Par l’hypothèse (4.23), le terme (I−1) converge vers zéro. D’autre part, les hypothèses
(4.24) et (4.25) ont pour conséquence que,∣∣∣M|fˆj |2(k, v)−M|fˆj |2(k, v)∣∣∣ ≤ ∫|ω|>δ |fˆ(ω)|2|ω|2s dωδ2s+2−σ . (4.48)
Ainsi, d’après l’inégalité de Cauchy-Schwarz et puisque δ tend vers +∞, on a,
(I − 2) + (I − 3) = o(kvδ−4s−4+2σ + k1/2 v1/2 δ−2s−2+σ ).
L’hypothèse (4.27) permet de conclure que D1, converge uniformément vers M1.
Maintenant, on montre l’uniforme convergence en probabilité de 2Q1, vers zéro.
Soit j ∈ {1 . . . J} un entier fixé. Par l’inégalité de Cauchy-Schwarz et la compacité de
l’ensemble A˜1, il suffit de montrer que la variable (II) converge en probabilité vers
zéro :
(II) = 2
∫
|v|≤v
∑
|k|≤k
|Mwj(k, v)|2dv.
Comme tous nombres complexes a et b vérifient l’inégalité |a+ b|2 ≤ 2|a|2 + 2|b|2, on
obtient que :
(II) ≤ 8(II − 1) + 2(II − 2),
avec,
(II − 1) =2
∫
|v|≤v
∑
|k|≤k
|M<fˆj∗Wˆj(k, v)|
2dv,
(II − 2) =4
∫
|v|≤v
∑
|k|≤k
|M|Wˆj |2(k, v)|
2dv.
On souhaite majorer l’espérance du terme (II−1), on fait alors une majoration terme
à terme :
E|M<fˆj∗Wˆj(k, v)|
2=
∫
D
∣∣∣∣∫ 2pi
0
∫ δ
0
(
cos(w · x)<fˆj(ω)−sin(w · x)=fˆj(ω)
)
e−ikrσ−iv
drdθ
2pir
∣∣∣∣2dx
≤ d2
∣∣∣∣∫ 2pi
0
∫ δ
0
|fˆj(ω)|rσ−1drdθ
2pi
∣∣∣∣2 .
4.5. PREUVES 145
Puisque σ − 2 < 2s, et par l’inégalité de Cauchy-Schwarz, on peut majorer par,
E|M<fˆj∗Wˆj(k, v)|
2 ≤ d2
∫
|w|≤δ
|fˆj(ω)|2|ω|σ−2dω
2pi
∫
|w|≤δ
|ω|σ−2dω
2pi
. (4.49)
Par conséquent, on a : E|M
<fˆj∗Wˆj
(k, v)|2 = O(δσ ). De la même manière, on obtient :
E|M|Wˆj |2(k, v)|
2 = O(δ2σ ). (4.50)
Ainsi, l’hypothèse (4.28) implique la convergence en probabilité de (II), car :
E(II) = O(2kvδσ (1 + 2δσ )).
Donc 2Q1, converge uniformément en probabilité vers zéro. 
Preuve du théorème 4.2
La preuve de ce théorème est identique dans les grandes lignes à celle du théorème
2.2. Puisque α1, est défini comme le minimum du processus de contraste M1,(·), on
a :
∇M1,(αˆ1,) = 0,
où ∇ est l’opérateur gradient. Par un développement de Taylor, il existe α¯1, au voi-
sinage de α∗1 de telle sorte que
∇2M1,(α¯1,) −1(αˆ1, − α∗1) = −−1∇M1,(α∗1),
où ∇2 est l’opérateur hessien. La proposition 4.1 montre que la variable −1∇M1,(α∗1)
converge en loi vers un vecteur gaussien, et la proposition 4.2 montre que la matrice
hessienne ∇2M1,(α¯1,) converge en probabilité vers une matrice inversible H. Ensuite
par le lemme de Slutsky, le théorème suit. 
Les propositions 4.1 et 4.2 nécessitent le calcul des dérivées premières et secondes
de M. Ces calculs sont présentés succinctement dans le lemme suivant :
Lemme 4.1. Soient 2 ≤ j, l ≤ J, j 6= l des entiers. Pour α ∈ A1, les dérivées
partielles du premier ordre premières de M sont,
d
daj
M(α)=
2<
J
∫
|v|≤v
∑
|k|≤k
−4 + σ − iv
aj
{
|dj(k, v)|2 − dj(k, v)d˜(k, v)
}
dv,
d
dθj
M(α)=
2<
J
∫
|v|≤v
∑
|k|≤k
{
ikdj(k, v)d˜
(k, v)
}
dv,
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et celles du deuxième ordre sont,
d2
da2j
M(α)=
2<
J
∫ v
−v
∑
|k|≤k
(−4+σ−iv)(−5+σ−iv)
a2j
{
2|dj(k, v)|2−dj(k, v)d˜(k, v)
}
dv
− 2<
J
∫ v
−v
∑
|k|≤k
| − 4+σ−iv|2
a2j
2|dj(k, v)|2dv,
d2
dajdal
M(α) =
−2<
J2
∫ v
−v
∑
|k|≤k
| − 4 + σ − iv|2
ajal
dj(k, v)d˜

l (k, v)dv,
d2
dθ2j
M(α)=
2<
J
∫ v
−v
∑
|k|≤k
k2
{
dj(k, v)d˜
(k, v)− |dj(k, v)|2/J
}
dv,
d2
dθjdθl
M(α)=
−2<
J2
∫ v
−v
∑
|k|≤k
k2dj(k, v)d˜

l (k, v)dv,
d2
dθjaj
M(α)=
2<
J
∫ v
−v
∑
|k|≤k
k
aj
{
i
−4+σ+iv
J
|dj(k, v)|2+i(4−σ+iv)dj(k, v)d˜(k, v)
}
dv,
d2
dθjal
M(α)=
2<
J2
∫ v
−v
∑
|k|≤k
ik
−4+σ+iv
al
dj(k, v)d˜
(k, v)dv.
Proposition 4.1. Sous les hypothèses du théorème 4.2, la variable −1∇M1,(α∗1)
converge en loi vers un vecteur gaussien centré.
Preuve de la proposition 4.1. On reprend la décomposition (4.47) du processus de
contraste. On souhaite d’abord montrer que
−1∇M1,(α∗1) = ∇L1,(α∗1) + oP(1).
Ensuite, on prouve que le vecteur ∇L(α∗1) converge en loi vers un vecteur gaussien
centré.
On montre d’abord que −1∇D(α∗1) converge vers zéro. D’après le lemme 4.1, et
après quelques calculs, nous avons pour k = 2 . . . J :
d
daj
D1,(α
∗
1)=
2<
J
∫
|v|≤v
∑
|k|≤k
−4 + σ − iv
a∗j
{
|cj(k, v)|2 − cj(k, v)c˜(k, v)
}
dv,
d
dθj
D1,(α
∗
1)=
2<
J
∫
|v|≤v
∑
|k|≤k
{
ikcj(k, v)c˜
(k, v)
}
dv.
Or, par définition, les égalités suivantes sont vraies :
0=<
∫
|v|≤v
∑
|k|≤k
−iv
a∗j
{
|M|fˆ |2(k, v)|2 −M|fˆ |2(k, v)M|fˆ |2(k, v)
}
dv,
0=<
∫
|v|≤v
∑
|k|≤k
{
ikM|fˆ |2(k, v)M|fˆ |2(k, v)
}
dv.
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On obtient alors que :
d
daj
D1,(α
∗
1)= O

∫
|v|≤v
∑
|k|≤k
|v|
∣∣∣M|fˆ |2(k, v)−M|fˆ |2(k, v)∣∣∣2 dv

+O

∫
|v|≤v
∑
|k|≤k
|v||M|fˆ |2(k, v)|
∣∣∣M|fˆ |2(k, v)−M|fˆ |2(k, v)∣∣∣2 dv
 ,
d
dθj
D1,(α
∗
1)= O

∫
|v|≤v
∑
|k|≤k
|k|
∣∣∣M|fˆ |2(k, v)−M|fˆ |2(k, v)∣∣∣2 dv

+O

∫
|v|≤v
∑
|k|≤k
|k||M|fˆ |2(k, v)|
∣∣∣M|fˆ |2(k, v)−M|fˆ |2(k, v)∣∣∣2 dv
 .
D’après les hypothèses (4.31) et (4.32), l’inégalité (4.48) est donc vérifiée, et nous
obtenons que :
d
daj
D(α
∗
1)=o
(
v2kδ
−4s−4+2σ
 + δ
−2s−2+1σ

)
,
d
dθj
D(α
∗
1)=o
(
vk
2
 δ
−4s−4+2σ
 + δ
−2s−2+1σ

)
.
Par l’hypothèse (4.35), −1∇D1,(α∗1) converge vers zéro.
Étudions maintenant la convergence en probabilité de ∇Q(α∗1) vers zéro. D’après
le lemme 4.1, nous avons pour k = 2 . . . J,

d
daj
Q1,(α
∗
1)=
2<
J2
∑
l=1...J
l6=j
∫
|v|≤v
∑
|k|≤k
−4+σ−iv
a∗j
sj(k, v)s˜

l (k, v)dv (4.51)
+
2<
J
(1− 1
J
)
∫
|v|≤v
∑
|k|≤k
−4+σ−iv
a∗j
|sj(k, v)|2dv, (4.52)

d
dθj
Q1,(α
∗
1)= 
2<
J2
∑
l=1...J
l6=j
∫
|v|≤v
∑
|k|≤k
{
iksj(k, v)s˜

l (k, v)
}
dv. (4.53)
En utilisant les calculs (4.49) et (4.50) de la preuve du théorème 4.1, nous avons que :
(4.52) = OP
(
kvδ
σ
 (1 + 
2δσ )
)
.
Et donc (4.52) converge en probabilité vers zéro par l’hypothèse (4.36). D’autre part,
en utilisant (4.49) et (4.50), on a :
E|(4.51)|= O (kv2 δσ (1 + 2δσ )) ,
E|(4.53)|= O (k2 vδσ (1 + 2δσ )) .
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Par conséquent ∇Q converge en probabilité vers zéro d’après l’hypothèse (4.36). De
ce fait on a bien que :
−1∇M1,(α∗1) = ∇L1,(α∗1) + oP(1).
D’après le lemme 4.1, on a pour k = 2 . . . J :
d
daj
L1,(α
∗
1)=
2<
J
∫
|v|≤v
∑
|k|≤k
−4+σ−iv
a∗j
{
cj(k, v)(s

j−s˜)(k, v)−(cj−c˜)(k, v)sj(k, v)
}
dv,
d
dθj
L1,(α
∗
1)=
2<
J
∫
|v|≤v
∑
|k|≤k
ik
{
cj(k, v)s˜
(k, v)− c˜j(k, v)sj(k, v)
}
dv.
D’après (4.48), on peut écrire que :
cj(k, v) =M|fˆ |2(k, v) + o(δ−2s−2+σ ) ∀j = . . . J.
De plus, par (4.49) et (4.50), la propriété suivante est vérifiée :
E|sj(k, v)| = O(δσ/2 + δσ ) ∀j = . . . J.
Ces dernières égalités permettent de récrire les dérivées partielles de L1, comme :
d
daj
L1,(α
∗
1)=
2<
J
∫
|v|≤v
∑
|k|≤k
−4+σ−iv
a∗j
{
M|fˆ |2(k, v)(sj−s˜)(k, v)
}
dv
+ oP(kv
2
 δ
−2s−2+3σ/2
 (1 + δ
σ/2
 )),
d
dθj
L1,(α
∗
1)=
2<
J
∫
|v|≤v
∑
|k|≤k
ik
{
M|fˆ |2(k, v)s˜(k, v)−M|fˆ |2(k, v) sj(k, v)
}
dv,
+ oP(k
2
 vδ
−2s−2+3σ/2
 (1 + δ
σ/2
 )).
Puisque E|M|Wˆj(ω)|2(k, v)| = O(δ
σ
 ), on a alors que
sj(k, v) = a
−4+σ−iv
j e
−ikθjM
2<{fˆjWˆj}
(k, v) +OP(δσ ).
Par conséquent, les hypothèses (4.30) et (4.36)-(4.37) impliquent que :
d
daj
L1,(α
∗
1)=
2<
J
(Va,j − 1
J
J∑
l=1
Va,l) + oP(1),
d
dθj
L1,(α
∗
1)=
2<
J
(
1
J
J∑
l=1
Vθ,l − Vθ,j) + oP(1),
4.5. PREUVES 149
où
Va,l=<
∫
|v|≤v
∑
|k|≤k
−4+σ−iv
a∗j
{
M|fˆ |2(k, v)a∗l −4+σ+iveikθ
∗
lM
2<{fˆlWˆl}(k, v)
}
dv
Vθ,l=<
∫
|v|≤v
∑
|k|≤k
ikM|fˆ |2(k, v)a∗l −4+σ+iveikθ
∗
lM
2<{fˆlWˆl}(k, v)dv.
Il suffit alors d’étudier le comportement asymptotique des deux variables centrées Va,l
et Vθ,l (pour un l ∈ {1 . . . J} fixé).
Posons g(r, θ) la fonction suivante rσ|fˆ(r, θ)|2, et h(r, θ) la fonction rσfˆ(r, θ).
D’après l’hypothèse (4.32), ces fonctions appartiennent à L2(G). Soient ∂rg et ∂θg
les dérivées partielles de g respectivement par rapport aux variables r et θ. Après
quelques calculs utilisant la transformée de Fourier Mellin inverse (4.9), nous avons
que :
Va,l=
∫
D
dWl(x)
2
a∗j
〈
(−4 + σ)g − ∂rg,<
(
he
iω· 1
a∗
l
Aθ∗
l
x
)〉
L2(G)
+ oP(1),
Vθ,l=
∫
D
dWl(x)2
〈
∂θg,<
(
he
iω· 1
a∗
l
Aθ∗
l
x
)〉
L2(G)
+ oP(1).
Par conséquent les variances des dérivées partielles deM1, convergent respectivement
vers,
var
(
d
daj
L1,(α
∗)
)
=
16
a∗j
2J4
∑
l 6=j
∫
D
〈
(−4 + σ)g − ∂rg,<
(
he
iω· 1
a∗
l
Aθ∗
l
x
)〉2
L2(G)
dx
+
16(J − 1)2
a∗j
2J4
∫
D
〈
(−4 + σ)g − ∂rg,<
(
he
iω· 1
a∗
j
Aθ∗
j
x
)〉2
L2(G)
dx,
var
(
d
dθj
L1,(α
∗)
)
=
16
J4
∑
l 6=j
∫
D
〈
∂θg,<
(
he
iω· 1
a∗
l
Aθ∗
l
x
)〉2
L2(G)
dx
+
16(J − 1)2
J4
∫
D
〈
∂θg,<
(
he
iω· 1
a∗
j
Aθ∗
j
x
)〉2
L2(G)
dx.
Proposition 4.2. Posons Aloc1, le sous-ensemble de A1 suivant :
Aloc1, =
{
α1 ∈ A˜1, ‖α1 − α∗1‖ ≤ ‖αˆ1, − α∗1‖
}
.
Sous les hypothèses du théorème 4.2, il existe une matrice inversible H telle que
sup
(α¯1,)∈A1,
‖∇2M1,(α¯1,)−H‖ = oP(1)
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Preuve de la proposition 4.2. La matrice limite est la valeur de la matrice hessienne
de M1 au point α∗1.
De la même façon que dans la preuve du théorème 4.1, on prouve que ∇2M1,
converge uniformément vers ∇2M1 sur un voisinage compact de α∗1. Grâce à la pro-
priété de continuité uniforme de ∇2M1 sur l’espace compact A˜1, on prouve avec les
mêmes arguments développés dans la preuve de la proposition 2.6 que
sup
α¯1,∈A1,
‖∇2M1,(α¯1,)−H‖ = oP(1).
Montrons maintenant que la matrice H est inversible. Après calculs, la matrice H
est diagonale par bloc :
H =
2
J
(
Ha 0
0 Hθ
)
,
où Ha et Hθ sont définies de la façon suivante :
Ha = ((σ − 5)D−2a −
σ − 4
J
a−1aT−1)(σ − 4)‖g‖2 + (D2a −
1
J
a−1aT−1)‖∂rg‖2,
Hθ = (IJ−1 − 1
J
IJ−1ITJ−1)‖∂θg‖2.
Da = diag(a
∗
2 . . . a
∗
J), IJ−1 = diag(1 . . . 1) sont des matrices diagonales de taille J − 1.
a−1 = D−1a IJ−1 et IJ−1 = (1, . . . , 1)T sont des vecteurs de RJ−1.
Si ∂θg n’est pas identiquement nulle, la matrice Hθ est inversible,
H−1θ = (IJ−1 + IJ−1)‖∂θg‖−2L2(G).
Par ailleurs, on récrit la matrice Ha comme,
Ha = D
−2
a γ0 − a−1aT−1γ1,
où γ0 = (σ − 5)(σ − 4)‖g‖2L2(G) + ‖∂rg‖2L2(G) et γ1 = ( (σ−4)
2
J
‖g‖2L2(G) + 1J ‖∂rg‖2L2(G)).
Cette matrice est inversible si, et seulement si,
γ0 6= 0 et γ1(J − 1)− γ0 6= 0.
Ceci se traduit par l’hypothèse (4.33), et donc la matrice inverse de Ha est égale à,
H−1a = γ
−1
0 D
2
a −
γ1γ
−1
0
γ0 − γ1(J − 1)aa
T ,
où a = DaIJ−1.
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Preuve du théorème 4.3
La preuve de ce théorème suit les lignes classiques de la convergence des M -
estimateurs. On montre que M2(α2) admet un unique minimum en α2 = α∗2, et que
M2, converge uniformément (en α2) en probabilité vers M2 i.e.
sup
α2∈A2
|M2,(α2)−M2(α2)| = oP(1).
Ces deux conditions assurent que αˆ2, converge en probabilité vers α∗2 quand  → 0
(voir le chapitre 1).
Unicité du minimum de M2 :
On rappelle que
M2(α2) =
∫
R2
|fˆ |2(ω)
1− ∣∣∣∣∣ 1J
J∑
j′=1
e
iω·(β˜∗
j′−β˜∗j′ )
∣∣∣∣∣
2
 dω.
AinsiM2 a un minimum en α∗2 carM2(α∗2) = 0. Supposons qu’il existe α2 ∈ A2 tel que
M2(α2) = 0. Puisque fˆ est une fonction continue et non nulle, il existe un ensemble
ouvert U de R2 tel que U ⊂ supp(fˆ). On a alors,
1 =
∣∣∣∣∣ 1J
J∑
j=1
J∑
j=1
e
iω·(β˜∗
j′−β˜∗j′ )
∣∣∣∣∣
2
, ∀ω ∈ U.
Cette égalité est le cas d’égalité de l’inégalité de Cauchy-Schwarz. Elle est vérifiée si,
et seulement si pour tout ω ∈ U il existe λω ∈ R tel que
∀j = 1 . . . J, eiω·(β˜∗j−β˜∗j ) = λω.
Or d’après la contrainte d’identifiabilité (β˜∗1−β˜∗1 = 0), λω est égal à 1 pour tout ω ∈ U.
Par conséquent, nous avons que,
∀ω ∈ U, ∀j = 1 . . . J, ω · (β˜∗j − β˜∗j ) ≡ 0 (2pi). (4.54)
Supposons, par l’absurde, qu’il existe j tel que β˜∗j − β˜∗j 6= 0. Puisque l’ensemble
des nombres rationnels et l’ensemble des nombres irrationnels sont deux sous-espaces
denses de R, il existe ω ∈ Q2∩U et λ ∈ R\Q tel que ω 6= 0 et λω ∈ U . Par l’équation
(4.54), il existe (k, k′) ∈ Z2 tel que
ω · (β˜∗j − β˜∗j ) = 2pik et λω · (β˜∗j − β˜∗j ) = 2pik′.
Ce qui est impossible. On en déduit que α2 = α∗2. 
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Convergence uniforme de M2, :
On récrit le processus de contraste M2, sous la forme suivante pour α2 ∈ A2,
M2,(α2) =
1
J
J∑
j=1
∫
|ω|≤ω
|Zˆj(ω)|2dω −
∫
|ω|≤ω
∣∣∣∣∣ 1J
J∑
j=1
Zˆj(ω)
∣∣∣∣∣
2
dω.
Puisque le premier terme est une constante ne dépendant pas de la variable α2, il
suffit d’étudier la convergence uniforme du second terme. Ce dernier peut se récrire
comme la somme de trois termes,∫
|ω|≤ω
∣∣∣∣∣ 1J
J∑
j=1
Zˆj(ω)
∣∣∣∣∣
2
dω = D2,(α2) + L2,(α2) + 
2Q2,(α2), (4.55)
où
D2,(α2) =
∫
|ω|≤ω
∣∣∣∣∣ 1J
J∑
j=1
(
a∗j
aˆj,
)2
fˆ
(
a∗j
aˆj,
Aθ∗j−θˆj,ω
)
eiω·(β˜j−β˜
∗
j )
∣∣∣∣∣
2
dω,
L2,(α2) = 2<
∫
|ω|≤ω
[
1
J
J∑
j=1
(
a∗j
aˆj,
)2
fˆ
(
a∗j
aˆj,
Aθ∗j−θˆj,ω
)
eiω·(β˜j−β˜
∗
j )
]
×
[
1
J
J∑
j=1
e−iω·β˜j
aˆ2j,
Wˆ
(
1
aˆj,
Aˆ−θˆj,ω
)]
dω,
Q2,(α2) =
∫
|ω|≤ω
∣∣∣∣∣ 1J
J∑
j=1
eiω·β˜j
aˆ2j,
Wˆ
(
1
aˆj,
Aˆ−θˆj,ω
)∣∣∣∣∣
2
dω.
Comme pour la preuve du théorème 4.1, la convergence uniforme se déduit de l’uni-
forme convergence en probabilité de D2,, et de l’uniforme convergence en probabilité
de 2Q2, vers zéro.
D’abord, étudions la convergence de D2, vers la fonction :∫
R2
|fˆ(ω)|2
∣∣∣∣∣ 1J
J∑
j=1
eiω·(βj−β
∗
j )
∣∣∣∣∣
2
dω.
La différence D2, avec sa limite peut se récrire comme la somme de deux termes,D2,(α2)− ∫
|ω|≤ω
|fˆ(ω)|2
∣∣∣∣∣∣ 1J
J∑
j=1
eiω·(βj−β
∗
j )
∣∣∣∣∣∣
2
dω
− ∫
|ω|>ω
|fˆ(ω)|2
∣∣∣∣∣∣ 1J
J∑
j=1
eiω·(βj−β
∗
j )
∣∣∣∣∣∣
2
dω.
D’après l’hypothèse (4.31), le second terme, qui est déterministe, converge vers zéro.
En utilisant l’inégalité de Cauchy-Schwarz et l’inégalité |a|2−|b|2| ≤ |a−b|+2|b||a−b|
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vérifiée pour tout (a, b) ∈ C2, le premier terme converge uniformément en probabilité
vers zéro si, et seulement si pour tout j = 1, . . . J les termes suivants convergent en
probabilité vers zéro,
(III)j =
∫
|ω|≤ω
∣∣∣∣∣
(
a∗j
aˆj,
)2
fˆ
(
a∗j
aˆj,
Aθ∗j−θˆj,ω
)
eiω·(β˜j−β˜
∗
j ) − fˆ(ω)eiω·(βj−β∗j )
∣∣∣∣∣
2
dω.
Puisque aˆj, et θˆj, sont des estimateurs −1-consistants de a∗j et θ∗j , la méthode Delta
implique que, (
a∗j
aˆj,
)2
− 1 = OP() et
a∗j
aˆj,
Aθ∗j−θˆj, − I2 = OP().
Par ailleurs si la fonction fˆ est une fonction Lipschitz, nous avons alors :
(III)j = OP
(∫
|ω|≤ω
2|ω|2 + |fˆ |2(ω) + 2|ω|2|fˆ |2(ω)dω
)
.
Par conséquent (III)j converge uniformément vers zéro par l’hypothèse (4.41). Et
donc D2, converge uniformément en probabilité.
Étudions maintenant la convergence de 2Q2,. Par l’inégalité de Cauchy-Schwarz,
2Q2, est uniformément borné par les variables suivantes,
(IV )j = 
2
∫
|ω|≤ω
1
aˆ4j,
∣∣∣∣Wˆj ( 1aˆj,A−θˆj,ω
)∣∣∣∣ dω j = 1, . . . , J.
Puisque aˆj, sont des estimateurs consistants et par un changement de variable, nous
avons pour un j = 1, . . . , J fixé que
(IV )j = O(2)
∫
|ω|≤ω/amin
∣∣∣Wˆj (ω)∣∣∣ dω.
Par conséquent, 2Q2, converge uniformément vers zéro. 
Preuve du théorème 4.4
Par les mêmes arguments que pour la preuve du théorème 4.2, il suffit de mon-
trer que la variable −1∇M2,(α∗2) converge en loi vers une variable gaussienne centrée
(proposition 4.3), et que la matrice hessienne ∇2M2,(α¯2,) converge en probabilité
vers une matrice inversible Hb (proposition 4.4). 
Les propositions 4.3 et 4.4 nécessitent le calcul des dérivées premières et secondes
de M2,. Ces calculs sont présentés succinctement dans le lemme suivant :
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Lemme 4.2. Soient 2 ≤ j, l ≤ J, j 6= l des entiers. Soit b = (b1, . . . , bJ) appartenant
à Ab, on note par (b1j , b2j) les coordonnées cartésiennes de bj dans R2. Pour tout j =
2 . . . J, les dérivées partielles d’ordre 1 de M2, sont, ddb1j
d
db2j
M2,(α2)=− 2<
J
∫
|ω|≤ω
i
aˆj,
A−θˆj,ωZˆj(ω)
(
1
J
J∑
l=1
Zˆl(ω)
)
dω,
et celles d’ordre 2 sont, ddb1jdb1j ddb1jdb2j
d
db1jdb
2
j
d
db2jdb
2
j
M2,(α2)=2<
J
∫
|ω|≤ω
(
1
aˆj,
A−θˆj,ω
)(
1
aˆj,
A−θˆj,ω
)T
Zˆj(ω)
(
1
J
J∑
l=1
Zˆl(ω)
)
− 2<
J
∫
|ω|≤ω
(
1
aˆj,
A−θˆj,ω
)(
1
aˆj,
A−θˆj,ω
)T ∣∣∣Zˆj(ω)∣∣∣2 dω, ddb1jdb1l ddb1jdb2l
d
db1jdb
2
l
d
db2jdb
2
l
M2,(α2) =− 2
J
∫
|ω|≤ω
(
1
aˆj,
A−θˆj,ω
)(
1
aˆl,
A−θˆl,ω
)T
Zˆj(ω)Zˆl(ω)
− 2
J
∫
|ω|≤ω
(
1
aˆl,
A−θˆl,ω
)(
1
aˆj,
A−θˆj,ω
)T
Zˆl(ω)Zˆj(ω)dω.
Proposition 4.3. Sous les hypothèses du théorème 4.4, la variable −1∇M2,(α∗2) est
uniformément tendue.
Preuve de la proposition 4.3. On reprend la décomposition du critère introduite dans
la preuve du théorème 4.3. On étudie séparément la convergence des termes −1∇D2,,
∇L2,, et ∇Q2,. Afin de simplifier les calculs par la suite, on utilise les notations
suivantes :
d
dbj
N(b) =
 ddb1j
d
db2j
M2,(α2), ∀b ∈ Ab, ∀j = 1, . . . J.
D’après le lemme 4.2, nous avons pour k = 2 . . . J :
d
dbj
D2,(α
∗
2)=
2<
J2
J∑
l=1
∫
|ω|≤ω
i
aˆj,
A−θˆj,ω
[
|fˆ(ω)|2
−
(
a∗ja
∗
l
aˆj,aˆl,
)2
fˆ
(
a∗j
aˆj,
Aθ∗j−θˆj,ω
)
fˆ
(
a∗l
aˆl,
Aθ∗l −θˆl,ω
)]
dω.
Par la méthode Delta et par le fait que la fonction f soit 1-Lipschitz, on a :
−1
d
dbj
D2,(α
∗
2)=OP
(∫
|ω|≤ω
|ω|2|fˆ(ω)|2 + |ω||fˆ(ω)|dω
)
.
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Ainsi par les hypothèses (4.43) et(4.45), on déduit que −1∇D2,(α∗2) est un vecteur
uniformément tendu.
Concernant l’étude du gradient de L2,, les dérivées partielles sont égales pour
k = 2 . . . J à :
d
dbj
L2,(b
∗)=
2
J2
J∑
l=1
(Vj,l − V˜j,l),
où
Vj,l = <
∫
|ω|≤ω
i
aˆj,
A−θˆj,ω
[(
a∗j
aˆj,aˆl,
)2
fˆ
(
a∗j
aˆj,
Aθ∗j−θˆj,ω
)
Wˆl
(
1
aˆl,
A−θˆl,ω
)
e−iω·β˜
∗
l
]
dω.
V˜j,l = <
∫
|ω|≤ω
i
aˆj,
A−θˆj,ω
[(
a∗l
aˆj,aˆl,
)2
fˆ
(
a∗l
aˆl,
Aθ∗l −θˆl,ω
)
Wˆj
(
1
aˆj,
A−θˆj,ω
)
e−iω·β˜
∗
j
]
dω.
Ainsi, il suffit de montrer que les variables Vj,l converge en loi vers des variables
gaussiennes et sont asymptotiquement centrées pour un j et un l fixés. Par la méthode
Delta et en utilisant le fait que fˆ est au moins 1-Lipschitz, on déduit que :
Vj,l=
∫
D
<
∫
|ω|≤ω
i
a∗j
A−θ∗jω
[
1
a∗l
2 fˆ(ω) e
iω·
(
1
aˆ∗
l
A−θ∗
l
x−β∗l
)]
dωdWl(x)
+OP
(∫
|ω|≤ω
|ω|2|fˆ(ω)|+ |ω|2dω
)
.
Le second terme converge en probabilité vers zéro à cause des hypothèses (4.43) et
(4.45). Alors que le premier terme converge vers une vecteur gaussien centré. Par
conséquent, ∇L2,(α∗2) converge en loi vers un vecteur gaussien asymptotiquement
centré.
Le dernier terme à étudier est ∇Q2,(α∗2). On montre que cette variable converge
en probabilité vers zéro. En effet, cette variable est la combinaison linéaire des variables
suivantes
<
∫
|ω|≤ω
i
aˆj,
A−θˆj,Wˆj
(
1
aˆj,
A−θˆj,ω
)
eiω·β˜
∗
j Wˆl
(
1
aˆl,
A−θˆl,ω
)
e−iω·β˜
∗
l dω,
avec j = 1 . . . J, l = 1 . . . J, j 6= l. Or pour un j et un l fixés, cette variable a le même
comportement asymptotique que OP(ω4 ). Donc par l’hypothèse (4.45), cette variable
converge en probabilité vers zéro.
Proposition 4.4. Soit Aloc2, l’espace suivant :
Aloc2, = {α2 ∈ A2, ‖α2 − α∗2‖ ≤ ‖αˆ2, − α∗2‖} .
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Sous les hypothèses du théorème 4.4, il existe une matrice inversible Hb telle que
sup
(α¯2,)∈Aloc2,
‖∇2M2,(α¯2,)−Hb‖ = oP(1)
Preuve de la proposition 4.4. en utilisant les mêmes arguments que ceux de la pro-
position 4.2, les hypothèses du théorème 4.4 assurent l’uniforme convergence de la
matrice hessienne de M2, vers la matrice hessienne de M2. La matrice Hb est alors la
valeur de la matrice hessienne de M2 en α∗2. Plus exactement cette matrice est égale à
Hb=
2
J

1
a∗2
2A−θ∗2GAθ∗2 0 0
0
. . . 0
0 0 1
a∗J
2A−θ∗JGAθ∗J
− 2J2

1
a∗2
A−θ∗2
...
1
a∗J
2A−θ∗J


1
a∗2
A−θ∗2G
...
1
a∗J
2A−θ∗JG

T
,
où G est la matrice de Gramm des dérivées partielles de f :
G =
( ∫
R2 |∂1f(x)|2 dx2pi
∫
R2 ∂1f(x)∂2f(x)
dx
2pi∫
R2 ∂1f(x)∂2f(x)
dx
2pi
∫
R2 |∂2f(x)|2 dx2pi .
)
.
Montrons que Hb est inversible. Comme les fonctions ∂1f et ∂2f sont linéairement in-
dépendantes dans l’espace vectoriel L2(D), la matrice G est inversible. Par conséquent,
la matrice Hb est inversible, et sa matrice inverse est égale à
H−1b =
J
2
a
∗
2
2A−θ∗2G
−1Aθ∗2 0 0
0
. . . 0
0 0 a∗J
2A−θ∗JG
−1Aθ∗J
+J
2
 a
∗
2A−θ∗2
...
a∗J
2A−θ∗J

 a
∗
2A−θ∗2G
−1
...
a∗J
2A−θ∗JG
−1

T
.
Chapitre 5
Alignement de séries temporelles
Sommaire
5.1 Présentation du modèle . . . . . . . . . . . . . . . . . . . . . . . . 160
5.2 Estimation des décalages . . . . . . . . . . . . . . . . . . . . . . . 161
5.3 Propositions et lemmes techniques . . . . . . . . . . . . . . . . . . 171
Résumé : On observe un nombre fixé de signaux discrets qui diffèrent entre eux
par un décalage temporel. Puisque la base de Fourier diagonalise l’opérateur de trans-
lation, on propose une procédure statistique basée sur la transformée de Fourier du
signal pour estimer les paramètres de décalages.
Mots clés : Méthode d’alignement, Estimation semi-paramétrique, Transformée
de Fourier.
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Introduction
Dans la théorie du signal, on distingue deux catégories de signaux. La première
est l’ensemble des signaux discrets qui sont modélisés par des suites de réels (fl)l∈Z.
La seconde est l’ensemble des signaux continus qui sont modélisés par des fonctions
à valeurs réelles f : R → R. Souvent, les signaux observés ont approximativement la
même forme, mais ne sont pas parfaitement alignés temporellement. Pour des signaux
discrets, ceci peut être modélisé par la famille d’opérateurs suivante :
Tθ : f = (fl)l∈Z ∈ S(Z) −→ Tθ(f) = (fl−θ)l∈Z ∈ S(Z), θ ∈ Z,
où S(Z) est l’ensemble de tous les signaux discrets. Une illustration de ce problème
peut être rencontrée dans l’étude des signaux cardiaques, des ondes ECG (cf. Laciar
et al. (2003)) ou dans l’analyse de la voix (cf. Sakoe et Chiba (1978)). Il est bien connu
qu’à moins d’enlever les variations en temps, la moyenne des signaux conduit à une
perte d’information : elle ne capture pas la taille des sommets et sous-estime leurs
pentes (voir Kneip et al. (2000) et Ramsay et Li (1998)). Un travail préliminaire est
alors l’alignement des signaux et donc de l’estimation des retards ou des décalages θ
entre les signaux.
Dans le traitement des signaux, beaucoup de méthodes existent. Nous passons en
revue quelques unes de celles-ci. Pour aligner des électrocardiogrammes, la technique
la plus employée est la corrélation croisée ou "cross correlation" (voir Laciar et al.
(2003)). Cette technique consiste à maximiser la corrélation croisée entre deux signaux
( le décalage θ entre ces signaux étant le maximum de la fonction de corrélation
croisée). D’autres méthodes sont employées comme la méthode de double niveau ("the
double level method"), les intégrales normalisées ou des méthodes de filtrage dont l’une
est connue sous le nom de "the match filtering method". Une étude comparative de
ces méthodes est donnée par Jane et al. (1991). Par ailleurs, une approche bayésienne
pour l’estimation des décalages est développée par Wahlberg et Salomonsson (2003).
Dans l’analyse fonctionnelle, quelques méthodes ont été développées. Par exemple,
en ingénierie, Sakoe et Chiba (1978) développent une approche, appelée "dynamic time
warping", pour aligner deux signaux avec des dynamiques différentes. Le principe de
cette méthode est de minimiser une fonction de coût sur un ensemble de chemins
de déformation (cf. Wang et Gasser (1997)). Cette méthode a été principalement
appliquée à l’analyse de la voix et à la reconnaissance auditive des mots. Une autre
approche est d’appliquer des concepts tel que l’analyse par composante principale
(Rao (1958) et Silverman (1995)). D’autre part, Kneip et Gasser (1992, 1995) ont
développé une technique, nomée "structural analysis", qui aligne les signaux (continus)
en utilisant les extrema ou marqueurs.
159
Pour les signaux continus, une approche semi-paramétrique est proposée par Law-
ton et al. (1972). Les auteurs définissent une méthode d’estimation, SEMOR, pour les
décalages en temps et pour l’estimation de la forme générale du signal. La consistance
et la convergence de cette méthode a été prouvée par Kneip et Gasser (1988). Härdle et
Marron (1990) définissent une méthode d’estimation utilisant un estimateur à noyau
à la place de l’approximation polynomiale de la méthode SEMOR : l’estimateur des
décalages ainsi construit est
√
n-consistant. Plus récemment, Gamboa et al. (2005)
construisent un estimateur lui aussi
√
n-consistant pour les décalages en temps en uti-
lisant la transformée de Fourier discrète. Le chapitre 2 généralise cette méthode pour
des modèles plus complets. On a vu que si le processus de contraste est correctement
défini, l’estimateur construit était asymptotiquement efficace.
Ce chapitre a pour but de développer la théorie duale de Gamboa et al. (2005) et du
chapitre 2 pour les séries temporelles. Ce ne sont plus des décalages en temps pour des
signaux continus que l’on cherche à estimer, mais pour des signaux à temps discrets.
Notre procédure d’estimation est donc basée sur la M -estimation et la transformée
de Fourier des données. On s’est intéressé ici aux signaux ergodiques qui admettent
une distribution spectrale. Ces distributions spectrales sont définies à partir de la
convergence étroite de l’autopériodogramme (la norme au carré de la transformée de
Fourier des signaux). Puisque la base de Fourier diagonalise les opérateurs (Tθ)θ∈Z,
deux signaux, en décalages l’un de l’autre, admettent la même distribution spectrale.
Par contre, les transformées de Fourier de ces signaux différent asymptotiquement d’un
nombre complexe de module 1 dont l’argument dépend du décalage à estimer. Une
heuristique de ce problème est présentée par Bloomfield (2000). Notre processus de
contraste pour estimer les décalages en temps entre les signaux utilise les deux aspects
que l’ont vient de développer : la convergence étroite des autopériodogrammes et la
propriété des transformées de Fourier sur les opérateurs de translation. On a constaté
par la suite que ce processus de contraste est en fait proche de la méthode de "cross
correlation" (Laciar et al. (2003)).
Le modèle étudié est un modèle de régression :
Yj,l = fl−θ∗j + σlj,l, |l| ≤ n, j = 1 . . . J.
On cherche à aligner les signaux discrets (fl−θ∗j )l∈Z, c’est-à-dire à estimer les paramètres
θ∗ = (θ∗j )j=1,...,J à partir des données Yj,l. Ces signaux sont supposés admettre une
mesure spectrale. Les termes de bruits (j,l) sont des variables centrées, de variance
égale à 1. Afin que la procédure d’estimation soit consistante, on est conduit à supposer
que la suite de réels positifs (σl)l converge vers zéro en moyenne de Cesaro. D’autre
part, il est remarquable que le processus de contraste utilisé pour l’estimation de θ∗
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est défini sur un compact de RJ et pas seulement sur un sous-ensemble de ZJ . Ainsi
les outils d’optimisation différentielle peuvent être utilisés.
Ce chapitre s’articule de la manière suivante. La section 5.1 décrit le modèle étudié
et les outils mathématiques utilisés. Dans la section 5.2, on étudie la consistance de
l’estimateur des décalages (le théorème 5.1), ainsi que sa vitesse de convergence (le
théorème 5.2). Dans cette même section, on présente des applications de cette méthode
sur des données simulées.
5.1 Présentation du modèle
Description générale du modèle.
Les données (Yj,l)1≤j≤J,|l|≤n sont les observations bruitées de J signaux : j est l’in-
dice spécifiant le signal, l est l’indice des temps. Ces signaux sont supposés identiques
à un décalage en temps près. Le modèle étudié est le modèle de régression suivant :
Yj,l = fl−θ∗j + σlj,l, |l| ≤ n, j = 1, . . . , J. (5.1)
Le signal (fl)l∈Z est le signal d’intérêt. Il vérifie une propriété d’ergodicité (5.3) définie
par la suite. Les termes (j,l)j,l sont des variables centrées de variance 1 indépendantes
et identiquement distribuées. La suite de réels positifs (σ2l ) est telle qu’elle converge
en moyenne de Cesaro vers 0 :
1
n
∑
|l|≤n
σ2l = o(1). (5.2)
L’objectif est donc d’estimer les entiers relatifs (θ∗j )j=1...,J .
Contraintes d’identifiabilité.
Au vu des données il est raisonnable de supposer que les paramètres de décalages
(θ∗j ) soient dans un sous-ensemble compact de RJ :
θmin ≤ θ∗j ≤ θmax, j = 1 . . . , J,
où θmin et θmax sont des constantes fixées par l’utilisateur. On suppose sans perte
de généralités que θmin = −θmax. Or le modèle (5.1) tel qu’il est présenté n’est pas
identifiable. En effet, soit υ ∈ Z∗. Si on considère le signal (gl = fl−υ) à la place
du signal (fl), on a le même modèle sauf que le vecteurs des décalages (θ∗j )j=1...,J est
remplacé par (θ∗j + υ)j=1...,J . On est donc amené à réduire l’espace des paramètres
Θ en posant des contraintes d’identifiabilité. Cet espace doit vérifier les conditions
suivantes
5.2. ESTIMATION DES DÉCALAGES 161
– Θ est un compact (afin d’assurer la consistance)
– le vrai paramètre θ∗ = (θ∗j )j=1...,J appartient à Θ
– pour tout υ ∈ Z∗, on ne peut pas définir un modèle équivalent avec le paramètre
(θ∗j + υ)j=1...,J ∈ Θ à la place de θ∗ = (θ∗j )j=1...,J .
Dans ce chapitre, on pose la contrainte d’identifiabilité θ∗1 = 0. L’espace des paramètres
Θ est alors le suivant
Θ = {θ ∈ [−θmax, θmax[J , tel que θ1 = 0}.
La contrainte (θ1 = 0) signifie que le premier signal est pris pour référence pour
calculer les décalages.
Distribution spectrale.
Comme il a été mentionné dans l’introduction, le processus de contraste pour
l’estimation du paramètre θ∗ est défini à partir de la transformée de Fourier des
données. Soit Jn la transformée de Fourier du signal discret (fl) :
Jn(λ) =
1√
n
∑
|l|≤n
fle
−ilλ, λ ∈ [−pi, pi].
L’autoperiodogramme associé au signal (fl) est alors la fonction In suivante :
In(λ) =
1
2pin
∣∣∣∣∣∣
∑
|l|≤n
fle
−ilλ
∣∣∣∣∣∣
2
=
1
2pi
|Jn(λ)|2, λ ∈ [−pi, pi].
On suppose que le signal (fl) vérifie la propriété d’ergodicité suivante : il existe une
mesure z sur [−pi, pi] telle que pour toute fonction bornée à valeur réelle g sur [−pi, pi],
on a :
lim
n→+∞
∫ pi
−pi
g(λ)In(λ)dλ =
∫ pi
−pi
g(λ)dz(λ). (5.3)
La fonction z est distribution spectrale associée au signal (fl). La propriété 5.3 est
vérifiée par exemple pour des processus (fl) stationnaires, voir par exemple Bercu et
Prieur (2006) ou Lopes et Lopes (2002).
5.2 Estimation des décalages
5.2.1 Estimation par processus de contraste
Définition du processus de contraste.
L’estimateur des décalages θ∗ est défini comme le maximum d’un processus de
contraste Mn. La définition de ce processus est largement inspirée du chapitre 2 où
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l’on considérait des signaux continus. Il est défini à partir de la transformée de Fourier
des données (Yj,l) :
dj(λ) =
1√
n
∑
|l|≤n
Yj,le
−λl, λ ∈ [−pi, pi], j = 1, . . . , J. (5.4)
Comme le fait remarquer Bloomfield (2000), si le signal (Yj,l)l est décalé en temps
de θ∗j unités par rapport au signal (Y1,l)l, alors asymptotiquement les transformées de
Fourier dj et d1 sont reliés par l’équation suivante :
dj(λ) u d1(λ)e−iλθ
∗
j . (5.5)
L’égalité n’est pas exacte car les derniers termes de la somme (5.4) ne sont pas iden-
tiques d’une part, et que les signaux sont bruités. Ainsi en rephasant les transformées
de Fourier, le processus de contraste considéré est :
Mn(θ) =
∫ pi
−pi
∣∣∣∣∣ 1J
J∑
j=1
dj(λ)e
iλθj
∣∣∣∣∣
2
dλ
2pi
, θ ∈ Θ. (5.6)
On remarque que ce processus n’est pas défini seulement pour les vecteurs d’entiers
relatifs, mais aussi pour des réels.
D’autre part, comme pour le chapitre 2, on peut généraliser la définition du pro-
cessus et étendre les théorèmes qui suivent pour le modèle où les signaux diffèrent non
seulement en phase mais en amplitude :
Yj,l = a
∗
jfl−θ∗j + j,l, |l| ≤ n, j = 1, . . . , J,
avec (a∗j) sont des réels positifs. Ce dernier modèle est identifiable si l’on suppose que∑J
j=1 a
∗
j
2 = J par exemple.
Consistance de l’estimateur
On étudie maintenant les propriétés asymptotiques de l’estimateur minimisant le
processus de contraste 5.6.
Théorème 5.1 (Consistance). Soit θˆn l’estimateur défini comme :
θˆn = argmin
θ∈Θ
Mn(θ).
Le modèle est tel que la suite (σl) converge en moyenne de Cesaro 5.2. De plus si l’au-
toperiodogramme In converge étroitement vers la mesure spectrale z, dont l’intérieur
du support est supposé non vide, alors θˆn converge en probabilité vers θ∗.
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Démonstration. La preuve suit les grandes lignes de la convergences desM -estimateurs
(voir le chapitre 1 pour plus de détails). Il suffit de montrer que :
i)Mn converge uniformément en probabilité vers une fonction de contraste M
(lemme 5.1). Par l’hypothèse d’ergodicité (5.3) et par la propriété de la transformée
de Fourier (5.5), cette fonction M est,
M(θ) =
∫ pi
−pi
∣∣∣∣∣ 1J
J∑
j=1
eiλ(θj−θ
∗
j )
∣∣∣∣∣
2
dz(λ).
ii)La fonction de contraste M possède un unique maximum (lemme 5.2).
Dans le modèle de régression étudié, l’hypothèse (5.2) est nécessaire pour assurer
la convergence du processus de contraste. En effet, il faut que l’autopériodogramme
|d1(λ)|2 converge étroitement vers z. Dans ce cas, la variable aléatoire suivante doit
converger en probabilité vers zéro :
1
n
∑
|l|≤n
σ2l 
2
j,l.
Ce qui revient à supposer (5.2).
Plus précisément, cette convergence en moyenne de Cesaro (5.2) signifie que la
suite (σ2l )l, privé d’un ensemble négligeable de terme, converge vers zéro. Même si
cette hypothèse n’est pas aussi restrictive que la convergence simple de (σ2l )l vers
zéro, elle limite la robustesse du critère. Il serait sans doute préférable de pouvoir
éviter à poser une telle hypothèse. Une solution pourrait être l’emploie d’une fenêtre
dans la définition de l’autopériodogramme.
En effet, il est bien connu que l’autoperiodogramme d’un signal est généralement
irrégulier en dépit du fait que la mesure z admette une densité spectrale régulière :
l’autoperiodogramme n’est pas un bon estimateur de cette densité spectrale. Pour ré-
gulariser cet estimateur, il est courant d’introduire une fenêtre (hl,n)l, et de considérer
l’estimateur de la densité spectrale suivant :∣∣∣∣∣∣ 1√n
∑
|l|≤n
hl,nfl
∣∣∣∣∣∣
2
.
Alors la condition que
∑
|l|≤n h
2
l,n/n converge vers zéro serait suffisante pour contrôler
le bruit. Le problème est alors de trouver une telle suite de poids qui n’interférera pas
dans la limite du critère.
Concernant l’implémentation du critère, le calcul du processus de contraste utilise
les résultats de Lopes et Lopes (2002) ou ceux exposés dans Brillinger (2001). Par
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contre, la sous-section suivante met en évidence que dans la pratique l’estimateur
qui maximise la fonction (5.6) est difficile à déterminer : la fonction Mn a bien un
unique maximum global, mais elle a aussi de multiples maximum locaux. Ainsi les
méthodes d’optimisation différentielle ne sont guère utiles, si on ne connaît pas un
estimateur préliminaire ou si on ne trace pas graphiquement le processus de contraste
Mn (ce qui limite considérablement le nombre de signaux à recaler). Pour contourner
ce problème, on peut penser à localiser le processus de contraste avec une fonction de
poids ω : [−pi, pi]→ R continue :
Mn,ω(θ) =
∫ pi
−pi
∣∣∣∣∣ 1J
J∑
j=1
dj(λ)e
iλθj
∣∣∣∣∣
2
ω(λ)
dλ
2pi
, θ ∈ Θ. (5.7)
Il reste à savoir quelle fonction de poids choisir.
Le théorème qui suit étudie le vitesse de convergence de l’estimateur des décalages.
Cette vitesse ne peut qu’être plus petite que n1/2, car dans le cas contraire le signal
devrait être de carré sommable. De plus, cette vitesse dépend du contrôle de la suite
des variances (σ2l ) du bruit.
Théorème 5.2 (Vitesse de convergence). Soit α ∈]0, 1[ tel que la suite des variances
vérifie :
1
nα
n∑
i=1
σ2l = O(1). (5.8)
Supposons que le signal fl est borné et que les hypothèses du théorème 5.1 soient
vérifiées. Alors, les fluctuations n(1−α)/2(θˆn − θ∗) sont uniformément tendues :
n(1−α)/2(θˆn − θ∗) = OP(1).
Démonstration. Comme θˆn est le maximum du processus de contraste Mn, on a :
∇Mn(θˆn) = 0.
Par un développement de Taylor du gradient de Mn, il existe θ¯n dans un voisinage de
θ∗ tel que :
∇2Mn(θ¯n)n(1−α)/2(θˆn − θ∗) = −
√
n∇Mn(θ∗).
Par le lemme 5.4, le terme ∇2Mn(θ¯n) converge en probabilité vers une matrice in-
versible. D’autre part, le lemme 5.3 établit que n(1−α)/2∇Mn(θ∗) est uniformément
tendue. Donc, n(1−α)/2(θˆn − θ∗) est uniformément tendue.
Pour conclure cette partie, il est remarquable que le critère présenté se rapproche
en fait du critère de corrélation croisée (Laciar et al., 2003). En effet pour J = 2 et
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θ ∈ Z, le processus de contraste est égale à :
Mn(θ) =
1
4n
∑
|l|≤n
(|Y1,l|2 + |Y2,l|2) +
min(n,n−θ)∑
l=max(−n,−n−θ)
Y1,lY2,(l−θ).
Le dernier terme de la somme est identique au numérateur de la corrélation croisée.
Par conséquent, la valeur entière de l’estimateur de θ∗2 qui maximise le processus de
contraste Mn est plus ou moins un l’entier qui maximise la corrélation croisée. Le
processus de contraste développé ici généralise donc cette méthode pour un nombre
fixé J de signaux. Bien entendu, pour que cette méthode soit praticable, le nombre
de signaux J considérés ne doit pas être trop grands : l’espace d’optimisation croit de
manière exponentielle avec J. Le corollaire 5.1 est une conséquence du théorème 5.1.
Pour J = 2, il établit la consistance de l’estimateur défini comme le minimum de la
corrélation croisée.
Corollaire 5.1. Soit θ˜n l’estimateur suivant,
θ˜n = arg min
θ∈Θ∩ZJ
Mn(θ).
Sous les hypothèses du théorème 5.1, la suite d’entiers θ˜n converge en probabilité vers
θ∗. En paritculier, puisque θ˜n est à valeur dans un sous-ensemble de ZJ , il existe un
entier aléatoire Nˆ tel que pour tout n ≥ Nˆ θ˜n = θ∗.
5.2.2 Simulations
On présente maintenant des application de cette méthode sur des données simulées.
Les signaux considérés sont successivement des signaux gaussiens indépendamment
distribués, MA(1), MA(3), AR(1) et sur un exemple de signal dynamique.
Nous allons développer les remarques faites dans la sous-section précédente, c’est-
à-dire la multiplicité des maximum locaux, l’incidence du bruit, le choix d’une fonction
de poids et la généralisation de la technique de corrélation croisée.
Application 1 : signal indépendant identiquement distribué
Dans ce premier exemple, on considère le signal fl qui est la réalisation d’une
suite de variables indépendantes gaussiennes centrées de variance 1. La distribution
spectrale est alors la mesure de Lebesgue sur [−pi, pi], dz(λ) = dλ. Le modèle étudié
est le suivant : 
Y1,l = fl + σ1,l l = −n...n
Y2,l = fl−θ∗2 + σ2,l l = −n...n
Y3,l = fl−θ∗3 + σ3,l l = −n...n
166 CHAPITRE 5. ALIGNEMENT DE SÉRIES TEMPORELLES
Fig. 5.1: Graphique du processus de contraste (5.6) pour des variables indépendantes
identiquement distribuées (J = 3 et n = 62) et pour différentes valeurs de σ : (a)
σ = 0, (b) σ = 0.2, (c) σ = 0.4, (d) σ = 0.6.
où θ∗ = (0 2 6) et σ ∈ [0, 1[ est une constante positive fixée. La figure 5.1 présente
les graphiques du processus de contraste pour n = 62 et différentes valeurs de σ.
La figure 5.1(a) illustre le fait que le processus de contraste possède un maximum
global proche du point (2, 6), et une multitude de maximum locaux répartis sur un
réseau proche de (2, 0)Z⊕ (0, 6)Z. Ceci s’explique par la fonction de contraste qui est
l’intégrale sur [−pi, pi] de :
(λ, θ2, θ3)→ 1
9
∣∣1 + eiλ(θ2−2) + eiλ(θ3−6)∣∣2 .
D’autre part, on remarque que si un bruit d’écart-type égal à 0.4 (voir la figure 5.1 (c))
n’est pas trop gênant pour déterminer le maximum global, la situation devient plus
difficile dès qu’il excède 0.6 (voir la figure 5.1(d)). Le maximum global est toujours
proche de (2, 6), mais il se démarque nettement moins des maximum locaux. Pour
illustrer ce fait, la figure 5.2 représente les diagrammes de Tukey pour les quatre
modèles considérés dans la figure 5.1.
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Fig. 5.2: Diagrammes de Tukey pour les estimateurs de θ∗3 = 5 (définis à partir du
processus (5.6)) construits à partir de 100 jeux de données dans le modèle où les
signaux sont indépendants et identiquement distribués
Application 2 : un signal de moyenne mobile MA(1) et MA(3) gaussiens
Rappelons l’expression d’un processus MA(3) gaussien centrée est :
fl = zl + β1zl−1 + β2zl−2 + β3zl−3,
où β1, β2 et β3 sont des réels fixés et (zl) est une suite de variables indépendantes
identiquement distribuées, zl ∼ N (0, 1). La distribution spectrale est alors dz(λ) =
|zl + β1eiλ + β2ei2λ + β3ei3λ|2dλ. Le modèle étudié est le suivant :

Yi,1 = fl + 0.41,l l = −n...n
Yi,2 = fl−θ∗2 + 0.42,l l = −n...n
Yi,3 = fl−θ∗3 + 0.43,l l = −n...n
où θ∗ = (0 2 6) et n = 62.
Le figure 5.3 représente le graphique du processus de contraste pour une MA(1)
de paramètre (β1, β2, β3) = (
√
5, 0, 0) et pour une MA(3) de paramètre (β1, β2, β3) =
(2, 0,−1). On observe que ces graphiques diffèrent de ceux présentés précédemment
pour des signaux indépendants identiquement distribués. D’autre part, au sein d’une
même famille, on constate une variabilité selon les paramètres (βi). Ceci reflète que
la fonction de contraste dépend de la mesure spectrale. Ainsi, si l’on souhaite insérer
une fonction de poids ω dans le contraste (voir le critère 5.7), il semble nécessaire
de connaître non seulement la famille du signal (c’est-à-dire la forme générale de la
densité spectrale), mais aussi avoir une idée des paramètres qui la régisse.
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Fig. 5.3: Graphique du processus de contraste (5.6) pour des signaux à moyenne
mobile (J = 3 et n = 62) : (a) MA(1) avec (β1, β2, β3) = (
√
5, 0, 0), (b) MA(3) avec
(β1, β2, β3) = (2, 0,−1).
Application 3 : un signal autorégressif AR(1) gaussien
Rappelons l’expression d’un processus AR(1) gaussien centrée est :
fl = zl + γfl−1,
où γ ∈ (0, 1) est un réel fixé et (zl) est une suite de variables indépendantes iden-
tiquement distribuées, zl ∼ N (0, 1). La distribution spectrale est alors dz(λ) =
dλ/|1− γe−λ|2. Le modèle étudié est le suivant :
Yi,1 = fl + 0.11,l l = −n...n
Yi,2 = fl−θ∗2 + 0.12,l l = −n...n
Yi,3 = fl−θ∗3 + 0.13,l l = −n...n
où θ∗ = (0 2 6) et n = 62.
La figure 5.4 illustre les limites de l’usage d’une fonction de poids ω dans le pro-
cessus de contraste (5.7). Les figures 5.4(a), 5.4(c) et 5.4(d) représentent les processus
de contraste pour des signaux AR(1) avec γ = 0.3 pour différentes fonctions de poids
ω. La figure 5.4(a) est le graphique du processus associé à la fonction de poids ω ≡ 1 :
comme précédemment on observe un maximum global (0 2.0535 6.0297) proche de
θ∗ et une multitude de maximum locaux. Les figures 5.4(c) et 5.4(d) représentent les
graphiques des processus de poids associés à la fonction de poids,
ω(λ) = exp(−λ2/(2δ)), λ ∈ R,
avec δ = 2 et δ = 1 respectivement. Pour δ = 2, la fonction de poids localise bien le
processus : on observe un unique maximum global (0 1.9653 5.9367) proche de θ∗.
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Fig. 5.4: Graphique du processus de contraste (5.7) pour des signaux AR(1) (J = 3 et
n = 62) : (a) γ = 0.3 avec w ≡ 1, (b) γ = 0.7 avec w ≡ 1, γ = 0.3 avec w(λ) = e−λ2/4,
γ = 0.3 avec w(λ) = e−λ2/2.
Par contre, pour une fonction de poids plus concentrée au voisinage de l’origine (δ = 1),
la localisation est certainement meilleure mais le maximum du processus de contraste
(0 1.8953 5.7643) est plus éloigné de θ∗ : un biais est introduit dans l’estimation
des paramètres. Pour chacun des poids considérés dans les figures 5.4(a), 5.4(d) et
5.4(d), on a simulé 100 jeux de données et calculé pour chaque jeu l’estimateur de
θ∗. La figure 5.5 représente les diagrammes de Tukey pour les estimateurs de θ∗3 = 5
définis à partir des processus de contraste considérés pour les figures 5.4(a), 5.4(d) et
5.4(d) : plus, on concentre le poids, plus on perd de l’information sur le paramètre θ∗.
Enfin, comme on l’a remarqué dans l’exemple précédent, il peut exister une va-
riabilité sur la forme des critères limites pour des signaux qui diffèrent seulement au
niveau d’un paramètre : les figures 5.4(a) et 5.4(b) représentent respectivement les
graphiques des processus de contraste (5.6) pour des AR(1) de paramètres γ = 0.3 et
γ = 0.7. Ainsi même si une fonction de poids conviendrait pour localiser le processus
pour un certain signal, il se peut qu’elle ne soit pas optimale pour un autre signal de
même nature avec un autre paramètre.
Application 4 : un exemple de signal dynamique
Le dernier exemple a pour but d’illustrer la généralisation de la méthode de cor-
rélation croisée (corollaire 5.1). Les jeux de données sont générés à partir du modèle
170 CHAPITRE 5. ALIGNEMENT DE SÉRIES TEMPORELLES
Fig. 5.5: Diagrammes de Tukey de l’estimateur de θ∗3 = 5 (définis à partir du processus
(5.7)) construits à partir de 100 jeux de données dans le modèle où les signaux sont
des AR(1) (J = 3 et n = 62) : (a) γ = 0.3 avec w ≡ 1, γ = 0.3 avec w(λ) = e−λ2/4,
γ = 0.3 avec w(λ) = e−λ2/2.
suivant :
Yj,l = fl−θ∗j + 0.4j,l, l = −n, . . . n, j = 1, . . . , 4,
où θ∗ = (0, 2, 6,−1) et (fl) est signal dynamique généré par la relation de récurrence
suivante,
{
fl+1 = 4fl(1− fl) pour l > −n
f−n ∼ β(1/2, 1/2),
où β(1/2, 1/2) désigne la loi bêta de paramètre (1/2, 1/2) et dont la densité x →
(pix(1 − x))−1/2, est à support dans [0, 1]. Pour différentes valeurs de n nous avons
calculer θ˜n,
θ˜n = argmax{Mn(θ), θ ∈ {0} × {−15, . . . , 15}3}.
D’après le corollaire 5.1, il existe un entier aléatoire Nˆ tel que n > Nˆ, on avait que
θ˜n = θ
∗. Sur 15 simulations effectués avec Matlab, on a observé que,
31 ≤ Nˆ ≤ 45.
5.3. PROPOSITIONS ET LEMMES TECHNIQUES 171
5.3 Propositions et lemmes techniques
Lemmes techniques pour le théorème 5.1
Remarque 5.1. Dans les preuves, on utilise les notations ci dessous. Soit θ ∈ Θ, on
a pour j ∈ {1, . . . , J} fixé :
1√
n
∑
|l|≤n
fl−θje
−iλ(l−θj) =
1√
n
∑
|l|≤n
fle
−iλl +Rn(θj),
où Rn(θj)=

−1√
n
n∑
l=n−θj+1
fle
−iλl +
1√
n
−n+1∑
l=−n−θj+1
fle
−iλl si θj > 0
0 si θj = 0
−1√
n
−n−θj−1∑
l=−n
fle
−iλl +
1√
n
n−θj∑
l=n+1
fle
−iλl si θj < 0
Lemme 5.1 (La convergence uniforme en probabilité). Sous les hypothèses du théo-
rème 5.1, on a :
sup
θ∈Θ
|Mn(θ)−M(θ)| = oP(1),
où
M(θ) =
∫ pi
−pi
|φ(λ, θ)|2 dz(λ) et φ(λ, θ) = 1
J
J∑
j=1
eiλ(θj−θ
∗
j ).
Démonstration. On récrit le processus de contraste comme la somme de trois termes,
Mn(α) = Dn(α) + Ln(α) +Qn(α),
où
– Dn(α) est la partie qui ne dépend que du signal (fl). En utilisant les notations
introduites dans la remarque 5.1, Dn est égale à,
Dn(θ) =
∫ pi
−pi
∣∣∣∣∣∣ 1J√n
J∑
j=1
∑
|l|≤n
fl−θ∗j e
−iλ(l−θj)
∣∣∣∣∣∣
2
dλ
2pi
=
∫ pi
−pi
|φ(λ, θ)|2In(λ)dλ (5.9)
+
∫ pi
−pi
<
{
φ(λ, θ)
∑
l
Jn(λ)
1
J
J∑
j=1
eiλ(θj−θ
∗
j )Rn(θ
∗
j )
}
dλ
2pi
(5.10)
+
∫ pi
−pi
∣∣∣∣∣ 1J
J∑
j=1
eiλ(θj−θ
∗
j )Rn(θ
∗
j )
∣∣∣∣∣
2
dλ
2pi
. (5.11)
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– Ln est la partie qui dépend linéairement du bruit,
Ln(θ)=2<
∫ pi
−pi
 1
J
√
n
J∑
j=1
∑
|l|≤n
fl−θ∗j e
−iλ(l−θj)
 1
J
√
n
J∑
j=1
∑
|l|≤n
σlj,le
−iλ(l−θj)
 dλ
2pi
– Qn(θ) =
∫ pi
−pi
∣∣∣ 1J√n∑Jj=1∑|l|≤n σlj,le−iλ(l−θj)∣∣∣2 dλ2pi est une forme quadratique du
bruit.
Comme l’autopériodogramme converge étroitement vers la distribution spectrale
z, le premier terme de Dn (5.9) converge simplement vers M . On étudie maintenant
la convergence uniforme de ce terme (5.9) vers M. Soit Gn la fonction définie comme
il suit :
Gn(θ) =
∣∣∣∣∫ pi−pi |φ(λ, θ)|2In(λ)dλ−
∫ pi
−pi
|φ(λ, θ)|2dz(λ)
∣∣∣∣ .
Puisque la fonction Gn est continue sur l’ensemble compact Θ, elle est bornée et atteint
ses bornes. Il existe donc θn tel que :
Gn(θn) = sup
θ∈Θ
Gn(θ).
Démontrer la convergence uniforme de (5.9) revient à démontrer que Gn(θn) converge
vers 0. Comme (Gn(θn))n est une suite positive, il suffit de montrer que de toute
suite extraite de (Gn(θn)) on peut extraire une sous-suite convergente vers 0. Notons
(nk)k≥1 une sous-suite de (n), et θ˜ sa limite. Comme Θ est un ensemble compact, on
peut extraire de la suite (θnk)k ⊂ Θ une sous-suite convergente. Notons (θnk(p))p cette
sous-suite. Alors on a :
Gnk(p)(θnk(p)) = Gnk(p)(θnk(p))−Gnk(p)(θ˜) +Gnk(p)(θ˜).
Puisque (5.9) converge simplement vers M sur Θ, Gnk(p)(θ˜) converge vers 0. De plus,
on a l’inégalité suivante :∣∣∣Gnk(p)(θnk(p))−Gnk(p)(θ˜)∣∣∣ ≤ ∫ pi
−pi
∣∣∣|φ(λ, θnk(p))| − |φ(λ, θ˜)|2∣∣∣ (In(λ)dλ+ dz(λ)) .
Or φ est uniformément continue sur [−pi, pi] × Θ. Puisque (θnk(p))p converge, on en
déduit que Gnk(p)(θnk(p))−Gnk(p)(θ˜) converge vers 0. Donc (5.9) converge uniformément
vers M.
Définissons les fonctions suivantes :
Dn,1(θ) =
∫ pi
−pi
<
{
φ(λ, θ)
∑
l
Jn(λ)
1
J
J∑
j=1
eiλ(θj−θ
∗
j )Rn(θ
∗
j )
}
dλ
2pi
,
Dn,2(θ) =
∫ pi
−pi
∣∣∣∣∣ 1J
J∑
j=1
eiλ(θj−θ
∗
j )Rn(θ
∗
j )
∣∣∣∣∣
2
dλ
2pi
.
5.3. PROPOSITIONS ET LEMMES TECHNIQUES 173
Maintenant, nous montrons que Dn,1, Dn,2, Qn et Ln convergent uniformément en
probabilité vers 0.
D’après l’inégalité de Cauchy-Schwarz sur l’espace de Hilbert des suites de carré
sommable l2(Z), on a tout d’abord que :
sup
θ∈Θ
|Dn,2(θ)| ≤ 1
J
J∑
j=1
∫ pi
−pi
∣∣Rn(θ∗j )∣∣2 dλ,
Comme par définition
∑
|l|≤n f
2
l /n converge vers γ(0) =
∫ pi
−pi dz(λ), Dn,2 converge
uniformément vers zéro.
Par ailleurs, par l’inégalité de Cauchy-Schwarz sur l’espace des fonctions de carré
intégrable sur [−pi, pi], L2[−pi,−pi], et en utilisant le fait que φ est bornée par 1, on a
que :
sup
θ∈Θ
|Dn,1(θ)| ≤ 2
(
sup
θ∈Θ
|Dn,2(θ)|
)1/2(∫ pi
−pi
In(λ)dλ
)1/2
.
Ainsi de l’uniforme convergence de Dn,2, on déduit l’uniforme convergence vers zéro
de Dn,1.
D’après l’inégalité de Cauchy-Schwarz dans l’espace l2(Z) et par l’égalité de Par-
seval dans l’espace L2[−pi, pi], la fonction Qn est uniformément bornée par,
QBn =
J∑
j=1
1
n
∑
|l|≤n
σ2l 
2
j,l.
L’hypothèse (5.2) garantit queQBn converge vers zéro en probabilité. DoncQn converge
uniformément en probabilité vers zéro.
Pour la fonction Ln, l’inégalité de Cauchy-Schwarz dans L2[−pi, pi] établit que :
|Ln(θ)| ≤ 2Qn(θ)1/2D1/2n .
On conclut que Ln converge uniformément en probabilité vers zéro du fait que Qn
converge uniformément vers zéro et Dn est uniformément borné.
Lemme 5.2 (Unicité du maximum). Sous les hypothèses du théorème 5.1, M possède
un unique maximum en θ∗.
Démonstration. D’après l’inégalité de Cauchy-Schwarz, la fonction |φ|2 (voir les no-
tations du lemme 5.1) est bornée par 1. Par conséquent, la fonction M atteint son
maxima si, et seulement si,
|φ(·, θ)|2 = 1 z−presque surement.
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D’après la contrainte d’identifiabilité supposée sur le modèle (θ1 = 0) et le cas d’égalité
de Cauchy-Schwarz, il faut et il suffit que pour tout λ z-presque partout,
∀j = 2,. . ., J eiλ(θj−θ∗j ) = 1.
Or l’intérieur du support de z est non vide, on en déduit nécessairement que θ =
θ∗.
Lemmes pour le théorème 5.2
Lemme 5.3. Sous les hypothèses 5.2, on a que
n(1−α)/2∇Mn(θ∗) = OP(1).
Démonstration. On montre d’abord que n(1−α)/2∇Dn(θ∗) converge vers zéro. Calcu-
lons les dérivées partielles pour k = 2,. . ., J :
d
dθk
Dn(θ
∗) =2<
∫ pi
−pi
−iλ
J
(
Jn(λ) +
1
J
J∑
j=1
Rn(θ
∗
j )
)(
Jn(λ) +Rn(θ∗k)
) dλ
2pi
=∂kDn,1(θ
∗) + ∂kDn,2(θ∗),
où ∂kDn,1(θ∗) =
2
J
<
∫ pi
−pi
iλJn(λ)
(
1
J
J∑
j=1
Rn(θ∗j )−Rn(θ∗k)
)
dλ
2pi
∂kDn,2(θ
∗) =− 2
J
<
∫ pi
−pi
iλRn(θ∗k)
1
J
J∑
j=1
Rn(θ
∗
j )
dλ
2pi
.
Par l’inégalité de Cauchy-Schwarz, le terme n(1−α)/2∂kDn,1(θ∗) est borné par,
2pi
n1−α
∫ pi
−pi
∣∣∣∣∣ 1J
J∑
j=1
Rn(θ
∗
j )−Rn(θ∗k)
∣∣∣∣∣
2
dλ
2pi

1/2{∫ pi
−pi
In(λ)
dλ
2pi
}1/2
.
Ainsi pour montrer que n(1−α)/2∂kDn,1(θ∗) converge vers zéro, il suffit que pour k =
2 . . . J le terme suivant converge vers zéro,
n1−α
∫ pi
−pi
|Rn(θ∗k)|2. (5.12)
Par exemple si θ∗k est positif, on a
n1−α
∫ pi
−pi
|Rn(θ∗k)|2
dλ
2pi
=
1
nα
n∑
l=n−θ∗k+1
|fl|2 + 1
nα
−n−1∑
l=−n−θ∗k
|fl|2,
≤ 2|θ
∗
k|
nα
sup
l∈Z
|fl|2.
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Comme le signal (fl)l est borné, on déduit que (5.12) converge vers zéro.
D’autre part, la convergence vers zéro de n(1−α)/2∂kDn,2(θ∗) est équivalente à la
convergence vers zéro des termes suivants :
n(1−α)/2<
∫ pi
−pi
iλRn(θ∗k)Rn(θ
∗
j )
dλ
2pi
, pour tout j 6= k.
Or d’après l’inégalité de Cauchy-Schwarz, ce terme est borné par
2pi
{
n(1−α)/2
∫ pi
−pi
|Rn(θ∗k)|2
dλ
2pi
}1/2{
n(1−α)/2
∫ pi
−pi
|Rn(θ∗j )|2
dλ
2pi
}1/2
.
Ainsi on déduit du comportement asymptotique de (5.12) que n(1−α)/2∂kDn,1(θ∗) et
n(1−α)/2∂kDn,2(θ∗) convergent vers zéro. Donc n(1−α)/2∇Dn(θ∗) converge vers zéro.
Étudions maintenant la convergence en probabilité vers zéro de n(1−α)/2∇Qn(θ∗).
Les dérivées partielles de Qn sont pour k = 2,. . ., J :
d
dθ∗k
Qn(θ
∗) =
2
J2n
∑
j 6=k
∑
|l|,|p|≤n
j,lk,pσlσp<
∫ pi
−pi
iλe−iλ(p−l+θ
∗
j−θ∗k)dλ
2pi
.
D’après l’inégalité de Cauchy-Schwarz, la variance est inférieure à :
var
(
n(1−α)/2
d
dθ∗k
Qn(θ
∗)
)
=
4
J4n1+α
∑
j 6=k
∑
|l|,|p|≤n
σ2l σ
2
p
(p− l + θ∗j − θ∗k)2
,
≤ 4
J4n1+α
∑
j 6=k
∑
|l|≤n
σ2l
∑
p∈Z∗
1
p2
.
L’hypothèse (5.2) implique donc la convergence vers zéro de la variance. Par consé-
quent, n(1−α)/2∇Qn(θ∗) converge en probabilité vers zéro.
Il reste maintenant à étudier la comportement asymptotique de n(1−α)/2∇Ln(θ∗).
Les dérivées partielles de Ln pour k = 2,. . ., J sont :
d
dθ∗k
Ln(θ
∗)=
2
J
<
∫ pi
−pi
iλJn(λ)√
n
1J
J∑
j=1
∑
|l|≤n
σlj,le
iλ(l−θ∗j )−
∑
|l|≤n
σlk,le
iλ(l−θ∗k)
dλ2pi (5.13)
+
2
J
<
∫ pi
−pi
iλRn(θ
∗
k)
1
J
√
n
J∑
j=1
∑
|l|≤n
σlj,le
iλ(l−θ∗j )dλ
2pi
(5.14)
− 2
J
<
∫ pi
−pi
iλ
1
J
J∑
j=1
Rn(θ
∗
j )
1√
n
∑
|l|≤n
σlk,le
iλ(l−θ∗k)dλ
2pi
. (5.15)
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On étudie en premier lieu le terme n(1−α)/2(5.14). D’après l’inégalité de Cauchy-
Schwarz, ce terme est borné par :
2pi
J
(
n1−α
∫ pi
−pi
|Rn(θ∗k)|
dλ
2pi
)1/2 J∑
j=1
∫ pi
−pi
∣∣∣∣∣∣
∑
|l|≤n
σlj,le
iλ(l−θ∗j )√
n
∣∣∣∣∣∣
21/2
≤2pi
J
(
n1−α
∫ pi
−pi
|Rn(θ∗k)|
dλ
2pi
)1/2 J∑
j=1
∑
|l|≤n
σ2l 
2
j,l
n
1/2 .
On remarque que pour tout j = 1 . . . J , la variable suivante converge en probabilité
vers zéro (à cause de l’hypothèse (5.2))
1
n
∑
|l|≤n
σ2l 
2
j,l.
De plus, on a vu que (5.12) converge vers zéro. Donc n(1−α)/2(5.14) converge en pro-
babilité vers zéro. De même, la variable n(1−α)/2(5.15) converge en probabilité vers
zéro.
Étudions maintenant le terme n(1−α)/2(5.13). On va montrer qu’il est uniformément
tendue. Remarquons que (5.13) est une combinaison linéaire des variables Ln,j, j =
1 . . . J ,
Ln,j = <
∫ pi
−pi
iλJn(λ)
1√
n
∑
|l|≤n
σlj,le
iλ(l−θ∗j )dλ
2pi
.
Pour un j fixé, Ljn est une variable centrée. Il suffit alors de montrer que la variance
de n(1−α)/2Ljn soit uniformément bornée :
var(n(1−α)/2Ljn) =
1
nα
∑
|l|≤n
σ2l
(
<
∫ pi
−pi
iλJn(λ)e
iλ(l−θ∗j )dλ
2pi
)2
≤ pi
nα
∑
|l|≤n
σ2l
∫ pi
−pi
In(λ)
dλ
2pi
.
De la convergence étroitement de In vers z, et de l’hypothèse (5.8), on déduit que la
variance est bien bornée.
Lemme 5.4. Sous les hypothèses du théorème 5.2, la matrice hessienne converge
uniformément en probabilité sur l’ensemble {θ ∈ Θ, ‖θ − θ∗‖ ≤ ‖θˆn − θ∗‖} vers la
matrice carrée inversible ∇2M(θ∗).
Démonstration. Comme dans le lemme 5.1, ∇2Mn converge uniformément en proba-
bilité sur Θ vers ∇2M. On conclut, de la même façon que pour la proposition 2.6, que
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∇2Mn converge uniformément en probabilité sur {θ ∈ Θ, ‖θ − θ∗‖ ≤ ‖θˆn − θ∗‖} vers
∇2M(θ∗). Il reste à vérifier que la matrice ∇2M(θ∗) est inversible. Après calculs, cette
matrice vaut,
∇2M(θ∗) = 2
J
∫ pi
−pi
λ2dz(λ)(IJ−1 − J − 1
J
IJ−1ITJ−1),
où IJ−1 est la matrice identité de taille J − 1, et IJ−1 = (1, . . . , 1)T est un vecteur de
RJ−1. Or si l’intérieur du support de z est non vide, le réel
∫ pi
−pi λ
2dz(λ) est non nul.
D’autre part, la matrice (IJ−1 − J−1J IJ−1ITJ−1) est inversible :
(IJ−1 − J − 1
J
IJ−1ITJ−1)−1 = (IJ−1 +
J − 1
J2 − J + 1IJ−1I
T
J−1).
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Annexe A
Notions et notations utilisées
A.1 Rappels de probabilité et statistiques
A.1.1 Variables gaussiennes complexes
Si X est un d-vecteur aléatoire gaussien à valeur dans Rd, de moyenne µX et de
matrice de covariance ΣXX , on écrit
X ∼ Nd (µX ,ΣXX) .
Dans cette thèse, on considère souvent des variables aléatoires X à valeurs complexes.
On reprend les notations de Brillinger (2001). Pour une telle variableX, on considérera
le vecteur aléatoire à valeur dans R2r suivant :[
<X
=X
]
∼ N2r
([
<muX
=muX
]
,
1
2
[
<ΣXX −=ΣXX
=ΣXX <ΣXX
])
,
pour µX ∈ Cd et ΣXX une d × d- matrice hermitienne positive. On note alors X ∼
N Cd (νX ,ΣXX). X est un vecteur Gaussien complexe de moyenne µX et de matrice de
covariance ΣXX , et on a :
E(X) = µX ,
E
[
(X − µX)(X − µX)T
]
= ΣXX .
A.1.2 Convergence Stochastique
Pour cette partie, le lecteur peut se reporter à Van der Vaart (1998).
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Symboles stochastiques o et O. La notation oP(1) est une abréviation pour signi-
fier qu’une variable aléatoire qui converge en probabilité vers zéro. La notation OP(1)
signifie que la variable aléatoire est bornée en probabilité ou uniformément tendue.
Plus généralement, pour une suite de variables aléatoires Rn,
Xn = oP(Rn) signifie Xn = RnYn avec Yn = oP(1);
Xn = OP(Rn) signifie Xn = RnYn avec Yn = OP(1).
Lemme A.1. Soit R une fonction définie sur un ouvert de Rd telle que R(0) = 0.
Soit Xn une suite de variables aléatoires à valeur dans le domaine de R qui converge
en probabilité vers 0. Alors pour tout p > 0,
– si R(h) = o(‖h‖p) quand h→ 0, alors R(Xn) = oP(‖Xn‖p);
– si R(h) = O(‖h‖p) quand h→ 0, alors R(Xn) = OP(‖Xn‖p).
Théorème de Lindeberg-Feller
Théorème A.1 (Théorème de Lindeberg-Feller). Soient Yn,1, . . . , Yn,kn des vecteurs
aléatoires indépendants de carré intégrable tels que :
kn∑
i=1
E‖Yn,i‖21{‖Yn,i‖ > } → 0, pour tout  > 0
kn∑
i=1
cov(Yn,i)→ Σ.
Alors la suite aléatoire
kn∑
i=1
(Yn,i−E(Yn,i)) converge en loi vers une loi normale N (0,Σ).
A.2 Espace de Hilbert
Un exposé plus détaillé peut être trouvé dans Halmos (1982). Un espace vectoriel
réelleH est appelé espace préhilbertien quand il est muni d’une forme bilinéaire définie
positive < ·, · >H: H2 → R, appelé produit scalaire. On note ‖ · ‖H : h ∈ H →
‖h‖H =< h, h >H∈ R+ la norme associée.
Inégalité de Cauchy-Schwarz. Pour tout h ∈ H et h′ ∈ H,
| < h, h′ >H | ≤ ‖h‖H‖h′‖H.
L’inégalité précédente est une égalité si, et seulement si h et h′ sont colinéaires, c’est
à dire qu’il existe une constante λ ∈ R telle que h = λh′.
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Orthogonalité. Lorsque pour h ∈ H et h′ ∈ H, on a < h, h′ >H= 0, on dit que h
est orthogonal à h′, et l’on écrit parfois h ⊥ h′. Supposons que H soit complet (on dit
alors que H est un espace de Hilbert). Si E est un sous-espace de H, on note E⊥ le
sous-espace fermé des éléments h ∈ H qui sont orthogonaux à tous les e ∈ E.
De plus si E est un sous-espace fermé de H, on a :
– Tout h ∈ H se décompose d’une façon unique :
h = ΠEh+ (1− ΠE)h
en une somme de ΠEh ∈ E et (1− ΠE)h ∈ E⊥ = {h ∈ H, ∀e ∈ E h ⊥ e}.
– L’application ΠE est linéaire, elle appelée projection orthogonale de H sur E, et
on a
‖h‖2H = ‖ΠEh‖2H + ‖(1− ΠE)h‖2H.
L’application h→< h, h′ >H est, pour tout h′ ∈ H une forme linéaire continue sur
H. En fait toutes les formes linéaire continue sur H sont de ce type.
Théorème A.2 (Théorème de représentation de Riesz). Si b∗ est une forme continue
linéaire sur H, il existe un unique hb∗ ∈ H tel que
∀h ∈ H, b∗(h) =< h∗b , h >H .
Matrice de Gramm. Soit H un espace préhilbertien réel, et h1, . . . , hn n vecteurs
de H. On appelle matrice de Gramm de h1, . . . , hn la matrice carrée de taille n
(< hi, hj >H)1≤i,j≤n . On note cette matrice Gramm(h1, . . . , hn).
Proposition A.1. Toute matrice de Gramm est symétrique positive. De plus la ma-
trice de Gramm de n vecteurs h1, . . . , hn est inversible si, et seulement si la famille
{h1, . . . , hn} est libre, c’est à dire qu’aucun vecteur de cette famille n’est combinaison
linéaire des autres.
A.3 Produit tensoriel de deux espaces de dimen-
sions finies
Ce rappel a été rédigé à partir de l’ouvrage de Coursol (1980).
Soient E et F deux R-espaces vectoriels de dimensions respectives p et q. Soient
{ei}i=1...p une base de E, et {fi}j=1...q une base de F. On appelle produit tensoriel des
espaces E et F tout R-espace vectoriel G de dimension pq de sorte qu’il existe une
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application bilinéaire,
φ :E × F → G
(ei, fj)→ gi,j, ∀i = 1 . . . p, ∀j = 1 . . . q,
où {gi,j}i=1...p,j=1...q est une base de G. On note alors G = E ⊗ F. Et pour tout x ∈ E
et pour tout y ∈ F, on note x⊗ y l’élément g = φ(x, y).
Si E = Rp et F = Rq, on note encore E⊗F = Rp⊗q. Cet espace est alors isomorphe
à l’espace vectoriel des matrices réelles de dimension p× q.
Soient a un endomorphisme de E, et A = (aij) sa matrice associée dans la base
{ei}i=1...p. Soient b un endomorphisme de F, et B sa matrice associée dans la base
{ej}j=1...q. Alors l’application, notée a⊗ b,
a⊗ b : E ⊗ F → E ⊗ F
x⊗ y → a(x)⊗ b(y)
induit un endomorphisme de E ⊗ F. Donnons une représentation matricielle de cet
endomorphisme. Ordonnons la base {ei ⊗ fj}i=1...p,j=1...q de la façon suivante :
e1 ⊗ f1, . . . , e1 ⊗ fq, e2 ⊗ f1, . . . , ep ⊗ f1, . . . , ep ⊗ fq.
La matrice associée à a⊗ b dans la base {ei ⊗ fj}i=1...p,j=1...q peut se définir par bloc
de façon suivante :
A⊗B =

a1,1B a1,2B . . . a1,pB
a2,1B a2,2B . . . a1,pB
...
... . . .
...
aq,1B aq,2B . . . ap,pB
 .
Proposition A.2. Soient a un endomorphisme de l’espace vectoriel E, et b un endo-
morphisme de l’espace vectoriel F. L’endomorphisme a ⊗ b de E ⊗ F est un isomor-
phisme si, et seulement si a est un isomorphisme de E et b est un isomorphisme de
F.
Corollaire A.1. Soient A une matrice carrée de taille p, et B une matrice carrée de
taille q. La matrice A⊗B est inversible si, et seulement si les matrices A et B le sont.
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Pour chacun des algorithmes, nous utilisons la fonction fminsearch de MATLAB.
Cet algorithme calcule le minimum d’une fonction f. Il emploie la méthode de Lagarias
et al. (1999).
B.1 Programmes relatifs au chapitre 2
La fonction fo est une fonction définie par l’utilisateur afin de générer un jeu de
données.
B.1.1 Calcul des estimateurs
clear
% Déclaration des variables globales
global J n m L Y D
% Paramètres fixés par l’utilisateur
J=3 ; % Nombre de courbes
n=125 ; % Nombre d’observations par courbes
% Points d’observation pas=2*pi/n ;
T=0 :pas :(2*pi-pas) ; % temps d’observation
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% Choix du nombre de coefficients de Fourier
m=10 ;
L=[-m :1 :m] ;
% Génération des données
θ∗ = [0 0.3 0.8] ;% Le paramètre de translation
a∗ = [0.75 1.1990 1] ;% Le paramètre d’échelle
υ∗ = [0 1 3] ;% Le paramètre de niveau
y=diag(a∗)∗fo(ones(J,1)∗T-θ∗’∗ones(1,n))+υ∗’∗ones(1,n) ; % Génération des don-
nées non bruitées
σ = 1 ;% Le niveau de bruit
Y=y+σ∗randn(J,n) ;% Addition d’un bruit blanc
% Calcul des coefficients de Fourier
D=(Y∗exp(-i.∗(T’∗L)))./n ;
% Calcul des estimateurs de θ∗, a∗ et υ∗
θ0=zeros(1,J-1) ;
a0=ones(1,J-1) ;%on considère ici le jeu de contraintes d’identifaibilité n˚ 3
υ0=zeros(1,J-1) ;
αˆn=fminsearch(@Ln,[θ0 a0 υ0],optimset(’MaxFunEvals’,200000,’MaxIter’,1000000)) ;
θˆn=[0 αˆn(1 :(J-1))] ;% Estimateur des translations
aˆn=[sqrt(J-sum(αˆn(J :2∗(J-1)).∧2)) αˆn(J :2∗(J-1))] ;% Estimateur des échelles
υˆn=[αˆn(2*J-1 :3*J-2)] ;% Estimateur des niveaux
B.1.2 Définition du processus de contraste (vraisemblance pro-
filée)
function M=Ln(α)
global L D J n Y
% Contraintes d’identifiabilité des paramètres
θ=[0 α(1 :J-1)] ;
a=[0 alpha(J :(2∗J-2))] ;
a(1)=sqrt(J-sum(a.∧2)) ;
υ=[alpha(2∗J-1 :3∗J-2)] ;
% Calcul des coefficients de Fourier (2.25)
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e=exp(i.∗θ’∗L) ;
cˆ=sum(diag(a)∗e.∗D)./J ;
% Calcul du critère
P=(abs(cˆ).∧2) ;
M=sum(sum((Y-υ′∗ones(1,n)).∧2))./(n∗J)-sum(P) ;
B.2 Programmes relatifs au chapitre 3
L’algorithme bootstrap utilise "The Bootstrap Toolbox" développée par Abdelhak
M. Zoubir et D. Robert Iskander. Le processus de contraste est défini à partir de deux
fonctions Mn (prenant en variable globale la transformée de Fourier des données D), et
Mn∗ (prenant en variable globale la transformée de Fourier des échantillons bootsrap
D∗)
B.2.1 Algorithme bootstrap du test
clear ;
global B J n T m L δ D D∗
% Description des variables globales
B=200 ; % Nombre d’échantillons bootstrap générés
J=2 ; % Nombre de courbes
n=201 ; % Nombre d’observations par courbes
pas=2*pi/n ;
T=0 :pas :(2*pi-pas) ; % Temps d’observation
m=10 ; % Nombre de coefficients de Fourier
L=[-m :1 :-1 1 :1 :m] ; % Vecteurs des indices des coefficients de Fourier considérés
δ=ones(1,2*m) ; % Suite de poids pour les coefficients de Fourier, ici la troncature
% Génération des données
σ=0.8 ; % niveau de bruit
θ∗=[0 0.8] ;
a∗=[0.75 1.1990] ;
nuv=[-1 0.5] ;
y=diag(a∗)∗fo(ones(J,1)∗T-θ∗’∗ones(1,n))+υ∗’∗ones(1,n) ;
Y=y+σ.∗randn(J,n) ; % les données
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% Calcul des coefficients de Fourier
D=(Y∗exp(-i.∗(T’∗L)))./n ; % calcul des coefficients de Fourier pour l ∈
D0=sum(Y’)./n ; % calcul des coefficients de Fourier pour l = 0
% Estimation des résidus
ˆ=real(Y-D∗exp(i.∗L’∗T)-D0’∗ones(1,n)) ; ˜=ˆ-sum(sum(ˆ)’)/(n∗J).∗ones(J,n) ; % cen-
trage des résidus
σˆ2=sum(sum((˜.∧2)’)’)/(n∗J) ; % estimation de la variance
% Estimation des paramètres
θ0=zeros(1,J-1) ;
a0=ones(1,J-1) ;%on considère ici le jeu de contraintes d’identifaibilité n˚ 3
υ0=zeroszeros(1,J-1) ;
[αˆn, val]=fminsearch(@Mn,[θ0 a0 υ0],optimset(’MaxFunEvals’,90000,’MaxIter’,6000)) ;
θˆn=[0 αˆn(1 :(J-1))] ;% Estimateur des translations
aˆn=[sqrt(J-sum(αˆn(J :2∗(J-1)).∧2)) αˆn(J :2∗(J-1))] ;% Estimateur des échelles
υˆn=D0 ;% Estimateur des niveaux
% Calcul de la statistique de test
Tn=n∗(sum(sum(abs(D.∧2)))./J+val)/σˆ2 ;
% Génération des échantillons bootstrap
% Echantillon bootstrap des résidus
˜∗1=bootrsp(˜(1, :),2*B) ;
˜∗2=bootrsp(˜(2, :),2*B) ;
% Estimation des coefficients de Fourier de la forme commune
cˆ=sum(diag(aˆ)*(exp(i.∗θˆ’∗L)).∗D)./J ;
y∗=zeros(J,n) ;
y∗(1, :)=real(aˆ(1).∗cˆ∗exp(i.∗L’∗(T-θˆ(1)∗ones(1,n))))+υˆ(1) ; y∗(2, :)=real(aˆ(2).∗aˆ∗exp(i.∗L’∗(T-
θˆ(2)∗ones(1,n))))+υˆ(2) ;
% Échantillon bootstrap de la statistique de test
T ∗=zeros(1,B) ;
for b=1 :B ;
Y ∗(1, :)=y∗(1, :)+˜∗1( :,b)’ ;
Y ∗(2, :)=y∗(2, :)+˜∗2( :,b)’ ;
D∗=zeros(J,2*m) ;
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D∗=(Y ∗∗exp(-i.*(T’∗L)))./n ;
D0∗=sum(Y ∗’)./n ; % Estimation bootstrap de la variance
ˆ∗=real(Y ∗-D∗∗exp(i.∗L’∗T)-D0∗’∗ones(1,n)) ;
˜∗=ˆ∗-sum(sum(ˆ∗)’)/(n∗J).∗ones(J,n) ;
σˆ2,∗=sum(sum((˜∗.∧2)’)’)/(n∗J) ;
% Calcul de la statistique de test bootstrap
θ0=zeros(1,J-1) ;
a0=ones(1,J-1) ;%on considère ici le jeu de contraintes d’identifaibilité n˚ 3
υ0=zeros(1,J-1) ;
[αˆ∗n, val
∗]=fminsearch(@Mn∗,[θ0 a0 υ0],optimset(’MaxFunEvals’,90000,’MaxIter’,6000)) ;
T ∗(1,b)=n*(sum(sum(abs(D∗.∧2)))./J+val∗)/σˆ2,∗ ;
end ;
% Estimateur bootstrap de la quantile d’ordre p=0.95
tri=sort(T ∗) ;% On tri l’échantillon,
Tp=tri(1,0.95*B) ;% Estimateur bootstrap de la quantile d’ordre p,
if Tp<Tobs,
display(’on rejette H0 au niveau 1− p’) ;
B.2.2 Définition du processus de contraste
function M=Mn(α)
global L D J m
θ=[0 α(1 :J-1)] ;
a=[0 α(J :(2*J-2))] ;
a(1)=sqrt(J-sum(a.∧2)) ;
% Calcul des coefficients de Fourier (2.25)
cˆ=sum(diag(a)∗exp(i.∗θ’∗L).∗D)./J ;
M=-sum(abs(cˆ).∧2) ;
B.3 Programmes relatifs au chapitre 5
% Déclaration des variables globales
global n J Y ;
J=3 ; % Nombre de signaux
n=35 ; % Taille de l’échantillon par signaux : 2n+1
% Y correspond aux données, c’est une matrice J×(2n+1). Ces données sont rentrées
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par l’utilisateur, ou générées par celui-ci
% Pour estimer les décalages, on peut soit avoir recourt à une visualisation graphique
du contraste M ou soit utiliser la procédure fminsearch. J×(2n+1).
B.3.1 Définition du processus de contraste
Le processus de contraste est défini à partir d’une fonction matlab, nommée ici M.
Cette fonction fait appelle à une autre fonction Dsignal. Dsignal calcule les trans-
formées de Fourier rephasées des signaux. M utilise l’approximation de Riemann pour
intégrer le module au carré de la moyenne synchronisée des transformées de Fourier.
Fonction M
function[y]=M(θ)
% Le résultat est un réel
global n J ;
K=101 ; % Discrétisation de l’approximation de Riemann
z=0 ;
pi=3.14 ;
for t=-K :K
z=z+abs(mean(Dsignal(pi*t/K,θ))).∧2 ;
end ;
y=-z./K ;
Fonction Dsignal
function[y]=Dsignal(λ,θ) % Le résultat est un vecteur de taille J
global n J Y ;
L=[1 :1 :n] ;
e=exp(-i∗lambda.∗L) ;
y=sum((Y.∗(ones(J,1)*e))’)./sqrt(n).∗exp(i∗λ∗[0 θ]) ;
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Résumé
Dans cette thèse, nous étudions des modèles semi-paramétriques dits de forme invariante. Ces
modèles consistent en l’observation d’un nombre fixés de fonctions de régression identiques à un
opérateur de déformation paramétriques près. Ce type de modèles trouve des applications dans les
problèmes d’alignement de signaux continus (images 2D, rythmes biologiques, ...) ou discrets (electro-
encéphalogramme, ...). Pour différents groupes de déformations, nous proposons des M -estimateurs
pour les paramètres caractérisant les opérateurs associés aux fonctions de régression. Ces estimateurs
minimisent ou maximisent des fonctions de contraste, construites à partir de la moyenne synchronisée
des transformées de Fourier des données. De plus, pour l’un des modèles étudiés, nous prouvons
l’efficacité semi-paramétrique de cet estimateur ainsi défini, et nous proposons un test d’adéquation
du modèle de forme invariante construit à partir d’une des fonctions de contraste.
Abstract
The shape invariant model consist of the observation of a fixed number of regression func-
tions which differ only by a parametric warping operator. This type of models finds applications
in the problems of alignment of continuous signals (images 2D, circadian rhythms,. . .) or discrete
(electroencephalogram,. . .). For various warping groups, we propose M -estimators for the parame-
ters characterizing the warping operators associated with the regression functions. These estimators
minimize or maximize criteria which are defined with the synchronized average of the Fourier trans-
forms of the data. Moreover, for one of the studied models, we prove the semi-parametric efficiency
of the proposed estimator, and we build a test of adequacy of the shape invariant model from one of
the criteria.
