Reachability query is a fundamental graph operation which answers whether a vertex can reach another vertex over a large directed graph G with n vertices and m edges, and has been extensively studied. In the literature, all the approaches compute a label for every vertex in a graph G by index construction offline. The query time for answering reachability queries online is affected by the quality of the labels computed in index construction. The three main costs are the index construction time, the index size, and the query time. Some of the up-to-date approaches can answer reachability queries efficiently, but spend non-linear time to construct an index. Some of the up-to-date approaches construct an index in linear time and space, but may need to depth-first search G at run-time in O(n + m). In this paper, as the first, we propose a new randomized labeling approach to answer reachability queries, and the randomness is by independent permutation. We conduct extensive experimental studies to compare with the up-to-date approaches using 19 large real datasets used in the existing work and synthetic datasets. We confirm the efficiency of our approach.
INTRODUCTION
Reachability query is one of the fundamental graph operations to answer whether a vertex can reach another vertex over a large directed graph. The real applications that need this operation are many and can be found among online social networks, biological networks, ontology, transportation networks, etc. The reachability query has been extensively studied over a decade [1, 16, 13, 23, 11, 28, 7, 26, 12, 8, 21, 20, 29, 27, 9, 10, 19, 24, 31] , and the early work can be traced back to 1989 to compute transitive closure (TC) over a graph. However, it is still an unsolved question whether we can do faster to answer reachability queries online over even larger and/or even denser graphs with the possible minimum cost (time/space) for offline precomputing and preparation.
The main idea behind the approaches in the literature is to compute a label for every vertex in a graph G by precomputing offline. This is known as index construction, because it is to construct an index to maintain all the labels computed to vertices of a graph. The index construction needs time and space to be done, and the quality of the labels computed offline will affect the query time for answering reachability queries online. In this work, we classify all the existing works in the literature into two categories. One is called Label-Only. By the name, the approaches in this category only use the labels computed to answer reachability queries, and include Chain-Cover [16, 8] , Tree-Cover [1] , Dual-Label [28] , 2-Hop [13] , Path-Tree [21] , 3-Hop [20] , PWAH8 [27] , TF-Label [10] , HL [19] , and DL [19] . The other is called Label+G. By the name, the approaches in this category use labels computed where possible, and conduct depth-first-search (DFS) at run-time, if the reachability queries cannot be answered using the labels only. Such approaches include Tree+SSPI [7] , GRIPP [26] , GRAIL [29] , and Ferrari [24] .
All the approaches take a different way to balance the three main costs, namely, the index construction time, the index size, and the query time. The Label+G approaches construct an index in linear (time/space). By linear we mean it in terms of the number of vertices (n) plus the number of edges (m) of a graph G. The upto-date Label+G approaches are GRAIL and Ferrari. However, the Label+G approaches may take long query time when it needs DFS to search the destination vertex over a large graph in O(n + m). On the other hand, there are two main ways taken by the LabelOnly approaches. (1) Some works aim at constructing a small index by compressing TC, because it leads to a small index, and therefore reduces query time [1, 16, 13, 28, 11, 12, 8, 21, 20, 27] . (2) Some works aim at constructing an index fast. Different from the Label+G approaches, none of the Label-Only approaches can construct an index in linear time, and the index size by an LabelOnly approach can be either non-linear or be small but cannot be bounded. The up-to-date Label-Only approaches are all from (2) including TF-Label, HL, and DL.
The main contributions of this work are summarized below. First, different from all the existing approaches, as the first, we study a new approach which employs randomness. With the randomness introduced, we can construct an index fast, and answer reachability queries efficiently. Second, we propose a novel labeling, denoted as IP, based on independent permutation [3] . We discuss the ideas, give the algorithms, and show the bounds. Third, we propose two additional labels which can be computed in linear time and used to reduce the search cost when DFS is needed at run-time. Finally, we conduct extensive experimental studies to compare with the up-to-date approaches using 19 large real datasets used in the existing work and synthetic datasets. We confirm the efficiency of our approach.
The remainder of the paper is organized as follows. We discuss the preliminaries and the problem in Section 2, and discuss the related work in Section 3. We give the main ideas of IP labels in Section 4 followed by the discussion on the algorithms to compute IP labels in Section 5. We also discuss two additional labels to be used to together with IP at run-time in Section 6. We give our algorithm to answer reachability queries in Section 7. We report our experimental studies using large real and synthetic datasets in Section 8, and conclude our paper in Section 9.
PRELIMINARIES
We model a directed graph as G = (V, E) where V (G) represents a set of vertices and E(G) represents a set of edges (ordered pairs of vertices) of G. We may simply use V and E if the context is obvious. The numbers of vertices and edges in G are denoted as n = |V | and m = |E|, respectively. A path from a vertex u to a vertex v is defined as path(u, v) = (v1, v2, · · · , vp) where (vi, vi+1) is an edge in E, for 1 ≤ i < p, u = v1, and v = vp. The length of path (u, v) is the number of edges in the path. The distance between two vertices, u and v, denoted as dst (u, v) , is the shortest path distance (length) from u to v in G. A vertex u is said to reach v if there exists a path from u to v over G. In the following, we use Out(u) to denote the entire set of vertices that u can reach including u itself, and use In(u) to denote the entire set of vertices in which every vertex can reach u including u itself. In addition, we use NO(u) and NI (u) to denote the out-neighbors and in-neighbors of u, such as NO(u) = {v | (u, v) ∈ G} and NI (u) = {v | (v, u) ∈ G}, respectively. The in-degree, out-degree, and the degree of a vertex u is denoted as, dI (u) = |NI (u)|, dO(u) = |NO(u)|, and
A reachability query, denoted as Reach(u, v), is to answer if u can reach v over G. We use u v to denote u can reach v (reachable), and u ̸ v otherwise.
In this paper, like the existing works, we assume G is a directed acyclic graph (DAG). This is because any directed graph G can be condensed into a DAG, where a vertex in DAG represents a strongly connected component (SCC) in G, and an edge (Si, Sj) in DAG represents that there is at least one edge from a vertex in an SC-C that Si represents to a vertex in another SCC that Sj represents. Therefore, Reach(u, v) in G can be answered by Reach(Si, Sj) in the corresponding DAG, if u and v belong to Si and Sj, respectively. Note that u and v are reachable, u v and v u, if u and v co-exist in the same SCC in G.
The problem we study in this paper is to answer Reach(u, v) online when G is very large. It is commonly known that the online breadth/depth-first search (BFS/DFS) algorithms cannot answer Reach(u, v) for a large graph G efficiently, because both have the time complexity in O(m + n). On the other hand, although it is possible to answer Reach(u, v) in O(1) by maintaining the edge transitive closure (TC) of G, the space complexity for maintaining TC is O(n 2 ), which is too large for a very large graph G, with the time complexity O(nm) to compute TC.
RELATED WORKS
In general, the main idea to answer Reach(u, v) online is to construct an index offline, where every entry in the index keeps a label computed for a vertex u ∈ G, denoted label(u). Reach(u, v) can be answered either by Label-Only approach or Label+G approach. The former is to answer Reach(u, v) by label(u) and label(v) only, and the latter is to answer Reach(u, v) by label(u) and label(v) with the possibility of accessing G if needed. There are three main costs, namely, query time (the time to answer online), construction time (the time to construct an index offline), and the index size (the space needed to maintain the index). Here, as indicated in many works, the query time is in the range between O(1) with TC as an index and O(n + m) without any index, the index size is between 
O(n 2 ) with TC and O(1) without an index computed, and the time complexity for index construction can be very high, when it aims at compressing TC to minimal. A survey can be found in [31] . Table 1 summarizes the three main costs for the existing work.
Label-Only: Several approaches proposed aim at finding a way to compress TC, because a smaller index size implies labels computed for vertices are smaller, which leads to a better query time. Jagadish [16] first introduces chain decomposition, which is also known as Chain-Cover, to compress TC by finding a minimal number of pair-wise disjoint chains to represent DAG. Here, a chain is a sequence of (v1, v2, · · · , vc) in which vi vj if i ≤ j. In G, every vertex v is assigned to a pair of (ci, pj) where ci is the chain id v belongs to and pj is the position of v in ci, and label(u) is a set of such pairs. By Chain-Cover, u v if there is a pair (ci, pj) in label(u), such that v is in the chain ci and its position is ≥ pj. Let k be the minimal number of chains in DAG, the query time of Chain-Cover is O(log k). Chen and Chen propose algorithms in [8] to compute Chain-Cover to construct an index
propose TreeCover [1] that covers TC using an optimal spanning tree, based on which a vertex, v, is assigned to an interval [s, e] , where e is the postorder of v, and s is the smallest postorder of v's descendants. Here, label(u) in Tree-Cover is a set of intervals, and u v if the interval of v is fully contained in an interval in label(u). The query time is O(log n), but its index size is O(n 2 ) and the construction time is O(nm), which are both high. Wang et al. propose Dual-Label [28] for a sparse graph. By Dual-Label, label(v) has two parts. One is a single interval for answering reachability over a spanning tree of G, and the other is to deal with the transitive closure over the non-tree edges of G. Let the number of non-tree edges be t. The transitive closure is O(t 2 ) for t ≪ n over a sparse graph G. Dual-Label can achieve O(1) query time, since it works as to maintain TC. Dual-Label is constructed in O(n + t 2 ) time and in O(n + m + t 3 ) space. When G becomes denser, t will approach n. Jin et al. propose Path-Tree [18] , which decomposes a DAG G into a set of pair-wise disjoint paths. Path-Tree shares the similar ideas used in Chain-Cover. But, unlike Chain-Cover, Path-Tree uses paths instead of chains. The query time is O(log 2 k) where k is the number of paths computed in Path-Tree. Path-Tree can have a smaller index size than Chain-Cover. van Schaik and de Moor propose a bit-vector approach to compress TC [27] . Even though many approaches make use of a spanning tree to construct an index using intervals (a pair of numbers), the construction time is non-linear and cannot deal with larger and denser graphs.
Cohen et al. in [13] 
Computing the optimal 2-Hop for G is known to be NP-hard [13] , since it is a set-cover problem. In [13] , an approximate (greedy) algorithm is proposed. Several heuristic approaches are proposed to compute 2-Hop [23, 11, 12] . Furthermore, Jin et al. propose 3-Hop [20] to improve 2-Hop by utilizing the idea of the chain decomposition as used in Chain-Cover. It [5] to replace the chain decomposition with a tree structure to improve 3-Hop.
Cheng et al. [10] propose TF-Label (topological folding) to compute 2-Hop labels for a DAG G using topological level. A vertex in G has a level assigned, denoted as ℓ (u, G) , where the min level is 1, and the max level is ℓ(G). Given the levels, V (G) can be represented as a disjoint set of vertices, such that
where Li(G) is the set of vertices at the level i. Furthermore, G can be represented as a sequence of DAGs, such that
Here, G1 = G, and Gi for i > 1 is constructed as follows:
For example, suppose a DAG G has 6 levels ℓ(G) = 6. Then, G1 = G. G2 is a DAG with 3 levels consisting of all vertices at the level 2, 4, and 6 of G1, and all non-cross-edges. G3 is a DAG with 1 level. Since Gi may have cross-edges from a vertex at the level i to a vertex at level j for j > i + 1, TF-Label transforms Gi to G * i such all edges in G * i are from a vertex at the level i to a vertex at the level i+1 by adding dummy vertices. The topological folding reduces the computational cost to compute 2-Hop labels. The bound for index construction time given [10] is
, where h(·) is the cost of computing 2-Hop label for v. It is worth noting that the time complexity of TF-Label is non-linear, because it needs to merge 2-Hop labels for a vertex v in Gi+1 to Gi. Also because TF-Label aims at computing 2-Hop labels efficiently instead of attempting to minimizing the index size, there is no tight bound for the index size, and the time complexity for query time depends on the index size.
Jin et al. [17] propose SCARAB as a general framework to represent a reachability backbone, denoted as a graph B(V, E), for a graph G. 
), where h is the number of backbones, and g(·) is the cost of computing 2-Hop label for v. Also, in [19] , Jin et al. propose DL (Distribution Labeling). It is based on a list of vertices in an order Label+G: Tree+SSPI [7] and GRIPP [26] are two works that use an interval label for every vertex over a spanning tree, and attempt to reduce depth-first-search (DFS) time if needed at run-time. The query time for Tree+SSPI and GRIPP are O(m − n), and both construction time and index size are O(n + m).
Yildirim et al. propose GRAIL [29, 30] , which randomly generates k DFS spanning trees to cover G, which can significantly reduce query time than that of using a single spanning tree. The label of a vertex is k intervals, label 
But, GRAIL needs to do DFS from u to reach v at run-time, if label(v) ⊆ label(u). The DFS from u does not need to continue at a vertex w, if label(v) ̸ ⊆ label(w). The query time is either O(k) using the label only or O(n + m) when it needs to do DFS. Seufert et al. propose Ferrari [24] . Like GRAIL, Ferrari computes up to k intervals for every vertex over an optimal spanning tree computed by [1] . Let label(u) = (I1, I2, · · · ) be the set of intervals for u. It is worth noting that by Tree-Cover the number of intervals for a vertex cannot be bounded, but in order to control the index size Ferrari only assigns up to k intervals for a vertex. Therefore, some intervals in label(u) are approximate intervals, because they cover certain interval that is not supposed to be covered to correctly answer Reach(u, v). Ferrari is to minimize the size of approximate intervals. This is done by computing up to k intervals of u with the intervals computed for all children of u using dynamic programming. The Ferrari constructed is not optimal. The time complexity for construction is O(k 2 m + S), where S is the time complexity of finding the top-s largest degree vertex for seed based pruning and constructing the index. Its index size is
where s is the number of seeds added to every vertex label.
A NEW LINEAR LABELING
As discussed in Section 3, in the category of the Label-Only approaches, the approaches that aim at compressing TC, like 2-Hop and 3-Hop, incur high construction cost and large index size, which affects query time. Chain-Cover and Tree-Cover use a disjoint set of chains and a tree cover, respectively, but they cannot deal with large dense graphs. Dual-Label can reach O(1) query time in theory, but it is for a considerably sparse graph. The up-to-date approaches in this category are TF-Label, HL, and DL. They aim at reducing the construction time, but the construction time is non-linear, which will incur high construction time for large and dense graphs. In addition, both index size and query time cannot be tightly bounded.
In comparison with the Label-Only approaches, in the category of Label+G, all approaches are linear regarding construction time and index size. Here, linear is on the basis of the graph size (the number of vertices plus the number of edges). Given the linear construction time and index size, the query time for Tree+SSPI and GRIPP is O(m − n) and the query time for GRAIL and Ferrari can be up to O(n + m), which means it cannot deal with large dense graphs. In [10, 19] , the authors indicate that TF-Label, HL, and DL outperform GRAIL, in terms of query time in practice.
The main idea: In this paper, we propose a novel labeling approach, called IP (Independent Permutation), and test set containment with probability guarantee, where the label of a vertex is a set. Let A and B be two subsets of a set V. There are two ways to check whether B is contained in A. One is to check B ⊆ A, and the other is to check B ̸ ⊆ A. Both are time consuming if an exact answer is needed for large sets. We take the latter approach, and answer a reachability query by finding whether there is at least one element in one set that is not contained in the other for B ̸ ⊆ A. Our approach is based on randomness with high probability guarantee where the guarantee is ensured by independent permutation. With the probability guarantee, we can answer a large number of B ̸ ⊆ A tests with 100% probability guarantee by IP. For those we cannot answer by IP with 100% probability guarantee, we do DFS online. It is important to note that the randomness we use is to minimize the probability of doing DFS, and the randomness is based on min-wise independent permutations [4] . We further improve the probability guarantee by min-wise independent permutations with a new k-min-wise independent permutations proposed in this work.
Before introducing min-wise independent permutations followed by our k-min-wise independent permutations, we show how u v is connected to A and B in IP. This is based on our observation that
In other words, if u can reach all the vertices that v can reach, or all vertices that can reach u can also reach v, then u v. In a similar manner,
. Therefore, A and B denote Out(u) and Out(v) respectively, or In(v) and In(u) respectively. Below, we consider A and B as a subset of V which is a set of n numbers,
Min-wise Independent Permutations: We briefly review the minwise independent permutations as given [4] . Given a set of numbers, Ω, a permutation of Ω is a bijection from Ω to itself, denoted as π : Ω → Ω. It is important to note that π(x), for x ∈ Ω, is unique in π(Ω). Consider V as a set of numbers of size n. Let Vn be the set of all permutations of V. F ⊆ Vn is min-wise independent, if for any X ⊆ V and any x ∈ X, when π is given to choose uniformly and randomly from F, then the following holds:
This says that, for any x ∈ X, the probability that π(x) is the smallest number in π(X) is 1/|X|. Based on the min-wise independent permutations, Min-Hash [3] is designed to compute Jaccard similarity of two sets, A and B, Jacard(A, B) = |A ∩ B|/|A ∪ B| as Pr(min{π(A)} = min{π(B)}) In this work, our focus is on set containment, B ⊆ A. We know that B ⊆ A if A = A ∪ B. Let min{X} indicates the smallest number of a set of numbers, X, we have
By min-wise independent permutations, any number in A ∪ B is equally likely to have the smallest number in π(A ∪ B), e.g., min{ π(A ∪ B)}, and min{π(A ∪ B}) = min{π(B \ A)} is true, if and only if min{π(A)} > min{π(B)}. Hence, we have
Because B ⊆ A if |A| = |A ∪ B|, there does not exist any possible permutation π by which min{π(A)} > min{π(B)}, as given in Eq. (3). Therefore, the condition of min{π(A)} > min{π(B)} can be used to conclude B ̸ ⊆ A. However, there are cases that B ̸ ⊆ A is true, when min{π(A)} > min{π(B)} is not true.
As can be seen from Eq. (3), the probability for min{π(A)} > min{π(B)} to be false is non-zero,
|A| |A∪B|
. In other words, when min{π(A)} > min{π(B)} is not true, it can be possible that either B ⊆ A or B ̸ ⊆ A. Here, our problem to answer u ̸ v by B ̸ ⊆ A becomes a problem on how to increase the probability for min{π(A)} > min{π(B)} to be true.
k-min-wise:
In order to increase Pr(min{π(A)} > min{π(B)}), for testing B ⊆ A, we propose to use top-k smallest numbers instead of the top-1 smallest number as used in min-wise independent permutation. By independent permutation π, we define min k {π(X)} as a subset of π(X) containing up to k smallest numbers, such as
To deal with B ⊆ A, we define an order (≼) between min k {π(A)} and 
We focus on the cases for B ̸ ⊆ A, provided
Recall that for a given k, "up to k" is for the cases that the size of a set can be less than k. In general, |A|, |B|, and |X | can be possible ≤ k. We use kA, kB, and kX , which are a max possible number ≤ k, for | min k {π(A)}| = kA, | min k {π(B)}| = kB, and | min k {π(X )}| = kX , because kA ≤ |A|, kB ≤ |B|, and kX ≤ |X |. We also know kA ≤ kX and kB ≤ kX because X is the union 
Recall that π is equally likely to be any permutation in the set of all permutations of X , denoted Xn. We consider the probability of
As a result, the probability that
2 In practice, kA is up to k which is small and is user-controlled. p (= |A|) and q (= |A ∪ B|) can be large considering a large graph G. We have kA ≪ p ≤ q. When it is the case, the probability that min k {π(A)} ≻ min k {π(B)} can be represented as
Here, ( p q ) k A can be very small, even for a relatively small kA.
is much larger than Pr(min{π(A)} > min{π(B)}), and is equal to Pr(min{π(A)} > min{π(B)}) when kA = 1.
The IP Labeling: By k-min-wise independent permutations, for a vertex u ∈ G, for a given k, we define label(u) as a pair of sets, Lout(u) and Lin(u). Lout(u) keeps up to k smallest numbers by the permutation π for the set of Out(u), denoted as Lout(u) = min k {π(Out(u))}. Lin(u) keeps up to k smallest number by the same permutation π for the set of
by the labels only. However, it needs to check by DFS online otherwise whether u v or u ̸ v since the probability given in Eq. (4) is non-zero.
Example 4.1:
A DAG G is shown in Fig. 1(a) . The numbers in Fig. 1(a) identify the 12 vertices, V (G) = {v0, v1, · · · , v11}. With a permutation π, which we will show how to compute, we assume the result is
, and π(11) = 5. Fig. 1(b) shows the π(vi) for every vi ∈ V (G). Let k = 5. Table 2 shows IP labels of G given in Fig. 1 We cannot answer it by IP labels only, and DFS is needed over G ( Fig. 1(a) First, as observed in many works, given a DAG G, the percentage of reachability queries (Reach(u, v) ) that are answered negatively, u ̸ v, over all possible reachability queries is over 90%. On the other hand, the reachability queries that are answered positively, u v, over all possible reachability queries is very small, which we call reachability-ratio (or simply R-ratio), denoted as r. We conducted testing to confirm r is very small. We generate large DAGs by fixing the number of vertices to be 10 million vertices and increasing the average degree from 2 to 8. For each DAG G, we sample 100 million vertex pairs, u and v, to estimate the reachability ratio of r for G. The R-ratio for the average degree (2, 3, 4, 5, 6, 7, 8 ) is (9.0E-7, 6.2E-6, 3.8E-5, 2.17E-4, 1.24E-3, 5.68E-3, 1.68E-2). As a summary, for sparse DAGs, when the average degree ≤ 4, the R-ratio is smaller than 0.0001, and for dense DAGs, when the average degree is 8, the R-ratio is below 0.017 still.
Second, given the R-ratio (r) for a DAG G, for two vertices u and v, the expected value of |Out(u)| and |Out(v)| is nr, where n is the number of vertices in G. If u cannot reach v, the number of the common vertices between Out(u) and Out(v) is expected to be 
As a result, if u cannot reach v, during DFS, the vertex w we visit will become more unlikely to reach v by Eq. (4). Given this, the length of DFS is supposed not to large. We give a lemma below. 
. By Eq. (4) (or its simplified version Eq. (5) (7), we know pw/qw < pu/qu, and we denote pw/qw as α · pu/qu for α < 1. Hence, Pr(Lout(w) ≻ Lout(v)) ≈ 1 − α k · (pu/qu) k , which is significantly larger than Pr(Lout(u) ≻ Lout(v)). Furthermore, if we apply the same analysis to a vertex ω which is a child of w in a similar. That is, Let pω = |Out(ω)| and qω = |Out(ω) ∪ Out(v)|, and assume pω/qω is β · pw/qw for
The same analysis can be applied to Lin. As discussed, while DFS search becomes deeper, it is much more likely to answer the reachability queries negatively, and therefore, it can stop in an early stage.
Reconsider (Q4) in Example 4.1 over G as shown in Fig. 1(a) , v4, v5, v6, v7, v8, v9, v10, v11}, In(v1) v4, v6, v7, v8, v9}, In(v3 
. The vertex v1 has two children, v4 and v5. Suppose it conducts DFS to either of them. Pr(Lout(v4) ≻ Lout(v3)) = . The probability becomes larger while DFS search. 
Algorithm 1 VS
(G) 1: for each vertex vi ∈ V (G) do 2: π(i) ← i; 3: for i from n − 1 downto 1 do 4: j ← Random(i); 5:
COMPUTING IP LABELS
We discuss computing IP. First, we discuss the algorithm to compute a permutation (π), which assigns every u ∈ V (G) a unique permutation number π(u) in O(n). Then, we give an algorithm to compute IP based on the permutation in O(k(m + n)).
Computing Permutation
To compute a permutation, we adopt the Knuth shuffle algorithm [22] , denoted as KS, which is also known as the Fisher-Yates shuffle algorithm [15] . The KS algorithm is unbiased, and has the equal chance to generate every possible permutation, which meets the requirement for min-wise independent permutation technique.
It is important to us that the complexity of the algorithm is O(n).
We show our VS algorithm in Algorithm 1, which is based on the KS algorithm. The VS algorithm first assigns an initial permutation number in [0, n − 1] to every vertex vi in G, where n = |V (G)| (line 1-2). Then, in a for loop (line 3-5), from i = n−1 to 1, it generates a random number j uniformly in the range of [0, i] (line 4), and swaps π(i) and π(j) between i and j (line 5). The time complexity of the VS algorithm is O(n). We can see that the probability of π(i) = x, for any i, x ∈ [0, n-1], is equal to the probability that x has not been randomly chosen for exchange in the first n-i-1 iterations multiplies the probability that x is chosen for exchange in the (n-i)-th iteration. That is,
Therefore, for any i ∈ [0, n-1], π(i) has the equal chance to be any value in [0, n-1]. The VS algorithm (Algorithm 1) is equally likely to generate any possible independent permutation.
IP Computing
We discuss how to compute IP. Consider a vertex u, its Lout(u) can be computed by all Lout(w) in its out-neighbors (∈ NO(u)). This is because Out(u) = ∪ w∈N O (u) Out(w). Therefore, Lout(u) must be the subset of ∪ w∈N O (u) Lout(w). In other words, Lout(u) consists of the top-k smallest numbers of ∪ w∈N O (u) Lout(w). In a similar way, its Lin(u) can be computed by all Lin(w) in its inneighbors (∈ NI (u)). This is because In(u) = ∪ w∈N I (u) In(w). Therefore, Lin(u) must be the subset of ∪ w∈N I (u) Lin(w). In other words, Lin(u) consists of the top-k smallest numbers from ∪ w∈N I (u) Lin(w). Based on this idea, we design an algorithm called IP-Construct to compute IP labels for vertices in G.
The IP-Construct is shown in Algorithm 2. First, we compute the topological order for all vertices in G (line 1), and compute the permutation (π) by calling the VS algorithm (line 2). First, for every vertex u ∈ V (G), it assigns π(u) in Lout(u) and Lin(u) (line 3-5). Below, we maintain Lout(u) and Lin(u) in ascending order. It is worth mentioning that the size of Lout(u) and the size of Lin(u) is up to k. Second, we visit vertices following the topological order (line 6-8), and compute Lin(u) from its in-neighbors (line 7-8). To update Lin(u) by one additional in-neighbor w, it selects the top-k smallest numbers from two lists, Lin(u) and Lin(w), which are both sorted in ascending order. Finally, we visit vertices following the reverse topological order (line 9-11), and compute Lout(u) from its out-neighbors (line 10-11) in a similar way. + m) ) time to compute Lin(u) for every u ∈ G (line 6-8). This is because it takes O(k) to update a vertex u's Lin(u) using Lin(w) for an in-neighbor w of u (line 8) by merging the two sorted lists of size up to k, and such update is to be done for every of m edges when accessing all n vertices in G. In a similar way, it takes O(k(n + m)) time to compute Lout(u) for every u ∈ G in line 11. Overall, the time complexity is O(k(n + m)). Our algorithm is more efficient than GRAIL even though both are O(k(n + m)). In our algorithm, we only need to scan G twice. In GRAIL, it needs to scan G k times to generate k spanning trees. The IP index size is at most 2kn, because |Lout(u)| ≤ k and |Lin(u)| ≤ k for every u ∈ G. Comparing with GRAIL, our index size is up to 2kn, whereas the index size for GRAIL is 2kn.
Construction time and Index size: To compute IP by Algorithm 2, it takes O(m + n) to compute the topological order (line 1), and O(n) to compute the permutation (Algorithm 1) (line 2). The initialization of Lout(u) and Lin(u) for every u ∈ G (line 3-5) is O(n). Then, it takes O(k(n

TWO ADDITIONAL LABELS
In this section, we discuss two additional labels together to be used with IP labels. The two additional labels are used to reduce the DFS search cost.
A Level Label
In order to early stop in DFS for answering Reach(u, v), we introduce a level label for every vertex u, denoted as L level (u). The L level (u) consists of two parts, Lup(u) and L down (u), and are defined in Eq. (10) and Eq. (11) .
Since we have already computed the topological order, it takes O(n + m) to compute the level labels for vertices in G. Based on Eq. (10) and Eq. (11), we have the following theorem about the level labels, which helps to prune unnecessary search paths in DFS effectively.
Theorem 6.3: Given two vertices u and v in
Proof Sketch: Based on Eq. (10), Lup(u) must be larger than Lup(w) for w ∈ NO(u), and be larger than any descendant of (b) L down (u) for u ∈ G Figure 2 : Level Labels for G in Fig. 1(a) u. If u can reach v, then NO(u) ̸ = ∅ and v is a descendant of u. This leads to the conclusion that Lup(u) > Lup(v). Also, based on Eq. (11), L down (v) must be larger than L down (ω) for ω ∈ NI (u), and be larger than any ascendant of v. If u can reach v, then NI (v) ̸ = ∅ and u is an ascendant of v. This leads to the conclusion that
Example 6.2: Consider graph G in Fig. 1(a) , the level labels of G are shown in Fig. 2 . Consider Reach(v1, v0) and Reach(v1, v2).
As shown in Fig. 2(a) , v1 cannot reach v0 nor v2, because Lup(v0) = 4 and Lup(v2) = 3 are not smaller than Lup(v1) = 3. Consider Reach(v3, v5). From Fig. 2(a) , it seems v3 can reach v5, be-
The level labels are effective as we will show in our experimental study, but are not new. GRAIL [30] uses a similar technique like Lup(u), and TF-Label [10] uses L down (u). The difference between the TF-Label and ours, in terms of L down (u) is as follows. We use L down (u) to early stop in DFS at run-time, whereas TF-Label uses to construct 2-Hop labels.
A Huge-Vertex Label
A key factor that affects the performance of DFS at run-time is how to deal with those vertices that have large out-degree. We call such a vertex as a huge-vertex denoted as HV. With the existence of such huge-vertices, in particular, in power-law graphs [14] , when it performs DFS starting from a huge-vertex at run-time, the time consumption will become large, because its out-degree is high, and the size of its out-neighbors is large. There are too many possible paths to search in DFS. Take Reach(v0, v11) as an example, and consider DFS search of G in Fig. 1(a) . v0 itself is a relative huge vertex in comparison with other vertices in this small graph G, so as two of its children v4 and v5. If the DFS search order is (v0, v2, v6, v8, v4, v9, v3, v7, v5, v10, v11) , then it will search nearly the entire G before finally answering this reachability query. There are certain huge-vertices in many real graphs that we need to deal with to reduce the run-time cost.
We propose a new simple but effective label, called HV-Label, and denoted as L hv (v) for every vertex v ∈ G. Here, L hv (v) contains up to top-h largest HV vertices, {u}, if u can reach v and the out-degree of u is larger than µ where n = |V (G)| and µ is a user-given threshold, such that
Answering with HV-Label: With HV-Label, we can decide w v, if w ∈ L hv (v). In other words, suppose that we DFS search to a huge-vertex w for answering Reach(u, v) . If w ∈ L hv (v), then we can answer u v immediately without any needs of DFS. If w is not a huge-vertex of v (w ̸ ∈ L hv (v)) and |L hv (v)| < h, w ̸ v. In addition, if w is a huge-vertex but w ̸ ∈ L hv (v) and dO(w) is larger than some out-degree of the vertices in can answer w ̸ v by definition.
Example 6.3: Consider G shown in Fig. 1(a) , where n = 12. Let µ = 2 and h = 2. A vertex is a huge-vertex if its out-degree is larger than 2. For G shown in Fig. 1(a) , the huge-vertices are v0, v4 and v5. The HV-Labels computed for G are shown in Table 3 . Consider a reachability query Reach(v0, v11). Here, v0 is a huge-vertex and 0 ∈ L hv (v11), we know v0 v11. Consider another reachability query Reach(v0, v1). We can answer v0 ̸ v1, because v0 is a huge-vertex and L hv (v1) is empty. Also, we can answer Reach(v5, v6) as v5 ̸ v6 using HV-Labels. Here, v5 is a huge-vertex and L hv (v6) = {0, 4}. By HV-Label, we know that 5 ̸ ∈ L hv (v6) but the out-degree of v5 is larger than the out-degree of v4, and therefore, the conclusion of v5 ̸ v6 can be made.
The algorithm to compute HV-Labels for a graph G is given Algorithm 3, called HV-Construct. The idea to construct HV-Labels is very similar to the IP-Construct algorithm. The time complexity for Algorithm 3
is O(h(n + m)) and the space is O(hn).
We discuss the two user-given thresholds h and µ below. Here, h determines the size of HV-Label, L hv (u), for every vertex in G, and µ determines what vertices are huge-vertices to be selected. Since h is for a few of huge-vertices, it does not need to be large. Decreasing µ will make more vertices to be huge-vertices. Doing so will include really huge-vertices in HV-Label. However, it is not necessary to use a small µ. We suggest to use µ = 100 after many testings. In other words, a vertex is a huge-vertices if its out-degree is > 100.
ANSWER Reach(u, v)
We have discuss three labels, IP labels, Level labels, and HVLabel. For every vertex u ∈ G, the labels are
, and L hv (u). Here, both Lout(u) and Lin(u) are up to k numbers, Lup(u) and L down (u) are fixed to 2 numbers, and L hv (u) is up to h numbers. In total, the max size of labels are 2k + h + 2 for a vertex.
We process a reachability query Reach(u, v) in a way as given in the IP+ algorithm (Algorithm 4). (G, (u, v) )
if w has not been visited then 10:
if IP+ (G, (w, v) ) is w v then return u v; Query Time: We discuss the time complexity of Algorithm 4 for answering Reach(u, v). The time complexity is O(k), because both labels used are sorted, when IP labels over u and v can be directly used to answer the reachability query without the needs of DFS. Next, we consider the cases when DFS is needed. First, suppose the answer of Reach(u, v) is u v. Then, the time complexity is related to the vertices that can be possibly on some paths from u to v. The number of such vertices is |Out(u) ∩ In(v)|, which is nr 2 , in a similar way as obtained in Eq. (6), where n is the number of vertices and r is the R-ratio of the graph G. Since it consumes O(k) in every vertex visited, the time complexity is O(knr 2 ). It does not take the HV-Label into consideration, which can be effectively used to reduce the query time. Second, suppose the answer of Reach(u, v) is u ̸ v. As discussed above, the IP labels can be effectively used to terminate DFS with the assistance of Level labels and HV-Label during DFS. The DFS search will be terminated after a small number of vertices to be visited, which we consider as a constant (refer to Eq. (9) in Lemma 4.1). Such a number is much smaller than n and it is not related to m. It is much less than but can be bounded by O(knr 2 ). Table 6 : Index Size of Large Real Graphs (in MB)
Dataset
GRAIL GRAIL
* ScaGRAIL PWAH8 TF-Label HL DL Ferrari-G IP+ citeseer 0.959 0.635 2.611 0.530 0.780 1.108 0.589 0.537 0.37 email 0
EXPERIMENTAL STUDIES
We conduct extensive experimental studies, and report our findings in this section. We denote our approach as IP+ (Algorithm 2), which uses IP labels with two additional Level labels and HVLabel. And we compare IP+ with the state-of-the-art reachability approaches including GRAIL [29] , GRAIL * [30] , ScaGRAIL [17, 29] , PWAH8 [27] , TF-Label [10] , HL [19] , DL [19] , and Ferrari [24] . Here, GRAIL and Ferrari are two state-of-art Label+G approaches, and their index size and construction time are in linear. We test Ferrari using the Ferrari-G index given in [24] , because Ferrari-G is scalable to handle massive-scale graphs. GRAIL * is the improved version of GRAIL [30] and ScaGRAIL is the implementation of GRAIL in the SCARAB framework [17] . 1 We also test the Label-Only approaches. PWAH8 is the state-of-the-art transitive closure compression approach. And TF-Label [10] , HL [19] , and DL [19] are the three state-of-the-art Label-Only approaches based on 2-Hop labels. We use the source codes provided by the authors to test the existing approaches. The source code of all approaches is implemented in C++ and compiled by G++ 4.8.1. All 1 We can also implement our IP+ in the SCARAB framework. We will leave it as our future work. experiments are performed on machine with 2.67GHz Intel Xeon X5550 CPU, 24GB RAM and running Linux.
The three measures of the testing are: index construction time, index size, and query time. Programs that run ≥ 24 hours or exceed the memory limit (24GB) will be terminated, and the results will be shown "-" in the tables or "INF" in the figures.
Real Datasets: We use all large datasets used in the recent works [29, 30, 17, 27, 10, 19, 24] . Here, citeseer, citeseerx (citeseerx. ist.psu.edu), and patent (snap.stanford.edu) are 3 citation networks in which the out-degree of the non-leaf vertices is about 10 to 30. go-uniprot is the joint graph of Gene Ontology terms with the annotations file from the the universal protein resource database UniProt (www.uniprot.org). uniprotenc22m, uniprotenc100m, and uniprotenc150m are subgraphs of the complete RDF graph of UniProt. mapped-100K and mapped-1M are two datasets used in [17, 19] . email is a DAG of the communication network email-EuAll. LJ is a DAG of social network socLiveJournal1. web is the DAG of web graph web-Google. wiki is a DAG of wiki-talk, got from Wikipedia. These 4 datasets are from snap.stanford.edu. govwild is a large RDF graph from govwild.hpi-web.de and is transformed into the corresponding DAG. yago is a DAG of a large RDF representing a knowledge Table 7 : Query Time on Large Real Graphs (in millisecond)
graph. twitter is a DAG of the social network graph crawled from twitter.com collected by [6] . web-uk is a DAG of a web graph dataset collected by [2] . We also add two new datasets. dbpedia is the DAG of the knowledge graph DBpedia (dbpedia.org).
HostLink is the DAG of the latest 100 million host links extracted from the host link graph data.webarchive.org.uk. All the real graphs are DAGs, and the basic information is given in Table 4 . In Table 4 , |V (G)| and |E(G)| are the number of vertices and the number of edges, davg is the average degree of a graph, and Rratio (r) is the reachability-ratio discussed in Section 4. As shown in Table 4 , most of these graphs are tree-like graphs whose davg is very closed to 1. We classify the real graphs into two classes: sparse graphs (davg < 2) and dense graphs (davg ≥ 2). The 6 dense graphs are citeseerx, patent, go-uniprot, govwild, dbpedia, and HostLink. The R-ratio of reachable pairs is very small, far below 1% in most cases, which is consistent with our discussion in Section 4. The following 5 datasets, email, LJ, web, twitter, and web-uk, have relatively high R-ratio, because they have some huge-vertices. The neighbors of the huge-vertices nearly cover the entire vertex set of the graphs.
Synthetic datasets:
We generate large DAGs with 10 million vertices and an average degree from 2 to 8 using the same graph generation algorithm used in GRAIL [29] . We first randomly create 10 million vertices and do a random ordering for these vertices. Then we randomly pick up two distinct vertices from the whole vertex set and create an edge which points from a lower order vertex to a higher order vertex. By repeating the process, we create the predefined number of edges.
Parameters: The 3 Label+G approaches have parameters to control their index size. The Label+G approaches get better performance when setting the parameters small for sparse graphs and larger for dense graphs. For IP+, we set k = 2 and h = 2 for sparse graphs and k = 5 and h = 5 for dense graphs, and µ = 100 by default. By µ = 100, a vertex u with dO(u) greater than µ is considered as a huge-vertex. For Ferrari-G, it is set as k = 2 for sparse graphs with s = 2 seeds as an additional index for seed based pruning, and k = 5, s = 5 for dense graphs. Similarly, we set k = 2 for GRAIL for sparse graphs and k = 5 for dense graphs. It is worth noting that the exact index sizes consumed by IP+ and Ferrari-G can be bounded but cannot be fully controlled. By setting the similar parameters, the three IP+, Ferrari-G, and GRAIL will consume the similar index space.
Performance on Large Real Graphs
We report the index construction time, index size, and query time for large real graphs in Table 5 , Table 6 and Table 7 . The best results among are highlighted in bold font.
Index construction: Table 5 reports the index construction time. IP+ is the fastest in almost all datasets. IP+ cannot reach the best results in some other sparse graphs whose davg is close to 1, whereas PWAH8 shows good performance in these sparse graphs. For other sparse graphs and dense graphs, IP+ performs the best compared with others. The index construction time of 2-Hop approaches is about 2 to 25 times of that of our approach over the dense graphs, and the index construction of PWAH8 is on average 3 times slower than IP+ over the dense graphs. HL fails its index construction in the dense graph patent, whereas TF-Label fails its index construction in the largest graph web-uk. The three versions of GRAIL approaches and Ferrari-G perform significantly slower than IP+ in the index construction. For the dense graphs, IP+ is twice faster than GRAIL approaches and Ferrari-G. In the large graphs twitter and web-uk, ScaGRAIL fails to compute their reachability backbone.
Index size: Table 6 shows the index size. For the dense graphs patent and go-uniprot, IP+ constructs the smallest index, and the index size by IP+ is closed to the best result in two other dense graphs citeseerx and govwild. But for other graphs, the Label+G approaches (GRAIL, Ferrari-G, and IP+) result in an index whose size is larger than those by the three 2-Hop approaches (TF-Label, HL, DL) and PWAH8. This is because GRAIL, Ferrari-G, and IP+ use O(k) labels and the additional index for every vertex no matter how sparse the graph is in practice. In theory, the index size by either GRAIL, Ferrari-G, or IP+ is in linear, whereas the 2-Hop approaches (TF-Label, HL, and DL) and PWAH8 may construct an unacceptably large index in dense graphs as showed in the patent dataset, where the index by 2-Hop approaches is at least 3.5 times larger than the index IP+ constructs.
Query time:
We randomly generate queries such that every vertex pair will be selected with the same probability. For each dataset, we generate 1 million reachability queries. Table 7 shows the total query time taken to answer all the reachability queries generated. IP+ performs the best in 5 sparse graphs among the 13 sparse graphs, and is comparable to the best results in other sparse graphs. IP+ is at least one order of magnitude faster than GRAIL and also much faster than its two improved versions GRAIL * and Sca-GRAIL. Ferrari-G shares the similar query performance with IP+ in sparse datasets, but significantly slower than IP+ for dense graphs. For dense graphs, IP+ wins the best in all dense graphs except patent. This is because that nearly a half of vertices in patent have at least 4 out-degree. When it needs to do DFS, it may need to visit more vertices until all branches are pruned or encountering the destination vertex. We believe that IP+ in SCARAB can perform well in the patent dataset, because ScaGRAIL greatly improves the query time in patent compared with GRAIL.
Scalability Study on Synthetic Graphs
We conduct experimental studies on synthetic graphs with different density. Since GRAIL * has better query and index construction performance than original version of GRAIL, we use GRAIL * in the experiments. Fig. 3 shows the experimental results of different approaches on the synthetic graphs generated. Fig. 3(a) and Fig. 3(b) show the index construction time and index size on graphs with different density. First, except for sparse graphs with the average degree 2, IP+ always performs the best both on the index construction time and the index size. The index construction time and the index size of IP+ only increases marginally while the graph density increases. Second, PWAH8 and 2-Hop approaches (TF-Label, HL, DL) do not show good scalability in large dense graphs. Their index construction time and index size increases exponentially when the average degree of the graph increases linearly. For the dense graphs, their memory usage exceeds the memory size of the system and thus fails to complete the index construction. PWAH8 and HL cannot compute its labels successfully when the average degree ≥ 5, whereas TF-Label and DL fail their index construction for the graphs whose average degree is ≥ 6. Third, the index construction time of GRAIL * is on average 2 times larger than that of IP+, and the index construction time of Ferrari-G is about 3 times larger than that of IP+. The index size of GRAIL * and Ferrari-G is about two times of the index size of IP+. In summary, IP+ has the best scalability.
We also randomly generate 1 million reachability queries over the synthetic graphs. The total query time to answer all reachability queries generated is shown in Fig. 3(c) . The 2-Hop approaches have the better performance in the datasets if they can construct the index given the time and space limited. The query time of IP+ is comparable to the 2-Hop approaches (TF-Label, HL, DL) in graphs with average degree ≤ 3. IP+ is on average twice faster than PWAH8. Only GRAIL * , Ferrari-G, and IP+ can answer the query in dense graphs with average degree ≥ 6. And the query time of IP+ is about a half of the query time of GRAIL * and Ferrari-G in all graphs. For answering a single reachability query in the densest graph with an average degree 8, the query time of IP+ is on average 0.75 millisecond, whereas GRAIL * and Ferrari-G need more than 1 millisecond. IP+ is the best approach among all approaches that can scale to large dense graphs.
IP label VS interval label
We show that only IP+, GRAIL * , and Ferrari-G are scalable to handle large dense graphs. Unlike GRAIL and Ferrari-G, IP uses a 2-Hop-like label, instead of interval labeling. To further study the query time of IP label vs interval label, we compare IP label, GRAIL label, and Ferrari-G index by excluding any additional index and any query optimization techniques. For fairness, we use similar index sizes for the three approaches. We conduct two testings.
First, we test the same 1 million random queries generated over the synthetic graph with an average degree 3 we used for the scalability testing. Index sizes for the three approaches are: 776MB for IP labels, 800MB for GRAIL labels, and 809MB for Ferrari-G index. We measure how many vertices they visit in answering the reachability queries generated. Fig. 4 shows the distribution of the number of visited vertices. 94.5% of the queries can be answered directly using IP labels while 92.3% of the queries can be answered directly using GRAIL labels and 87.3% of the queries can be answered directly using Ferrari-G index. It shows that IP label has high potential to answer without the needs of DFS. For the reachability queries that cannot be answered directly using labels, we can see that IP label also performs significantly better than GRAIL and Ferrari-G. Compared with the two interval labeling approaches, IP label is less likely to visit many vertices before finally answering a reachability query. The percentages of visiting more than 30 vertices using IP, GRAIL, and Ferrari-G, are 0.57%, 1.10%, 0.99%. The percentage of IP is about a half of either GRAIL or Ferrari-G. For reachability queries that need to visit more than 70 vertices, the ratio of IP label is larger than the ratio of Ferrari-G index but the ratio of IP label is still below 0.1%. The results shown are consistent with the experiments in which IP label usually has better query performance than GRAIL and Ferrari-G.
Second, we test equal query workload with 500,000 reachable queries and 500,000 non-reachable queries sampled from TC over the same 7 synthetic graphs we used for the scalability testing (average degree is from 2 to 8). The index size and the query time are shown in Fig. 5 . Ferrari-G performs well when the average degree is 2, where the index size cannot be larger by controlling the parameters provided in Ferrari-G. Overall, IP performs the best.
The IP+ Label
Here, first, we report how the 3 parameters, k, h, and µ, affect the query performance of IP+. Second, we report the effectiveness of the three labels used in IP+, IP label, Level label, and HV-Label. We conducted extensive testings by 1 million random queries generated. We report the results using the real graph govwild whose average degree is 2.95. As default, k = 5, h = 5, and µ = 100. Fig. 6(a) shows that a larger k can improve the query time, but it does not improve the query time when k is too large. Fig. 6(b) shows that HV-Label helps. A small h is sufficient because there is a few huge-vertices in a real graph. Fig. 6(c) shows that a smaller µ is sufficient to improve the query time. It confirms that µ = 100 is reasonable. When µ becomes smaller, many vertices will be marked as a huge-vertex, which increase the index size. Fig. 6(d 
CONCLUSIONS
In this paper, we propose a new IP labeling approach, which is the first one to explore the randomness to answer reachability queries. Like the up-to-date Label-Only approaches (TF-Label, H-L, and DL), IP uses two sets of vertices. Unlike TF-Label, HL, and DL, IP uses set-containment instead of set-intersection. The fundamental difference behind answering Reach(u, v) is as follows. TF-Label, HL, and DL ensure u v using the labels, whereas IP is on the opposite aiming at u ̸ v by finding at least one vertex in one set that is not contained in the other. IP is effective given the small reachability-ratio for all large graphs. IP outperforms the up-to-date Label+G approaches, GRAIL and Ferrari. The randomness by independent permutation used in IP opens a new direction to study new labeling approaches, in order to further improve the query processing time while minimizing the index construction time/space.
