A key component in controlling the spread of an epidemic is deciding where, when, and to whom to apply an intervention. We develop a framework for using data to inform these decisions in real-time. We formalize a treatment allocation strategy as a sequence of functions, one per treatment period, that map up-to-date information on the spread of an infectious disease to a subset of locations where treatment should be allocated. An optimal allocation strategy optimizes some cumulative outcome, e.g., the number of uninfected locations, the geographic footprint of the disease, or the cost of the epidemic. Estimation of an optimal allocation strategy for an emerging infectious disease is challenging because spatial proximity induces interference among locations, the number of possible allocations is exponential in the number of locations, and because disease dynamics and intervention effectiveness are unknown at outbreak.
Introduction
Dynamical systems on networks and more general spatial domains have proved to be an effective modeling tool in many areas of science (Strogatz, 2001) . Applications include ecological food webs (Williams and Martinez, 2000) , electrical power grids, cellular and metabolic networks (Kohn, 1999) , the World-Wide Web (Broder et al., 2000) , and human mobility (Truscott and Ferguson, 2012) . Interest in network anatomy and function underlies the greater movement towards research on complex systems. Recently, there has been increased interest in trying to understand dynamical systems on networks with the objective of administering control over some process evolving over the network. An important example is the control of an epidemic evolving on a network of individuals. Fatal emerging diseases such as West Nile virus (Kilpatrick, 2011) , white-nose syndrome (Maher et al., 2012) , foot and mouth disease (Tildesley et al., 2006) , and SARS (Hufnagel et al., 2004 ) represent a serious threat to ecological and environmental systems and to human health. The impact of bat loss due to white-nose syndrome is projected to produce several billion dollars of agricultural costs per year [Subcommittee on Fisheries, Wildlife, and Oceans, 2011] . Understanding the dynamics of these epidemics and providing tools to efficiently and effectively control them is of paramount importance.
A key component in controlling the spread of an epidemic is deciding where, when, and to whom to apply an intervention. A treatment allocation strategy formalizes this process as a sequence of functions, one per treatment period, that map up-to-date information on the epidemic to a subset of locations to receive treatment. An optimal treatment allocation strategy optimizes the expectation of some cumulative outcome, e.g., the cumulative number of infected individuals, the geographic footprint of the disease, the estimated total cost of the disease, or a composite of several important outcomes. Estimation of an optimal treatment allocation strategy for an emerging epidemic presents several major challenges: (i) data scarcity, at the onset of the epidemic there is little information about disease dynamics and typically no information on the effectiveness of potential treatments;
(ii) scalability, the number of possible allocations is exponential in the number of locations; e.g., in the problem of white-nose syndrome, there are more than 1,100 locations leading to more treatment allocations than can possibly be enumerated using existing computing resources; (iii) interference, dependence among locations violates the no interference among experimental units assumption (Sobel, 2006; Hudgens and Halloran, 2008) ; and (iv) a long time horizon, an epidemic can persist for decades before eradication, and thus an optimal treatment allocation strategy must adapt to evolving logistical constraints, technologies, and system dynamics.
We propose an online estimator of the optimal treatment allocation strategy that is designed to overcome these challenges. At each time point, the proposed method draws a model from the posterior distribution over system dynamics models and the estimated optimal allocation strategy is the maximizer over a pre-specified class of strategies of the mean outcome under this model. The system dynamics model and estimated optimal allocation strategy are updated each time new data are collected to provide a continually evolving strategy.
Furthermore, the class of potential allocation strategies is chosen to reduce computational complexity when scaling to large decision problems and to ensure that logistical/feasibility constraints are satisfied. We show that the proposed estimator can scale to problems with more than one thousand nodes, four covariates per node, fifteen treatment periods, and O(10 150 ) possible allocations at each time period.
The proposed methodology is related to the idea of a dynamic treatment regime in personalized medicine. A dynamic treatment regime is a sequence of decision rules, one per treatment stage, that map up-to-date patient information to a recommended treatment (Murphy, 2003a; Robins, 2004b; Schulte et al., 2014) . Thus, like a treatment allocation strategy, a dynamic treatment regime is a sequence of functions that is used to dictate treatment decisions over time. Furthermore, one approach to estimating a dynamic treatment regime is to model the mean outcome as a function of each regime in a pre-specified class and then take the maximizer over this class as the estimated optimal regime (Robins et al., 2008; Orellana et al., 2010; Zhao et al., 2012; Zhang et al., ,?, 2013 Zhao et al., 2014b,a; Kang et al., 2014) . However, despite these similarities, the challenges mentioned previously prevent direct application of methodology for dynamic treatment regimes to the problem of spatio-temporal treatment allocation. Methods for dynamic treatment regimes assume that the data comprise a large number of independent and identically distributed trajectories observed over time. In contrast, in the allocation problem, we observe a single observation over the spatial domain at each time point, hence there is no independent replication. Furthermore, existing methods for dynamic treatment regimes are designed for settings with a small number of treatment options at each treatment stage, e.g., between two and five, whereas in the spatial allocation problem, there are an astronomically large number of potential treatments. There has been some research on continuous treatments in dynamic treatment regimes (Rich, 2013; Rich et al., 2014; Laber and Zhao, 2015) , however, these methods heavily rely on smoothness of an outcome regression model across treatment values which does not apply in the treatment allocation problem.
Both estimation of dynamic treatment regimes and estimation an optimal treatment allocation fall under the umbrella of reinforcement learning problems (Bertsekas, 1996; Sutton and Barto, 1998; Powell, 2007; Sugiyama, 2015) . Our proposed estimator is an approximate variant of Thompson sampling (Thompson, 1933) wherein allocations are chosen with probability that is proportional to the posterior probability that they are optimal. Thompson sampling has been studied in the reinforcement learning literature primarily in its application to bandit problems (Scott, 2010; Chapelle and Li, 2011; Goyal, 2011, 2012; Kaufmann et al., 2012; Korda et al., 2013; Agrawal and Goyal, 2013; Gopalan et al., 2014; Russo and Van Roy, 2014) . Osband et al. (2013) and Gopalan and Mannor (2015) applied
Thompson sampling to sequential decision problems modeled as Markov decision processes.
However, these estimators require: (i) a finite set of system states; and (ii) that a fixed allocation strategy be applied without adjustment for potentially long time periods of time.
In the settings we consider, the system state is continuous and high-dimensional (making discretization impractical) and the application of a fixed sub-optimal allocation strategy for a prolonged period is neither ethical nor feasible. For a comprehensive survey of Bayesian reinforcement learning see Ghavamzadeh et al. (2015) .
In Section 2, we discuss one of the motivating problems for the proposed work, controlling the spread of white-nose syndrome in bats. In Section 3, we formally define an optimal treatment allocation strategy using potential outcomes and discuss the problem of interference. In Section 4, we develop our estimator of the optimal treatment allocation strategy and construct a class of strategies that are flexible but highly scalable. In Section 5, we evaluate the performance of the proposed method using simulation experiments. In Section 6, we apply the proposed methodology to data on the spread of white-nose syndrome. Future work and open problems are discussed in Section 7.
2 White-nose syndrome in bats
White-nose syndrome (WNS) is a disease caused by the fungus Pseudogymnoascus destructans (formerly Geomyces destructans) and predominately affects hibernating bats in North America (Blehert et al., 2009 ). An infected bat will present with a white fungus on the muzzle, ears and/or wings, and erratic behavior during hibernation. The erratic behavior during hibernation depletes fat reserves and expends valuable energy resulting in low survival and death (Blehert et al., 2009) . Mortality rates exceed 90 percent in some areas and more than Hoyt et al., 2015) . Unfortunately, many of these have not been tested in the field and their efficacy is currently unknown. Additional challenges exist because the disease has a highly complex nature of spread including a large spatial range (Maher et al., 2012) . Therefore, to maximize what benefits these treatments may provide, it is essential to develop a principled, adaptive, and data-driven control strategy that addresses the full potential range of WNS before further devastation occurs. We estimate such a control strategy and demonstrate that, if implemented, it may have a profound effect on the course of the current epidemic.
3 Defining an optimal treatment allocation strategy
We consider a decision problem evolving over a countably infinite set of treatment periods and a finite number of locations. The locations may represent physical locations in space, e.g., parcels of land identified as candidates for an intervention, or the locations may be nodes in a network, e.g., individuals in a social network. In the application to WNS, the data are provided at the county level, and thus cave-bearing counties compose the locations of interest. At each time point, a decision maker observes information describing the current state of each location and subsequently uses this information to decide which locations should receive treatment. In the control of epidemics, location information would include information on the spread of the disease, e.g., infection status and time since infection among the infected, as well as features related to susceptibility or contagiousness. In WNS, for each county we observe the infection status, time since infected, number of caves, average winter temperature, and a measure of species richness. For simplicity, our development considers the setting in which there are two possible choices at each location: apply a treatment or do nothing. However, the proposed methodology can be extended to handle settings in which there are several treatment options available at each location. A treatment allocation strategy formalizes the treatment allocation process as a map from current information on all locations to a probability distribution over possible allocations. An allocation strategy is said to be optimal if it maximizes the mean cumulative utility over a pre-specified class of strategies (minimizing cost can be handled in the obvious way).
Let L = {1, . . . , L} denote the set of locations and T = {1, 2, . . .} the set of treatment stages. The treatment stages may be dictated by the evolving decision process. Define S t ∈ R p to be a summary of the information collected at location ∈ L up to and including time t ∈ T and let S t be {S t } ∈L ; we assume that S t is completely observed and measured without error. Let A t ∈ {0, 1} denote an indicator that location received treatment at time t and A t = {A t } ∈L is the allocation at time t. Let B L denote the set of all probability distributions over {0, 1} L . A treatment allocation strategy, π, is a function from S = supp S t into B L so that under π, a decision maker presented with S t = s t will select allocation a t with probability π(a t ; s t ). Allocation strategies of this type are termed stochastic strategies to contrast them with deterministic strategies which map states to allocations rather than to a distribution over allocations (Sutton and Barto, 1998) . In the context of online estimation and optimization, the use of stochastic allocation strategies is critical to ensure consistent estimation of an optimal strategy (Kaelbling et al., 1996; Cesa-Bianchi and Lugosi, 2006) much in the same way that randomization is critical in adaptive clinical trials to ensure consistent estimation of an optimal treatment (Berry and Fristedt, 1985) ; see the Supplemental Materials for an illustrative example. Let Y t ∈ R denote an outcome measured at location at time t and let Y t = {Y t } ∈L . For a pre-specified constant, γ ∈ (0, 1), the goal is to choose an allocation strategy that maximizes the mean of the discounted total utility
is a scalar utility function and the constant γ balances proximal and distal outcomes. In some settings, it may be desirable to choose an alternative measure of cumulative utility, e.g., lim T →∞ T −1 T t=1 u(Y t ); our methodology can be directly extended to handle such alternatives. We formalize the notion of an optimality allocation strategy using potential outcomes (Rubin, 1978; Splawa-Neyman et al., 1990) .
Let Π denote a class of allocation strategies of interest; throughout, we implicitly assume all allocation strategies under consideration belong to Π. Hence, the definition of optimality depends on Π. This class can be used to enforce logistical constraints, e.g., a limit on the number of locations that can be treated at each time point. Because our estimation algorithm is online, this class of allocation strategies can be changed in real-time to reflect changing contraints. Define F = a ∈ {0, 1} L : a ∈ supp π for some π ∈ Π to be the set of feasible allocations. We use overline notation to denote past history, e.g.,
, and a '*' superscript to denote potential outcomes, e.g., Y * t (a t ) denotes the outcome that would be observed under treatment sequence
be the set of potential outcomes under {a t } t∈T , i.e., the states and outcomes that would be observed under actions {a t } t∈T .
For any π ∈ Π, let {ξ t π (s)} t∈T ,s∈S denote a collection of independent random variables so
to be the potential outcome under allocation strategy π, where
If there are multiple optimal strategies within Π there is no loss choosing among them arbitrarily. Thus, for concision, we assume hereafter that π opt is unique. In order to estimate π opt from the observed data, we require assumptions about the data-generating mechanism. At time t, the available data to estimate π opt are H 1 = S 1 if t = 1 and
We assume: (A1) sequential ignorability (Robins, 2004a) , A t ⊥ ⊥ W * |H t for all t ∈ T ; (A2) the observed outcomes are the potential outcomes under treatment actually received,
for all t ∈ T ; and (A3) positivity, there exists > 0 so that P A t = a|H t > for all a ∈ F and t ∈ T with probability one. While we have stated (A2) as an assumption, there is some debate about whether this should instead be taken as an axiom (Pearl, 2010; VanderWeele et al., 2013; Keele, 2015) ; in addition, we implicitly assume throughout that there are no hidden forms of treatment. Given a data-generating process which satisfies (A1)-(A3), for any π ∈ Π it follows that
where f v is the conditional density for Y v given H v and A v , g v is the conditional density for
, and λ is a dominating measure. Thus, (1) shows how the expected cumulative utility can be expressed using the data-generating model.
The foregoing assumptions along with the assumption of no interference among experimental units are standard in causal inference for non-spatial sequential decision making problems (Chakraborty and Moodie, 2013; Schulte et al., 2014) . However, in spatio-temporal decision problems, the proximity of the locations can induce spillover effects thereby causing interference among experimental units (locations) (Halloran and Struchiner, 1995; Diez Roux, 2004; Hong and Raudenbush, 2006; Hudgens and Halloran, 2008; VanderWeele and Tchetgen Tchetgen, 2011; Ogburn and VanderWeele, 2014) . Furthermore, in many settings, there are cost constraints of the form ∈L ω t a t ≤ c t , where ω t is the cost of applying treatment at location at time t and c t is a total budget at time t. Constraints of this form are another reason why the decision to treat one location requires consideration of all others, i.e., applying treatment at one location reduces the available budget for applying treatments elsewhere. Standard methods for estimating optimal decision rules, e.g., Q-and A-learning (Murphy, 2003b; Robins, 2004a; Blatt et al., 2004; Murphy, 2005; Goldberg and Kosorok, 2012; Schulte et al., 2014; Laber et al., 2014) and policy search (Robins et al., 2008; Orellana et al., 2010; Zhang et al., ,?, 2013 Zhao et al., 2012 Zhao et al., , 2014b , are based on independent application of treatment to each unit. Thus, to apply these methods without additional 
Estimating an optimal allocation strategy
In the context of an emerging epidemic, there is typically little or no data that can be used to form reliable estimators for some (or all) components of the system dynamics model.
Thus, it is essential to add information from scientific theory into the estimation process.
We integrate scientific theory into the estimation process by taking a Bayesian perspective on parameter uncertainty and allowing the use of informative priors on some (or all) of the parameters indexing our postulated system dynamics model.
An overview of our estimation procedure is as follows. Let D denote a class of deterministic, i.e., non-stochastic, allocation strategies. Under d ∈ D, a decision maker presented with state S = s will select allocation d(s). At each time t, we draw a system dynamics model from the posterior distribution over dynamics models and subsequently use simulation-optimization (Law et al., 1991; Banks et al., 1998; Gosavi, 2003) to compute a maximizer, say d t , of (1) This approach can be viewed as a version of Thompson sampling wherein allocations are selected according to the posterior probability that they maximize the mean discounted cumulative utility (Thompson, 1933) . While Thompson sampling has been in print for more than 80 years it has only recently re-emerged in the computer science literature as a powerful tool for online decision making and has been shown to possess a number of optimality properties in special cases (Chapelle and Li, 2011; Agrawal and Goyal, 2011; Kaufmann et al., 2012; Korda et al., 2013) . Intuitively, a stochastic allocation strategy should balance exploration of the space of potential allocations with choosing allocations that are estimated to produce high expected utility; the proposed version of Thompson sampling achieves this balance through the posterior of mean utility under each d ∈ D which becomes increasingly concentrated on the maximizer as data accumulate.
To describe the implementation of our estimator we make several assumptions in addition to (A1)-(A3). We assume the system is Markov and homogeneous in time so that, for any v, the densities in (1) become 
where we define g(s 1 |s 0 , a 0 ) = g(s 1 ) to be the distribution of the initial state.
For any deterministic strategy d and fixed T > 0, define
,
ing to the posterior of β, θ given H t . If the parametric densities are correctly speci-
parameters β * and θ * , then under standard regularity conditions (Gelman et al., 2014) ,
t ) with probability one.
Algorithm 1: Policy-search algorithm for an optimal allocation strategy Input:
Algorithm (1) shows the procedure for estimating π opt using policy-search with a system dynamics model and Thompson sampling; the right panel of Figure 2 displays a schematic for this algorithm. The computational complexity of this algorithm depends on: (i) the class of strategies D; (ii) the complexity of posterior distribution for β and θ; and (iii) the desired accuracy of the numerical integration used to compute C T (d; β, θ). In Section 4.1, we provide a class of strategies under which sampling from π(a; s) scales linearly in the number of locations, L, making it feasible even when L is on the order of tens of thousands. In most ecological applications, the dimensions of β and θ are orders of magnitude smaller than L, e.g., the "gravity model" for WNS (Maher et al., 2012 ) is determined by thirteen parameters;
thus, integrating over the posterior of these parameters is typically not a computational bottleneck. As detailed in the next section, we use stochastic approximation to compute arg max π∈Π C T (d; β, θ); the number of Monte Carlo replicates in the numerical integration
Remark 4.1. The Markov dynamics assumption used above is always trivially true if S t = H t for all t (more formally, let S t ∈ R ∞ and define S t = (t, H t , 0), where 0 is the zero element in R ∞ ). However, this choice of state is rarely useful in large systems as the growing dimension makes modeling difficult. Thus, the Markov assumption can be viewed as an assumption about the ability of domain experts and analysts to construct a concise summary of the past that captures all salient features of the decision problem. One approach is to construct the state by concatenating information from the past k time points where k is dictated by domain knowledge or estimated from historical data. State construction for Markov decision processes is currently an active area of research (Mahadevan, 2009; Sugiyama, 2015) .
Remark 4.2. The assumption of a low-dimensional parametric model for the transition may seem overly restrictive in some settings. Because the dynamics model is being estimated online, sieves are a natural mechanism to add flexibility as data accumulate. A template for this approach is as follows. Assume that g s
Then, under appropriate regularity conditions (e.g., Newey, 1997) 
thus, a variant of the Thompson sampling algorithm could be implemented by drawing θ
An alternative is to fit a Bayesian nonparametric (BNP) model. A BNP model assumes an infinite-dimensional parameter space so that with sufficient data the estimated model converges to the true model with few assumptions about its parametric form. BNP has recently been applied to spatiotemporal epidemics and used to estimate a non-spatial dynamic treatment regime , and so this appears to be a promising direction for future work.
A scalable class of allocation strategies
The class of allocation strategies D has a large impact on the quality of the estimated optimal decision strategy and the computational complexity of Algorithm (1). We propose a flexible but computationally efficient class of allocation strategies that is designed to scale to large decision problems with potentially tens of thousands of locations. However, as we demonstrate in the next section, this class of strategies is also useful for problems with as few as 100 nodes. Throughout, we assume that at time t exactly c t locations can be treated, while c t is allowed to depend on the state S t we suppress this in the notation.
Because of spatial interference, the effect of treating a given location will depend on the configuration of treatments applied at nearby locations. Thus, finding an optimal treatment allocation is a complex discrete optimization problem. To reduce computational burden, we select an allocation in batches. Each location is assigned a priority score that depends both on the current state and allocations selected in the preceding batches. For each batch, we then select locations with highest priority scores for treatment.
The class of allocation strategies that we propose depends on a parametric class of func-
is a vector of priority scores, one per location, so that R (s t , a t ; η) represents the priority for treating location at time t if the observed state is S t = s t and assuming the locations {j : a t j = 1} are certain to be treated. If a t = 1 then R (s t , a t ; η) = −∞ so that each location is selected for treatment at most once per time point. For each non-negative integer m, define the binary vector
Obtaining a high-quality approximation for C T (d; β, θ) for any fixed strategy d may require a large number of expensive Monte Carlo replications, this is particularly wasteful when evaluating allocation strategies that are far from a maximizer. Thus, we use a stochastic approximation algorithm known as simultaneous perturbation (e.g., Spall, 2005) to approximate arg max d∈D C T (d; β, θ). The algorithm relies on a sequence of non-negative step-sizes,
, that satisfies j≥1 α j = ∞ and j≥1 α 2 j < ∞ and a sequence of non-negative perturbation magnitudes {ζ j } j≥1 that satisfies ζ j → 0 as j → ∞ (Kushner and Yin, 2003; Borkar, 2008) . In our simulation experiments, we use α j = τ /(ρ + j) 1.25 and ζ j = 100/j, where τ, ρ > 0 are tuning parameters. We used a double bootstrap procedure to select τ and ρ; details on the double bootstrap tuning procedure are in the Supplemental Materials. Let G E denote the orthogonal projection onto E. Algorithm (2) shows the stochastic approximation algorithm for computing arg max d∈D C T (d; β, θ); it can be seen that each iteration of this algorithm only requires simulating trajectories under two parameter values, rather than O(d) parameter values as would be required by classic stochastic gradient descent methods using a difference-based approximation for the gradient (Spall, 2005; Bhatnagar et al., 2013) .
Remark 4.3. The choice of priority functions, R, will, of course, depend on features of a given application. However, for concreteness, we describe a class of linear priority functions that may be useful in practice. We use linear priority functions in our application to white-
Simulation experiments
We evaluate the finite sample performance of our estimator in a suite of simulation experiments. We consider the spread of an infectious disease over two spatial domains: (i) points two-dimensional Euclidean space; and (ii) nodes in a network.
Spread of an infectious disease in Euclidean space
In this setting, each location ∈ {1, . . . , L} is a point in the unit square [0, 1] 2 . For each location, , we generate four static covariates, X using mean-zero Gaussian process with a multivariate separable isotropic covariance matrix that is exponential in space and autoregressive across the four covariates at each location. To mimic our motivating example of the spread of white-nose syndrome, we assume that each location has a fixed number of caves; in more general spatial epidemic models, this variable represents the gravity associated with the location (e.g., Bossenbroek et al., 2001; Xia et al., 2004; Drake and Lodge, 2004; Sen and Smith, 2012) . We generate the number of caves, Z , by using the first covariate and subtracting the minimum value to force non-negative values (see the Supplemental
Materials for details). The outcome Y t is 1 if location becomes infected at or before time t and 0 otherwise. The process is initialized at time t = 1 by randomly selecting 1% of the locations to be infected. Define S t = (X , Z , Y t−1 ) and let ω ,k denote the distance between locations and k. We standardize the distance to have a standard deviation of 1 for computational stability. The model assumes that disease transmission is independent across locations given (
= 1 so that locations never shed the disease, and P (Y
where: θ 0 is an intercept; θ 1 captures effects of the uninfected location; θ 2 captures effects of the infected location; θ 3 and θ 4 govern the strength of treatments to uninfected and infected locations; θ 5 > 0 controls the spatial range of infection; and θ 6 > 0 controls the amount of gravity induced by the number of caves per location. We chose θ = (θ 0 , θ
T to match the maximum-likelihood estimator fit using data on white-nose syndrome but adjusted θ 0 so that in each simulation setting an average 70% of locations become infected after T = 15 years in the absence of any interventions. An algorithm for constructing θ for each simulation setting is provided in the Supplemental Materials.
We assume that treatments can only be applied to at most ςL locations at each time t where ς ∈ (0, 1) (in all settings considered, ςL is an integer). To form a baseline for comparison, we also consider the following allocation strategies:
(no trt) do not apply treatment at any location;
(myopic) rank uninfected locations by their estimated probability of becoming infected in the next time-step, rank infected locations by the weighted average infection probability of uninfected locations using λ ,k (defined below) as weights, and then allocate treatment to the (ς/2)L highest-ranked uninfected locations and to the (ς/2)L highest-ranked infected locations;
(proximal) rank uninfected locations by their proximity (inverse distance) to the nearest infected location and rank infected locations by their proximity to uninfected locations, allocate treatment to the (ς/2)L highest-ranked infected locations and to the (ς/2)L highest-ranked uninfected locations;
(trt all) treat all locations to provide a performance ceiling were infinite resources available.
In the simulations we present here, we set ς = 0.12; additional simulations with other settings of ς are qualitatively similar and are thus omitted. Because the number of possible treatment allocations is exponential in the number of locations, it is not computationally feasible to compute the optimal allocation strategy as a 'gold-standard' even though the generative distribution is known, e.g., in the smallest setting we consider there are 100 12
≈ 10 15 possible allocations at each time point.
We consider three spatial location layouts: (S1) a regular lattice layout; (S2) uniformly distributed layout; and (S3) a clustered layout. Instances of these three layouts with L = 1000 locations are displayed in Figure ( 1). Our simulation experiments consider location sets of size L = 100, 500, and 1000; algorithms for generating these layouts are in the Supplemental Materials. The infection is allowed to spread from t = 1 to t = 8 with no interventions. At time points t = 8, . . . , 15, each strategy under consideration is used to choose a treatment allocation. Performance of the allocation strategies is measured in terms of the average proportion infected after T = 15 time points. Because there is a fixed and finite time horizon, in the implementation of our algorithm we set γ = 1.
To study the effects of model misspecification, we also consider the case when the true data generating model is (2) and the proposed allocation strategies are based on the postulated model (2) with logit q t ,k (s, a) replaced with θ 0 + θ 1 ω j, − θ 2 a t − θ 3 a t j if site is uninfected at time t and 0 otherwise. Thus, the misspecified model assumes that under no treatment the probability of spread from an infected to susceptible location is dictated by distance only.
We use linear priority functions as in Remark (4.3): R Lin = {R (slocations, at time t, define
Simulation results under a correctly specified dynamics model are presented in Figure ( 2).
In all settings, the proposed policy-search algorithm resulted in a smaller average proportion of infected locations than competing methods. Results for the misspecified dynamics model are presented in Figure ( 3). As expected, the performance of policy-search is worse under the incorrectly specified dynamics model, however, it still performed favorably relative to competing methods.
Spread of an infectious disease across a network
In this setting, each location represents a node in a network with an adjacency matrix Ω, i.e., Ω ,k = 1 if location and k are adjacent and Ω ,k = 0 otherwise. Define N = {k : Ω ,k = 1}
to be the set of adjacent locations to location . We assume that the infection can only spread along edges in the network. Thus, if uninfected location has zero infected neighbors at time t, so that N ∩ I t = ∅, then location is will remain uninfected at time t + 1 with probability one. The probability of infection is P (Y 
We consider the following network structures: (N1) a lattice; (N2) a random 3-nearest neighbor graph; and (N3) a small-world network. Instances of these networks are displayed Figure 4 . We use the same class of treatment strategies based on linear priority scores as in the preceding section. However, we redefine ψ ,3 (s t , a t ) and φ ,3 (s t , a t ) to reflect distance as measured along paths in the netwrok. In the spatial setting, we set c to the half plane data-depth of location ; as locations are now nodes in a network, we set c to be the sub-graph centrality of location (Estrada and Rodriguez-Velazquez, 2005) . Additionally, because infection can only spread between adjacent nodes, we set λ ,k = Ω ,k for all and k
Our simulations for the spread over a network use the same competing methods and performance measures as the spread over Euclidean space. Figure 5 shows the result when the dynamics model is correctly specified and Figure 6 shows the results when the model is incorrectly specified. As in the preceding section, policy-search performs favorably to competitors even when the dynamics model is misspecified.
6 Controlling the spread of white-nose syndrome
One motivation for this work is the need to design a treatment allocation strategy to inform the management of WNS. Figure 1 shows the current (as of this writing) reported spread of treatments are still under study (e.g., Field et al., 2014; O'Donoghue et al., 2015; Turner et al., 2015; Bernard et al., 2015) . Our goal is to use existing data on the spread of WNS to construct an allocation strategy that could be deployed as soon as viable treatments are available. We evaluate the performance of the estimated allocation strategy by simulating the spread of WNS from 2015 to 2022 under a postulated system dynamics model.
A system dynamics model for WNS under no interventions
We begin by fitting the gravity model in (2) to the WNS data plotted in Figure (1) . We use four static (centered and scaled) covariates in X l : the number of caves in the county (Z l ); the average number of days per year with temperature below 10
• C; area (square km); and species richness (the number of bat species thought to occupy the county). No treatments have been applied and thus A t l = 0 for all l and t, and the distance ω k,l is measured as kilometers between county centroids. We assume N(0, 10 2 ) prior for θ 0 and independent N(0, 10) priors for the elements of θ 1 and θ 2 , and standard independent normal priors for log(θ 5 ) and log(θ 6 ). We sample from the posterior using Metropolis sampling with Gaussian candidate distributions tuned to give acceptance probability around 0.4; 100,000 samples are generated and the first 20,000 are discarded as burn-in.
The posterior is summarized in Figure ( 3). As expected, the transmission probability is
Caves
Cold days Area SR −10 −5 0 5The covariates are the number of caves in the county ("caves"), the average number of days per year below 10 • C ("cold days"), area in km 2 ("Area"), and species richness ("SR").
high when the infected and uninfected counties have many caves and many days below 10
These factors increase the space and time for hibernation, and it is believed that the disease spreads primarily via contact between bats hibernating in a cave. Also, the transmission probability is high when the infected county is small, presumably because the disease can rapidly spread through the infected county and thus move quickly to nearby counties. The Supplemental Materials include model comparisons and posterior predictive model checks which suggest that this relatively simple model is adequate for our purposes.
Simulating management of WNS
The parameter values used in the generative model are given in Table (1) . We set θ 3 = θ 4 and chose the magnitude of the treatment effect so that if every location were treated at every time point during the management period, there would be a 95% reduction in the spread.
However, when we simulate management of the disease, the strategies under consideration are limited to treating no more than 67 infected counties and 67 uninfected counties at each time point (which corresponds to treating at most 12% of the total locations). To evaluate the performance of the proposed algorithm, we simulate management of the disease from 2015 to 2022. As in Section 5, in addition to policy-search, we also implement the proximal and myopic strategies. We use the same features for policy-search as we did in Section (5).
Also as in Section 5, in our implementation of Thompson sampling, we used draws from the estimated sampling distribution of the maximum likelihood estimator of θ to approximate draws from the posterior; at the first time point at which interventions are applied, the parameters θ 3 = θ 4 are not identified from the data so we sample them independently from an informative prior N (4θ 3 , 1). Table ( 2) displays the average proportion of infected counties in the WNS simulation based on 100 Monte Carlo replications. The policy-search algorithm resulted in significantly fewer infected counties than competing methods. The
Myopic strategy is representable as in terms of the linear priority score using η = (1, 0, 0); thus, one way to gain insight into the differences between the myopic policy and that of policy search is to examine the posterior distribution of η. Figure 4 shows this posterior distribution. It can be seen that policy search puts large positive weights on η 3 suggesting that it is putting a high priority on the secondary effects of infection relative to the Myopic strategy.
The policy-search algorithm, running on an Intel Xeon Server with 64 threads (3.4Ghz, 512GB DDR4 RAM), took an average of 20.4 minutes per Monte Carlo replication. This simulation demonstrates that policy-search is a feasible and potentially powerful tool that can be used to inform the management of emerging infectious diseases like WNS. 
Discussion
We proposed a statistical framework to study sequential treatment allocation in the context of managing emerging infectious diseases. Based on this framework, we identified several major computational and theoretical challenges associated with constructing an optimal treatment allocation strategy using accumulating data on disease spread. Among these challenges is interference among locations and subsequently exponential growth in the number of allocations as a function of locations. We used a low-dimensional system dynamics model to (implicitly) impose structure on the nature of treatment interference and a pre-specified class of strategies to reduce the computational complexity of searching for an optimal strategy.
The proposed policy-search estimator performed well in simulated experiments and shows promise as means to inform management of emerging infectious diseases.
The proposed framework used a number of simplifying assumptions about the nature of the spatio-temporal treatment allocation problem that could be relaxed at the expense of additional modeling and/or computational complexity. We assumed that the state, S t , was completely observed, without error at each location at each time point. In some applications, state observations may be sparse, noisy, and irregularly spaced in time. Furthermore, the sampling design may be dependent on the evolution of the disease, e.g., states might be sampled only at locations where an infection had been reported. Depending on the nature of the sampling design, it may be possible to combine sampling weights or imputation methods with policy-search to estimate an optimal allocations strategy. Another important simplifying assumption is that of complete compliance of the decision maker, i.e., that the recommended allocations will actually be followed. Partial compliance, also known as partial controllability, could be incorporated into the proposed framework by adding a compliance model that described the distribution over allocations selected by the decision maker given the allocation recommended by policy-search.
As indicated in our discussion of simplifying assumptions, we believe that the area of data-driven spatio-temporal treatment allocation is rife with important and exciting open problems. We briefly review several of the most pressing of these. Our proposed estimation algorithm relies on a postulated system dynamics model, an important extension is to construct semi-or non-parametric estimators of the optimal allocation strategy which are robust to misspecification of the system dynamics model. One potential approach to construct such estimators is to convert the Bellman equation for the optimal allocation strategy into an estimating equation (Maei et al., 2010; Ertefaie, 2014) . Another important direction for additional research is scaling spatio-temporal allocation algorithms to very large problems. Our current algorithm scales readily to settings with thousands of locations, however, additional computational considerations (both in terms of CPU clock cycles and memory)
are needed to scale to larger problems. Finally, we believe that there is the potential for rich theoretical developments regarding the difference between cumulative expected utility under an estimated allocation strategy and the optimal strategy, this difference is known as the regret in the bandit algorithm literature (Robbins, 1952) . Inspired by recent theoretical developments for Thompson sampling (Korda et al., 2013) , we believe that it will be possible to derive minimax-type regret bounds for algorithms similar to our proposed policy-search algorithm.
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