Abstract. The context-free language (CFL) reachability problem is well known and studied in computer science, as a fundamental problem underlying many important static analyses such as points-to-analysis. Solving the CFL reachability problem in the general case is very hard. Popular solutions resorting to a graph traversal exhibit a time complexity of O(k 3 n 3 ) for a grammar of size k. For Dyck CFLs, a particular class of CFLs, this complexity can be reduced to O(kn 3 ). Only recently the first subcubic algorithm was proposed by Chaudhuri, dividing the complexity of predating solutions by a factor of log n. In this paper we propose an effective algorithm for solving the CFL reachability problem for Dyck languages when the considered graph is a bidirected tree with specific constraints. Our solution pre-processes the graph in O(n log n log k) time in a space of O(n log n), after which any Dyck-CFL reachability query can be answered in O(1) time, while a naïve online algorithm will require O(n) time to answer a query or require O(n 2 ) to store the pre-computed results for all pairs of nodes.
Introduction
In this paper, we study a well-known problem called the context-free language reachability (CFL reachability) problem [1] . This problem is of particular interest in the context of static analyses, such as type-based flow analysis [2] or pointsto analysis [3, 4] . Consider a directed graph G = (V, E) with n vertices and a context-free grammar, each directed edge (u, v) ∈ E is labeled by a terminal symbol L(u, v) from Σ. For any path p = v 0 v 1 v 2 . . . v m (which can have loops), we say that this path realizes a string R(p) which is the concatenation of the symbols on the path, i.e.,
The CFL reachability problem has several facets:
-Source and destination specified. Given a source node and a destination node, is there a path p connecting them, whose corresponding string R(p) can be generated by the context-free grammar? -Single source. Given a source node u, answer the questions: for each node v, is there a path p connecting u and v, whose corresponding string R(p) can be generated by the context-free grammar?
-Single destination. Given a destination node v, answer the questions: for each node u, is there a path p connecting u and v, whose corresponding string R(p) can be generated by the context-free grammar? -All pair queries. Answer for every pair of nodes u and v: is there a path p connecting u and v, whose corresponding string R(p) can be generated by the context-free grammar?
A context-free language is called Dyck language if it is used to generate matched parentheses. Basically, it has the following form: a size k (i.e., k kinds of parentheses) Dyck language can be defined by
where S is the start symbol, and is the empty string. When the context-free language is a Dyck language, the CFL reachability problem on that language is referred to as the Dyck-CFL reachability problem. In this paper we give an efficient algorithm for solving this problem when the given digraph is in a specific bidirected tree structure, as detailed in Sections 3 and 4. A bidirected tree corresponds to some situation in which an object flow (sub-)graph only involves objects of non-recursive types.
In short, our algorithm pre-processes the specific tree graph in O(n log n log k) time within O(n log n) space, which allows for a Dyck-CFL reachability query for any pair of nodes to be performed in O(1) time. Note that a naïve online algorithm will in contrast take O(n) time to answer a query online, or need O(n 2 ) space to store the pre-computed results for all pairs of nodes. The speedups in the pre-processing, which are central to the efficiency of our algorithm, are made possible by the following two key ideas:
1. We build linear data structures for a pivot node x to answer queries on paths leading through x. To that end, we construct tries [5] of size n representing strings of unmatched parentheses for the path from any node to x in a single tree walk using O(n log k) time. 2. To handle the case where a given path does not lead through x, we apply the above scheme recursively for the subtrees obtained by removing x; x is chosen to be a centroid node of the tree [6, 7] .
Roadmap. This paper is organized as follows. Section 2 covers the related work on the CFL reachability problem. The motivation of studying the Dyck-CFL reachability problem on trees is given in Section 3, which focuses on the application to points-to analysis. Our algorithm to solve the problem efficiently is described in Section 5, after preliminary definitions and lemmas have been provided in Section 4. Finally, Section 6 concludes with final remarks.
Background and Related Work
The CFL reachability problem was first formulated by Yannakakis [8] in his work to solve the datalog chain query evaluation problem in the context of database theory. Since then, it is widely used in the area of program analysis: many program analysis problems can be reduced to it, e.g., interprocedural data flow analysis [9] , shape analysis [10] , points-to analysis [3, 4] , alias analysis [11] and type-based flow analysis [2] . For more applications, see the survey paper of [1] .
In the work of Yanakakis [8] , an O(k 3 n 3 ) algorithm was given to solve the CFL reachability problem, with k the size of the grammar (usually considered to be constant) and n the number of nodes (typically objects in an object graph). Later, Reps, Horwitz and Sagiv gave a very popular iterative algorithm [9] , which is still in O(k 3 n 3 ). Since many program analysis problem can be reduced to the CFL reachability problem, it is important to see if we can break the cubic bottleneck.
Recently, Chaudhuri gave the first subcubic time algorithm for the CFL reachability problem [12] . His algorithm runs in O(k 3 n 3 / log n) time by using the wellknown Four Russians' Trick [13] to speed up set operations under the Random Access Machine model. Similar techniques were used in Rytter's work [14, 15] . A closely related problem, the reachability problem on recursive state machines, was also studied in [12] . It can be shown that the reachability problem on recursive state machines can be reduced to the CFL reachability problem, and vice versa [16] .
It is possible to improve the running time of the CFL reachability algorithm for special cases [1] . One direction is to design algorithm for specific grammars. For example, if the context-free language under consideration is the Dyck language, then the general O(k 3 n 3 ) time bound can be reduced to O(kn 3 ) by a refined analysis [17] ; in the type-based flow analysis work of Fähndrich [2] , an O(n 3 ) algorithm is designed to handle the special grammar used in his reduction. The Dyck language captures the nature of the call/return structures of a program execution path, and hence constitutes an important context-free language that is studied within the context of the CFL reachability problem [4, 1, 12] . In the work of [3] , a Dyck language was used to model the PutField and GetField operations in the field-sensitive flow-insensitive points-to analysis for Java. Dyck languages are also studied in the context of visibly pushdown languages [18] and streaming XML [19] .
The other direction is to design algorithms for special graph classes. When the directed graph is a chain, the CFL reachability problem can be viewed as the CFL-recognition problem, which has an algorithm running in O(BM (n)) time given by Valiant [20] , where BM (n) is the upper bound to solve the matrix multiplication problem for n × n boolean matrices. The best such upper bound known is O(n 2.376 ). Yannakakis [8] noted that Valiant's algorithm can also be applied to the case when the graph is a directed acyclic graph. In this work, we will consider the special case when the graph is in the form of a bidirected tree.
Motivation: Points-to Analysis
In this section, we present the motivation for the Dyck-CFL reachability problem on trees; it is based on the application of the CFL reachability problem to fieldsensitive flow-insensitive points-to analysis [3] .
Points-to Analysis via Dyck-CFL Reachability
In points-to analysis, we want to compute for each pointer x, the points-to function pt(x) = {objects allocated in the heap that are possibly pointed by x}.
Throughout this paper, we will use the other notation f t(o), the flow-to function, to represent the set of pointers that will possibly point to the object o, i.e.
The underlying model discussed is field-sensitive and flow-insensitive. Fieldsensitive means that we take the fields of the classes into consideration. Flowinsensitivity entails that we do not consider the execution order of the codes. Figure 1 gives an example illustrating the basic concepts of flow analysis.
The scenario depicted in the figure is as follows. For the statement x=new Object(); we allocate a new object o 1 in the heap, and then assign it to the pointer x by a directed edge labeled with new. Similarly, for the second statement, we make a new edge from o 2 to pointer z. For the assignment statement w=x;, we add an assign edge to the graph. One can see that object o 1 may flow to pointer w through the execution of the first and third statements, this is reflected on the graph by a path from o 1 to w. The last two statements demonstrate the field-sensitive analysis, i.e., we add two edges GetField 
· · · where f, g and h are the available fields. An object o can flow to a pointer x if and only if there is a path p connecting o to x such that the corresponding R(p) can be generated by the above grammar. In this points-to definition, we do not consider the "may alias" cases (see [3] for more details).
Special Tree Structure Case
If the corresponding directed graph for a set of program statements forms a tree 1 structure, then we can take advantage of the tree structure to provide a better algorithm for solving the Dyck-CFL reachability problem. For any two neighbor nodes u and v on the tree, we may have both directed edge (u, v) and (v, u) (i.e., the tree digraph can actually have loops!). In such a case, we restrict the labels on them to satisfy the following constraint: if there are both (u, v) and (v, u) on the tree, then either they are both labeled by , or they are labeled by a pair of parentheses (or PutField/GetField) of the same index.
. This constraint will enable us to have a fast algorithm to solve the Dyck-CFL reachability problem on a tree.
The constraint corresponds to a special case of instances of non-recursive types. In the a special scenario, if one has a statement x=y.f, then the only other interaction between x and y about the field f must be y.f=x. This constraint ensures that for any path connecting two nodes, there is no reason to go through any loop, because the string labeled by the loop must be well matched. Note that in this case, a special constraint is made: the interaction between x and y must go trough a single field.
Such a constraint and the tree-structure requirement do not imply that our algorithm is restricted to non-tree graphs and languages which prohibit recursive types; it is easy to conceive an analysis which switches between our algorithm and a "classic" more complete and more complex one based on the objects and flow graph encountered. Our algorithm is then applied as a "fast path", possibly to a subgraph of an object flow graph only.
Preliminaries
Before delving into our algorithm, we present some preliminary definitions and lemmas. Straightforward proofs are omitted, and will be given in the full version of this paper.
Problem Definition
Given a bidirected tree T = (V, E), for every neighboring node pair u and v, at least one of the edges
Here, A represents the set of opening parentheses, andĀ represents the set of closing parentheses. For any 1 ≤ i ≤ k, we call the two symbols a i andā i a pair of matched parentheses.
Let A be A ∪Ā. For any x ∈ A , we define
Note that we will also usex to denote f lip(x). For any directed edge (u, v) ∈ E, we assume that
A Dyck language L(G) of size k is defined by the following context free grammar G:
-The only non-terminal symbol is S, which is also served as the start symbol.
-The set of terminal symbols is A = A ∪Ā.
-The production rules are
where represents the empty string.
For any path p = v 0 v 1 v 2 . . . v m (which can have loops) in the tree, we use R(p) to denote the string that is realized by p. More specifically, we define
, the concatenation string of the symbols along the path.
The Dyck-CFL reachability problem asks the following query Q(u, 1 a 2 a 1ā1ā2 a 3 a 4ā4 a 2 , then we have R (s) =ā 3 a 1 a 3 a 2 , because a 2 a 1ā1ā2 and a 4ā4 are the two removed S-substrings. Given a string s, the computation of R (s) can be done in O(|s|) time using a stack. The definition of R (s) directly gives the following facts: Lemma 1. A string s is an S-string if and only if R (s) = , where ε represents the empty string.
Lemma 2. For any two strings s 1 and s 2 , we have R (s 1 s 2 ) = R (R (s 1 )R (s 2 )).
The following definitions and lemmas are used to test if the concatenation of two strings is an S-string. Definition 2. For any string s 1 , we call it a valid S-prefix if there exists a string s 2 such that s 1 s 2 is an S-string. Similarly, for any string s 2 , we call it a valid S-suffix if there exists a string s 1 such that s 1 s 2 is an S-string.
Note that testing whether a string is an S-prefix or S-suffix can be done using a stack in linear time.
Definition 3. For any two strings s 1 and s 2 , we say that s 1 matches s 2 if and only if s 1 s 2 is an S-string, or equivalently, R (s 1 s 2 ) = .
Let reverse(s) represent the reversal of a string s, e.g., reverse(a 1ā4 a 2 a 3 ) = a 3 a 2ā4 a 1 .
Lemma 3. For any two strings s 1 and s 2 , we have s 1 matches s 2 if and only if R (s 1 ) = f lip(reverse(R (s 2 ))) and s 1 is a valid S-prefix.
For any two nodes u and v in the tree, we denote the only loopless directed path from u to v by P (u, v) -if such a path exists. We also use R(u, v) and R (u, v) to denote R(P (u, v)) and R (P (u, v)) respectively for short.
Dyck-CFL Reachability Algorithm on Trees
In this section, we describe our algorithm for solving the Dyck-CFL reachability problem on bidirected trees, which can be pre-computed using O(n log n) space and O(n log n log k) time to subsequently answer any online query Q(u, v) in O(1) time.
Loopless Property
In the problem definition, we have assumed that for any directed edge Lemma 5. For any query Q(u, v), it is only required to consider the loopless directed path P (u, v) to see if it is the S-path. If P (u, v) is not an S-path, then we can conclude that no S-path joining u and v exists.
Basic Idea
Let x be a fixed tree node. We will call this node x a pivot node. Now, consider the following set of queries: Q x = Q(u, v) u and v are a query pair such that P (u, v) goes through x .
The goal is to build a linear data structure to answer any query in Q x efficiently. Later in Section 5.3, we will describe how to handle queries outside Q x by recursively building the data structures.
For any query Q(u, v) ∈ Q x , according to Lemma 1 and Definition 3, we know that P (u, v) is an S-path if and only if R(u, x) matches R(x, v). By Lemma 3, this is equivalent to testing whether R(u, x) is a valid S-prefix and R (u, x) = f lip(reverse(R (x, v))). So we need to build data structures that support the following subqueries -For any node u, is R(u, x) a valid S-prefix? -For any nodes u and v, is R (u, x) = f lip(reverse (R (x, v) ))?
S-prefix test. If R (u, x) can be computed efficiently, then we are able to tell whether R(u, x) is a valid S-prefix due to the following Lemma 6.
Lemma 6. R(u, x) is a valid S-prefix if and only if R (u, x) does not contain any symbol fromĀ.
A naïve algorithm to compute R (u, x) is to use a stack to cancel matched parentheses in |R(u, x)| time (see the NaiveStack procedure in Algorithm 1). If we do that for every u separately, then the total time can be as bad as Θ(n 2 ), and the spaces required to store the n realized strings can be as large as Θ(n 2 ).
Algorithm 1 Stack-based algorithm to compute R (u, x) for a single u Procedure NaiveStack(u) Input: a tree node u Output: a string R (u, x), represented by the stack 1: Initialize an empty stack. 2: w ← u. 3: while w = x do 4: Let wp be the parent node of w in the tree.
5:
If the directed edge (w, wp) does not exist, then we terminate and report that no directed path from u to x exists. 6:
if L(w, wp) ∈Ā and the stack is non-empty and L(w, wp) is the flipped parenthesis of the top of the stack then 7:
Pop the top symbol from the stack. // Detected a pair of matched parentheses. 8:
Push L(w, wp) to the stack. 10:
end if 11:
w ← wp. // Move w to the next node on the path to x. 12: end while Constructing a trie. Our idea to speed up the computation is to pre-compute R (u, x) for all u's in a single tree walk using O(n log k) time, and represent the realized strings in a trie [7] of size O(n). See Algorithm 2. The trie constructed by BuildTrie will have the following properties:
-Denote the trie by TRIE, and its root by r.
-Each edge (z , z) of TRIE will be labeled by a symbol L(z , z) from A . Here, the edges of the trie are undirected. -For a trie node z, denote R(z) to be a string that is concatenated by the symbols on the path from z to the root r. Note that this definition is in the bottom-up fashion, in contrast to the traditional top-down reading of the trie. Also, the algorithm processes the path P (u, x) in the order from x to u rather than from u to x (like NaiveStack). -For each tree node u ∈ T , there is a corresponding trie node z ∈ TRIE such that R(z) = R (u, x). We store this trie node z in T rieP os(u). Note that, if T rieP os(u) is not set for some u ∈ T , then it means that there is no directed path from u to x. -At each node z ∈ TRIE, we store the set of tree nodes that are associated to z in T reeN odeSet(z), i.e., T reeN odeSet(z) = u T rieP os(u) = z .
The correctness of BuildTrie is based on the fact that: the trie simulates a stack. Line 5 simulates "stack pop" by moving z to its parent z p , and line 8 simulates "stack push" by expanding/walking-down the trie. In this way, a trie node z effectively represents a stack, and the contents of the stack is captured by R(z). The space complexity of this tree-walk style pre-processing algorithm is O(|T |), and time complexity is O(|T | log k). The log k factor comes from line Algorithm 2 Trie-based algorithm to compute R (u, x) for all u's Make a call to the following recursive procedure by BuildTrie(x, r), where r is a pre-allocated root of a trie.
Procedure BuildTrie(u, z) Input: a tree node u, and a trie node z 1: T rieP os(u) ← z and add u to the set T reeN odeSet(z). 2: for each child node u of u such that the directed edge (u , u) exists do 3: Let zp be the parent node of z in the trie.
4:
if zp exists and
Call BuildTrie(u , zp). 6:
Choose a child node z of z such that L(z , z) = L(u , u); if it does not exist, then add a new child node z to z, and label the edge (z , z) by L(u , u).
8:
Call BuildTrie(u , z ). 9:
end if 10: end for 7, where a balanced binary tree of size at most |A | = 2k is used efficiently to search for child nodes in the trie. Now, we have the trie to compactly represent R (u, x) for all u's. Getting back to the S-prefix test problem, the validity for R (u, x) can be easily pre-computed by a top-down tree walk as in Algorithm 3. The correctness is guaranteed from Lemma 6: each time we visit a node z, we have made sure that R(z) contains symbols only from A and the tree walk only passes through edges that are labeled by symbols from A. Therefore, the S-prefix validity test for R(u, x) can be precomputed in linear time and space, and the subquery can be answered later in O(1) time.
Algorithm 3 Pre-compute the information for S-prefix validity test
Make a call to the following procedure by MarkValidity(r), where r is the trie root.
Procedure MarkValidity(z) Input: a trie node z 1: For each u ∈ T reeN odeSet(z), we mark down that R(u, x) is a valid S-prefix.
Call MarkValidity(z ).
5:
end if 6: end for Match test. Now, consider the second subquery, i.e., testing whether R (u, x) = f lip(reverse (R (x, v)) ). We will first show that R (x, v) for all v's can also be represented by a trie, and pre-computed efficiently. The previous Algorithm 2 can be modified to construct a trie such that:
-For each trie node z, if we denoteR(z) to be the string that is concatenated from the symbols along the path from the trie root to z (this time, it is in the top-down fashion), then we haveR(z) = R (x, v) for any tree node v that is associated to the trie node z.
The key modifications of Algorithm 2 to compute such a trie are -Consider downward edges (u, u ) instead of upward edges (u , u).
-When testing to "pop" or not (at line 4), change the condition from L(u , u) ∈ A to L(u, u ) ∈Ā. This is important, because when we compute R (x, v), we should use a symbol fromĀ to initiate the cancelation of matched parentheses.
The time and space complexities after the modifications are still O(n log k) and O(n) respectively. Assume that we now have two tries TRIE 1 and TRIE 2 , where TRIE 1 is constructed to represent R (u, x), and TRIE 2 is to represent R (x, v). A naïve way to test whether R (u, x) = f lip(reverse(R (x, v))) can be done as follows The correctness is based on the fact that R(z 2 ) is the reversed string ofR(z 2 ), so we are actually testing whether R(z 1 ) = R (u, x) is the flipped version of R(z 2 ) = reverse(R(z 2 )) = reverse(R (x, v)). This naïve algorithm would use as much as Θ(n) time if the tries have very large heights.
To speed up the testing, we adapt the following pre-processing algorithm:
1. Flip all the edge labels of TRIE 2 . 2. Merge TRIE 1 and TRIE 2 to be a single trie. This can be done in linear time [5] . Denote the new trie by TRIE merged . 3. For a tree node u ∈ T , let z 1 ∈ TRIE 1 be the trie node where R(z 1 ) = R (u, x), i.e., z 1 is the T rieP os(u) in the context of TRIE 1 . Then after the merge, we denote T rieP os 1 (u) to be the new location of z 1 in the merged trie TRIE merged . 4. For a tree node v ∈ T , let z 2 ∈ TRIE 2 be the trie node whereR(z 2 ) = R (x, v), i.e., z 2 is the T rieP os(v) in the context of TRIE 2 . Then after the the merge, we denote T rieP os 2 (v) to be the new location of z 2 in the merged trie TRIE merged .
Step 1 and 2 take linear time. The data structures (i.e., T rieP os 1 and T rieP os 2 ) defined in step 3 and 4 can be computed naturally in linear time during the merging. Using TRIE merged , we can tell whether R (u, x) = f lip(reverse(R (x, v))) by simply checking the equality of T rieP os 1 (u) and T rieP os 2 (v). More specifically, R (u, x) = f lip(reverse(R (x, v))) if and only if T rieP os 1 (u) = T rieP os 2 (v) based on the above analysis.
Therefore, the second subquery can be answered in O(1) time, with an O(n log k)-time and O(n)-space pre-processing. Combing the results in this subsection, we have the following theorem. Theorem 1. There exists a data structure, which can be preprocessed in O(n log k) time and O(n) space to answer any query pair whose path goes through a predefined separator x of the tree.
Divide and Conquer
Now the question is how to efficiently handle the cases when the path does not go through the predefined pivot node x. We can solve those cases by recursively building data structures for the subtrees obtained by removing x from the tree. The recursions are expected to be balanced in order to achieve a good time bound, so we choose the centroid node of a tree to be such an x.
A node x in a tree T is called a centroid of T if the removal of x will make the size of each remaining connected component no greater than |T | /2. A tree may have at most two centroids, and if there are two then one must be a neighbor of the other [6, 5] . Throughout this paper, we specify the centroid of a tree to be the one whose numbering is lexicographically smaller (i.e., we number the nodes from 1 to n). There exists a linear time algorithm to compute the centroid of a tree due to the work of Goldman [21] . We use CT(T ) to denote the centroid of T computed by the linear time algorithm.
Algorithm 4 is the well-known recursive tree centroid decomposition method [22, 23] (see Figure 2 for an example of the tree centroid decomposition). The time complexity for the recursive tree centroid decomposition algorithm is O(n log n), since no node will participate in the centroid computations for more than O(log n) times. The stack space for the recursion is bounded by O(n + n/2 + n/4 + n/8 + . . . ) = O(n).
Algorithm 4 Tree centroid decomposition
Procedure CentroidDecomposition(T ) 1: Find the centroid of T . Denote the set of the remaining connected components by Remain (T ) = {T T is a connected component after the removal of CT(T )}.
2: Let c = CT(T ) be the computed centroid, then for each neighbor x of c in T , we use Tc,x to denote the remaining connected component that contains x. Also, we denote the current tree T by Tc.
3: Recursively call CentroidDecomposition(T ) for each T ∈ Remain (T ) .
Define canonical subtrees to be all the subtrees considered during the recursive call of Algorithm 4 if we start the recursion at T , i.e., the canonical subtrees are {T c c ∈ V }. Please note that, each node c ∈ V must be a centroid of some canonical subtree; an extreme case is when node c is the centroid of a subtree which only consists of a single node (c itself). Therefore, there are exactly n such canonical subtrees, and one can see that each "remaining connected component" T c,x is just T CT(Tc,x) . Based on the fact that no node will be in more than O(log n) canonical subtrees, we have c∈V |T c | = O(n log n).
For each canonical subtree T c , we build a trie using the BuildTrie algorithm specified in Section 5.2 to preprocess for the following query set Q c = Q(u, v) u and v are a query pair such that P (u, v) goes through c .
The total time complexity is c∈V |T c | log k = O(n log n log k).
Once the data structures for each canonical subtree are built, we can answer any query Q(u, v) in the following way:
-Locate a smallest canonical subtree T c such that both u and v are in that tree. Note that we must have node c on the undirected path from u to v, otherwise T c can not be the smallest such canonical subtree. -Query on the data structures that were built for T c since Q(u, v) ∈ Q c . The second step takes O(1) time from the trie-based data structures. For the first step, we can have a linear size data structure to help us locate the T c efficiently: preprocess the recursion tree of Algorithm 4 in linear time so that the least common ancestor query [24, 25] for any two nodes in the recursion tree can be answered in constant time. In the recursion tree, let n u and n v be two nodes that correspond to T u and T v respectively, then the least common ancestor of n u and n v in the recursion tree corresponds to our desired T c . Therefore, the first step takes O(1) time as well. Combing the analysis, we have the following theorem.
Theorem 2. The Dyck-CFL reachability problem can be preprocessed in O(n log n log k) time and O(n log n) space to answer any online query in O(1) time.
