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Abstract
Let x ∈ π∗S0. In this paper we estimate the root invariant of 2wx in terms of the root invariant
of x. For a stunted projective space RP2n2k−1, we use Toda’s calculation of the smallest integer ε(n, k),
such that 2ε(n,k) times the identity map on RP2n2k−1 is null homotopic. To calculate the root invariant,
defined by Mahowald, we find factorizations of 2ε(n,k)−1 times the identity map on RP2n2k−1 for
small n− k and use these factorizations to estimate R(2ε−1x) in terms of R(x). In some cases, it is
shown there are common elements in R(2ε−1x) and certain Toda brackets. For instance, we prove
the following theorem.
Theorem. For x :Sr−1 → S−1, f ∈ R(x),
(i) If |R(x)|−|x| ≡ 1 (mod 2), then 〈f,2, α4k〉∩R(24kx) = ∅, or R(24kx) is in a higher dimension
than 〈f,2, α4k〉.
(ii) If |R(x)| − |x| ≡ 0 (mod 2), then α4k ◦ f ∈ R(24kx), or R(24kx) is in a higher dimension than
α4k ◦ f .
Here α4k is the element of order 2 in the image of J in dimension 4k − 1, and 〈f,2, α4k〉 is the Toda
bracket.
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1. Introduction1.1. Definitions and notation
Let RPn be real projective n space. Recall that this space can be given the structure of
a CW complex with one cell in each dimension 0,1,2, . . . , n. A stunted projective space,
RPnk for n k  0, is the quotient space RPn /RPk−1 where RPk−1 ⊆ RPn as the (k − 1)-
skeleton. We use the convention that RP−1 is the empty set, and RPn0 is RPn together with
a disjoint base point.
James has shown that stunted projective spaces are periodic under suspension. More
precisely, if 2i+1 ≡ 0 (mod |J (RPk)|) then there is a stable homotopy equivalence [8]:
RPl+k+2
i+1
l+2i+1 s Σ2
i+1
RPl+kl .
Here |J (RPk)| = 2φ(k), and φ(k) = |{j | j ≡ 0,1,2,4 (mod 8) and 0 < j  k}|. James
periodicity is used to define stunted projective spectra RPl+kl where l need not be positive.
Choose i according to James periodicity and m so that l +m · 2i+1 > 0, then define
RPl+kl := Σ−m·2
i+1
RPl+k+m2
i+1
l+m·2i+1 .
There are inclusions,
RPnk
i→ RPn+mk ,
and projections,
RPnk+m
j→ RPnk,
of stunted projective spectra obtained by desuspending the corresponding inclusions and
projections of the stunted projective spaces. The maps i include a skeleton and the maps
j collapse a skeleton to a point. We leave it to the reader to check that these are all well
defined up to homotopy. We write RPn−∞ for the homotopy inverse limit lim←
k
RPnk [16],
and we write RP∞k for
⋃
nk RP
n
k .
The root invariant at the prime 2 is defined via Lin’s theorem [9], which states there
exist compatible maps ψn :S−1 → RP∞−n
RP∞−1 RP∞−2 · · · RP∞−t+1 RP∞−t · · ·
S−1
ψ1

ψ2
 ψt−1

ψt

so that the map S−1 → lim←
k
RP∞−k is 2-completion. Thus for a nonzero class
x ∈ πSr
(
S0
)⊗Z2,
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there is a smallest number t such that ψt ◦ x is not null homotopic. Then, as ψt−1 ◦ x is
null we can lift ψt ◦ x to the fiber S−t . The set of all such lifts f is called the root invariant
of x and denoted R(x).
RP∞−1 RP∞−2 · · · RP∞−t+1 RP∞−t · · ·
S−1
ψ1

ψ2
 ψt−1

ψt

S−t

Sr−1
x

f

   
 
	 

There is an alternative description of the root-invariant in terms of Z/2-equivariant
homotopy [5], which is independent of Lin’s theorem, and leads to a product formula [4],
either R(α)R(β) ⊂ R(αβ) or ∣∣R(αβ)∣∣> ∣∣R(α)∣∣+ ∣∣R(β)∣∣,
the former occurs if and only if i∗R(α)R(β) = 0, where i :S−k−1 → RP∞−k−1 is the inclu-
sion of the bottom cell and k = |R(α)R(β)| − |αβ|.
Although we make no use of this, we briefly describe how the root invariant is related
to other topics in homotopy theory. The root invariant is related to the Hopf invariant as
follows. By applying π∗(−) to the tower of spectra in Lin’s theorem (actually the tower of
cofibrations S−n → RP∞−n → RP∞−n+1) we get an upper half plane spectral sequence with
E1p,q = πp+q(Sp) which converges to πp+q(RP∞−∞) = π∗(S−1) ⊗ Z2. The root invariant
of x ∈ π∗(S−1) is the coset in the E1 page of this spectral sequence which represents x .
The classes in R(x) are permanent cycles in this spectral sequence and the differential
which hits x can be interpreted as a homotopy between ψt ◦ x and
Sr−1 f→ S−t → RP∞−t .
This spectral sequence is related to a stable version of the EHP spectral sequence which
winds together information about unstable and stable homotopy groups. For a more
detailed discussion of this see [10]. The relationship between the root invariant and
chromatic periodicity is studied in [11,15,7,6].
We write M(2) for the mod 2 Moore spectrum, which is the cofiber of the degree 2
map on S0. A well-known map between Moore spaces, the Adams map, will be used
repeatedly and denoted by A :Σ8M(2) → M(2). The Adams map A, is characterized by
the properties that A induces an isomorphism on K-theory, and A is in Adams filtration 4
[1]. As usual, η :S1 → S0 and ν :S3 → S0 will denote the stable Hopf maps.
This paper relates R(2kx) to R(x) in the following way. Toda has given a function ε
which gives the smallest integer such that 2ε · Id on the CW complex Σ RP2n+2k2n+1 is null.
The precise formula for ε is in Section 1.4. The same function applies to spectra by a
K-theory calculation. We consider 2ε−1 and in some cases factor this map through a map
δ as below.
RP2n+2k2n+1
2ε−1
		


RP2n+2k2n+2k−1
δ
		
RP2n+2k2n+1 RP
2n+2
2n+1
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Note that the domain and range spectra of δ are suspensions of M(2). For the case k = 4
in Section 2.4, we prove δ is the Adams map. When such a factorization exists, we show
either R(2ε−1x) contains an element of the following form, where f is an element in R(x),
Sr−1 f→ S2n+2k−1 i→ RP2n+2k2n+2k−1
δ→ RP2n+22n+1
j→ S2n+2
or R(2ε−1x) is in a dimension higher than r −1−2n−2. Then, in the case when R(2ε−1x)
contains an element of the form above, we recognize this composition as an element in a
certain Toda bracket, or some more familiar composition.
Recall, a Toda bracket for a series of maps
W
f→ X g→ Y h→ Z
such that g ◦ f and h ◦ g are null, is the set of all such lifts h˜ ◦ f˜ which make the diagram
below commute.
Z
X
g 

 Y 


h

C(g) 


h˜



ΣX
Σg 

ΣY
ΣW
f˜


 Σf

This Toda bracket is denoted 〈f,g,h〉.
The main tools used to find these factorizations are Spanier–Whitehead duality for finite
spectra, Toda’s calculations of KO∗(RP2n+2k2n+1 ) [17], and the Adams spectral sequence Ext
charts in the appendix courtesy of Bob Bruner. The results of this paper parallel those found
at odd primes by Sadofsky [15], and give an alternate calculation of R(2k) to those found
in papers by Mahowald and Ravenel [10], and by Miller [13].
1.2. Results
The relationship between R(x) and R(2kx) is dependent upon the congruence of k
modulo 4. Maps labeled by i and j will denote inclusions and projections, respectively,
between the stunted projective spectra in the domain and range of the given map. We use
|x| to denote the dimension of a map between spheres, i.e., for x :Sa → Sb , |x| = a − b.
We define α4k as the composition,
α4k :S
−2t−1 i↪→ Σ−2t−1M(2) Ak→ Σ−2t−8k−1M(2) j→ S−2t−8k.
Theorem 1.1. Let x :Sr−1 → S−1 and let d = |R(x)| − |x|. The root invariant of 24kx is
as follows.
(1) If d ≡ 0 (mod 2), then either α4kR(x) ⊆ R(24kx) or |R(24kx)| > |R(x)| + 8k − 1.
(2) If d ≡ 1 (mod 2), then either 〈R(x),2, α4k〉∩R(24kx) = ∅ or |R(24kx)|> |R(x)|+8k.
In (2), if the former is the case then we provide a specific element in the intersection.
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Let a−4t :S−4t−1 → RP−4t−1 denote the attaching map of the −4t cell of RP−4t . Let−4t−3 −4t−3
µk : RP−4t−1−4t−3 → S−4t−8k−2 denote the composition
µk : RP−4t−1−4t−3 → RP−4t−4t−3
Akδ¯4−−−→ RP−4t−8k−2−4t−8k−3 → S−4t−8k−2,
where δ¯4 is an extension of multiplication by 2 on RP−4t−4t−3 as seen in the factorization of
25 on the twelve cell stunted projective spaces in Section 2.19.
Theorem 1.2. Let x :Sr−1 → S−1 and let d = |R(x)| − |x|. The root invariant of 24k+1x
is as follows.
(1) If d ≡ 0 (mod 4), then either µkπχ ∈ R(24k+1x) or |R(24k+1x)| > |µkπχ | =
|R(x)| + 8k + 1.
(2) If d ≡ 1 (mod 4), then either R(24k+1x) ∩ η〈R(x),2, α4k〉 = ∅ or |R(24k+1x)| >
|R(x)| + 8k + 1.
(3) If d ≡ 2 (mod 4), then |R(24k+1x)| > |R(x)| + 8k.
(4) If d ≡ 3 (mod 4), then either R(24k+1x) ∩ 〈R(x), a−4t ,µk〉 = ∅ or |R(24k+1x)| >
|〈R(x), a−4t ,µk〉| = |R(x)| + 8k + 2.
In (2) and (4), if the former holds then we give a specific element in the intersection.
Here the map πχ :Sr−1 → RP−4t−1−4t−3 is a certain extension of a lift of R(x) described in
Section 3.3.
Theorem 1.3. Let x :Sr−1 → S−1 and let d = |R(x)| − |x|. The root invariant of 24k+2x
is as follows.
(1) If d ≡ 0 (mod 2), then |R(24k+2x)| > |η2α4kR(x)| = |R(x)| + 8k + 1.
(2) If d ≡ 1 (mod 2), then either η2〈R(x),2, α4k〉 ∩ R(24k+2x) = ∅ or |R(24k+2x)| >
|η2〈R(x),2, α4k〉| = |R(x)| + 8k + 2.
In (2), if the former is the case then we provide a specific element in the intersection.
Let ξk :S−4t−1 → S−4t−8k−4 denote the composition
ξk :S
−4t−1 ↪→ RP−4t−4t−1
Akδ6−−−→ RP−4t−8k−4−4t−8k−5 → S−4t−8k−4.
Here δ6 : RP−4t−4t−1 → RP−4t−4−4t−5 is the map from Proposition 2.6, which factors 23 on the
six cell stunted projective spaces whose top cell is divisible by four. We note S−4t−1 ↪→
RP−4t−4t−1
δ6→ RP−4t−4−4t−5 is η3 on the top cell of RP−4t−4−4t−5.
Let a−4t−2 :S−4t−3 → RP−4t−3−4t−5 denote the attaching map of the −4t − 2 cell of
RP−4t−2−4t−5. Let ωk denote the composition, ωk : RP
−4t−3
−4t−5 → RP−4t−2−4t−5
Akδ¯8−→ RP−4t−8k−8−4t−8k−9 →
S−4t−8k−8, where the map δ¯8 is from Proposition 2.7 and factors 23 on the eight cell stunted
projective spectra whose top cell is in a dimension congruent to 2 mod 4.
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Theorem 1.4. Let x :Sr−1 → S−1 and let d = |R(x)| − |x|. The root invariant of 24k+3x
is as follows.
(1) If d ≡ 0 (mod 4), then either ξkR(x) ∈ R(24k+3x) or |R(24k+3x)|> |R(x)| + 8k + 3.
(2) If d ≡ 1 (mod 4), then either R(24k+3x) ∩ 〈R(x), a−4t−2,ωk〉 = ∅ or |R(24k+3x)| >
|〈R(x), a−4t−2,ωk〉| = |R(x)| + 8k + 6.
(3) If d ≡ 2 (mod 4), then either ωkπχ ∈ R(24k+3x) or |R(24k+3x)| > |ωkπχ | =
|R(x)| + 8k + 5.
(4) If d ≡ 3 (mod 4), then either 〈R(x),2, ξk〉 ∩ R(24k+3x) = ∅ or |R(24k+3x)| >
|〈f,2, ξk〉| = |R(x)| + 8k + 4.
In (2) and (4), if the former is the case then we provide a specific element in the
intersection.
Again, the map πχ :Sr−1 → RP−4t−3−4t−5 is a certain extension of a lift of R(x) described
in Section 3.5.
1.3. Adams spectral sequence
Let X and Y be spectra and denote the homotopy classes of maps from Y to X in
dimension t by [Y,X]t := [ΣtY,X]. All cohomology groups, H ∗(−), are understood to
be reduced with Z/2 coefficients.
For a connective spectrum X, such that πi(X) is finitely generated for every i  0,
and a finite spectrum Y , Adams has shown there exists a spectral sequence {Er, dr},
such that Es,t2 is naturally isomorphic to Ext
s,t
A (H
∗(X),H ∗(Y )), and Es,t∞ converges to
[Y,X]t−s ⊗Z∧2 . A denotes the mod 2 Steenrod algebra, and all Ext groups will henceforth
be over A. The Yoneda pairing gives a bigraded product: for
a ∈ Exts,t(H ∗(S0),H ∗(S0)) and b ∈ Exts ′,t ′(H ∗(D(Y) ∧X),H ∗(S0))
we have ba ∈ Exts+s ′,t+t ′(H ∗(D(Y ) ∧ X),H ∗(S0)). This product is an approximation to
the composition of homotopy classes. Specifically, if α ∈ [S0, S0], and β ∈ [S0,D(Y )∧X],
we find representatives
a ∈ Exts,t(H ∗(S0),H ∗(S0)) and b ∈ Exts ′,t ′(H ∗(D(Y) ∧X),H ∗(S0))
for α and β respectively. Then there are two possibilities, either ba represents βα, or βα is
in a higher Adams filtration than s+ s′. The latter will only happen if ba = 0 in Exts+s ′,t+t ′
or if ba is in the image of a differential in the Adams spectral sequence.
Nonzero multiplication by 2, η, or ν, is depicted in the Ext charts in the appendix
for [Y,X]t−s as a line segment between the dots. Vertical line segments represent
multiplication by 2, line segments of slope 1 represent multiplication by the Hopf map η,
and line segments of slope 1/3 represent multiplication by ν, however, multiplication by ν
is often omitted from the chart.
We write Exts,t (Y,X) instead of Exts,t (H ∗(X),H ∗(Y )) to simplify notation. Suppose
Z
f→ Y g→ X is a cofiber sequence which induces a short exact sequence in cohomology.
Then this induces long exact sequences in Ext written as follows
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Exts,t (W,Z)
f∗−→ Exts,t (W,Y ) g∗−→ Exts,t (W,X) → Exts+1,t (W,Z),Exts,t (X,W)
g∗−→ Exts,t (Y,W) f
∗
−→ Exts,t (Z,W) → Exts+1,t (X,W).
Finally we note that the Ext charts in the appendix follow the usual convention for the
Adams spectral sequence that the horizontal axis is t − s and the vertical axis is the Adams
filtration s.
1.4. Toda’s function
Recall the suspension-order of a pointed topological space X is the order of the class
IdΣX = ΣIdX ∈ [ΣX,ΣX]unstable. In [17], Toda calculated the suspension order of the
stunted projective spaces RP2n+2k2n+1 to be 2k+ε , if 2n + 1  nk , where ε and nk are given
below
ε =


0, if k ≡ 0,3 (mod 4) and Sq2H 2n+1(RP2n+2k2n+1 ;Z/2)= 0,
1, if k ≡ 1,2 (mod 4) and Sq2H 2n+1(RP2n+2k2n+1 ;Z/2)= 0,
0, if k ≡ 0,1 (mod 4) and Sq2H 2n+1(RP2n+2k2n+1 ;Z/2) = 0,
1, if k ≡ 2,3 (mod 4) and Sq2H 2n+1(RP2n+2k2n+1 ;Z/2) = 0,
nk =


1, if k = 1,
2, if k = 2,
4, if k ≡ 2 (mod 4) and k  6,
6, if k ≡ 1,3 (mod 4) and k  3,
8, if k ≡ 1 (mod 4) and k  4.
Recall, if k  2, then
Sq2H 2n+1
(
RP2n+2k2n+1 ;Z/2
)= 0 if n is even, and
Sq2H 2n+1
(
RP2n+2k2n+1 ;Z/2
) = 0 if n is odd.
1.5. Duality details
For a spectrum X we let D(X) denote the Spanier–Whitehead dual of X. Given a
map f :X → Y there exists a dual map D(f ) :D(Y) → D(X). Thus if there exists a
factorization for RP2n+2k2n+1 ,
RP2n+2k2n+1
j 


2k+ε−1

RP2n+2k2n+2k−1
δ 

 RP2n+22n+1
i 

 RP2n+2k2n+1 ,
Spanier–Whitehead duality yields the following factorization:
D(RP2n+2k2n+1 ) D(RP
2n+2k
2n+2k−1)D(j)
 D(RP2n+22n+1)D(δ)
 D(RP2n+2k2n+1 )D(i)

D(2k+ε−1)

.
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Atiyah has shown, D(RP2n+2k) = Σ RP−2n−2 [2]. The maps D(i) and D(j) corre-2n+1 −2n−2k−1
spond respectively to projection to the top two cells, and inclusion of the bottom two cells
of D(RP2n+2k2n+1 ), and D(2k+ε−1) = 2k+ε−1. Thus D(δ) gives the desired factorization on
the dual stunted projective spectrum. We recall the following well-known proposition.
Proposition 1.5. Let f :X → Y be a map between spectra. Then D(f ) induces the dual to
f∗ on homology.
We refer the reader to Margolis [12] for the details necessary to prove this proposition.
Since stunted projective spectra are finite, D2(f ) = f , so Proposition 1.5 implies f∗ = 0
on homology if and only if D(f )∗ = 0 on homology. Recall, a map f :X → Y has Adams
filtration n if and only if f can be factored as f = fn ◦fn−1 ◦ · · ·◦f1 for some collection
of spectra Xi , as below with each (fi)∗ = 0 on homology.
X
f1→ X1 f2→ X2 f3→ ·· · fn→ Xn = Y.
We note that if X and Y are finite spectra and f :X → Y has Adams filtration n, then there
exists a factorization as above, with all the Xi finite. Thus, if f :X → Y is a map of finite
spectra with filt(f ) = n, then filt(D(f )) = n.
The remarks above, along with the Steenrod algebra structure on RP2n+2k2n+1 discussed
below, are used to show that finding the desired factorizations of 2k+ε−1 on RP2n+2k2n+1 for
fixed k and a few certain values n is sufficient to prove such factorizations exist for that k
and arbitrary n.
The following diagrams give pictorial descriptions of the Steenrod algebra structure
on stunted projective spaces with ten or fewer cells. Recall, H˜ i(RP2n+2k2n+1 ;Z/2) = Z/2,
if 2n + 1  i  2n + 2k, and is zero otherwise. Abusing notation, we let xi denote the
cohomology generator in dimension i , then the action of the Steenrod algebra is given
by Sqj (xi) = (i
j
)
xi+j , where the coefficient is taken mod 2 [14]. The column of dots
denotes the generators of each nonzero cohomology group. The lowest dot represents the
cohomology group in dimension 2n + 1, and this dimension is written to the right. The
highest dot of the column denotes the generator in dimension 2n + 2k, and the dimension
of the remaining generators are then obvious by their location in the column. A line or arc
connecting two dots in the column denotes a nonzero Steenrod square on the lower dot to
the higher dot. We only have lines or arcs for the indecomposable Steenrod squares.
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All stunted projective spectra with 2k cells, where k = 1,2,3,4,5, and whose top
dimensional cell is even, have Steenrod algebra structure identical to one of the examples
given above, and the arguments which follow rely solely on this structure. Thus, to produce
the factorizations discussed at the beginning of this section we need only consider a finite
number of cases; one for each of the different Steenrod algebra structures. By duality, the
number of cases is reduced again. For example, RP101 is dual to RP
14
5 so factoring 2
4 on
RP101 implies a factorization exists for RP
14
5 as well.
2. Factorizations of 2k+ε−1 on RP2n+2k2n+1
In the following sections, for small values of k, we determine if the map 2k+ε−1 · Id ∈
[RP2n+2k2n+1 ,RP2n+2k2n+1 ], and sometimes 2k+ε−2, can be factored as
RP2n+2k2n+1
j→ RP2n+2k2n+2k−1
δ→ RP2n+22n+1
i→ RP2n+2k2n+1 ,
where j is the projection to the top two cells and i is the inclusion of the bottom two
cells. After finding such a factorization, we identify δ ∈ [Σ2n−2kM(2),M(2)] in terms of
its effect on real K-theory and its Adams filtration. The Adams filtration of a map f is
denoted filt(f ).
2.1. The two and four cell factorizations
We begin by considering stunted projective spaces with top cell in even dimension and
a total of two or four cells, and prove the following propositions.
Proposition 2.1. For any value of n, the map ·2 : RP2n2n−1 → RP2n2n−1 factors as follows,
where η is the Hopf map.
RP2n2n−1
j¯ 


·2
		
S2n
η
		
RP2n2n−1 S2n−1i¯

Proposition 2.2. For any value of n, the map ·4 : RP2n2n−3 → RP2n2n−3 factors as below,
where δ4 is a map of Adams filtration 2.
RP2n2n−3
j 


·4
		
RP2n2n−1
δ4
		
RP2n2n−3 RP
2n−2
2n−3i
Proof of Proposition 2.1. We factor multiplication by 2, as Toda’s result gives the
suspension order of RP2n2n−1 equal to 22. By previous remarks, we need only show such
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a factorization exists on RP2. Note, in the 2 cell case only, we factor through a map from1
the top cell to the bottom cell.
From Adams spectral sequence chart A, we know [RP21,RP21] = Z/4. The identity is of
order 4, so it is a generator. Also, KO0(RP21) = Z/4, and each of the maps, c · Id, induces
multiplication by c on KO0(RP21). Hence, each of the four maps are distinguishable by their
effect on K-theory. The composition i¯ ◦ η ◦ j¯ induces multiplication by 2 on K-theory, and
thus is a factorization of 2 on RP21. 
Proof of Proposition 2.2. Toda has shown the suspension order of RP2n+42n+1 is 23, so we
factor 22. Finding a factorization on RP41 is sufficient, by periodicity and Atiyah duality.
Consider the following commutative diagram.
RP21
i 


2
		
RP41
j 


2
		
RP43
2
		
δ4

	







RP21 i



2
		
RP41 j



2
		β 




RP43
2
		
RP21 i


 RP41 j


 RP43
The rows are cofibrations, and the following cofiber sequence proves 2 ◦ j is null.
Σ−1C(η ◦ j) 

RP43
η◦j¯ 

 S3 

C(η ◦ j¯ ) 

 · · ·
RP41 


j
RP
4
2


RP43
·2

j¯ 

 S4
η 

 S3 

RP43
Then j ◦ 2 = 2 ◦ j  0, which implies there exists a lift β such that i ◦ β  2. We notice
β ◦ i  2, as they have the same effect on K-theory. Then β ◦ 2 ◦ i  β ◦ i ◦ 2  4  0, so
there exists an extension δ4, factoring 4 : RP41 → RP41, as desired.
To identify δ4 ∈ [Σ2M(2),M(2)] and determine its Adams filtration, we identify maps
in [ΣM(2),M(2)] = Z/2 ⊕ Z/2. Two elements of [ΣM(2),M(2)] are η ∧ Id and i ◦ η¯
where η¯ an extension of η as below.
S2
2 

 S2
i 


η




 Σ RP
2
η¯
		


S1
i 

 RP2 
Proposition 2.3. Id∧η and i ◦ η¯ form a basis for [ΣM(2),M(2)], and are distinguishable
by their effect on K-theory.
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Proof. η¯ is some extension of η, since η ◦ 2  0, so we begin by showing i ◦ η¯ is unique.
The following exact sequence shows η¯ is not unique.
[S3, S1] j
#


 [Σ RP21, S1] i
# 

 [S2, S1] 2#zero 

 [S2, S1]
Z/2 η¯ ∈ Z/4 η ∈ Z/2 Z/2
But as η¯ is well-defined mod(2), its image in [ΣM(2),M(2)] = Z/2⊕Z/2 is well-defined.
We show the maps Id ∧ η and i ◦ η¯ are not homotopic and not null by checking their
effect on K-theory as follows. Id ∧ η is multiplication by η on KO∗(M(2)). The KO∗(S0)-
module structure on KO∗(M(2)) is found, in part, by looking at the long exact sequence
in K-theory of S0 2→ S0 → M(2) and using the ring structure of KO∗(S0). This gives a
partial calculation of multiplication by η on KO∗(M(2)), with b not yet specified.
∗ KO∗M(2) (IdM(2)∧η)
∗
−−−−−−−→ KO∗ΣM(2)
0 Z/2 1 → 2 Z/4
−1 Z/4 1 → 1 Z/2
−2 Z/2 1 → b Z/2
−3 Z/2 0
−4 0 0
−5 0 0
−6 0 Z/2
−7 Z/2 1 → 1 Z/2
I thank the referee for the remark that b = 1 is well known and can be established by
an Adams spectral sequence calculation, however the reader may like to see a more direct
argument.
To determine the effect of i ◦ η¯ on K-theory, we calculate η∗ and i∗ and use the equality
η¯ ◦ i = η. We desuspend to have a map on the Moore space, and the result is a map which
is zero in dimensions −7 and 0, thus Id ∧ η  i ◦ η¯. This calculation also shows i ◦ η¯ is
not null as it is nonzero on K-theory in dimension −1, and possibly in dimension −2,
depending on b in the module structure above. Since Id ∧ η and i ◦ η¯ are not homotopic
and not null, they are a basis of [ΣM(2),M(2)] = Z/2 ⊕Z/2. 
The information above is used to identify the elements in[
Σ2M(2),M(2)
]= Z/2 ⊕Z/2 ⊕Z/2.
By consulting the Ext chart A and using the Exts,t(S0, S0) module structure the two
elements in filtration 2 are represented by η · (Id∧η) = Id∧η2 and η · [(i ◦ η¯)− (Id∧η)] =
(Id ∧ η) ◦ i ◦ η¯ − (Id ∧ η2), and the element in filtration 1 is represented by i¯ ◦ ν ◦ j¯ . Here
i¯ and j¯ are the inclusion and projection to the bottom and top cells in M(2) respectively.
The effect of ν on K-theory is zero, hence (i¯ ◦ ν ◦ j¯ )∗ = 0. The two maps of filtration 2 are
zero in K-theory except in the dimensions given below.
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∗ (Id∧η2)∗ ∗ 2∗ KO M(2) −−−−→ KO Σ M(2)
−1 Z/4 1 → b Z/2
−7 Z/2 1 → 2 Z/4
∗ KO∗M(2) (Id∧η)
∗
−−−−→ KO∗ΣM(2) (i◦η¯)
∗
−−−→ KO∗Σ2M(2)
−1 Z/4 1 → 1 Z/2 1 → b Z/2
At least one of these maps is δ4 in the factorization of 4 on RP41. Since δ
∗
4 : KO
−1M(2) →
KO−1Σ2M(2) is not zero, this implies b = 1. This gives a complete picture of the module
structure of KO∗M(2) over KO∗(S0), and we have proven the following lemma.
Lemma 2.4. A basis of [Σ2M(2),M(2)] = Z/2 ⊕Z/2 ⊕Z/2 is given by:
• δa := i¯ ◦ ν ◦ j¯ , in filtration 1, which is zero on K-theory.
• δb := Id∧η2, in filtration 2, which is nonzero on K-theory only in dimensions −7, −1.
• δc := (Id ∧ η) ◦ (i ◦ η¯), in filtration 2, which is nonzero on K-theory only in dimen-
sion −1.
Next we determine that both δb and δc can be used for δ4 in our factorization of 22 on
RP41, and this will conclude the proof of Proposition 2.2.
Proposition 2.5. Let wa,wb,wc ∈ Z/2. If j∗ ◦ i∗(waδa + wbδb + wcδc) = ·4|RP41 , then
wa = wc = 0, wb = 1, or wa = wb = 0, wc = 1.
Proof. The maps j∗ ◦ i∗(δa) and j∗ ◦ i∗(δb + δc), and hence j∗ ◦ i∗(δa + δb + δc) are zero
on K-theory and thus not factorizations of ·4. By a straight forward calculation and the
Ext charts A, F, and C, the map i∗ ◦ j∗ induces an isomorphism, so equals the generator
of Ext0,−3(RP43,RP21). Then as ν times this generator is δa the Ext∗,∗(S0, S0) module
structure implies filt(i∗ ◦ j∗(δa)) = 1, and hence
filt
(
i∗ ◦ j∗(δa + δb)
)= filt(i∗ ◦ j∗(δa + δc))= 1.
Thus, δa + δb and δa + δc are not factorizations of 22 on RP41 because filt(22) = 2. Also via
exact sequences, the Ext charts mentioned above, and the Ext∗,∗(S0, S0) module structure
we calculate, i∗ ◦ j∗(δb) = 4, so δb is a factorization. Then since i∗ ◦ j∗(δb + δc) = 0 on
K-theory it is null, as [RP41,RP41] has no elements of filtration larger than 2. This implies
4|RP41 = i∗ ◦ j
∗(δb) = i∗ ◦ j∗(δc), as desired. 
2.2. The six cell factorizations
Toda has shown RP2n2n−5 has suspension order 16 if n is even, and 8 if n is odd, so we
factor multiplication by 8 and 4 respectively. We will prove the following proposition.
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Proposition 2.6. The maps ·8 : RP4n → RP4n and ·4 : RP4n+2 → RP4n+2 factor as4n−5 4n−5 4n−3 4n−3
below, where δ6 is a map of Adams filtration 3:
(i) RP4n4n−5
j 


·8
		
RP4n4n−1
δ6
		
RP4n4n−5 RP
4n−4
4n−5i

(ii) RP4n+24n−3
j 


·4
		
RP4n+24n−1
δ¯6
		
RP4n+24n−3 RP
4n
4n−3i

Proof. We will use a bar over δ in (ii) to remind us that its domain and range are not
both suspensions of M(2). By periodicity and Atiyah duality, it suffices to prove the
factorization in (i) holds for RP83, and the factorization in (ii) holds for RP61 and RP105 .
We will use the factorization through δ4 found in the 4-cell cases and begin with RP83.
Consider the following diagram.
RP63
i 


2
		
RP83
j 


2
		
ε




RP87
2
		
δ6







 !"#$%
RP65
δ4
		
RP63
i 


4
		
j¯
 RP83
4
		
j


 RP87
4
		
RP43 i¯


 RP63 i


RP83 j


 RP87
As seen in the proof of Proposition 2.2, 2 ◦ j is null. Thus, j ◦ 2 is null and there
exists a lift ε such that i ◦ ε = 2. We check that (ε ◦ i)∗ = 2∗ on K-theory, and hence
(j¯ ◦ ε ◦ i)∗ = (j¯ ◦ 2)∗ on K-theory. Now [RP63,RP65] ∼= Z/4 as seen in chart F. By duality
[RP63,RP65] ∼= [D(RP65),D(RP63)] ∼= [RP21,RP41], and [RP21,RP41] ∼= [RP21,RP21] from the
following exact sequence; the zero is from chart A with t − s = −2.


 [RP21,RP21] i# 

 [RP21,RP41]
j# 

 [RP21,RP43]
Z/4 Z/4 0
As seen earlier, the four elements in [RP21,RP21] are distinguishable by their effect on
K-theory, hence the same applies for [RP21,RP41] and its dual [RP63,RP65]. This implies
(j¯ ◦ ε ◦ i)  (j¯ ◦ 2). From chart A, as δ4 has filtration 2, δ4 is of order two. Hence,
δ4 ◦ j¯ ◦ 2  δ4 ◦ j¯ ◦ ε ◦ i  0, and thus there exists an extension, δ6, which yields the
desired factorization. The map δ6 is clearly essential, because its effect on K-theory is
nonzero. From the Adams spectral sequence we see [Σ4M(2),M(2)] has only one non-
zero element, and this element is in filtration 3.
I. Johnson / Topology and its Applications 141 (2004) 21–57 35
To prove (ii), we factor ·4 on RP10 and the factorization for RP6 will follow by an5 1
analogous argument. Consider the following commutative diagram.
RP65
i 


·40
		
RP105
j 


·4
		
RP107
·4
		
γ




RP65
i 

RP105
j 

 RP107
Since i∗(4) is null, there exists γ such that j∗(γ ) = 4. If it could be shown that j ◦ γ  0,
then we would have a map δ¯6 : RP107 → RP65 which factors ·4, but this is not the case as
γ ∗ ◦ j∗ = 0 on K-theory. Instead, we factor ·4 : RP105 → RP105 through a map δ¯6 : RP107 →
RP85 as below.
RP65
i 


·4
		
RP105
·4
		
j 

RP107
·4
		
γ








δ¯6

 


 


 


 

RP85
i¯
&
&&
&&
&&
&
RP65
i 

RP105
j 


j¯
'
''
''
''
'
RP107
RP109
We calculate γ ∗ ◦ j¯∗ = 0 on K-theory. By duality [RP107 ,RP109 ] ∼= [RP21,RP41] = Z/4, and
the maps in this group are distinguishable by their effect on K-theory. Thus j¯ ◦ γ is null
and there exists a lift δ¯6. 
2.3. The eight cell factorizations
Toda has shown eight cell stunted projective spaces have suspension order 16, so we
factor multiplication by 8.
Proposition 2.7. There exist factorizations δ˜8 and δ¯8 as below, with Adams filtration 3:
(i) RP4n4n−7
·8
		
j 

RP4n4n−1
δ˜8
		
RP4n4n−7 RP
4n−4
4n−7i

(ii) RP4n+24n−5
·8
		
j 

 RP4n+24n−1
δ¯8
		
RP4n+24n−5 RP
4n−4
4n−5i

Proof. It suffices to factor multiplication by 8 on RP103 and RP
14
7 , which proves (ii), and
then (i) follows by Atiyah duality. We begin with RP103 .
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Lemma 2.8. There exists a map δ¯ : RP10 → RP4 which factors multiplication by 8 on RP10.7 3 3
Proof. Consider the following diagram along with Ext chart H.
RP63
i′′
((
((
((
((
RP63
i¯((
((
((
((
RP83
j ′′




i 


γ
))
))
))
))
))
))
))
)
8
		
RP103
j¯




γ ′








8
		
RP87
δ6
		
RP107
δ¯
		


RP43
i′′′ *
**
**
**
*
RP43
i′ '
''
''
''
'
RP83
i 

 RP103
We denote the nonzero element of Ext3,3(RP103 ,RP
4
3) = Z/2 by γ ′. The argument is as
follows, first we prove γ ′ ◦ i¯  0, and by exactness we get an extension δ¯ : RP107 → RP43
such that δ¯ ◦ j¯ = γ ′, and then we show that i ′ ◦ γ ′ = 8 on RP103 , and thus δ¯ is the desired
factorization.
Assume s  3. From chart A the first and last groups in the exact sequence below are 0,
0 = Exts,s(RP109 ,RP43) j∗−→ Exts,s(RP103 ,RP43)
i∗−→ Exts,s(RP83,RP43)→ Exts+1,s(RP109 ,RP43)= 0.
Thus for s  3, i∗ : Exts,s(RP103 ,RP43) → Exts,s(RP83,RP43) is an isomorphism. Hence
from chart H we have that
Exts,s
(
RP83,RP
4
3
)= { Z/2, s = 3,0, s > 3.
Define γ := i∗(γ ′) = γ ′ ◦ i . From the 6-cell factorizations we have δ6 : RP87 → RP43, of
Adams filtration 3, such that i ′′′ ◦ δ6 ◦ j ′′ = ·8|RP83 . Since ·8|RP83 also has Adams filtration 3,
we have filt(δ6 ◦ j ′′) = 3. This implies δ6 ◦ j ′′ = γ , by uniqueness of the nonzero element
in filtration 3. Hence, γ ′ ◦ i¯ = γ ′ ◦ i ◦ i ′′ = γ ◦ i ′′ = δ6 ◦ j ′′ ◦ i ′′  0. Thus there exists δ¯
such that δ¯ ◦ j¯ = γ ′.
Next we have i ′ ◦γ ′ ◦ i = i ′ ◦γ = i ◦ i ′′′ ◦γ = i ◦ i ′′′ ◦δ6◦j ′′ = i ◦·8|RP83 = ·8|RP103 ◦ i , thus
i∗(i ′ ◦γ ′ −·8|RP103 ) = 0. Since both γ
′ and ·8 are filtration 3, we have filt(i ′ ◦γ ′−·8|RP103 )
3. In the exact sequence below
Exts,s
(
RP109 ,RP
10
3
) j∗−→ Exts,s(RP103 ,RP103 )
i∗−→ Exts,s(RP83,RP103 )→ Exts+1,s(RP109 ,RP103 )
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we see the first and last groups are zero for s  3 from chart G. This implies
i∗ : Exts,s(RP103 ,RP
10
3 ) → Exts,s(RP83,RP103 ) is an isomorphism for s  3. Hence i ′ ◦ γ ′ =·8|RP103 as desired. 
Lemma 2.9. The map δ¯ in the factorization of 8 on RP103 can be chosen to have Adamsfiltration 3.
Proof. Let δ¯ be any extension such that δ¯ ◦ j¯ = γ ′ and consider the following diagrams:
RP103
j¯ 


γ ′ '
''
''
''
'
RP107
δ¯
		
RP43
RP63 i′′


 RP83 j ′′



i
		
RP87
i˜
		
RP63
i¯ 

 RP103
j¯ 

 RP107
RP83
j ′′ 


γ
*
**
**
**
*
RP87
δ¯◦i˜
		
RP43
(δ¯◦ j¯ )◦i = γ ′ ◦i = γ , thus δ¯◦ i˜◦j ′′ = γ by the commutativity of the center diagram. Hence
δ¯◦ i˜ works for δ6, but as δ6 is the unique nonzero element of [RP87,RP43], we have δ¯◦ i˜ = δ6.
Now i˜∗ : Ext3,3(RP107 ,RP43) → Ext3,3(RP87,RP43) = Z/2 is an isomorphism, as seen by the
following exact sequence
0 = Ext3,3(RP109 ,RP43) j˜∗−→ Ext3,3(RP107 ,RP43)
i˜∗−→ Ext3,3(RP87,RP43)→ Ext4,3(RP109 ,RP43)= 0.
Thus δ6 is the isomorphic image of δ¯ in filtration 3, and hence δ¯ can be chosen to have
filtration 3. 
Lemma 2.10. There exists a map δ¯ : RP1411 → RP87 which factors multiplication by 8 on
RP147 , and this δ¯ may be chosen to have filtration 3.
Proof. The argument is identical to that seen in the RP103 case except that the calculations
Exts,s(RP1413,RP
14
7 ) = 0 and Exts+1,s(RP1413,RP147 ) = 0, for s  0, require the Ext
chart I. 
2.4. The ten cell factorizations
Toda’s results imply RP2n2n−9 has suspension order 25 if n is even, and 26 if n is odd.
Proposition 2.11.
(i) The map ·24 : RP4n4n−9 → RP4n4n−9 factors as below.
RP4n4n−9
24
		


 RP4n4n−1
A
		
RP4n4n−9 RP
4n−8
4n−9
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(ii) The maps ·24, ·25 : RP4n+2 → RP4n+2 can be factored as below.4n−7 4n−7
RP4n+24n−7
24
		


 RP4n+24n+1
A
		
RP4n+24n−7 RP
4n−6
4n−7
RP4n+24n−7
25
		


 RP4n+24n+1
2A
		
RP4n+24n−7 RP
4n−6
4n−7
It is sufficient to factor 24 on the spaces RP123 , RP
16
7 , and RP2011. Then we factor both 2
5
and 24 on RP101 and RP
18
9 , and the factorizations on RP
14
5 and RP
22
13 follow by duality.
Lemma 2.12. There exists a map δ10 ∈ [Σ8M(2),M(2)] which factors 24 on RP123 .
Proof. Consider the diagram below where δ¯8 denotes the map found in the factorization
of 23 on RP103 .
RP103
i 


·2
		
RP123
j 


ε
###
###
###
###
###
#
·2
		
RP1211
·2
		
δ10

+
,
-

)

.
/

0
(


1
RP103
·23
		
j¯
'
''
''
''
'
i 

 RP123
·23
		
j 

 RP1211
·23
		
RP107
δ¯8
		
RP43
¯¯ι



RP103
i 

 RP123
j 

 RP1211
We have shown δ¯8 can be chosen to have filtration 3, and ε exists by a mapping cone
argument. For the desired map δ10 to exist, it suffices to show δ¯8 ◦ j ◦ ε ◦ i  0 
δ¯8 ◦ j ◦ ·2|RP103 . As ε must have filtration at least 1, and clearly ·2 has filtration at least 1,
the compositions δ¯8 ◦ j ◦ ε ◦ i and δ¯8 ◦ j ◦ ·2|RP147 have filtration at least 4. As chart H shows
Exts,s(RP103 ,RP
4
3) = 0 for s  4, so both of the above compositions are null and hence a
map δ10 exists. 
Lemma 2.13. The map δ10, from the factorization of 24 on RP123 induces an isomorphism
on K-theory.
Proof. We calculate the effect of δ10 from the equality (i ◦ ¯¯ι ◦ δ10 ◦ j)∗ = (24)∗. The
calculation implies δ10 must induce an isomorphism on K-theory in dimensions 0 and
−4, and using the KO∗(S0) module structure of KO∗M(2), we have that δ10 induces an
isomorphism in all dimensions. 
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Lemma 2.14. δ10, in the factorization of 24 on RP12, may be chosen to have filtration 4.3
Proof. We know filt(δ10) 4, as 2 · δ10 is not null. We may choose δ10 to have filtration 4,
if we can show the composition
Ext4,4
(
RP1211,RP
4
3
) i˜∗−→ Ext4,4(RP1211,RP123 ) j∗−→ Ext4,4(RP123 ,RP123 )
is an isomorphism. This is shown by breaking up the inclusion i˜ : RP43 → RP123 into the
composition of inclusions
RP43 ↪→ RP63 ↪→ RP83 ↪→ RP103 ↪→ RP123 .
We calculate inductively that each of the inclusions above induce an isomorphism in
Ext4,4(RP1211,−) by using the associated cofiber sequence to each inclusion and the Ext
charts A and E. Similarly the projection j : RP123 → RP1211 is broken up into the composition
of projections
RP123 → RP125 → RP127 → RP129 → RP1211 .
Using Ext chart L and the associated cofiber sequences we see that each projection above
induces an isomorphism in Ext4,4(−,RP123 ). Thus δ10 = A : RP1211 → RP43. 
Lemma 2.15. There exist maps δ10 : RP1615 → RP87 and δ10 : RP2019 → RP1211 of Adams
filtration 4, which factor multiplication by 24 on RP167 and RP2011 respectively, and both
maps induce an isomorphism in K-theory.
Proof. The argument for the existence of such maps δ10 on either RP167 or RP2011 which
induce isomorphisms on K-theory is analogous to that seen in the RP123 case. To see δ10
is in filtration 4 we show i˜∗ ◦ j∗ :Z/2 = Ext4,4(RP1615,RP87) → Ext4,4(RP167 ,RP167 ) is an
isomorphism by breaking the projection j and the inclusion i˜ into compositions whose
respective fibers and cofibers are M(2). Using the induced exact sequences in Ext4,4 along
with Ext chart M we prove the desired isomorphism.
The argument for the factorization of 24 on RP2011 follows similarly except the
Ext chart O is used to prove i˜∗ ◦ j∗ : Ext4,4(RP2019,RP1211) −→ Ext4,4(RP2011,RP2011) is an
isomorphism. 
Next we consider the ten cell stunted projective spaces with suspension order 26, namely
RP101 and RP
22
13. For both spaces we want to factor ·25 and ·24.
Lemma 2.16. The compositions below are factorizations of 24 and 25 respectively, on
RP101 :
RP101
j→ RP109 A→ RP21
i˜
↪→ RP101 ,
RP101
j→ RP109 2A→ RP21
i˜
↪→ RP101 .
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Proof. The composition i˜ ◦ A ◦ j is not null as it is nonzero on K-theory, and filt(A) = 4
which implies filt(i˜ ◦ A ◦ j) 4. Similarly, the composition i˜ ◦ 2A ◦ j is not null as it is
nonzero on K-theory, and filt(2A)= 5 which implies filt(i˜ ◦A ◦ j) 5. So if we can show
i˜∗ ◦ j∗ :Z/2 = Exts,s
(
RP109 ,RP
2
1
) ∼=→ Exts,s(RP101 ,RP101 )
for s = 4,5, then as filt(24) = 4 and filt(25) = 5 we will have the desired factorizations
by uniqueness of the nonzero elements. Again this is done by breaking the inclusion i˜ and
projection j into compositions as seen before. The Ext charts A, F, J, and K are then used
to prove the desired isomorphisms, along with the knowledge that Ext4,4(RP101 ,RP
10
1 ) and
Ext5,5(RP101 ,RP
10
1 ) are nonzero. 
Proposition 2.17. The compositions below factor 25 and 26 respectively on RP189 :
RP189
j→ RP1817 A→ RP109
i˜
↪→ RP189 ,
RP189
j→ RP1817 2A→ RP109
i˜
↪→ RP189 .
The argument is identical to that seen in the RP101 case except we use the Ext chart M
in lieu of chart K.
2.5. The twelve cell factorizations
Toda has shown that RP2n2n−11 has suspension order 27. In this section we factor 26 and
25 on the stunted projective spectra with twelve cells and prove the following.
Proposition 2.18. The map ·26 : RP2n2n−11 → RP2n2n−11 factors as below.
RP2n2n−11
26
		
j 

 RP2n2n−1
(Id∧η2)◦A
		
RP2n2n−11 RP
2n−10
2n−11i˜

Proposition 2.19. The map ·25 : RP2n2n−11 → RP2n2n−11 factors as in (i) for n odd, and as in
(ii) for n even.
(i) RP2n2n−11
25
		


 RP2n2n−1
A
		
RP2n−82n−9
δ¯4
		
RP2n2n−11 RP
2n−8
2n−11
(ii) RP2n2n−11
25
		


RP2n2n−3
δ˜4
		
RP2n−22n−3
A
		
RP2n2n−11 RP
2n−10
2n−11
In (i) δ¯4 is an extension of ·2 on RP2n−82n−11, and in (ii) δ˜4 is a lift of ·2 on RP2n2n−3.
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Proof of Proposition 2.18. The composition (Id ∧ η2) ◦ A is nonzero on K-theory, and
hence not null. As filt(Id ∧ η2) = 2 and filt(A) = 4, we know filt((Id ∧ η2) ◦A) 6. From
Ext chart A we see filt((Id∧η2)◦A) = 6, as there are no nonzero groups of higher filtration.
It suffices to prove the following composition is a surjection onto gen, the generator, which
represents 26:
( i˜∗ ◦ j∗) : Ext6,6(RP2n2n−1,RP2n−102n−11) −→ Ext6,6(RP2n2n−11,RP2n2n−11)|| ||
Z/2 ⊕Z/2 Z/2
(Id ∧ η2) ◦ A → gen
Again we break the projection j : RP2n2n−11 → RP2n2n−1 into the composition of projec-
tions
RP2n2n−11 → RP2n2n−9 → RP2n2n−7 → RP2n2n−5 → RP2n2n−3 π→ RP2n2n−1 .
We see π is an isomorphism on Ext4,2(−,RP2n−102n−11) by using the associated cofiber
sequence and the Ext charts A, E, F. Recall, the Adams map, A, is the generator of
Ext4,2(RP2n2n−1,RP
2n−10
2n−11) so we have
Ext4,2(RP2n2n−1,RP
2n−10
2n−11)
∼=−→ Ext4,2(RP2n2n−3,RP2n−102n−11)|| ||
Z/2 Z/2
A → g
where g denotes the generator. Using the Exts,t (S0, S0)-module structure we have
Ext6,6(RP2n2n−1,RP
2n−10
2n−11) −→ Ext6,6(RP2n2n−3,RP2n−102n−11)|| ||
Z/2 ⊕Z/2 Z/2
η2 ·A → η2 · g
and η2 ·g is the generator of the group Ext6,6(RP2n2n−3,RP2n−102n−11) = Z/2, as seen in charts E
and F.
The remainder of the proof of Proposition 2.18 is analogous to arguments seen
previously. The remaining projections are then shown to be isomorphisms on Ext6,6(−,
RP2n−102n−11). The calculation
Exts,6
(
RP2n2n−11,RP
2n−2l
2n−2l−1
)= 0,
for s = 5 or 6, and l  4, made via Ext chart A aids in the calculation that the desired
composition of inclusions induces an isomorphism on Ext6,6(RP2n2n−11,−). Thus we have
(Id ∧ η2) ◦ A mapping onto the generator of Ext6,6(RP2n2n−3,RP2n2n−11) = Z/2 which maps
isomorphically to Ext6,6(RP2n2n−11,RP
2n
2n−11) as desired. 
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Proof of Proposition 2.19. We assume n is odd, and the factorization for n even will
follow by duality. Consider the following commutative diagram.
RP2n2n−11
24
		
j¯ 

RP2n2n−9
π 


24
		
RP2n2n−1
A
		
RP2n2n−11
j¯ 


2
		
RP2n2n−9
2
		
RP2n−82n−9i′

2
		
δ¯4
2
2
2
2
2
RP2n−82n−11
2
		
j RP2n−102n−11
i
2
		
RP2n2n−11
j¯ 

RP2n2n−9 RP
2n−8
2n−9i′
 RP2n−82n−11
j
i′′

RP2n−102n−11
i
The extension δ¯4 is defined as follows. As n is odd, the four cell complex RP2n−82n−11 has
Steenrod square structure similar to that of RP63. The space RP
6
3 is dual to RP
4
1, and in the
four cell factorization of 22 we saw RP41
j→ RP43
2→ RP43 is null, which implies the dual
map
RP2n−102n−11
2→ RP2n−102n−11
i→ RP2n−82n−11
is also null. Thus 2 ◦ i  i ◦ 2  0 and by exactness there exists an extension δ¯4 such that
δ¯4 ◦j  2. Also j ◦ δ¯4 = 2 on RP2n−82n−9 since they have the same effect on K-theory and maps
in [RP2n−82n−9,RP2n−82n−9] are determined by their effect on K-theory. Following the diagram
we have j¯ ◦ 25  j¯ ◦ i ′′ ◦ δ¯4 ◦ A ◦ π ◦ j¯ . So j¯ (25 − i ′′ ◦ δ¯4 ◦ A ◦ π ◦ j¯ )  0. This implies
25 − i ′′ ◦ δ¯4 ◦A◦π ◦ j¯  0 or 25 − i ′′ ◦ δ¯4 ◦A◦π ◦ j¯  0 and filt(25 − i ′′ ◦ δ¯4 ◦A◦π ◦ j¯ ) > 5.
We show the former is true as follows. By our standard methods we prove
Exts,s
(
RP2n2n−11,RP
2n
2n−11
)= { Z/2, s = 5,6,0 s  7.
Then 25 and 26 on RP2n2n−11 are the respective generators of the Ext groups above for s = 5
and 6. Hence if a map x : RP2n2n−11 → RP2n2n−11 has filtration greater than or equal to 5, and
we can determine its effect on KO2n−10(RP2n2n−11) = Z/27, then we can determine whether
on not it is null. Then as (25 − i ′′ ◦ δ¯4 ◦ A ◦ π ◦ j¯ )∗ = 0, we have 25  i ′′ ◦ δ¯4 ◦ A ◦ π ◦ j¯
as desired. 
2.6. Some fourteen cell factorizations
We consider the fourteen cell stunted projective spaces whose top cell is in a dimension
divisible by four. These spectra have suspension order 28 so we factor 27. In this section
we prove the following proposition.
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Proposition 2.20. The following diagram commutes for any integer n, where δ6 is the map
factoring 23 from the six cell case.
RP4n4n−13
·27
		
π 

RP4n4n−1
δ6 

 RP4n−44n−5
A
		
RP4n4n−13 RP
4n−12
4n−13
i
Proof. Up to suspension and the action of the Steenrod algebra, there are four different 14
cell stunted projective spaces with top cell in dimension 4n. Using duality we reduce to
two cases; we factor 27 on RP163 and the argument for RP
20
7 is identical although we use
Ext chart O in addition to those mentioned below.
RP163
·27
		
π 

RP1615
δ6 

 RP1413
A
		
RP163 RP
4
3
i
The composition A◦δ6 is nonzero on K-theory, so it clearly is not null. Also, filt(A◦δ6) 7
as filt(A) = 4 and filt(δ6) = 3. From Ext chart A we see Ext7,7(RP1615,RP43) = Z/2,
and Exts,s(RP1615,RP
4
3) = 0 otherwise. Hence filt(A ◦ δ6) = 7. We then calculate that the
composition Z/2 = Ext7,7(RP1615,RP43)
i∗◦π∗−→ Ext7,7(RP163 ,RP163 ) is an isomorphism using
the methods previously mentioned and Ext charts A, E, and I. 
2.7. Some sixteen cell factorizations
We consider sixteen cell complexes which have top cell in a dimension congruent to 2
modulo 4. Toda has shown all sixteen cell stunted projective spaces have order 28, so we
factor 27.
Proposition 2.21. The following diagram commutes for all values of n.
RP4n−24n−17
27
		
j 

RP4n−24n−5
δ¯8 

 RP4n−84n−9
A
		
RP4n−24n−17 RP
4n−16
4n−17i˜

Proof. The composition A ◦ δ¯8 is nonzero on K-theory, and hence not null. As filt(δ¯8) = 3
and filt(A) = 4, we know filt(A◦ δ¯8) 7. Looking at the Ext chart A we see filt(A◦ δ¯8) = 7.
Again, by our standard methods, we calculate that the composition i˜∗ ◦ j∗: Z/2 =
Ext7,7(RP4n−24n−5,RP
4n−16
4n−17)
∼=−→ Ext7,7(RP4n−24n−17,RP4n−24n−17), is an isomorphism. 
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3. Root invariant of 2kxIn the following sections we use the factorizations of 2k on stunted projective spectra
from the previous section to give results about the root invariant of 2kx ∈ πr(S0) in terms
of the root invariant of x . The results depend upon the congruence of k modulo 4, and
we consider each of the four cases. Throughout this section the maps i and j will denote
inclusions and projections respectively. This also applies to any map i or j decorated with
a bar, tilde, or prime.
3.1. Preliminaries
Recall, by Lin’s theorem RP∞−∞  (S−1)∧2 . We use the notation RP∞−∞ to emphasize the
existence of maps RP∞−∞ → RP∞n and RPn−∞ → RP∞−∞. The lemma and corollary which
follow are from [15].
Lemma 3.1. Suppose x :Y → RP∞−∞ is a map such that the composition j ◦ x :Y →
RP∞−∞ → RP∞m+1 is null. Then given any f :Y → RPm−n such that the following diagram
commutes
Y
f 


x
		
RPm−n
		
RP∞−∞ 

 RP∞−n
,
there exists an f¯ such that the following two diagrams commute:
(i) Y
f
		
f¯





RPm−∞ 

RPm−n
(ii) Y
x
		
f¯





RPm−∞ 

 RP∞−∞
Corollary 3.2. Suppose x :Y → RP∞−∞ is a map such that the composition j ◦ x :Y →
RP∞−∞ → RP∞m+1 is null. Then given any f :Y → RPm−n such that the following diagram
commutes
Y
f 


x
		
RPm−n
		
RP∞−∞ 

 RP∞−n
,
there exists an f¯k :Y → RPm−n−k such that the following two diagrams commute:
(a) Y
f¯k
3
3
3
3
3
f
		
RPm−n−k 

 RPm−n
(b) Y
f¯k



x
		
RPm−n−k
		
RP∞−∞ 

 RP∞−n−k
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3.2. The root invariant of 24kxIn this section we prove Theorem 1.1. We use our factorization of 24 on the ten cell
stunted projective spaces as the base case of an inductive argument which factors 24k on
the spectrum RP−2t−∞ for arbitrary k. The factorization on the spectrum RP−2t−∞ is then used
to deduce our results about the root invariant of 24kx .
Let gk be defined as the composition
gk : RP−2t−∞ → RP−2t−2t−8k−1 ↪→ RP∞−2t−8k−1 .
Proposition 3.3. Fix an integer t . For any k  1 the following diagram commutes.
RP−2t−∞
·24k 

RP−2t−∞
gk 

RP∞−2t−8k−1
RP−2t−∞ 

 RP
−2t
−2t−1 Ak


RP−2t−8k−2t−8k−1

Proof. Induction on k. Proposition 2.11 gives the base case. Assuming the diagram
commutes for some k  1, apply Corollary 3.2 to the maps
RP−2t−∞
·24k−−→ RP−2t−∞ → RP∞−∞ and RP−2t−∞ → RP−2t−2t−1
Ak−→ RP−2t−8k−2t−1−8k .
Then there exists a map ρ : RP−2t−∞ → RP−2t−8k−2t−8k−9 which makes the following diagram
commute.
RP−2t−2t−1
Ak 

RP−2t−8k−2t−8k−1
A 

 RP−2t−8(k+1)−2t−8(k+1)−1
		
RP−2t−∞
·24k
		

ρ 

RP−2t−8k−2t−8k−9

·24 


		
RP−2t−8k−2t−8k−9
		
RP−2t−∞
gk+1 

RP∞−2t−8k−9 ·2
4 

 RP∞−2t−8k−9
As 24 ◦ gk+1 ◦ 24k = gk+1 ◦ 24(k+1), we have shown the statement holds for k + 1. 
Define α4k as the composition,
α4k :S
−2t−1 i↪→ RP−2t−2t−1
Ak→ RP−2t−8k−2t−1−8k
j→ S−2t−8k.
Theorem 3.4. For x :Sr−1 → S−1 and f ∈ R(x),
(i) If |R(x)|− |x| ≡ −1 (mod 2), then 〈f,2, α4k〉∩R(24kx) = ∅ or R(24kx) is in a higher
dimension than 〈f,2, α4k〉.
(ii) If |R(x)| − |x| ≡ 0 (mod 2), then α4k ◦ f ∈ R(24kx), or R(24kx) is in a higher
dimension than α4k ◦ f .
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Proof of (i). We have |x| = r , so |R(x)| − |x| ≡ −1 (mod 2) implies |R(x)| = r − 1 + 2t
for some t . This implies R(x) is detected by the −2t cell of RP∞−∞, or in other
words, f :Sr−1 → S−2t . By the definition of the root invariant, ψ2t−1 ◦ x  0. Thus, by
Lemma 3.1, x lifts to a map χ :Sr−1 → RP−2t−∞ so that the following diagrams commute.
(1) Sr−1
χ 


x
		
RP−2t−∞
		
S−1 = 

RP∞−∞
(2) Sr−1
f 


χ
		
S−2t
=
		
RP−2t−∞ 

 RP
−2t
−2t
Hence the diagram below commutes.
Sr−1
χ 


=
		
RP−2t−∞
24k 

 RP−2t−∞
gk 

RP∞−2t−8k−1
		
Sr−1 x 

 S−1 2
4k 

 S−1
ψ2t+8k 

 RP∞−2t−8k
Therefore, if ψ2t+8k ◦ 24kx is not null, then any lift to S−2t−8k is in R(24kx). From
Proposition 3.3 the following diagram commutes.
RP−2t−∞
=
		
24k 

RP−2t−∞
gk 

RP∞−2t−8k−1 

 RP∞−2t−8k
RP−2t−∞ 

 RP
−2t
−2t−1 Ak


RP−2t−8k−2t−8k−1



 S−2t−8k

So one such lift is
Sr−1
χ 

RP−2t−∞
π 

 RP−2t−2t−1
Ak 

 RP−2t−8k−2t−1−8k
j 

 S−2t−8k .
So j ◦ Ak ◦ π ◦ χ ∈ R(24kx), or R(24kx) is in a higher dimension.
Next we consider 〈f,2, α4k〉 and notice π ◦χ is an extension of a lift of f , and j ◦Ak is
an extension of α4k , hence j ◦Ak ◦π ◦χ ∈ 〈f, ·2, α4k〉. Thus either R(24kx)∩〈f, ·2, α4k〉 =
∅ or R(24kx) is in a dimension larger than r − 1 + 8k + 2t .
A similar argument can be used to prove (ii), or it can be seen directly from the root
invariant product formula along with the fact that the root invariant of 24k is α4k . 
3.3. The root invariant of 24k+1x
In this section we prove Theorem 1.2. There are two cases depending upon the
congruence |R(x)| − |x| modulo 4. If |R(x)| − |x| ≡ 3,0 (mod 4), then we use the
factorization of 25 on twelve cell stunted projective spaces. If |R(x)| − |x| ≡ 1,2 (mod 4),
then we use the product formula for the root invariant along with the 24k case. We begin
with the cases |R(x)| − |x| ≡ 3,0 (mod 4).
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We define the map mk as the composition belowmk : RP−4t−∞ → RP−4t−4t−8k−3 → RP∞−4t−8k−3 .
Proposition 3.5. Fix an integer t . For any k  1 the following diagram commutes
RP−4t−∞
24k+1 


		
RP−4t−∞
mk 

 RP∞−4t−8k−3
RP−4t−4t−3
δ¯4 

RP−4t−2−4t−3
Ak 

 RP−4t−8k−2−4t−8k−3

where δ¯4 is the lift of 2 on RP−4t−4t−3 from Proposition 2.19.
Proof. The argument is analogous to that seen in Proposition 3.3. 
Define a−4t :S−4t−1 → RP−4t−1−4t−3 to be the attaching map of the −4t cell of RP−4t−4t−3.
Define µk : RP−4t−1−4t−3 → S−4t−8k−2 as the composition given below
µk : RP−4t−1−4t−3 → RP−4t−4t−3
Ak◦ δ¯4−−−→ RP−4t−8k−2−4t−8k−3 → S−4t−8k−2
Theorem 3.6. Suppose x :Sr−1 → S−1, and f ∈ R(x).
(i) If |R(x)| − |x| ≡ 3 (mod 4), then R(24k+1) ∩ 〈f,a−4t ,µk〉 = ∅, or |R(24k+1x)| >
|〈f,a−4t ,µk〉| = |R(x)| + 8k + 2.
(ii) If |R(x)| − |x| ≡ 0 (mod 4), then µk ◦ π ◦ χ ∈ R(24k+1x), or |R(24k+1x)| >
|µk ◦ π ◦ χ | = |R(x)| + 8k + 1.
Proof. Note, π ◦ χ is defined below. The proof of (i) is analogous to the proof of
Theorem 3.4. In case (ii), our assumptions imply |x| = r and |R(x)| = r +4t . Thus R(x) is
detected by the −4t − 1 cell of RP∞−∞, or in other words f :Sr−1 → S−4t−1. By definition
of the root invariant, ψ4t ◦ x  0, thus by Lemma 3.1, x lifts to a map χ :Sr−1 → RP−4t−1−∞
such that the following two diagrams commute.
(1) Sr−1
χ 


x
		
RP−4t−1−∞
		
S−1 RP∞−∞
(2) Sr−1
f 


χ
		
S−4t−1
RP−4t−1−∞ 

RP
−4t−1
−4t−1
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Then by Proposition 3.5 and (1), we have the following commutative diagram.RP−4t−1−4t−3 

RP
−4t
−4t−3
Ak◦ δ¯4 

 RP−4t−8k−2−4t−8k−3
		
Sr−1
x
4
44
44
44
44
44
44
44
44
44
44
44
4
χ 

RP−4t−1−∞ 


π

55
555
555
55
RP−4t−∞

24k+1 


		
RP−4t−∞
mk 


		
RP∞−4t−8k−3
		
RP∞−∞ 2
4k+1 

 RP∞−∞
S−1 2
4k+1 

 S−1
ψ4t+8k+366666666
66666666
ψ4t+8k+2


 RP∞−4t−8k−2
So if ψ4t+8k+2 ◦ 24k+1 ◦ x is not null, then any lift to S−4t−8k−2 is in R(24k+1x). One such
lift is µk ◦π ◦χ . Thus µk ◦π ◦χ ∈ R(24k+1x), or R(24k+1x) is in a higher dimension. 
For the cases |R(x)| − |x| ≡ 1,2 (mod 4) we use the product formula for the root
invariant [4].
Theorem 3.7. Suppose x :Sr−1 → S−1 and f ∈ R(x).
(i) If |R(x)| − |x| ≡ 1 (mod 4), then R(24k+1x) ∩ η · 〈f,2, α4k〉 = ∅ or |R(24k+1x)| >
|R(x)| + 8k + 1.
(ii) If |R(x)| − |x| ≡ 2 (mod 4), then |R(24k+1x)|> |R(x)| + 8k.
Proof. We have
R
(
24k+1x
)= R(2 · 24kx)
⊇ R(2)R(24kx)
= ηR(24kx).
If |R(x)| − |x| ≡ 1 (mod 4), then from Theorem 3.4 we have
R
(
24kx
)∩ 〈f,2, α4k〉 = ∅
⇒ η ·R(24kx)∩ η · 〈f,2, α4k〉 = ∅
⇒ R(24k+1x)∩ η · 〈f,2, α4k〉 = ∅
or |R(24k+1x)|> |R(x)| + 8k + 1.
If |R(x)| − |x| ≡ 2 (mod 4), then from Theorem 3.4 we have
R
(
24kx
)⊇ α4k ·R(x)
⇒ η ·R(24kx)⊇ η · α4k · R(x),
⇒ R(24k+1x)∩ η · α4k ·R(x) = ∅,
or R(24k+1x) is in a higher dimension. As η · α4k = 0, we have |R(24k+1x)| > |R(x)| +
8k. 
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3.4. The root invariant of 24k+2xIn this section we prove Theorem 1.3 using the root invariant product formula and
Theorem 3.4.
Theorem 3.8. For x :Sr−1 → S−1 and f ∈ R(x),
(i) If |R(x)| − |x| ≡ −1 (mod 2), then η2 · 〈f,2, α4k〉 ∩R(24k+2x) = ∅ or |R(24k+2x)| >
|η2 · 〈f,2, α4k〉| = |R(x)| + 8k + 2.
(ii) If |R(x)| − |x| ≡ 0 (mod 2), then |R(24k+2x)|> |η2 · α4k ◦ f | = |R(x)| + 8k + 1.
Proof. In both cases we use R(24k+2x) = R(22 · 24kx) ⊇ R(22)R(24kx) = η2R(24kx).
From Theorem 3.4, if |R(x)| − |x| ≡ −1 (mod 2), we have
R
(
24kx
)∩ 〈f,2, α4k〉 = ∅
⇒ η2 ·R(24kx)∩ η2 · 〈f,2, α4k〉 = ∅
⇒ R(24k+2x)∩ η2 · 〈f,2, α4k〉 = ∅
or |R(24k+2x)|> |R(x)| + 8k + 2.
If |R(x)| − |x| ≡ 0 (mod 2), we have
R
(
24kx
)⊇ α4kR(x)
⇒ η2 ·R(24kx)⊇ η2 · α4kR(x)
⇒ R(24k+2x)⊇ η2 · α4kR(x).
As η2 · α4k = 0, we have |R(24k+2x)|> |R(x)| + 8k + 1. 
3.5. The root invariant of 24k+3x
In this section we prove Theorem 1.4. There are two cases depending upon the
congruence |R(x)| − |x| modulo 4. If |R(x)| − |x| ≡ 3,0 (mod 4), then we use the
factorization of 27 on fourteen cell stunted projective spaces. If |R(x)|−|x| ≡ 1,2 (mod 4),
then we use the factorization of 27 on sixteen cell stunted projective spaces. We begin with
the cases |R(x)| − |x| ≡ 3,0 (mod 4).
Let lk be defined by the composition
lk : RP−4t−∞ → RP−4t−4t−8k−5 ↪→ RP∞−4t−8k−5 .
We use the map δ6 :Σ4M(2)→ M(2) from the factorization of 23 on the six cell stunted
projective spaces with top cell in a dimension divisible by 4, and recall filt(δ6) = 3.
Proposition 3.9. Fix an integer t . For any k  1 the following diagram commutes.
RP−4t−∞
		
·24k+3 

RP−4t−∞
lk 

 RP∞−4t−8k−5
RP−4t−4t−1 δ6


 RP−4t−4−4t−5 Ak


 RP−4t−8k−4−4t−8k−5

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The proof is analogous to that seen in Proposition 3.3.
Define ξk :S−4t−1 → S−4t−8k−4 to be the composition below
ξk :S
−4t−1 ↪→ RP−4t−4t−1
Ak◦ δ6−−−→ RP−4t−8k−4−4t−8k−5 → S−4t−8k−4
We remark that δ6 ◦ i :S−4t−1 → RP−4t−4t−1 → RP−4t−4−4t−5 in π4(M(2))= Z/2 is η3 on the
top cell, or in other words the map below is η3,
S−4t−1 i→ RP−4t−4t−1
δ6−→ RP−4t−4−4t−5
j¯→ S−4t−4
Theorem 3.10. Suppose x :Sr−1 → S−1, and f ∈ R(x).
(i) If |R(x)| − |x| ≡ −1 (mod 4), then 〈f,2, ξk〉 ∩ R(24k+3x) = ∅ or R(24k+3x) is in a
higher dimension than 〈f,2, ξk〉.
(ii) If |R(x)| − |x| ≡ 0 (mod 4), then ξk ◦ f ∈ R(24k+3x) or R(24k+3x) is in a higher
dimension.
Proof. The proof is analogous to the proof of Theorem 3.4. 
Next, we look at the cases where |R(x)| − |x| ≡ 1,2 (mod 4) and use the factorizations
of 27 on sixteen cell stunted projective spaces with top cell in a dimension congruent
to 2 modulo 4. Let pk be defined as the composition pk : RP−4t−2−∞ → RP−4t−2−4t−8k−9 →
RP∞−4t−8k−9 .
Proposition 3.11. Fix t . The following diagram commutes for all k  1.
RP−4t−2−∞
24k+3 


		
RP−4t−2−∞
pk 

 RP∞−4t−8k−9
RP−4t−2−4t−5
δ¯8 

 RP−4t−8−4t−9
Ak 

 RP−4t−8k−8−4t−8k−9

Proof. The proof is analogous to that seen in Proposition 3.3. 
Define a−4t−2 :S−4t−3 → RP−4t−3−4t−5 to be the attaching map of the −4t − 2 cell of
RP−4t−2−4t−5, and define ωk : RP
−4t−3
−4t−5 → S−4t−8k−8 as the composition
ωk : RP−4t−3−4t−5 → RP−4t−2−4t−5
Ak◦ δ¯8−−−→ RP−4t−8k−8−4t−8k−9 → S−4t−8k−8
Theorem 3.12. Suppose x :Sr−1 → S−1 and f ∈ R(x).
(i) If |R(x)| − |x| ≡ 1 (mod 4), then R(24k+3x) ∩ 〈f,a−4t−2,ωk〉 = ∅, or R(24k+3x) is
in a higher dimension than 〈f,a−4t−2,ωk〉.
(ii) If |R(x)|− |x| ≡ 2 (mod 4), then ωk ◦π ◦χ ∈ R(24k+3x), or R(24k+3x) is in a higher
dimension.
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Proof. To prove (i) use the same argument seen in the proof of Theorem 3.4, and for (ii)
and the definition of π ◦χ and the argument is analogous to that seen in Theorem 3.6. 
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Appendix. Bruner’s Ext charts [3]
Chart A. Exts,t (M(2),M(2)).
Chart B. Exts,t (S0,M(2)).
52 I. Johnson / Topology and its Applications 141 (2004) 21–57Chart C. Exts,t (RP41,RP
4
1).
Chart D. Exts,t (RP63,RP
4
1).
Chart E. Exts,t (RP65,RP
6
3).
I. Johnson / Topology and its Applications 141 (2004) 21–57 53Chart F. Exts,t (RP63,RP
6
5).
Chart G. Exts,t (RP109 ,RP
10
3 ).
Chart H. Exts,t (RP103 ,RP
4
3).
54 I. Johnson / Topology and its Applications 141 (2004) 21–57Chart I. Exts,t (RP1413,RP
14
7 ).
Chart J. Exts,t (RP147 ,RP
8
7).
Chart K. Exts,t (RP109 ,RP
10
1 ).
I. Johnson / Topology and its Applications 141 (2004) 21–57 55Chart L. Exts,t (RP109 ,RP
12
3 ).
Chart M. Exts,t (RP1413,RP
16
7 ).
Chart N. Exts,t (RP1615,RP
18
9 ).
56 I. Johnson / Topology and its Applications 141 (2004) 21–57Chart O. Exts,t (RP1817,RP
20
11).
Chart P. Exts,t (S0,RP∞).
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