The Markovian assumption stating that memory effects can be neglected is a crucial assumption in the theory of coarse-graining. We investigate the coarse-graining of a one-dimensional chain of oscillators where the atoms are grouped into clusters or blobs. When the interaction between oscillators is through Hookean springs, the cluster dynamics is non-Markovian, as has been recently noted by Cubero and Yaliraki ͓J. Chem. Phys. 122, 03418 ͑2005͔͒. When the oscillators interact through a nonlinear potential of the Lennard-Jones type, the dynamics turns out to be Markovian. The different behavior in both types of interactions is attributed to the persistence of sound waves in the harmonic case, which are strongly suppressed in the nonlinear case.
I. INTRODUCTION
Despite the steady increase of computing power, the detailed simulation at the molecular level of complex fluids and materials is often impracticable at the time scales of experimental interest. This difficulty has prompted the design of mesoscopic techniques which are, in some way or another, coarse-grained models of the underlying molecular system. [1] [2] [3] [4] One of such coarse-grained descriptions, originally devised for fluids, is the dissipative particle dynamics model ͑DPD͒, in which a set of point particles interact with conservative, dissipative, and stochastic forces.
2,5 Each dissipative particle represents a grouping of the underlying fluid molecules. The conservative and dissipative forces between particles are modeled in such a way as to capture the usual pressure and viscous forces of fluids, whereas the stochastic forces represent the thermal fluctuations that are always present at a mesoscopic scale. Even though in the original model these forces were postulated in simple terms, it has been possible to formulate the DPD model in such a way that the connection with the continuum Navier-Stokes equations is explicit. 6 The resulting thermodynamically consistent model is just a particular smoothed particle hydrodynamics 7 ͑SPH͒ discretization of the hydrodynamic equations, and the set of model parameters are given in terms of the equation of state and transport coefficients of the fluid.
It is possible to envisage a similar approach for solid materials, in which the continuum equations of elasticity ͑with possible viscous contributions͒ are discretized according to the SPH methodology and a set of dynamic equations are obtained for "portions of material". This is the usual top-down approach. More interesting is the bottom-up approach where the specific program of coarse-graining is fulfilled. [8] [9] [10] [11] In this case, the molecular degrees of freedom are grouped into coarse-grained variables and dynamic equations are derived with the aid of projection operators. This coarse-graining procedure was proposed by one of us for the case of the simplest model of an elastic solid, a linear chain of harmonic oscillators. 12 The resulting equations for the dynamics of the positions and momenta of the center of mass of the clusters of molecules were precisely those of DPD. One of the basic assumptions of the projection operator method is that the coarse-grained variables evolve in a time scale much larger than the memory kernel representing the correlation of the projected out variables in the system. 8 This is the Markovian property 13 that allows one to predict the future with just the present information and avoids the problem of dealing with complex integrodifferential equations. Thanks to the integrable character of the harmonic chain, Cubero and Yaliraki have been able to compute explicitly the memory kernel. 14, 15 They have convincingly shown that the Markovian behavior assumed in Ref. 12 for the harmonic chain is incorrect. This is quite alarming because it would imply that DPD, being a Markovian model, cannot be applied for the simulation of elastic solids and, perhaps, even fluids. Given the close connection of DPD with SPH, it raises doubts also about the suitability of SPH as a coarse grained technique. But SPH is just a discretization of the very Navier-Stokes equations which, being a set of partial differential equations, are clearly Markovian.
In order to gain some understanding of this puzzling situation, in this paper we revisit the problem of coarsegraining of an atomic chain. We show that the coarse-grained description is non-Markovian for an ideal harmonic chain, in agreement with Refs. 14 and 15. However, when the atoms interact with a nonlinear potential of the Lennard-Jones type, the description turns out to be Markovian.
II. THE HARMONIC CHAIN
In this section, we consider the microscopic and mesoscopic dynamics of a set of N classical atoms of mass m linked with Hookean springs in one dimension. The Hamiltonian of the system is a͒ Electronic mail: pep@fisfun.uned.es
Here, the vector x has as components the deviation from the equilibrium position x i = ia of atom i ͑a is the lattice spacing͒. The vector p has as components the momentum p i of each atom. The natural frequency of the oscillators is 0 = ͱ k / m ͑k is the spring constant and m is the mass of each oscillator͒. If the system is enclosed between two walls and the atom near each wall interacts with the wall with springs of constant k, then the matrix A is given by the Rouse matrix,
͑2͒
The microscopic dynamics of this ideal system is
This dynamics is analytically solvable. For our purposes, it is fully captured through the correlations of the microscopic variables. For example,
where the orthonormal matrix ⌳ diagonalizes the Rouse matrix A, i.e., ⌳A⌳ T = D. Its explicit form is
͑5͒
The matrices B͑t͒ and D͑t͒ are both diagonal and have the forms
where a i are the eigenvalues of the Rouse matrix,
ͬ ,
͑7͒
and i = 0 ͱ a i is the frequency of mode i.
At a mesoscopic level, we describe the chain through blobs or clusters each having n atoms. The mesoscopic state is then defined through the position and momentum of the center of mass of each cluster. These mesoscopic variables are functions of the microscopic state of the system, that is,
where R is the list of indices of particles that constitute the th cluster. The number of clusters of size n in the chain is given by NЈ = N / n.
Through the Mori theory of projection operators, it is possible to obtain the following exact evolution equations for the mesoscopic variables:
Here, X −1 is the inverse of the matrix ͑X , X ͒ where the scalar product of two arbitrary phase functions and is defined as
where eq ͑z͒ is the equilibrium canonical ensemble at temperature T. The projected force is defined as
where Q =1− P is the projection operator complementary to the usual Mori projector,
where G is an arbitrary phase function and A i are the relevant or mesoscopic variables. Sum over repeated indices is implied. Finally, the memory kernel C ͑t͒ in Eq. ͑9͒ is given by the correlation of projected forces, i.e.,
The exact evolution equations ͑9͒ are integrodifferential equations where the correlation of projected forces play the role of a memory kernel. Note that Eqs. ͑9͒ are valid irrespective of the potential of interaction between the atoms. The practical use of a mesoscopic theory arises when the memory kernel decays in a time scale much shorter than the typical scale of evolution of the mesoscopic variables. When this happens one says that the Markovian hypothesis is valid. Cubero and Yaliraki have shown that for the harmonic system the Markovian hypothesis is not fulfilled. 14, 15 We reproduce now their results for the sake of completeness.
The actual microscopic force acting on the group is due only to the springs that connect this group to its nearest neighbors, that is,
where l is the length of the left spring of group and r is the length of the right spring of group ,
Here, i and i +1 are the leftmost particles of the groups and + 1 and j and j −1 are the rightmost particles of the groups and − 1, respectively.
The projected force can be written in terms of the microscopic force as
The correlation matrix of projected forces will become
͑17͒
Consider now, for example, the first term in Eq. ͑17͒, which is
͑18͒
The memory kernel involving the time correlation of projected forces is not easy to compute analytically, because of the presence of the projection operator in the dynamic evolution operator Q exp͕iLQt͖. This projected evolution is different, in general, to the actual evolution of the system and hinders the possibility of getting directly the memory kernel from a molecular dynamics simulation. A usual strategy is to simply neglect the effects of the projector Q and approximate Q exp͕iLQt͖ϷQ exp͕iLt͖. We follow here an alternative and more elegant solution based on an exact connection between the correlation of projected forces and the correlation of the microscopic forces. 17 In the present situation, the connection is found by Laplace transforming the second equation in ͑9͒,
where F ͑s͒ is the Laplace transform of F ͑t͒ and F ͑s͒ is the Laplace transform of F ͑t͒. By multiplying both sides of Eq. ͑19͒ by F and averaging we obtain
where C͑s͒ is the Laplace transform of the correlation matrix of microscopic forces and C ͑s͒ is the Laplace transform of the correlation matrix of projected forces. In principle, Eq. ͑20͒ allows us to obtain the correlation of projected forces from the correlation of the microscopic forces. Note that, in the limit of very large cluster sizes, n → ϱ, both correlations coincide. This is true irrespective of the actual microscopic dynamics governing the atoms. For finite n, we would require the inversion of the Laplace transform in order to obtain the correlation of projected forces in real time. The inversion of a Laplace transform poses problems from a numerical point of view. 18 For this reason, we assume that n is large enough, although finite, and we expand Eq. ͑20͒ in Taylor series, neglecting powers of 1 / n higher than the first one. Then Eq. ͑20͒ may be approximated by
Taking the inverse Laplace transform of Eq. ͑21͒, we obtain the correlation of projected forces in real time. According to this assumption, the correlation matrix of projected forces in Eq. ͑17͒ will become
where the mesoscopic contribution to the correlation of projected forces is given by
The overall magnitude of the mesoscopic correlation C ͑t͒ is of order 1 / n. This is consistent with our previous observation that the correlation of projected forces and the correlation of microscopic forces are equal in the limit of large cluster sizes. For the present ideal system, the correlation matrix of the microscopic forces C ͑t͒ can be explicitly computed with the result,
According to Eqs. ͑4͒-͑7͒, the microscopic contribution can be written as
The matrix X = ͑X , X ͒ is easily computed with the help of the canonical equilibrium distribution function corresponding to the Hamiltonian ͑1͒. For ഛ the result is
͑26͒
In the limit of a large number of clusters of large sizes ͑i.e., n, NЈ → ϱ͒, this matrix may be approximated by
where the matrix A −1 is the inverse of the NЈ ϫ NЈ Rouse matrix A . 16 Equation ͑22͒ together with Eqs. ͑23͒, ͑25͒, and ͑26͒ gives the explicit form of the correlation of the projected forces.
We now show the behavior of the correlation function C ͑t͒ computed numerically from Eqs. ͑22͒-͑26͒. The upper plot in Fig. 1 shows the autocorrelation of projected forces C ͑t͒ for = N / ͑2n͒ corresponding to the coarse-grained particle in the center of the chain. We do not assume the approximation ͑27͒ but rather we compute from Eq. ͑26͒ the matrix X −1 numerically. The number of particles in the chain is 10 5 , the cluster size is n = 100, and the temperature is 6 ϫ 10 −6 in reduced units. These reduced units are obtained by using a, 0 −1 , and m 0 2 a 2 as fundamental units of length, time, and energy, respectively. Note that the highly oscillating correlation of projected forces has a change of behavior around t = 100. This is best appreciated if we smooth the autocorrelation in order to get the average structure, free from high frequency oscillations. The smoothing is through a convolution ͗F F ͑t͒͘ ⌬ = ͗F F ͑t͒͘ ‫ء‬ ͑t͒, where the function ͑t͒ used in this convolution product is the same as in Refs. 14 and 15. The smoothed version of C ͑t͒ is shown in the middle plot as a solid line for the smoothing ⌬ =3͑2 / 0 ͒. We have also included for the sake of comparison, in dashed line, the smoothed version of the autocorrelation function of the microscopic force C ͑t͒ introduced in Eq. ͑25͒. We have checked in our simulations that the amplitude of the mesoscopic contribution C ͑t͒ in Eq. ͑23͒ decreases with increasing cluster size. Therefore, for large cluster sizes, the correlation of projected forces and the correlation of microscopic forces do actually coincide, as has been suggested after Eq. ͑20͒. In this limit, the correlation matrix ͗F F ͑t͒͘ of projected forces can be approximated by the microscopic contribution, i.e., C ͑t͒ϷC ͑t͒. The autocorrelation function C ͑t͒ of the microscopic forces has two peaks, one at t =0 and the other at t = 100. This second peak occurs just at the time it takes for the sound to travel the cluster size. The origin of this peak is easily understood. The microscopic force on a cluster is given as the force of the springs at both ends of the cluster, see Eq. ͑14͒. Therefore, the autocorrelation C ͑t͒ will have two types of contributions,
The first positive peak in the central plot in Fig. 1 is due to the autocorrelation of the right ͑or left͒ spring lengths, whereas the second negative peak arises because of the contribution of the correlation due to the two springs at both ends of the cluster. In the lower plot in Fig. 1 , we show the computed autocorrelation function of the momentum of the clusters, which has a linear structure, as discussed in Refs. 14 and 15, where it decays to zero just at the time that the sound has traveled the cluster size. It is apparent that the time scale of evolution of the autocorrelation of projected forces ͑upper Fig. 1͒ , which is the memory kernel in Mori's theory, and the time scale of the autocorrelation of the momentum ͑lower Fig. 1͒ , which is the relevant variable, are comparable. Therefore, a Markovian approximation does not hold for this harmonic model system. Similar results are obtained for the cross-correlation function of the projected forces of neighboring clusters. In Fig. 2 , we plot the same quantities as in Fig. 1 but now referred to the cross correlations between neighboring clusters instead of the autocorrelation of the same cluster. We observe that the smoothed version of the cross correlation between the microscopic force has now three peaks corresponding to the three possible correlations between the two ending springs of each cluster. The second peak occurs at the time it takes the sound to travel a cluster size, while the third peak occurs at the time it takes the sound to travel the two clusters. This third peak arises from the correlation of the first spring of the first cluster with the last spring of the second cluster. As explained in Refs. 14 and 15, the basic reason for the non-Markovian character of this coarsegraining is due to the fact that sound propagates without disturbances along the chain, transmitting very efficiently the information about the state of a spring to other very far apart springs. The length of different springs remains correlated, even in the limit n → ϱ.
III. A NONLINEAR CHAIN
We now explore the effect of nonlinear interaction between the microscopic particles on the Markovian approximation by performing molecular dynamic simulations of a FIG. 1. The upper figure shows the autocorrelation of projected forces C ͑t͒ for = N / ͑2n͒, which is the coarse-grained particle equidistant from the walls. In the middle figure, the solid line is the smoothed version of the upper autocorrelation of projected forces. Also shown in dashed line is the smoothed version of the autocorrelation of microscopic forces, displaying a two peak structure. The lower figure shows the autocorrelation of mesoscopic momenta for this coarse-grained particle. The number of atoms in the chain is N =10 5 , the cluster size is n = 100, and the temperature is T =6 ϫ 10 −6 in reduced units.
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Hijón, Serrano, and Español J. Chem. Phys. 125, 204101 ͑2006͒ simple nonlinear system. A one-dimensional chain of N atoms of equal mass m, enclosed between two fixed walls, interacts with a Lennard-Jones potential truncated at r c = 2.5. The units of length, time, and energy are chosen to be the usual Lennard-Jones parameters , ͑m 2 / ͒ 1/2 , and , respectively. Note that these units are different from the previous section. We assume that the density of the system is 0.89 in reduced units in such a way that the atoms are a typical distance apart. For the density considered in this paper, each particle interacts up to its second nearest neighbors. At very low temperatures, the system has the structure of a one-dimensional ͑1D͒ crystal. At high temperatures, the crystalline structure is slightly blurred, as can be seen in Fig. 3 .
The system is coarse grained by following an identical procedure to the harmonic chain case. Note that for the Lennard-Jones potential in 1D all the atoms remain ordered at all times. In higher dimensions, the coarse-graining is more subtle. 19 Equation ͑20͒ allows us to obtain the correlation of projected forces from the correlation of microscopic forces obtained from an equilibrium molecular dynamics simulation. As it is apparent from this Eq. ͑20͒ or Eq. ͑21͒, the discrepancy between both types of correlations is of order of 1 / n and becomes very small for sufficiently large cluster sizes. Therefore, we will only present the results for the correlations of microscopic forces, which are directly available from the simulations.
We have checked that at very low temperatures, the system behaves as an harmonic chain and the correlations of microscopic forces and momenta are given by the results of the previous section. A more interesting behavior is obtained at a higher temperature ͑in this work T = 0.6 in reduced units͒. In Figs. 4 and 5 , two simulations at high temperature for a chain of N =10 5 atoms are compared, in which the level of coarse-graining is varied. In the first simulation the size of the cluster of atoms is n = 10 whereas in the second simulation the size is n = 100.
In Fig. 4 we present three elements of the matrix of correlation of the microscopic force for the cluster size n = 10. In the upper figure we show both the autocorrelation C ͑t͒ ͑dashed line͒ and cross correlation functions C ,±1 ͑t͒ ͑solid line͒ of the microscopic force on the cluster in the middle of the chain. We have seen that the following relationship is very well satisfied:
In addition, we have observed that the cross correlations between clusters separated by more than one cluster are negligible compared with the autocorrelations. This can be seen in the lower figure in Fig. 4 were the correlation of the microscopic forces C ±2 for coarse-grained particles separated by FIG. 2. The upper figure shows the correlation of projected forces C for = N / ͑2n͒, = ± 1 for two consecutive coarse-grained particles at the middle of the chain. In the middle figure, the solid line is the smoothed version of the upper correlation of projected forces with ⌬ =3͑2 / 0 ͒. Also shown in dashed line is the smoothed version of the correlation of the microscopic forces, displaying a three peak structure. The lower panel shows the correlation of mesoscopic momenta for the same two coarsegrained particles. The number of atoms in the chain is N =10 5 , the cluster size is n =10 2 , and the temperature is T =6ϫ 10 −6 in reduced units.
FIG. 3. Pair distribution function for N =10
3 Lennard-Jones atoms at T =6 ϫ 10 −6 ͑upper figure͒ and at T = 0.6 ͑lower figure͒, in reduced units.
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another one is shown. Note the scale of this plot as compared with the scale of the first plot in Fig. 4 . It is apparent that we can neglect the force correlations between unconnected clusters. Therefore, the observations from Fig. 4 indicate that the matrix of correlations is proportional to the Rouse matrix A ,
where f is the microscopic force on cluster due to cluster . At low temperatures, when the chain behaves harmonically, the force correlation displays high frequency oscillations as in the upper plot of Fig. 1 . These oscillations are absent at higher temperatures, indicating that thermal fluctuations and dissipation eliminates these high frequency modes.
In the upper plot of Fig. 5 we show the matrix elements C ͑t͒ ͑dashed line͒ and C ±1 ͑t͒ ͑solid line͒ for the case that the cluster size is n = 100. In the lower figure we have plotted the autocorrelation function C ͑t͒ for the two cluster sizes n =10 ͑solid line͒ and n = 100 ͑dashed line͒. Let us discuss now the structure of the autocorrelation function C ͑t͒ as the cluster size varies. The force autocorrelation function decays in a short time and presents a bump, indicated by the arrows, which occurs precisely at the time it takes a sound wave to travel the cluster size. This bump is a reminiscence of the second peak appearing in the smoothed version of the autocorrelation function in the central plots of Figs. 1 and 2. We observe that the structure of the autocorrelation at short times is not affected by the cluster size, as can be observed in the lower plot in Fig. 5 . The only thing that changes as we increase the cluster size is the location and amplitude of the sonic bump ͑pointed by the arrows͒. As the size of the cluster increases, the sonic bump appears later in time and with a smaller amplitude. It is apparent that when the cluster size is very large, this contribution due to sound propagation can be neglected, and the force correlation matrix ͑which is the memory kernel͒ becomes cluster size independent. Therefore, the time scale of the memory kernel is given by the inverse of the microscopic frequency in the nonlinear chain. This fact was erroneously assumed to be true for the harmonic chain in Ref. 12 .
On the other hand, the correlations of momenta of clusters do depend on cluster size. In Fig. 6 we plot the auto ͑solid line͒ and cross ͑dashed line͒ correlations of the momenta of clusters for two cluster sizes ͑top n = 10, bottom n = 100͒. It is apparent from these figures that the time scale of ͗P P ͑t͒͘ becomes larger when n increases. The structure of the correlation function of momenta is very similar to that of a harmonic chain, shown in the lower plots of Figs. 1 and 2 . Because the memory kernel is cluster size independent while the momentum variables evolves in a time scale proportional to the cluster size, we conclude that there is a clear separation of time scales in the limit of large cluster sizes. The coarse-grained description of the nonlinear chain at finite temperature turns out to be Markovian.
IV. DISCUSSION
We have computed through molecular dynamics simulations the correlation functions of the forces ͑the memory kernel͒ and the correlation functions of the momenta of the clusters ͑the relevant variables͒ for a simple model of a nonideal 1D solid. The results are strikingly different from those obtained for a set of atoms interacting through harmonic poten- tials. For this latter case, Cubero and Yaliraki have shown analytically that the Markovian assumption is not valid because the time scale of the force correlation is comparable to the time scale of the relevant variables. The presence of sound waves, which in the harmonic chain transmit very efficiently the information at long distances, is responsible for this non-Markovian behavior. The situation is different in the nonharmonic chain at finite temperature. In this case, sound waves are strongly damped and dispersed and they are inefficient in transmitting information at long distances. As a consequence, the memory kernel turns out to be short lived, compared to the time scale of evolution of the relevant variables.
A word is in order about the selection of the coarsegrained variables, on which the whole coarse-graining procedure relies. We have selected in the present work the cluster or blob variables in Eqs. ͑8͒. Another possibility would be to use as coarse-grained variables the normal modes of the harmonic chain. The Mori theory for these variables is trivial for a harmonic chain, as we know that each mode has an independent dynamics. The time scale of each mode is the period of its oscillation. The ratio of time scales between the first and second normal mode is 4, between the second and third is 2.25, between the third and fourth is 1.77, and between the fourth and fifth is 1.56. Higher modes have lesser separation of time scales. Clearly, it seems that only the first two or three modes could be taken as slow variables for a harmonic chain, while the rest of modes should be taken as the irrelevant fast variables.
When we select the cluster variables as relevant variables, a particular set of irrelevant variables could be the relative positions of the atoms of each cluster with respect to the center of mass of the cluster. These irrelevant variables ͑which are eliminated from the coarse-grained description͒ are expressed as linear combinations of the whole set of normal modes, in particular, the first ones with the slowest dynamics. Therefore, on general grounds the irrelevant variables will evolve in the time scales of the slower modes. In this case, one expects that relevant and irrelevant variables evolve in similar time scales. What we have observed from the analysis of the memory kernel, which captures in an average way the behavior of the irrelevant variables, is that the time scale of the irrelevant variables is given by the time it takes the sound to travel along the cluster size. In the nonlinear chain, the irrelevant cluster variables could also be expressed in terms of the normal modes, but now the highly coupled dynamics of the mode variables do not allow for the efficient propagation of sound waves. The analysis of the memory kernel obtained numerically shows unequivocal evidence that the sound based long ranged correlations become negligible when the sound has to traverse large clusters of thermally excited atoms bouncing against each other.
Finally, note that the approximation in Eq. ͑30͒ and the Markovian assumption made in Ref. 12 , though incorrect for the harmonic chain, turn out to be correct for realistic models of Lennard-Jones type. We believe that this is a general result for systems with a well defined equilibrium state, i.e., ergodic systems. In cases that the system is not ergodic ͑as, for example, the Lennard-Jones fluid at very low temperature or other nonlinear chains in which solitons may be present͒ it may be possible that the persistence of dynamic structures confined in regions of phase space induces memory effects at a coarse-grained level. The results presented in this paper suggest, though, that the Markovian assumption implicit in modeling fluids and solids with coarse particles like those in SPH and DPD models, is a reasonable one.
