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SCATTERING POLES NEAR THE REAL AXIS FOR TWO STRICTLY
CONVEX OBSTACLES.
ALEXEI IANTCHENKO
Abstract. To study the location of poles for the acoustic scattering matrix for two strictly
convex obstacles with smooth boundaries, one uses an approximation of the quantized billiard
operator M along the trapped ray between the two obstacles. Using this method Ge´rard (cf.
[9]) obtained complete asymptotic expansions for the poles in a strip Im z ≤ c as Re z tends
to infinity. He established the existence of parallel rows of poles close to pik
d
+ ijδ, k ∈ Z,
j ∈ Z+. Assuming that the boundaries are analytic and the eigenvalues of Poincare´ map are
non-resonant we use the Birkhoff normal form for M to improve his result and to get the
complete asymptotic expansions for the poles in any logarithmic neighborhood of real axis.
1. Some known results on the localization of resonances.
1.1. Introduction. Following [26] we denote by −∆Rn+1\O the Dirichlet Laplacian on a con-
nected exterior domain Rn+1 \O, where O is compact with a C∞ boundary. Then the resolvent
RO(λ)
def
=
(−∆Rn+1\O − λ2)−1 : L2(Rn+1 \ O) 7→ H2(Rn+1 \ O) ∩H10 (Rn+1 \ O), Imλ < 0,
continues meromorphically across continuous spectrum Imλ = 0, to an operator
RO(λ) : L2comp(R
n+1 \ O) 7→ H2loc(Rn+1 \ O) ∩H10,loc(Rn+1 \ O).
Here H2(Rn+1\O) is the standard Sobolev space, H10 (Rn+1\O) is the closure of C∞comp(Rn+1\O)
in the H1−norm and by L2comp, where by L2comp we mean the elements from L2 that are zero
outside some bounded set, and by H2loc, H
1
0,loc functions that are locally in these spaces.
We recall that RO(λ) is globally meromorphic in λ ∈ C when n+ 1 is odd and in λ ∈ Λ, the
logarithmic covering of the complex plane, when n+ 1 is even.
Definition 1. The poles of RO are called resonances or scattering poles.
Note that we adopted a convention that the resonances λj are in the upper half plane Imλ > 0.
We cite some results following the review by Zworski [28] (note his convention that Imλj < 0.)
An obstacle O contained in a ball B(0, R) is called non-trapping if there exists T > 0 such
that every broken characteristic ray (see e.g. [11], Section 24.2) starting in (Rn+1 \O) ∩B(0, R)
leaves that set within time T.
Propagation of singularities for boundary value problems, established by Melrose-Sjo¨strand
and Ivrii (see Chapter 24 of [11] and the references given), gives the basic results:
O is non-trapping, ∂O is C∞ ⇒
there exist a, b > 0 such that a region {z; Im z ≤ a log(1 + |z|) + b}(1)
contains no poles;
∀N, ♯{λj : |Imλj | ≤ N log(1 + |λj |)} <∞.(2)
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The situation is somewhat more satisfying in the analytic case where one can apply the prop-
agation of Gevrey 3 singularities due to Lebeau [16]. In fact, Bardos-Lebeau-Rauch [2] (and also
independently Popov [19]) used the work of Lebeau to show that
O is non-trapping, ∂O is real analytic ⇒
there exist a, b > 0 such that a region {z; Im z ≤ a(1 + |z|)1/3 + b}(3)
contains no poles.
Then clearly,
∃B,C > 0 : ♯{λj : |Imλj | ≤ B|Re λj |1/3} < C.(4)
This is known to be optimal in the following sense [2]: a non-degenerate isolated simple
geodesic γ of length dγ on the boundary of an analytic strictly convex obstacle in R
n+1, n + 1
odd, generates infinitely many poles in any region
{z : Im z < B
dγ
|z| 13 }, B > ωγ = 2− 13 ζ1 cos
(π
6
)
·
∫ dγ
0
ρ2/3(s)ds,
where −ζ1 is the first zero of the Airy function, ρ is the curvature of γ in Rn+1 and s the arc
length parameter.
For strictly convex obstacles the results on pole counting are expected to be more precise and
in particular the density of poles near the real axis has already been estimated. To motivate
them let us consider (in [28] the convention was that Imλj < 0)
Nθ(r) := ♯{λj : λj is a pole of RO(λ), |λj | ≤ r, 0 ≤ arg λj < θ, π − θ < arg λj ≤ π + θ}.
Then for strictly convex smooth obstacles we get
(5) Nθ(r) = O(θ3/2)rn+1, r > 1.
By applying complex scaling ”all the way to the boundary” which is possible because of strict
convexity, but still using a form of functional calculus from [20], (5) was obtained in [21] for
an arbitrary convex obstacle provided r > r(θ). It was noted by Harge´ and Lebeau [7] that a
particular choice of the angle of scaling yields, among other things, a cubic pole free region of
the form (4) for strictly convex obstacles with smooth boundaries. It had been widely believed
in applied mathematics and known already in dimensions two and three (see [1]).
1.2. Trapping obstacles: results of Ikawa and Gerard. We consider scattering by two
strictly convex obstacles. Note that scatterer is always trapping if it is not connected.
We suppose that
O = Ω1 ∪Ω2 ⊂ Rn+1, with C∞ boundary ∂Ωi, i = 1, 2,
where Ω1, Ω2 are compact and strictly convex, Ω1 ∩ Ω2 = ∅.(6)
Let d be the distance between Ω1 and Ω2 and ai ∈ ∂Ωi the points on the boundary such that
|a1 − a2| = d. Then there is one trapped broken characteristic ray connecting a1 and a2.
Under these assumptions on Ω Bardos, Guillot and Ralston (cf. [3], for n + 1 odd) show the
existence of an infinite number of resonances in {z; Im z ≤ ǫ log |z|} for any ǫ > 0.
Thus their result shows a difference in location of resonances between cases of trapping obsta-
cles and of non-trapping obstacles.
The most complete results on location of poles were given by Ikawa and Ge´rard. There results
shows that uniformly in the strip 0 < Im z < c, as Re z goes to infinity the resonances are well
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approximated by pseudo-poles of [3]:
(7) λα,k = k
π
d
+
i
4d
n∑
j=1
ln νj · (2αj + 1), (k, α) ∈ Z× Nn,
where νj are the eigenvalues of the linear Poincare´ map Dκ(a1, 0).
Though Ikawa and Ge´rard only consider the case of odd dimensions n + 1, their results are
valid in even dimensions n+ 1 ≥ 2 as well.
In [15] Ikawa obtained the first string of resonances closest to the real axis (α = 0) and in (cf.
[9]) Ge´rard got the complete asymptotics of all strings.
We start by defining the canonical transformation of the billiard κ : T ∗∂Ω1 7→ T ∗∂Ω1 following
Ge´rard [9]. For ρ ∈ T ∗∂Ω1 in a neighborhood of (a1, 0) ∈ T ∗∂Ω1 we draw an outgoing half-ray
γ issued from ρ and we denote γ′ the half-ray reflected from ∂Ω2. If γ′ intersects ∂Ω1 then we
define κ(ρ) the projection on T ∗∂Ω1 of the point of intersection between γ′ and ∂T ∗(Rn+1 \Ω1).
For ρ ∈ T ∗∂Ω1, close to (a1, 0), we denote by κ1(ρ) the projection on T ∗∂Ω2 of the point of
intersection of γ and ∂T ∗(Rn+1 \Ω2). κ1 is the canonical transformation from T ∗∂Ω1 to T ∗∂Ω2.
If we define in the similar way the canonical transformation κ2 : T
∗∂Ω2 7→ T ∗∂Ω1 then the
billiard map is the canonical transformation
(8) κ = κ2 ◦ κ1.
According to Petkov ([17]), [18], Corollary 2.3.3) and Bardos, Guillot, Ralston ([3], Proposition
3) using that Ω1, Ω2 are strictly convex, the eigenvalues of Dκ(ρ1, 0) are positive 6= 1, thus κ is
of hyperbolic type and we have κ(a1, 0) = (a1, 0).
Denote by νj the eigenvalues > 1 of Dκ(a1, 0) numerated such that 1 < ν1 ≤ ν2 ≤ . . . ≤ νn
and put b0 = Π
n
i=1ν
−1/2
j . For α ∈ N we put Kα = b0ν−α. (It is possible that Kα = Kα′ for
α 6= α′). For any value of Kα and aα,j,l ∈ C, we define
(9) λl(α, k) = λα,k +
∞∑
j=1
aα,j,lλ
−j/2al
α,k with al ∈ N, l = 1, . . . , a
which correspond to the asymptotic expansion for the eigenvalues of an a× a matrix, where
(10) a = Card {α′| Kα′ = Kα}.
Let pl be the multiplicity of λl(α, k) as asymptotic eigenvalue.
Theorem 1 (Ge´rard, n+1 odd). For all A > 0, there exists C > 0 such that, if λα,k is given by
(7), then there exist coefficients aα,j,l ∈ C in asymptotic expansions (9) such that for all N ∈ N
there exist kN ∈ N and cN ∈ R such that the poles situated in the region
{λ ∈ C; Imλ ≤ A, |λ| > C}
are all in the balls∣∣∣∣∣∣λ−
λα,k + mN∑
j=1
aα,j,lλ
−j/2al
α,k
∣∣∣∣∣∣ ≤ CN |λα,k|−N , k ≥ kN ∈ N,
where mN is the largest j such that
j
2al < N, a is defined in (10) and in each ball there are
exactly pl poles with multiplicities.
In his article [9] Ge´rard reduces the problem to the problem on the boundary of the one
obstacle, ∂Ω1, by introducing the quantum billiard operator M(λ) which quantizes the non-
linear Poincare´ transform along the trapped trajectory κ. The operator M(λ) is defined in the
following way.
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Let Hi,+(λ) : C
∞(∂Ωi) 7→ C∞(Rn+1 \Ωi), i = 1, 2, be the outgoing resolvent of the problem
(11)
{
(∆ + λ2)Hi,+(λ)v = 0 in R
n+1 \ Ωi
Hi,+(λ)v|∂Ωi = v
extended as an operator H1/2(∂Ωi) 7→ H1loc(∁Ωi) and analytical for Imλ < 0. It is known that
Hi,+(λ) extends analytically as a bounded operator H
1/2(∂Ωi) 7→ H1loc(∁Ωi) to a domain of the
form (1) if the boundary ∂O is C∞ and (3) if the boundary is real analytic.
We define Hi(λ)v = Hi,+(λ)v|∂Ωi+1 , where ∂Ω3 = ∂Ω1 and
(12) M(λ) = H2(λ)H1(λ) = γ1H2,+γ2H1,+ : H
1(∂Ω1) 7→ H1(∂Ω1),
where γi : H
1
loc(∁Ωi) 7→ H1/2(∂Ωi) is the operator of restriction to ∂Ωi.
The operator M(λ) defined on H1(∂Ω1) for Imλ < 0 continues analytically as a bounded
operator H1/2(∂Ω1) 7→ H1/2(∂Ω1) in the domain of the form (1) if ∂O is C∞ and (3) if ∂O is
real analytic, and there satisfies the following estimate
∃D > 0, ∃C > 0, ‖M(λ)‖L(H1/2(∂Ω1)) ≤ C|λ|2eDImλ
+
,
where Imλ+ = max(Imλ, 0).
We have the following relation between the outgoing resolvent H+(λ) in the exterior of O =
Ω1 ∪ Ω2 (u = H+v satisfies (11) with ∂Ω instead of ∂Ωi) and the billiard operator M, used by
Ge´rard in [9], page 91:
if (v1, v2) ∈ C∞(∂Ω1)× C∞(∂Ω2) then
H+(λ)(v1, v2) = (H1,+−H2,+H1)(I−M)−1v1+(H2,+−H1,+(I−M)−1H2+H2,+H1(I−M)−1H2)v2.
Using this relation Ge´rard proved in [9] that
Lemma 1. The scattering poles counted with their multiplicities coincide with
(13) {λ, 0 ∈ σ(I −M(λ))}.
Strictly speaking, Ge´rard only considers the case of λ in a strip
(14) 0 ≤ Imλ ≤ c1, Reλ ≥ c2,
for c2 sufficiently large and n+1 odd, but his proof also works in more general domains (1), (3).
Microlocally near a1, Ge´rard reduced the problem (13) to the problem of finding the points λ
in a strip (14) for which the operator I − e−2idλM0(λ) considered in some appropriate space has
non-trivial kernel. Here M0(λ) is a semi-classical Fourier integral operator associated to the real
hyperbolic canonical transformation κ with a fixed point at (0, 0). Ge´rard obtained his result by
approximating of M0(λ) by its linearization.
In the case when νj , j = 1, . . . , n are linearly independent over the field of integer numbers
and the boundaries are analytic, we will use the full Birkhoff normal form of M0 (as in [13]) in
order to get the explicit formulas for the resonances in any logarithmic neighborhood of the real
axis of the form (1).
2. Our result.
We suppose in addition to (6) that the boundaries ∂Ωi, i = 1, 2, are real analytic. Suppose
that the eigenvalues of the Poincare´ map
0 < ν−1n ≤ . . . ≤ ν−11 < 1 < ν1 ≤ . . . ≤ νn
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verify the non-resonance condition:
(15)
n∑
1
kj ln νj = 0, kj ∈ Z =⇒ k1 = . . . = kn = 0.
In order to have good separation of the strings of resonances we impose the Diophantine condition:
(16) α 6= β, |α|, |β| ≤ m ⇒ | ln ν(α− β)| ≥ 1
C(D)
e−Dm, D > 0.
Then microlocally near a1 = 0 we can transform M0(λ) into its semiclassical Birkhoff normal
form to any order r
M00(λ) := e
−iλF r(I1,...,In;1/λ), Ij =
(
xj∂xj + 1/2
)
/iλ.
Here for any r ∈ Z+, and ı in a neighborhood of ı = 0 in Rn,
(17) F r(ı; 1/λ) = F0(ı) +
1
λ
F1(ı) +
1
λ2
F2(ı) + . . .+
1
λr
Fr(ı)
with Fj polynomial of degree (r − j) in ı, with
F0(ı) = G(ı, µ) +H(ı), G(ı, µ) =
n∑
i=1
µiıi, µi = ln νi, H(ı) =
r∑
j=2
hj(ı) = O(ı
2),
where hj(ı) =
∑
|α|=j
1
α!
∂αH(0)ıα is a homogeneous polynomial of degree j.
Here F0(ı) is real when ı ∈ Rn.
We have for any r, r′ ≥ j :
F rj (ı)− F r
′
j (ı) = O
(
ımin{r,r
′}−j+1
)
.
In other words, hj(ı) do not depend on r.
Thus F r, Fj are holomorphic in a neighborhood of ı = 0 and M00(λ) is analytic in any
logarithmic neighborhood of the real axis of the form
(18) ΛA,B := {λ ∈ C or Λ; Imλ < A lnReλ, Reλ > B}.
Let
P (λ) := I − e−2idλM00(λ).
As Ijx
αj
j =
1
2iλ
(2αj + 1)x
αj
j , the monomials x
α = xα11 · xα22 · . . . · xαnn are formally the eigen-
functions of the operator P (λ). We have then
P (λ)xα =
(
1− e−2idλKα(λ)
)
xα, Kα(λ) := e
−iλF r( 2α+12iλ ;1/λ).
We approximate the problem (13) with the following model problem:
(19) 1− e−2idλKα(λ) = 0 ⇔ 2dλ+ λF r
(
2α+ 1
2iλ
; 1/λ
)
= 2πk, α ∈ Zn+, k ∈ Z, λ ∈ ΛA,B.
Note that by substituting F r by its leading term near the origin,
∑n
i=1 ln νi · ıi, we recover the
pseudopoles (7).
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In general in order to solve (19) we observe that if F (ı; 1/λ) = F0(ı)+F1(ı)/λ+F2(ı)/λ
2+ . . .
is either an asymptotic or a finite sum, and F, Fj are holomorphic in a fixed neighborhood of
ı = 0, and F0(0) is small (in our case F0(0) = 0), then
∂
∂λ
(
2dλ+ λF
(
2α+ 1
2iλ
; 1/λ
))
=
= 2d+ F
(
2α+ 1
2iλ
; 1/λ
)
− 1
λ
(
∂F
(
2α+1
2iλ ; 1/λ
)
∂ı
2α+ 1
2i
− ∂F
(
2α+1
2iλ ; 1/λ
)
∂h
)
≈ 2d
for |α|/|λ| small.
We omit r and write equation (19) in the form
(20)
λ
k
(
1 +
1
2d
F
(
(2α+ 1)/k
2iλ/k
;
(
λ
k
)−1
1
k
))
=
π
d
with λ/k as unknown variable.
It is then clear that equation (20) has the solution
λ0
k
= g(
α
k
;
1
k
), g(θ;
1
k
) =
π
d
+ g0(θ) + g1(θ)
1
k
+ . . . , g0(0) = 0.
We get the solution in the form
λ0
k
=
π
d
+
a1
k
+
a2
k2
+ . . . =
π
d
− F1(0)
2dk
+
Re (a2)
k2
+ . . .+ i
 1
4dk
n∑
j=1
µj(2αj + 1) +
Im (a2)
k2
+ . . .
 ,
for k >> 1, aj = O(|α|j), α = O(ln k), where aj for j = 1, 2, . . . are polynomials in α (see
Theorem 5 for details) and F1(0) is real constant as the operator M is microlocally unitary (see
Appendix A.2). The coefficient aj is only dependent on the coefficients in the Birkhoff normal
form of order j, F j(ı; 1/λ) = F j0 (ı) +
1
λF
j
1 (ı) +
1
λ2F
j
2 (ı) + . . .+
1
λr F
j
r (ı), and independent of r for
j ≤ r. If λr0 and λr
′
0 are two such solutions with r < r
′ then
λr
′
0
k
− λ
r
0
k
=
ar
′
r+1 − arr+1
kr+1
+O
( |α|r+2
kr+2
)
= O
( |α|r+1
kr+1
)
The main result of the paper is the following theorem:
Theorem 2. Suppose (15) and (16) are satisfied and let ΛA,B be the logarithmic neighborhood of
real axis as in (18). For any N ∈ N and for all A > 0 there exists B > 0, and r = r(N) ∈ N such
that there exist functions aj = aj(α), j = 1, . . . , r, polynomial in α of order ≤ j ( aj = O
(|α|j)
for |α| ≥ 1) and there exists bijection bN between the set of
λrα,k = k
(π
d
+
a1
k
+
a2
k2
+ . . .+
ar+1
kr+1
)
∈ ΛA,B
and the set of resonances in ΛA,B, where elements in each set are counted with their multiplicity,
such that
bN(λ) − λ = O
(|λ|−N) .
Solutions to (13) can be given by means of the Grushin problem for I −M in some weighted
Sjo¨strand’s space H(ΛtG) associated to the escape function G. The results of propagation of
analytic singularities by Lebeau [16] can be applied to localize the analytic singular support
of M. Outside the analytic singular support the norm of M is small. In a neighborhood of
the analytic singular support we use the properties of the escape function. Outside some small
neighborhood V0 of a1 ∈ ∂Ω1 we get that the operator I−M(λ) is invertible. In V0 we reduceM
SCATTERING POLES NEAR THE REAL AXIS FOR TWO STRICTLY CONVEX OBSTACLES. 7
by means of an analytic Fourier integral operator of Bargman type U to the operator e−2idλM0(λ)
in the Birkhoff normal form such that for any N0 ∈ N,
UM(λ)u = e−2idλM0(λ)Uu+O
(|λ|−N0) |u|H in HΦ.
Here M0 ≡ e−iλF (I;1/λ) in the sense of [13]. We use the truncated Birkhoff normal form to the
order r, e−iλF
r(I;1/λ), which is an analytic Fourier integral operator and the Grushin problem
in order to show that the solutions of (13) can be approximated by the solutions of the model
problem
(21) {λ ∈ C, 0 ∈ σ
(
I − e−2idλe−iλF r(I;1/λ)
)
}
which leads to (19).
Note that as RO(−λ) = RO(λ) it is sufficient to consider the case Reλ > 0.
The structure of the paper is the following:
In Section 3 we construct the escape function.
In Section 4 we review the method of FBI-Bargman transforms.
In Section 5 we apply the FBI-Bargman transform to the quantum billiard operator M and
consider the norm of the transformed operator M1.
In Section 6 we reduce M1 to the Birkhoff normal form up to some order r at a1.
In Section 7 we deform the space near a1 such that monomials form an almost orthonormal
basis in some neighborhoodof a1.
In Section 8 we derive the asymptotic expansions for the solutions of the model problem (13).
In the last sections 9-12 we prove Theorem 2 by the routine method of Grushin problems.
In Appendix A we review the norm estimates of the quantum billiard operator M in the
Sobolev space and show that M is microlocally unitary with respect to the flux norm.
Acknowledgements. The author is grateful to Jo¨hannes Sjo¨strand for numerous discussions
and constant support during the preparation of the manuscript.
3. Construction of the global escape function on X = T ∗∂Ω1 for the billiard
canonical transformation κ.
3.1. Definitions of the domains. Let κ : T ∗∂Ω1 7→ T ∗∂Ω1 be the billiard map defined in
(8). We have κ(a1, 0) = (a1, 0). For ρ = (x, ξ) ∈ neigh (a1, 0) ⊂ T ∗∂Ω1 we draw an outgoing
half-ray γ issued from ρ. If γ intersects ∂T ∗(Rn+1 \Ω2) then we denote γ′ the reflected half-ray.
If γ′ intersects ∂T ∗(Rn+1 \ Ω1) then we define κ(ρ) the projection on T ∗∂Ω1 of the point of
intersection between γ′ and ∂T ∗(Rn+1 \ Ω1). Let D(κ) = {ρ ∈ T ∗∂Ω1; ∃κ(ρ) ∈ T ∗∂Ω1} be the
domain of definition of κ.
We denote X = ∂Ω1. The points in T
∗X can be divided into the following 3 regions:
H hyperbolic region: {(y, η) ∈ T ∗X ; |η| < 1}
G glancing region: {(y, η) ∈ T ∗X ; |η| = 1}
E elliptic region: {(y, η) ∈ T ∗X ; |η| > 1}.
We denote ρ1 = (a1, 0) ∈ T ∗X and B(ρ1, c) := {ρ ∈ T ∗X ; dist(ρ, ρ1) < c}.
We use the following convention: h denotes 1/Reλ, λ ∈ ΛA,B.
Let W0 ⊂ T ∗X be a small neighborhood of ρ1 of the size
√
h ln(1/h) given by
(22) W0 := B(ρ1, c0
√
h ln(1/h)) ⊂ T ∗∂Ω1,
for some constant c0 > 0.
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Let W1 ⊂ T ∗X be a larger neighborhood of ρ1 independent of h such that
W0 ⊂⊂W1 ⊂ B(ρ1, c1) ⊂ D(κ) ⊂ H
for some constant c1 > 0 (it will be defined later in (26)).
Proposition 1. There exists a real function G ∈ C∞(T ∗∂Ω1) with the following properties:
(1) G = O (h ln2(1/h))), |∇G| = O (√h ln(1/h)) , |∇2G| = O(1);
(2) for all ρ ∈ W0, G(κ(ρ))−G(ρ) ≥ C dist(ρ1, ρ)2;
(3) for all ρ ∈ W1 \W0, G(κ(ρ))−G(ρ) ≥ C h ln(1/h);
(4) for ρ ∈ T ∗∂Ω1 \W1, G(κ(ρ)) −G(ρ) ≥ C h ln2(1/h).
Here C is some positive constant.
We call G a (global) escape function for κ. In the following sections we prove Proposition 1.
3.2. Construction of the local escape function Gint. As κ is of hyperbolic type, by the
stable manifold theorem, in some neighborhood W of (a1, 0), κ has an incoming stable manifold
Λ− and an outgoing stable manifold Λ+ which are lagrangian manifolds, intersecting transversally
at (a1, 0) characterized by
Λ± = {(x, ξ) ∈W | κ−n(x, ξ) ∈W for all n ∈ Z±}
and if (x, ξ) ∈ Λ± then κ−n(x, ξ) 7→ (a1, 0) exponentially fast as n→ ±∞.
Figure 1. A part of T ∗∂Ω1 near (a1, 0).
There exists a local canonical transformation f : neigh((a1, 0), T
∗X) 7→ neigh(0,R2n) such
that f(Λ+) = {ξ = 0}, f(Λ−) = {x = 0} in a neighborhood W of (a1, 0) which corresponds to
the symplectic change of coordinates. In these new coordinates the differential of κ at (0, 0) has
the form
Dκ(0, 0) =
(
A 0
0 (AT )−1
)
,
the eigenvalues of A are ν1, . . . , νn.
By the theorem of Lewis and Sternberg (cf. [27], [6]) there exists a Hamiltonian p(x, ξ)
such that κ ≡ expHp in the sense of formal Taylor series (cf. [12] [13]) and p has the form
p(x, ξ) = B(x, ξ)x · ξ, where B(0, 0) = lnA with eigenvalues µj = ln νj , j = 1, . . . , n.
When κ is of the form expHp near (0, 0) and G ∈ C∞ with dG(0, 0) = 0, then locally in a
neighborhood of (0, 0) we get by Taylor expansion
G(expHp(ρ)) =
∑ 1
k!
HkpG(ρ) = G(ρ) +HpG+O
(
(x, ξ)3
)
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and G(κ(ρ))−G(ρ) = HpG+O
(
(x, ξ)3
)
. Thus G with properties as in Proposition 1 is an escape
function for p in the usual sense as defined in [10]. This can be used in order to construct G
locally near 0.
Suppose that the coordinates are chosen such that
κ = expHp, p =
n∑
i=1
µixiξi +O
(
(x, ξ)3
)
.
It is enough to construct an escape function for p := xξ, x, ξ ∈ R.
Inside the ball x2 + ξ2 < O(1)h ln (1/h) we can take
G0(x, ξ) =
1
2
(x2 − ξ2).
Then, HpG0 = x
2 + ξ2 = O (h ln (1/h)) , ∇G0 = O
(√
h ln(1/h)
)
, G0 = O (h ln (1/h)) .
For c1h ln(1/h) ≤ x2 + ξ2 ≤ c2 we use the following ansatz: G1 = fh(x)− fh(ξ).
We have Hp = x∂x − ξ∂ξ and we want that HpG1 ∼ h ln(1/h) in this region.
We can for example choose fh(x) satisfying{
x∂xfh(x) = h ln(1/h),
√
h ln(1/h) < |x| < c
fh(
√
h ln(1/h)) = h ln(1/h)/2
which gives fh(x) = h ln(1/h) ln
(
x√
h ln(1/h)
)
+
h ln(1/h)
2
. And similarly for fh(ξ).
With the above example in mind we define a local escape function in the following way.
Let f be a local real canonical transformation f(y, η) = (x, ξ) such that Λ− is transformed
into {x = 0} and Λ+ 7→ {ξ = 0} and let Ŵ1 be the image of W1,
f(W1) = Ŵ1 ⊂ neigh(0,R2n).
Put s = h ln (1/h) .
The local escape function G1 on Ŵ1 is defined by G1 = G+ −G−, where
G+ =
1
2
s ln
(
s+ x2
)
, G− =
1
2
s ln
(
s+ ξ2
)
.
Then
G1 =
1
2
s ln
(
s+ x2
s+ ξ2
)
.
If x2 << s then
G+ =
1
2
s
{
ln(s) + ln
(
1 +
x2
s
)}
=
1
2
s ln (s) +
1
2
s · x
2
s
+ sO
((
x2
s
)2)
.
We have then for x2 + ξ2 << s,
(23) G1 = G+ −G− = 1
2
s ln
(
s+ x2
s+ ξ2
)
=
1
2
(x2 − ξ2) +O
(
(x2 + ξ2)2
s
)
.
If s << x2 ≤ C, ξ = 0, we get
G1 =
1
2
s ln
(
x2(1 + sx2 )
s
)
=
1
2
s ln
(
x2
s
)
+O
(
s2
x2
)
=
1
2
h(ln(1/h))2 +O (h ln(1/h) ln ln(1/h)) .
Thus the variation of G1 is of order h ln
2(1/h).
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For the derivatives we get
∂xG1(x, ξ) =
sx
s+ x2
, ∂ξG1(x, ξ) = − sξ
s+ ξ2
.
As
∂2xG1(x, ξ) =
s
s+ x2
(
1− 2x
2
s+ x2
)
the maximum of ∂xG1 is attained when x
2 = s with the maximum value
√
s/2. Using the similar
estimate for ∂ξG1, we get
|∇G1| = O
(√
s
)
.
We have
∂3xG1(x, ξ) = −
2sx
(s+ x2)2
(
3− 4x
2
s+ x2
)
and we get that ∂2xG1 attains the minimum at x
2 = 3s with the minimum value −1/8.
By the similar estimate for ∂2ξG1, we get
|∇2G1| = O(1).
Similarly we get |x∂xG1| = O(s), |ξ∂ξG1| = O(s).
We denote the billiard canonical transformation in the new coordinates by κˆ := f ◦ κ ◦ f−1 :
Ŵ1 7→ Ŵ1. Denote ρ = (x, ξ). We have proved the first statement in
Lemma 2. There exists a real function G1 ∈ C∞(Ŵ1) with the following properties:
(1) G1 = O
(
h ln2(1/h)
)
, |∇G1| = O
(√
h ln(1/h)
)
, |∇2G1| = O(1);
(2) for all ρ ∈ Ŵ1, |ρ| ≤ c
√
h ln(1/h), G1(κˆ(ρ))−G1(ρ) ≥ C |ρ|2;
(3) for all ρ ∈ Ŵ1, |ρ| ≥ c
√
h ln(1/h), G1(κˆ(ρ))−G1(ρ) ≥ C h ln(1/h).
Here c, C denote different positive constants.
Proof of (2) and (3): The canonical transformation in the new coordinates is of the form
κˆ(x, ξ) = (Ax, (AT )−1ξ) +O((x, ξ)2), where A is diagonal with entries eµi , i = 1, . . . , n.
We put n = 1, extension to the general case is straightforward.
Let s := h ln(1/h). Then, choosing Ŵ1 small enough, we have for ρ ∈ Ŵ1,
G1(ρ) =
1
2
s ln
(
s+ x2
s+ ξ2
)
, G1(κˆ(ρ)) =
1
2
s ln
(
s+ e2µx2
s+ e−2µξ2
)
+O (s(x, ξ)) .
If |ρ|2 = x2 + ξ2 ≤ cs, then we can use the asymptotics (23):
G1(κˆ(ρ))−G1(ρ) = (e2µ − 1)x2 − (e−2µ − 1)ξ2 +O
( |ρ|4
s
)
≥ 2µ|ρ|2 +O
( |ρ|4
s
)
.
If cs ≤ |ρ|2 = x2 + ξ2 ≤ ǫ, for ǫ small enough, we have
G1(κˆ(ρ))−G1(ρ) = 1
2
s
(
ln
(
s+ e2µx2
s+ x2
)
+ ln
(
s+ ξ2
s+ e−2µξ2
))
+O (s|ρ|) ≥(24)
≥ 1
2
s
(
ln
(
1 + e2µc
1 + c
)
+ ln
(
1 + c
1 + e−2µc
))
+O (s|ρ|) ≥ Cǫs,
using that the right hand side of (24) is increasing function in x and in ξ. Here Cǫ > 0 depends
on the size of order ǫ of Ŵ1.
In the original space (in coordinates (y, η)) in a neighborhood W1 ⊂ T ∗∂Ω1 we put
Gint(y, η) = G1(x, ξ), f(y, η) = (x, ξ) ⇔ Gint := G1 ◦ f−1.
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We call Gint the local escape function for κ.
3.3. Construction of the exterior escape function Gext. As beforeD(κ) denotes the domain
of definition of κ and
R(κ) := {κ(ρ), ρ ∈ D(ρ)}
the image of κ. On R(κ) we can define the inverse κ−1.
We define
Ω˜+(0) = H = H ∪ G, Ω˜+(1) = D(κ), for j ≥ 1, Ω˜+(j) := D(κj),
Ω˜+(0) ⊃ Ω˜+(1) ⊃ Ω˜+(2) ⊃ . . . ,
∞⋂
j=0
Ω˜+(j) = Λ
ext
− ,
Λext− = {(x, ξ) ∈ T ∗X, ∀j ∈ N, ∃κj(x, ξ) ∈ T ∗X},
where ext stands for ”extended” by the iterated action of κ. Note that as the obstacles are strictly
convex and ρ 6∈ Λext− then there is m ∈ N such that κm(ρ) = ω, infinite point.
After j reflections lie all reflected rays except may be the last one in some neighborhood of
(a1, 0). After ǫ-small perturbation of the outgoing ray it will have the same number of reflections
as an unperturbed one. Thus we have the following lemma.
Lemma 3. For each j = 0, 1, . . . there exists ǫ(j) > 0 such that
dist(Ω˜+(j + 1),H \ Ω˜+(j)) > ǫ(j) > 0.
Define Ω+(j) := Ω˜+(j) \ Ω˜+(j + 1) ⊂ T ∗X such that the half-rays issued from the points of
Ω+(j) come back exactly j times and then disappears to infinity. For example Ω+(1) corresponds
to the region in H such that if ρ ∈ Ω+(1) than κ(ρ) = ρ′ ∈ T ∗X but κ(ρ′) = ω – infinite point
(only one reflection). We have
Ω+(0) := H ∪ G \D(κ), Ω+(1) := κ−1(Ω+(0)), . . .
H ∪ G =
∞⋃
j=0
Ω+(j), κ : Ω+(j) 7→ Ω+(j − 1).
Lemma 3 shows that approaching the glancing surface (possibly tangentially) Ω+(j), j = 0, 1, . . . ,
are well separated.
We define also
Ω+(j +
1
2
) := {ρ ∈ Ω+(j); dist(ρ,Ω+(j + 1) < dist(ρ,Ω+(j − 1))},
Ω+(j − 1
2
) := {ρ ∈ Ω+(j); dist(ρ,Ω+(j + 1)) ≥ dist(ρ,Ω+(j − 1))}.
Thanks to Lemma 3 these domains extend naturally to E . We denote such extended domains
again by Ω+(j).
Let G0+ be a step function which is constant on each Ω+(j), j = 0,
1
2 , 1,
3
2 , . . . , N, defined as
follows
G0+|∪j≥NΩ+(j) = 0, G
0
+|Ω+(N−1/2) =
1
4
h ln2(1/h),
G0+|Ω+(N−1) =
1
2
h ln2(1/h), . . . , G0+|Ω+(0) = N ·
1
2
h ln2(1/h)
G0+|E = 0
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Let ω ∈ C∞0 (Rn) be such that ω(x) ≥ 0, ω(x) = 0, for |x| > 1,
∫
Rn
ω(x)dx = 1. Put
ωǫ(x) = ǫ
−nω (x/ǫ) . For u ∈ C∞(Rn) we consider convolution
(ωǫ ∗ u)(x) =
∫
ωǫ(y)u(x− y)dy =
∫
ω(y)u(x− ǫy)dy.
The mollifier operator u 7→ ωǫ ∗ u extends to the continuous linear operator D′ 7→ C∞ with
supp(ωǫ ∗ u) ⊂ suppu+ {x ∈ Rn : |x| ≤ Cǫ}
for some C > 0.
Using the partition of identity on T ∗X and mollifiers on any coordinate neighborhood we can
construct the regularization G+ ∈ C∞(T ∗X) such that for ρ ∈
⋃N
j=1 Ω+(j) and ǫ small enough
G+(κ(ρ))−G+(ρ) ≥ 1
4
h(ln2(1/h)) > 0.
In the similar way we define G− associated to Ω−(j) defined as before but for the incoming
half-rays (by replacing κ with κ−1):
Ω˜−(0) = H = H ∪ G, Ω˜−(1) = D(κ−1) = R(κ), for j ≥ 1, Ω˜−(j) := D(κ−j) = R(κj),
Ω˜−(0) ⊃ Ω˜−(1) ⊃ Ω˜−(2) ⊃ . . . ,
∞⋂
j=0
Ω˜−(j) = Λext+ ,
Λext+ = {(x, ξ) ∈ T ∗X, ∀j ∈ N, ∃κ−j(x, ξ) ∈ T ∗X},
where Λext+ denotes extension of Λ+ by the iterated action of κ
−1. If ρ 6∈ Λext+ then there is m ∈ N
such that κ−m(ρ) = ω. We have an analogue of Lemma 3.
Define Ω−(j) := Ω˜−(j) \ Ω˜−(j + 1). We have
Ω−(0) := H ∪ G \D(κ−1), Ω−(1) := κ(Ω−(0)), . . .
H ∪ G =
∞⋃
j=0
Ω−(j), κ−1 : Ω−(j) 7→ Ω−(j − 1).
Ω−(j +
1
2
) := {ρ ∈ Ω−(j); dist(ρ,Ω−(j + 1) < dist(ρ,Ω−(j − 1)},
Ω−(j − 1
2
) := {ρ ∈ Ω−(j); dist(ρ,Ω−(j + 1)) ≥ dist(ρ,Ω−(j − 1))}.
We denote the extension of Ω−(j) to E again by Ω−(j).
Let G0− be the step function:
G0−|∪j≥NΩ+−(j) = 0, G
0
−|Ω−(N−1/2) =
1
4
h ln2(1/h),
G0−|Ω−(N−1) =
1
2
h ln2(1/h), . . . , G0−|Ω−(0) = N ·
1
2
h ln2(1/h),
G0−|E = 0.
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We define the regularization G− ∈ C∞(T ∗X) such that
∀ ρ ∈
N⋃
j=1
Ω−(j), G−(κ−1(ρ))−G−(ρ) ≥ 1
4
h ln2(1/h) > 0 ⇔
⇔ G−(κ(ρ′))−G−(ρ′) ≤ −1
4
h ln2(1/h) < 0, ρ′ = κ−1(ρ) ∈
N−1⋃
j=0
Ω−(j).
Let Gext := G+ −G−.
We define
(25) W2 =W2(N) :=
N⋃
i=1
Ω+(i) ∪
N−1⋃
j=0
Ω−(j).
Lemma 4. For all ρ ∈W2(N) we have
Gext(κ(ρ)) −Gext(ρ) ≥ 1
2
h ln2(1/h).
Proof: If ρ ∈ Ω+(i), i ∈ [1, N ], then ∃ j ∈ [0, N − 1] such that ρ ∈ Ω−(j), then we have
Gext(κ(ρ))−Gext(ρ) = (G+(κ(ρ))−G+(ρ)) − (G−(κ(ρ)) −G−(ρ)) ≥
≥ 1
4
h ln2(1/h)− (−1
4
h ln2(1/h)).
Thus we gain at least 12h ln
2(1/h) on W2.
We have that Λext− ∪
⋃∞
i=N+1Ω+(i) = Ω+(N + 1) is a neighborhood of Λ
ext
− , and Λ
ext
+ ∪⋃∞
j=N Ω−(j) = Ω−(N) is a neighborhood of Λ
ext
+ .
Let
(26) W1 = Ω+(N + 1) ∩ Ω−(N).
If
ρ ∈ Λext− ∪
∞⋃
i=N+1
Ω+(i) \W1 = Ω+(N + 1) \ (Ω+(N + 1) ∩Ω−(N)) = neigh(Λext− ) \W1
thenG+(ρ) = 0 and there is j such that ρ ∈
⋃N−1
j=0 Ω−(j) andGext(κ(ρ))−Gext(ρ) = −G−(κ(ρ))+
G−(ρ) ≥ 14h ln2(1/h). Similar for ρ ∈ Λext+ ∪
⋃∞
j=N Ω−(j) \W1. Thus we gain there too at least
1
4h ln
2(1/h).
Together with Lemma 4 we get that on H \W1 we have Gext(κ(ρ))−Gext(ρ) ≥ 14h ln2(1/h).
InsideW1 we use Gint := G1 ◦f−1, the interior escape function defined in the previous section,
and apply Lemma 2.
Let C be a large constant and χ ∈ C∞0 (T ∗X) such that χ = 1 in W1. We define the global
escape function
G(ρ) =
1
C
χ(ρ)Gint(ρ) +Gext(ρ) ∈ C∞(T ∗X).
Then
G(κ(ρ)) =
1
C
χ(κ(ρ))Gint(κ(ρ)) +Gext(κ(ρ))
and G(κ(ρ)) −G(ρ) verifies the inequalities stated in Lemma 1.
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4. The FBI transform of Helffer and Sjo¨strand and the Bargman transform
with the global choice of phase.
In this section we remind the definition of the space H(ΛtG) as in [10]. We follow the presen-
tation in [23].
4.1. Complex domains and symbol classes: generalities. Let X˜ denote a complex neigh-
borhood of X. Let Λ ∈ T ∗X˜ be a closed I–Lagrangian manifold which is close to T ∗X in the
C∞–sense and which coincides with this set outside a compact set. Recall that ”I–Lagrangian”
means Lagrangian for the real symplectic form Imσ, where σ =
∑
dαξj ∧ dαxj is the stan-
dard complex symplectic form. This means that if we choose (analytic) coordinates y in X and
let (y, η) be the corresponding canonical coordinates on T ∗X and T ∗X˜, then Λ is of the form
{(y, η) + iHtG(y,η); (y, η) ∈ T ∗X} for some real-valued smooth function tG(y, η) which is close
to 0 in the C∞–sense and has compact support in η.
Here HG denotes the Hamilton field of G. Since Λ is close to T
∗X, it is also R–symplectic in
the sense that the restriction to Λ of Reσ is non-degenerate. We say that Λ is an IR–manifold.
A smooth function a(x, ξ;h), defined on Λ or on a suitable neighborhood of T ∗X in T ∗X˜ is
said to be of class Sm,k, if ∂px∂
q
ξa = O(1)h−m〈ξ〉k−|q|.
A formal classical symbol a ∈ Sm,kcl is of the form a ∼ h−m(a0 + ha1 + . . .) where aj ∈ S0,k−j
is independent of h. Here and in the following, we let 0 < h ≤ h0 for some sufficiently small
h0 > 0. When the domain of definition is real or equal to Λ, we can find a realization of a in
Sm,k (denoted by the same letter a) so that
a− h−m
N∑
0
hjaj ∈ S−(N+1)+m,k−(N+1).
When the domain of definition is a complex domain, we say that a ∈ Sm,kcl is a formal classical
analytic symbol (a ∈ Sm,kcla ) if aj are holomorphic and satisfy |aj | ≤ C0Cj(j!)|〈ξ〉|k−j .
It is then standard, that we can find a realization a ∈ Sm,k (denoted by the same letter a)
such that
∂kx∂
l
ξ∂x,ξa = O(1)e−|〈ξ〉|/Ch,
∣∣∣∣∣∣a− h−m
∑
0≤j≤|〈ξ〉|/C0h
hjaj
∣∣∣∣∣∣ ≤ O(1)e−|〈ξ〉|/C1h,
where in the last estimate C0 > 0 is sufficiently large and C,C1 > 0 depend on C0.We will denote
by Sm,kcl and S
m,k
cla also the classes of realizations of classical symbols. We say that a classical
(analytic) symbol a ∼ h−m(a0 + ha1 + . . .) is elliptic, if a0 is elliptic, so that a−10 ∈ S0,−k.
4.2. The FBI transforms. Let X = ∂Ω1. Following Sjo¨strand [23] and Zworski [29] we intro-
duce an FBI transform which is a map THS : C∞(X) 7→ C∞(T ∗X) given by
(27) THSu(α, h) =
∫
X
eiφ(α,x)/ha(α, x;h)χ(α, x)u(x)dx,
where χ is smooth cut-off with support close to the diagonal
∆ = {(α, x) ∈ T ∗X ×X, αx = x}
and equal to 1 in a neighborhood of ∆, a ∈ S 3n4 ,n4 is elliptic, and φ is an admissible phase
function. There exists b(α, x;h) ∈ S 3n4 ,n4 such that if
(28) SHSv(x, h) =
∫
T∗X
e−iφ
∗(α,x)/hb(α, x;h)χ(α, x)v(x)dx, φ∗(α, x) = φ(x, α),
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then SHSTHSu = u+Ru, where R has a distributional kernel R(x, y;h) satisfying
|∂kx∂lyR| ≤ Ck,le−1/c0h.
Let G ∈ C∞(T ∗X) be the escape function constructed in the previous sections. We define its
C∞ extension to T˜ ∗X, the complex neighborhood of T ∗X , with the property that
(dG)ρ|JTρ(T∗X) = 0,
where J : Tρ(T˜ ∗X) 7→ Tρ(T˜ ∗X) is the complex involution. Denoting the extension by the same
symbol, G ∈ C∞(T˜ ∗X), we now define a C∞ I−lagrangian, R−symplectic submanifold of T˜ ∗X :
(29) ΛtG = exp(tH
Imσ
G )(T
∗X) ⊂ T˜ ∗X, Imσ(x,HIm σG ) = dG(x), σ = dαζ ∧ dαz .
Here by a C∞ manifold we mean a graph of a C∞ function. We remark that a C∞ graph
in T˜ ∗X over T ∗X which is I−lagrangian (i.e. its almost everywhere defined tangent plane is
Lagrangian with respect to Imσ) can be locally written as a graph of a differential of a C∞
function, G˜ on T ∗X ≃ T ∗Rn (locally):
{α = (αx, αξ) ∈ T ∗Cn : Imαx = ∂G˜
∂Reαξ
(Reαx,Reαξ), Imαξ = − ∂G˜
∂Reαx
(Reαx,Reαξ)},
(Reαx,Reαξ) ∈ T ∗Rn ≃ T ∗X, G˜ = tG.
The form −Im ζdz|ΛtG is (formally) closed and, as ΛtG is close to T ∗X, it has a primitive which
is a C∞ function on ΛtG. We denote it by H ∈ C∞(ΛtG;R). We normalize H by demanding that
it is equal to 0 for |αζ | large enough.
Parametrizing ΛtG by T
∗X :
ΛtG = {(x+ it∂G
∂ξ
, ξ − it∂G
∂x
); (x, ξ) ∈ T ∗X},
we get
(30) Ht(αx, αξ) = −ξ · t∂ξG(x, ξ) + tG(x, ξ), (αx, αξ) = (x, ξ) + itHG(x, ξ), (x, ξ) ∈ T ∗X.
The weight function Ht(αx, αξ) have the same properties as tG due to Proposition 1. Thanks
to the global properties of the amplitude and the phase function of THS we can continue it in α
to a neighborhood of T ∗X, T˜ ∗X, in T ∗X˜ and in particular we can define
TΛtGu(α;h) = Tu|ΛtG(α;h), α ∈ ΛtG.
A deformation argument as in Sjo¨strand gives an approximate inverse SΛtG , with the same
properties as S above, defined by (28) with T ∗X replaced by ΛtG. We put for u ∈ C∞
(31)
‖u‖2tG = ‖u‖2H(ΛtG,〈αξ〉m) = ‖TΛtGu‖2L2(ΛtG,〈αξ〉me−Ht/h) =
∫
ΛtG
|TΛtGu(α;h)|2|〈αξ〉|2me−2Ht(α)/hdα.
Using SΛtG we can show the independence of this norm of the choice of a specific phase function.
From [23] and [29] it follows also that the kernel of TΛtGSΛtG has the form
TΛtGSΛtG (α, β) = c(α, β)e
− ihψ(α,β) + r(α, β;h),
where ψ(α, β) = v.c.z(φ(α, z)− φ∗(β, z)), c(α, β;h) = O(h−n) is supported near α = β,
r(α, β;h) = ON (1)e−1/Ch|〈βζ〉|−N
and
−H(α)− Imψ(α, β) +H(β) ≤ −1
c
d(α, β)2.
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Here d(α, β) is any non-degenerate distance on ΛtG. We used that |∇2G| = O(1).
4.3. Generalities on the Bargman transforms with the global choice of phase and
choice of the norm. Following [23] we replace the norm ‖ ·‖tG by an equivalent norm obtained
by decomposition of T ∗X.
In the region where ξ is bounded, it will be convenient to work with transforms which are
holomorphic up to exponentially small errors, and for that we make a different choice of T, and
take an FBI–transform of Bargman type with a global choice of phase.
The standard Bargman transform in Rn is given by
T0u(z, h) = h
− 3n
4
∫
e−(z−x)
2/2hu(x)dx, T0 : L
2(Rn) 7→ HΦ0(Cn), Φ0(z) = (Im z)2/2,
where HΦ := {u holomorphic,
∫ |u|2e−2Φ/hdx <∞}, associated to the complex canonical trans-
formation
κT0(x, ξ) = (x− iξ, ξ), κ(R2n) = ΛΦ0 := {z =
2
i
∂Φ0(z)
∂z
}.
Let φ0(α, x) = i(Im z)
2/2+i(z−x)2/2, z = αx−iαξ. Then φ0(α, x) is admissible phase function
and thus e−2Φ0(z)/hT0 is local FBI transform of the type described in the previous section:
e−2Φ0(z)/hT0u(α) = h−
3n
4
∫
e
i
h ((αx−x)αξ+i(x−αx)2/2)u(x)dx.
κT0(ΛtG) = ΛΦt , Φt(z) = Φ0(z) + tG(Re z,−Im z) +O(t2).
We need the global version of Bargman transform on T ∗X. We equip X with some analytic
Riemannian metric so that we have a distance dist and a volume density dy.
The function dist(x, y)2 is analytic in a neighborhood of the diagonal in X × X, so we can
consider it as a holomorphic function in a region{
(x, y) ∈ X˜ × X˜ ; dist (x, y) < 1
C
, |Imx|, |Im y| < 1
C
}
.
Put
(32) φ(x, y) = iλ0dist(x, y)
2,
where λ0 > 0 is a constant that we choose large enough, depending on the size of the neighborhood
of the zero section in T ∗X, that we wish to cover.
For x ∈ X˜, |Imx| < 1/C, put
(33) Tu(x;h) = h
−3n
4
∫
e
i
hφ(x,y)χ(x, y)u(y)dy, u ∈ D′(X),
where χ is a smooth cut-off function with support in
{(x, y) ∈ X˜ ×X ; |Imx| < 1/C, dist(y, y(x)) < 1/C}
containing H ∪ G. Here y(x) ∈ X is the point close to x, where X ∋ y 7→ −Imφ(x, y) attains its
non-degenerate maximum. We collect the following facts from [23]:
• The function Φ0(x) = −Imφ(x, y(x)), x ∈ X˜, |Im x| < 1/C, is strictly plurisubharmonic
and is of the order of magnitude ∼ |Imx|2.
• ΛΦ0 := {(x, 2i ∂Φ0) ∈ T ∗X˜} is an IR–manifold given by ΛΦ0 = κT (T ∗X), where κT is
the complex canonical transform associated to T, given by (y,−φ′y(x, y)) 7→ (x, φ′x(x, y)).
Here and in the following, we identify X˜ with its intersection with a tubular neighborhood
of X which is independent of the choice of λ0 in (32).
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• If L2Φ0 = L2(X˜; e−2Φ0/hL(dx)), for L(dx) denoting a choice of Lebesgue measure (up to
a non-vanishing continuous factor), then T = O(1) : L2(X) 7→ L2Φ0 , ∂xT = O(e−1/Ch) :
L2(X) 7→ L2Φ0 . This means that up to an exponentially small error Tu is holomorphic
for u ∈ L2(X) (and even for u ∈ D′(X)).
• Unitarity: Modulo exponentially small errors and microlocally, T is unitary
L2(X) 7→ L2(X˜; a0e−2Φ0/hL(dx)),
where L(dx) is chosen as indicated above, and a0(x;h) is a positive elliptic analytic
symbol of order 0.
• Let ΛtG ⊂ T ∗X˜ be an IR–manifold as before. Then κT (ΛtG) = ΛΦt , where Φt can be
normalized by the requirement that Φt = Φ0 near the boundary of X˜. (Here is where
we have to choose λ0 large enough, depending on ΛtG. In the applications, for a given
elliptic operator, ΛtG and T
∗X will coincide outside a fixed compact neighborhood of
the zero section, and the whole study will be carried out with a fixed λ0.)
Locally we can identify T ∗X ≃ T ∗Rn and take φ(x, y) = i(x − y)2/2. Then locally κT :
(y, η) 7→ (y − iη, η) =: ΛΦ0 with Φ0 = (Imx)2/2. Using the local formula
Ht(y, η) = −Re η · Im y + tG(Re y,Re η)
we get
Φt(x) = v.c.(y,Re η)∈Cn×Rn (−Imφ(x, y)− Re η · Im y + tG(Re y,Re η)) ⇔
Φt(x) = Φ0(x) + tG(x) +O(t2|x|2),
where G(x) = G(y(x), η(x)), (y(x), η(x)) = κ−1T
(
x,
2
i
∂Φ0(x)
∂x
)
.(34)
Let W be a neighborhood of ρ1 ∈ T ∗X, such that W1 ⊂⊂W. We identify W with κT (W ).
It follows from [10], Section 9, that for u ∈ H(Λ; 〈αξ〉m) we have
‖Tu‖HΦt(W ) ≤ c‖u‖tG.
Let W ′ ⊂⊂ W and W1 ⊂⊂ W ′ be another neighborhood of a1 which is identified with {α ∈
ΛtG; Reα ∈ W ′}. One can show, using methods from [10], [22], that for 0 ≤ t < t0 with t0 small
enough ∃ δ0 > 0 such that
‖u‖tG,W ′ ≤ O(1)
(
‖Tu‖HΦt(W ) + e−δ0/h‖u‖tG,∁W ′
)
,
where in general the seminorm ‖u‖tG,W is defined as in (31) by integration over W ⊂ ΛtG only.
We define a new norm uniformly equivalent to ‖ · ‖tG as h→ 0 by
‖u‖tG,∁W ′ + ‖Tu‖HΦt(W ).
5. The FBI-Bargman transform of the quantum billiard operator M.
The operator M was defined in the Introduction, formula (12). Here we give an alternative
definition (see Burq [4]).
Let h = 1/λ ∈ R+. If H1,+ is the outgoing resolvent of the problem
(35)
{
(−h2∆− 1)H1,+u = 0, in ∁Ω1
H1,+u|∂Ω1 = u,
we consider the outgoing resolvent of the problem
(36)
{
(−h2∆− 1)H21u = 0, in ∁Ω2
H21u|∂Ω2 = H1,+u|∂Ω2 .
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The operator M is defined as
(37) Mu = H21u|∂Ω1 .
Some known facts about M are collected in Appendix A.
Let W1 be the neighborhood of ρ1 = (a1, 0) ∈ T ∗X independent of h and defined in (26):
W1 = Ω+(N + 1) ∩ Ω−(N). Let G be the global escape function as in Proposition 1.
5.1. Properties of the kernel of M on ∁W1. Let T be the FBI transform of Helffer and
Sjo¨strand as in (27) with admissible phase function φ in a complex neighborhood U×V of (ρ1, a1)
and let S be an approximate inverse to T as in (28). Let µ, ρ ∈ T ∗X be arbitrary real for the
moment. As M is bounded operator L2(X) 7→ L2(X) and T, S are bounded L2(X) 7→ L2(T ∗X)
respectively L2(T ∗X) 7→ L2(X) then the distributional kernel K of TMS given by
(38) TMSTu(α, h) =
∫
neigh (ρ1)
K(α, β;h)Tu(β)dβ, α ∈ neigh (ρ1),
is well defined.
By the results on the propagation of Gevrey 3 singularities due to Lebeau [16] (see also Burq
[4]) it is known that on the complement of the graph (κ) :
(39) {(α, β) ∈ T ∗X × T ∗X, α = κ(β)},
K(α, β;h) is small:
(40) K(α, β;h) = ON (1)e−1/ch
1/3
(max(|〈αξ〉|, |〈βξ〉|))−N if α 6= κ(β), for any N > 0,
if κ(ρ) is defined, otherwise no condition. Since H(α) has compact support and is small, we have
the same estimate for the reduced kernel: e(−H(α)+H(β))/hK(α, β;h).
In a neighborhood U ×U of the graph of κ (39), from the general principles, asM is bounded,
we know only that K(α, β;h) is of order O(h−N ′) for some N ′ > 0. If α, β ∈ ∁W1 we can get
a better bound on the reduced kernel e(−H(α)+H(β))/hK(α, β;h) by using the properties of the
escape function G, Lemma 1: if α = κ(β) ∈ T ∗X \W1 then G(α)−G(β) ≥ Ch ln2(1/h) and the
bound is still valid in the whole neighborhood of {(α, β) ∈ T ∗X \W1; α = κ(β)}.
Let ΛtG be the IR-submanifold of the complex neighborhood of T
∗X defined in (29). Let
K(α, β;h) denote also the extension of (38) to the complex neighborhood of (ρ1, ρ1) of the form
(U ∩ ΛtG)× (U ∩ ΛtG). Let H ∈ C∞(ΛtG;R) satisfy dαH|ΛtG = −Imαξdαx|ΛtG and be equal to
zero for |αξ| large enough. By (30) we have locally
Ht(αx, αξ) = −Reαξ · Imαξ + tG(Reαx,Reαξ).
Then for (α, β) in a neighborhood of {(α, β) ∈ ∁W1; Re (α) = κ(Re β)} we can arrange that
(41) e−H(α)/hK(α, β;h)eH(β)/h = e−
1
Ch min(h ln
2(1/h),|α−κ(β)|2) (max(|〈αξ〉|, |〈βξ〉|))−N
for some N0 > 0 and for any N > 0.
Then by the general theory of [10] and [23] the estimate (41) implies that for u ∈ H(ΛtG) we
have the bound:
(42) ‖Mu‖tG,∁W ′ ≤ O(hN0)‖u‖tG
for some N0 > 0. Here W
′ is any h−independent neighborhood of ρ1, W1 ⊂⊂ W ′ ⊂⊂ W
identified with {α ∈ ΛtG; Reα ∈W ′} and in general the seminorm ‖u‖tG,W is defined as in (31)
by integration over W ⊂ ΛtG only (see the end of Section 4.3). Bound (42) extends to complex
λ ∈ ΛA,B with some different power N0 > 0.
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5.2. Local form of M . Microlocally near (a1, 0) ∈ T ∗∂Ω1, the asymptotic solution to (36) is
given by means of WKB construction.
In the hyperbolic zone H, M is approximated by Fourier integral operator H ∈ I0h(X,X ;κ′),
where κ′ = {(x, ξ; y,−η) : (x, ξ) = κ(y, η)}, associated to the real canonical transformation of
billiard κ, with the real phase and can be taken in the form (see [9]):
(43) Hu(u, λ) =
(
λ
2π
)n ∫
e−iλ(s(x,θ)−yθ+2d)b(x, y, θ;λ)u(y)dydθ,
where s solves the eikonal equation, s(x, θ) − yθ parameterizes the canonical transformation of
billiard κ, s(0, 0) = 0.
If λ is complex, λ ∈ ΛA,B, then we denote λ1 = Reλ, λ2 = Imλ and write
Hu(x, λ) =
(
λ1
2π
)n ∫ ∫
e−iλ1(s(x,θ)−yθ+2d)b˜(x, y, θ;λ1)u(y, λ)dydθ
with
b˜(x, y, θ;λ) = (1 + i tan argλ)neλ2(s(x,θ)−yθ+2d)b(x, y, θ;λ1).
Let T : L2(X) 7→ HΦ0 , H(Λt) 7→ HΦt (modulo exponentially small errors) be as in (33)
associated to the complex canonical transformation κT such that κT (T
∗X) = ΛΦ0 and κT (ΛtG) 7→
ΛΦt .
For Φ denoting either Φ0 or Φt, the Fourier integral operator Hˆ : HΦ 7→ HΦ is associated to
the real canonical transformation κˆ in the sense that locally κˆ(ΛΦ) = ΛΦ.
Let V1 = πxκTW1 and for any x ∈ V1 let γ(x) ∈ ΛtG be such that πxκT (γ(x)) = x. In
W1 ⊂ H we apply the Bargman transform and denote Hˆ the transformed operator associated to
the canonical transformation κˆ = κT ◦ κ ◦ κ−1T , satisfying for u ∈ L2(W1),
TMu = HˆTu+O(h∞)‖u‖ in HΦ.
As Hu is asymptotic solution to (36) and obstacles are analytic then Hˆ can be taken analytic
of the form
(44) Hˆu(x, λ) =
(
λ
2π
)n ∫ ∫
e−iλφ(x,y,θ)a(x, y, θ;λ)u(y, λ)dθdy, u ∈ HΦ.
with analytic phase and an amplitude which is an analytic symbol of order 0 realized with some
suitable contour Γ(x) ⊂ W1 passing through the critical point, and introducing some cut-off
functions.
It is well-known that, by choosing an appropriate integration contour, Hˆ is associated with a
kernel KHˆ ∈ HΦ(x)+Φ(y) such that, formally:
Hˆu(x, h) =
∫
KHˆ(x, y, h)u(y, h)e
−2Φ(y)/hL(dy), u ∈ HΦ.
The kernel KHˆ is uniquely defined as an element of HΦ(x)+Φ(y) through the data of Hˆ, but not
as a function.
Denote
k(x, y;h) = KHˆ(x, y, h)e
−2Φ(y)/h.
If Re γ(x) 6= κ(Re γ(y)) 6∈ W0 then by the results on the propagation of analytic singularities of
Lebeau [16] (see also Burq [4]) we have
(45) e−Φ(x)/hk(x, y;h)eΦ(y)/h = O
(
e−ǫ/h
)
,
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where Φ is either Φ0 or Φt = Φ0(x)+tG(x)+O(t2|x|2), where G(x) := G(Re γ(x)), πxκT (γ(x)) =
x. Here we used that G = O(h ln(1/h)).
If Re γ(x) = κ(Re γ(y)) then we use the properties of the escape function:
−G(κ(Re γ(y))) +G(Re γ(y)) ≤ −Ch ln(1/h), c > 0, if Re γ ∈W1 \W0.
Choosing W0 large enough (c0 in the definition (22) is sufficiently large) we can arrange that
(46) e−Φt(x)/hk(x, y;h)eΦt(y)/h = O (hN0) if Re γ(x) = κ(Re γ(y)) ∩ V0 = ∅,
for some N0 > 0 and V0 = πxκTW0.
5.3. The Bargman transform reducing the stable manifolds to x = 0, ξ = 0. The
outgoing Λ+, incoming Λ− stable manifolds for κ are lagrangian, intersecting transversally at
(0, 0). We can introduce real symplectic coordinates (x, ξ) such that Λ+ : ξ = 0, Λ− : x = 0.
We consider the image of Λ± under the complex canonical transformation κT : T ∗X 7→ ΛΦ0
associated to the Bargman transform T. Transformation κT preserves the properties of Λ±. We
will often write Λ± instead of κT (Λ±).
We know that the fiber {x = 0} is a Lagrangian manifold, which is strictly negative with
respect to ΛΦ0 . It follows that {x = 0} and κ(Λ−) are transversal. Then Λ± are given by
ξ = ∂xφ±, where φ± are holomorphic, and −Imφ+ − Φ0(x) ≤ 0. The image of ΛtG is of the
form ΛΦt , where Φt(x) = Φ0(x) + tG(x) +O(t2|x|2), where G is considered also as a function on
ΛΦ0 ≃ Cnx (see (34)):
(47) G(x) := G ◦ (πx ◦ κT |T∗X)−1 = G(y, η) with (y, η) ∈ ΛtG given by πx(κT (y, η)) = x.
(If φ = i(x − y)2/2, and (y, η) ∈ R2n (instead of complex ΛtG), then x = y − iη and G(x) =
G(Rex,−Imx).)
The strict positivity of Λ+ with respect to ΛtG then implies that
Imφ+ +Φt ∼ |x|2.
Using the strict negativity of Λ− with respect to ΛtG we have (see [25])
Lemma 5. There is totally real linear space, L ⊂ Cn, of real dimension n, such that,
Φt + Imφ− ∼ −|x|2 on L.
Considering still the situation after application of κT , we now introduce a new canonical
transformation κF which maps Λ+ to {ξ = 0} and Λ− to {x = 0}. Then it is easy to see that
κF is given by κF : (y,−φ′y(x, y)) 7→ (x, φ′x(x, y)), where the generating function φ(x, y) verifies:
detφ′′x,y 6= 0, φ(0, y) = −φ−(y).
Let f(x, y;h) be classical analytic symbol defined near (x, y) = (0, 0). Using the Lemma 5, we
see that if u ∈ HΦt , then we can define Fu ∈ HΦˆt , by choosing a nice contour for the integral
expression,
Fu(x;h) =
∫
eiφ(x,y)/hf(x, y;h)u(y)dy.
Here, we use terminology of [22], Φˆt is a new strictly pl.s.h. function, determined up to a constant
by the relation ΛΦˆt = κF (ΛΦt).
As Λ+ is strictly positive with respect to ΛΦt we get that κF (Λ+) is strictly positive with
respect to ΛΦˆt and the strict positivity of κF (Λ+) : ξ = 0 (that we shall from now on denote
simply by ”Λ+”) means that,
Φˆt ∼ |x|2.
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Up to exponentially small errors (modulo equivalence in the spaces HΦt , HΦˆt ,) we can invert
F by an operator,
Gv(y;h) =
∫
e−iφ(x,y)/hg(x, y;h)v(x)dx.
The canonical transformation of billiard κ is transformed to
κ ≡ expHp, Dκ(0, 0) =
(
A 0
0 (AT )−1
)
, p = B(x, ξ)xξ, B(0, 0) = diag(µ1, . . . , µn),
where we have used the Lewis-Sternberg theorem (see [13]) and ≡ denote the equivalence relation
for formal Taylor series at (0, 0).
We denote Ŵi := κF (Wi) and Vˆi := π(Ŵi) for i = 0, 1.
Composing the Bargman transform T with the integral transform F we get an operator of
norm O(1),
(48) FT : H(ΛtG) 7→ HΦ(V1).
Here t > 0 is small and fixed, G is the escape function introduced in Section 3, Φ denotes a
function having all the properties of Φˆt and V1 is small open neighborhood of 0 in C
n.
The direct definition of T and F only gives that ∂(FT ) is exponentially small, but we can
correct this by solving a ∂-problem, using the fact that Φ is strictly plurisubharmonic.
Composed operator FT has microlocal inverse SG of norm O(1) : HΦ(V1) 7→ H(ΛtG) with
the properties:
• SGFT is a pseudodifferential operator of order 0 adopted to ΛtG in the sense of [10],
which has compactly supported symbol and which realizes the identity microlocally near
ρ1 = (a1, 0).
• We have ‖FTSGu− u‖HΦ(V˜1) = O(h∞)‖u‖HΦ(V1), where V˜1 ⊂⊂ V1 has the same prop-
erties as V1.
We have
Theorem 3. The transformed operator FTHSG = e−iλ2dM1 is an analytic Fourier integral
operator given formally by
(49) M1u(x, λ) =
(
λ
2π
)n ∫
e−iλ(ϕ(x,θ)−y·θ)b(x, y, θ;λ)u(y, λ)dydθ.
Here b ∈ S0,0cla , b(0, 0;λ) = (ν1 · . . . · νn)−1/2 + O(|λ|−1), where ν1, . . . , νn are the eigenvalues
> 1 of Dκ(0, 0). We have ϕ(x, θ) = A−1x · θ+O(|(x, θ)|3), where A is diagonal with eigenvalues
ν1, . . . , νn, νi = e
µi .
M1 can be realized as bounded operator HΦ(Ω1) 7→ HΦ(Ω2) with domains Ω2 ⊂⊂ Ω1 ⊂⊂ V1,
where we identify Ω1 with πκ
(
ΛΦ ∩ π−1Ω1
)
.
For any χ ∈ C∞0 (Cn) with suppχ ⊂ V1 \ V0 and some N0 > 0, we have
(50) ‖χM1u‖L2
Φ
(Ω2) = O(hN0)‖u‖L2Φ(Ω1).
The form of M1 in (49) follows as in [9]. The estimate (50) follows from (45) and (46).
Let Φt denote the new Φˆt after the transformation F.
6. Semiclassical quantum Birkhoff normal form.
In this section we perform an analytic Birkhoff transform κr up to some fix order r,
κr : ΛΦt 7→ ΛΦˆt .
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Let λ ∈ ΛA,B and we put h = 1/Reλ. We need the following notion of equivalence used in papers
[13], [14]. Here ρ denotes either pair (x, ξ) or triple (x, y, θ).
Definition 2. Let U ∈ I0(X,X, κ′) and U˜ ∈ I0(X,X, κ˜′) be two Fourier integral operators.
Then U ≡ U˜ to the order r if κ(0, 0) = κ˜(0, 0) = (0, 0), κ, κ˜ agree to the order ρ2r+1 at (0, 0), the
terms with number j, with 0 ≤ j ≤ r, in the asymptotic expansions (in powers of h, corresponding
to hj) of φ, φ˜, a, a˜ (phase, respectively, amplitudes) agree to the order ρ2(r−j)+1 at (0, 0, 0).
We write a ≡ O(|ρ|2r+1 + hr+1) to denote that a is equivalent to zero to the order r, and use
≡ to denote the equivalence to infinite order.
The theorem proven in [13] for real hyperbolic κ says the following:
Theorem 4. Let M1 be a Fourier integral operator as in Theorem 3 which quantizes an analytic
canonical transformation κ : neigh (0,C2n) → neigh (0,C2n). Assume that the eigenvalues of
dκ(0) satisfy
0 < ν−1n ≤ . . . ≤ ν−11 < 1 < ν1 ≤ . . . ≤ νn.
Let µj = log νj .
Then there exists a pseudodifferential operator P (x, λ−1Dx;h) with symbol P (ρ;h) ∼ p(ρ) +
hp1(ρ) + . . . , such that
(51) M1 ≡ e−iλP .
P is uniquely determined modulo “≡” and up to an integer multiple of 2πλ by (51) and the choice
of p0 such that p(ρ)− p0(ρ) = O(|ρ|3).
Suppose
(52)
n∑
1
kjµj = 0, kj ∈ Z =⇒ k1 = . . . = kn = 0.
Then there exists elliptic Fourier integral operator B and a classical symbol of order 0,
F (ı; 1/λ) = F0(ı) + λ
−1F1(ı) + λ−2F2(ı) + . . . , ı = (ı1, . . . , ın), ıj = ξjxj ,
F0(ı) =
n∑
j=1
µjıj +R(ı), R(ı) = O(ı2),
such that
P ≡ B−1F (I; 1/λ)B, M1 ≡ B−1e−iλF (I;1/λ)B, I = (I1, . . . , In), Ij = 1
2iλ
(xj∂xj + ∂xjxj).
When M1 is microlocally unitary near (0, 0), F (I; 1/λ) can be chosen to be microlocally self-
adjoint and unitary, respectively, at (0, 0, 0).
Fix some order r ≥ 1 and let
F r(ı;h) := F r0 (ı) + λ
−1F r−11 (ı) + λ
−2F r−22 (ı) + . . .+ λ
−rF 0r ,
where F r−jj is polynomial of degree (r − j) in ı (F 0r is constant) such that
Fj(ı)− F r−jj (ı) = O(ır−j+1),
(F r−jj (ξ ·x) is resonant up to order 2(r− j)). For any r′ > r the terms in expansion of F r
′
(ı; 1/λ)
and F r
′
with the same indexes coincide, thus the coefficients in expansion F r(ı; 1/λ) are inde-
pendent of r.
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Then F r(I; 1/λ) is analytic pseudodifferential operator. From the construction of Birkhoff
transform B for the Hamiltonian it is easy to see that there exists an analytic Fourier integral
operator Br associated to an analytic κr such that
P −B−1r F r(I; 1/λ)Br = Qr,
where Qr is pseudodifferential operator with the symbol qr(ρ; 1/λ) ∼ q0(ρ)+λ−1q1(ρ)+ . . . , with
qj(ρ) = O(|ρ|2(r−j)+1 + hr−j+1), if 0 ≤ j ≤ r and qj = pj for j ≥ r + 1. Here B−1r is analytic
Fourier integral operator satisfying B−1r Br − I = Q˜r and Q˜r of the same type as Qr.
Operator e−iλF
r(I;1/λ) is analytic Fourier integral operator which satisfies
M1 −B−1r e−iλF
r(I;1/λ)Br ≡ O(|ρ|2r+1 + hr+1).
We denote
M0 := BrM1B
−1
r , R
r :=M0 − e−iλF r(I;1/λ).
Operators M0 and R
r have the form (49). Let
Rru(y, h) = λn
∫ ∫
e−iλϕ
r(x,y,θ)br(x, y, θ, λ)dydθ
and b ∼∑λjbj, bj = O((|x| + |y|+ |θ|)2(r−j)++1). The integration contour is chosen such that
−Φ(x) + Imϕr(x, y, θ) + Φ(y) ∼ −|x|2 − |y|2 − |θ|2.
We have
(53) e−Φ/hRreΦ/h ≡ O(|ρ|2r+1 + hr+1).
Relation extends to λ ∈ ΛA,B with the bound O
(
h−C(|ρ|2r+1 + hr+1)) for some C > 0 and
usual convention h = 1/λ1, λ1 = Reλ.
Using (53) and that for λ ∈ ΛA,B, we have |e−i2dλ| ≤ O(1)λm1 for some (positive) m, we get
Lemma 6. Let W0 = B(0, c0
√
s), s = h ln(1/h), c0 > 0 as in (22) and V0 such that π(W0) = V0.
Suppose λ ∈ ΛA,B. For any N ∈ N there is r = r(N) ∈ N such that
‖e−i2dλRru‖L2
Φ
(Ω2) ≤ Or(hN )‖u‖L2Φ(Ω1),
where Ω2 ⊂⊂ Ω1 ⊂⊂ V0 and Φ is either Φ0 or Φt or any pl.s.h. function close to Φ0 in C2.
Proof: In the proof h = 1/λ is real, extension to λ ∈ ΛA,B is straightforward.
We write ρ = (x, y, θ), φ(ρ) = −(ϕ(x, θ) − yθ). Stationary point of φ with respect to y, θ is
given by (y, θ) = (0, 0). If M0u = v we have,
(54) v(x) = h−n
∫ ∫
Γ(x)
ei(φr(ρ)+ψr(ρ))/h (br(ρ, λ) + cr(ρ, λ)) u(y)dydθ,
with a good integration contour Γ(x) passing through the critical point and ψr(ρ) = O(|ρ|2r+1),
cr ∼∑∞j=0 λ−jcrj with, for 0 ≤ j ≤ r, crj = O(|ρ|2(r−j)+1). If |ρ| ≤ O(s1/2) we get
ψr(ρ) = O(sr+1/2), cr(ρ) = O(sr+1/2).
Let Ω2 ⊂ B(x0, c2s1/2), be a neighborhood of x0 = 0, and let
Ω1 = πyκ
−1(π−1x Ω2 ∩ ΛΦ) ⊂⊂ B(y0, c1s1/2), y0 = 0.
By modifying M0u with O(hN0) in L2Φ(Ω2), with some N0 > 0, we can restrict the integration
contour Γ(x) in (54) to |y|+ |θ| ≤ ǫs1/2, with ǫ small enough.
It is clear that e−iλF
r(I;1/λ) is well defined as a bounded operator HΦ(Ω1) 7→ HΦ(Ω2).
We want to estimate the difference M0u− e−iλF r(I;1/λ)u on Ω2.
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We make substitution x = s1/2x˜, y = s1/2y˜, θ = s1/2θ˜ and write u(y) = u˜(y˜), v(x) = v˜(x˜),
ρ˜ = (x˜, y˜, θ˜) and s1/2ρ˜ = (s1/2x˜, s1/2y˜, s1/2θ˜). Then, if M0u = v we have
v˜(x˜) =
(
h
s
)−n ∫ ∫
e
i
h (φr(s
1/2ρ˜)+O(sr+1/2))
(
br(s1/2ρ˜, λ) +O(sr+1/2)
)
u˜(y˜)dy˜dθ˜
Let Γ˜ be the image of Γ(x) by substitution. We have then x˜ ∈ Ω˜2 ⊂ B(0, c2), and for (y˜, θ˜) ∈ Γ˜
we have |y˜|+ |θ˜| ≤ ǫ. We write φsr := 1sφr(s1/2ρ). Then on Γ˜
−s−1Φ(s1/2x˜)− Imφsr + s−1Φ(s1/2x˜) ∼ −
(
|x˜|2 + |y˜|2 + |θ˜|2
)
+O(sr+1/2h−1).
Then, if
(55) vr(x˜) =
(
h
s
)−n ∫
Γ˜
e
s
hφ
h
r br0(s
1/2x˜, s1/2y˜, s1/2θ˜)u˜(y˜)dy˜dθ˜,
we get
‖v˜ − vr‖Φ,Ω˜2 ≤ c(ln(1/h))nsr+1/2h−1‖u˜‖Φ,Ω˜1+B(0,ǫ) = O(hN )‖u˜‖Φ,Ω˜1+B(0,ǫ),
where ‖.‖Φ,Ω denotes the norm in HΦ(Ω). Here N > 0 can be chosen arbitrary large by choosing
r large enough.
7. Deformation of the escape function in a neighborhood of (0, 0) and final
definition of the space.
We write h = 1/λ1, λ1 = Reλ. Let W0 be the neighborhood of 0 of the size c0
√
h ln(1/h) as
in (22) (with appropriate identifications of the domains). Let W1 ⊃⊃W0 be the λ−independent
domain as in (26).
Operators M0 = BrM1B
−1
r , e
−iλF r(I;1/λ) = M0 − Rr can be extended to the whole λ-
independent neighborhood of 0. Let U = BrFT, where T is the Bargman transform with a
global choice of phase (33), F is the analytic Fourier integral operator quantizing the symplectic
change of coordinates near a1 = 0, Br - the Birkhoff transform up to order r. On W1 \W0 we
can estimate the norm of Rr as in (50). Together with Lemma 6 it implies
Lemma 7. For any N ∈ N and λ ∈ ΛA,B there is r ∈ N such that
UMu = e−iλ2de−iλF
r(I;1/λ)Uu+ e−iλ2dRru, in L2Φ(V1), and
‖e−iλ2dRru‖L2
Φ
(V1) ≤ Or(hN )‖u‖H(ΛtG), where π(W1) = V1.
In Section 3 we constructed a global escape function G in T ∗(∂Ω1), such that G(κ(ρ))−G(ρ) ≥
0 on T ∗∂(Ω1) and such that we have strict inequality, outside an arbitrary small neighborhood
of (a1, 0) ∈ T ∗∂Ω1.
Let Ωint and W be a λ-independent neighborhoods of (a1, 0) (after usual identification of the
domains), such that W0 ⊂⊂W ⊂⊂ Ωint ⊂⊂W1. We define a preliminary space Hpre associated
to the Lagrangian space ΛtG as follows
u ∈ Hpre ⇔
{
THSu ∈ L2tG(T ∗∂Ω1 \W )
Uu ∈ HΦt(Ωint), κU (ΛtG) = ΛΦt .
In some small neighborhood of (0, 0),
(56) W00 = {ρ, |ρ| ≤ c00
√
h ln(1/h)} ⊂⊂W0,
we deform ΛΦt in the following way.
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We have κU := κBr ◦ κF ◦ κT : ΛtG 7→ ΛtGˆ. We denote again Gˆ by G. With G we associate
an IR-lagrangian manifold which is essentially
ΛtG = {(x, ξ) = exp (itHG)(y, η); (y, η) ∈ T ∗(neigh(0))}
for 0 < t ≤ 1, small.
Locally we have Λ+ = {ξ = 0}, Λ− = {x = 0}. For x2 + ξ2 ≤ O(1)h ln(1/h) we have
G ∼ (x2 − ξ2)/2, and ΛtG is given by{
xj = (cos t)yj − i(sin t)ηj
ξj = −i(sin t)yj + (cos t)ηj , yj , ηj ∈ R, 1 ≤ j ≤ n.
Then κU (ΛtG) = ΛΦt = {ξ = 2i ∂Φt∂x }, Φt = 12 (cot t)(Imx)2 + 12 (tan t)(Rex)2.
Notice that Φπ/4 = |x|2/2 and that the corresponding IR-manifold is given by ξ = −ix.
Following [5] we look for a new IR-manifold Λ which coincides with Λπ/4 = ΛΦπ/4 in some
neighborhood of (0, 0) for x2 + ξ2 ≤ O(1)h ln(1/h) and with ΛΦt outside.
First we notice that if q1(x) and q2(x) are strictly convex quadratic forms then we can find
smooth strictly convex function φ(x), with φ(x) = q1(x) near 0 and with φ(x) = q2(x) outside
V, where V is any given neighborhood of 0. Apply this with V = {x ∈ Cn, |x| < K} for some
K = O(√h ln(1/h)), q1(x) = Φπ/4(x), q2(x) = Φt(x).
Then replace φ(x) by φσ =
(
σ
K
)2
φ(xKσ ), 0 < σ ≪ 1, in order to decrease the neighborhood of
0, where φ 6= Φt, even further while keeping φ bounded in C2. We have σ ∼
√
h ln(1/h) and the
derivatives of higher order than 2 are diverging as h → 0. Thus we get that the deformation φσ
is strictly convex function which is close to the original function in C2.
The deformation of ΛΦt is denoted ΛΦ˜t and the new weight function satisfies
Φ˜t(x) = |x|2/2, |x|2 ≤ ǫh ln(1/h), Φ˜t(x) = Φt, |x|2 ≥ c00h ln(1/h),
where 0 < ǫ≪ c00 are some constants.
The final version of the space is given by
u ∈ H ⇔
{
THSu ∈ L2tG(T ∗∂Ω1 \W )
Uu ∈ HΦ˜t(Ωint).
8. Model problem.
In this section we derive expressions for the coefficients in the expansion in powers k−j of the
solution of equation (19).
We suppose that µj satisfy the non resonance condition (52). Thus all µj and νj = e
µj are
different. We also have µj > 0 ⇒ νj > 1.
For λ ∈ ΛA,B, as in (18), consider the equation
2dλ+ λF r
(
2α+ 1
2iλ
; 1/λ
)
= 2πk, α ∈ Zn+, k ∈ Z.
We omit r in the notations and proceed in increasing the order of generality.
A. Assume F (ı; 1/λ) = G(ı, µ) =
∑n
1 µiıi, ı = xξ, is independent of λ and linear in ı.
2dλ+ λG
(
1
2iλ
(2α1 + 1), . . . ,
1
2iλ
(2αn + 1), µ
)
= 2πk, k ∈ Z ⇒
2dλ+
1
2i
n∑
1
µi(2αi + 1) = 2πk ⇒ λ(k, α) = kπ
d
+
i
4d
n∑
1
µi(2αi + 1), (k, α) ∈ Z× Nn.
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We have
Reλ =
πk
d
, Imλ =
1
4d
n∑
j=1
µj(2αj + 1) ⇒ |α| ∼ Imλ,
as Reλ→∞, |α| = O(|Im λ|), |α| = O(k1−ǫ), |α| = O(log |k|), k ∼ Reλ.
B. Assume that F (ı) = G(ı, µ) +H(ı), polynomial of degree r, is independent of λ, where G
is as above and H(ı) = O(ı2). We have
(57) H
( y
λ
)
=
r∑
j=2
λ−jhj(y), |1/λ| → 0, |y| ≤ |λ|1−ǫ,
for some ǫ > 0, where |hj(y)| = O(|y|j), hj(y) =
∑
|α|=j
1
α!∂
αH(0)yα is a homogeneous polyno-
mial of degree j. Then we have
λ
k
1 + 1
4idλ
n∑
i=1
µi(2αi + 1) +
1
2d
r∑
j=2
λ−jhj(α)
 = π
d
,(58)
where hj(α) = hj
(
2α+1
2i
)
= O (|α|j) is homogeneous polynomial in α.
It is clear that equation (58) has solution in the form
(59)
λ
k
=
π
d
+
a1
k
+
a2
k2
+ . . . ∈ ΛA,B.
Then (58) transforms to
a1
k
+
a2
k2
+ . . .+
1
4id
n∑
i=1
µi(2αi + 1) +
λ
2dk
r∑
j=2
λ−jhj(α) = 0,
where the last term is of order O(|α|2/k2).
Thus we get
a1 = − 1
i4d
n∑
j=1
µj(2αj + 1) = O(|α|) = O(ln k).
The next equation is
a2
k2
+
a3
k3
. . .+
1
2d
(
h2(α)
λk
+
h3(α)
λ2k
+ . . .+
hr(α)
λr−1k
)
= 0 ⇔(π
d
k + a1 +
a2
k
+ . . .
)(a2
k2
+
a3
k3
+ . . .
)
+
1
2d
(
h2(α)
k
+
h3(α)
λk
+ . . .+
hr(α)
λr−2k
)
= 0
which implies
(60) a2 = − 1
2π
h2
(
2α+ 1
2i
)
= O(|α|2).
With this choice of coefficients we get
π
d
k
(a3
k3
+
a4
k4
+ . . .
)
+
(
a1 +
a2
k
+ . . .
)(a2
k2
+
a3
k3
+ . . .
)
+
1
2d
(
h3(α)
λk
+ . . .+
hr(α)
λr−2k
)
= 0.
Considering the coefficients for k−2 we get
π
d
a3 + a1a2 +
h3(α)
dπ
= 0 ⇒ a3 = − d
π
a1a2 − h3(α)
π2
.
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We get
a3 = − 1
i8π2
·
n∑
i=1
µi(2αi + 1) · h2
(
2α+ 1
2i
)
− 1
π2
h3
(
2α+ 1
2i
)
.
It is clear that in this way we get all aj , j ≤ r dependent only on {hk}k≤j and with this choice
λ0/k = π/d+ k
−1a1 + k−2a2 + . . .+ k−rar satisfies
λ0
k
1 + 1
4idλ0
n∑
i=1
µi(2αi + 1) +
1
2d
r∑
j=2
λ−j0 hj(α)
 − π
d
= O
( |α|r+1
kr+1
)
.(61)
C. We write h = 1/λ. In the general case F r(ı;h) = F0(ı) + hF1(ı) + . . . + h
rFr(ı) =:
F0(ı) +K(ı;h), with F0(ı) as before, Fj polynomial in ı of degree (r − j).
Then F (0;h)/h = K(0;h)/h = F1(0) + hF2(0) + . . .+ h
r−1Fr and we can decompose
F (hy;h)
h
=
K(0;h)
h
+G(y, µ) +
H(hy)
h
+
K(hy;h)−K(0;h)
h
=
=
K(0;h)
h
+G(y, µ) +
H(hy)
h
+
r−1∑
j=1
hjkj(y),
where kj is a polynomial of degree ≤ j and kj(0) = 0. We get
F
( y
λ
; 1/λ
)
= F (0; 1/λ) +
1
λ
G(y, µ) +
r∑
j=2
λ−jkj−1(y).
Combining this with (57) where hj+1 is a homogeneous polynomial of degree j + 1, we get
F
(y
λ
; 1/λ
)
= F (0; 1/λ) +
1
λ
G(y, µ) +
r∑
j=2
λ−jfj(y),
where for 2 ≤ j ≤ r, fj(y) = hj(y) + kj−1(y) is a polynomial of degree ≤ j. We have for example
f2(y) = F
′
1(0)y +
1
2
F ′′0 (0)y · y.
We need to solve the equation
λ
k
1 + 1
4idλ
n∑
i=1
µi(2αi + 1) +
F1(0)
2dλ
+
1
2d
r∑
j=2
λ−j (Fj(0) + fj(α))
 = π
d
,
where we write fj(α) = fj((2α+ 1)/2i) = O(|α|j).
Then we can get all coefficients in the expansion λ0k =
π
d +
a1
k +
a2
k2 + . . .+
ar
kr such that
λ0
k
1 + 1
4idλ0
n∑
i=1
µi(2αi + 1) +
F1(0)
2dλ0
+
1
2d
r∑
j=2
λ−j0 (Fj(0) + fj(α))
− π
d
= O
( |α|r+1
kr+1
)
.
First we get
a1 = − 1
i4d
n∑
i=1
µi(2αi + 1)− F1(0)
2d
.
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Let Fj(0)+ fj(α) = qj(α) and fix 2 ≤ m ≤ r. Suppose that we have already chosen a1, . . . , am−1
such that
(62)
λ0
k
1 + 1
4idλ0
n∑
i=1
µi(2αi + 1) +
F1(0)
2dλ0
+
1
2d
r∑
j=2
λ−j0 qj(α)−
π
d
 = O( |α|m
km
)
.
The left hand side of (62) is then equal to
a2
k2
+
a3
k3
+ . . .+
ar
kr
+
1
2d
(
q2(α)
λk
+
q3(α)
λ20k
+ . . .+
qr(α)
λr−1k
)
.
Denote
Em−1(λ0) =
a2
k2
+
a3
k3
+ . . .+
am−1
km−1
+
1
2d
(
q2(α)
λ0k
+
q3(α)
λ20k
+ . . .+
qm−1(α)
λm−20 k
)
.
Then equation (62) writes
(63) Em−1(λ0) +
r∑
j=m
aj
kj
+
1
2d
r∑
j=m
qj(α)
λj−10 k
= O
( |α|m
km
)
.
Let f(a1, a2, . . . , am−1) be defined by
Em−1(λ0) ∼ f(a1, a2, . . . , am−1)
km
+O
( |α|m+1
km+1
)
as |α|/k → 0.
Then equation (63) writes
f(a1, a2, . . . , am−1)
km
+O
( |α|m+1
km+1
)
+
am
km
+O
( |α|m+1
km+1
)
+
1
2d
qm
λm−10 k
= −
r∑
j=m+1
qj(α)
λj−10 k
.
We chose am such that
f + am +
1
2d
(
d
π
)m−1
qm(α) = 0 ⇔ am = −f(a1, a2, . . . , am−1)− 1
2d
(
d
π
)m−1
qm(α).
With this choice λ0 satisfies equation (62) with the right hand side O
(
|α|m+1
km+1
)
.
We summarize in the following theorem.
Theorem 5. Let ΛA,B be defined in (18). For r ∈ Z+ let F r be defined in (17). Then for any
(k, α) ∈ N× Nn such that |α| = O(ln k) and k large, there exist functions aj = aj(α) = O(|α|j),
polynomial in α, j = 0, 1, . . . , r, such that if we denote
(64)
λr := k
(
a0 +
a1
k
+
a2
k2
+ . . .+
ar+1
kr+1
)
∈ ΛA,B, a0 = π
d
, a1 = − 1
i4d
n∑
i=1
µi(2αi + 1)− F1(0)
2d
, . . . ,
then we have
2dλr + λrF
r
(
2α+ 1
2iλr
; 1/λr
)
− 2πk = O
(
(ln k)r+2
kr+1
)
and the coefficients aj , are independent of r for j = 1, . . . , r + 1.
Note 1. (1) For any r, k ∈ N large and α = O(ln k), λ0 := λr(α, k) satisfies
1− e−i2dλ0Krα(λ0) = O
(
(ln k)r+2
kr+1
)
, where Krα(λ) := e
−iλF r( 2α+12iλ ;λ).
(2) Using that operator M is microlocally unitary we know that F1(0) is real.
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(3) For large k and α = O(ln k), we have Reλ(α, k + 1) − Reλ(α, k) = π/2 + O(1/k). For
any β = O(ln k), β 6= α, we have
Imλ(α, k) − Imλ(β, k) = 1
2d
µ · (α− β) +O
(
ln2 k
k
)
, k >> 1.
In order to have good separation of strings as k→∞ (the first term in the above formula
is dominated over the second error term) we need to impose the Diophantine condition:
(65) α 6= β, |α|, |β| ≤ m ⇒ |µα− µβ| ≥ 1
C(D)
e−Dm, D > 0.
It would imply for any α 6= β,
|α|, |β| ≤ c ln k ⇒ |µα− µβ| ≥ 1
C(D)
e−Dc ln k ≥ 1
C(D) kcD
>> O
(
ln2 k
k
)
, cD < 1.
As the next term is of order k−1 we have separation.
9. The first local Grushin problem in W0.
9.1. Notations. In Ωint for any N ∈ N we can chose r ∈ N such that we have
UMu = e−iλ2de−iλF
r(I;1/λ)Uu+O (hN) |u|H.
Monomials xα are formal eigenfunctions for e−iλF
r(I;1/λ). Let Kα denote the corresponding
eigenvalue: e−iλF
r(I;1/λ)xα = Kαx
α. We have
Kα(λ) = e
−iλF r( 2α1+1
2iλ ,...,
2αn+1
2iλ ;1/λ) =
= exp{−1
2
n∑
i=1
µi(2αi + 1)− iF1(0)− i
r∑
j=2
λ−j+1 (Fj(0) + fj(α))},(66)
where fj(α) is polynomial of degree ≤ j.(67)
We can have Kα(λ) = Kα′(λ) for α 6= α′. We chose a value λ0 ∈ ΛA,B and a multi-index α0 such
that
(68) 1− e−i2dλ0Kα0(λ0) = 0.
Let β ∈ Nn be such that Kβ(λ0) 6= Kα0(λ0).
We suppose that the Diophantine condition (65) in Note 1 in the previous section be satisfied
and write |e−i2dλ0Kβ(λ0)| = e|µ(α0−β)|+r. Then if |β|, |α0| ≤ C lnReλ the Diophantine condition
implies
(69) |µ(α0 − β)| ≥ c(Reλ)−δ, r = o
(
(Reλ)−δ
)
,
with some 0 < δ < 1. If |µ(α0 − β)| = O
(
(Reλ)−δ
)
then we have
|1− e−i2dλ0Kβ(λ0)| = O
(
(Reλ)−δ
)
, 0 < δ < 1.
Let λ belong to a small neighborhood Ωλ0 of λ0.
We chose Ωλ0 sufficiently small such that for all β ∈ Nn with Kβ(λ0) 6= Kα0(λ0) we have
λ ∈ Ωλ0 ∩ ΛA,B,
∣∣1− e−i2dλKβ(λ)∣∣ ≥ ǫ0 and ∣∣1− e−i2dλKα0(λ0)∣∣ ≤ ǫ0,
with
(70) ǫ0 = O
(
(Re λ)−δ
)
, 0 < δ < 1.
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For λ ∈ Ωλ0 ∩ ΛA,B we have
Imλ =
1
4d
µ(2α0 + 1)− ImF1(0)
2d
+O ((Re λ)−δ) ,
where we have ImF1(0) = 0 (see Note 1). Let
J = {α ∈ Nn; |α| ≤ C lnReλ0, Kα(λ0) = Kα0(λ0)} and a = CardJ.
Then we have
(71) a ≤ O(1) ln Reλ0.
We can chose ΛA,B(ǫ0) ⊂ Ωλ0 ∩ ΛA,B such that
(72) for λ ∈ ΛA,B(ǫ0), α ∈ J,
∣∣1− e−i2dλKα(λ)∣∣ ≤ 2ǫ0.
We will use the following notations: λ1 = Reλ, h = 1/λ1 and s = h ln(1/h).
9.2. Monomials form an almost orthonormal base in HΦ. For Ω ⊂⊂ Cn we denote
HΦ(Ω) = {u ∈ Hol(Ω) such that
∫
Ω
|u|2e−2Φ/hL(dx) <∞},
where Φ is the modified weight defined in Section 7 such that Φ = |x|2/2 for x ∈ B(0, ǫ√h ln(1/h)),
ǫ < c00.
Since the weight function Φ is fixed from now on, we shall suppress it from our notations as
much as possible. Normalized monomials
ϕα(x) = cαh
−n/2(h−1/2x)α, cα := (πnα!)−1/2
form an orthonormal base in HΦ0(C
n) for Φ0 = |x|2/2.
Following [5] we show that ϕα(x) are orthonormalized in HΦ(Ω) with an error of order h
N for
any N ∈ N.
Lemma 8. For all Ω ⊂ B(0, c), where c is some real number, we have
〈ϕα|ϕβ〉HΦ(Ω) = δα,β +O(hN )
for N > 0, which can be taken arbitrary large by choosing c00 large enough, and O is uniform in
α, β,Ω.
Proof:∫
Ω
(
Πnj=1|xj |2αj
)
e−2Φ(x)/hL(dx) = Πnj=1
∫
C
|xj |2αj e−x
2
j/hL(dxj)−
−
∫
|x|≥ǫ
√
h ln(1/h)
(
Πnj=1|xj |2αj
)
e−|x|
2/hL(dx) +
∫
{x∈Ω, |x|≥ǫ
√
h ln(1/h)}
(
Πnj=1|xj |2αj
)
e−2Φ(x)/hL(dx) =
= I1 − I2 + I3
and ǫ is such that φ(x) = |x|2/2 for |x| ≤ ǫ√h ln(1/h). The first term I1 is equal to πnα!h|α|+n.
We need to show that
|I2|+ |I3|
πnα!h|α|+n
= O(hN )
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for h→ 0 uniformly in α. As Φ ≥ c|x|2 for some c > 0, it is enough to show the following:
c2α
∫
{x∈Cn, |x|≥ǫ
√
h ln(1/h)}
(
h−1/2x
)2α
e−2c|x|
2/hL(dx) = c2α
(
h
c
)n
c−|α|
∫
y≥ǫ
√
c ln(1/h)
y2αe−2|y|
2
L(dy)
≤ c2α
(
h
c
)n
c−|α|e−ǫ
2c ln(1/h)
∫
Cn
e−|y|
2
y2αL(dy)︸ ︷︷ ︸
πnα!≡c−2α
= O(hN ),
where we mean xα = Πnj=1x
αj
j and make change of variables y =
√
c
hx.
Next we show approximate orthogonality:
〈ϕα|ϕβ〉HΦ(Ω) =
∫
|x|≤ǫ
√
h ln(1/h)
ϕαϕβe
−|x|2/hL(dx)+
+
∫
x∈Ω, |x|≥ǫ
√
h ln(1/h)
ϕαϕβe
−2Φ(x)/hL(dx) = I1 + I2,
I1 = 0, I2 = O(hN ) by previous calculus.
9.3. Grushin problem. We denote V0 = π(W0), where W0 is the image by κU of the domain
defined in (22).
For N ∈ N, we introduce the expansions:
τNu(x) =
∑
|α|<N
(α!)−1(∂αx u)(0)x
α =
∑
|α|<N
(α!)−1((h1/2∂x)αu)(0)(h−1/2x)α.
We denote FN := ImτN , ON := Ker τN , M(N) = dim(FN ).
Suppose that N ∈ N satisfy
(73) max
α∈J
|α| ≤ N = O(1) ln Reλ0,
where λ0 is fixed as before satisfying (68).
In addition, we need the expansions
τJu(x) =
∑
α∈J
(α!)−1(∂αx u)(0)x
α =
∑
α∈J
(α!)−1((h1/2∂x)αu)(0)(h−1/2x)α.
We denote FJ := ImτJ , OJ := Ker τJ . We have a(ǫ0) = dim(FJ ).
We have introduced the approximately orthonormal basis of monomials:
ϕα(x) = cαh
−n/2(h−1/2x)α, cα = (πnα!)−1/2.
Then
(α!)−1((h1/2∂x)αu)(0)(h−1/2x)α = ϕα · (πh)n/2(α!)−1/2((h1/2∂x)αu)(0).
Let R− : Ca 7→ FJ , R+ : FJ 7→ Ca be defined by the formulas
u ∈ FJ , u− = {u−,α}|α∈J ∈ Ca, R−u− =
∑
α∈J
u−,αϕα,
R+u =
{
(πh)n/2(α!)−1/2(h1/2∂x)αu(0)
}
α∈J
.
By direct calculation we get R+u = 〈u, ϕα〉α∈J(1 +O(hN )).
Let
‖u‖Ω := ‖u‖HΦ(Ω), |x|Ca :=
√∑
α∈J
|xα|2.
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We write ‖.‖ for natural operator norm. We have
R+R− = Id|Ca , R−R+ = τJ = Id|FJ , τNR− = R−, R+τN = R+,
‖R−‖ = 1 +O(hN ), ‖R+‖ = 1 +O(hN ).
The estimates on the norms of operators R± follow from Lemma 8.
We pose the first Grushin problem for λ ∈ ΛA,B(ǫ0):
(74)
{
τN (I − ei2dλe−iλF r(I;1/λ))τNu+R−u− = v,
R+u = v+, u, v ∈ FN .
Theorem 6. For a given (v, v+) ∈ FN × Ca and all λ ∈ ΛA,B(ǫ0), the Grushin problem (74)
has unique exact solution (u, u−) ∈ FN × Ca, which satisfies
(75) ‖u‖HΦ(Ω1) + |u−|Ca ≤ O
(
(Reλ)δ
)
(‖v‖HΦ(Ω2) + |v+|Ca), 0 < δ < 1,
where δ is as in (69), Ω2 ⊂⊂ Ω1 ⊂⊂ V0 and |x|Ca :=
√∑
α∈J |xα|2.
Proof: We denote h = 1/Reλ, λ ∈ ΛA,B(ǫ0), z = ei2dλ. The solution operator for (74) is
E0 =
(
E0 E0+
E0− E
0
+−
)
,
where
E0(v) =
∑
α6∈J,|α|<N
(1− zKα)−1(α!)−1((h1/2∂x)αv)(0)(h−1/2x)α
=
∑
α6∈J,|α|<N
(1− zKα)−1〈v, ϕα〉ϕα
(
1 +O(hN )) ,
E0+(v+) =
∑
α∈J
v+,α(π
nα!)−1/2h−n/2(h−1/2x)α =
∑
α∈J
v+,αϕα(x) = R−v+,
E0−(v) =
(
(πh)n/2(α!)−1/2(h1/2∂x)αv(0)
)
α∈J
= 〈v, ϕα〉|α∈J
(
1 +O(hN )) = R+v,
E0+−(v+) = −{(1− zKα(λ))}|α∈Jv+,
where {(1− zKα(λ))}|α∈J is diagonal matrix with entrees (1− zKα1), . . . , (1− zKαN ). Some of
entrees can coincide. Solutions to (74) are u = E0(v) + E0+(v+), u− = E
0
−(v) + E
0
+−(v+).
Let Bǫ
√
s ⊂⊂ Ω2 ⊂⊂ Ω1 ⊂⊂ V0, s = h ln(1/h). We have the following estimates:
‖E0(v)‖2Ω1 ≤ ǫ−20
∑
α6∈J,|α|<N
(πh)n(α!)−1
∣∣∣((h1/2∂x)αv)(0)∣∣∣2 (1 +O(hN )) ≤(76)
≤ ǫ−20 ‖v‖2Ω2(1 +O(hN )), ‖E0+(v+)‖2Ω1 =
∑
α∈J
|v+,α|2(1 +O(hN )),
as E0+(v+) = R−v+.
We get
(77) ‖u‖Ω1 = ‖E0(v) + E0+(v+)‖Ω1 ≤ ǫ−10
(
1 +O(hN )) (‖v‖Ω2 + |v+|Ca).
As E0−(v) = R+v, we have already proven that
|E0−(v)|2Ca ≤
(
1 +O(hN )) ‖v‖2Ω2 .
By (71), (72) and (70) we have also
|E0+−(v+)|Ca ≤ Caǫ0|v+|Ca ≤ O(1) lnReλ · (Reλ)−δ|v+|Ca , 0 < δ < 1.
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It implies
(78) |u−|Ca = |E0−(v)|Ca + |E0+−(v+)|Ca ≤ (1 +O(hN ))(‖v‖Ω2 + |v+|Ca).
Adding inequalities (77) and (78) and using (70) we get the estimate.
As the Grushin problem (74) is invertible then it is well posed. Let
PN (λ) := τN (I − ei2dλe−iλF
r(I;1/λ)(λ))τN .
By general consideration it follows that E0+ : Ker E0−+ 7→ Ker PN (λ) is a bijection. As PN (λ) is
a family of Fredholm operators depending holomorphically on λ ∈ ΛA,B(ǫ0) then
ΛA,B(ǫ0) ∋ λ 7→ (PN (λ))−1
is a meromorphic family of operators.
We have the formula
(PN (λ))
−1
= E0(λ)− E0+(λ)
(
E0−+(λ)
)−1
E−(λ).
Let γ be simple loop such that E0−+(λ) is invertible for λ ∈ γ.
The number of poles n(γ) of PN (λ)
−1 inside γ counted with there multiplicity is given by
n(γ) =
1
2πi
tr
∫
γ
(PN (λ))
−1 dλ =
1
2πi
∫
γ
tr
(
E0+
(
E0−+
)−1
E−
)
dλ.
From the other side, the number of roots of detE0−+ inside γ is equal to
m(γ) =
1
2πi
∫
γ
(
detE0−+(λ)
)′
detE0−+
dλ =
1
2πi
∫
γ
tr
{(
E0−+
)′ (
E0−+
)−1}
dλ.
As in [8] we have then n(γ) = m(γ).
10. Some useful estimates.
10.1. Estimate on uN ∈ Ker τN . Let s = h ln(1/h), h = 1/λ1, λ1 = Reλ, λ ∈ ΛA,B, Br =
B(0, r) = {x, |x| ≤ r}.
Lemma 9. Let N ∈ N, N = O(ln Reλ), satisfying (73). Let uN ∈ HΦ(Bǫ√s) ∩ Ker τN . Put
rm :=
√
N + 1/2
2
√
sλ1
= O(1).
Let ǫ ≥ rm be such that Φ = |x|2/2 for x ∈ Bǫ√s. Then for any r0 ≤ rm,
‖uN‖Br0√s ≤ ‖uN‖Bǫ√s\Br0√s .
Proof: We need to prove∫
Br0
√
s
e−|x|
2/h|uN(x)|2L(dx) ≤
∫
∁Br0
√
s∩Bǫ√s
e−|x|
2/h|uN(x)|2L(dx).
We change the variables x = x˜
√
s in order to have the domain of integration independent of h :
x ∈ Bǫ√s ⇔ x˜ ∈ Bǫ.
Denote Φs =
1
sΦ(
√
sx) and
HΦs(Bǫ) = Hol (Bǫ) ∩ LΦs(Bǫ) = {v ∈ Hol (Bǫ),
∫
Bǫ
|v|2e−s2Φs/hL(dx) <∞}.
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Let u ∈ HΦ(Bǫ), uN (x) = u(x)−
∑
|α|<N
∂αx u(0)
α!
xα, Bǫ := B(0, ǫ).
Suppose that ǫ > 0 is small enough such that Φ = |x|2/2 on the domain of integration. Thus
Φs = |x|2/2. We must prove that for (sλ1)−1/2
√
N + 1/2 ≤ ǫ and rm = 1/2(sλ1)−1/2
√
N + 1/2
we have ∫
Brm
e−sλ1|x|
2|uN (x)|2L(dx) ≤
∫
∁Brm∩Bǫ
e−sλ1|x|
2 |uN(x)|2L(dx).
The monomials constitute an orthogonal base inHΦ(Bǫ) and it is enough to show the inequality
for xα, |α| ≥ N. Let αj ∈ N be such that αj ≥ N. For uN (x) = xαjj we have∫
|x|≤ǫ
e−sλ1|x|
2|fN (x)|2L(dx) = Cn(sλ1)−n/2
∫
r≤ǫ√sλ1
e−r
2
r2αj+1dr.
As (
e−r
2
r2αj+1
)′
r
= (−2r2 + 2αj + 1)e−r2r2αj = 0 ⇔ r = rm(α) :=
√
αj + 1/2
we get that the function e−r
2
r2α+1 is increasing for 0 ≤ r ≤ rm. Then∫ rm/2
0
e−r
2
r2αj+1dr ≤
∫ rm/2
0
e−(r+rm/2)
2
(
r +
rm
2
)2αj+1
dr =
∫ rm
rm/2
e−r
2
r2αj+1dr.
For all α such that |α| > N the maximum rm(α) > rm(αN ) with |αN | = N. Thus, if the above
estimate is valid for |αN | = N then it implies that it is valid for any |α| > N. 
10.2. Model estimate.
Lemma 10. As before we write s = h ln(1/h), h = 1/λ1, λ1 = Reλ. Let Ω be any λ-independent
neighborhood of 0 and r0 > 0 such that Br0
√
s ⊂⊂ Ω.
Let A = diag(eµ1 , . . . , eµn) be as in Theorem 3. Denote A−1(Ω) := {A−1x, x ∈ Ω}.
For any c0 > 0 and |z| ≤ ec0 lnλ1 and r0 large enough there exists m ≤ 1/2 such that∫
Ω\Br0√s
e−2Φ(x)/h|ze−
Pn
j=1 µj(xj∂j+1/2)u|2L(dx) ≤ m2
∫
A−1(Ω)\A−1(Br0√s)
e−2Φ(x)/h|u|2L(dx).
Proof: We have
e−
Pn
j=1 µj(xj∂j+1/2)u = e−
Pn
j=1 µj/2u(A−1x), A = diag(eµ1 . . . eµn).
Let first Φ = |x|2/2. We put for simplicity n = 1, µj = µ. Then e−µ(x∂+1/2)u = e−µ/2u(e−µx).
The general case is straightforward. We change the variables x˜ = e−µx, L(dx) = e2µL(dx˜),
and denote the new variable x˜ again by x. Let A−1(Ω) := {e−µx, x ∈ Ω}. Then we have, with
s = h lnλ1,
e−µ ·
∫
Ω\Br0√s
e−|x|
2/h|zu(e−µx)|2L(dx) ≤ e2c0 lnλ1+µ
∫
A−1(Ω)\Br0√se−µ
e−e
2µ|x|2/h|u(x)|2L(dx) =
= e2c0 lnλ1+µ
∫
A−1(Ω)\Br0√se−µ
e−(e
2µ−1)|x|2/he−|x|
2/h|u(x)|2L(dx) ≤
≤ e2c0 lnλ1+µe−(e2µ−1)e−2µr20s/h
∫
A−1(Ω)\Br0√se−µ
e−|x|
2/h|u(x)|2L(dx) =
(79)
= m2
∫
A−1(Ω)\Br0e−µ√s
e−|x|
2/h|u(x)|2L(dx)
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with
m2 := e2c0 lnλ1+µ−lnλ1(1−e
−2µ)r20 .
We have m ≤ 1/2 if
e2c0 lnλ1+µ−lnλ1(1−e
−2µ)r20 ≤ 2−2 ⇔ 2c0 lnλ1 + µ− lnλ1(1 − e−2µ)r20 ≤ −2 ln 2 ⇔
r0 ≥
√
2c0 lnλ1 + µ+ 2 ln 2
lnλ1 · (1− e−2µ) .
For general weights Φ we use the strict convexity and get (after change of variables x˜ = e−µx)
Φ(eµx˜)− Φ(x˜) ≥ c|x˜|2, c > 0, x ∈ V1,
and in the above formula (79) exchange e2µ − 1 by c.
10.3. General estimate. In this section we will write h = 1/λ and suppose that λ is real.
Generalization to λ ∈ ΛA,B is straightforward.
From (57) it follows that
e−iH
r(hy)/h ∼ 1 + hp1(y) + h2p2(y) + . . . , |y| ≤ |h|δ−1/2, δ > 0,
where the polynomial pj(y) =
∑
|α|∈[j+1,2j] qα,jy
α is a linear combination of monomials of degree
in [j + 1, 2j]. Moreover, p1(y) = − i2H ′′(0)y · y. Then
e−iF (hy)/h = e−iµy
(
1 + hp1(y) + h
2p2(y) + . . .
)
=
(
1 + hp1(i∂µ) + h
2p2(i∂µ) + . . .
)
e−iµy.
Taking y = h−1 · I = (x∂x + 1/2)/i, we have the following representation:
e−iF
r
0 (I)/h = e−iH
r(ih∂µ)/he−
Pn
i=1 µi(xi∂i+1/2), F0(ı) = G(ı, µ) +H
r(ı) =
n∑
i=1
µi · ıi +Or(ı2),
polynomial of degree r independent of h.
Then,
e−iH
r(ih∂µ)/he−
Pn
i=1 µi(xi∂i+1/2)u = e−iH(ih∂µ)/he−
Pn
j=1 µj/2u(A−1x), A = diag(eµ1 . . . eµn).
For simplicity we put n = 1. We have
e−iF
r
0 (I)/hu = e−iH(ih∂µ)/he−µ(x∂+1/2)u(x) =
= e−µ/2u(e−µx) + h
r−1∑
j=1
hj−1
∑
l∈[j+1,2j]
ql,j∂
l
µ(e
−µ/2u(e−µx)) =
= e−µ/2u(e−µx) + e−µ/2T r0 (e
−µx),
where T r0 u(x) := h
r−1∑
j=1
hj−1
∑
l∈[j+1,2j]
ql,j
l∑
k=0
ck,lu
(k)(x) · xk = O(h).
In general case
e−iF (hy;h)/h = e−iK(0;h)/he−iG(y,µ)(1 + hq1(y) + h2q2(y) + . . .),
where qj(y) is a polynomial of degree at most 2j, and as before, this can be written
e−iF (hy;h)/h = e−iK(0;h)/h(1 + hq1(i∂µ) + h2q2(i∂µ) + . . .)e−iG(y,µ).
We will write it in the form
F (hy;h)
h
=
F (0;h)
h
+G(y, µ) +
J(hy;h)
h
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and then (see also [14], page 347)
e−iF (I(h);h)/h = e−iF (0;h)/he−iJ(ih∂µ;h)/he−
Pn
i=1 µi(xi∂i+1/2)
and the difference from the case F = G(I, µ) + H(I) is only the factor e−iF (0;h)/h, which is
bounded as h→ 0, and that qj(y) is a polynomial of degree at most 2j and not just in [j+1, 2j].
We have
e−iF (I(h);h)/hu = e−iF (0;h)/he−iJ(ih∂µ;h)/he−
Pn
i=1 µi(xi∂i+1/2)u =
e−iF (0;h)/h
e−µ/2u(e−µx) + h r−1∑
j=1
hj−1
2j∑
l=0
ql,j∂
l
µ(e
−µ/2u(e−µx))
 =
= e−iF (0;h)/h
(
e−µ/2u(e−µx) + e−µ/2T r(e−µx)
)
,(80)
where T ru(x) := h
r−1∑
j=1
hj−1
2j∑
l=0
ql,j
l∑
k=0
ck,lu
(k)(x) · xk.
We put z = e−i2dλ. Then for λ ∈ ΛA,B we have |z| < e2dA ln Reλ, with A as in the definition
of ΛA,B.
We can apply Lemma 10 with c0 = 2dA. Then, for r0 large enough we have
e−µ ·
∫
Ω\Br0√s
e−2Φ(x)/h|z|2 ∣∣u(e−µx) + T ru(e−µx)∣∣2 L(dx)) ≤
m2
∫
A−1(Ω)\A−1(Br0√s)
e−2Φ(x)/h |u(x) + T ru(x)|2 L(dx).(81)
For any Ω2 ⊂⊂ Ω1 ⊂⊂ Ω, we have for any u ∈ HΦ(Ω),
‖(h−1/2x)α(h1/2Dx)βu‖Ω2 ≤ ‖
(
1 + h−1/2|x|
)|α|+|β|
u‖Ω1 ,
see Corollary 4.2 in [8].
If x ∈ Ω ⊂ V0 then |x| ≤ O(1)h ln(1/h). Taking u ∈ Ker(τN ) and using Lemma 9 we get
‖(h−1/2x)α(h1/2Dx)βu‖Ω2 ≤ O
(
(ln(1/h))|α|+|β|
)
‖u‖Ω1\Br0√s .
Thus the partial differential operator T r is bounded of norm O(h) : HΦ(Ω1) 7→ HΦ(Ω2) and as
u ∈ Ker(τN ) we have,
(82) ‖T ru‖Ω2 ≤ O(h)‖u‖Ω1 ≤ O(h)‖u‖Ω1\Br0√s .
Then, using (82) with Ω1 = Ω and Ω2 = A
−1(Ω), we get∫
A−1(Ω)\A−1(Br0√s)
e−2Φ(x)/h |T ru(x)|2 L(dx) ≤ O(h2)
∫
Ω\Br0√s
e−2Φ(x)/h |u(x)|2 L(dx).
We can choose r0 large enough such that
the right hand side of (81) ≤ 1
4
∫
Ω\Br0e−µ√s
e−2Φ(x)/h|u(x)|2L(dx).
This implies the following lemma:
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Lemma 11. Suppose λ ∈ ΛA,B and |λ| > C large enough. Let h = 1/Reλ, r0, ǫ be as in Lemma
9. Let Ω be any λ-independent neighborhood of 0 and
Br0
√
s ⊂⊂ Bǫ√s ⊂⊂ Ω.
Let A = diag(eµ1 , . . . , eµn) be as in Theorem 3. Let A−1(Ω) := {A−1x, x ∈ Ω}.
If r0 and ǫ are sufficiently large then for some m ≤ 1/2
(83)
∫
Ω\Br0√s
e−2Φ/h|e−i2dλe−iλF r(I;1/λ)u|2L(dx) ≤ m2
∫
Ω\A−1(Br0√s)
e−2Φ/h|u|2L(dx)
for any u ∈ HΦ(Ω) ∩ Ker(τN ).
10.4. Bounds useful for the second local Grushin problem, Theorem 7. We suppose
λ ∈ ΛA,B. Vi fix N ∈ N and let uN ∈ HΦ(V0) ∩ Ker(τN ). Let r0 > 0 be large enough. In all
lemmas below we use the following convention for the domains:
(84) Br0
√
s ⊂⊂ Bǫ0√s ⊂⊂ Ω2 ⊂⊂ Ω1 ⊂⊂ V0.
Lemma 6 implies that the norm of Rr =M0 − e−iλF r(I;1/λ) is small in HΦ(V0). We have
Lemma 12. For any N˜ ∈ N there is r = r(N, N˜ , r0) ∈ N sufficiently large such that
‖e−i2dλRruN‖2Ω2\Br√s ≤ Or(hN˜ )‖uN‖2Ω1\Br0√s
with domains satisfying (84).
Proof: Let z = e−i2dλ. We use Lemma 6 (with N˜ instead of N) and Lemma 9:
‖zRruN‖2Ω2\Br0√s ≤ O(h
N˜ )‖uN‖2Ω1 = O(hN˜ )
(
‖uN‖2Br0√s + ‖uN‖
2
Ω1\Br0√s
)
≤
≤ O(hN˜ )
(
‖uN‖2Bǫ√s\Br0√s + ‖uN‖
2
Ω1\Br0√s
)
≤ O(hN˜ )‖uN‖2Ω1\Br0√s .
Combining Lemma 11 and Lemma 12 we get
Lemma 13. Let M0 = e
−iλF r(I;1/λ) + Rr. Suppose λ ∈ ΛA,B, (84) and A−1(Ω) = {A−1x, x ∈
Ω}, A = diag(eµ1 , . . . , eµn).
For any N˜ ∈ N there is r ∈ N such that if r0 is sufficiently large then for some m ≤ 1/2
(85) ‖e−i2dλM0uN‖2Ω2\Br0√s ≤ m
2‖uN‖2Ω2\A−1(Br0√s) +Or(h
N˜ )‖uN‖2Ω1\Br0√s
and
(86) ‖uN‖2Ω2\Br0√s ≤ O(1)‖(I − e
−i2dλM0)uN‖2Ω2\Br0√s +Or(h
N˜ )‖uN‖2Ω1\Br0√s .
Proof: We show (86). Choose ǫ such that Φ = |x|2/2 for x ∈ Bǫ√s and r0 ≤
√
N+1/2
2
√
sλ1
as
before. Then, with z = e−i2dλ, and some constant m ≤ 1/2, bound 85 implies
‖(I − zM0)uN‖2Ω2\Br0√s ≥ ‖uN‖
2
Ω2\Br0√s − ‖zM0uN‖
2
Ω2\Br0√s ≥
≥ ‖uN‖2Ω2\Br0√s −m
2‖uN‖2Ω2\A−1(Br0√s) −Or(h
N˜ )‖uN‖2Ω1\Br0√s =
= (1 −m2)‖uN‖2Ω2\Br0√s −m
2‖uN‖2Br0√s\A−1(Br0√s) −Or(h
N˜ )‖uN‖2Ω1\Br0√s .(87)
Lemma 9 implies
‖uN‖2Br0√s\A−1(Br0√s) ≤ ‖uN‖
2
Br0
√
s
≤ ‖uN‖2Bǫ√s\Br0√s ≤ ‖uN‖
2
Ω2\Br0√s .
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Then we get that
the right hand side of (87) ≥ (1− 2m2)‖uN‖2Ω2\Br0√s −Or(h
N˜ )‖uN‖2Ω1\Br0√s .
Then we have
(1− 2m2)‖uN‖2Ω2\Br0√s ≤‖(I − zM0)uN‖
2
Ω2\Br0√s +Or(h
N˜ )‖uN‖2Ω1\Br0√s .
Lemma 9 implies that ‖uN‖2Br0√s ≤ ‖uN‖
2
Ω2\Br0√s
which together with estimate (86) implies
Lemma 14. Let λ ∈ ΛA,B. For any N˜ ∈ N there is r ∈ N such that if r0 is sufficiently large
then
(88) ‖uN‖2Ω2 ≤ O(1)‖(I − e−i2dλM0)uN‖2Ω2 +Or(hN˜ )‖uN‖2Ω1\Br0√s
with domains satisfying (84).
11. The second local Grushin problem.
With the same notations as in (74), M0 = e
−iλF r(I;1/λ) +Rr, λ ∈ ΛA,B(ǫ0) verifying (72), for
any Ω2 ⊂⊂ Ω1 ⊂⊂ V0, we pose the second Grushin problem:
(89)
{
(I − e−i2dλM0)u+R−u− = v,
R+u = v+, u ∈ HΦ(Ω1), v ∈ HΦ(Ω2), u−, v+ ∈ Ca.
Theorem 7. Let λ ∈ ΛA,B(ǫ0). We consider the Grushin problem (89).
Then for any N˜ ∈ N there is r ∈ N large enough such that we have
(90)
‖u‖HΦ(Ω1) + |u−|Ca ≤ O
(
(Reλ)δ
) (‖v‖HΦ(Ω2) + |v+|Ca)+Or (|Reλ|−N˜) ‖u‖HΦ(Ω1), 0 < δ < 1.
Here δ is as in (69).
Proof: Let z = e−i2dλ, h = 1/Reλ, and N sufficiently large. Applying (1 − τN ) to the first
equation in (89) and using (1− τN)R− = 0, we get (1− τN)(I−zM0)u = (1− τN)v which implies
(91) (I − zM0)(1− τN )u = (1− τN )v + τN (I − zM0)(1− τN )u− (1− τN )(I − zM0)τNu.
Then we apply estimate (88) (Lemma 14). Let Br0
√
s ⊂⊂ Ω2 ⊂⊂ Ω1 ⊂⊂ V0. Then
‖(1− τN )u‖Ω2 ≤ c‖(1− τN )v‖Ω2+
+O(1)‖τN (I − zM0)(1 − τN )u− (1 − τN )(I − zM0)τNu‖Ω2+(92)
+Or(hN0)‖(1− τN )u‖Ω1\Br0√s .
We need to bound (92).
We have
‖τNze−iλF
r(I;1/λ)(1− τN )u‖Ω2 ≤ O(hN˜ )‖u‖Ω˜2 ,
where Ω2 ⊂⊂ Ω˜2 ⊂⊂ Ω1 ⊂⊂ V0, and similar, interchanging τN and 1 − τN . It follows from the
following facts:
if u ∈ ON = Ker τN , then u(β)(e−µx)(e−µx)β ∈ ON ∀β,
and formula (80), which implies that τNze
−iλF r(I;1/λ)(1 − τN ) = 0 for any fixed order r.
Then it is enough to estimate ‖τNzR(1− τN )‖Ω2 and ‖(1 − τN )zRτN‖Ω2 which can be done
directly, but from more general result, Lemma 6 on V0, we know that for any N˜ we can find r
such that (92) ≤ Or(hN˜ )‖u‖Ω˜2 .
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We get the estimate
(93) ‖(1− τN )u‖Ω2 ≤ O(1)‖(1− τN )v‖Ω2 +Or(hN˜ )‖u‖Ω˜2.
Apply τN to (89). Then {
τN (I − zM0)u+R−u− = τNv
R+τNu = v+
since τNR− = R− and R+ = R+τN . Then
τN (I − ze−iλF r(I;1/λ))τNu+R−u− = τNv − τN (I − zM0)(1 − τN )u−
τNz(e
−iλF r(I;1/λ) −M0︸ ︷︷ ︸
Rr
)τNu
R+τNu = v+.
The first term in −τN (I − zM0)(1 − τN )u − τNzRrτNu which is equal to τNzM0(1 − τN )u =
τNze
−iλF r(I;1/λ)(1 − τN )u + τNzRr(1 − τN )u is already estimated. The second term can be
bounded as before using Lemma 6 in Section 6.
Then estimate (75) implies
(94) ‖τNu‖Ω1 + |u−|Ca ≤ O
(
h−δ
)
(‖τNv‖Ω2 + |v+|Ca) +Or(hN˜ )‖u‖Ω˜2.
Adding (93) and (94) we get
(95) ‖u‖Ω1 + |u−|Ca ≤ O(1)‖(1− τN )v‖Ω2 +O
(
h−δ
)
(‖τNv‖Ω2 + |v+|Ca) +Or(hN˜ )‖u‖Ω˜2 .
Then using Proposition 4.3 in [8], we get the desired estimate (90).
12. The global Grushin problem
We denote Ωint ∈ T ∗∂Ω1 the λ-independent neighborhood of a1 such thatW0 ⊂⊂ Ωint ⊂⊂W1,
where W0, W1 are defined in (22), (26). Let Ωext be such that ∁Ωext ⊂⊂ Ωint.
We consider the original operator I −M(λ) in H equipped with the norm
|u|H := ‖(1− χ2)TΛtGu‖L2tG(T∗(∂Ω1)) + ‖χ1Uu‖L2(e−2Φ/hL(dx)) =: |u|Ωext + |u|Ωint , u ∈ H,
where χ1 ∈ C∞0 (Cn) is equal to 1 in a neighborhood of a1 = 0, with the support independent of λ
and W0 ⊂⊂ suppχ1 ⊂⊂ Ωint ⊂⊂ W1, and χ2 ∈ C0(T ∗X) equal to 1 near (a1, 0) and essentially
the same function as χ1 after suitable identification of domains. Here L
2
tG(T
∗(∂Ω1)) stands for
L2(Λ; e−2H/h|〈αξ〉|2mdα). Let
U : H 7→ HΦ(Ωint), U = BrFTBargman, V1 ⊃ neigh(a1) 7→ neigh(0) ⊂ Vˆ1,
π(W1) = V1, be as before (we omitˆ) such that
UM(λ)u = e−2idλM0Uu+O
(
hN
) ‖u‖H, in HΦ(Ωint), M0 − e−iλF r ≡ O(ρ2r+1, h2r+1),
where h = 1/Reλ, λ ∈ ΛA,B.
Let V : HΦ(Ωint) 7→ H(ΛtG) be the approximate microlocal inverse of U such that if χ(x, hDx)
is pseudodifferential operator adapted to H(ΛtG) with compact symbol and with suppχ ⊂⊂ Ωint,
then χ(V U − I) and (UV − I)χ are neglectible, V Uu− u = O(hN )‖u‖H.
Theorem 8. For a given (v, v+) ∈ H × Ca consider the Grushin problem
(96)
{
(I −M)u+ V R−u− = v,
R+Uu = v+.
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For λ ∈ ΛA,B(ǫ0), verifying (72), and Reλ sufficiently large the Grushin problem (96) has a
unique solution (u, u−) ∈ H × Ca. Moreover, we have the a priori estimate
|u|H + |u−|Ca ≤ O((Re λ)δ) (|v|H + |v+|Ca)(97)
with some δ, 0 < δ < 1.
Proof: The existence of a solution follows as in [9]. We need to show estimate (97). We apply
U from the left in the first equation in (96) and denote Uu = u˜. Then{
(I − e−2idλM0)u˜ +R−u− = Uv + w˜, w˜ := (UM − e−2idλM0U)u+ (I − UV )R−u−,
R+u˜ = v+.
Denote v˜ = Uv + w˜. Introduce as before Ωext, Ωint, W0, V0 = π(W0). Let
Ω2 ⊂⊂ Ω1 ⊂⊂ V0 ⊂⊂ Ω′3 ⊂⊂ Ω′2 ⊂⊂ Ω′1 ⊂⊂ Ωint.
Estimate on V0 :
By (90) we have:
(98) ‖u˜‖HΦ(Ω1) + |u−|Ca ≤ O
(
h−δ
) (‖v˜‖HΦ(Ω2) + |v+|Ca)+Or (hN) ‖u˜‖HΦ(Ω1), 0 < δ < 1.
We have
(99) ‖w˜‖HΦ(Ω2) ≤ Or(hN )
(‖u˜‖HΦ(Ω1) + |u−|Ca) .
This gives
(100) ‖u˜‖HΦ(Ω1) + |u−|Ca ≤ O
(
h−δ
) (‖Uv‖HΦ(Ω2) + |v+|Ca)+Or (hN) (‖u˜‖HΦ(Ω1) + |u−|Ca) .
Estimate on Ωint \ V0 :
In (I − zM0)u˜ = −R−u−+ v˜ we use (a variant of) Theorem 3, estimate (50), which implies that
there is N1 > 0 such that
‖zχM0u˜‖L2
Φ
(Ω′2)
≤ O(hN1)‖u˜‖HΦ(Ω′1), suppχ ⊂ Ωint \ V0.
We have then
‖χ(1− zM0)u˜‖L2
Φ
(Ω′2)
≥ ‖χu˜‖L2
Φ
(Ω′1)
−O(hN1)‖u˜‖HΦ(Ω′1)
and
‖χu˜‖L2
Φ
(Ω′1)
≤ ‖χR−u−‖L2
Φ
(Ω′2)
+ ‖χv˜‖L2
Φ
(Ω′2)
+O(hN1)‖u˜‖HΦ(Ω′1).
This implies for any N ∈ N
(101) ‖χu˜‖L2
Φ
(Ω′1)
≤ O(hN )|u−|Ca + ‖χv˜‖L2
Φ
(Ω′2)
+O(hN1)‖u˜‖HΦ(Ω′1).
Similar, applying (50) to each term in w˜ separately, we get
(102) ‖χw˜‖L2
Φ
(Ω′2)
≤ O(hN1)
(
‖χu˜‖L2
Φ
(Ω′1)
+ |u−|Ca
)
and we have
(103) ‖χu˜‖L2
Φ
(Ω′1)
≤ O(hN1)|u−|Ca + ‖χUv‖L2
Φ
(Ω′2)
+O(hN1)‖u˜‖HΦ(Ω′1).
Applying (100) and (103) with u˜ replaced by Uu we get
(104) |u|Ω′
1
+ |u−|Ca ≤ O(h−δ)
(|v|Ω′
2
+ |v+|Ca
)
+O (hN1) (|u|Ω′
1
+ |u−|Ca
)
,
where Ω′2 ⊂⊂ Ω′1 ⊂⊂ Ωint.
Estimate on Ωext :
In order to estimate u =Mu− V R−u− + v we use bound (42) with some N2 > 0 :
|Mu|Ωext ≤ O(hN2)|u|Ωext
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and get for any N ∈ N
|u|Ωext ≤ |Mu|Ωext + |v|Ωext + |V R−u−|Ωext ≤ O(hN2)|u|Ωext + |v|Ωext +O(hN )|u−|.
Summing up we get
|u|Ωext + |u|Ωint + |u−|Ca ≤
≤ O(h−δ) (|v|Ωext + |v|Ωint + |v+|Ca) +O(hN0) (|u|Ωext + |u|Ωint + |u−|Ca) ,
with N0 = min(N,N1, N2). The last term can be absorbed in the left hand side and we get
estimate (97).
Then it is clear that
P =
(
I −M(λ) V R−
R+U
)
: H× Ca 7→ H × Ca
is Fredholm of index 0. Estimate (97) implies that P is injective and thus bijective for λ ∈
ΛA,B(ǫ0).
Denote
E =
(
E E+
E− E+−
)
the inverse of P . Let h = 1/Reλ, λ ∈ ΛA,B. Then it is known
0 ∈ σ(I −M(λ)) ⇔ 0 ∈ σ(E+−(λ)).
Let v+ ∈ Ca. If (u, u−) = E(0, v+) then u = E+(v+), u− = E+−(v+).
Let {
(I −M)u+ V R−u− = 0,
R+Uu = v+.
Then we have
(I − e−2idλM0)u˜+R−u− = w˜ = (UM − e−2idλM0U)u+ (I − UV )R−u−
and w˜ satisfies (99):
‖w˜‖HΦ(Ω) ≤ Or(hN ) (|u|H + |u−|Ca) = Or(hN )|v+|Ca .
We have then for r large enough{
τJ
(
I − e−2idλe−iλF r(I(1/λ);1/λ)) τJ u˜+R−u− = Or(hN )|v+|Ca ,
τJ u˜ = R−v+
and (
I − e−2idλe−iλF r(I(1/λ);1/λ)
)
R−v+ +R−u− = Or(hN )|v+|Ca ⇔
u− = −R+
(
I − e−2idλe−iλF r(I(1/λ);1/λ)
)
R−v+ +Or(hN )|v+|Ca .
We have then for λ ∈ ΛA,B(ǫ0) :
E+−(λ) = E0+−(λ) +Or
(
(Reλrα,k)
−N) , where E0+− = −{(1− ei2dλKα(λ))}|α∈J .
Let γ = γ(λrα,k) be simple loop such that E
0
−+(λ) is invertible for λ ∈ γ. Suppose
λ ∈ γ ↔ λ = λrα +Or
(
(Reλrα,k)
−N) ,
42 ALEXEI IANTCHENKO
where λrα,k is solution of (68). Then the number of poles of (I −M(λ))−1 inside γ counted with
multiplicity is equal to the number of roots m(γ) = m(λrα,k) inside γ of detE
0
−+(λ) = 0,
m(γ) =
1
2πi
∫
γ
(
detE0−+(λ)
)′
detE0−+
dλ.
We have 0 ∈ σ(I −M(λ)) if λ = λrα +Or
(
(Reλrα,k)
−N
)
.
This accomplishes the proof of Theorem 2.
Appendix A. Some facts about the quantum billiard operator M.
A.1. Boundness. Let Ω1 be an obstacle with analytic boundary, non-trapping. Let Ω1 ⊂
B(0, R). Denote
(105) UA,B := {λ; Imλ ≤ A|λ|1/3 −B}.
Let R(λ) be the outgoing Dirichlet resolvent in ∁Ω1.
Theorem 9. Let χ ∈ C∞0 (Rn) be such that χ ≡ 1 in B(0, R). There exist A,B > 0 such that
χRχ(λ), defined for Imλ < 0 has an analytic extension to the domain (105) as a bounded operator
L2(∁Ω1) 7→ H10 (∁Ω1), satisfying the estimate
∃C,D > 0; ‖χRχ‖L(L2(∁Ω1),H10(∁Ω1)) ≤ Ce
DImλ+ ,
where Imλ+ = max(Imλ, 0).
For i = 1, 2 let
Hi,+(λ) : C
∞(∂Ωi) 7→ C∞(Rn+1 \ Ωi)
be the outgoing resolvent of the problem{
(∆ + λ2)Hi,+(λ)u = 0 in R
n+1 \ Ωi
Hi,+(λ)u|∂Ωi = u
extended as an operator H1/2(∂Ωi) 7→ H1loc(∁Ωi). In [2] it is proven that this resolvent, analytical
for Imλ < 0 has an analytical extension to the domain of the form (105) as a bounded operator
H1/2(∂Ωi) 7→ H10,loc(∁Ωi) and satisfy the following estimate:
∀R > 0, ∃C > 0, ∃D > 0, ∀λ ∈ UA,B, ‖Hi,+‖L(H1/2(∂Ω1),H1(∁Ω1∩B(0,R))) ≤ CeDImλ
+
.
We denote H21(λ) = H2,+ ◦ γ2 ◦ H1,+, where γi is the operator of restriction to ∂Ωi, the
outgoing resolvent of the problem{
(∆ + λ2)H21u = 0, in ∁Ω2
H21u|∂Ω2 = H1,+u|∂Ω2 .
We define Hi(λ)u = Hi,+(λ)u|∂Ωi+1 , where ∂Ω3 = ∂Ω1 and
M(λ) = H2(λ)H1(λ) = γ1H2,+γ2H1,+.
Lemma 15 (Burq). Operator M(λ) defined on H1(∂Ω1) 7→ H1(∂Ω1) for Imλ < 0 has an ana-
lytic extension in the domain of the form (105) and there satisfies the following estimate
∃D > 0, ∃C > 0, ∀λ ∈ UA,B, ‖M(λ)‖L(H1/2(∂Ω1)) ≤ C|λ|2eDImλ
+
Moreover, as in a neighborhood of Ω1, Mu satisfies (∆ + λ
2)Mu = 0, we get
∃D > 0, ∀s ∈ R, ∃Cs > 0, ∀λ ∈ UA,B, ‖M(λ)‖L(Hs(∂Ω1)) ≤ CseDImλ
+ |λ|s+2.
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A.2. Microlocal unitarity of M with respect to the flux norm. We suppose that λ is real.
Denote h = 1/λ. Let v satisfy
(106)
{
Pu := (−h2∆− 1)u = 0, u outgoing
γ1u = v.
We define H1,+ : D′(∂Ω1) 7→ D′(∁Ω1) the solution operator. In the similar way we define
H2,+ : D′(∂Ω2) 7→ D′(∁Ω2), which satisfies PH2,+v = 0 and γ2H2,+v = v. Let H1 = γ2H1,+ and
H2 = γ1H2,+. Then M = H2H1 : H
1(∂Ω1) 7→ H1(∂Ω1).
The billiard operator M can be identified with the monodromy operator M as in [24] in the
form presented in ([14], p. 360). Let kerρ1(P ) be local kernel P near ρ1 = (a1, 0). The solution
operator K in ([14]) is the operator H1,+,
H1,+v ∈ kerρ1(P ), H1,+v|∂Ω1 = v.
We have
M = H1,+γ1H2,+γ2 : kerρ1(P ) 7→ kerρ1(P ).
As in ([14]) we have identification kerρ1(P ) ≃ D′(∂Ω1) via K = H1,+. Then the monodromy
operator M on D′(∂Ω1) satisfies
KMv =MKv, v ∈ D′(∂Ω1).
Let χ ∈ C∞(∁Ω1) be a microlocal cut-off function supported in a neighborhoodW2 of Ω1 such
that χ = 1 in ∁Ω1 ∩W1, where W1 ⊂⊂W2.
We define the quantum flux norm (see [14], p. 360) on the outgoing solutions u of (106) as
follows
‖u‖2QF := 〈
i
h
[P, 1− χ]u|u〉.
It is easy to see that ‖u‖QF is independent of χ which implies that M is microlocally unitary
with respect to ‖.‖QF for real h :
Lemma 16. The billiard operator M is microlocally unitary for all real λ with respect to ‖.‖QF :
‖MKv‖QF = ‖H1,+Mv‖QF = ‖H1,+v‖QF+O(h∞), where u = H1,+v is the outgoing solution of
(106) and WFh(v) ⊂ neigh(ρ1). Here the wave front set WFh(v) is defined as in [9].
Using the Green’s formula in a neighborhood of Ω1 bounded by ∂Ω1 on one side, we get
‖u‖2QF = 〈
i
h
[P, 1 − χ]u|u〉 = i
h
〈(h2∆+ 1)χu− χ(h2∆+ 1)u|u〉 =
=
h
i
∫
∂Ω1
{(∂νH1,+v)H1,+v −H1,+v(∂νH1,+v)}S(dx) =
= 2Re 〈h
i
∂νH1,+v|v〉L2(∂Ω1) = 2Re 〈Av|v〉L2(∂Ω1), u = H1,+v,
where ∂ν is the normal derivative, Av := γ1
h
i ∂νH1,+v. As A is pseudodifferential operator of
order 0, elliptic near (a1, 0) (we use the explicit WKB construction of H1,+ in the hyperbolic
zone) then we have for v with WFh(v) ⊂ neigh(ρ1)
‖H1,+v‖QF ∼ ‖v‖L2(∂Ω1∩ neigh(ρ1)).
Lemma 17. There exists pseudodifferential operator B of order 0 elliptic near a1 such that
BMB−1 is microlocally unitary for all real λ with respect to ‖.‖L2(∂Ω1) :
‖BMB−1v‖L2(∂Ω1) = ‖v‖L2(∂Ω1) +O(h∞), WF (v) ⊂ neigh(a1, 0).
44 ALEXEI IANTCHENKO
References
[1] V.M. Babich and N.S. Grigoreva. The analytic continuation of the resolvent of the exterior three dimensional
problem for the Laplace operator to second sheet. Funktsional. Anal. i Prilozhen., 1(8):71–74, 1974.
[2] C. Bardos and G. Lebeau and J. Rauch. Scattering frequencies and Gevrey 3 singularities. Inv. Math.,
90(1):77–114, 1987.
[3] C. Bardos and J.C. Guillot and J. Ralston. La relation de Poisson pour l’e´quation des ondes dans un ouvert
non borne´. application a` la the´ory de la diffusion. C.P.D.E., 7(8):905–958, 1982.
[4] N. Burq. Poˆles de diffusion engendre´s par un coin. Aste´risque, 242(6), 1997.
[5] N. Kaidi and P. Kerdelhue´. Forme normale de Birkhoff et re´sonances. Asymptotic Analysis, (23):1–21, 2000.
[6] J.-P. Franc¸oise. Proprie´te´s de ge´ne´ricite´ des transformations canoniques. In J. Palis Jr, editor, Geometric
dynamics Proceedings, Rio de Janeiro, 1981, Lecture Notes in Math., number 1007, pages 216–260. Springer,
1983.
[7] T. Harge´ and G. Lebeau. Diffraction par un convexe. Invent. Math., 1(118):161–196, 1994.
[8] C. Ge´rard and J. Sjo¨strand. Semi-classical resonances generated by a closed trajectory of hyperbolic type.
Commun. Math. Phys., 108:391–421, 1987.
[9] Christian Ge´rard. Asymptotique de poˆles de la matrice de scattering pour deux obstacles strictement convexes.
Supple´ment au Bulletin de la Socie´te´ Mathe´matique de France, 1988.
[10] B. Helffer and J. Sjo¨strand. Re´sonances en limite semi-classique. Bulletin de la Socie´te´ de France, Me´moire
(nouvelle se´rie), 24/25:1–228, 1986.
[11] L. Ho¨rmander. The analysis of linear partial differenrial operators, volume I–IV. Springer Verlag, 1985.
[12] A. Iantchenko. La forme normale de Birkhoff pour un ope´rateur inte´gral de Fourier. Asymptotic Analysis,
17(1):71–92, 1998.
[13] A. Iantchenko and J. Sjo¨strand. Birkhoff normal forms for Fourier integral operators II. American Journal
of Mathematics, 124:817–850, 2002.
[14] A. Iantchenko and J. Sjo¨strand and M. Zworski. Birkhoff normal forms in semi-classical inverse problems.
Mathematical Research Letters, 9:337–362, 2002.
[15] M.Ikawa. On the poles of scattering matrix for two convex obstacles. J. Math. Kyoto Univ., 23:127–194, 1983.
[16] Gille Lebeau. Re´gularite´ Gevrey 3 pour la diffraction. Comm. P.D.E, 9:1437–1494, 1984.
[17] V. Petkov. Expose´ au Se´minaire Goulaouic-Schwartz 82–83.
[18] V. Petkov and L. Stoyanov. Geometry of Reflected Rays and Inverse Spectral Problems. John Wiley & Sons,
New York, 1992.
[19] G. Popov. Some estimates of Green’s functions in the shadow. Osaka J. Math., 24(1):1–12, 1987.
[20] J. Sjo¨strand and M. Zworski. Complex scaling and the distribution of scattering poles. J. Amer. Math. Soc.,
(4):729–769, 1991.
[21] J. Sjo¨strand and M. Zworski. Estimates on the number of scattering poles near the real axis for strictly convex
obstacles. Ann. Inst. Fourier, 3(43):769–790, 1993.
[22] J. Sjo¨strand. Singularite´s Analytiques Microlocales, volume 95. Aste´risque, 1982.
[23] J. Sjo¨strand. Density of resonances for strictly convex analytic obstacles. Can. J. Math., 48(2):397–447, 1996.
[24] J. Sjo¨strand and M. Zworski. Quantum monodromy and semi-classical trace formulæ. to appear in J. Math.
Pure Appl., published in http://xxx.lanl.gov/abs/math.SP/0108052 .
[25] Johannes Sjo¨strand. Semi-classical resonances generated by non degenerate critical points. In Collection
Pseudo-Diff. Operators, Lecture Notes in Math., volume 1256, pages 402–429. Oberwolfach, 1986.
[26] Johannes Sjo¨strand and Maciej Zworski. Asymptotic distribution of resonances for convex obstacles. Acta
Math., 183(2):191–253, 2000.
[27] Shlomo Sternberg. Infinite Lie groups and the formal aspects of Dynamics. Journal of Math. and Mechanics,
10(3):451–476, 1961.
[28] Counting scattering poles M. Zworski. Spectral and Scattering Theory, pages 301–331. (M. Ikawa, ed), Marcel
Dekker, New York, 1994.
[29] M. Zworski. Dimension of the limit set and the density of resonances for convex co-compact hyperbolic
surfaces. Inventiones Math., 136:353–409, 1999.
Malmo¨ University, School of Technology and Society, SE-205 06 Malmo¨, Sweden
E-mail address: ai@ts.mah.se
