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Résumé – Les débits de systèmes de communication, exploitant plusieurs canaux parallèles et indépendants, sont maximisés
sous différentes contraintes de qualité de service. Les solutions obtenues sont comparées afin de définir les domaines d’équivalence
des approches.
Abstract – Data-rates of communication systems through parallel and independent channels are maximized under QoS
constraints. Solutions are compared to identify the equivalence of approaches.
1 Contexte
Dans un système de communication, lorsque la connais-
sance du canal à l’émission peut se faire à faible coût de
bande passante et de complexité, il est avantageux d’adap-
ter le débit du système à la capacité du canal [1]. Pour n
canaux indépendants et sans mémoire, la capacité est
C =
n∑
i=1
log2(1 + rsbi) , (1)
où rsbi est le rapport signal sur bruit du canal i. L’utilisa-
tion de la marge de bruit γi du canal i permet d’analyser
tout système fiable fonctionnant à un débit ri ≤ Ci,
γi =
2Ci − 1
2ri − 1 =
rsbi
2ri − 1 . (2)
L’allocation de l’information a largement été étudiée,
depuis ses premiers développements pour l’ADSL [2, 3], et
dérivée pour d’autres applications [4]. De nombreux algo-
rithmes ont été proposés, pour des liaisons de point à point,
afin de maximiser le débit, sous différentes contraintes de
qualité de service (marge de bruit, probabilité d’erreur
symbole ou binaire, approchée ou exact, contrainte crête
ou moyenne), tout en cherchant à réduire la complexité de
la solution itérative optimale [5, 6]. Mais ces solutions op-
timales n’ont jamais, à notre connaissance, été comparées,
ce que nous proposons de faire dans cet article en montrant
sous quelles conditions les différentes qualités de service
conduisent à des débits proches ou identiques. L’objectif
est d’obtenir des équivalences entre ces approches.
2 Formulation du problème
On considère n canaux parallèles, indépendants et sans
interférences. Ces canaux peuvent être les sous-porteuses
d’un système à porteuse multiple, les modes propres d’un
système exploitant la dimension spatiale, ou tout système
exploitant les dimensions temps, fréquence et espace. Sur
le ie canal, la relation entre le signal émis Si et le signal
reçu Yi s’écrit, en bande de base,
Yi = hiSi +Wi . (3)
La variable hi modélise le gain complexe du canal de
transmission, et Wi le bruit gaussien complexe circulaire
de variance σ2Wi .
Nous considérons une contrainte de puissance crête qui
s’écrit ∀i ∈ [1;n], E[|Si|2] ≤ Pi et en utilisant des symboles
{Xi}ni=1 de puissance unité, Si =
√
piPiXi, la contrainte
énergétique devient ∀i ∈ [1;n], pi ≤ 1. Le rapport signal
sur bruit par canal est alors
rsbi = |hi|2pi Pi
σ2Wi
. (4)
Avec pi = γi = 1 pour tout i, le débit ri par canal est la
capacité du canal sous la contrainte de puissance Pi. Ce
résultat est obtenu avec des modulations gaussiennes non
contraintes, c’est-à-dire ri ∈ R+. Nous nous intéressons au
cas ri ∈ {0, β, 2β, · · · , rmax} où β est la granularité et rmax
le débit maximal par canal. Les contraintes de puissance
crête et de débit s’écrivent
∀i pi ≤ 1 et ri ∈ {0, β, 2β, · · · , rmax} . (5)
À noter que l’exploitation de toute la puissance disponible
conduit à pi = 1 pour tout i.
La marge de bruit γi, qui caractérise la distance entre la
capacité du canal et le point de fonctionnement du système
sur le canal i selon l’équation (2), est également fonction
de la probabilité d’erreur symbole ou binaire fi et du débit
ri, soit
γi = φ(fi, ri) . (6)
La probabilité d’erreur fi dépend du débit et du rapport
signal sur bruit, soit
fi = ϕ(ri, rsbi) . (7)
Cette probabilité d’erreur par canal est en relation avec les
différentes contraintes Ψ de probabilité d’erreur symbole
ou binaire, crête ou moyenne selon l’équation générique
max
i
ψ
({ri}ni=1, {fi}ni=1) ≤ Ψ (8)
exprimée pour les différents cas A, B, C, D, E du tableau 1.
À noter que dans le cas A
max
i
ψ
({ri}ni=1, {fi}ni=1) = max
i
2ri − 1
rsbi
, (9)
Contrainte
Marge Probabilité d’erreur
de symbole binaire
bruit crête moyenne crête moyenne
Γ Ps P¯s Pb P¯b
Expression
max
i
γ−1i ≤ Γ−1 max
i
fi ≤ Ps 1n
n∑
i=1
fi ≤ P¯s max
i
fi ≤ Pb
n∑
i=1
rifi ≤ P¯b ×
n∑
i=1
ri
(A) (B) (C) (D) (E)
Table 1 – Contraintes de marge de bruit et de probabilité d’erreur.
et la contrainte est
Ψ =
1
Γ
. (10)
La marge de bruit est également en relation avec une valeur
approchée de la probabilité d’erreur symbole [7].
Le problème qui nous intéresse est la maximisation du
débit sous contrainte de marge de bruit ou de probabilité
d’erreur, de puissance crête et de modulation, soit
r∗ = [r∗1 , · · · , r∗n] = argmax
{ri}ni=1
n∑
i=1
ri (11)
sous les contraintes

pi = 1 ,
ri ∈ {0, β, 2β, · · · , rmax} ,
ψ
({ri}ni=1, {fi}ni=1) ≤ Ψ . (12)
Notation Afin d’alléger les notations, nous notons x le
vecteur [x1, · · · , xn] ou l’ensemble des éléments {xi}ni=1.
3 Solution algorithmique générale
et résultats analytiques
Le problème d’allocation (11) sous les contraintes (12)
est un problème combinatoire qui est également un pro-
blème de programmation non-linéaire en nombre entier. Ce
problème peut être résolu à l’aide de méthodes gloutonnes
qui convergent vers la solution optimale sous certaines
conditions. La convexité des fonctions est une condition
suffisante mais elle n’est pas nécessaire [8]. Nous nous
intéressons aux modulations d’amplitude en quadrature
(MAQ) de type III, carrées et rectangulaires. Les proba-
bilités d’erreur sont les valeurs exactes, calculées selon les
formules classiques [9] pour la probabilité d’erreur symbole
et selon celles développées dans [10] pour la probabilité
d’erreur binaire. Le système de communication étant étudié
sans codage de canal, les probabilités d’erreur cibles seront
donc élevées et, en pratique, la convergence des méthodes
gloutonnes est assurée pour des probabilités d’erreur allant
jusqu’à 5 · 10−2.
Quel que soit r∗ solution de (11) sous les conditions (12),
nous avons
∀||r||1 > ||r∗||1 , ψ(r, f) > Ψ ≥ ψ(r∗, f) . (13)
Ainsi, maximiser le débit sous les contraintes (12) est équi-
valent à minimiser ψ(r, f) sous la contrainte de débit ||r∗||1.
La structure générale de la procédure d’allocation est alors
donnée par l’algorithme 1 [8]. Cet algorithme est décrit
pour rmax = +∞. Avec des valeurs finies, il faut suppri-
mer de la boucle les canaux i pour lesquels r
(k+1)
i = rmax.
Algorithme 1
1) Initialisation k = 0, [r(k)1 , · · · , r(k)n ] = 0 ;
2) Allouer β bits au canal j pour lequel
ψ
({r(k+1)i }ni=1, {f (k+1)i }ni=1)
est minimal, avec r(k+1)j = r
(k)
j + β, et
∀i 6= j
{
r
(k+1)
j = r
(k)
j
f
(k+1)
i = ϕ
(
r
(k+1)
i , rsbi
)
3) Répéter l’étape 2 si
max
i
ψ
({r(k+1)i }ni=1, {f (k+1)i }ni=1) < Ψ
et accroitre k, sinon
[r∗1 , · · · , r∗n] = [r(k)1 , · · · , r(k)n ] .
À noter que dans les cas de contrainte crête, des struc-
tures d’algorithmes plus rapides permettent également
d’atteindre la solution optimale. Le nombre d’itérations
est alors au plus n et non plus 1
β
∑
i r
∗
i . De façon générale,
la fonction ψ(·) de l’étape 2 peut être différente de celle
de l’étape 3.
Proposition 1. À fort RSB, le canal j de l’étape 2 de
l’algorithme 1 est donné par
j = argmin
i
ϕ
(
r
(k)
i + β, rsbi
)
,
avec ϕ(·) la probabilité d’erreur symbole, dans les cas B, C
et E.
Démonstration. Le cas B est trivial. Pour les cas C et E , la
condition de fort régime est nécessaire et permet, asymp-
totiquement, de remplacer une différence de probabilité
d’erreur par une probabilité d’erreur. De même, sous cette
condition, une erreur sur un symbole de ri bits conduit à
une seule erreur sur les bits, dans le cas d’un codage de
Gray.
La démonstration de ce premier résultat ne faisant pas
appel aux expressions des probabilités d’erreur, il s’ap-
plique alors à tout système et notamment aux systèmes
codés. Cette proposition 1 s’applique aussi dans le cas D :
la fonction ϕ(·) n’est plus la probabilité d’erreur symbole
mais binaire. Ce résultat peut également s’appliquer dans
le cas A mais de façon moins générale car la marge de bruit
doit être indépendante le couple modulation-codage. Dans
le cas des modulations MAQ, le résultat reste valable avec
une très bonne approximation même à forte probabilité
d’erreur, typiquement 5 · 10−2, ou à faible RSB.
Corollaire 1. L’ajout de β bits à une distribution des
débits [r1, · · · , rn] conduit à la même répartition des débits
à fort RSB dans les cas B, C et E.
Démonstration. Ce corollaire est une conséquence directe
de la proposition 1.
Ce résultat reste encore valable à faible RSB. Ainsi,
les trois stratégies d’allocation B, C et E offrent un ac-
croissement des débits asymptotiquement équivalent. Pour
obtenir l’équivalence complète des trois approches, il reste
à montrer que la fonction ϕ(·) conserve la relation d’ordre.
Malheureusement, on trouve facilement des exemples pour
lesquels ϕ(ri, rsbi) ≤ ϕ(rj , rsbj) n’implique pas ϕ(ri +
β, rsbi) ≤ ϕ(rj + β, rsbj). On obtient cependant le résultat
suivant dans un cas moins général.
Proposition 2. Pour des MAQ d’ordre soit pair, soit
impair, et pour une même condition d’arrêt, les stratégies
d’allocation B, C, E, conduisent à la même répartition des
débits à fort RSB.
Démonstration. Soit g(β) = ϕ(ri+β, rsbi)−ϕ(rj+β, rsbj).
En utilisant les expressions des probabilités d’erreur pour
les deux cas de débit dans 2N et dans 2N + 1, on montre
que g(2) est de même signe que g(0) à fort RSB. La dé-
monstration se termine en appliquant le corollaire 1.
Ainsi, avec une même condition d’arrêt, les trois straté-
gies d’allocation, B, C et E conduisent à la même allocation
de l’information à fort régime. À faible RSB, les alloca-
tions restent très proches. De plus, on obtient de façon
empirique que sous les mêmes conditions de modulation,
la minimisation locale de la marge de bruit ou de la proba-
bilité d’erreur binaire crête conduisent à des répartitions
des débits très proches. La généralisation aux systèmes
codés est plus délicate car elle nécessite des choix d’ordre
de modulation, de rendement et de schéma de codage tels
que la relation d’ordre soit conservée.
Il ne reste plus qu’à étudier les conditions d’arrêt pour
caractériser complètement les différentes approches.
Proposition 3. À fort RSB et sous les conditions de
modulation de la proposition 2, la maximisation du débit
conduit à la même répartition des débits si les conditions
d’arrêt P¯s et P¯b vérifient P¯s = r¯P¯b où r¯ est le débit moyen
par canal.
Démonstration. Sous contrainte de codage de Gray et à
fort RSB r¯P¯b = 1n
∑
i rifi = P¯s. L’application de la propo-
sition 2 termine la démonstration.
Ce résultat ne peut pas être étendu aux contraintes
crêtes des stratégies B et D.
4 Résultats empiriques
L’étude analytique a permis d’obtenir des équivalences
entre les approches. Afin de comparer les allocations obte-
nues par ces différentes approches, et par simulation, nous
définissons une mesure de ressemblance qui caractérise les
similitudes entre deux allocations.
Figure 1 – Débits et probabilités d’erreur en fonction de
la marge de bruit Γ , stratégie A.
Définition 1. La mesure de ressemblance de deux alloca-
tions X et Y est
µ(X ,Y) , 1
n
n∑
i=1
δri(X ),ri(Y), (14)
avec δx,y le symbole de Kronecker.
Cette mesure évalue tout simplement le nombre de débits
ri égaux. Ainsi, µ(X ,Y) = 1 si et seulement si les deux
allocations X et Y sont identiques, c.-à-d. ∀i ri(X ) = ri(Y),
et µ(X ,Y) = 0 si et seulement si elles sont totalement
différentes.
La stratégie A est évaluée sur la figure 1. La somme R
des débits {ri}ni=1, en bits par symbole, et les probabilités
d’erreur effectives sont données en fonction de la contrainte
de marge de bruit Γ , avec n = 1000, rmax = 10, β = 2,
une distribution de Rayleigh des coefficients {[hi|}ni=1 de
moment d’ordre deux égal à un et un RSB moyen de
25 dB. Les cinq stratégies sont comparées sur la figure 2
dans les mêmes conditions de simulation, et les contraintes
de probabilité d’erreur des stratégies B, C, D et E sont
celles obtenues en sortie de l’allocation A. Les stratégies
B, C et E sont identiques même à très forte probabilité
d’erreur et les différences avec les allocations A et D sont
faibles, voire négligeables à fort régime, autant en terme
de débit que de mesure de ressemblance.
Résultat 1 (Généralisation de la proposition 2). Pour
tous les ordres de modulation (β = 1), et pour une même
contrainte conduisant à un taux d’erreur binaire moyen de
10
−2 , les fonctions de répartition des mesures de ressem-
blance Fµ(X ,Y) vérifient la relation (15).
Ce résultat 1, représenté sur la figure 3, est obtenu
avec n = 1000, rmax = 10, un RSB moyen de 25 dB et
1000 tirages des coefficients {hi}ni=1, ce qui correspond à
des débits variant de 6671 à 6951 bits. Les fonctions de
répartition des mesures de ressemblance sont données par
la probabilité que la ressemblance soit inférieure à une
certaine valeur
Fµ(X ,Y)(z) = P
(
µ(X ,Y) ≤ z
)
. (16)
Fµ(E,C) ≤
{
Fµ(E,B), Fµ(B,C), Fµ(D,B), Fµ(A,B)
} ≤ {Fµ(A,D), Fµ(D,E), Fµ(D,C)} ≤ {Fµ(A,E), Fµ(A,C)} . (15)
Figure 2 – Débits et mesures de ressemblance des cinq
stratégies d’allocation.
Ainsi, la ressemblance entre la stratégie C et E est supé-
rieur à 97 % avec une très forte probabilité, plus de 999 ‰.
Quelle que soit la contrainte utilisée, autre que la probabi-
lité d’erreur binaire moyenne, les deux approches C et E
conduisent toujours à des allocations d’une très grande res-
semblance, et la plus faible ressemblance est obtenue entre
l’une de ces allocations et l’allocation de la stratégie A.
Résultat 2. Dans les mêmes conditions que celles du
résultat 1, les débits vérifient RA ≤ RD ≤ RB ≤ {RC , RE}.
Les différences relatives de débit sont données sur la
figure 3 sous forme de fonction de répartition des différences
F∆RX ,Y (z) = P
(
RX −RY
RX +RY
≤ 2z
)
, (17)
en notant R =
∑
i ri. Les différences entre les débits restent
faibles, inférieures à 1 %.
Résultat 3. ∀i, |ri(X )− ri(Y)| ≤ β.
Ce dernier résultat est important car il permet de passer
d’une allocation, optimale pour une stratégie donnée, à
une autre avec un nombre d’itérations inférieur au nombre
de canaux.
5 Conclusion
L’allocation de l’information, exploitant la connaissance
du canal à l’émission, a conduit au développement de
nombreux algorithmes prenant en compte des contraintes
variées de qualité de service. À partir d’une approche gé-
nérique, nous avons montré sous quelles conditions ces
différentes contraintes de qualité de service conduisent à
des débits et des allocations identiques ou très proches. Ces
équivalences permettent de réduire efficacement la com-
plexité de certains algorithmes d’allocation en exploitant
la faible complexité des autres approches.
Figure 3 – Fonction de répartition des mesures de ressem-
blance et des différences de débit.
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