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Abstract
D-branes are mysterious solitons in string theories and play crucial roles in the study
of the non-perturbative aspects. Among many ways to analyze the properties of D-branes,
gauge theoretical analysis often become very strong to study the dynamics especially at
the low-energy scale. It is very interesting that gauge theories live on the D-branes are
useful to study the D-branes themselves (even on non-perturbative dynamics).
Noncommutative solitons are solitons on noncommutative spaces and have many in-
teresting aspects. The distinguished features on noncommutative spaces are resolutions of
singularities, which leads to the existence of new physical objects, such as U(1) instantons
and makes it possible to deal with singular configurations in usual manner.
Noncommutative gauge theories have been studied intensively for the last several years
in the context of the D-brane effective theories. This is motivated by the fact that they
are equivalent to the gauge theories on D-branes in the presence of background NS-NS
B-fields, or equivalently, magnetic fields. We can examine various aspects of D-branes
from the analysis of noncommutative gauge theories which is comparatively easier to
treat. In particular noncommutative solitons are just the (lower-dimensional) D-branes
and successfully applied to the study of non-perturbative dynamics of D-branes.
In this thesis, we discuss the noncommutative solitons in detail with applications to
D-brane dynamics. We mainly treat noncommutative instantons and monopoles by using
Atiyah-Drinfeld-Hitchin-Manin (ADHM) and Nahm constructions which have the clear
D-brane interpretations. We construct various exact solutions which contain new solitons
and discuss the corresponding D-brane dynamics. We find that the ADHM construction
potentially possesses the “solution generating technique,” the strong way to confirm the
Sen’s conjecture related to decays of unstable D-branes by the tachyon condensations.
We also discuss the corresponding D-brane aspects, such as T-duality and matrix inter-
pretations, from gauge theoretical viewpoints. The results are proved to be all consistent.
Finally we propose noncommutative extension of soliton theories and integrable systems,
which, we hope, would pioneers a new study area of integrable systems and (hopefully)
string theories.
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1 Introduction
D-branes are solitons in string theories and play crucial roles in the study of the non-
perturbative aspects. Since the discovery of them by J. Polchinski [203], there has been
remarkable progress in the understanding of string dualities, the M-theory, the holo-
graphic principle, microscopic origins of the blackhole entropy, and so on [204]. In the
developments, D-branes have occupied central positions.
The properties of D-branes can be investigated in various ways, for example, super-
gravities (SUGRA), conformal field theories (CFT), string field theories (SFT) and so
on. In particular, the effective theories of D-branes are very powerful to analyze the low-
energy dynamics of it. The effective theories are described by the Born-Infeld (BI) actions
which are gauge theories on the D-branes coupled to the bulk supergravity. In the α′ → 0
limit (called the decoupling limit or zero-slope limit), gravities are decoupled to the theory
and the Born-Infeld action reduces to the Yang-Mills (YM) action which is very easy to
treat. In this thesis, we will discuss the D-brane dynamics from the Yang-Mills theories.
Non-Commutative (NC) gauge theories are gauge theories on noncommutative spaces
and have been studied intensively for the last several years in the context of the D-brane
effective theories. NC gauge theories on D-branes are shown to be equivalent to ordinary
gauge theories on D-branes in the presence of background magnetic fields [43, 73, 215],
which triggers the recent explosive developments in noncommutative theories, which is
partly because NC gauge theories are sometimes easier than commutative ones.
In this study, noncommutative solitons are very important because they can be iden-
tified with the lower-dimensional D-branes. This makes it possible to reveal some aspects
of D-brane dynamics, such as tachyon condensations [111], by constructing exact non-
commutative solitons and studying their properties.
Noncommutative spaces are characterized by the noncommutativity of the spatial
coordinates:
[xi, xj] = iθij . (1.1)
This relation looks like the canonical commutation relation [q, p] = ih¯ in quantum me-
chanics and leads to “space-space uncertainty relation.” Hence the singularity which
exists on commutative spaces could resolve on noncommutative spaces (cf. Fig. 1). This
is one of the distinguished features of noncommutative theories and gives rise to various
new physical objects, for example, U(1) instantons [192], “visible Dirac-like strings” [94]
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and the fluxons [206, 95]. U(1) instantons exist basically due to the resolution of small
instanton singularities of the complete instanton moduli space [186].
θ∼
     NC SpaceCommutative Space
θ 0
Figure 1: Resolution of singularities on noncommutative spaces
The solitons special to noncommutative spaces are sometimes so simple that we can
calculate various physical quantities, such as the energy, the fluctuation around the soliton
configuration and so on. This is also due to the properties on noncommutative space that
the singular configuration becomes smooth and get suitable for the usual calculation.
In the present thesis, we discuss noncommutative solitons with applications to the
D-brane dynamics. We mainly treat noncommutative instantons and noncommutative
monopoles3 from section 3 to section 5. Instantons and monopoles are stable (anti-)self-
dual configurations in the Euclidean 4-dimensional Yang-Mills theory and the (3 + 1)-
dimensional Yang-Mills-Higgs (YMH) theory, respectively and actually contribute to the
non-perturbative effects. They also have the clear D-brane interpretations such as D0-D4
brane systems [246, 247, 72]4 and D1-D3 brane systems [66] in type II string theories,
respectively.
There are known to be strong ways to generate exact noncommutative instantons and
monopoles, the Atiyah-Drinfeld-Hitchin-Manin (ADHM) construction and the Atiyah-
Drinfeld-Hitchin-Manin-Nahm (ADHMN) or theNahm construction, respectively.5 ADHM/
Nahm construction is a wonderful application of the one-to-one correspondence between
the instanton/monopole moduli space and the moduli space of ADHM/Nahm data and
gives rise to arbitrary instantons [8] / monopoles [181]-[185].6
D-branes give intuitive explanations for various known results of field theories and
explain the reason why the instanton/monopole moduli spaces and the moduli space of
3In this thesis, “monopoles” basically represents “BPS monopoles.”
4In the D-brane picture, instantons correspond to the static solitons on (4 + 1)-dimensional space
which the D4-branes lie on. In this sense, we consider instantons as one of solitons in this thesis.
5In this thesis, “ADHM construction” and “Nahm construction” are sometimes written together as
“ADHM/Nahm construction.”
6In this thesis, the slash “/” means “or” and the repetition of them implies “respectively.”
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ADHM/Nahm data correspond one-to-one. However there still exist unknown parts of the
D-brane descriptions and it is expected that further study of the D-brane description of
ADHM/Nahm construction would reveal new aspects of D-brane dynamics, such as Myers
effect [180] which in fact corresponds to some boundary conditions in Nahm construction.
In section 3, we discuss the ADHM construction of instantons focusing on new type of
instantons, noncommutative U(1) instantons. In the study of noncommutative U(1) in-
stantons, the self-duality of the noncommutative parameter is very important and reflects
on the properties of the instantons. Usually we discuss noncommutative U(1) instantons
which have the opposite self-duality between the gauge field and the noncommutative
parameter. Here, in section 3.2, we discuss noncommutative U(1) instantons which have
the same self-duality between them. As the results, we see that ADHM construction of
noncommutative instantons naturally yields the essential part of the “solution generating
technique” (SGT) [100].
The “solution generating technique” is a transformation which leaves the equation
of motion of noncommutative gauge theories as it is and gives rise to various new solu-
tions from known solutions of it. The new solutions have a clear interpretation of matrix
models [16, 135, 4], which concerns with the important fact that a D-brane can be con-
structed by lower-dimensional D-branes. The “solution generating technique” can be also
applied to the problem on the non-perturbative dynamics of D-branes. One remarkable
example is an exact confirmation of Sen’s conjecture within the context of the effective
theory of SFT that unstable D-branes decays into the lower-dimensional D-branes by
the tachyon condensation. We discuss this technique and the applications in section 6
with a brief introduction to the key objects of the first breakthrough on the problem,
Gopakumar-Minwalla-Strominger (GMS) solitons. The application of the solution gen-
erating technique to the noncommutative Bogomol’nyi equation is briefly discussed in
section 6.2. This time we have to modify the technique [103] or use some trick [116].
In section 4, we discuss Nahm constructions of monopoles. After reviewing some
typical monopoles, we construct a special BPS configuration of noncommutative Yang-
Mills-Higgs theory, the fluxon [206, 95] by Nahm procedure [100]. The configuration is
close to the flux rather than the monopole. The D-brane interpretation is also presented.
Monopoles can be considered as T-dualized (or Fourier-transformed) configurations of
instantons in some limit as we see in section 5. The fluxon is also obtained by the Fourier
transformation of the noncommutative periodic instanton (caloron) in the zero-period
limit. The periodic solitons and the attempts of the Fourier-transformations are new
[100]. All the results are consistent with T-duality transformation of the corresponding
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D0-D4 brane systems, which is discussed in detail in section 5.
Furthermore in section 7, we discuss noncommutative extension of soliton theories
and integrable systems as a further direction. We present a powerful method to generate
various equations which possess the Lax representations on noncommutative (1 + 1) and
(2 + 1)-dimensional spaces. The generated equations contain noncommutative integrable
equations obtained by using the bicomplex method and by reductions of the noncommu-
tative (anti-)self-dual Yang-Mills equation. This suggests that the noncommutative Lax
equations would be integrable and be derived from reductions of the noncommutative
(anti-)self-dual Yang-Mills equations, which implies noncommutative version of Richard
Ward conjecture.
This thesis is designed for a comprehensive review of those studies including my works
and organized as follows: In section 2, we introduce foundation of noncommutative gauge
theories and the commutative description briefly. In section 3, 4 and 5, we discuss
ADHM/Nahm construction of instantons and monopoles on both commutative spaces
and noncommutative spaces. In section 6, we extend the discussion to non-BPS solitons
and give a confirmation of Sen’s conjecture on tachyon condensations. In section 7, we
discuss the noncommutative extension of soliton equations or integrable equations as fur-
ther directions. Finally we conclude in section 8. Appendix is devoted to an introduction
to ADHM/Nahm construction on commutative spaces.
The main papers contributed to the present thesis are the following:
• M. Hamanaka, “Atiyah-Drinfeld-Hitchin-Manin and Nahm constructions of local-
ized solitons in noncommutative gauge theories,” Physical Review D 65 (2002)
085022 [hep-th/0109070] [100] (Section 3.2, 3.3, 4.4, 5.2, 5.3),
• M. Hamanaka and K. Toda, “Towards noncommutative integrable systems,” Physics
Letters A 316 (2003) 77-83 [hep-th/0211148] [104] (Section 7),
where the corresponding parts in this thesis are shown in the parenthesis.
There is another paper which is a part of this thesis:
• M. Hamanaka and S. Terashima, “On exact noncommutative BPS solitons,” Journal
of High Energy Physics 0103 (2001) 034 [hep-th/0010221] [103] (The latter half of
section 6.2),
though I do not consider it as a main paper for this thesis.
6
2 Non-Commutative (NC) Gauge Theories
In this section, we introduce foundation of noncommutative gauge theories. Noncom-
mutative gauge theories are equivalent to ordinary commutative gauge theories in the
presence of the background magnetic fields. This equivalence between noncommutative
gauge theories and gauge theories in magnetic fields is famous in the area of quantum Hall
effects and recently it has been shown that it is also true of string theories [43, 73, 215].
We finally comment on the results of the equivalence in string theories.
2.1 Foundation of NC Gauge Theories
Noncommutative gauge theories have the following three equivalent descriptions and are
connected one-to-one by the Weyl transformation and the Seiberg-Witten (SW) map7:
(i) NC Gauge theory in the star-product formalism
↑
〈NC side〉 Weyl transformation
↓
(ii) NC Gauge theory in the operator formalism
↑
SW map
↓
〈Commutative side〉 (iii) Gauge theory on D-branes with magnetic fields
In the star-product formalism (i), we realize the noncommutativity of the coordinates
(1.1) by replacing the products of the fields with the star-products. The fields are ordi-
nary functions. In the commutative limit θij → 0, this noncommutative theories reduce
to the ordinary commutative ones. In the operator formalism (ii), we start with the non-
commutativity of the coordinates (1.1) and treat the coordinates and fields as operators
(infinite-size matrices). This formalism is the most suitable to be called “noncommutative
theories,” and has a good fit for matrix theories. The formalism (iii) is a commutative de-
scription and represented as an effective theory of D-branes in the background of B-fields.
The equivalence between (ii) and (iii) is clearly shown in [215].
In this section, we define noncommutative gauge theories in the star-product formalism
(i) and then move to the operator formalism (ii) by the Weyl transformation.
7In this thesis, we treat “noncommutative Euclidean spaces” only. On noncommutative “curved
spaces, ” there are not in general one-to-one correspondences between (i) and (ii).
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(i) The star-product formalism
The star-product is defined for ordinary fields on commutative spaces and for Euclidean
spaces, explicitly given by
f ⋆ g(x) := exp
(
i
2
θij∂
(x′)
i ∂
(x′′)
j
)
f(x′)g(x′′)
∣∣∣
x′=x′′=x
= f(x)g(x) +
i
2
θij∂if(x)∂jg(x) +O(θ2). (2.1)
This explicit representation is known as the Groenewold-Moyal product [92, 176].
The star-product has associativity: f ⋆ (g ⋆ h) = (f ⋆ g) ⋆ h, and returns back to the
ordinary product with θij → 0. The modification of the product makes the ordinary
spatial coordinate “noncommutative,” which means : [xi, xj]⋆ := x
i ⋆ xj − xj ⋆ xi = iθij .
Noncommutative gauge theories are given by the exchange of ordinary products in the
commutative gauge theories for the star-products and realized as deformed theories from
commutative ones. In this context, we often call them the NC-deformed theories. The
equation of motion and BPS equation are also given by the same procedure because the
fields are ordinary functions and we can take the same steps as commutative case.
We show some examples where all the products of the fields are the star products.
4-dimensional NC-deformed Yang-Mills theory
Let us consider the 4-dimensional noncommutative space with the coordinates xµ, µ =
1, 2, 3, 4 where the noncommutativity is introduced as the canonical form:
θµν =

0 θ1 0 0
−θ1 0 0 0
0 0 0 θ2
0 0 −θ2 0
 . (2.2)
The action of 4-dimensional gauge theory is given by
IYM = − 1
2g2YM
∫
d4x TrFµνF
µν . (2.3)
The BPS equations are the ASD equations:8
Fµν + ∗Fµν = 0, (2.4)
or equivalently,
Fz1z¯1 + Fz2z¯2 = 0, Fz1z2 = 0, (2.5)
8When we make the distinct between “self-dual” or “anti-self-dual,” then we write “SD” or “ASD”
explicitly. For example, while “instantons” or “(A)SD equations” shows no distinction, “ASD instantons”
or “ASD equations” specifies the ASD one.
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which are derived from the condition that the action density should take the minimum:
IYM = − 1
4g2YM
∫
d4x Tr (FµνF
µν + ∗Fµν ∗ F µν)
= − 1
4g2YM
∫
d4x Tr
(
(Fµν ∓ ∗Fµν)2 ± 2Fµν ∗ F µν
)
, (2.6)
where the symbol ∗ is the Hodge operator defined by ∗Fµν := (1/2)ǫµνρσF ρσ.
(3 + 1)-dimensional NC-deformed Yang-Mills-Higgs theory
Next let us consider the (3 + 1)-dimensional noncommutative space with the coordi-
nates x0, xi, i = 1, 2, 3 where the noncommutativity is introduced as θ12 = θ > 0.
The action of (3 + 1)-dimensional gauge theory is given by
IYMH = − 1
4g2YM
∫
d4x Tr (FµνF
µν + 2DµΦDµΦ) , (2.7)
where Φ is an adjoint Higgs field. The anti-self-dual BPS equations are
B3 = −D3Φ, Bz = −DzΦ, (2.8)
where Bi is magnetic field and Bi := −(i/2)ǫijkF jk, Bz := B1 − iB2, Dz := D1 −
iD2. These equations are usually called Bogomol’nyi equations [25] and derived from the
conditions that the energy density E should take the minimum:
E =
1
2g2YM
∫
d3x Tr
[
1
2
FijF
ij +DiΦD
iΦ
]
=
1
2g2YM
∫
d3x Tr[(Bi ∓DiΦ)2 ± ∂i(ǫijkF jkΦ)]. (2.9)
(ii) The operator formalism
This time, we start with the noncommutativity of the spatial coordinates (1.1) and
define noncommutative gauge theories considering the coordinates as operators. From
now on, we write the hats on the fields in order to emphasize that they are operators.
For simplicity, we deal with a noncommutative plane with the coordinates xˆ1, xˆ2 which
satisfy [xˆ1, xˆ2] = iθ, θ > 0.
Defining new variables aˆ, aˆ† as
aˆ :=
1√
2θ
zˆ, aˆ† :=
1√
2θ
ˆ¯z, (2.10)
where zˆ = xˆ1 + ixˆ2, ˆ¯z = xˆ1 − ixˆ2, we get the Heisenberg’s commutation relation:
[aˆ, aˆ†] = 1. (2.11)
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Hence the spatial coordinates can be considered as the operators acting on a Fock space
H which is spanned by the occupation number basis |n〉 :=
{
(aˆ†)n/
√
n!
}
|0〉, aˆ|0〉 = 0:
H = ⊕∞n=0C|n〉. (2.12)
Fields on the space depend on the spatial coordinates and are also the operators acting
on the Fock space H. They are represented by the occupation number basis as
fˆ =
∞∑
m,n=0
fmn|m〉〈n|. (2.13)
If the fields have rotational symmetry on the plane, namely, commute with the number
operator νˆ := aˆ†aˆ ∼ (xˆ1)2 + (xˆ2)2, they become diagonal:
fˆ =
∞∑
n=0
fn|n〉〈n|. (2.14)
The derivation is defined as follows:
∂ifˆ := [∂ˆi, fˆ ] := [−i(θ−1)ij xˆj, fˆ ], (2.15)
which satisfies the Leibniz rule and the desired relation:
∂ixˆ
j = [−i(θ−1)ikxˆk, xˆj ] = δ ji . (2.16)
The operator ∂ˆi is called the derivative operator. The integration can also be defined as
the trace of the Fock space H:∫
dx1dx2 fˆ(xˆ1, xˆ2) := 2πθTrHfˆ , (2.17)
The covariant derivatives act on the fields which belong to the adjoint and the funda-
mental representations of the gauge group as
DiΦˆ
adj. := [Dˆi, Φˆ] := [∂ˆi + Aˆi, Φˆ],
Diφˆ
fund. := [∂ˆi, φˆ] + Aˆiφˆ, (2.18)
respectively. The operator Dˆi is called the covariant derivative operator.
In noncommutative gauge theories, there are almost unitary operators Uˆk which satisfy
UˆkUˆ
†
k = 1, Uˆ
†
kUˆk = 1− Pˆk, (2.19)
where the operator Pˆk is a projection operator whose rank is k. The operator Uˆk is
called the partial isometry and plays important roles in noncommutative gauge theories
concerning the soliton charges.
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The typical examples of them are
Pˆk =
k−1∑
p=0
|p〉〈p|, (2.20)
Uˆk =
∞∑
n=0
|n〉〈n+ k| =
∞∑
n=0
|n〉〈n|aˆk 1√
(n + k) · · · (n+ 1)
, (2.21)
Uˆ †k =
∞∑
n=0
|n+ k〉〈n| =
∞∑
n=0
1√
(n+ k) · · · (n+ 1)
(aˆ†)k|n〉〈n|. (2.22)
This Uˆk is sometimes called the shift operator.
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[Equivalence between (i) star-product formalism and (ii) operator formalism]
The descriptions (i) and (ii) are equivalent and connected by the Weyl transformation.
The Weyl transformation transforms the field f(x1, x2) in (i) into the infinite-size matrix
fˆ(xˆ1, xˆ2) in (ii) as
fˆ(xˆ1, xˆ2) :=
1
(2π)2
∫
dk1dk2 f˜(k1, k2)e
−i(k1xˆ1+k2xˆ2), (2.23)
where
f˜(k1, k2) :=
∫
dx1dx2 f(x1, x2)ei(k1x
1+k2x2). (2.24)
This map is the composite of twice Fourier transformations replacing the commutative
coordinates x1, x2 in the exponential with the noncommutative coordinates xˆ1, xˆ2 in the
inverse transformation:
f(x1, x2)
ւ |
f˜(k1, k2) Weyl transformation
ց ↓
fˆ(xˆ1, xˆ2).
The Weyl transformation preserves the product:
̂f ⋆ g = fˆ · gˆ. (2.25)
The inverse transformation of the Weyl transformation is given directly by
f(x1, x2) =
∫
dk2 e
−ik2x2
〈
x1 +
k2
2
∣∣∣fˆ(xˆ1, xˆ2)∣∣∣x1 − k2
2
〉
. (2.26)
9The shift operators can be constructed concretely by applying Atiyah-Bott-Shapiro (ABS) construc-
tion [11] to noncommutative cases [115].
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The transformation also maps the derivation and the integration one-to-one. Hence the
BPS equation and the solution are also transformed one-to-one. The correspondences are
the following:
(i) the star-product formalism ←Weyl transformation→ (ii) the operator formalism
ordinary functions [field] infinite-size matrices
f(x1, x2) fˆ(xˆ1, xˆ2) =
∞∑
m,n=0
fmn|m〉〈n|
star-products [product] multiplications of matrices
(f ⋆ (g ⋆ h) = (f ⋆ g) ⋆ h) (associativity)
(
fˆ(gˆhˆ) = (fˆ gˆ)hˆ (trivial)
)
[xi, xj ]⋆ = iθ
ij [noncommutativity] [xˆi, xˆj] = iθij
∂if [derivation] ∂ifˆ := [−i(θ−1)ijxˆj︸ ︷︷ ︸
=: ∂ˆi
, fˆ ]
(
especially, ∂ix
j = δ ji
) (
especially, ∂ixˆ
j = δ ji
)
∫
dx1dx2 f(x1, x2) [integration] 2πθTrHfˆ(xˆ
1, xˆ2)
Fij = ∂iAj − ∂jAi + [Ai, Aj ]⋆ [curvature] Fˆij = ∂iAˆj − ∂jAˆi + [Aˆi, Aˆj]
= [Dˆi, Dˆj]− i(θ−1)ij√
n!
m!
(
2r2/θ
)m−n
2 ei(m−n)ϕ×
2(−1)nLm−nn (2r2/θ)e−
r2
θ
[matrix element] |n〉〈m|
| | |(
Independent of ϕ
⇔ m = n
) (
Rotational symmetry
on x1-x2 plane
) (
Commutes with
(xˆ1)2 + (xˆ2)2 ⇔ m = n
)
↓ ↓ ↓
2(−1)nLn(2r2/θ)e− r
2
θ [some projection] |n〉〈n|
where (r, ϕ) is the usual polar coordinate (r = {(x1)2 + (x2)2} 12 ) and Lαn(x) is the Laguerre
polynomial:
Lαn(x) :=
x−αex
n!
(
d
dx
)n
(e−xxn+α). (2.27)
12
(Especially Ln(x) := L
0
n(x).)
We note that in the curvature in operator formalism, a constant term−i(θ−1)ij appears
so that it should cancel out the term [∂ˆi, ∂ˆj](= i(θ
−1)ij) in [Dˆi, Dˆj]. For a review of the
correspondence, see [110].
We show some examples of BPS equations in operator formalism which are simply
mapped by the Weyl transformation from the BPS equations (2.5) and (2.8).
4-dimensional noncommutative Yang-Mills theory
First we show the operator formalism on noncommutative 4-dimensional space setting
the noncommutative parameter θµν anti-self-dual. The fields on the 4-dimensional non-
commutative space whose noncommutativity is (2.2) are operators acting on Fock space
H = H1 ⊗H2 where H1 and H2 are defined by the same steps as the previous paragraph
on noncommutative x1-x2 plane and on noncommutative x3-x4 plane respectively. The
element in the Fock space H = H1 ⊗H2 is denoted by |n1〉 ⊗ |n2〉 or |n1, n2〉.
In order to make the noncommutative parameter anti-self-dual, we put θ1 = −θ2 =
θ > 0. In this case, zˆ1 and ˆ¯z2 correspond to annihilation operators and ˆ¯z1 and zˆ2 creation
operators:
[zˆ1, ˆ¯z1] = 2θ1 = 2θ, [ˆ¯z2, zˆ2] = −2θ2 = 2θ, otherwise = 0. (2.28)
We can define annihilation operators as aˆ1 := (1/
√
2θ)zˆ1, aˆ2 := (1/
√
2θ)ˆ¯z2 and creation
operator aˆ†1 := (1/
√
2θ)ˆ¯z1, aˆ
†
2 := (1/
√
2θ)zˆ2 in Fock space H = ⊕∞n1,n2=0C|n1〉 ⊗ |n2〉 such
as
[aˆ1, aˆ
†
1] = 1, [aˆ2, aˆ
†
2] = 1, otherwise = 0, (2.29)
where |n1〉 and |n2〉 are the occupation number basis generated from the vacuum |01〉 and
|02〉 by the action of aˆ†1 and aˆ†2, respectively.
The anti-self-dual BPS equations in operator formalism are transformed byWeyl trans-
formation from equation (2.5):
(Fˆz1z¯1 + Fˆz2z¯2 =) −[Dˆz1 , Dˆ†z1]− [Dˆz2 , Dˆ†z2]−
1
2
(
1
θ1
+
1
θ2
)
= 0,
(Fˆz1z2 =) [Dˆz1, Dˆz2 ] = 0, (2.30)
The fields are represented by using the occupation number basis as
fˆ(xˆµ) =
∞∑
m1,m2,n1,n2=0
fm1,m2,n1,n2 |m1〉〈n1| ⊗ |m2〉〈n2|
=:
∞∑
m1,m2,n1,n2=0
fm1,m2,n1,n2 |m1, m2〉〈n1, n2|. (2.31)
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We note that in the case that noncommutative parameter θij is also anti-self-dual, the
constant term (1/θ1 + 1/θ2) disappears.
(3 + 1)-dimensional noncommutative Yang-Mills-Higgs theories
The anti-self-dual BPS equations in the operator formalism are transformed by Weyl
transformation of equations (2.8):
(Bˆ3 =) [Dˆz, Dˆ
†
z] +
1
θ
= −[Dˆ3, Φˆ],
(Bˆz =) [Dˆ3, Dˆz] = −[Dˆz, Φˆ]. (2.32)
The fields are represented by using the occupation number basis as
fˆ(xˆ1, xˆ2, x3) =
∞∑
n=0
fmn(x
3)|m〉〈n|. (2.33)
2.2 Seiberg-Witten Map
Here we present the results discussed by Seiberg and Witten, which motivates the recent
explosive developments in noncommutative gauge theories and string theories.
Let us consider the low-energy effective theory of open strings in the presence of
background of constant NS-NS B-fields. In order to do this, there are two ways to
regularize the open-string world-sheet action corresponding to the situation with Dp-
branes. If we take Pauli-Villars (PV) regularization neglecting the derivative corrections
of the field strength, we get the ordinary (commutative) Born-Infeld action [27] with
B-field for G = U(1):
IBI =
1
gs(2π)p(α′)
p+1
2
∫
dp+1x
√
det(gµν + 2πα′(Fµν +Bµν)) (2.34)
where gs and gµν are the string coupling and the closed string metric, respectively. On the
other hand, if we take the Point-Splitting (PS) regularization neglecting the derivative
corrections of the field strength, we get the noncommutative Born-Infeld action without
B-field (in the star-product formalism):
INC BI =
1
Gs(2π)p(α′)
p+1
2
∫
dp+1x
√
det(Gµν + 2πα′Fµν)⋆ (2.35)
where Gs and Gµν are the open string coupling and the open string metric, respectively.
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The effective theories should be independent of the ways to regularize it and hence be
equivalent to each other and connected by field redefinitions. The equivalent relation be-
tween the commutative fields Aµ(x), Fµν(x) and the noncommutative fields Aˆµ(xˆ), Fˆµν(xˆ)
was found by Seiberg and Witten as an differential equation.10
Regularization of the
  string world sheet
 action with B-field  
PS
PV
SW map
  NC BI action 
without B-field
  BI action
with B-field
< NC side >
< Commutative Side >
A       F
A       F
Equivalent
ν
ν
µ
µ
µ
µ
Figure 2: The equivalence between NC BI action without B-field and BI action with
B-field, and the Seiberg-Witten map
A solution of it for G = U(1) is obtained by [194, 178, 166] and the Fourier component
of the field strength of the mapped gauge fields on commutative side is given in terms of
the noncommutative gauge fields by
Fij(k) + (θ
−1)ijδ(k)
=
1
Pf(θ)
∫
dx
[
eikx
(
θ − θfˆθ
)n−1
ij
P exp
(
i
∫ 1
0
Aˆ(x+ lτ)lidτ
)]
, (2.36)
where
li := kjθ
ji,
fˆij :=
∫ 1
0
Fˆij(x+ lτ)dτ,
Pf(θ) :=
1
2nn!
ǫi1...i2nθi1i2 · · · θi2n−1i2n , (2.37)
10This equation is in fact not completely integrable and has some ambiguities [5].
15
and
(θ − θfˆθ)n−1ij = −
1
2n−1(n− 1)!ǫiji1i2...i2n−2
×
∫ 1
0
dτ1
(
θ − θFˆ (x+ lτ1)θ
)i1i2 · · · ∫ 1
0
dτn−1
(
θ − θFˆ (x+ lτn−1)
)i2n−3i2n−2
.
(2.38)
The exact transformation (2.36) contains the open Wilson line [134] which is gauge in-
variant in noncommutative gauge theories. The more explicit examples of the SW map
will be presented later.
From section 3 to section 6 except for section 6.2, we discuss the exact solution of
Yang-Mills theories as D-brane effective theories in the zero-slope limit: α′ → 0. In this
limit, the (NC) Born-Infeld action is reduced to the (NC) Super-Yang-Mills action and
yields soliton solutions which are just the (lower-dimensional) D-branes. For example, the
effective theory of N D3-branes coincides with the G = U(N) Yang-Mills-Higgs action
(2.7) by setting the transverse Higgs fields Φ4 ≡ Φ and Φµˆ = 0, (µˆ = 5, . . . , 9). We
construct explicit noncommutative soliton solutions via ADHM/Nahm construction and
discuss the corresponding D-brane dynamics.
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3 Instantons and D-branes
In this section, we study noncommutative instantons in detail by using ADHM construc-
tion. ADHM construction is a strong method to generate all instantons and based on a
duality, that is, one-to-one correspondence between the instanton moduli space and the
moduli space of ADHM-data, which are specified by the ASD equation and ADHM equa-
tion, respectively. In the context of string theories, instantons are realized as the D0-D4
brane systems in type IIA string theory. The numbers of D0-branes and D4-branes cor-
respond to the instanton number and the rank of the gauge group and are denoted by k
and N in this thesis, respectively. We will see how well ADHM construction extracts the
essence of instantons and how much it fits to the D-brane systems in the construction of
exact instanton solutions on both commutative and noncommutative R4.
3.1 ADHM Construction of Instantons
In this subsection, we construct exact instanton solutions on commutative R4. By using
ADHM procedure, we can easily construct Belavin-Polyakov-Schwartz-Tyupkin (BPST)
instanton solution [20] (G = SU(2) 1-instanton solution), ’t Hooft instanton solution and
Jackiw-Nohl-Rebbi solution [140] (G = SU(2) k-instanton solution). The concrete steps
are as follows:
• Step (i): Solving ADHM equation:
[B1, B
†
1] + [B2, B
†
2] + II
† − J†J = −[z1, z¯1]− [z2, z¯2] = 0,
[B1, B2] + IJ = −[z1, z2] = 0. (3.1)
We note that the coordinates z1,2 always appear in pair with the matrices B1,2 and
that is why we see the commutator of the coordinates in the RHS. These terms, of
course, vanish on commutative spaces, however, they cause nontrivial contributions
on noncommutative spaces, which is seen later soon.
• Step (ii): Solving “0-dimensional Dirac equation” in the background of the ADHM
date which satisfies ADHM eq. (3.1):
∇†V = 0, (3.2)
with the normalization condition:
V †V = 1, (3.3)
where the “0-dimensional Dirac operator” ∇ is defined as in Eq. (A.43).
17
• Step (iii): Using the solution V , we can construct the corresponding instanton
solution as
Aµ = V
†∂µV, (3.4)
which actually satisfies the ASD equation:
Fz1z¯1 + Fz2z¯2 = [Dz1, Dz¯1 ] + [Dz2, Dz¯2 ] = 0,
Fz1z2 = [Dz1 , Dz2] = 0. (3.5)
The detailed aspects are discussed in Appendix A. In this subsection, we give some
examples of the explicit instanton solutions focusing on BPST instanton solution.
BPST instanton solution (1-instanton, dimMBPST2,1 = 5)
This solution is the most basic and important and is constructed almost trivially by
ADHM procedure.
• Step (i): ADHM equation is a k× k matrix-equation and in the present k = 1 case,
is trivially solved. The commutator part of B1,2 is automatically dropped out and
the matrices B1,2 can be taken as arbitrary complex numbers. The remaining parts
I, J are also easily solved:
B1 = α1, B2 = α2, I = (ρ, 0), J =
(
0
ρ
)
, α1,2 ∈ C, ρ ∈ R. (3.6)
Here the real and imaginary parts of α are denoted as α1 = b2 + ib1, α2 = b4 + ib3,
respectively.
• Step (ii): The “0-dimensional Dirac operator” becomes
∇ =

ρ 0
0 ρ
eµ(xµ − bµ)
 , ∇
† =
 ρ 0
0 ρ
e¯µ(xµ − bµ)
 , (3.7)
and the solution of “0-dimensional Dirac equation” is trivially found:
V =
1√
φ

e¯µ(xµ − bµ)
−ρ 0
0 −ρ
 , φ = |x− b|
2 + ρ2, (3.8)
where the normalization factor φ is determined by the normalization condition (3.3).
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• Step (iii): The instanton solution is constructed as
Aµ = V
†∂µV =
i(x− b)νη(−)µν
(x− b)2 + ρ2 . (3.9)
The field strength Fµν is calculated from this gauge field as
Fµν =
2iρ2
(|x− b|2 + ρ2)2 η
(−)
µν . (3.10)
The distribution is just like in Fig. 3. The dimension 5 of the instanton moduli
space corresponds to the positions bµ and the size ρ of the instanton11.
Now let us take the zero-size limit. Then the distribution of the field strength Fµν
converses into the singular, delta-functional configuration. Instantons have smooth
configurations by definition and hence the zero-size instanton does not exists, which
corresponds to the singularity of the (complete) instanton moduli space which is
called the small instanton singularity. (See Fig. 3.)12 On noncommutative space,
the singularity is resolved and new class of instantons appear.
 ρ
ρ
0
       small instanton singularity
 α
 α
i
i
Figure 3: Instanton moduli space M and the instanton configurations
’t Hooft instanton solution (k-instanton, dimM’t Hooft2,k = 5k)
This solution is the most simple multi-instanton solution without the orientation mod-
uli parameters and is also easily constructed by ADHM procedure. Here we take the real
representation instead of the complex representation.
11Here the size of instantons is the full width of half maximal (FWHM) of Fµν .
12Here the horizontal directions correspond to the degree of global gauge transformations which act on
the gauge fields as the adjoint action.
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• Step (i): In this case, we solve the ADHM equation by putting the matrices Bi
diagonal. Then S is easily solved:
S =
(
ρ1 0
0 ρ1
· · · ρk 0
0 ρk
)
,
Bi =

α
(1)
i O
. . .
O α
(k)
i
 , ρp ∈ R, α(p)i ∈ C. (3.11)
• Step (ii): The solution of “0-dimensional Dirac equation” ∇†V = 0 is
V =
1√
φ
(
1
((xµ − T µ)⊗ e¯µ)−1S†
)
, (3.12)
where φ = 1 +
k∑
p=1
ρ2p
|x− bp|2 ,
((xµ − T µ)⊗ e¯µ)−1 = diag kp=1
(
(xµ − bµp )
|x− bp|2 ⊗ e
µ
)
,
where α
(p)
1 = b
2
p + ib
1
p, α
(p)
2 = b
4
p + ib
3
p.
• Step (iii): The ASD gauge field is
A(−)µ = V
†∂µV = − i
φ
k∑
p=1
ρ2pη
(+)
µν (xν − b(p)ν )
|x− b(p)|4 =
i
2
η(+)µν ∂
ν log φ. (3.13)
The final form relates to ’t Hooft ansatz or CFtHW ansatz [229, 48, 243], and origi-
nally this solution is obtained by putting this ansatz on the ASD equation directly,
which leads to the Laplace equation of φ. This solution is singular at the centers
of k instantons because a singular gauge is taken here. In fact, in k = 1 case, this
solution is known to be equivalent to the smooth BPST instanton solution up to
a singular gauge transformation. (See, for example, [76] p. 381-383.) The field
strength is proved to be ASD though the SD symbol η(+)µν is found in the gauge field
(3.13). The dimension of the moduli space 5k consists of that of the positions bµp of
the k instantons and the size ρp of them. The diagonal components b
µ
p of ADHM
date Tµ shows the positions of the instantons, which is also seen in Eq. (A.90)
because the constant shift of xµ gives rise to the shift of the date of T µ.
3.2 ADHM Construction of NC Instantons
In this subsection, we construct some typical noncommutative instanton solutions by using
ADHM method in the operator formalism. In noncommutative ADHM construction, the
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self-duality of the noncommutative parameter is important, which reflects the properties
of the instanton solutions.
The steps are all the same as commutative one:
• Step (i): ADHM equation is deformed by the noncommutativity of the coordinates
as we mentioned in the previous subsection:
(µR :=) [B1, B
†
1] + [B2, B
†
2] + II
† − J†J = −2(θ1 + θ2) =: ζ,
(µC :=) [B1, B2] + IJ = 0. (3.14)
We note that if the noncommutative parameter is ASD, that is, θ1 + θ2 = 0, then
the RHS of the first equation of ADHM equation becomes zero.13
• Step (ii): Solving the noncommutative “0-dimensional Dirac equation”
∇ˆ†Vˆ =
(
I zˆ2 −B2 zˆ1 − B1
J† −(ˆ¯z1 − B†1) ˆ¯z2 −B†2
)
Vˆ = 0 (3.15)
with the normalization condition.
• Step (iii): the ASD gauge fields are constructed from the zero-mode V ,
Aˆµ = Vˆ
†∂µVˆ , (3.16)
which actually satisfies the noncommutative ASD equation:
(Fˆz1z¯1 + Fˆz2z¯2 =) [Dˆz1 , Dˆz¯1] + [Dˆz2 , Dˆz¯2]−
1
2
(
1
θ1
+
1
θ2
)
= 0,
(Fˆz1z2 =) [Dˆz1 , Dˆz2] = 0. (3.17)
There is seen to be a beautiful duality between Eqs. (3.14) and (3.17). We note
that when the noncommutative parameter is ASD, then the constant terms in both
Eqs. (3.14) and (3.17) disappear.
In this way, noncommutative instantons are actually constructed. Here we have to
take care about the inverse of the operators.
Comments on instanton moduli spaces
Instanton moduli spaces are determined by the value of µR [187, 188] (cf. Fig. 4).
Namely,
13When we treat SD gauge fields, then the RHS is proportional to (θ1 − θ2). Hence the relative
self-duality between gauge fields and NC parameters is important.
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• In µR = 0 case, instanton moduli spaces contain small instanton singularities, (which
is the case for commutative R4 and special noncommutative R4 where θ : ASD).
• In µR 6= 0 =: ζ case, small instanton singularities are resolved and new class of
smooth instantons, U(1) instantons exist, (which is the case for general noncommu-
tative R4)
M M
µ   = 0 µ   =  ζ
R R
   small instanton
      singularity
    resolution of 
   the singularity
pt. S
2
Figure 4: Instanton Moduli Spaces
Since µR = ζ = −2(θ1 + θ2) as Eq. (3.14), the self-duality of the noncommutative
parameter is important. NC ASD instantons have the following “phase diagram” (Fig.
5):
 θ
θ
1
2
θ : 
θ : 
SD
ASD  (ζ = 0)
(ζ = 0)
Figure 5: “phase diagram” of NC ASD instantons
When the noncommutative parameter is ASD, that is, θ1 + θ2 = 0, instanton moduli
space implies the singularities. The origin of the “phase diagram” corresponds to commu-
tative instantons. The θ-axis represents instantons on R2NC×R2Com. The other instantons
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basically have the same properties, and hence let us fix the noncommutative parameter θ
self-dual. This type of instantons are first discussed by Nekrasov and Schwarz [192].14
Now let us construct explicit noncommutative instanton solution focusing on U(1)
instantons.
U(1), k = 1 solution (U(1) ASD instanton, θ : SD)
Let us consider the ASD-SD instantons. For simplicity, let us take k = 1 and fix the
instanton at the origin. The generalization to multi-instanton is straightforward. If we
want to add the moduli parameters of the positions, we have only to do translations. We
note that on noncommutative space, translations are gauge transformations [95].
• Step (i): Solving noncommutative ADHM equation
When the gauge group is U(1), the matrix I or J becomes zero [188]. Hence ADHM
equation is trivially solved as
B1,2 = 0, I =
√
ζ, J = 0 (3.18)
• Step (ii): Solving the “0-dimensional Dirac equation”
In the background of the ADHM data (3.18), the Dirac operator becomes
∇ˆ =

√
ζ 0
ˆ¯z2 −zˆ1
ˆ¯z1 zˆ2
 , ∇ˆ† = ( √ζ zˆ2 zˆ1
0 −ˆ¯z1 ˆ¯z2
)
. (3.19)
Then the inverse of ∇†∇ exists:
fˆ =
∞∑
n1,n2=0
1
n1 + n2 + ζ
|n1, n2〉〈n1, n2|. (3.20)
In ζ 6= 0 case, fˆ always exists [80]. One of the important points is on the Dirac
zero-mode. The solution of the “0-dimensional Dirac equation” is naively obtained
as follows up to the normalization factor:
Vˆ1 =
 zˆ1ˆ¯z1 + zˆ2ˆ¯z2−√ζ ˆ¯z2
−√ζ ˆ¯z1
 , ∇ˆ†Vˆ1 = 0. (3.21)
14This Nekrasov-Schwarz type instantons (the self-duality of gauge field-noncommutative parameter is
ASD-SD) are discussed in [80, 81, 82, 137, 146, 45, 46, 189, 192, 157, 199, 222, 77], and the ASD-ASD
instantons [3] are constructed by ADHM construction in [83, 99], and ADHM construction of instantons on
R
2
NC×R2Com are discussed in [147]. For recommended articles, see [41, 239]. Instantons on commutative
side in B-fields are discussed in [175, 215, 221].
23
However this does not satisfy the normalization condition in the operator sense
because Vˆ1 has the zero mode |0, 0〉 in the Fock space H and the inverse of Vˆ †1 Vˆ1
does not exist in H calculating the normalization factor. We have to take care about
this point.
K. Furuuchi [80] shows that if we restrict all discussions to H1 := H − |0, 0〉〈0, 0|,
then Vˆ1 give the smooth ASD instanton solution in H1. Furthermore he transforms
the situation in H1 into that in H by using shift operators and find the correctly
normalized Vˆ and ASD instanton in H [81]:
Vˆ = Vˆ1βˆ1Uˆ
†
1 , Vˆ
†Vˆ = 1, (3.22)
where
βˆ1 = (1− Pˆ1)(Vˆ †1 Vˆ1)−
1
2 (1− Pˆ1)
=
∑
(n1,n2)6=(0,0)
1√
(n1 + n2)(n1 + n2 + ζ)
|n1, n2〉〈n1, n2|. (3.23)
The projection (1−Pˆ1) in the zero-mode corresponds to the restriction toH1 and the
shift operator Uˆ1 transforms all the fields in H1 to those in H. The two prescriptions
give the correct zero-mode in H.
Finally we can construct the ASD gauge field as step (iii) and the field strength. The
instanton number is actually calculated as −1.
U(2), k = 1 solution (NC BPST, θ: SD)
This solution is also obtained by ADHM procedure with the “Furuuchi’s Method.”
The solution of noncommutative ADHM equation is
B1,2 = 0, I = (
√
ρ2 + ζ, 0), J =
(
0
ρ
)
. (3.24)
The date I is deformed by the noncommutativity of the coordinates, which shows that the
size of instantons becomes larger than that of commutative one because of the existence
of ζ . In fact, in the ρ → 0 limit, the configuration is still smooth and the U(1) part is
alive. This is essentially just the same as the previous U(1), k = 1 instanton solution.
U(1), k-instanton solution (Localized U(1) ASD instanton, θ : ASD)
This time, let us consider the ASD-ASD (not ASD-SD) instanton. In this case, there
are small instanton singularities in the instanton moduli space. The U(1) part corresponds
to this singular points. Let us construct this solution directly.
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• Step (i): The solution of ADHM equation becomes perfectly trivial:
Bi =

α
(0)
i O
. . .
O α
(k−1)
i
 ,
I = J = 0, (3.25)
where α
(m)
i should show the position of the m-th instanton. The matrices I and J
contain information of the size of instantons and hence I = J = 0 suggests that the
configuration would be size-zero and singular.
• Step (ii): 15 Next we solve “0-dimensional Dirac equation” in the background of the
solutions (3.25) of the ADHM equation. This is also simple. Observing the right
hand side of the completeness condition (A.87), we get vˆ
(m)
1 = |α(m)1 , α(m)2 〉〈p(m)1 , p(m)2 |
and vˆ2 = 0, where |p(m)1 , p(m)2 〉 is the normalized orthogonal state in H1 ⊗H2:
〈p(m)1 , p(m)2 |p(n)1 , p(n)2 〉 = δmn, (3.26)
and |α(m)1 , α(m)2 〉 is the normalized coherent state and satisfies
zˆ1|α(m)1 , α(m)2 〉 = α(m)1 |α(m)1 , α(m)2 〉,
ˆ¯z2|α(m)2 , α(m)2 〉 = α¯(m)2 |α(m)1 , α(m)2 〉,
〈α(m)1 , α(m)2 |α(m)1 , α(m)2 〉 = 1. (3.27)
The eigen values α
(m)
1 and α
(m)
2 of zˆ1 and ˆ¯z2 are decided to be just the same as the
m-th diagonal components of the solutions B1 and B2 in Eq. (3.25), respectively.
Though uˆ is undetermined, Vˆ already satisfies ∇†Vˆ = 0, which comes from that in
the case that the self-dualities of gauge fields and noncommutative parameters are
the same, the coordinates in each column of ∇† play the same role in the sense that
they are annihilation operators or creation operators. Finally, the normalization
condition Vˆ †Vˆ = 1 determines uˆ = Uˆk where
UˆkUˆ
†
k = 1,
Uˆ †kUˆk = 1− Pˆk = 1−
k−1∑
m=0
|p(m)1 , p(m)2 〉〈p(m)1 , p(m)2 |. (3.28)
15The general discussion is rather complicated. We recommend the readers interested in the details
to follow without the moduli parameters α
(m)
i first. Then taking the direct sum of the translation
Tˆ ∼ eα1∂ˆz1 ⊗ eα2∂ˆz2 ∼ eα1ˆ¯z1/θ ⊗ eα2zˆ2/θ on ∇ˆ and Vˆ , we reach to the present results with the moduli
parameters. (We note |αi〉 ∼ eαiaˆ†i |0〉.)
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This is just the shift operator and naturally appears in this way. The shift operator
and uˆ have the same behavior at |x| → ∞, which is consistent.
Gathering the results, we get the Dirac zero-mode as
Vˆ =

uˆ
vˆ
(m)
1
vˆ
(m)
2
 =
 Uˆk|α(m)1 , α(m)2 〉〈p(m)1 , p(m)2 |
0
 , (3.29)
here vˆ
(m)
i is the m-th low of vˆi. One example of the shift operators which satisfies
(3.28) are given by
Uˆk =
∞∑
n1=1,n2=0
|n1, n2〉〈n1, n2|+
∞∑
n2=0
|0, n2〉〈0, n2 + k|, (3.30)
where
Pˆk =
k−1∑
m=0
|0, m〉〈0, m|. (3.31)
We note that ASD-ASD instantons do not need the “Furuuchi’s method” unlike
ASD-SD instantons.
• Step (iii): The k-instanton solution with the moduli parameters of the positions of
the instantons are:
Dˆzi = Vˆ
†∂ˆziVˆ = uˆ
†∂ˆzi uˆ+ vˆ
†∂ˆzi vˆ
= Uˆ †k ∂ˆziUˆk −
k−1∑
m=0
|p(m)1 , p(m)2 〉〈α(m)1 , α(m)2 |
ˆ¯zi
2θi
|α(m)1 , α(m)2 〉〈p(m)1 , p(m)2 |
= Uˆ †k ∂ˆziUˆk −
k−1∑
m=0
α¯(m)zi
2θi
|p(m)1 , p(m)2 〉〈p(m)1 , p(m)2 |. (3.32)
This is just the essential part of the solution generating technique. The solution
generating technique is one of the strong auto-Ba¨cklund transformation and is based on
the following transformation:
Dˆzi → Uˆ †kDˆziUˆk −
k−1∑
m=0
α¯(m)zi
2θi
|p(m)1 , p(m)2 〉〈p(m)1 , p(m)2 |. (3.33)
Though this transformation looks like the gauge transformation, it is a non-trivial trans-
formation because Uˆk is not a unitary operator but a shift operator. This transformation
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leaves equation of motion as it is in gauge theories and can be applied to the problems on
tachyon condensations and Sen’s conjecture, which is discussed in section 6 in this thesis.
The field strength is calculated very easily:
F12 = −F34 = i
k−1∑
m=0
|p(m)1 , p(m)2 〉〈p(m)1 , p(m)2 |. (3.34)
The instanton number k is represented by the dimension of the projected states |p(m)1 , p(m)2 〉
which appears in the relations of the shift operator uˆ = Uˆk or the bra part of vˆ
(m)
1
Information of the position of k localized solitons is shown in the coherent state |α(m)i 〉 in
the ket part of vˆ
(m)
1 .
It seems to be strange that the field strength contains no information of the positions
α
(m)
i of the instantons. This is due to the fact that it is hard to discuss what is gauge
invariant quantities in noncommutative gauge theories. The apparent paradox is solved by
mapping this solution to commutative side by exact Seiberg-Witten map [194, 178, 166].
The commutative description of D0-brane density JD0 ∼ FµνFµν is as follows [121]:
JD0(k) = 2δ
(4)(k) +
k−1∑
m=0
eikziα
(m)
i , (3.35)
that is,
JD0(x) =
2
θ2
+
k−1∑
m=0
δ(2)(z1 − α(m)1 )δ(2)(z2 − α(m)2 ). (3.36)
The second term shows the k instantons localized at zi = αi. The configuration is actually
singular, which is consistent with the existence of small instanton singularities. The first
term represents the situation that infinite number of D0-branes form D4-brane in the
presence of background B-field, which is consistent with interpretations in matrix models
[16, 135] (cf. section 6.2). This D0-D4 brane system with B-field preserves the original
SUSY without B-field and tachyon fields do not appear, which is reflected by ζ = 0 (cf.
section 3.3).
localized U(N) k instantons
There is an obvious generalization of the construction of U(N) localized instanton,
which is essentially the diagonal product of the previous discussions. In the solution of
ADHM equations, I, J can be still zero and B1,2 are the same as that of N = 1 case. The
solution of “0-dimensional Dirac equation” is given by
Vˆ =

uˆ
vˆ
(m,a)
1
vˆ
(m,a)
2
 =
 Uˆk|α(ma)1 , α(ma)2 〉〈p(ma)1 , p(ma)2 |
0
 , (3.37)
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where ma runs over some elements in {0, 1, · · · , k − 1} whose number is ka and all ma are
different. (Hence
∑N
a=1 ka = k.) The N ×N matrix Uˆk is a partial isometry and satisfies
UˆkUˆ
†
k = 1, Uˆ
†
kUˆk = 1− Pˆk, (3.38)
where the projection Pˆk is the following diagonal sum:
Pˆk := diag
N
a=1
(
diagma |p(ma)1 , p(ma)2 〉〈p(ma)1 , p(ma)2 |
)
. (3.39)
|α(ma)i 〉 is the normalized coherent state (3.27). Next in the case of |p(ma)1 , p(ma)2 〉 = |0, ma〉,
then the shift operator is, for example, chosen as the following diagonal sum:
Uˆk = diag
N
a=1
 ∞∑
n1=1,n2=0
|n1, n2〉〈n1, n2|+
∞∑
n2=0
|0, n2〉〈0, n2 + ka|
 . (3.40)
|α(ma)1 , α(ma)2 〉 is the normalized coherent state and defined similarly as (3.27). We can
construct another non-trivial example of a shift operator in U(N) gauge theories by using
noncommutative ABS construction [11]. The localized instanton solution in [83] is one of
these generalized solutions for N = 2.
U(2), k = 1 instanton solution (NC BPST instanton, θ : ASD)
In the same process, we can construct exact NC ASD-ASD BPST instanton solutions
with the moduli parameter ρ of the size and in the ρ→ 0 limit, these solutions essentially
are reduced to the localized U(1) instantons [83].
3.3 D0-D4 Brane Systems and ADHM Construction
In this subsection, we discuss the D-brane interpretation of ADHM construction of in-
stantons. The low-energy effective theory is described by the Super-Yang-Mills (SYM)
theory. In particular the solitons in the SYM theory corresponds to the lower-dimensional
D-branes on the D-brane. ADHM construction is elegantly embedded in D0-D4 systems,
which gives the physical meaning of ADHM construction [245, 71, 72], where the number
of D0 and D4 corresponds to the instanton number k and the rank of the gauge group N ,
respectively. (See Fig. 6.)
This system preserves eight supersymmetry. Now let us represent this SUSY condition
from two different viewpoints.
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k D0 BPS condition = D-flatness condition = ADHM equation
N D4 BPS condition = (A)SD equation
0-0 strings B  , B
0-4 strings  I , J
1 2
Figure 6: D-brane interpretation of ADHM construction
On the D4-brane, the SUSY condition is described as the BPS condition for the SUSY
transformation of the gaugino, which is just the ASD Yang-Mills equation. On the other
hand, on D0-branes, the SUSY condition is described as the D-flatness condition in the
Higgs branch. The D-term is an auxiliary field and related to the massless scalar fields
which come from massless excitation modes of 0-0 strings and 0-4 strings. If the massless
excitation modes of 0-0 strings and 0-4 strings are denoted by k×k matrices B1,2 (adjoint
Higgs fields) and k × N matrices I, J (fundamental Higgs fields), respectively, then we
get the D-flatness condition as
[B1, B
†
1] + [B2, B
†
2] + II
† − J†J = 0,
[B1, B2] + IJ = 0. (3.41)
This is just the ADHM equation! Of course, the described physical situation is unique
and hence both moduli space should be equivalent. Furthermore the degree of freedom
of the k D0-branes is apparently 4Nk, which reproduces the results from Atiyah-Singer
index theorem.
We comment on the interpretation of µR = ζ on noncommutative space from the
viewpoint of effective theory of D-branes. If B-field is turned on in the background of this
D-brane systems, Fayet-Illiopolous (FI) parameter appears in the D-flatness condition,
because constant expectation value of B-field appears in the SUSY transformation of
gaugino on D4-branes and the constant term in the transformation equation is just the
FI parameter. The physical meaning of the FI parameter is the expectation value of
tachyon field which appears first due to the unstablity of the D-brane systems because of
the presence of B-field. After the tachyon condensation, different SUSY from the original
one is preserved again and the systems becomes stable. NC instanton represents such
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situation in general.
The interpretation of the “0-dimensional Dirac equation” is also discussed in [244, 72]
by D1-probe analysis of the background k D5-N D9 brane systems.
30
4 Monopoles and D-branes
Monopoles are also constructed by ADHM-like procedure, which is called Nahm construc-
tion. This time the duality is the one-to-one correspondence between the monopole moduli
space and the moduli space of Nahm data. The D-brane interpretations are also given
as D1-D3 brane systems which can be considered as the T-dualized situation of D0-D4
brane systems. D-brane picture clearly explains the equivalence between noncommutative
situation and that in the presence of the background B-field.
4.1 Nahm Construction of Monopoles
In this subsection, we construct exact BPS monopole solutions on commutative R3. By
applying ADHM procedure to monopoles, we can easily construct Dirac monopole [65]
(G = U(1) monopole solution) and Prasad-Sommerfield (PS) solution [207]. (G = SU(2)
1-BPS monopole solution which is the typical example of ’t Hooft-Polyakov monopole
solution [227, 205].) The concrete steps are as follows:
• Step (i): Solving Nahm equation:
dTi
dξ
= iǫijlTjTl, (4.1)
where Ti(ξ) should satisfies the following boundary condition:
Ti(ξ)
ξ→±a/2−→ τi
ξ ∓ a
2
+ (regular terms on ξ) (4.2)
where τi : irreducible representation of SU(2) [τi, τj ] = iǫijlτl.
We note that the coordinates x1,2 always appear in pair with the matrices T 1,2 and
that is why we see the commutator of the coordinates in the RHS. These terms of
course vanish on commutative spaces, however, they cause nontrivial contributions
on noncommutative spaces, which is seen later soon.
• Step (ii): Solving “0-dimensional Dirac equation” in the background of the Nahm
date which satisfies Nahm eq. (4.1):
∇†v = 0, (4.3)
31
with the normalization condition:∫
dξv†v = 1, (4.4)
where the “1-dimensional Dirac operator” is defined by
∇ξ(x) = i d
dξ
+ ei(x
i − T i), ∇ξ(x)† = i d
dξ
+ e¯i(x
i − T i), (4.5)
in which xi is the coordinate of R3, and ξ is an element of the interval (−(a/2), a/2)
for G = SU(2).16
• Step (iii): Using the solution v, we can construct the corresponding BPS monopole
solution as
Φ =
∫
dξv†ξv, Ai =
∫
dξv†∂µv, (4.6)
which actually satisfies the Bogomol’nyi equation:
Bi = −[Di,Φ], (4.7)
where Bi := (i/2)ǫijkF
jk is the magnetic fields.
The detailed aspects are discussed in Appendix A. In this subsection, we give some
typical examples of the explicit monopole solutions.
G = U(2) BPS ’t Hooft-Polyakov monopole (k = 1)
• Step (i):
In k = 1 case, the boundary condition (A.121) is simplified and Nahm equation is
trivially solved :
Ti = bi, (4.8)
which shows that the monopole is located at xi = bi. For simplicity, we set bi = 0.
• Step (ii):
In order to solve the “1-dimensional Dirac equation,” let us take the following ansatz
on v which corresponds to the gauge where the Higgs field Φ is proportional to σ3:
v =
( −(x1 − ix2)
∂ξ + x
3
)
β. (4.9)
16The region spanned by ξ depends on the gauge group, for example, in G = U(2) case, finite interval
(a
−
, a+), and in G = U(1) case, semi-infinite line.
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Then the equation is reduced to the simple differential equation ∂2ξβ = r
2β and we
get
β = e±rξ, (4.10)
which says that there are two independent solutions and the gauge group becomes
U(2). From the normalization condition, the zero-mode is
v =

− x1 − ix2√
(r + x3)(e2ra+ − e2ra−)
erξ
x1 − ix2√
(r − x3)(e−2ra− − e−2ra+)
e−rξ√
r + x3
e2ra+ − e2ra− e
rξ
√
r − x3
e2ra+ − e2ra− e
−rξ
 , (4.11)
where the integral region is (a−, a+).
• Step (iii): The Higgs field is calculated as follows:
Φ =

a+e
2ra+ − a−e2ra−
e2ra+ − e2ra− −
1
2r
0
0
a−e
−2ra− − a+e−2ra+
e−2ra− − e−2ra+ +
1
2r
 . (4.12)
The gauge field is also solved, however, is rather complicated. Here if we take the
integral region as (−(a/2), a/2), then the gauge group becomes G = SU(2) and the
monopole solution (4.12) coincides with Prasad-Sommerfield (PS) monopole [207]
up to gauge transformation17:
Φ =
xiσi
2|~x|2
(
a|~x|
tanh a|~x| − 1
)
, Ai =
ǫijkσ
jxk
2|~x|2
(
a|~x|
sinh a|~x| − 1
)
. (4.13)
If we take the integral region (−∞, 0), then one part e−rξ of the solution (4.10)
becomes unnormalized and the gauge group becomes G = U(1), and the solution
(4.12) is reduced to the Dirac monopole [65] up to gauge transformation:
Φ = − 1
2r
, Ar = Aϑ = 0, Aϕ = − i
2r
1 + cosϑ
sin ϑ
, (4.14)
where (r, ϑ, ϕ) is the ordinary polar coordinate. The gauge fields diverse at ϑ = 0 and
the magnetic fields also have the singularities at ϑ = 0, that is, on the positive part
of x3-axis. The string-like singularity is called Dirac string and can be interpreted
as the infinitely-thin solenoid. This is an unphysical object and the direction can be
17If we take the most simple form v ∝ exp(−xiσiξ) as the ansatz for v, this PS solution is directly
obtained without any gauge transformation.
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changed under a gauge transformation.18. On the region apart from the positive part
of x3-axis, the magnetic fields have the following configuration in a radial pattern
(See the left side of Fig. 7):
Bi = −∂iΦ = − x
i
2r3
. (4.15)
4.2 Nahm Construction of NC Monopoles
In this subsection, we construct some typicalG = U(2) or U(1) noncommutative monopole
solutions by Nahm procedure. The steps are the same as commutative one:
• Step (i): Solving Nahm equation
dTi
dξ
− i
2
ǫijk[Tj, Tk] = −θδi3 (4.16)
with the boundary condition (A.121). There is seen to be a constant term due to the
noncommutativity of the coordinates, which can be absorbed by a constant shift of
T3 [13, 86]. In k = 1 case, the boundary condition becomes trivial and the solution
Ti is easily found.
• Step (ii): Solving the 1-dimensional Dirac equation
∇ˆ†vˆ = 0 (4.17)
with the normalization condition.
• Step (iii): By using the solution vˆ of the “1-dimensional Dirac equation,” we can
construct the Higgs field and gauge fields as
Φˆ =
∫
dξ vˆ†ξvˆ, Aˆi =
∫
dξ vˆ†∂ivˆ. (4.18)
Let us construct explicit solutions.
U(1), k = 1 monopole solution (NC Dirac monopole)
For simplicity, we can set the monopole at the origin.
• Step (i): The solution for noncommutative Nahm equation is
T1,2 = 0, T3 = −θξ, (4.19)
18For a review see, [89, 110].
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where ξ is an element of (−∞, 0). Here we introduce new symbols W, b, b† as
W (x3, ξ) = x3ξ +
1
2
θξ2
b =
1√
2θ
(∂ξ + x3 + θξ) =
1√
2θ
e−W∂ξe
W
b† =
1√
2θ
(−∂ξ + x3 + θξ) = − 1√
2θ
eW∂ξe
−W . (4.20)
The operator b satisfies Heisenberg’ s commutation relation:
[b, b†] = 1. (4.21)
• Step (ii): Now the “1-dimensional Dirac equation” is(
b aˆ†
aˆ −b†
)(
vˆ1
vˆ2
)
= 0. (4.22)
(aˆ is the same as that in (2.11) and satisfies [aˆ, aˆ†] = 1.) In order to solve it, let us
put the following ansatz on vˆ:
vˆ =
( −aˆ†
b
)
∞∑
n=1
βn|n− 1〉〈n− 1|Uˆ †1 +
 − 1√ζ0 e−W |0〉〈0|
0
 , (4.23)
where ζ0 =
∫ 0
−∞ dξ e
−2W and βn satisfies(
b† b+ n
)
βn = 0. (4.24)
Hence βn is determined by acting b on β1 one after another. The final unknown is
the coefficient which is determined by the normalization condition. There needs to
be the boundary condition
βnbβn(0) = 1, βn(ξ)
ξ→−∞−→ 0 (4.25)
and finally βn is obtained as
βn(ξ) =
ζn−1(x3 + θξ)√
ζn(x3)ζn−1(x3)
, ζn(x3) :=
∫ ∞
0
dp pne−θp
2+2px3. (4.26)
• Step (iii): The Higgs field and the gauge fields are
Φˆ =
∞∑
n=0
Φn|n〉〈n| = −
∞∑
n=1
(
ξ2n − ξ2n−1
)
|n〉〈n| −
(
ξ20 +
x3
θ
)
|0〉〈0|,
Dˆz =
1√
2θ
∞∑
n=0
ξn
ξn+1
a†|n〉〈n|, Aˆ3 = 0. (4.27)
ξn(x3) :=
√
nζn−1
2θζn
. (4.28)
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This is smooth everywhere. The behavior at the infinity (rn + x3 → ∞, rn :=√
(x3)2 + 2θn) is
19:
Φn ∼

−x3
θ
: n = 0, x3 → +∞
− 1
2rn
= − 1
2
√
(x3)2 + 2θn
: otherwise
(4.29)
(B3)n ∼

1
θ
: n = 0, x3 → +∞
− x3
2(rn)3
: otherwise
(4.30)
This says that the Higgs field and the magnetic field have the special behavior at the
positive part of x3-axis, that is, n = 0, x3 →∞20, The distribution of the magnetic
fields is roughly estimated like the right side of Fig. 7.
∼    θ
x
  x , x 
1 2
3
1 2
3x
 x , x
Figure 7: The distribution of the magnetic fields of Dirac monopole (On commutative
space (left) V.S. On NC space (right))
The universal magnetic field (B3(x3 → +∞))0|0〉〈0| on the positive part of x3-axis,
can be mapped into the star-product formalism and it has a Gaussian distribution
(2/θ) exp {−((x1)2 + (x2)2)/θ} whose width is
√
θ. Hence in the commutative limit
θ → 0, it is reduced to delta-functional distribution and coincides with the Dirac
string.
Relation to Integrable Systems
19The integral of ζn is done by the saddle point method.
20Here we consider n as the square of the distance from the origin on the 1-2 plane. ((x1)
2+(x2)
2 ∼ 2θn).
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The solution of noncommutative 1-Dirac monopole (4.27) has an interesting form from
the integrable viewpoint. The solution can be written as Yang’s form [94] (See [171].):
Φ = ξˆ−1∂3ξˆ, Az = ξˆ
−1[∂ˆz, ξˆ], (4.31)
where
ξˆ :=
∞∑
n=0
ξn(x3)|n〉〈n|. (4.32)
This suggests that even on noncommutative spaces, the discussion on the integrability
is possible. In fact, noncommutative Bogomol’nyi equation for G = U(1) (2.32) can be
written as the 1-dimensional semi-infinite Toda lattice equation [94]:
d2qn
dt2
+ eqn−1−qn − eqn−qn+1 = 0, (n = 0, 1, 2, . . .) (4.33)
where
qn(t) :=

log
e t22
n!
ξ2n
(
t
2
) , t := 2x3 n ≥ 0
−∞ n = −1.
(4.34)
The operator ξˆ in Yang’s form (4.31) is just the ξn in (4.28). It is interesting that discrete
structure appears.
U(2), k = 1 monopole solution (NC Prasad-Sommerfield solution)
This solution is also constructed by Gross and Nekrasov [96]. The concrete steps are
all the same as those in the noncommutative Dirac monopole. The exact solution is,
however, very complicated and the properties are not yet revealed clearly.
4.3 D1-D3 Brane Systems and Nahm Construction
The monopoles are described by D1-D3 brane systems. The G = U(N) Yang-Mills-Higgs
theory is described by the low-energy effective theory of N D3-branes. Then the diagonal
values of Higgs field Φ stand for the positions of the D3-branes in the transverse direction
of it. For example, the Dirac monopole corresponds to the semi-infinite D1-brane whose
end attaches to D3-brane. (See Fig. 10.) This D-brane systems finally becomes stable and
then D1-branes are unified with D3-brane and are considered as a part of the D3-brane.
(See the upper-left of Fig.10.) The end of D1-brane has magnetic charge on D3-brane
and is considered as magnetic monopoles.
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Nahm construction is clearly interpreted as the D1-D3 brane systems [66]. (See Fig. 8.)
The situation with k D1-brane and N D3-brane represents the G = U(N), k monopoles.
As in instanton case, Bogomol’nyi equation and Nahm equation are described as the BPS
condition on D3-branes and D1-branes, respectively. The physical situation is unique and
the equivalence between two kind of moduli spaces is trivial.
k D1
N D3
D3
D3
ξ ,  Φ
a
a
+
The end of D1 looks
like (BPS) monopole.
BPS condition
= Nahm equation
Figure 8: D-brane interpretation of Nahm construction
Let us consider the D-brane interpretation of the correspondence of the boundary
condition of the Higgs field and the Nahm data. On the D3-brane, the boundary condition
of the Higgs field shows that D3-brane has a trumpet-like configuration because of the
pull-back by D1-brane. On the other hand, on D1-brane, the diagonal components of Ti
shows the positions of the D1-branes. However in k > 1 case, we cannot diagonalize all Ti
at the same time and cannot know all of the coordinates of D1-branes. Instead, there is
a condition for the second Casimir of k-dimensional irreducible representation of SU(2),
that is, τ 21 + τ
2
2 + τ
2
3 = (k
2 − 1)/4 and hence
T 21 + T
2
2 + T
2
3
ξ→±a/2−→ 1
4ξ2
(k2 − 1). (4.35)
This equation says that the D1-branes have a funnel-like configuration near the D3-brane
whose radius is
√
k2 − 1/2ξ (Fig. 9). This is in fact consistent with the result from
the analysis of coincide multiple D-branes by using a non-abelian BI action [44], which
strongly suggests the Myers’ effect [180].
Next let us discuss noncommutative case. Introducing the noncommutativity in x1-
x2 plane is equivalent to the presence of background B-field (magnetic field) in the x3
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ξ2
D3-brane
D1-branes
Figure 9: Myers effect
direction on the D3-brane. Then the end of D1-brane is pulled back by the magnetic field
and finally the pulling force balances the tension of the D1-brane and the D-brane system
becomes stable where the the slope of D1-brane is constant [117, 118, 119]. (See the lower
right side of Fig. 10.)
The configuration of the Higgs fields (4.14) and (4.29) are shown like at the upper
left and the upper right sides of Fig. 10, respectively. Comparing the previous argument
with the above D-brane interpretation (The lower side of Fig. 10), the singular behavior
at the positive part of the x3-axis corresponds to the D1-brane which is considered as the
part of D3-brane. The magnetic flux on x3-axis is the “shadow” of the D1-brane [94].
The slope of D1-brane is −1/θ against “xi-plane” on the D3-brane and −θ against ξ-axis,
which is very consistent (The lower right side of Fig. 10) and just coincides with that in
commutative side from the analysis of Born-Infeld action [174, 120].
Nahm construction of SU(N), N ≥ 3 monopole and the D-brane interpretation
We give a brief introduction of Nahm construction of SU(N), N ≥ 3, k-monopole
solution which corresponds to the situation of k D1-N D3 brane system with N ≥ 3 [132].
(See Fig. 11.) The present discussion is basically commutative one, however, also holds
in noncommutative case.
Unlike G = SU(2)-monopole, there appear the matrices I, J in the “0-dimensional
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ξ ξ
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Figure 10: The configuration of the Higgs field (Upper) and the D-brane interpretation
and the magnetic field (Lower) of the Dirac monopole (Left: Commutative case, Right:
NC case)
Dirac operator” as in ADHM construction:
∇ˆ :=

J I†
i
d
dξ
− i(x3 − T3) −i(z¯1 − T †z )
−i(z1 − Tz) i d
dξ
+ i(x3 − T3)
 . (4.36)
Here it is convenient to introduce the following symbols:
~V · ~V ′ :=
Nb∑
b=1
u†bu
′
bδ(ξ − ξb) + ~v†~v′, (4.37)
〈~V , ~V ′〉 :=
∫
dξ ~V · ~V ′ =
Nb∑
b=1
u†bu
′
b +
∫
dξ ~v†~v′. (4.38)
Now Nahm data Ti(ξ) are discontinuous with respect to ξ. Though the size of Ti is also
variable at each interval of ξ, here for simplicity, suppose that the size is the same. The
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points ξ = ξb where the D1-branes are attached from both side of the D3-brane is called
“jumping point,” which depends on how the gauge group is broken. (See Fig. 11.) The
number Nb denotes that of “jumping points.”
ξ
 ξ
 ξ
 ξ 1
2
3 D3
D3
D3
T : k       k
T : k       k
i
iD1
D1
k
k
1
2
1 1
2 2
Figure 11: The D-brane interpretation of U(3)-monopole (When k1 = k2, the point ξ = ξ2
shows the “jumping point.”)
Nahm equation is derived as the condition that ∇ · ∇ commutes with Pauli matrices:
[Tz, T
†
z ] + [
d
dξ
+ T3,− d
dξ
+ T3] +
Nb∑
b=1
(IbI
†
b − J†bJb)δ(ξ − ξb) = 0,
[Tz,
d
dξ
+ T3] +
Nb∑
b=1
IbJbδ(ξ − ξb) = 0. (4.39)
The steps are all the same as the usual Nahm construction. Next we solve the “1-
dimensional Dirac equation”
∇ · V =
Nb∑
b=1
(
J†b
Ib
)
uˆbδ(ξ − ξb)
+

i
d
dξ
+ i(x3 − T3) i(z¯1 − T †z )
i(z1 − Tz) i d
dξ
− i(x3 − T3)

(
v1
v2
)
= 0, (4.40)
〈V, V 〉 = 1. (4.41)
and construct the Higgs field and gauge fields which satisfies the Bogomol’nyi equation
Φ = 〈V, ξV 〉, Ai = 〈V, ∂iV 〉. (4.42)
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Note
• The boundary conditions in Nahm construction are discussed from D-brane pictures
in [39, 145, 226]
4.4 Nahm Construction of the Fluxon
U(1) BPS fluxon solution (k = 1)
In the noncommutative Yang-Mills-Higgs theory, there exists the special soliton cor-
responding to the localized instantons. Let construct it for k = 1 for simplicity.
From the suggestion of caloron solutions, this solution is considered as the noncom-
mutative version of the monopole with ρ = ζ = 0, that is, D = 0. Hence ξ runs all real
number and there are “jumping points.” (Suppose ξb = 0.)
• Step (i): The solution of Nahm equation is
I = J = 0, Ti(ξ) = −θδi3ξ. (4.43)
• Step (ii): The solution of “1-dimensional Dirac equation” is
Vˆ =
 uˆvˆ1
vˆ2
 =
 Uˆkf(ξ, x3)|0〉〈0|
0
 , (4.44)
where
f(ξ, x3) =
(
π
θ
) 1
4
exp
[
−θ
2
(
ξ +
x3
θ
)2]
. (4.45)
• Step (iii): Substituting this to (4.42), we get the Higgs field and the gauge fields
which satisfies noncommutative Bogomol’nyi equation [100]:
Φˆ = ξ1Uˆ
†
1 Uˆ1 +
(
θ
π
) 1
2 ∫ ∞
−∞
dξ
(
ξ − x3
θ
)
e−θξ
2 |0〉〈0| = −x3
θ
|0〉〈0|,
Aˆ3 =
∫ ∞
−∞
dξ vˆ†
(
−x3
θ
− ξ
)
vˆ =
(
−x3
θ
− Φˆ
)
|0〉〈0| = 0,
Dˆz = Uˆ
†
1 ∂ˆzUˆ1. (4.46)
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This is a special soliton on noncommutative space which is called the BPS fluxon
[206, 95]. The magnetic field is easily calculated as
Bˆ3 =
1
θ
Pˆ1, Bˆ1 = Bˆ2 = 0. (4.47)
We can also take the Seiberg-Witten map to the configuration. The D1-brane
current density is calculated [121] as
JD1(x) =
1
θ
+ δ(2)(z)δ
(
Φ+
x3
θ
)
. (4.48)
The configuration of the Higgs field and the distribution of the magnetic field are
as like in Fig. 12.
x
x  , x
x
x  , x
ξΦ
D3
D1 (fluxon)
1 2
3
1 2
3
Figure 12: The Higgs field of 1 fluxon (Left) and the D-brane interpretation and the
magnetic field (Right)
The fluxon can be interpreted as the infinite magnetic flux which appears on the
positive part of x3-axis in noncommutative Dirac monopole and is close to a flux
rather than a monopole. The tension of the flux is calculated as 2π/g2YMθ [95].
The generalization to k-fluxon solution with the moduli parameters which show the
positions of the fluxons are straightforwardly made [100] as follows.
The Dirac zero-mode is
Vˆ =

uˆ
vˆ
(m)
1
vˆ
(m)
2
 =
 Uˆkf (m)(ξ, x3)|α(m)z 〉〈m|
0
 , (4.49)
where
f (m)(ξ, x3) =
(
π
θ
) 1
4
exp
−θ
2
ξ + x3 − b(m)3
θ
2
 . (4.50)
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The k-fluxon solution with the moduli parameters is
Φˆ = ξ1Uˆ
†
kUˆk +
(
θ
π
) 1
2 k−1∑
m=0
∫ ∞
−∞
dξ
ξ − x3 − b(m)3
θ
 e−θξ2|m〉〈m|
= −
k−1∑
m=0
x3 − b(m)3
θ
 |m〉〈m|
Aˆ3 = 〈Vˆ , ∂3Vˆ 〉 =
∫ ∞
−∞
dξ vˆ†
−x3 − b(m)3
θ
− ξ
 vˆ = k−1∑
m=0
−x3 − b(m)3
θ
− Φ(m)
 |m〉〈m|
= 0,
Aˆz = 〈Vˆ , ∂zVˆ 〉 = Uˆ †k ∂ˆzUˆk − ∂ˆz −
k−1∑
m=0
α¯(m)z
2θ
|m〉〈m|. (4.51)
The D1-brane current density is calculated [121] as
JD1(x) =
1
θ
+
k−1∑
m=0
δ(2)(z − α(m)z )δ
Φ+ x3 − b(m)3
θ
 . (4.52)
When we apply the “solution generating technique” to Bogomol’nyi equation, we
have to find a modification or a trick on the transformation of the Higgs field [103,
116] (cf. section 6.2). On the other hand, Nahm construction naturally shows the
modification part as in (4.51).
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5 Calorons and D-branes
In section 3 and 4, we treat instantons and monopoles separately. In fact, monopoles
are considered as the Fourier-transformed instantons in some sense, which is clearly un-
derstood from the T-duality transformation of D0-D4 brane systems. In this section, we
discuss the reasons introducing periodic instantons which corresponds to D0-D4 brane
systems on R3 × S1 which is called calorons. We do not examine the detailed properties
but just give the D-brane interpretation of it and take the T-duality transformation.
5.1 Instantons on R3 × S1 (=Calorons) and T-duality
Calorons are periodic instantons in one direction, that is, instantons onR3×S1. They were
first constructed explicitly in [108] as infinite number of ’t Hooft instantons periodic in one
direction and used for the discussion on non-perturbative aspects of finite-temperature
field theories [108, 97]. Calorons can intermediate between instantons and monopoles
and coincide with them in the limits of β → ∞ and β → 0 respectively where β is the
perimeter of S1 [209]. Hence calorons also can be reinterpreted clearly from D-brane
picture [163] and constructed by Nahm construction [185, 153, 161, 32].
The D-brane pictures of them are the following. (See Fig. 21.) Instantons and
monopoles are represented as D0-branes on D4-branes and D-strings ending to D3-branes
respectively. Hence calorons are represented as D0-branes on D4-branes lying on R3×S1.
In the T-dualized picture, U(N) 1 caloron can be interpreted as N − 1 fundamental
monopoles and the N -th monopole which appears from the Kaluza-Klein sector [163].
The value of the fourth component of the gauge field at spatial infinity on D4-brane
determines the positions of the D3-branes which denote the Higgs expectation values of
the monopole. The positions of the D3-branes are called the jumping points because at
these points, the D1-brane is generally separated. In N = 2 case, the separation interval
(see Fig. 21) D satisfies D ∼ ρ2/β [163, 161], and if the size ρ of periodic instanton
is fixed and the period β goes to zero, then one monopole decouples and the situation
exactly coincides with that of PS-monopole [207]. BPS fluxons are represented as infinite
D-strings piercing D3-branes in the background constant B-field and considered to be the
T-dualized noncommutative calorons in the limit with the period β → 0 and the interval
D → 0, which suggests ρ = 0.
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Figure 13: The D-brane description of U(2) 1 caloron.
5.2 NC Calorons and T-duality
In this subsection, we construct the noncommutative caloron solution by putting infinite
number of localized instantons in the one direction at regular intervals.
localized U(1) 1 caloron
Now let us construct a localized caloron solution as commutative caloron solution
in section 3.1, that is, we take the instanton number k → ∞ and put infinite number of
localized instantons in the x4 direction at regular intervals. We have to find an appropriate
shift operator so that it gives rise to an infinite-dimensional projection operator and put
the moduli parameter b4 periodic.
The solution is found as:
Aˆz1 = Uˆ
†
k×∞∂ˆz1Uˆk×∞ − ∂ˆz1 −
k−1∑
m=0
α¯
(m)
1
2θ
|m〉〈m| ⊗ 1H2 ,
Aˆz2 = Uˆ
†
k×∞∂ˆz2Uˆk×∞ − ∂ˆz2 +
k−1∑
m=0
∞∑
n=−∞
α¯
(m)
2 − inβ
2θ
|m〉〈m| ⊗ |n〉〈n|, (5.1)
where the shift operator is defined as
Uˆk×∞ =
∞∑
n1=0
|n1〉〈n1 + k| ⊗ 1H2 . (5.2)
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The field strength is calculated as
Fˆ12 = −Fˆ34 = i1
θ
Pˆk ⊗ 1H2, (5.3)
which is trivially periodic in the x4 direction. It seems to be strange that this contains
no information of the period β. Hence one may wonder if this solution is the charge-one
caloron solution on R3 × S1 whose perimeter is β. Furthermore one may doubt if this
suggests that this soliton represents D2-brane not infinite number of D0-branes.
The apparent paradox is solved by mapping this solution to commutative side by exact
Seiberg-Witten map. The commutative description of D0-brane density is as follows
JD0(x) =
2
θ2
+
k−1∑
m=0
∞∑
n=−∞
δ(2)(z1 − α(m)1 )δ(2)(z2 − α(m)2 − inβ). (5.4)
The information of the period has appeared and the solution (5.1) is shown to be an
appropriate charge-one caloron solution with the period β. The above paradox is due
to the fact that in noncommutative gauge theories, there is no local observable and the
period becomes obscure. And as is pointed out in [121], the D2-brane density is exactly
zero. Hence the paradox has been solved clearly.
This soliton can be interpreted as a localized instanton on noncommutative R3 × S1.
It is interesting to study the relationship between our solution and that in [59].
localized U(1) 1 doubly-periodic instantons
In similar way, we can construct doubly-periodic (in the x3 and x4 directions) instanton
solution:
Aˆz1 = Uˆ
†
k×∞∂ˆz1Uˆk×∞ − ∂ˆz1 −
k−1∑
m=0
α¯
(m)
1
2θ
|m〉〈m| ⊗ 1H2 ,
Aˆz2 = Uˆ
†
k×∞∂ˆz2Uˆk×∞ − ∂ˆz2
+
k−1∑
m=0
∞∑
n1,n2=−∞
α¯
(m)
2 + β1n1 − iβ2n2
2θ
|m〉〈m| ⊗ |α˜(l1,l2)n1n2 〉〈α˜(l1,l2)n1n2 |, (5.5)
where the system
{
|α˜(l1,l2)n1,n2 〉
}
n1,n2∈Z
is von Neumann lattice [233] and an orthonormal and
complete set [200, 17]21. Von Neumann lattice is the complete subsystem of the set of the
coherent states which is over-complete, and generated by el1∂ˆ3 and el2∂ˆ4 , where the periods
of the lattice l1, l2 ∈ R satisfies l1l2 = 2πθ. (See also [12, 87].) This complete system has
21To make this system complete, the sum over the labels (n1, n2) of von Neumann lattice is taken
removing some one pair. We apply this summation rule to the doubly-periodic instanton solution (5.5).
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two kind of labels and suitable to doubly-periodic instanton. Of course, another complete
system can be available if one label the system appropriately.
The field strength in the noncommutative side is the same as (5.3) and the commuta-
tive description of D0-brane density becomes
JD0(x) =
2
θ2
+
k−1∑
m=0
∞∑
n1,n2=−∞
δ(1)(z1 − α(m)1 )δ(2)(z2 − α(m)2 − n1β1 − in2β2), (5.6)
which guarantees that this is an appropriate charge-one doubly-periodic instanton solution
with the period β1, β2.
This soliton can be interpreted as a localized instanton on noncommutative R2 × T 2.
The exact known solitons on noncommutative torus are very refined or abstract as is
found in [87, 24, 154, 143]. It is therefore notable that our simple solution (5.5) is indeed
doubly-periodic. The point is that we treat noncommutative R4 not noncommutative
torus and apply “solution generating technique” to H1 side only.
5.3 Fourier Transformation of Localized Calorons
Now we discuss the Fourier transformation of the gauge fields of localized caloron and
show that the transformed configuration exactly coincides with the BPS fluxon in the
β → 0 limit. This discussion is similar to that the commutative caloron exactly coincides
with PS monopole in the β → 0 limit up to gauge transformation as in the end of section
3.1,.
The Fourier transformation can be defined by
1ˆH2 → 1, xˆ3,41ˆH2 → x3,4,
Aˆµ → ˜ˆA[l]µ = lim
β→0
1
β
∫ β
2
−β
2
dx4 e
2πil
x4
β Aˆµ. (5.7)
In the β → 0 limit, only l = 0 mode survives and the Fourier transformation (5.7) becomes
trivial. Then we rewrite these zero modes
˜ˆ
A
[0]
i and i
˜ˆ
A
[0]
4 as Aˆi and Φˆ in (3+1)-dimensional
noncommutative gauge theory respectively. Noting that in the localized caloron solution
(5.1), Uˆ †k×∞∂ˆz2Uˆk×∞− ∂ˆz2 = Pˆk⊗ 1ˆH2(ˆ¯z2/2θ2), where the Pˆk is the same as the projection
in (??), the transformed fields are easily calculated as follows:
Aˆz1 = Uˆ
†
k ∂ˆz1Uˆk − ∂ˆz1 −
k−1∑
m=0
α¯(m)z1
2θ1
|m〉〈m|,
Aˆ3 = i
k−1∑
m=0
b
(m)
4
θ2
|m〉〈m|,
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Φˆ =
k−1∑
m=0
x3 − b(m)3
θ2
|m〉〈m|. (5.8)
The Fourier transformation (5.7) also reproduces the anti-self-dual BPS fluxon rewriting
θ1, θ2 and z1 as θ, −θ and z respectively. We note that the anti-self-dual condition of
the noncommutative parameter θ1 + θ2 = 0 in the localized caloron would correspond
to the anti-self-dual condition of the BPS fluxon. In the D-brane picture, the Fourier
transformation (5.7) can be considered as the composite of T-duality in the x4 direction
and the space rotation in x3-Φ plane [119, 175, 120]. (cf. Fig. 14)
T-dual
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4
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rotation
(period =      > 0)β
β
2pi
(period =        >     )οο
D0
D4
D1
D3 D3
D1
Fourier transformation
Localized Caloron
     T-dualized Caloron    BPS Fluxon
Figure 14: Localized U(1) 1 caloron and the relation to BPS fluxon
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6 NC Solitons and D-branes
So far, we have discussed mainly the Yang-Mills(-Higgs) theories which correspond to
the gauge theories on D-branes in the decoupling limit. From now on, we treat other
noncommutative theories. In this section, we discuss the applications of noncommutative
solitons to the problems on tachyon condensations, which was a breakthrough in the
understanding of non-perturbative aspects of D-branes.
6.1 Gopakumar-Minwalla-Strominger (GMS) Solitons
In this subsection, we briefly review the Gopakumar-Minwalla-Strominger (GMS) solitons
which are the special scalar solitons in the θ →∞ limit. The structure is very simple and
easy to be applied to tachyon condensations.
Let us consider the Yang-Mills-Higgs theory on the noncommutative (2+1)-dimensional
space-time:
I =
∫
dtd2x
(
−1
4
FµνF
µν +
1
2
DµΦD
µΦ + V (Φ)
)
, (6.1)
where the Higgs field Φ belongs to the adjoint representation of the gauge group and the
potential term V (Φ) is a polynomial in Φ:
V (Φ) =
m2
2
Φ2 + c1Φ
3 + · · · (6.2)
Now let us take the scale transformation xi →√θxi, Aµ →
√
θ−1Aµ and the θ →∞ limit,
then the kinetic terms in the action drop out and the action (6.1) is reduced to the simple
one:
I =
∫
dtd2x V (Φ). (6.3)
The equation of motion is easily obtained:
dV
dΦ
= cΦ(Φ− λ1) · · · (Φ− λn) = 0. (6.4)
On commutative spaces, the solution is trivial: Φ = λi. However, on noncommutative
space, there is a simple, but non-trivial solution:
Φ = λiP (6.5)
where P is a projection. The typical example is found in operator formalism:
Φ = λi|0〉〈0|. (6.6)
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This solution has the Gaussian distribution in star-product formalism and hence has a
localized energy. This configuration is stable as far as θ →∞, which guarantees this is a
soliton solution called the GMS solitons.
The action (6.1) is equivalent to the effective action of D2-brane in the decoupling
limit. Hence the solitons are considered as the D0-branes on the D2-branes. This is
confirmed by the coincidence of the energy and the spectrum of the fluctuation around
the soliton configuration, which makes the studies of noncommutative solitons and tachyon
condensations joined. (For other discussion on noncommutative solitons and D-branes,
see e.g. [2, 38, 78, 139].)
6.2 The Solution Generating Technique
The “solution generating technique” is a transformation which leaves an equation as it is,
that is, one of the auto-Ba¨cklund transformations. The transformation is almost a gauge
transformation and defined as follows:
Dˆz → Uˆ †DˆzUˆ , (6.7)
where Uˆ is an almost unitary operator and satisfies
UˆUˆ † = 1. (6.8)
We note that we don’t put Uˆ †Uˆ = 1. If Uˆ is finite-size, UˆUˆ † = 1 implies Uˆ †Uˆ = 1
and then Uˆ and the transformation (6.7) become a unitary operator and just a gauge
transformation respectively. Now, however, Uˆ is infinite-size and we only claim that Uˆ †Uˆ
is a projection because (Uˆ †Uˆ)2 = Uˆ †(UˆUˆ †)Uˆ = Uˆ †Uˆ . Hence the operator Uˆ is the partial
isometry (2.19).
The transformation (6.7) generally leaves an equation of motion as it is [113]:
δI
δO → Uˆ
† δI
δO Uˆ , (6.9)
where I and O are the Lagrangian and the field in the Lagrangian. Hence if one prepares a
known solution of the equation of motion δI/δO = 0, then we can get various new solution
of it by applying the transformation (6.7) to the known solution. The new soliton solutions
from vacuum solutions are called localized solitons. The dimension of the projection Pˆk in
fact represents the charge of the localized solitons. In general, the new solitons generated
from known solitons by the “solution generating technique” are the composite of known
solitons and localized solitons.
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The “solution generating technique” (6.7) can be generalized so as to include moduli
parameters. In U(1) gauge theory, the generalized transformation becomes as follows:
Dˆz → Uˆ †kDˆzUˆk −
k−1∑
m=0
α¯(m)z
2θ
|m〉〈m|, (6.10)
where α(m)z is an complex number and represents the position of the m-th localized soliton.
This technique is all found by hand. However as we saw in section 3.2, ADHM con-
struction naturally gives rise to all elements in the solution generating technique including
moduli parameters. Next we will see how strong the solution generating technique is to
generate new soliton solution, how simple the solution is to be calculated, and how well
it fits to D-brane interpretation including matrix models.
Application to Sen’s Conjecture on Tachyon Condensations
For simplicity, let us consider the bosonic effective theory of a D25-brane in the back-
ground constant B-field whose non-zero component is B24,25 (=: −b < 0)22:
I =
TD25gs
Gs
∫
d24x (2πθTrH) L, (6.11)
L = −V (T − 1)
√
− det(Gµν + 2πα′(F + Φ)µν)
+
1
2
√
Gf(T − 1)[Dµ, T ][Dµ, T ] + (higher derivative terms of F ), (6.12)
where
Gµν = diag(1,−1, · · · ,−1,−(2πα′b)2,−(2πα′b)2), Gs = gs(2πα′),
θ24,25 =: θ =
1
b
, F24,25 + Φ24,25 =
1
θ
[Dz, D
†
z],
where TDp denotes the tension of the Dp-brane and µ, ν = 0, . . . , 25. This effective action
is obtained by remaining massless tachyon fields T and gauge fields Aµ, integrating out
the other massive fields, and imposing the ordinary gauge symmetry23. Let us suppose
that the tachyon potential V (T ) has the following shape like Fig. 15
Following Sen’s conjecture 24, the part at the valley (T = 1) corresponds to the closed
string vacuum where there is no D-branes because there is no open strings. The important
22Here 24-25 plane is supposed to be noncommutative. The variable z is the complex coordinate of
this plane.
23We have to make further discussion on the Born-Infeld part. However we do not need the details
here.
24For a review see [216].
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Figure 15: The tachyon potential
point here is that the “solution generating technique” leaves the equation of motion as it
is independent of the details of the action (6.11) because of the gauge invariance of it.
That is why we can get non-trivial exact solution of the effective theory of SFT very
easily by applying the solution generating technique (6.7) to the vacuum solution Tˆ =
1, Dˆz = ∂ˆz, Aˆi = 0, (i = 0, . . . , 23) even if we know no parts of the action:
Tˆ = Uˆ †k1Uˆk = 1− Pˆk, Dˆz = Uˆ †k ∂ˆzUˆk, Aˆi = 0. (6.13)
The tension of this solution is easily calculated
(Tension) = (2π)2α′kTD25 = kTD23, (6.14)
which shows that this localized configuration have the same tension as that of k D23-
branes! The fluctuation spectrum is also coincident with that of D23-brane, which are
both evidences that this noncommutative soliton solution is just D23-branes! This implies
an exact confirmation of Sen’s conjecture that an unstable D25-brane decays into D23-
brane by the tachyon condensation in the context of the effective theory of SFT.
Application to NC Bogomol’nyi Equation
Now let us apply the solution generating technique to BPS equations. Unlike EOM,
BPS equations contain constants in general and therefore do not be transformed covari-
antly under the transformation (6.7).
Here we introduce some results on this problems. focusing on the noncommutative
Bogomol’nyi equation for G = U(1) here. The following modified transformation leaves
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the noncommutative Bogomol’nyi equation as it is [103, 116]:
Φ → Uˆ †kΦUˆk −
k−1∑
m=0
x3 − b(m)3
θ
|m〉〈m|,
D3 → ∂3 + Uˆ †kA3Uˆk + i
k−1∑
m=0
b
(m)
4
θ
|m〉〈m|,
Dz → Uˆ †kDzUˆk −
k−1∑
m=0
α¯(m)z
2θ
|m〉〈m|. (6.15)
The crucial modification part appears in the transformation law of the Higgs field, which
is, interestingly, seen naturally in the fluxon solutions (4.47) by Nahm construction.
We can generate various new BPS soliton solutions from known solutions. For example,
from the noncommutative 1-Dirac monopole solution (4.18), we get the following new
solution by the BPS solution generating technique (6.15) [103]:
Φnew = −

∞∑
n=k+1
(ξ2n−k − ξ2n−k−1)|n〉〈n|+
(
ξ20 +
x3
θ
)
|k〉〈k|+
k−1∑
m=0
x3 − b(m)3
θ
 |m〉〈m|
 ,
Dnewz =
1√
2θ
∞∑
n=k
√
n+ 1− k
n+ 1
ξn−k
ξn+1−k
a†|n〉〈n| −
k−1∑
m=0
α¯(m)z
2θ
|m〉〈m|,
Anew3 = i
k−1∑
m=0
b
(m)
4
θ
|m〉〈m|. (6.16)
This is the composite of a noncommutative Dirac monopole and k fluxons (See Fig. 16).
Parallel D-strings
D3-brane
x
 Φ
3
monopole
fluxon
1,2,3
4
Figure 16: Bound state at threshold of an Abelian monopole and k fluxons (k=1).
Here let us interpret this transformation from the viewpoints of matrix models [16,
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135, 3, 4]. The new solution has the following matrix representation setting b3 = 0:
Dnewz = Uˆ
†
k
 ∞∑
m,n=0
(Dˆoriginalz )m,n|m〉〈n|
 Uˆk − k−1∑
m=0
α¯(m)z
2θ
|m〉〈m|,
=
∞∑
m,n=k
(Dˆoriginalz )m−k,n−k|m〉〈n| −
k−1∑
m=0
α¯(m)z
2θ
|m〉〈m|,
=

− α¯
(0)
z
2θ
O
. . . O
O − α¯
(k−1)
z
2θ
O Dˆoriginalz

Φˆnew =

−x3
θ
O
. . . O
O −x3
θ
O Φˆoriginal

. (6.17)
The transformed configuration can be interpreted as the composite of the original con-
figuration (basically a D3-brane)and the additional k fluxons (unbounded k D1-branes).
The upper-left k × k part and the lower-right part correspond to the additional inde-
pendent k D1-branes and the original D3-brane as the bound state of infinite D1-branes,
respectively. The zero components in the off-diagonal parts show the no-bound between
the original configuration and the k fluxons. (See the right side of Fig. 12.) The diagonal
elements of the upper-left k × k part are the Higgs vacuum expectation value (VEV) on
the D1-branes and represents the positions of k D1-branes. That is why the parameters
α¯(m)z are the moduli parameters which shows the positions of the fluxons, which is con-
sistent with the previous results. The linear terms −x3/θ in the Higgs field Φ gives rise
to the slope −1/θ of D1-brane in the x3 direction and play the crucial role so that the
transformed configuration should be BPS.
We have set the transverse coordinates Φµˆ = 0 in the last paragraph in section 2.
After the transformation, however, we can take Φµˆ 6= 0 keeping the BPS condition. For
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example, to the general solutions (6.16), we can set
Φµˆ =
k−1∑
m=0
b
(m)
µˆ
θ
|m〉〈m| =

b
(0)
µˆ
θ
O
. . . O
O
b
(k−1)
µˆ
θ
O O

, (6.18)
where b
(m)
µˆ , µˆ = 5, . . . , 9 are real constants and denote the µˆ-th transverse coordinates of
the m-th fluxon. This shows that the k fluxons can escape from the D3-brane. (See Fig.
17.)
D3-brane
D-string (monopole)
D-string (fluxon)
b
 Φ
Φ
µ
µ
x3
5,6,7,8,9
4
1,2,3
θ
Figure 17: Fluxons can escape from the D3-brane.
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7 Towards NC Soliton Theories and NC Integrable
Systems
In this section, we discuss noncommutative extension of integrable systems. We believe
that this study would pioneer new area of integrable systems.
In star-product formalism, noncommutative theories are considered as deformed theo-
ries from commutative ones. Under the NC-deformation, the (anti-)self-dual (ASD) Yang-
Mills equations could be considered to preserve the integrability in the same sense as in
commutative cases [144, 189]. On the other hand, with regard to typical integrable equa-
tions such as the Korteweg-de Vries (KdV) equation [152] and the Kadomtsev-Petviasfvili
(KP) equation [142], naive noncommutative extension generally destroys the integrabil-
ity. There is known to be a method, the bicomplex method, to yield noncommutative
integrable equations which have many conserved quantities [61, 62, 63, 64, 91]. There are
many other works on noncommutative integrable systems, for example, [23, 34, 45, 57,
77, 79, 107, 130, 157, 158, 159, 165, 197, 219, 248].
In this section, we discuss noncommutative extension of wider class of integrable equa-
tions which are expected to preserve the integrability. First, we present a strong method
to give rise to noncommutative Lax pairs and construct various noncommutative Lax
equations. Then we discuss the relationship between the generated equations and the
noncommutative integrable equations obtained from the bicomplex method and from re-
ductions of the noncommutative ASD Yang-Mills equations. All the results are consistent
and we can expect that the noncommutative Lax equations would be integrable. Hence it
is natural to propose the following conjecture which contains the noncommutative version
of Ward conjecture: many of noncommutative Lax equations would be integrable and be
obtained from reductions of the noncommutative ASD Yang-Mills equations. (See Fig.
18.)
7.1 The Lax-Pair Generating Technique
In commutative cases, Lax representations [156] are common in many known integrable
equations and fit well to the discussion of reductions of the ASD Yang-Mills equations.
Here we look for the Lax representations on noncommutative spaces. First we introduce
how to find Lax representations on commutative spaces.
An integrable equation which possesses the Lax representation can be rewritten as the
following equation:
[L, T + ∂t] = 0, (7.1)
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Figure 18: NC Ward Conjecture
where ∂t := ∂/∂t. This equation and the pair of operators (L, T ) are called the Lax
equation and the Lax pair, respectively.
The noncommutative version of the Lax equation (7.1), the noncommutative Lax equa-
tion, is easily defined just by replacing the product of L and T with the star product.
In this subsection, we look for the noncommutative Lax equation whose operator L is
a differential operator. In order to make this study systematic, we set up the following
problem :
Problem : For a given operator L, find the corresponding operator T which satisfies the
Lax equation (7.1).
This is in general very difficult to solve. However if we put an ansatz on the operator
T , then we can get the answer for wide class of Lax pairs including noncommutative case.
The ansatz for the operator T is of the following type:
Ansatz for the operator T :
T = ∂ni L+ T
′. (7.2)
Then the problem for T is reduced to that for T ′. This ansatz is very simple, however,
very strong to determine the unknown operator T ′. In this way, we can get the Lax pair
(L, T ), which is called, in this paper, the Lax-pair generating technique.
In order to explain it more concretely, let us consider the Korteweg-de-Vries (KdV)
equation on commutative (1 + 1)-dimensional space where the operator L is given by
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LKdV := ∂
2
x + u(t, x).
The ansatz for the operator T is given by
T = ∂xLKdV + T
′, (7.3)
which corresponds to n = 1 and ∂i = ∂x in the general ansatz (7.2). This factorization
was first used to find wider class of Lax pairs in higher dimensional case [225].
The Lax equation (7.1) leads to the equation for the unknown operator T ′:
[∂2x + u, T
′] = ux∂
2
x + ut + uux, (7.4)
where ux := ∂u/∂x and so on. Here we would like to delete the term ux∂
2
x in the RHS
of (7.4) so that this equation finally is reduced to a differential equation. Therefore the
operator T ′ could be taken as
T ′ = A∂x +B, (7.5)
where A,B are polynomials of u, ux, ut, uxx, etc. Then the Lax equation becomes f∂
2
x +
g∂x + h = 0. From f = 0, g = 0, we get
25
A =
u
2
, B = −1
4
ux + β, (7.6)
that is,
T = ∂xLKdV + A∂x +B = ∂
3
x +
3
2
u∂x +
3
4
ux. (7.7)
Finally h = 0 yields the Lax equation, the KdV equation:
ut +
3
2
uux +
1
4
uxxx = 0. (7.8)
In this way, we can generate a wide class of Lax equations including higher dimensional
integrable equations [225]. For example, LmKdV := ∂
2
x + v(t, x)∂x and LKP := ∂
2
x +
u(t, x, y) + ∂y give rise to the modified KdV equation and the KP equation, respectively
by the same ansatz (7.3) for T . If we take LBCS := ∂
2
x + u(t, x, y) and the modified
ansatz T = ∂yLBCS + T
′, then we get the Bogoyavlenskii-Calogero-Schiff (BCS) equation
[26, 36, 213].26
Good news here is that this technique is also applicable to noncommutative cases.
25Exactly speaking, an integral constant should appear in A as A = u/2 + α. This constant α is
unphysical and can be absorbed by the scale transformation u → u + 2α/3. Hence we can take α = 0
without loss of generality. From now on, we always omit such kind of integral constants.
26The multi-soliton solution is found in [253, 252].
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7.2 NC Lax Equations
We present some results by using the Lax-pair generating technique. First we focus on
noncommutative (2+ 1)-dimensional Lax equations. Let us suppose that the noncommu-
tativity is basically introduced in the space directions.
• The NC KP equation [197]:
The Lax operator is given by
LKP = ∂
2
x + u(t, x, y) + ∂y =: L
′
KP + ∂y. (7.9)
The ansatz for the operator T is the same as commutative case:
T = ∂xL
′
KP + T
′. (7.10)
Then we find
T ′ = A∂x +B =
1
2
u∂x − 1
4
ux − 3
4
∂−1x uy, (7.11)
and the noncommutative KP equation:
ut +
1
4
uxxx +
3
4
(ux ⋆ u+ u ⋆ ux) +
3
4
∂−1x uyy +
3
4
[u, ∂−1x uy]⋆ = 0, (7.12)
where ∂−1x f(x) :=
∫ x dx′f(x′), uxxx = ∂3u/∂x3 and so on. This coincides with that
in [197]. There is seen to be a nontrivial deformed term [u, ∂−1x uy]⋆ in the equation
(7.12) which vanishes in the commutative limit. In [197], the multi-soliton solution
is found by the first order to small θ expansion, which suggests that this equation
would be considered as an integrable equation.
If we take the ansatz T = ∂nxLKP + T
′, we can get infinite number of the hierarchy
equations.
• The NC BCS equation:
This is obtained by following the same steps as in the commutative case. The new
equation is
ut +
1
4
uxxy +
1
2
(uy ⋆ u+ u ⋆ uy) +
1
4
ux ⋆ (∂
−1
x uy)
+
1
4
(∂−1x uy) ⋆ ux +
1
4
[u, ∂−1x [u, ∂
−1
x uy]⋆]⋆ = 0, (7.13)
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whose Lax pair and the ansatz are
LBCS = ∂
2
x + u(t, x, y),
T = ∂yLBCS + T
′,
T ′ = A∂x +B =
1
2
(∂−1x uy)∂x −
1
4
uy − 1
4
∂−1x [u, ∂
−1
x uy]⋆. (7.14)
This time, a non-trivial term is found even in the operator T .
We can generate many other noncommutative Lax equations in the same way. Fur-
thermore if we introduce the noncommutativity into time coordinate as [t, x] = iθ, we can
construct noncommutative (1 + 1)-dimensional integrable equations. Let us show some
typical examples.
• The NC KdV equation:
The noncommutative KdV equation is simply obtained as
ut +
3
4
(ux ⋆ u+ u ⋆ ux) +
1
4
uxxx = 0, (7.15)
whose Lax pair and the ansatz are
LKdV = ∂
2
x + u(t, x),
T = ∂xLKdV + T
′,
T ′ = A∂x +B =
1
2
u∂x +
3
4
ux. (7.16)
This coincides with that derived by using the bicomplex method [63] and by the
reduction from noncommutative KP equation (7.12) setting the fields y-independent:
“∂y = 0.” The bicomplex method guarantees the existence of many conserved
topological quantities, which suggests that noncommutative Lax equations would
possess the integrability Here we reintroduce the noncommutativity as [t, x] = iθ.27
We also find the noncommutative KdV hierarchy [224], by taking the ansatz T =
∂nxLKdV+T
′. It is interesting that for n = 2, the hierarchy equation becomes trivial:
ut = 0.
27We note that this reduction is formal and the noncommutativity here contains subtle points in the
derivation from the (2+ 2)-dimensional noncommutative ASD Yang-Mills equation by reduction because
the coordinates (t, x, y) originate partially from the parameters in the gauge group of the noncommutative
Yang-Mills theory [1, 171]. We are grateful to T. Ivanova for pointing out this point to us.
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• The NC Burgers equation [105]:
As one of the important and new Lax equations, the noncommutative Burgers equa-
tion is obtained:
ut − αuxx + (1 + α− β)ux ⋆ u+ (1− α− β)u ⋆ ux = 0, (7.17)
whose Lax pair and the ansatz are
LBurgers = ∂x + u(t, x),
T = ∂xLBurgers + T
′,
T ′ = A∂x +B = u∂x + αux + βu
2. (7.18)
We can linearize it by the following two kind of noncommutative Cole-Hopf trans-
formations [105]:
u = ψ−1 ⋆ ψx, (7.19)
only when 1 + α− β = 0, and
u = −ψx ⋆ ψ−1, (7.20)
only when 1− α− β = 0. The linearized equation is the noncommutative diffusion
equation
ψt = αψxx, (7.21)
which is solvable via the Fourier transformation. Hence the noncommutative Burg-
ers equation is really integrable. The noncommutative Burgers hierarchy is also
obtained by taking the ansatz T = ∂nxL+ T
′ [105].
The transformations (7.19) and (7.20) are analogy of the commutative Cole-Hopf
transformation u = ∂x logψ [42, 128]. This success makes us expect the possibility
of noncommutative extension of Hirota’s bilinear forms [123], tau-functions and Sato
theory [211, 173].
Let us here comment on the multi-soliton solutions. First we note that if the field
is holomorphic, that is, f = f(x − vt) = f(z), then the star product is reduced to the
ordinary product:
f(x− vt) ⋆ g(x− vt) = f(x− vt)g(x− vt). (7.22)
Hence the commutative multi-soliton solutions where all the solitons move at the same
velocity always satisfy the noncommutative version of the equations. Of course, this does
not mean that the equations possess the integrability.
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7.3 Comments on the Noncommutative Ward Conjecture
In commutative case, it is well known that many of integrable equations could be derived
from symmetry reductions of the four-dimensional ASD Yang-Mills equation [1, 171],
which is first conjectured by R.Ward [237].
Even in noncommutative case, the corresponding discussions would be possible and be
interesting. The noncommutative ASD Yang-Mills equations also have the Yang’s forms
[190, 189] and many other similar properties to commutative ones [144]. The simple
reduction to three dimension yields the noncommutative Bogomol’nyi equation which
has the exact monopole solutions and can be rewritten as the non-Abelian Toda lattice
equation as in Eq. (4.33) [189, 94]. It is interesting that a discrete structure appears.
Furthermore M.Legare´ [165] succeeded in some reductions of the (2 + 2)-dimensional
noncommutative ASD Yang-Mills equations which coincide with our results and those by
using the bicomplex method [62, 63], which strongly suggests that the noncommutative
deformation would be unique and integrable and the Ward conjecture would still hold on
noncommutative spaces.
63
8 Conclusion and Discussion
In the present thesis, we constructed various exact noncommutative solitons and dis-
cussed the corresponding D-brane dynamics. We saw that ADHM/Nahm construction
is very strong to generate both commutative and noncommutative instantons/monopoles
and makes it possible to see the essential properties of them clearly. On noncommutative
spaces, it was proved that resolutions of the singularities actually occur and give various
new physical objects. We could also see the equivalence between the noncommutative de-
formation and the turning-on of the background magnetic (B-) fields in gauge theories on
D-branes. Furthermore we found that ADHM construction naturally yields the “solution
generating technique” which has been remarkably applied to Sen’s conjecture on tachyon
condensations in the context of string field theories. The reason why the noncommutative
descriptions could be successful is considered to be partially that the singular configura-
tion becomes smooth enough to be calculated due to the simple structure. We constructed
periodic instanton solutions and discussed the Fourier-transformations. We saw that the
transformed configuration satisfies the Bogomol’nyi equation and actually coincides with
the fluxon, which has perfectly consistent D-brane pictures Finally, we discussed noncom-
mutative extension of integrable systems as a new study-area of them. We proposed the
strong way to generate noncommutative Lax equations which are expected to be both
integrable and obtained from the noncommutative Yang-Mills equation by reductions.
There are many further directions following to these studies.
One of the expected directions is the noncommutative extension of soliton theories
and integrable systems in the lower-dimensions which preserve the integrabilities as is
introduced in section 7.
In four-dimensional Yang-Mills theory, the noncommutative deformation resolves the
small instanton singularity of the (complete) instanton moduli space and gives rise to
a new physical object, the U(1) instanton. Hence the noncommutative Ward conjec-
ture would imply that the noncommutative deformations of lower-dimensional integrable
equations might contain new physical objects because of the deformations of the solution
spaces in some case.
Now there are mainly three methods to yield noncommutative integrable equations:
• Lax-pair generating technique
• Bicomplex method
• Reduction of the ASD Yang-Mills equation
64
The interesting point is that all the results are consistent at least with the known non-
commutative Lax equations, which suggests the existence and the uniqueness of the non-
commutative deformations of integrable equations which preserve the integrability.
Though we can get many new noncommutative Lax equations, there need to be more
discussions so that such study should be fruitful as integrable systems. First, we have
to clarify whether the noncommutative Lax equations are really good equations in the
sense of integrability, that is, the existence of many conserved quantities or of multi-
soliton solutions, and so on. All of the previous studies including our works strongly
suggest that this would be true. Second, we have to reveal the physical meaning of such
equations. If such integrable theories can be embedded in string theories, there would be
fruitful interactions between the both theories, just as between the (NC) ASD Yang-Mills
equation and D0-D4 brane system (in the background of NS-NS B-field). There is a
good string theory for this purpose: N = 2 string theory [195]. The (2 + 2)-dimensional
noncommutative ASD Yang-Mills equation and some reductions of it can be embedded
[159, 157] in N = 2 string theory, which guarantees that such directions would have a
physical meaning and might be helpful to understand new aspects of the corresponding
string theory. This string theory has massless excitation modes only and seems to make
no problems in introducing the noncommutativity in time direction as (1+1)-dimensional
noncommutative integrable equations.
The above direction is expected because of the success stories in 4-dimensional non-
commutative Yang-Mills theories. However even in this theories, there are many problems
to be solved.
The first one is the geometrical meaning of the instanton charges for G = U(1). For
SU(2) part, there is an origin of the integer charge, the winding number: π3(SU(2)) ≃
π3(S
3) ∈ Z. For U(1) part, however, π3(U(1)) ≃ 0 and at least the origin does not comes
from the boundary of R4. Crucial observations should be started with the geometrical
meaning of the shift operators. There are several works in this direction, for example,
[82, 172, 115, 137, 210, 223].
Noncommutative monopoles also have many unclear points. We have to clarify whether
the “visible” Dirac string which appears in the exact solution of noncommutative 1-Dirac
monopole are really physical or not. We should solve the inconsistency [94] on the val-
uedness of the Higgs field between exact noncommutative monopole (: single-valued) and
exact nonlinear monopole (: multi-valued) which should be equivalent to each other unless
the Seiberg-Witten’s discussion [215] holds. There are some discussions on these problems
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in [98].
In section 3-6, we saw that NC gauge theories could reveal the corresponding D-brane
dynamics in some aspects. It is natural to expect that another D-brane system would be
analyzed by noncommutative gauge theories.
There is an origin of the duality of ADHM/Nahm construction, that is, Nahm trans-
formation which will be briefly introduced in Appendix A.1. This duality transformation
is just related to the T-duality transformation of the D0-D4 brane system where the
coincident D4-branes wrap on a four-torus. The extension of Nahm transformation to
even-dimensional tori has been done by the author and H. Kajiura [102]. In commutative
case, we have to suppose that the number k of the D0-branes is not zero. On the other
hand, the noncommutative extension of it is expected to admit the k = 0 case because of
the resolution of singularities, which is just the T-duality transformation for one kind of
D-branes themselves. Furthermore, there is some relationship between two noncommuta-
tivities on torus and the dual torus [149]. An attempt of the noncommutative extension
of Nahm transformation is found in [6], however, it tells nothing about the above point.
It is interesting to make it clear whether the noncommutative Nahm transformation give
the relationship of the noncommutativities or not. In order to study it concretely, we
have to define the tensor product of the modules on the product of torus and the dual
torus as is commented on in the conclusion of [102].
The higher dimensional extension of ADHM construction is possible. In fact, on
the 8-dimensional Euclidean space, there exist “ASD” configurations which satisfy the
8-dimensional “ASD” equation [47, 237] and the ADHM construction of them in some
special case [53]. Some works on the noncommutative extension of it have been done
and the D-brane interpretations such as D0-D8 brane systems are presented for example
in [198, 193, 122, 15]. In D0-D8 systems, there is seen to be a special behavior of D-
branes known as the brane creation [106]. It is expected that (NC) higher-dimensional
ADHM construction might give gauge theoretical explanations of it and some hints of
new D-brane dynamics.
There are mainly three aspects of noncommutative theories which show physical situ-
ations:
• the equivalence to physics in the presence of magnetic fields
• a formulation of open string field theory [245]
• a candidate for the geometry underlying quantum gravity
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In this thesis, we focused on the first aspect and applied it to the study of D-brane
dynamics in the background B-field. This approach is successful to some degree because
of the simplicity. However the situation is rather restricted.
The second one is recently rewritten as NC-deformed theories by I. Bars et al. [19].
This direction is new and interesting.
The third one is more profound and very different from the present discussions. Very
naively, quantum gravity might be formulated in terms of noncommutative geometries
because the quantization processes usually introduce the noncommutativity of the dy-
namical variables. The quantization of gravities introduce the noncommutativity of the
metric (the gravitational field), which would lead to noncommutative geometries. There
are several suggestions to justify the latter aspect, for example, the space-time uncertainty
principle proposed by T. Yoneya [251]. We hope that such studies might shed light on
this challenging area.
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A ADHM/Nahm Construction
In this appendix, we review foundation of ADHM/Nahm construction of instantons/monopoles
on commutative spaces and presents our conventions.
ADHM/Nahm construction is one of the strongest methods to generate all instan-
tons/monopoles. Instantons and monopoles have (anti-)self-dual and stable configura-
tions and play important roles in revealing non-perturbative aspects of Yang-Mills the-
ories. ADHM/Nahm construction is based on the one-to-one correspondence between
instanton/monopole moduli space and the moduli space of ADHM/Nahm data and can
be applied to the instanton calculus and so on. (For a review, see [70].)
ADHM construction is a descendent of the twistor theory [201]. (For reviews, see
[167, 171, 202, 238].) In 1977, R. Ward applied the twistor theory to instantons and
replaced the self-duality of the gauge fields on S4 with the holomorphy of the vector
bundles on CP3 [237]. The problem on the holomorphy of the vector bundle is reduced
to algebraic problems from algebro-geometric idea. There are two treatments of it: the
method of algebraic curves and the method of monads.
M. Atiyah and R. Ward developed the former treatment and showed that an ansatz
(Atiyah-Ward ansatz) gives rise to instantons [10]. This idea has a close relationship to the
inverse scattering methods (or Ba¨cklund transformations) in soliton theories [21, 50, 250]
and has made much progress with integrable systems [238, 171].
On the other hand, Atiyah, Drinfeld, Hitchin and Manin developed the latter treat-
ment and found the strong algebraic method to generate all instanton solutions on S4,
which is just the ADHM construction [8]. (In this thesis, we treat instantons on R4
which is proved to be equivalent to instantons on S4 from the conformal invariance and
Uhlenbeck’s theorem [231].) The idea of ADHM construction was applied to the con-
struction of monopoles by W. Nahm [181]-[185], which is called ADHMN construction or
Nahm construction. Furthermore the duality in Nahm construction which is like Fourier-
transformation was extracted into as a profound duality of instantons on four-torus by
Schenk [212], Braam and van Baal [32]. This is called Nahm transformation and has
close relationship to Fourier-Mukai transformation [177] in algebraic geometry and T-
duality in string theory. (For a review on T-duality, see [85].) Hence the duality on Nahm
transformation is often called Fourier-Mukai-Nahm duality.
In this appendix, we begin with the Fourier-Mukai-Nahm duality and derive ADHM/Nahm
duality from it intuitively. Then we introduce the detailed discussion on ADHM/Nahm
construction on commutative spaces and present our conventions which is used in main
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parts of the present thesis.
Notations and Comments in the Appendix
• The size of a m×n matrix M is denoted by M[m]×[n]. In particular m×m diagonal
matrices are sometimes denoted by M[m].
• The Lie algebra of a Lie group G is represented as the corresponding calligraph
symbols “G,” where the element g of the Lie group and that X of the Lie algebra
have the relation: g = eX .
• “≈” means “asymptotically equal to at spatial infinity” r := |x| → ∞.
• Usually the trace symbols Tr and tr are taken with respect to the color indices of
the gauge group and the spinor indices, respectively.
• The convention of the indices can be summarized up as follows:
4-dimensional space indices [4] : 1 ≤ µ, ν, ρ, · · · ≤ 4
3-dimensional space indices [3] : 1 ≤ i, j, k, · · · ≤ 3
Color indices [N ] : 1 ≤ u, v, w, · · · ≤ N
Instanton number indices [k] : 1 ≤ p, q, r, · · · ≤ k
Spinor indices [2] : 1 ≤ α, β, γ, · · · ,≤ 2
A.1 A Derivation of ADHM/Nahm construction from Nahm
Transformation
ADHM/Nahm construction looks very complicated, however, is simple and beautiful in
fact. In order to explain this points clearly, we introduce the beautiful duality transfor-
mation, Nahm transformation [212, 32] as the background of ADHM/Nahm construction.
Nahm transformation is a duality transformation (one-to-one mapping) between the
instanton moduli space on a four-torus T 4 with G = U(N), C2 = k and that on the
dual torus T̂ 4 with Ĝ = U(k), C2 = N . This situation is realized as D0-D4 brane
systems where the D4-branes wrap on T 4. We can take T-duality transformation in
the four directions where the D4-brane lie, which is just the Nahm transformation. In
this subsection, we review the Nahm transformation briefly and discuss a derivation of
ADHM/Nahm construction by taking some limits.
Poincare´ Line Bundle
Let us set up the stage first. We introduce the Poincare´ Line Bundle.
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Let us suppose that Λ denotes the rank-four lattice of R4. Then a four-torus T 4 and
the dual torus T̂ 4 are given as follows;
T 4 := R4/Λ, T̂ 4 := R4∗/2πΛ∗, (A.1)
where R4∗ is the dual vector space of R4 and Λ∗ is the dual lattice of Λ:
Λ∗ :=
{
µ ∈ R4∗ | µ · λ ∈ Z, ∀λ ∈ Λ
}
. (A.2)
In this subsection, the dot “· ” denotes the inner product of the elements of R4 and R4∗.
Hence roughly speaking, the torus and the dual torus have the opposite size to each other
: (volT 4) · (vol T̂ 4) = (2π)4. The coordinates of R4 and R4∗ are represented as xµ and ξµ,
respectively.
Next let us introduce the trivial bundle L = T 4 × C → T 4 on T 4 and pull it back
onto T 4 ×R4∗ by the projection π : T 4 ×R4∗ → T 4. The gauge group of the bundle is
U(1). On the trivial line bundle π∗L → T 4 ×R4∗ which is the pull-back bundle of L by
the projection π, the natural gauge field can be defined as
ω(x, ξ) = iξµdx
µ, (A.3)
which is considered as that on π∗L → T 4×T̂ 4. In fact, the gauge field ω(x, ξ) is equivalent
to ω(x, ξ + 2πµ) and connected by the following gauge transformation:
ω(x, ξ + 2πµ) = g−1ω(x, ξ)g + g−1dg, ∃g(x) = e2πiµ·x ∈ U(1), µ ∈ Λ∗. (A.4)
This gauge-equivalent relation define the line bundle on T 4× T̂ 4 which is called Poincare´
line bundle and is denoted by P → T 4 × T̂ 4. The curvature Ω(x, ξ) of the Poincare´ line
bundle is
Ω(x, ξ) = idξµ ∧ dxµ. (A.5)
The dual Poincare´ line bundle P̂ → T 4 × T̂ 4 is also constructed from the trivial
line bundle L̂ = T̂ 4 × C → T̂ 4 on the dual torus T̂ 4 and the gauge field is given by
ω′(x, ξ) = ixµdξµ. The gauge field ω(x, ξ) = iξµdx
µ is mapped to ω′(x, ξ) = −ixµdξµ by
the gauge transformation exp(−iξ · x) on R4 ×R4∗:
ω(x, ξ) = iξµdx
µ −→ ω′(x, ξ) = ω(x, ξ) + eiξ·xde−iξ·x = −ixµdξµ, (A.6)
which shows that P̂ is the complex conjugate of P.
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The Poincare´ line bundle yields the Fourier-transformation like duality in Nahm trans-
formation.
Let us summarize on Poincare´ line bundle:
P
↓
L T 4 × T̂ 4 L̂
↓ πւ πˆց ↓
T 4 T̂ 4
Nahm Transformation
Now let us define Nahm transformation N : (E,A) 7→ (Ê, Â), where E is the N -
dimensional complex vector bundle on T 4 with Hermitian metric and G = U(N), C2 = k.
First we pull the bundle E back by the projection π. The gauge field on P ⊗ π∗E|T 4×{ξ}
is defined by Aξ := A ⊗ 1L + 1[N ] ⊗ iξµdxµ. The field strength Fξ from Aξ equals to F
from A. The covariant derivative from Aξ is denoted by D[Aξ] := d+ Aξ.
Next let us define Dirac operator. Suppose that S± → T 4 is the spinor bundle on T 4.
The Dirac operator acting on the section Γ(T 4, S± ⊗ E ⊗ P) is given by
D[Aξ] := eµ ⊗D[Aξ] = eµ ⊗ (∂µ + Aµ + iξµ),
D¯[Aξ] := e¯µ ⊗D[Aξ] = e¯µ ⊗ (∂µ + Aµ + iξµ). (A.7)
Exactly speaking, we should call them Weyl operators rather than Dirac operators. Here,
however, we use the word “Dirac operator” for simplicity, which makes no confusion, we
hope.
Here let us construct the dual vector bundle Ê on T̂ 4 by using the Dirac zero-mode
ψpξ (x), p = 1, · · · , k. Concretely we take Ker D¯[Aξ] as the fiber Êξ. Atiyah-Singer family
index theorem says dimKer D¯[Aξ] = k. Suppose Ĥ → T̂ 4 as infinite-dim trivial vector
bundle whose fiber is Ĥξ := L
2(T 4, S+ ⊗ E ⊗ P|T 4×{ξ}), the bundle Êξ = Ker D¯[Aξ] is
sub-bundle of Ĥξ and Ê is sub-bundle of Ĥ. (See Fig. 19.)
π∗F ⊗ P
↓
(F , A)→ (F̂ , Â) : F T 4 × T̂ 4 πˆ∗(π∗F ⊗ P)
↓ πւ πˆց ↓
T 4 T̂ 4
(A.8)
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Figure 19: The stage of Nahm transformation
P ⊗ πˆ∗F̂
↓
(F , A)← (F̂ , Â) : π∗(P ⊗ πˆ∗F̂) T 4 × T̂ 4 F̂
↓ πւ πˆց ↓
T 4 T̂ 4
(A.9)
Here we introduce the projection
P : Ĥ → Ê (A.10)
and define the covariant derivative as follows
D̂ = P d̂ : Γ(T̂ 4, Ê)→ Γ(T̂ 4,Λ1 ⊗ Ê), (A.11)
which specifies the gauge field Â on Ê. This is the Nahm transformation (mapping):
N : (E,A) 7→ (Ê, Â). The concrete representation of the dual gauge fields are given by
Âpqµ =
∫
T 4
d4x ψ†p
∂
∂ξµ
ψq, (A.12)
73
where ψp (p = 1, 2, . . . , k) is the k normalizable Dirac zero-modes.
The similar argument is possible from T̂ 4 which specifies the inverse transformation:
N̂ : (Ê, Â) 7→ (E,A). Then the dual Dirac operator is defined by
D̂[Âx] := eµ ⊗ (∂̂µ + Âµ − ixµ),̂¯D[Âx] := e¯µ ⊗ (∂̂µ + Âµ − ixµ). (A.13)
Furthermore we can prove that Nahm transformation is one-to-one, that is, NN̂ =id.
and N̂N =id.
Summary is the following:
Nahm transformation
E Ê
↓ ↓
T 4 T̂ 4
G = U(N) Ĝ = U(k)
k-instanton
1 : 1←→ N -instanton
massless Dirac eq.
D¯ψ = 0
instanton : Aµ[N ]
k solutions: ψ(ξ,x)−→ Âµ[k] =
∫
T 4
d4x ψ†
∂
∂ξµ
ψ
massless Dirac eq.̂¯Dv = 0
Aµ[N ] =
∫
T̂ 4
d4ξ v†
∂
∂xµ
v
N solutions:v(x,ξ)←− instanton : Âµ[k]
Examples
Let us transform concrete solutions [102]. There is known to be G = U(N2)(≃ U(N)⊗
U(N)), k2-instanton solutions:
A1 = 0, A2 = − i
2π
k
N
x1 ⊗ 1[N ], A3 = 0, A4 = 1[N ] ⊗ i
2π
k
N
x3, (A.14)
which actually satisfies ASD eq. and the instanton number is calculated as −k2:
F12 = −F34 = − i
2π
k
N
1[N ] ⊗ 1[N ]. (A.15)
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Figure 20: Nahm Transformation
By solving the Dirac equation in the background of the instantons, we find the Dirac
zero-mode:
ψpp
′
uu′(ξ, x) =
(
N
2πk
) 1
2 ∑
s,t∈Z
eix1(
k
N
(
x2
2pi
+u+Ns)+p)e2πiξ2(
x2
2pi
+u+Ns+N
k
(ξ1+p))e−
pik
N
(
x2
2pi
+u+Ns+N
k
(ξ1+p))2
×e−ix3( kN (x42pi+u′+Nt)+p′)e−2πiξ4(x42pi+u′+Nt+Nk (ξ3+p′))e−pikN (x42pi+u′+Nt+Nk (ξ3+p′))2(A.16)
Then we can calculate the dual gauge field in usual manner:
Â1 = −2πiN
k
ξ2 ⊗ 1[k], Â2 = 0, Â3 = 1[k] ⊗ 2πiN
k
ξ4, Â4 = 0. (A.17)
This trivially solves the ASD equation and is proved to be Ĝ = U(k2), N2-instanton. We
can calculate the Green function substituting this into (A.16).
Note
• The extension of Nahm transformation to even-dimensional tori are discussed in
[102].
• The D-brane interpretations of Nahm transformation and extension to other gauge
groups are discussed in [129].
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A Derivation of ADHM/Nahm Construction
Though we saw a beautiful duality in Nahm transformation. this is no use for con-
structing explicit instanton solutions because we have to make two steps to get explicit
instanton solutions on torus, that is, solving dual ASD equation and Dirac equation on
the dual torus, which spend more effort than solving ASD equation directly.
If we want to make the duality useful, we often take some limit with respect to the
parameters in the theory. This time there are good parameters, radius of torus rµ. Now we
take some limit of the parameters and derive non-trivial duality in the extreme situations,
which is found to be just ADHM/Nahm construction.
• Taking all four radii infinity ⇒ ADHM construction
Then the radii of the dual torus become zero. Hence the dual torus shrink into one
point and the derivative becomes meaning less because the derivative measures the
difference between two points. As the result, all the derivatives in the dual ASD
equation and the dual massless Dirac equation drop out naively and the differential
equations becomes matrix equations. This degeneration of the Nahm transforma-
tion leads to the non-trivial results: we can construct instanton solutions on R4
(=infinite-size torus) by solving matrix equations, which is just ADHM construc-
tion (Tµ = Âµ). For more detailed discussion, see [232].
• Taking three radii infinity and the other radius zero ⇒ Nahm construction
Then the torus and the dual torus become R3 and R, respectively. In similar
way, the differential equations on dual side become ordinary differential equations
because the derivative only in one direction survives, which concludes that we can
construct BPS monopole solutions (=ASD configuration on “R3”) by solving the
ordinary differential equations, which is just Nahm construction.
A.2 ADHM Construction of Instantons on R4
In this subsection, we review the ordinary ADHM construction of instantons on commu-
tative space based on Corrigan-Goddard’s paper [52] and my review [99].
The most fundamental object in ADHM construction is the Dirac operator. The im-
portant equations such as ASD equation and so on can be understood from the viewpoint
of Dirac operators.
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Here we impose on this point and discuss the duality in ADHM construction. At the
same time, we set up the notations. The outline of the review is the following as Nahm
transformation:
Instanton/Monopole
 (A)SD/Bogomol’nyi
  equation
 ADHM/Nahm data
ADHM/Nahm
equation
‘‘0/1-dimensional’’
Dirac equation
4/3-dimensional
Dirac equation
 1 : 1
Figure 21: ADHM/Nahm Construction
As we comment in the previous subsection, (A)SD / Bogomol’nyi / Nahm / ADHM
equation is basically considered as 4 / 3 / 1 / 0-dimensional ASD equation.
In order to discuss the duality, we first present instantons and ADHM data, and then
define the duality mapping and finally comment on the one-to-one correspondence without
proofs.
(Instanton)
Let us explain what instantons are. For simplicity, suppose that the gauge G is
SU(N), N ≥ 2. (There is no difference whether G = U(N) or G = SU(N).) We can fix
the self-duality of instantons ASD without loss of generality. Those who know the basic
notion of instantons may skip this part except for the representation of ASD equation
from the viewpoint of Dirac operators.
Instantons on four-dimensional commutative Euclidean space are the configuration of
the gauge fields which satisfies ASD equation and make the Yang-Mills action minimize
and be finite.
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Let us define the Dirac equation which is the most fundamental:
• Dirac operator
Dx := eµ ⊗Dµ = eµ ⊗ (∂µ + Aµ), D¯x := e¯µ ⊗Dµ = −D†. (A.18)
Here Dµ is an ordinary covariant operator and eµ is the two-dimensional representation
matrix of quartanion (i, j, k, 1) (Euclidean 4-dimensional Pauli matrix):
eµ := (−iσi, 1), e¯µ := e¯µ = (iσi, 1), (A.19)
which satisfies
e¯µeν = δµν + iη
(+)
µν = δµν + iη
i(+)
µν σi, eµe¯ν = δµν + iη
(−)
µν = δµν + iη
i(−)
µν σi. (A.20)
The symbol ηi(±)µν is called ’t Hooft’s eta symbol [228, 230] and is concretely represented
ηi(±)µν = ǫiµν4 ± δiµδν4 ∓ δiνδµ4, (A.21)
which is anti-symmetric and (A)SD with respect to µ, ν:
ηi(±)µν = ± ∗ ηi(±)µν , (A.22)
where ∗ is Hodge operator, and defined by ∗Xµν := (1/2)ǫµνρσXρσ. (For example, ∗X12 =
X34, ∗X13 = X42, . . ....)
Some formula on eµ, η
i(±)
µν are as follows:
eµe¯ν + eν e¯µ = e¯µeν + e¯νeµ = 2δµν (A.23)
eµe¯νeµ = −2eν , eµeνeµ = −2e¯ν (A.24)
e2eµe2 = −e¯tµ (A.25)
tr (eµe¯ν) = tr (e¯µeν) = 2δµν , (A.26)
ηi(+)µν = −
i
2
tr (σie¯µeν), η
i(−)
µν = −
i
2
tr (σieµe¯ν) (A.27)
ηi(+)µν η
j(+)
µν = η
i(−)
µν η
j(−)
µν = 4δ
ij. (A.28)
From now on, we often omit the symbol of the tensor product ⊗.
Let us define the ASD equation by using the Dirac operator, which is based on the
following observation:
Gauge fields are ASD. ⇔ The “square” of the Dirac operator D¯D
commutes with Pauli matrices.
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In fact the “square” of the Dirac operator D¯D is
D¯D = e¯µ ⊗Dµeν ⊗Dν = 1[2] ⊗D2 + i
2
η(+)iµνσi ⊗ [Dµ, Dν ]
= 1[2] ⊗D2 + i
2
η(+)iµνσi ⊗ Fµν , (A.29)
which gives the proof of the observation28. The condition Fµν = F
(−)
µν is the ASD equation
and concretely represented as:
• The ASD equation (⇔ [D¯D, σi] = 0)
F12 + F34 = 0, F13 − F24 = 0, F14 + F23 = 0. (real rep.) (A.30)
⇔ Fz1z¯1 + Fz2z¯2 = 0, Fz1z2 = 0. (complex rep.) (A.31)
⇔ Fµν + ∗Fµν = 0. (A.32)
The ASD equation gives the minimum of the Yang-Mills action:
IYM = − 1
2g2YM
∫
d4x Tr (FµνF
µν) = − 1
4g2YM
∫
d4x Tr (FµνF
µν + ∗Fµν ∗ F µν)
= − 1
4g2YM
∫
d4x Tr
(
(Fµν ± ∗F µν)2 ∓ 2Fµν ∗ F µν
)
= − 1
4g2YM
∫
d4x Tr (Fµν ∓ ∗F µν)2 ± 8π
2
g2YM
[ −1
16π2
∫
d4x Tr (Fµν ∗ F µν)
]
︸ ︷︷ ︸
=:ν[Aµ]
(A.33)
The condition that the square part in the final line should be zero is just the same as
the ASD equation. The second term ν[Aµ] in the RHS takes an integer. The gauge field
should be pure-gauge at infinity, that is, Aµ ≈ g−1∂µg, ∃g ∈ SU(N). (then Fµν ≈ 0.)
Then the integer ν[Aµ] is called the instanton number. Here we consider the instantons
whose instanton number is −k. (k ASD instantons):
• instanton number (the gauge field behaves at infinity as pure gauge: Aµ ≈ g−1∂µg, ∃g ∈
SU(N))
ν[Aµ] := − 1
16π2
∫
d4x Tr (Fµν ∗ F µν) = − 1
8π2
∫
Tr (F ∧ F )
= − 1
8π2
∫
dTr (A ∧ dA+ 2
3
A ∧ A ∧A)
Stokes
= − 1
8π2
∫
S3
Tr (A ∧ dA+ 2
3
A ∧A ∧A︸ ︷︷ ︸
=A∧F− 1
3
A∧A∧A
)
28If we treat SD instantons, then we have only to replace eµ with e¯µ.
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=
1
24π2
∫
S3
Tr ((g−1dg) ∧ (g−1dg) ∧ (g−1dg)) ∈ Z
= −k. (A.34)
Furthermore we need the condition that D2 has the inverse:
• D2 is invertible (there exists the Green function G(x, y) of D2.):
D2x
∃G(x, y) = −δ(x− y), G(x, y) ≃ O(r−2). (A.35)
Exactly speaking, more detailed conditions are needed, which is written in [69].
The gauge transformation is defined as usual:
• gauge transformation
Aµ → g−1Aµg + g−1∂µg, g(x) ∈ SU(N). (A.36)
Instantons whose instanton number is −k is specified by finite parameters up to the
freedom of the gauge transformation The space of the parameters is represented byMinstN,k
Let us summarize instantons:
Instantons
MinstN,k =
 A
(N,k)
µ
ASD equation
Aµ : N ×N anti-Hermite matrices
ν[Aµ] = −k
D¯D : invertible

(Aµ ∼ g−1Aµg + g−1∂µg, g(x) ∈ SU(N))
dimMinstN,k =
{
4Nk −N2 + 1 N ≤ 2k
4k2 + 1 N > 2k
(A.37)
The dimension of instanton moduli space dimMinstN,k is calculated by using the results
of Atiyah-Singer index theorem
dimMinstk = 4hk −
χ+ σ
2
dimG, (A.38)
where h, χ and σ are the dual Coxeter number of the gauge group G, Euler number of
the base manifold and signature of the base manifold. (See Diagram 1, 2.)
Diagram 1: simply-connected compact simple Lie group
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Lie group G rank dimension the dual Coxeter number h
SU(N) (N ≥ 2) N − 1 N2 − 1 N
SO(N) (N ≥ 2)
[
N
2
]
1
2
N(N − 1) N − 2 (N ≥ 4)
Sp(N)[2N ]×[2N ] N N(2N + 1) N + 1
G2 2 14 4
F4 4 52 9
E6 6 78 12
E7 7 133 18
E8 8 248 30
Diagram 2: Euler numbers χ and signatures σ of four-manifolds
four-manifold Euler number χ signature σ
T 4 0 0
S4 2 0
CP2 3 −1
S2 × S2 4 0
K3 24 −16
(ADHM)
Next let us define ADHM data which is the dual of instantons on “0-dimensional
space” as we mention in the end of the previous subsection. That is why ADHM side
contains no derivative.
Let us define the (dual) “0-dimensional Dirac operator” ∇ as follows:
∇(x) := Cx−D, (A.39)
where
x := xµ ⊗ eµ =
(
x4 − ix3 −(x2 + ix1)
x2 − ix1 x4 + ix3
)
=
(
z¯2 −z1
z¯1 z2
)
(A.40)
and xµ or z1,2 represents the coordinates of R
4 or C2, respectively. Here the symbol x
in Eq. (A.39) means precisely x ⊗ 1[k]. This kind of omission is sometimes used in this
appendix. The matrix C is (N + 2k)× 2k constant matrix:
C =
(
0[N ]×[2k]
1[2k]×[2k]
)
[N+2k]×[2k].
(A.41)
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Hence the matrix D has all the information and is called ADHM data and is represented
in various ways:
D =
( −S[N ]×[2k]
T[2k]×[2k]
)
[N+2k]×[2k]
=
( −S[N ]×[2k]
eµ[2]×[2] ⊗ T µ[k]×[k]
)
[N+2k]×[2k]
=
 −I
† −J
T 4 − iT 3 −(T 2 + iT 1)
T 2 − iT 1 T 4 + iT 3

[N+2k]×[2k]
=
 −I
† −J
B†2 −B1
B†1 B2

[N+2k]×[2k],
(A.42)
where the matrices I, J, B1,2 are k × N,N × k, k × k complex matrices and B1,2 is the
complex representation of Tµ (k×k Hermitian matrix). (Please do not confuse the matrix
D in eq. (A.39) with the covariant derivative Dµ in (instanton).)
Then the “0-dimensional Dirac operator” can be rewritten as
∇(x) =
(
S
eµ ⊗ (xµ − T µ)
)
=
 I
† J
z¯2 −B†2 −(z1 − B1)
z¯1 −B†1 z2 − B2
 ,
∇(x)† =
(
S† e¯µ ⊗ (xµ − T µ)
)
=
(
I z2 −B2 z1 − B1
J† −(z¯1 −B†1) z¯2 − B†2
)
. (A.43)
Now let us introduce the (dual) “0-dimensional ASD equation,” in the similar way as
instantons. We take the condition “∇†∇ should commutes with Pauli matrices” as the
dual ASD equation. This is concretely written down as:
• ADHM equation (“0-dimensional ASD equation”):
[T1, T2] + [T3, T4]− i
2
(I†I − JJ†) = 0,
[T1, T3]− [T2, T4]− 1
2
(IJ + J†J†) = 0,
[T1, T4] + [T2, T3]− i
2
(IJ − J†J†) = 0.
(real rep.) (A.44)
⇔
{
(µR :=) [B1, B
†
1] + [B2, B
†
2] + II
† − J†J = 0,
(µC :=) [B1, B2] + IJ = 0. (complex rep.)
(A.45)
⇔ tr (σi(S†S + T †T )) = 0. (∀i = 1, 2, 3) (A.46)
The LHS in the complex representation is often represented as µR, µC in the context of
hyperKa¨hler quotient [126]. Here we note that ADHM data T µ, B1,2 always appear in pair
with the coordinates xµ, z1,2 and therefore the existence of the commutators of ADHM
data implies that of the coordinates, such as µR = −[z1, z¯1] − [z2, z¯2]. The commutator
of the coordinate is zero on commutative space, of course, however, on noncommutative
spaces this causes various important results.
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Now we get
(∇(x)†∇(x)) =
(
✷ 0[k]
0[k] ✷
)
[2k]×[2k],
(A.47)
✷(x)[k] =
1
2
tr (D†D) + 2Tµx
µ + |x|2.
As in instanton case, there needs to be the following condition:
• ✷ is invertible (The existence of the inverse matrix f)
✷
∃f = 1 ⇔ f(x)[k] = ✷−1 ≃ O(r2). (A.48)
There exists the transformation which leaves ADHM equation and the constant matrix
C and is called the “gauge transformation” of ADHM data:
• “gauge transformation” of ADHM data
I → R†IQ†, J → QJR, Tµ → R†TµR, Q ∈ SU(N), R ∈ U(k) (A.49)
Let us consider the quotient space of the ADHM data by the equivalent relation
(A.49) and represent it asMADHMk,N , which is called the moduli space of ADHM data. The
dimension of the moduli space dimMADHMk,N can be easily calculated from the constraints:
• For N ≤ 2k
dimMADHMk,N = 2 · 2k(N + 2k)︸ ︷︷ ︸
D
− 3k2︸︷︷︸
(A.44)
− 4k2︸︷︷︸
T †µ=Tµ
− (N2 − 1)︸ ︷︷ ︸
Q
− k2︸︷︷︸
R
= 4Nk −N2 + 1. (A.50)
• For N > 2k
The same calculation as N ≤ 2k case over-subtracts the degree of freedom of U(N−
2k) N ≤ 2k,
dimMADHMk,N = 4Nk −N2 + 1 + (N − 2k)2 = 4k2 + 1. (A.51)
This shows the beautiful coincident: dimMADHMk,N = dimMinstN,k .
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Let us summarize on the ADHM data:
ADHM data
MADHMk,N =
 D
(k,N) =
( −S(k,N)
eµ ⊗ T µ(k)
) ADHM equation
T µ : k × k Hermite matrix
S : N × 2k complex matrices
∇†∇ is invertible.

(I ∼ R†IQ†, J ∼ QJR, Tµ ∼ R†TµR, Q ∈ SU(N), R ∈ U(k))
dimMADHMk,N =
{
4Nk −N2 + 1 N ≤ 2k
4k2 + 1 N > 2k
(A.52)
The goal of this subsection is to outline the proof of
MinstN,k 1:1= MADHMk,N . (A.53)
For simplicity, let us take N ≤ 2k case.
(ADHM)−→(Instanton)
Now we show the detailed discussion of the main part of ADHM construction: From
given ADHM data S(k,N), T (k)µ to instantons Aµ = Aµ(S, T ). We present how to construct
the gauge field from the ADHM data and then check that the gauge field satisfies all of
the properties on instantons.
First let us consider the following “0-dimensional Dirac equation”:
∇†V = 0, (A.54)
where V is called the “0-dimensional Dirac zero-mode.” The number of the normalized
zero-mode V is (N + 2k − 2k =) N and we can arrange the independent N solution at
each row and consider V = V[N+2k]×[N ] The normalization condition is
V †V = 1[N ]. (A.55)
Taking “0-dimensional Dirac equation,” normalization condition and and the invertibility
of ∇†∇ into account, we get the following relation:
V V † = 1[N+2k] −∇f∇†. (A.56)
In order to prove it, let us introduce the convenient matrix W as
W :=
(
∇ V
)
[N+2k]×[N+2k].
(A.57)
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From Eqs. (A.48), (A.54), (A.55), the (N + 2k) rows of the matrix W is independent to
each other and there exists the inverse of W . Hence
W (W †W )−1W † ≡ 1 ⇔ V (V †V︸ ︷︷ ︸
=1
)−1V † +∇(∇†∇)−1∇† = 1, (A.58)
which implies (A.56).
The condition (A.56) shows the completeness of the each rows of W in (N + 2k)-
dimensional vector space and is called the completeness condition.
The matrix W simplifies the relations:
W †W ≡
( ∇†∇ ∇†V
V †∇ V †V
)
=
(
1[2] ⊗ ✷[k] O
O 1[N ]
)
. (A.59)
Here let us introduce
P := V V †, (A.60)
V =
(
u[N ]×[N ]
v [2k]×[N ]
)
=
 u[N ]×[N ]v1 [k]×[N ]
v2 [k]×[N ]
 , (A.61)
v = C†V, (A.62)
where P is the projection in (N+2k)-dimensional space onto the N -dimensional subspace.
From the zero-mode V , we can construct the gauge field Aµ as
Aµ = V
†∂µV ≈ O(r−1). (A.63)
The normalization condition (A.55) shows A†µ = −Aµ (anti-Hermitian) and G = U(N).
The geometrical meaning of (A.63) is as follows. The covariant derivative on the N -
dimensional subspace spanned by Vu (u = 1, . . . , N) could be defined from the natural,
trivial covariant derivative ∂µ on (N + 2k)-dimensional space as the projection onto the
N -dimensional space: Dµ := P∂µ. By acting the covariant derivative to the function s(x)
restricted on the subspace, which is spanned by V usu(x), we get
Dµ(V
usu) = P∂µ(V
vsv) = V
uV †u (V
v(∂µsv) + (∂µV
v)sv)
= V u(δuv∂µ + (V
†
u ∂µV
v))sv. (A.64)
Here the second term of the RHS V †u ∂µV
v should be just the gauge field A vµu which is
consistent with (A.63). The important point here is that we take the Dirac zero-mode as
the basis of the subspace.
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Here we present some important relations:
∂µf = −f(∂µf−1)f, (A.65)
eµ∇†Ceµ = −2C†∇, (A.66)
DµV
† = V †∂µ(V V
†) = −V †Cfeµ∇†, (A.67)
D2V † = −4V †CfC†, (A.68)
D2u† = 0, (A.69)
Tr (FµνF
µν) = −∂2∂2 log det f. (A.70)
Eqs. (A.65)-(A.68) holds even when C is not the canonical form (A.41). The proof of
(A.70) is found in [70]. (See also [54, 196].)
So far we define how to construct the gauge field from the ADHM data via “0-
dimensional Dirac equation.” Next let us check this gauge field is the G = SU(N),
k-instanton.
First we check the anti-self-duality by calculating the field strength Fµν from Aµ =
V †∂µV :
F = dA+ A ∧A
= dV † ∧ dV + V †dV ∧ V †dV = dV † ∧ dV − dV †V ∧ V †dV
= dV †(1− V V †) ∧ dV (A.56)= dV †∇f∇† ∧ dV
(A.54)
= V †(d∇)f ∧ (d∇†)V = V †Ceµdxµf ∧ dxν e¯νC†V
(A.48)−1
= V †Cdxµf ∧ dxνeµe¯νC†V
(A.20)
= iV †Cf η(−)µν︸︷︷︸
ASD
C†V dxµ ∧ dxν , (A.71)
Fµν = 2iV
†Cfη(−)µν C
†V = 2iv†fη(−)µν v. (A.72)
Next in order to show the gauge field Aµ behaves at infinity as pure gauge, let us
examine the behavior at infinity. At the region |x| → ∞, “0-dimensional Dirac equation”
(A.54) becomes x†C†V ≈ 0, and hence v ≈ 0. Then the normalization condition (A.55)
shows u ≈ ∃g(x) ∈ U(N) and
Aµ ≈ g−1∂µg. (A.73)
Multiplying the both hands of (A.54) by x, we get
V †C =
V †Dx†
|x|2 (A.74)
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Hence the behavior of V at infinity is summarized as
Vx =
(
ux
vx
)
≈
( O(1)
O(r−1)
)
. (A.75)
Instanton number is calculated by using Eq. (A.70):
ν[Aµ] = − 1
16π2
∫
d4x Tr (Fµν ∗ F µν) = − 1
16π2
∫
d4x ∂2∂2 log det f
= − 1
16π2
∫
dSµx∂µ∂
2Trk log f︸︷︷︸
≈|x|−2
= − 8
16π2
∫
dΩx Trk1[k] = − k, (A.76)
where dΩx denotes surface element of x-space whose radius is 1 and
∫
dΩx = 2π
2. (The
surface area Sn−1 of the n − 1-dimensional sphere with the radius r is Vol(Sn−1r ) =
2π
n
2
Γ(n
2
)
rn−1, where Γ(1) = 1, Γ(1
2
) =
√
π.)
The invertivilities of D2 is proved from the existence of the Green function of D2 which
is concretely represented as [49]:
G(x, y) =
1
4π2
V †x Vy
|x− y|2 , (A.77)
which satisfies D2G(x, y) = −δ(x− y).
In order to prove it, let us calculate the LHS first:
D2G(x, y)
=
1
4π2

∂2x
(
1
|x− y|2
)
︸ ︷︷ ︸
−4π2δ(x−y)
V †x Vy + 2∂xµ
(
1
|x− y|2
)
DµxV
†
x Vy +
1
|x− y|2D
2
xV
†
x Vy

. (A.78)
Here let us discuss both in x = y case and in x 6= y case.
• When x = y, using Eq. (A.67),
DµxV
†
x Vy = −V †Cfeµ∇†x=yVy︸ ︷︷ ︸
=0
. (A.79)
Hence the second and third terms in Eq. (A.78) vanish. Therefore,
D2G(x, y) = −δ(x− y) V †x=yVy︸ ︷︷ ︸
=1
= −δ(x− y). (A.80)
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• When x 6= y, by using Eq. (A.68),
D2G(x, y) = − δ(x− y)︸ ︷︷ ︸
=0
V †x Vy +
1
4π2
{
2∂xµ
(
1
|x− y|2
)
DµxV
†
x Vy +
1
|x− y|2D
2
xV
†
x Vy
}
=
1
4π2
{
(x− y)µ
|x− y|4 (V
†
xCfeµ∇†x)Vy +
1
|x− y|2 (−4V
†
xCfC
†)Vy
}
=
1
π2|x− y|2V
†
xCf
{
(x− y)µ
|x− y|2 eµ(∇
†
y + (x− y)†C†)− C†
}
Vy
=
1
π2|x− y|2V
†
xCf

(x− y)µ
|x− y|2 (x− y)
ν(δµν + iη
(−)
µν )︸ ︷︷ ︸
=1+0
−1
C
†Vy = 0.
(A.81)
Now Eq. (A.77) is proved.
The transformation of V
V → V g, g(x) ∈ SU(N) (A.82)
preserves Eqs. (A.54)-(A.56) and is equal to the gauge transformation of Aµ:
Aµ −→ A′µ = (V g)†∂µ(V g) = g−1 (V †∂µV )︸ ︷︷ ︸
Aµ
g + g−1∂µg. (A.83)
We note that this discussion (ADHM) −→ (Instanton) holds even when the matrix C
is not the canonical form (A.41) but a general complex matrix. This restriction does not
lose generality because it is always taken by the following degree of freedom. Now let us
suppose that C is a general complex matrix and consider the following transformation:
D → D′ = UDR, C → C ′ = UCR, V → V ′ = UV
U ∈ U(N + 2k), R ∈ GL(k;C)⊗ 1[2]. (A.84)
This preserve the Eqs. (A.44), (A.54)-(A.56). By using this degree of freedom, we can
set C the canonical form (A.41).
(Instanton)−→(ADHM)
Here we discuss the inverse construction (Instanton)−→(ADHM), that is, we construct
the ADHM data S = S(A), Tµ = Tµ(A) from given SU(N), k-instantons A
(N,k)
µ . We have
to show that the S, Tµ have all the properties of ADHM data.
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First let us consider the massless Dirac equation in the background of instanton Aµ:
D¯ψ = 0. (A.85)
The solution ψ is called Dirac zero-mode and it is shown that there are independent k
solutions by Atiyah-Singer index theorem. Hence we can consider ψ as 2N × k matrix
whose k rows are consist of the normalized k zero-mode and the normalization condition
is ∫
d4x ψ†ψ = 1[k]. (A.86)
The completeness condition is
ψ(x)ψ†(y) = δ(x− y) +DG(x, y)
←
D¯, (A.87)
where G(x, y) is Green function ofD2. This condition is guaranteed by the normalizability
of ψ and the invertibility of D2 as in (ADHM) → (instanton).
Here we introduce the following symbol on the spinor index of ψ:
ψ˜ := ψt · e2, (A.88)
where ψt is the transposed matrix of ψ w.r.t. spinor indices and is considered as N × 2k
matrix.
From the zero-mode ψ, we can construct ADHM data S, T as
ψ˜ ≈ −g
†Sx†
π|x|4 +O(r
−4), (A.89)
Tµ =
∫
d4x ψ†xµψ, (A.90)
where g is just the N × N matrix which appears in the asymptotic behavior of Aµ:
Aµ ≈ g−1∂µg. The matrices S, Tµ are actually N × 2k, k× k. We can easily show that Tµ
is Hermitian.
Let us check that the data (A.89) and (A.90) satisfies ADHM equation (A.46). In
order to do so, we calculate first
T µT ν =
∫
d4x xµψ†(x)ψ(x)
∫
d4y yνψ†(y)ψ(y). (A.91)
Substituting the completeness condition (A.87) into Eq. (A.91), we get
T µT ν =
∫
d4x xµxνψ†(x)ψ(x) +
∫
d4xd4y xµyνψ†(x)eρe¯σDρG(x, y)
←
Dσ ψ(y). (A.92)
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The explanation of the integrals are done by restricting the integral region within
|x| ≤ Rx, |y| ≤ Ry and taking the limit Rx → ∞, Ry → ∞. This integral contains
diverse parts which are dropped out in the contraction by ’t Hooft’s eta symbol and cause
no problem. The twice integration of the second term of (A.92) leads to
The second term of (A.92) =
∫
xµd4x yνd4y tr
(
e¯ρψ˜†(x)DρG(x, y)
←
Dσ ψ˜(y)e
σ
)
= −
∫
xµdSρx y
νdSσy tr
(
e¯ρψ˜†(x)G(x, y)ψ˜(y)eσ
)
+
∫
d4x yνdSσy tr
(
e¯µψ˜†(x)G(x, y)ψ˜(y)eσ
)
+
∫
xµdSρx d
4y tr
(
e¯ρψ˜†(x)G(x, y)ψ˜(y)eν
)
−
∫
d4x d4y tr
(
e¯µψ˜†(x)G(x, y)ψ˜(y)eν
)
, (A.93)
where the volume integral and the surface integral are taken within the region |x| ≤
Rx, |y| ≤ Ry and within |x| = Rx, |y| = Ry, respectively.
Here let us take Ry →∞ first. Then the first and second terms of (A.93) become∫
yνdSσy︸ ︷︷ ︸
O(R4y)
G(x, y)︸ ︷︷ ︸
O(R−2y )
ψ˜(y)︸ ︷︷ ︸
O(R−3y )
≈ O(R−1y )
Ry→∞−→ 0. (A.94)
The third term of (A.93) behaves∫
d4y︸︷︷︸
O(R4y)
G(x, y)︸ ︷︷ ︸
O(R−2y )
ψ˜(y)︸ ︷︷ ︸
O(R−3y )
≈ O(R−1y ), (A.95)
which shows that the integration converses. In order to evaluate the integral, let consider
the following differential equation:
D2χ˜(x) = −4πψ˜(x), χ˜(x) ≈ 0. (A.96)
From Eq. (A.89), we can see
χ˜(x) ≈ −g
†Sx†
|x|2 . (A.97)
Eq. (A.96) is equivalent to ∫
d4y G(x, y)ψ˜(y) =
1
4π
χ˜(x), (A.98)
90
and the third term of (A.93) becomes∫
xµdSρx d
4y tr
(
e¯ρψ˜†(x)G(x, y)ψ˜(y)eν
)
Ry→∞−→ 1
4π
∫
xµdSρx tr
(
e¯ρψ˜
†(x)χ˜(x)eν
)
=
1
4π2
∫
xµ
xρ
|x| |x|
3dΩx tr
(
e¯ρxS
†Sx†eν
|x|6
)
Rx→∞−→ 1
4π2
∫ xµ
|x|2dΩx tr
(
S†Sx†eν
)
=
1
8
tr
(
S†Se¯µeν
)
. (A.99)
Now let us contract the both side of Eq. (A.92) by η(+)µν . Though the first term of
Eq. (A.92) and the fourth term (A.93) diverse, they drop out by the contraction by η(+)µν
which is SD and anti-symmetric w.r.t. µ↔ ν. The fourth term of (A.93) is ASD because
e¯ moves to the right side of e through the spinor trace. Then we get
η(+)µν
(
T µT ν − 1
8
tr
(
S†Se¯µeν
))
= 0. (A.100)
By using the relations on ’t Hooft’s eta symbol (A.27), (A.28), we obtain ADHM equation:
tr
(
σi(S†S + T †T )
)
= 0. (A.101)
We can also check the invertibility of ∇†∇ basically showing f ∼ (∂2)−1ψ†ψ as Eq.
(A.105), which shows the existence of the inverse f of ∇†∇.
The transformation for g, ψ
g → Q†g, ψ → ψR, Q ∈ SU(N), R ∈ U(k) (A.102)
preserves Eqs. (A.85)-(A.87) and Aµ ≈ g−1∂µg and hence is “the gauge transformation”
for S, Tµ.
Completeness: (ADHM)−→(Instanton)−→(ADHM)
In this section, we prove the completeness, that is, the composite transformation:
ADHM construction and the inverse construction should be identity. We start with a given
ADHM data S(k,N), T (k)µ and construct the instantons Aµ = Aµ(S, T ) in ADHM construc-
tion and reconstruct from the instantons ADHM data S ′(k
′,N ′) = S ′(k
′,N ′)(A(S, T )), T ′(k
′) =
T ′(k
′)(A(S, T )). We show that the reconstructed ADHM data coincides with the original
ones S(k,N), T (k)µ (k
′ = k,N ′ = N, S ′ = S, T ′µ = Tµ).
The solution ψ of the Dirac equation (A.85) can be represented by the ADHM data
D and the descendents V, f as
ψ˜ =
1
π
V †Cf =
1
π
v†f, (A.103)
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which is proved by D¯ψ = 0⇔ Dµψ˜eµ = 0 and
πDµψ˜e
µ = Dµ(V
†Ceµf) =
{
∂µV
† + (V †∂µV )V
†
}
Ceµf + V †Ceµ∂µf
= ∂µV
†(1− V V †)Ceµf − V †Ceµf∂µ(∇†∇)f
= (∂µV
†)∇f∇†Ceµf − V †Ceµf(e¯µC†∇+∇†Ceµ)f
(A.66)
= −V †(C eµf∇†Ceµ︸ ︷︷ ︸
−2fC†∇
+4CfC†∇− 2CfC†∇)f = 0. (A.104)
There is an important relation between ψ and f :
ψ†ψ = − 1
4π2
∂2f. (A.105)
The proof is straightforward in similar way. Eq. (A.48) implies
f = ✷−1 =
1
|x|2
(
1[k] − 2Tµx
µ
|x|2 +
tr (D†D)
2|x|2
)−1
(A.106)
=
1[k]
|x|2 +
2Tµx
µ
|x|4 −
tr (D†D)
2|x|4 +
4(Tµx
µ)2
|x|6 +
2Tµx
µtr (D†D)
|x|6 +
(tr (D†D))2
4|x|6 + · · ·
ψ†ψ = δ4(x) · 1[k] + tr (S
†S)
π2|x|6 −
9tr (D†D)Tµx
µ
4π2|x|8 −
3(tr (D†D))2
2π2|x|8 + · · · , (A.107)
which gives the proof of the normalization condition of ψ:∫
d4x ψ†ψ = 1[k]. (A.108)
Eq. (A.90) gives rise to new ADHM data as
(T ′µ =)
∫
d4x ψ†xµψ
(A.105)
= − 1
4π2
∫
dSν (xµ∂ν − δ µν )f︸ ︷︷ ︸
O(r−4) part vanishes
(A.106)
= − 1
4π2
∫
dSν
{
xµ∂ν
(−2Tρxρ
|x|4
)
+
2Tρx
ρ
|x|4 δ
µ
ν
}
= − Tρ
2π2
∫ {( xρ
|x|dS
µ − x
µ
|x|dS
ρ
)
︸ ︷︷ ︸
=0
1
|x|3 −
xν
|x|6 4x
µxρdSν︸ ︷︷ ︸
=δµρ|x|2
}
= T µ, (A.109)
which just coincides with the original one! In order to get new ADHM data S, let us
examine the behavior of ψ˜ at infinity as Eq. (A.89). Substituting Eq. (A.74) into it and
using the asymptotic form of Vx: “Vx ≈ g” and of f : (A.106), we get
ψ˜ =
V †Dx†f
π|x|2 ≈ −
g†Sx†
π|x|4 , (A.110)
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which shows that the reconstructed ADHM data S also coincides with the original one.
This result is consistent with the asymptotic behavior of ψ†ψ (A.107).
Uniqueness: (Instanton)−→(ADHM)−→(Instanton)
The opposite discussion of (ADHM) −→ (instanton) −→ (ADHM) is possible and we
can show that the new instanton just coincides with the original ones. A key formula is
DµV
† = −πψ˜eµ∇†, (A.111)
which shows very beautiful duality. This is actually the composit of Eqs. (A.67) and
(A.103).
In this way, we can show the one-to-one correspondence between the instanton moduli
space and the moduli space of ADHM data, which makes the practical calculation on
instantons very easy to treat.
Note
• ADHM constructions for other gauge groups are discussed in [90].
• ADHM constructions on the ALE spaces are discussed in [22, 155] and their D-brane
interpretations are presented in [74].
A.3 Nahm Construction of Monopoles on R3
In this subsection, we review the application of ADHM construction to monopoles (Nahm
construction) [181]-[185]. The proof of one-to-one correspondence between monopole mod-
uli space and the moduli space of Nahm data is similar to ADHM construction. Hence
here we just set up the notation and give a brief discussion pointing out the similarities
and the differences.
(Monopole)
(BPS) monopoles are defined the translational invariant instantons which live on R3
whose coordinates are x1, x2, x3. For simplicity, suppose that G = SU(2) and the self-
duality is ASD.
As in instanton case, we have to define the “3-dimensional Dirac operator” first:
• “ 3-dimensional Dirac operator”
Dx(ξ) := 1[2] ⊗ i(ξ − Φ) + ei ⊗Di,
D¯x(ξ) := 1[2] ⊗−i(ξ − Φ) + ei ⊗Di = −D, (A.112)
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which can be interpreted to be obtained by replacing ∂4, A4 with iξ,−iΦ in the 4-
dimensional Dirac operator in instanton case.
Let us present the conditions similar to instantons:
• Bogomol’nyi equation (“3-dim ASD equation”)
Bi = −[Di,Φ], (A.113)
where Bi := (i/2)ǫijkF
jk are magnetic fields. This equation comes from the condi-
tion that D¯D commutes with matrices.
Bogomol’nyi equation represents the condition that the energy functional of (3 + 1)-
dimensional Yang-Mills-Higgs theory should take the minimum:
E =
1
4
∫
d3xTr
[
FijF
ij + 2DiΦD
iΦ
]
=
1
2
∫
d3xTr(Bi ∓DiΦ)2 ± 2πa
[
1
2πa
∫
d3xTr∂i(BiΦ)
]
︸ ︷︷ ︸
=:ν[Φ,Ai]
. (A.114)
The second term in the RHS ν[Φ, Ai] is just the definition of the monopole charge. If
the behavior of the Higgs field at infinity is as follows up to degree of gauge freedom, the
magnetic charge ν[Φ, Ai] becomes −k:
Φ ≈
(
a
2
− k
2r
)
σ3 +O(r−2). (A.115)
The vacuum expectation value of the Higgs is a/2. Then
• magnetic charge
ν[Φ, Ai] =
1
2πa
∫
S2
dSi Tr (BiΦ) =
1
2π
∫
S2
dSi B
a=3
i = −k. (A.116)
We need the following condition:
• D¯D is invertible:
D¯D∃G(ξ;x,y) = −δ(x− y). (A.117)
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The monopole moduli space is denoted byMmono2,k and parameterized by finite number
of parameters. We summarize the SU(2), k-monopole:
Monopoles
Mmono2,k =
 (Φ
(2,k), A
(2,k)
i )
Bogomol’nyi equation
Aµ := (−iΦ, Ai) : N ×N anti-Hermitian matrices
The b.c. of the Higgs field (A.115)
D¯D : invertible

(Aµ ∼ g−1Aµg + g−1∂µg, g(x) ∈ SU(2))
dimMmono2,k = 4k − 1 (A.118)
The dimension of the moduli space dimMmono2,k is calculated by the index theorem
[240, 51, 220]. The degree contains that of center of mass of the monopoles.
(Nahm)
Next we define Nahm data.
First we define the “1-dimensional Dirac operator” by using k× k Hermitian matrices
Ti(ξ):
• “1-dimensional Dirac operator”
∇ξ(x) = i d
dξ
+ ei(x
i − T i), ∇ξ(x)† = i d
dξ
+ e¯i(x
i − T i), (A.119)
where xi denotes the coordinates ofR3 and ξ is an element of the interval (−(a/2), a/2)
for G = SU(2). The region of ξ depends on the gauge group and the way of the
breaking. For example, in G = U(2) case, the region is a finite interval (a−, a+) and
in G = U(1) case, it becomes semi-infinite.
• Nahm equation (“1-dim ASD equation”⇔ ∇†∇ commutes with Pauli matrices):
dTi
dξ
= iǫijlTjTl (A.120)
• The boundary condition of Ti(ξ)
Ti(ξ)
ξ→±a/2−→ τi
ξ ∓ a
2
+ (regular terms w.r.t. ξ) (A.121)
where τi : k-dimensional irreducible rep. of SU(2) [τi, τj] = iǫijlτl.
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The space of Nahm data up to gauge degree of freedom is denoted by MNahmk,2 and
called the moduli space of Nahm data, which is summarized as follows:
Nahm data
MNahmk,2 =
 T
(k,2)
i
Nahm equation
Ti : k × k Hermitian matrices
The b.c. of Nahm data (A.121)
∇†∇ : invertible

(Ti ∼ R−1TiR, R(ξ) ∈ U(k))
dimMNahmk,2 = 4k − 1. (A.122)
The dimension is calculated directly from Nahm data [29].
There is a duality:
Mmono2,k 1:1= MNahmk,2 , (A.123)
which is proved as in ADHM construction [52, 125, 184, 186].
(Nahm)−→(Monopole)
We give the way to construct monopole solution Φ = Φ(T ), Ai = Ai(T ) from given
Nahm data T
(k)
i .
First we solve the “1-dimensional Dirac equation”:
∇x(ξ)†v = i
(
∂ξ + x
3 − T 3 x1 − ix2 − T 1 + iT 2
x1 + ix2 − T 1 − iT 2 ∂ξ − x3 + T 3
)(
v1
v2
)
= 0, (A.124)
where v is the 2k× 2 matrix whose rows are the independent normalized two solutions of
(A.124): ∫
dξ v†v = 1[2]. (A.125)
The completeness condition is also held:
v(ξ)v(ξ′)† = δ(ξ − ξ′)−∇(ξ)f(ξ, ξ′) ←∇ (ξ′)†. (A.126)
We can construct the Higgs field Φ and gauge fields Ai from the zero-mode v as like
instantons:
Φ =
∫
dξ v†ξv, Ai =
∫
dξ v†∂iv. (A.127)
Here Ai is a 2× 2 matrix and A†i = −Ai which implies G = U(2).
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We can show that the Higgs field and the gauge fields is the k-monopole solution in
similar way to ADHM and the transformation for v: v → vg, g(x) ∈ SU(2) preserves
Eqs. (A.124) and (A.125) and becomes the gauge transformation of Aµ.
(Monopole)−→(Nahm)
We can construct Nahm data from given monopoles as in ADHM case. The steps
are all similar to ADHM. First we solve the massless 3-dimensional Dirac equation in the
background of the given monopoles Φ, Ai:
D¯x(ξ)ψ(ξ,x) = 0, (A.128)∫
d3x ψ†ξψξ = 1[k]. (A.129)
Then we can construct Nahm data Ti from the Dirac zero-mode ψξ (2N × k matrix [35])
Ti =
∫
d3x ψ†ξxiψξ. (A.130)
The data Ti are actually k × k Hermitian matrices. We can show that these data satisfy
Nahm equation. The diagonal components of Ti represent the positions of k monopoles.
Furthermore we can show the completeness and the uniqueness on Nahm construction,
which prove the one-to-one correspondence between the monopole moduli space and the
moduli space of Nahm data.
Note
• General proofs of Nahm construction for other gauge groups are summarized in
[132].
• Explicit construction of spherically symmetric monopole solutions for G = SU(N)
are presented in [30].
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