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ISOMETRIES, SHIFTS, CUNTZ ALGEBRAS AND
MULTIRESOLUTION WAVELET ANALYSIS OF SCALE N
OLA BRATTELI AND PALLE E.T. JORGENSEN
Abstract. In this paper we show how wavelets originating from multireso-
lution analysis of scale N give rise to certain representations of the Cuntz
algebras ON , and conversely how the wavelets can be recovered from these
representations. The representations are given on the Hilbert space L2 (T) by
(Siξ) (z) = mi (z) ξ
(
zN
)
. We characterize the Wold decomposition of such
operators. If the operators come from wavelets they are shifts, and this can be
used to realize the representation on a certain Hardy space over L2 (T). This
is used to compare the usual scale-2 theory of wavelets with the scale-N the-
ory. Also some other representations of ON of the above form called diagonal
representations are characterized and classified up to unitary equivalence by a
homological invariant.
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1. Introduction
Continuing [BJP96], [BrJo96b], [Jor95] we will consider some representations π
of the Cuntz algebra ON coming from wavelet theory. Our ultimate goal is to
establish connections between certain representations of ON , and their decompo-
sitions, and wavelet decompositions for the wavelets arising from multiresolutions
with scaling N . The map from wavelets into representations is described in detail
in Section 9 (when N = 2), Section 10 (when the translates of the father function
are orthogonal), and in Section 12 (in more general cases). Unfortunately we have
only partial results on how to go the other way, from representations to wavelets,
and for the moment the path in both directions leads past certain functions from
the circle T into unitary N×N matrices given by (1.11). We will discuss further the
connection between representations and wavelets at the end of this introduction.
Recall from [Cun77] that ON is the C∗-algebra generated by N ∈ N isometries
s0, s1, . . . , sN−1 satisfying
s∗i sj = δij1(1.1)
and
N−1∑
i=0
sis
∗
i = 1 .(1.2)
The representations we will consider are realized on Hilbert spaces H = L2 (Ω, µ)
where Ω is a measure space and µ is a probability measure on Ω. We define
the representations in terms of certain maps σi : Ω → Ω with the property that
µ (σi (Ω) ∩ σj (Ω)) = 0 for all i 6= j, and if ρi = µ (σi (Ω)) then ρi > 0 and∑N−1
i=0 ρi = 1, i.e., {σ0 (Ω) , . . . , σN−1 (Ω)} is a partition of Ω up to measure zero.
We further assume that∫
Ω
f dµ =
N−1∑
i=0
ρi
∫
Ω
f ◦ σi dµ(1.3)
for all f ∈ L∞ (Ω, µ), or, equivalently,
µ (σi (Y )) = ρiµ (Y )(1.4)
for i ∈ ZN = {0, 1, . . . , N − 1} and all measurable Y ⊂ Ω. Since ρi > 0, this entails
that the σi’s are injections up to measure zero, and hence we may define an N -to-1
map σ : Ω→ Ω, well defined up to measure zero, by σ ◦σi = id for i ∈ ZN . Finally,
we assume that the sets σi1σi2 · · ·σik (Ω) generate the σ-algebra of measurable sets
of Ω up to sets of measure zero. Thus (Ω, µ, σi) is canonically isomorphic by a
coding map to
(×∞k=1 ZN , the product measure of measure on ZN with weights
ρ0, ρ1, . . . , ρN−1, σ
(0)
i
)
, where
σ
(0)
i (x1, x2, . . . ) = (i, x1, x2, . . . ) ,(1.5)
and then σ is defined by
σ (x1, x2, . . . ) = (x2, x3, . . . ) .(1.6)
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We will list many other realizations of (Ω, µ, σi) below.
The announced representations si → Si of ON on L2 (Ω, µ) are defined in terms
of measurable functions m0,m1, . . . ,mN−1 from Ω into C with the property that
the N ×N matrix

√
ρ0m0(σ0(x))
√
ρ1m0(σ1(x)) . . .
√
ρN−1m0(σN−1(x))√
ρ0m1(σ0(x))
√
ρ1m1(σ1(x)) . . .
√
ρN−1m1(σN−1(x))
...
...
. . .
...√
ρ0mN−1(σ0(x))
√
ρ1mN−1(σ1(x)) . . .
√
ρN−1mN−1(σN−1(x))

(1.7)
is unitary for almost all x ∈ Ω. The representation is given by
(Siξ) (x) = mi (x) ξ (σ (x))(1.8)
and one computes that this is really a representation of the Cuntz algebra and
(S∗i ξ) (x) =
∑
k∈ZN
ρkm¯i (σk (x)) ξ (σk (x)) ;(1.9)
see [Jor95]. The computations are (for η, ξ ∈ L2 (Ω, µ)):
〈η S∗i ξ〉 = 〈Siη ξ〉
=
∫
Ω
m¯i (x) η¯ (σ (x)) ξ (x) dµ (x)
=
N−1∑
k=0
ρk
∫
Ω
m¯i (σk (x)) η¯ (x) ξ (σk (x)) dµ (x) ,
which used (1.3) and gives (1.9), and thus(
S∗i Sjξ
)
(x) =
∑
k∈ZN
ρkm¯i (σk (x))mj (σk (x)) ξ (σ (σk (x)))
= δijξ (x)
by unitarity of (1.7), which gives (1.1). The formula (1.2) follows similarly from
unitarity of (1.7):
∑
i
‖S∗i ξ‖2 =
∑
i
∑
k l
ρkρl
∫
Ω
mi (σk (x)) ξ¯ (σk (x)) m¯i (σl (x)) ξ (σl (x)) dµ (x).
By unitarity of (1.7),∑
i
√
ρkm¯i (σk (x))
√
ρlmi (σl (x)) = δlk,
so ∑
i
‖S∗i ξ‖2 =
∑
k l
√
ρk
√
ρlδlk
∫
Ω
ξ¯ (σk (x)) ξ (σl (x)) dµ (x)
=
∑
k
ρk
∫
Ω
|ξ (σk (x))|2 dµ (x)
= ‖ξ‖2
and (1.2) follows.
Before surveying the by now rather rich theory of representations of the form
(1.8), we will give some alternative descriptions of the system (Ω, µ, σi) which are
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convenient to use in special circumstances. From now, and through the rest of the
paper, we make the simplifying assumption
ρk =
1
N
(1.10)
for k ∈ ZN , although this assumption is easy to remove in many cases. Thus the
condition of unitarity is that the N ×N matrix
1√
N


m0(σ0(x)) m0(σ1(x)) . . . m0(σN−1(x))
m1(σ0(x)) m1(σ1(x)) . . . m1(σN−1(x))
...
...
. . .
...
mN−1(σ0(x)) mN−1(σ1(x)) . . . mN−1(σN−1(x))

(1.11)
is unitary for almost all x ∈ Ω, and
(Siξ) (x) = mi (x) ξ (σ (x)) ,(1.12)
(S∗i ξ) (x) =
1
N
∑
k∈ZN
m¯i (σk (x)) ξ (σk (x)) .(1.13)
Note conversely that if Si is given by (1.12) (respectively (1.8)) and if the Si’s
define a representation of ON , then the matrix (1.11) (respectively (1.7)) is unitary.
Also, as the ranges of the maps σ0, . . . , σN−1 are disjoint, any function from T into
unitary matrices has the form (1.11) (respectively (1.7)). Compare this with the
well-known fact that if S0, . . . , SN−1 and T0, . . . , TN−1 are any two realizations of
ON on a Hilbert space H, there is a unique unitary U on H such that Sk = UTk,
namely U =
∑
k SkT
∗
k . Alternatively, if Mij = T
∗
i Sj , then Sk =
∑
j TjMjk, and
[Mij ] is a unitary matrix on H⊗CN . Our representations correspond to the special
case that
(Tiξ) (x) =
√
Nχσi(Ω) (x) ξ (σ (x))
and the Mij are multiplication operators defined by mi (σj ( · )) ∈ L∞ (Ω).
Here are some equivalent descriptions of (Ω, µ, σi). Description 2 will be partic-
ularly convenient in connection with the examples coming from wavelets.
Description 1.
Ω =
∞×
k=1
ZN ,
µ = Normalized Haar measure,
σi (x1, x2, . . . ) = (i, x1, x2, . . . ) ,
σ (x1, x2, . . . ) = (x2, x3, . . . ) .
(1.14)
Description 2.
Ω = T = the unit circle in C,
µ = Normalized Haar measure,
σk
(
e2πiθ
)
= exp (2πi(θ + k)/N) when 0 ≤ θ < 1,
σ (z) = zN ;
(1.15)
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so (1.12)–(1.13) take the form
(Siξ) (z) = mi (z) ξ
(
zN
)
,(1.16)
(S∗i ξ) (z) =
1
N
∑
wN=z
m¯i (w) ξ (w) .(1.17)
Description 3. This example has an obvious ν-dimensional analogue, replacing
N by a ν×ν matrix N with integer entries such that |det (N)| = N . Then Ω = Tν ,
µ = Normalized Haar measure, and σ (x (mod Zν)) = Nx (mod Zν) for x ∈ Rν . A
somewhat different turn on this idea is the following: let N be a ν × ν matrix with
integer entries such that all the (complex) eigenvalues of N have modulus greater
than 1, and assume N = |det (N)|. Let D ⊂ Zν be a set of N points in Zν which
are incongruent modulo N (Zν), i.e., such that each point m ∈ Zν has a unique
expansion m = d +Nm for d ∈ D, m ∈ Zν . It follows easily [BrJo96b] that there
is then a unique compact subset T ⊂ Rν such that
T = N−1
⋃
d∈D
(d+T)(1.18)
If µ is Lebesgue measure on Rν , we have µ (d+T) = µ (T) for each d ∈ D, while
µ (N (T)) = |det (N)|µ (T) = Nµ (T), and hence the sets N−1 (d+T) must be
mutually disjoint up to sets of measure zero, since they have union T. Hence we
may define Ω = T, µ = Lebesgue measure|T (except for normalization) and
σi (x) = N
−1 (di + x)(1.19)
where D = {d0, d1, . . . , dN−1} is an enumeration of D, and
σ (x) = y ∈ T (the point such that there is a d ∈ D with
x = N−1 (d+ y)).
(1.20)
Note T may or may not be a Zν tiling of Rν , and it may be a union of tiles.
An exhaustive discussion of the rich possibilities is given in [BrJo96b], based on
[Hut81], [BrJo96a], [JoPe94], [JoPe96].
Description 4. Let C be the Riemann sphere and let R (z) = P (z) /Q (z) be a
rational function, where the polynomials P (z) and Q (z) have no common linear
factor. If N = max {degP, degQ}, then R defines an N -fold cover of the Riemann
sphere. Now, let Ω be the Julia set, i.e., Ω is the set of z0 ∈ C such that the sequence
of iterations Rn (z) is not a normal family near z0, i.e., there is no neighborhood
of z0 ∈ C such that the sequence Rn (z) is uniformly bounded for z in the neigh-
borhood. It is known that if z0 is an attracting periodic point, then the boundary
of the region of attraction of z0 under R is equal to Ω [CaGa93, Theorem 2.1],
and also that Ω is the closure of the repelling periodic points under R, [CaGa93,
Theorem 3.1]. Following [Bro65], [CaGa93], if ν is any probability measure on Ω,
define the energy integral
I (ν) =
∫
Ω
∫
Ω
log
(
1
|ζ − η|
)
dν (η) dν (ζ) .(1.21)
Then infν I (ν) = 0, and there is a unique probability measure µ such that I (µ) = 0.
Furthermore, for a generic set of points z0 ∈ Ω, the measure µ can be obtained as
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the weak limit of the set of probability measures defined by
µn =
1
Nn
∑
w
Rn(w)=z0
δw.(1.22)
Then (Ω, µ, σ) satisfies all our requirements, while σi corresponds to an explicit
choice of Riemann cover. In the special case R (z) = zN we recover Description 2.
Let us now describe some known results on the representations defined by (1.12)–
(1.13), alias (1.16)–(1.17) (recall that we assume ρi =
1
N
throughout). If
mi (x) = η
−1
i χσiΩ(1.23)
where ηi ∈ C are nonzero complex numbers with
∑
i |ηi|2 = 1, then 1 is cyclic
for the representation, and represents the so-called Cuntz state on ON ; see, e.g.,
[BJP96, Section 8]. In particular these representations are irreducible. In [BJP96,
Section 8] we considered the particular representation with
mi (x0, x1, x2, . . . ) = N
1
2 δix0 〈i, x1〉 ,(1.24)
where 〈 , 〉 is the usual Pontrjagin duality ZN × ZˆN → T, and showed that the
resulting representation is irreducible and disjoint from all the Cuntz state repre-
sentations. In [BrJo96a] we considered the representations with
mi (x0, x1, . . . ) = N
1
2 δix0u (x0, x1, . . . ) ,(1.25)
where u : T→ T is a measurable function (using the identification Ω = T of Descrip-
tion 2), and we showed in Proposition 7.1 that the resulting representation of ON is
irreducible, and even the restriction to the canonical UHF-subalgebra UHFN ⊂ ON
is irreducible. UHFN is the C
∗-subalgebra generated by the monomials sIs
∗
J with
|I| = |J |. (See also Remark 8.2 of the present paper.) Here I = (i1, i2, . . . , in)
is a finite sequence in ZN , and |I| = n. See [BJP96], [BrJo96a] for details. The
significance of the subalgebra UHFN for our representations derives from the work
of Powers on endomorphisms of operator algebras [Pow88]. His endomorphisms
correspond to representations of ON , and the endomorphisms are shifts in the
sense of Powers iff the corresponding representation is irreducible when restricted
to UHFN . One of the main results of the present paper, Corollary 8.3, states that
the irreducible representations obtained from two such functions u1, u2 : T→ T are
unitarily equivalent if and only if there is another measurable function ∆ : T→ T
such that
u1 (z)∆
(
zN
)
= ∆(z)u2 (z) .(1.26)
In the product space language this relation states that
u1 (x0, x1, . . . )∆ (x1, x2, . . . ) = ∆ (x0, x1, . . . )u2 (x0, x1, . . . ) .(1.27)
Thus, if for example u2 = 1, we see that some function u1 of the form
u1 (x0, x1, . . . ) = u1 (x0, x1) =
∆ (x0)
∆ (x1)
(1.28)
will define representations unitarily equivalent to the representation defined by the
particular Cuntz state S∗i 1 = N
− 1
2 1 . There are of course functions u1 (x0, x1)
that do not have this form, for example the function u1 (x0, x1, . . . ) = 〈x0, x1〉 in
[BJP96, Section 8]. This can be used to recover the result from that paper. We use
the notation 〈x0, x1〉 = exp
(
ix0x12π
N
)
for x0, x1 ∈ ZN = {0, 1, . . . , N − 1}.
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In Section 7 we will give an intrinsic characterization of the representations π of
ON which are given by (1.25). If DN is the canonical diagonal C∗-subalgebra of
UHFN , i.e., DN is the closure of the linear span of elements of the form sIs∗I , the
characterization up to a decoding of Ω is simply that π (DN )′′ ⊂ ML∞(T), where
ML∞(T) is the image of L
∞ (T) acting as multiplication operators on L2 (T).
In [BrJo96b] and [DaPi96], representations of the form (1.16) with
mi (z) = λiz
di(1.29)
were considered, with λi ∈ T and D = {d0, . . . , dN−1} a set of N integers incongru-
ent modulo N . These representations turn out not to be irreducible, but at least
when λi = 1 they decompose into a discrete direct sum of mutually disjoint irre-
ducible representations of ON ; and the restriction to UHFN decomposes similarly
[BrJo96b]. When λi 6= 1, even continuous decompositions may occur [DaPi96].
Let us give a more intrinsic characterization of the representations of ON given
by (1.8).
Proposition 1.1. Assume that (Ω, µ, σi) satisfies the requirements around (1.3)–
(1.4) and define an endomorphism σ¯ of L∞ (Ω, µ) by (σ¯f) (x) = f (σ (x)). Let
si → Si be a representation of ON on L2 (Ω, µ). Then the following conditions are
equivalent.
There are functions mi ∈ L∞ (Ω) such that (Siξ) (x) = mi (x) ξ (σ (x))
for all ξ ∈ L2 (Ω, µ), x ∈ Ω.
(1.30)
∑N−1
i=0 SiMfS
∗
i =Mσ¯(f) for all f ∈ L∞ (Ω), where Mf is the
multiplication operator defined by f on L2 (Ω, µ).
(1.31)
Furthermore, when these conditions are fulfilled, then
mi = Si1 .(1.32)
Proof. (1.30)⇒(1.31). By (1.8) and (1.9) we have, for f ∈ L∞ (Ω), ξ ∈ L2 (Ω, µ),
N−1∑
i=0
SiMfS
∗
i ξ (x) =
∑
i∈ZN
mi (x)
(
MfS
∗
i ξ
)
(σ (x))
=
∑
i∈ZN
mi (x) f (σ (x)) (S
∗
i ξ) (σ (x))
=
∑
i∈ZN
mi (x) f (σ (x))
∑
k∈ZN
ρkm¯i (σkσ (x)) ξ (σkσ (x)) .
Now, let kx ∈ ZN be the unique (for almost all x) number such that x = σkxσ (x).
By unitarity of (1.7) for x := σ (x) we have
∑
i∈ZN
mi (x) m¯i (σkσ (x)) =
{
ρ−1kx if k = kx
0 otherwise
and hence (1.31) follows.
(1.31)⇒(1.30). Put
mi = Si1 .
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If f ∈ L∞ (Ω), we have
Mσ¯(f)Sj =
∑
i∈ZN
SiMfS
∗
i Sj
= SjMf
and applying this to 1 we have
f (σ (x))mj (x) = (Sjf) (x) .
As L∞ (Ω) is dense in L2 (Ω), this implies (1.30).
Let us remark that not all representations of ON on a separable Hilbert space H
have the form (1.12) for a suitable realization ofH as L2 (Ω, µ). We will for example
establish in Theorem 3.1 that the unitary parts of the Wold decompositions of the
respective generators Si have to be zero- or one-dimensional: and, in the case
that the representation comes from a wavelet, they have to be zero-dimensional by
Lemma 9.3. This is already a severe restriction, which for example immediately
implies that none of the representations coming from monomialsmi on T considered
in [BrJo96b] comes from a wavelet! Since we cannot really characterize abstractly
the representations of ON coming from wavelets, we can of course also not find a
completely general way of going the other way, from representations to wavelets.
But let us mention some connections from representations to wavelets which are as
direct as possible with our present technology: if ϕ is a father wavelet in L2 (R)
satisfying the standard requirements (10.1)–(10.3) in scale N , and ψ1, . . . , ψN−1
are corresponding mother wavelets as in Theorem 10.1, then any ξ ∈ L2 (R) has an
orthonormal decomposition
ξ ( · ) =
N−1∑
i=1
∑
j,k∈Z
a
(i)
jk (ξ)N
− j
2ψi
(
N−j · −k)(1.33)
in L2 (R). In particular ξ is contained in the closed subspace V0 of L2 (R) spanned
by the translates ϕ ( · − k), k ∈ Z, of the father wavelets if and only if a(i)jk (ξ) = 0
for all j ≤ 0, and in that case ϕ has also a representation
ξˆ (t) = f (t) ϕˆ (t)(1.34)
in terms of an f ∈ L2 (T) = L2 (Rupslope2πZ), where ˆ denotes Fourier transform (9.6).
See Lemma 12.1 for this. The link between the representation and the wavelet
formulation is then provided by
a
(i)
jk (ξ) =
(
S∗i S
∗ j−1
0 f
)∼
(k)(1.35)
where ( )∼ refers to the Fourier transform on L2 (T):
g˜ (k) =
1
2π
∫ π
−π
e−iktg (t) dt.(1.36)
The formula (1.35) follows from Corollary 10.3 and Theorem 6.2, and the details
of the proof will be given in Corollary 10.4. So at least given the father wavelet ϕ,
the formula (1.34)–(1.35) give a path from the representation of ON to the wavelet
ψ1, . . . , ψN−1. Furthermore, recall that the father wavelet ϕ under mild regularity
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assumptions can be recovered from the function m0 via the Mallat algorithm (11.3)
(see [Mal89], [Dau92]), i.e.,
ϕˆ (t) = (2π)
− 1
2
∞∏
k=1
(
N−
1
2m0
(
tN−k
))
.(1.37)
But iterating (1.16) n times, and applying the scaling operator
(UNξ) (t) = N
− 1
2 ξ
(
N−1t
)
,
we see that
(UnNS
n
0 ξ) (t) =
n∏
k=1
(
N−
1
2m0
(
tN−k
))
ξ (t)(1.38)
when functions in L2 (T) are viewed as 2π-periodic functions on R, and taking the
limit n→∞ and using (1.37) we see
lim
n→∞ (U
n
NS
n
0 ξ) (t) = (2π)
1
2 ϕˆ (t) ξ (t) .(1.39)
Thus, when the representation {Si} of ON on L2 (T) is given, the formulae (1.39),
(1.34), and (1.35) in succession give a prescription for recovering the multiresolution
wavelet theory from the representation. Similarly
lim
n→∞
(
UnNS
n−1
0 Skξ
)
(t) = (2π)
1
2 ψˆk (t) ξ (t) .(1.40)
The formulae (1.35), (1.39), and (1.40) were derived under the assumption that
the representation of ON comes from a wavelet. More fundamentally, if a repre-
sentation of ON is given, Proposition 1.1 gives a necessary and sufficient condition
that it defines functions mi : T → C with the unitarity property (1.11). If we
further assume that m0 (0) =
√
N and m0 is Lipschitz continuous at 0, then the
product expansion (1.37) converges and defines the function ϕˆ. But this is still not
sufficient for ϕ to be the father function of a wavelet, as shown by the example
between (6.2.4) and (6.2.5) in [Dau92]. If
m0 (t) =
∑
k∈Z
ake
−ikt(1.41)
is the Fourier expansion of m0 with z = e
−it, put
m
(k)
0 (z) = m0 (z)m0
(
zN
) · · ·m0 (zNk−1) .(1.42)
Assume now also that m0 is infinitely differentiable. It is then easy to show that ϕ
is a father function for a wavelet, i.e., (10.1)–(10.3) are valid, if and only if (10.1)
alone is valid, i.e.,
{ϕ ( · − k)}k∈Z is an orthonormal set.(1.43)
Furthermore, this is again equivalent to any of the following properties (1.44)–
(1.47).
‖ϕ‖L2(R) = 1.(1.44)
The probability measures
∣∣∣m(k)0 (z)∣∣∣2 |dz|2π converge weakly to Dirac’s
delta measure on 1 ∈ T.
(1.45)
There is a compact set K of reals, congruent to [−π, π] modulo 2π,
such that K contains 0 in its interior and ϕˆ (t) 6= 0 for t ∈ K.
(1.46)
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The last condition (1.46) is due to A. Cohen [Coh90], and the equivalence of the
other two conditions is due to Meyer and Paiva [MePa93]. The latter paper contains
an excellent discussion and also shows that these conditions are equivalent to ϕ
being the unique fixed point of the map
ψ → N 12
∞∑
k=−∞
akψ (N · +k)(1.47)
among a regular class of functions satisfying ψˆ (2πk) = 0 for k ∈ Z \ {0} and
ψˆ (0) = (2π)
− 1
2 , this fixed point being an attractor.
Note finally that the condition (1.45) can be translated into the following nec-
essary and sufficient condition that an S0 of the form (1.16) comes from the father
function of a wavelet:
lim
n→∞
〈
Sn0 1 MfS
n
0 1
〉
= f (0)(1.48)
for all f ∈ C (T) = C (Rupslope2πZ), where Mf denotes the operator of multiplication
by f on L2 (T). See Section 12 for details.
2. Cohomology of the map z 7→ zN with values
in a topological group G
The terminology we introduce in this section will be used in two connections. In
Section 3, with G = T, it will be used in the characterization of the unitary part
of the Wold decomposition of S0. In Section 8, also with G = T, it will be used
in the characterization of unitary equivalence of two diagonal representations. In
Sections 4 and 5 somewhat similar terminology, but with a more general notion of
cohomology which is less direct to formulate in the abstract framework, will be used
in the case G = U (N); see for example (4.13). G is a topological group throughout
this section.
Let Ω be a measure space, σ : Ω → Ω an endomorphism, and µ a probability
measure on Ω such that µ
(
σ−1 (Y )
)
= µ (Y ) for all measurable Y ⊂ Ω. Extending
the terminology in [CFS82] from the case of automorphisms to the case of endo-
morphisms, we may define a cocycle for σ with values in G as a map c : Ω×N→ G
such that
c (x,m+ n) = c (x,m) c (σm (x) , n) .(2.1)
But then it follows by induction that
c (x,m) =
{
1 if m = 0∏m−1
k=0 σ
(
σk (x) , 1
)
if m > 0
(2.2)
so we may and will simply consider a cocycle to be a measurable map c ( · ) = c ( · , 1)
from Ω into G. Any such map defines a proper cocycle through the formula above.
We say that two cocycles c1, c2 are cohomological if there is a function ∆ : Ω→ G
such that
c1 (x) = ∆ (σ (x))
−1 c2 (x)∆ (x)(2.3)
or
c1 (x,m) = ∆ (σ
m (x))
−1
c2 (x,m)∆ (x) .(2.4)
In the case that G is abelian, this is the same as saying that c1 and c2 cobound, i.e.,
that c1 (x) c2 (x)
−1
is a coboundary. We also say that c1 and c2 are cohomologous.
CUNTZ ALGEBRAS AND MULTIRESOLUTION WAVELET ANALYSIS 11
We say in general that a cocycle c is a coboundary if there is another cocycle ∆
such that
c (x) = ∆ (x)∆ (σ (x))
−1
(2.5)
or
c (x,m) = ∆ (x)∆ (σm (x))−1 .(2.6)
In the case thatG is abelian, we see that the relation of cohomology is an equivalence
relation.
The question of which cocycles are coboundaries is in general a difficult one.
Recall for example from [Jor95, Theorem 6.1] that if c : T→ T is a Hardy function
(i.e., c ∈ H∞ (T)), and σ (z) = z2 for z ∈ T, then the equation
c (z)∆
(
z2
)
= ∆(z)(2.7)
has a nonzero solution ∆ ∈ L2 (T) if and only if c is a monomial, c (z) = zn, and
then ∆ (z) = dz−n for a constant d. Another criterion which is more indirect is
in [Wal96, Corollary 3]. The version of this corollary which is interesting for us is
the following: if c is a measurable cocycle for z 7→ zN with values in T, then the
following conditions (2.8) and (2.9) are equivalent.
There is an f ∈ L∞ (T) such that the sequence has a nonzero w*-limit
point as m→∞.
(2.8)
The cocycle c is a coboundary.(2.9)
Furthermore, if these conditions are fulfilled, the cocycle ∆ having c as coboundary
is unique up to a phase factor, and
lim
m→∞
1
m
m−1∑
k=0
f
(
zN
k
)
c¯
(
zN
k−1
)
· · · c¯ (z) = ∆¯ (z)
∫
T
f (η)∆ (η)
|dη|
2π
in L2 (T), and also pointwise for almost all z, for all f ∈ L∞ (T).
The main input in the proof is of course Birkhoff’s ergodic theorem, which im-
mediately gives the implication from (2.9) to the conclusion.
3. The Wold decomposition of isometries Sm of the form
(Smξ) (z) = m (z) ξ
(
zN
)
Equip the circle T with Haar measure |dz|2π , and let N ∈ {2, 3, . . . }. Formula (1.3)
now takes the form ∫
T
f (z)
|dz|
2π
=
∫
T
1
N
∑
w
wN=z
f (w)
|dz|
2π
(3.1)
=
∫
T
f
(
zN
) |dz|
2π
.
Let m : T→ C be a measurable function. Define Sm : L2 (T)→ L2 (T) by
(Smξ) (z) = m (z) ξ
(
zN
)
.(3.2)
We have already computed in (1.17) that
(S∗mξ) (z) =
1
N
∑
w
wN=z
m¯ (w) ξ (w)(3.3)
12 OLA BRATTELI AND PALLE E.T. JORGENSEN
and hence
(S∗mSmξ) (z) =
1
N

 ∑
w
wN=z
|m (w)|2

 ξ (z) .(3.4)
It follows immediately from this spectral representation of S∗mSm that Sm is bounded
if and only if m ∈ L∞ (T) and then
‖Sm‖2 = 1
N
ess sup
z∈T

 ∑
w
wN=z
|m (w)|2

 ≤ ‖m‖2∞(3.5)
Furthermore, we see directly from the spectral representation (3.4) that Sm is
an isometry if and only if
1
N
∑
w
wN=z
|m (w)|2 = 1(3.6)
for almost all z.
In general, if S is an isometry, define a decreasing sequence of projections by
Ek = S
kS∗ k(3.7)
and let
PU = s-lim
k→∞
Ek.(3.8)
Then SPU = PUS, PUS is a unitary operator on PUH, and (1− PU )S is a shift on
(1− PU )H, i.e., ⋂
n
Sn (1− PU )H = {0} .(3.9)
(Note that the two-sided shift is not a shift with this terminology.) The decompo-
sition
S = SPU ⊕ S (1− PU )(3.10)
is the so-called Wold decomposition of S into a unitary operator and a shift. (For
more details on the general Wold decomposition, and some of its applications,
the reader is referred to [SzFo70], which also serves as an excellent background
reference for the operator theory used in the present paper.) For Sm given by (3.2),
a calculation now shows that
(Ekξ) (z) = m
(k) (z)
1
Nk
∑
w
wN
k
=zN
k
m¯(k) (w) ξ (w)(3.11)
where
m(k) (z) =
k−1∏
j=0
m
(
zN
j
)
.(3.12)
Our main result on the Wold decomposition of Sm is the following:
CUNTZ ALGEBRAS AND MULTIRESOLUTION WAVELET ANALYSIS 13
Theorem 3.1. The projection PU corresponding to the unitary part of the Wold
decomposition of the isometry Sm is one- or zero-dimensional. Furthermore, PU is
one-dimensional if and only if both conditions (3.13) and (3.14) are fulfilled.
|m (z)| = 1 for almost all z ∈ T.(3.13)
There exists a measurable function ξ : T→ T and a λ ∈ T such that
m (z) ξ
(
zN
)
= λξ (z) for almost all z ∈ T.
(3.14)
In this case the range of the projection PU is Cξ ⊂ L2 (T).
In short, Sm is a shift if and only if there exists no phase factor λ such that λ¯m0
is a coboundary for the z 7→ zN action with values in T.
In order to prove Theorem 3.1, it will be useful to work with the root mean
operator R = Rm defined on measurable functions ξ : T→ C as follows:
(Rξ) (z) =
1
N
∑
w
wN=z
|m (w)|2 ξ (w) .(3.15)
It follows immediately from (3.6) that R is bounded as an operator from Lp (T)
into Lp (T) for 1 ≤ p ≤ ∞, and also R preserves positive functions and, from (3.6),
R1 = 1 .(3.16)
Thus
‖R‖∞→∞ = 1(3.17)
and a computation like the one after (1.8)–(1.9) shows
(R∗ξ) (z) = |m (z)|2 ξ (zN) .(3.18)
If f ∈ L∞ (T), again let Mf : L2 (T) → L2 (T) denote the operation of multiplica-
tion by f ,
(Mfξ) (z) = f (z) ξ (z)(3.19)
for ξ ∈ L2 (T).
We will need the formula
EkMfEk =M(Rkf)(zNk)Ek(3.20)
=M(Rkf)◦σkEk
which follows from (3.11) and (3.15) by the following computation:
(EkMfEkξ) (z) = m
(k) (z)
1
Nk
∑
w
wN
k
=zN
k
m¯(k) (w) f (w) (Ekξ) (w)
= m(k) (z)
1
(Nk)
2
∑
w,v
wN
k
=zN
k
=vN
k
m¯(k) (w) f (w)m(k) (w) m¯(k) (v) ξ (v)
=

 1
Nk
∑
w
wN
k
=zN
k
∣∣∣m(k) (w)∣∣∣2 f (w)



 1
Nk
m(k) (z)
∑
v
vN
k
=zN
k
m¯(k) (v) ξ (v)


=
(
Rkf
)(
zN
k
)
(Ekξ) (z) .
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Lemma 3.2. Assume that PU 6= 0 and pick ξ ∈ PUL2 (T) such that ‖ξ‖2 = 1. It
follows that
|ξ (z)|2 = lim
k→∞
k∏
n=0
∣∣∣m(zNn)∣∣∣2(3.21)
and
|ξ (z)| = 1 = |m (z)|(3.22)
for almost all z ∈ T.
Proof. As PUξ = ξ and PU ≤ Ek, we have Ekξ = ξ for all k ∈ N, and using (3.20)
on an arbitrary f ∈ L∞ (T) we have∫
T
f (z) |ξ (x)|2 |dz|
2π
= 〈ξ Mfξ〉
= 〈Ekξ MfEkξ〉
= 〈ξ EkMfEkξ〉
= 〈ξ M(Rkf)(zNk)ξ〉
=
∫
T
|ξ (z)|2 (Rkf)(zNk) |dz|
2π
=
∫
T
1
Nk
∑
w
wN
k
=z
|ξ (w)|2 (Rkf) (z) |dz|
2π
.
Now use (
Rkf
)
(z) =
1
Nk
∑
v
vN
k
=z
∣∣∣m(k) (v)∣∣∣2 f (v)(3.23)
to compute further∫
T
f (z) |ξ (z)|2 |dz|
2π
=
∫
T
1
N2k
∑
w,v
wN
k
=z
vN
k
=z
|ξ (w)|2
∣∣∣m(k) (v)∣∣∣2 f (v) |dz|
2π
=
∫
T
∣∣∣m(k) (z)∣∣∣2 1
Nk
∑
w
wN
k
=zN
k
|ξ (w)|2 f (z) |dz|
2π
,
where the last equality follows from the general formula∫
T
g (z)
1
Nk
∑
v
vN
k
=z
h (v)
|dz|
2π
=
∫
T
g
(
zN
k
)
h (z)
|dz|
2π
.(3.24)
We conclude that∫
T
f (z) |ξ (z)|2 |dz|
2π
=
∫
T
f (z)
∣∣∣m(k) (z)∣∣∣2 1
Nk
∑
w
wN
k
=zN
k
|ξ (w)|2 |dz|
2π
.(3.25)
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As this equality is valid for all f ∈ L∞ (T), we conclude that
|ξ (z)|2 =
∣∣∣m(k) (z)∣∣∣2 1
Nk
∑
w
wN
k
=zN
k
|ξ (w)|2(3.26)
for almost all z ∈ T, k = 1, 2, . . . .
Now let R1 be the root mean operator on the measurable functions on T defined
by putting m = 1 in (3.15), i.e.,
(R1ξ) (z) =
1
N
∑
w
wN=z
ξ (w) .(3.27)
If ϕ ∈ L1 (T), it follows by approximating ϕ by functions in C (T) that
lim
k→∞
∥∥∥∥Rk1 (ϕ)−
(∫
T
ϕ (z)
|dz|
2π
)
1
∥∥∥∥
1
= 0,(3.28)
and hence the sequence Rk1 (ϕ) converges to the constant function
∫
T
ϕ (z) |dz|2π in
measure, i.e.,
lim
k→∞
µ
{
z ∈ T
∣∣∣∣
∣∣∣∣Rk1 (ϕ) (z)−
∫
T
ϕ (η)
|dη|
2π
∣∣∣∣ > ε
}
= 0
for all ε > 0.
But repeating the proof of Birkhoff’s mean ergodic theorem [CFS82, Wal82],
one can show the stronger conclusion that Rk1 (ϕ) converges almost everywhere to
a function which is invariant under all N -adic rotations, and therefore under all
rotations, i.e., Rk1 (ϕ) converges almost everywhere to the constant
∫
T
ϕ (z) |dz|2π .
But (3.26) says that
|ξ (z)|2 =
∣∣∣m(k) (z)∣∣∣2Rk1 (|ξ|2)(zNk) ,(3.29)
and Rk1
(
|ξ|2
)(
zN
k
)
→ ‖ξ‖22 = 1 for almost all z by the remarks above, and hence
we have proved (3.21):
lim
k→∞
∣∣∣m(k) (z)∣∣∣2 = |ξ (z)|2
for almost all z. In particular the limit to the left exists for almost all z. Put
m∞ (z) = lim
k→∞
∣∣∣m(k) (z)∣∣∣ .(3.30)
One consequence of (3.21) is that, if ξ ∈ PUL2 (T), then
|ξ (z)| = ‖ξ‖2m∞ (z)(3.31)
for almost all z; and this immediately implies that the space PUL
2 (T) is one-
dimensional, establishing the first statement of Theorem 3.1.
Now, from the relation
m(k+1) (z) = m (z)m(k)
(
zN
)
(3.32)
and (3.30) we deduce
m∞ (z) = |m (z)|m∞
(
zN
)
.(3.33)
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But, using this and (3.6), we further deduce that∑
w
wN=z
m∞ (w)
2
=
∑
w
wN=z
|m (w)|2m∞ (z)2
= Nm∞ (z)
2
,
so
m∞ (z)
2 =
1
N
∑
w
wN=z
m∞ (w)
2
= R1
(
m2∞
)
(z) .
Iterating this, we obtain
m∞ (z)
2
= Rk1
(
m2∞
)
(z)
for k = 1, 2, 3; and, letting k →∞,
m∞ (z)
2 =
∫
T
m∞ (w)
2 |dw|
2π
.
Thus m∞ (z) is a positive constant, and re-inserting this in (3.33) gives
|m (z)| = 1
for almost all z. Thus from (3.30),
m∞ (z) = 1
for almost all z, and then from (3.21),
|ξ (z)| = 1
for almost all z. This ends the proof of (3.22) and thus of Lemma 3.2.
Proof of Theorem 3.1. We already commented in connection with (3.31) that if
PU 6= 0, then PU is one-dimensional, and if PU 6= 0, then (3.13) follows from (3.22).
But if PUL
2 (T) = Cξ with ‖ξ‖2 = 1, it follows from unitarity of SmPU = PUSm
that ξ must be an eigenvector of Sm with eigenvalue λ of modulus one, Smξ =λξ,
or
m (z) ξ
(
zN
)
= λξ (z) ,
which is (3.14).
Conversely, if (3.13) and (3.14) are fulfilled, it is obvious that PU 6= 0, since
ξ ∈ PUL2 (T) (it suffices instead of (3.13) and (3.14) merely to assume that Sm has
an eigenvector with eigenvalues of modulus 1).
4. The Wold decomposition of operators SC on L
2 (T;Cn) of the form
(SCξ) (z) = C (z) ξ
(
zN
)
In this section we will consider a situation which is more general in some respects,
and more special in other respects, than in Section 3. Let L2 (T;Cn) ∼= L2 (T)⊗Cn
be the Hilbert space of L2-functions on T with values in the Hilbert space Cn. Let
C : T → Mn = B (Cn) be a measurable bounded function, and define an operator
SC ∈ B
(
L2 (T;Cn)
)
by
(SCξ) (z) = C (z) ξ
(
zN
)
.(4.1)
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One verifies as in Section 3 that
(S∗Cξ) (z) =
1
N
∑
w
wN=z
C (w)
∗
ξ (w)(4.2)
and hence
(S∗CSCξ) (z) =
1
N
∑
w
wN=z
C (w)
∗
C (w) ξ (z) .(4.3)
Thus SC is an isometry if and only if
1
N
∑
w
wN=z
C (w)
∗
C (w) = 1 n(4.4)
for almost all z ∈ T. So far everything generalizes Section 3, but in order to prove
an analogue of Theorem 3.1 we assume a condition which is a bit stronger, namely
that each C (z) is unitary,
C (z)∗ C (z) = 1 n(4.5)
for almost every z ∈ T. Define as before
Ek = S
k
CS
∗ k
C(4.6)
and let
PU = s-lim
k→∞
Ek(4.7)
be the projection onto the subspace corresponding to the unitary part of the Wold
decomposition of SC . Again one verifies
(Ekξ) (z) = C
(k) (z)
1
Nk
∑
w
wN
k
=zN
k
C(k) (w)
∗
ξ (w)(4.8)
where
C(k) (z) = C (z)C
(
zN
) · · ·C (zNk−1) .(4.9)
The analogue of Theorem 3.1 is now
Theorem 4.1. Assume that SC is defined by (4.1) and assume that the unitarity
condition (4.5) is satisfied. Then the projection PU corresponding to the unitary
part of the Wold decomposition is at most n-dimensional. If dimPU = m ≤ n,
the range of PU can be characterized as follows: there is a projection P0 ∈ Mn of
dimension m, and a measurable function ∆ : T→Mn, such that
∆(z)∗∆(z) = P0(4.10)
for all z ∈ T, i.e., ∆(z) is a partial isometry with initial projection P0, and a
function ξ ∈ L2 (T;Cn) is in the range of PU if and only if there is a vector v ∈ P0Cn
such that
ξ (z) = ∆ (z) v(4.11)
for almost all z. Furthermore, there is a partial unitary U0 ∈Mn with
U0U
∗
0 = U
∗
0U0 = P0(4.12)
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such that
C (z)∆
(
zN
)
= ∆(z)U0.(4.13)
Here P0 is the unique maximal projection with the property that there exist ∆( · )
and U0 satisfying (4.10), (4.12), and (4.13); and then U0 is uniquely determined,
and ∆( · ) is uniquely determined up to a phase factor.
Proof. Let ξ ∈ PU (H). For all k we have
Ekξ = ξ,(4.14)
and it follows from (4.8) that
C(k) (z)
∗
ξ (z) =
1
Nk
∑
w
wN
k
=zN
k
C(k) (w)
∗
ξ (w)(4.15)
for almost all z ∈ T. But replacing the z to the left with any η ∈ T with ηNk = zNk ,
we see that any of the vectors C(k) (η)
∗
ξ (η) is a convex combination of all the
vectors of this form with equal weight, and it follows that
C(k) (z)∗ ξ (z) = C(k) (w)∗ ξ (w)(4.16)
whenever zN
k
= wN
k
. At this point we use the unitarity of C(k) (w)
∗
to deduce
‖ξ (z)‖ = ‖ξ (w)‖(4.17)
whenever zN
k
= wN
k
, and letting k → ∞ and using Luzin’s theorem (for any
ε > 0 there is a closed subset F ⊂ T such that µ (T− F ) < ε and z → ‖ξ (z)‖ is
continuous on F , where µ is Haar measure) we deduce that ‖ξ (z)‖ is equal to a
constant for almost all z. Now, if ξ, η ∈ PU (H), then all linear combinations of ξ
and η are in PU (H), and it follows from the polarization identity
〈ξ (z) η (z)〉 = 1
4
3∑
k=0
ik
∥∥ξ (z) + ikη (z)∥∥(4.18)
that z → 〈ξ (z) η (z)〉 is equal to a constant almost everywhere. It follows that
PU (H) can at most be n-dimensional, and modifying the representatives ξ (z) on
a set of measure zero, we may assume that
z → 〈ξ (z) η (z)〉(4.19)
is a constant for any two ξ, η ∈ PU (H). But then, if P0 is the projection onto the
set of ξ (1), ξ ∈ PU (H), we may for each v ∈ P0Cn find a ξ with ξ (1) = v, and
define
∆ (z) v = ∆(z) ξ (1) = ξ (z) .(4.20)
Because of (4.19), each ∆ (z) is a partial isometry with initial projection P0, and
the statements around (4.10) and (4.11) in the theorem are proved. Furthermore,
we have defined a unitary operator V : P0 (C
n)→ PU (H) by
(V v) (z) = ∆ (z) v.
But as PUSCPU is unitary on PUH, we have that
U0 = V
∗PUSCPUV = V ∗SCV
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is unitary on P0C
n. But as
V U0v = SCV v
for v ∈ P0Cn we have
∆ (z)U0v = C (z)∆
(
zN
)
v
and (4.13) follows. Conversely, it is easy to check from (4.13) that ξ (z) = ∆ (z) v
is in the range of each Ek. This ends the proof of Theorem 4.1.
5. The Wold decomposition of operators T on L2 (T) of the form
(Tξ) (z) = 1√
N
N−1∑
k=0
mk (z) ξ
(
ρkzN
)
Here ρ = ρN = e
2pii
N , and the coefficient functions mk ∈ L∞ (T) satisfy the
unitarity condition (1.11), i.e.,
C (z) :=
1√
N


m0(z) m1(z) . . . mN−1(z)
m0(ρz) m1(ρz) . . . mN−1(ρz)
...
...
. . .
...
m0(ρ
N−1z) m1(ρN−1z) . . . mN−1(ρN−1z)

(5.1)
is unitary for almost every z ∈ C. This condition implies that the operator T
defined by
(Tξ) (z) =
1√
N
N−1∑
k=0
mk (z) ξ
(
ρkzN
)
(5.2)
is an isometry, since T has the form
T =
1√
N
N−1∑
k=0
SkU
k,(5.3)
where S0, . . . , SN−1 is the representation ofON given by (1.16), and U is the unitary
operator on L2 (T) defined by
(Uξ) (z) = ξ (ρz) .
Let SC be the isometry on L
2
(
T;CN
)
defined by (4.1),
(SCξ) (z) = C (z) ξ
(
zN
)
.(5.4)
We now verify that SC is a dilation of T . Define an isometric embedding V :
L2 (T)→ L2 (T;CN) by
(V ξ) (z) =
1√
N


ξ(z)
ξ(ρz)
...
ξ(ρN−1z)

 .(5.5)
The dilation property is then given by
SCV = V T,(5.6)
which is easily verified from (5.1), (5.2), (5.4), and (5.5).
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If S is a general isometry, let HU (S) denote the subspace of the Hilbert space
corresponding to the unitary part of the Wold decomposition of S, i.e.,
HU (S) =
⋂
k
SkS∗ kH.(5.7)
It turns out that the unitary subspaces of T and of its dilation SC are the same!
Proposition 5.1. With the assumptions and notation above,
HU (SC) = V (HU (T )) .(5.8)
Proof. Since SC is a dilation of T in the sense of (5.6), it is clear that
V (HU (T )) ⊂ HU (S) ,(5.9)
and to prove the reverse inclusion it suffices to show that any η ∈ HU (S) is in the
range of V , i.e., that there is a ξ ∈ L2 (T) such that
η (z) =


ξ(z)
ξ(ρz)
ξ(ρ2z)
...
ξ(ρN−1z)

 .(5.10)
But by Theorem 4.1, η has the form
η (z) = ∆ (z) v
for a suitable v ∈ CN , and by linearity we may assume that v is an eigenvector of
the partial unitary matrix U0, i.e.,
U0v = λv,
where λ ∈ T. We then obtain from (4.13) that
C (z) η
(
zN
)
= λη (z) .
If
η (z) =


ξ0(z)
...
ξN−1(z)

 ,
we thus obtain from (5.1) that

ξ0(z)
ξ1(z)
...
ξN−1(z)


=
λ¯√
N


m0(z) m1(z) . . . mN−1(z)
m0(ρz) m1(ρz) . . . mN−1(ρz)
...
...
. . .
...
m0(ρ
N−1z) m1(ρN−1z) . . . mN−1(ρN−1z)




ξ0(z
N)
ξ1(z
N)
...
ξN−1(zN )

 ,
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and hence, using ρkN = 1,
ξk (z) = λ¯
1√
N
N−1∑
j=0
mj
(
ρkz
)
ξj
(
zN
)
= ξ0
(
ρkz
)
.
Thus η has the special form (5.10), and we have established the reverse inclusion
of (5.9), and thus Proposition 5.1.
Let us summarize the results of this section and the previous one.
Corollary 5.2. The subspace corresponding to the unitary part of the Wold de-
composition of the operator T defined by (5.2) has dimension n ≤ N . Further-
more, there exists a projection P0 ∈MN of dimension n, and measurable functions
d0 (z) , . . . , dN−1 (z) from T into C such that∑
k∈ZN
d¯i
(
ρkz
)
dj
(
ρkz
)
= (P0)ij(5.11)
for i, j ∈ ZN and almost all z, such that ξ ∈ HU (T ) if and only if there are scalars
v0, . . . , vN−1 with
ξ (z) =
∑
k
dk (z) vk.(5.12)
If
∆(z) =


d0(z) d1(z) . . . dN−1(z)
d0(ρz) d1(ρz) . . . dN−1(ρz)
...
...
. . .
...
d0(ρ
N−1z) d1(ρN−1z) . . . dN−1(ρN−1z)

(5.13)
then there exists a partial unitary U0 ∈MN with
U0U
∗
0 = U
∗
0U0 = P0(5.14)
such that
C (z)∆
(
zN
)
= ∆(z)U0(5.15)
for almost all z ∈ T. In particular, if v =
( v0...
vN−1
)
is taken to be an eigenvector for
U0 with eigenvalue λ ∈ T, then ξ (z) =
∑
k dk (z) vk is a Haar vector in the sense
1√
N
N−1∑
k=0
mk (z) ξ
(
ρkzN
)
= λ¯ξ (z) .(5.16)
Proof. Let U0, P0, ∆ (z) be the objects constructed in Theorem 4.1 from the matrix
C (z). If we write ∆ (z) as a column vector of row vectors,
∆ (z) =


∆0(z)
...
∆N−1(z)

 ,(5.17)
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it follows from
C (z) =


C0(z)
C0(ρz)
...
C0(ρ
N−1z)

 ,(5.18)
where C0 (z) is the first row of C (z), and (4.13), that

∆0(z)
...
∆N−1(z)

 =


C0(z)
C0(ρz)
...
C0(ρ
N−1z)




∆0(z
N)
...
∆N−1(zN )

U∗0 ,(5.19)
and hence
∆k (z) = ∆0
(
ρkz
)
(5.20)
for k ∈ ZN . It follows that ∆ (z) has the form in (5.13), and then (5.11), (5.12),
(5.14), and (5.15) are transcriptions of (4.10), (4.11), (4.12), and (4.13), respectively.
6. Characterizations of Cuntz algebra representations with S0 a
shift and realizations of these representations on a Hardy space
Recall that an isometry S on a Hilbert space H is called (by us) a shift iff⋂∞
n=1 S
nH = {0}. Then putting K = H⊖ SH, letting ξ0,j be an orthonormal basis
for K and putting ξi,j = Siξ0,j , i ∈ N ∪ {0}, {ξi,j} is an orthonormal basis for
H. Let H2+ (T) be the Hardy subspace of L2 (T), i.e., the closed linear span of the
orthonormal set of functions z 7→ zn, n = 1, 2, 3, . . . , and define a unitary operator
V : H → H2+ (T)⊗K = H+ (K)(6.1)
by
V ξi,j = z
i+1 ⊗ ξ0,j .(6.2)
Viewing the elements in H+ (K) as functions from T into K,
ξ ∈ H+ (K)⇐⇒ ξ (z) =
∞∑
n=1
ξnz
n,
where ξn ∈ K and ‖ξ‖2 =
∑∞
n=1 ‖ξn‖2, S+0 = V S0V ∗ is nothing but the operator
of multiplication by z: (
S+0 ξ
)
(z) = zξ (z) .(6.3)
We will now generalize this description of a shift to a representation si → Si of
the Cuntz algebra ON on H such that S0 is a shift, when N = 2, 3, . . . .
Lemma 6.1. There is a 1–1 correspondence between representations si → Si of
ON on H such that S0 is a shift, and representations of O∞ on H such that the
sum of the ranges of the isometries is 1 . If the representatives of the generators of
O∞ are denoted by T (∞,j)k , where j = 1, . . . , N − 1, k = 1, 2, 3, . . . , so that
T
(∞,j1)∗
k1
T
(∞,j2)
k2
= δj1j2δk1k21(6.4)
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and
N−1∑
j=1
∞∑
k=1
T
(∞,j)
k T
(∞,j)∗
k = 1 ,(6.5)
then the 1–1 correspondence is given by
T
(∞,j)
k = S
k−1
0 Sj , j = 1, . . . , N − 1, k = 1, 2, . . . ,(6.6)
and by
S0 =
∞∑
k=1
N−1∑
j=1
T
(∞,j)
k+1 T
(∞,j)∗
k(6.7)
and
Sj = T
(∞,j)
1 , j = 1, . . . , N − 1,(6.8)
where all infinite sums converge in the strong operator topology.
Proof. If S0, . . . , SN−1 is a representation of ON on H with S0 a shift, define T (∞,j)k
by (6.6). One uses the Cuntz relations
S∗i Sj = δij1(6.9)
to verify (6.4). The other Cuntz relation,∑
j
SjS
∗
j = 1 ,(6.10)
implies
∞∑
k=1
N−1∑
j=1
T
(∞,j)
k T
(∞,j)∗
k =
∞∑
k=1
N−1∑
j=1
Sk−10 SjS
∗
j S
∗ k−1
0
=
∞∑
k=1
Sk−10 (1 − S0S∗0 )S∗ k−10
= 1 − lim
k→∞
Sk0S
∗ k
0 ,
but the last limit is zero since S0 is a shift, and (6.5) follows. Furthermore, (6.8) is
immediate from (6.6), while
∞∑
k=1
N−1∑
j=1
T
(∞,j)
k+1 T
(∞,j)∗
k =
∞∑
k=1
N−1∑
j=1
Sk0SjS
∗
j S
∗ k−1
0
=
∞∑
k=1
Sk0 (1 − S0S∗0 )S∗ k−10
= S0
(
1 − lim
k→∞
Sk0S
∗ k
0
)
= S0,
so (6.7) is verified.
Conversely, if T
(∞,j)
k are given satisfying (6.4) and (6.5), one verifies that S0 and
Sj, j = 1, . . . , N−1, satisfy the Cuntz relations (6.9) and (6.10), that (6.6) is valid,
and that limk→∞ Sk0S
∗ k
0 = 0, i.e., S0 is a shift.
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We will now use this Lemma to construct the announced Hardy-space structure
on H.
Theorem 6.2. Let si → Si be a representation of ON on a Hilbert space K such
that S0 is a shift. Then there exists a unitary operator
V : H+

N−1⊕
j=1
K

 −→ K(6.11)
such that if S+j = V
∗SjV , then
S+0 =Mz = multiplication by z(6.12)
and
S+j ψ = z

(j−1⊕
i=1
0
)
⊕ V ψ ⊕

 N−1⊕
i=j+1
0



(6.13)
for j = 1, . . . , N − 1.
Proof. Define T
(∞,j)
k , j = 1, . . . , N − 1, k = 1, 2, . . . , by (6.6), and define V :
H+
(⊕N−1
j=1 K
)
−→ K by
V

 ∞∑
k=1

N−1⊕
j=1
ψ
(j)
k

 zk

 = ∞∑
k=1
N−1∑
j=1
T
(∞,j)
k ψ
(j)
k .(6.14)
It follows from (6.4) and (6.5) in Lemma 6.1 that V is indeed unitary and
V ∗ψ =
∞∑
k=1

N−1⊕
j=1
T
(∞,j)∗
k ψ

 zk.(6.15)
Thus, if ψ (z) =
∑∞
k=1
(⊕N−1
j=1 ψ
(j)
k
)
zk is in H+
(⊕N−1
j=1 K
)
, one checks
(
S+0 ψ
)
(z) = (V ∗S0V ψ) (z)
=

V ∗

S0

 ∞∑
k=1
N−1∑
j=1
T
(∞,j)
k ψ
(j)
k





 (z)
=

V ∗

 ∞∑
k=1
N−1∑
j=1
T
(∞,j)
k+1 ψ
(j)
k



 (z)
=
∞∑
k=2

N−1⊕
j=1
ψ
(j)
k−1

 zk = zψ (z) ,
where we used
S0T
(∞,j)
k = T
(∞,j)
k+1 ,
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which follows from (6.6). Thus (6.12) is valid. For j = 1, 2, . . . , N − 1 we use (6.8)
and (6.15) to calculate
(
S+j ψ
)
(z) =
(
V ∗SjV ψ
)
(z) =
(
V ∗
(
Sj
( ∞∑
k=1
N−1∑
i=1
T
(∞,i)
k ψ
(i)
k
)))
(z)
= z


(
j−1⊕
i=1
0
)
⊕ V ψ ⊕

 N−1⊕
i=j+1
0



 ,
which is (6.13).
7. Characterization of representations π of ON with π (DN ) ⊂ML∞(T)
Recall that UHFN is the C
∗-subalgebra of ON which is the closed linear span of
sIs
∗
J with |I| = |J |, and DN is the canonical maximal abelian subalgebra of UHFN ,
i.e., DN is the closed linear span of operators sIs∗I . Thus, if UHFN ∼=
⊗∞
n=1MN ,
then DN ∼=
⊗∞
n=1C
N .
Theorem 7.1. Consider a representation π of ON on L2 (T) of the form (1.16),
(Siξ) (z) = mi (z) ξ
(
zN
)
,
where the functionsmi satisfy the appropriate form of the unitarity condition (1.11).
Let ML∞(T) be the image of L
∞ (T) acting as multiplication operators on L2 (T).
The following conditions are equivalent:
π (DN )′′ ⊂ML∞(T);(7.1)
π (DN )′′ =ML∞(T);(7.2)
mi (z) =
√
NχAi (z)u (z),(7.3)
where u is a measurable function T→ T, and A0, . . . , AN−1 are N measurable sub-
sets of T with the property that if ρ = e
2pii
N , then, for almost all z ∈ T, the N equidis-
tant points z, ρz, ρ2z, . . . , ρN−1z lie with one in each of the N sets A0, . . . , AN−1
(i.e., A0, . . . , AN−1 form a partition of T up to null sets, and, for each k, the N
sets Ak, ρAk, . . . , ρ
N−1Ak form a partition of T). Any mi of this form does indeed
define a representation of ON .
Proof. (7.2)⇒(7.1) is trivial, and we prove (7.1)⇒(7.3)⇒(7.2).
Ad (7.1)⇒(7.3): Assume (7.1). From (1.16)–(1.17), we have
(SiS
∗
i ξ) (z) =
1
N
mi (z)
∑
w
wN=zN
m¯i (w) ξ (w) .(7.4)
But in order that SiS
∗
i be a multiplication operator, we must thus require that
mi (z) m¯i (w) = 0
almost everywhere, whenever wN = zN and w 6= z. If Ai is the support of mi, it
follows that the N sets Ai, ρAi, . . . , ρ
N−1Ai are disjoint (up to null sets). Thus,
for given z ∈ T and i ∈ ZN , there is at most one j such that ρ jz ∈ Ai. But, by the
unitarity condition (1.11), for given i and z,∑
j
∣∣mi (ρ jz)∣∣2 = N,
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and hence there must exist a j with ρ jz ∈ Ai. We have thus proved that the points
z, ρz, ρ2z, . . . , ρN−1z lie one each in the sets A0, A1, . . . , AN−1, so these sets form
a partition with the stated properties. But then necessarily the functions mi must
have the form
mi (z) =
√
NχAi (z)u (z) ,
where u : T→ C is a measurable function. But, by unitarity again,
1 =
1
N
∑
i
|mi (z)|2 = |u (z)|2 ,
so that u actually maps into the circle T. Thus (7.3) is valid, and we just comment at
this point that if mi (z) is given by (7.3), the matrix (1.11) is a permutation matrix
for any given x, and thus the unitarity condition is fulfilled from the conditions in
(7.3) and the last statement of the theorem follows.
Ad (7.3)⇒(7.2): Assume (7.3). Using (1.16)–(1.17), and putting ρ = ρn = e 2piiNn ,
one has for I = (i1, . . . , in):
(7.5) (SIS
∗
I ξ) (z)
= mi1 (z)mi2
(
zN
) · · ·min (zNn−1) 1Nn
·
Nn−1∑
k=0
m¯in
(
ρkN
n−1
zN
n−1
)
m¯in−1
(
ρkN
n−2
zN
n−2
)
· · · m¯i1
(
ρkz
)
ξ
(
ρkz
)
= χAi1 (z)χAi2
(
zN
) · · ·χAin (zNn−1) ξ (z) .
But now defining a coding map σ : T → ∏∞k=1 Zn by σ (z) = (i1, i2, i3, . . . ), if
zN
n−1 ∈ Ain , it follows from the properties of Ai that σ is a measure-preserving
map from T into
∏∞
k=1 Zn when both groups are equipped with normalized Haar
measure. Replacing T by
∏∞
k=1 Zn by means of this map, the relation (7.5) takes
the form
(SIS
∗
I ξ) (j1, j2, . . . ) = δi1j1δi2j2 · · · δinjnξ (j1, j2, . . . ) ,(7.6)
and it is clear from this relation that the von Neumann algebra generated by
π (DN ) is exactly L∞
(×∞n=1 ZN ). This establishes (7.3)⇒(7.2), and Theorem
7.1 is proved.
From the last part of the above proof, we also have the following
Corollary 7.2. If π is a representation of ON on a Hilbert space H satisfying the
equivalent conditions (7.1)–(7.3) in Theorem 7.1, then there is a unitary operator
U : H → L2 (×∞n=1 Zn) and a measurable function v :×∞n=1 Zn → T such that
(USiU
∗ξ) (j1, j2, . . . ) =
√
Nδij1v (j1, j2, . . . ) ξ (j2, j3, . . . )(7.7)
for all (j1, j2, . . . ) ∈×∞n=1 Zn and all ξ ∈ L2 (×∞n=1 Zn).
Let us finally remark that the representations described in Corollary 7.2 are all
irreducible, even in restriction to UHFN , by [BrJo96a, Proposition 7.1].
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8. Classification of representations with π (DN )′′ ⊂ML∞(T) up to
unitary equivalence
We will now make a further study of the representations of ON introduced in
Section 7. By Corollary 7.2, these act on L2 (
∏∞
1 ZN ) and are labeled by measurable
functions
u :
∞∏
1
ZN → T.(8.1)
In the case that u depends only on a finite number of the coordinates in
∏∞
1 ZN ,
these representations were also considered in Section 7 in [BrJo96a]. The formulae
(1.12)–(1.13) now take the form
(Siξ) (x1, x2, . . . ) =
√
Nδx1iu (x1, x2, . . . ) ξ (x2, x3, . . . ) ,(8.2)
(S∗i ξ) (x1, x2, . . . ) =
1√
N
u¯ (i, x1, x2, . . . ) ξ (i, x1, x2, . . . ) .(8.3)
We define πu as the representation defined by u. By emulating the proof of irre-
ducibility of πu from [BrJo96a] we can now establish the following
Proposition 8.1. Let T be a bounded operator on L2 (
∏∞
1 ZN ), and let u, u
′ :∏∞
1 ZN → T be measurable functions. Then the following conditions are equivalent.
Tπu (x) = πu
′
(x) T for all x ∈ ON .(8.4)
T =Mf where f ∈ L∞ (
∏∞
1 ZN ) is a function satisfying(8.5)
f (x1, x2, . . . ) u (x1, x2, . . . ) = u
′ (x1, x2, . . . ) f (x2, x3, . . . )
for all (x1, x2, . . . ) ∈
∏∞
1 ZN .
Remark 8.2. In particular, if u = u′, (8.5) entails f = f ◦ σ; and hence f is
constant by ergodicity, and this confirms the irreducibility of πu.
Proof. Ad (8.4)⇒(8.5): By (7.6), we have
(πu (sIs
∗
I) ξ) (x1, x2, . . . ) = δi1x1δi2x2 · · · δinxnξ (x1, x2, . . . ) ,(8.6)
where the right side is independent of u, and hence the intertwining operator T
must commute with M
L∞(
∏
∞
1
ZN), and as the latter algebra is maximal abelian
there must be an f ∈ L∞ (∏∞1 ZN ) such that
T =Mf .
But then
(Tπu (si) ξ) (x1, x2, . . . ) = f (x1, x2, . . . )
√
Nδx1iu (x1, x2, . . . ) ξ (x2, x3, . . . )
and(
πu
′
(si)Tξ
)
(x1, x2, . . . ) =
√
Nδx1iu
′ (x1, x2, . . . ) f (x2, x3, . . . ) ξ (x2, x3, . . . ) .
The intertwining (8.4) for x = si implies that
f (x1, x2, . . . )u (x1, x2, . . . ) = u
′ (x1, x2, . . . ) f (x2, x3, . . . ) .
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This ends the proof of (8.4)⇒(8.5). For the converse implication, note that the
relation in (8.5) and the computation above imply
Mfπ
u (si) = π
u′(si)Mf .
But as Mf is normal, it follows from Fuglede’s theorem (or a direct computation)
that
Mfπ
u (s∗i ) = π
u′ (s∗i )Mf ,
and hence (8.4) is valid.
If we view u, u′ as functions on T, the result in Proposition 8.1 can be stated in
terms of the cohomology theory of Section 2:
Corollary 8.3. Let u, u′ : T → T be measurable functions and πu, πu′ be the
associated irreducible representations of ON . Then the following conditions are
equivalent.
πu and πu
′
are unitarily equivalent.(8.7)
The cocycles u, u′ cobound, i.e., there exists a measurable function
∆ : T→ T such that
(8.8)
∆ (z)u (z) = u′ (z)∆
(
zN
)
for almost all z ∈ T.
Proof. By Proposition 8.1, πu and πu
′
are unitarily equivalent if and only if there
is a nonzero function f : T→ C with
f (z)u (z) = u′ (z) f
(
zN
)
.
But as |u (z)| = |u′ (z)| = 1 we obtain
|f (z)| = ∣∣f (zN)∣∣ ,
and by ergodicity of z 7→ zN , z 7→ |f (z)| is equal to a constant almost everywhere.
Let ∆ (z) = f (z) / |f (z)|. Then ∆ satisfies (8.8). Conversely, if ∆ satisfies (8.8),
then M∆ is an intertwiner between the two representations.
In conclusion, the unitary equivalence classes of the representations πu are
labeled by the cohomology classes of the cocycles u, which are discussed in Section 2.
9. Computation of the Hardy-space realizations for the examples
coming from wavelets
In Section 6 we defined a certain Hardy-space realization of representations ofON
in the slightly special case that S0 is a shift. The construction depended on some
seemingly arbitrary choices. However, in the case thatN = 2 and the representation
of O2 comes from a wavelet in L2 (R) as described in [Jor95], it turns out that these
choices are quite canonical. We will describe this in the present section.
Let us first give a short rundown of the multiresolution analysis of wavelets from
[Dau92], [MePa93]. The starting point is a function ϕ ∈ L2 (R), called the scaling
function or father function with the properties (9.1), (9.3), (9.4a), and (9.4b) below.
The set {ϕ ( · − k) | k ∈ Z} is an orthonormal set in L2 (R).(9.1)
CUNTZ ALGEBRAS AND MULTIRESOLUTION WAVELET ANALYSIS 29
If we define V0 as the closed linear span of the functions ϕ ( · − k), it is then clear
that V0 is invariant under Z-translation. Define scaling on L2 (R) as the unitary
operator U :
(Uξ) (x) = 2−
1
2 ξ (x/2) .(9.2)
Then we assume
Uϕ ∈ V0.(9.3)
We define the multiresolution associated to ϕ as the sequence of subspaces Vn =
UnV0, and this sequence is decreasing by (9.3). The final assumptions on ϕ are∧
n
Vn = {0} ,(9.4a)
∨
n
Vn = L2 (R) .(9.4b)
From ϕ one now constructs a wavelet or mother function ψ as follows: first use
(9.3) and expand Uϕ in the orthonormal basis ϕ ( · − k):
Uϕ =
∑
k
akϕ ( · − k) .(9.5)
Equivalently, using the Fourier transform
ϕˆ (t) =
1√
2π
∫ ∞
−∞
dx e−ixtϕ (x) ,(9.6)
the relation (9.5) takes the form
√
2ϕˆ (2t) = m0 (t) ϕˆ (t) ,(9.7)
where
m0 (t) =
∑
k
ake
−ikt.(9.8)
Thus m0 is a function of z = e
−it, and as such m0 ∈ L2 (T). The orthonormality
of {ϕ ( · − k)} entails
|m0 (z)|2 + |m0 (−z)|2 = 2.(9.9)
If W0 = V⊥0 ∩V−1, then for a ξ ∈ L2 (R) it can be shown that ξ ∈W0 if and only
if ξ has the form
ξˆ (2t) = zm¯0 (−z) f
(
z2
)
ϕˆ (t)(9.10)
for some function f , where z = e−it. Now, define ψ as the particular function
obtained from ϕ in this manner with f = 1√
2
, i.e.,
√
2ψˆ (2t) = zm¯0 (−z) ϕˆ (t) = m1 (z) ϕˆ (t) .(9.11)
Then the functions ψn,k defined by
ψn,k (x) = 2
−n
2 ψ
(
2−nx− k)(9.12)
form an orthonormal basis for L2 (R). In fact, it follows from the reasoning in
[Dau92] that this does not depend on the specific choice of f above, and any choice
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of f such that |f (z)| = 1√
2
almost everywhere will do. For the specific choice of f
we have the explicit expression
ψ (x) =
√
2
∑
k
(−1)k a¯1−kϕ (2x− k)(9.13)
as an orthogonal decomposition. For us it is more important to note that the
functions m0,m1 satisfy the unitarity condition, i.e., the matrix
2−
1
2
(
m0(z) m0(−z)
m1(z) m1(−z)
)
(9.14)
is unitary for all z ∈ T. This is indeed the case for any m1 of the form
m1 (z) = zm¯0 (−z) f
(
z2
)
(9.15)
where |f (z)| = 1 for all z, and, conversely, for m0 given with (9.9), unitarity of
(9.14) implies (9.15).
Conversely, if m0 satisfies (9.9) and m1 (z) = zm¯0 (−z), iteration of (9.7) and
(9.11) give formal product expansions of ϕˆ and ψˆ. Moreover, it can be shown
[Dau92, Theorem 6.3.6], that if m0 is a trigonometric polynomial that satisfies
|m0 (t)|2 + |m0 (t+ π)|2 = 2 and m0 (0) =
√
2, and there exists no nontrivial finite
subset F ⊂ T with F 2 ⊂ F such that m0|−F = 0, then ϕ, ψ defined by
ϕˆ (t) = (2π)−
1
2
∞∏
k=1
(
m0
(
t · 2−k)√
2
)
,
ψˆ (t) = e−
it
2 m¯0
(
t
2
+ π
)
ϕˆ
(
t
2
)
are compactly supported functions in L2 (R) which are the father and mother func-
tions of a wavelet, and in particular
ϕ (x) =
∑
k
akϕ (2x− k) ,
ψ (x) =
√
2
∑
k
(−1)k a¯−k+1ϕ (2x− k) ,
where ak are the Fourier coefficients of m0:
m0 (t) =
∑
k
ake
−ikt.
Compare this with the different conditions (1.44)–(1.47). The case when such non-
trivial subsets F of T, as specified above (and called cycles), do exist, is discussed
in Remark 12.6 below.
Let us now compute the Hardy-space realization from Theorem 6.2 of the repre-
sentation of O2 on L2 (T) defined by (9.14). We must for the moment assume that
S0 is a shift, i.e., by Theorem 3.1 we must assume that there does not exist a mea-
surable function ξ : T → T and a λ ∈ T such that m (z) ξ (z2) = λξ (z) for almost
all z ∈ T. We will show later, in Lemma 9.3, that this condition is automatically
fulfilled in this situation. The unitary V : H+ (K) → K, where K = L2 (T), given
in general by (6.14), is now defined by
V
( ∞∑
k=1
ψkz
k
)
=
∞∑
k=1
T∞k ψk(9.16)
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for ψk ∈ L2 (T) with
∑
k ‖ψk‖2 <∞. By (6.6),
T∞k = S
k−1
0 S1, k = 1, 2, . . . ,(9.17)
and hence
(T∞k ξ) (z) = m0 (z)m0
(
z2
) · · ·m0 (z2k−2)m1 (z2k−1) ξ (z2k)(9.18)
= m
(k−1)
0 (z)m1
(
z2
k−1
)
ξ
(
z2
k
)
.
(As a general reference to the use of Hardy spaces in operator theory, we give
[SzFo70, Chapter V].)
We will connect the Hardy-space description with the wavelet formalism by
means of a unitary
Fϕ : V0 → L2 (T) = K,(9.19)
an isometric operator
Mϕˆ : K → L2 (Rˆ) ,(9.20)
and another unitary operator
J : L2 (Rˆ)→ K⊗ L2 (T) .(9.21)
Let us define these. Fϕ is defined by the requirement that it maps ϕ ( · − k) into
e−ikt, and as {ϕ ( · − k)} and {e−ikt} are orthonormal bases for V0 and L2 (T)
respectively, Fϕ is unitary. Mϕˆ is defined by
(Mϕˆξ) (t) = ϕˆ (t) ξ
(
e−it
)
.(9.22)
We then have
MϕˆFϕ (ϕ ( · − k)) (t) = ϕˆ (t) e−ikt
= F (ϕ ( · − k)) ,
where F denotes Fourier transform as defined by (9.6). As {ϕ ( · − k)} is an or-
thonormal basis for V0 this establishes that the diagram
V0 Fϕ−→ K = L2 (T)
✄ 
↓ ↓Mϕˆ
L2 (R)
F−→ L2 (Rˆ)
(9.23)
is commutative, and as Fϕ and F are unitaries, it follows that Mϕˆ is an isometry.
If ψn,k is the orthonormal basis for L
2 (R) given by (9.12), then the Fourier
transforms
ψˆn,k (t) = 2
n
2 e−i2
nktψˆ (2nt)(9.24)
form an orthonormal basis for L2 (Rˆ), and we define J by the requirement(
Jψˆn,k
) (
e−it, z
)
= e−iktzn.(9.25)
J maps the orthonormal basis ψˆn,k for L
2 (Rˆ) into an orthonormal basis for K ⊗
L2 (T) = L2 (T)⊗ L2 (T). If w is a 2π-periodic function we see from (9.25) that
J
(
w ( · ) ψˆ ( · )
) (
e−it, z
)
= w
(
e−it
)
,(9.26)
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and in particular
J
(
ψˆ
)
= 1.(9.27)
More generally, from (9.25),
J
(
2
n
2 w (2n · ) ψˆ (2n · )
)
= w
(
e−it
)
zn.(9.28)
It is also interesting to note that if U is the scaling map given by (9.3) a simple
computation shows
JFUF∗J∗ =Mz,(9.29)
i.e., U transforms into the operator of multiplication by z. This is because
Uψn,k = ψn+1,k.(9.30)
Let us now connect this to the Hardy-space representation. We have
H+ (K) = K ⊗H2+ (T) ,(9.31)
where H2+ (T) consists of all vectors in L
2 (T) with a Fourier expansion of the form∑∞
k=1 akz
k.
Theorem 9.1. With the preceding notation and assumptions, the operator S0 :
L2 (T) → L2 (T) defined by (S0ξ) (z) = m0 (z) ξ
(
z2
)
is a shift, and the following
diagram commutes:
V0
Fϕ−→←−
F−1ϕ
K = L2 (T) V
∗
−→←−
V
H+ (K) = K ⊗H2+ (T)
✄ 
↓ ↓Mϕˆ
✄ 
↓
L2 (R)
F−→←−
F−1
L2 (Rˆ)
J−→←−
J−1
K ⊗ L2 (T)
(9.32)
Proof. We will establish that S0 is a shift in Lemma 9.3, and hence the map V is
well-defined by Theorem 6.2. We have already established commutativity of the
left triangle in (9.23), so the right triangle remains, i.e., if ψk ∈ L2 (T) = K with∑∞
k=1 ‖ψk‖2 <∞, we must show
JMϕˆV
( ∞∑⊕
k=1
ψk
)
(t, z) =
∞∑
k=1
ψk (t) z
k,(9.33)
where
∞∑⊕
k=1
ψk =
∞∑
k=1
ψkz
k. But by (9.15) and (9.18),
V
( ∞∑⊕
k=1
ψk
)
(t) =
∞∑
k=1
m0 (t)m0 (2t) · · ·m0
(
2k−2t
)
m1
(
2k−1t
)
ψk
(
2kt
)
,(9.34)
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so by (9.22) and the iterated versions of (9.7) and (9.11),
(9.35) (MϕˆV )
( ∞∑⊕
k=1
ψk
)
(t)
=
∞∑
k=1
ϕˆ (t)m0 (t)m0 (2t) · · ·m0
(
2k−2t
)
m1
(
2k−1t
)
ψk
(
2kt
)
=
∞∑
k=1
2
k
2 ψˆ
(
2kt
)
ψk
(
2kt
)
,
where ψ is the mother function. But now apply (9.28) to deduce (9.33). This proves
Theorem 9.1.
Corollary 9.2. The operator S0 on L
2 (T),
(S0ξ) (z) = m0 (z) ξ
(
z2
)
is a compression of the scaling operator U on L2 (R),
(Uξ) (x) = 2−
1
2 ξ (x/2) ,
in the sense that
S0 =M
∗
ϕˆFUF−1Mϕˆ.(9.36)
Proof. This follows from (6.12) and (9.29). Both operators act as multiplication by
z on the respective spaces
K⊗H2+ (T) ⊂ K ⊗ L2 (T) .
Referring to the diagram (9.32) in Theorem 9.1, we will use the term z-transform
for the map from any vertex into the lower right-hand vertex K⊗L2 (T), where z is
the variable in T. For example, it follows from (9.25) that the z-transform of ψn,k
is e−iktzn, and in particular the z-transform of the mother wavelet ψ itself is 1.
Let us compute the z-transform F
(
e−it, z
)
of the father wavelet ϕ. Since ϕ ∈ V0,
it follows by using the three possible paths from (9.32) that F has the form
∞∑
k=1
znwk
(
e−it
)
= V ∗Fϕ (ϕ)
(
e−it, z
)
(9.37)
= JMϕˆFϕ (ϕ)
(
e−it, z
)
= JF (ϕ) (e−it, z) ,
and the first of these identities leads to the following expression for F
(
e−it, z
)
:
F
(
e−it, z
)
= V ∗Fϕ (ϕ)
(
e−it, z
)
(9.38)
= (V ∗1)
(
e−it, z
)
=
∞∑
n=1
zn
2n
∑
w
w2
n
=e−it
m¯1
(
w2
n−1
)
m¯
(n−1)
0 (w) .
Let us compute this expansion for the Haar wavelet
ϕ (x) = χ[0,1] (x) .(9.39)
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Then
U (ϕ) (x) = 2−
1
2ϕ (x/2) = 2−
1
2ϕ (x) + 2−
1
2ϕ (x− 1) ,(9.40)
so in (9.5) a0 = a1 = 2
− 1
2 and all other coefficients are zero. Thus from (9.8) and
(9.11),
m0 (t) = 2
1
2 e−i
t
2 cos (t/2) ,(9.41)
m1 (t) = e
−itm¯0 (t+ π)
= −2 12 e−i t2 sin (t/2) .
Hence, from (9.38),
F
(
e−it, z
)
=
∞∑
n=1
(
z√
2
)n
=
z√
2
(
1− z√
2
)−1
.(9.42)
Note that in this case, from (9.13),
ψ (x) = ϕ (2x)− ϕ (2x− 1)(9.43)
= χ[0, 12 ]
(x)− χ[ 12 ,1] (x) ,
and the expression (9.42) for the z-transform corresponds to the expansion
ϕ (x) =
∞∑
n=1
2−
n
2 ψn,0 (x)(9.44)
=
∞∑
n=1
2−nψ
(
2−nx
)
,
which can be verified by hand.
Finally, let us compute (9.42) by combining (9.43) with the obvious relation
ϕ (x) = ϕ (2x) + ϕ (2x− 1) .
Adding these, we see
2ϕ (2x) = ϕ (x) + ψ (x) ,
i.e.,
2
1
2ϕ = Uϕ+ Uψ.
Now take the z-transform and use (9.29) to obtain
2
1
2F = zF + z,
which gives (9.42). In general it seems more difficult to obtain simple expressions
for F using (9.5) and (9.13), Uϕ =
∑
k akϕ ( · − k), Uψ =
∑
k (−1)k a¯1−kϕ ( · − k),
since the z-transform does not have any particularly simple property with respect
to translation by 1 in L2 (R), and a derivation of F along these lines leads back to
(9.38).
Lemma 9.3. The functionm0 defined from the father function ϕ by (9.5) and (9.8)
has the property that |m0 (z)| 6= 1 for a set z of positive measure. In particular the
operator S0 : L
2 (T)→ L2 (T) defined by (S0ξ) (z) = m0 (z) ξ
(
z2
)
is a shift.
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Proof. The last statement follows from the former by Theorem 3.1, and hence we
only need to show that we cannot have |m0 (z)| = 1 almost everywhere. If ad
absurdum this is the case, it follows from (9.7) that
√
2 |ϕˆ (2t)| = |ϕˆ (t)|
for almost all t ∈ R. This means that |ϕˆ| is an eigenvector with eigenvalue 1 of the
unitary operator Uˆ on L2 (R) defined by(
Uˆξ
)
(t) =
√
2ξ (2t) .
But this unitary is a multiple of the two-sided shift by the following reasoning:
we have a decomposition L2 (R) = L2 (R+) ⊕ L2 (R−) into Uˆ - and Uˆ∗-invariant
subspaces, and it suffices to consider L2 (R+). One checks that V : L
2 (R+, dt) →
L2 (R, ds) defined by (V η) (s) = η (es) e
s
2 for η ∈ L2 (R+, dt) is unitary and(
V UˆV ∗ξ
)
(s) = ξ (s+ ln 2)
for ξ ∈ L2 (R, ds). If one furthermore defines a map W : L2 (R)→ L2 (T× [0, 2π〉)
by
(Wξ) (z) (s) =
∞∑
k=−∞
z−kξ (s+ k ln 2) ,
one checks that
WV Uˆ =MzWV,
i.e., Uˆ is unitarily equivalent with multiplication by z on L2 (T× [0, ln 2〉) ⊗ C2,
where z is the T variable. But this operator has absolutely continuous spectrum,
so we cannot have 1 as a discrete eigenvalue. Thus |m0 (z)| 6= 1 on a set of z of
positive measure.
10. Wavelets of scale N
The construction in Section 9 can be generalized in various directions. One
generalization which is well known in wavelet theory is to replace the strict or-
thogonality requirement (9.1) on the translates of ϕ by a weaker requirement like,
say, ∥∥∥∥∥
∑
n∈Z
ξnϕ ( · − n)
∥∥∥∥∥
2
L2(R)
≤ c ‖ξ‖2ℓ2
for all ξ = (ξn)n∈Z in ℓ
2 = ℓ2 (Z). This will be considered in Section 12, and has
interest when going from O2-representations back to wavelets. But before that we
will consider another generalization which is interesting for us but seems to have
been merely postulated in wavelet theory without proper proofs [GrMa92], [Mey87],
[MRF96]: the replacement of scale 2 by scale N , with N ∈ {3, 4, 5, . . .}. In this
case we still start with a father function ϕ with the properties (9.1),(9.3), and (9.4)
replaced with their natural generalizations
{ϕ ( · − k) | k ∈ Z} is an orthonormal set in L2 (R),(10.1)
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V0 = span {ϕ ( · − k)} ,
(UNξ) (x) = N
− 1
2 ξ (x/N) ,
UNϕ ∈ V0,(10.2)
∧
n
UnNV0 = {0} ,(10.3a)
∨
n
UnNV0 = L2 (R) .(10.3b)
Again, define (an) ∈ ℓ2 by
UNϕ =
∑
k
akϕ ( · − k) ,(10.4)
i.e., √
Nϕˆ (Nt) = m0 (t) ϕˆ (t) ,(10.5)
where
m0 (t) =
∑
k
ake
−ikt.(10.6)
Thus m0 may be viewed as a function on T. As in [Dau92, (5.1.20)], the orthonor-
mality of ϕ ( · − k) is now, by Fourier transform, equivalent to the condition
PER
(
|ϕˆ|2
)
(t) :=
∑
k
|ϕˆ (t+ 2πk)|2 = (2π)−1(10.7)
for almost all t. Also, using (10.5), one has
(10.8) PER
(
|ϕˆ|2
)
(t)
=
1
N
∑
k
∣∣∣∣m0
(
t+ 2πk
N
)
ϕˆ
(
t+ 2πk
N
)∣∣∣∣
2
=
1
N
N−1∑
m=0
∑
n∈Z
∣∣∣∣m0
(
t+ 2πm
N
+ 2πn
)∣∣∣∣
2 ∣∣∣∣ϕˆ
(
t+ 2πm
N
+ 2πn
)∣∣∣∣
2
=
1
N
∑
w
wN=e−it
|m0 (w)|2 PER
(
|ϕˆ|2
)
(w) ,
and combining this with (10.7) we see that orthonormality of {ϕ ( · − k)} implies∑
k∈ZN
|m0 (t+ 2πk/N)|2 = N.(10.9)
By the example on pages 177–178 of [Dau92], the relation (10.9) does not conversely
imply that {ϕ ( · − k)} is orthonormal. If we define an operator R : L∞ (T) →
L∞ (T) by
(Rξ) (z) =
1
N
∑
w
wN=z
|m0 (w)|2 ξ (w) ,(10.10)
then we see that (10.9) together with the assumption that the eigensubspace of
R corresponding to eigenvalue 1 is one-dimensional, implies that (10.7) holds, i.e.,
{ϕ ( · − k)} is orthonormal. Conversely, one can use the ergodicity of z 7→ zN to
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show that (10.7) implies the eigensubspace of R corresponding to eigenvalue 1 is
one-dimensional; see Section 12.
More generally, if ξ ∈ V−1 = U−1N V0 then UNξ has a decomposition
UNξ =
∑
k
ξkϕ ( · − k) ,(10.11)
and defining
mξ (t) =
∑
k
ξke
−ikt(10.12)
we have √
Nξˆ (Nt) = mξ (t) ϕˆ (t) .(10.13)
Define the operator T on L2 (R) by
(Tξ) (x) = ξ (x− 1) .(10.14)
If ξ, η ∈ V−1 one then uses (10.13) and (10.7) to compute, as in [Dau92, (5.1.21)–
(5.1.24)], that the vectors ξ and T kη are orthogonal for all k ∈ Z if and only if∑
k∈ZN
mξ (t+ 2πk/N) m¯η (t+ 2πk/N) = 0(10.15)
for almost all t ∈ R, and also {ξ ( · − k)} is an orthonormal set if and only if∑
k∈ZN
|mξ (t+ 2πk/N)|2 = N.(10.16)
For the latter statement, one uses (10.13) and the same computation as in (10.8)
to show
PER
(
|ξˆ|2
)
(z) = R
(
PER
(
|ϕˆ|2
))
= R
(
(2π)
−1
1
)
=
1
2πN
∑
w
wN=z
|mξ (w)|2 ,
and hence PER
(
|ξˆ|2
)
= (2π)
−1
almost everywhere if and only if (10.16) holds.
Here R is defined by mξ rather than m0 as in (10.10). Thus, if ξ ∈ V−1, the vectors
T kξ are mutually orthogonal if and only if the function ~mξ : T→ CN defined by
~mξ (z) =
(
mξ (z) ,mξ (ρNz) , . . . ,mξ
(
ρN−1N z
))
,(10.17)
where ρN = e
2pii
N , takes values in the sphere of radius N
1
2 for almost all z, and T kξ
and T lη are mutually orthogonal if and only if
〈~mξ(z) ~mη(z)〉 = 0(10.18)
for almost all z.
Now given mξ : T→ C with the property (10.16), the corresponding ξ ∈ L2 (R)
can be defined from the relations (10.11)–(10.13). In this way one may construct
a set of functions ψ1, . . . , ψN−1 in L2 (R) such that if mi (z) = mψi (z) for i =
1, . . . , N − 1 and m0 (z) is given by (10.9), then the vectors
N−
1
2 ~m0 (z) , N
− 1
2 ~m1 (z) , . . . , N
− 1
2 ~mN−1 (z)
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form an orthonormal basis of CN for each z ∈ T. This can for example be done
by choosing a fixed measurable map F from the unit sphere S2N−1 in CN into
N -dimensional orthogonal frames in CN , i.e.,
F (~x) =
(
~F0 (~x) , . . . , ~FN−1 (~x)
)
,(10.19)
where the vectors ~F0 (~x) , . . . , ~FN−1 (~x) form an orthonormal basis and we assume
~F0 (~x) = ~x. It is no problem finding such measurable maps, but they can be chosen
continuous if and only if N = 2, 4, 8; see Remark 10.2 below. Having chosen F , one
cannot now just set
~mi (z) = N
1
2 ~Fi
(
N−
1
2 ~m0 (z)
)
,(10.20)
as this may break the particular symmetry enjoyed by the vector functions of the
form (10.17), that is,
~m (ρz) = V ~m (z) ,(10.21)
where V is the permutation matrix
V =


0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 1 0
0 0 0 . . . 0 1
1 0 0 . . . 0 0


.(10.22)
So one defines ~mi (z) by (10.20) just when 0 ≤ Arg z < 2π/N , and then extend the
definition to all z by requiring (10.21). Since V is unitary it follows that the ensuing
functions N−
1
2 ~m0 (z) , . . . , N
− 1
2 ~mN−1 (z) form an orthonormal basis for each z ∈ T.
Thus we have established most of the following probably known extension of
[Dau92, Theorem 5.1.1], but we have not found the result explicitly in the literature,
other than as a postulate [GrMa92], [Mey87], [MRF96].
Theorem 10.1. Let ϕ ∈ L2 (R) be a function satisfying (10.1), (10.2), and (10.3).
Then there exist N − 1 functions ψ1, . . . , ψN−1 such that
{
T kψm
}
, k ∈ Z, m =
1, . . . , N−1 forms an orthogonal basis for V⊥0 ∩V−1, and thus
{
UnNT
kψm
}
, n, k ∈ Z,
m = 1, . . . , N − 1 forms an orthonormal basis for L2 (R). Furthermore, the se-
quences ψ1, . . . , ψN−1 of such mother functions are in one-to-one correspondence
with the sequences m1, . . . ,mN−1 of functions in L2 (T) with the property that
N−
1
2 ~m0 (z) , N
− 1
2 ~m1 (z) , . . . , N
− 1
2 ~mN−1 (z) is an orthonormal set for almost all
z ∈ T. The correspondence is given by√
Nψˆk (Nt) = mk
(
e−it
)
ϕˆ (t)(10.23)
for k = 1, . . . , N − 1. Furthermore, if ψ1, . . . , ψM is any sequence in V⊥0 ∩V−1 such
that
{
T kψm
}
forms an orthonormal set, then M ≤ N − 1, and {T kψm} then is an
orthonormal basis if and only if M = N − 1.
Proof. The only thing remaining to prove is that
{
T kψm
}
, k ∈ Z, m = 1, . . . , N−1
really forms a basis for V⊥0 ∩V−1 when ψm is constructed as before. But any ξ ∈ V−1
has the form √
Nξˆ (Nt) = m (t) ϕˆ (t) ,
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where m ∈ L2 (T), by the reasoning leading to (10.13), and ξ being orthogonal to
V0 means
N−1∑
k=1
m
(
ρkz
)
m¯0
(
ρkz
)
= 0
by the reasoning leading to (10.15). But this means that ~m (z) is orthogonal to
~m0 (z) for almost all z ∈ T, and it follows that ~m (z) is a linear combination of
~m1 (z) , . . . , ~mN−1 (z) for almost all z:
~m (z) =
N−1∑
k=1
µk (z) ~mk (z) .
The symmetries
~m (ρz) = V ~m (z) ,
~mk (ρz) = V ~mk (z)
imply that
µk (ρz) = µk (z) ,
and hence
µk (z) = λk
(
zN
)
for a suitable function λk on T. Thus
√
Nξˆ (Nt) =
N−1∑
k=1
λk (Nt)mk (t) ϕˆ (t)
=
N∑
k=1
λk (Nt)
√
Nψˆk (Nt) ,
i.e.,
ξˆ (t) =
N∑
k=1
λk (t) ψˆk (t) .
But putting
λk (t) =
∑
m
a(k)m e
−ikt,
this means
ξ =
∑
k,m
a(k)m ψk ( · −m) ,
so {Tmψk} is a basis.
Remark 10.2. In Daubechies’s approach to wavelets, the selection function F in
(10.19) has a particularly simple form like
F0 =
(
1 0
0 1
)
, F1 =
(
0 1
−1 0
)
.(10.24)
When N > 2 one cannot always choose the selection function this simple, and by
a celebrated theorem of Adams, it cannot even be chosen continuous except in the
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cases N = 2, 4, 8. If Sn−1 is the unit sphere in Rn, Adams’s theorem [Ada62] says
that the highest number of pointwise linearly independent vector fields that may
be defined on Sn−1 is ρ (n) − 1, where the function ρ (n) is defined as follows: let
b be the multiplicity of 2 in the prime decomposition of n; write b = c + 4d where
c ∈ {0, 1, 2, 3} and d ∈ {0, 1, 2, . . .}; and put ρ (n) = 2c + 8d. One checks that
ρ (2N)− 1 ≥ N if and only if N = 2, 4, 8 (where ρ (2N)− 1 = 3, 7, 8). In the cases
N = 2, 4, 8 where the maps F can be chosen continuous, they may actually be
chosen very simple: if N = 2, let F1 be multiplication by i on R
2 = C; if N = 4, let
F1, F2, F3 be multiplication by i, j, k respectively on the quaternions; and when
N = 8 use the same method with the Cayley numbers, and then view the resulting
(real) orthogonal N ×N matrices as unitary matrices.
At this stage it is no surprise that the appropriate analogue of Theorem 9.1 is
also true in this more general setting. If K = L2 (T), define the unitary
V : H+

N−1⊕
j=1
K

→ K(10.25)
as in (6.14). Put
⊕N−1
j=1 K = CN−1 ⊗ K in such a way that the j’th component
of
⊕N−1
j=1 K identifies with ej ⊗ K, where {e1, . . . , eN−1} is the standard basis for
CN−1. In this case we define the unitary map
J : L2 (Rˆ)→ CN−1 ⊗K ⊗ L2 (T)(10.26)
by the requirement
J
(
UnNT
kψm
) (
e−it, z
)
= em ⊗ e−ikt ⊗ zn.(10.27)
The following result is now proved exactly as Theorem 9.1:
Corollary 10.3. With the preceding notation and assumptions, the operator S0 :
L2 (T) → L2 (T) defined by (S0ξ) (z) = m0 (z) ξ
(
zN
)
is a shift, and the following
diagram commutes:
V0
Fϕ−→←−
F−1ϕ
K = L2 (T) V
∗
−→←−
V
CN−1 ⊗K ⊗H2+ (T)
✄ 
↓ ↓Mϕˆ
✄ 
↓
L2 (R)
F−→←−
F−1
L2 (Rˆ)
J−→←−
J∗
CN−1 ⊗K ⊗ L2 (T)
(10.28)
In particular, the operator S0 is a compression of the scaling operator (UNξ) (x) =
N−
1
2 ξ (x/N) in the sense
S0 =M
∗
ϕˆFUNF−1Mϕˆ,(10.29)
both operators being represented by multiplication by z by the z-transform.
We end this section by proving the formula (1.35) in the Introduction.
Corollary 10.4. Adopt the preceding notation and assumptions. For any ξ ∈
L2 (R), let
ξ =
N−1∑
i=1
∑
j,k∈Z
a
(i)
jk (ξ)U
j
NT
kψi
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be the orthonormal decomposition of ξ relative to the wavelet basis in Theorem 10.1,
and if ξ ∈ V0 (i.e., a(i)jk (ξ) = 0 for j ≤ 0), let f ∈ L2 (T) = L2 (Rupslope2πZ) be the
unique function such that
ξˆ (t) = f (t) ϕˆ (t) .
Then
a
(i)
jk (ξ) =
(
S∗i S
∗ j−1
0 f
)∼
(k)
for i = 1, . . . , N−1, j = 1, 2, . . . , k ∈ Z, where ( · )∼ refers to the Fourier transform
(1.36) on L2 (T).
Proof. We have
a
(i)
jk (ξ) = N
− j
2
∫
R
ψ¯i
(
N−jx− k) ξ (x) dx
= N
j
2
∫
Rˆ
e+ikN
jt
i
¯ˆ
ψi
(
N jt
)
f (t) ϕˆ (t) dt
= N
j
2
∫
T
e+ikN
jtf (t) PER
(
¯ˆ
ψi
(
N j · ) ϕˆ ( · )) (t) dt.
Using (10.23) and then (10.5) iteratively, we have further
a
(i)
jk (ξ) =
∫
T
e+ikN
jtf (t) m¯0
(
N j−1t
)
m¯i
(
N j−2t
) · · · m¯i (Nt) m¯i (t) PER ( ¯ˆϕϕˆ) (t) dt
= (2π)
−1
∫
T
e+ikN
jtf (t) m¯0
(
N j−1t
) · · · m¯i (t) dt,
where the last step used the orthonormality of {ϕ ( · − k)} in the form (10.7).
Introducing ek (t) = e
−ikt, or in complex form ek (z) = zk, we furthermore compute
a
(i)
jk (ξ) =
1
2π
∫
T
Sj−10 Si (ek) (t)f (t) dt
=
〈
Sj−10 Si(ek) f
〉
L2(T)
=
〈
ek S
∗
i S
∗ j−1
0 f
〉
L2(T)
=
1
2π
∫ π
−π
eikt
(
S∗i S
∗ j−1
0 f
)
(t) dt,
which is the desired conclusion.
Generalizations of these results to non-orthogonal translates of the father wavelet
will be given in Section 12.
11. Scattering theory for scale 2 versus scale N
Let Φ ∈ L2 (R) be a scale-N father function as introduced in (10.1)–(10.3). By
iteration of (10.5) we have
Φˆ (t) =
n∏
k=1
(
N−
1
2M0
(
tN−k
))
Φˆ (t/Nn) ,(11.1)
where we now denote the function m0 by M0. It is known (by Remark 3 following
Proposition 5.3.2 in [Dau92]) that Φˆ (0) 6= 0, and thus M0 (0) = N 12 by (10.5).
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Thus, if we assume that Φˆ is continuous at 0, it follows from (11.1) and the nor-
malization (10.7) that
Φˆ (t) = (2π)−
1
2
∞∏
k=1
(
N−
1
2M0
(
tN−k
))
,(11.2)
at least up to a phase factor, but we choose the latter to be 1. Correspondingly, if
ϕ is a scale-2 father function, we have
ϕˆ (t) = (2π)
− 1
2
∞∏
k=1
(
2−
1
2m0
(
t2−k
))
(11.3)
under slight regularity assumptions, where m0 is now defined by (9.8). Throughout
this section we will assume that Φ and ϕ are sufficiently regular that (11.2) and
(11.3) are valid. (See also the discussion at the end of Section 1.) Denote the
associated isometries defined by (1.16) by T0 and S0, respectively, i.e.,
(T0ξ) (z) =M0 (z) ξ
(
zN
)
,(11.4)
(S0ξ) (z) = m0 (z) ξ
(
z2
)
.(11.5)
Proposition 11.1. Adopt the notation and assumptions above. The following three
conditions are equivalent.
ϕ = Φ.(11.6)
m0 (Nt)M0 (t) = m0 (t)M0 (2t) for almost all t ∈ R.(11.7)
S0T0 = T0S0.(11.8)
Proof. (11.7)⇔(11.8): If ξ ∈ L2 (T) then
(S0T0ξ) (z) = m0 (z) (T0ξ)
(
z2
)
= m0 (z)M0
(
z2
)
ξ
(
z2N
)
and
(T0S0ξ) (z) =M0 (z) (S0ξ)
(
zN
)
=M0 (z)m0
(
zN
)
ξ
(
z2N
)
,
so (11.7)⇔(11.8) is immediate.
(11.6)⇒(11.7): If Φ = ϕ, it follows from (11.1) with n = 1 and N = 2, N that
ϕˆ (t) = 2−
1
2m0 (t/2) ϕˆ (t/2)
= 2−
1
2m0 (t/2)N
− 1
2M0 (t/2N) ϕˆ (t/2N)
and
ϕˆ (t) = N−
1
2M0 (t/N) ϕˆ (t/N)
= N−
1
2M0 (t/N) 2
− 1
2m0 (t/2N) ϕˆ (t/2N) ,
and (11.7) is immediate.
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(11.7)⇒(11.6): Assuming (11.7) we have
M0 (t) ϕˆ (t) = (2π)
− 1
2 M0 (t) 2
− 1
2m0 (t/2)
∞∏
k=2
(
2−
1
2m0
(
t2−k
))
= (2π)−
1
2 2−
1
2m0 (Nt/2)M0 (t/2)
∞∏
k=2
(
2−
1
2m0
(
t2−k
))
= (2π)
− 1
2 2−
2
2m0 (Nt/2)m0
(
Nt/22
)
M0
(
t/22
) ∞∏
k=3
(
2−
1
2m0
(
t2−k
))
= . . .
= (2π)−
1
2
n∏
k=1
(
2−
1
2m0
(
Nt2−k
))
M0
(
t2−n
) ∞∏
k=n+1
(
2−tm0
(
t2−k
))
−→
n→∞
ϕˆ (Nt)M0 (0) = N
1
2 ϕˆ (Nt)
Thus
N
1
2 ϕˆ (Nt) =M0 (t) ϕˆ (t) .
But from this one deduces in the same way as (11.2) that
ϕˆ (t) = (2π)
− 1
2
∞∏
k=1
(
N−
1
2M0
(
tN−k
))
,
and hence
ϕˆ (t) = Φˆ (t) .
Proposition 11.1 gives a characterization of the scale-2 father functions ϕ which
are also of scale N . Next, assume that ϕ is only a scale-2 father function satisfying
(9.1)–(9.4), define m0 by (9.8), and next define m1 by (9.11), i.e.,
m1 (z) = zm¯0 (−z) .(11.9)
Let ψ be the corresponding mother function defined by (9.11) or (9.13). Then we
have the orthogonal decomposition
N−
1
2ϕ (x/N) =
∑
k
Akϕ (x− k) +
∑
k
Bkψ (x− k) + ξ− (x) ,(11.10)
where ξ− ∈ V⊥−1 and
∑
k
(
|Ak|2 + |Bk|2
)
+ ‖ξ−‖22 = 1. Define
A (t) =
∑
k
Ake
−ikt, B (t) =
∑
k
Bke
−ikt.(11.11)
Proposition 11.2. If ϕ is a scale-2 father function we have, with the notation
introduced above,
A (2t)m0 (t) +B (2t)m1 (t) = A (t)m0 (Nt) ,(11.12)
or, in terms of the representation S0, S1 of O2 defined by ϕ,
S0 (A) (z) + S1 (B) (z) = m0
(
zN
)
A (z) .(11.13)
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In particular, the functions in the left sum are orthogonal, so
‖A‖2L2(T) + ‖B‖2L2(T) =
∫
T
∣∣m0 (zN)A (z)∣∣2 |dz|
2π
(11.14)
= N−1
∫
T
|m0 (z)|2
∑
w
wN=z
|A (w)|2 |dz|
2π
.
Proof. By Fourier transform of (11.10) we have
N
1
2 ϕˆ (Nt) = A (t) ϕˆ (t) +B (t) ψˆ (t) + ξˆ− (t) .(11.15)
Thus, by (9.7) and (11.15),
(2N)
1
2 ϕˆ (2Nt) = N
1
2m0 (Nt) ϕˆ (Nt)(11.16)
= m0 (Nt)
(
A (t) ϕˆ (t) +B (t) ψˆ (t) + ξˆ− (t)
)
.
On the other hand, by (11.15), (9.7), and (9.11),
(2N)
1
2 ϕˆ (2Nt) = 2
1
2
(
A (2t) ϕˆ (2t) +B (2t) ψˆ (2t) + ξˆ− (2t)
)
(11.17)
= A (2t)m0 (t) ϕˆ (t) +B (2t)m1 (t) ϕˆ (t) + 2
1
2 ξˆ− (2t) .
Now, applying the orthogonal projection onto Vˆ0 on (11.16) and (11.17) and equat-
ing the two expressions, we obtain
m0 (Nt)A (t) ϕˆ (t) = (A (2t)m0 (t) +B (2t)m1 (t)) ϕˆ (t)
for almost all t ∈ R. But multiplying both sides by 2π ¯ˆϕ (t) and adding over all
t := t + 2πk, k ∈ Z, using (10.7), we obtain (11.12). The formula (11.13) is just
a transcription of (11.12) (using (1.16) with N = 2), and since S0 and S1 are
isometries with orthogonal ranges, (11.14) follows.
Scholium 11.3. Note in particular that V0 is invariant under scaling by N if and
only if B = 0 and ξ− = 0, and then A (t) = M0 (t), and (11.13) reduces to the
relation (11.7). Thus B is a measure of the non-N -scale invariance of V0.
By Theorem 9.1, to apply the projection onto Vˆ0 is equivalent to projecting onto
the vectors of the form
∑∞
n=1 ξnz
n in the z-transformed Hilbert space. In this space
ξ− has the form
ξˆ− ∼ z−1C1 + z−2C2 + · · ·(11.18)
while
m0 (Nt)B (t) ψˆ (t) ∼ m0 (Nt)B (t)(11.19)
by (9.28). But (9.28) implies that
J
(
w ( · ) ψˆn,k ( · )
)
= J
(
w
(
2−n2n · ) e−i2nk · 2n2 ψˆ (2n · ))(11.20)
= w
(
2−nt
)
e−iktzn
if w is 2π-periodic and n = 0,−1,−2, . . . . Thus (11.18) means
ξˆ− (t) =
−∞∑
n=−1
C−n (2nt) 2
n
2 ψˆ (2nt) ,(11.21)
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and we have
m0 (Nt) ξˆ− (t) ∼
−∞∑
n=−1
C−n (t)m0
(
N2−nt
)
zn.(11.22)
Finally,
2
1
2 ξˆ− (2t) ∼
−∞∑
n=0
C1−n (t) zn.(11.23)
Thus it follows from (11.16), (11.17), (11.19), (11.22), and (11.23) that
m0 (Nt)B (t) = C1 (t)
and
C−n (t)m0
(
N2−nt
)
= C1−n (t)
for n = −1,−2, . . . , i.e.,
Cn (t) =
n−1∏
k=0
m0
(
N2kt
) ·B (t)(11.24)
for n = 1, 2, 3, . . . . This specifies ξ− as an A-dependent operator applied to B, and
combining with (11.3) we obtain
lim
n→∞
2−
n
2 Cn (t/ (N2
n)) = (2π)
1
2 B (0) ϕˆ (t) ,(11.25)
with convergence in L2 (Rˆ).
Note also that, Fourier-transforming (11.10) using (11.11) and (11.21), we obtain
the following orthogonal expansion in L2 (Rˆ):
N
1
2 ϕˆ (Nt) = A (t) ϕˆ (t) +B (t) ψˆ (t) +
∞∑
n=1
Cn
(
2−nt
)
2−
n
2 ψˆ
(
2−nt
)
,(11.26)
and thus
1 = ‖A‖2L2(T) + ‖B‖2L2(T) +
∞∑
n=1
‖Cn‖2L2(T) .(11.27)
12. Father functions with non-orthogonal translates
It is known (see, e.g., [Dau92, Section 5.3 and Section 6.2]) that the multireso-
lution analysis can be extended to cases where the translates of the father function
ϕ are not exactly orthogonal. In this section we will consider the case that (10.1)
is replaced by the weaker condition that there exists a constant c > 0 such that∥∥∥∥∥
∑
n∈Z
ξnϕ ( · − n)
∥∥∥∥∥
2
L2(R)
≤ c ‖ξ‖2ℓ2(12.1)
for any sequence (ξn)n∈Z such that only finitely many components are nonzero. The
assumptions (10.2) (scale invariance), (10.3a) (refinement), and (10.3b) (ergodicity)
are kept as before. By the same reasoning leading to (10.7), condition (12.1) is
equivalent to
PER
(
|ϕˆ|2
)
(t) ≤ c
2π
.(12.2)
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Let us try to establish an analogue of the commutative diagram (10.28) in this more
general setting. We first construct the left side of the diagram.
Lemma 12.1. Adopt the assumptions (12.1), (10.2), and (10.3). Let µϕ be the
measure on T = Rupslope2πZ with Radon-Nikodym derivative
dµϕ
dt
= PER
(
|ϕˆ|2
)
.(12.3)
Then there is a one-to-one correspondence between f ∈ V0 and m ∈ L2 (T, µϕ)
given by
fˆ (t) = m
(
e−it
)
ϕˆ (t) .(12.4)
Moreover,
‖f‖L2(R) = ‖m‖L2(T,µϕ) ,(12.5)
i.e., f → mf is a unitary operator V0 → L2 (T, µϕ).
Proof. Assume first that f is a finite linear combination
f ( · ) =
∑
k∈Z
akϕ ( · − k) ,(12.6)
and put
mf ( · ) = m ( · ) =
∑
k
ake
−ik · .(12.7)
Then (12.4) is valid, and∫
R
∣∣∣fˆ (t)∣∣∣2 dt = ∫
R
∣∣m (e−it) ϕˆ (t)∣∣2 dt
=
∫
T
|m|2 PER
(
|ϕˆ|2
)
dt
=
∫
T
|m|2 dµϕ,
so (12.5) holds. Since the set of f of the form (12.6) is dense in V0 by the definition
of V0, and the set of m of the form (12.7) is dense in L2 (T, µϕ), the Lemma follows
by closure.
An immediate corollary is the following:
Lemma 12.2. Adopt the assumptions (12.1), (10.2), and (10.3). Then there is a
one-to-one unitary correspondence between ψ ∈ V−n = U−nN V0 and m = mψ,n ∈
L2 (T, µϕ) given by
N
n
2 ψˆ (Nnt) = m (t) ϕˆ (t) .(12.8)
Proof. We have ψ ∈ V−n if and only if UnNψ ∈ V0, and ‖ψ‖2 = ‖UnNψ‖2. Apply
Lemma 12.1 on f = UnNψ.
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Note that (12.4) of Lemma 12.1 precisely says that the diagram
V0
Fϕ−→←−
F−1ϕ
L2 (T, µϕ)
✄ 
↓ ↓Mϕˆ
L2 (R)
F−→←−
F−1
L2 (Rˆ)
(12.9)
is commutative, where Fϕ now is the map f → mf , and Mϕˆ still is the map of
multiplying the periodized function by ϕˆ. Fϕ is still unitary.
If ψ1, ψ2 ∈ V−1, and mi = Fϕ (Uψi), we compute
〈ψ1 ψ2〉 =
∫
Rˆ
¯ˆ
ψ1 (t) ψˆ2 (t) dt(12.10)
=
1
N
∫
Rˆ
m¯1 (t/N) m¯2 (t/N) |ϕˆ (t/N)|2 dt
=
∫
Rˆ
m¯1 (t)m2 (t) |ϕˆ (t)|2 dt
=
∫
T
m¯1 (z)m2 (z) dµϕ (z) .
Correspondingly,
〈ψ1 T kψ2〉 =
∫
Rˆ
¯ˆ
ψ1 (t) e
−iktψˆ2 (t) dt(12.11)
=
1
N
∫
Rˆ
m¯1 (t/N) m¯2 (t/N) e
−ikt |ϕˆ (t/N)|2 dt
=
∫
T
m¯1 (z)m2 (z) z
kN dµϕ (z) ,
and hence 〈ψ1 T kψ2〉 = 0 for all k ∈ Z if and only if∫
T
m¯1 (z)m2 (z) f
(
zN
)
dµϕ (z) = 0
for all f ∈ L∞ (T). This is equivalent to∑
k∈ZN
m¯1
(
ρkz
)
m2
(
ρkz
)
PER
(
|ϕˆ|2
) (
ρkz
)
= 0(12.12)
for almost all z.
From this point one could make a similar theory as in Section 10, replacing
(10.18) by (12.12) and using a selection theorem to find m1, . . . ,mN−1, and thus
ψ1, . . . , ψN−1. See (12.36)–(12.37) below. However, in this case the matrix (1.11)
will not be unitary, and thus the connection with representations of ON is less
direct. Let us rather sketch a completely different approach, where one starts with
functions m0,m1, . . . ,mN−1 : T→ C such that the matrix (1.11) is assumed to be
unitary at the outset. In addition we will assume that m0 (0) =
√
N and that m0
is Lipschitz continuous at 0, or merely that the infinite product
ϕˆ (t) = (2π)−
1
2
∞∏
k=1
(
m0
(
N−kt
)
/N
1
2
)
(12.13)
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converges pointwise almost everywhere. By [Mal89], or [Dau92, Lemma 6.2.1], it
follows from the condition
∑
k∈ZN |m0 (t+ 2πk/N)|
2 = N that ϕˆ ∈ L2 (R) and
‖ϕ‖2 ≤ 1. We will also still assume (12.1). If we now define ψ1, . . . , ψN−1 by√
Nψˆk (Nt) = mk (t) ϕˆ (t)(12.14)
then
UnT kψm ( · ) = N−n2 ψm
(
N−n · −k) ,(12.15)
m = 1, . . . , N − 1, n, k ∈ Z, no longer forms an orthonormal basis for L2 (R), but a
tight frame in the sense that∑
n,k,m
∣∣〈UnT kψm f〉∣∣2 = ‖f‖22(12.16)
for all f ∈ L2 (R); see [Dau92, Proposition 6.2.3]. It is known that a tight frame
is an orthonormal basis precisely when ‖ψm‖2 = 1 for m = 1, . . . , N − 1, and in
general
f =
∑
n,k,m
〈
UnT kψm f
〉
UnT kψm;(12.17)
see [Dau92, Section 3.2].
The crucial property used in proving (12.16) as in [Dau92, Proposition 6.2.3] is
the identity
∑
k∈Z
∣∣〈UnT kϕ f〉∣∣2 + N−1∑
m=1
∑
k∈Z
∣∣〈UnT kψm f〉∣∣2 =∑
k∈Z
∣∣〈Un−1T kϕ f〉∣∣2 ,(12.18)
which is verified from (12.14) and the unitarity of (1.11), and is valid for all f ∈
L2 (R). Let us check the details in the case N = 2, where (12.18) takes the form∑
k∈Z
|〈ϕn,k f〉|2 +
∑
k∈Z
|〈ψn,k f〉|2 =
∑
k∈Z
|〈ϕn−1,k f〉|2 ,(12.19)
valid for all f ∈ L2 (R). Using the argument from Theorem 9.1 adjusted as in
Lemmas 12.1–12.2, we note that it is enough to check (12.19) for vectors in U−jV0
for all j ∈ Z. Note that by (12.13), the spaces U−jV0 increase as j → ∞. The
vectors f ∈ U−jV0 have representations as fˆ (t) = 2− j2 (ξϕˆ)
(
t/2j
)
, where ξ ∈
L2 (T, µϕ), according to (12.4) or (12.8). On the Fourier-transform side the terms
in (12.19) then take the following form (we may assume j ≥ n, and for simplicity,
we shall do the calculation only for n = 0, and omit the subindex n when n = 0):
〈ϕk f〉 = 〈ϕˆk fˆ〉
=
∫ ∞
−∞
(ekϕˆ) (t)2
− j
2 (ξϕˆ)
(
t/2j
)
dt
= 2
j
2
∫ ∞
−∞
(ekϕˆ) (2jt) (ξϕˆ) (t) dt
=
∫ ∞
−∞
m
(j)
0 (t) ek (2
jt) |ϕˆ (t)|2 ξ (t) dt
=
〈
Sj0ek Pξ
〉
L2(T)
,
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where P = 2πPER
(
|ϕˆ|2
)
and ek (t) = e
−ikt. By a similar calculation,
〈ψk f〉 =
〈
Sj−10 S1ek Pξ
〉
L2(T)
and
〈ϕ−1,k f〉 =
〈
Sj−10 ek Pξ
〉
L2(T)
.
Substituting back into (12.19) and using the fact that {ek} is an orthonormal basis
for L2 (T), we see that (12.19) just says that∥∥∥S∗ j0 Pξ∥∥∥2
L2(T)
+
∥∥∥S∗1S∗ j−10 Pξ∥∥∥2
L2(T)
=
∥∥∥S∗ j−10 Pξ∥∥∥2
L2(T)
,
which in turn takes the form
PSj−10 (S0S
∗
0 + S1S
∗
1 )S
∗ j−1
0 P = PS
j−1
0 S
∗ j−1
0 P,
and this follows immediately from S0S
∗
0 + S1S
∗
1 = IL2(T). This proves (12.18), and
thus
{
UnT kψm
}
forms a tight frame. (Compare the present argument to the one
of the proof of Corollary 10.4, and to (1.33) and (1.35) in Section 1.)
Remark 12.3. An alternative way of defining a commutative diagram like (12.9)
is the following. Define a map Fϕ : V0 → L2 (T, µϕ), different from the Fϕ defined
after (12.9), by
(Fϕf)
(
e−it
)
=
∑
k∈Z
〈ϕ ( · − k) f〉 e−ikt.(12.20)
Then
‖Fϕf‖22 =
∑
k
|〈ϕ ( · − k) f〉|2(12.21)
=
∑
k
∣∣∣〈e−ik ·ˆ ϕˆ ( ·ˆ ) mf (e−i ·ˆ ) ϕˆ ( ·ˆ )〉∣∣∣2
=
∑
k
∣∣∣∣
∫
T
eiktmf
(
e−ikt
)
PER
(
|ϕˆ|2
)
(t) dt
∣∣∣∣
2
= (2π)
2
∫
T
∣∣∣mf PER(|ϕˆ|2)∣∣∣2 ,
where the Haar measure dt/2π on T is implicit. On the other hand,
‖f‖22 =
∫
R
|mf ϕˆ|2 (t) dt(12.22)
= 2π
∫
T
|mf |2 PER
(
|ϕˆ|2
)
.
Thus, using (12.1) in the form (12.2) we have
‖Fϕf‖22 ≤ c ‖f‖22 ,(12.23)
so Fϕ : V0 → L2 (T, µϕ) is bounded. Next, define a map F : L2 (R)→ L2 (Rˆ) as a
modified Fourier transform:
F (f) = 2πPER
(
|ϕˆ|2
)
fˆ = P fˆ,(12.24)
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where P = 2πPER
(
|ϕˆ|2
)
. The reason for this definition is the following compu-
tation, valid for f ∈ V0, i.e., fˆ = mf ϕˆ:
(MϕˆFϕf) ( ·ˆ ) =
∑
k∈Z
〈ϕ ( · − k) f〉 ϕˆ ( ·ˆ ) e−ik ·ˆ(12.25)
=
∑
k∈Z
〈
e−ik ·ˆ ϕˆ mf ϕˆ
〉
ϕˆ ( ·ˆ ) e−ik ·ˆ
=
∑
k∈Z
(∫
R
eiktmf (t) |ϕˆ|2 (t) dt
)
ϕˆ ( ·ˆ ) e−ik ·ˆ
=
∑
k∈Z
(∫
T
eiktmf (t) PER
(
|ϕˆ|2
)
(t) dt
)
e−ik ·ˆ ϕˆ ( ·ˆ )
= mf ( ·ˆ )P ( ·ˆ ) ϕˆ ( ·ˆ )
= P ( ·ˆ ) fˆ ( ·ˆ )
= (Ff) ( ·ˆ ) .
Thus, the following diagram is commutative:
V0 Fϕ−→ L2 (T, µϕ)
✄ 
↓ ↓Mϕˆ
L2 (R)
F−→ L2 (Rˆ)
(12.26)
This new diagram should not be confused with (12.9), as the maps are defined dif-
ferently. The new maps Fϕ and F are no longer isometries, but merely continuous,
and they are invertible if and only if there is a lower estimate
b ‖ξ‖2ℓ2 ≤
∥∥∥∥∥
∑
n∈Z
ξnϕ ( · − n)
∥∥∥∥∥
2
L2(R)
(12.27)
or, equivalently,
b
2π
≤ PER
(
|ϕˆ|2
)
(t) .(12.28)
After this digression, we let F and Fϕ have the same meaning as in (12.9) in the
rest of the discussion. For the same reason as above, the map
idϕ : L
2 (T)→ L2 (T, µϕ)(12.29)
given by f → f is bounded and of norm at most c if and only if (12.2) is valid, and
then id−1ϕ exists as a bounded operator if and only if (12.28) holds.
We now define
J : L2 (Rˆ) −→ CN−1 ⊗K ⊗ L2 (T)(12.30)
differently from the J in (10.27), by
J
(
fˇ
) (
e−it, z
)
=
N−1∑
m=1
∑
n,k∈Z
〈
UnT kψm f
〉
em ⊗ e−ikt ⊗ zn,(12.31)
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where fˇ = F−1f is the inverse Fourier transform of f . The map J , so defined,
is an isometry because of (12.16), but it is not necessarily surjective, and (12.31)
coincides with (10.27) if and only if
{
UnT kψm
}
is an orthonormal basis. The
intertwining property (9.29) also carries over to the present more general setting,
and it takes the form
JFU =MzJF .(12.32)
Let us now do the simple computation of this, omitted in (9.29), in the case N = 2.
Putting Jˆ = JF , we have
Jˆf =
∑
n∈Z
∑
k∈Z
〈ψn,k f〉L2(R) ekzn.(12.33)
We must show
MzJˆ = JˆU,(12.34)
where Mz again is the operator on K ⊗ L2 (T) given by (Mzξ) (z) = zξ (z), z ∈ T.
We now check (12.34): let f ∈ L2 (R). Then by (12.33), using temporarily the
notation ek (t) = e
−ikt,(
JˆUf
)
( · , z) =
∑
n
∑
k
〈ψn,k Uf〉 ekzn
=
∑
n
∑
k
2
1+n
2
∫ ∞
−∞
(
ekψˆ
)
(2nt)fˆ (2t) dt ekz
n
=
∑
n
∑
k
2
n−1
2
∫ ∞
−∞
(
ekψˆ
)
(2n−1t)fˆ (t) dt ekzn
=
∑
n
∑
k
〈ψn−1,k f〉 ekzn
=
∑
n
∑
k
〈ψn,k f〉 ekzn+1
=
(
MzJˆf
)
( · , z) ,
and this completes the proof of (12.34).
If the operator V : CN−1 ⊗K ⊗H2+ (T)→ L2 (T) is defined exactly as before in
(6.14) and (10.25), it is still unitary. The diagram corresponding to the right-hand
side of (10.28) is
L2 (T, µϕ)
idϕ←−− K = L2 (T) V←− CN−1 ⊗K ⊗H2+ (T)
↓Mϕˆ
✄ 
↓
L2 (Rˆ)
J−−−−−−−−−−−−−−−−−−−→ CN−1 ⊗K ⊗ L2 (T)
(12.35)
This diagram is necessarily not commutative, however, unless PER
(
|ϕˆ|2
)
= 12π ,
i.e., (10.1) is fulfilled. The reason is that the maps V , Mϕˆ, J , and the inclusion
map are all isometries, while idϕ is not unless PER
(
|ϕˆ|2
)
= 12π . In order to make
the diagram commutative, V would have to be redefined. One way would be to
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choose m1, . . . ,mN−1 ∈ L∞ (T) such that the relations∑
k∈ZN
m¯i
(
ρkz
)
mj
(
ρkz
)
PER
(
|ϕˆ|2
) (
ρkz
)
2π = Nδij(12.36)
are valid for almost all z (see (12.10)–(12.12)), and then define Sk on L
2 (T;µϕ) by
(Skξ) (z) = mk (z) ξ
(
zN
)
.(12.37)
One verifies that this defines a representation of ON , and hence the corresponding
V is a unitary. These remaining details for making a commutative variant of the
diagram will be published in a forthcoming paper.
Let us now consider further the orthogonality properties of the Z-translates
{ϕ ( · − k)}k∈Z in L2 (R).
Let ϕ ∈ L2 (R), and assume that ϕ can be expanded like
Uϕ =
∑
k
akϕ ( · − k) ,(12.38)
where
∑
k |ak|2 <∞, and where
(Uϕ) (x) = N−
1
2ϕ (x/N) .(12.39)
Thus
√
Nϕˆ (Nt) = m0 (t) ϕˆ (t) ,(12.40)
where
m0 (t) =
∑
k
ake
−ikt,(12.41)
so m0 ∈ L2 (T).
From now and through the rest of this section, we will make the overall assump-
tion that m0 is uniformly Lipschitz continuous, i.e., there exists a K > 0 such that
|m0 (t)−m0 (s)| ≤ K |t− s| for all t, s ∈ R. This condition is for example implied
by the stronger condition
∑
k |kak| < ∞ which is much used in [Dau92]. We may
then define an operator R : C (T)→ C (T) by
(Rξ) (z) =
1
N
∑
w
wN=z
|m0 (w)|2 ξ (w) .(12.42)
Proposition 12.4. If m0 is uniformly Lipschitz continuous, ϕˆ is continuous at 0,
and ϕ and m0 are normalized by ϕˆ (0) = (2π)
− 1
2 and m0 (0) = N
1
2 so that ϕˆ (t) =
(2π)
− 1
2
∏∞
k=1
(
N−
1
2m0
(
tN−k
))
, then the following conditions are equivalent.
{ϕ ( · − k)} is an orthonormal set.(12.43)
PER
(
|ϕˆ|2
)
= (2π)
−1
1 .(12.44)
Up to a scalar, 1 is the unique eigenvector of R of eigenvalue 1.(12.45)
Proof. We already proved the implications (12.43)⇔(12.44)⇐(12.45) in the remarks
around (10.6)–(10.10). In particular, (12.45) and (10.8) imply that PER
(
|ϕˆ|2
)
is
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a scalar multiple of 1, and hence the {ϕ ( · − k)} are orthogonal, but then, as
1
N
∑
w
wN=z
|m0 (w)|2 = 1
as a consequence of (12.45) and m0 (0) = N
1
2 , we have m0
(
2π k
N
)
= 0 for k =
1, . . . , N − 1, and it follows from the product expansion of ϕˆ that ϕˆ (2πk) = 0 for
all k ∈ Z \ {0}. Thus PER
(
|ϕˆ|2
)
(0) = (2π)
−1
, and as PER
(
|ϕˆ|2
)
is a scalar
multiple of 1 , (12.44) follows. Implicit in this reasoning is that PER
(
|ϕˆ|2
)
is
continuous on T, but this follows from the uniform Lipschitz condition on m0 and
the product expansion. It remains to prove (12.43)⇒(12.45). It follows from (12.44)
(⇔(12.43)) and (10.8) that 1 is indeed an eigenvector of R of eigenvalue 1, and it
remains to show that it is the only one. (See Remark 12.7.)
Lemma 12.5. Let N ∈ N, N ≥ 2, and m0 ∈ L∞ (T) be given, satisfying∑
w
wN=z
|m0 (w)|2 = N,(12.46)
for almost all z ∈ T. Let S0 be the corresponding isometry of L2 (T),
(S0f) (z) = m0 (z) f
(
zN
)
, f ∈ L2 (T) .
Let m0 and ϕ further satisfy the general conditions in Proposition 12.4. Then the
orthogonality condition (12.43) for ϕ in L2 (R) is equivalent to
lim
n→∞
〈1 S∗n0 MfSn0 1 〉L2(T) = f (0)(12.47)
for all f ∈ C (T) = C (Rupslope2πZ). Thus the two conditions (12.46) and (12.47)
together are equivalent to the other conditions in Proposition 12.4.
In general, if we do not assume the orthogonality (12.43) but merely its con-
sequence (12.46), the left-hand limit in (12.47) exists and defines a probability
measure D on T. The fact that a Borel measure D is defined as
D (f) = lim
n→∞
〈1 S∗n0 MfSn0 1 〉(12.48)
= lim
n→∞
∫
T
f dνn
is justified in the discussion of Remark 12.6 below. It is a compactness argument,
referring to the Hausdorff metric on the Borel probability measures on T, and it
requires the Lipschitz assumption on the function m0; see also [Hut81] for defini-
tions. If µ and ν are Borel measures on T = Rupslope2πZ, then the Hausdorff metric
dH is
dH (µ, ν) := sup
f
{∣∣∣∣
∫
T
f dµ−
∫
T
f dν
∣∣∣∣
∣∣∣∣ f ∈ C1 (T) , sup
t
|f ′ (t)| ≤ 1
}
with C1-functions on T identified with differentiable 2π-periodic functions on R.
The approximation νn → D in (12.48) refers to limn→∞ dH (νn, D) = 0.
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Proof of Lemma 12.5. We use the result of Meyer and Paiva [MePa93] mentioned
in (1.45) to the effect that (12.43) is equivalent in turn to∫
δ≤|t|≤π
Pn (t) dt −→
n→∞
0,(12.49)
for all positive δ, where (by identification) m0 (t) ∼ m0
(
e−it
)
, and
Pn (t) :=
∣∣m0 (t)m0 (Nt) · · ·m0 (Nn−1t)∣∣2 .
The lemma follows from Meyer–Paiva using
(Sn0 1 ) (z) = m0 (z)m0
(
zN
) · · ·m0 (zNn−1)
=: m
(n)
0 (z) ,
Pn (t) =
∣∣∣m(n)0 (e−it)∣∣∣2 ,
thus,
〈Sn0 1 fSn0 1 〉 =
〈
1 S∗n0 MfS
n
0 1
〉
=
∫
T
(Rnf) (z)
|dz|
2π
=
∫
T
∣∣∣m(n)0 (z)∣∣∣2 f (z) |dz|2π
=
∫
T
Pn (z) f (z)
|dz|
2π
,
and an elementary characterization of the Dirac mass at z = 1.
To prove (12.43)⇒(12.45), it thus suffices to show that (12.46) and (12.47) imply
(12.45). To this end, one easily deduces from (3.20) that
S∗n0 MfS
n
0 =MRnf ,(12.50)
where still
(Rf) (z) = N−1
∑
w
wN=z
|m0 (w)|2 f (w) .
We conclude from (12.47) that
f (0) = lim
n→∞
∫
T
(Rnf) (z)
|dz|
2π
(12.51)
for all f ∈ C (T). Note the formula
(Rnf) (z) = N−n
∑
w
wN
n
=z
Pn (w) f (w) .(12.52)
It follows from (12.51) that
f (0) =
∫
T
f (z)
|dz|
2π
(12.53)
if f satisfies
Rf = f.(12.54)
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From (12.54), we obtain by the Schwarz inequality (see [BrRo96, Notes and Re-
marks to Section 5.3.1]) applied to R:
|f |2 = |Rf |2 ≤ R
(
|f |2
)
.
By induction, then,
|f |2 ≤ Rn
(
|f |2
)
≤ Rn+1
(
|f |2
)
,
and therefore, from (12.51),
|f (0)|2 = lim
n→∞
∫
T
Rn
(
|f |2
)
≥
∫
T
|f |2 ,
where the Haar measure |dz|2π is implicitly understood. Using Cauchy-Schwarz and
(12.53), we then conclude that
|f (0)|2 =
∣∣∣∣
∫
T
f
∣∣∣∣
2
≤
∫
T
|f |2 ≤ |f (0)|2 . (Recall z = e−it.)
We conclude that the Cauchy–Schwarz inequality is an equality when applied to
the two functions f and 1 . Hence f is a constant multiple of 1 , and we have proved
that the eigenspace of R corresponding to the eigenvalue 1 is one-dimensional. This
ends the proof of Proposition 12.4.
Remark 12.6. Using (12.46), we conclude that the measure D defined in general
by (12.48) satisfies the two invariance properties below (12.55)–(12.56), even when
(12.43) is not assumed:
D (R (f)) = D (f)(12.55)
for all f ∈ C (T), and
D (σ (f)) = D (f)(12.56)
where σ (f) (z) = f
(
zN
)
. Since σ is mixing (see [Kea72]), the measure D (in the
wavelet examples) must be singular, but with support on T invariant under σ.
The measureD defined by (12.48) exists by the Ruelle-Perron-Frobenius theorem
in the form of [PaPo90, p. 21], at least if m0 (z) 6= 0 for all z, except for a finite
number of zeroes of m0; see [Kea72] or [Hut81]. The required regularity condition
on m0 =
∑
k∈Z akz
k is
∑
k∈Z |kak| <∞, which also guarantees convergence of the
infinite product formula for ϕˆ. Since |m0 (z)|2 Pn
(
zN
)
= Pn+1 (z), the invariance
(12.56) of the measure D follows: specifically,∫
T
Pn+1 (z) f
(
zN
) |dz|
2π
=
∫
T
|m0 (z)|2 Pn
(
zN
)
f
(
zN
) |dz|
2π
=
1
N
∫
T
∑
w
wN=z
|m0 (w)|2 Pn (z) f (z) |dz|
2π
=
∫
T
Pn (z) f (z)
|dz|
2π
,
so (12.56) follows upon taking the n→∞ limit.
Using the estimate
Nn |ϕˆ (Nnt)|2 ≤ 1
2π
Pn
(
e−it
)
,(12.57)
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which follows from (12.13), (12.46), and the definition of Pn after (12.49), we will
argue that
‖ϕ‖2L2(R) ≤ D ({0}) .(12.58)
Integrating (12.57) over 〈−η, η〉, where η > 0, we obtain
∫ ηNn
−ηNn
|ϕˆ (t)|2 dt ≤
∫
|t|<η
Pn (t) dt.(12.59)
The limit on the left-hand side (as n→∞) is
∫
R
|ϕˆ|2 dt = ‖ϕ‖2L2(R) ,
and on the right it is D (〈−η, η〉) by formula (12.48) applied to f = χ〈−η,η〉. Letting
η → 0, (12.58) follows. Using (12.55) and (12.56), we note that when supp (D) is
finite, then there are cycles corresponding to roots a ∈ T of aNk = a, k = 1, 2, . . .
(k chosen minimal), such that D is a convex combination of associated measures
Da defined as
Da :=
1
k
k−1∑
j=0
δ
aN
j ,
where δ
aN
j denotes the Dirac mass at the point z = aN
j
on T. The case D1 = δ1
may occur in the convex combination because |m0 (1)| =
√
N in our case, referring
to the z-parameter on T. By (12.55), a cycle Da may in general occur in the convex
combination for D iff
∣∣∣m0 (aNj)∣∣∣ = √N for j = 0, 1, . . . , Nk−1.
Recall that we have encountered the functions Pn (t) before in a situation where
the normalization m0 (0) = N
1
2 is not fulfilled, in the proof of Lemma 3.2.
The finite-orbit picture for the z 7→ zN action on supp (D) (⊂ T), and its con-
nection to the Cohen cycles (see [Coh90] and [Dau92, Theorem 6.3.3, p. 188]), will
be taken up in a subsequent paper. This decomposition is also closely connected (in
a special case) to one which arises in an earlier paper of ours [BrJo96b, Proposition
8.2].
In a forthcoming paper, we plan to study the other possibilities for supp (D):
possibly infinite, possibly allowing infinite orbits, or an infinite number of finite
orbits, under the restricted action of z 7→ zN on supp (D).
Remark 12.7. Let us check how much mileage we can get towards the proof of
(12.43)⇒(12.45) in Proposition 12.4 without using Lemma 12.5. For this, let ξ ∈
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L∞ (T) and η ∈ L2 (T), and compute∫
T
(Rξ) (z) η (z)
|dz|
2π
=
∫
T
1
N
∑
w
wN=z
|m0 (w)|2 ξ (w) η
(
wN
) |dz|
2π
=
∫
T
|m0 (z)|2 ξ (z) η
(
zN
) |dz|
2π
(by (3.1))
=
∫
R
|m0 (t)|2 |ϕˆ (t)|2 ξ (t) η (Nt) dt (by (12.44))
= N
∫
R
ξ (t) |ϕˆ (Nt)|2 η (Nt) dt (by (12.40))
=
∫
R
ξ (t/N) |ϕˆ (t)|2 η (t) dt.
If ξ is an eigenvector for R with eigenvalue 1, this computation gives∫
R
(ξ (t)− ξ (t/N)) |ϕˆ (t)|2 η (t) dt = 0
for all η ∈ L2 (T). Conversely, one checks that this N -scale condition on ξ implies
that ξ is an eigenvector for R of eigenvalue 1.
13. Concluding remarks
Operators of the form (1.8) or (1.16) occur in a variety of contexts: for ex-
ample, in Ruelle’s work on dynamical systems [Rue94], [BaRu96]; as operators in
spaces of analytic functions [CoMa95], [Ho96], [Lam86], [HoJa96], [LaSt91] under
the names “weighted translation operators”, “composition operators”, or “slash
Toeplitz operators”; and in ergodic theory [Kea72], [Wal96] (in the positive case).
Our present approach is different from those mentioned in that we ask the questions
in a geometric Hilbert-space setting in L2 (T), and in that we make the connections
between wavelets and the theory of representations of the C∗-algebras ON . Our
analysis of the mother functions ψ1, . . . , ψN−1 is motivated by results in [GrMa92],
[GrHa94], and [Mey93, Mey92], while our study of the correspondence between the
ON -representations and {ϕ, ψi}, in (1.39)–(1.40), is motivated by our desire to put
the results of [CoRy95] and [CoDa96] in a more general geometric and operator-
theoretic framework. Our viewpoint here, and in particular in Section 11, is that
of Lax and Phillips [LaPh89] in their approach to scattering on obstacles for the
classical wave equation.
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