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This paper deals with the reconstruction of integer matrices from rectangular scans. In
particular, since the case of one rectangular scan has already been treated in a previous
paper,we consider two rectangular scans, given as two integermatrices, andwe investigate
the existence and the possibility of reconstruction of a third binary matrix which is
compatible with them. Furthermore, our inspection implies interesting side results about
the number of these reconstructed matrices for different choices of the dimensions of two
windows used in the input scans.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The problem of reconstructing a matrix from partial, and sometimes inaccurate information about the disposition of its
elements is not only a fascinating theoretical challenge, but it has practical relevance because of its strict connections to the
problem of reconstructing physical structures fromprojections, i.e., measurements of thematerial densities, or equivalently,
of the number of different atoms, along solid lineswith prescribed directions or in particular areas of the structures, bymeans
of a technique called QUANTITEM (see [12]) based on high-resolution electron microscopy.
The analyzed structures usually present a small number of density values or, at least, they are homogeneous, as in the case
we consider hereafter. Such a situation can be modelled by means of a series of finite sets of points in the integer square
lattice Z × Z, each set approximating a solid slice of the solid body. Furthermore, each discrete planar set is commonly
represented, in a simple but highly relevant model suggested by P. Schwander and L. Shepp, as a binary matrix, where an
entry is 1 or 0 according to the presence or absence of the body at the corresponding point of the lattice (see [10] for an
introduction and the classical results in the field, and [11] for recent advances).
Many problems of discrete tomography were first discussed as combinatorial problems during the late 1950s and early
1960s. In 1957 Ryser [17] gave a necessary and sufficient condition for a pair of vectors to be the projections along the
horizontal and vertical directions of a homogeneous structure seen as a binary matrix, and derived a fast algorithm for its
reconstruction. However, a givenpair of projections usually does not uniquely determine a binarymatrix, so inmost practical
applications, we are provided with a priori information about some of its geometrical properties, in order to guide the
reconstruction process to a more accurate output. We can think of this a priori information in terms of subclasses of binary
images to which the solution must belong. For instance, several papers study the reconstruction [1,2,6] or the uniqueness
[9] of binary images satisfying convexity or connectivity constraints, from two or more projections.
Recent studies generalize the concept of projections in two different ways: on the one hand, it is considered a new
physical model which can be applied in presence of emitting structures, and where each projection measures the energy
emitted by the structure along a prescribed direction, as defined in [13]. In this special case one assumes that thewhole space
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Fig. 1. A 7× 9 binary matrixM (elements 0 are omitted), and its rectangular scan with respect to a 4× 3 rectangular window.
is also filled with some homogeneous absorbing material. The problems of the reconstruction and uniqueness of structures
from a set of these absorbed projections have been investigated in [3,14,15].
On the other hand, in [16], the authors introduced the notion of rectangular scan as a natural extension of the standard
concept of projection along discrete lines: one is furnished with a rectangular magnifying glass with which he/she inspects
an unknown planar discrete set (i.e., a binary matrix, according to the mentionedmodel), by moving it along all the possible
directions. For each view, the number of elements belonging to the set are counted, and the obtained data are stored as
entries of an integer matrix.
Our paper fits in this last framework, and it concerns the reconstruction of an unknown binary matrix from two
rectangular scans: we define a fast algorithm which fulfills this task, and we analyze its time complexity in terms of the
dimension of the reconstructed matrix; at the same time, we also solve the related uniqueness problem. We will observe
that no significant improvement in the knowledge of the matrix (and, consequently, in the complexity of its reconstruction
process) can be achieved from the use of two or more rectangular scans, unless their dimensions are chosen to be coprime.
This last case allows a complete identification of the unknownmatrix by means of only a small number of its elements, and
its reconstruction in linear time with respect to the dimension. Quite surprisingly, the reconstruction algorithm can be used
to compute all the matrices consistent with the chosen couple of scans, maintaining the linear time complexity.
Our studies integrates those in [7,8,16], where the authors give some theoretical results which lead to the definition of a
fast algorithm for reconstructing an integer matrix from a single rectangular scan. Such an algorithm will be mentioned as
part of the main result of Section 4. More precisely, in the next section we furnish a series of definitions which allow us to
introduce the studied reconstruction problem, then in Section 3 we present a fast algorithmwhich completely reconstructs
a binary matrix, if it exists, from two rectangular scans obtained by means of two windows having mutually coprime
dimensions. Furthermore, we point out that this algorithm allows us to determine all the solutions which are compatible
with the two chosen scans, and it can be easily generalized to reconstruct integer matrices, as well. Finally, in Section 4, we
define a more general (but still efficient) variant of the previous algorithm in the case of two rectangular scans obtained by
windows having non coprime dimensions. Unfortunately, this procedure, which relies on a previous result in [8], does not
furnish information about the number of different solutions compatible with the two scans.
2. Main definitions
LetM be a binarym×nmatrix, and, for fixed p and q, with 1 ≤ p ≤ m, 1 ≤ q ≤ n, consider a p×qwindow Rp,q allowing
us to view the intersection of any p consecutive rows and q consecutive columns of M . The number Rp,q(M)[i, j] when the
top left hand point of Rp,q is positioned over the (i, j)-entry,M[i, j], ofM , is given by summing all the entries ofM which are
contained in Rp,q, i.e.,
Rp,q(M)[i, j] =
p−1∑
r=0
q−1∑
c=0
M[i+ r, j+ c], 1 ≤ i ≤ m− p+ 1, 1 ≤ j ≤ n− q+ 1.
Thus, we obtain a (m− p+ 1)× (n− q+ 1)matrix Rp,q(M) called the (p, q)-rectangular scan ofM (see Fig. 1).
We now give the formal definition of the problem we are going to study.
Reconstruction (R, R′, p, q, p′, q′)
Input: two matrices R and R′ with positive integer entries, and four positive integers p, q, p′, q′.
Task: reconstruct a matrixM such that:
Rp,q(M) = R and Rp′,q′(M) = R′,
if it exists.
In the sequel, we will deal with binarymatrices, unless otherwise specified, and wewill consider the scanmatrices R and
R′ having dimensionsmR × nR andmR′ × nR′ , respectively.
Obviously, this problem can be solved by listing all binary matrices of dimension m × n, where m = mR + p − 1,
n = nR + p − 1, and, for each of them, checking the task conditions with respect to R and R′. Such a strategy, however, is
highly inefficient since it requires in the worst case an amount of (time of) computation which is exponential inm and n.
Our aim is to provide an efficient way to accomplish the reconstruction task, i.e., a strategywhich uses an amount of time
which is polynomially bounded both inm and in n.
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The given definitions allow us to state a first necessary condition:
Proposition 1. The problem Reconstruction (R, R′, p, q, p′, q′) has no solutions if:
mR + p 6= mR′ + p′ or nR + q 6= nR′ + q′.
The proof of this proposition directly follows from the definition of rectangular scan.
3. Two windows with coprime dimensions
We say that two windows Rp,q and Rp′,q′ have coprime dimensions when p is coprime with p′, and the same holds for q
and q′.
The case of two windows with coprime dimensions is of particular interest, since it allows to completely determine the
matrixM starting from the knowledge of a small, fixed number of its elements (together with R and R′). Such a number, as
we will show in the sequel, is related only to the dimensions of the two windows, and it does not depend on the dimension
of the matrixM which has to be reconstructed.
3.1. Approaching the problem with a simple example
As a first step of our analysis, we try to accomplish the reconstruction task in the easy situation of two rectangular scans
with respect to windows of dimensions 2× 3 and 3× 2, i.e., we study Reconstruction (R, R′, 2, 3, 3, 2).
By Proposition 1, we are interested only in rectangular scans R and R′ which are consistent, i.e., whose dimensions satisfy
the relations:
mR = mR′ + 1 and nR = nR′ − 1.
So, the matrixM has dimension (mR + 1)× (nR + 2).
Theorem 2. The task of the problem Reconstruction (R, R′, 2, 3, 3, 2), for each couple of scan matrices R and R′, can be fulfilled
by knowing the six elements M[i, j] with i+ j < 5 of its solution M.
Proof. Using the definition of rectangular scan, we first compute
M[2, 3] = R[1, 1] −
∑
i+j<5
i<3
M[i, j], and M[3, 2] = R′[1, 1] −
∑
i+j<5
j<3
M[i, j].
In the same way, using either R[2, 1] or R′[1, 2], we compute the elementM[3, 3].
So we know all the elements in the rectangleM[i, j], with i, j < 4. This constitutes the basic step of an inductive process
which allows us to reconstruct the entire matrix M , if it exists. Now, let us assume to know all the elements M[i, j], with
i ≤ i0, j ≤ 3, and fixed i0 ≥ 3, and let us proceed in determining the unknown elements M[i0 + 1, 1], M[i0 + 1, 2], and
M[i0 + 1, 3]. The following system of three equations fulfills the request:
M[i0 + 1, 1] +M[i0 + 1, 2] = R′[i0 − 1, 1] −
∑
i=i0−1,i0
j=1,2
M[i, j]
M[i0 + 1, 2] +M[i0 + 1, 3] = R′[i0 − 1, 2] −
∑
i=i0−1,i0
j=2,3
M[i, j]
M[i0 + 1, 1] +M[i0 + 1, 2] +M[i0 + 1, 3] = R[i0, 1] −
∑
j=1,2,3
M[i0, j].
In fact the system has a unique solution since the determinant of the coefficients matrix is non-zero. An analogous set of
equations is used to determine the elementsM[1, j0 + 1],M[2, j0 + 1], andM[3, j0 + 1], for j0 ≥ 3. As a consequence, the
entire matrixM can be completely and uniquely reconstructed. 
Corollary 3. The task Reconstruction (R, R′, 2, 3, 3, 2) has computational complexity O(m n).
Example 4. Let us consider the instance of Reconstruction (R, R′, 2, 3, 3, 2) shown in Fig. 2, together with the six elements
in the upper leftmost corner ofM .
We reconstruct the matrix M in the three steps (a), (b), and (c) shown in Fig. 3: at first we fill the first three columns of
M , then we complete the first three rows ofM , and finally we reconstruct the entire matrix using either R or R′.
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Fig. 2. The matrices R and R′ as instances of Reconstruction (R, R′, 2, 3, 3, 2), and the elements ofM needed to start the reconstruction process.
Fig. 3. Three steps which lead to the reconstruction ofM .
3.2. Windows with coprime dimensions
Now we deal with consistent windows Rp,q and Rp′,q′ having coprime dimensions, and we show how to fulfill
Reconstruction (R, R′, p, q, p′, q′) using a procedure similar to that of Example 4. We assume the dimension m × n of the
reconstructed matrix M to be sufficiently large, i.e., m > p + p′ − 2, and n > q + q′ − 2. This further requirement is in
accordance with the physical situation we are modelling, where the dimensions of the inspected physical body are much
larger than with respect to those of the inspecting windows.
Now, we can state the following result which resembles that in Theorem 2:
Theorem 5. The complete knowledge of the intersection of the first (p − 1) + (p′ − 1) rows and the first (q − 1) + (q′ − 1)
columns of M allows us to fulfill the task of Reconstruction (R, R′, p, q, p′, q′).
Proof. Let us proceed in determining the elements of M which lie in its first (q − 1) + (q′ − 1) columns, by means of
an inductive process which computes these elements row by row. As base of the induction we use the elements of these
columns which lie in the first (p− 1)+ (p′ − 1) rows ofM , and which are known a priori.
Assume we know the elements of the first (q − 1) + (q′ − 1) columns of M , up to row k, with k ≥ (p − 1) + (p′ − 1),
and compute those in row k+ 1, i.e., the elementsM[k+ 1, 1], . . . ,M[k+ 1, (q− 1)+ (q′− 1)]. We consider the following
system of equations:
∑
j=1,...,q
M[k+ 1, j] = R[k− p+ 2, 1] −
∑
i=k−p+2,...,k
j=1,...,q
M[i, j]
∑
j=2,...,q+1
M[k+ 1, j] = R[k− p+ 2, 2] −
∑
i=k−p+2,...,k
j=2,...,q+1
M[i, j]
... ∑
j=q′−1,...,q′−2+q
M[k+ 1, j] = R[k− p+ 2, q′ − 1] −
∑
i=k−p+2,...,k
j=q′−1,...,q′−2+q
M[i, j],
and a second one obtained by this one after replacing q, q′, p and Rwith q′, q, p′ and R′, respectively.
The total number of equations in the two systems is (q − 1) + (q′ − 1), and it is equal to the number of the involved
unknown elements ofM .
Let D(q, q′) be the determinant of the (q + q′ − 2) × (q + q′ − 2)matrix of coefficients obtained by the union of these
two systems. We note that:
– each of its first q′− 1 rows contains a sequence of q 1s in consecutive columns: in the first row, the sequence starts from
column 1, in the second from column 2, and so on;
– each of its last q − 1 rows contains a sequence of q′ 1s in consecutive columns: again in the first of these rows, the
sequence starts from column 1, in the second from column 2, and so on.
We have that D(q, q′) = D(q, q′ − q), if 1 < q < q′, which easily follows by subtracting the first q − 1 rows from the last
q− 1 ones. We also note that D(q, q′) = D(q′, q), and D(q, 1) = 1, if q > 1.
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Finally we can proceed as in Euclid’s algorithm for the computation of the gcd(q, q′), and we obtain that D(q, q′) = ±1 6=
0, if q and q′ are coprime. This completes the inductive step of the proof.
A similar reasoning can be applied to determine the elements ofM which belong to the first (p− 1)+ (p′ − 1) rows of
M , and the whole matrixM can be easily reconstructed. 
Remark. The minimum number of elements which one needs to know in order to completely reconstruct M is effectively
smaller than that required by Theorem 5 (see Theorem 2 for an example), however it still depends on the sizes of the two
chosen windows, and not on the size of M . So, from a theoretical point of view, knowing it exactly does not contribute
to lowering the computational complexity of the reconstruction algorithm, while it makes the proof of the theorem more
complex.
Furthermore,wewant to stress again the fact that the proof of Theorem5 shows that the knowledge of (p+p′−2)×(q+q′−2)
elements is sufficient to uniquely determineM . A different situation ariseswhen the dimension ofM is not sufficiently large:
in such a case the reconstruction procedure still works, but the system of equations lacks some of them, and the whole
reconstruction task could not have a unique solution.
Corollary 6. The task of Reconstruction (R, R′, p, q, p′, q′) has computational complexity O(m n).
Corollary 7. Given a couple of rectangular scans R and R′ with respect to two windows of coprime dimensions, one can compute
in O(m n) all the different binary matrices consistent with them.
Matrices with Integer Coefficients
A last remark concerns the generalization of the reconstruction task to matrices with non negative integer coefficients:
this is motivated by the fact that the matrixM should represent not simply the presence or absence of material of a physical
body at a certain point of the discrete plane, but also the ‘‘quantity" of this material, or, better, its weight. So, the task of
Reconstruction changes into that of reconstructing a matrix M with non negative integer elements, and satisfying two
rectangular scans.
After noticing that the values of the elements in the scans constitute an upper bound to the values of the elements ofM ,
it is straightforward to adapt the reconstruction strategy used for binary matrices to this new environment, maintaining the
same computational complexity.
So we can state the following:
Theorem 8. The complete knowledge of the intersection of the first (p − 1) + (p′ − 1) rows and the first (q − 1) + (q′ − 1)
columns of an integer matrix M allows us to fulfill the task of Reconstruction (R, R′, p, q, p′, q′).
Finally, one can set aside the physical meaning of the model, and investigate the pure theoretical problem of the
reconstruction ofM when positive and negative (integer) coefficients are admitted. Such a last case again is not substantially
different from the previous ones, either in the reconstruction strategy or in its complexity. However, we point out that there
exists an infinite number of initial configurations of the elements ofM which satisfy the two rectangular scans R and R′.
4. Windows with non coprime dimensions
The proof of Theorem 5 relies on the fact that the equations involving the unknown elements ofM form an independent
system, and this is due to the fact that the integers p and p′, and the integers q and q′ are mutually coprime. If we relax this
constraint, a complete reconstruction of the matrixM is not always possible.
Hereafter, we provide a fast way of solving Reconstruction (R, R′, p, q, p′, q′)when gcd (p, p′) 6= 1 or gcd (q, q′) 6= 1, and
which involves the problem
Reconstruction (R, p, q)
Input: a matrix R and two positive integers p and q.
Task: reconstruct a matrixM such that Rp,q(M) = R, if it exists.
So, let gcd (p, p′) = kp and gcd (q, q′) = kq; the reconstruction process consists of the following two steps:
Step 1: we prove that Reconstruction (R, R′, p, q, p′, q′) can be reduced to Reconstruction (S, kp, kq), where the required
task is the reconstruction of a binary matrix from a single rectangular scan S with respect to a window of dimension kp×kq;
Step 2:we use a result of [8] to define a fast algorithm for this last problem.
We point out that, as one should expect, the mentioned reduction will hold for sufficiently large dimensionm× n of the
matrixM , and up to its partial knowledge.
Theorem 9. For n and m such that m ≥ m0 = p+ p′ − kp − 1 and n ≥ n0 = q+ q′ − kq − 1, and up to the knowledge of the
elements of M in the leftmost and uppermost rectangle of dimension m0 × n0, the problem Reconstruction (R, R′, p, q, p′, q′)
is equivalent to the problem Reconstruction (S, kp, kq).
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Fig. 4. The matrixM , (a), and two of its rectangular scans, (b) and (c). The grey zone ofM can be reconstructed using R and R′ .
Proof. The knowledge of the rectangular scan S obviously implies that of both R and R′, for each dimensionm× n ofM .
The converse ismore complex: first we restrict ourself to sufficiently large dimensionm×n ofM , i.e.,m ≥ p+p′−kp−1,
and n ≥ q+ q′ − kq − 1, as stated in the hypothesis.
Then we define:
pˆ = p
kp
, pˆ′ = p
′
kp
, qˆ = q
kq
, qˆ′ = q
′
kq
,
and, for each (x, y), with 0 < x ≤ kp, 0 < y ≤ kq, the two matrices
R(x,y)[i, j] = R[x+ (i− 1)kp, y+ (j− 1)kq]
and
R′(x,y)[i, j] = R′[x+ (i− 1)kp, y+ (j− 1)kq]
of dimensions
⌊
mR−x
kp
+ 1
⌋
×
⌊
nR−y
kq
+ 1
⌋
, and
⌊
mR′−x
kp
+ 1
⌋
×
⌊
nR′−y
kq
+ 1
⌋
, respectively, where mR × nR is the dimension
of R, andmR′ × nR′ that of R′.
Referring to Theorem 8, for each couple of rectangular scans R(x,y), R′(x,y), we compute the integer matrix S(x,y), which is
the solution of Reconstruction (R(x,y), R′(x,y), pˆ, qˆ, pˆ′, qˆ′) (notice that pˆ and pˆ′ are coprime, and the same holds for qˆ and qˆ′).
At that point the lower bounds of m and n assure the existence of all the matrices R(x,y) and R′(x,y): more precisely, each
of them can be computed using (pˆ + pˆ′ − 2) × (qˆ + qˆ′ − 2) elements of S(x,y), as stated in Theorem 8, so S(x,y) is the
scan (with respect to the window of dimension kp × kq) of the leftmost and uppermost rectangular part ofM of dimension
kp(pˆ + pˆ′ − 2) × kq(qˆ + qˆ′ − 2) at least. Since x and y vary from 1 to kp, and from 1 to kq, respectively, then the minimal
dimension ofM is:
(kp (pˆ+ pˆ′ − 2)+ kp − 1)× (kq (qˆ+ qˆ′ − 2)+ kq − 1) = (p+ p′ − kp − 1)× (q+ q′ − kq − 1).
Finally, we define the matrix S as follows: for all (x, y)
S[x+ (i− 1) kp, y+ (j− 1) kq] = S(x,y)[i, j].
The correctness of the solution of the reconstruction problem for integer matrices from two rectangular scans implies the
correctness of the reconstruction of S. 
The following example clarifies the equivalence:
Example 10. Let us consider the matrix M of Fig. 4(a) (elements 0 are omitted). We describe how to compute its scan S2,3,
briefly S, from the scans R6,6, and R′4,9, briefly R and R′, depicted in Fig. 4(b) and (c). The parameters involved in the reduction
are: p = 6, q = 6, p′ = 4, q′ = 9, kp = gcd (6, 4) = 2, kq = gcd (6, 9) = 3, pˆ = 6/2 = 3, qˆ = 6/3 = 2, pˆ′ = 4/2 = 2,
qˆ′ = 9/3 = 3,m0 = p+ p′ − kp − 1 = 7, and n0 = q+ q′ − kq − 1 = 11.
The entries of the rectangular scan Skp,kq are obtained from the merge of the six matrices S
(x,y)
kp,kq , with 1 ≤ x ≤ 2 and
1 ≤ y ≤ 3, each of them being the solution of an instance of Reconstruction (R(x,y), R′(x,y), pˆ, qˆ, pˆ′, qˆ′) for integer matrices.
We only show input and output of Reconstruction (R(1,1), R′(1,1), pˆ, qˆ, pˆ′, qˆ′), leaving the others to the reader: thematrices
R(1,1), and R′(1,1), which have dimensions
⌊ 4−1
2 + 1
⌋×⌊ 7−13 + 1⌋ = 2×3, and ⌊ 6−12 + 1⌋×⌊ 4−13 + 1⌋ = 3×2, respectively,
and which consist of the highlighted entries of R and R′ in Fig. 4, respectively, are depicted in Fig. 5.
The required knowledge of the elements of S(1,1) in its leftmost and uppermost rectangle of dimensions (pˆ− 1)(pˆ′ − 1)
× (qˆ − 1)(qˆ′ − 1) can be obtained from that of the elements of the leftmost and uppermost m0 × n0 rectangle of M . Fig. 5
shows also the matrix S(1,1), and the positions of its elements in the final solution S.
To complete the reduction we have to show how to compute thematrices R and R′ starting from S. This last part is trivial,
since it simply requires the application of the definition of rectangular scan, and we skip the details.
Let us recall the following complexity result from [8]:
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Fig. 5. The matrices involved in Reconstruction (R(1,1), R′(1,1), pˆ, qˆ, pˆ′, qˆ′), and the rectangular scan S.
Theorem 11. The problem Reconstruction (R, p, q) can be solved in O(m n).
Since the lower bound to the dimension m × n of M imposed in Theorem 9 does not depend on m or n, then we can state
our main result:
Theorem 12. The problem Reconstruction (R, R′, p, q, p′, q′) can be solved in O(m n).
The proof is a direct consequence of the theoretical result of Theorem 9, together with the two complexity results in
Corollary 6, and Theorem 11.
As a final remark we stress once more the fact that in the case of mutually coprime dimensions of R and R′, Theorem 9
specializes into Theorem 5. Furthermore, in this case, the knowledge of the elements of M in its leftmost and uppermost
rectangle of dimension (p+ p′ − 2)× (q+ q′ − 2) allows a unique reconstruction ofM , if it exists.
This last statement is not valid in general, in fact if p × q and p′ × q′ are not mutually coprime, the computation of M
needs an algorithm for solving Reconstruction (S, kp, kq), which admits a number of solutions polynomial in m and n (see
again [8]).
5. Conclusions and further research
In this paper we studied the problem of reconstructing a binary matrix compatible with two given rectangular scans, if
it exists. We defined an algorithm which accomplishes this task using a time complexity which is linearly bounded by the
dimensions of the matrix itself. We obtained also a the number of different solutions to the problem, as a consequence.
Our efforts are now addressed towards the problem of reconstructing a binary matrix from a single scan with respect to
a window whose shape is different from a rectangle. In particular we will consider all those shapes which can be used to
completely tile the plane by translation, such as pseudo-hexagon shapes (see [4,5]). In this new scenario it becomes relevant
the study and the reconstruction of finite subsets of the integer square lattice Z× Z, whose shape is no longer rectangular.
Successively we could take into account subsets of Z × Z with weighted points or reconstruction processes involving
more than one single scan, following the way of inspection successfully introduced in the studies of the rectangular scans.
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