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ABSTRACT
End to End learning is a method of deep learning which has been used to great effect to solve
complex problems which would normally be performed by humans. Within this thesis, a neural
network was created to mimic the steering patterns of humans in highway driving situations. A
Turtlebot was used in place of a car and was tested within a laboratory on a closed loop track to
drive within the lanes created for it. The network architecture was based on that of Nvidia’s
model which was used for predicting steering angles of a vehicle. The network was successfully
trained and implemented, however showed poor performance, under fitting the predictions to a
single value for all tests performed on it. This error is most likely the result of inconsistent and
unclear data, causing the network to fail to recognize any pattern between steering commands
and image features.
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CHAPTER I
INTRODUCTION
1.1 Why Autonomous Vehicles?
Autonomous vehicles have become a very important topic in engineering and
computer science research in the past decade.

The majority of major US auto

manufacturing companies have released vehicles with semi-autonomous features with
some, such as Tesla Motors, planning on full automation by 2020. With the prospect of
not being able to drive the car you own within the next decade, many may wonder why this
technology should be adapted onto the roads.
The most obvious reason why autonomous technology is advantageous to society
is the safety that will come with it. In 2017, there were over 37,000 automotive deaths, or
11.4 per 100,000 people, in the US alone (Federal Highway Administration, 2018).
Automotive accidents account for approximately 1.32% of all deaths in the United States
(NCHS, 2017). These number of automobile accidents increase in poorer countries with
less developed infrastructure and booming populations (Federal Highway Administration,
2018). While only 21% of the population of the United States lives in rural areas, 57% of
fatal vehicle deaths occur in rural settings (NHTSA, 2005).

While it may seem

counterintuitive that the majority of deaths would occur in rural setting, one must consider
highways as the main cause of this. The monotonous and straight driving of highways
takes a fatigue on the drivers which dulls the senses of possible danger, and thus a
dangerous situation is created. Simple errors such as not checking blind spots and broken
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brake lights may lead to lethal consequences. Autonomous technology helps to mitigate
these errors and therefore the dangers of highway driving.
Besides the dangers posed by highway driving, there are other negative aspects of
people assuming responsibility over their transportation. According to Hannson, there is
an inverse correlation between commute time and personal health (Hannson, 2011). This
added responsibility of driving to work daily is not just stressful, it is physically bad for
you.

The quantitative and qualitative benefits that commuters and travelers would

experience as a direct result of improved autonomous technology is the incentive for
development of this emerging field.
1.2 Current Autonomous Technologies
There currently exists a plethora of vehicle technologies designed to increase safety
and satisfaction of drivers. The Society of Automotive Engineers (SAE) defines these
features on a scale of 0-5 (NHTSA, 2019). At 0, there are very basic capabilities like blind
spot warning systems. Vehicles being produced now come standard with features like
adaptive cruise control, which would be in around 3 on the autonomy level. A level 5
vehicle would be able to operate independently of the driver entirely during operation, from
parking, to sign and lane recognition, obstacle avoidance and path planning. 75.4% of
automobile accidents are caused by driving task errors, as opposed to technological errors
or road surfaces (Najm, 1995). As the adoption of higher level SAE automation increases,
there should be a proportional drop in the number of automobile accidents for this reason.
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Figure 1. SAE Levels of Automation. (Ibru, 2017)

While there will always be variables that cannot be controlled for on the roadways, the
number of accidents can be greatly reduced.
One of the technologies already mentioned, adaptive cruise control (ACC) has
already been implemented for a number of years now. This technology utilizes radar to
accurately estimate the position and speed of the vehicle in front of it during cruise control
so it can adjust speed and avoid rear end collisions due to operator negligence (Bahtia,
2003). This is good for improving existing technologies but still requires much attention
from the driver.
One of the more advanced technologies being used in autonomous vehicles in
LIDAR, which stands for light detection and ranging. It uses pulses of infrared light to
localize itself within an environment, and can detect other vehicles as well as static
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Figure 2. LIDAR detection system. (Eckhardt, No Date)

objects like building and signs (Schwarz, 2010). While LIDAR is a very useful method of
creating depth fields surrounding a vehicle, it has two major downfalls. It cannot extract
detail from an environment, such as differentiation between a person and a sign. It also is
at a disadvantage in adverse weather conditions and in direct sunlight.
This leads to the kind of autonomous technology that will be the subject of this
thesis: computer vision. Computer vision is useful for its ability to extract features from
an environment. Computer vision can be used in conjunction with other technologies as
well, such as ACC, where the speed limit would be read and set as the new cruise speed
(Ljubo, 2001 a). Computer vision can perform a multitude of other useful tasks such as
stereo-based object detection and tracking, pedestrian recognition, Lane detection and
tracking, traffic sign detection, traffic light recognition, road marking and crosswalk
recognition (Ljubo, 2001 b).
1.3 Deep Learning
In recent years, deep learning has become a popular tool for computer vision to
efficiently extract features from an environment, especially when trained on large and
diverse enough data sets.
4

1.3.1 A Brief History
The Term “deep learning” was coined by Rina Dechter in 1986, although the
mathematical concepts and even applications of it date back much further (Juergen, 2015).
Deep learning was first successfully used in 1965, though it would be another couple
decades before the technology was used for any computer vision purpose (Ivakhnenko,
1973). In 1980, the Neocognitron was used to read handwritten characters (Fukushima,
1980). Similarly, in 1989, an algorithm was developed which successfully deciphered
handwritten zip codes on mail (LeCunn, 1989). Until very recently, smaller researches
have not had the computing power necessary to effectively use deep learning for research,
however with the improvements in GPU performance in the past decade, many smaller
institutions have been able to make contributions to this increasingly saturated field.
1.3.2 Deep Neural Networks
What are neural networks? And what makes them “deep?” Neural networks
themselves actually aren’t algorithms, rather a framework for connecting individual
algorithms together in order to process multiple inputs in a way that computers will
understand (DeepAI, No Date a). Deep neural networks are just neural networks which
contain many layers of computation (DeepAI, No Date b).
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Figure 3. Simple vs Deep Neural Network. (Vázquez, 2017)

The method of deep learning I use in this paper is unsupervised learning, in which
no data is labeled and there are no defined parameters which ought to be optimized, so
it becomes impossible for the person training the network to know exactly how it works
(DeepAI, No Date b).
1.3.3 Convolutional Neural Networks
To further specify, the network I will use will be an unsupervised convolutional
neural network, which are neural networks which replace at least one of their matrix
multiplication layers with a convolutional one (Admin, 2017).

Convolving in deep

learning is a process of filtering data to extract and concentrate features, and is generally
used to process image data (Stanford, No Date). Within an image, a convolutional layer
may reduce its size by only representing the most important parts of the images, such as
edges. This helps to reduce the number of inputs, since unfiltered input of a colored 66 X
200 image would be 39,600 inputs.
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Figure 4. Convolutional Processing. (Stanford, No Date)

1.3.4 End to End Learning
End to end Learning is a method of training a complex system using a single
architecture (Glasmachers, 2017). This will require the network to be very adaptable and
robust, able to predict the outcome of a system given any potential unforeseen occurrences
within the system. This method of training thrives on very large data sets because of this,
and can also be behave very differently depending on the quality of the data used to train
it. This method of training has proven very successful, such as Google’s Deepmind AI,
which beat the world champion “Go” player to become the best in the world (Silver, 2016).
1.4 Hypothesis
Assuming that a network is designed and trained properly, I should be able to use
this trained network to steer a robot without intervention down a constructed pathway. This
would substitute for a real vehicle driving on the road and demonstrate the ability of a
neural network to act as an effective autonomous technology.
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1.5 Criteria for Success
In order to determine that this hypothesis is successful, there are a number of
objectives which must be met:
● There must be a network designed for and trained by image data of the created
pathway
● The network must be able to accurately predict the steering patterns when compared
to a human driver
● The robot must be able to make it through the path without infractions or straying
away from the path
This thesis can be considered partially or fully successful depending on the number of the
above objectives it has met.
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CHAPTER II
LITERATURE REVIEW
Within the past few years, there has been a sudden growth in interest of all deep
learning topics, including end to end learning for vehicle control. Many advancements
have been made in this field recently, with researchers successfully creating working
systems which can be taught to drive on and off roads, avoid obstacles, and be integrated
with other path planning technologies to more usefully implement the technology.
2.1 End to End Learning for Highway Driving
Nvidia was one of the first entities to create a successful model for self-driving
using end to end learning. Their paper, “End to End Learning for Self-Driving Cars” used
large datasets of steering angles associated with images to train the network to drive based
on an input of images, achieving fully autonomous driving 98% of the time (Bojarski,
2016). This proved that computer vision for self-driving vehicles could be used for more
than simple classification purposes and was very accurate at driving predictably in a
highway setting.

At most, this technology has the ability to replace conventional,

expensive technologies like RADAR and LIDAR, and at least has the ability to aid in lower
level autonomous functions like adaptive cruise control and lane keeping during highway
driving. This thesis is based mostly upon this Nvidia’s paper, and uses a similar network
structure and testing method, only with a Turtlebot instead of a car.
2.2 End to End Learning for Off-Road Obstacle Avoidance
One of the downfalls of end to end learning is the requirement of predictable
environments.

While the majority of driving situations do not require human level
9

intuition, there are many examples of unpredictable events occurring on the road. No
matter the size of the training set, there will never be enough data to cover all possible
situations. For example, if a semi-truck wrecks and flips onto its side, the network may
have trouble predicting an optimal steering angle due to its lack of experience with
traversing wrecks. Another situation is off road driving, which is filled presents a challenge
of frequent obstacle avoidance. Off road capabilities have been achieved using end to end
learning though, with great success in replication of steering commands given by humans
(LeCunn, 2005).
2.3 End to End Learning with High Level Commands
Another problem with end to end learning for vehicle control is that when trained
only with images, the capabilities of driving are reduced to highway driving, essentially.
Much research has been done to bring end to end learning into relevance by implementing
a path planning algorithm that uses LIDAR. Wei Gao et al. managed to create an indoor
driving system using both an A* path planning algorithm and a simple discretized path
planner which gave simple commands such as turn left or right, etc (Gao, 2017). The
network was trained on images of the surroundings of the robot and of the intention of the
robot using shared weights, and was implemented with great success. Within pre-mapped
environments it seems, it is very possible to implement end to end learning with path
planning. This has also been successfully implemented on full scale vehicles using four
surround view cameras, GPS coordinates and a GPS mapping system (Hecker, 2018).
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CHAPTER III
METHODS
The methods for accomplishing this thesis can be split into three major parts: data
collection, training the network, and testing the network. Data collection was performed
by steering the turtlebot down a pathway with an XBox controller, while a data collection
program collected images from the camera and saved each with the given velocity
command at that time. The images were saved in a folder and were related to the steering
angle and speed commands via a csv file. The dataset totaled over 16,000 images and was
1.6 GB in size. This was used to train the network, which was inspired by the architecture
put forward by Nvidia in their paper “End to End Learning for Self Driving Cars.” The
network saved architecture in the form of json and weights as h5. The model architecture
and weights were then used to steer the turtlebot based on images it was subscribed to
through ROS.
3.1 Turtlebot Setup
The turtlebot was controlled using velocity commands remotely.

The host

computer was connected to the turtlebot to provide velocity inputs, while the main
computer was connected through a ROS network to the host, and was directly connected
to the camera for data collection and use in implementing the trained network. The
turtlebot had a Kinect camera mounted in the middle of it which was used to provide the
images to train and test the network.
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Figure 5. The track used to test the network.

3.2 Track Design
The track was designed within a mechatronics classroom and so was fairly compact.
It consisted of a continuous loop with some minor twists and turns. The track was just
wide enough for the turtlebot to fit entirely inside and was within the view of the turtlebot
at all points while on the track. The lines were made of bright red tape, making it a very
distinguishing feature against the dull floors. Yellow was considered, in order to maintain
realism with actual roads, but it was decided that red would be a more easily trainable
feature. The track used to train the model and the one used to test it were different, however
most of the distinguishing features were kept intact. The only difference in the track used
12

for testing was where within the classroom that the twists and turns were. This was to keep
it familiar enough to be still recognizable by the network but different enough to test its
effectiveness.
3.3 Design of Neural Network

Figure 6. Nvidia Model Architecture. (Bojarski, 2016)

The network created follows the design of Nvidia’s network very closely,
constructed using Tensorflow with a Keras front-end.

Nvidia’s model featured a

normalization layer, five convolutional layers and 3 fully connected layers. The images
were shaped into 66 x 200 arrays and split into RGB planes.
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There were several

augmentation techniques were used including brightness variation, angle offsetting, and
mirroring. These techniques were used to increase the robustness of the data so that the
network could adapt to a greater number of scenarios. Several variants of training variables
such as batch size, samples per epoch, and number of epochs were tested, with few
differences found between each. The final settings used for testing were a batch size of 32,
300 samples per epoch, and 250 epochs.
3.4 Collection of Data
Data was collected using a ROS network connected within the IRIS Lab, via a data
collection program from the Github repository “End-to-end-self-driving-robot” by
Fdevmsy (Fdevmsy, 2017). The host was set as the Turtlebot netbook. The purpose of
this computer was to receive the velocity commands and translate them to movement
through the Turtlebot. Another laptop was connected through the network which was
connected to an Xbox controller and the Kinect camera used to gather the image data. The
data collection algorithm sampled 20 time frames per second, recording a steering angle
and speed for each cataloged image. Figure 7 shows the csv and image folder structure the
data was stored in. The csv file stored the image file name, speed and steering angle,
respectively.

Figure 7. Structure of the csv file and image folder, respectively, that the data was stored in.
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3.5 Testing of Network
The network was tested using a setup similar but not identical to the track design
shown in figure 5. The Turtlebot was connected to the host netbook which was receiving
steering commands through the ROS network, via a program also from Fdevmsy
(Fdevmsy, 2017). Another laptop was connected to the Kinect camera, and was giving
predictions for the input image frames and publishing them to the velocity command topic.
This would allow the Turtlebot to steer itself based on the learned patterns from the trained
network.
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CHAPTER IV
RESULTS
The network was tested multiple times on the same track and displayed similar
behavior despite multiple changes in the preprocessing and training of the data. The
program used to predict and publish steering angles gave a very similar output to different
situations presented to it as input. Figure 8 shows the predicted steering angles (on the left
side of the figure) when given an input of the image on the right side of the figure. This
appears to have an error based solely on the magnitude of angle output. The angle (shown
in radians) implies that the Turtlebot should be turning at this location, however the correct
action to take would be to continue straight (with a turning angle of 0 radians) for at least
several more seconds.

Figure 8. Turtlebot Output during Straight Pathway
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Figure 9. Turtlebot Output During Curved Pathway

While the incorrect angle prediction is certainly a problem, the main issue is that
the network only predicts a single output angle (give or take a few ten thousandths of a
radian). This can be shown by comparing the output feed of the program in figures 8 and
9. In this example and any other input provided, the output is effectively the exact same
amount. This renders the network unusable, and implies that an error was made in either
the data collection, training, or implementation of the network. The network was retrained
several times with different parameters and augmentation techniques. The data was
changed from being processed as YUV to RGB, cropping was reduced, and other minor
augmentations were removed. The number of epochs was increased and samples per epoch
were decreased, however no changes in performance of the network took place. The
dataset was then analyzed as a possible source of the failure. To analyze the dataset, two
time frames were taken which correlate to the beginning and end of a curve. The images
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taken during this time frame are shown in figure 10. The curve is the first which takes
place in the training dataset and is fairly sharp but still visible throughout the entirety of it.

Figure 10. The Beginning and End of Curve 1

The steering angle for such a curve would be sinusoidal in shape, with the maximum
steering angle occurring in the middle of the turn and resolving to zero at both ends where
the turn subsides. This example of an ideal steering profile can be seen in figure 11. The
actual steering profile for this curve can be shown by analyzing the steering angles between
the two time frames of the images in figure 10. This result is displayed in figure 12, and is
far from the ideal sinusoidal shape for this type of curve. This difference between ideal
and actual shape of the data is what is most likely causing the prediction error within the
network. This data is very unclear as to what is the optimal steering angle for this curve,
showing in the middle a dip to zero where the steering angle should be highest and many
uneven spikes within the entire curve. This lack of a definite trend is what causes confusion
while training. In order to assign value to the image of a curve, the data must be
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Figure 11. The Ideal Steering Profile for a Right Angle Curve

consistently suggesting some value that is optimal at that curve. If the data is too noisy
and does not show any pattern between similar input data values, a single value which
eliminates the error may be chosen by the network as optimal.

Figure 12. Actual Steering Values Between Beginning and End of First Curve
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CHAPTER V
CONCLUSION
5.1 Validation of Hypothesis
The hypothesis of this thesis was that it was possible to use end to end learning to
“steer a robot without intervention down a constructed pathway.” While this experiment
was unsuccessful in its attempt to achieve this task, the hypothesis is not entirely
invalidated. The possibility of this deep learning method to steer a robot has already been
demonstrated on full scale vehicles and remains a possibility given a better was to collect
data.
5.2 Criteria for Success Evaluation
The criteria will be examined individually to determine if each was successful, then as a
whole to determine the success of the project.
1. There must be a network designed for and trained by image data of the created
pathway.
This criterion has been met. The network was successful in training on image data and
predicting output steering angles for images as input.

2. The network must be able to accurately predict the steering patterns when
compared to a human driver.
This was not achieved. The accuracy to human driving pattern were not achieved.
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3. The robot must be able to make it through the path without infractions or straying
away from the path.
This was also not achieved. The robot was not able to traverse any part of the constructed
path successfully due to the issue discussed in the results section.
5.3 Future Recommendations
There are many improvements which could be made to this project to create a
functionally steering robot.
First, the data should be collected in a smoother fashion. The Turtlebot velocity
command input is very crude and does not replicate the smoothness of a steering wheel in
a car, but improvements could be made to the programs which are used to translate Xbox
controller commands to the steering commands received by the Turtlebot.
Second, the track could be altered to accommodate the lack of sensitivity of the
steering. To achieve this, the track would need to be much larger and the turns much wider.
It would still require a very steady hand to operate and the data would need to be checked
before being assumed to be smooth enough.
Third, a smoothing algorithm could be applied to the data which averages the values
of a given number of time frames out to create a more accurate representation of the
necessary steering commands.
Fourth, full scale tests could be performed on cars. If one can gain access to the
steering angle of the vehicle, it would be significantly easier and more substantial to use
this data instead of that of a Turtlebot, which bears little resemblance to real life scenarios.
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