Abstract-Problems related to network coding for acyclic, instantaneous networks (where the edges of the acyclic graph representing the network are assumed to have zero-delay) have been extensively dealt with in the recent past. The most prominent of these problems include (a) the existence of network codes that achieve maximum rate of transmission, (b) efficient network code constructions, and (c) field size issues. In practice, however, networks have transmission delays. In network coding theory, such networks with transmission delays are generally abstracted by assuming that their edges have integer delays. Using enough memory at the nodes of an acyclic network with integer delays can effectively simulate instantaneous behavior, which is probably why only acyclic instantaneous networks have been primarily focused on thus far. However, nulling the effect of the network delays are not always uniformly advantageous, as we will show in this work. Essentially, we elaborate on issues ((a), (b) and (c) above) related to network coding for acyclic networks with integer delays, and show that using the delay network as is (without adding memory) turns out to be advantageous, disadvantageous or immaterial, depending on the topology of the network and the problem considered i.e., (a), (b) or (c).
I. INTRODUCTION
Network coding was introduced in [1] as a means to improve the rate of transmission in networks. Linear network coding was introduced in [2] and it was found to be sufficient to achieve the maxflow-mincut capacity in certain scenarios such as multicast. The linear network coding problem on a network with given sink demands can be considered to have three major subproblems.
• Existence of a network code that satisfies the demands (called a feasible network code).
• Efficient construction of such a network code.
• Minimum field size for the existence of such a network code. The case of acyclic networks with delays was abstracted in [3] as acyclic networks where each edge in the network has an integer delay associated with it. With this setting, the authors of [3] presented the framework for the problem of the existence of a linear network code on such networks. According to the framework of [3] , a feasible network code on an acyclic network has to satisfy two conditions at every sink, which we refer to as (a) invertibility conditions, which have to be satisfied to recover the information sequences demanded at each sink, and (b) zero-interference conditions, which have to be satisfied so that information sequences not needed at a sink do not interference with those that are demanded (a formal description of these conditions are given in Section III). As far as the latter two problems are concerned, most of the literature in network coding has focused on the multicast problem, i.e., where all sinks demand the information generated by all the sources in the network.
The behavioral difference between an acyclic instantaneous network and its delay counterpart arises because the network nodes can mix differently delayed source symbols in the delay network. It has been noted (see [4] [5] , for example) that such delay disparity can be nulled in integer delay networks and instantaneous behavior can be effectively simulated by synchronizing transmissions at the intermediate nodes using enough memory. Simulating instantaneous behavior in the network clearly reduces the decoding complexity at the sinks compared to operating the network without memory. However, besides this obvious utility, other advantages or disadvantages of nulling the inherent delays in the network using memory have not been studied. We investigate these issues in the present work. In particular, we will demonstrate that utilizing the inherent delays in the network as is (without using memory at the intermediate nodes) turns out to be advantageous, disadvantageous or immaterial depending on the network topology and the network coding subproblem considered.
We illustrate this using the following two examples. In the following examples and throughout this paper, given an acyclic network G with certain demands at each sink, we refer to the instantaneous (zero-delay) version of G as G inst , and its corresponding unit-delay version as G ud , in which a single unit of delay denoted by the parameter z is associated with each edge. Example 1 shows a network G for which there exists feasible network codes in G inst , but none for G ud . Example 2 illustrates a network G in which feasible network codes exist over a smaller field for G ud compared to G inst . Note that both these examples indicate the non-triviality of the delay disparity problem in networks with delay. Simulating instantaneous performance using memory at the intermediate nodes of the network of Example 1 renders a feasible network coding solution, while doing so for Example 2 necessitates an increase in the field size.
Example 1: Consider the network G shown in Fig. 1 . Let the field under consideration be F q . Source s 1 has a sequence x 1 (z) (z denoting the time index), which has to be conveyed to sink t 1 , while the sequence x 2 (z) at source s 2 has to be conveyed to sink t 2 . In both G inst and G ud , the topology of the network demands that the linear combination of the two incoming sequences at node v 1 should be such that both the local encoding coefficients are non-zero.
In G inst , the information sequence x 1 (z) is cancelled out at node v 2 to enable sink t 2 to receive x 2 (z), and similarly cancellation of x 2 (z) happens at node v 3 for sink t 1 . In G ud , this cancellation, while being necessary for the network code to be feasible, cannot happen at the nodes v 2 and v 3 because of the disparity in the delays of the flows at their incoming edges. Since the choice of our finite field was arbitrary, it is therefore clear that unless memory is used at some of the intermediate nodes, there exists no feasible network code for this network considered with delays over any finite field. Fig. 1 . A network G where zero-interference conditions fail to hold in G ud Example 2: Consider the network G shown in Fig. 2 . The source s has two sequences x 1 (z) and x 2 (z) to be transmitted to the six sinks t i : 1 ≤ i ≤ 6. This network is clearly a cascaded version of the usual butterfly network and the 4 2 network. As in the case of the 4 2 network, a feasible network coding solution for this network (either in G inst or in G ud ) implies that any two of the four global encoding vectors on the edges e i : 1 ≤ i ≤ 4 should be linearly independent. Therefore, for G inst , a minimum field size of 3 is required to construct a feasible network code. However, for G ud , a binary field is sufficient. Consider the usual network code over F 2 in the butterfly subnetwork of the given network, where the global encoding vectors at the Fig. 2 . A network G where minimum field size requirement decreases in G ud compared to G Table I summarizes the relationships obtained in this paper between some of the network coding problems for instantaneous and unit-delay networks. The organization and the contributions of our work are as follows.
• After setting up the model and the terminology for acyclic networks with delays (Section II), in Section III we prove that the solvability of G inst preserves the invertibility conditions (Proposition 1) in G ud , but not necessarily zero-interference conditions (Example 1). On the other hand, we prove that if G ud is solvable, then G inst is always solvable (Proposition 2). The results on the relationship between the solvability and non-solvability of G inst and G ud are tabulated in the first two rows of Table I .
• In Section III, we also show that whenever there is a polynomial-time algorithm for constructing a feasible network code for G ud , then there is a polynomial-time algorithm for constructing a feasible network code for G inst (Corollary 2). The third row of Table I captures these results.
• In Subsection IV-A, we prove that under certain conditions on the topology of the network there exists an equivalence between a network code over any particular field constructed on G inst and G ud (Proposition 3). Thus, for networks obeying the constraints given in Proposition 3, the minimum field size for constructing a feasible network code for G inst and G ud is the same.The last two rows of Table I lists these results along with related ones.
• In Subsection IV-B, we prove that there exist networks for which the delays prove useful for the field size problem, i.e., feasible network codes can be constructed over a smaller field size for G ud compared to G inst and also show a construction of such networks (Proposition 4). These results are also tabulated in the last two rows of Table I .
We conclude with remarks and directions for further research (Section V). [6] .
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II. NETWORK CODES FOR ACYCLIC NETWORKS WITH
DELAYS
Following the terminology of [7] , an acyclic network is modeled as an acyclic graph G with V being the set of nodes and E the set of edges in the network. Let S ⊂ V be the set of source nodes (generating i.i.d. information sequences) and T ⊂ V be the set of sinks. We assume that the sources have no incoming edges in the network, while the sinks have no outgoing edges. The time unit under consideration shall imply one use of the channels in the network. Each source s ∈ S generates h s information sequences at the rate of h s F q symbols per every time unit, F q being the finite field with q symbols. For each source s ∈ S, we introduce h s imaginary edges (denoted by E s ) incoming at s, which carry the h s information sequences to the source s. Let h = s∈S h s .
Assuming an ordering on the set of information sequences available at the sources, let I t denote an indicator function for a sink t ∈ T , defined as
such that, I t (i) = 1, if sink t demands the i th information sequence, and 0 otherwise. Let C denote the collection of the functions I t , ∀t ∈ T .
Each sink node t ∈ T demands some subset of size h t of the h information sequences generated at the sources. Let h T = t∈T h t . For each sink t, we assume h t imaginary outgoing edges from t, denoted by E t . We represent a network G(V, E) with a set of sources S and a set of sinks T with a set of demands given by C as G(V, E, S, T , C).
Every edge in the directed graph representing the network has a capacity of one F q symbol. We abstract the case of networks with delay by assuming a unit-delay associated with edges of the graph G, represented by the parameter z. We denote the graph G(V, E) along with the delays as G ud , the unit-delay version of G or simply the unit-delay network G ud . Note that network links with integer delays greater than unit are modeled as serially concatenated edges in the directed multi-graph. Because of this reason, we view networks with integer delays and those with unit-delays equivalently.
The set of symbols generated at the sources at any particular instant of time is called a generation of symbols. Any node in a unit-delay network may receive information of different generations on its incoming edges at any particular time instant. Throughout this paper, we assume that the intermediate (non-sink, non-source) nodes are memory-free and merely transmit a F q linear combination of the incoming sequences on their outgoing edges. Also, the zero-delay version of G, referred to as the instantaneous network, is denoted by G inst . The following notations will be used throughout the paper.
ΓI (v)
: Set of incoming (including imaginary) edges at node v ΓO (v) : Set of outgoing (including imaginary) edges at node v δI (v) :
v=head(e) : if e ∈ ΓI (v). v=tail(e) : if e ∈ ΓO(v).
For an edge e ∈ E ∪ E t , we define the local encoding vector as a δ I (tail(e))-length vector, (m e,p (z) : p ∈ Γ I (tail(e))) , where m e,p (z) ∈ F q (z), the field of rational functions over F q . The local encoding vector determines the sequence y e (z) = y e,i z i (y e,i ∈ F q being the symbol at i th time index ) flowing on edge e based on the sequences incoming at tail(e), i.e., y e (z) = p∈ΓI (tail(e)) m e,p (z)y p (z).
(
Note that as the intermediate nodes are allowed to take only F q linear combinations of the incoming sequences, we have for an edge e / ∈ Γ O (s) (for any s ∈ S), m e,p (z) = zm e,p , where m e,p ∈ F q and the parameter z denotes the delay incurred during the transmission through edge e. For an edge e ∈ Γ O (s) of some source s ∈ S, we have m e,p (z) = 2011 IEEE Information Theory Workshop zm e,p (z), wherem e,p (z) ∈ F q (z), as we let the sources take arbitrary combinations over F q (z). The additional z again denotes the delay incurred on the edge e. For G inst , note that m e,p (z) = m e,p ∈ F q , for any pair of edges e and p, and therefore the corresponding input-output relationship for any edge e is given independent of the time index as y e = p∈ΓI (tail(e)) m e,p y p , where y e , y p ∈ F q .
Let m denote the set of all local encoding coefficients (all taking values from F q ), i.e., for G ud m is the set of all components of the local encoding vectors at all intermediate nodes and the coefficients of the numerator and denominator polynomials of the local encoding vectors at the sources, while for G inst , m denotes the set of all m e,p . The difference between the two will be clear from the context.
The network coding problem implies a choice of the local encoding coefficients m e,p such that each sink can recover the information it demands. Because of the linearity of (1) Having ordered the h input sequences and the h T output sequences, the input-output relationship of G ud can be represented as a h×h T matrix over F q (z) called the overall transfer matrix [3] , M (z), of the network, the columns of which are the global encoding vectors of the imaginary outgoing edges from the sinks. The transfer matrix corresponding to a particular sink t, is the h × h t matrix M t (z), the columns of which are the global encoding vectors of the imaginary outgoing edges from the sink t. Therefore, for x(z) being the h-length input vector and y t (z) being the h t -length output vector at sink t, we have y t (z) = x(z)M t (z). For G inst , the components of the global encoding vectors and network transfer matrices are all elements from F q . For more details on the structure of these matrices, we refer the reader to [3] .
III. EXISTENCE OF NETWORK CODES FOR ACYCLIC NETWORK WITH DELAYS
The problem of network code existence was presented from an algebraic point of view in [3] . The local encoding coefficients m are assumed to be variables which can take values from a large enough finite field. A network code, i.e., a particular choice of the set of all local encoding coefficients m, is defined to be feasible, i.e., it achieves the given set of demands at the sinks, if the following two conditions are satisfied.
• Invertibility conditions: For each sink t, the h t × h t submatrix M ′ t (z) of M t (z), the rows of which corresponding to the inputs demanded at sink t, is invertible over F q (z).
• Zero-Interference conditions: For each sink t, the elements of the matrix M t (z) which are not part of
are zero. Note that if the mincut between any source s and any sink t is less than the number of information sequences demanded by t from s, then the network coding problem is clearly not solvable. Besides the mincut conditions, the topology of the network also affects the ability to satisfy the demands in the network. Similar conditions (except for the delay parameter z) for feasibility hold good for the G inst also.
We now provide some results regarding the question of whether the solvability of G ud implies the solvability of G inst also, and vice versa.
Proposition 1: Let G ud (V, E, S, T , C) be an acyclic, unitdelay network with a given set of sink demands and G inst (V, E, S, T , C) be the corresponding instantaneous network. Let m ′ be a set of local encoding kernels which result in a network code for G inst , satisfying the invertibility conditions. Then m ′ continues to satisfy the invertibility conditions for G ud .
For the multicast case, which have no zero-interference conditions, it follows that any feasible network code for G inst continues to be feasible for G ud , as was proved in Proposition 1 of [8] .
In a general non-multicast network coding problem, it might not be possible to satisfy the zero-interference conditions in the network G ud , though they can be satisfied in the network G inst . This is because of the fact that different flows which cancelled out the interference in G inst can take paths of different delays in the corresponding acyclic network with delays, thereby preventing the cancelling effect. Example 1 illustrated one such network.
In light of Proposition 1 and Example 1, it can be observed that the solvability of a network coding problem on G inst need not imply solvability for G ud . The following proposition answers the reverse problem, i.e., that solvability of a given G(V, E, S, T , C) for G ud implies its solvability for G inst .
Proposition 2: Let G ud (V, E, S, T , C) be an acyclic, unitdelay network with a given set of sink demands and G inst be the corresponding instantaneous network. If there exists a feasible network code for G ud (V, E, S, T , C), then there exists a feasible network code for G inst (V, E, S, T , C).
Proposition 2 leads to the following corollary, about the relationship between the non-solvability of the G inst and that of G ud of a network coding problem for an acyclic network G.
Corollary 1: Let G ud (V, E, S, T , C) be an acyclic, unitdelay network with a given set of sink demands and G inst be the corresponding instantaneous network. If there exists no feasible network code for G inst (V, E, S, T , C), then there exists no feasible network code for G ud (V, E, S, T , C).
The proof of Proposition 2 involves an actual construction of a feasible network code for G inst starting from a feasible network code for G ud . Such a construction implies the following corollary on a polynomial-time construction for a feasible network coding solution for G inst .
Corollary 2: Let G ud (V, E, S, T , C) be an acyclic, unitdelay network with a given set of sink demands and G inst 2011 IEEE Information Theory Workshop be the corresponding instantaneous network. If there exists a polynomial-time construction algorithm for a feasible network coding solution on G ud , then there exists a polynomial-time construction algorithm for a feasible network coding solution on G inst .
IV. RELATIONSHIP BETWEEN THE MINIMUM FIELD SIZE
PROBLEM FOR G ud AND G inst
In this section, we discuss the effect of considering delays in the network on the field size over which a valid network code can be designed for an acyclic network G.
A. Equivalence of minimum field size problem between G inst and G ud
The following proposition gives a class of networks for which the minimum field size is equal for both G inst and G ud , by demonstrating a sufficient condition under which certain network coding solutions remain feasible for both G inst and G ud . We define for a node v ∈ V\S, a set Q(v) which consists of all possible paths (a path being a sequence of edges following an ancestral order) from the source nodes to v such that any two paths differ by at least one edge. We also define for a node v ∈ V\S, a |Q(v)|-length depth vector d(v), each component (in Z + ) of which indicates the total delay incurred in the corresponding path of Q(v) from some source s to node v.
Proposition 3: Let G ud (V, E, S, T , C) be an acyclic, unitdelay network with a given set of sink demands and G inst (V, E, S, T , C) be the corresponding instantaneous network. Suppose the topology of G ud is such that for any v ∈ V\S, the components of the depth vector d(v) are all equal. Let U be the set of all feasible solutions for G ud (V, E, S, T , C) such that the sources combine information symbols without using memory, i.e., the symbols only from the current generation, and U q be the subset of U with solutions from the field F q . Then the following statements are true. 1) Any solution from U for G ud is also a feasible solution for G inst . 2) Any feasible solution for G inst is a feasible solution for G ud . 3) If q min is the minimum field size for which a feasible network code exists for G ud and the subset U qmin of U is non-empty, then q min is the minimum field size required for a feasible solution for G inst too. Proposition 3 leads to the following corollary on the relationship between non-solvability of G inst and that of G ud for an acyclic network G over any particular field.
Corollary 3: Let G ud (V, E, S, T , C) be an acyclic, unitdelay network with a given set of sink demands and G inst (V, E, S, T , C) be the corresponding instantaneous network. Suppose the topology of G ud is such that for any v ∈ V\S, the components of the depth vector d(v) are all equal. If G ud has no feasible solutions over some particular field F q , then neither does G inst .
B. Reduction of minimum field size in G ud
Example 1 illustrated a situation where the disparity in the delays of the symbols arriving at a node prevented the possibility of obtaining a feasible network code. However, such delay disparity can also be useful as we have already seen in Example 2. Proposition 4 shows that there exist several unit-delay networks for which a binary field is sufficient for constructing a feasible network code, irrespective of the field size required for their instantaneous counterparts.
Proposition 4: There exist acyclic networks for which a feasible binary network code exists for the unit-delay networks irrespective of the minimum field size required to design a feasible network code for the corresponding instantaneous networks. In particular, given a single-source acyclic network G with multicast demands and with at least h s node-disjoint paths (h s being the number of information symbols at source) from the source to each sink, it is always possible to construct a modified networkG such thatG inst has the same minimum field size requirement as G inst , but a binary field size would suffice to obtain a feasible network code forG ud .
V. CONCLUDING REMARKS
The results obtained in this work indicate that using delays in the network might be beneficial in certain situations, while being not useful in others. In any case, the delays in the network cannot be ignored for analyzing any network coding problem. Subsequent work might include the analysis of random network coding in unit-delay networks and the study of cyclic networks in a similar manner.
