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ABSTRACT
The advent of a new generation of large-scale galaxy surveys is pushing cosmological numer-
ical simulations in an uncharted territory. The simultaneous requirements of high resolution
and very large volume pose serious technical challenges, due to their computational and data
storage demand. In this paper, we present a novel approach dubbed Dynamic Zoom Simula-
tions – or DZS – developed to tackle these issues. Our method is tailored to the production of
lightcone outputs from N-body numerical simulations, which allow for a more efficient stor-
age and post-processing compared to standard comoving snapshots, and more directly mimic
the format of survey data. In DZS, the resolution of the simulation is dynamically decreased
outside the lightcone surface, reducing the computational work load, while simultaneously
preserving the accuracy inside the lightcone and the large-scale gravitational field. We show
that our approach can achieve virtually identical results to traditional simulations at half of
the computational cost for our largest box. We also forecast this speedup to increase up to
a factor of 5 for larger and/or higher-resolution simulations. We assess the accuracy of the
numerical integration by comparing pairs of identical simulations run with and without DZS.
Deviations in the lightcone halo mass function, in the sky-projected lightcone, and in the 3D
matter lightcone always remain below 0.1%. In summary, our results indicate that the DZS
technique may provide a highly-valuable tool to address the technical challenges that will
characterise the next generation of large-scale cosmological simulations.
Key words: methods: numerical – software: simulations – large-scale structure of Universe
– dark matter
1 INTRODUCTION
Numerical simulations play a pivotal role in cosmology and astro-
physics. Their importance surged in the last few decades, establish-
ing them as one of the primary investigation tools in these disci-
plines. However, cosmological observations of ever-growing preci-
sion require increasingly accurate – and thus expensive – simula-
tions to be interpreted. Forthcoming instruments like Euclid (Lau-
reijs et al. 2011), WFIRST (Spergel et al. 2015), the Vera C. Rubin
Observatory (formerly known as LSST, Ivezic´ et al. 2019) and
DESI (DESI Collaboration et al. 2016a,b) will provide an unprece-
dented amount of data, outperforming all previous observational
campaigns in terms of both quality and covered volume. Their in-
terpretation therefore demands a new generation of numerical sim-
ulations comprising volumes of the universe comparable in size
? egaraldi@mpa-garching.mpg.de
with those covered by such surveys and – simultaneously – of high
physical fidelity.
This upcoming new era of numerical simulations faces a series
of technical challenges. First and foremost, the total time required
for their completion increases more than linearly with both resolu-
tion and volume. In addition, the information stored per resolution
element is hardly reducible, entailing that the memory requirements
of such simulations keep increasing, in contrast with the trend in
high-performance computing facilities to decrease the amount of
available memory – both on the machine and the CPU level.
Hence, even on the top-ranked supercomputing infrastructures
currently available, the most advanced simulations can easily ne-
cessitate of large fractions of the entire supercomputer for very long
time. For instance, the TNG50 run of the Illustris-TNG simulation
project (which follows gravitational, magnetic, and hydrodynami-
cal interactions, Nelson et al. 2019; Pillepich et al. 2019) required
approximately 128 TB of memory for over 90 million CPU-hours.
Similarly, the Euclid flagship simulation (Potter et al. 2017) em-
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ployed a similar amount of memory for more than 4 million CPU-
hours to follow the evolution of a Dark Matter-only universe.
Even if the aforementioned issues were taken care of, the com-
munity would be faced with the technical challenge of storing the
data produced by such large simulations. The typical approach is
to output time slices of the whole simulation volume (i.e. saving
the properties of all simulated particles at a given cosmic time in
a so-called snapshot) and then, in post-processing, inspect them as
a time series. When trying to mimic the survey view of the Uni-
verse (where images of structures at different cosmic times coexist),
snapshots are combined in order to create lightcones-like data (e.g.
Hollowed 2019). This can be done either with a piecewise-constant
approximation or interpolating the particle position between adja-
cent outputs. In both cases, a large number of time slices are nec-
essary in order to reach the degree of fidelity required by modern
galaxy survey data, with only a small fraction of the particles in
each snapshot concurring to the lightcone reconstruction. However,
such procedure would require a prohibitively-large amount of stor-
ing space in the case of the most advanced simulations.
This technical challenge prompted some simulators to aban-
don the traditional snapshot format in favor of lightcone outputs
(pioneered by Evrard et al. 2002, and more recently employed e.g.
in Fosalba et al. 2008, in the Euclid flagship simulation presented
in Potter et al. 2017, and in the 768 h−1 Mpc run of the simula-
tions in Arnold et al. 2019). In this approach, lightcones are pro-
duced on the fly by saving to disk only the particles that are, at any
given redshift z, in a thin spherical shell with outer radius equal
to the lightcone radius1 Rlc(z), centered on the observer. They rep-
resent the only output of the simulation (possibly complemented
by few traditional snapshots). This enables simulations to reach a
much more fine-grained discretisation of the lightcone while saving
a large amount of storage space, as only particles belonging to the
lightcone are stored.
While tackling the issue of storing and post-processing simu-
lation data, the use of lightcone outputs does not ease the challeng-
ing run-time memory and computational power requirements of
such massive numerical enterprises. Recently Llinares (2017, L17
hereafter) proposed a new simulation method dubbed the Shrink-
ing Domain Framework (SDF) as a possible solution to these prob-
lems. Such approach exploits the fact that the lightcone radius Rlc
decreases with time and, simultaneously, most of the computational
effort is invested at late times, as a consequence of increased clus-
tering of matter. In the SDF, particles outside of the lightcone (i.e.
more distant than Rlc from the observer) are discarded from the nu-
merical integration, thereby speeding up the simulation since the
number of resolution elements to be evolved decreases with time
as the lightcone volume shrinks onto the observer. However, the
performance improvement obtained with such a radical modifica-
tion of the simulation structure does not come for free: the price to
be paid for this faster algorithm is the loss of periodicity of the sys-
tem, which is a fundamental assumption for many numerical grav-
ity solvers. As a consequence, the nature of the gravitational solver
changes, transforming the Poisson equation into an equation that
accounts for the finite information propagation speed2. Addition-
ally, density perturbations (and therefore gravitational interactions)
1 The ligthcone radius is defined as the comoving distance χ(z) along a null
geodesic stemming from the observer at z = 0 and connecting it to an event
situated at redshift z.
2 The equation used in L17 is not the correct one and should be replaced
by the trace of the Einstein’s equation. Preliminary tests show no change in
results or performance (Llinares, private communication).
on scales larger than Rlc are effectively ignored. While the latter
would not have any impact inside the lightcone in a fully-relativistic
treatment of gravity, this is not the case in the Newtonian approxi-
mation typically enforced in many cosmological simulation codes.
A totally different approach to the problem of reducing the
computational cost of large cosmological simulations has been pro-
posed in Tassev et al. (2013). Their method, dubbed COmoving
Lagrangian Acceleration (COLA), solves the large-scale motion
using the second order Lagrangian perturbation theory, while the
small-scale motion is integrated using a N-body code. This ap-
proach allows to sacrifice accuracy on small scales to gain orders of
magnitude in simulation speed. As a result, the COLA method ap-
proximates the large-scale matter distribution very well, but fails to
match the internal structure of Dark Matter haloes, which is crucial
for producing realistic galaxies. Additionally, this method does not
allow the treatment of baryons (although it has been proposed to
use a gradient-based method to mimic the output of hydrodynami-
cal simulations, at the cost of introducing nuisance parameters, see
e.g. Dai et al. 2018).
In this paper we present a new method dubbed Dynamic Zoom
Simulation (DZS) devised to overcome the technical challenges
faced by modern simulations. Similarly to the SDF, the algorithm
is designed to focus computational effort only in the regions of
the simulation domain that are necessary for building a lightcone
with given depth. However, in order to retain the large-scale grav-
ity modes and render the implementation simpler and suitable to
virtually all simulation codes available, we do not discard particles
at distance d > Rlc from the lightcone center. Instead, we progres-
sively decrease their resolution by merging together multiple par-
ticles, according to an adjustable set of rules. This approach beats
down the computational cost and, simultaneously, does not require
any change in the gravity solver.
The paper is organized as follows. In Sec. 2 we describe the
details of the DZS algorithm and its implementation in the popular
simulation code PGADGET-3 (a previous version of which has been
described in Springel et al. 2001; Springel 2005). Then, we de-
scribe a suite of numerical tests (Sec. 3) exploring the accuracy of
the DZS algorithm. Its performance is studied in Sec. 4. We provide
concluding remarks in Sec. 5.
2 DYNAMIC ZOOM SIMULATIONS
In recent years large cosmological simulations shifted from the
(historical) snapshot outputs to lightcone ones. This shift has been
driven both by the aforementioned technical challenges of storing
a large number of snapshots for increasingly large simulations, and
by the fact that galaxy surveys data – i.e. the main target of such
large simulations – naturally come in the form of a lightcone. How-
ever, the internal structure of N-body codes has not evolved to re-
flect this change. In fact, simulation algorithms still commonly in-
tegrate the motion of all particles in the whole simulation volume,
including those situated at distances d > Rlc from the observer.
Hence, a substantial amount of computation time is spent on re-
gions of the simulation box that are then discarded in the output
process. At low redshift3, the time wasted in such a way can be
orders of magnitude larger than the one employed to integrate the
3 The relevant redshift depends chiefly on the box size Lbox, which deter-
mines the redshift z˜ at which the lightcone encloses a volume significantly
smaller than the simulation box, i.e. (4/3)piRlc(z˜)3  L3box.
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Figure 1. Space-time diagram (in 1+1 dimensions). The black solid lines show the lightcone for an observer placed at the origin assuming a Planck Collabora-
tion et al. (2016) cosmology. The maximum (‘target’) redshift of the simulated lightcone (horizontal dashed line) corresponds to a minimum (‘target’) box size
(vertical dot-dashed line). In normal simulations aiming at producing a lightcone output, the entire box is simulated from the initial conditions (undulating line
on top) down to redshift zero. This is illustrated by the image in the background (representing a simulated cosmological density field in a 512 h−1 Mpc box,
and used only for displaying purposes). The grey-shaded areas highlight regions of space-time that are simulated but discarded, as not part of the lightcone.
Finally, the thin light-gray horizontal lines exemplify the integration procedure adopted in simulations, where the entire box is advanced in time by a timestep
dt.
motion of particles within the lightcone. A way to partially com-
pensate for this is to employ the same simulation to produce mul-
tiple lightcones, i.e. placing multiple observers in the simulation
box. However, such approach entails that the lightcones produced
are not independent, as they sample the same region of the uni-
verse and thus the same structures (although at different times in
their evolution). In the following, we focus on simulations that aim
at producing a single full-sky lightcone for an observer placed at
the center of the simulation box. The reason for this choice is that
forthcoming galaxy survey will cover a fraction O(1) of the sky.
The concept described above is exemplified in Fig. 1 where
we plot a 1 + 1-dimensional projection of the lightcone evolu-
tion (solid lines) as a function of lookback time , converging at
the observer location at the present time while diverging at the
Big Bang, respectively located at the bottom and the top of the
plot. In this example, we highlight a portion of Universe with
linear size Lbox ≈ 7000 h−1 Mpc by enclosing it in vertical dot-
dashed lines. When such a region is simulated (visually represented
with an evolving cosmological density field, taken for display pur-
poses only from a simulation with box size Lbox = 512 h−1 Mpc ),
the particles’ equations of motion are integrated between discrete
timesteps dt (horizontal grey lines). Particles are saved in the light-
cone output when they encounter the solid lines (i.e. the lightcone
boundary) during their time integration (which progresses from top
to bottom in the Figure).
All particles below the ±Rlc lines (i.e. within the gray-shaded
area) are therefore simulated although never used (again) for the
lightcone construction. Even assuming the computational time is
evenly distributed across cosmic time (while in reality matter clus-
tering increases the computational cost at low redshift), it can be
seen that a large fraction of the computing time is spent on particles
that are then discarded. The Figure also exemplifies how, in order
to obtain a lightcone out to some target redshift (horizontal dashed
line) without tiling simulation replicas, the box size required (ver-
tical dot-dashed lines) quickly increases.
As we mentioned in the previous section, in a fully-relativistic
setup, particles outside the lightcone do not affect the evolution of
those inside, and hence their integration can be stopped as soon as
they leave it with no consequence on the result (as it is done in
the SDF). However, the vast majority of cosmological codes work
in a Newtonian approximation, computing the gravitational field
assuming an infinite speed of light (i.e. the gravitational field at any
given time depends on the full matter distribution at such time).
Therefore, simply stopping the integration of (or even removing)
particles outside of the lightcone is not a suitable approach.
In order to overcome this limitation, the DZS algorithm com-
bines the relativistic notion of lightcone with the Newtonian nature
of typical cosmological simulations, in a way which is fully consis-
tent with the latter and does not require the gravitational solver to
be changed. Hence, it can be integrated with minimal modifications
in most existing N-body codes. Such property of the DZS method is
particularly valuable, as an array of auxiliary features, physical and
processing modules, and optimizations already implemented in the
baseline codes can be used alongside DZS, and benefit from the im-
proved computational performance. In order to test the fidelity and
speed-up obtained using the DZS approach, we have implemented
it in the popular PGADGET-3 code , which is briefly reviewed in the
following Section.
MNRAS 000, 1–16 ()
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2.1 The PGADGET-3 code
In the following, we briefly summarize the main features of the
code PGADGET-3, with emphasis on the ones that are most relevant
for our implementation of the DZS algorithm. We refer the reader
to Springel (2005) for a more-detailed description.
PGADGET-3 follows the evolution of dark matter (DM) and
baryons, discretizing them into particles. It employs a Smoothed
Particle Hydrodynamic (SPH) approach to solve the hydrodynam-
ics equation, while an hybrid TreePM algorithm is used to compute
gravitational forces. In this work, we focus on DM-only simula-
tions, where SPH is not relevant, and hence we only describe the
features relevant to gravitational interactions. However, the DZS
algorithm can be easily extended to any additional implementation
employing particles as tracers of some underlying physical quanti-
ties.
The hybrid algorithm employed by PGADGET-3 combines the
speed, long-range accuracy and memory efficiency of the particle-
mesh algorithm (PM, see e.g. Klypin & Shandarin 1983; White
et al. 1983) with the high dynamical range and short-range preci-
sion of a tree algorithm, in the so-called TreePM algorithm (Xu
1995; Bode et al. 2000; Bagla 2002; Bagla & Ray 2003). The for-
mer uses an auxiliary (uniform) grid to compute the matter density
and determines the gravitational force by solving the Poisson equa-
tion in Fourier space. In the tree algorithm, on the other hand, all
the particles in the simulation domain populate an oct-tree, and the
gravitational acceleration exerted on a given particle by all the other
ones is computed through the multipole expansion of the gravita-
tional attraction of each tree node. In PGADGET-3 this expansion
stops at the monopole order. The size of the tree nodes employed
(i.e. how ‘deep’ the oct-tree is traversed) is determined dynamically
employing one of two available tree-opening criteria: a geometrical
one comparing the node linear size with its distance from the parti-
cle considered, and a relative one limiting the (estimated) force er-
ror introduced by the multipoles expansion. The PM and tree-based
gravitational force estimations are then combined in Fourier space
using an exponential kernel, ensuring a smooth transition between
the tree-dominated (inner) region and the PM-dominated (outer)
one.
The PGADGET-3 tree structure is implemented as a linked list
of nodes. Each node represents a portion of the simulation box
and stores both physical properties of the particles (e.g. total mass,
center-of-mass position and velocity, . . . ) in such region of space
and a series of links used to traverse the tree. The resulting 3-
dimensional oct-tree represents a hierarchical structure of nodes:
the top – or root – node coincides with the simulation domain,
while the tree level below it is made of 8 child nodes, each of which
covers one octant of the parent node. This partition is recursively
repeated at each level of the tree for every node containing more
than one particle. We adopt a common terminology to indicate the
relationship between such nodes, using the terms parent, child, and
sibling node to indicate the ones in the upper, lower and same tree
level of the considered node, respectively. Finally, PGADGET-3 is
a massively-parallel code. The computation, particle data, and oct-
tree are distributed over multiple computing tasks using the Mes-
sage Passing Interface (MPI, Clarke et al. 1994). The connection
between tree branches residing on different tasks is provided by
pseudoparticles, i.e. particle-like structures that store the center-of-
mass properties of each tree node stored on another task.
In order to cope with the large dynamical range typically en-
countered in astrophysical systems, PGADGET-3 allows particles to
have individual timesteps, determined by their dynamical proper-
ties. For instance, high-density environments can have orders-of-
magnitude smaller timescales than the intergalactic medium. In
particular, particle timesteps in PGADGET-3 are organized in power-
of-two subdivisions of the system timestep dt, i.e. individual parti-
cle timesteps are rounded to the closest smaller interval dtn ≡ dt/2n.
Hence, all particle timesteps are commensurable to each other and,
therefore, it is ensured that there exist simulation steps – called
global – in which all particles are actively evolved.
Finally, in PGADGET-3, particles can belong to six different
groups – or types – each one of them potentially having unique
properties, most notably their mass and gravitational softening
length h. Typically, different particle types are used to represent ei-
ther (astro)physically-different (e.g. gas, stars, black holes, etc.) or
numerically-different (e.g. particles with different resolution) ob-
jects, as well as a mix of the two. We anticipate here that we will
indeed employ different types for the latter.
2.2 The DZS algorithm
Our implementation of the DZS algorithm builds on the oct-tree
structure of PGADGET-3 as an independent module which is called
recursively during the simulation. When the DZS module is in-
voked, the entire simulation oct-tree is ‘walked’ starting from the
root node. Whenever a node does fulfill a set of node-merging cri-
teria, its children nodes are replaced by a single particle inheriting
all their physical and numerical properties , as detailed in the next
paragraphs. If the criteria are not satisfied, the process is repeated
separately for each child node. This approach requires only a single
tree walk (which scales with the logarithm of the number of parti-
cles), making it very efficient. In all our tests, the time required by
the execution of the DZS module itself is negligible, never exceed-
ing 0.1% of the entire simulation time. This does not include any
additional overhead that may arise from the work-load imbalance
due to the (potentially large) difference in resolution across the sim-
ulation domain, which will be discussed in detail in Sec. 4.1.1.
The error introduced by the suppression of the simulation res-
olution in the nodes that fulfill the merging criteria (correspond-
ing to regions of the simulation domain lying outside the observ-
able lightcone, as will be detailed below) can be arbitrarily reduced
by tweaking the node-merging criteria themselves, at the cost of a
smaller performance gain. We have implemented the node-merging
criteria to resemble the ones used in the force computation (see
Sec. 2.2.1 for more details). Hence, if the parameters used are
equal, the error introduced by DZS at any given timestep and for
any given particle inside the lightcone is ensured to be at most the
one introduced by the force computation. Typically, however, we
advise to employ more stringent criteria for DZS, as its effects are
permanent and generally non-isotropic for any given particle (un-
like, in principle, the error introduced by the force computation).
In Fig. 2 we provide two examples of how the node-merging
procedure of the DZS algorithm works in practice. The Figure de-
picts the tree structure on a single MPI task hierarchically dis-
tributed along the vertical direction, where each grey box represents
a node, the thin black lines show its connections to other nodes, par-
ticles are depicted by grey circles, and diamond symbols are used
for pseudo-particles. The two boxes show two details of the node-
merging process, using a simple color coding where red dashed
lines signal that particles encountered during the walk should not
be merged, while green solid lines flag that particles should be de-
refined. In the lower left box, the tree walk (red dashed line) reaches
node 2, the merging condition is checked but not met. The tree walk
continues from the first child node (10) and, since the latter is a par-
MNRAS 000, 1–16 ()
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Figure 2. Flowchart of the tree walk in the DZS algorithm. The two boxes in the lower part of the Figure show two examples of tree walk, using a simple color
scheme with green solid lines signaling that particles encountered during the walk should be de-refined, and red dashed lines signifying that they should not
be merged.
ticle, the walk continues from its sibling 11. In this case, the merg-
ing criterion is met and, therefore, the node is flagged for merging
(depicted by the tree-walk line becoming solid green), and the walk
continues from its first child (34). The latter is a particle, and since
its parent node satisfies the merging condition, it is flagged for de-
refinement before the walk continues from its sibling (35). When
the last child node is processed, the walk returns to the parent node
(11).
A slightly different configuration is presented in the bottom
right box. In this case, one of the child nodes is a pseudoparti-
cle (33). Since the tree is consistent across different tasks, the de-
refinement process produces exactly the same outcome indepen-
dently of the particle distribution among tasks. Hence, pseudopar-
ticles are safely ignored, as the task containing the data pointed
to by such pseudoparticles will process them and is guaranteed to
accomplish identical results.
Once the full tree has been walked, particles flagged to be de-
refined are removed and tree nodes flagged to be merged are turned
into particles. If nodes flagged for de-refinement only contained
particles local to the task, the new low-resolution particle is sim-
ply created in loco; however, whenever a flagged node contains a
pseudoparticle – i.e. the tree branch is partly contained in another
task – the newly-created particle will reside on the task whose rank
is the minimum among all tasks contributing to that tree branch.
This precautionary measure ensures that only a single new particle
is created for branches mapped to several tasks and does not require
communication, which could be a source of performance loss.
As mentioned, PGADGET-3 allows particles to have individ-
ual timesteps. To maintain the time-integration consistency, parti-
cles grouped together by DZS need to be synchronized. This is en-
sured by applying the DZS algorithm only during so-called global
timesteps.
By removing and replacing particles within the simulation,
DZS drastically changes the particle distribution across tasks, as
well as the tree structure. For this reason, whenever DZS modifies
at least one particle, the tree needs to be rebuilt, the acceleration and
timestep of new particles recalculated, and a new domain decom-
position performed. To mitigate (and in fact practically remove) the
overhead introduced by these operations, we additionally restrict
DZS to be invoked only whenever a new domain decomposition
(which is the most time-consuming of them) is performed. By run-
ning DZS just before a standard domain decomposition, we ensure
that the computational effort invested into it is not duplicated. Fi-
nally, we force individual particle timesteps outside of the lightcone
to be at most as short as the shortest timestep inside it. While most
of the times this condition has no effect, it can prevent some patho-
logical situation where two particles outside of the lightcone get
unphysically close as a consequence of the de-refinement proce-
dure, and hence require a very short timestep to precisely integrate
their dynamics, despite the latter has a negligible impact on the
evolution of particles inside the lightcone.
By grouping particles together, DZS changes the mass of in-
dividual resolution elements in the simulation while preserving the
total mass in the system, unlike SDF. Although taking place outside
of the lightcone – where the detailed dynamics of particles is of no
interest – the evolving particle mass can potentially alter the large-
scale density field and increase the computational cost of the sim-
ulation. The latter is a consequence of the larger gravitational pull
of de-refined particles (due to their increased mass) that can signifi-
cantly decrease the timestep of nearby particles if not compensated
by an appropriate scaling of their gravitational softening. Keeping
MNRAS 000, 1–16 ()
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in mind that the latter is related to the ideal volume occupied by
the density element represented by each zero-dimensional particle,
DZS rescales the original softening length by a factor (M/Minit)1/3,
where Minit is the initial (i.e. before de-refinement) mass of parti-
cles.
The merging criterion employed by DZS is designed to en-
sure a precise integration of particles inside the lightcone (see
Sec. 2.2.1). However, the evolution of the large-scale gravitational
field needs to be approximately followed as well, since it affects the
particles inside the lightcone in the Newtonian approximation. For
this reason, the merging criterion is complemented with the possi-
bility to limit the maximum linear size lmax of the nodes flagged to
be merged. This is similar to setting the background resolution in
zoom-in simulations. Notice that even the very conservative choice
of lmax = 2lmin, where lmin = Lbox/N
1/3
p is the smallest node size
if particles were homogeneously distributed, already significantly
speeds up the computation approximately by a factor & 16 outside
of the lightcone4
Finally, our implementation of DZS allows de-refined parti-
cles to be moved to a different particle type with respect to the
full-resolution particles, to allow for an easier handling of the sim-
ulation dataset for both on-the-fly and post-processing operations.
2.2.1 De-refinement criteria
Since the de-refinement criteria of the DZS scheme are based on the
tree-opening criteria used in the force calculation in PGADGET-3,
we first review the latter before introducing their adaptation to DZS.
The relevant quantities and geometry are schematically depicted in
Fig. 3.
PGADGET-3 allows for two different opening criteria in the
force calculation, one geometrical and one dynamical. The former
requires that, for each target particle i for which the force is to be
computed, a given node n must be opened (i.e. the tree walk should
be continued through its child nodes) whenever its linear size ln is
larger than the distance between its centre of mass and the particle
din = |ri − rn| times an (user-defined) ‘opening angle’ θgeom, i.e.
ln
din
≥ θgeom. (1)
The second – dynamical – criterion is devised to strictly en-
force a maximum force error introduced by the tree-opening choice
and, at the same time, to allow large nodes to be used whenever
possible. It takes the form
GMn
d2in
(
ln
din
)2
≥ αdyn |ai,old| (2)
where G is the gravitational constant, Mn is the total mass con-
tained in the node, ai,old is the particle acceleration in the previous
timestep, and αdyn is a (user-defined) parameter that sets the force
accuracy.
These opening criteria are local, since they are used – and
yield different results – for each particle i in the simulation. How-
ever, they need to be cast into global criteria to be usable by DZS,
4 The factor & 16 is made up by a factor 8 coming from the decreased
number of particles, a factor of 2 coming from the increased mean inter-
particle distance that allows larger timesteps, and an additional gain from
the reduced clustering, since the merging criterion is geometical and, hence,
clustered particles are merged into single de-refined particles.
  
Rlc
b
ln
dn-obs
OBS
Figure 3. Schematic representation of the relevant lengths involved in the
de-refinement process. We are showing here a 2D projection of one octant
of the simulation box. The observer is located at the bottom right corner
(corresponding to the center of the box, while the solid circle and dark-gray
shaded area represent the lightcone radius and volume, respectively. The
light-gray shaded region (delimited on the outside by the dashed circle)
denotes the buffer zone. Finally, a single tree node is depicted in the top left
of the plot.
since its modifications to the simulation affect all particles. In ad-
dition, the force computation is ‘particle-centered’, while DZS re-
quires ‘node-centered’ criteria. To achieve this, we have replaced
the distance din with the minimum distance of the node n to any
given particle lying inside the lightcone, allowing for an additional
spherical shell of user-defined width b that acts as a buffer zone. In
practice, d is replaced by
Dn = min
i: |ri−robs |<Rlc+b
|rn − ri| = max (dn−obs − Rlc − b, 0) (3)
where dn−obs denotes the distance between the center of mass of
the node and the center of the lightcone (i.e. the observer’s location
robs).
While this replacement is sufficient to make the geometric cri-
terion global, the dynamical one depends on an additional local
quantity, namely the last-recorded acceleration of the particles. For
this reason, we have replaced ai,old with its minimum value among
all particles inside the lightcone.
Finally, we note here that the buffer zone can be used in order
to enforce a minimum volume (i.e. a sphere of radius equal to the
buffer length b) to be resolved at the original resolution down to z =
0. This allows (i) the production of a traditional time-slice output of
a desired fraction of the simulation box; and (ii) to produce multiple
lightcones (for observers at different locations in the box) within
the same run, which are independent from each other out to some
redshift z (the exact value depends on the observer locations).
In the remainder of the paper, unless otherwise specified, we
will adopt a standard configuration of DZS employing a geomet-
rical opening criterion with angle θgeom = 0.1, a maximum node
length of lmax = 4λ, where λ is the mean inter-particle distance
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(e.g. ensuring the low-resolution region is sampled with an equiv-
alent resolution of at least 1283 for a simulation with 5123 parti-
cles), and a buffer size corresponding to 5λ. These are relatively
conservative parameters. The effect of different parameter choices
are investigated in Sec. 3.3.
2.2.2 Future developments
Before moving on to a thorough validation of the DZS algorithm in
the following Section, we want to briefly mention here some fore-
seeable developments that can – or are going to – be included in
DZS. The structure of DZS is such that it can be easily extended to
all particle-based implementations of additional physics that may
be already available in the code, or that may be included in the fu-
ture. For instance, PGADGET-3 is already capable of simulating a
wide variety of physical processes beyond the (nowadays standard)
adiabatic and radiative hydrodynamics, as e.g. Modified Gravity
(e.g. Puchwein et al. 2013), non-standard Dark Sector physics (e.g.
Baldi et al. 2010; Baldi 2012), massive neutrinos (e.g. Viel et al.
2010), Ultra-Light Axions (also known as Fuzzy Dark Matter, see
e.g. Nori & Baldi 2018), radiation-transport (e.g. Pawlik & Schaye
2008; Petkova & Springel 2009), magnetic fields (e.g. Dolag &
Stasyszyn 2009; Bonafede et al. 2011), and many more. As all
these implementations are still resorting on a particle-based dis-
cretization of physical processes, such additional modules can be
combined with the performance improvement granted by DZS in a
relatively-easy way. In particular, we are working on extending our
current implementation of DZS to include modified gravity (Nori
et al., in prep).
Furthermore, the lightcone output procedure that is currently
paired with the DZS algorithm can be easily – and independently
from the latter – extended to include a range of additional prop-
erties, computed on-the-fly during the simulation run, in order to
compensate for the lack of snapshot outputs. In particular, we plan
to extend the current lightcone output to include the gravitational
potential and its time derivative.
Finally, a possible further optimization (which however is in-
dependent from DZS itself) consists in employing initial conditions
with coarser resolution outside of the region of space which ends
up in the lightcone at the redshift of interest. This allows to include
large-scale density modes with a limited additional burden for the
simulation.
3 ALGORITHM VALIDATION
We now present the results of a test suite designed to validate the
accuracy of DZS. These simulations are conceived – for compar-
ison purposes – to mimic and extend the ones performed by L17.
They cover a factor of 16 in box size and a factor of 8 in number of
particles. We complement them with a re-run of the ΛCDM simu-
lation of the DUSTGRAIN suite (a 2 Gpc/h cosmological box with
20483 CDM particles, Baldi et al., in prep.), in order to test our al-
gorithm in a more realistic and computationally challenging setup,
and to extend the range covered in particle number Npart by another
factor 8. The main properties of our test suite of simulations are
summarized in Table 1.
In the following we will use the term ‘twin simulations’ to
indicate pairs of runs that only differ in the usage of DZS, which is
enabled in the one labeled as dzs and disabled in the one labelled
as std.
Name Lbox (h−1 Mpc) Np Modeled on
tinya 128 5123
small 512 5123 Llinares (2017)
medium 2048 5123 Llinares (2017)
large 8192 5123 Llinares (2017)
largeHR 8192 10243 Llinares (2017)
DG 2000 20483 Baldi et al. (in prep)
a Used only in performance estimation (Sec. 4.2).
Table 1. Simulation set employed for scaling and accuracy tests, replicating
the test suite of L17. Each row corresponds to two twin simulations, one run
using the DZS algorithm and one without.
In Fig. 4 we provide a view of the effect of DZS on the simu-
lated particles in the small twin runs. Each top panel shows a slice
of thickness 0.5 h−1 Mpc at redshift z = 0.05 extracted from the std
run (left) and from the dzs one (right). Each particle in the slice is
plotted as a black dot, with size and opacity increasing with the par-
ticle mass (linearly and quadratically, respectively, for the sake of
visual clarity, as indicated in the bottom left corner of the top right
panel). It can be clearly seen that the structures inside the lightcone
(dashed orange circle) are unaffected by DZS, while outside of it
the number of particles in the right panel rapidly decreases, but the
large-scale structures are preserved. We emphasize this features by
showing in the bottom panels the average particle mass as a func-
tion of distance from the observer (placed at the center of the box).
3.1 Lightcone observables
In the following we move to a quantitative evaluation of the ac-
curacy of (our implementation of) DZS. The different simulation
paradigm employed by DZS renders typical measures of accuracy
(e.g. the matter power spectrum, the halo mass function, etc.) not
readily usable, and adapting them to the new framework would
produce issues when comparing them to other results. Hence, we
decided to base our accuracy analyses only on observable quanti-
ties, i.e. measured (using a piecewise-constant approximation) on
the 4D-lightcone surface. The latter corresponds to the 3D volume
generated as the set of spherical surfaces centered on the observer
with radius Rlc(z) for any redshift z ≤ zmax, with zmax being the high-
est redshift considered for a given lightcone. This choice is also the
most conservative in terms of accuracy testing, since by definition
the particles on the lightcone spatial boundary are those most af-
fected by the decreased resolution outside of it, being the closest to
the low-resolution regions. Additionally, in Sec. 3.2 we investigate
the time-integration fidelity of DZS by comparing time slices in
twin simulations. Finally, it is important to stress again here that
the DZS algorithm can be made arbitrarily precise by tweaking
the node-merging criterion parameter, at the cost of a decreased
speedup (see Sec. 3.3 for details). Hence, we test the accuracy only
in our standard set of settings, also in order to be consistent with
the performance tests presented in Sec. 4.
3.1.1 Halo Mass Function
We start our investigation by comparing the lightcone halo
mass function (LCHMF) integrated over the redshift range
0.0 ≤ z ≤ 0.68 in the DG twin simulations. Among our simula-
tion pairs, this is the one that better resolves structures (i.e. it has
the best mass resolution) and, simultaneously, has a box size large
enough to (i) allow the construction of a lightcone out to a red-
shift significantly larger than zero (z ∼ 0.68) without requiring box
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Figure 4. Top panels: Dark matter distribution in a slice of thickness 0.5 h−1 Mpc extracted from the small twin simulations, at z = 0.05. Each dot represents a
particle in the simulation, with size and opacity increasing with their mass (as indicated in the bottom left corner of the right panel). In the std run (left panel),
each particle has the same mass, while in the dzs one, different levels of de-refinement can be seen. The structures inside the lightcone (orange dashed line) are
identical in the two runs, and the large-scale matter distribution is preserved also outside of the lightcone in both panels. The grey dashed line shows the effect
of adding a buffer zone around Rlc. Bottom panels: the mean particle mass as a function of distance dobs from the observer (placed at the center of the box).
replications, and (ii) is affected by DZS for a significant fraction
of the simulation time. In comparison, the largeHR pair is affected
by DZS for a much longer time but has a 550 times worse mass
resolution, hindering the identification of many cosmic structures.
In order to produce the LCHMF we save with high cadence the
halo catalogs produced by the Friend-of-friends (FoF) algorithm
integrated in PGADGET-3. These outputs were then combined into a
lightcone catalog by means of a post-processing procedure employ-
ing a piecewise-constant approximation , ensuring that this con-
struction only makes use of haloes entirely inside the lightcone at
the time of the output.
The results of this procedure are shown in the top panel of
Fig. 5, where we show the redshift-integrated mass spectrum of
haloes on the lightcone. It is immediately clear that DZS is able
to almost-perfectly recover the LCHMF of the standard simulation.
More quantitatively, as shown in the bottom panel of the Figure
where we plot the fractional deviation of the LCHMF computed in
the dzs run with respect to the std one, our algorithm can reproduce
the LCHMF with a sub-percent level accuracy.
3.1.2 Sky-projected lightcone
While the LCHMF is a measure of the accuracy reached by DZS in
simulating large cosmic structures, we can alternatively compare
the lightcone mass distribution projected on the sky in some red-
shift interval. In order to obtain such projection, we use HEALPIX
(Górski et al. 2005, with parameter NS IDE = 1024) to obtain the
original pixelization from the simulation, but then we downsample
it to NS IDE = 256 for display purposes. Although not directly
observable, this quantity is the one that large-scale surveys aim to
reconstruct starting from either biased tracers (first and foremost
galaxies) or weak lensing shear measurements.
We present such comparison in Fig. 6. Each column refers
to a different simulation pair (reported on the top), and a different
redshift range for the lightcone projection (also reported on top).
The ranges were chosen in such a way that they encompass most
of the time the lightcone has been inside the simulation box. The
first two rows show the projection in the std and dzs runs, while
their pixel-wise relative difference is shown in the third row. The
latter is very small in most of the pixels, and never exceeds 0.1%.
Most importantly, the few pixels where it is close to its maximum
are randomly located in the sky, showing that they occur because
of numerical stochasticity triggered by the slightly perturbed gravi-
tational potential, rather than by systematic effects. Finally, the last
row shows the relative difference in the angular power spectrum be-
tween the std and dzs realisations (i.e. it is not the power spectrum
of the difference map). Also in this case, the deviation is almost
always below 0.1%, indicated by the grey-shaded horizontal band
and its scatter (around 0) appears random.
While Fig. 6 shows the high degree of fidelity achieved em-
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Figure 5. Lightcone halo mass function (top panel) at redshift
0.0 ≤ z ≤ 0.68 in the DG simulations with DZS enabled (solid histogram)
and disabled (dashed histogram). Their relative deviation is always below
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Figure 6. Sky-projected (using HEALPIX sky pixelization with
NS IDE = 256) density distribution on the lightcone for the std (top row)
and dzs (second row from the top) runs in the largeHR (left column, in-
tegrating over 0 < z < 1.5) and small (right column, integrating over
0 < z < 0.15) pairs. The pixel-wise relative difference between the top
two rows is shown in the third one. Finally, the last row shows the rela-
tive difference in the angular power spectrum computed from the sky maps
shown in the top two rows. The shaded gray region indicates the 0.1% ac-
curacy level. Notice that the top two sky maps on the right are identical, and
hence their difference is always zero. This means that no particle in the two
runs is displaced more than the pixel size.
ploying the DZS approach, it compresses a large redshift range on
to the sky. In the left panels in particular, the individual structures
are lost and the density field appears random to the eye. For this rea-
son, we show in the bottom right panel of Fig. 7 the sky-projected
lightcone in the DG dzs run, but now projected over a thin red-
shift slice z . 0.03, which allows to appreciate even more how
cosmic structures and their renowned web-like topology are un-
changed when the DZS approach is employed.
3.1.3 3D lightcone
Finally, we investigate here the ability of DZS to capture the full
3D matter density lightcone constructed from our simulations. Un-
like the case of the LCHMF, which has been constructed using a
piecewise-constant approximation from the halo catalog at fixed
cosmic time, we produce the particle lightcone on-the-fly. This is
done by saving with very high frequency the particles in a thin
spherical shell whose outer rim coincides with the lightcone radius
at any given redshift.
In Fig. 7 we show the lightcone constructed as described above
in the dzs (top left) and std (top right) runs of the DG re-simulation
in the redshift range 0.0 ≤ z ≤ 0.68. A visual inspection reveals that
the two appear identical. We quantify this in the bottom left panel
of the figure, where we show the relative pixel-wise difference of
the two runs (notice that this is exactly zero almost everywhere,
making it hard to spot pixel-scale differences). It can be appreciated
that the perturbations introduced by the DZS algorithm are minor,
amounting to only ∼ 0.15% at most (bottom left panel).
3.2 Integration accuracy
In the previous Sections, we have shown that DZS is capable of re-
producing basic features of the matter distribution, as the LCHMF
and the projected matter density across a large redshift range, at a
fraction of the cost required by a normal simulation. While these
tests show that the DZS algorithm can be faithfully employed, here
we test it in the most stringent way possible, i.e. comparing par-
ticle by particle a pair of twin simulations. Note that DZS per-
manently affects the simulation structure. Hence, the comparisons
presented in the following necessarily show the integrated effect
of DZS over time. For this reason, it is expected that differences
will be larger than the nominal force computation error introduced
by the node-merging criterion, as the latter is a measure of the er-
ror introduced at each timestep. By construction, such test makes
sense only for particles inside the lightcone. For this comparison,
we identify ‘twin particles’ that started exactly identical in the ini-
tial conditions and cross-match them in different runs.5
In Fig. 8 we show the cumulative distribution of displace-
ments ∆x between particle pairs, normalised by the softening length
h ≡ Lbox/N1/3p /40, in the largeHR simulations pair. The vertical
dashed line corresponds to ∆x/h = 8, a value that we consider a
5 In the following, we consider the simulation without DZS (labeled std)
as the ground truth. While this could be improved upon by, for instance,
employing a direct summation method for the computation of gravitational
forces, the usefulness of such comparison would be limited since (i) we are
interested in studying the impact of the DZS algorithm only, and therefore
prefer to remove any additional potential source of differences between the
simulation pairs; (ii) de facto all cosmological simulations use approximate
methods to compute gravitational interactions (direct summation becomes
rapidly prohibitive for large particle numbers and long integration time),
and the PGADGET-3 code is one of the most widespread in the community.
MNRAS 000, 1–16 ()
10 E. Garaldi et al.
dzs std
dzs/std - 1
log( ) [arbitrary units]
0.015 0.010 0.005 0.000 0.005 0.010 0.015
dzs/ std 1
log( 2) [arbitrary units]
Figure 7. Top panels: Thin slice of the 3D matter density lightcone produced on-the-fly in our dzs (left) and std (right) runs of the DG re-simulation. Bottom left
panel: Relative difference between the dzs and std runs. Bottom right panel: Sky-projected lightcone (using HEALPIX sky pixelization with NS IDE = 1024)
density distribution in the DG dzs run at z . 0.03.
reasonable limit for the spatial reliability of a simulation in terms
of individual particle positions. In this simulation the first DZS de-
refinement occurs at redshift z ≈ 11. The particle displacement
increases with time, as expected, since the small errors introduced
by DZS are carried on during the particle integration and therefore
pile up. Nevertheless, the displacements always remain very small,
with no lightcone particles being displaced by more than 8h at any
redshift, and only ≈ 0.3% of them being displaced by h at any red-
shift. Finally, we note that in the lowest-redshift distribution, the
number of particles with large ∆x/h is in fact reduced with respect
to the one at z = 0.15. This is a consequence of the small number of
particles remaining in the lightcone (which approaches a vanishing
volume at z = 0) not sampling the tail of the distribution any more.
We have chosen to show the integration accuracy in the
largeHR simulation since it is the one where DZS has been ac-
tive for the longest, and therefore errors have accumulated the
most. In fact, the displacement distribution is strongly shifted to-
ward smaller values in the medium and small simulation pairs at
any given redshift.
Finally, in Fig. 9 we compare the integration accuracy as a
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Figure 8. Cumulative distribution of differences in the position (normalized
by the softening length) of particles inside the lightcone across the twin
simulations largeHR. The vertical dashed line on the very far right indicates
8 times the softening lengths.
function of resolution. In order to do so, we employ the large
and largeHR pairs. The increased mass resolution produces two
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Figure 9. Same as Fig. 8 but now comparing the largeHR and large pairs,
in order to investigate the effect of increased mass resolution. For visual
clarity, we show only the curves corresponding to z = 0.55 and z = 0.15.
effects: (i) a shift toward larger values of the ∆x/h distribution, and
(ii) the development of a tail containing a small (10−2 – 10−3) frac-
tion of the particles extending to larger errors. The latter feature
(and the distribution itself alike) appears to be very similar to what
is found investigating the force errors distribution in PGADGET-3,
when a geometrical tree-opening criterion is employed (see e.g. the
top panel of fig. 1 in Springel 2005). In fact, even using a dynam-
ical de-refinement criterion in DZS, we obtain a similar behaviour
since, as detailed in Sec. 2.2.1, the necessity for a node-centric cri-
terion renders the dynamical and geometrical ones somewhat simi-
lar to each other.
3.3 Parameter dependence
The comparison presented in the Sections above shows a high level
of fidelity in the results obtained employing DZS with respect to
those obtained without. However, it does so employing somewhat
conservative values for the parameters controlling the behaviour of
the DZS algorithm. In a realistic setting, such parameters will be
chosen to be as ‘aggressive’ as possible, in order to maximize the
performance gain. For this reason, in the following we investigate
the dependence of the results on the four different parameters re-
lated to the de-refinement process, namely: the geometrical opening
angle (θgeom), the dynamical accuracy parameter6 (αdyn), the buffer
size (b), and the maximum size a tree node can have and still being
merged (lmax). The former two control the transition between the
high-resolution zone and the rest, the third enforces a safety high-
resolution region around the actual lightcone, and the last one sets
a minimum resolution for the volume outside of the lightcone.
As done in Sec. 3.2, we match the particles in twin simula-
tions, enabling a particle by particle direct comparison of their
positions. The results of varying, separately, each one of the four
parameters listed above are shown in Fig. 10. In each panel, all
parameters but one are kept fixed to the values used in the large
runs (i.e. θgeom = 0.1, b = 5, lmax = 128 h−1 Mpc). The values
investigated are reported in the legend accompanying each panel,
ordered with the most conservative value at the top and the most
aggressive one at the bottom). The data presented in the Figure are
complemented by Table 2 where we list for each simulation the ra-
tio between the initial and final particle number Nfinp /N
init
p , as well
as the reduction in computational time T DZSwc /T
STD
wc . Note that, as
discussed in Sec. 4, the setup of these simulations is such that DZS
6 Note that θgeom and αdyn are mutually exclusive.
is somewhat restrained. Hence, the performance boost should be
interpreted as a lower limit for what can be achieved in more real-
istic settings (i.e. employing higher resolution or a more complete
set of physical processes simulated). We will address this issue in a
future work, where we will apply our DZS algorithm in a realistic
simulation setting.
It should be noted that the effects of the DZS parameters inves-
tigated here are intertwined with the ones due to the tree-opening
criterion used in the force computation. In particular, whenever the
latter introduces errors larger than the one added by DZS, the differ-
ences in the integration accuracy are suppressed. Hence, the results
we present in the following should be considered indicative of the
trends but not necessarily independent of other simulation parame-
ters. From our tests, some features appear clear:
• The accuracy is only weakly dependent on the geometrical
opening angle (top panel of Fig. 10), with the exception of the low-
est (i.e. most conservative) value θgeom = 0.01. This is the case
because for such a low value most of the simulation volume re-
mains at the original resolution for most of the time, in contrast
with the situation occurring for larger θgeom. This can be seen also
in Table 2, where the run with θgeom = 0.01 at z = 0 still con-
tains 32% of the initial particles, in contrast with θgeom = 0.1 (or
even θgeom = 0.05, not reported for simplicity) where only ∼ 1%
of the original particles are left. In fact, an intermediate behavior
is observed for θgeom = 0.03. Finally, we note here that almost all
the values of θgeom investigated are smaller than those typically em-
ployed in tree codes (where θ & 0.7), but this choice is dictated by
the fact that DZS permanently changes the simulations and, for any
given particle, such modifications are anisotropic. Both reasons call
for a more conservative value of θ to be employed.
• When the dynamical de-refinement criterion is employed, the
integration accuracy depends less, but more steadily, on the αdyn
parameter value.
• The buffer size has no effect on the accuracy, with the excep-
tion of b = 100. As for θgeom = 0.01, the reason is that such a large
buffer size (corresponding to 1/5 of the box size) prevents many
particles outside of the lightcone from being de-refined (7.3% of
the initial particles are left at z = 0, in contrast to 1.7% for b = 10).
• The background resolution appears to be an important param-
eter in setting the integration accuracy. In fact, limiting the de-
refined node size to be at most lmax/λ = 2 (corresponding to an
average mass ratio of 8 between low- and high-resolution parti-
cles) yields an excellent accuracy (with a maximum ∆x/h ≈ 10−3
at z = 0). Allowing for an extra ‘level’ of de-refinement (i.e.
lmax/λ = 4, corresponding to a mass ratio of 64) deteriorates the
accuracy by more than one order of magnitude. Further increasing
lmax/λ only slightly worsens the accuracy (up to a factor of 2 using
lmax = Lbox, i.e. lmax/λ = 512).
4 PERFORMANCE
After assessing the accuracy of the DZS algorithm, we now move to
assess its performance. We do so first using our test suite, and then
extrapolating its results to realistic next-generation simulations. Be-
fore delving into this topic, let us note that throughout the paper we
employ a very simple numerical setup. Namely, we only simulate
DM particles and ignore baryons. We also reduce to the bare min-
imum the operations performed on the simulated particles and the
output processing (e.g. we do not compute the particle potential, we
do not run an on-the-fly halo finder, etc.). All these operations typ-
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Figure 10. Similar to Fig. 8, but showing only the distribution at z = 0.03.
Each panel refers to a simulation set where only one parameter has been
changed, namely from top to bottom: the opening angle θgeom used in the
geometrical merging criterion, the parameter αdyn used in the dynamical
de-refinement condition, the size of the buffer zone b (in units of the mean
interparticle distance λ), and the maximum length of de-refined tree nodes
lmax (effectively enforcing a minimum background resolution). Each line
corresponds to a different value of the parameter investigated, with the most
conservative choice on top and the least one on the bottom of the legend.
ically become more expensive toward low redshift (either because
of structure collapse or because of the time-sampling required is
normally finer), where DZS has the largest impact. Hence, all the
efficiency boosts presented in the following should be considered
as conservative estimates of what can be obtained for more realis-
tic code configurations.
4.1 Performance in our test suite
We start by investigating the performance of our implementation
of DZS in the test suite summarised in Table 1. In the top panel
of Fig. 11 we show the wall-clock time Twc(a) required by pairs of
twin simulations as a function of the cosmological scale factor a,
using solid lines for the dzs runs and dashed ones for the std runs. In
order to compare runs with different characteristics (e.g. number of
particles, resolution, number of MPI tasks, etc.) we normalize each
curve to the total time required by the std run, which is always the
θgeom Nfinp /N
init
p T
DZS
wc /T
STD
wc
0.01 0.3180 0.9196
0.03 0.0343 0.7042
0.1† 0.0165 0.6372
0.2 0.0158 0.6250
0.5 0.0157 0.6278
1.0 0.0157 0.6043
αdyn Nfinp /N
init
p T
DZS
wc /T
STD
wc
1 × 10−4 0.0214 0.7404
1 × 10−3 0.0169 0.6859
1 × 10−2 0.0160 0.6631
1 × 10−1 0.0157 0.6295
b Nfinp /N
init
p T
DZS
wc /T
STD
wc
100 0.0730 0.7982
10 0.0170 0.6443
5† 0.0165 0.6148
2 0.0163 0.6850
1 0.0162 0.6130
0 0.0162 0.6202
lmax/λ Nfinp /N
init
p T
DZS
wc /T
STD
wc
2 0.7622 0.9863
4† 0.0165 0.6291
8 0.0031 0.6026
42 0.0016 0.6267
512 0.0016 0.6040
† This is the standard value of the parameter in this Paper.
Table 2. Particle (Nfinp /Ninitp ) and time (T DZSwc /T STDwc ) reduction for different
parameters choices in the DZS algorithm. Each table refers to run of the
large simulation where a single different parameter has been changed with
respect to the fiducial configuration used throughout the paper (highlighted
in the Table by †), namely from top to bottom: geometrical opening an-
gle θgeom, parameter αdyn used in the dynamical opening criterion, buffer
size b, and maximum length lmax allowed for a node to be de-refined (ef-
fectively enforcing a minimum background resolution). Note that in our
fiducial configuration, the maximum theoretical gain in the particle number
is Nfinp /N
init
p = 0.0157 because of the background resolution enforced.
largest among the two. For all simulations pairs, the time required
by the two runs is exactly the same until the DZS algorithm starts
merging together particles, reducing the workload. At first, this re-
duction is marginal, but it quickly becomes prominent as soon as
the number of particles is significantly reduced.
This is shown by the diamond symbols (circles) in Fig. 11,
which mark the expansion factor when one (half) of the particles
has been de-refined. The exact timing of these events strongly de-
pends on the simulation box size and on the parameters used for
DZS. Finally, note that in the case of the DG re-run we have started
the simulation pair from the most advanced snapshot available be-
fore the lightcone enters the simulation box, i.e. a ≈ 0.6, in order
to save computational resources. Before that time, only a single run
has been carried out, as DZS could not have any impact.
The impact of DZS on the global simulation time also depends
on the evolution of the computational cost. For instance, it is well-
known that, at sufficiently-high resolution, matter clustering tends
to increase the wall-clock time required per simulated time toward
low redshift. However, its impact depends on many algorithmic and
physical parameters. Therefore, in order to provide a more general
measure of performance, we show in the bottom panel of Fig. 11 the
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Figure 11. Top: Cumulative simulation wall-clock time – normalised to its
final value – as a function of expansion factor for the dzs (solid line) and std
(dashed line) runs of the Llinares suite and the DG re-run. Bottom: Ratio
of wall-clock time per timestep in each pair of twin runs. In both panels,
diamond symbols mark the time when particles are de-refined for the first
time. Similarly, circles indicate when the total number of particles in the dzs
simulation drops to half its initial value.
ratio between the time employed by the dzs and std runs to advance
the simulation by a (fixed) interval in expansion factor7 ∆a ≈ 0.025
(labeled as ‘step’ in the Figure for the sake of brevity). As soon as
the number of de-refined particles starts to be significant (of order
30% of the total), the wall-clock time per step drops dramatically,
quickly reaching < 10% of its initial value.
We note here that when the simulation resolution increases,
low-redshift timesteps typically become increasingly expensive.
Hence, the late-time boost in computational efficiency provided by
DZS is expected to become more and more effective when the res-
olution is increased (as we will detail more quantitatively in Fig. 13
below), rendering DZS a promising tool for the next generation of
large cosmological simulations. A first indication of this behaviour
can be seen by comparing, in the top panel of Fig. 11, the large and
largeHR simulation pairs (which have the same box size, i.e. the
same onset of the DZS de-refinement procedure, and differ only
for their resolution). The latter shows a significantly higher effi-
ciency than the former, despite their per-timestep boost (bottom
panel of the same Figure) being very similar. We will provide an
estimate of the potential efficiency boost for such kind of simula-
tions in Sec. 4.2. However, increased resolution entails an increased
complexity in the numerical treatment (e.g. increased number of
computing tasks and communication) which can partially reduce
the efficiency, especially when the particle distribution is greatly
altered during the simulation, as it is the case for DZS. Hence, in
the following we analyse the effect of DZS on the code workload
and memory balance.
7 We choose this approach since DZS modifies the particle masses and
distribution, and therefore the simulation timesteps differ, preventing a step-
to-step comparison.
4.1.1 Memory and workload balance
Fig. 12 shows the workload (top panels) and memory (bottom pan-
els) balance for our twin simulations, defined as the maximum
across all tasks of, respectively, the time spent on the tree walk
and the memory allocated, divided by their average value. Hence
a value of 1 corresponds to an ideal balance in both cases. (Note
that for visualization purposes, the panels cover slightly different
ranges along the vertical axis). Each panel shows results concern-
ing one pair of the twin simulations listed in Table 1, using a solid
(dashed) line for the dzs (std) run. We also report in the top left
corner of each panel the number of computing tasks Ncpu used for
the twin runs, since it plays an important role in determining the
imbalance. As expected, as soon as DZS begins to systematically
de-refine particles the two curves diverge and the dzs run has an in-
creased imbalance. This is an unavoidable effect since particles are
de-refined based on their position, upon which depends also their
location on computing tasks. However, the native domain decom-
position algorithm of the PGADGET-3 code, based on a space-filling
Peano-Hilbert curve, appears able to efficiently re-adjust the parti-
cle distribution and keep the imbalance under control. In fact, in
all the dzs runs the workload balance always remains below 1.1,
and in most cases below 1.02. Similarly, the memory balance is al-
ways below 1.1 in all but two cases. Additionally, the imbalance
level reached entirely depends on the details of the algorithm em-
ployed to keep it under control, and therefore can largely change
among different codes. Hence, the number reported here could be
improved upon by different simulation codes.
It is interesting to note how in the small run, the effect of
DZS on the workload and memory balance is negligible, as a con-
sequence of the matter clustering (more evident in this simulation
pair since it reaches the largest mass resolution) imposing a more
substantial toll on the simulation balance than the de-refinement
effect of DZS. Indeed, the memory balance starts very close to its
ideal value at a ∼ 0 but increases to its final value well before the
DZS algorithm begins de-refining particles (a & 0.8, marked with
a diamond in all panels of Fig. 12).
The simulation performing the worst in terms of both work-
load and memory balance is medium, which combines a relatively
large box (i.e. allowing DZS to be active for long time) and a de-
cent mass resolution, enabling the formation of a sizeable number
cosmic structures. Similarly, the DG re-run, which has a compara-
ble size but better mass resolution, reaches an analogous level of
memory imbalance, but its workload balance tracks the one of the
std run for most of the simulation time, surging only at the very end
when few particles are left.
It should be noted that memory imbalance alone is somewhat
less of an issue when DZS is employed. Typically, the main concern
in having an imbalanced memory load is that it forces the usage of
more computing tasks than needed. In fact, each one of them needs
to have sufficient memory to store the maximum amount of infor-
mation any task can be assigned, which is much larger than the av-
erage if the imbalance is high. Beyond the increased time spent by
the code in communication, this is particularly problematic when-
ever the amount of computational resources is limited. However,
when such imbalance is triggered by DZS, the amount of informa-
tion stored in the simulation decreases at the same time. Hence,
even the increased imbalance is always associated with a smaller
total memory requirement.
Although our tests show that PGADGET-3 is able to limit the
imbalance to few per cent, a level not expected to affect the code
performance, it is difficult to precisely predict the workload imbal-
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ance reached by large-box high-resolution simulation. In any case,
even if the workload balance remained always under control during
the whole numerical integration, the effect of the DZS technique
necessarily implies that the computational requirements of a simu-
lation will change during the run, as DZS progressively reduces the
amount of information stored and, hence, diminishes the required
total memory. Adjusting the computational setup to the evolving
needs of a simulation can prevent resources from being wasted be-
cause of almost-empty computing tasks which spend a significant
fraction of time communicating or waiting, a feature particularly
useful when the amount of resources is limited. For these reasons,
we have included in our PGADGET-3 implementation of DZS a se-
ries of conditions that force the code to stop and produce an out-
put whenever the imbalance is too large. This will allow users to
modify the number of computing tasks the code is run on (and/or
other numerical parameters) in order to dynamically optimize the
allocation of resources required for continuing the simulation. In
particular, we force the code to stop whenever one of the following
conditions is met:
• the workload balance exceeds a user-defined threshold;
• the ratio between the current and initial number of particles
per task R(t) ≡ Npart(t)/N initpart is below a user-defined threshold;
• once the code has reached its run-time limit, and R(t) is pre-
dicted (using a linear extrapolation) to fall below the user-defined
threshold within a user-defined time from the next simulation re-
start.
The latter condition is devised to avoid a simulation from being
forced to stop soon after it re-started. In this case, it is more ef-
ficient to slightly relax the halt criterion and enforce the special
output earlier in order to allow the simulations parameters to be ad-
justed before requesting a new (and more appropriate) allocation of
resources.
4.2 Performance estimation for next-generation simulations
The simulations employed in this work were devised to allow the
exploration of different parameter choices for the DZS algorithm,
as well as different numerical setups. For this reason, a compro-
mise had to be made between the mass resolution achieved and
the size of the simulation. However, the expectation is that DZS
will become increasingly more efficient with increasing simulation
volume and mass resolution. While we plan to carry out simula-
tions in this regime in a future work, we want to estimate here the
performance boost that can be expected from DZS for an arbitrary
simulation setup.
In order to have realistic estimations, we need to take into ac-
count the effect of small-scale clustering of dark matter particles,
which significantly increases the computation time and is particu-
larly prominent at low redshift. We do so by running a simulation
with small box but high particle resolution (compared to the other
simulations employed in this work), namely Lbox = 128 h−1 Mpc
and Npart = 5123 (dubbed tiny), and using its normalized wall-clock
time evolution Twc(a)/Twc(1) as a template for a simulation with
larger box size but equal mass resolution. Notice that the small box
size implies that large-scale density fluctuations are missing, over-
all suppressing the densest regions. At the same time, the box is too
small to include the most massive structures in the Universe. Both
effects imply that such simulation underestimates the late-time mat-
ter clustering, and hence the performance boost estimated using it
is likely smaller than what can be achieved in a realistic setup.
It can be seen in Fig. 11 that shortly after DZS has de-refined
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Figure 12. Workload balance (top panels) and memory balance (bottom
panels) evolution with simulated expansion factor for all the runs listed in
Table 1 (with the exception of tiny). Solid curves refer to the dzs run, while
dashed lines to std runs. As in Fig. 4, we mark with a diamond symbol the
expansion factor when the first de-refinement takes place, and with a circle
when the total particle number drops to half its initial value. The curves are
smoothed using a running average with window size equal to 5 timesteps.
a significant number of particles, the computational cost of the sim-
ulation grows only very mildly, contributing only to a small part of
the final wall-clock time. To first order, we can approximate this
by assuming that a run with DZS enabled has the same cost as one
without it until some critical expansion factor aDZS, and 0 after-
wards, i.e.:
T STDwc (a = 1)
T DZSwc (a = 1)
=
T STDwc (a = 1)
T STDwc (aDZS)
. (4)
Note that this quantity is the reciprocal of the one plotted in the top
panel of Fig. 11. In order to be conservative in our estimate, we
can use as critical expansion factor the one at which the lightcone
volume is half of the simulation one (approximately corresponding
to the circles in Fig. 11). Using tiny as a template for T STDwc (a) we
can estimate the performance boost for a simulation similar to the
Euclid flagship one, i.e. Lbox = 4000 h−1 Mpc and Npart = 4 × 1012
(Potter et al. 2017) to be at least
T STDwc (a = 1)
T DZSwc (a = 1)
=
T STDwc (a = 1)
T STDwc (≈ 0.12)
≈ 3 . (5)
We stress again that this is likely to be a severe under-estimation of
the actual achievable speedup.
In a similar way, we can estimate the performance boost for
a simulation with the same characteristics as the DEUS ‘full Uni-
verse’ run (Alimi et al. 2012) to be& 10. However, it must be noted
that such simulation is very peculiar, as by constructions it encloses
the lightcone from the very beginning. This represents a configura-
tion that we have not tested, so it may present a slightly different
behaviour, hence altering the estimated performance boost.
In order to give a qualitative overview of the speed-up enabled
by DZS, we show in Fig. 13 the predicted ratio of wall-clock times
for a simulation without and with DZS (the reciprocal of the quan-
tity plotted on the vertical axis of the top panel of Fig. 11) as a
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tions lie in this plane (note that tiny is outside of the plotted range). This is
a qualitative prediction, see text for caveats. Dashed lines show contours of
equal gain, as indicated in the colorbar.
function of box size (Lbox) and number of particles(Npart). In order
to compute this quantity, we employ the same approach used above
for the Euclid flagship simulation. However, we need to account
for the different shape of T STDwc (a) as a function of mass resolution
(due to matter clustering at low redshift having a larger impact at
higher mass resolution). We do so in an empirical way, noticing
that in our lowest-resolution simulation (large) such curve is well
approximated by a0.4, while in the highest-resolution one (tiny) it
is approximately a straight line (i.e. ≈ a). Hence, we approximate
the shape of T STDwc (a) with a curve a
r where r is linearly interpo-
lated between the value r = 0.4 at our coarsest mass resolution and
r = 1 at the highest one. For better mass resolutions, the value of
r is extrapolated, while for coarser resolutions it is kept fixed at
r = 0.4, since the clustering is expected to be negligible in such
regime. In Fig. 13 we mark with crosses the locations of our test
suite runs in such plane. As predicted, DZS brings the largest ben-
efit for large box size and number of particles. It should be noted
that for log2(N
1/3
part) & 10 the estimated performance boost is ap-
proximately independent of Npart. This may be partially due to our
extrapolation method. Alternatively, it could simply indicate that
the reduction in the number of particles (driven by Lbox) is dominant
over the effect of matter clustering due to increasing resolution.
5 CONCLUSIONS
In this paper we have presented a new method - named Dy-
namic Zoom Simulations, or DZS in short - devised to speed
up cosmological simulations while preserving their accuracy
in the production of lightcone outputs. Our approach combines
seamlessly the relativistic notion of lightcone with the Newtonian
nature of typical cosmological simulations in a way that is fully
compatible with the latter, preserves the periodicity properties, and
does not require any substantial change in the code structure.
The DZS algorithm de-refines particles outside of the ob-
server’s lightcone (see Fig. 4) in order to reduce the total compu-
tational time while preserving the large scale density field. While
this can, in principle, be done in different ways, we employ a tree-
based approach. This ensures scalability, allows a smooth transi-
tion between the high- and low-resolution regions, and integrates
effortlessly with treePM codes. The latter is of particular impor-
tance since: (i) it ensures virtually no overhead in the computational
time; (ii) it renders the implementation of DZS into existing treePM
codes relatively simple (as the necessary infrastructure is already in
place), and (iii) enables the exploitation of DZS together with the
broad range of features that have been implemented in popular sim-
ulation codes over the years.
We have tested the accuracy and performance of this approach
by implementing it in the popular PGADGET-3 code, and list in the
following our main results:
• The DZS algorithm is able to reduce the wall-clock time per
time step by more than an order of magnitude once the lightcone
radius is a fraction of the box size (Fig. 11). This translates into
a reduction of the total computation time of order 50% for the
simplest configuration we have tested, and likely much more for
higher-resolution or more complex (i.e. involving more simulated
physics and/or outputs) simulations.
• The de-refinement of particles frees up progressively more
memory during the simulation. Hence, individual computing tasks
progressively store less information, and spend larger fractions of
time in communication. This situation is particularly problematic
for large simulations and/or with constrained total resources avail-
able. For this reason, we have devised and implemented a mech-
anism that optimizes the halt and re-start of a simulation in order
to fine tune the computational resources assigned to the run. Addi-
tionally, this could also help reducing the small imbalances in the
memory and workload distribution across different tasks (Fig. 12)
that can arise as a consequence of the particle de-refinement.
• The comparison between simulations with and without DZS
shows that the lightcone halo mass function (Fig. 5), the sky-
projected matter lightcone and its angular power spectrum (Fig. 6),
and the 3D matter lightcone (Fig. 7) are unchanged to the ∼ 0.1%
level.
• The integration accuracy is mostly unchanged by the DZS al-
gorithm, while the simulation time is significantly reduced. In our
largest-box highest-resolution test (i.e. where the effect of DZS is
maximal) the particle positions (across the entire simulated time)
in twin runs with and without DZS differ by at most few times the
mean inter-particle distance h. More than 99% of the particles are
displaced less than 0.2 h (Fig. 8), while the total runtime is halved.
• The integration accuracy can be tweaked thanks to a number
of parameters specific to DZS, with a consequent change in the
wall-clock time. By investigating a broad region of the parameter
space (Fig. 10 and Table 2) we provide some guidance on how to
optimize the DZS parameters in order to achieve the optimal trade-
off between accuracy and performance boost for the application of
choice.
• Combining a high-resolution small-box simulation with
coarse-resolution large-box ones, we provide an estimation of the
efficiency boost that can be expected when employing DZS for any
combination of box size and particle number (i.e. mass resolution,
Fig. 13). In the region of the Lbox-Npart space that new-generation
simulations are starting to explore, we forcast DZS to reduce the
total simulation at least by a factor of a few in the case of DM-only
simulation, and likely much more so for runs including baryons
(although DZS is currently implemented only for DM-only simu-
lations).
MNRAS 000, 1–16 ()
16 E. Garaldi et al.
To summarise, we have presented a novel approach to the pro-
duction of lightcones in cosmological simulations. Our Dynamic
Zoom Simulation – or DZS – approach de-refines particles once
they are not needed anymore for the lightcone production, in or-
der to reduce the workload of the simulation while simultaneously
maintaining its output accuracy and the large-scale gravitational
field. This allows to significantly improve the performance with re-
spect to equal simulations carried out with the traditional approach.
A number of parameters control the behaviour of DZS, enabling
a customization of the accuracy and speed-up reached through its
use. In DZS, traditional time-slice output have reduced resolution
outside of the lightcone (i.e. in the entire box at z = 0). Our imple-
mentation allows the user to enforce a minimum volume to be kept
at maximum resolution until the end of the simulation, in order to
have a high-resolution time-slice of a portion of the simulation box
even at z = 0.
Overall, our results show that DZS is a promising approach for
the development of large high-resolution simulations, as the ones
required to model and interpret the wealth of high-quality data that
upcoming surveys will provide.
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