Often used as importance sampling probabilities, leverage scores have become indispensable in randomized algorithms for linear algebra, optimization, graph theory, and machine learning. A major body of work seeks to adapt these scores to low-rank approximation problems. However, existing "low-rank leverage scores" can be difficult to compute, often work for just a single application, and are sensitive to matrix perturbations.
Introduction to Leverage Scores
The leverage score of the i th column a i of a matrix A ∈ R n×d is defined as 1 :
Informally, τ i measures how important a i is in composing the range of A. It is maximized at 1 when a i is linearly independent from A's other columns and decreases when many other columns approximately align with a i or when a i 2 is small. Leverage scores thus serve as a natural measure for selecting a "representative" set of columns from A (or equivalently, rows from A T ) and have inspired hundreds of papers in the past decade 2 . In particular, sampling data points or features with leverage score based probabilities gives fast randomized algorithms for linear system solving, low-rank approximation, k-means clustering, and many other problems [DMM08, MD09, BMD09, Mah11, GM13, LMP13, CEM + 15, CLM + 15]. Leverage scores can also be applied to convex optimization [LSW15] , linear programming [LS14, LS15] , matrix completion [CBSW15, BJS15] , and multi-label classification [BK13] .
For graphs, leverage scores are called effective resistances, and are used to sample edges to form spectral sparsifiers [SS11] . Sparsifiers underly many algorithms for spectral and cut based graph problems, including some of the fastest solvers for graph Laplacians [ST14, KMP11, CKM + 14].
Sampling for Low-Rank Problems
With so many applications, it is hardly surprising that definition (1) is often modified for specific problems. Most frequently, τ i is adjusted so that it only captures how important a i is in composing the top few principal components of A's range. This modification is valuable for "low-rank problems", including low-rank approximation, clustering, regularized regression, and others.
To be concrete, when top principal component information is the goal, we are interested in two standard low-rank approximation objectives for subsampling a matrix A ∈ R n×d : Problem 1 (Rank k Column Subset Selection). For d ′ < d, sample d ′ columns from A ∈ R n×d to form a matrix C ∈ R n×d ′ such that there exists some rank k matrix Q ∈ R d ′ ×d with
Here A k is the best rank k approximation to A, i.e. the matrix minimizing A − B 2 F amongst all rank k matrices B. It can be computed by projecting A onto its top k singular vectors. CQ is a nearly optimal rank k approximation that is spanned by a small number of columns from A.
Column subset selection algorithms are often used in feature selection for high dimensional datasets [PZB + 07, MD09]. With columns of A interpreted as features and rows as data points, (2) ensures that we select d ′ features that span the feature space nearly as well as the top k principal components. Column subset selection also underlies fast sampling algorithms for lowrank approximation [Sar06] and CUR matrix decomposition [DKM06b, MD09, BW14] and is closely related to Nyström approximation [WS01, MD05, BW09b, BW09a, GM13, HI15] .
The best algorithms for Problem 1 construct column subsets with d ′ = O(k/ǫ) samples [BDMI14, BW14] , which is optimal up to constants. This is nearly matched by modified leverage score 1 + denotes the Moore-Penrose pseudoinverse of a matrix. When AA T is full rank (AA T ) + = (AA T )
−1
2 Papers on Google Scholar that apply leverage scores to algorithm design or experimentally evaluate existing algorithms based on leverage scores [Goo15] .
sampling, which requires d ′ = O(k log k + k/ǫ) samples when the so-called rank k subspace scores are used in place of (1) [Sar06, DMM08] . Rank k subspace scores, each denoted ss (k) i , are leverage scores computed with respect to A k :
In addition to Problem 1, we consider a stronger guarantee for weighted column selection:
Problem 2 (Rank k Projection-Cost Preserving Sample). For d ′ < d, form a matrix C ∈ R n×d ′ by taking a sample of d ′ columns from A ∈ R n×d and reweighting each such that for all rank k orthogonal projection matrices X ∈ R n×n ,
This guarantee is formalized in two recent papers [FSS13, CEM + 15] , though it appears implicitly in prior work [DFK + 04, BZMD15] . It ensures that C approximates the cost of any rank k column projection of A. C can thus be used in place of A to solve low-rank projection problems, including k-means clustering of A's rows, low-rank approximation under constraints, and PCA (see [CEM + 15] for details). In fact, a solution to Problem 2 is strictly stronger than a solution to Problem 1 since projecting A to C's top k column singular vectors yields a (1+ǫ) approximate rank k approximation.
This added strength comes at the cost of increased ǫ dependence: known solutions to Problem 2 require O(k log k/ǫ 2 ) samples [CEM + 15]. They also require a more complex modified leverage score, the rank k projection-cost subspace score:
Here U \2k is a n × (n − 2k) orthonormal matrix whose columns span all of the left singular vectors of A besides the first 2k. Thus pcss
is a weighted combination of ss (2k) i and the norm of a i after projection to the bottom principal components of A. Needless to say, (5) is far from intuitive.
Limitations of Prior Work
Notably, ss (k) i and pcss (k) i are defined in terms of A k , an optimal low-rank approximation for A. Since A k is not always unique and regardless can be sensitive to matrix perturbations, the scores can change drastically when A is modified slightly or when different low-rank approximations are used. This 'instability' is difficult to work with in settings where full access to A is not possible. For example, it is unknown how to compute ss
in the streaming setting, with only a single-pass over A and limited memory. It is also unclear how to extend iterative techniques for computing traditional leverage scores [LMP13, CLM + 15] to existing low-rank scores.
Overview of Contributions
We use a very different low-rank leverage score to give the first unified approach to Problems 1 and 2. Rather than use a score based on A k , we employ a simple regularized modification of standard leverage scores called ridge leverage scores, which are used in [AM15] to give statistical bounds for Nyström approximation. We demonstrate their power for low-rank approximation of general matrices. Specifically, for a given regularization parameter λ, define the λ-ridge leverage score as:
We always set λ = A − A k 2 F /k and thus, for simplicity, use "i th ridge leverage score" to refer tō
For prior low-rank leverage scores, A k truncates the spectrum of A, removing all but its top k principal directions. Regularization offers a smooth alternative: adding λI to AA T 'washes out' small principal directions, causing them to be sampled with proportionately lower probability. This paper proves that regularization can not only replace truncation, but is more natural and stable.
In particular, whileτ i depends on the value of A − A k 2 F , it does not depend on a specific low-rank approximation. This is sufficient for stability since A − A k 2 F changes predictably under matrix perturbations even when A k itself does not. As a result, ridge leverage scores vary continuously with column reweighting and behave monotonically under column additions and deletions. These unique properties yield algorithmic results that were beyond the reach of prior low-rank leverage scores.
Main Sampling Results
Before addressing applications of ridge leverage scores, we first need to prove that they serve as effective importance sampling probabilities for column subset selection and projection cost preservation. To do so, we begin by introducing a natural matrix approximation guarantee for ridge leverage score sampling, which may be of independent interest to future work on low-rank sketching:
Theorem 3 (Additive-Multiplicative Spectral Approximation). Sampling O(k log(k/δ)/ǫ 2 ) of A's columns with probabilities proportional to the ridge leverage scores and reweighting each selected column by the inverse of its sampling probability returns C that, with probability 1 − δ, satisfies:
Recall that M N indicates that s T Ms ≤ s T Ns for every vector s (i.e. N − M is positive semidefinite). Accordingly, (7) is equivalent to the ubiquitous "subspace embedding" guarantee [Sar06] , but with an additional additive error term,
Subspace embeddings can be computed via standard leverage score sampling and are more than strong enough to solve Problems 1 and 2, but they requireÕ(n) samples, which is typically much larger thanÕ(k).
Sampling by ridge leverage scores is equivalent to sampling by standard leverage scores from [A, √ λI n×n ], our original matrix with columns of the identity tacked on. Adding these columns reduces the importance (the leverage score) of every other column in the matrix, meaning that we can obtain an approximation to [A, √ λI n×n ] by selecting fewer original columns from A. The cost of regularization is that the identity introduces additive error. As a scalar analogy: if you know some number y = (1 ± ǫ)(x + 100) then y − 100 = (1 ± ǫ)x ± 100ǫ. Our proof of Theorem 3 ultimately applies an intrinsic dimension matrix Bernstein bound to get the correct log dependence, but this straightforward intuition is enough to get the higher order O(k) term from standard matrix Chernoff bounds Theorem 3 is proven in Section 3. Along with an easy to prove trace bound on CC T , it is enough to give a (1 + ǫ) projection-cost preservation guarantee:
Theorem 4 (Projection-Cost Preservation). Sampling O k log(k/δ)/ǫ 2 columns from A with probabilities proportional to the ridge leverage scores and reweighting each selected column by the inverse of its sampling probability returns a matrix C that solves Problem 2 with probability 1 − δ. Specifically, C is a projection-cost preserving sample such that for any rank k projection X,
The challenge in proving Theorem 4 comes from the mixed additive-multiplicative error of Theorem 3. Pure multiplicative error, e.g. from a subspace embedding, or pure additive error, e.g. from a deterministic "Frequent Directions" sketch [GLPW15] , are easily converted to projectioncost preservation results (see [Mus15] ). However, merging the analysis is somewhat intricate. Our proof appears in Section 4.
From Theorem 3, we can also show that ridge leverage scores give (1 + ǫ) error column subsets:
Theorem 5 (Column Subset Selection). Sampling O(k log k + k log(1/δ)/ǫ) columns from A with probabilities proportional to the ridge leverage scores returns a matrix C that solves Problem 1 with probability 1 − δ. Specifically,
Furthermore, C contains a subset of O(k/ǫ) columns that also solves Problem 1 and can be identified in polynomial time.
(CC + A) k lies in C's column span so it can be written as CQ for some rank k Q. Additionally, note that on top of solving Problem 1, Theorem 5 ensures that C contains an optimally sized column subset with just O(k/ǫ) columns. Our proof, which appears in Section 5, relies on Theorem 3 along with a bound we establish between ridge leverage scores and adaptive sampling probabilities [DRVW06, DV06] , which is required to show the stronger containment result. Previously, leverage score sampling and adaptive sampling stood as surprisingly separate alternatives for provably correct column subset selection. We hope that demonstrating a connection between the methods is valuable to future work.
Ridge Leverage Score Stability
With our main sampling results in place, we focus on unique applications of ridge leverage scores that arise from their natural stability. Formally, we prove in Section 6 that, since ridge leverage scores only depend on the value of A − A k 2 F , they vary continuously with column reweighting and obey the following monotonicity property for column additions and deletions:
Lemma 6 (Ridge Leverage Score Monotonicity). For any A ∈ R n×d and vector x ∈ R n , for every i ∈ 1, . . . , d we have:τ
where A ∪ x is simply A with x appended as its final column.
This statement is extremely natural, given that leverage scores are meant to be a measure of importance. It ensures that the importance of a column can only decrease when additional columns are added to A. Surprisingly, no prior low-rank leverage scores satisfy this property!
Fast Low-Rank Approximation via Iterative Sampling
We use Lemma 6 to prove two sought-after algorithmic results. The first gives an iterative sampling procedure that approximates ridge leverage scores in O(nnz(A)) +Õ(nk 2 ) time, where nnz(A) is the number of non-zeros in A (the input-sparsity).
Intuitively, monotonicity ensures that a uniform subsample of A's columns can be used to produce valid overestimates for A's leverage scores. While initially crude, we can use these estimates to resample from A, producing increasingly finer approximations to the matrix. This approach leads to an algorithm for low-rank approximation that matches state of the art results without relying on sparse random projections:
Theorem 7. For any θ ∈ (0, 1], there exists an iterative column sampling algorithm that, with
, returns Z ∈ R n×k satisfying:
All significant linear algebraic operations of the algorithm involve matrices whose columns are subsets of those of A, and thus inherit any structure from the original matrix, including sparsity.
In keeping with prior work on low-rank approximation, we refer to our algorithm as running in "input-sparsity" time since the O(nnz(A)) term is considered to dominate when k is small.
Theorem 7 resolves an open question in randomized matrix approximation that has been posed repeatedly [LMP13, CLM + 15, AM15], but requires some context to understand:
For applications including low-rank approximation, linear regression, and projection-cost preserving dimensionality reduction, leverage score sampling has traditionally competed against "random projection" methods based around the famous Johnson-Lindenstrauss Lemma [JL84] .
Recently however, remarkable work on so-called "sparse random projections" has left leverage score methods in the dust. These random projections give algorithms that run in O(nnz(A)) time plus lower order terms [CW13, MM13, NN13] . Naively, leverage scores cannot be computed that rapidly (score computation is the bottleneck of algorithms based on sampling) unless sparse random projections are employed, in which case, you may as well use random projection directly.
At the same time, sampling can offer unique advantages over random projection, which are detailed in [CLM + 15]. In short, sampling produces approximations that preserve any computationally advantageous structure or sparsity in A. On the other hand, random projection methods form an approximation whose columns are each a linear combination of many columns from A, which typically destroys any original structure.
Accordingly, recent work seeks to address the efficiency gap between sampling and projection methods, and has successfully done so for regression problems [LMP13, CLM + 15]. Theorem 7, proven in Section 7, extends this progress to low-rank problems. Our result nearly matches stateof-the-art sparse projection methods, which run in O (nnz(A)) +Õ 
Streaming Ridge Leverage Score Sampling
We also use the monotonicity property of Lemma 6 to prove results for the streaming model of computation, which has received significant attention for its ability to capture true computational costs when processing large datasets. Streaming algorithms aim to use few passes over the input and as little working memory as possible. We consider the natural model for streaming linear algebra where columns from A are read into memory one at a time [CW09] .
While random projection methods work naturally in streams [CW09] , leverage score sampling is difficult to apply in a single-pass because the importance of a column depends on every other column in A, including those that have not been seen yet. This unfortunate fact has been cited as a notable limitation of low-rank sampling methods in practical application [Str14] .
However, while dependence on future columns is impossible to control for previous definitions of low-rank leverage scores, it is easily understood for ridge scores through Lemma 6. In particular, the monotonicity property ensures that, at any point in the column stream, the ridge leverage scores of columns observed can only decrease as additional columns are added to A.
Accordingly, we can apply a rejection sampling scheme following the intuition of the streaming graph sparsification algorithm in [KL13] . Since at any point in the column stream the ridge leverage score of a column overestimates its true ridge leverage score (computed with respect to all of A), it safe to discard the column with probability proportional to 1 minus its current score. Later in the stream if too many columns have been kept, we can simply recompute ridge leverage scores and discard more columns according to their now higher rejection probabilities.
This approach leads to natural algorithms for solving Problems 1 and 2 in the streaming model. We highlight our result on (1 + ǫ) error streaming column subset selection, which gives the first single-pass algorithm for this problem with space usage independent of stream length:
Theorem 8 (Streaming Column Subset Selection). There exists a streaming algorithm that uses just a single-pass over A's columns to compute a (1 + ǫ) error column subset C with O(k log k + k log(1/δ)/ǫ) columns. The algorithm uses O(nk) space in addition to the space required to store C and succeeds with probability 1 − δ.
We describe a similar algorithm for projection-cost preservation that requires space to store O(k log(k/δ)/ǫ 3 ) columns from A. For simplicity, both algorithms use a deterministic Frequent Directions Sketch [GLPW15] to track A's spectrum and compute approximate ridge leverage scores. This choice eliminates complex issues involving sampling dependencies and failure probabilities but leads to less-than-ideal storage costs when A is sparse.
We also note that our space bounds are in terms of real-number storage: we do not pin down precise bit complexity, which would require bounding the precision with which each number must be stored. Improving our algorithms for streaming ridge leverage sampling and obtaining more precise space bounds is an interesting challenge for future work.
Our streaming results all appear in Section 8.
Core Ridge Leverage Score Sampling Theorem
We start by proving that sampling O(k log k/ǫ 2 ) columns from A by ridge leverage scores recovers a matrix C that approximates A up to additive error dependent on the size of A − A k 2 F . Throughout, we use UΣV T to denote the singular value decomposition of A. We often use the shorthand A \k to denote the matrix A − A k , which is the residual error of the best rank k approximation of A. Our full version of Theorem 3 is as follows:
Theorem 3. For i ∈ {1, . . . , d}, letτ i ≥τ i (A) be an overestimate for the i th ridge leverage score.
iτ i for some sufficiently large constant c. Construct C by sampling t columns of A, each set to 1 √ tp i a i with probability p i . With probability 1 − δ, C satisfies:
Note that, if eachτ i is within a constant factor ofτ i (A) then C has O k log(k/δ) ǫ 2 columns because, as we will show, iτ i (A) ≤ 2k. We also note that Theorem 3 and our other sampling results hold for independent sampling without replacement. A proof is included in Appendix B.
Proof. We rewrite our ridge leverage score definition, (6), using A's singular value decomposition:
For each j ∈ 1, . . . , t, X j is given by:
After rearranging and adjusting constants on ǫ, this statement is equivalent to (7). To prove that Y 2 is small with high probability we use a stable rank (intrinsic dimension) matrix Bernstein inequality from [Tro15] that was first proven in [Min13] following work in [HKZ12] . This inequality requires upper bounds on the spectral norm of each X j and on variance of Y.
We use the fact that, for any i,
I. This is a well known property of leverage scores, shown for example in the proof of Lemma 11 in [CLM + 15]. It lets us bound:
So we have:
Additionally,
where the inequality follows from the fact that:
Overall this gives X j 2 ≤ ǫ 2 c log(k/δ) . Next we bound the variance of Y.
where we set
for all i ∈ k + 1, ..., n. By the stable rank matrix Bernstein inequality given in Theorem 7.3.1 of [Tro15], for ǫ < 1,
Clearly D 2 = 1. Furthermore,
Plugging into (10), we see that
if we choose the constant c large enough. So we have established (7).
Note that, by the cyclic property of trace,
so the sum of ridge leverage scores is O(k). Accordingly, if each overestimateτ i is within a constant factor of τ i (A), Theorem 3 requires just O k log(k/δ) ǫ 2 column samples.
Sampling Guarantee 1: Projection-Cost Preservation
We now leverage Theorem 3 to prove our main result on projection-cost preserving samples:
Theorem 4. For i ∈ {1, . . . , d}, letτ i ≥τ i (A) be an overestimate for the i th ridge leverage score.
iτ i for any ǫ < 1 and some sufficiently large constant c. Construct C by sampling t columns of A, each set to 1 √ tp i a i with probability p i . With probability 1 − δ, for any rank k orthogonal projection X,
To simplify bookkeeping, we only worry about proving a version of Theorem 4 with (1 ± aǫ) error for some constant a, and assume ǫ ≤ 1/2. By simply adjusting our constant oversampling parameter, c, we can recover the result as stated.
Proof. For any rank k projection X, let Y denote I n×n − X, which is also a projection matrix. We want to compare A − XA 2
To do so, we split AA T and CC T into their projections onto the top "head" singular vectors of A and onto the remaining "tail" singular vectors.
Doing so makes it easier to handle the mixed additive-multiplicative guarantee of Theorem 3 Restricted to vectors in the span of A's top singular vectors, Theorem 3 gives a purely multiplicative bound. Restricted to vectors spanned by A's lower singular vectors, the bound is purely additive.
Head/Tail Split
Let m be the index of the smallest singular value of A such that σ 2 m ≥ A \k 2 F /k. From the singular value decomposition A = UΣV T , let U m ∈ R n×m and V m ∈ R d×m contain the first m columns of U and V and let Σ m ∈ R m×m contain the first m entries of the diagonal matrix Σ. With r = rank(A), let U \m ∈ R n×r−m and V \m ∈ R d×r−m contain the remaining r − m columns of U and V and let Σ \m ∈ R r−m×r−m contain the remaining r − m entries of Σ. It is well known that
by P m and denote U \m U T \m by P \m . We split:
The "cross terms" involving P m A and P \m A equal 0 since the two matrices have mutually orthogonal rows (spanned by V T m and V T \m , respectively). Additionally, we split:
In (13) cross terms do not cancel because, in general, P m C and P \m C will not have orthogonal rows, even though they have orthogonal columns. Regardless, while these terms make our analysis more difficult, we proceed with comparing corresponding parts of (12) and (13).
Head Terms
We first bound the terms involving P m , beginning by showing that:
For any vector x, let y = P m x. Note that x T A m A T m x = y T AA T y since A m A T m = P m AA T P m and since P m P m = P m . So, using (7) we can bound:
By our definition of m, y is orthogonal to all singular directions of A except those with squared singular value greater than or equal to A \k 2 F /k. It follows that
and accordingly, from the left side of (15),
Additionally, from the right side of (15), we have that 
Assuming ǫ < 1/2, this is equivalent to:
Tail Terms
For the lower singular directions of A, Theorem 3 does not give a multiplicative spectral approximation, so we do things a bit differently. Specifically, we start by noting that:
We handle tr(A \m A T \m ) = A \m 2 F and tr(P \m CC T P \m ) = P \m C 2 F first. Since C is constructed via an unbiased sampling of A's columns, E P \m C 2 F = A \m 2 F and a scalar Chernoff bound is sufficient for showing that this value concentrates around its expectation. Our proof is included as Lemma 19 in Appendix A and implies the following bound:
Next, we compare tr(XA \m A T \m X) to tr(XP \m CC T P \m X). We first claim that:
The argument is similar to the one for (14). For a vector x, let y = P \m x. x T A \m A T \m x = y T AA T y since A \m A T \m = P \m AA T P \m and since P \m P \m = P \m . Applying (7) gives:
Noting that y T y ≤ x T x and assuming ǫ ≤ 1/2 gives the following two inequalities:
(
By our choice of m,
So, substituting y with P \m x and rearranging (19) and (20) gives (18). Now, since X is a rank k projection matrix, it can be written as X = ZZ T where Z ∈ R n×k is a matrix with k orthonormal columns, z 1 , . . . , z k . By cyclic property of the trace,
and we conclude from (18) that:
which combines with (17) to give the final bound:
Cross Terms
Finally, we handle the cross term 2 tr(YP m CC T P \m Y). We do not have anything to compare this term to, so we just need to show that it is small. To do so, we rewrite:
which is an equality since the columns of P m CC T P \m fall in the span of A's columns. We eliminate the trailing Y using the cyclic property of the trace. M, N = tr(M(AA T ) + N T ) is a semi-inner product since AA T is positive semidefinite. Thus, by the Cauchy-Schwarz inequality,
To bound the second term, we separate:
We next show that the summand is small for every i. Take p i to be a unit vector in the direction of CC T u i 's projection onto P \m . I.e. p i = P \m CC T u i / P \m CC T u i 2 . Then:
Now, suppose we construct the vector m = σ (7) we know that:
which expands to give:
There are no cross terms on the right side because p i lies in the span of U \m and is thus orthogonal to u i over AA T . Now, from (14) we know that
. Plugging into (30) gives:
Noting that
since p i lies in the column span of U \m , rearranging (27) gives:
The second inequality follows from the fact that σ
. Assuming again that ǫ ≤ 1/2 gives our final bound:
Plugging into (24) gives:
Note that we get an extra factor of 2 because m ≤ 2k. Returning to (23), we conclude that:
The last inequality follows from the fact that A \k
F is the error of a suboptimal rank k approximation.
Final Bound
Ultimately, from (13), (16), (21), and (30), we conclude:
Applying the fact that A \k 2 F ≤ tr(YAA T Y) proves Theorem 4 for a constant factor of ǫ.
Sampling Guarantee 2: Column Subset Selection
Next we prove our main result on column subset selection.
Theorem 5. For i ∈ {1, . . . , d}, letτ i ≥τ i (A) be an overestimate for the i th ridge leverage score.
iτ i for ǫ < 1 and some sufficiently large constant c. Construct C by sampling t columns of A, each set to a i with probability p i . With probability 1 − δ, C satisfies:
Furthermore, C contains a subset of O ( iτ i /ǫ) columns that also solves Problem 1 and can be identified in polynomial time.
Note that, if eachτ i is within a constant factor of τ i (A), Theorem 5 gives a column subset of size O (k log k + k/ǫ), which contains a near optimally sized column subset with just O (k/ǫ) columns.
As mentioned, our proof relies on establishing a connection between ridge leverage sampling and the well known adaptive sampling algorithm for column subset selection, which was introduced in [DRVW06] . In particular, we wish to apply the following lemma:
Lemma 9 (Theorem 2.1 of [DRVW06] ). Let C be any subset of A's columns and let Z be an orthonormal matrix whose columns span those of C. If we sample an additional set S of O
columns from A with probability proportional to (A − AZZ T ) i 2 2 , then [S ∪ C] is a (1 + ǫ) error column subset for A with probability (1 − δ). 4
When C is a constant error column subset, then A − AZZ T 2
F ) and accordingly we only need O(k log(1/δ)/ǫ) additional adaptive samples. So one potential algorithm for column subset selection is as follows: apply Theorems 3 and 4, sampling O(k log(k/δ)) columns by ridge leverage score to obtain a constant error projection-cost preserving sample, which as explained in Section 1.1, gives a constant error column subset. Then sample O(k log(1/δ)/ǫ) additional columns adaptively against C.
However, it turns out that ridge leverage scores well approximate adaptive sampling probabilities computed with respect to any constant error additive-multiplicative spectral approximation satisfying Theorem 3! That is, surprisingly, they achieve the performance of adaptive sampling without being adaptive at all. Simply sampling O(k log(1/δ)/ǫ) more columns by ridge leverage score and invoking Lemma 9 suffices to achieve (1 + ǫ) error.
Proof of Theorem 5. We formally prove that C is itself a good column subset before showing our stronger guarantee, that it also contains a column subset of optimal size, up to constants.
Primary Column Subset Selection Guarantee
We split our sample C, into C 1 , which contains the first c log(k/δ) iτ i columns and C 2 , which contains the next c log(1/δ)/ǫ iτ i columns. Note that in our final sample complexity the log(1/δ) factor in the size of C 1 is not shown as it is absorbed into the larger size of C 2 when log(1/δ) > log(k) and into the log(k) otherwise. By Theorem 4, we know that, appropriately reweighted, C 1 is a constant error projection-cost preserving sample of A. As discussed in Section 1.1, this means that C 1 is also a constant error column subset. Let Z be an orthonormal matrix whose columns span the columns of C 1 .
In order to invoke Lemma 9 to boost C 1 to a (1 + ǫ) column subset, we need to sample columns with probabilities proportional to (A−AZZ T ) i 2 2 . This is equivalent to sampling with probabilities proportional to:
We can assume A \k 2 F > 0 or else C 1 must fully span A's columns and we're done. Scalingτ i (A):
Since C 1 satisfies Theorem 3 with constant error, for large enough constant c 1 ,
Furthermore, I − ZZ T I + cZZ T + for any positive c so,
2 for all i and hence
C 2 is a set of c log(1/δ)/ǫ · iτ i columns sampled with probability proportional to approximate ridge leverage scores. Consider forming C ′ 2 by setting (C 2 ) i = 0 with probability:
where j(i) is just the index of the column of A that (C 2 ) i is equal to. Clearly, if not equal to 0, each column of C ′ 2 is equal to a i with probability proportional to the adaptive sampling probability (A − AZZ T ) i 2 2 . Additionally, in expectation, the number of nonzero columns will be:
By a Chernoff bound, with probability 1 − δ/2 at least half this number of columns will be nonzero, and by Lemma 9, for large enough c, conditioning on the above column count bound holding, [C 1 ∪ C ′ 2 ] is a (1 + ǫ) error column subset for A with probability 1 − δ/2. Just noting that
and union bounding over the two possible fail conditions, gives that [C 1 ∪ C 2 ] = C is a (1 + ǫ) column subset with probability at least 1 − δ.
Stronger Containment Guarantee
It now remains to show the second condition of Theorem 5: C contains a subset of O( iτ i /ǫ) columns that also solves Problem 1. This follows from noting that we can apply, for example, the polynomial time deterministic column selection algorithm of [CEM + 15] to produce a matrix C ′ 1 with O(k) columns that is both a constant error additive-multiplicative spectral approximation and a constant error projection-cost preserving sample for C 1 . If C ′ 1 has constant error for C 1 , it does for A as well and so is a constant error column subset.
. By our argument above, for each
is a (1+ ǫ) error column subset of A with constant probability. So with probability 1 − δ, at least one [C ′ 1 , C i 2 ] is good. This set contains just O(k + iτ i /ǫ) = O( iτ i /ǫ) columns, giving the theorem.
Monotonicity of Ridge Leverage Scores
Now that we have shown that they can replace scores based on singular value truncation, we focus on the unique advantage of ridge leverage scores. We start by proving Lemma 6, which claims that ridge leverage scores increase monotonically with column additions to A. This statement follows from Theorem 11, which is slightly more general and proven below.
First, define the generalized ridge leverage score as the ridge leverage score of a column estimated using a matrix other than A itself.
Definition 10 (Generalized Ridge Leverage Score). For any A ∈ R n×d and M ∈ R n×d ′ , the i th generalized ridge leverage score of A with respect to M is defined as:
The above definition is the intuitive one. Since our goal is typically to compute over estimates ofτ i (A) using M, if a i does not fall in the span of
I we conservatively set its generalized leverage score to ∞ instead of 0. Note that this case only applies when M is rank k and thus
I is 0. We now prove our general monotonicity theorem:
Theorem 11 (Ridge Leverage Score Monotonicity). For any A ∈ R n×d and M ∈ R n×d ′ with MM T AA T we have:τ
Proof. We first note that
F since, letting P k be the projection onto the top k column singular vectors of A, by the optimality of M k we have:
Accordingly,
Let R be a projection matrix onto the column span of
we have:
For any a i not lying span
A) = ∞ and the theorem holds trivially. Otherwise, we have Ra i = a i and so:
This gives us the theorem.
Instantiating Theorem 11 with M = A and A = A ∪ x immediately gives Lemma 6.
Application 1: Iterative Ridge Leverage Score Approximation
We first use the monotonicity property of Theorem 11 to show that ridge leverage scores can be approximated quickly using iterative sampling techniques. Our work closely follows [CLM + 15], which shows how to approximate traditional leverage scores via iterative sampling. We stress that nearly all results in [CLM + 15] can be applied to ridge leverage scores, which leads to several natural approximation algorithms. This section should be viewed as an example of one possible approach.
Intuition and Preliminaries
The central idea behind iterative sampling is as follows: if we uniformly sample, for example, 1/2 of A's columns to form C and compute ridge leverage score estimates with respect to just these columns, by monotonicity, the estimates will upper bound A's true ridge leverage scores. While some of these upper bounds will be crude, we can show that their overall sum is small. Accordingly, we can use the estimates to sample O(k log k) columns from A to obtain a constant factor additive-multiplicative spectral approximation by Theorem 3, as well as a constant factor projection-cost preserving sample by Theorem 4. This approximation is enough to obtain constant factor estimates of the ridge leverage scores of A.
C may still be relatively large (e.g. half the size of A), but it can be recursively approximated via the same sampling scheme. And, because it is uniformly sampled, its input sparsity is approximately half that of A. After applying several standard optimizations from [LMP13, CLM + 15] to eliminate log factors, we can obtain an input sparsity time algorithm that avoids sparse random projections and only performs expensive linear algebraic operations on small matrices whose columns are subsets of A.
We first give a foundational lemma showing that an approximation of the form given by Theorems 3 and 4 is enough to give constant factor approximations to ridge leverage scores.
Lemma 12. Assume that, for an ǫ ≤ 1/2, we have C satisfying equation (7) from Theorem 3:
along with equation (4) from Problem 2:
Then for all i,
Proof. Let P k be the projection onto A's top k column singular vectors. By the optimality of C k in approximating C and the projection-cost preservation condition, we know that
Also, lettingP k be the projection onto C's top k column singular vectors, we have (
Using the guarantee from Theorem 3 we have:
Combining with our bound on C − C k 2 F gives:
and when ǫ ≤ 1/2, we can simplify to: k I span all of R n . Either way, the two matrices have the same span and so by [MA77] we have:
which gives the lemma.
Our next lemma, which is analogous to Theorem 2 of [CLM + 15], shows that by reweighting a small number of columns in A, we can obtain a matrix with all ridge leverage scores bounded by a small constant, which ensures that it can be well approximated by uniform sampling.
Lemma 13 (Ridge Leverage Score Bounding Column Reweighting). For any A ∈ R n×d and any score upper bound u > 0, there exists a diagonal matrix W ∈ R d×d with 0 W I such that:
and
Proof. This result follows from Theorem 2 of [CLM + 15], to which we refer the reader for details. To show the existence of a reweighting W satisfying (32) and (33), we will argue that a simple iterative process (which we never actually need to implement) converges on the necessary reweighting. Specifically, if a column has too high of a leverage score, we simply decrease its weight until τ i (AW) ≤ u. We want to argue that, given AW 0 withτ i (AW 0 ) > u, we can decrease the weight on a i to produce W 1 withτ i (AW 1 ) ≤ u. By Lemma 5 of [CLM + 15] we can always decrease the weight on a i to ensure τ i (AW 1 ) ≤ u, where τ i (·) is the traditional leverage score. And since It remains to show that this reweighting satisfies (33). By continuity, we can always decreasē τ i (AW 0 ) to exactly u unlessτ i (AW) = 1, in which case the only option is to set the weight on the column to 0 and hence setτ i (AW) = 0. However, if A \k 2 F > 0, then every ridge leverage score is strictly less than 1. If A \k 2 F = 0, then A has rank k, the ridge leverage scores are the same as the true leverage scores, and the number of columns with leverage score 1 is at most k. Therefore, by Theorem 2 of [CLM + 15], monotonicity, and the fact that iτ i (AW) ≤ 2k for any W, we have the lemma.
Uniform Sampling for Ridge Leverage Score Approximation
Using Lemmas 12 and 13 we can prove the key step of our iterative sampling method: if we uniformly sample columns from A and use them to estimate ridge leverage scores, these scores can be used to resample a set of columns that give constant factor ridge leverage scores approximations. Theorem 14 (Ridge Leverage Score Approximation via Uniform Sampling). Given A ∈ R n×d , construct C u by independently sampling each column of A with probability 1 2 . Let
If we form C by sampling each column of A independently with probability p i = min {1,τ i c 1 log(k/δ)} and reweighting by 1/ √ p i if selected, then for large enough constant c 1 , with probability 1 − δ, C will have just O(k log(k/δ)) columns and will satisfy the conditions of Lemma 12 for some constant error. Accordingly, we have:
Proof. Clearly C u C T u AA T , so by the monotonicity shown in Theorem 11 we haveτ
Then we can just use theτ i 's obtained from C u in independent sampling versions of Theorems 3 and 4, which can be proven from Lemmas 20 and 21 in Appendix B. Accordingly, with probability 1 − δ/3, C gives a constant factor additive-multiplicative spectral approximation and projection-cost preserving sample of A. Hence by Lemma 12,τ C i (A) is a constant factor approximation toτ i (A). To prove the theorem, we still have to show that C does not have too many columns. Its expected number of columns is:
By Lemma 13 instantiated with u = 1 2c 2 log(k/δ) , we know that there is some reweighting matrix W with only 3k · 2c 2 log(k/δ) entries not equal to 1 such thatτ i (AW) ≤ 1 2c 2 log(k/δ) for all i. We have:
Now, since every ridge leverage score of AW is bounded by 1 2c 2 log(k/δ) , if c 2 is set large enough, the uniformly sampled C u W is a proper ridge leverage score oversampling of AW, except that its columns were not reweighted by a factor of 2 (they were each sampled with probability 1/2). Accordingly, with probability 1 − δ/3, 2C u W satisfies the approximation conditions of Lemma 12 for AW with ǫ = 1/2. Thus, for all i, (AW) ≤ 12k. Plugging back in to (34), we conclude that C has O(k log(k/δ)) columns in expectation, and actually with probability 1 − δ/3 by a Chernoff bound. Union bounding over our failure probabilities gives the theorem.
Prototype Iterative Algorithm
Theorem 14 immediately proves correct Algorithm 1 for ridge leverage score approximation:
Algorithm 1 Repeated Halving input: A ∈ R n×d output: A reweighted column sample C ∈ R n×O(k log(k/δ)) satisfying the guarantees of Theorems 3 and 4 with constant error.
1: Uniformly sample d 2 columns of A to form C u 2: If C u has > O(k log k) columns, recursively apply Repeated Halving to compute a constant factor approximationC u for C u with O(k log k) columns. 3: Compute generalized ridge leverage scores of A with respect toC u 4: Use these estimates to sample columns of A to form C 5: return C Note that, by Theorem 12, generalized ridge leverage scores computed with respect toC u are constant factor approximations to generalized ridge leverage scores computed with respect to C u . Accordingly, by Theorem 14, we conclude that C is a valid ridge leverage score sampling of A.
Lemma 15. A simple implementation of Algorithm 1 that succeeds with probability 1 − δ runs in O (nnz(A) log(d/δ)) +Õ(nk 2 ) time.
For clarity of exposition, we useÕ(·) to hide log factors in k, d, and 1/δ on the lower order term.
Proof. The algorithm has log(d/k) levels of recursion and, since we sample our matrix uniformly, nnz(A) is cut approximately in half at each level, with high probability. It thus suffices to show that the work done at the top level is O (nnz(A) log(d/δ)) +Õ(nk 2 ).
To compute the generalized ridge leverage scores of A with respect toC u we must (approximately) compute, for each a i ,
We are going to ignore that C uC
I could be sparse and well conditioned (and thus ideal for iterative solvers) and use direct methods for simplicity.
Let λ denote
and let R ∈ R n×Õ(k) be an orthonormal basis containing the left singular vectors ofC u . We can rewrite:
and accordingly, using the fact that RR T and (I − RR T ) are orthogonal,
Now, using an SVD ofC u , which can be computed inÕ(nk 2 ) time, we compute λ and then
as RΣ −2 R T for some diagonal matrix Σ ∈ RÕ (k)×Õ(k) . Accordingly, to evaluate (35), we need just need to compute:
Since R hasÕ(k) columns, naively evaluating this norm for all of A's columns would require a total ofÕ(nnz(A)k) time. However, we can accelerate the computation via a Johnson-Lindenstrauss embedding technique that has become standard for computing regular leverage scores [SS11] . Specifically, denoting 
True Input-Sparsity Time
The main contribution of Algorithm 1 and Lemma 15 is to give a simple, iterative, near inputsparsity time approach to column sampling that does not rely on sparse subspace embeddings. For completeness, we also show how standard optimizations [LMP13, CLM + 15] can eliminate log factors on the nnz(A) runtime term to give a true input-sparsify time algorithm.
In particular, we can actually apply a Johnson-Lindenstrauss embedding matrix to M with just θ −1 rows for some small constant θ. Doing so will approximate each ridge leverage score to within a factor of d θ with high probability (see Lemma 4.5 of [LMP13] 
for example).
This level of approximation is sufficient to resample O kd θ log(k/δ) columns from A to form an approximation C ′ that satisfies the guarantees of Theorems 3 and 4. To form C, we further sample C ′ down to O(k log(k/δ)) columns using its ridge leverage scores, which takesÕ(nk 2 d 2θ ) time. Finally, under the reasonable assumption that ǫ and δ are poly(n), we can also assume d = poly(n). Otherwise, nnz(A) ≥ d dominates theÕ(nk 2 d 2θ ) term. This yields the following:
Lemma 16. An optimized implementation of Algorithm 1, succeeding with probability 1 − δ, runs in time O θ −1 nnz(A) +Õ(n 1+θ k 2 ) time, for any θ ∈ (0, 1].
Once we have used Algorithm 1 to obtain C satisfying the guarantees of Theorems 3 and 4 with constant error, we can resample from A to obtain ǫ error column subsets, projection-cost preserving samples, or near optimal low-rank approximations. We highlight the following theorem:
Theorem 7. For any θ ∈ (0, 1], there exists an iterative column sampling algorithm that, in time
Proof. We use the same technique as Lemma 16, but in the last round of sampling we select O kn θ/2 log(k/δ) ǫ 2
columns to obtain an O(ǫ) factor projection-cost preserving sample, C. Setting Z to the top k column singular vectors of C, which takesÕ(n 1+θ k 2 /ǫ 4 ) time, gives (36).
Application 2: Streaming Ridge Leverage Score Sampling
We conclude by using Lemma 6 to introduce novel low-rank sampling algorithms for single-pass column streams. As mentioned in Section 2.4, while random projection algorithms work naturally in the streaming setting, the study of single-pass streaming leverage score sampling has been limited to the "full rank" case [KL13, CMP15, KLM + 14]. Column subset selection algorithms based on simple norm sampling are adaptable to streams, but do not give relative error approximation guarantees [DKM06a, FKV04] . We also note that it is possible to compute a (1 + ǫ) factor projection-cost preserving sample in a single-pass by combining our sampling procedures with the "merge-and-reduce" framework for coresets [BS80, AHPV04, HPM04] . This approach relies on the composability of projectioncost preserving samples: a (1 + ǫ) error sample for A unioned with a (1 + ǫ) error sample for B gives a (1 + ǫ) error sample for [A, B] [FSS13]. However, merge-and-reduce requires storage of O(log 4 dk/ǫ 2 ) scaled columns from A, where d is the length of our stream (and its value is known ahead of time).
Our algorithms eliminate the log c d stream length dependence entirely, storing a fixed number of columns that only depends on ǫ and k. However, as mentioned in Section 2.4, we emphasize that our space bounds apply to the number of real numbers stored. We do not bound the required precision of these numbers, which would include at least a single logarithmic dependence on d. In particular, we employ a Frequent Directions sketch that requires words with at least O(log(nd)) bits of precision. Rigorously bounding maximum word-size required for Frequent Directions and our algorithms could be an interesting direction for future work.
General Approach
The basic idea behind our algorithms is quite simple, and follows intuition from prior work on standard leverage score sampling [KL13] . Suppose we have some space budget t for storing a column sample C. As soon as we have streamed in t columns, we can downsample by ridge leverage scores to say t/2 columns. As more columns are received, we will eventually reach our storage limit and need to downsample columns again. Doing so naively would compound error: if we resampled r times, our final sample would have error (1 + ǫ) r .
However, we can avoid compounding error by carefully exploiting Lemma 6, which ensures that, as new columns are added, the ridge leverage scores of columns already seen only decrease. Whenever we add a column to C, we can record the probability it was kept with. In the next round of sampling, we only discard that column with probability equal to the proportion that its ridge leverage score decreased by (or keep the column with probability 1 if the score remained constant). New columns are simply sampled by ridge leverage score. This process ensures that, at any point in the stream, we have a set of columns sampled by true ridge scores with respect to the matrix seen so far. Accordingly, we will have a (1 + ǫ) error column subset or projection-cost preserving sample at the end of the stream. This overview hides a number of details, the most important of which is how to compute ridge leverage scores at any given point in the stream with respect to the columns of A observed so far. We do not have direct access to these columns since we have only stored a subset of them. We could use the fact that our current sample is projection-cost preserving and can be used to approximate ridge leverage scores (see Lemma 12). However, this approach would introduces sampling dependencies between columns and would require a logarithmic dependence on stream length to ensure that our approximation does not fail at any round of sampling.
Frequent Directions for Approximating Ridge Leverage Scores
Instead, we use a constant error deterministic "Frequent Directions" sketch to estimate ridge leverage scores. Introduced in [Lib13] and further analyzed in a series of papers culminating with [GLPW15] , Frequent Directions sketches are easily maintained in a single-pass column stream of A. The sketch always provides an approximation B ∈ R n×(ℓ+1)k guaranteeing:
B does not contain columns from A, so it could be dense even for a sparse input matrix. However, we will only be setting ℓ to a small constant. Precise information about A will be stored in our column sample C, which maintains sparsity. We first show that B can be used to compute constant factor approximations to the ridge leverage scores of A.
Lemma 17. For every column a i ∈ A, definẽ
If B ∈ R n×3k is a Frequent Directions sketch for A with accuracy parameter ℓ = 2, then
A 2 F is obviously computable in a single-pass column stream, soτ i can be evaluated in the streaming setting as long as we have access to a i .
Proof. By the Frequent Directions guarantee, either BB T = AA T giving the lemma trivially, or
, to prove the lemma it suffices to show:
Recall that the squared Frobenius norm of a matrix is equal to the sum of its squared singular values. Additionally, a standard property of the relation M N is that, for all i, the i th singular value σ i (M) ≤ σ i (N). From the right hand side of (37) it follows that, when ℓ = 2, σ 2
. Accordingly, since B k 2 F is the sum of the top k singular values of B,
Since BB T AA T , it follows that that BB T +
, which is more than tight enough to give the left hand side of (38).
. Overall,
which is more than tight enough to give the right hand side of (38).
Streaming Column Subset Selection
Lemma 17 gives rise to a number of natural algorithms for rejection sampling by ridge leverage score. The simplest approach is to emulate sampling columns from A independently without replacement (see Lemmas 20 and 21). However, since sampling without replacement produces a variable number of samples, this method would require a log d dependence to ensure that our space remains bounded throughout the algorithm's execution with high probability. Instead, we apply our "with replacement" bounds, which sample a fixed number of columns, t. We start by describing Algorithm 2 for column subset selection. The constant c used below is the necessary oversampling parameter from Theorem 5. C ∈ R n×t stores our actual column subset and D ∈ R n×t stores a queue of new columns. B is a Frequent Directions sketch with parameter ℓ = 2.
Algorithm 2 Streaming Column Subset input: A ∈ R n×d , accuracy ǫ, success probability (1 − δ) output: C ∈ R n×t such that t = 32c(k log k + k log(1/δ)/ǫ) and each column c i is equal to column a j with probability p j ∈ for i := t + 1, . . . , d do
end for 5:
To prove the correctness of Algorithm 2, we first note that, if our output C has columns belonging to the claimed distribution, then with probability (1 − δ), C is a (1 + ǫ) error column subset for A satisfying the guarantees of Theorem 5. Our procedure is not quite equivalent to the sampling procedure from Theorem 5 because we have some positive probability of choosing a 0 column (in fact, since n j=1τ j ≤ 16k, by our choice of t that probability is greater than 1 2 for each column). However, Algorithm 2 samples from a distribution that is equivalent to sampling from A with an all zeros column 0 tacked on and assigned a high ridge leverage score overestimate. Furthermore, by inspecting Algorithm 2, we can see that each column is sampled independently, as all ridge leverage score estimates are computed using the deterministic sketch B. Thus, we obtain a column subset for [A ∪ 0], which is clearly also a column subset for A.
So, we just need to argue that we obtain an output according to the claimed distribution. Consider the state of the algorithm after each set of t "Process column stream" iterations, or equivalently, after each time the "Prune columns" else statement is entered. Denote A's first t columns as A (1) , its first 2t columns as A (2) , and in general, its first m · t columns as A (m) . These submatrices represent the columns of A processed by the end of each epoch of t "Process column stream" iterations. Let's take as an inductive assumption that after every prior set of t steps, each column in C equals:
whereτ j ≥ 2τ j (A (m) ) for all j and jτ j ≤ 16k. This is simply equivalent to our claimed output property of C once all columns have been processed. (39) holds for A (1) because all of its columns are initially stored in the buffer D and each c is set to d j with probability p j =τ chosen scaling by 4 (line 3 of ApproximateRidgeScores), we know thatτ j ≥ 2τ j (A (1) ). Additionally, τ j ≤ 8τ j (A (1) ), so it follows from (11) that jτ j ≤ 16k.
For future iterations,
Consider the columns in A (m−1) first. By our inductive assumption each column in C has already been set to a j ∈ A (m−1) with probability
. Our "Rejection sample" step additionally filters out any column sampled with probabilityτ j /τ old j , meaning that in total a j is sampled with the desired probability from (39). We note thatτ j /τ old j is trivially ≤ 1 sinceτ j was set to the minimum ofτ old j and the ridge leverage score of a j computed with respect to our updated Frequent Directions sketch (see line 10).
If it was set based on the updated Frequent Directions sketch, then the argument thatτ j ≥ 2τ j (A (m) ) is the same as for A (1) . On the other hand, ifτ j was set to equalτ old j , then we can apply Lemma 6: from the inductive assumption,τ j =τ old j ≥ 2τ j (A (m−1) ) andτ j (A (m−1) ) ≥τ j (A (m) ) from the monotonicity property soτ j ≥ 2τ j (A (m) ).
Next consider any a j ∈ D. Each column c is set to a j with the correct probability for (39), but only conditioned on the fact that c = 0 before the "Sample from new columns in D" if statement is reached. This conditioning should mean that we effectively sample each a j ∈ D with lower probability. However, the probability cannot be much lower: by our choice of t and the inductive assumption on jτ j , every column is set to 0 with at minimum 1/2 probability. Accordingly, c is available at least half the time, meaning that we at least sample a j with probability
, which satisfies (39). All that is left to argue is that jτ j ≤ 16k for A (m) . The argument is the same as for A (1) , the only difference being that for some values of j, we could have setτ j =τ old j , which only decreases the total sum. We conclude by induction that (39) holds for A itself, and thus C is a (1 + ǫ) error column subset (Theorem 5). Algorithm 2 requires O(nk) space to store B and maintains at most t = O(k log k + k log(1/δ)/ǫ) sampled columns. It thus proves Theorem 8:
We note that, by using the stronger containment condition of Theorem 5 and the streaming projection-cost preserving sampling algorithm described below we can easily modify the above algorithm to output an optimally sized column subset with O(k/ǫ) columns. In order to select this subset, we require a Frequent Directions ketch with ǫ error, so that we can evaluate each O(k/ǫ) sized subset in our set of O(k log(1/δ)/ǫ) 'adaptively sampled' columns and return one giving ǫ error. The higher accuracy Frequent Directions sketch incurs space overhead O(nk/ǫ).
Streaming Projection-Cost Preserving Samples
Our single-pass streaming procedure for projection-cost preserving samples is similar to Algorithm 2, although with one important difference. When constructing column subsets, we sampled new columns in the buffer D while ignoring the fact that "available slots" in C (i.e. columns currently set to 0) had already been consumed with some probability. This decision was deliberate, rather than a convenience for analysis. We could not account for the probability of slots being unavailable because calculating that probability precisely would require knowing the ridge leverage scores of already discarded columns.
Fortunately, the probability of a column not being set to 0 was bounded by 1/2 and our procedure hits its sampling target up to this factor. However, while a constant factor approximation to sampling probabilities is also sufficient for our Theorem 4 projection-cost preservation result, the fact that columns need to be reweighted by the inverse of their sampling probability adds a complication: we do not know the true probability with which we sampled each column! Unfortunately, approximating the reweighting up to a constant factor is insufficient. We need to reweight columns by a factor within (1 ± ǫ) of 1/ √ tp i for Theorem 3 and Lemma 19 to hold (which are both required for Theorem 4). This is easily checked by noting that such a reweighting is equivalent to replacing CC T with CWC T where (1 − ǫ)I d×d W (1 + ǫ)I d×d . We achieve this accuracy by modifying our algorithm so that it maintains an even higher "open rate" within C. Specifically, we choose t so that each column c has at least a (1 − ǫ) probability of equaling 0 at any given point in our stream. The procedure is given as Algorithm 3. The constant c is the required oversampling parameter from Theorem 5. return [τ 1 , ...,τ t ] 6: end function
The analysis of Algorithm 3 is equivalent to that of Algorithm 2, along with the additional observation that our true sampling probability, p j , is within an ǫ factor of the sampling probability used for reweighting,τ j ck log(k/δ)/ǫ 2 t . Note that while C contains just O(k log(k/δ)/ǫ 2 ) non-zero columns in expectation, during the course of a the column stream it could contain as many as O(k log(k/δ)/ǫ 3 ) columns. Regardless, it is always possible to resample from C after running Algorithm 3 to construct an optimally sized sample for A with error (1 + 2ǫ). Overall we have:
Theorem 18 (Streaming Projection-Cost Preserving Sampling). There exists a streaming algorithm that uses just a single-pass over A's columns to compute a (1 + ǫ) error projection-cost preserving sample C with O(k log(k/δ)/ǫ 2 ) columns. The algorithm requires a fixed O(nk) space overhead along with space to store O(k log(k/δ)/ǫ 3 ) columns of A. It succeeds with probability 1− δ. . With probability 1 − δ, C satisfies:
Proof. Letting P \m = U \m U T \m , we can rewrite (40) as:
We can write P \m C 2 F as a sum over column norms:
P \m c j 
B Independent Sampling Bounds
In this section we give analogies to Theorem 3 and Lemma 19 when columns are sampled independently using their ridge leverage scores rather than sampled with replacement.
Lemma 20. For i ∈ {1, . . . , d}, givenτ i ≥τ i (A) for all i, let p i = min τ i · c log(k/δ) ǫ 2
, 1 for some sufficiently large constant c. Construct C by independently sampling each column a i from A with probability p i and scaling selected columns by 1/ √ p i . With probability 1 − δ, C has O log(k/δ)/ǫ 2 · iτ i columns and satisfies:
Proof. Again we rewrite the ridge leverage score definition using A's singular value decomposition: After rearranging and adjusting constants on ǫ, this statement is equivalent to (7).
To prove that Y 2 is we use the same stable rank matrix Bernstein inequality used for our with replacement results [Tro15] . If p i = 1 (i.e.τ i · c log(k/δ)/ǫ 2 ≥ 1) then X i = 0 so X i 2 = 0.
Otherwise, we use the fact that 
if we choose the constant c large enough. So we have established (7). All that remains to note is that, the expected number of columns in C is at most . With probability 1 − δ, C satisfies:
Proof. We need to show tr(A \m A T \m ) − tr(U \m U T \m BB T U \m U T \m ) ≥ −ǫ A \m 2 F . Letting P \m = U \m U T \m , we can rewrite this as:
We can write P \m B 2 F as a sum over column norms:
where I i is an indicator random variable equal to 1 with probability p i and 0 otherwise. We have: 
