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Introduction 
The aim of this dissertation is to analyse the ways in which English and Italian describe the 
collocation of objects in space. The descriptive analysis, carried out by means of a micro-
corpus extracted from two comparable texts (an English and an Italian guidebook that are not 
one the translation of the other) intends to underline differences and similarities both in the 
linguistic devices and in the strategies that these two languages employ for describing the 
same place. 
 I have chosen this particular text type, because in this case the description of object 
collocation in space is particularly important to achieve the goal of this textual genre, which – 
as Urry (2001) claims – is to fire the reader’s imagination by creating in his/her mind an 
almost cinematic image of what s/he is going to visit in his/her trip. Moreover, I have chosen 
to tackle a topic like spatiality, because it is a central category in human cognition, and as 
such it has been widely studied not only in linguistics but also in psychology, anthropology 
and philosophy. This interdisciplinary approach reveals both the importance and the 
complexity of spatiality, thus justifying my subject choice, especially insofar as it has become 
more and more important in linguistics as the cognitive paradigm bursts into language studies, 
and in particular in semantics. This is due to the fact that it is a universal category, common to 
both animals and human beings, whose perception is a complex experience that, besides 
vision, involves our entire sensory system, thus being a privileged point of view from which 
to carry out cognitively based linguistic analyses. 
 In the first two chapters I present an overview of the literature on the conceptualization and 
lexicalization of spatiality, underlining the reasons of its importance in linguistics. In chapter 
1 I report Levinson and Wilkins’ (2006) study on the grammars of space, because it explains 
the fundamental spatial dimensions on which languages organise their way of talking about it. 
In chapter 2 I introduce the concept of lexicalization, starting with a pilot study of Miller and 
Johnson-Laird (1976), who – with a propositional approach – analyse how English identifies 
an object in relation to the location of another one and its possible changes of spatial relations. 
Then, in the same chapter I explain how this approach is overcome by some seminal works in 
cognitive linguistics that have contributed in a major way to the understanding of the ways in 
which languages lexicalize spatial concepts from a neuro-cognitive point of view; they are 
Jackendoff and Landau’s (1993) distinction between “what” and “where”, the cognitive 
approaches of Langacker and Talmy to Motion Events, and a new account of spatial 
prepositions put forward by  Evans and Tyler (2004). Finally, I conclude this chapter by 
reporting  Levinson and Wilkins’ (2006) cross-linguistic study of spatial language in order to 
introduce the contrastive analysis that I am going to carry out between English and Italian 
lexicalisation patterns for the expression of object collocation in space. 
 In chapter 3 I present the phenomenon of Fictive Motion – a relevant problem area for my 
research, because the description of object collocation passes also through the use of verbs of 
fictive motion. Then, I move on to discuss the role of metaphoricity and its relationship with 
fictive motion. The non-literal topic leads also to an overview of Lakoff and Johnson’s (1987) 
theory of Image-Schemas, which are mental representations that help our cognitive grasping 
of concepts like Place and Location. In this sense, they constitute the vantage point from 
which I carry out my contrastive analysis of the geometry in the lexical structure of verbs of 
fictive motion and location. To introduce my way of operating I end this chapter with Talmy’s 
lexicalization patterns of some English verbs of motion, because he uses pictorial diagrams to 
describe their lexical meanings that I have found useful for the analysis of my data. 
 Chapter 4 is devoted to some methodological considerations: from the principles that have 
guided the collection of my data to the explanation of the choice of the corpus, to conclude 
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with the treatment of the verbs in my data, which I have classified in different groups and of 
which I have analysed some dimensions of collocational patterns (subjects and prepositional 
phrases). Finally, in this chapter I briefly present the first conclusions that is possible to draw 
from the observation of my data.  
 In chapter 5 I propose a possible representation of the imagery evoked by verbs of fictive 
motion and location which helps me identify the differences in the English and Italian 
descriptive strategies of object collocation.  
 The conclusions reached are obviously exclusively relative to the portion of the lexicon 
taken into account and to the text type I have selected as my domain of investigation. 
However, I believe that they can be considered a useful starting point to reach more extensive 
generalizations on the ways in which English and Italian visually represent and lexicalize 
spatial information.  
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Chapter 1 
Spatial Conceptualization and Dimensions 
 
1.1. The Conceptualization of Spatiality  
 
The study of the ways in which languages describe space has developed rapidly, involving 
research not only in linguistics but also in psychology, anthropology, semiotics and 
philosophy, both as independent disciplines and as perspectives that may enrich the linguistic 
analysis through considerations on the physical, cognitive and historical-cultural dimensions 
that are involved in defining the concept of SPACE and its linguistic declensions. 
 As S. Levinson and D. Wilkins (2006) remark, the spreading of cognitive studies in 
linguistics, especially in semantics, has made space a central category and a privileged point 
of view from which it is possible to observe and analyse language, and this for two reasons. 
First of all, space is a universal category. It is a fundamental mode of our knowledge of the 
world and it is shared by both human beings and animals. Moreover, in the former case it 
becomes a structuring category of thought, because of its reflection of a phylogenetic 
evolution. Secondly, we have a complex perceptual experience of space, which involves not 
only vision but also our entire sensory system. Therefore, collocation and movement in space 
represent important phenomena to understand the integration between different cognitive 
systems. From this point of view, it is obvious that for cognitive linguistics, which assumes 
highly non-autonomist perspectives and believes in a strong interdependency between 
language and other aspects of cognition, spatiality is a central issue.  
 Looking for common patterns underlying different cognitive modules, theories of spatial 
cognition have paid particular attention to different aspects of spatiality; they have moved 
from the initial explorations of the ego-centric and anthropocentric character of the systems of 
reference to the role of the topological coordinates that identify objects and, finally, to the 
symbolic and metaphorical dimensions of movement.  
 Anyway, human spatial cognition remains «puzzling» (Levinson and Wilkins 2006) for 
essentially three reasons: a) it is unspectacular, compared to other animal species human 
beings are not very good at finding their way around; b) human spatial cognition is obviously 
variable (an ordinary citizen is not at all equal to hunters, sailors or taxi-drivers in this 
particular task); c) and finally, these observations lead to the obvious conclusion that many 
aspects of effective spatial thinking must depend on cultural factors. 
 But these are also the reasons why the language of space is such an interesting topic in 
cognitive linguistics. In Levinson and Wilkins’ (2006) words:  
1) [...] it may help to reveal the underlying conceptual structure in human spatial 
thinking, which may be much harder to extract from an inarticulate species. Naturally, 
universals of spatial thinking should be reflected in universal conceptualizations in 
spatial language; 
2) [...] the very variability of language promises an interesting insight into the possible 
cultural variability of spatial thinking; 
3) [...] this reasoning presumes a close correlation between spatial language and spatial 
thinking – essentially, a (possibly partial) isomorphism between semantics and 
conceptual structure. Where we have linguistic universals, the correlation may be 
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presumed to be driven by cognitive universals. But where we have cultural 
divergences, language may not so much reflect underlying cognition, as actively drive 
it1. 
 
In the following paragraph I will report Levinson and Wilkins’ (2006) account of the 
fundamental spatial dimensions as they are described in their Grammars of Space.  
1.2. The Fundamental Spatial Dimensions  
 
Results of a decade of research at the Max Planck Institute for Psycholinguistics have shown 
that human spatial thinking is really variable and that languages reflect this variability, 
because semantic distinctions closely match conceptual structure. This leads Levinson and 
Wilkins to say that «language, and more broadly communication systems, are causal factors in 
inducing specific ways of thinking about space» (2006)2.  
 These findings explain why the topic of spatial language is so important and interesting. In 
Grammars of Space (2006) Levinson and Wilkins provide a unique window on how this 
conceptual domain may be coded differentially across languages, underlying the extent to 
which close comparison and contrast is possible. The spatial domain has been partitioned into:  
- motion description; 
- topological description; 
- frames of reference; 
because this has seemed the best way of reflecting major conceptual splits in the domain, as 
those between: stasis vs. kinesis, or angular vs. non-angular static descriptions. In a figure 
taken from Levinson and Wilkins (2006: 3), they are visualised as follows:  
 
 
 
        
    stasis       kinesis 
 
 
non-angular    angular 
 
 
topology  frames of reference    motion 
 
        
     intrinsic     relative    absolute 
 
Figure 1.1 Conceptual subdivisions of spatial domain 
                                                            
1 Levinson S., D. Wilkins, 2006, Grammars of Space, Cambridge University Press, Cambridge, p.1. 
2 This Sapir-Whorfian hypothesis is actually in contrast with the results of a recent study conducted by 
Cardini at the University of East Anglia (2008), in which he discovered that, while describing a 
motion scene, English and Italian speakers do not seem to think too differently about the MANNER 
encoded in motion verbs, despite the well-known difference in the salience of this dimension in the 
two languages (Slobin 2003; 2004). 
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 In natural languages spatial scenes are mostly described from a Leibnizian point of view; 
that is, the location or motion of one thing is described with respect to other things. Therefore, 
in a spatial description, something – that can be called FIGURE, THEME or TRAJECTOR – 
is generally located with respect to a GROUND or LANDMARK.  
 Motion generally involves spatial change, even though not all change of spatial relations 
involves motion. Since change involves time, it is typically described with verbs. 
Traditionally, recurring themes dealing with these aspects are: a) the typology of lexical 
packaging in motion verbs; b) the underlying notions of PATH and MANNER; c) the 
tendency in languages for motion verbs to constitute minor form classes; d) the way in which 
source and goal are encoded, and e) the constraints on the complexity of motion components 
that can be packaged within a single clause.  
 Since the aim of this dissertation is to analyse how English and Italian linguistic structures 
differ in the description of object collocation in space, and since as far as I have been able to 
observe object collocation mainly relies on verbs of motion and location, I am particularly 
interested in the first two aspects of the above list, which have been widely studied by Talmy.    
 From a typological point of view, Talmy (1985) has proposed a distinction between “verb-
framed” and “satellite-framed” languages. This distinction rests on the fact that a Motion 
Event is composed of: 
- FIGURE, the thing moving; 
- GROUND, which specifies source or goal of motion, or even both; 
- PATH or TRAJECTORY of motion;  
- MANNER of motion; and 
- the predicated event itself. 
 Hence, in the sentence: 
 
 (1) The bird flew up into a tree; 
 
the FIGURE is the “bird”; the GROUND is the “tree”; the PATH is expressed by “up into”; 
and “flew” expresses both the predicated motion and the MANNER of motion. 
 Talmy’s classification moves from the observation that languages either package the path 
with the predication, as in Italian entrare (to go into), uscire (to go out), attraversare (to go 
across), leaving MANNER expressed in additional clauses or gerund, or they package the 
predication with MANNER, encoding the path in ‘satellites’ like the particles in the following 
English expressions: run in, crawl up, or climb down.  
 Anyway, this classification is not so rigid as it may appear, because in effect many 
languages allow both kinds of packaging (even English, which can say both go into or enter). 
Thus, Talmy has been forced to call this distinction: “the characteristic mode of expression”, 
meaning that even though English is mainly a satellite-framed language and Italian (like other 
Romance languages) is verb-framed, they both show examples of the opposite typology. 
Moreover, there are some particular languages that cannot be ascribed to either of these two 
types.  
 A final remark concerning the phenomenon in which I am interested regards the extent to 
which languages use the same resources in the description of motion vs. stasis. Talmy has 
suggested that they universally tend to do so, since static locatives are modelled on motion 
descriptions. That is the reason why the two English expressions: 
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 (2) He went out of the office; and 
 (3) He is out of the office 
are very similar in structure; but there are some languages that use very different structures to 
encode these two different meanings.   
 Moving to Levinson and Wilkins’ (2006) second area of interest, in the topological sub-
domain the core concept is that of a spatial description that indicates a spatial coincidence of 
Figure and Ground; but also relations of propinquity, contact and containment are usually 
considered part of this sub-domain. (Herskovits 1986). 
 Instead, when Figure and Ground are separated, non-angular specifications are useless, so 
in order to retrieve their respective positions, we need some kind of coordinate system of an 
angular type. This gives rise to the differentiation among three types of frames of reference. 
They may include an origin, a system of coordinates, a point of view, some terms of reference 
and a reference object. From decades of fieldwork on different cultures, Levinson observes 
that when answering where-questions, which are apparently universal, different languages 
make diverse uses of such coordinates; thus, three different reference systems have been 
identified: deictic or viewer-centred, intrinsic or object-centred and extrinsic or environment-
centred, in Taylor and Tversky’s (1996) terms; but Levinson calls them a) Relative, b) 
Intrinsic, and c) Absolute frames of reference: 
a) the origin of the system of coordinates is one of the participants to the conversation: 
the speaker or the hearer. Therefore, objects are localized in relation to this person’s 
front, back, right and left, instead of making reference to other objects of the scene. 
This is the reason why this frame of reference is deictic: it is based on the observer and 
requires the knowledge of his/her orientation. An example can be:  
 
e.g.  
        
 
The tree is to the left of the house; 
 
b) the origin of this frame of reference is one of the objects in the scene and the location 
of all the other objects is described according to its front, back, right and left. In order 
to communicate by using this kind of reference system the participants in the 
interaction must agree on the intrinsic sides of the reference object. Contrary to the 
first reference system, this one requires only two terms of reference: the reference 
object and the one that must be collocated. Taking into account the same situation as 
before, this time the example is:  
 
e.g.  
         
 
 
 
The tree is in front of the house; 
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c) Finally, the origin of the third frame of reference is external to the scene. The most 
common system of this kind is made up of cardinal points: north, south, east and west. 
This reference system too requires two terms: a reference object and the one to be 
collocated. Still describing the same scene, this time the example becomes:  
 
e.g.     
 
 
    
       
 
      The tree is north of the house. 
 
 These categories will be described in further details – from a cross-cultural point of view – 
in paragraph 2.4.3, but now in order to complete the account of spatial descriptive modalities 
generated by the adoption of different perspectives, I would like to mention the work of 
Taylor and Tversky (1992) who have identified three ways of describing large environments 
in guidebooks. These are, in fact, the textual genre in which I have chosen to carry out my 
analysis, because here linguistic descriptions of object collocation assume particular 
importance in order to achieve the main goal of this type of text – that is, to fire the reader’s 
imagination by creating in his/her mind an almost cinematic image of what s/he is going to 
visit in his/her trip (Urry 2001). Taylor and Tversky’s (1992) classification is made up of: 
route descriptions, gaze descriptions and survey descriptions. 
 In route descriptions the writer describes the scene from the point of view of the reader. In 
this sense it is as if s/he led him/her by the hand in the exploration of the place, making 
him/her the subject of the action and collocating objects according to his/her “front”, “back”, 
“right” and “left”.  
 Gaze descriptions, instead, are made from an external point of view. Each object is 
described by making reference to another one and in this case it is not the observer that moves 
around the scene but his/her gaze. As a matter of fact, while in route descriptions the origin of 
the frame of reference may change, in gaze descriptions it is fixed. Furthermore, in the former 
case the receivers of the message are the subjects of the sentences and in the latter one they 
are their objects. 
 Finally, in survey descriptions the scene is described from a point of view that is higher 
than the rest of the scene. Objects’ collocation is given by cardinal points and there is only 
one observation point. While route descriptions are linear, survey ones follow a hierarchy; 
that is, in the former a linear journey is followed, whereas in the latter the material is 
organized in a hierarchical way: the writer starts from the most imposing buildings (both for 
importance and size) and finishes with all the others.    
 The choice of the description modality is partly due to the characteristics of the 
environment that has been taken into consideration. A little space will be more easily 
described by means of a gaze description; a larger but circumscribed one requires a route 
description, while a very big space like that of a city will be better described with a survey 
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description and its aerial point of view. More specifically, an environment suitable for a route 
description should not only be little and closed but it should also have only one internal 
journey to follow and reference points more or less of the same size; whereas, environment 
usually described by means of a survey description should not only be large and not 
circumscribed but they should also have more than one journey to follow and reference points 
of varying sizes. It is even possible to have mixed descriptions of these three types of 
descriptive modalities.  
 Going back to Levinson and Wilkins (2006), in their opinion there are other ways to locate 
objects that do not make reference to any coordinate system. A frame of reference is not 
necessary, firstly, when locations are identified by a proper name or a common noun and in 
this case locations are expressed by simple prepositions; secondly, when the speaker is taken 
as reference point; and finally, when we are dealing with topological relations, which do not 
require the reference to a coordinate system, because they are expressed by prepositions.  
 After this panoramic sketch of spatial dimensions, in chapter 2 I will concentrate on the 
relationship between language and spatiality, taking into account Miller and Johnson-Laird’s 
(1976) semantic model of motion; Talmy’s (1975) and Langacker’s (1987) definitions of 
Motion Events; and two different accounts of spatial prepositions: Jackendoff and Landau’s 
(1993), who observe that spatial prepositions are few in number but cover a wide range of 
different uses, and Evans and Tyler’s (2004), who give a new cognitive account of spatial 
prepositions of movement. 
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Chapter 2 
How Language Structures Space: The State of the Art 
 
2.1. Miller and Johnson-Laird’s Semantic Model of Motion 
 
In order to start my historical review of the linguistic declensions of spatiality, I will take into 
account a pivotal study from which many of the insights that are nowadays widely shared by 
cognitive linguists derive: Miller and Johnson-Laird’s (1976) Language and Perception, 
where the two scholars provide a propositional analysis of the lexical meaning of some verbs 
of motion.  
 First of all, Miller and Johnson-Laird argue that in order to define spatial coordinates, 
relations between places must be taken into account – that is, it is necessary to perceive the 
spatial region containing the place of the thing. Since a region is interesting for what it can 
contain, two related predicates are necessary, giving rise to a relation of the following kind: 
 
Reg (x, y), 
 
where y is the region within which it is possible to interact with x. 
 From a linguistic point of view, English identifies one object in relation to the location of 
another by means of a reach array of prepositions and adverbs that can give much specific 
information about spatial relations. 
 In particular, MOTION defines changes of spatial relations, but when is it possible to say 
that a change is an event? This question is particularly important since whether or not 
something is an event changes the way we speak about it. In Miller and Johnson-Laird’s 
(1976) opinion, events are perceived when changes occur, but not all changes are perceived as 
events. As a matter of fact, when we perceive a thing change from a state of rest to a state of 
motion, we normally mark this change of state as an event, which linguistically can be 
expressed by means of the word “start”, both as a verb or as a noun.   
 Fundamental to the perception of motion is the perception of the change of location of 
objects. Thus, perceptual changes can be accounted for in terms of their temporal and spatial 
locations, so that if St (x, y,...) denotes one state description,  
 
not(St-1(x, y,...) ≡ St (x, y,...)) ≡ (z) [Chngt(St (z))] 
 
represents change of St(z) from a moment t to a moment t – 1. But this is a static description; 
in order to deal with cases of motion, it suffices to introduce in the definition above 
temporally extended states that have momentary states as their components.  
 Furthermore, when it is necessary to define the translatory movement of some object x, it is 
possible to use the formula: 
 
Chngt (Place (x, y)). 
 
This is such a common case that it can be useful to have a single predicate to represent it: 
 
Travel t (x)  ≡ Chngt (Place (x, y)). 
14 
 
 
Then, if Travel occurs in an interval of time from t to t + 1, it is possible to represent it as: 
 
Travelt, t + 1(x); 
 
that is, the entire sequence of momentary changes of location beginning in place y0 at time t 
and continuing to yi at time t + 1. 
 So, if an observer regards Travel (x) as a significant event, it is possible to write it as: 
 
    Event (Travel (x)), or 
      Event (Chng (Place (x)), 
 
which makes clear that “Event”, with respect to Change and Place, is a higher-ordered 
operator.  
2.1.1. Location 
Firstly, I would like to tackle Miller and Johnson-Laird’s (1976) account of Location. As 
already stated in Chapter 1, the importance of spatial organization in human cognition has 
been established in linguistics as well as in other cognitive sciences. From a typological point 
of view, Miller and Johnson-Laird (1976) assert that: 
 
In many other languages [than Indo-European ones] the specification of spatial attributes 
of objects is obligatory, just as temporal specification is obligatory in the English tense 
system3. 
 
Obviously this is interesting for my research, because it deals with the influence that objects’ 
geometry may have on the linguistic choices for the expression of their movement or 
collocation.  
 Concerning this, Friedrich (1970) asserts that «the overt, obligatory morphology of perhaps 
the majority of the world’s languages functions partly to express categories of shape» (p. 
403); and in his opinion no language illustrates this better than Tarascan, an American Indian 
language spoken in the south west of Mexico. As a matter of fact, «Tarascan grammar 
requires a speaker to add to his use of numerals a classifier that indicates whether the object 
are sticklike, tortillalike, or ball-like»4. But even more interestingly «many verbal roots in 
Tarascan are marked for spatial features of the nouns that can serve as their subject or 
object»5. That is the reason why, in my opinion, when dealing with Motion/Collocation 
Events it may be interesting to look also at the dimensions expressed by objects and not only 
at those conveyed by prepositions, which have always been the main focus of attention in 
previous studies. 
 As a matter of fact, Miller and Johnson-Laird (1976) analyse: in, on, at, by, on the right of, 
to, and toward, underlining that these words are usually called “locatives” because they are 
far too complicated to be indicated just as “prepositions”. Their analysis begins with the 
adoption of a single grammatical frame in which they work:  
 
                                                            
3 Miller G.A., P.N. Johnson-Laird, 1976, Language and Perception, Harvard University Press, 
Cambridge (MA), p. 375. 
4 Ibidem. 
5 Ibidem, p. 376. 
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NP + (Prep + NP),  
 
comprising phrases like: 
 
a boat in the harbour, faces at the window, or life on a farm; 
 
where the preposition can be seen as a relation of the type introduced above R (x, y), where x 
is a target identified by the head of the noun phrase, the relatum y is a landmark identified by 
the object of the noun phrase and R is the spatial relation indicated by the preposition.  
 In particular, the two scholars provided an analysis of the locative preposition that is 
considered the most natural for place designation: at, of which they gave the following 
examples: 
 
1) Greenwich, town at 0 degrees longitude; 
2) The plane at 13,000 feet; 
3) The main office at 123 East Forty-fifth Street.   
  
In their opinion, these sentences show how at can be easily adopted for absolute systems of 
spatial designation, which also suggests that it naturally adapts to the fiction of “point” 
locations. 
 On the contrary, when we want to indicate an area or volume containing some location, we 
usually choose in: 
 
4) a town in England; 
5) the plane high in the sky; 
6) the office in Chicago; 
7) the dish in the cupboard. 
 
 On, instead, is the preposition used when the reference object supports the object whose 
location is to be indicated: 
 
8) a building on Long Island 
9) the plane on the runway; 
10) the office on the third floor; 
11) the dish on the table. 
 
 When we want to indicate a direction in which an object lies with respect to a reference 
object, instead, there are plenty of possibilities: 
 
12) a town near London; 
13) the plane over the field; 
14) the office by/ beside/ behind/ over/ at the bank; 
15) the dish with/beneath/against/ under the cup. 
 
 At this point of their analysis, Miller and Johnson-Laird (1976) abstract from other studies6 
on “in”, “on” and “at” three schemas that fit all of the senses of the three prepositions: 
 
                                                            
6 Bennet (1972), Cooper (1968), and Leech (1969). 
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 IN (x, y): A referent x is “in” a relatum y if: 
(i) [PART (x, y) & INCL (z, y)]; 
 
 ON (x, y): A referent x is “on” a relatum y if: 
(i) (INCL (x, REGION (SURF (y))) &SUPRT (y, x)); otherwise go to (ii) 
(ii) PATH (y) & BY (x, y); 
 
 AT (x, y): A referent x is “at” a relatum y if: 
(i) INCL (x, REGION (y)). 
 
 Then, they continue their analysis by taking into account the concept of Distance. 
Concerning this, they observed that “near” can be used as verb, adverb, or adjective, as well 
as preposition, it can take superlative and comparative forms, but the most important thing is 
that «the actual distance between referent and relatum that is needed to satisfy “near” depends 
considerably on the nature of referent and relatum»7. As a matter of fact, if we compare the 
following examples: 
 
16) The car is near the gate; 
17) The house is near Oxford; 
18) Oxford is near London; 
 
it is easy to understand that in each case “near” has a different connotation. Therefore, any 
referent that is within the region of the relatum and do not touch it can be described as near 
the relatum, but also more distant referents can be thus defined.  
 All these things considered, the two scholars elaborate the following formula to 
characterize “near”: 
  
 NEAR (x, y): A referent x is “near” a relatum y if: 
(i) GREATER (NORM (DISTANCE (y)), DISTANCE (x, y)) 
(ii) SEPARATE (x, y) 
(iii) not(IN(x, y) or IN(y, x));  
 
from which it is possible to infer that a schema for IN is necessary to use “near” correctly and 
this is supported also by evidence from child language. 
 Then, Miller and Johnson-Laird (1976) pass to the analysis of  “by”. By summarising the 
definitions of the dictionary and the results of Cooper (1968), the two scholars arrive at the 
following formulation: 
 
 BY (x, y): A referent x is “by” a relatum y if: 
(i) INCL (x, REGION(SIDE(y))) & not (BETWEEN(x, z, SIDE(y))) 
(ii) not(ABOVE(x, y) or ABOVE (y, x)); 
 
which means that in order to find whether or not a referent is “by” a relatum, it is necessary to 
search a side of the relatum and look for the referent within its region in the horizontal plane; 
if the referent is not found, it will be necessary to search another side of the relatum and look 
                                                            
7 Miller G.A., P.N. Johnson-Laird, 1976, Language and Perception, Harvard University Press, 
Cambridge (MA), p. 392. 
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in that region too. If all the sides of the relatum have been searched but no referent has been 
found, we must infer that the referent is NOT by the relatum. 
2.1.2. Further Prepositions: Dynamic Location 
 
I would like to move on to the study of how English prepositions may “talk about” dynamic 
locations. Studies on prepositions date back to the 60s and the 70s and as Bennett (1972) 
pointed out, English has resources to describe in a detailed manner the path of any moving 
object that passes through many locations successively. “From” and “to” are usually the terms 
that indicate the origin and the terminus of this path; and “along” is taken as the representative 
of the prepositions that indicate intermediate points. 
 This is important, because the path is the conceptual core of the system for designating 
Movement. As a matter of fact, an object that moves along a path during a certain time can be 
linguistically described by the logical equivalent of the following sequence of AT relations: 
 
AT(x, y0), AT(x, y1),... AT(x, yi),... AT(x, yn), 
 
where a time index t + i is associated with each location; and y0 becomes the same as yn when 
it is necessary to describe motion along a closed path. 
 Gruber (1965) had previously observed that “from” is the negation of “to”: to move from y 
is to move to not-y. Thus, both AT and notAT must be considered as components of “from” 
and “to”. This can be formulated in the following way: 
 
FROM(x, y): A referent x is “from” a relatum y if, for an interval ending at time t – 1, 
AT(x, y) and: 
(i) notAT(x, y) at time t; 
 
and 
 
TO(x, y): A referent x is “to” a relatum y if, for an interval ending at time t – 1, notAT(x, y) 
and: 
(i) AT(x, y) at time t.     
  
For intermediate points, instead, it is possible to exploit the concept of PATH to provide a 
schema for “along”: 
 
ALONG(x, y): A referent x moves “along” a relatum y if, for an interval of time, x moves 
and: 
(i) PATH(y) 
(ii) If AT(x, z) during the interval, then PPRT(y, z). 
   
 The situation can be a bit more complicated when it is necessary to indicate a path “out of” 
or “into” something. Miller and Johnson-Laird (1976) schematize this state of affairs as 
follows: 
 
OUTOF(x, y): A referent x is out of a relatum y if, for an interval ending at time t – 1, IN(x, 
y) and: 
(i) notIN(x, y) at time t; 
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INTO(x, y): A referent x is “into” a relatum y if, for an interval ending at time t – 1, 
notIN(x, y) and: 
(i) IN(x, y) at time t. 
 
 Furthermore, as already stated in paragraph 1.2, English indicates in the same way the 
location of moving and stationary objects, the only difference being that in the first case it is 
necessary to mention also the location of the path,  that is: its origin, intermediate points, and 
terminus. For this task English uses the same “at”, “in” and “on” that we have already talked 
about for the location of objects, thus also the prepositions over, under, in front of, in back of, 
to the right of, to the left of, next to, beside, by, above, below, beneath, beyond, among, 
around, between and toward can all be used to locate paths as well as objects. By way of, past, 
via instead indicate specific locations along paths. 
 Finally, in order to express the direction of movement, English uses adverbs that often are 
exactly the same words that indicate prepositions when location is what the discourse is 
focused on. With reference to the human body, up, down, front, back, left and right are the 
major directional adverbs; north, east, south and west are those referring to cardinal points; 
and the suffix “-ward” can be attached to up, down, front, back, left and right in order to make 
a directional use explicit. Moreover, toward, away, inward and outward constitute a system 
for locating path that corresponds to that of the prepositions to, from, into and out of, but in 
the former case the origin or terminus of the imaginary path is taken as the relatum. 
2.1.3. The Complexity of Motion Verbs  
  
It is now time to see how the two scholars move from prepositions expressing location to 
verbs of motion. According to Miller and Johnson-Laird (1976), the interaction of verbs and 
prepositions gives rise to the rich lexicon for the description of Motion in English and so 
verbs of motion are characterized semantically as complex predicates, of which the two 
scholars gave the following definition: «verbs that describe how an object changes from a 
place p at time t to another place p’ at a later time t + 1»8. “Travel” is taken as the verb that 
best captures this idea of change of location (Miller 1972) and so it is the first to be analysed. 
 TRAVEL (x) means that something x is perceived by someone as changing location, in the 
sense of travelling through space, because it simply means that a person goes from one place 
to another one. The following formulation tries to capture the basic intuition that motion 
involves a durative change of location from somewhere yi to somewhere else not-yi: 
 
TRAVEL (x): Something x “travels” from time t0 to time tm if, for each ti such that 
 t0 ≤ ti ≤ tm, there is a place yi such that Rti(AT(x, yi)) and: 
(i) Rti+1(notAT(x, yi)) 
  
 Then, Miller and Johnson-Laird (1976) observe that “travel” can be used with a rich 
variety of adverbials, whose combinations with the core meaning of the verb produce other 
verbs with special senses for travelling: 
 
  Soar  travel through air  (THROUGH(TRAVEL)) (x, AIR) 
  Drift  travel on water  (ON(TRAVEL)) (x, WATER) 
  Ride  travel in a conveyance (IN(TRAVEL))(x, CONVEYANCE) 
                                                            
8 Ibidem, p. 530. 
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  Hurry  travel rapidly   (RAPIDLY (TRAVEL)) (x) 
 
The relation between these two complex concepts (the core meaning of the verb and the 
adverbials) is named “semantic incorporation” by the two scholars and can account for all 
those verbs that contain in their meaning the medium travelled through, instruments and 
manners of motion.  
 Other verbs, instead, contain adverbial components that describe the direction of motion 
(Gruber 1965). Some examples are: 
 
  Ascend     (UPWARD(TRAVEL))(x) 
  Pivot, revolve, rotate    (AROUND(TRAVEL))(x) 
  Descend, fall, sink, drop   (DOWNWARD(TRAVEL))(x) 
  Proceed     (ONWARD(TRAVEL))(x) 
  Depart, flee, leave    (AWAY(TRAVEL))(x) 
  Advance, progress    (FORWARD(TRAVEL))(x) 
  Enter      (INWARD(TRAVEL))(x) 
  Exit, emerge     (OUTWARD(TRAVEL))(x) 
 
 Finally, some motion verbs incorporate locative prepositional phrases as adverbials 
modifying predicates based on TRAVEL. Some of which are: 
 
  Leave, depart     (FROM(LEAVE))(x, v) 
  Accompany     (WITH(TRAVEL))(x, y) 
  Ascend, climb     (UP (ASCEND))(x, y) 
  Cross, traverse    (ACROSS(TRAVEL))(x, y) 
  Descend     (DOWN(DESCEND))(x, y) 
  Follow, chase     (AFTER(TRAVEL))(x, y) 
  Jump, leap     (OVER(TRAVEL))(x, y) 
  Pass      (BY(TRAVEL))(x, y) 
  Penetrate     (THROUGH(TRAVEL))(x, y) 
  Reach, visit     (TO(TRAVEL))(x, w) 
  Enter, invade     (INTO(TRAVEL))(x, w) 
  Approach, near    (NEARa9(TRAVEL))(x, w) 
 
 In Miller and Johnson-Laird’s opinion (1976) these definitions are incomplete, but anyway 
useful because they give a rough idea of how many English verbs of motion incorporate 
adverbials of direction and location in their meanings. 
 A more specific class of motion verbs are the so-called Deictic Motion Verbs. Miller and 
Johnson-Laird (1976) include in this small set: bring, come, go, send and take; and decide to 
concentrate their analysis on “come” and “go”, since “bring” can be paraphrased as “cause to 
come” and “send” and “take” as “cause to go”. 
 In this type of verbs of motion deixis of both person and place is involved. As a matter of 
fact, if two different speakers say “It came here” or “It went there” to refer to the same motion 
event, it is obvious that they take a different perspective on it. 
 Indeed, according to Fillmore (1971d, 1973): 
 
                                                            
9 In this case NEARa is the adverb (Miller and Johnson-Laird 1976, p. 538). 
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“come” indicates motion toward the location of either the speaker or the addressee at the 
time of reference; “go” indicates motion toward a location that is distinct from the 
speaker’s location at the time of utterance. 
 
Thus, Miller and Johnson-Laird (1976) explicate “go”10 by complicating their definition of 
“travel”: 
 
GO (x): Something x “goes” at time t0 if for each ti such that t0 < ti < tm there is a place yi 
such that Rti(AT(x, yi)); there is an utterance time n and a place z such that Rn(AT(speaker, 
z)); if a destination w is indicated, then w ≠ z; and: 
(i) Rti+1(notAT(x, yi)) 
(ii) Rtm(notAT(x, z)  
 
 In order to avoid the problem of how a speaker can remember such a complicated deictic 
condition, the two scholars suggest that the notion of context must be fundamental in this case 
and propose to simplify the formulation above by introducing λ to represent this shared 
information among the participants to a conversation. Thus, the definition of “come” 
becomes: 
 
COME (x): Something x “comes” at time tm if for each ti such that t0 ≤ ti ≤ tm there is a 
place yi such that Rti(AT(x, yi)); if a destination w is indicated, then ISA (w, λ); and: 
(i) Rti+1(notAT(x, yi)) 
(ii) ISA (ym, λ) 
 
 Finally, since GO and COME entail TRAVEL, it is possible to rewrite the two definitions 
above as follows: 
 
 GO (x): Something x “goes” at time t0 if there is an utterance time n and a place z such that 
Rn(AT(speaker, z)); if a destination w is indicated, then w ≠ z; and: 
(i) TRAVEL(x) 
(ii) Rtm(notAT(x, z) 
 
                                                            
10 Within the studies on the semantics of Motion Verbs, Goddard (1997) defines the semantics of 
COMING and GOING starting from Wierzbicka’s (1996) approach to semantic primitives (the so-
called, Natural Semantic Metalanguage) in the following way: 
  
 X went from A to B (yesterday) =  
 before this X was in place-A 
 X wanted to be somewhere else 
 because of this, X moved for some time (yesterday) 
 because of this, after this X wasn’t in place-A any more 
   X was in place-B. 
 
 X came to place-A = 
 before this, X was somewhere 
 X wanted to be somewhere else 
 because of this, X moved for some time 
 because of this, after this X was in place-A 
 someone in this place could think: 
   X is in the same place as me. 
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COME (x): Something x “comes” at time tm if when a destination w is indicated, ISA (w, 
λ), and: 
(i) TRAVEL(x) 
(ii) Rtm(AT(x, λ); 
 
and obtain in this way what in Miller and Johnson-Laird’s opinion is the best formulation for 
the meaning of these two basic deictic verbs. 
 Finally, I would like to present the formulations that the two scholars elaborate for other 
types of verbs of motion. 
 Causative verbs like “move” are ambiguous because they can either be transitive 
causatives or intransitive non-causatives; thus, Miller and Johnson-Laird (1976) accommodate 
these various possibilities in the following conceptual schema: 
 
 MOVE((x, y): Something x “moves” something y if: 
(i) TRAVEL(y) 
(ii) DO(x, S) 
(iii) CAUSE(S, (i)); 
 
in which, if conditions (ii) and (iii) are omitted, MOVE reduces to TRAVEL. X can even be 
equal to y, which is explicit in the following case: 
 
Melissa moved herself. 
 
Instead, when x is not supplied, uncertainty about causation is appropriate, in particular if y is 
animate.  
 “Advance” differs from “move” just in condition (i) of the following formulation: 
 
 ADVANCE((x), y): Something x “advances” something y if: 
(i) (FORWARD(TRAVEL))(y) 
(ii) DO(x, S) 
(iii) CAUSE(S, (i)); 
 
which suits also the following causative motion verbs: assemble, bend, bounce, close, empty, 
expand, fill, flap, flex, fly, gallop, halt, move, nod, open, pass, pour, race, return, roll, rotate, 
run, sail, scatter, separate, shake, shift, shrink, shut, sink, slide, slip, spin, spread, start, stop, 
swing, tilt, trip, turn, twist, walk, wave, whirl, wiggle. 
 Other causative motion verbs cannot have an actor omitted, in fact they do not have an 
intransitive, non-causative use and generally follow the following schema: 
 
  RAISE(x, y): Something x “raises” something y if: 
(i) DO(x, S) 
(ii) CAUSE(S, RISE(y)); 
 
that applies also to the meaning of other motion verbs like: attract, bear, bring, carry, 
depress, drag, drive, eject, elevate, emit, fling, flip, hand, hurl, inject, insert, interpose, jerk, 
launch, lay, lift, lower, place, project, propel, pull, push, put, remove, replace, send, set, 
shove, substitute, take, throw, thrust, toss, tow, transport.  
 Most of these causative verbs take further semantic components, for example a deictic 
component based on the adding of “come” and “go”: 
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 BRING(x, y): DO(x, S) & CAUSE(S, (WITH(COME))(y, x) 
 TAKE(x, y): DO(x, S) & CAUSE(S, WITH(GO(y, x)) 
 SEND(x, y): DO(x, S) & CAUSE(S, BEGIN(y)). 
 
In these cases intransitive use is incorrect and the first argument must always be present. 
 Moreover, there are some verbs that require a destination (put, lay, place and set) and the 
compulsoriness of a locative phrase must be shown in the schematization of their meaning: 
 
 (AT(PUT))(x, y, w): Something x “puts” something y at a place w at time t if: 
(i) Qt(notAT(y, w)) 
(ii) DO(x, S) 
(iii) CAUSE(S, Rt(AT(y, w))) 
 
 Finally, the two scholars take into account the permissive motion verbs admit, drop and 
release, and assert that they «follow the same patterns as the causatives, but with ALLOW 
replacing CAUSE»11: 
 
 ADMIT (x, y): DO(x, S) & ALLOW(S, ENTER(y)) 
 DROP (x, y): DO(x, S) & ALLOW(S, FALL(y))  
 RELEASE (x, y): DO(x, S) & ALLOW(S, TRAVEL(y)) 
 
 Moreover, there are intransitive motion verbs that demand an agent as the subject. Two 
examples are “walk” and “drive”, because we do not normally walk or drive without 
intentionality. Thus, Miller and Johnson-Laird (1976) introduce the ACT component in the 
formula for the meaning of these verbs and underline that PATH and INSTRUMENTALITY 
too are components of their semantics. Hence, the following formulation explicates the 
meaning of each verbs describing «bodily movements»12: 
 
ACT(x, S’) & CAUSE(S’, DO(FEET, S)) & ALLOW(S, TRAVEL(x)); 
 
some examples of which are: march, strut, stride, pace, lumber, plod, trudge, tramp, saunter, 
stroll, promenade, amble, mince, slink, toddle, waddle, hobble, limp, stagger, stumble, totter 
and sprint, jog, trot, scamper. A few more specialized one are: dance, skate, hop, skip, tiptoe. 
  Agentive verbs of travelling can also have a directional component. For example, “visit” 
has a clear sense of “travelling to”, some other similar verbs are: 
 
  Visit   ACT(x, (TO(TRAVEL))(x, y)) 
  Invade   ACT(x, (INTO(TRAVEL))(x, y)) 
  Lead    ACT(x, (BEFORE(TRAVEL))(x, y)) 
  Chase   ACT(x, (AFTER(TRAVEL))(x, y)) 
  Climb   ACT(x, (UP(TRAVEL))(x, y)) 
  Jump   ACT(x, (OVER(TRAVEL))(x, y)) 
  Withdraw  ACT(x, (FROM(TRAVEL))(x, y)). 
 
                                                            
11 Ibidem, p. 547. 
12 Ibidem, p. 548. 
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 Finally, Miller and Johnson-Laird (1976) take into account the complicated verbs “hand” 
and “pass”. Their complexity is due to the fact that they can take three arguments. The former 
incorporates the instrument used by the agent; the latter, instead, can cover also the idea of 
“throwing”. Hence, the formulations of their meanings are: 
 
 HANDv(x, w, y): Someone x “hands” someone w something y if: 
(i) USE(x, HANDn, S) 
(ii) CAUSE(S, (TO(TRAVEL))(y, w)) 
(iii) ACCEPT(w, y) 
 
 PASS(x, w, y): Someone x “passes” someone w something y if: 
(i) ACT(x, S) 
(ii) CAUSE(S, (TO(TRAVEL))(y, w)) 
(iii) ACCEPT(w, y). 
   
Within this same category fall the verbs: bring, carry, convey, deliver, drag, fling, haul, lift, 
lower, pitch, pull, push, raise, restore, return, send, shove, take, throw, toss.   
 The final aspect that Miller and Johnson-Laird (1976) tackle is aspectuality – that is, those 
aspectual properties of motion verbs that express the time course of an action. From this point 
of view Motion can continue, begin or end, and it can also fail to occur. Those verbs that 
convey the idea of “remaining at rest” are: hover, lie, linger, lodge, loiter, remain, rest, sit, 
stand, stay, tarry, wait. Those, instead, which may even have non-motional uses are: cross (A 
bridge crossed the river), fall (The land fell away to the east), leave (He left his umbrella), 
reach (The roof reached the trees), rise (this river rises in Colorado), run (This road runs all 
the way to Chicago) and soar (The steeples soared toward heaven)13. Since they are more 
complicated, the two scholars decided to analyse verbs that express changes from motion to 
rest or from rest to motion and focused on those that incorporate the operators BEGIN or 
END. 
 “Reach” is the first non-durative motion verb they deal with, and its non-durative aspect is 
captured by Miller and Johnson-Laird in the following formulation: 
 
REACH(x, w): Something x “reaches” some place w if there is a moment t such that 
Qt(TOWARD(TRAVEL))(x, w) and: 
(i) Rt(AT(x, w)). 
 
 Another one is “depart”, which constitutes an intransitive example: 
 
DEPART(x): Something x “departs” if there is a moment t such that Qt(notTRAVEL(x)) 
and: 
(i) Rt(TRAVEL(x)). 
 
 A causative example, instead, is “launch”: 
 
LAUNCH(x, y): Something x “launches” something y if there is a moment t such that 
Qt(notTRAVEL(y)) and: 
(i) Rt(TRAVEL(y)) 
(ii) DO(x, S) 
                                                            
13 All these examples are taken from Miller and Johnson-Laird (1976), p. 554. 
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(iii) CAUSE(S, (i)), 
 
and for one of its senses “throw” can be paraphrased as “launch by hand through the air”, with 
instrumental and path added to the formulation above: 
 
THROW(x, y): Something x “throws” something y if there is a moment t such that 
Qt(not((THROUGH(TRAVEL))(y, AIR)) and: 
(i) Rt((THROUGH(TRAVEL))(y, AIR))  
(ii) (WITHi(ACT))(x, S, HAND) 
(iii) CAUSE(S, (i)). 
 
Fling, flip, hurl and toss all share this schematization for their meaning and they all imply 
BEGIN(TRAVEL(y)). 
  In Miller (1972) “jump” was taken as a good review of most of the semantic components 
usually present in motion verbs. As a matter of fact, its meaning can be defined by the 
following schematization: 
 
JUMP(x, (y)): An animate x “jumps” something y if there is a moment t such that 
Qt((notTHROUGH(TRAVEL))(x, AIR)) and: 
(i) Rt((THROUGH(TRAVEL))(x, AIR))  
(ii) (WITHi(ACT))(x, S, LEGS) 
(iii) CAUSE(S, (i)) 
(iv) OVER((i), y), 
 
in which motion, intention, causation, path direction, medium and instrumentality are all 
included. 
 The formulation for the sense of “arrive”, instead, derives from those for “depart” and 
“reach”: 
 
ARRIVE(x): Something x “arrives” if there is a moment t such that Qt(TRAVEL(x) and: 
(i) Rt(notTRAVEL(x)). 
 
Indeed, the only difference between “reach” and “arrive” is stated to be that «you can reach 
one place on your way to some other place, whereas the place you arrive at is your 
destination»14 (my italics).  
 Thus, Miller and Johnson-Laird (1976) account also for intuitive differences and 
similarities in the temporal shapes of many English verbs of motion, completing their analysis 
of the semantics of this type of verbs.  
 
 If Miller and Johnson Laird’s fine semantic analysis was inspired by a propositionally 
based linguistic semantics, later developments both in neuro-cognitive sciences and in 
linguistics drew attention to other dimensions of spatial language. More particularly, the 
discovery that the conceptualization of objects and places does not reside in the same areas of 
the brain led Jackendoff and Landau (1993) to investigate how languages talk about objects 
and their collocations. It is to this seminal paper that I would now like to turn my attention. 
 
                                                            
14 Ibidem, p. 557. 
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2.2. “What” and “Where” in Spatial Language and Spatial Cognition  
 
In their long article “What” and “Where” in Spatial Language and Spatial Cognition, 
appeared in Behavioural and Brain Sciences in 1993, Ray Jackendoff and Barbara Landau 
move from the observation that the mental representations that permit object recognition, 
object search and “navigation” through space are basic abilities in every animal species, but 
that the ability to verbalise them is only typical of human beings. Therefore, the aim of the 
article is to investigate the language of objects (WHAT) and places (WHERE), trying to find 
out which geometric properties are preserved in the representations underlying object nouns 
and spatial prepositions in English.  
 The paper is divided into three sections: in the first one the authors examine the linguistic 
features that are necessary for object recognition; in the second one object collocations are 
analysed, and attention is drawn to the fact that the system for object representation is richer 
than that for their collocation; and finally the third part is devoted to two possible 
explanations of the asymmetries discovered during the study.  
2.2.1. Talking about Objects 
 
For the majority of concrete, natural or artificial objects, shape is the most important criterion 
for identification: experiments evidence that two-dimensional representations of an object’s 
shape suffice to identify and name them. Shape is so important that the relation between 
spatial representation15 and language is governed by some fundamental constraints. In 
Jackendoff and Landau’s (1993) words: 
 
The spatial representations that are linked to object names must provide enough different 
shape descriptions, configured in the proper way, to be able to distinguish all the kinds of 
objects we categorize [...] linguistically on the basis of shape16. 
 
They propose that «any spatial distinctions we encode linguistically must be capable of 
corresponding to spatial representations. Such a correspondence is necessary if talking about 
objects and places is linked to thinking about or acting on them»17. 
 From a non-linguistic point of view, a long tradition considers object shapes to be 
represented componentially by simple three-dimensional components such as cylinders. That 
is, a limited number of shape components are taken to be the units used to recognize object 
shapes. Jackendoff (1987a; 1987b) adopted a 3-D model representation for linguistic 
expression, because the 3-D model has the properties with which Jackendoff and Landau 
(1993) have characterized spatial representation. In Marr’s (1982) model, for example, object 
representations are built up from:  
 
1) a set of principles for describing “generalized cones” in terms of an axis and a varying 
cross-section; and  
                                                            
15 «By spatial representation, [Jackendoff and Landau] refer to a level of mental representation 
devoted to encoding the geometric properties of objects in the world and the spatial relationships 
among them» (Jackendoff and Landau 1993).  
16 Jackendoff R., B. Landau, 1993, “‘What’ and ‘Where’ in Spatial Language and Spatial Cognition”, 
Behavioural and Brain Sciences 16, pp. 165-217. 
17 Ibidem, p. 218. 
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2) a principle for elaborating a generalized cone by adding a subsidiary generalized cone 
whose axis is of a particular size and orientation relative to the main axis18.   
 
By applying the second principle recursively, objects in the 3-D model representation result to 
be composed of more than one part, each of which may be further decomposed. In this way 
the representation becomes rich enough to support the extensive vocabulary of object names 
that in English consists of  about 10,000 words. 
 In Jackendoff’s view, the new models proposed by Biederman (1987) and by vision 
theorists such as Marr and Vanina (1982) best lend themselves to the semantic-conceptual 
analysis of space that he has elaborated. Biederman proposes that object parts are encoded in 
terms of a small specific set of generalized cones, 36 in number, which he calls “geons”. They 
are meant to have “non-accidental” properties (Lowe 1985) that in the image are likely to 
represent true properties of objects rather than accidents of viewpoint. 
 Furthermore, as Marr and Vanina (1982) demonstrates, these compositional systems can be 
used to characterize transformations that preserve the geometric structure of objects capable 
of internal movement like the limb movements of the human body. They can also distinguish 
among objects better described as “surfaces” and among those with “negative” portions 
(ridge, groove, hole, etc.). 
 As a matter of fact, some object parts may be well represented with a compositional 
approach by means of generalized cones that combine to yield the whole object (e.g. some of 
the named parts of a camera, an airplane or a person, like the head). In other cases, instead, 
this kind of approach does not seem very efficient – for instance, when we are dealing with 
foreheads or noses, they do not appear to be very well described with cylinders19.  
 Many other objects can be described as having a top and a bottom, a front and a back, sides 
and/or ends. In order to explain how these terms derive from a spatial representation it is 
necessary to make reference to oriented and directed axes, that is those «required to 
distinguish top from bottom, back from front, and right from left»20. First of all, we need to 
make reference to the axis that is expanded into a generalized cone, the generating axis, to 
this cone two further axes must be added, the orienting axes, which are orthogonal to the 
generating one and to each other. Secondly, it is necessary to distinguish between directed or 
symmetric axes: the former inhere regularities that distinguish one end from the other, the 
latter indicate equivalent elaborations of the object at both ends of the axis.  
 Going back to a linguistic description, this system of oriented and directed axes defines the 
above-mentioned terms: top, bottom, front, back, sides and ends: 
 
The top and bottom of an object are the regions [...] of the object at the ends of whichever 
axis is vertical in the object’s normal orientation. If the object is relatively long and 
narrow, that is, if it has a horizontal generating axis significantly longer than the other 
axes, it can be said to have ends – the regions at the termination of this axis. If the object 
has a horizontal directed axis, with one that normally faces the observer or determines the 
                                                            
18 Ibidem, p. 219.  
19 Hoffman and Richards (1984) suggest that in this case they can be characterized by means of the 
objects’ boundaries rather than by a set of pre-specified primitive shapes. The nose, for example,  
would begin and end at points of negative extremes along the external boundary of a face. Leyton 
(1989), instead, has another explanation: these parts may be produced by the casual processes 
underlying shape formation. The nose, in this case, could be the result of a growth process wherein a 
segment of a simple curved surface is pushed out from the inside along a principal axis to form a 
new segment.  
20 Ibidem, p. 220. 
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normal direction of motion, the region determined by that end of the axis is the object’s 
front; the opposite end of this axis determines the back. Finally, the region determined by 
the termination of any other horizontal axis can be called a side.      
    
 A further distinction must be made when we are dealing with spatial representations of 
sheets of paper, phonograph records, crackers, table tops, blackboards, rugs, roads and lakes. 
They all extend mainly along two dimensions, their thickness is insignificant and the linear 
boundary of their surface is defined as their edge. The problem with this kind of objects is that 
the use of volumetric primitives does not seem very helpful for the construction of their 
spatial representation, since they do not have a volume. So, a more satisfying analysis is to  
schematize them as “surfaces”. In this way, a record can be seen as a disk rather than a 
volume and the lake as its surface; depth can be added as a further elaboration.   
 Moreover, according to Hoffman and Richards (1984) and Herskovits (1986), some 
entities are better conceptualized as “negative parts”. Jackendoff and Landau (1993) compare 
a ridge and a groove: 
 
A ridge is conceptualized as a protrusion from the surface of a host object. It has an 
extended linear generating axis parallel to the surface of the host object. In addition, it has 
a directed orienting axis that projects out of the surface of the host object, giving the ridge 
a top and a bottom, and a (roughly) symmetrical orienting axis that defines its sides. [...] a 
groove [...] is conceptualized as a depression in the surface of a host object. It has an 
extended linear generating axis parallel to the surface of the object plus a directed orienting 
axis that projects into the surface of the host object, giving the groove a top and a bottom, 
plus a (roughly) symmetrical axis that defines its sides [my italics]21. 
 
Thus, it is natural to see a groove as a “negative part”, a volume «scooped out of the object 
instead of added to it»22. It is a shape defined by the “lack” rather than by the “presence” of 
substance.   
 This results in the possibility of describing linguistically even a “negative part” just like 
any other object part. In fact, a groove too has a top, a bottom and sides, it can be described as 
long or short (along its principal axis), deep or shallow (along its secondary axis), and broad 
or narrow (along its tertiary axis). Some examples of “negative parts” with this kind of 
representation are: hole, pit, notch, slot, scratch, depression, cavity and dent; instead, 
“negative objects” that can be treated in the same way are: valley, ditch, cave, well, door and 
window. This is an example of how a simple enrichment of spatial representation makes it 
possible to analyse a wide variety of things that we normally name. 
 Finally, Jackendoff and Landau (1993) categorize “containers”. As Miller and Johnson-
Laird (1976) had already pointed out, in English there are a lot of labels for this type of 
things: cups, bowls, boxes, jars, tanks, etc. In general they can be seen as “objects that can 
hold things inside them”, therefore to encode them in spatial representation, Jackendoff and 
Landau introduce the notion of “hollow volumes”, different from the classic “solid volume”. 
The latter are encoded as uniformly substantial, the former as shapes with a substance 
distributed only over their surfaces with an empty space left inside.  
 In this way, adding the concept of “hollow volumes” has made it possible for the theory of 
spatial representation to encode also such objects as cars, houses, stomachs, eggshells, 
balloons, bubbles, violins and drums – that is, to treat a completely new class of objects.  
                                                            
21 Ibidem, p. 222. 
22 Ibidem. 
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 To summarise, the spatial representation of objects by shape is a rich combinatorial 
system. Its basic units include: generalized cones and surfaces. Cones may be solid, hollow or 
negative. Each one has an axial structure: the generating axis around which the cone or 
surface is elaborated, and up to two orthogonal orienting axes. Furthermore, each of these 
three axes may be directed or symmetric. These basic units are combined hierarchically to 
describe objects in a complex manner.    
2.2.2. Talking about Places 
 
After having discussed the way in which objects are recognized and categorized (that is, the 
what of the object), Jackendoff and Landau (1993) focus their attention on where an object is 
or, when in motion, its path of movement. As a matter of fact, this is an essential part of 
spatial cognition and, therefore, of spatial language. 
 The great variety of perspectives that exist on this subject makes it difficult to find a single 
theory of spatial representation to be used as a model for our thinking about  how language 
encodes spatial relations. Nevertheless, there is one thing that must absolutely be taken into 
account:  
  
Understanding our representations of space requires invoking mental elements 
corresponding to places and paths, where places are generally understood as regions often 
occupied by landmarks or reference objects. Objects [...] are then located in these places. 
Paths are the routes along which one travels to get from place to place23.  
 
 As mentioned before, the standard linguistic representation of an object’s place essentially 
requires three fundamental elements:  
 
 a) The object to be located (or FIGURE in Talmy’s terms); 
 b) The reference object (or GROUND in Talmy’s terms); and 
 c) The relationship between them. 
 
In English, the first two elements are canonically expressed by noun phrases and their 
relationship by a spatial preposition that, together with the reference object, defines a region 
in which the figure is located. 
 Moreover, there are some verbs that follow the structure of the so-called “verb-framed” 
languages, incorporating spatial relations; these can be paraphrased by a simple verb and a 
preposition: 
 
e.g. Enter = Go into; Approach = Go toward; Cross = Go across. 
 
From these preliminary observations, Jackendoff and Landau (1993) conclude that the key 
elements in the English expression of place are the prepositions, and by focusing on spatial 
prepositions, they attempt to develop «a fairly comprehensive idea of the spatial relations 
expressed in language»24. 
 A relevant fact about prepositions is that there are few of them (about 80) in comparison to 
the number of names for different kinds of objects (about 10,000), and this is true for all the 
languages in the world. In Jackendoff and Landau’s opinion,  «there are so few prepositions 
                                                            
23 Ibidem, p. 223.  
24 Ibidem. 
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because the class of spatial relations available to be expressed in language [...] is extremely 
limited»25. They present a quite exhaustive list of the factors involved in defining these spatial 
relations. 
 Spatial relations can be mentally encoded as binary relations between objects of the form 
R(a, b), where /a/ and /b/ are the objects to be related. However, in human language spatial 
relations are asymmetrical. Thus, the Figure is encoded as grammatical subject and the 
Reference Object as the object of the spatial preposition or of the verb itself. The inversion of 
this relationship always signals markedness, and sometimes it is not even possible, especially 
when the two objects are of very different sizes, as shown in the second sentence of the 
following example: 
 
 e.g.  1) The book is on the table; 
   2) The table is under the book (?).  
              
Even the relation that is apparently the most symmetrical – nearness – is in fact asymmetric: 
 
 e.g.  3) The bicycle is next to the house; 
   4) The house is next to the bicycle (?); 
 
the second sentence is not correct most probably because of the great difference in size 
between the two objects. 
 In Jackendoff and Landau’s opinion, this linguistic asymmetry depends both on principles 
of spatial organization, which require that an object be anchored (or located) relative to some 
other object and perceptual principles according to which reference objects must have 
properties that facilitate search: they must be large, stable and distinctive. Thus, the 
organization of language parallels that of spatial cognition and many experiments have even 
demonstrated that these asymmetries are essential to our spatial representations and that 
people always expect Figures and Reference Objects to differ in size and stability.  
 Furthermore, the detailed descriptions of shape that are relevant to the naming of objects 
appear to be irrelevant to the description of the same objects in their role of Figures and 
Grounds. In fact, there are very few restrictions on the geometric characteristics of Reference 
Objects: they can be simply schematized as a point, a container or a surface, a unity with an 
axial structure and single or aggregated entities. Thus, the prepositions in, on, near and at 
require very little in terms of the object’s detailed geometry. There are not even any 
requirements even for particular axes of the object. In the case of in, the reference object must 
only have an interior; similarly near and at only require that the reference object be bounded 
in extent, but there are no requirements on its shape. On, instead, requires that its reference 
object possess a surface. Finally, inside and in differ in the fact that the former is the more 
specific and requires that its reference object be or contain a bounded enclosure. 
 Some prepositions, instead, make reference to an object’s axial structure and its axially 
determined parts (such as top, bottom and sides): e.g. on top of, under, in front of, in back of 
and beside. On top of and under project a region from whichever directed axis is vertical in 
the object’s normal orientation. In front of, in back of and behind make use of the directed 
horizontal front-to-back axis; while beside and alongside of a horizontal axis perpendicular to 
the previous one. In particular, along requires its reference object to be basically linear and 
horizontal, while across wants a reference object with a surface with sides. Both across and 
along describe a horizontally oriented region. 
                                                            
25 Ibidem, p. 224. 
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 A further restriction on the reference objects is the distinction among the prepositions 
between, among and amidst: for the former a reference object is a pair of things, for the latter 
two a collection of objects.      
 The restrictions on Figures are even less in number. It does not require geometric 
specification at all, as a matter of fact, Talmy (1983) claims that Figures are usually conceived 
as a “point-like”. In this case, Jackendoff and Landau (1993) have found only two 
specifications for the English prepositions: axial structure and quantity. 
 Along, in line with, across and around express spatial relations between the reference 
object and the linear axis of the figure. Consider the following example: 
 
 e.g.  5) The road is along the river; 
 
it specifies that the main axis of the figure (the road) is parallel to the main axis of the river. 
 Similarly, the compound preposition in line with requires a linear reference object, but 
unlike along, the reference object need not be horizontal. 
 A different class of prepositions is that of all over and throughout, which can be 
considered the “distributive” forms of the spatial relations of on and in, respectively. 
 Even the third element of a linguistically expressed spatial relation, the region,  can be 
determined by spatial prepositions and they are essentially distinguished in terms of distance 
and direction. There are four levels of “distance” described by English prepositions: 
 
 i) Location in the region interior to the reference object (in, inside); 
 ii) Location in the region exterior to the reference object but in contact with it (on, 
against); 
 iii) Location in the region proximate to the reference object (near); and 
 iv) Location distant from the reference object (far and perhaps beyond)26. 
 
  The direction of the figure, instead, determines prepositions according to the axial structure 
of the reference object. The three principle axes extend from the centre of the reference object 
and provide six possible directions, thus six regions.  
 Those determined by the vertical axis define over, above, under, below and beneath. The 
horizontal plane defines beside, by, alongside and next to. The third axis is that defining in 
front of and in back of: the former means «horizontally proximate to the inherent front of the 
reference object» (Jackendoff and Landau 1993), and the latter «horizontally proximate to the 
inherent back of the reference object» (Jackendoff and Landau 1993). 
 Furthermore, language expresses another spatial category: paths or trajectories, which 
specifies the Figure’s motion or orientation. Once again, the main geometric property 
involved is axial structure. One class of paths specifies the figure’s motion in terms of its own 
inherent horizontal axes: forward, backward and sideways. Another one specifies change of 
the figure’s orientation, still in terms of its own axes: turn around, over, left and right. 
Another class draws on the axial structure of the earth: up, down, north, south, east and west. 
Finally, the largest class of paths is constructed from the class of regions by attaching one of 
the following operators: via, to, toward, from and away from. 
 Jackendoff and Landau’s (1993) discussion clarifies: 
 
 a) how spatial configurations that are non-stereotypical or ambiguous are forced into the 
expressions available in language; 
                                                            
26 Ibidem, p. 229. 
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 b) how particular prepositions are extended from core place meanings to different sorts of 
related paths and places; 
 c) how preposition meanings are extended to non-spatial domains such as time and 
possession; and  
 d) how prepositions are used as purely grammatical markers27. 
 
 By way of conclusion, this article provides a clear picture of the features of spatial 
relations that are encoded by English prepositions: 
 
The description of figures, reference objects, and regions in English (both places and 
trajectories) recruit just a few geometric properties and distinctions. The geometry of 
figure objects specifies at most a single axis, whereas that of reference objects specifies at 
most three principle axes of the object. The regions relevant to describing places make 
further use of the axes, adding qualitative distinctions pertaining to the distance and 
direction of the figure from the reference object. The regions relevant to describing 
trajectories or object motions then draw on these place descriptions, adding operators that 
specify the location of the path relative to a given place, and where that path begins and 
ends28.   
 
 This conclusion seems to suggest that prepositions are the only devices languages can 
exploit to encode objects locations and motions. However, in this dissertation I would like to 
explore the hypothesis that, in texts, object locations  may be expressed by the interplay of 
various factors, among which, most notably, verbs of fictive motion and location. I will try to 
show that they interact to various degrees with prepositions depending on whether their 
lexical meanings include or not the relevant information in terms of the geometric properties 
of objects and grounds, and I will suggest that verbs of spatial collocations are differently 
exploited in English and Italian guidebooks depending on their  imagery-potential and on 
their functional capability of  guiding the reader to understand the disposition of objects in a 
place. 
 Since my analysis will largely draw on Cognitive Linguistics analytical and theoretical 
tools,  I will, first of all, make a historical excursus on this linguistic trend of studies. 
2.3. A Cognitive Approach to Spatial Language  
 
Over the last two decades spatial language has been studied by many scholars of different 
linguistic schools and, therefore, from different points of view. The two major approaches fall 
into two main branches: universalism and neo-relativism. 
 “Universalists” like Fodor (1975), Jackendoff and Landau (1993), and Jackendoff (2003) 
use a paradigm that assumes the existence of a Universal Grammar and believe that all human 
beings have the same model of space in mind. This consists of a closed inventory of concepts, 
within which language diversity is considered only a superficial property motivated by 
diverse projection mechanisms. On the contrary, “Relativists” tend to separate the conceptual 
structures used to speak from those used to carry out non-linguistic tasks and strongly believe 
in a conceptualisation of space conditioned by the linguistic experience. Scholars belonging to 
this latter current of thought are: Bowerman and Choi (2001, 2003), Levinson (2003), and 
                                                            
27 Ibidem, p. 232. 
28 Ibidem.  
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Levinson and Wilkins (2006); while a more moderate version of this same approach is that of 
Slobin (2003, 2004, 2006), who believes in the saussurean idea of “thinking for speaking”.   
 Since, obviously, a complete survey of the different approaches to space would be hardly 
manageable, in this paragraph I will only focus on the approaches that directly relate to “the 
geometry of movement and location”, which is the subject of this dissertation.  
2.3.1. Cognitive Linguistics (CL) 
 
CL refers to the schools of linguistics that understand language creation, learning and usage as 
best explained by reference to human cognition in general. As a matter of fact, it denies that 
there is an autonomous linguistic faculty in the mind, it understands grammar in terms of 
conceptualization and it claims that knowledge of language arises out of language use. 
Cognitive linguists argue that the storage and retrieval of linguistic data is not significantly 
different from the storage and retrieval of other forms of knowledge. 
 Lakoff (1990) asserts that the cognitive linguistics enterprise is characterized by two 
fundamental commitments: the Generalization Commitment and the Cognitive Commitment. 
The Generalization Commitment (Lakoff 1990) focuses on the interest of cognitive linguists 
for the characterization of general principles that apply to all aspects of human language and it 
is in contrast with other approaches that studies different areas of language as if they were 
completely independent from one another (namely, phonology, semantics, pragmatics, 
morphology, syntax and so on), as happens in formal linguistics. Formal linguistics is 
embodied most notably by the work of Noam Chomsky and the paradigm of Generative 
Grammar as well as the tradition of Formal Semantics, inspired by the philosopher of 
language Richard Montague. As is well known, in formal linguistics the different areas of 
language exhibit different kinds of structuring principles operating over different kinds of 
primitives, creating a ‘modular’ view that justifies the separation of the study of language into 
distinct sub-disciplines. On the contrary, the Generalization Commitment deals with the 
commitment to openly investigate how the various aspects of language emerge from a 
common set of cognitive abilities, thus providing support to the cognitive linguists’ rejection 
of the assumption that the ‘modules’ or ‘subsystems’ of language are organized in 
significantly autonomous ways. 
 The Cognitive Commitment (Lakoff 1990) represents the intent of cognitive linguists to 
provide a characterization of the general principles that govern language according to what is 
known about the mind and brain from other disciplines. Hence, «linguistic theories cannot 
include structures or processes that violate known properties of the human cognitive 
system»29. 
 CL is currently divided into two main areas of research: Cognitive Semantics and 
Cognitive (Approaches to) Grammar. The former investigates the relationship between 
experience, the conceptual system and the semantic structure encoded by language with 
particular attention to “knowledge representation” (conceptual structure) and “meaning 
construction” (conceptualization)30; while the latter, by taking as its starting point the 
conclusions of Cognitive Semantics, is concerned with modelling the language system (the 
mental ‘grammar’) rather than the nature of the mind.  
                                                            
29 Evans V., B.K. Bergen, J. Zinken, 2007, “The Cognitive Linguistic Enterprise: an Overview”, in 
The Cognitive Linguistic Reader, V. Evans, B. Bergen, J. Zinken (eds), Equinox, London. 
30 In this sense cognitive semanticists use «language as the lens through which these cognitive 
phenomena can be investigated. Consequently, research in cognitive semantics tends to be interested 
in modelling the human mind as much as it is concerned with investigating the language system». 
(Evans, Bergen, Zinken 2007). 
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 Moreover, Cognitive Approaches to Grammar are further subdivided into various trends of 
research: scholars such as Langacker (1987,1991a, 1991b, 1999) emphasize the study of 
cognitive principles that give rise to linguistic organization, whereas, other scholars (such as, 
for instance, Fillmore and Kay 1998, Lakoff 1987, Goldberg 2003 and Croft 2002) are more 
interested in providing a descriptively and formally detailed account of the linguistic units 
(constructions) that appear in a particular language. This latter group of researchers has 
developed a set of theories known as Construction Grammars.  
 Ronald Langacker and Leonard Talmy are two of the cognitive linguists particularly 
concerned with clarifying the cognitive mechanisms and principles accounting for the 
properties of grammar by following two guiding principles: 1) the symbolic thesis, and 2) the 
usage-based thesis. The former is the idea developed by Langacker (1987) in his Cognitive 
Grammar that the fundamental unit of grammar is a form-meaning pairing, or linguistic unit, 
which has two poles – the semantic and the phonological one – which have been claimed to 
correspond to the older saussurian categories of signified and signifier. They are both 
psychological entities, because they belong to the system of linguistic knowledge (the 
‘grammar’) in the mind of the speaker. Thus, in Langacker’s opinion, cognitive approaches to 
grammar are not restricted to investigating aspects of grammatical structure independent of 
meaning; instead, meaning and grammar are seen as mutually interdependent and 
complementary. In the words of Evans, Bergen and Zinken (2007): 
 
To take a cognitive approach to grammar is to study the units of language, and hence the 
language system itself. To take a cognitive approach to semantics is to attempt to 
understand how this linguistic system relates to the conceptual system, which in turn 
relates to embodied experience31. 
        
 As a matter of fact, in CL the mind is not something abstract and separated from the body, 
but it is embodied: it has a corporeal dimension, it is part of the physical dimension of human 
beings. This is an important assumption, because it leads to the hypothesis that cognitive 
structures strongly rely on human experience, in particular the physical-perceptive one. Thus, 
since our bodies live and act in space, SPACE is assumed as the crucial category of 
investigation in Cognitive Linguistics.  
2.3.1.1.  R. Langacker and L. Talmy 
 
As already mentioned, Talmy (2000a and b) is the scholar who has made the most 
comprehensive cognitive account of space in language, but Langacker (1987,1999) had 
already anticipated some of his ideas on Motion Events. This is important for the present 
discussion because the collocation of objects in space also depends on the movements that the 
object may make, both in a factive and in a fictive sense.  
 In 1999 Langacker had developed the notion of profiling. This is «a kind of focusing of 
attention»32 that shows the asymmetry existing between something that is focused and 
something else in respect to which the first object is put into focus. The former one is called 
trajector and the latter landmark. Some examples of this distinction are the following ones: 
a. The book is on the table;  
                                                            
31 Ibidem, p. 21. 
32 R.W. Langacker, 1999, “Assessing the Cognitive Linguistic Enterprise”, in T. Jassen, G. Redeker 
(eds) Cognitive Linguistics: Foundations, Scope, and Methodology, Mouton de Gruyter, Berlin/ New 
York. 
34 
 
b. The bicycle is next to the house; 
where the subjects and the objects are respectively trajectors (“book” and “bicycle”) and 
landmarks (“table” and “house”). 
 These concepts are not directly related to a theory of space in language but have 
established the foundations for a theory of the language of space as later developed by Talmy. 
As a matter of fact, the first task of spatial language is to locate objects in space and this 
mainly occurs by means of closed-class elements that specify which object is in primary focus 
and which one constitutes the background. As already mentioned, in Talmy’s terms the 
former is called FIGURE and the latter GROUND, which correspond to Langacker’s 
TRAJECTOR and LANDMARK. 
 Moreover, Talmy distinguishes between grammatical (closed-class) and lexical (open-
class) elements, which he claims to be two distinct conceptual subsystems (i.e. the 
grammatical subsystem and the lexical subsystem) and aims at establishing the nature and 
function of the conceptual structure subsystem, which is encoded by closed-class elements. In 
his opinion, closed-class elements encode schematic or structuring meaning, and open-class 
elements encode meanings that are far richer in terms of content. He claims that, while the 
closed-class subsystem is semantically restricted and has a structuring function, the open-class 
system is unrestricted and provides conceptual content. The function of the 
grammatical/closed-class system is therefore to provide a reduced or highly abstract 
conceptual structure, which is a skeleton over which elements from the lexical/open-class 
system are laid in order to grant a rich and specific conceptual content. For this reason, in the 
attempt to adequately account for the major semantic content associated with the grammatical 
subsystem, Talmy elaborates a group of four conceptual systems that constitute the «principal 
“imaging system” of language»33, by means of which he characterizes the aspect of our 
cognitive representation that is encoded by the closed-class subsystem. The four systems are: 
   
 1. A ‘configurational system’ that specifies some geometries, which may fall into the 
categories of “stationariness” and “motion”, represented by formulas expressing 
movement (MOVE) and state (BEloc); 
 2. An ‘attentional system’ – that is, a distribution of attention which determines the 
focused elements in a scene and accounts for alternative patterns of primary and 
secondary objects; 
 3. A ‘perspectival system’: the point where the observer places his/her «mental eyes» to 
look at the rest of the scene; and 
 4. A ‘force-dynamics system’ that accounts for the way in which objects can relate to a 
possible exertion of force. 
 
 They contribute to the understanding of the cognitive processes that underlie our 
comprehension of the collocation of objects in space. This collocation does not only depend 
on static relationships, motion events too contribute to expressing object position in a place. 
This leads to the topic of next paragraph, in which I am going to explain Talmy’s analysis of 
how motion events are organized.   
 
                                                            
33 L. Talmy, 1988, “The relation of Grammar to Cognition”, in B. Rudzka-Ostyn (ed.), Topics in 
Cognitive Linguistics, John Benjamins, Amsterdam/Philadelphia, pp. 165-205. 
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2.3.1.2. L. Talmy’s Definition of Motion Events 
 
Beside by means of Verbs of Location, the collocation of objects in space can be also 
determined by the movement of the Figure in respect to a Ground. Talmy (1975) defines 
Motion Events as the basic situation of an object (Figure) located or moving in respect to 
another one (Ground). The spatial relation between them is called Path, and it may be 
enlarged and specified by the so-called Co-Events that relate to it in different ways, such as, 
for example, Manner or Cause. In particular, the Figure can move or be stationary in respect 
to the Ground. Talmy also believes that the two concepts of Figure and Ground are more 
comprehensive than those elaborated by Fillmore (1977a): Source, Goal, Location and Path34. 
The distinction between Location and the other cases is schematized in the above mentioned 
expressions: MOVE and BEloc. Translational motion is the motion by which a Figure changes 
its location along with time, while non-translational motions are  the so-called “self-contained 
motions” like rotation and oscillation. 
 Other elements playing a role in a complete description of the linguistic rendering of space 
are: a distinction between the situation of a single point Ground and of a Ground that is split 
into two parts; the qualitative geometry that distinguishes a Ground as a plane, a cylinder or a 
single volume; and the geometry fictively associated with the Ground. In particular, Locations 
can be characterized by using more than one Reference Object as in the following sentence: 
 
In this fish species, the swim bladder is ventral to the spine; 
 
where swim bladder is the Figure, spine is the Primary Reference Object and ventral to 
implies reference to a Secondary Reference Object. 
 In order to better classify the different relations that may stand between a Figure and a 
Ground, Talmy (2000a: 215-216) enlists the following situations: 
 
a. A point BEloc AT a point, for a bounded extent of time; 
b. A point MOVE TO a point, at a point of time; 
c. A point MOVE FROM a point, at a point of time; 
d. A point MOVE VIA a point, at a point of time; 
e. A point MOVE ALONG an unbounded extent, for a bounded extent of time; 
f. A point MOVE TOWARD a point,  for a bounded extent of time; 
g. A point MOVE WAY-FROM a point, for a bounded extent of time; 
h. A point MOVE ALENGTH a bounded extent, in a bounded extent of time; 
i. A point MOVE FROM-TO a point pair, in a bounded extent of time; 
j. A point MOVE ALONG-TO an extent bounded at a terminating point, at a point of 
time/in a bounded extent of time; 
k. A point MOVE FROM-ALONG an extent bounded at a beginning point, since a point 
of time/for a bounded extent of time. 
 
From which the definitions of the basic prepositions applicable to both static relations and 
movement derive and are given by means of some conditions on Figure (F) and Ground (G). 
 Let us take the example of across:  
1) F must be  linear; 
                                                            
34 In Frame Semantics the constituents of a sentence are related to their roles with respect to the main 
verb. Thus, Cases are the roles of the main action and cover different functions. The basic ones are 
Agent, Patient and Instrument; while Location, Source and Goal are the spatial ones.  
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2) G must be ribbonal; 
3) The axis of F must be horizontal; 
4) The axes of F and G must be perpendicular; 
5) F must be parallel to the plane of G; 
6) F’s length is at least equal to the width of G; 
7) F must touch both edges of G; 
8) Any extension of F must not be enormously greater on one side than on the other. 
If any of these conditions is not satisfied, some other prepositions rather than across is 
preferred. 
 Turning to the definition of Path, this is said to be what accounts for the location of a 
Figure with respect to a Ground if the verb is stative; if it is a verb of motion, it accounts for 
the path followed by a Figure with respect to a Ground. It is made up of at least three main 
components: the Vector, the Conformation and the Deictic. The first one refers to the basic 
motion activity and consists of formulas based on the deep prepositions that we have already 
seen above; the second one relates Motion to the form of the Ground object, distinguishing 
when it goes inside the Ground or when it moves on its surface (hence, combinations of 
Vector and Conformation generate complex prepositions like past, across, through, alongside 
etc.); and the third one indicates motion toward or away from the speaker. 
 As we have already seen above, other elements accompanying Motion Events are Co-
Events. The most important are MANNER, which describes the way a motion is performed, 
and CAUSE, which highlights the action that causes the motion. Other minor Co-Events are 
ENABLEMENT, CONCOMITANCE, CONCURRENT RESULT and SUBSEQUENCE. 
 As far as lexicalisation is concerned, these components of a Motion Event can be 
differently realised at a surface level of language system. According to Talmy: 
 
Lexicalization is involved where a particular meaning component is found to be in regular 
association with a particular morpheme. More broadly, the study of lexicalization must 
also address the case where a set of meaning components, bearing particular relations to 
each other, is in association with a morpheme, making up the whole of the morpheme’s 
meaning. In the clearest case, one morpheme’s semantic makeup is equivalent to that of a 
set of other morphemes in a syntactic construction, where each of the latter morphemes has 
one of the original morpheme’s meaning components. A familiar example here is the 
approximate semantic equivalence between kill and make die35. 
 
 A particular kind of lexicalisation is conflation. It is the possibility for two or more 
concepts to be expressed in a single verb root. The difference between elements conflated into 
the verb root and elements expressed in a peripheral way distinguishes between diverse 
linguistic constructions. The main typological categories of conflation are: 
 
 Motion + Co-Event;  
 Motion + Figure; and  
 Motion + Path. 
 
“Motion + Co-Event” is an extension of an earlier formulation in which only Manner and 
Cause were taken into consideration. Some examples of such a conflation are: 
                                                            
35 Talmy L., 2000b, Toward a Cognitive Semantics, vol. II, Typology and Process in Concept 
Structuring, MIT Press, Cambridge (MA).  
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 Motion + Manner: 
 
 The rock slid/ rolled/ bounced down the hill; 
 I slid/ rolled/ bounced the key into the store room; 
 I run/ limped/ jumped/ stumbled/ rushed/ groped my way down the stair; 
 
 and  
 
 Motion + Cause: 
  
 The napkin blew off the table; 
 I blew the ant off my plate. 
 
Other verbs, instead, conflate the remaining Co-Events: 
 
 Could you grab that bottle down off the shelf [Enablement]; 
 She wore a green dress to the party [Concomitance]; 
 The door slammed shut [Concurrent result]; 
 I’ll stop down at your office [Subsequence]. 
 
The conflation of “Motion + Figure” is exemplified by sentences like: 
 
 It rains; 
 He spits; 
 
in which the nature of the Figure is implied by the verb itself.  
 Finally, “Motion + Path” is the most studied conflation in linguistics, because it is at the 
basis of the already mentioned typological distinction between “verb-framed” and “satellite-
framed” languages. This is the type of conflation fundamental for this study of the ways in 
which English and Italian express the collocation of objects in space.  
 After this presentation of Motion Events as described and categorized by Talmy, I would 
like to move to a more recent account of spatial prepositions that concludes this paragraph on 
Cognitive Linguistics supporting my hypothesis that object collocation/movement does not 
only rely on prepositions, but also depends on the choice of the verb employed to describe a 
particular scene.  
2.3.1.3. A New Cognitive Account of ‘Spatial Prepositions of Movement’ 
 
Within this trend of CL, Evans and Tyler’s (2004) article Rethinking English ‘Prepositions of 
Movement’ – in the specific cases of to, through and over – looks at the role of prepositions in 
describing object collocation and movement from a different perspective in respect to that of 
Jackendoff and Landau (1993). As a matter of fact, the two scholars argue against the view 
that prepositions designate motion, because in their opinion this latter often arises in sentences 
in which the spatial and functional character of these prepositions is integrated with other 
sentential prompts for movement, such as motion verbs.  
 The two authors claim that: 
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The precise interpretation assigned to the prepositions is constrained and delimited by the 
sentential context, including the TR [trajector] noun phrase, LM [landmark] noun phrase, 
and verb which occur in the utterance36.  
  
For example, in the following two sentences: 
a. The fruit in the bowl; 
b. The crack in the bowl; 
two very different meanings emerge from the association of the same preposition to different 
sentential contexts. Thus, the meaning assigned to the preposition is “distributed” across the 
sentence so that in the first case it means that the fruit is contained in the bowl, whereas in the 
second case that the crack is a constitutive subpart of the bowl. 
 Moreover, they assert that nowhere is this clearer than with the so-called “prepositions of 
movement”, which conventionally provide much information about a spatial scene and 
complex conceptualizations. In particular, they argue that information relating to motion and 
trajectory is derived from the sentential context (verbs, but in some cases even general 
pragmatics and our knowledge of the world). 
 This is exemplified by their account of over, which is founded in the basic idea that there 
are clear principles for deciding when a sense is instantiated in memory (conventionalized) or 
when it is simply a contextualized usage. For instance: 
 c. The cat jumped over the wall; 
d. The UFO flew over the city; 
activate very different readings of the type of motion made by the TR. In fact, «the complex 
conceptualization which arises is due to the integration of sentential elements as interpreted 
through our knowledge of the world»37. 
 As a consequence, Evans and Tyler (2004) argue that the ‘spatial’ meaning of a preposition 
does not carry detailed information about each described scene, but rather prompts for 
semantic (or “proto-scenes”), which are interpreted within a different context each time. Thus, 
they believe that the interpretation of over in sentence (c) as “above-across” is not prompted 
for by the preposition itself, but rather relies on the conceptual level and is coherent and 
contingent with our knowledge of the world.   
 Similarly, the fact that sentence (d) can have three distinct construals (namely: one that 
sees the UFO as flying above and across the city; another one for which the UFO moved 
from a position in which it was not over the city to one in which it is directly over the city; 
and the last one in which the UFO flies around while remaining above the city) illustrates that 
the TR noun phrase, the LM noun phrase and the verb of motion can be integrated in a 
number of ways.   
 In sum, their conclusion is that «no English preposition has a ‘movement’ sense associated 
with it»38. As a matter of fact, to understand how and why some of them often participate in 
‘movement’ readings they claim that a descriptively adequate characterization is needed, not 
only of the preposition’s core spatio-geometric semantics – that is, the precise nature of the 
                                                            
36 Evans V., A. Tyler, 2004, “Rethinking English ‘Prepositions of Movement’: The Case of ‘To’ and 
‘Through’”, in H. Cuyckens, W. De Mulder, T. Mortelmans (eds), “Adpositions of Movement”, 
Belgian Journal of Linguistics 18, John Benjamins, Amsterdam. 
37 Ibidem, p. 4.  
38 Ibidem, p. 9. 
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TR-LM configuration – but also of the functional element(s) arising as a consequence of these 
spatial properties. Their final remark is that to assume that prepositions designate “dynamism” 
and a trajectory which is inevitably entailed by an entity in motion is highly erroneous, since, 
changing the context, they completely lose this ‘dynamic sense’.  
 This view is a good answer to those scholars who assume that the movement reading of a 
sentence depends on the preposition itself. If, instead, it can be seen as the integration of 
spatial and functional elements with sentential context (and motion verbs in particular) as 
stated by Evans and Tyler (2004), it can be of support to the hypothesis underlying this study, 
namely that the collocation of objects in space does not only depend on prepositions, but is 
already established by the choice of the verb.  
 This is suggested also by Levinson and Wilkins (2006) when they refute the idea that 
motion coding is handled by verbs and static location by adpositions; rather they advocate the 
existence of a common root of human conceptualization that seems to consist of underlying 
parameters more abstract than verbs and adpositions. Thus, an account of the theoretical 
background on which this dissertation is based is not complete without a discussion of the 
typological implications of Levinson and Wilkins’ (2006) cross-linguistic study on spatial 
language. The differences and similarities that they found among the languages analysed 
proved useful for the contrastive linguistic description of English and Italian lexicalisation 
patterns for the expression of object collocation in space that I carry out in chapter 5.  
2.4. Anthropological Perspectives 
 
In the final chapter of their book, the cross-linguistic study of the lexicalisation patterns of 
motion events leads Levinson and Wilkins (2006) to hypothesise some universal semantic 
parameters that might be attributed to general properties of human cognition. 
 They generally observe an extraordinary diversity in both the underlying 
conceptualizations of spatial distinctions and in the manner in which they are coded in 
specific languages. They extract cross-linguistic patterns on the basis of the in-depth study of 
many samples of languages: these are only abstract patterns that may «take the form of an 
underlying hierarchy, which may determine the splits in the coding of different kinds of 
spatial scenes, but will not predict either the type of coding itself nor where the splits will 
occur. Another kind of abstract pattern that will emerge is that in any one spatial sub-domain 
there are a limited set of semantic types – that is, a finite set of conceptual construals of the 
sub-domain, from which any one language will draw one or more types»39. 
 In this sense, Levinson and Wilkins’ (2006) work constitutes the first attempt to make a 
semantic typological classification of languages. Their conclusions are that «there is no one-
to-one correspondence between the semantic types and the syntactic types – we cannot predict 
the semantic patterns from the syntax, or the syntactic patterns from the semantic patterns»40. 
 The interesting point here is that, while semantic analysis of different languages should 
reveal a single, universal conceptual representation in any domain (and in particular in such 
an essential domain to the survival of organisms as spatial cognition), it is not possible to find 
a strict uniformity of spatial conceptualization in comparative semantics. According to 
Levinson and Wilkins (2006), the only thing that remains to do is to construct a serious 
semantic typology and search for underlying patterns and uniformities on a quite abstract 
level.  
                                                            
39 Levinson S., D. Wilkins, 2006, Grammars of Space, Cambridge University Press, Cambridge, p. 
513. 
40 Ibidem. 
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 In order to achieve this goal, the two authors summarize the results of the various studies 
presented in their book according to the three topics that constitute the layout of their entire 
work: Topology, Motion and Frames of Reference . 
2.4.1. Topology  
 
The topological sub-domain concerns the description of situations where Figure and Ground 
are in contiguity or close proximity. When asked to answer to the basic where-questions, 
people speaking different languages have all used the so-called basic locative function, which 
allows the identification of a Basic Locative Construction (BLC). Earlier works on eleven 
languages had demonstrated the existence of a hierarchy of scenes (the BLC Hierarchy): in 
any language, the BLC may have restricted application over certain scenes, other scenes being 
described using different kinds of constructions. In the linguistic treatment of spatial scenes, 
these differences can constitute the underlying structure of the semantic field. Putting these 
language patterns together, it is possible to obtain an implicational scale: 
 
Any language that uses the BLC for scene i will also use it for j, where i is higher in the 
scale than j.41 
 
 At the bottom of the scale there is this kind of scene: «a relatively small, manipulable, 
inanimate, movable and independent figure object is in close contiguity with a relatively 
large, relatively stationary (fixed or immobile) ground object – for example, a cup on a table 
[my italics]»42. As long as these features vary, the probability that a construction other than 
BLC will be employed raises. 
Another dimension that may change is “contact”: 
 
As contact is diminished, and there is increasing space between figure and ground, again 
the more likely we are to find the BLC avoided for other constructions43. 
 
In Levinson and Wilkins’ (2006) words, on the following dimensions, properties to the left 
favour a straightforward locative treatment: 
1. Close contact      Separation 
2. Independent figure Attached figure  Part-whole configuration 
3. Contained figure      Contained ground  
4. Inanimate figure or ground    Animate figure or ground 
5. Relatively small figure compared to ground  Relatively large figure 
6. Stereotypical relation between figure and ground Unusual, atypical relation 
7. Canonical figure (3D physical object)   two-or-oneD physical 
object   negative space (or hole). 
Therefore, it seems better to view the BLC Hierarchy as an emergent generalization over a 
complex, multidimensional semantic space, with all these numbers of factors making a 
particular Figure-Ground constellation a good candidate for BLC treatment. 
                                                            
41 Ibidem, p. 514. 
42 Ibidem, p. 515. 
43 Ibidem. 
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Hence there are “bad” figures, “bad” grounds and “bad” relations between Figure and 
Ground, with the chances of coding in the basic locative construction in accord with an 
optimal collection of features, from which the following hierarchy ensues: 
 
 Likelihood of other constructions 
1. Figure is impaled by Ground 
2. Figure is stuck to Ground 
3. Figure is “damage” or negative space (e.g. crack, hole) 
4. Figure is part of whole (part of Ground) 
5. Figure is adornment or clothing 
6. Figure is inanimate, movable entity in contiguity with Ground 
Greater likelihood of BLC 
 
Figure 2.2. The hierarchy of scenes more likely to get coding in the “basic locative 
construction” (BLC) 
 
 Therefore, the overall picture is a multidimensional semantic space that is differently cut 
by the languages according to whether the BLC may or may not be used. 
 In this sense it is possible to generate a clear hierarchy of scenes, where if a scene to the 
left is described with a language’s BLC, all scenes to the right will also be: 
 
Animate-Ground > Figure-Pierced >Ground-Pierced > Adhesion > Core-Scenes 
 
Figure 2.3. Implicational hierarchy across topological space 
 
 Levinson and Wilkins conclude that even though there are no simple, surface universals, 
controlled comparison reveals that the topological sub-domain is orderly, constituting a 
similarity space, for which the following notions are fundamental:  
• stasis, 
• contact, 
• containment, 
• vertical positioning, 
• surface-to-surface contact, 
• adhesion,  
• horizontal supporting surface. 
 In Levinson and Wilkins’ (2006) opinion, these notions are the only candidate universals 
and in the present study, they have been used for the classification of the verbs in the corpus, 
according to the notions to which the verbs give prominence in the expression of object 
collocation in space.  
2.4.2. Motion 
 
Now I would like to summarize Levinson and Wilkins’ (2006) description of the linguistic 
category of Motion. From a cross-linguistic point of view, applying the theoretical distinction 
between “verb-framed” and “satellite-framed” languages to their sample of languages, 
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Levinson and Wilkins (2006) find that the great majority of the languages that can be clearly 
assigned to one type or the other are “verb-framed”. In fact, only English and Dutch are 
clearly “satellite-framed”. Therefore, it is possible to say that this pattern observed in 
Germanic languages is very restricted typologically. Moreover, Talmy’s typology does not 
seem adequate to describe some languages, because in some cases there are serious problems 
of assignment. For this reason, this typology is not very useful for global application, even 
though it works perfectly for European subtypes of languages. In order to provide a more 
accurate typology of the conflation patterns of the components of motion conceptualization in 
different language types, Levinson and Wilkins (2006) assert that a better understanding of 
these underlying components is necessary. 
 To this purpose, the crucial notion of Motion itself must be clarified. I have already said 
that it is generally conceived of as a translocation («a durative event involving the passage 
through an indefinite series of points in space over time»44), but this view clashes, for 
example, with the Yukatek motion verbs “enter” and “descend”, which have an inherent 
punctual change-of-location content. This fact must warn us about the cross-linguistic 
variability of the concept of Motion. 
 As a matter of fact, in their final chapter, Levinson and Wilkins (2006) suggest that there 
are three different types of conceptualization involved in the coding of Motion Events cross-
linguistically, which they summarize as follows: 
 
Change of locative state 
 
  non-durative     durative 
 
change of location change of locative relation   translocation 
Yukatek   Japanese     Dutch, English 
 
Figure 2.4. Three types of Motion conceptualization45 
 
 In this distinction, translocation is only one possibility. Motion can also be thought of as a 
change of state without transitional phases: at time t1 figure F is in state S1 – what happened in 
between is out of focus. The simplest way of thinking about this situation is as a “change of 
location”: at time t1, figure F is at the source S, at time t2, F is no longer at S; alternatively, at 
time t1, F is not yet at goal G, at time t2, F is now at G. This analysis implicates that this kind 
of motion verbs should never collocate with both a SOURCE and a GOAL. For verbs with 
this kind of semantics, how F got from S to G is not relevant – details of the trajectory, the 
manner of motion, the medium and the instruments involved are not taken into consideration. 
This means that languages that code motion semantics in this way are not likely to fuse 
manner, medium or instrument into one single motion verb.  
 A further possible subtype of change-of-state semantics for motion verb is a “change of 
locative relation”: at time t1, figure F is in locative relation R1, while at time t2, F is in locative 
relation R2. An example of this is a ball outside a ring and a few minutes later inside the ring: 
an alternative way to achieve this change of state is to move the ring instead of the ball. 
Japanese is one of those languages that treat these two different translocations as an identical 
motion event. 
                                                            
44 Ibidem, p. 531.  
45 Ibidem, p. 532. 
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 Motion verbs in a language are not necessarily of the same type, but a predominant one is 
often discernible. As a matter of fact, it is possible to think of a hierarchy of some kind of 
“across ‘motion’ verbs”, with a change-of-state semantics more often present in boundary-
crossing verbs (like “enter”) and a translocation semantics present in basic motion verbs (like 
“go”). Levinson and Wilkins (2006: 533) summarize this idea as follows: 
 
   Likelihood of semantic content: 
 
“exit” > “enter”, “cross” > “go” 
change of state       translocation 
  
 According to data from languages like Yukatek, Tzeltal and Arrernte, this hierarchy can be 
further developed with an ordering between these three types of motion construal: 
 
 Change-of-locative-
relation 
Change-of-location Translocation 
 
Yukatek Enter/exit Come/go  
Tzeltal Enter/exit  Come/go 
Arrernte Exit  Enter, come, go 
 
Figure 2.5. Distribution of the three types of Motion Construal 
 
 This brings us to another problem, already pointed out by Lucy (1994): although languages 
tend to have various minor form classes of verb, what pre-theoretically we tend to call Motion 
Verbs may rarely be all of the same class. What is more probable to find is a more restricted 
class, which includes only or predominantly Motion Verbs and which may have special 
morphosyntactic properties. The core class of Motion Verbs will typically include the deictic 
motion verbs (“come”, “go”, “return here”, etc.) if they are coded lexically, but in many cases 
these deictic distinctions are made with additional “hither”/“thither” morphemes. Such deictic 
coding is usually one-way: languages typically encode motion “towards”, but not “away 
from”, the deictic centre, leaving the latter to pragmatic contrast (Wilkins and Hill 1995). 
 Turning now to how the trajectory is coded, Talmy presumes that it is possible to 
distinguish between PATH – or abstract direction – and GROUND specification. In many 
languages this distinction can be unclear. Still, for most motion coding SOURCE and GOAL 
specification play a crucial role in determining a direction of trajectory. In some languages, in 
fact, it is possible to find an alternation between different kinds of marking of GROUND, one 
form indicating Direction, the other Goal.  
 The coding of SOURCE and GOAL is cross-linguistically very variable. On the basis of 
the languages that they have studied, Levinson and Wilkins (2006) make some tentative 
typological suggestions. Some languages code Source and Goal with zero-marking, the 
relevant NP appears without an adposition or case or other marking. Others use a general 
marker (a vacuous adposition that does not distinguish between Source and Goal). In these 
cases the coding is effectively in the verb, like the English “John entered the house”. Anyway, 
other languages have verbs of this type, where the semantics encodes Source or Goal, but 
nevertheless redundantly encode Source and Goal on the NPs. Lastly, there are languages 
where the coding of Source vs. Goal (or other kinds of GROUND) is very clearly marked on 
the NPs. This typology of ground-encoding strategies can be visualized in the following way: 
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  Verb-coding   Both Verb and NP-coding  NP-coding 
      Arrernte    Dutch, English 
 
  Zero-NP-coding  General Marker on NPs 
  Yélî Dnye   Tzeltal, Yukatek 
 
Figure 2.6. Typology of ground-encoding strategies46 
 
 In the final part of their work Levinson and Wilkins (2006) present the Frog Story in cross-
linguistic perspective. This enables them to compare a uniform stimulus coded linguistically 
in very different ways.  
 In particular, they take into consideration the “cliff scene”, which describes a «journey» 
(Slobin 1996) – that is a complex Motion Event with sub-paths. The results of their 
experiment show that few tellings of the story mention all the sub-paths – it is as if «the 
coding of a visual stimulus into a particular linguistic representation renders some aspects of 
the event invisible, others prominent, and forces the interpolation of some scenes not visually 
represented at all»47. For example, when they had to describe the figure of the boy in that 
scene, speakers of the languages analysed by Levinson and Wilkins focus precisely on 14 sub-
events. According to Slobin (1994, 1996), the different resources available in each language 
for motion description build a distinctive style for narratives in that language. More 
specifically, in Levinson and Wilkins’ corpus 6 sub-events are mentioned in at least 70% of 
the languages, and they are those involving the major stages of the trajectory. Instead, some of 
the sub-events are mentioned only once and this is very interesting from a cross-linguistic 
point of view.  
 For instance, “the motion of the boy on the deer past the viewer” is mentioned only by 
Arrernte, which codes ‘boy lying while moving past’ by means of the motion suffix ‘do while 
moving past’ attached to the verb “lie”. Another event mentioned only once is “the boy 
spread-eagled mid-air”. In Tzeltal this is encoded by using the rich set of dispositional 
predicates available in that language, one of which means ‘lying with limbs outstretched face 
up’. The scholar’s obvious conclusion is that the resources of a language make «both natural 
and efficient» to mention some sub-events rather than others (Levinson and Wilkins 2006: 
538).  
 Two last examples of languages that encode only some sub-events are English, which is 
the only language that mentions “the approach of the deer towards the cliff” (just by means of 
the verb “approach”) and Dutch, which is the only language to mention “the cliff edge” as the 
Source in the falling scene, the only case in which both Source and Goal are mentioned in the 
same clause: 
 
Gooit   het jongetje van een klein afgrondje het water in 
Throws the boy  from a small cliff  the water into48 
 
 This is in contrast with the previous observation that many languages (e.g. Yélî Dnye) do 
not permit the simultaneous mention of Source and Goal in a single clause. In fact, when they 
                                                            
46 Ibidem, p.536. 
47 Ibidem, p. 537. 
48 Ibidem, p. 538. 
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are coded in the verb, only one or the other is usually expressed (e.g. enter/exit; arrive/leave). 
Moreover, the semantic construal of motion as a non-durative change of state (Yukatek) 
rather than a translocation (Dutch) can also restrict the possibility of having both Source and 
Goal encoded. It follows that: 
 
Languages like Yukatek or Yélî Dnye, apparently for rather different reasons, forbid 
simultaneous mention of both source and goal. Other languages, like Arrernte, permit it, 
but follow what may be a widespread discourse rule (which we might dub the Preferred 
Ground Structure): ‘mention only one major ground, source or goal, at a time’49.  
 
 Another perspective on the diverse coding of the events across languages is the comparison 
between languages that have very different distributions of the above-mentioned sub-events. 
For example, in Tzeltal, prominence is given to the middle sub-events, while Yélî Dnye 
highlights the initial ones. The reason may be that Tzeltal tends to pick out those scenes where 
there are complex dispositions in the Figure or in the interaction between Figure and Ground, 
and to code them in its rich set of dispositional predicates.  
 Finally, the way in which Motion Events are encoded cross-linguistically can also be 
analysed according to the part of speech through which specific spatial information tends to 
be conveyed. The following table (Levinson and Wilkins 2006: 540) provides a summary of 
the results obtained by the two authors and their colleagues: 
 
 Source Goal Manner Medium, 
instrument, 
speed 
Motion Path/ 
direction 
English, 
Dutch 
PP PP V PP V Particles 
Arrernte (Ablati
ve 
NP+V) 
Dative 
NP+V 
Subclass of 
Vs 
Loc NP 
(medium); 
associated 
motion 
(speed) 
V or 
Associated 
motion 
suffix 
V 
Jaminjung, 
Warrwa 
 Allative 
NP 
Coverbs Coverb V or 
Coverb 
Coverbs  
Tzeltatl (ta 
NP+V) 
Ta 
NP+V 
Non-motion 
V; 
derivation 
 V or 
Directional 
Directional 
Yukatek (PP) PP Non-motion 
V 
 V  
Tamil (Ablati
ve NP) 
Dative 
NP 
V-
serialization 
 V V? 
Kilivila (PP) PP or 
NP 
V-
serialization 
 V V? 
Yélî Dnye (NP+V) Unmark
ed 
NP+V 
V subclass v/PP V or 
Associated 
motion 
proclitic 
V 
Tiriyó PP PP Ideophones, Adposition V ? 
                                                            
49 Ibidem, p.539. 
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adverbs, 
nominaliz. 
 
Figure 2.7. Differential loci of encoding for the components of motion description50 
2.4.3. Frames of Reference 
 
As already mentioned, Frames of Reference are «coordinate systems whose function is to 
designate angles or directions in which a Figure can be found with respect to a Ground, where 
the two are separate in space (in contrast where they are contiguous, the topological system 
comes into play)»51. The Absolute Frame depends on the antecedent fixed by a community 
about arbitrary bearings; the Relative Frame consists in mapping the bodily coordinates of the 
viewer onto the scene; and the Intrinsic Frame relies on designating facets of a ground object. 
 Languages actually use only a subset of these three typologies and the language sample 
taken into examination by Levinson and Wilkins (2006) is a good example of this variation. 
The following table is a summary of their results: 
 
 
Absolute, Relative and Intrinsic Tamil, Yukatek, Tiriyó, Ewe, Kilivila (?) 
Absolute and Intrinsic Warrwa, Arrernte, Jaminjung, Yélî Dnye, 
Tzeltal  
Relative and Intrinsic Japanese, Dutch 
 
Figure 2.8. Distribution of the main Frames of Reference across the sample languages52 
 
 Each of these Frames of Reference may be instantiated in different ways. For example, in 
Warrwa and Arrernte the Absolute Frame of Reference is not based on compass points or 
meteorological or landscape features, but on fully abstract notions. Indeed, it does not matter 
what directions are fixed and named, provided that members of a community can consistently 
find and name them. An interesting consequence of this way of using absolute directions is 
that these peoples seem to have acquired a distinct cognitive style with a constant sense of 
direction and a conceptual coding scheme based on fixed directions in memory and reasoning 
(Pederson et al. 1998 and Levinson 2003). 
 The Intrinsic Frame of Reference seems to be the only universal one. It has been noted to 
be the first Frame of Reference that children use systematically in language and reasoning 
(Piaget and Inhelder 1956, Johnston and Slobin 1979, Tanz 1982), and this for two reasons. 
First of all, because the intrinsic system relies on a simple binary relation between Figure and 
Ground, while the other two frames involve ternary relations between Figure, Ground and a 
viewer’s or fixed bearings; and secondly, because it is closely linked to topology, where the 
geometry of the Ground object is also relevant and knowing the parts of an object is a 
precondition to using intrinsic systems of reference.  
 Despite the close relation to topology, the binary simplicity of the relations and the early 
development of intrinsic notions in childhood, all intrinsic systems do not conform to a single, 
simple pattern. In fact, there are different ways to assign parts or facets to objects: the English 
                                                            
50 Resources not actually used in the sample stories are in bracket.  
51 Levinson S., D. Wilkins, 2006, Grammars of Space, Cambridge University Press, Cambridge, p. 
541. 
52 Ibidem, p. 542. 
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and the Dutch systems are very complex, for instance. As a matter of fact, even though their 
core consists in a simple, gravitationally-oriented armature that provides us “top”, “bottom” 
and “sides” for any object, to obtain named sides, which are essential for projecting regions 
on the horizontal plane, it is necessary to take into account many factors such as whether  the 
object usually moves, if one side of it is primarily used, if we enter the object from a 
particular side, and if we mould it to our frame. On the contrary, the system employed by 
Tzeltal has none of these features. The main body-part system does not use a vertically 
oriented armature, that is, “top”, “bottom” and “side” are not at all universally coded. For 
inanimate objects, instead, the whole system derives from the internal axial structure of the 
object. Thus, neither vertical orientation nor function play a role in part assignment, which is 
almost entirely a matter of internal geometry. 
 As a final point, I would like to consider the Relative Frame of Reference. Relative 
systems have clearly evolved out of intrinsic systems in order to deal with cases where the 
ground object lacks unique intrinsic sides. A consequence of this is the fact that if a language 
has the former, it has the latter too, usually with shared lexemes. Relative Frames of 
Reference involve the speakers’ coordinates (their own front, back, left and right) with a 
secondary coordinate system mapped from the speakers’ coordinate system onto the ground 
object. This secondary system may be a rotation, a translation or a reflection of the primary 
coordinates, or even a mixture of them. In Levinson’s words: 
 
[…] when I say in front of the tree in English, I mean ‘between me and the tree’ – the tree 
has acquired a front by mapping my coordinates onto the tree under reflection: front and 
back are reversed (as if the tree was someone facing me), but left and right have stayed 
constant (imaging writing my coordinates front/back/left/right on a transparent sheet and 
turning it over away from me and now overlaying the assignments onto the tree)53.    
 
 Furthermore, the secondary coordinates may be assigned by rotating them onto the ground 
object. In this case we would have front and back as in English, but left and right would be 
reversed. On the contrary, a third simpler possibility is that the speaker’s coordinates are 
translated (shifted across) to the Ground. Finally, it is even possible to find languages that 
borrow from these different possibilities and assign some terms in one manner and others in 
another, or that even use terms ambiguously.  
 As Table 2.8. shows, there are some languages that do not make use of relative systems 
(Jaminjung) at all, others where intrinsic terms allow relative uses only in a few marginal 
cases (Tzeltal) or where the ground object lacks intrinsic facets (Yélî Dnye); and languages, 
as Japanese and Dutch, where relative systems are central. 
 According to Levinson (2003), there are many distinct variants of the relative system, and 
varying degrees to which terms with an intrinsic origin may also have gained relative use. 
This is important because it reminds us that when we talk about just three Frames of 
Reference in language, we are actually dealing with an abstract level of types of coordinate 
system, and not with the way in which these are effectively instantiated in particular 
languages. 
 In order to understand how such systems are used, Levinson and Wilkins (2006) have 
tested speakers of the sample languages by using a comparative task called the Men and Tree 
Game which involves distinguishing different positions and orientations of a tree and a man. 
 In order to describe Standing and Facing information, Dutch speakers have been proved to 
rely on the following Frames of Reference: 
                                                            
53 Ibidem, p. 544. 
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 Standing information Facing information 
Dutch Relative Intrinsic 
 Relative Intrinsic 
 Relative Intrinsic (with one 
proposition 
combining relative 
and intrinsic for both 
standing and facing 
information) 
 
 Japanese too behaves in this way: Standing information is systematically in the Relative 
Frame and Facing information in the Intrinsic one. On the contrary, turning to Tzeltal, 
Arrernte and Yélî Dnye, which do not have full or much used relative systems, Levinson and 
Wilkins (2006) found the following results: 
 
 Standing information Facing information 
Tzeltal Absolute and Intrinsic Absolute 
Yélî Dnye Absolute and Intrinsic Absolute 
Arrernte Absolute and Intrinsic Absolute 
   
 Hence, orientation (facing) is systematically coded in absolute-only terms, although this 
has to be combined with a body part (e.g. front) or an action (moving, looking) to fix an 
orientation. This is very interesting because it is a very different result from what could have 
been thought of on an analogy from European languages, namely that specifying a larger 
framework will invoke a larger orientational system, whereas specifying the details of a scene 
will require the intrinsic system. Therefore, even though the intrinsic systems used in Dutch 
and in these three absolute languages are in part similar, they are not used for the same 
functional distinctions. 
 Other generalizations put forth by Levinson and Wilkins (2006) by observing their data 
are: 
 
 1) The Absolute Frame is more likely to be used to provide facing (orientation) rather 
than standing (placement) information; to describe motion rather than static location; 
to describe static Figure-Ground relations as the separation between them increases; 
and to describe large-scale space rather than “tabletop” space; 
 
 and 
 
 2) Front/back terms with relative interpretations are present even where there is no 
corresponding left/right axis linguistically coded. This means that if a language has 
relative “left”, “right” expressions then it certainly has relative “front”, “back” ones 
too. 
2.4.4. Conclusions 
 
 By way of conclusion, the results presented by Levinson and Wilkins (2006) in the final 
chapter of their book show that in a fundamental area like that of spatial language and 
cognition significant variation is found at almost every level of the language system in spite 
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of the fact that psychologists have always seen it as conceptually uniform across species. 
They write: 
 
First, although there are only three global frames of reference, not all languages utilize 
them all. Second, the way in which each selected frame of reference is conceptually 
constructed can vary in a fundamental way […]. Third, where more than one frame of 
reference is deployed, the contextual conditions under which one is used rather than 
another can be quite various, and it does not follow that because a language has, for 
example, an intrinsic system, that it will employ it for the same purposes that another 
does54.  
 
 Despite all this cultural, cognitive and linguistic dissimilarity, underlying universals and 
similarities are traceable: 
 
First, all coordinate systems are polar, and only three major classes exist, with different 
logical and orientational properties […]. Second, there are constraints on the selection from 
this set – a relative frame of reference, for instance, implies the use of an intrinsic one. 
Third, there are many detailed implicational tendencies about the usages of such systems, 
of the kind illustrated by ‘If a language uses an absolute system for the description of 
stasis, then it certainly uses the same system for the description of motion, but not 
necessarily vice versa’ […]55. 
 
 Therefore, what results from this in-depth study in the cross-linguistic coding of 
Motion/Location Events is a picture of considerable discrepancy under abstract universal 
constraints. It is obvious, then, that our intuitions about the way space is conceptually 
structured (that notions like ON or LEFT are universal primitives in language and cognition) 
are completely wrong, just as the fact that motion coding should be handled by verbs and 
static location by adpositions. In actual fact, evidence shows very abstract underlying 
parameters to be the common root of human conceptualization. 
 As a result, the child learning a language can be seen as a constructionist who does not 
map local forms onto pre-existing innate concepts but builds those concepts on-line. Even 
though the task is hard, because neither the meanings nor the forms are previously given, 
children can find their way into the system by assuming that languages have consistent 
patterns of meaning and coding within them, so that «one solved clue reveals the patterning of 
the whole subsystem» (Levinson 2006b). All disciplines that study language, cognition and 
their interactions can benefit from these findings about the cross-linguistic coding of Motion 
Events. 
 Once laid the theoretical foundations about motion events and object collocation in space, 
in the following chapter I am going to describe a particular phenomenon of motion: Fictive 
Motion. As a matter of fact, this is a “metaphorical” device by means of which object 
collocation in space can be linguistically encoded. Thus, I must report in what it consists, and 
the way in which it is related to Metaphor.      
 
 
                                                            
54 Ibidem, p. 550. 
55 Ibidem. 
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Chapter 3 
The Non-Literal Senses 
 
3.1. Fictive Motion in Language and L. Talmy’s “Ception” 
 
After discussing the literature on the conceptualization of space and on the lexicalization of 
spatial concepts in different languages, this chapter focuses on the literature which has 
investigated the role of non-veridical phenomena and metaphor in spatial descriptions. A 
cognitively-oriented semantic study of the ways in which English describes objects in space 
cannot neglect to take into account the literature on crucial phenomena such as fictive motion.  
 Fictive Motion has been extensively discussed in Talmy (2000), where the author reports 
on a cognitive semantic study of non-veridical “forms of motion”, that is, of instances of 
movement without any real physical occurrence, exemplified by sentences like: 
 
 «This fence goes from the plateau to the valley; The cliff wall faces toward/away from the 
island; I looked out past the steeple; The vacuum cleaner is down around behind the 
clothes-hamper; The scenery rushed past us as we drove along»56. 
 
 Talmy’s account of non-veridical phenomena is a particular manifestation of the 
“overlapping systems” model of cognitive organization – «a model that finds partial 
similarities and differences across distinctive cognitive systems in the way they structure 
perceptual, conceptual or other cognitive representations»57. In particular, Talmy takes into 
account similarities between the cognitive systems of language and visual perception.  
 The specific manifestation of overlap which he deals with involves a discrepancy within 
the cognition of a single individual. This means that a person has two different cognitive 
representations of the same physical entity: a more veridical one (factive) and a less veridical 
one (fictive). The scholar starts from the assumption that:  
 
These two representations are the products of two different cognitive subsystems, and that 
the veridicality assessment itself is produced by a third cognitive subsystem whose general 
function is to generate such assessments58.  
 
 The term “veridical” has been chosen by Talmy (rather than “true”, for example), because 
it shows better that there is not any appeal to some notion of absolute or external reality: the 
assessment is produced only by a cognitive system. The term “factive” indicates a cognitive 
assessment of greater veridicality and does not suggest that a representation is objectively 
real; and the term “fictive” refers to the «imaginal» (Talmy 1996: 100) capacity of cognition 
and does not suggest that a representation is somehow objectively unreal. This cognitive 
                                                            
56 Talmy L., 2000a, Toward a Cognitive Semantics, vol. I, Concept Structuring Systems, MIT Press, 
Cambridge (MA). 
57 Ibidem, p.99. 
58 Ibidem, p. 100. 
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pattern of «veridically unequal discrepant representations of the same object»59 is called by 
Talmy General Fictivity Pattern.    
 In the pattern of general fictivity, the two discrepant representations frequently disagree 
with respect to some single dimension, as they represent opposite poles of the dimension. 
There are several different dimensions of this sort: “state of occurrence”, “state of change” 
and “state of motion” are only some of them. In “state of occurrence”, factive presence is 
coupled with fictive absence or vice versa; in “state of change”, the more veridical 
representation of an object could include factive stasis, while the less veridical representation 
includes fictive change – or vice versa. “State of motion” is one form of this last dimension, 
in a space-time complex. In this case, the more veridical representation includes 
stationariness, whereas the less veridical representation involves motion. Thus, frequently in 
conjunction with their factive opposites, it is possible to find cases of fictive presence, fictive 
absence, fictive stasis, fictive change, fictive stationariness, and fictive motion.  
 This last one has always been a very interesting concept for scholars, because in 
communication phenomena of “fictive motion” are much more frequent than those of “fictive 
stationariness” or “factive motion”, from which it is possible to infer a general tendency 
towards dynamism.  
 Talmy hypothesises that the General Fictivity Pattern can be found in a parallel fashion in 
both language and vision. In the first case, it applies to the discrepancy between the 
representation of what the participants in a conversation believe with regard to the real nature 
of a referent and the representation of the literal referent of the linguistic forms constituting 
the sentence. The literal representation is assessed as less veridical than the representation 
based on what is believed according to our knowledge of the world, thus, the literal 
representation is fictive, while the representation based on belief is factive. 
 In his article Fictive Motion in Language and ‘Ception’ (1996), Talmy focuses on the 
linguistic patterns in which the literal meaning of a sentence assigns motion to a referent that 
otherwise is normally believed to be stationary: 
 
This fence goes from the plateau to the valley. 
 
According to our physical experience of the world, we know that the fence is stationary, but 
the literal meaning of the sentence represents it as moving. 
 In vision, one main form of the general fictivity pattern is the case where one of the 
discrepant representations is the concrete or fully palpable percept that a person has of a scene 
on viewing it, and the other representation is a particular less palpable percept that the person 
can concurrently have of the same scene. In this case, the less palpable percept is assessed as 
the less veridical and defined as “fictive”, while the more palpable visual representation is the 
more veridical and defined as “factive”.   
 In order to accommodate this account of visual representations that differ with respect to 
their palpability, Talmy posited the presence in cognition of a gradient parameter of 
palpability60 with which a number of additional cognitive parameters tend to correlate. 
According to Talmy (1996: 139): 
 
these parameters appear to extend continuously through a cognitive domain larger than that 
generally associated with perception alone, one that in fact covers the combination of what 
is usually associated differentially with separate domains of perception and conception. 
                                                            
59 Ibidem. 
60 Talmy defines “palpability” as the graduated parameter that indicates the level of concreteness or 
abstraction with which a visual representation is perceived (Talmy 1996: 141). 
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Accordingly, to accommodate the full range of each such parameter, [he] advances the idea 
of a single continuous cognitive domain, that of “ception”.  
    
 In his article, Talmy deals mainly with fictive motion, where the less palpable visual 
representation is of motion and the fully palpable representation is of stationariness. In this 
case, the two physical representations are of a physical complex in space-time; in which case 
any linguistic example can potentially have an analogue in a visual format. Thus, the 
linguistic representation of a sentence that is believed to be veridical is parallel to the concrete 
fully palpable appearance of the corresponding visual display; while the less veridical literal 
reference of the sentence corresponds to the less palpable associated image perceived on 
viewing the display. From a linguistic point of view, an example of general fictivity, whose 
representations pertain to physical entities in space-time, can be mapped onto a visual 
example of general fictivity. In such a mapping, the linguistic referential difference between 
credence and literality is then translated in the visual domain into a difference in palpability.    
 Talmy’s study is restricted to physical forms in space-time, excluding treatment of non-
spatial metaphors. For example, he does not account for a metaphor like: 
 
Her mood went from good to bad; 
 
because in this case the target domain of the sentence is the non-physical one of mood states. 
This concept has been extensively studied by Baicchi (2005) in her paper Metaphictive 
Motion Events (MME), where she combines the two theories of Metaphoricity61 and of 
General Fictivity in order to give an objective account of the complexity of MME. From the 
first theory she derives the schematic way by means of which these events are conceived; 
while with the second theory she makes it possible to evaluate the discrepancy between 
veridical and non-veridical phenomena. Thus, the scholar collocates those events that Talmy 
(2003b) considers «aspects of the target domain that are known to be non-spatial but are 
metaphorically treated as spatial [and which] are amenable to the factive/fictive distinction» 
(as, for instance, George dragged his thoughts back from Alyssa) within a fictive continuum 
at whose extreme there are: 
 
factive motion                       metaphictive motion. 
 
 On the contrary, Talmy believes that it is possible to explain the concept of linguistic 
metaphor by means of his framework of General Fictivity: 
 
General Fictivity can serve as the superordinate framework because, among other reasons, 
its concepts and terms can apply as readily to visual representations as to linguistic ones, 
whereas metaphor theory is cast in concepts and terms more suitable for language alone62.  
  
 Finally, Talmy hypothesises a neural basis common to both language and vision that would 
explain their similarities, of which he gives three interpretations: 
 
a) there can be a neural system, independent of both language and vision, that is 
responsible for the processing of every schematic structure. Therefore, since language 
and vision have so many common characteristics, it is possible to suppose that visual 
                                                            
61 This theory and its relationship with General Fictivity is extensively dealt with in § 3.2.  
62 Talmy L., 2000a, Toward a Cognitive Semantics, vol. I, Concept Structuring Systems, MIT Press, 
Cambridge (MA), p. 103. 
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perception and linguistic representation of grammatical closed-classes are connected in 
this single neural system; 
b) within the neural system that governs visual perception there could be another 
subsystem for the processing of schematic structures. The neural system on which 
language is based is connected to this latter. They are presented in this hierarchical 
order simply because vision comes earlier both in phylogenesis and ontogenesis;  
c) the last possibility is the existence of two approximate duplicates of a neural subsystem 
for the processing of schematic structures: one is within the neural system on which 
visual perception is based, the other one is that on which language is based. 
 
 Whatever its nature, however, this system is assumed to be characterized by the fact that 
the schematic structures that are the products of its processing are perceived as less veridical 
than the products of other neural systems that process the concrete representations of  
“ceived” entities. Talmy’s categorization of events of Fictive Motion follows. 
3.1.1. The Linguistic Categories of Fictive Motion 
  
According to Talmy (1996: 128), «Fictive Motion in language encompasses a number of 
relatively distinct categories», which can be schematized as follows: 
 
  Linguistic categories 
    EMANATION 
     ORIENTATION PATHS 
       Prospect Paths 
       Alignment Paths 
       Demonstrative Paths 
       Targeting Paths 
       Line Of Sight 
     RADIATION PATHS 
     SHADOW PATHS 
     SENSORY PATHS 
    PATTERN PATHS 
    FRAME RELATIVE MOTION 
    ADVENT PATHS 
    ACCESS PATHS 
    COEXTENSION PATHS  
 
These categories represent a detailed linguistic taxonomy of PATH, which proved useful for 
the analysis of the verbs in my corpus.  
3.1.1.1. Emanation 
  
Emanation is basically the fictive motion of something intangible emerging from a source, 
which very often continues along its emanation path and terminates by hitting some distant 
object. This category is divided into four subcategories: Orientation Paths, Radiation Paths, 
Shadow Paths and Sensory Paths. 
  
a. Orientation Paths are linguistically conceptualized, and possibly visually perceived, as 
a continuous linear intangible entity that moves steadily away from the front of some object. 
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Orientation Paths are further subdivided into five subtypes, depending on whether the front of 
an object is a face type or a point type, or whether the fictive motion of the intangible line is 
axial or lateral.  
 The orientation that an object with a face-type front has relatively to its surrounding is 
called Prospect Path, because with its front face the object has a particular «prospect», 
«exposure» or «vista» (Talmy 1996) relative to some other object in the surroundings. This 
prospect is characterized as if some intangible line emerges from the front and moves 
continuously away from the main object toward the other object. Thus, the linguistic 
constructions consider this line a “Figure” moving relative to a “Ground” or “Reference 
Object” along a path indicated by directional adpositions. An English example can be: The 
cliff wall faces toward/ away from/ into/ past the valley. 
 The orientation of a stationary straight linear object with a point-type front is called 
Alignment Path, because it is conceptualized in terms of something intangible moving along 
the axis of the object, emerging from its front end and continuing straight along a 
propositionally determined path relative to some distal object. In this case, an English 
example can be: The snake is lying toward/ away from the light. 
 A linear object with a point-type front from which an intangible line emerges is said to 
fictively follow a Demonstrative Path; but in this case the fictively moving line functions to 
direct or guide someone’s attention along its path: The arrow on the signpost pointed toward/ 
away from/ into/ past the town. 
 The fourth type of Orientation Path is the Targeting Path. In this case, an Agent 
intentionally sets the orientation of a front-bearing object so that the fictive line that is 
conceptualized or perceived as emerging from this front follows a desired path relative to the 
object’s surroundings. This fictive motion establishes a path along which the Agent further 
intends that a particular subsequent motion will travel. This subsequent motion either is real 
or is itself fictive: I pointed/ aimed (my gun/camera) into/ past/ away from the living room. 
 The following example falls into the last type of Orientation Path, the so-called Line of 
Sight:   
  
I slowly turned my camera toward the door/ around the room/ away from the window/ 
from the painting, past the pillar, to the tapestry. 
 
 This is the case of an intangible line emerging from the visual apparatus typically located 
on the front of an inanimate or mechanical entity. It deals only with lateral motion of the line 
of sight, that is with its shifts of orientation. As a matter of fact, a path preposition like toward 
normally refers to a Figure object executing a path in the direction of the Reference Object, 
with the distance between the two that progressively decreases. In the above cases, though, 
only the Agent’s head is physically moving, while the inanimate or mechanical object stays in 
the same location relative to the door, not at all moving closer to it. 
 
 b. Radiation Paths are the second type of Emanation. This is the case of a radiation 
emanating continuously from an energy source and moving steadily away from it; it can also 
be conceived as a linear shaft that may even hit a second object. Orientation Paths differ from 
Radiation Paths in that the former consist of the motion of a wholly imperceptible line, 
whereas in the latter it is often possible to detect the presence of the radiation, as – for 
instance – in the case of light radiation. The only thing that remains imperceptible is any 
motion of this radiation: The sun is shining into the cave/ onto the back wall of the cave.  
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 c. Shadow Paths are the third type of Emanation. In this case the shadow of some object 
visible on some surface fictively moves from that object to that surface. Thus, the linguistic 
constructions refer to the shadow as the Figure, to the object whose shadow we are dealing 
with as the Source, and to the surface on which the shadow is located as the Ground object, in 
this particular case functioning as Goal. Moreover, the predicate can only be a motion verb 
(like throw, cast, project, or fall), and there usually is a path preposition such as into, onto, 
across or against. An example can be: The tree threw its shadow down into/ across the valley.  
     
 d. Sensory Paths are the last type of Emanation, in which categorization the following 
examples fall: 
 
   The enemy can see us from where they are positioned; 
   The enemy can see us from where we are standing; 
   We can be seen by the enemy from where they are positioned; 
   We can be seen by the enemy from where we are standing; 
   I can hear/ smell him all the way from where I’m standing; 
   I can hear/ smell him all the way from where he’s standing.  
 
 This is the case of the conceptualization of two entities, the Experiencer and the 
Experienced, along with something intangible moving in a straight path between the two, in 
one direction or in another.  
3.1.1.2. Pattern Paths 
 
Pattern Paths are the second major category of fictive motion. They consist in the fictive 
conceptualization of some configuration as moving through space. In this case, the literal 
sentence depicts the motion of some arrangement of physical substance along a particular 
path, while we factively believe that this substance is either stationary or move in some other 
way than along the depicted path. Consider the following example: 
 
 As I painted the ceiling, (a line of) paint spots slowly progressed across the door; 
 
it is obviously different from this one:  
 
 As I painted the ceiling (a line of) ants slowly progressed across the door;  
 
as a matter of fact, the first one is a case of Fictive Motion and the second one of Factive 
Motion. For the fictive effect to occur, the physical entities must factively exhibit some form 
of motion, qualitative change, or appearance/disappearance, even though they do not 
constitute the Fictive Motion themselves. This is rather exhibited by the pattern in which the 
physical entities are arranged.   
3.1.1.3. Frame Relative Motion 
 
The Frame-Relative Motion (3rd category in the above schema) accounts for cases in which an 
observer is moving relative to his stationary surroundings and is described linguistically by 
adopting a local frame, instead of a global frame of reference. This means that the observer is 
represented as stationary and his surroundings as moving relative to him even though he is 
actually the moving entity and the surroundings are stationary. Thus, in this case Fictive 
56 
 
Motion consists in the fact that the factively stationary surroundings are fictively depicted as 
moving: 
  
a. Global frame: Fictive Motion absent 
 I rode along in the car and looked at the scenery we were passing through. 
b. Local frame: Fictive Motion present   
 I sat in the car and watched the scenery rush past me.  
3.1.1.4. Advent Paths  
 
Advent Paths are the depiction of a stationary object’s location in terms of its arrival or 
manifestation at the site it occupies. The stationary state of the object is factive, whereas its 
depicted motion or materialization is fictive and often wholly implausible. The two main 
subtypes of Advent Paths are Site Arrival and Site Manifestation; the former involves the 
Fictive Motion of the object to its site, and the latter can be better described as “fictive 
change”, that is the fictive manifestation of the object at its site: 
 
a. Site Arrival 
The palm trees clustered together around the oasis (vs. The children quickly clustered 
together around the ice cream truck).  
b. Site Manifestation  
This rock formation occurs/ recurs/ appears/ reappears/ shows up near volcanoes (vs. 
Ball lighting occurs/ recurs/ appears/ reappears/ shows up near volcanoes). 
3.1.1.5. Access Paths 
  
An Access Path is a depiction of a stationary object’s location in terms of a path that some 
other entity might follow to the point of encounter with the object. What is factive here is the 
representation of the object as stationary, without any entity traversing the depicted path; 
while what is fictive is the representation of some entity traversing the depicted path, whether 
this is plausible or implausible: 
  
 The bakery is across the street from the bank   
 (vs. The ball rolled across the street from the bank). 
3.1.1.6. Coextension Paths 
  
Finally, Coextension Paths are depictions of the form, orientation or location of a spatially 
extended object in terms of a path over the object extent. In this case, what is factive is the 
representation of the object as stationary and the absence of any entity traversing the depicted 
path; whereas what is fictive is the representation of some entity moving along or over the 
configuration of the object. Depending on the particular sentence, each time the fictively 
moving entity can be imagined as being an observer, the focus of one’s attention, or the object 
itself: 
 
 The fence goes/ zigzags/ descends from the plateau to the valley  
(vs. I went/ zigzagged/ descended from the plateau to the valley).   
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This latter linguistic category is the most familiar type of Fictive Motion in the linguistic 
literature previous to Talmy (1996). It was termed “virtual motion” in Talmy (1983), 
“extension” in Jackendoff (1993), “abstract motion” in Langacker (1987), and “subjective 
motion” in Matsumoto (1996) and still constitutes the preferred source of examples when 
dealing with Fictive Motion.  
3.2. “Fictivity” vs. “Metaphoricity” 
3.2.1. Conceptual Metaphor Theory in G. Lakoff and M. Johnson 
 
As mentioned, Talmy considers Metaphor as a category of General Fictivity, but what is the 
relationship between Fictivity and Metaphoricity? In order to answer this question, a brief 
excursus on the concept of METAPHOR as developed by G. Lakoff and M. Johnson in 1980 
is in order.  
A metaphor is etymologically said to be: “A figure of speech in which something is 
denoted in terms of something else”; but, actually, far from being just a poet’s tool, it is a very 
common language device. In fact, in cognitive linguistics, conceptual metaphor is not at all 
conceived as «a misuse or abuse» (Davis 1984), but rather as the understanding of one idea, 
or conceptual domain, in terms of another one. For example, when we say: 
 
Prices are rising; 
 
we understand “quantity” in terms of “directionality”. 
 Lakoff and Johnson (1980) argued that metaphors are crucial both in the semantics of 
ordinary language and in thought, that is the reason why they call them conceptual metaphors. 
In fact, metaphors do not only consist of linguistic expressions that come from the 
terminology of the more concrete conceptual domain, but they structure thought itself. As 
Lakoff and Johnson pointed out, even some ordinary abstract concepts can be understood and 
conceptualized metaphorically in terms of more concrete entities. Some examples: 
 
a. Time is money; 
b. Categories are containers; 
c. Difficulties are hindrances to movement; 
d. Time is a moving object63. 
 
 This is possible because metaphors entail a mapping process – that is, a systematic set of 
correspondences that exists between the constituent elements of a Source and of a Target 
domain. In the former there are the expressions (money, containers, hindrances to movement 
and a moving object, in the examples above) by means of which we try to understand the 
terms that constitute the latter conceptual domain (in the examples above: time, categories, 
and difficulties). Thus, to understand a metaphor is to know the set of mappings that applies to 
a given source-target pairing.  
 Conceptual metaphors typically employ a more abstract concept as Target domain and a 
more concrete or physical one as Source domain. The principle of “Unidirectionality” states 
that the metaphorical process typically goes from the more concrete to the more abstract, and 
not the other way round. Accordingly, abstract concepts are understood in terms of prototype 
                                                            
63 Lakoff G., M. Johnson, 1980, Metaphors We Live By, Chicago University Press, Chicago. 
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concrete processes, in which case “concrete” has been defined by Lakoff and Johnson (1980) 
as what is more closely related to the developmental, physical, neural and interactive body. 
 The conceptual metaphors Lakoff and Johnson (1980) closely examined in their work are: 
 
1) LOVE IS A JOURNEY; 
2) LIFE IS A JOURNEY; 
3) SOCIAL ORGANIZATIONS ARE PLANTS; 
4) LOVE IS WAR. 
 
 I would like to start from the first one. In this case the ontological correspondences that 
constitute this metaphor characterize epistemological correspondences by mapping 
knowledge about JOURNEYS onto knowledge about LOVE. Therefore, these 
correspondences enable us to think about “love” by exploiting our knowledge usually 
pertaining to “journeys”. This process can be schematized as follows: 
 
SOURCE: Journey                         TARGET: Love 
 
 
    
 
  Travellers      Lovers 
  Means of transport     Relationship 
  Destination      Common goals 
  Obstacles      Difficulties    
 
 
 
 
These two domains are stored in long-term memory and the mapping occurs between their 
two clusters of knowledge: even though it is conceptual, this mapping does not establish 
direct correspondences between propositions.  
 From an epistemological point of view, that is the speaker’s attitude towards what s/he is 
saying, metaphors are obviously false, or non-veridical in Talmy’s terms. But how do we go 
from factive to fictive motion? Fauconnier and Turner (2002) give an explanation based on a 
theory called “Blending Theory”.  
3.2.2. G. Fauconnier and M. Turner’s Blending Theory 
 
Starting from the Theory of Mental Spaces (Fauconnier 1994), Fauconnier and Turner (2002) 
develop a view of Conceptual Integration (or Blending Theory), which considers the basic 
conceptual unit as the mental space rather than as the domain of the metaphor. This “mental 
space” is a representational structure that the subject forms partially and temporally in the 
moment s/he thinks or speaks about any kind of situation. According to this theory, the 
“conceptual products” are not the result of a direct correspondence between two domains, but 
rather among four spaces: 
 
- Two Input Spaces; 
- One Generic Space (that stands for the conceptual structure shared by the two Input 
Spaces); and 
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- One Blended Space (where elements from Input Spaces interact), 
 
which can be schematized as follows: 
 
Generic Space 
 
 
 
 
     Cross-space mapping 
 Input Space 1        Input Space 2 
 
     Selective projection 
       
 
 
 
Blended Space 
 
In this way, a new meaning is created by constructing «a partial match between two inputs, 
projecting selectively from those inputs into a novel “blended” mental space, which then 
dynamically develops emergent structure»64. 
 I would like to discuss how this applies to Fictive Motion. In a typical example of Fictive 
Motion: 
 
The fence runs all the way down the river; 
 
a static scene is described with a verb of motion and this is possible because, according to 
Fauconnier and Turner (2002), there is an imaginary trajectory that moves along the relevant 
dimension of an object (the fence, in this case), or along an imaginary path linking two 
objects. In this remarkable mode of expression, motion and immobility are conveyed at the 
same time; as a matter of fact, objective immobility is expressed along with perceptual or 
conceptual motion. This apparent contradiction is considered by Fauconnier and Turner 
(2002) a consequence of Conceptual Blending, which: 
 
allows several connected, but heterogeneous mental spaces to be maintained 
simultaneously within a single mental construction. An input space containing a static 
scene of a fence and a river is blended with an input space that contributes a moving 
trajectory on a path with a reference point65. 
 
In this case – according to Conceptual Metaphor Theory – the Source domain would be 
motion and the Target domain stationariness. From a cognitive point of view, this can be 
explained by the fact that every sentence of motion activates the same area in the brain, so 
that the reader of a sentence of Fictive Motion applies motion to the depicting scenario by 
scanning it egocentrically.  
                                                            
64 Fauconnier G., M. Turner, 2002, The Way We Think: Conceptual Blending and the Mind’s Hidden 
Complexities, Basic Books, New York. 
65 Ibidem.  
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 By way of comparison, while in Conceptual Metaphor Theory (CMT) the process is 
unidirectional from Source domain to Target domain, in Blending Theory both Input Spaces 
project onto the Blended Space. Moreover, Blending focuses on new conceptualizations, even 
short ones, while CMT deals only with consolidated structures.    
3.2.3. The Relationship between Metaphor and General Fictivity   
 
After this brief excursus on the two theories of CMT and Conceptual Blending and how they 
can be used to explain phenomena of Fictive Motion, I would like to move to the relationship 
between Metaphor and General Fictivity: rather than understanding Metaphor as a category 
of General Fictivity, can we regard the former as a hyperonym of the latter?  
 They are obviously very similar, because both of them verbally express only a “fictitious 
sense”, and are both used because, by contributing to make the description more vivid, they 
are more suitable from a pragmatic-communicative point of view.  
 Anyway, it is undeniable that we perceive Fictive Motion predicates as less anomalous 
than Metaphors and this is due to the experiential basis of meaning. In fact, as stated by  
Matlock (2004b), we are naturally able to simulate motion ultimately because, as human 
beings, we have a direct experience with motion in the world, being able to be in motion and 
to perceive it. Accordingly, our ability to use and make sense of language about motion in 
non-literal ways depends on the fact that «it simply reflects the primacy of motion in human 
experience and the embodiment of that experience in linguistic thought»66. 
 Thus, it is possible to find the answer to the question above in Langacker’s (1999b) words: 
 
Even when discussing actual individuals and occurrences, surprisingly much of what we 
directly refer to linguistically is fictive or virtual in nature. Fictivity is merely the tip of a 
virtual iceberg67. 
 
Therefore, one of the most amazing human cognitive abilities – that of shifting a 
conceptualized discourse ground or landmark so that, if the topic of a discussion is spatial 
orientation, speakers can describe situations with a fictive field of view far removed from the 
actual discourse ground – can be accounted for as a particular kind of metaphor: Fictivity can 
be regarded as a metaphorical iceberg.  
3.3. Image Schemas  
 
As the many theoretical approaches described up to this point show, Motion is a key concept 
in contemporary Cognitive Semantics, because it is a privileged focus of analysis to 
understand the interaction between language and cognition. Before concluding this brief 
overview of the cognitively-oriented approaches to the  study of space in language, the theory 
of Image Schemas must be introduced, as it has proved extremely useful for my analysis. 
Categories from this approach have, in fact, been used to describe the spatial imagery evoked 
by the verbs of Location and of Fictive Motion retrieved from the corpus.  
 As mentioned, cognitive linguists start from the assumption that, as an animal species, it is 
utterly important for us to be able to detect movement; thus, since they strongly believe in a 
non-autonomous character of language and in the existence of a common stratum underlying 
                                                            
66 Matlock T., 2004b, “The Conceptual Motivation of Fictive Motion”, in G. Radden, K.-U. Panther, 
Studies in Linguistic Motivation, Mouton de Gruyter, Berlin/New York. 
67 Langacker R.W., 1999b, “Virtual Reality”, Studies in Linguistic Sciences 29 (2), pp. 77-103.  
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every kind of perception, they think that it is very important to understand how the perception 
of Motion occurs.  
 According to Gregory (1998), from a visual point of view, motion detection has 
evolutionary priority over shape detection. In particular, our visual system has two distinct 
ways of detecting motion: the first involves image-retina movement and the second eye-head 
movement. As it is easy to guess from the names of the two methods, the former involves the 
eye ball remaining stationary and the latter relates to the movement of the eyes in the eye-ball 
socket when we follow an object in motion. 
 Then, the brain constructs particular spatial representations from the sensory systems and 
perceptual stimuli it receives from the exterior: perceptual information is integrated from a 
range of modalities in order to form spatial or cognitive maps. These complex mental 
representations facilitate navigation and favour the emergence of the concepts of PLACE and 
LOCATION, two concepts that are independent of the entities and objects which occupy 
specific places and locations. As a matter of fact, they are a consequence of innate cognitive 
mapping abilities, in particular of our ability to construct spatial maps independently of our 
egocentric spatial location. 
 From this cognitive perspective spatial concepts derive from spatial experience by means 
of “image-schemas”. As a matter of fact, Image-schemas (as first proposed by cognitive 
linguists as Johnson 1987, 2007 and Lakoff 1987) represent a basic conceptual «building 
block» (Evans, forthcoming) derived from embodied experience. As stated in chapter 1, 
according to this view the fact that concepts are embodied means that «due to the nature of 
our bodies [...] we have a species-specific view of the world. [That is] our construal of 
‘reality’ is mediated, in large measure, by the nature of our embodiment»68.   
 In his book, The Body in the Mind (1987), M. Johnson proposes that at the cognitive level 
embodied experience manifests itself in terms of image-schemas. These are rudimentary 
concepts as CONTACT, CONTAINER and BALANCE, whose importance is due to the fact 
that they derive from and are linked to human pre-conceptual experience (e.g. an experience 
of the world that is directly mediated and structured by the human body).  
 According to Johnson (1987), image-schemas have the following properties: 
 
a) They are pre-conceptual in origin. This means that they arise from sensory experiences 
in the early stages of human development that precede the formation of concepts; 
b) They form the basis of word sense as it is possible to see in the following example of 
the CONTAINER image-schema, that can be diagrammed as follows: 
 
 
 
 
 
LM 
 
 
 
 
 
Figure 3.1.: CONTAINER image-schema 
                                                            
68 Evans V., (forthcoming), “The Perceptual Basis of Spatial Representation”, in Language, Cognition 
and Space, V. Evans, P. Chilton (eds), Equinox Publishing, London, p. 21. 
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and constitutes the basis for other image-schemas which give rise to other concepts 
still related to containment. For instance, a sentence like: 
  
Fred went out of the room69 
 
 can be represented by one alternative of the CONTAINER schema:  
 
 
 
 
LM   TR 
 
  
 
 
 
Figure 3.2.: image-schema for ‘out’ 
 
In this case the trajector (TR), Fred, moves from inside the landmark to occupy a 
location outside of it. This image-schema is obviously more specific and detailed than 
the previous one, because it involves motion as well as containment, but it 
demonstrates that image-schemas can have different degrees of schematicity, where 
more specific ones derive from more basic and rudimentary ones. 
c) Image-schemas derive from interaction. This is due to the fact that they derive from the 
way in which we interact with the world. For example, the image-schema for FORCE 
arises from our experience of acting (or being acted upon) other entities, with a 
resulting transfer of motion energy. 
d) Image-schemas are inherently meaningful. This property too derive from our 
interaction with the world, because embodied experiences have predictable 
consequences as with some coffee in a cup that moves with the cup as a consequence 
of being contained by it. We acquire this kind of knowledge from our experience that if 
we tip the cup upside-down, the coffee will pour out.  
e) Image-schemas are analogue representations. This means that the form taken by image-
schemas in the conceptual system mirrors the sensory experience being represented, 
that is, they are summaries of perceptual states recorded in memory, but they are 
conceptual rather than perceptual because they give rise to concepts that are 
consciously accessible (Mandler, 2004), being able in this way to structure more 
complex lexical concepts.  
f) They can be internally complex. This is the result of the fact that each image-schema is 
made up of more complex aspects which can be analysed separately. For instance, the 
CONTAINER schema is made up of interior, boundary and exterior elements; while 
the PATH schema is made up of source, destination and goal, with a series of 
contiguous locations in between.   
g) Image-schemas are not mental images. The latter are detailed and with effort 
cognitively activated visual memories which have nothing to do with the schematic and 
abstract in nature image-schemas.  
                                                            
69 This example is taken from Evans (forthcoming). 
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h) Image-schemas are multi-modal. That is, they derive from experiences across different 
modalities and so they are not specific to a particular sense. As a matter of fact, even 
blind people can have access to the CONTAINER image-schema, precisely because it 
does not derive only from visual stimuli, but also from hearing, touch and our 
experience of movement.  
i) Finally, image-schemas form the basis for abstract thought. This means that image-
schematic concepts serve to structure more complex concepts and ideas as in Lakoff 
and Johnson’s (1987) example of LOVE. According to the two scholars, this abstract 
concept is structured – and therefore understood – by virtue of the fundamental concept 
CONTAINER, as is clear from the following example: 
 
a. John is in love. 
   
In the same way, by virtue of its constraining properties, the CONTAINER concept is 
useful to understand the abstract concepts of POWER and CRISIS in the following 
sentences, respectively:  
 
b. Jane is in trouble; 
c. The government is in deep crisis. 
  
 How may image-schemas arise from embodied experience? According to the psychologist 
J. Mandler (1992, 1996, 2004), by attending closely to objects and spatial displays around 
them, at an early age infants learn to abstract across similar kinds of experiences, finding 
meaningful patterns in the process. For example, the CONTAINER image-schema becomes a 
“theory” about that particular kind of configuration in which one entity is supported by 
another one that contains it. By means of a process that she calls Perceptual Meaning 
Analysis she explains how spatial experience is re-described in order to form image-schemas. 
That is, image-schemas emerge by analysing spatial displays of various sorts as relating to the 
functional consequences with which they are correlated (e.g. as we have already seen above, 
the consequence of coffee being located in a cup is that the coffee moves with the cup).  
 Anyway, from the point of view of Cognitive Semantics, the most important thing is that 
«the distinction between percepts and concepts such as image-schemas is that image-schemas 
encode functional information, that is meanings»70 (my italics), and that, according to 
Mandler (1992: 597), the child’s semantic architecture is built from his/her basic, recurrent 
experiences with the world and it is already established well before the child begins producing 
language. 
  
 At this point it should be clear how complex the conceptualization and the lexicalization  
of spatial information can be. The following chapters discuss the linguistic means through 
which English and Italian encode object location and construe spatial imagery. The study 
focuses on verbs of (fictive) motion and location in a specific textual genre of tourism 
discourse, namely tourist guidebooks, in which the reproduction of  “a set of different scenes, 
of landscapes or townscapes” (Urry 2002:1) is crucial. The investigation attempts to provide a 
thorough description of the construals that contribute to the linguistic creation of spatial 
imagery in the two languages. The corpus-based analysis takes into account a number of 
relevant dimensions, all of which seem to play a significant role in the construal of spatial 
meanings and in the representation of the geometry expressed in the lexical meanings of verbs 
                                                            
70 Ibidem, p. 27.  
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of fictive motion and location . The results, discussed in chapter 5 appear to provide support 
to the hypothesis that, in English and Italian, spatial information cannot be reduced to the 
meanings encoded by prepositions (Jackendoff and Landau 1993), but that some verbs, as 
well as their subjects and objects play a crucial role, which can only be further specified by 
prepositional meanings (Evans and Tyler 2004). As we will see, even though, when the verbs 
used to describe a scene encode basic spatial information (e.g. be), prepositions are essential 
for the representation of the geometry of location, there are verbs capable of 
evoking/reproducing a scenery in the mind of the reader/hearer (e.g. hang, wind). Moreover, 
sometimes special information can be conveyed by or inferred from the properties of the 
subject or of the possible objects.  
 Recent research seems to point in this direction. Matlock (2004b) writes that «in 
formulating or making sense of an FM-construction [Fictive Motion construction], the 
conceptualizer expresses or infers information about where the TR is located [so that] the TR 
is critical in FM-constructions because its construal shapes the overall meaning and structure 
of the construction, including what is generally considered semantically and grammatically 
acceptable to English speakers»71. This goes to support the idea that investigating the lexical 
structure of verbs of fictive motion and location from the point of view of their sensitivity to 
the geometry of the objects that they collocate in space can provide some interesting insights 
into the linguistic representation of space. As a matter of fact, a fence can “run” and a road 
can “go” just because their length entails the idea of a path to be covered; whereas it is not 
possible to think about a boulder “falling” in any other sense but the “factive” one, because its 
geometry does not entail the possibility for it to cover a path. Or, in T. Matlock’s words: 
 
[...] the TR must be relatively long and capable of spatial extension. It is also usually 
inanimate and bears a spatial relationship to some landmark (for instance, is parallel with, 
is close to)72.  
 3.4. Talmy’s Lexicalization Patterns of English Verbs of Motion    
 
Talmy’s (1975) study of the lexicalization patterns of English verbs of motion provides many 
fundamental suggestions for my analysis of the spatial imagery evoked by the verbs of fictive 
motion and location in my micro-corpus. It represents the starting point for the description 
carried out in chapter 4 by means of diagrams that help represent the spatial dimensions 
lexicalized by the verbs that I have examined, in order to understand to what extent the 
geometry of a particular scene in guidebooks depends on the spatial dimensions encoded in 
the core meaning of these verbs rather than on prepositions.  
 In Talmy’s account: 
 
at the core of the motion situation is a putatively universal system of abstract 
MOTION/LOCATION subsituations73; 
 
which he analyses by means of the following «topological deep nouns»: 
 
                                                            
71 Matlock (2004b). 
72 Ibidem.   
73 TALMY L., 1975, “Semantics and Syntax of Motion”, in J.P. Kimball (ed.), Syntax and Semantics, 
Vol. 4, Academic Press, New York, p. 198. 
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 POINTS,T: specifies an (unextended) point of space, time; 
 EPOINTS,T: specifies an extended point of space, time; 
 EXTENTS,T: specifies an (unbounded) extent of space, time; 
 BEXTENTS,T: specifies a bounded extent of space, time. 
   
Some examples are provided below:  
 
(1) The ball is in the box; 
 
is described by Talmy (1975) as: 
 
 a POINTS ISL AT a POINTS that IS OF THE INSIDE OF a SPHERE. 
 
 This structure can be further enriched by adding a derivational sketch and a pictorial 
diagram as in the following cases: 
 
 (2) The ball sailed past his head; 
 
which can be described by the following derivational structure: 
 
 POR a EPOINTS that ISL TO-ONE-SIDE-OF (a POINT)  
 POR TO-ONE-SIDE-OF (a POINT)  
 past (a POINT) 
 
and by the diagram: 
 
 
 
 Example n. 3, instead: 
 
 (3)The ball rolled across the border 
 
can be described by the structure: 
 
 POR a EPOINTS that ISL ON and PERPENDICULAR TO (a LINE) 
 POR ON (a LINE) 
 across (a LINE) 
 
which can be visualized as: 
 
 
 
 
Example n. 4 consists in the sentence: 
  
 (4) The ball sailed through the windowpane; 
 
and is described by means of the structure: 
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 POR a EPOINTS that ISL IN  and PERPENDICULAR TO (a PLANE) 
 POR IN (a PLANE) 
 through (a PLANE). 
 
Its pictorial diagram, instead, can be: 
 
 
    
 
  Finally, example 5 is: 
 
 (5)  The ball sailed through the hoop/ the arch 
 
for which the linguistic structure is: 
 
 POR a EPOINTS that ISL INSIDE and PERPENDICULAR TO (a CIRCLE) 
 POR INSIDE (a CIRCLE) 
 through (a CIRCLE) 
 
and the diagram: 
 
 
    
 
  Talmy’s (1975) analysis continues with the specification of time: 
 
 (6) He walked along(side) the row of houses (for 5 minutes); 
 
 ALONG AN EXTENTS that ISL TO-ONE-SIDE-OF and PARALLEL-TO (a LINE) 
 ALONG TO-ONE-SIDE-OF (a LINE) 
 along(side) (a LINE) 
 
 
 
 
 
 
 
 
  
 (7) He walked along (on) the path (for 20 minutes); 
 
 ALONG an EXTENTS that ISL ON and PARALLEL-TO (a LINE) 
 ALONG ON (a LINE) 
 along (on) (a LINE) 
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 (8) He walked along inside the tunnel (for 20 minutes); 
 
 
 ALONG an EXTENTS that ISL INSIDE and PARALLEL-TO (a CYLINDER) 
 ALONG INSIDE (a CYLINDER) 
 along inside (a CYLINDER) 
 
 
 
 
 
 
 
 
  
 
 (9) He ran around the house (for 20 seconds) 
 
 ALONG an EXTENTS that ISL TO-ONE-SIDE-OF (a POINT) 
 ALONG TO-ONE-SIDE-OF (a POINT) 
 around (a POINT) 
 
 
    
 
 
 
 
 
 
Different situations arise from a shift in aspectuality: 
 
 (10) He walked up the ladder in (20 seconds); 
 
 ALENGTH an BEXTENTS that ISL VERTICAL and  
  ISL ON, PARALLEL-TO, and COTERMINOUS-WITH (a BOUNDED LINE) 
   UP ALENGHT ON (a BOUNDED LINE) 
  up (a BOUNDED LINE) 
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 (11) He walked through the tunnel (in 30 minutes); 
 
 ALENGHT an BEXTENT that ISL INSIDE, PARALLEL-TO, and  
  COTERMINUS-WITH (a BOUNDED CYLINDER) 
  ALENGTH INSIDE (a BOUNDED CYLINDER) 
 through (a BOUNDED CYLINDER) 
 
 
 
 
 
 
 
  
  
 
 (12) He walked across the field (in 5 minutes); 
 
 ALENGTH an BEXTENTS that ISL ON and  
  COTERMINOUS-WITH (a BOUNDED PLANE) 
   ALENGHT ON (a BOUNDED PLANE) 
 across (a BOUNDED PLANE) 
 
 
 
 
 
 
  
 
 (13) He ran around the house (in 40 seconds) 
 
 ALENGTH an BEXTENTS that ISL TO-ONE-SIDE-OF (a POINT) and  
  COTERMINOUS-WITH ITSELF 
 ALENGTH TO-ONE-SIDE-OF (a POINT) 
 around (a POINT) 
 
 
 
 
 
 
 Still in this article Talmy (1975) individuates the various expression types that can conflate 
into a motion verb. This is the case of a constitute that moves into adjuction as a “satellite” of 
the verb, forming a verb complex that is different from the examples above, which described 
only a simple verb (± prepositions). In particular, English may have up to five satellites in a 
verb complex, as in the following example: 
 
Come right back down out from up in here. 
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 I would like to show how the meaning of a verb complex can be described with 
derivational structures of this type and its difference from the case of a verb + preposition. 
The following examples are, once again, all taken from Talmy (1975: 207, 208): 
 
a. (a POINT) MOVE POR TO-ONE-SIDE-OF > (a POINT) 
 
            past 
? (a POINT) MOVE past > (a POINT) 
 
    He drove past it 
  
b. (a POINT) MOVE < POR TO-ONE-SIDE 
 
              by 
    POR TO-ONE-SIDE-OF > (a POINT) 
 
              past 
 
? (a POINT) MOVE < by past > (a POINT) 
 
    He drove by past it 
 
b’. (a POINT) MOVE < by 
 
c.  He saw us on the corner, but he just drove by (i.e. past us) 
 
? (a POINT) MOVE < by past > (a POINT) 
     
              by 
             past  
 
? (a POINT) MOVE < by > (a POINT) 
    < past >  
 
    He drove by it. 
    He drove past it 
 
 The deep structures shown in this derivation contain MOVE and in all cases a GO verb has 
conflated with a manner expression from outside the structure to yield to the surface verb 
drive. In (a) past it is just a prepositional phrase and does not constitute a satellite of the verb. 
On the contrary, in (b) with the insertion of by it has become a satellite to the motion verb, so 
that the verb complex now is drove by. In (b’) the prepositional phrase has been deleted as in 
certain cases in which the Ground nominal is a deictic or anaphoric pronoun. Finally, in (c) a 
derivational step unique to English has taken place: the satellite and the preposition indicating 
the path are adjacent and conflate into a single constituent termed by Talmy “satellite-
preposition”. 
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 A different case is the following one, in which Talmy looks at another type of conflational 
process, that of a position occurring together with a translational motion. The example he 
takes is: 
 
The craft floated (was afloat) on a cushion of air. 
 
When this sentence is accompanied by a motion structure, the following derivation takes 
place: 
 
 
 a. It, that the craft MOVEd into the hangar,  
  OCCURred DURING-1 
   it, that the craft floated on a cushion of air  
  
 b. => the craft MOVEd into the hangar WHILE-1floating on a cushion of air 
 
 c. => the craft MOVEd < [WHILE-1 floating] into the hangar o a cushion of air 
 
      
    floated 
 d. => the craft floated into the hangar on a cushion of air; 
 
from which it is easy to understand the conflation of two different situations: the position of 
buoyancy between the craft and the cushion of air, and the translational motion specified by 
the motion structure.  
 In his article of 1975, Talmy continues his analysis with many other examples of 
conflations of co-events, but I will only mention the last one, which is particularly significant: 
 
 a. could you give (hand) me that bottle  
  by getting it down off the shelf  
  by reaching to it with this clasper? 
 
 b.=> could you get me that bottle down off the shelf 
   by reaching to it with this clasper? 
     
 c. => could you reach me that bottle down off the shelf with this clasper? 
 
In this case, (a) and (b) are the steps that lead to the sentence in (c), where many co-events are 
present at the same time.    
 In this third chapter I have analyzed non-veridical phenomena that can arise in the 
description of object collocation and Talmy’s description of verbs of motion by means of 
pictorial diagrams. In this way I have completed the historical excursus of the state-of-the-art 
that constitutes the theoretical background to my analysis; thus it is now time to move to the 
proper analysis that I have carried out and to describe the methodology and the data that I 
have used. 
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Chapter 4 
Data and Methodology 
 
4.1. The Corpus 
4.1.1. Corpus Linguistics 
 
Since my study of the lexical means and strategies for the description of object collocation in 
English and Italian is corpus-based, I would like to start this fourth chapter from the 
theoretical definition of “corpus”. A corpus is an ensemble of occurrences of natural 
languages that «are generally assembled with particular purposes in mind, and are often 
assembled to be (informally speaking) representative of some language or text type» (Leech 
1992: 116). As a matter of fact, the corpus’ representativeness is of major importance for its 
research exploitation. Sinclair (1996) particularly stresses this aspect, saying that «a corpus is 
a collection of pieces of language that are selected and ordered according to explicit linguistic 
criteria in order to be used as a sample of [a] language».  
 McEnery, Xiao and Tono (2006) claim that the representativeness of a corpus depends on 
its balance and sampling. Starting from Leech’s (1991: 27) assertion that a corpus is 
representative of a language variety if the results of a research based on it can be generalized 
to this language variety, they agree with Biber’s (1993: 243) assertion that: 
 
Representativeness refers to the extent to which a sample include the full range of 
variability in a population74.  
 
All these things considered, my collection of data taken from two guidebooks of Florence 
published by Michelin (La guida verde: Toscana 2004 and Plan Discover Explore: Tuscany 
2006) can be said to be a sample of texts from this genre, that is a «scale-down versions of a 
larger population» (McEnery, Xiao and Tono 2006: 19), whose aim is – despite the 
limitations of size – «to reproduce the characteristics of the population [...] as closely as 
possible» (Yates 1965: 9).  
I believe that these two guidebooks can be representative of their textual genre, because 
they are a situationally-defined language product that suits the specific purpose of describing 
the geometry of fictive motion and location in English and Italian, even though it could be 
accused of being misleading for the analysis because of the peculiarity of a writer’s style. As a 
matter of fact, the usefulness of a corpus depends on the research question being investigated 
(McEnery, Xiao and Tono 2006) and I do not aim at generalizing over a language cognitive 
behaviour. For this reason, and in line with McEnery, Xiao and Tono’s (2006) assertion that 
frequent linguistic features are quite stable in their distribution, so that text excerpts of 2,000 
running words can suffice to retrieve occurrences of these features, I believe that my 
specialized micro-corpus of 45,600 running words for English and 40,170 running words for 
Italian may provide enough representative data for my research.  
                                                            
74 In corpus linguistics the “population” is the language (or language variety) of which a corpus is a 
sample.  
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 The corpus is not tagged, because many of the semantic features in which I am interested 
cannot be automatically annotated, as suggested by McEnery, Xiao and Tono (2006) for the 
distinction between animate vs. inanimate or causer vs. causee. Thus I manually retrieved 
inanimate objects and the verbs that contribute to the expression of their collocation on a 
scene. 
 Furthermore, I have chosen comparable texts and not two parallel texts because, as 
McEnery, Xiao and Tono (2006) assert, comparable corpora serve as a reliable basis for 
contrastive studies, while in this case parallel corpora can only be used as a starting point, and 
the results of this type of analysis must be completed with «further research with monolingual 
corpora in both languages» (Mauranen 2002: 182). The translationese75 present in a parallel 
corpora might in fact not account for a representative variant of a L2. In order to carry out a 
contrastive analysis of the different modalities autonomously adopted in the two languages to 
describe exactly the same place, it is necessary to consider linguistic constructions that are 
produced without any influence of a language on another. In this way, the different styles of 
spatial representation in English and Italian can be highlighted by drawing particular 
attention to the different conventions that govern spatial description in the chosen textual 
genre. Concerning this, I would like to make a brief excursus on the main characteristics of 
guidebooks as this particular textual genre. 
4.1.2. Tourism as Specialized Discourse 
 
Tourist guidebooks are a specific textual genre of tourism discourse – a kind of discourse that 
so far still presents some unexplored areas. According to Dann (1996), as far as its 
practitioners are concerned, tourism has a discourse of its own, because the rhetoric used to 
make tourists out of readers is both logically and temporally prior to any travel or sightseeing. 
 Thus, tourism discourse can be considered a type of specialized discourse, because we 
speak about tourism-related matters by means of conventionalised practices, norms and values 
(Cappelli 2006). To describe the textual genre within which my research is collocated is 
important because it undoubtedly influences the writer’s lexical choices, which even though 
taken from everyday language are used as «functionally specialized lexical items, in that they 
are carefully selected in order to guide and shape the tourist gaze while firing imagination» 
(Cappelli, forthcoming). 
 That is the reason why, nowadays, tourism discourse is recognized as a type of specialized 
discourse, as  recent studies  such as Dann (1996) and Gotti (2006) evidence. I would like to 
focus on this subject in order to better understand why the language of tourism can be 
considered a specialized discourse. 
 According to Gotti (2006), specialized discourse has been investigated since the 1920s-
1930s, when scholars were still interested in finding out the main features which distinguished 
it from everyday language from a «conservative» point of view, that is considering it a minor 
linguistic form. It was only from research on “register style” that they took «a new 
perspective» on the matter, starting to investigate the autonomy of specialized discourse with 
a ‘qualitative’ approach that considered also the type of discourse in which the features of 
specialized texts were rooted. 
 The term used to indicate the object of specialized discourse is sometimes controversial, as 
the centrality of the problem is of main concern among scholars in order to precisely define in 
what they are interested and from which perspective. Indeed, the term “specialized discourse” 
                                                            
75 In translation studies “translationese” refers to the particular version of a translated language that is 
the result of the translation process.  
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has sometimes been compared with that of “restricted language”, but the latter – as claimed 
by Gotti (2006) – cannot be used to refer to the language of tourism that, instead of using 
language in a ‘restricted’ way, «exploits the language code in a far more creative and varied 
way» (ibidem, p. 18). For the same reason, it is not even possible to apply the term “special 
language” to the language of tourism. It indeed indicates a language with special rules and 
symbols that distances itself from general language, and this is not the case with tourism 
discourse since it exploits the same conventions of general language but in a «quantitatively 
greater and pragmatically more specific» (ibidem, p. 19) way. It is neither possible to term it 
“microlanguage”, because once again this definition refers «to a microcosm lacking the 
expressive richness of standard language» (ibidem). In conclusion, “specialized discourse” 
remains the best choice to indicate the language of tourism, as it «possesses all the lexical, 
phonetic, morphosyntactic and textual resources of general language», and these resources are 
used to elaborate specialized texts. 
 Specialized discourse is rather heterogeneous and so is tourism discourse. In particular, the 
language of tourism changes according to the different uses that is possible to make of it. 
Concerning this, there are two possibilities: when experts talk among them and when they talk 
to non-specialists. In the former case, they use «specific expressions» and adopt «codified 
textual genres» (ibidem, p. 21). In the latter case, they may employ «vocabulary items 
specifically related to» (ibidem) tourism, but discursive features typical of everyday language. 
 In his article The Language of Tourism as Specialized Discourse, Gotti (2006) carries on 
his analysis of tourism discourse by describing its main lexical, syntactic, and textual features. 
The first lexical feature of tourism discourse is “monoreferentiality”. This means that «in a 
given context only one meaning is allowed» for each term. As a matter of fact, as Gotti (2006) 
underlines, specialized lexis is characterized by its ‘semantic uniqueness’:  
 
In specialized subject domains, denotation is prevalent and the meaning of specific terms 
may be inferred without reference to their context. Term and concept are related by a fixed 
‘defining agreement’, whereby the term cannot be suitably substituted by a synonym but 
only by its definition or a paraphrase76. 
 
Consequently, the language of tourism has developed its own terminology, of which some 
examples – still taken from Gotti (2006) – are: tour operator, and package holiday. 
 The second important lexical feature of tourism discourse is “conciseness”, which «means 
that concepts are expressed in the shortest possible form» (ibidem, p. 24). This can be 
achieved by means of ‘blending’, ‘reduction’ or the use of ‘acronyms’ and ‘abbreviations’, of 
which some examples taken by Gotti (2006) are respectively: campsite, rep (< representative), 
ETA (< Estimated Time of Arrival), APEX (< Advance Purchase Excursion Fare). 
 Another important characteristic of specialized discourse is its relationship with general 
discourse. It is not infrequent, in fact, that some words that have acquired a special sense 
within a specialized discourse become used also in everyday language. An example made by 
Gotti (2006) is voucher: 
 
A word in use at least since 1696 with the meaning of «written document serving to attest 
correctness of accounts or monetary transactions», which has acquired specialized meaning 
                                                            
76 GOTTI M., 2006, “The Language of Tourism as Specialized Discourse”, in O. Palusci, S. 
Francesconi (eds), Translating Tourism: Linguistic/Cultural Representations, Università di Trento: 
Dipartimento di Studi Letterari, Linguistici e Filologici, pp. 23.  
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in tourism of «receipt which can be exchanged for goods or services as token of payment 
made»77.  
 
 “Metaphorisation” is another device used to express new concepts by means of already 
existing items that in this way should be more easily understandable. Thus, its advantages are 
‘terminological transparency’ and, once again, ‘conciseness’, because in this way: 
 
The choice of a given lexeme points immediately to a body of existing information known 
to the interlocutor, thus favouring rapid information transfer without lengthy conceptual 
explanations or complex terminological definition78. 
 
The above mentioned example of package holiday suits also as an example of 
metaphorisation, as it «conveys the idea that every cost is included as if in a single package» 
(ibidem, p. 26). 
 Tourism discourse is also much indebted to other specialized languages for lexical 
borrowings. The most commonly exploited in this sense are: economics, geography, the 
history of art, cuisine, craftsmanship and transport, whose «lexis has not been conceived 
specifically for tourism», but must be known by specialist of this field. 
 The last lexical feature of tourism discourse is “the use of emphatic language”. Specialized 
languages are usually described as not using emotive connotations in order to maintain a 
neutral tone that is more suitable to convey scientific theses supported by objective evidence. 
Nonetheless, «if the pragmatic purpose is persuasive (as for example in advertising messages 
or in argumentative texts), the emphasis on emotion surfaces also in specialized texts» 
(ibidem, p. 27). This is obviously important in tourism discourse, when the aim of a text is to 
advertise places with a promotional intent. 
 Moving on to the syntactic features that are typical of tourism discourse, the first one is 
once again related to conciseness, it is the «extremely compact syntactic structure» of this 
type of texts. As asserted by Gotti (2006), in English tourist texts it is often possible to find 
the tendency to reduce the use of relative clauses, making in this way the sentence ‘lighter’. 
This can be achieved by substituting this kind of clauses with «lexemes usually obtained by 
means of affixation», or by simplifying «a relative clause containing a passive form consisting 
in omitting its agent and auxiliary» (ibidem, p. 29). These operations result in a greater 
conciseness and transparency of the text at issue, which is particularly appreciated in 
specialized texts (ibidem). 
 An analogous result in terms of conciseness is achieved by using premodification instead 
of postmodification. This is obviously easier to do in English than in Italian because of the 
syntactic rules typical of the former language, and is often achieved by means of ‘nominal 
adjectivation’. With time this process may also lead to the merging of a compound into a 
single term, passing through a stage in which the two words are hyphenated. In this way, 
«sentences including noun compounds become conceptually richer and syntactically shorter 
and more compact» (ibidem, p. 31). 
 The final features Gotti (2006) describes in tourism discourse are the textual ones. 
Concerning this, the first thing that must be underlined is that specialized discourse in general 
is characterized by «compliance with the norms governing the construction of its different 
genres [which implies] a number of correlations between the conceptual, rhetorical and 
linguistic features that characterize the text itself» (ibidem, p. 31). Thus, the belonging of a 
                                                            
77 Ibidem, p. 25. 
78 Ibidem. 
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text to a particular genre inevitably «affects all other textual features and constraints [and]  
determines the linguistic choices made as the text unfolds» (ibidem). As claimed by Gotti 
(2006), the textual genres typical of tourism discourse are always increasing in number, but 
the most common can be enlisted as: 
 
- tourist guides; 
- articles in specialized journals and general magazines; 
- brochures and other advertising materials; 
- itineraries; 
- professional correspondence. 
 
The first one, which is «aimed at the traveller or visitor [and] usually contains descriptions of 
places (history, monuments, etc.) as well as practical information (means of transport, times 
of opening of museums, shopping advice, typical restaurants, accommodation facilities, maps, 
etc.)» (ibidem), is the one that I have taken into account in order to investigate tourism 
discourse.   
 As a matter of fact, in this dissertation I hope to enrich Gotti’s analysis by highlighting 
other features of tourism discourse belonging to the semantic level. Indeed, the focus of my 
research, even though related to a very small corpus and thus necessarily provisional, is on the 
ways tourist guidebooks lexically express a conceptualization of “space” as the central object 
of tourism discourse. Its treatment in this specialized language, as I hope to demonstrate, is 
genre-specific and highly conventionalized within the languages I will take into account.            
4.1.3. Guidebooks as a Particular Textual Genre of Tourism Discourse 
 
Within the particular kind of discourse that I have analysed in the previous paragraph by 
means of Gotti’s (2006) article, guidebooks are one of its most representative genres (Castello 
2002, Fodde and Denti 2005, Vestito 2005, Cappelli 2006, Nigro 2006 and Francesconi 
2007). They are considered as reference material, with an informational rather than 
promotional purpose (Dann 1996), because they are «the least persuasive and the most 
univocal [of the] representation modes of tourism discourse» (Fodde and Denti 2005), and do 
not constitute a promotional text, because their readers have normally already chosen their 
destination (ibidem, p. 117).  
 Falling into this specific type of discourse, their language is an example of specialized 
language (in the sense that I have tried to explain in the previous paragraph) and my micro-
corpus can be seen as an example of specialized corpora, which are distinguished from 
general corpora because the latter constitute the «basis for the overall description of a 
language or language variety» (McEnery, Xiao and Tono 2006: 15) and the former are 
«domain [e.g. medicine or law] or genre [e.g. newspaper texts or academic prose] specific» 
(ibidem). Moreover, general and specialized language are distinguished «in terms of the 
relation between the language system and the “special” uses that can be made of it in 
communication» (Merlini Barbaresi 1989: 83). Thus, the specialized language of guidebooks 
can be so considered because it aims at guiding the tourist in their trips through «a set of 
different scenes, of landscapes or townscapes which are out of the ordinary» (Urry 2002: 1).  
 An example of these specialized uses of a language are those lexical items like verbs of 
fictive motion and location that in a guidebook become «functionally specialized terms 
[whose goal is] to guide and shape the tourist gaze while firing imagination» (Dann 1996, 
Cappelli 2006). Moreover, as Cappelli (forthcoming) points out, in the particular case of 
fictive motion, verbs: 
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attempt to reproduce in an (experientially) iconic way the path of the eyes of the tourist-
child (Dann 1996)79. 
    
That is the reason why they are so interesting to analyse from a contrastive perspective. As a 
matter of fact, my hypothesis is not only that guidebooks make a particular use of verbs of 
fictive motion and location, but even that English and Italian further differ in the use of these 
linguistic devices. This might be due to the different public which the writers of the two  
guidebooks are addressing. 
 As a matter of fact, as Cappelli (2006) claims, to have in mind the intended public is 
primary in any tourism discourse text, and in this sense guidebooks have a leading function, 
because they may present destinations either in a detached and quite objective way or they 
may «“filter” the destination for the reader providing a very subjective image of the location 
at issue, rich in evaluative elements [...] and even real instructions on what to do and see and 
where to go» (Cappelli 2006: 226). 
 This is reflected in the merging of different text types within guidebooks. They mainly 
belong to instructional text types, but they also contain descriptive and narrative passages. 
“Instructional passages” are used to give directions, typically at the beginning or at the end of 
each paragraph, and to specify the way in which it is possible to reach the place described in 
the paragraph; “descriptive sections” generally aim at representing features and locations of 
objects and places in internal and external surroundings; finally, “narratives” occur in those 
passages of the guidebook which are devoted to either the historical description of a place or 
the historical background of some cultural events.  
 The main focus of my research is on the first two text types, because they are the most 
important in the textual genre that I have analysed. As a matter of fact, it is precisely in this 
type of passages that verbs of (fictive) motion and location are mostly deployed. The 
descriptions of pictorial scenes within the paintings that may be encountered by the tourist 
have not been taken into account, because, as Merlini Barbaresi (2004) claims, in this case the 
conception and perception of space is different: 
 
 This because spatial coordinates are not meant to help the addressee’s imagination to 
locate things so as to reconstruct a veridical scene, but rather they are meant to direct the 
eye of the addressee towards details and their compositional significance in the space of 
the picture.80 
 
In this sense, these passages have a totally different purpose and context, which is not relevant 
for the present study. After having completed the description of the corpus that I have taken 
into account and of the characteristics of the textual genre to which it belongs, I would like to 
move to a deeper presentation of the data on which I have based my analysis. 
4.2. The Data 
 
The data that I have retrieved from my micro-corpus are all the verbs used to describe object 
collocation – that is, the position of inanimate entities on scenes that a tourist/reader may 
encounter while visiting Florence, as described from both English and Italian point of view. 
                                                            
79 CAPPELLI G., Travelling in Space: Spatial Representation in English and Italian Guidebooks 
(forthcoming).  
80 Merlini Barbaresi L., 2004, “Descriptive Text Type”, Folia Linguistica 3-4, pp. 355-381.  
77 
 
This has led to a bidirectionality of the study that has the advantage of focusing not only on 
English but also on Italian, thus providing a wider panorama of the differences in the ways in 
which these two linguistic systems lexicalize spatial information. A list of all the verbs that 
constitute my data follows: 
 
List of English Verbs in Alphabetical Order:  
 
Adjoin – adorn – admire – appear – approach – articulate – balance – be – bear – branch – 
bristle – cap – climb – close – comprise – connect – consist – construct – contain – cover – 
cross – crown – decorate – depict – descend – display – dominate – dot – drive – enclose – 
enliven – enter – exhibit – extend – face – fill – flank – follow – form – glimpse – go – 
have – house – hang – include – intersperse – join – keep – lay – lead – lie – light –line –
link – look – make (a brief detour) – meet – move – note – occupy – open – overhang – 
overlook – panel – pass – perch – pierce – place – precede – present – provide – radiate – 
raise – reach – represent – rest – retain – retrace (your step) – return – rise – roof – run – 
scatter – see – separate – set – show – situate – soft – span – spread – stand – strew – 
support – surmount – surround – sweep – turn – walk – wend – wind = 101.   
 
List of Italian Verbs in Alphabetical Order: 
 
Abbellire – accedere – accogliere – affacciarsi – affiancare – allestire – allineare – 
allontanarsi – ammirare – andare – apparire – appoggiare – aprire/si – arrivare – attenuare 
– attraversare – avere – avere (visione/panorama) – biforcarsi – camminare – caratterizzare 
– chiudere – circondare – collocare – comporre – comprendere – comunicare – condurre – 
congiungersi – conservare – contenere – ri/coprire – correre – coronare – costeggiare – 
costituire – custodire – dare su – dare un’occhiata – decorare – delimitare – deviare – 
dirigersi – disegnarsi – disporre – distaccarsi – distendere – distribuire – sud/dividere – 
dominare – emergere – entrare – ergersi – erigere – esporre – essere – estendersi – evocare 
– fare (il giro/ pochi passi) – fare la bellezza – fiancheggiare – formare – fronteggiarsi – 
girare – giungere – guardare – gustare – illuminare – imboccare – incontrare – incrociare – 
inquadrare – intravedere – introdurre – lasciare – nascondere – notare – occupare – offrire 
– ombreggiare – ornare – ospitare – osservare – partire – passare – passeggiare – pendere – 
percorrere – poggiare – porre – portare = condurre – possedere – precedere – prendere – 
presentare – profilarsi – prolungarsi – provenire – racchiudere – raccogliere – raffigurare – 
raggiungere – raggruppare – rappresentare – recarsi – recintare – ricongiungersi – 
riconoscere – ripartire – riposare – riscendere – rischiarare – riservare – ritmare – riunire – 
rivestire – salire – sbarrare – sbirciare – sboccare – scavalcare – scendere – scoprire – 
scorgere – segnalare – seguire – separare – serpeggiare – situare – snodarsi – sorgere – 
sormontare – sorreggere – sostenere – sovrastare – spargere – spiccare – sporgere – 
stagliarsi – stendersi – susseguirsi – tappezzare – ri/tornare – ri/trovare/si – unire/si – uscire 
– vedere – visitare = 148.    
 
As is easy to observe, among these 249 verbs there are both verbs of motion/location and of 
vision, because to say that it is possible to see something can be considered as another way to 
indicate that an object is present in a certain place. Anyway, the discussion of the data does 
not take verbs of vision into account and focuses only on the spatial semantic components 
lexicalized by verbs of fictive motion and location. 
I have reported the occurrences of each verb in a grid with three columns: one for the 
subject, one for the verb itself, and one for its object or complements, as it is possible to see in 
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the Appendix at the end of this dissertation. Then, I have counted the frequency percentages 
for both English and Italian verbs, which I report in the following table. The occurrences of a 
verb used as an adjective in its present or past participle form are indicated in brackets. 
 
List of English Verbs in Decreasing Order of Frequency: 
 
Be     n. 139/844    16.6%  
Contain    n. 137(1)    16.2%  
Include    n. 48(26)    5.7%  
Decorate    n. 43(19)    5.1%  
House    n. 33     4%  
Stand    n. 31(5)    3.7%  
Lead    n. 29(9)    3.4% 
Display    n. 26(1)    3.1%  
Turn    n. 22     2.6%  
Surmount    n. 20(15)    2.36%  
Hang    n. 16     1.9%  
Walk    n. 16     1.9% 
Set     n. 13(10)    1.54%    
Cover    n. 12(3)    1.4%  
See     n. 11     1.3%  
Adorn    n. 10(4)    1.2%   
Flank    n. 10(6)    1.2%   
Note    n. 10     1.2% 
Overlook    n. 10(6)    1.2% 
Cap     n. 9 (3)    1.06%  
Situate    n. 9(1)     1.06% 
Open    n. 8(3)     0.94%   
Support    n. 8(6)     0.94%  
Exhibit    n. 7(2)     0.83%  
Form    n. 7(2)     0.83% 
Return    n. 7     0.83%    
Have    n. 6     0.7%  
Reach    n. 6(1)     0.7%   
Run     n. 6(1)     0.7%  
Depict    n. 5(2)     0.6%  
Provide    n. 5(1)     0.6%  
Comprise    n. 4     0.5% 
Enclose    n. 4(1)     0.5%  
Extend    n. 4(1)     0.5%   
Go      n. 4     0.5% 
Place    n. 4(1)     0.5%  
Show    n. 4(2)     0.5%  
Surround    n. 4(2)     0.5%  
Bear    n. 3     0.35%  
Climb    n. 3     0.35% 
Consist    n. 3     0.35% 
Enter    n. 3     0.35% 
Face    n. 3     0.35% 
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Lay     n. 3(2)     0.35% 
Link    n. 3(2)     0.35%   
Precede    n. 3     0.35% 
Radiate    n. 3(2)     0.35%  
Admire     n. 2     0.24% 
Appear    n. 2     0.24% 
Crown    n. 2(2)     0.24% 
Dominate    n. 2     0.24% 
Fill     n. 2(1)     0.24% 
Follow    n. 2     0.24% 
Lie     n. 2     0.24%  
Look    n. 2     0.24% 
Overhang    n. 2(2)     0.24% 
Present    n. 2     0.24% 
Pass    n. 2     0.24% 
Raise    n. 2(1)     0.24% 
Represent    n. 2(1)     0.24% 
Rise    n. 2     0.24% 
Roof    n. 2(1)     0.24% 
Separate    n. 2(1)     0.24% 
Wind    n. 2     0.23% 
Adjoin     n. 1     0.12% 
Approach    n. 1     0.12% 
Articulate    n. 1(1)     0.12% 
Balance    n. 1     0.12% 
Branch    n. 1     0.12%  
Bristle    n. 1     0.12% 
Close    n. 1     0.12% 
Connect    n. 1     0.12% 
Construct    n. 1     0.12% 
Cross    n. 1(1)     0.12% 
Descend    n. 1     0.12%  
Dot     n. 1     0.12% 
Drive    n. 1     0.12%  
Enliven    n. 1     0.12% 
Glimpse    n. 1(1)     0.12% 
Intersperse    n. 1     0.12% 
Join     n. 1(1)     0.12% 
Keep    n. 1     0.12% 
Light    n. 1     0.12% 
Line    n. 1     0.12% 
Make (a brief detour)  n. 1     0.12% 
Meet    n. 1     0.12%  
Move    n. 1     0.12%  
Occupy    n. 1     0.12% 
Panel    n. 1     0.12% 
Perch    n. 1(1)     0.12% 
Pierce    n. 1(1)     0.12% 
Rest    n. 1     0.12%  
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Retain    n. 1     0.12% 
Retrace (your step)  n. 1     0.12% 
Scatter    n. 1(1)     0.12% 
Soft     n. 1     0.12% 
Span    n. 1     0.12% 
Spread    n. 1     0.12% 
Strew    n. 1     0.12% 
Sweep    n. 1(1)     0.12% 
Wend    n. 1     0.12%  
 
List of Italian Verbs in Decreasing Order of Frequency: 
 
ri/Trovare/si   n. 70(1)/981    7.13% 
Esporre    n. 46(6)    4.7% 
Notare    n. 43     4.4% 
Situare    n. 41(35)    4.18% 
Racchiudere   n. 33     3.36% 
Ornare    n. 32(15)    3.26% 
Ospitare    n. 29     2.96% 
ri/Coprire    n. 20(6)    2.03% 
Dominare    n. 20(5)    2.03% 
Porre    n. 20(16)    2.03% 
Entrare    n. 19     1.93% 
Presentare    n. 17(1)    1.73% 
Sorgere    n. 17     1.73% 
Sormontare   n. 16(13)    1.63% 
Accedere    n. 15     1.53%  
Ammirare    n. 15     1.53%    
Aprire/si    n. 15     1.53% 
Decorare    n. 15(3)    1.53% 
Rappresentare   n. 15(1)    1.53% 
Riunire    n. 15(1)    1.53% 
Collocare    n. 14(7)    1.42% 
Passare    n. 14(1)    1.42% 
Conservare    n. 13(1)    1.32% 
Prendere    n. 13     1.32% 
Provenire    n. 13(9)    1.32% 
Sovrastare    n. 12(8)    1.22% 
ri/Tornare    n. 12     1.22% 
Portare    n. 11     1.12% 
Precedere    n. 11     1.12% 
Occupare    n. 10     1.02% 
Circondare    n. 9(6)     0.91% 
Formare    n. 9(4)     0.91% 
Salire    n. 9     0.91% 
Scorgere    n. 8     0.81% 
Arrivare    n. 7     0.71% 
Avere (visione/panorama)  n. 7     0.71% 
Custodire    n. 7     0.71% 
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Ergersi    n. 7     0.71% 
Partire    n. 7     0.71% 
Seguire    n. 7(1)     0.71% 
Affacciarsi    n. 6     0.61% 
Andare    n. 6     0.61% 
Comporre    n. 6(4)     0.61% 
Costituire    n. 6(2)     0.61%  
Erigere    n. 6(6)     0.61% 
Girare    n. 6      0.61% 
Raggiungere   n. 6(1)     0.61% 
Segnalare    n. 6     0.61% 
Accogliere    n. 5     0.51% 
Comprendere   n. 5     0.51% 
Disporre    n. 5(3)     0.51% 
Essere    n. 5     0.51% 
Offrire    n. 5     0.51% 
Percorrere    n. 5     0.51% 
Apparire    n. 4     0.41% 
Avere    n. 4     0.41% 
Correre    n. 4     0.41% 
Coronare    n. 4(2)     0.41% 
Costeggiare   n. 4(1)     0.41% 
Delimitare    n. 4(2)     0.41% 
Evocare    n. 4(1)     0.41% 
Imboccare    n. 4     0.41%  
Possedere    n. 4     0.41% 
Rischiarare    n. 4(1)     0.41% 
Riservare    n. 4(1)     0.41% 
Rivestire    n. 4(3)     0.41% 
Separare    n. 4     0.41% 
Caratterizzare   n. 3(1)     0.3% 
Comunicare   n. 3     0.3% 
sud/Dividere   n. 3(1)     0.3% 
Estendersi    n. 3     0.3% 
Fare    n. 3     0.3% 
Fronteggiarsi   n. 3     0.3% 
Giungere    n. 3(3)     0.3% 
Incontrare    n. 3     0.3% 
Inquadrare    n. 3     0.3% 
Osservare    n. 3     0.3% 
Raccogliere   n. 3     0.3% 
Stagliarsi    n. 3     0.3% 
Vedere    n. 3     0.3% 
Abbellire    n. 2(1)     0.2 % 
Affiancare    n. 2(2)     0.2% 
Allestire    n. 2(1)     0.2 %  
Appoggiare   n. 2(1)     0.2% 
Attraversare   n. 2     0.2% 
Camminare   n. 2     0.2% 
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Chiudere    n. 2(1)     0.2% 
Condurre    n. 2     0.2% 
Contenere    n. 2     0.2% 
Dare su    n. 2     0.2% 
Dirigersi    n. 2     0.2% 
Gustare    n. 2     0.2% 
Lasciare    n. 2     0.2% 
Raffigurare    n. 2     0.2% 
Raggruppare   n. 2     0.2% 
Riconoscere   n. 2     0.2% 
Riposare    n. 2     0.2% 
Scendere    n. 2     0.2% 
Sorreggere    n. 2(1)     0.2% 
Sostenere    n. 2(1)     0.2% 
Spiccare    n. 2     0.2% 
Sporgere    n. 2(2)     0.2% 
Tappezzare    n. 2     0.2% 
Unire/si    n. 2     0.2% 
Uscire    n. 2     0.2% 
Allineare    n. 1     0.1% 
Allontanarsi   n. 1     0.1% 
Attenuare    n. 1     0.1% 
Biforcarsi    n. 1     0.1% 
Congiungersi   n. 1     0.1% 
Dare un’occhiata   n. 1     0.1% 
Deviare    n. 1     0.1% 
Disegnarsi    n. 1     0.1% 
Distaccarsi    n. 1     0.1% 
Distendere    n. 1     0.1% 
Distribuire    n. 1     0.1% 
Emergere    n. 1     0.1% 
Fare la bellezza   n. 1     0.1% 
Fiancheggiare   n. 1     0.1% 
Guardare    n. 1     0.1% 
Illuminare    n. 1     0.1% 
Incrociare    n. 1     0.1% 
Intravedere    n. 1     0.1% 
Introdurre    n. 1     0.1% 
Nascondere   n. 1     0.1% 
Ombreggiare   n. 1(1)     0.1% 
Passeggiare   n. 1     0.1% 
Pendere    n. 1     0.1% 
Poggiare    n. 1     0.1% 
Profilarsi    n. 1     0.1% 
Prolungarsi    n. 1     0.1% 
Recarsi    n. 1     0.1% 
Recintare    n. 1(1)     0.1% 
Ricongiungersi   n. 1     0.1% 
Ripartire    n. 1     0.1% 
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Riscendere    n. 1     0.1% 
Ritmare    n. 1     0.1% 
Sbarrare    n. 1(1)     0.1% 
Sbirciare    n. 1     0.1% 
Sboccare    n. 1     0.1% 
Scavalcare    n. 1     0.1% 
Scoprire    n. 1     0.1% 
Serpeggiare   n. 1     0.1% 
Snodarsi    n. 1     0.1% 
Spargere    n. 1(1)     0.1% 
Stendersi    n. 1     0.1% 
Susseguirsi    n. 1     0.1% 
Visitare    n. 1     0.1 % 
 
4.3. Methodology 
 
Once completed the list of verbs and reported their frequency percentages, it is now time to 
say something more about the methodology that I have adopted in order to carry out my 
analysis. First of all, the verbs can be divided into groups according to whether they encode a 
location, a movement, or a change of state on the basis of the classification of the Roget’s 
Thesaurus of English Words and Phrases (2000). Wordnet too provided crucial lexical 
information that I exploited to assign each verb to the proper group. The first two groups can 
be further divided into subgroups: “Verbs of State” are classified into verbs of Vision, 
Representation, Evaluation and Location; on the contrary “Verbs of Motion” can be divided 
into those of Factive and Fictive Motion. Verbs of “Change of State” constitute a single group 
of their own.  
 The classification helped single out the relevant classes for my research.  Verbs of Vision, 
Representation, Evaluation and Factive Motion have not been included in the dissertation, 
because, even though they contribute to the description of a place, they do not prototypically 
lexicalize any geometric dimension. Thus, they constitute different classes of verbs that lie 
outside the scope of my research. 
 Also Default Verbs like to be, essere and trovarsi form a group of their own by virtue of 
their particular condition: they simply say that something is present somewhere without any 
further specification, and so they are used as the most neutral ones. The verbal groups with 
the frequency percentages of each verb follow: 
 
English Verbs used to describe Object Location: 
 
Default:   BE (16.6%) 
 
Vision:  SEE (1.3%) – NOTE (1.2%)  – APPEAR (0.24%) – LOOK (0.24%) – 
GLIMPSE (0.12%) 
 
Representation:  DECORATE (5.1%) – DISPLAY (3.1%) – EXHIBIT (0.83%) – FORM 
(0.83%) – DEPICT (0.6%) – PROVIDE (0.6%)81 – SHOW(0.5%) – 
                                                            
81 PROVIDE (A charming decoration; An elegant decoration; A view of […]; The setting for […]; 
Views over […]) = Representation. 
84 
 
CONSIST (0.35%)82 – PRESENT (0.24%) – REPRESENT (0.24%) – 
LIGHT (0.12%) – RETAIN (0.12%)  
 
Evaluation: ADORN (1.2%) – ADMIRE (0.24%) – BALANCE (0.12%) – 
ENLIVEN (0.12%) – SOFT (0.12%) 
 
Location:  CONTAIN (16.2%) – INCLUDE (5.7%) – HOUSE (4%) – STAND 
(3.7%) – SURMOUNT (2.36%) – HANG (1.9%) – SET (1.54%) – 
COVER (1.4%) – FLANK (1.2%) – OVERLOOK (1.2%) – CAP 
(1.06%) – SITUATE (1.06%) – OPEN (0.94%) – SUPPORT (0.94%) – 
HAVE (0.7%) – COMPRISE (0.5%) – ENCLOSE (0.5%) – PLACE 
(0.5%) – SURROUND (0.5%)  – BEAR (0.24%) – FACE (0.35%) – 
LAY (0.35%) – LINK (0.35%) – PRECEDE (0.35%) – CROWN 
(0.24%) – DOMINATE (0.24%) – FILL (0.24%) – LIE (0.24%) – 
OVERHANG (0.24%) – RAISE (0.24%) – ROOF (0.24%) – 
SEPARATE (0.24%) – ADJOIN (0.12%) – ARTICULATE (0.12%) –
BRISTLE (0.12%) – CLOSE (0.12%) – CONNECT (0.12%) – 
CONSTRUCT (0.12%) – DOT (0.12%) – INTERSPERSE (0.12%) – 
KEEP (0.12%) – JOIN (0.12%) – LINE (0.12%) – MEET (0.12%) – 
OCCUPY (0.12%) – PANEL (0.12%) – PERCH (0.12%) – PIERCE 
(0.12%) – REST (0.12%) –SCATTER (0.12%) – STREW (0.12%) 
 
Change of State:  EXTEND (0.5%) – RADIATE (0.35%) – BRANCH (0.12%) – SPAN 
(0.12%) – SPREAD (0.12%). 
 
English Verbs of Motion: 
  
(The verbs in italics have both Fictive and Factive occurrences) 
 
Fictive: LEAD (3.4%) – RUN (0.7%) – REACH (0.35%) – RISE (0.24%) – 
WIND (0.23%) – CLIMB (0.12%) – CROSS (0.12%) – DESCEND 
(0.12%) – SWEEP (0.12%) – WEND (0.12%) 
 
Factive: TURN (2.6%) – WALK (1.9%) – RETURN (0.83%) – GO (0.5%) – 
ENTER (0.35%) – REACH (0.35%) – CLIMB(0.24%) – FOLLOW 
(0.24%) – PASS (0.24%) – APPROACH (0.12%) – DRIVE (0.12%) – 
MAKE a brief detour (0.12%) – MOVE (0.12%) – RETRACE your steps 
(0.12%). 
 
Italian Verbs used to describe Object Location: 
 
Default:  TROVARSI (7.13%) – ESSERE (0.51%) 
 
Vision:  NOTARE (4.4%) – SCORGERE (0.81%) – AVERE visione/panorama 
(0.71%) – OFFRIRE panorama/vista/scorci/vedute (0.51%) – 
APPARIRE (0.41%) – OSSERVARE (0.3%) – VEDERE (0.3%) – 
RICONOSCERE (0.2%) – DARE UN’OCCHIATA (0.1%) – 
                                                            
82 CONSIST of (a suite of rooms; concentric circle of stone; a marble basin) = Representation.  
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GUARDARE (0.1%) – INTRAVEDERE (0.1%) – SBIRCIARE (0.1%) – 
SCOPRIRE83 (0.1%) – VISITARE (0.1%)    
 
Representation:  ESPORRE (4.7%) – PRESENTARE (1.73%) –DECORARE (1.53%) – 
RAPPRESENTARE (1.53%) –FORMARE (0.91%) – COMPORRE 
(0.61%)84 – COSTITUIRE (0.61%)85 – SEGNALARE (0.61%) –
EVOCARE (0.41%) – RISCHIARARE (0.41%) – RIVESTIRE 
(0.41%)86 – RAFFIGURARE (0.2%) – DISEGNARSI (0.1%) – 
ILLUMINARE (0.1%) 
 
Evaluation: ORNARE (3.26%) – AMMIRARE (1.53%) –ABBELLIRE (0.2%) – 
GUSTARE (0.2%) – ATTENUARE (0.1%) – FARE LA BELLEZZA 
(0.1%) 
 
Location:  SITUARE (4.18%) – RACCHIUDERE (3.36%) – OSPITARE (2.96%) – 
RI/COPRIRE (2.03%) – DOMINARE (2.03%) – PORRE (2.03%) – 
SORMONTARE (1.63%) – APRIRE/SI (1.53%) –  RIUNIRE (1.53%) – 
COLLOCARE (1.42%) – CONSERVARE (1.32%) – SOVRASTARE 
(1.22%) – PRECEDERE (1.12%) – OCCUPARE (1.02%) – 
CIRCONDARE (0.91%) – CUSTODIRE (0.71%) – ERGERSI (0.71%) 
– AFFACCIARSI (0.61%) – ERIGERSI (0.61%) – ACCOGLIERE 
(0.51%) – COMPRENDERE (0.51%) – DISPORRE (0.51%) – AVERE 
(0.41%) – CORONARE (0.41%) – COSTEGGIARE (0.41%) – 
DELIMITARE (0.41%) – POSSEDERE (0.41%) – RISERVARE 
(0.41%) – SEPARARE (0.41%) – CARATTERIZZARE (0.3%)87 – 
COMUNICARE (0.3%) – SUD/DIVIDERE (0.3%) – 
FRONTEGGIARSI (0.3%) – INQUADRARE (0.3%) – 
RACCOGLIERE (0.3%) – STAGLIARSI (0.3%) – AFFIANCARE 
(0.2%) – ALLESTIRE (0.2%) – APPOGGIARE (0.2%) – CHIUDERE 
(0.2%) – CONTENERE (0.2%) – DARE SU (0.2%) – RAGGRUPPARE 
(0.2%) – RIPOSARE (0.2%) – SORREGGERE (0.2%) – SOSTENERE 
(0.2%) – SPICCARE (0.2%) – SPORGERE (0.2%) – TAPPEZZARE 
(0.2%) – UNIRE/SI (0.2%) – ALLINEARE (0.1%) – CONGIUNGERSI 
(0.1%) – DARE ACCESSO (0.1%) – DISTACCARSI (0.1%) – 
DISTENDERE (0.1%) – DISTRIBUIRE(0.1%) – FIANCHEGGIARE 
(0.1%) – INTRODURRE (0.1%) – NASCONDERE (0.1%) – 
OMBREGGIARE (0.1%) – PENDERE (0.1%) – POGGIARE (0.1%) – 
PROFILARSI (0.1%)  – RECINTARE (0.1%) – RIPARTIRE (0.1%) – 
RITMARE (0.1%) – SBARRARE (0.1%) – SBOCCARE (0.1%) – 
SPARGERE (0.1%) – SUSSEGUIRSI (0.1%) – STENDERSI (0.1%) 
                                                            
83 SCOPRIRE: “Si scoprono Firenze, il Valdarno […] e la piana di Prato” = Representation. 
84 COMPORRE: “Compone la decorazione”, “È composto da magnifici mosaici”, “Composta (da 
oggetti d’arte, da due lunghe ali parallele, da più parti, da affreschi e mosaici)” = Representation.   
85 COSTITUIRE: “La collezione è costituita”, “Lo splendido fondale è costituito”, “Il tesoro è 
costituito”, “Un fregio è costituito”, “La cornice è costituita” = Representation. 
86 RIVESTIRE: “Di marmi  bianchi e scuri”, “Di pietre dure e marmi preziosi”, “Da terrecotte 
smaltate”, “Con marmi policromi, mosaici, bronzo e oro” = Representation. 
87 CARATTERIZZARE: “Caratterizzato da bifore”, “Caratterizzata da un altare di marmo” = 
Representation.   
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Change of State:  ESTENDERSI (0.3%) – BIFORCARSI (0.1%) – PROLUNGARSI 
(0.1%).  
 
Italian Verbs of Motion: 
 
(The verbs in italics have both Fictive and Factive occurrences) 
 
Fictive: SORGERE (1.73%) – PORTARE (1.12%) – SEGUIRE (0.51%) – 
CORRERE (0.41%) – PASSARE (0.3%) – SALIRE (0.3%) – ARRIVARE 
(0.2%) – CONDURRE (0.2%) – PERCORRERE (0.2%) – SCENDERE 
(0.2%) – ALLONTANARSI(0.1%) – EMERGERE (0.1%) – PARTIRE 
(0.1%) – SCAVALCARE (0.1%) – SERPEGGIARE (0.1%) – 
SNODARSI (0.1%) 
 
Factive: ENTRARE (1.93%) – ACCEDERE (1.42%) –PRENDERE (1.32%) – 
PROVENIRE (1.32%) – RI/TORNARE (1.22%) – PASSARE (1.12%) – 
ANDARE (0.61%) – GIRARE (0.61%) –  PARTIRE (0.61%) – SALIRE 
(0.61%) – RAGGIUNGERE (0.61%) – ARRIVARE (0.51%) – 
IMBOCCARE (0.41%) – FARE il giro/pochi passi (0.3%) – 
GIUNGERE (0.3%) – INCONTRARE (0.3%) – PERCORRERE (0.3%) 
– ATTRAVERSARE (0.2%) – CAMMINARE (0.2%) – DIRIGERSI 
(0.2%) – LASCIARE (0.2%) – SEGUIRE (0.2%) –  USCIRE (0.2%) – 
DEVIARE (0.1%) – INCROCIARE (0.1%) – PASSEGGIARE (0.1%) – 
RECARSI (0.1%) – RICONGIUNGERSI (0.1%) – RISCENDERE 
(0.1%).                     
 
After this overview of the data that I have retrieved from my micro-corpus, I would like to 
move to the analysis of those verbs which form the core of my study, that is verbs of 
Location, Change of State and Fictive Motion. First of all, I am going to look at the verbs’ 
subjects and objects and at the prepositions accompanying them, in order to understand how 
they influence, and are influenced by, the spatial semantic components lexicalized by each 
verb.      
  
4.4.The Analysis of Verbs of Location, Change of State and Fictive Motion 
 
4.4.1. The Verbs’ Subjects and Objects 
 
As stated above, only Verbs of Location, Change of State and Fictive Motion will be taken 
into account. For these lexical items I have specifically analysed subjects and objects in order 
to understand whether their geometry influences the choice of the verb employed in order to 
describe their collocation in space. Moreover, in the following table it is specified when 
subjects and objects have the functions of Figure (F) and Ground (G) (in Talmy’s terms). This  
is related to the problem of the verbs that change group according to whether they are in the 
active or in the passive form.  
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ENGLISH 
 
Subjects      Objects 
 
Location and Change of State 
 
ADJOIN 
F    G 
St Mark’s convent The church 
 
(BE) ARTICULATE(D) 
G    F 
A façade By three orders superimposed 
 
BEAR 
G    F 
Seven dragons’ heads A bird-shaped vase 
The effigies of Cosimo I 
and members of his 
family 
A large white onyx cameo 
A classical sarcophagus A sculpture of the recumbent figure of the deceased 
 
BRANCH 
F    G 
A narrow road  To the right  
 
(BE) BRISTLE(D) 
G    F 
The background With details 
 
CAP 
G    F 
St. Zanobi’s column By a crown of leaves  
A gothic upper section By a spire 
The sarcophagus By an altar table 
The rectangular building  By a coffered dome 
Windows With pediments 
The choir By a dome 
The rectangular apse  By a small circular dome 
Hills  With a tower, a villa or a mansion with merlons 
The huge dome (F) The rear of the building (G) 
 
(BE) CLOSE(D) 
G    F 
The Rinuccini chapel By a wrought-iron grille 
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COMPRISE 
G    F 
The first and second 
floor each 
A dining room, bed chamber, lavatory and great hall 
The section The seven central bays 
The decoration Not only a series of historical documents but also a veritable 
portrait gallery 
The cherubs The frieze 
 
CONNECT 
G    F 
A bay  The sacristy to the adjoining chapel 
 
(BE) CONSTRUCT(ED) 
G    F 
The staircase Between the two vaults 
 
CONTAIN 
G    F  
A mandorla A carving of  
Display cases or cabinets Miscellaneous objects; the panels of the altar frontal; items of 
jewellery; ivories; rifles and pistols; pictures; dinner services; 
small statues and porcelains 
The panels Compositions; sculptures;  
Room Altar; works; paintings; bowls; sculptures; medallions; cabinet; 
furniture; table; museum’s pieces; jewels; tableware; mitre; 
porcelains; reliquaries; architectural fragments; underdrawings for 
frescoes and frescoes; mathematical instruments and measuring 
devices; memorabilia; surgical instruments; weights, measures 
and balances; a crucifix 
A bay Masterpieces 
The sacristy Church plates; paintings 
The armory Weapons and armours 
The church Works; a lavish tomb 
The building Furniture; memorabilia 
The antechamber; the 
halls 
Statue; altar paintings 
The coffers Representations of the Four Ages of Man  
The rotunda Statue  
The esplanade in the 
middle of the bridge 
A bust of  
The chapel Paintings; reredos; an altar piece; tomb; a crucifix; the tomb of 
The niches  Statues 
The aisle Statue  
The gipsoteca Works by two sculptors 
The museum Objects and works of art 
The former hospitium Altar paintings 
The entrance A bell 
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The cells  Missal; death mask; manuscripts 
The library  Three aisles with elegant arches; trompe-l’oeil paintings 
A reliquary The habit and belt of  
The gallery Gravestones and tombs; altar paintings 
The refectory  A Noli Me Tangere  
The altar The remains of St Minias 
The chapter-house The tomb of  
 
(BE) COVER(ED) 
G  F 
The dome  In mosaics 
Almost the entire ceiling  With a large coffer 
The tribune  By a dome 
The walls; one of the 
walls; one wall; the end 
wall 
The huge scenes; by a large crucifixion; with frescoes 
The walls and vaulted 
roof  
With frescoes 
The pavement and walls  In gravestones 
The nave  By wooden rafters 
 
(BE) CROWN(ED) 
G    F 
Columns  By capitals 
 
DOMINATE 
F    G 
The impressive mass of 
the palazzo  
The square 
The 17C amphitheatre  The centre of the park 
 
(BE) DOT(TED) 
G    F 
The park With statues and fountains 
 
(BE) ENCLOSE(D) 
G    F 
The chapel  By a screen 
The sanctuary  By a screen 
The courtyard  By arcading 
The cemetery  By a screen  
 
EXTEND 
F G 
The royal apartment  From the centre of the façade to the end of the right wing  
The arcades  Around the transept and flat chevet 
The most extensive view  Over a considerable distance 
The Uffizi Gallery From Piazza della Signoria to the Arno 
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(BE) FACE(D) 
G    F 
The two pulpit  With splendid panels 
 
FILL 
The façade of the church  
(F) 
The east side of a vast square 
(G) 
A small park  
(G) 
With trees 
(F) 
 
(BE) FLANK(ED) 
G    F 
The Palazzo Vecchio; 
Palazzo Antella 
By the bell tower of; by an old similarly-corbelled house 
The barrel-vaulted aisles  By chapels 
A statue  By paintings 
A crucifixion By two paintings 
The Madonna and Child  By pilasters 
The sanctuary  By ten small chapels 
The road By gorse bushes 
A courtyard On either side by vaulted galleries 
 
HAVE 
G    F 
The museum  A collection of lace  
The fifth chapel  An altar 
The building A coffered ceiling 
Loggia dei Lanzi Wide semicircular arches 
Piazza S. Croce Several of its old houses 
A chamber Its painted rafters 
 
HANG 
A portrait; paintings  
 
 
 
(F)  
On the opposite wall; on the wall opposite the door; either side of 
the four philosophers; between two exquisite works (2); in a 
bedchamber; on the back wall; in the entrance to the gallery; in the 
small adjoining room; around the room 
(G) 
A crucifix (F) Over the high altar (G) 
The corridor  
(G) 
With works and portraits (2) 
(F) 
Room 5 (G) With two large seascapes (F) 
 
HOUSE 
G    F 
The cathedral museum Sculptures and artefacts 
The balcony  Works by  
The room  A collection of works, ivories, statuettes; the Medici jewellery; a 
zoological collection of vertebrates and invertebrates; a relief; a 
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collection of observation and research instruments 
The loggia  A market 
The gallery 
 
The works of art; an art collection 
A building  The library’s priceless collection 
A chapel  The tombs of the Medici family; the picture of 
The refectory  The treasure of  
The Stibbert Villa The huge art collections  
The ground floor  The collections of ancient Roman and Etruscan sculptures 
 
INCLUDE 
G    F 
Receptacles  A cup  
The building  Chapels  
Reliquaries Works  
Display cabinets Furnishings  
This mausoleum Statues  
The west front  A window 
A gallery  Columns 
The crypt  Seven aisles 
 
(BE) INTERSPERSE(D) 
G    F 
The park  With ramps, flights of steps and terraces 
 
JOIN 
F 
Two long parallel wings (at one end in the curve) 
 
(BE) KEEP (KEPT) 
F    G 
The habit  In the second chapel  
 
(BE) LAY(LAID) 
F    G 
The Boboli Garden  On the hill 
Concentric circles of 
stone 
One above the other 
The mosaics In concentric registers 
 
LIE 
F    G 
Two famous statues  At his feet 
The tomb of St Zanobi 
 
Beneath the altar in the axial chapel  
 
 
 
92 
 
(BE) LINE(D) 
G    F 
The section of the 
corridor above Ponte 
Vecchio  
By about a hundred self-portraits 
 
LINK 
G    F 
A gallery  The Elements Apartments to Eleonora of Toledo’s Apartments 
The corridor The two wings of the building 
The road  Rome to Northern Italy 
 
MEET  
F G    
Enormous monolithic 
stones  
At the top  
 
(BE) OCCUPY(-IED) 
G    F 
The external niches  By statues  
 
OPEN 
F    G  
Arches  Onto the square (2) 
This room   Into a tiny study; into her private chapel 
The doorway   Into the adjacent room; into the great cloisters 
The remaining section of 
the corridor 
Into the Boboli Gardens 
The chapel  Off the North aisle 
 
OVERHANG 
F 
The overhanging roof  
An overhanging cornice  
 
OVERLOOK 
F    G 
The narrow gallery  The chancel 
A small terraced garden  The exquisite Florentine countryside 
A huge Annunciation The staircase 
The route  Florence from the south bank 
This vast esplanade  The city 
The courtyard (G) By an open loggia (F) 
 
(BE) PANEL(LED) 
G    F 
The gallery With gilded stucco work 
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PERCH 
F    G 
An eagle On a bale of wool 
 
(BE) PIERCE(D) 
G    F 
A level With finestrelle 
 
(BE) PLACE(D) 
F    G 
The Madonna and Child  Within a pietra serena surround 
A table  In the centre of the room 
Works by sculptors/ 
statues 
Along the galleries/ in the loggia 
 
(BE) PRECEDE(D) 
G    F 
The refectory  By a small room; by a long gallery and two halls 
The church By cloisters 
 
RADIATE 
F G   
Three polygonal apses  From the transept crossing 
Radiating chapels   
 
(BE) RAISE(D) 
F    G 
A chancel  Above a crypt (2) 
 
REST 
F    G 
The dome  On a high drum 
 
(BE) ROOF(ED) 
G    F 
A columned vestibule  With a barrel vault 
The nave  With painted rafters 
 
(BE) SCATTER(ED) 
F    G 
Various museums Throughout the city  
 
SEPARATE 
G    F 
The arcades  The nave from the aisles 
The terrace From the rear of the palace by the elegant artichoke fountain 
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(BE) SET 
F    G 
The mosaics  On a gold background 
Piazza della Signoria Against the blackcloth of the magnificent Palazzo Vecchio 
The tomb  In a bay 
The windows  Above the semicircular arcades; within these grid-like divisions 
against a background of slightly rusticated stonework 
An altar  In a tempietto surround 
Arches  On very slender columns 
Gravestones   In the pavement 
A Madonna and Child Within/ in a mandorla; in a medallion 
A niche  Against the wall 
Grottoes   At the foot of the Medici villa 
 
(BE) SITUATE(D) 
F    G 
The great hall  Behind the entrance 
These rooms Above Leo X’s apartments 
The cafeteria terrace At the far end of the gallery 
The church/ St 
Lawrence’s church 
At the end of a square/ close  to the Medici palace 
Sesto Fiorentino  At the sixth mile northwest of Florence 
 
SPAN  
F    G 
The succession of 
bridges 
The banks of the Arno 
 
SPREAD 
F 
The Apennine mountains 
 
STAND 
F    G 
A group of buildings  At the centre of the city 
Santa Maria Novella  Against the green of Cascine park 
The Palazzo Pazzi/ the 
Palazzo di Parte Guelfa/ 
the Palazzo Gondi/ the 
Palazzo Guadagni/ the 
Palazzo Medici-Riccardi/ 
the Palazzo Bartolini-
Salimbeni 
In via del proconsolo, at the corner of borgo degli Albizzi/ on the 
opposite right-hand corner/ on the left of Palazzo Vecchio, in via 
dei Gondi, on the corner with piazza S. Firenze/ on the SE corner/ 
in nearby via Cavour/ on the corner with via delle Terme 
 
 
 
The Stibbert Villa  At the entrance to a small park 
The loggia del Bigallo/ 
the loggia 
On the south side of the piazza on the corner of via dei Calzaiuoli/ 
opposite 
The bell tower of the 
Badia; the bell tower/ the 
Against the massive outline of the Bargello; on the south side/ in 
via Dante 
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remains of the 12C Torre 
della Castagna 
 
St Zanobi’ s column  In the square  
the single statues and the 
impressive group/ statues 
Against the wall opposite the entrance/ in the centre of the room; 
near the centre of the room; at the end of the room; in the middle 
of the square 
The Porcellino fountain  At the edge of the building 
The bust  On a cabinet to the right of the door 
The church and cloisters 
of Santa Maria Novella  
At the north end of the regularly shaped piazza Santa Maria 
Novella 
The tall church porch/ an 
elegant portico 
At the far end/ in front of them 
The chapel  At the chancel step 
The town of Quinto  At the fifth mile 
 
SUPPORT 
F    G 
The arches  By columns; by pillars  
A basin  By a tortoise  
A dome  By a central pillar 
The drum (G) The cathedral dome (F) 
 
SURMOUNT 
G    F 
Arcades  By double windows 
The door  By a tympanum; a fresco; a painting 
Part of a façade  By a tower  
Doorway  By  a statue  
Palazzo Guadagni By a loggia 
Capitals  By an entablature 
Tomb  By a trellis 
Twin bays  By semicircular arches and an overhanging cornice 
A Greek cross  By a dome 
A huge gate  By two lions 
The Madonna and Child By a cornice 
The Madonna and Child 
(F) 
The tomb  
(G) 
 
(BE) SURROUND(ED) 
G    F 
The courtyard By a high portico 
Cloisters By a portico  
 The surrounding square 
 The surrounding hills 
 
(BE) STREW(N) 
G    F 
The bottom of the basin With coins 
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Fictive Motion 
 
CLIMB 
F 
The road  
 
CROSS 
F 
The crossing transept  
 
DESCEND 
F    G 
The Viottolone  Between a double row of age-old pines 
 
LEAD 
F G 
The door  To the old sacristy 
The staircase To the top of the dome; to the top floor of the building; to the 
Palatine Gallery; to the delightful Cavaliere Pavilion; to the 
Laurenziana Library; to the church; to the monastery buildings; to 
the terrace 
The pavement  To the gate of paradise 
The corridor  To room 34; to the burial chamber 
Room Into room 4 
The chapel  To room IV; to the underground chapels 
A path To a circle; to the porcelain museum; to the foot of the Belvedere 
Fort; to the Grotta Grande 
The chapter-house  Off the gallery opposite the entrance 
A doorway  Into the sacristy 
A narrow passageway  To the Leatherwork School 
These cloisters  To the Pazzi Chapel 
A road  To the Forte del Belvedere 
A short private drive; the 
monastery’s private drive 
To the monastery; to St Alexis’ cave 
The parlor  Into small cloisters and from there to the chapter-house 
 
REACH 
F    G 
The marquetry cabinets  
 
Half-way up the walls of the room 
The narrow stained-glass 
windows  
Almost from floor to roof 
Arcades and a loggia (G) By a picturesque outside staircase (F) 
 
RISE 
F        G 
The breathtaking dome Above  
Fiesole Hill In the near distance 
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RUN 
F    G 
Corridoio Vasariano  From the Uffizi, through the top storey of the buildings on the 
Ponte Vecchio 
The cornices Along the top of each storey 
Renaissance arcades  Along three sides of this elegant square 
The closed gallery The entire length of the church 
The road  A steep hillside in a series of blends; through woods of pines and 
fir tree 
 
SWEEP 
F  
Sweeping curves 
 
WEND 
F 
The road Its way 
 
WIND 
F    G 
This walk  Through the local market stalls 
The road  Across the southern slopes of Mount Morello 
 
 
ITALIAN 
 
Subjects       Objects 
 
Location and Change of State 
 
AFFACCIARSI 
F       G 
Una terrazza/ un giardinetto a terrazza Sul giardino/ sulla campagna toscana 
Una loggia aperta Sul cortile 
Molti palazzi Su via Tornabuoni 
I 18 alloggi dei sacerdoti Sul chiostro grande rinascimentale 
 
AFFIANCARE (AT) 
G       F 
Il maestoso viale Da pini e cipressi  
Il palazzo Sulla sx, da un’antica casa in aggetto 
 
ALLESTIRE (IT) 
F       G 
Una galleria d’arte Al 2° piano 
Un antico laboratorio Al piano superiore 
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ALLINEARE (AT) 
F       G 
Dieci cappellette Da due parti del coro 
 
APPOGGIARE (AT) 
F       G 
Il busto di S. Lorenzo Su un mobile, a dx della porta 
Due tabernacoletti Ad un pilastro 
 
APRIRE/SI 
F       G 
La Loggia del Bigallo Su piazza S. Giovanni e su via dei Calzaiuoli, 
due arcate perpendicolari a tutto centro  
Le tre grandi absidi (A trifoglio) 
Sobrie bifore Nelle mura 
Il timpano A destra 
Una fila di altre salette In fondo alla sala 
Una fila di finestre Sul giardino 
La Terrazza di Saturno/ la terrazza Su uno dei paesaggi più attraenti di Firenze/ 
In fondo alla galleria 
Un sentiero A destra, su un largo viale 
Il Chiostrino dei morti A destra della cappella degli spagnoli 
Il Cenacolo Sul chiostro attinente alla chiesa 
La «gipsoteca» All’estremità opposta della galleria 
La biblioteca A destra 
La cappella  Nella navata sinistra 
Il panorama  A partire dal piazzale Leonardo da Vinci, per 
tre chilometri 
 
ACCOGLIERE 
G       F 
Il chiostro di S. Lorenzo Questa collezione (libri) 
La galleria Una pinacoteca 
La cappella assiale/ la cappella del Crocifisso Tomba del Giambologna/ un crocifisso  
 
AVERE 
G       F 
Palazzo Portinari/ questo edificio Un cortile interno/ muri e pavimenti 
L’edicola Il basamento 
Il chiostro rinascimentale Alcuni timpani affrescati 
 
BIFORCARSI 
F 
Una stradina Da questo viale… A destra 
 
CARATTERIZZARE (AT) 
G       F 
La porta sud Dalle formelle trilobate 
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Palazzo Pazzi Da bifore 
La quinta cappella Da un altare in marmo 
 
CHIUDERE 
La chiesa e i chiostri di S.M.N. (F) Da un lato, l’irregolare piazza di S.M.N. (G) 
Un piccolo cimitero (G) Da una serie di loculetti gotici (F) 
 
CIRCONDARE 
G       F 
Il coro/ il coro di forma circolare  Da un recinto marmoreo/ da nove cappelle 
Il cortile Da un portico 
Il chiostrino dei Voti Da portici 
Il carro di Apollo Dai simboli delle nove muse 
Un altare Da una cornice a forma di tempietto  
La chiesa di San Miniato al Monte Da un cimitero 
Le nicchie (F) L’edificio (G) 
 
COLLOCARE (AT) 
F       G 
Le statue Nel museo 
Le statue Nelle nicchie 
La Venere Italica Nel centro della sala 
Le sale Tra il centro della facciata e la fine dell’ala 
dx 
Una borraccia in lapislazzuli, la coppa di 
Diana di Poitiers 
Nella sala X 
Il crocifisso di Michelangelo Nella sacrestia 
Finestre a timpano Su alte mensole 
Un palco a baldacchino Sui gradini della loggia 
Un pulpito  Contro il pilastro 
La porta All’estremità della galleria, di fronte alla 
strada 
Un rosone Sul muro della facciata 
 
COMPRENDERE 
G       F 
I primi due piani/ il secondo piano Una sala da pranzo, una camera da letto, i 
servizi e una grande sala/ tre insiemi di sale 
(quartieri) 
L’edificio Un coro 
La salita alla cupola 463 gradini 
Il tesoro dei Medici La sala del cammei, la sala dei gioielli e delle 
pietre intarsiate, e le collezioni esotiche dei 
Medici 
 
COMUNICARE 
F       G 
Il Quartiere degli Elementi Con quello di Eleonora di Toledo 
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Il portale marmoreo Con la sala attigua 
Un’apertura Con la cappella attigua  
 
CONGIUNGERSI 
F       G 
Enormi blocchi di pietra monolitici In cima 
 
CONSERVARE 
Il museo (G) Dipinti su tavola e il tondo di Jacopo del 
Sellaio (F) 
La sala 24/ la sala Gialla (G) I gioielli dei Medici/ un gabinetto (F) 
La cappella assiale (G) Il sarcofago di S. Zanobi (F) 
Quattro bassorilievi (F) Al centro della sala (G) 
Due ritratti di Machiavelli (F) Nella Cancelleria (G) 
Oggetti (F) Nella cucina al 3° piano (G) 
L’abito di S. Francesco (F) Nella 2a cappella (G) 
Il trittico Portinari (F) Agli Uffizi (G) 
 
CONTENERE 
G       F  
Vetrine Due servizi, porcellane francesi 
 
RI/COPRIRE 
G       F 
La cupola Da un affresco 
Il muro Da affreschi 
Le pareti/ Una delle pareti della sala/ la 
parete di fondo 
Da pannelli/ Da una Crocifissione/ da un 
affresco 
Le navate laterali Da volte a padiglione 
I due pulpiti Da pannelli 
La cappella/ la cappella maggiore Da una cupola semisferica/ da affreschi 
Il chiostrino dei Voti Da una vetrata 
276 pietre tombali (F) Il pavimento (G) 
L’Ultima Cena (F) Una delle pareti del cenacolo (G) 
Il grande cassettone (F) Il soffitto (G) 
Il soffitto (F) La navata centrale (G) 
 
CORONARE 
Il campanile esagonale (G) Da una cuspide (F) 
Colline (G) Da una torre, da una villa, da un palazzo 
merlato, da immensi campi di ulivi (F) 
La loggia (F) L’edificio (G) 
Il cornicione (F) L’edificio (G) 
 
COSTEGGIARE (AT) 
G       F 
L’altro lato di piazza S.M.N. Dalle arcate 
La piazza Da arcate rinascimentali 
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La navata centrale Da una fila di arcate 
La strada Da lussuose proprietà 
 
CUSTODIRE 
G       F 
Il museo Una collezione di pizzi 
La sala 26/ la sala/ la sala di Apollo/ la sala 
di Saturno/ il refettorio e la sala 
Varie opere di Raffaello/ 34 opere del Lotto/ 
il ritratto di […]/ otto tele di Raffaello/ pezzi 
d’oreficeria, reliquari, paramenti d’altare, 
abiti sacerdotali  
la sagrestia un lavabo 
 
DARE ACCESSO 
F       G 
Un portale rinascimentale Alla sacrestia 
 
DARE SU 
F       G 
La facciata Su piazza di Parte Guelfa 
Una galleria Sul salone dei Cinquecento 
 
DELIMITARE 
Lo stretto cortile (G) Da un porticato a colonne (F) 
La collina (G) Dalle fortificazioni (F) 
Questo palazzo rinascimentale (F) Una piazza inclinata (G) 
I cornicioni (F) Ogni piano (G) 
 
DISPORRE (ST) 
F       G 
Le statue e l’imponente gruppo Contro la parete 
Le vetrine Intorno alla sala 
I giganteschi monumenti funebri/ le due 
tombe a sarcofago 
Intorno alla sala/ ai due lati dell’altare 
 
DISTACCARSI 
F       G 
L’aquila  Sul tetto a triangolo 
 
DISTENDERE (ES) 
F       G 
Due statue Ai piedi del personaggio 
 
DISTRIBUIRE (IT) 
F       G 
Le celle Lungo tre corridoi 
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SUD/DIVIDERE (IS) 
G       F 
La fiancata In tre piani di volume 
La cornice Da pilastri scanalati 
La cripta In sette navate da numerose colonne 
 
DOMINARE 
F       G 
Una stretta galleria interna Il presbiterio 
La terrazza Un giardino 
La chiesa di S. Miniato al Monte Firenze 
L’enorme cupola La parte posteriore di un edificio 
La mole di Palazzo Vecchio La piazza 
Un polittico L’altare 
Le tre grandi Madonne in Maestà  La sala 2 
Il viale dei Colli Firenze a sud 
L’elegante villa Questo forte 
Una fontana (G) Dalla Giuditta di Donatello (F) 
La parte più antica della facciata (G) Da una torre merlata (F) 
Una parte della chiesa (G) Dal campanile romanico (F) 
L’abside (G) Da un mosaico (F) 
L’edificio (G) Da una cupola a cassettoni (F) 
La scala (G) Da un’Annunciazione (F) 
La porta (G) Da un affresco (F) 
L’altare (G) Da un polittico gotico (F) 
La sala 7 (G) Dalla battaglia di S. Romano di Paolo (F) 
La collina (G) Dal forte Belvedere (F) 
 
ERGERSI 
F       G 
Il David Verso il centro della sala 
La statua equestre Nel centro della piazza 
Una torre Sulla riva dx del fiume 
Il campanile Sul fianco dx 
La loggia Di fronte a Palazzo Strozzi 
 
ERIGERE (ETT) 
F       G 
Il santuario Nel luogo ove sorgeva la cattedrale romanica 
di S. Reparata  
Il monumento Al centro del piazzale 
La colonna di S. Zanobi (Nel 1384) 
Le case-torri Al centro della città 
La chiesa di S. Lorenzo Vicina al palazzo dei Medici 
La chiesa di S. Trinità (Nella seconda metà del XIV sec.) 
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ESTENDERSI 
F       G 
Una parte del giardino Su questo versante 
Una galleria chiusa Lungo la chiesa 
Una piazza chiusa come un cortile Da piazza della Signoria all’Arno 
 
FIANCHEGGIARE 
F       G 
Piccole cappelle Le navate centrali 
 
FRONTEGGIARSI 
F       G 
I due ritratti Alle estremità della stanza 
Le finestre  
Due grandi Marine  Nella sala di Venere 
 
INQUADRARE 
G       F 
Due Adorazioni del Bambino/ Due Madonne 
col Bambino/ una Salita al Calvario e una 
Resurrezione 
La Madonna col Bambino e due Angeli/ i 
Quattro Filosofi/ una Crocifissione 
 
INTRODURRE 
I quattro scalini Alla zona absidale 
 
NASCONDERE 
G       F 
Le pareti Degli armadi 
 
OCCUPARE 
F       G 
Questa chiesa Un edificio 
L’enorme mappamondo Il centro della stanza 
La cappella del Crocifisso Il centro della navata 
La statuetta La nicchia centrale 
La Madonna dei Linaioli La parete in fondo 
Il resto del piano (G) Da una serie di sale (F)  
Il centro (G) Da una tavola (F) 
Le nicchie (G) Da statue antiche (F) 
 
OMBREGGIARE (AT) 
G       F 
Il chiostro rinascimentale Da un grande cedro 
 
OSPITARE 
G       F 
Due piccole stanze/ due sale/ sala 31/ la sala 
di Giove/ tre sale/ la sala 12 
I vari disegni, una raccolta di canti liturgici, 
una parte del tesoro/ una collezione di 
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medaglie/ quadri – dipinti / gruppo di statue/ 
la Velata/ mobili/ servizi da tavola/ 
produzioni tedesche/ vari reliquari/ 
l’orologeria meccanica 
S. Spirito Opere d’arte 
La Sagrestia Nuova Le tombe dei Medici 
La cappella La tomba di Jacopo di Lusitania 
Il Verone Opere del Giambologna 
La loggia Un mercato di souvenir 
La Galleria Palatina/ la galleria Una collezione di quadri/ una campana 
L’anticamera della terrazza Un putto alato 
Il piano superiore Il vaso François  
Il museo della Specola Una collezione zoologica/ una raccolta di 
strumenti scientifici antichi 
Una pinacoteca Affreschi del Pontormo 
Il Cenacolo Un Noli Me Tangere 
 
PENDERE 
F       G 
Il Crocifisso Sull’altare maggiore 
 
POGGIARE 
F       G 
Arcate Su pilastri di marmo  
 
PORRE (POST) 
F       G 
Il Duomo Nel cuore della città 
Il gruppo bronzeo  Sopra la porta 
Un bronzo del Verrocchio Sulla terrazza di Giunone 
Le statue Nelle nicchie 
Il Narciso in marmo Al centro della stanza 
Il grande S. Giorgio All’esterno di Orsanmichele 
Il sontuoso sarcofago Nell’inquadratura di un’apertura 
Una Madonna col Bambino All’interno di una cornice 
La Salita al Calvario Al di sopra dell’altare 
Un bel polittico All’altare 
Una terracotta Sopra all’altare 
Il quadretto Accanto alla Madonna della Melagrana 
L’albero della Croce Sopra a un affresco dell’Ultima Cena 
La vetrina Contro la parete dell’entrata 
La lastra tombale Su un piedistallo 
Il cassettone rettangolare Sopra l’allegoria della Terra 
Una cupola semisferica Su pennacchi 
I due loculi Alle estremità della facciata 
I massicci riccioli Sulle mensole 
Nove arcate Su sottili colonne 
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POSSEDERE 
G       F 
L’interno della sinagoga Una ricca collezione moresca 
Questo museo Le collezioni di sculture 
La chiesa Un interno sobrio 
La Sala dell’Udienza Un sontuoso soffitto 
 
PRECEDERE 
F       G 
La rotonda La scalinata  
Una grande piazza La chiesa 
Un giardinetto L’edificio 
Il chiostrino dei Voti La chiesa 
Una lunga galleria e due sale Il refettorio 
La sala Il refettorio 
Il refettorio (G) Da una piccola stanza (F) 
La sacrestia (G) Da un vestibolo a colonne (F) 
Gli edifici (G) Da un portico (F) 
La chiesa di S. Miniato (G) Da una larga scalinata (F) 
La facciata (G) Da un portico (F) 
 
PROFILARSI 
F       G 
Il campanile Accanto alla sagoma del Bargello 
 
PROLUNGARSI 
F       G 
Le arcate Intorno al transetto e al capezzale piatto 
 
RACCHIUDERE 
G       F 
La sala/ la sala di Leonardo da Vinci/ le sale/ 
la sala 4 
Il dossale/ varie Madonne col Bambino – 
vari quadri del Tiziano – i due quadri più 
famosi del maestro – alcune opere del 
Signorelli (pittore) – una collezione di tondi 
e ritratti in miniatura/ gran parte della 
collezione di Louis Carrand (statue)/ i gioielli 
di […]/ alcuni frammenti architettonici/ 
alcune sinopie e affreschi/ ricordi di Galileo/ 
la grande statua di una divinità fluviale e il 
bozzetto in legno della facciata di questa 
chiesa  
Il reliquario Il saio e il cordone di S. Francesco 
Le celle Affreschi  
Due vetrine/ la vetrina sulla dx Gioielli/ una serie di piccoli personaggi del 
popolo  
La tribuna I pezzi più pregiati delle collezioni di 
Francesco de’ Medici 
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La cappella Martelli/ le cappelle/ questa 
cappella/ la cappella Giugni/ la cappella 
Bardi 
Un’Annunciazione/ opere d’arte/ il 
monumento funebre di […]/ un dossale/ la 
tomba di Giulia Clary/ il crocifisso di 
Donatello 
Il convento di San Marco Il museo delle opere del Beato Angelico 
La chiesa dei Francescani di Firenze I monumenti sepolcrali 
Villa Stibbert Le grandi collezioni artistiche 
L’interno Un tabernacolo gotico 
Il lungo corridoio Sculture antiche 
Una galleria chiusa Pietre tombali e stele funerarie di varie forme 
 
RACCOGLIERE 
F       G 
Molte sculture Nella sala del Verrocchio 
Il materiale (squadra, compasso, pulegge, 
stampi usati per fare i mattoni, tenditori in 
ferro, un argano di legno e un piccolo 
carrello) 
Nella prima saletta 
Il museo 
 
(G) 
Opere della delicata arte dell’intaglio di 
pietre dure 
(F) 
 
RAGGRUPPARE 
G       F 
La sala 5-6/ le sale VII e VIII Le opere (quadri)/ una collezione di avori 
 
RECINTARE (AT) 
G       F 
La cappella dell’Annunciazione Da una grata 
 
RIPARTIRE (IT) 
F       G 
La collezione Nel resto del palazzo 
 
RIPOSARE 
F       G 
La cupola Su un tamburo/ su un pilastro centrale 
 
RISERVARE (AT) 
G       F 
La sala 4/ la sala 28 Ai pittori fiorentini del Trecento/ alla pittura 
veneziana 
Il 1° piano Alla pittura 
 
RIUNIRE 
F       G 
Una gran parte delle sculture  Nel museo  
La maggior parte delle sculture/ le statue/ le Nella sala/ in questa stessa sala/ nella sala del 
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poche sculture gotiche Trecento/ 
Le sculture di Michelangelo all’Accademia 
Opere dell’ultimo Della Robbia/ Opere In questa sala/ Nella sala del Botticelli 
Le opere d’arte (quadri) Nella parte est della galleria 
Le collezioni esotiche dei Medici Nelle ultime due sale 
Pale d’altare Nell’Ospizio 
Alcune opere del maestro Buonarroti Al primo piano 
La navata di dx (G) Molti dei capolavori di Benvenuto Cellini (F) 
La sala/ questa sala/ le sale 8-11 (G) Una ricca collezione di avori/ una collezione 
di bronzetti/ una collezione di strumenti di 
osservazione e ricerca (F) 
 
RITMARE (AT) 
G       F 
Il percorso Da centinaia di autoritratti 
 
SBARRARE (AT) 
G       F 
Le scalinate Da porte 
 
SBOCCARE 
F       G 
L’ultimo tratto Ai piedi della lanterna 
 
SEPARARE 
F     G    G 
La terrazza Dalla parte posteriore del 
palazzo 
Dalla graziosa fontana del 
Carciofo 
Le arcate La navata centrale/ le altre 
due navate  
Da quelle laterali 
Le altre colonne La navata centrale Da quelle laterali 
 
SITUARE (AT) 
F       G 
L’arco di piazza della Repubblica e l’edificio 
cubico di Orsanmichele 
Sulla sx del campanile 
L’antico ghetto Vicino all’attuale piazza della Repubblica 
La cupola del Duomo e il campanile Dietro la torre del Bargello e il campanile 
della Badia 
La chiesa di S. Spirito In fondo a una piazza 
Il convento In un luogo incantevole 
La sala/ una saletta/ le sale/ la prima sala Dietro l’entrata/ sulla dx della sala delle 
Cantorie/ sotto la cappella/ tra i due chiostri/ 
a dx del vestibolo/ a dx della scala/ dietro al 
vestibolo della scala 
La cappella Brancacci In fondo al transetto dx 
Le celle Dalla parte sx del corridoio 
La parete A dx dell’entrata 
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La porta Di fronte allo studio/ dopo la seconda 
cappella 
Un portale Sulla sx della facciata della Basilica, sotto 
l’atrio 
L’ingresso In fondo al cortile interno 
La galleria Di fronte all’entrata 
Il piccolo corridoio/ il corridoio A sx della sala capitolare/ a dx della scala 
Vetrine Su entrambi i lati/ in fondo alla sala/ davanti 
alle finestre/ sulla parete sx/ contro la parete 
dx 
Una Madonna col Bambino Contro la parete sx 
La Madonna del Latte All’interno di una mandorla 
Armi A dx della prima scala 
La predella A dx dell’entrata 
L’altare  Nella minuscola abside 
La statua della Giustizia Sopra, nella lunetta 
La lapide Prima della scala, a dx 
Alcuni affreschi Nei resti della chiesa di S. Pier Scheraggio 
Il trittico Portinari Di fronte alla nascita di Venere 
La Giuditta di Donatello Nella sala dei Gigli 
I sarcofaghi Alla base dei loculi 
Tre pannelli Nelle arcate della sala 
Sesto Fiorentino Al sesto miglio ad ovest di Firenze 
 
SORMONTARE (AT) 
G       F 
La colonna di S. Zanobi Da una corona di foglie 
Due pilastri scanalati Da un arco a tutto sesto 
Un vestibolo a colonne Da una volta a botte con cassettoni scolpiti 
Un cannone Dalla testa di S. Paolo  
La possente mole di Palazzo Vecchio  Da una torre di 94m 
Una fontana Da un genietto alato  
La cornice del portale  Da un Giovanni Battista 
La Tribuna Da una cupola 
Palazzo Guadagni Da una splendida loggia 
La minuscola abside Da una cupola 
Le eleganti bifore  Da un’arcata a tutto sesto 
Una vasca Da una nicchia in terracotta smaltata 
L’altare Da un’Adorazione dei Pastori 
Il coro Da una cupola  
La camera, di forma circolare Da una cupola di più di 5 m di diametro 
 
SORREGGERE 
Pilastri quadrati (G) Archi a tutto sesto (F) 
Bifore (F) Da colonne (G) 
 
SOSTENERE 
Colonne monolitiche (G) Gli archi (F) 
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Una vasca in marmo (F) Da una tartaruga (G) 
 
SOVRASTARE 
G       F 
Due arcate Da bifore 
Colonne monolitiche/numerose esili colonne Da una cornice/ da capitelli antichi 
Pilastri scanalati Da capitelli corinzi 
Piccole cappelle Da un oculo 
Un sarcofago Da un tavolo d’altare/ da un originale grata 
Finestre Da frontoni 
La porta Da un’Annunciazione 
L’absidiola Da una piccola cupola circolare 
La Madonna del Latte (F) La tomba di un uomo (G) 
I pannelli (F) L’altare (G) 
 
SPARGERE (ARS) 
F       G 
Vari musei Per tutta la città 
 
SPICCARE 
F       G 
La Madonna con Bambino Sullo sfondo di scene animate 
I koùroi (statue votive raffiguranti un 
giovanetto) 
Nel settore dedicato alla bronzistica 
 
SPORGERE 
Loggia con tetto sporgente 
Cornicione sporgente 
 
STAGLIARSI 
F       G 
S. Maria Novella Sullo sfondo verde del parco delle Cascine 
Le Madonne Su uno sfondo azzurro 
Il Crocifisso del Brunelleschi All’interno della cappella Gondi 
 
STENDERSI  
F       G 
Un piccolo cimitero Sulla dx 
 
SUSSEGUIRSI 
F       G 
Le due celle In fondo a dx 
 
TAPPEZZARE 
F       G 
Gli splendidi bassorilievi La sala a sx 
I pannelli  Le pareti 
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UNIRE/SI 
F       G 
Il corridoio Le due ali del palazzo 
Due lunghe ali parallele (A ferro di cavallo) 
 
 
Fictive Motion 
 
ALLONTANARSI 
F       G 
Il viale dei Colli Dalla città 
 
ARRIVARE 
F       G 
Il vialetto Al forte di Belvedere/ Su una piazzola 
 
CONDURRE  
F       G 
Il Viottolone Al piazzale dell’Isolotto 
Un sentiero Alla Grotta Grande 
 
CORRERE 
F       G 
La cornice Alla base della volta 
La corona d’alloro Lungo la cornice 
Una loggia  Sopra le arcate 
Una parte dell’edificio Lungo i lati 
 
EMERGERE 
F       G 
L’anfiteatro Nella prospettiva centrale del parco 
 
PARTIRE 
F       G 
Via Fratelli Rosselli Sulla sinistra 
 
PASSARE 
F       G 
Il pozzo  Per tutti i piani 
Il ponte  Sopra la ferrovia 
Una strada Sotto boschi di pini e abeti o tra le ginestre 
 
PERCORRERE 
F       G 
Il fregio Il perimetro esterno del soffitto 
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PORTARE 
F       G 
La scala In cima 
La passeggiata A destinazione 
Il viale Al palazzo 
Un vialetto Al museo delle Porcellane 
Una scala Al Casino del Cavaliere/ agli edifici 
conventuali e al Palazzo Acciaiuoli/ alla 
Biblioteca Laurenziana/ nella galleria 
superiore del chiostro 
La biforcazione Verso il Monte Morello 
Il parlatorio Dopo un piccolo chiostro, alla sala del 
capitolo 
Un corridoietto  Alla Scuola del Cuoio 
 
SALIRE 
F       G 
La strada Lungo il fianco della collina/ al Monte 
Senario 
Il viale dei Colli Sulla collina di S. Miniato 
 
SCAVALCARE 
F       G 
La passeggiata Le case d’Oltrarno 
 
SCENDERE 
F       G 
Il Viottolone Di fronte a una piazzola 
La strada (A tornanti) 
 
SEGUIRE 
F       G 
L’ultimo tratto L’andamento della parete 
L’ultima parte del giro Una strada in pianura sulla valle del Carza 
La saletta “del Giorno e della Notte”, la 
cappella e la biblioteca 
 
Bivigliano (G) Da una bella pineta (F) 
 
SERPEGGIARE 
F       G 
Questa strada Sui versanti meridionali del Monte Morello 
 
SNODARSI 
F       G 
Il percorso Attraverso sale 
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SORGERE 
F       G 
Il giardino di Boboli Sulla collina 
La colonna di S. Zanobi Sulla piazza 
Palazzo Portinari/ Palazzo Davanzati/ 
Palazzo di Parte Guelfa/ Palazzo Gondi/ 
Palazzo Guadagni/ Palazzo Medici-Riccardi/ 
Palazzo Bartolini-Salimbeni 
Al n. 6/ sulla via/ in piazza di Parte Guelfa/ 
Sul lato sinistro di Palazzo Vecchio, in via 
dei Gondi, all’angolo con piazza S. Firenze/ 
all’angolo sud-est di piazza S. Spirito/ nella 
vicina via Cavour/ su piazza della Trinità, 
all’angolo con via delle Terme 
Le case degli Acciaiuoli Al n. 10 
La chiesa di S. Croce In fondo alla piazza S. Croce 
La chiesa dei Francescani di Firenze Su una pianta a croce latina 
Il piccolo oratorio dei Buonomini Di fronte 
Lo spiazzo Nel mezzo al ponte 
Una loggia chiusa da vetrate Sopra a delle bifore 
La galleria capitolare In questa stessa galleria 
 
This table highlights the problem of the difference between the use of these verbs in their 
active and passive forms. Among the verbs which I have explicitly marked as used in the 
passive, there are some for which the shift between these two forms is irrelevant from the 
point of view of their ability to indicate the collocation of an object in space. Others, however,  
perform this function exclusively in their passive form. They are recognizable because in the 
former case there is an inversion in the usual correlation between subject=figure and 
object=ground88, as with the trasformation into the passive form the subject becomes the 
ground and the object becomes the figure. On the other hand, in the case of those verbs whose 
meaning indicates object collocation only in their passive form, the above correlation is 
respected: their subject remains the figure and their object remains the ground.  
They are verbs that in their active form can only take an animate subject (see list below). 
Thus, from a syntactic point of view, in order to consider them as verbs of location, it suffices 
to ignore their possible subjects in the active form and take into account only the result of 
these subjects’ action. These verbs are:  
 
to be constructed, laid,  pierced, placed, raised, set and situated for English; and 
essere allestito, allineato, appoggiato, collocato, disposto, disteso, distribuito, eretto, 
posto, ripartito, situato and sparso for Italian. 
  
 Now I would like to consider the Italian verbs circondare and appoggiare as examples of 
the two cases described above: 
Circondare 
F  G 
 
Essere circondato 
G  F 
 
 
                                                            
88 According to Talmy (2000a), this is considered the most common situation in those Motion Events 
(BEloc) that represent an object located with respect to another one (see also § 2.3.1.2.).  
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Appoggiare 
     S(Animate) F G 
 
Essere appoggiato 
     X  F G 
 
This schema clearly explains why for verbs of the former group there is an inversion in the 
assignment of the roles of figure and ground, while in latter they remain the same. 
4.4.2. Prepositions Accompanying the Verbs  
 
As already mentioned, in previous studies on Spatial Language prepositions have always 
played a major role, being the part of speech to which scholars mainly attributed the function 
of collocating objects in space. Nonetheless, as I have already stated in paragraph 2.3.1.2. 
since the studies of Tyler and Evans (2004) scholars have started to believe that, in the 
expression of motion, prepositions are not sufficient to lexicalize spatial information without 
a verb. This is particularly true if we look at object location from a textual perspective, and is 
the major claim of this dissertation, as the linguistic reconstruction of the image of a specific 
space in English and Italian has been proven to rely both on verbs of location and fictive 
motion. But what is the semantic weight of prepositions? This is a question that still needs to 
be answered.  
 My initial hypothesis was that the lexical meaning of verbs of fictive motion and location 
is often sufficient to define the geometry of a particular space that the writer of a guidebook 
wants to evoke in the tourist’s mind. In order to verify this hypothesis I had to observe what 
kind of prepositions accompany the verbs of my data. 
 After finding the prepositions co-occurring with the verbs at issue, I compared them with 
occurrences retrieved from the BNC through the Sketch Engine interface, in order to check 
whether the prepositions in my micro-corpus were the most common ones.  
 The result was that most of the verbs investigated occur with very common prepositions 
and that the use of prepositions which are not as common can be easily explained by saying 
that they do not contribute to the definition of the geometrical image encoded by the verb. 
They only provide further information on a specific collocation or the manner in which it 
occurs – that is, in Talmy’s term they encode Co-Events and not a Path, which is the only 
relationship between figure and ground that falls into the scope of my dissertation.  
 Since prepositions are not the main focus of this analysis, in what follows, I present only 
those which are present in my micro-corpus but which do not occur with the same verb in the 
BNC corpus. Between brackets, the reason why they are not interesting for the purpose of the 
present work is explained: 
 
 English 
 
 HANG + opposite (in this case the preposition indicates simply where the collocation 
occurs and not the geometry underlining the image evoked by the 
verb); 
 RUN + the entire length of (this is a very particular prepositional phrase, so it is obviously 
not very common); 
 WEND + in wide curves (in this case the preposition in introduces a prepositional phrase 
that gives more detail about a movement whose geometry is 
already encoded in the core meaning of the verb); 
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 WIND + across (this is the same case as the first one). 
 
 Italian 
 
 APRIRSI + per 3 km (this preposition expresses the extension of the path but not its 
geometry); 
 DISTENDERE + ai piedi di (this is the same case as HANG and WIND above); 
 ERIGERSI + vicino a      “ 
 ESTENDERSI + dietro     “ 
 FRONTEGGIARSI + alle estremità di  “ 
RI/SCENDERE + di fronte     “ 
SORGERE + di fronte      “ 
SUSSEGUIRSI + in fondo a destra  “  
 
Besides, there are two cases in which prepositions, instead, are rather important: 
 
 PROLUNGARSI + intorno a 
 SITUARE + contro, prima di  
 
As a matter of fact, they represent those verbs that need a preposition in order to complete the 
image evoked by their core meaning. They are discussed in the next paragraph, because they 
constitute the first results that can be extracted from the analysis of my data. 
4.5. First Observations 
 
The last few remarks might help answer the question about the role of prepositions in 
describing object collocation in space. Verbs such as prolungarsi and situare demonstrate that 
in some cases the geometry of the situation evoked by the core meaning of the verb is not 
complete without the prepositions that accompany them. This is the case of verbs like: 
 
1) be, and essere, trovarsi, 
  
which are the verbs chosen by default when no further information is added in the expression 
of object collocation and so semantically emptier than the other ones; 
 
2) contain, place, set, situate, and collocare, disporre, distribuire, passare, porre, situare, 
 
which do not indicate in their lexical meaning the geometry of the object collocation, but need 
the preposition to precisely specify the image evoked in the reader’s mind; and finally 
 
3) flank and prolungarsi, 
 
which must be further differentiated from those in (2), because they express a particular kind 
of collocation in their core meaning, but need a preposition to disambiguate it. As a matter of 
fact, flank can indicate both the linearity of a series of objects and two objects that stand one 
beside the other; while prolungarsi means that something extends in space (or time, but this is 
not relevant to this research) but does not specify in which direction. Indeed, this further 
specifications are left to prepositions.  
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 In conclusion, by analysing the data extracted from my micro-corpus I think that it is 
possible to say that there is not just one answer to the question about whether the collocation 
of objects in space relies only on prepositions or on verbs, because it depends on the verbs. As 
a matter of fact, in order to represent the image evoked by the relationship between a figure 
and a ground verbs of fictive motion and location/change of state show a dependence on 
prepositions that is inversely proportional to their complexity89. That is, the more complex a 
verb is, the less it needs a preposition to evoke a specific image; whereas the less complex a 
verb is (like in the cases observed above), the more indispensable the preposition 
accompanying it is in order to specify the dimensions in which the collocation of an object in 
space occurs. This is rather obvious, as if a verb is more complex, it already encodes more 
specifications in its core meaning. 
 The same can be said about the kind of objects whose collocation the verbs in question 
express. The more complex a verb is, the less numer of object typologies it can accommodate. 
That is the reason why verbs like have, occupy, place, set, and situate (avere, occupare, 
ospitare, porre, and situare, as Italian examples) appear with a huge variety of subjects, 
ranging from palaces to paintings; while house (custodire, riunire, raccogliere, accogliere) 
need a three-dimensional subject, link, lie and extend (estendersi, ritmare) can only 
accomodate an object with a horizontal development, and stand (ergersi and erigere) 
something with a vertical extension. 
 Moreover, as far as verbs of fictive motion are concerned, the analysis of my data confirms 
Matlock’s (2004) assertion that «in formulating or making sense of an FM-construction [...] 
the TR is critical [...] because its construal shapes the overall meaning and structure of the 
construction»90. As a matter of fact, both in English and Italian, objects like a road, a path, 
that is anything with a horizontal development appears as subjects of verbs like: cross, run, 
wend and wind (allontanarsi, arrivare, correre, partire, percorrere and serpeggiare, as Italian 
examples); while verbs like rise and emergere require subjects that extend along a vertical 
dimension. 
 In conclusion, from the analysis of the data in my micro-corpus I have observed that as far 
as the role of subjects, objects and prepositions in building an image to describe the 
collocation of something in a particular space is concerned, the notion of complexity can 
explain the greater or smaller range of object typologies that the verbs can accommodate and 
the greater or smaller need of prepositions that they show in order to express the geometry of 
the movement that they described. These are the first observations that it is possible to make 
by simply observing the data in my micro-corpus; they regard the function of the prepositions 
accompanying the verbs and of their subjects/objects. On the contrary, the next chapter 
discusses the description of the geometry evoked through the lexical structure of verbs of 
fictive motion, location and change of state, from a contrastive point of view. 
 
 
 
 
 
 
 
                                                            
89 In this case for “complexity” of a verb I intend its greater or lighter semantic load, that is the more 
or less semantic information it conveys about spatial dimensions. 
90 Matlock T., 2004b, “The Conceptual Motivation of Fictive Motion”, in G. Radden, K.-U. Panther, 
Studies in Linguistic Motivation, Mouton de Gruyter, Berlin/New York. 
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Chapter 5 
Contrastive Analysis of the Geometry in the Lexical Structure of 
Verbs of Fictive Motion and Location 
 
5.1. Spatial Imagery Evoked by Verbs of Fictive Motion and Location 
 
It is now time to enter into the central part of my dissertation and deal with the spatial 
imagery evoked by the core meanings of the verbs in my data. As a matter of fact, in this 
chapter I have tried to visualize the imagery evoked by my verbs of location, change of state 
and fictive motion in order to carry out a contrastive analysis of the geometry encoded in the 
lexical structure of these verbs in both English and Italian.   
 
 
ENGLISH       ITALIAN   
 
Verbs of Location  
 
0. Placing: 
 
0a. Existence  
 
BE        ESSERE 
         TROVARSI 
HAVE         AVERE 
         CARATTERIZZARE 
 
0b. Spatial collocation 
   
 CONSTRUCTED 
PLACED       COLLOCATO 
SITUATED       POSTO 
SET        SITUATO 
 
1. Inclusion: 
 
 
 
 
 
 
COMPRISE        COMPRENDERE 
CONTAIN 
INCLUDE 
OCCUPY       OCCUPARE 
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 1.1. + complete inclusion 
 
FILL  
 
 1a. Two-dimensional Ground 
 
1a1. + area  
 
ENCLOSE       DELIMITARE 
        INQUADRARE 
       RACCHIUDERE 
 
1a1.1. + perimeter 
 
  
 
 
 
 
SURROUND      CIRCONDARE 
 
1a1.1.1. + instrument 
 
 Ø      RECINTARE 
 
  
1a1.2. + closure 
 
 
 
 
 
 
  CLOSE      CHIUDERE 
       SBARRARE 
  
1b. Three-dimensional Ground 
 
 
 
 
 
 
 
 
 
 
HOUSE       CONTENERE 
       POSSEDERE 
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1b1. + storing 
 
KEEP       CONSERVARE 
OSPITARE 
        RISERVATO 
 
 
1b1.1. + evaluation (protection) 
 
Ø   ACCOGLIERE  
CUSTODIRE 
         
1b1.2. + manner (grouping) 
 
 Ø      RACCOGLIERE 
RAGGRUPPARE 
        RIUNIRE 
 
 
2. Verticality: 
 
 
 
 
 
 
 
RAISED        ERETTO 
STAND        ERIGERSI 
          
 
 
2.1. + background 
 
 
      
 
 
 
 
 
 
 Ø       DISTACCARSI 
        PROFILARSI 
        SPICCARE 
        STAGLIARSI 
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2.2. + up; ± contact 
 
 
 
 
 
 
SURMOUNT  SORMONTARE  
SOVRASTARE 
 
 
 2.2.1. + contact 
 
 
 
 
 
 
 
 CAP           
 ROOF 
 
 
 
 
   2.2.1.1. + balance 
 
        
        
  
 
 
   PERCH      Ø 
 
 
 
 
 
   2.2.1.2. + form (circular) 
 
 
  
 
 
   CROWN     CORONARE 
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  2.2.2. – contact 
 
 
 
 
 
 
 
   
   
 
OVERHANG      SPORGERE 
 
 
   2.2.2.1. + evaluation (competition) 
 
 
DOMINATE     DOMINARE 
 
 
 
2.3. + down  
 
 
2.3.1. + contact  
 
 
  
 
 
 
 
 
BEAR       SORREGGERE 
SUPPORT       SOSTENERE 
 
2.3.1.1. + suspension 
 
 
 
 
 
 
 
 
 
   HANG     PENDERE 
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3. Horizontality: 
 
 
  
 
 
 
LAID        APPOGGIATO 
LIE         DISTESO 
         POGGIARE 
         STENDERSI 
REST        RIPOSARE 
 
 
 
4. Traversing: 
 
 
 
 
 
 
 
PIERCED         Ø 
 
5. Sequencing: 
 
 
 
 
 
 
 
 
 
FLANK1        AFFIANCARE1 
 
 
 
5.1. + contact 
 
 
 
 
 
 
 
 
 ADJOIN        Ø 
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5a. orientation (front) 
 
 
 
 
 
 
 
  
  FACE       FRONTEGGIARSI 
 
 
   5a1. + direction (up-down) 
 
 
 
 
 
 
 
 
  
   OVERLOOK     AFFACCIARSI 
         DARE SU 
  
 
5b. linearity 
 
 
 
 
 
 
        
  FLANK2      AFFIANCARE2 
  LINED      ALLINEATO 
COSTEGGIARE 
FIANCHEGGIARE 
RITMARE 
 
   5b.1. + position (in front of) 
 
 
 
 
 
PRECEDE     PRECEDERE 
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5b.1.1. + an open passage 
 
 
 
 
 
 
 
OPEN     APRIRE/SI 
         DARE ACCESSO 
         INTRODURRE 
         SBOCCARE 
          
 
5b.2. + position (behind) 
 
 
 
 
 
 
 
 
 
Ø     SUSSEGUIRSI 
 
   
 
6. Overlapping: 
 
 
 
 
 
 
 
          
 
6a. Total  
 
 
        Ø        NASCONDERE 
  
 
6b. Partial  
 
 
        Ø        OMBREGGIARE 
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 6c. + contact  
 
 
 
 
 
 
 
   
 
COVER       RI/COPRIRE 
 
 
 
6c1. + instrument 
 
 
 
 
 
 
    
 
PANEL     TAPPEZZARE 
          
 
7. Distribution: 
 
 
 7a. on a flat surface 
 
7a1. – ordered 
 
.         .       . 
          .                 . 
      .        .         . 
  
 
BRISTLED 
INTERSPERSED 
SCATTERED      SPARSO 
STREWN 
 
 
7a.1.1. + form 
 
DOT               Ø 
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7a2. + ordered 
 
. . .  
. . .  
. . .  
 
 
ARTICULATED      ALLESTITO 
        DISPOSTO 
        DISTRIBUITO 
        RIPARTITO  
   
8. Connection:  
 
 
 
 
 
CONNECT       COMUNICARE 
JOIN        CONGIUNGERSI 
LINK        UNIRE/SI 
MEET 
   
 8a. – connection 
 
 
 
 
 
SEPARATE       SEPARARE 
        SUD/DIVIDERE 
 
Verbs of Change of State 
 
 
1. Distribution  
 
 
1a. on a surface 
 
         
 
 
 
 
 
EXTEND       ESTENDERSI 
SPAN        PROLUNGARSI 
SPREAD 
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1b. focus on the starting point 
   
 
 
 
 
 
 
 
BRANCH                Ø   
 RADIATE 
 
  1b.1. in only two directions 
 
    Ø     BIFORCARSI  
 
 
Verbs of Fictive Motion 
 
 
 
1. Translocation on a path 
 
 
 
 
Ø       PASSARE 
 
 1a. distance 
 
 
  
 
  Ø       PERCORRERE 
 
 1b. manner 
 
  
1b.1. + quickness 
 
 
 
   
 
RUN       CORRERE 
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1b.2.  + in curves 
 
 
 
 
 
 
 
SWEEP      SERPEGGIARE 
  WEND       SNODARSI 
  WIND 
 
 
 1c. verticality 
   
  1c1.  + up 
 
 
 
 
 
 
 
  CLIMB      EMERGERE 
RISE SALIRE 
 SORGERE 
 
 
   1c1.1. + overcoming of an obstacle 
 
 
 
 
 
           
          
     Ø    SCAVALCARE 
 
  1c2. + down 
 
 
 
 
 
 
 
 
 
  DESCEND      SCENDERE  
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 1d. horizontal axis 
 
 
  
 
       
   Ø      SEGUIRE 
 
 
 
 
 
 
1e. crossing 
 
 
 
 
 
 
 
 CROSS        Ø 
 
  1e1. + crossing of a boundary 
 
 
   
 
 
    Ø     ACCEDERE 
 
 
 
 
 1f. specific focus 
 
  1f1. + initial  
 
 
 
 
 
 
 
 
   Ø      ALLONTANARSI 
         PARTIRE 
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  1f2. + final 
 
 
 
 
   
 
LEAD       ARRIVARE 
  REACH      CONDURRE 
         PORTARE 
 
 
 This schematization cannot but be approximate, as to express with an image the geometry 
evoked by the lexical structure of these verbs is not always easy. Anyway, the goal of this task 
was to classify the verbs according to the main spatial dimensions that they lexicalize and in 
my opinion, precisely thanks to the visual diagrams, it is now clear how complex the merging 
of many information encoded by a verb can be for each category. Furthermore, from this point 
of view, I think that to visualize the verbs’ core meaning is of great help to faster grasp the 
main differences between English and Italian lexicalization patterns. 
 For this purpose, in the following paragraph I am going to go deeper into the lexical 
structure of the verbs that compose my data in order to prepare the ground for the final 
paragraph of this chapter, where I will make a proper comparison between the two languages 
that I have taken into examination.   
5.2. The Lexical Structure of English and Italian Verbs 
 
From the schematization in the previous paragraph, it stands out that most of the verbs 
lexicalize a huge amount of information that is not often easy to accommodate into specific 
categories. Nonetheless, I have tried to group them into ten categories (nine of verbs of 
Location, and one each – further divided into subcategories – for verbs of Change of State and 
of Fictive Motion). In this classification to identify each category I have used letters and 
numbers, the former to indicate distinctive features of each category and the latter when I had 
to name subgroups determined by the addition of particular features in the meaning of the 
verb. 
5.2.1. Verbs of Location 
 
The lexical meaning of these verbs describes an object situated in a certain space. Some verbs 
simply lexicalize the information that the object is there, others encode some more 
information about the position of the figure in respect to the ground. I have divided these 
verbs into nine categories, according to whether they represent a general placing somewhere, 
the fact that an object is included into another one, the reference to the vertical or to the 
horizontal axis, the idea that an object traverse another one, the disposition of one or more 
objects in a sequence, whether an object overlaps another one, the way in which objects are 
distributed in a place, and finally whether they show some kind of connection.   
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5.2.1.1.  Verbs of Location Lexicalizing a General Placing 
 
These verbs are particularly important because they constitute the “prototypical” members of 
the class of verbs of Location. That is the reason why I have given them the reference number 
0. Furthermore, I have divided them into those of 0a. Existence and those that indicate a 0b. 
Spatial Collocation.  
 The first group is composed of the so-called verbs of Default (be, essere and trovarsi), 
together with have, avere and caratterizzare. I have chosen to insert even the last ones in this 
group because they too simply indicate the presence of an object somewhere without any 
further information about its position. 
 In the second group I have included verbs like constructed, placed, situated, set; collocato, 
posto and situato,91 which represent the result of an action of collocation. As a matter of fact, 
these are some of the verbs I have already talked about in chapter 4 when I was making a 
comparison between those verbs that assume a sense of location only in their passive form 
and those that are so anyway. Other verbs of this kind will appear later because their lexical 
structure encodes some more information in respect to those of the verbs in this first group. 
5.2.1.2. Verbs of Location Lexicalizing a Sense of Inclusion 
 
The verbs in this group lexicalize location in a bounded space, and they can be further divided 
according to whether their ground is two- or three-dimensional. For verbs like comprise, 
contain, fill, include, occupy, comprendere and occupare this difference is not relevant, as 
they lexicalize inclusion both in a two- and in a three-dimensional space.  
 On the contrary, house, contenere, ospitare and possedere can only be used with a three-
dimensional ground. From which distinction a first important difference between English and 
Italian can be observed: whereas contain can also indicate collocation on a surface, contenere 
is only used when an object is placed within another one. As a matter of fact, in the two 
guidebooks they are never used in the same situations, but this will be the topic of next 
paragraph.  
 Going back to category 1a., enclose, delimitare, inquadrare and racchiudere represent the 
situation of an object collocated within a certain area (1a1). When this area is even delimited 
by a perimeter, surround and circondare are the verbs employed if we do not know what kind 
of perimeter it is (1a1.1), if the instrument by means of which the perimeter is built is overtly 
expressed in Italian we use a verb like recintare, which presupposes the presence of 
something like a fence (1a1.1.1). Moreover, verbs like close, chiudere and sbarrare lexicalize 
the idea that something specifically constitutes a boundary in order to delimit a definite space 
(1a1.2).  
 Going back to category 1b, this can be further specified with the particular case of verbs 
that express a sense of storing, keep, conservare and riservato (1b1); those that to this sense 
add an idea of protection, accogliere and custodire (1b1.1) and those that, instead, specify the 
way in which this storing occurs: raccogliere, raggruppare and riunire (1b1.2), which 
lexicalize the fact that some objects are organized in groups. 
 
 
   
                                                            
91 I mention them as past participles in order to remind that they assume the sense of location only in 
their passive form; moreover in Italian I use only the masculine just for practical reasons of 
immediacy.   
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5.2.1.3. Verbs of Location Lexicalizing Reference to the Vertical Axis 
 
In order to describe the relation between figure and ground the verbs in this category make all 
reference to the vertical axis, but with some differences. The prototypical sense of verticality 
is expressed by verbs like raised, stand, eretto and erigersi (2). Then, if along a vertical axis 
an object stands out in respect to another one, we have the case of verbs like distaccarsi, 
profilarsi, spiccare, and stagliarsi, which lexicalize the presence of a certain background 
(2.1). 
 Moreover, this class of verbs cannot prescind from the perspective used to observe the 
situation. Concerning this, it is possible to obtain the classes of verbs that lexicalize a position 
“above something” (2.2) or “under something” (2.3), according to where the focus is. The 
first group comprises verbs like surmount, cap, roof, perch, crown, overhang, dominate, 
sormontare, sovrastare, coronare, sporgere and dominare, for which the focus is on the 
object that is collocated above; while in second one I have included verbs like bear, support, 
hang, sorreggere, sostenere and pendere, which describe a situation focusing on the object 
collocated under.  
 These two classes of verbs are then divided into subgroups. Cap and roof are used when 
there is a contact between figure and ground (2.2.1), while without any contact we use 
overhang and sporgere (2.2.2). Furthermore, in the case of contact a verb like perch also 
lexicalizes a sense of poor balance (2.2.1.1), whilst crown and coronare indicate that the form 
that the figure assumes in being above the ground is circular (2.2.1.2). Instead, going back to a 
lack of contact dominate and dominare also lexicalize a sense of competition of an object in 
respect to another one (2.2.2.1). 
 Finally, as far as group 2.3. is concerned bear, support, sorreggere and sostenere too 
lexicalize a sense of contact between figure and ground (2.3.1). Moreover, what differentiates 
hang and pendere from them is the fact that to the lexical meaning of “something that is under 
something else” they add an idea of suspension (2.3.1.1).      
5.2.1.4. Verbs of Location Lexicalizing Reference to the Horizontal Axis 
 
These verbs simply lexicalize the fact that the location of an object takes place along the 
horizontal axis. They are: laid, lie and rest; and their Italian equivalents: appoggiato, disteso, 
poggiare, stendersi and riposare. They obviously are not all synonyms, for example rest and 
riposare imply a sense of recovering after a certain strain; lay and lie lexicalize an action and 
a state respectively, and that is the reason why I have mentioned the former as a past 
participle; and the same counts for appoggiato and poggiare, disteso and stendersi, even 
though in this last case the sense of location of the verb is due to its reflexive form. 
Nevertheless, I have put all these verbs under the same category, because I think that, within 
the topic of object collocation, the horizontal dimension can be reasonably considered the 
main one along which their objects extend.     
5.2.1.5. Verbs of Location Lexicalizing a Sense of Traversing 
 
This scanty class is made up of just the verb pierced, because this is the only one in my 
micro-corpus that lexicalizes the idea of an object that, in its being present in a particular 
location, perforates the ground. Since there is one single example, I can even mention it: 
  
A level pierced with finestrelle. 
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 This verb cannot accommodate many kinds of subjects, and in effect in this case they are 
little windows that obviously perforate the wall of a particular storey; thus their location is 
precisely described by naming the result of their “action”.    
5.2.1.6. Verbs of Location Lexicalizing a Sense of Sequencing 
 
On the contrary, this class of verbs is quite numerous. I have included in the group of verbs 
lexicalizing a certain sequence those that represent close objects that can simply be one beside 
the other, flank and affiancarsi in one of their senses (5); that can stand in a relation focusing 
on their orientation, face and fronteggiarsi in particular lexicalize the idea that two objects 
have sides that look to each other (5a); and that are in a relation of linearity, flank and 
affiancarsi in their second sense, lined, allineato, costeggiare, fiancheggiare and ritmare (5b). 
 The distinction between the two senses of flank and affiancarsi is due to the fact that 
according to whether they accommodate two or more objects, they lexicalize the sense in (5). 
or that in (5b), respectively. Moreover, a verb like adjoin constitutes a further specification of 
the former case, when the location also presupposes a contact between the two objects (5.1). 
The idea of two objects which are one in front of the other can be further specified by adding 
the notion of direction: overlook, affacciarsi and dare su presuppose the fact that a figure is 
higher than a ground and also that a path emanates from it downwards (5a1). 
 Finally to the idea of linearity in (5b) can be added that of position, lexicalized by verbs 
like precede and precedere that describe objects that are one in front of the other along a line 
(5b1), and by verbs like susseguirsi that express the same idea of linearity but focusing on the 
object that is behind (5b2). In particular, when two objects are contiguous and one gives way 
to the other by means of an open passage between the two, it is possible to employ verbs like: 
open, aprire/si, dare accesso, introdurre and sboccare (5b1.1).    
5.2.1.7. Verbs of Location Lexicalizing a Sense of Overlapping 
 
This group is made up of those verbs that lexicalize the situation of two objects that are so 
much one in front of the other that there is a total or a partial overlapping. The former case is 
lexicalized by verbs like nascondere (6a) and the latter by a verb like ombreggiare (6b). 
 In the case of two objects whose total overlapping also implies a contact, the verbs 
employed will be cover and ri/coprire (6c). This category can be further specified by adding 
the instrument by means of which the covering takes place (6c1). Two examples of this last 
case are panel and tappezzare, whose core meanings imply respectively that a panel and some 
kind of cloth is employed, at least in their proper senses.  
5.2.1.8. Verbs of Location Lexicalizing a Sense of Distribution 
 
This class of verbs represent those that lexicalize the situation of more than two objects whose 
collocation is the result of some kind of organization. When the objects are distributed on a 
flat surface (7a), but not in an ordered manner, the verbs used are: bristled, interspersed, 
scattered, strewn, and sparso (7a1); whereas when they are distributed in an ordered way, the 
verbs in question are: articulated, allestito, disposto, distribuito and ripartito (7a2).  
 A further specification of group 7a1. regards the form that results from the distribution of 
the objects on the ground: when this is punctiform, we can use a verb like dot (7a1.1).    
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5.2.1.9. Verbs of Location Lexicalizing  a Sense of Connection 
 
The final category of verbs of Location comprises those lexicalizing two objects that show 
some kind of connection between them or that are united by a third one. They are: connect, 
join, link, meet, comunicare, congiungersi and unire/si (8). Within this same category I have 
included the case of separate, separare and sud/dividere, which lexicalize the situation of 
objects whose connection fails or ceases to exist (8a).  
5.2.2. Verbs of Change of State 
 
This class of verbs comprises those that according to Levinson and Wilkins (2006) represent a 
“change of state”92. This is different both from location and fictive motion, because in order to 
have cases of fictive motion the verb must encode an idea of translocation, so that in its 
factive sense it describes a “change of location” of the subject. On the contrary, the verbs 
included in this class lexicalize an internal change of the object that makes it possible for it to 
extend, span, spread, estendersi or prolungarsi, that is to become distributed on a surface 
(1a). Precisely because they represent an internal change of the subject, these verbs appear all 
in their reflexive form.   
 Moreover, when particular attention is paid to the starting point from which this change 
begins, the verbs employed are branch and radiate if there is not any other specification of 
direction (1b), and biforcarsi if the change of state occurs in only two directions (1b1).    
5.2.3. Verbs of Fictive Motion  
 
Now I would like to move on to the case of verbs of motion. In their factive sense, the verbs 
in this class lexicalize a real translocation along a path, but I will only take into account their 
fictive sense – that is, when they describe the collocation of an object without any real 
movement. Anyway, the categories in this group have been named according to the kind of 
movement they express in their factive sense, because this is what the core meanings of these 
verbs lexicalize even though only in a metaphorical sense. Thus, I further divided the general 
category of “translocation on a path” into the subcategories: a. distance, b. manner, c. 
verticality, d. horizontal axis, e. crossing and f. specific focus.  
 Passare is the only verb that simply lexicalizes the idea of a translocation along a path 
without any other specification about the form of the path or the way in which the movement 
occurs (1). On the contrary, the first subcategory comprises verbs like percorrere, which in its 
core meaning expresses the idea that there is a distance to be covered (1a). The second 
subcategory is dedicated to verbs that lexicalize also the manner of motion. They are run and 
correre, which encode the fact that the movement occurs with a certain quickness (1b1); and 
sweep, wend, wind, serpeggiare and snodarsi, when the movement takes place following a 
curved path (1b2). 
 Also verbs of motion can make reference to the vertical axis. This is the feature of their 
third subcategory, which is further divided into verbs lexicalizing an upward movement – 
climb, rise, emergere, salire and sorgere (1c1) – and verbs lexicalizing a downward 
movement – descend and scendere (1c2). In the case of a movement that does not only occur 
upwards but even implies the overcoming of an obstacle, in the Italian part of my micro-
corpus I have found the verb scavalcare (1c1.1). 
                                                            
92 See also ch. 2, § 2.4.2.  
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 The fourth subcategory, instead, refers to a movement that takes place along the horizontal 
axis. In my micro-corpus this group is represented only by seguire, which lexicalizes the fact 
that an object moves along the horizontal axis following a particular path that constitutes the 
ground of this motion event (1d).  
 The fifth subcategory is made up of those verbs that lexicalize a movement through a 
surface or a closed space. If an object simply traverses a surface, we can use the verb cross 
(1e); instead, if an object even crosses a boundary of a closed space, in Italian a verb like 
accedere can be employed (1e1). 
 Finally, the last subcategory of this class includes verbs whose core meanings encode 
reference to a specific focus. It can be initial – as for allontanarsi and partire (1f1); or final – 
as in the cases of lead, reach, arrivare, condurre, and portare (1f2), according to whether 
particular attention is paid to the beginning or to the end of the path followed by the moving 
object.    
 The first observation that can be drawn from this description of the lexical structure of 
English and Italian verbs of location, change of state and fictive motion is that not all the 
categories are represented by examples of both languages. That is the reason why when a 
category is not represented by a language, I have written the symbol Ø to highlight that 
examples from that language lack only in my micro-corpus, not in the language in general. 
Thus, there are categories represented only by either English or Italian verbs, and many others 
in which Italian shows a greater variety of verbs than English, but this is the topic of next 
paragraph, where I am going to deal with a proper comparison between the two languages.     
5.3. English vs. Italian: a Comparison   
5.3.1. Verbs of Default  
 
First of all I will deal with Verbs of Default: be, essere and trovarsi, because they have 
interesting peculiarities of their own. As I have already mentioned in the previous paragraph 
the English verb to be does not correspond in the Italian guidebook to its common translation 
in this language, essere. As a matter of fact, in Italian there is a very strong tendency to avoid 
this verb to express the collocation of an object in a place, because it is considered too vague 
and too informal to be used in a written text that is going to be published. This is obviously a 
stylistic consideration, but once acknowledged this state of affairs an interesting comparison 
can be done between be and trovarsi. As a matter of fact, according to the frequency 
percentages of the verbs in chapter 4, in my micro-corpus trovarsi is the Italian most frequent 
one and thus the real equivalent of the English to be. 
 These two verbs have a quite similar behaviour because, in accordance with their being 
those of default, they are the most generic ones and so they both have a greater variety of 
semantic equivalents in the other language.  
 I would like to start with to be. This verb occurs 139 times out of 844 verbal occurrences 
and its Italian renderings can be organized in groups: 
 
- Verbs of state: trovarsi (13 times); sorgere (4); situare (3); racchiudere (2); riunire (2); 
custodire (1); disporre (1); ergersi (1); occupare (1); porre (1); riposare (1). 
- Verbs of vision: esporre (12); notare (8); ammirare (5); affacciarsi (2); dipingere (2); 
scorgere (2); apparire (1); intravedere (1); presentare (1); riconoscere (1). 
- Others: avere (8); dominare (4); offrire (4); aprirsi (2); evocare (2); distaccarsi (1); 
precedere (1); mettere in scena (1); riservare (1); segnalare la posizione (1); seguire 
(1); suggerire l’idea (1). 
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 I have chosen these labels because, even if they gather many different verbs, they represent 
the general semantic areas that they have in common, and I think that with this categorization 
the great variety of possibilities that have been used in Italian to describe what in English is 
simply said to be somewhere is more clear. Concerning this, in the same sense essere appears 
only 8 times, and often predicatively, as in the following example: 
 
 (1)  Near the entrance is a huge marble statue of David; 
  Il grande David in marmo è una famosa copia.    
 
 It also occurs only once in the form “vi è”, which corresponds to the English “there is”, 
which anyway remains far more used than its Italian equivalent: 
 
(2)  Beneath the baldequin is the gilded throne; 
 Sotto il baldacchino vi è il trono dorato. 
 
 Similarly, focusing on Italian, trovarsi is diversely rendered in English: with to be 17 
times; contain (14); stand (4); house (2); decorate (1); display (1); face (1); find (1); hang (1); 
look (1); note (1); place (1); set (1); surmount (1); turn (1). From which it is possible to infer 
that in this micro-corpus of comparable texts the real “translation” of to be is trovarsi; and 
whatever the reasons of this state of affairs (stylistic, cultural and so on), I will take it in mind 
to carry on my analysis in order to see in what aspect English and Italian mostly differ when a 
precise translation of a term is not used to describe the same situation.    
5.3.2. Verbs Lexicalizing a General Placing 
 
Likewise, the category of verbs that lexicalize a general placing show a huge variety of verbs 
with which they are rendered in Italian. They are: 
  
 1) Contain; which only twice corresponds to the Italian verb contenere. In the other cases it 
is rendered with verbs of vision (raffigurare, esporre, presentare, notare, riconoscere, 
ammirare, rappresentare, vedere, spiccare, figurare, illustrare); other verbs of state (trovarsi, 
raccogliere, ospitare, racchiudere, riunire, conservare, riservare, porre, custodire, occupare, 
collocare, comprendere, contenere); or some other verbs that do not fall into the previous 
categories (essere, ricordare, avere, dedicare).  
 2) Have; which only once is rendered with its Italian equivalent possedere; otherwise it 
corresponds to verbs of vision like notare and presentare; to verbs that indicate a particular 
kind of storing (custodire and conservare); or to verbs that provide a certain description 
according to the way in which they are used, like caratterizzare.  
 3) House; which besides being rendered with other verbs of state indicating Inclusion (like 
ospitare, occupare, collocare) is rendered with verbs that imply some more information: 
accogliere, conservare, custodire (which lexicalize a sense of storing and protection), 
presentare (that is a verb of representation), and racchiudere, raggruppare, riunire (that 
indicate closure within a bounded space and a certain organization in the disposition of the 
objects). 
 4) Include is another generic verb that lexicalizes “an inclusion in a space” without any 
other information and so is diversely rendered in Italian: 
 
- with verbs of state: collocare, comprendere, contenere, ospitare, racchiudere; 
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- with verbs of vision: apparire, notare, raffigurare; or of evaluation like ornare;  
- with the verb essere in its existential form (esserci); followed by past participles with 
an adjectival function (+ “principalmente costituito da”, “rappresentato da”, 
“composto da”, “suddiviso in”, “caratterizzato da”), or with a predicative function (+ 
“opere di”). 
 
The same occurs in Italian: generic verbs like avere and caratterizzare are often not rendered 
with other verbs but with prepositions or other expressions, and only once they correspond to 
the English verbs contain and have, respectively; so that in the former case a shift of verbal 
group takes place (because the further notion of Inclusion is added), whereas the latter case is 
a demonstration that in particular contexts caratterizzare and have can both assume the 
function of describing a place. 
 Other shifts of verbal category are exemplified by the verbs collocare and comprendere. I 
would like to show the following examples: 
 
(3)  Le sale collocate tra il centro della facciata e la fine dell’ala destra; 
The Royal Apartments extending from the centre of the façade to the end of the right 
wing. 
(4)  L’edificio comprende un coro molto elevato al di sopra di una vasta cripta; 
  The chancel is raised above a vast crypt. 
 
 In (3) the two participles lexicalize different information: in Italian collocate just conveys 
the idea that something is placed somewhere, while in English extending adds the feature of 
“distribution on a surface”. Other examples of this kind but with a shift from a verb with a 
heavier semantic load to one with a lighter semantic load are: 
 
(5a) Disporre: 1. Le statue e l’imponente gruppo disposti contro la parete; 
    The single statues and the impressive group standing against the wall. 
2. In questo sorprendente scenario minerale sono disposti intorno alla sala 
i giganteschi monumenti funebri di […]; 
In this breathtaking mineral decor are the huge tombs of […]. 
Situare:   3. La statua della Giustizia è situata sopra, nella lunetta; 
   Above it in the niche is a statuette […] representing Justice. 
 
 In (5a1) there is a shift from an idea of organized distribution to a simple collocation in 
space, which in (5a2 and 5a3) becomes a total reduction with the use of the verb of default to 
be. In some other cases, instead, there can be a shift from a verb with a lighter semantic load 
to one with a heavier semantic load: 
 
(5b) Situare:    1. Situato in un luogo incantevole […] il convento […]; 
    The monastery lies in a superb setting […]. 
 
 In this case the English verb lie shows a preference for a verb that lexicalizes reference to 
the horizontal axis, a shade of meaning that lacks in the Italian verb situare.           
 Going back to (4), the sense of the Italian adjective “elevato” is lexicalized in English 
within the core meaning of the verb raise, giving rise to a phenomenon of CONFLATION, in 
Talmy’s terms93. This example introduces another way in which the lexical devices used by 
                                                            
93 See also § 2.3.1.2. 
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English and Italian differ: when to a verb in a language correspond other linguistic tools in the 
other. 
5.3.3. Shifts from Verbs to Adjectives, Prepositions and other Periphrastic 
Expressions 
 
As I have already anticipated above there can be cases in which to an English verb 
corresponds an Italian adjective, preposition or other periphrastic expressions that do not 
belong to the same grammatical categories as the English element. The first case that I will 
take into account is that of an English verb that is rendered with an Italian adjective. Let us 
see some examples: 
 
(6) An eagle perched on a bale of wool; 
L’aquila artigliante il torsello. 
(7) The courtyard is enclosed by high arcading; 
Un cortile reso solenne e severo dalle arcate. 
 
 In (6) the shift from a past (perched) to a present (artigliante) participle reinforces the 
adjectival function of the latter. On the contrary, in (7) the two adjectives “solenne e severo” 
are introduced by a verb in the past participle (reso), but constitute a different way to encode 
the situation that in English is described by the verb enclose.    
 Moving to the group of verbs of fictive motion, an example of the same phenomenon is the 
following one: 
 
(8) Arcades and a loggia reached by a picturesque outside staircase; 
Una loggia accessibile grazie a una pittoresca scala scoperta. 
 
 In this case the past participle reached is substituted by the adjective accessibile, because 
in Italian to describe the entrance or access to a place accedere and entrare are often avoided 
and expressions like “l’entrata/l’ingresso è” are preferred. A variation of this Italian tendency 
is the case of impersonal forms. 
  
(9a)  1. The monumental staircase […] leads to the top floor of the building; 
Si accede all’ultimo piano del palazzo dal monumentale scalone. 
2. Room 3 leads into Room 4; 
Dopo la galleria delle statue […] si entra nella sala Castagnoli. 
  3. The small 17C chapel leads to Room IV; 
Dalla piccola cappella si passa nella sala dell’Udienza (IV). 
 
 These are cases in which to an English verb (lead), Italian has preferred impersonal forms 
(si accede, si entra, si passa) that focus on the hypothetical tourist that should cover a path; 
thus shifting to a more personal point of view in respect to that of sentences with an inanimate 
subject. 
 The same accounts for the following examples taken from the group of verbs of location: 
 
(9b)  1. This room opens into a tiny studio, 
      Da questa sala si può sbirciare nello scrittoio; 
2. The remaining section of the corridor opens into the Boboli Garden, 
Ci si ritrova nel giardino di Boboli; 
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  3. A superb Renaissance doorway opens into the Great Cloisters, 
 Per entrarvi si passa attraverso un bellissimo portale rinascimentale; 
 
where once again the impersonal form contributes to give more importance to the people 
performing the action rather than to the object present on the scene. 
 Another way to describe entrance into a bounded space is exemplified in (10): 
  
(10) The corridor leading to the burial chamber; 
Il corridoio di accesso alla camera funeraria. 
 
 This example is analogous to those from (6) to (8), where a shift from a verb to an 
adjective occurs, but in this case it is a prepositional phrase (di accesso) that modifies a noun 
(il corridoio) and so takes the function that in English is of the verb lead. Two other similar 
examples are: 
  
(11) That [the succession of bridges] that span it [the Arno], 
Il susseguirsi di ponti;  
(12) Sweeping curves, 
Un percorso ad anello; 
 
where in the former case the verb is simply eliminated (span) and in the latter a present 
participle is substituted by another prepositional phrase (ad anello) that conveys exactly the 
same circular sense of sweeping.  
 Finally, another change in the grammatical category of the linguistic devices employed in 
the two languages is constituted by the shift from a verb to a preposition. 
 
(13) A splendid bird-shaped vase bearing seven dragons’ heads; 
Un meraviglioso nautilo a forma di uccello con sette teste di drago. 
(14) Three polygonal apses radiating from the transept crossing;  
La zona absidale con le sue tre absidi poligonali. 
 
In (13) and (14) the verbs bear and radiate respectively have been suppressed in favour of the 
simple preposition “con”, thus leading to an obvious reduction in the descriptive richness of 
the scene because in the Italian sentences less information is encoded as regards the 
disposition of the objects in space.  
 An opposite situation with the same verb (radiate) can be observed in the following 
example: 
  
(15) The choir […] with nine radiating chapels; 
Il coro […] è circondato da nove cappelle. 
 
In this case an English present participle (radiating) with an adjectival function is substituted 
in Italian with the verb circondare in the passive. The form created by the object collocation 
is respected but encoded by means of different linguistic devices.   
 With this last example I have moved from focusing on English verbs to focusing on Italian 
verbs. So I would like to show how these Italian verbs may shift to English prepositions, 
adverbs and periphrastic expressions. 
  
 (16) Piazza S. Croce che ha conservato molte delle sue più antiche dimore; 
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  [...] which still has several of old houses. 
 (17) Una galleria chiusa si estende lungo la chiesa; 
  The closed gallery which runs the entire length of the church. 
(18) Alle estremità della stanza si fronteggiano i due ritratti [...]; 
  The two portraits placed opposite each other at the ends of the room. 
(19) Quest’ultimo [l’altare] è sormontato da un’Adorazione dei Pastori 
  Above is an Adoration of the Sheperds.  
 
 In (16) the idea of Storing conveyed by the verb conservare is not completely rendered by 
the English verb have, which, as I have repeatedly asserted, is one of the most neutral for the 
expression of object collocation in space; and the adverb “still” – with its idea of something 
that continues in time – only partially reinforces the meaning of have. 
 Example (17) is different because to the verb estendersi corresponds run + “the entire 
length of”, which is a preposition that retrieves the sense of “distribution on a surface” typical 
of a verb like extend. In this way the only shift occurring in this case is that from a verb-
framed language to a satellite-framed language, where – in Talmy’s terms94 – the form of the 
path described by the position of the object in a place is rendered by means of peripheral 
elements external to the verb. 
 The sentences in (18) and (19) are just further examples of this same situation. In (18) the 
object position described by the verb fronteggiarsi is rendered in English with a more generic 
verb like place and the prepositional phrase “opposite each other”. Whereas, in (19) the 
higher position of the object in respect to the subject that is conveyed by the verb sormontare 
in its passive form is substituted in Italian by the default verb be + the adverb “above”.  
 In conclusion, these last examples from (17) to (19) are simply a confirmation of Talmy’s 
observation that Italian is mainly a verb-framed language and English a satellite-framed one. 
  
5.3.4. Shifts between Different Kinds of Verbal Categories  
 
In the previous paragraphs I have already mentioned cases in which the English and Italian 
examples do not perfectly correspond as regards the verbs used in their sentences, but in this 
paragraph I will go deeper into this type of shifting. 
 First of all, there are cases in which between the English and the Italian verb there is a shift 
of group in respect to those in which I have divided the data in § 4.3. Let us see some 
examples:   
 
 (20) The walls and vaulted roof are covered with highly-complex symbolical frescoes; 
  Le pareti e le volte sono ornate da affreschi dal simbolismo complesso. 
 (21) The highly decorative Madonna and Child [...] surrounded by cherubim; 
  La Madonna del Latte ornata da cherubini. 
 (22) The windows are set [...] against a back ground of slightly rusticated stonework; 
  Le finestre si disegnano su uno sfondo di bugnato dallo scarso rilievo. 
 
 In these three cases three different verbs of Location (cover, surround, set) are rendered in 
Italian with verbs of representation (disegnarsi) or evaluation (ornare), which clearly convey 
a different meaning, because they do not say that an object simply is somewhere, but even 
imply a sort of pictorial evaluation in its being there. 
                                                            
94 See also § 1.2. 
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 Secondly, there are examples of English verbs of location that in Italian correspond to 
verbs of vision: 
 
 (23) This room opens into a tiny studio; 
  Da questa sala si può sbirciare nello Scrittoio. 
 (24) The nave is roofed with a barrel vault; 
  È da notare sopra alla navata centrale la copertura a capriate a vista dipinte. 
 (25) Spread out are the Appenine Mountains; 
  Sullo sfondo si scorgono gli Appennini. 
 (26) In Via Dante stand the remains of the 12C Torre della Castagna; 
  Dall’angolo di via Dante e di piazza S. Martino si scorge la torre della Castagna. 
 (27) A statue of David flanked by 16C Italian paintings; 
  Ai lati del David sono presentati alcuni dipinti italiani del XVI sec. 
 
 In these five cases Italian prefers to take the point of view of a possible tourist that passes 
along a path and sees what is there, instead of describing the position of the objects s/he 
should encounter along his/her road. As I have already claimed this is a more subjective way 
of describing object collocation, which in my opinion can constitute one pole of a continuum 
along which it is possible to collocate the three different methods of verbally encoding “what 
is where”: 
 
Verbs of Location   Verbs of Fictive Motion   Verbs of Vision 
 
and which goes from a more objective to a more subjective perspective.         
 The last example (27) retrieves the already mentioned case of a verb (flank) whose lexical 
meaning in the other language is spread between a verb (presentare) and a prepositional 
phrase (“ai lati di”). Above I have dealt with the fact that English is a satellite-framed 
language and Italian verb-framed, but as I have already said these are only tendencies of a 
language and there can be cases, like this one, in which Italian shows a behaviour typical of a 
satellite-framed language.  
 Finally, there are cases (which I have already mentioned for verbs of default and of general 
placing) in which between the English and the Italian verb there is a reduction or an 
enhancement of semantic load. Cases of reduction are:   
  
 (28) Columns crowned by Classical capitals, 
  Esili colonne sovrastate da capitelli antichi; and 
 (29) The door of the New Sanctuary [...] is also surmounted by a tympanum; 
  Anche nella Sacrestia Nuova si trova un timpano in terracotta colorata.  
 (30) The 17C amphitheatre dominates the centre of the park; 
  Nella prospettiva centrale del parco emerge l’anfiteatro. 
 
 In (28) the positive evaluation conveyed in the lexical meaning of a verb like crown, which 
implies not only that an object is above another one but also that the figure embellishes the 
ground, is lost in its Italian equivalent sovrastare, which simply lexicalizes the fact that some 
capitals are above some columns. In (29), instead, from the English sentence to the Italian one 
there is a reduction in the descriptive richness of object collocation, because while in English 
the verb surmount precisely indicates where the tympanum is, in Italian the verb trovarsi just 
says that something is in the New Sanctuary. Finally, in (30) the sense of competition 
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lexicalized by the verb dominate is lost in the Italian emergere, which just lexicalizes 
reference to the vertical axis, but without any judgment of evaluation.       
 The opposite situation – that is, a shift from a less specific to a more precise verb of 
location – is exemplified in the following examples: 
 
 (31) An early 16C marble altar set in a splendid carved tempietto surround; 
  Un altare in marmo circondato da una meravigliosa cornice scolpita a forma di 
tempietto. 
 (32) The cafeteria terrace is situated at the far end of the gallery; 
  La terrazza si apre in fondo alla galleria. 
 (33) The church and cloisters of S. Maria Novella stand at the north end of p.zza S.M.N.; 
  La chiesa e i chiostri di S. Maria Novella chiudono da un lato l’irregolare piazza di 
S.M.N. 
 
In (31) the sense of a circular form implied by the verb circondare is only partially 
retrieved by the noun “surround” in English, because the Italian sentence is clearly more 
precise in the description of the altar collocation. In (32) to the general verb of Placing situate 
corresponds in Italian the verb aprirsi, which lexicalizes a precise position of an object in 
respect to another and the existence of an open passage between the two. Similarly, in the 
Italian sentence of (33) the verb chiudere does not only say that the church and cloisters are at 
the north end of the square (as is the case of stand), but it also implies the existence of a two-
dimensional ground, of a perimeter and of a closure performed by the figure in respect to the 
ground. 
 Another example, instead, reveals the case in which from the Italian to the English 
sentence there is a change of verbal category but without any enhancement or reduction of 
semantic load: the two verbs simply focus on different aspects.       
 
 (34) It is flanked by a delightful graveyard; 
   Una larga scalinata circondata da un grazioso cimitero. 
 
 In this case flank indicates linearity in the relation between the two objects, while 
circondare a circular perimeter. It is quite obvious that if these two sentences were one the 
translation of the other there would be a mistake, as the two verbs do not convey the same 
meaning in English and Italian. Anyway, since I have chosen two comparable texts on 
purpose, I can only observe that the writers of the two guidebooks once again do not seem to 
have the same sensitivity to a scene that they are describing.   
 Another shift in the perspective from which a scene can be observed is exemplified by the 
two following examples: 
  
 (35a) Arches supported by green marble pillars; 
Le cui arcate trasversali poggiano su pilastri di marmo verde. 
(35b) A dome supported by a central pillar; 
  Una cupola riposa su un pilastro centrale.  
 
 In (35a and b) between the English and the Italian sentences there is a shift in the focusing 
of attention due to the choice of the verb. Support is used to describe a scene from the point of 
view of the ground which is under the figure, whereas poggiare is used in the other way 
round: it focuses on the figure which is above the ground. However, in this particular case the 
point of view is restored by means of the passive form of the English sentences. 
142 
 
 Moving to verbs of fictive motion I have found particularly interesting the following 
example of the verb rise: 
 
 (36) Above rises the breathtaking dome; 
  L’immensa cupola è stata realizzata da Vasari. 
 
 As a matter of fact, it confirms that the guidebooks that I have taken into consideration are 
two comparable texts and not one the translation of the other: these two sentences are 
completely different, and the Italian one shows the verb essere used predicatively, as I have 
already observed above. Anyway, this time it corresponds to the English verb rise so that the 
difference is greater than in the above example (1) where it substituted the verb to be. 
 Still dealing with verbs of fictive motion, I would like to take into account the verb run. To 
express fictive motion in English this verb is more common than go, and it even seems to 
have lost its sense of “quickness” and to have become a verb that simply indicates the path 
followed by a road without any further information about the manner in which this movement 
takes place. In my micro-corpus this is supported by the fact that run corresponds to many 
other Italian verbs, just like those general verbs that I have already dealt with in previous 
paragraphs. Let us see some examples: 
 
 (37) It runs from the Uffizi, through the top storey of the buildings on the Ponte Vecchio; 
   La passeggiata si svolge sul Ponte Vecchio. 
 (38) The cornices run along the top of each storey; 
   I cornicioni delimitano ogni piano. 
 (39) Renaissance arcades run along three sides of this elegant square; 
  Su tre lati [piazza SS. Annunziata] è costeggiata da arcate rinascimentali.  
 
 In (37) in Italian the path covered by a road is conveyed by the verb svolgersi applied to 
the noun “passeggiata”, so that the English linguistic device of a verb of fictive motion is 
substituted by a verb describing the performance of an action. In (38), instead, the substitution 
of run with delimitare implies the shift to the category of verbs of location and so the passage 
to a less vivid description. On the contrary, in (39) the English and the Italian sentences are 
quite similar because the linearity expressed by costeggiare is retrieved in the English 
sentence by means of the preposition “along”, which with run becomes another instance of 
the English tendency to be a satellite-framed language.    
 Another example of a different conflation in English and Italian is in the following 
sentence: 
  
 (40) The road wends its way in wide curves across the hillside between two majestic rows 
of pines; 
 La strada sale lungo il fianco della collina, disegnando ampie curve tra due sontuosi 
filari. 
  
 While wend lexicalizes the manner in which the movement occurs, and “in wide curves” 
merely reinforces it, salire does not say anything about the manner of movement, but it 
explains its direction. Thus, in order to describe the form of the path followed by the road the 
Italian writer of the guidebook needs to insert a subordinate clause governed by the verb 
disegnare. This stylistic choice makes me think that in Italian a certain tendency to more vivid 
descriptions is observable in the fact that this language seems to prefer verbs conveying a 
more pictorial sense than those used in English. As regards the above example (40), the Italian 
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writer too could have chosen verbs like serpeggiare and snodarsi, but instead s/he preferred a 
verb lexicalizing a more depictive sense. In my opinion this, together with the fact that in my 
corpus in Italian (19.22%) there are more verbs belonging to the groups of Representation and 
Evaluation than in English (14.2%), supports my assertion. 
 Even taking the opposite point of view and starting from Italian verbs to see how they are 
rendered in English, the impression is the same. For example, a verb like coronare, of which I 
have already mentioned the evaluative character is never rendered with crown in English. On 
the contrary, in these situations either the use of a verb is avoided or English seems to have a 
preference for a verb (cap) that, like coronare, lexicalizes reference to the vertical axis and in 
particular the fact that the figure is above the ground, but that contrary to the Italian verb does 
not express any judgment about the aesthetic value of the presence of an object in a place:   
  
 (41) Il campanile esagonale coronato da una cuspide; 
  The hexagonal bell tower capped by a spire. 
 
 Another shade of meaning that is more present in the Italian than in the English examples 
is that of Storing. In my corpus verbs like conservare (1.32%) and riservare (0.41%) occur 
more often than keep (0.12%) and so they use to correspond to other English verbs, which 
simply express object collocation without any other information about the way in which this 
placement takes place, as in the following examples.  
 
 (42a) La sala 24 [...] per conservare i gioielli dei Medici; 
  Room 24 [...] to house the Medici jewellery. 
 (42b) La sala Gialla conserva uno splendido gabinetto in ebano, avorio e alabastro; 
  Room VII (Yellow Room) contains a splendid ebony, ivory and alabaster cabinet. 
 
 As a matter of fact, in (42a) conservare is substituted in English with house, and in (42b) 
to the same verb corresponds contain, which is also always the substitute for riservare (4 
times out of 4). 
 A bit different case is that of custodire, a verb that besides the idea of Storing lexicalizes 
that of Protection, implying a certain evaluation in the way in which an object collocation 
takes place. This is a feature that is present only in the Italian part of my data, because as it is 
possible to observe in the following examples, English either prefers more general verbs of 
Inclusion, like contain (43a) and house (43b), or it shifts to verbs of Representation that 
implicate reference to the semantic area of vision (43c and d).   
      
 (43a) La sala di Apollo custodisce il ritratto di Carlo I d’Inghilterra; 
Room VI (Apollo Room) contains Van Dyck’s portrait of Charles I of England. 
 (43b) Il refettorio e la sala custodiscono il tesoro di Santa Maria Novella; 
  The refectory and the room  house the treasure of Santa Maria Novella.  
 (43c) Il museo custodisce una collezione di pizzi in due sale del primo piano; 
  The museum has also a collection of lace exhibited in two rooms on the first floor.  
 (43d) La sala 26 custodisce varie opere di Raffaello; 
  Room 26 displays a number of works by Raphael. 
 
 Thus, Italian seems to use verbs that imply this idea of storing and protection more than 
English, which on the contrary seems to prefer verbs of vision: 
   
 (44) Questo museo ospita una ricchissima raccolta di strumenti scientifici antichi; 
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  It displays a vast collection of ancient scientific instruments. 
 (44a) Un bronzo del Verrocchio posto sulla terrazza di Giunone; 
[...] which can be seen on the Juno Terrace. 
 (44b) Posta su un piedistallo la lastra tombale [...]; 
  The tombstone is displayed on a pedestal.  
 
 As a matter of fact, in the examples above display and see are the substitutes for another 
Italian verb associated with a positive semantic prosody, ospitare, and for porre, which even 
if it is nothing else than a verb of General Placing it does not belong to the semantic area of 
Vision.   
 An analogous example is the following one:  
 
 (45) Gli splendidi bassorilievi tappezzano la sala a sinistra; 
  The room to the left of the Cantoria displays the admirable low relief. 
 
 In (45) some general trends that I have so far observed are summarized, because in the 
substitution of tappezzare with display once again there is a shift from a verb of Location to 
one of Representation; a shift from a more precise verb, which lexicalizes a sense of 
overlapping and the instrument used to perform this overlapping, to a less precise verb that 
simply says that something is somewhere, and, finally, in my opinion this is also a further 
example of the Italian tendency to have more vivid descriptions, as tappezzare constitutes a 
more depictive way of conveying object collocation. 
 Similar cases can be found among Italian verbs of fictive motion. As a matter of fact, once 
again it is possible to observe shifts between different verbal groups, as in the following 
examples.  
 
 (46a) Su cui [la collina] sorge il giardino di Boboli; 
  The Boboli Gardens laid out on the hill. 
 (46b) Al n. 6 sorge Palazzo Portinari; 
  [...] to admire Palazzo Portinari. 
 (46c) Sulla via sorge anche Palazzo Davanzati; 
  Also in this street is the Palazzo Davanzati. 
 (46d) La chiesa dei Francescani di Firenze sorge su una pianta a croce latina; 
  It was built in a T-shape. 
 
 In (46a) the sense of verticality implied by a verb like sorgere is substituted by a verb that 
lexicalizes reference to the horizontal axis, lay. In (46b), instead, the same verb is substituted 
by a verb of vision, admire. Example (46c) shows a lexical reduction in the shift from sorgere 
to the verb of default to be. And, finally, in (46d) the Italian and the English sentence assume 
two different perspectives: the former describes object collocation with a verb of fictive 
motion, while the latter takes a historical point of view describing how the church was built in 
the past. 
 Finally, even looking at Italian verbs of fictive motion it is possible to find examples 
supporting my above assertion that in English run is the most generic verb of this category. 
As a matter of fact, passare – the most generic Italian verb of fictive motion of my micro-
corpus – is almost never substituted in English by a verb and, when it is, run is the verb 
employed: 
 
 (47) [Questa strada] passando sotto i boschi di pini e abeti [...]; 
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  Alternatively running through woods of pines and fir trees [this road].         
 
 Furthermore, even the Italian verb correre seems to have lost its idea of “quickness”, as in 
my micro-corpus it occurs with the following subjects: 
 
 (48) La cornice che corre alla base della volta; 
 (49) Una parte dell’edificio che corre lungo i lati; 
 (50) Sopra alle quali [le arcate] corre un’ampia loggia [...];  
   
which, even though they have a certain possibility of extension necessary to be the figure of a 
verb of fictive motion, do not actually seem to convey any idea of rapidity – like, instead, 
could have been the case of a subject like a road. Thus, I think that it is possible to say that 
even in Italian to express cases of fictive motion without any other information about the path 
covered by the figure is more common to find verbs like passare and correre than andare, 
which – like its closer equivalent in English, go – seem to be more frequent to describe cases 
of factive motion. 
 In conclusion, there are many differences in the lexical means and strategies for the 
description of object collocation in English and Italian. They range from the use of different 
linguistic elements (adjectives, prepositions and other periphrastic phrases instead of verbs) to 
shifts between different verbal classes, which may consist in a change of group (among 
default, vision, representation, evaluation, location and motion) or, within the same group, 
there can be shifts between the verbal categories that I have described in the first two 
paragraphs of this chapter. Consequently, it is now time to try and find out some regularities 
in these differences, in order to clarify the main tendencies of the two languages.   
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Chapter 6  
Conclusions. Lexicalization Patterns: English vs. Italian 
 
The aim of this dissertation has been that of analysing two comparable texts of the guidebook 
genre in order to observe  differences in the ways English and Italian describe the same place 
– the town of Florence, in this case. The expected results were to find a) (con)text-bound 
strategies enabled by the different lexical means available in the two languages and b) cultural 
specific construals of pictorial representations. 
 In order to carry out this task, I have selected two texts which are assumed to be 
homogenous as to the conceptual content and communicative goals, but which are not one the 
translation of the other: this would have implied the influence of one language upon the other 
one, while I wanted to observe a written corpus spontaneously produced in the mother 
tongues by two independent authors. This procedure can raise the objection that it is not 
possible to drive generalizations over a language starting from a single text that obviously has 
its own stylistic characteristics influenced by the writer’s personal choices. As a matter of 
fact, this objection is not easily dismissed. However, the choice of the genre, with its highly 
specific conventions, strongly constrains individual choices and, in my mind, enables us to 
formulate hypotheses which go beyond the mere recording of stylistic divergences. Then, to 
verify them and drive more general theories regarding this topic further analyses are required 
and, obviously, an enlargement of the corpus is in order. 
 All these things considered, I have started my dissertation by presenting in chapter 1 the 
fundamental study by Levinson and Wilkins (2006), from which it is possible to understand 
why spatiality is such an important concept both in linguistic and in other theoretical fields, 
and the fundamental spatial dimensions by means of which languages talk about space. In 
Levinson and Wilkins’ conclusions to their Grammars of Space (2006), the two scholars 
analyse spatiality from three different points of view: motion description, topological 
description, and frames of reference. From the point of view of the distinction between 
location and motion, they make use of the concepts of FIGURE (called also THEME or 
TRAJECTOR, according to the different scientific trends), GROUND (or LANDMARK), 
PATH and MANNER of motion, which are always employed in the literature from Langacker 
to Talmy to talk about spatiality, and that I had to explain in order to anchor my dissertation 
to this theoretical tradition of studies. For the same reason in this first chapter I have also 
described the three frames of reference usually employed to retrieve the respective positions 
of Figure and Ground: a) Relative, b) Intrinsic, and c) Absolute, in Levinson’s terms. Finally, 
the account of spatial descriptive modalities generated by the adoption of different 
perspectives has been completed by mentioning Taylor and Tversky’s (1992) classification 
that consists in: route descriptions, gaze descriptions and survey descriptions. 
 The central topic in chapter 2 is the relationship between language and spatiality.  
 In order to provide a background to my research, I have considered the most important 
studies in this domain, starting from Miller and Johnson-Laird’s semantic model of motion. 
Indeed, in their Language and Perception (1976), they provide a propositional analysis of the 
lexical meaning of some verbs of motion, which constitutes a pivotal study in the linguistic 
analysis of the declensions of spatiality. After having introduced concepts like region and 
travel, the two scholars describe the meaning of spatial prepositions. Then, they use these 
prepositions together with the concepts of region and travel to describe the meaning of 
motion verbs. This semantic analysis was inspired by a propositionally based linguistic 
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semantics, but in order to complete the historical background to my research I have also  
included in this same chapter later studies based on further developments in neuro-cognitive 
sciences and that drew attention to other dimensions of spatial language.  
 One of them is Jackendoff and Landau’s “What” and “Where” in Spatial Language and 
Spatial Cognition (1993), which moves from the observation that the conceptualization of 
objects and places does not reside in the same areas of the brain to investigate how languages 
talk about objects and their collocations. Their conclusions are that languages mainly rely on 
prepositions to describe object collocation. It is precisely from this assertion that I have 
moved to investigate whether it is possible to say that, in texts, object locations may actually  
be expressed by the interplay of various factors, like verbs of fictive motion and location, and 
not only by prepositions.  
 In order to carry out this task I have mainly drawn on Cognitive Linguistics analytical and 
theoretical tools and so the third paragraph of chapter 2 is devoted to this trend of studies. 
Thus, after a brief excursus on the history of the discipline, I have presented the works of the 
cognitive linguists Leonard Talmy and Ronald Langacker, and in particular their definitions 
of Motion Events. It is to the former’s categorization that I am most indebted, because I have 
exploited his classification of Motion Co-Events to analyse the verbs in my data. In particular, 
the combination of Motion + Path is the basic one for this study of the ways in which English 
and Italian express the collocation of objects in space.  
 Finally, in order to find support for my hypothesis that object collocation does not only 
rely on prepositions, but also depends on the choice of the verb employed to describe a 
particular scene (a choice which has turned out to be constrained by the internal geometry of 
the objects involved in the scene), I have concluded this paragraph of chapter 2 by mentioning 
Evans and Tyler’s (2004) new cognitive account of spatial prepositions of movement. As a 
matter of fact, the two scholars focus on the meanings of the prepositions to, through and 
over, reaching the conclusion that English prepositions do not have dynamic meanings of 
their own, but acquire them only in specific contexts. This observation is interesting from my 
point of view, because it confutes the idea that the movement reading of a sentence depends 
on the preposition itself. It, instead, can derive from the integration of spatial and functional 
elements with sentential context, and motion verbs in particular, thus supporting my 
hypothesis that the collocation of objects in space does not only depend on prepositions, but is 
established by the choice of the verb.  
 The same conclusion is reached by Levinson and Wilkins’ Grammars of Space (2006) 
when they assert that it is not possible to say that motion coding is handled by verbs and static 
location by adpositions and that, instead, there is a common root of human conceptualization 
that seems to consist of underlying parameters more abstract than verbs and adpositions. That 
is the reason why I have ended chapter 2 with Levinson and Wilkins’ anthropological 
perspectives on the matter. Indeed, their cross-linguistic study of spatial language has proved 
useful for the contrastive linguistic description of English and Italian lexicalisation patterns 
for the expression of object collocation in space that is the principal aim of my dissertation.   
 As a conclusion to the state-of-the-art underlying my research, the main point made in 
chapter 3 is an analysis of the non-literal senses that may be used in guidebooks for the 
presentation of object collocation. Fictivity is one of this, and I have reported Talmy’s 
account of Fictive Motion, because it was important to understand in which it consists before 
describing verbs of fictive motion within the tourist guidebooks. Moreover, Talmy’s (1975) 
description of the lexicalization patterns of English verbs of motion that he carries out by 
means of derivational sketches and pictorial diagrams has induced me to represent the spatial 
dimensions lexicalized by the verbs in my data by means of the diagrams in chapter 5, which 
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should immediately evoke the spatial imagery conveyed by the meanings of the verbs of 
fictive motion and location.  
 An account of the non-literal senses would not be complete without a comparison between 
fictivity and metaphoricity, which I have carried out in paragraph 2 of chapter 3. First of all, I 
have presented the conceptual metaphor theory in Lakoff and Johnson’s (1980) Metaphors 
We Live By; secondly I have reported Fauconnier and Turner’s (2002) Blending Theory as 
developed by them in The Way We Think: Conceptual Blending and the Mind’s Hidden 
Complexities; and finally I have analysed the relationship between metaphor and general 
fictivity counting on Matlock’s (2004b) assertion that we perceive fictive motion predicates as 
less anomalous than metaphors simply because, as human beings, we find natural to simulate 
motion thanks to our direct experience with it in the world. This observation has proved 
useful to support Langacker’s statement that fictivity can be considered the tip of a virtual 
iceberg (1999b), and this has completed the definition of the notion of fictivity as used in my 
dissertation.  
 Finally, chapter 3, and so the account of the state-of-the-art, ends with the presentation of 
the theory of Image Schemas as elaborated by Johnson (1987, 2007) and Lakoff (1987). 
According to this theory, spatial concepts derive from spatial experience by means of “image-
schemas”, which represent a basic conceptual «building block» (Evans, forthcoming) derived 
from embodied experience. Thus, according to Johnson (1987), rudimentary concepts as 
CONTACT, CONTAINER and BALANCE are at the basis of our understanding of spatial 
relations. In chapter 5 I have exploited this assumption to categorize the verbs in my “micro-
corpus”.           
 The bulk of my dissertation, in fact, consists in chapters 4 and 5, where I expound my data 
and the methodology that I have employed to retrieve them (chapter 4), and where I carry out 
the contrastive analysis of the geometry in the lexical structures of verbs of fictive motion and 
location (chapter 5).      
 Chapter 4 is devoted to describing the characteristics of the corpus that I have chosen to 
analyse in order to explain why it is suitable for my research. To perform this task, firstly I 
have made a brief excursus on corpus linguistics so that it was clear within which 
methodological framework my analysis falls. Secondly, I have described the main 
characteristics of tourism discourse as observed by Gotti (2006), which make it a specialized 
type of discourse. Finally, within this particular kind of discourse I have explained the role of 
guidebooks, their main characteristics as textual genre, and so their function in my 
dissertation – that is, the fact that they are the texts from which I have retrieved my micro-
corpus. Concerning this, I was forced to call it “micro” because of its smallness, but 
nonetheless I believe that some interesting tendencies in the two linguistic systems of English 
and Italian have arisen in this analysis. Then, it is obvious that further research must be 
carried out on a general corpus, in order to make a comparison with a reference corpus that is 
the only way to legitimize any differences found between a specialized language and the 
standard language (Nigro 2006: 95). That is the reason why this dissertation must be only 
considered a starting point for further research.  
 Drawing the various threads together, chapter 4 ends with the first comments that is 
possible to make by simply observing the data in my micro-corpus. As a matter of fact, after 
having retrieved the verbs in which I was interested (those describing object location, divided 
into the categories of Default, Vision, Representation, Evaluation, Location and Change of 
State; and those of motion, further divided into those of Fictive and Factive motion), I have 
concentrated on their syntactic subjects and on the prepositions accompanying them, in order 
to understand the kind of objects that these verbs accommodate in English and Italian and 
whether the hypothesis that object collocation does not rely only on prepositions was 
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plausible. My conclusions have been that both questions depend on the type of verbs. As a 
matter of fact, depending on the verb’s internal complexity – that is, its greater or lighter 
semantic load, measured in terms of the more or less semantic information it conveys about 
spatial dimensions – its possibility of accommodating a greater or lesser number of types of 
objects changes; and also its greater or lesser need for spatial prepositions. Indeed, verbs of 
fictive motion and location (or change of state) display a dependence on prepositions that is 
inversely proportional to their complexity; and the more complex a verb is, the fewer the 
object typologies it can accommodate, and vice versa.   
 Chapter 5 shows the ways in which I have tried to represent the spatial imagery evoked by 
verbs of fictive motion and location in order to classify the verbs according to the main spatial 
dimensions that they lexicalize. In this way, I hope to have made clear how complex the 
merging of information encoded by a single verb can be for each category. Summarizing, I 
have identified nine categories for verbs of location: verbs lexicalizing 1) a general placing, 2) 
a sense of inclusion, 3) reference to the vertical axis, 4) reference to the horizontal axis, 5) a 
sense of traversing, 6) a sense of sequencing, 7) a sense of overlapping, 8) a sense of 
distribution, and 9) a sense of connection; two sub-categories for verbs of change of state, 
according to whether the internal change of the object that they describe takes place as a 
distribution on a surface or whether the verb focuses on the starting point of this internal 
change; and six sub-categories for verbs of fictive motion, according to the kind of movement 
they express in their factive sense: a. distance, b. manner, c. verticality, d. horizontal axis, e. 
crossing and f. specific focus.  
 Finally, chapter 5 ends with a contrastive comparison between English and Italian, carried 
out from the point of view of i. verbs of default; ii. verbs lexicalizing a general placing; iii. the 
shifts that I have been able to observe from a verb in a language to adjectives, prepositions or 
other periphrastic expressions in the other one; and iv. the shifts that take place between 
different kinds of verbal categories, when we pass from a language to the other. 
 In conclusion, both languages use verbs of fictive motion and location to describe object 
collocation in space, even though with some differences. In my micro-corpus the second 
group of verbs is far more numerous than the first one, firstly because it also comprises the 
so-called verbs of change of state and secondly because many verbs that I have found in my 
data are in the passive, a grammatical device that shifts the focus from action (e.g. It. porre) to 
state (It. è posto). 
 However, as asserted by Cappelli (forthcoming), there are some verbs of location that 
encode a specific idea of fictive motion: overlook, for example. This is due to the fact that this 
verb implies in its core meaning an idea of “emanation” typical of verbs of fictive motion95, 
but in this case it is the reader’s line of sight that is taken as a source. As a matter of fact, it is 
exactly the function of a metaphorical device like fictivity to attract the reader’s attention by 
focusing on his/her experience in making a certain trip, thus rendering the text more appealing 
as required by a textual genre like guidebooks.      
 Moreover, I have not taken into account verbs of Vision, Representation and Evaluation to 
express object collocation in space, because they do not present particular spatial dimensions 
in their core meaning – they just allow some inferences thereabout, and so they do not fall 
within the scope of my research. However, it cannot be denied that they too represent a lexical 
strategy used to describe spatial scenes in guidebooks, but from a different point of view: they 
focus on the semantic area of vision both giving a representation of the objects in a space or 
providing a judgement evaluation of the effect of these objects’ being there, rather than 
                                                            
95 See also chapter 3, § 3.1.1. for the linguistic categories in which Talmy (2000a) divides verbs of 
fictive motion.  
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concentrating on the evocation of more or less precise geometric dimensions. All in all, in my 
guidebooks object collocation in space is conveyed by means of groups of verbs that can be 
organized along a continuum which includes Verbs of Location, Verbs of Vision, and Verbs 
of Fictive Motion, which, in effect, add up the semantic areas of the other two groups, 
because they express object location while reproducing the path followed by the tourist’s eyes 
while s/he reads the guidebook (Dann, 1996).  
 
Verbs of Location   Verbs of Vision   Verbs of Fictive Motion 
 
 Within this panorama, the English and Italian texts seem to behave quite differently. First 
of all, the Italian text shows a greater number of verbs, which can be the result of the Italian 
tendency to avoid repetitions in writing. In any case, this leads to a greater lexical richness for 
the description of object collocation. For example, to the English verb open in Italian 
correspond the verbs aprire/si, dare accesso, introdurre and sboccare; articulated has four 
equivalents (allestito, disposto, distribuito and ripartito); and in the same category as lined in 
Italian there are allineare, costeggiare, fiancheggiare and ritmare.  
 Secondly, the Italian text also seems to use more vivid descriptions and this is due to a 
greater number of verbs of Representation and Evaluation. The importance of this last group 
is reinforced by the presence of verbs that lexicalize that particular feature that I have called 
“Evaluation”. These verbs are more numerous in Italian and include accogliere, custodire and 
dominare, while in English I have found only the equivalent of the last one: dominate. 
Similarly, the Italian text shows a greater number of verbs lexicalizing a sense of “Storing” 
(conservare and riservare), while in the English text there is only the verb to keep. Within this 
category exclusively in the Italian text it is possible to find verbs lexicalizing  a sense of 
“Protection”, which include accogliere and custodire.  
 This component shows up independently of the grammatical construction, which in 
English is either active or passive, whereas in Italian it may be active, passive or impersonal. 
These are the forms that I have described in § 5.3.3, where I have reported the examples of: 
  
1. The monumental staircase […] leads to the top floor of the building; 
Si accede all’ultimo piano del palazzo dal monumentale scalone. 
2. The remaining section of the corridor opens into the Boboli Garden, 
Ci si ritrova nel giardino di Boboli; 
 
where a shift of focus from an inanimate object, whose collocation is described by making it 
the subject of the English sentence, to an animate subject, which may perform an action in the 
Italian one, occurs.  
 Concerning this, I think that we can safely assert that the Italian discourse presents an 
exception to the emotional neutrality that has been claimed to be typical of specialized 
discourse. As  Gotti (2006) observed (see also, § 4.1.2.) when the pragmatic purpose requires 
it, the emphasis on emotion surfaces also in specialized discourse (where, instead, a neutral 
tone is usually more appropriate to convey objective evidence), for example in tourism 
discourse with a promotional intent, where the emotional involvement of the reader is crucial.        
 More generally, I have observed that only the Italian text seems to employ verbs that 
lexicalize the presence of a particular “Background”: distaccarsi, profilarsi, spiccare and 
stagliarsi, which imply also reference to the semantic area of vision. The same holds for verbs 
like nascondere and ombreggiare, which lexicalize a “Total” and a “Partial Overlapping” 
respectively, which prevents something to be visible. Moreover, only in the Italian text have I 
found examples of verbs lexicalizing a “Manner of Grouping”: raccogliere, raggruppare and 
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riunire, and once again this may be due to the fact that this language makes use of a greater 
number of verbs than English, but the result is undoubtedly a greater precision in describing 
object collocation.     
 Finally, as far as verbs of fictive motion are concerned only in Italian have I recorded 
examples of verbs lexicalizing an “Overcoming of an Obstacle”, scavalcare, a “Crossing of a 
Boundary”, accedere, “Reference to a Horizontal Path”, seguire, and a “Focus on the Initial 
Part of a Movement”, allontanarsi and partire. Still in this language the class of verbs 
lexicalizing simply “Translocation on a Path” is greater than in English. Passare and 
percorrere (even though this last implies also “Reference to a Distance”) are the Italian 
examples, to which in English only run can be opposed if we agree with the idea that it loses 
its sense of “quickness” when employed in a fictive sense. 
 Focusing on the English text, I have been able to observe that the verbal categories of 
which I have not found Italian examples are: 
 
- Verticality, + up, + contact = cap and roof; 
- Verticality, + up, + contact, + balance = perch; 
- Traversing = pierced; 
- Sequencing, + contact = adjoin; 
- Distribution on a flat surface, + form = dot; 
- Crossing = cross.  
 
 The reason for the first one is rather simple: since cap and roof do not have an equivalent 
Italian verb root that can lexicalize the same meaning, it is obvious that Italian has to turn to 
other lexical devices to express the same concept. The other verbs represent the only 
categories where English is present in my micro-corpus and Italian is not, it is easy to observe 
that they are far less numerous than the Italian ones observed above, and that they present 
fewer examples. 
 
 By way of conclusion, in the textual genre of tourist guidebooks English and Italian show 
many different linguistic devices for describing object collocation. They can try to build the 
image of a place in the reader’s mind by means of verbs, prepositions, different choices of 
subjects and of objects, but always aiming at guiding «the non-specialist reader through 
his/her tourist experience so that he or she becomes part of the scene described» (Cappelli, 
forthcoming). In doing this, the Italian text seems far more concerned about giving 
information also with a certain degree of emotion, while the English one is more precise and 
objective in its description. Thus, these two linguistic systems are only apparently equivalent: 
they rather show different preferences in the diverse aspects to be highlighted. As I have tried 
to demonstrate the different lexical choices influence the quantity and type of information 
encoded, according to the cultural-specific characteristics of each language. Therefore, I think 
that it is possible to conclude that the Italian text is more pictorial and subjective in its 
descriptions, while the English one seems to make more reference to the geometrical and 
objective properties of objects and to verbs belonging to the semantic area of vision. 
Obviously, these remarks should be verified on a larger corpus, but I believe that this 
dissertation may be a useful starting point on which to base further research.       
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