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The Use of Contingency Table Analysis as a 
Robust Technique for Analysis of Variance 
by 
Mei-Eing Chiu, Master of Science 
Utah State University, 1982 
Major Professor: Dr. David White 
Department: Applied Statistics 
The purpose of this paper is to compare Analysis of Variance 
with Contingency Table Analysis when the data being analyzed do not 
satisfy Analysis of Variance assumptions. The criteria for com-
parison are the powers of the Standard variance-ratio and the Chi-
square test. 
The test statistic and powers were obtained by Monte Carlo. 
1. Calculate test statistic for each of 100 trials, this process 
was repeated 12 times. Each time different combination of means and 
variances were used. 
2. Powers were obtained for each of 12 combinations of means 
and variances. 
Whether Analysis of Variance or Contingency Table Analysis is a 
better alternative depends on if we are interested in equality of popu-
lation means or differences of population variances. 
(36 pages) 
C H A P T E R  I  
P R E F A C E  A N D  G O A L S  
T h e  O n e - W a y  A n a l y s i s  o f  V a r i a n c e  ( A O V )  
T h e  s t a t i s t i c a l  t e s t i n g  p r o c e d u r e  t o  d e c i d e  w h e t h e r  t h e  d i f f e r e n c e s  
a m o n g  s a m p l e  m e a n s  a r e  l a r g e  e n o u g h  t o  i m p l y  t h a t  t h e  c o r r e s p o n d i n g  
p o p u l a t i o n  m e a n s  a r e  d i f f e r e n t  u s e s  a n  a n a l y s i s  o f  v a r i a n c e  t a b l e .  F o r  
e x a m p l e ,  i f  w e  w i s h  t o  t e s t  t h e  e q u a l i t y  o f  K  p o p u l a t i o n  m e a n s ,  w e  
a s s u m e  t h a t  t h e  K  s e t s  o f  m e a s u r e m e n t s  a r e  n o r m a l l y  d i s t r i b u t e d ,  w i t h  




,  • . .  µ K a n d  w i t h  a  c o m m o n  v a r i a n c e  0
2
.  T h e  
s i n g l e  t e s t  o f  t h e  h y p o t h e s i s  " a l l  K  p o p u l a t i o n  m e a n s  a r e  e q u a l "  i s  
t h e  F - r a t i o ,  o b t a i n e d  f r o m  a n  a n a l y s i s  o f  v a r i a n c e  t a b l e .  
T h e  T e s t  S t a t i s t i c  
T h e  d e c i s i o n  p r o c e d u r e  u s e d  t o  t e s t  e q u a l i t y  o f  t h e  p o p u l a t i o n  
2  2  2  
m e a n s  u s e s  t h e  r a t i o  o f  t w o  e s t i m a t e s  o f  0 ,  n a m e l y ,  S W  a n d  S B .  T h e  
r a t i o  i s  d e n o t e d  a s  F  =  S i / S i ,  w h e r e  s i  i s  t h e  v a r i a b i l i t y  o f  t h e  
o b s e r v a t i o n s  w i t h i n  t h e  K  p o p u l a t i o n s  a n d  S i  i s  a  m e a s u r e  o f  t h e  
v a r i a b i l i t y  a m o n g  t h e  s a m p l e  m e a n s  f o r  t h e  K  p o p u l a t i o n s .  T h u s ,  
s 2  =  
B  
s 2  =  
w  
K  
- - 2  
L  n . ( Y . - Y )  / ( K - 1 )  
i = l  l  l  
K  n  _  
2  
L  L  ( Y  . .  - Y  . )  / ( N - K )  
i = l  j = l  l J  l  
Notation Needed for the AOV 
of a One-Way Classification 
Y.. The jth sample observation obtained from population i 
l] 
2 
n. The number of sample observations drawn from population i 
l 
N The total sample size drawn from K populations. 
Y. The average of then. sample observations obtained 
l l 
from population i 
Y The average of all sample observations 
Contingency Tables: Chi-
Square Test of Indepencence 
To compare K different populations, we arran ge data in a two-way 
table such that each observation is classified accordin g to 
1. The population from which it was drawn 
2. Each population has r possible responses, i.e., each of K 
populations with r categories of response. The two-way tables some-
times are called contin g ency tables. 
A test of the independence of two variables arran ged in a two-




2 K (n .. -E .. ) 
E [ iJ iJ ] 
j=l Eij 
where n .. and E .. are, respectively, the observed and expected number 
l] lJ 
of measurements falling in the cell for the ith row and the jth column. 
E .. 
l] 
(row i total)(column j total) 
n 
W e  c a n  u s e  t h i s  t e c h n i q u e  f o r  a  o n e - w a y  a n a l y s i s  o f  v a r i a n c e  t a b l e  
b y  c l a s s i f y i n g  e a c h  o f  K  p o p u l a t i o n  i n t o  d i f f e r e n t  r  c a t e g o r i e s .  
T h i s  w i l l  g i v e  u s  a  t w o - w a y  K  x  r  t a b l e  a s  f o l l o w s :  




T a b l e  1  
C l a s s i f i c a t i o n  o f  K  P o p u l a t i o n s  i n  a  T w o - w a y  K  x  r  T a b l e  
1  
0  
r l  
P o p u l a t i o n  
2  
0  
r 2  
K  
O r K  
R o w  
T o t a l  
R l  
R 2  
R r  
K  
C o l u m n  
C l = n  
C 2 = n  
C K = ~  
n =  E n .  
T o t a l  1  
2  
i = l  
1 .  
x 2  
y  
K  2  
E  E  ( 0  . .  - E  . .  )  / E  . .  
i = l  
.  1  1 . J  1 . J  1 . J  
3 =  
w h e r e  0  . .  
t h e  o b s e r v e d  n u m b e r  
i n  
t h e  
i t h  
c l a s s  
i n  
1 . J  
t h e  s a m p l e  
f r o m  t h e  
j t h  p o p u l a t i o n  
E  . .  
t h e  
e x p e c t e d  n u m b e r  
i n  t h e  
i t h  c l a s s  
i n  
1 . J  
t h e  s a m p l e  
f r o m  t h e  
j t h  p o p u l a t i o n  
3  
4 
Robustness and the Inequality of Variances 
It has been proven by Fisher that the variances ratio follows 
a non-central F distribution if the parent distributions are normal, 
and if the variances of samples are equal. Among the underlying 
assumptions made in deriving statistical methods are usually some 
that are apt to be violated in applications and are introduced only 
to ease the mathematics of the derivation. For instance, the 
assumption of normality. Statistical methods have been called 
"robust" if the inferences are not seriously invalidated by the 
violation of such assumptions. In this paper we are going to see 
if Chi-square test will work better than the F test under the 
assumptions of normality and under the violation of connnon variance 
assumption, i.e., in the case of inequality of variance. Scheffe 
reports work (1959) which shows that the F test is not valid in the 
case of inequality of variance. These results will be described 
in Chapter II. In Chapter III the power of the test using the Var-
iance ratio is explained. In doing tests, we wish that data are 
randomly obtained, and will be normally distributed with mean AVE 
and standard deviation SD. The procedure for generating data which 
are needed is described in Chapter V. 
Finally, data will be generated for one-way analysis using the 
F test and Chi-square test for the same data, and the results will 
be compared. In Chapter VII, conclusions are given concerning these 
results. 
C H A P T E R  I I  
E F F E C T  O F  I N E Q U A L I T Y  O F  V A R I A N C E S  
O N  P R O B A B I L I T Y  O F  T Y P E - I  E R R O R  
5  
S c h e f f e  r e p o r t s  r e s u l t s  ( 1 9 5 9 )  w h i c h  h a v e  s h o w n  t h a t  i n  t h e  c a s e  
o f  t w o  e q u a l  s i z e  g r o u p s ,  t h e  F - r a t i o  i s  e x c e e d i n g l y  w e l l  b e h a v e d  
w i t h  r e g a r d  t o  v i o l a t i o n  o f  t h e  e q u a l i t y - o f - v a r i a n c e  a s s u m p t i o n ,  
s i n c e  i t  s h o w s  n o  e f f e c t  a t  a l l  f o r  l a r g e  n .  H o w e v e r ,  w h e n  w e  n o w  
c o n s i d e r  t h e  c a s e  o f  K  g r o u p s  i n  t h e  o n e - w a y  l a y o u t  u n d e r  t h e  f i x e d -
e f f e c t s  m o d e l ,  w e  s h a l l  f i n d  t h a t  v i o l a t i n g  t h e  e q u a l i t y - o f - v a r i a n c e  
a s s u m p t i o n  w h e n  K  >  2  h a s  s o m e  e f f e c t  e v e n  w h e n  g r o u p  s i z e s  a r e  
e q u a l ,  a l t h o u g h  i t  t h e n  a p p e a r s  t o  b e  s l i g h t .  F o r  t h e  o n e - w a y  l a y o u t ,  
t h e  p r o b a b i l i t i e s  o f  a  T y p e - I  E r r o r  w i t h  F - t e s t  f o r  e q u a l i t y  o f  m e a n s  
a t  t h e  n o m i n a l  5 %  l e v e l  a r e  s h o w n  i n  T a b l e  1 .  L e t  8  d e n o t e  t h e  r a t i o  
o f  t h e  m a x i m u m  t o  m i n i m u m  o f  t h e  { o ~ } * ,  t h e  l a s t  l i n e  o f  t h e  t a b l e  
l  
i n  t h e  c a s e  o f  e q u a l  g r o u p  s i z e s ,  w h e r e  8  =  7 ,  w a s  i n c l u d e d  t o  s h o w  
h o w  b a d  t h e  d e v i a t i o n  m i g h t  b e  a p p r o a c h e d  o r d i n a r i l y  i n  p r a c t i c e .  F o r  
t w o  o f  t h e  o t h e r  t h r e e  l i n e s ,  i f  n o t  f o r  a l l  t h r e e ,  w h e r e  t h e  g r o u p  
s i z e s  a r e  e q u a l ,  t h e  d e v i a t i o n s  c a n  b e  c o n s i d e r e d  b e a r a b l e .  H o w e v e r ,  
t h i s  c a n n o t  b e  s a i d  f o r  s i x  o f  t h e  e i g h t  l i n e s  w h e r e  t h e  g r o u p  s i z e s  
a r e  u n e q u a l .  
* T h e  b r a c e  n o t a t i o n  d e n o t e s  t h e  s e t  o f  q u a n t i t i e s  i n d i c 1 t e d :  
I n  t h i s  c a s e  { o i }  m e a n s  t h e  s e t  c o n s i s t i n g  o f  K  q u a n t i t i e s  o i  w i t h  









Effect of Inequality of Variances on Probability of 
Type-I Error with F Test for Equality of Means in 
One-way Layout at Nominal 5% Level 

















































*n total number of observations. 
6 
7  
C H A P T E R  I I I  
P R O B A B I L I T Y  O F  A C C E P T I N G  A  F A L S E  H Y P O T H E S I S  
A l t e r n a t i v e s  a n d  T w o  T y p e s  o f  E r r o r  
A  t e s t  o f  s t a t i s t i c a l  h y p o t h e s i s  c o n s i s t s  o f  c h o o s i n g  a  t e s t  
s t a t i s t i c  a n d  s e l e c t i n g  a  c r i t i c a l  r e g i o n .  W h e n  t h e  h y p o t h e s i s  i s  
t r u e ,  t h e  t e s t  s p e c i f i e s  t h a t  t h e  c h a n c e  o f  r e j e c t i n g  t h e  h y p o t h e s i s  
i s  s o m e  p r e a s s i g n e d  l e v e l  o f  s i g n i f i c a n c e  a .  T h e  T y p e - I  e r r o r  w o u l d  
b e  a n  e r r o r  t o  r e j e c t  t h e  h y p o t h e s i s  w h e n  i t  i s  t r u e ,  a n d  t h i s  t y p e  o f  
e r r o r  i s  c a l l e d  a n  a  e r r o r .  I f  t h e  h y p o t h e s i s  i s  n o t  t r u e ,  a c c e p t i n g  
i t  i s  a l s o  a  m i s t a k e ,  a n d  t h i s  T y p e - I I  e r r o r  i s  c a l l e d  a  S  e r r o r .  
O n l y  o n e  o f  t h e s e  t w o  e r r o r s  i s  p o s s i b l e  i n  a  s i n g l e  p r o b l e m .  F o r  
a  t e s t  o f  h y p o t h e s i s  H
0
:  µ  =  µ
0  
a n d  s m a l l  i f  i s  v e r y  d i f f e r e n t  f r o m  
µ  .  T h e  p r o b a b i l i t y  o f  r e j e c t i n g  a  f a l s e  h y p o t h e s i s  i s  c a l l e d  t h e  
0  
p o w e r  o f  t h e  t e s t .  
P o w e r  o f  t h e  A n a l y s i s - o f - V a r i a n c e  T e s t s  
T h e  a n a l y s i s - o f - v a r i a n c e  t e c h n i q u e  i s  u s e d  t o  c o m p a r e  m e a n s  o f  
s e v e r a l  p o p u l a t i o n s .  I t  i s  a s s u m e d  t h a t  e a c h  o f  t h e  p o p u l a t i o n s  h a s  
a  n o r m a l  d i s t r i b u t i o n  w i t h  a  c o m m o n  v a l u e  0
2  
f o r  t h e  v a r i a n c e .  T h e  




,  . • .  ,  µ K '  a n d  t h e  u s u a l  h y p o t h e s i s  
t o  b e  t e s t e d  i s µ  =  µ  =  
1  2  
=  µ K .  A l t e r n a t i v e s  t o  t h i s  h y p o t h e s i s  




,  . . .  , µ K a r e  n o t  a l l  t h e  
s a m e .  W e  c a n  m e a s u r e  t h e  d i s p e r s i o n  o f  t h e  µ ' s  b y  u s i n g  t h e  v a r i a n c e  
o f  t h e s e  q u a n t i t i e s  
K  2  
L  ( µ . - µ )  / K  
i = l  l  
µ  =  
K  
L  µ . / K  
i = l  l  
w h e r e  K  i s  t h e  n u m b e r  o f  p o p u l a t i o n s .  
8  
I t  i s  c o n v e n i e n t  t o  d i v i d e  t h i s  q u a n t i t y  b y  c r
2
/ n ,  a n d  c a l l  i t  
K  - 2  
L  ( µ . - µ )  / K  
i = l  l  
2  
c r  / n  
w h e r e  n  i s  t h e  n u m b e r  o f  o b s e r v a t i o n s  f r o m  e a c h  p o p u l a t i o n .  
I n  t h i s  p a p e r ,  w h e n  d e a l i n g  w i t h  t h e  c a s e  o f  u n e q u a l  v a r i a n c e s  o f  
t h e  p o p u l a t i o n s ,  w e  a s s u m e  t h a t  
K  
1  (  L  
K  i = l  
- 2  
( µ i - µ )  
2  
a . I n  
l  
i s  u s e d .  
2  
T h e  n u m b e r ¢  c a n  b e  u s e d  t o  m e a s u r e  a n  a l t e r n a t i v e .  T h e  




u n e q u a l  v a l u e s  a r e  s p e c i f i e d  c a n  b e  o b t a i n e d  i n  t e r m s  
= ~ w h e n  a c t u a l l y  
2  
o f ¢ .  
I n  T a b l e  2  i s  a  g r a p h  g i v i n g  t h e  v a l u e  o f  1 - 6  o n  t h e  v e r t i c a l  s c a l e  
r e l a t e d  t o ¢  o n  t h e  h o r i z o n t a l .  T h e  g r a p h  i s  f o r  t w o  l e v e l s  o f  s i g n i -
f i c a n c e ,  a  0 . 0 1  a n d  a =  0 . 0 5 ,  f o r  t h e  g i v e n  v a l u e  o f  v
1
,  t h e  n u m b e r  o f  
d e g r e e s  o f  f r e e d o m  i n  t h e  d e n o m i n a t o r  o f  t h e  F  r a t i o .  N o t e  t h a t  t h e r e  i s  




,  a n d  a .  
C o n s i d e r  t h e  c u r v e  o f  t h e  t a b l e  f o r  a =  0 . 0 5 ,  v
1  
=  3 ,  a n d  v
2  
=  1 2 .  
T h i s  w o u l d  b e  u s e d ,  f o r  e x a m p l e ,  i n  t e s t i n g  t h e  h y p o t h e s i s  t h a t  f o u r  
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(v 1 = 4 - 1 = 3) populations have equal means with samples of size 
n = 4 from each population ( v 2 = 16 - 4 = 12) reading above q> = 2. 
We see that the chance of recognizing that the four populations do 
2 
not have equal means when actually¢ = 4 is 1 - S = 0.82. Thus, 
the power of the test aga inst any set of values µ1 , µ 2 , µ3 , µ4 
2 2 giving¢ = 4 is 0.82. The alternatives are in terms of¢ alone, 
10 
not distinguishing among different sets of means which give the same 
value to ¢2 . For example, with o2 = 1 the four population means could 
be 50, 50, 50, 52 or 50, 50, 50, 52, 31 and give ¢2 = 4, where¢ is 
2 
a function of a. 
CHAPTER IV 
DESIGN OF EXPERIMENTS 
The hypothesis to be tested is that H
0
: µ1 = µ 2 ... =~with 
controlled a, the Type-I error, and normality assumption. We wish 
11 
to conduct an empirical study (so called Monte Carlo method) to deter-
mine the effect of different combination of means and variances on 
Type-I and Type-II errors, using 
1. Standard variance-ratio test 
2. Chi-square analysis on the contingency table 
Given the raw data for an analysis of variance, we can always con-
struct a contingency table (Table 3) with the same set of data such that 
each observation is classified according to the population from which it 
was drawn, where each population has r categories response. For example, 
if a set of data which consists of three groups (populations) is used 
to conduct the hypothesis test, and each of three populations with three 
possible responses, the set of data is as shown in Table 3. This will 
give us a 3 x 3 of two-way table as shown in Table 4. 
The study will involve the following different combinations of means 
and variances: 
1. Equal means with 
a. Equal variances 
b. Slightly unequal variances 
12 
c. Very unequal variances 
d. Extremely different variances 
2. Slightly unequal means with 
a. Equal variances 
b. Slightly unequal variances 
c. Very unequal variances 
d. Extremely different variances 
3. Very unequal means with 
a. Equal variances 
b. Slightly unequal variances 
c. Very unequal variances 
d. Extremely different variances 
Those above will give 12 combinations; the details about means and 
variances will come in th e following chapter. 
Table 3 
Example Raw Data for a 3 x 3 Layout 
Population Ill Population If 2 Population 113 
X < 12.08 6.34 9.16 7.68 5.42 
7.60 8.23 6.51 
10. 76 11. 75 -8. 99 
12.08 < X < 17.49 14. 72 14.80 13. 38 14.20 
12.42 15.42 16.64 
12.61 14. 29 15.16 
17.49 < X 19. 39 20.21 45.91 28.97 
18.41 23.42 34.94 
18.35 29.34 18.34 
13 
Table 4 
Contingency Table for the 3 x 3 Layout Example 
X < 12.08 
12.08 < X < 17.49 















PROCEDURE OF GENERATING DATA AND PROGRAMS USED 
The Algorithms for Generating Data 
The procedure for comparing F and chi-square tests is by generating 
100 random data sets, for analysis of variance with three groups in each 
set and ten observations in each group (n. = 10, i = 1, 2, 3). Each set 
l 
will consist of certain mean and standard deviation analyzed in each of 
three mean situations, which run with four different combinations of 
variances: 
1. Equal means, µ1 = µ 2 = µ 3 = 15, with four combinations 
of variances. 
2. Slightly unequal means, µ1 
four combinations of variances. 
15, µ 3 = 17, with 
3. Very unequal means, µ 1 = 11, µ 2 = 15, µ 3 
combinations of variances. 
The four combinations of variances are: 
1. Equal variances: 
19, with four 
The ratio of the variances of the three populations is 
2. Slightly unequal variances: 
The ratio of the variances of the three populations is 
= 1:1:2 
15 
3. Very unequal variances: 
The ratio of the variances of the three populations is 
4. Extremely unequal variances: 
The ratio of the variances of the three populations is 
= 1:1:7 
These give 12 combinations, one combination for each 100 data sets 
and both F-test and chi-square test will be run with each data set. 
The proportions of times that the hypothesis is rejected will be cal-
culated for each combination. The proportions of times the hypothesis 
is rejected will be the Type-I error if the hypothesis is true, and 
will be the power of the test when the hypothesis is false . The power 
of the test is expressed as 1-S, where Sis the probability of accepting 
the hypothesis when it is false. 
In deciding the value of the variances to be used in each of the 
four combinations of variances, we assume that each set of data will 
consist of certain standard deviation such that the value of¢ will not 
exceed 3.5, the maximum value of ¢ in Figure 2 for the given value v 1 
2 
(three populations) in the case of the very unequal means, µ 1 = 11, 
µ 2 = 15, and µ 3 = 19. For instance, in the case of the combination of 
2 
variances II, 0 1 :a 2 :a 3 = 1:1:2, give a 1 = 0 2 = 4.5, 0 3 = 9 the ¢ = 9.8, 
¢ = 3.14. 
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Figure 2. Power and¢. 
Programs for Generating Data Randomly, 
and for F-Test and Chi-Square Test 
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There are three major parts to the programming done for this thesis: 
1. A random number generator. 
2 . Generation of the analysis of variance data and computation 
of the F-ratio. 
3. Construction of the contingency table and computation of the 
Chi-Square . 
A Random Number Generator 
FUNCTION RNOR (IR) generates numbers which are normall y distri-
but e d with me an= 1 and standard d eviation= 1 (Fi g ur e 3). 
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Figur e 3 . Random number gen e rator pro gra m. 
Generation of the Analysis 
of Variance Data 
The following program segment (Figure 4) generat e s data normally 
distributed with mean AVE and s tandard deviation SD. 
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Figure 4. Program which ge nerates normally distributed data. 
SUBROUTINE BOUND sorts data in each set into descending order 
and classifies those data into three groups which are separated by 
two critical points, UBOUND and LBOUND. 
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Figure 5. Subprogram which sorts data and separates into three groups. 
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The following pro gram (Fi gu re 6) will comput e the F-ratio for each 
of the data sets . 
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Figure 6. Program which computes the F-ratio. 
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Figure 6. Continued. 
Construction of the Contingency 
Table and Computation of 
the Chi-Square 
Algorithm. For the Chi-square test, we put all observations in 
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a set in descending order first, then divided them into three groups 
with 10 observations in each group giving Cl, C2 (we called UBOUND and 
LBOUND in the SUBROUTINE BOUND) such that 
Cl < xll' xl2' ... , X20 < C2 
where x1 , x2 , ... , x30 are in desc end ing order. 
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Figure 7. Hain program. 
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Fi gu re 8. Subprogram for computin g the frequencies o f a two - way table. 
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Figure 9. Subpro gram for computing column's total. 
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C H A P T E R  V I  
R E S U L T S  
2 5  
I n  t e s t i n g  t h e  e q u a l i t y  o f  t h r e e  p o p u l a t i o n  m e a n s ,  w e  h y p o t h e s i z e d  






a n d  t h e  a l t e r n a t i v e  t o  t h i s  h y p o t h e s i s  w o u l d  b e  t h e  












a r e  t h e  m e a n s  o f  p o p u l a t i o n s .  
I n  o r d e r  f o r  t h e  C h i - s q u a r e  t e s t  t o  g i v e  b e t t e r  r e s u l t s  t h a n  t h e  
F - r a t i o  t e s t ,  i t  s h o u l d  g i v e  t h e  f o l l o w i n g  q u a n t i t i e s :  
1 .  T h e  p r o b a b i l i t y  o f  r e j e c t i n g  t h e  h y p o t h e s i s  i s  c l o s e r  t o  t h e  
c o n t r o l l e d  a ,  t h e  T y p e - I  e r r o r ,  t h a n  t h e  F - r a t i o  t e s t  w h e n  t h e  h y p o t h e -
s i s  i s  t r u e .  
2 .  H a s  a  h i g h e r  p o w e r ,  t h e  p r o b a b i l i t y  o f  r e j e c t i n g  t h e  h y p o t h e -
s i s  t h a n  t h e  F - r a t i o  t e s t  w h e n  t h e  h y p o t h e s i s  i s  f a l s e .  
I n  T a b l e  4  t h e  p r o b a b i l i t y  o f  r e j e c t i n g  t h e  h y p o t h e s i s  i s  t h e  
s i g n i f i c a n c e  l e v e l ,  t h e  T y p e - I  e r r o r ,  w h e n  t h e  h y p o t h e s i s  i s  t r u e .  
W h e n  t h e  h y p o t h e s i s  i s  f a l s e ,  i t  i s  t h e  p o w e r  o f  t h e  t e s t  w h i c h  i s  
d e n o t e d  a s  1 - S  i n  F i g u r e  1  a n d  F i g u r e  2 .  
F r o m  t h e  e x p e r i m e n t s  t h a t  w e  c o n d u c t e d ,  t h e  f o l l o w i n g  r e s u l t s  w e r e  
o b t a i n e d  a n d  a r e  a l s o  s h o w n  i n  T a b l e  5 .  
C o m m o n  V a r i a n c e  
1 .  T h e  p r o b a b i l i t y  o f  r e j e c t i n g  t h e  h y p o t h e s i s  u s i n g  t h e  F - r a t i o  
t e s t  i s  e q u a l  t o  t h e  c o n t r o l l e d  a ( =  0 . 0 5 ) ,  a n d  u s i n g  t h e  C h i - s q u a r e  
t e s t  i s  c l o s e  t o  a ,  w h e n  t h e  h y p o t h e s i s  i s  t r u e .  
Table 5 
Probabilities of Rejecting Hypothesis for Various Ratios of Variances 
Ratio of Population Probabilities of 95% Confidence Interval Variances Means Rejecting Hypothesis p p,~ for P 
: : F X F x2 
1:1:1 15 15 15 0.04 0.07 0. 0.05 .01 .079 .019 .121 
13 15 17 0.19 0.14 1.63 0.65 .114 .266 .071 . 209 
11 15 19 0 . 77 0.52 3.25 1.00 .668 .852 .022 .618 
1:1:2 15 15 15 0.09 0.15 0. 0.05 .033 .147 .079 .221 
13 15 17 0.17 0.31 1.57 0.57 .096 .264 .22 .4 
11 15 19 0.65 0.59 3.14 1.00 .556 .744 .494 .686 
1:1:4 15 15 15 0.09 0.33 0. 0.05 .033 .147 .238 .422 
13 15 17 0.18 0.52 1.63 0.65 .106 .254 .422 .618 
11 15 19 0.38 0.65 3.26 1.00 .284 .476 .556 .744 
1:1:7 15 15 15 0.09 0.47 0. 0.05 .033 .147 .372 .568 
13 15 17 0.13 0.63 1.60 0.63 .063 .197 .5 36 . 724 
11 15 19 0.28 0.73 3.19 1.00 .192 .368 . 644 .816 
*: p is the theoretical power of the analysis-of-variance given ¢ value, which is according to Figure 2, 




2. The power of the F test is higher than the Chi-square test 
0.19 > 0.14 and 0.77 > 0.52, in the case of equal population variances. 
However, both the powers of the test of F and Chi-square tests are less 
than the theoretical probability of rejecting the hypothesis when it 
is false. 
Slightly Unequal Variances 
1. The Type-I error from Chi-square test is about 10% higher 
than the controlled a, while F test has about 4% higher only in the 
case of equal means. 
2. In the case of unequal means, the F test has a higher power 
of the test than the Chi-square test, 0.65 > 0.59, when the difference 
between means is larger. 
However, both F and Chi-square tests gave a lower power of the 
test than the theoretical power of the analysis-of-variance given a 
¢ value. For instance, the power of the analysis-of-variance should 
be 0.57 according to Table 3 when¢ is 1.57 and should be 1.00 when 
¢ is 3.14. 
Very Unequal Variances 
1. The probability of rejecting the hypothesis using the F 
test is still only 4% higher than the controlled a, but the Type-I 
error from the Chi-square test increased to 28% higher in the case of 
equal means when the variances are very unequal. 
2. In the case of unequal means, the power of the test from 
Chi-square test is larger than which is from the F test. Both of 
the power from F and Chi-square tests are lower than the theoretical 
power of the analysis-of-variance according to Figure 2. The dif-
ferences get larger when the differences between means are larger. 
For instance, in Figure 3, in the case of the µ 1 , µ 2 , 
µ
3 
are 13, 15, 
17, it showed that Pis 0.65 while F and Chi-square have only 0.18 
28 
and 0.52 of the power of the test. When µ 1 , µ 2 , µ 3 
became 11, 15, 19, 
the powers of the test of F and Chi-square tests are 0.38 and 0.65, but 
Pis 1.00. 
Extremely Unequal Variances 
1. In the case of equal means, the Type-I error of F test is 
still 4% higher than the controlled a, but the Chi-square test has 
42 % higher Type-I error. 
2. The powers of the Chi-square test are higher than the power 
o f the F test in the cases of unequal means, but both tests still have 
lower power than the actual one, P. 
95 % Confidence Interval 
The 95% confidence interval for P, the probability of rejecting 
hypothesis, showed that whenever the Pis equal to (or very close to 
a), the confidence interval includes the a, otherwise a is not within 
the interval. 
Figures 10, 11, 12, and 13 are the set of the power curves of 
the F and Chi-square tests given¢ values in the cases of four dif-
ferent combinations of variances with equal means, slightly unequal 
means, and very unequal means, respectively. Points A are the powers 
29 
of the F test, points Bare the powers of the Chi - square test, and points 
Care the theoretical powers of the analysis-of variance at different 
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Fi gure 11. The power curve of tests in the case of combination of 














0.00 0.90 1.80 2.70 3.60 4.50 
Figure 12. The power curve of tests in the case of combination of 
















0.00 0.90 1.80 2.70 3.60 4.50 
Fi gure 13. The power curve of tests in the case of combination of 
extremely unequal variances. 
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CHAPTER VII 
DISCUSSION AND CONCLUSION 
In the case of equal means, the Type-I error of F test is 
equal to the controlled a when populations have common variance and 
is a little higher than the controlled a even when the variances 
34 
are very different. But the Chi-square test has the Type-I error 
close to the controlled a, only when populations have common variance 
in the case of equal means. The Type-I error of the Chi-square test 
increased as the ratio of the maximum to the minimum (o .) increased. 
l 
When the hypothesis is false, the power of the F test increased 
as the difference between means increased in either case of common 
variance or unequal variances, so did the Chi-square test. For 
instance, in Table 4, the power of the F test went up from 0.19 to 
0.77 and from 0.18 to 0.38 when the means change from 13, 15, 17 to 







In the case of unequal means, the hypothesis is false, the power 
of the F test decreased as 0, the ratio of the maximum to the minimum 
of (0.), goes up. The Chi-square test did contrarily. For instance, 
l 
in Table 4, in the case of means are 13, 15, 17, the power of the F 
test went down from 0.19 to 0.13 as 0 went up from 1 to 7, but the 
power of the Chi-square went up from 0.14 to 0.63. 
In view of the experiments, the F test is better when we are 
interested in the case of unequal means with the assumption of common 
3 5  
v a r i a n c e .  O t h e r w i s e ,  i f  w e ' r e  i n t e r e s t e d  i n  t h e  c a s e  o f  u n e q u a l  m e a n s  
w i t h  u n e q u a l  v a r i a n c e s ,  t h e  C h i - s q u a r e  t e s t  w h i c h  h a s  h i g h e r  p o w e r  i s  
b e t t e r  t h a n  t h e  F  t e s t .  A n d  t h e  F  t e s t  i s  b e t t e r  t h a n  t h e  C h i - s q u a r e  
t e s t  w h e n e v e r  t h e  p o p u l a t i o n s  h a v e  e q u a l  m e a n s .  
T h u s ,  t h e  F  t e s t ,  u s e d  a s  a  n o n - p a r a m e t r i c  p r o c e d u r e ,  i s  s u p e r i o r  
t o  t h e  C h i - s q u a r e  t e s t  i f  w e  a r e  c o n c e r n e d  o n l y  w i t h  e q u a l i t y  o f  m e a n s .  
S i n c e  t h e  C h i - s q u a r e  t e s t  i s  s e n s i t i v e  t o  v a r i a n c e  d i f f e r e n c e s ,  i t  
m a y  b e  a  g o o d  a l t e r n a t i v e  i f  w e  w i s h  t o  d e t e c t  t h e s e  d i f f e r e n c e s .  
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