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Abstract
The work of this thesis involves temporal and spatial synthesis of the laser beam for
use in strong ﬁeld applications, such as high harmonic generation.
The results include simulations of the electron trajectories with a temporally synthe-
sised electric ﬁeld, particularly the sub cycle laser ﬁeld. The synthesis is produced
by mixing of single colour ﬁelds and varying the phase between the two pulses. This
showed an extension of the high harmonic cutoﬀ from the typical 3.17UP to 5.05UP,
and is due to the longer time the electron spends in the continuum due to the sub-
cycle temporal synthesis.
A temporal synthesis of the pulse envelope was carried out using a birefringent plate
and cube polariser. A pair of birefringent wedges at 45◦ relative to the laser polari-
sation was used to vary the phase between the two generated pulses. The spectrum
of the laser is shown to shift depending on the relative phase between the two pulses.
Subsequent simulations of this eﬀect is presented and compared to the experimental
results of which there is agreement in the periodicity of the spectral shift and magni-
tude. High harmonic generation was also measured and studied to show the harmonic
frequency shifting proportionally to the laser depending on the harmonic order.
Spatial synthesis of the laser ﬁeld was studied and also used for generation of high
harmonics. A pair of concentric phase plates was used to generate a spatial ﬂat top
intensity proﬁle in the focus of the laser beam. The ﬂat top was found to extend
±1mm either side of the focus of 100μm. The beam waist at the focus increased
from 45μm to 100μm during this synthesis, causing a drop in intensity such that
harmonics were very hard to achieve.
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Fundamental Physical Constants
Symbol Quantity Value (SI)
c Speed of light in vacuum 3× 108 m s−1
e Unit of charge 1.6× 10−19 C
h Planck constant 6.63× 10−34 J s
kB Boltzmann constant 1.38× 10−23 J K−1
me Electron mass 9.11× 10−31 kg
0 Permittivity of free space 8.85× 10−12 F m−1
μ0 Permeability of free space 4π × 10−7 N A−2
a0 Bohr radius 5.29× 10−11 m
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Chapter 1
Introduction
Thoroughout history there are numerous examples of how an improvement in mea-
surement techniques leads to discoveries of new science and natural phenomena. For
example, with his development and improvement of the refracting telescope in the
early 17th century, Galileo discovered the moons of Jupiter; Saturn and its rings; and
the phases of Venus which ultimately lead to the validation of Copernicus’ Heliocen-
tric model of the solar system. It was subsequent improvement of the telescope which
allowed astronomers to measure the motion of the celestial bodies to an increasing
degree of accuracy; further discovery of celestial bodies; and phenomena and reﬁne-
ment of scientiﬁc models.
The human eye can not detect fast motion events such as the motion of the wings
of a ﬂy or hummingbird. Until 1880 the question of whether a horse had all of its
feet oﬀ of the ground when galloping was unknown and of much speculation. This
was solved by Eadweard Muybridge who used a set up of cameras such that as the
horse galloped by, a series of photographs were recorded with a time between shorter
that the horse moved its legs, and therefore resolving its gait. Harold E. Edgerton
developed the electronic strobe light stroboscope which was able to measure motion
in the microsecond range and produce photos of events never before seen such as a
bullet passing through and apple and a balloon bursting. These are both examples of
how an improvement of measurement technology lead to discoveries which were not
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known before. The example of the electronic strobe light stroboscope also illustrates
how one can use fast ﬂashes of light to eﬀectively ‘freeze’ time for processes which are
otherwise not resolved by the human eye.
The discovery and development of the pulsed laser has enabled scientists to study
nature on ever smaller time scales. The initial nanosecond pulsed lasers became
shorter than the electronic measurement devices at the time and therefore new ultra-
fast phenomena was revealed and understood [1]. The advent of lasers on the order
of femtoseconds provided pulses to measure the never seen before dynamics of bond
breaking and creation [2]. However, the development of attosecond pulses opened up
a new avenue of study for on an even faster timescales (×10−18 s) [3]. Typically the
method of generation of such pulses is done so by using a mode locked solid state laser
such as a titanium sapphire laser ampliﬁed to such a degree that is is able to drive the
non-perturbative process called high harmonic generation (hereinafter HHG) [4]. The
HHG process yields attosecond pulses in the extreme ultra violet wavelength range.
There are many contributing factors to the HHG process such as drive wavelength
considerations [5], target gas delivery [6,7], focussing positioning [8] and many more.
One of which is the spatial properties of the laser in the generating medium which
aﬀect the macroscopic phase matching [8,9]. Experiments have shown that changing
the spatial proﬁle of the laser beam aﬀects the phase matching in HHG. Nisoli et
al. produced high brightness, low divergent harmonic emission by using a truncated
Bessel beam from an argon ﬁlled hollow core ﬁbre [10]. They conclude that angular
distribution of the HHG strongly depends on the spatial properties of the fundamen-
tal beam.
Relatedly, Constant et al. showed that it was possible to spatially shape a laser ﬁeld
at such an energy that it was suﬃcient to generate HHG [11]. This work had a view
to the generation of high energy attosecond pulses by using higher energy generation
pulses and by using a spatially shaped ﬁeld to aﬀect the macroscopic phase matching
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conditions and therefore the conversion eﬃciency [12,13]. With the simple setup they
were able to produce a spatial ﬂat top in the focus of the generation beam with a
single mirror. The work shows that spatial control of the laser ﬁeld directly aﬀects
the HHG in desirable ways and will be the focus of Chapter 6.
Moreover, there are two further contributions to the HHG spectra which have very
diﬀerent properties and relate to the temporal proﬁle of the laser ﬁeld. Typically, the
harmonic yield is controlled by the electric ﬁeld strength at the time of tunnelling,
whereas the cut-oﬀ energy is determined by the electric ﬁeld which accelerates the
electrons back toward the ion core a half-cycle later. One particular study was to show
that orthogonally polarised two colour ﬁelds provides control of the short and long
trajectories, namely trajectory selection [14, 15]. Bugnera et al. showed experimen-
tally and theoretically that control of the relative phase between the two orthogonal
ﬁelds yielded this aforementioned trajectory selection. Due to the presence of two
orthogonal ﬁelds, the ionised electron path will not be in one dimension, but two
which leads to a control of whether or not the electron will recombine and hence the
long and short trajectory contributions.
This experiment showed that temporal control of the laser ﬁeld directly aﬀects the
HHG process in such a way that it can be advantageous to investigate this further.
Similar to the spatial ﬂat top dependence on the macroscopic phase matching of HHG,
the temporal synthesis of the laser ﬁeld amplitude function from Gaussian to ﬂat top
can aﬀect the HHG [16]. The synthesis of the few-cycle pulse into a ﬂat top showed
an extension of the harmonics due to alteration of the electron trajectories and is the
basis of the studies in Chapter 5.
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1.1 Author publications
A list of published and ‘in preparation’ peer reviewed journal submissions of which
the author contributed is listed herein:
• High energy photoelectron emission from gases using plasmic en-
hanced near-ﬁelds
M. F. Ciappina, T. Shaaran, R. Guichard, J. A. Pe´rez-Herna´ndez, L. Roso, M.
Arnold, T. Siegel, A. Za¨ır and M. Lewenstein
Laser Phys. Lett. 10 (2013) 105302 [17]
• High-order-harmonic generation by enhanced near ﬁelds in nanopar-
ticles
T. Shaaran, M. F. Ciappina, R. Guichard, J. A. Pe´rez-Herna´ndez, L. Roso, M.
Arnold, T. Siegel, A. Za¨ır and M. Lewenstein
Phys. Rev. A. 87, 041402(R) [18]
• Tunable 1.6 − 2μm near infrared few-cycle pulse generation by ﬁla-
mentation
S Driever, D Bigourd, N Fedorov, M Cornet, M Arnold, F Burgy, S Montant,
S Petit, D Descamps, E Cormier, E Constant and A Za¨ır
Appl. Phys. Lett., Vol 102, Issue 19 [19]
• Laser-Matter phenomena driven by plasmonic near-ﬁelds
M. F. Ciappina, T. Shaaran, R. Guichard, J. A. Pe´rez-Herna´ndez, L. Roso, M.
Arnold, T. Siegel, A. Za¨ır and M. Lewenstein
High Intensity Lasers and High Field Phenomena 2014 Conference Proceedings
[20]
• Tunable near infrared few-cycle pulse generation by ﬁlamentation
M Arnold, S Driever, D Bigourd, K B Holzner, N Fedorov, M Cornet, F Burgy,
S Montant, S Petit, D Descamps, E Cormier, E Constant and A Za¨ır
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High Intensity Lasers and High Field Phenomena 2014 Conference Proceedings
[21]
• Near infrared few-cycle pulses for high harmonic generation
S Driever, K B Holzner, J C Delagnes, N Fedorov, M Arnold, D Bigourd, F
Burgy, D Descamps, R Guichard, E Constant and A Za¨ır
J. Phys. B, Vol. 47, No. 20 [22]
• Temporal characterisation of two-color driven high order harmonics
emitted by the long trajectory quantum paths
P A Carpegiani, B Bodi, E Skantzakis, D Charalambidis, P Tzallas, M Arnold,
T Witting, L Chipperﬁeld, J P Marangos and A Za¨ır
Submitted to: Phys. Rev. A. Rapid Communication
• Spatial synthesis for high harmonic generation
M Arnold, K B Holzner, L Quintard, E Bloch, N Fedorov, R Guichard, E
Constant and A Za¨ır
In preparation
1.2 Conference Presentations
During my PhD I attended two conferences. The ﬁrst was, International Conference
on Attosecond Physics ‘ATTO 2013’ in Paris as an observer; and second was a ﬁfteen
minute talk and paster presentation:
• Tunable Near Infrared Few-Cycle Pulse Generation by Filamentation
M Arnold, S Driever, D Bigourd, K B Holzner, N Fedorov, M Cornet, F Burgy,
S Montant, S Petit, D Descamps, E Cormier, E Constant and A Za¨ır
Fifteen Minutes talk plus questions
High Intensity Lasers and High Field Phenomena 2014 [21]
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1.3 Author contribution
The entirety of the results in this thesis were obtained collaboratively to some ex-
tent. The development of the classical electron trajectory code used for the results in
Chapter 4 was done by myself with the guidance of my supervisor Dr. Amelle Za¨ır.
The ﬁlamentation results in Section 4.1.1 were the project of Dr. Steﬀen Driever
and contributed to his PhD thesis [23]. However, the two experimental campaigns
which resulted in this data were performed collaboratively at Centre Lasers Intenses
et Applications (CELIA) which is in partnership with l’Universite´ de Bordeaux I,
CEA and CNRS between Steﬀen Driever, Prof. Eric Constant, Dr. Amelle Za¨ır,
Jean-Cristophe Delagnes, Konstantin Holzner, Nikita Fedorov, and myself. The high
harmonic generation and temporal synthesis experiments from Chapter 5 were per-
formed at CELIA with Prof. Eric Constant, Dr. Amelle Za¨ır, Konstantin Holzner,
Ludovic Quintard, Ettienne Bloch, Nikita Fedorov, and myself. In Chapter 6 the
design of the glass plates for generation of a spatial ﬂat top focus was done by Prof.
Eric Constant, and implemented by myself with the aid of Konstantin Holzner. The
development of the glass pinhole in the vacuum spatial ﬁltering seen in Section 6.4.1
is based on of a design by Prof. Roland Smith and undertaken by myself. The data
and results seen in Section 6.5 were recorded and analysed by myself. During the
HHG experiments I worked collaboratively with Allan Johnson, Konstantin Holzner,
Dr. Amelle Za¨ır and myself.
1.4 Organisation of thesis
In this thesis, Chapter 2 gives the background theory to ultrashort pulses, laser-
matter interactions, ionisation processes, and a review of high harmonic generation
(hereinafter HHG). Chapter 3 presents background information for the lasers used.
Chapter 4 presents the results of classical trajectory simulations for electric ﬁeld syn-
thesis in parallel polarisation and presents methods of achieving temporal synthesis.
Chapter 5 presents the results from the temporal synthesis of the laser electric ﬁeld
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amplitude. Chapter 6 contains the experimental results of spatial synthesis, including
the implementation of the vacuum spatial ﬁlter, phase plates and HHG. The conclu-
sion and future work is presented in Chapter 7. The appendix shows the copyright
permissions for the reproduced ﬁgures.
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Chapter 2
Theory and background
This chapter will introduce a few of the key theoretical frameworks relating to strong
ﬁeld physics; Gaussian laser beams; high harmonic generation; and present motiva-
tions for the experiments in the chapters that follow it.
2.1 Ultrashort pulses
In strong ﬁeld physics, the aim is to produce light with intensities strong enough so
as to signiﬁcantly perturb the electric ﬁelds in atoms and molecules. Some routes to
achieve lasers with the aforesaid intensity may include increasing the laser output en-
ergy or decreasing the focal spot size. However, these have limitations, and therefore
another method is to use a pulsed laser. Typically, the pulse duration required to
achieve such intensities are of the order of tens of picoseconds (×10−12 s) and more
often femtoseconds (×10−15 s).
Ultrashort pulses are characterised by high peak intensity and broadband in nature.
This section introduces some concepts relating to ultrashort pulses, and in this thesis
means on the order of a few tens of femtoseconds: ×10−15 s. It is by no means a fully
comprehensive review, but introduces some of the concepts that arise in the lab from
using pulses of such short durations. For a comprehensive review see [24].
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Ultrashort pulses are typically deﬁned with a fast oscillating carrier wave, which has
a Gaussian ﬁeld amplitude. This is shown in ﬁgure 2.1 where the dashed line is the
Gaussian envelope and the grey solid line is the carrier wave. The form of the electric
ﬁeld here is as follows:
E(r, t) = A0(r, t)e
i(k·r−ω0t−ϕ0). (2.1)
Here, A0(r, t) is the electric ﬁeld amplitude, k is the wave vector, ω0 is the angular
frequency, r is the position, t is the time and ϕ0 is the carrier envelope phase (CEP).
The magnetic ﬁeld is neglected because the relatively low intensities that are used
in the experiments for this thesis are below where it becomes signiﬁcant; generally
the magnetic ﬁeld is two order of magnitudes lower than the electric ﬁeld. Also, the
spatial dependence of the pulse is not considered here with the main focus on the
temporal properties only
E(t) = A0(t)e
i(ω0t−ϕ0). (2.2)
The carrier envelope phase (CEP) is highlighted in ﬁgure 2.1 within the circular
zoomed section. The CEP is the diﬀerence between the peak of the ﬁeld amplitude,
A0(t) and the peak of the carrier wave. In this case ϕ0 = π/2. The CEP is an impor-
tant parameter for few-cycle pulses, like the one pictured, because it can aﬀect the
peak intensity, whereas in longer pulses it does not. The magnitude of the electric
ﬁeld is signiﬁcantly diﬀerent between the half-cycles in a few-cycle laser pulse. This
in turn aﬀects the maximum electric ﬁeld attained by the pulse, and therefore the
processes it drives. In longer pulses, the subsequent half-cycles have similar electric
ﬁeld magnitudes, therefore the CEP will have small aﬀect on the maximum electric
ﬁeld of the pulse. This is said to be the slowly varying envelope. For example, > 10 fs
for 800 nm
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Figure 2.1: Electric ﬁeld of a linearly polarised 800 nm few-cycle pulse. The pulse is the
product of a slowly varying amplitude envelope, and a carrier oscillation at the laser fre-
quency. This is shown in the dashed and solid line respectively. The carrier envelope phase
(CEP), ϕ0, is deﬁned as the diﬀerence between the peak of the electric ﬁeld and amplitude.
Figure 2.2 shows the diﬀerence between a CEP of 0 and π/2, and it can be clearly
seen that the peak of the carrier wave coincides with the peak of the amplitude, for
ϕ0 = 0. For ϕ0 = π/2, the peak has moved to an earlier time, hence reducing its peak
value.
φ0 = 0 φ0 = π/2
Figure 2.2: Same as ﬁgure 2.1 but with diﬀering CEP. Left: ϕ0 = 0. Right: ϕ0 = π/2
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Equation (2.2) can be simpliﬁed into the amplitude and the temporal phase function
E(t) = A0(t)e
iϕ(t). (2.3)
Here, ϕ(t) is the time dependent phase. This is useful when wanting to describe the
instantaneous angular frequency, ω(t),
ω(t) =
∂ϕ(t)
∂t
. (2.4)
Additionally, from ﬁgure 2.1 two velocities can be proposed, the phase and group
velocity
vp =
|ω|
|k| , (2.5)
vg =
∣∣∣∣∂ω∂k
∣∣∣∣ . (2.6)
Here, vp and vg are the phase and group velocity respectively. The phase velocity
is the speed at which the faster oscillating carrier wave is travelling, and the group
velocity is the speed at which the slowly varying amplitude travels.
(a) (b)
Figure 2.3: (a): Gaussian (solid line) and sech2 (grey dashed line) pulse envelope compared
on a linear scale. (b) Gaussian (solid line) and sech2 (grey dashed line) pulse envelope
compared on a Log scale.
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There are two main amplitude functions used to describe experimental measurements
of the electric ﬁelds: Gaussian and sech2. In ﬁgure 2.3 there is a plot to show the
diﬀerence. The functional forms are as follows:
A0(t) = A0 sech
2(t/τ), (2.7)
A0(t) = A0 exp(2 ln 2(
t
tp
)2). (2.8)
Here, tp is the full width at half maximum (FWHM) for a Gaussian temporal envelope
(equation (2.8)) and τ = 1.76× tp, is the FWHM of the sech2 envelope (2.7). What
can be seen is that the Gaussian envelope decays much faster in the wings  e−t2 and
the sech2 decays with a slower rate ( e−t). Theorists often use sech2 pulse envelopes
for the reason that the function goes to zero, where a Gaussian does not.
The diﬀerence between the two pulse envelope shapes is also relevant to experimental-
ists because the output from diﬀerent laser regimes leads to both Gaussian and sech2
pulses. For example, the expected output from the oscillator in the Red Dragon Lab-
oratory which is used for the work presented in this thesis is a sech2 proﬁle. However,
due to distortion eﬀects such as ampliﬁed stimulated emission and gain saturation,
the output of the laser is more Gaussian post ampliﬁcation.
So far the description of ultrashort pulses has been in the time domain, and now the
spectral properties of the ultrashort pulses, and how they are linked to the temporal
properties is presented. Firstly the spectral distribution, S(ω), of a pulse can be
found by Fourier transforming equation (2.3) to give [24]
E˜(ω) = A˜0(ω)e
iϕ(ω) =
∫ ∞
−∞
E(t)e−ωtdt, (2.9)
and then squaring the modulus: S(ω) = |E˜(ω)|2. This forms a link between the spec-
tral and temporal properties of the pulse, and leads to the time-bandwidth product.
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The time-bandwidth product of ultrashort pulses is the multiplication of its duration,
τ , with its spectral bandwidth, Δω
τΔω ≥ 2πcB. (2.10)
Here cB is the numerical constant that varies depending on the pulse shape [24].
Here, cB = 0.441 and cB = 0.315 for Gaussian and sech
2 pulses respectively. This
arises from the fact that the spectral and temporal properties are linked via Fourier
transforms, meaning that τ and Δω can not be independent.
The time-bandwidth product is a fundamental limit, and pulses that have a product
equating to cB are said to be transform limited. There are requirements for a pulse to
be transform limited, for example, to be unchirped (ﬂat spectral phase) and without
any modulation in frequency. These pulses will have time-bandwidth products greater
than cB.
2.1.1 Spectral phase
The left hand side of equation 2.9 shows the expression for the spectral distribution
of a Gaussian laser pulse, E˜(ω) = A˜0(ω)e
iϕ(ω). The term ϕ(ω) is called the spectral
phase and partly determines the shape of the pulse along with the amplitude function
A˜0(ω). To understand the spectral phase more clearly one can represent it as a Taylor
expansion about a the central frequency, ω0, as follows:
ϕ(ω) = ϕ(ω0) +
∂ϕ
∂ω
∣∣∣
ω0
(ω − ω0) + 1
2
∂2ϕ
∂ω2
∣∣∣
ω0
(ω − ω0)2 + ... (2.11)
Or more concisely as follows:
ϕ(ω) =
∞∑
n=0
1
n!
∂(n)ϕ
∂ω(n)
∣∣∣
ω0
(ω − ω0)n. (2.12)
There diﬀerent order terms in the Taylor expansion of equation 2.11 contribute to
diﬀerent features of an optical pulse.
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Here ϕ(ω0) ≡ ϕ(0) relates to the absolute phase accumulated.
∂ϕ
∂ω
∣∣∣
ω0
≡ ϕ(1) is the group delay and is the absolute time taken for the pulse
envelope to travel through a medium. For example, when a pulse travels
through a medium of length L, the group delay is ϕ(1) = L/vg.
1
2
∂2ϕ
∂ω2
∣∣∣
ω0
≡ ϕ(2) and is the group delay dispersion (GDD), although is some-
times ascribed the names ‘quadratic phase’ or ‘chirp’. This term relates is
the variation of the group delay with angular frequency resulting in diﬀerent
frequencies travelling at diﬀering velocities through a particular media. This
therefore can induce an increase or decrease in the pulse duration depending
on the sign of the GDD. For a positive GDD, longer wavelengths will arrive
before the shorter, and consequently lead to an increase in pulse length; the
pulse is stretched. The case is opposite if there is a negative GDD (anoma-
lous dispersion). The GDD of 1mm of fused silica is +32 fs2 at 800 nm
but −26 fs2 at 1500 nm. This means a pulse with a central frequency of
800 nm will stretch, whereas a pulse at 1500 nm will be compressed because
the shorter wavelengths travel faster than the longer. An optical pulse at
1500 nm will be able to be compressed by simply passing through fused silica.
1
6
∂3ϕ
∂ω3
∣∣∣
ω0
≡ ϕ(3) is the third order dispersion (TOD) term and relates to pre
and post pulses of an optical pulse in the temporal domain. When con-
sidering femtosecond pulses below the range of 30 fs, compensating for the
second order dispersion is not enough. Without compensation of the TOD,
any ultrashort pulse will undergo deviation from a transform limited pulse
shape. For instance, assuming a Gaussian shape at center wavelength of
1830 nm, ϕ(3) = 1000 fs3 in 3mm of fused silica and 1mm of CaF2 which
caused a transform limited pulse to broaden from 10.1 fs to 14.7 fs [25].
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So one can see that when using femtosecond pulses there are many things to consider
when propagating them through materials other than a vacuum. The concept of
spectral phase will become very important when discussing the lasers used in this
thesis (Chapter 3).
2.2 The strong ﬁeld regime
Strong ﬁeld physics is the investigation of light-matter interactions when the light
intensity is high enough that its electric ﬁeld is comparable to the Coulomb ﬁeld
binding the outer valence electrons of an atom. It can be approximated by compar-
ing the energy of the ﬁrst orbit in hydrogen according to the Bohr model.
Using
E =
e
4π0a20
, (2.13)
where e is the elementary charge of an electron, 0 is the permittivity of free space
and a0 is the Bohr radius, gives an electric ﬁeld of E = 5.57 × 1011V/m. This can
used to approximate the peak ﬁeld intensity of a laser using:
I =
1
2
c0E
2. (2.14)
For the value of electric ﬁeld found above, the peak intensity is I = 3.5×1014Wcm−2.
This takes the interaction far above the perturbative regime, and is achievable with
most lasers operating at the TW peak power.
This is commonly called the Strong Field Regime, and here some basic concepts are
introduced. Deﬁnition of the polarisation of an atom or molecule is presented as:
P = 0
N∑
n=1
χ(n)En, (2.15)
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Here, P is the polarisation per unit volume, 0 is the permittivity of free space, χ
(n)
is the susceptibility of order n and E is the electric ﬁeld. The polarisation is the
response of the atom or molecule to the electric ﬁeld applied. The physical interpre-
tation of the linear susceptibility, χ(n), is how much the atom or molecule responds
to the electric ﬁeld.
It was not until the 1870s that it was shown by Rev John Kerr that the refractive
index of various liquids and solids changed as a function of the applied DC electric
ﬁeld [26]. This is called the DC Kerr Eﬀect and arises because the refractive index
can be shown to be a function of the non-linear susceptibility, χ(n),
n =
√
1 + χ(1) + χ(2) . . . χ(n). (2.16)
This showed that there was a whole new sub ﬁeld of optics for the strong ﬁeld regime
and this was the birth of non-linear optics.
2.3 Motion of electrons: ponderomotive energy
Deﬁnition of the strong ﬁeld regime is presented in this section in terms of electron
dynamics. Consider a free electron of mass, me, in the presence of a laser of angular
frequency, ω, E(r, t) = Er cos(ω0t). Where, Er is the spatially varying electric ﬁeld
component. The force applied on the system is
F(r, t) = mex¨(r, t) = −eEr cos(ω0t). (2.17)
By rearranging and integrating with respect to time we can get the velocity of the
electron in the ﬁeld, x˙(r, t):
17
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x˙(r, t) = −ex(r, t)
meω0
sin(ω0t) + ui. (2.18)
Integrating again, the time varying position of the electron in the ﬁeld, more com-
monly called the trajectory of the electron is found; x(r, t):
x(r, t) =
eEr
meω20
cos(ω0t) + ui + xi. (2.19)
Where ui and xi are the initial velocity and position at t = 0 s respectively. What can
be seen is that the position and velocity of the electrons are oscillating with respect
to time and have amplitudes of:
|x˙(r, t)| = eEr
meω0
, (2.20)
|x(r, t)| = eEr
meω20
. (2.21)
For weak electric ﬁelds, the amplitudes are very small. However, in the strong ﬁeld
experiments where the ﬁelds can be in excess of Er = 10
11Vm−1 and at the usual
Ti:Sapph laser frequency of λ = 800 nm the displacement of the electron can be
x0  3 nm. This is signiﬁcant because it is greater that the Bohr radius 3 nm > a0.
Now if we look at the cycle average kinetic energy, T¯ of the electron:
T¯ =
1
2
mex˙(r, t)
2, (2.22)
and now substituting in the above equation for velocity we arrive at what is called
the ponderomotive energy:
Up =
e2E2r
4meω20
. (2.23)
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With modern lasers commonly approaching values of I  1014Wcm−2, the pondero-
motive energy can reach Up > 10 eV. This is very signiﬁcant because it can approach
close to twice the binding energy for some atomic and most molecular processes.
This is entering the strong ﬁeld regime, meaning the ponderomotive energy can not
be ignored.
2.4 Ionisation processes
There are various ionisation regimes that depend on the electric ﬁeld strength of the
laser compared to the binding energy of the outer valence electrons. For example in
argon, the ionisation potential, Ip = 15.76 eV. Modern lasers are readily available
to reach this energy and therefore a discussion of the main ionisation regimes are
presented in the following passages.
2.4.1 Multi-photon ionisation (MPI)
It has long been common knowledge among the scientiﬁc community that an atom or
molecule can be photo-ionised by a single photon of energy greater than the ionisation
potential of the binding potential [27]. The cross section of a two photon transition
is in comparison very small, and so a very intense light source is needed to provide
the number of photons required to increase the chance of this interaction occurring.
Once lasers were discovered the required sources became available and two-photon
ionisation was observed [28,29]. Not long after experiments showing multi-photon ion-
isation were performed [30]. In this particular case an electron in xenon was shown to
absorb many photons from a ruby laser. The electron transitions from virtual state
to virtual state, until it can escape the potential of the ion and enter the continuum.
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Figure 2.4: The electric ﬁeld of an atom as a function of radial distance from the core in
thin dashed line. The electric ﬁeld of a laser shown in thick dashed line and the modiﬁed
ﬁeld in solid black. Here the red line is the ionisation potential. The electron is ionised
by simultaneous absorption of multiple photons due to the moderate intensity of the laser
(shown with the vertical arrows).
Figure 2.4 shows the MPI process schematically. The solid black line is the resultant
ﬁeld of the laser ﬁeld (thick dashed line) and the ﬁeld of the atom (thin dashed line).
Here the ionisation potential, Ip, is shown with the red horizontal line and the ab-
sorption of the multiple photons by the vertical arrows.
The N -photon ionisation rate, RN is given by [31]
RN = σNI
N , (2.24)
where, σN is the generalised N -photon ionisation cross-section and the laser intensity
is I. Generally the ionisation cross section of the atom will decrease as the number of
photons required is increased. Therefore to observe and N -photon ionisation, a high
enough intensity is required.
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2.4.2 Above threshold ionisation
Above threshold ionisation (ATI) is the process where the electron absorbs many more
photons than the N required to reach the continuum from its bound state. Previously
the expected and observed energy of emitted electrons in MPI was Nω − IP where,
ω0 is the energy of the photon and IP is the energy required to ionise the electron.
This meant that the typical energy spectrum was a single peak with a width that
was determined by many diﬀerent factors, particularly electron acceleration. This
is shown in ﬁgure 2.5a with the data with the triangle markers. In 1979 Agostini
et al. discovered that in a 6-photon ionisation of xenon atoms the energy spectrum
had two peaks separated by one photon in energy ω0 [32]. This was the ﬁrst exam-
ple of ATI and opened up a new ﬁeld of study within multi-photon ionisation physics.
This is shown in ﬁgure 2.5a. As previously mentioned, there are two sets of data here
for diﬀerent photon energies: one with ω0 = 1.17 eV and the other ω0 = 2.34 eV
which are the data with triangle and circle markers respectively. It is the data from
the frequency doubled ionisation ﬁeld that shows the ATI peak because by increas-
ing the photon energy, the number of photons required for ionisation is halved. The
consequence is that an intensity of about 5 times less is required, meaning that the
ponderomotive force will be reduced greatly.
Figure 2.5b presents results from Kruit et al. and shows absorption of more than the
minimum required photons beyond s = 1, up to s = 7 [33]. It was also observed by
Humpert et al. [34]. The key diﬀerence with this experiment is the intensity of the
ionising ﬁeld. Agostini et al. used a pulse of  4× 1013Wcm−2, where as Kruit et al.
used  1012Wcm−2.
In general the energy, EATI , of emitted electrons in ATI will be:
EATI = (N + s)ω − IP , (2.25)
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(a)
(b)
Figure 2.5: (a) The electron energy spectrum from 6 and 11 photon ionisation in xenon,
image reproduced from [32]. The triangle markers are for λ = 1059.6 nm and shows a typical
MPI peak. The circle markers are for λ = 529.8 nm and present the ﬁrst ATI peak observed.
By increasing the photon energy, the number of photons required for ionisation is halved,
therefore the probability of observing an ATI peak is greater. (b) Ionised electron spectrum
of xenon atoms using λ = 1064 nm laser at 1012Wcm−2, image reproduced from [33]. This
presents 7 ATI peaks from N = 1 to N = 7.
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where, the electron absorbs the minimum number of photons, N , and an additional
s photons. Agostini et al. observed the case for s = 1.
The ionisation rate, RN+s is similar to the one of MPI, shown in that section, except
for a few modiﬁcations [31]:
RN+s = σN+sI
N+s, (2.26)
where, σN+s is the ionisation cross-section of N + s photons.
Another observation of the ATI spectra is that as the intensity of the laser increases,
the low order electron peaks are suppressed. The experiment was performed well
below the saturation intensity, so said suppression can not be attributed to that [32].
It is explained by the AC-stark shifts of the atomic bound states due to increasing
ionising ﬁeld [35]. It is also due to the eﬀect of the ponderomotive energy which was
derived earlier in equation (2.23). The additional kinetic energy the electrons have
acquire the higher lying electron states to shift by Up, requiring more photons to
ionise the atom.
The adjusted energy of the ATI is therefore:
EATI = (N + s)ω − (IP − Up). (2.27)
At the threshold where the ponderomotive energy becomes larger than the photon
energy, electron peaks will be suppressed, as in ﬁgure 2.6 [35, 36].
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Figure 2.6: Photo-electron spectrum showing the ATI peaks from an N = 11 ionisation
regime in xenon as the intensity of the ionising ﬁeld increases. Image reproduced with
permission from [35].
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2.4.3 Tunnel ionisation models
Another ionisation regime described lies between the limits of MPI and over the bar-
rier ionisation (OTBI) and is considered a non-perturbative regime. The electric ﬁeld
of the laser is comparable to that of the atom, and is able to reduce the inﬁnite
Coulomb potential so that the electron sees a ﬁnite potential barrier of ﬁnite thick-
ness. This is shown in ﬁgure 2.7.
E(r)
Elaser
Etot
I
p
Figure 2.7: The electric ﬁeld of an atom as a function of radial distance from the core in
thin dashed line. The electric ﬁeld of a laser shown in thick dashed line and the modiﬁed
ﬁeld in solid black. Here the red line is the ionisation potential. The laser ﬁeld here is high
enough to distort the Coulomb potential of the ion such that it becomes a barrier of ﬁnite
thickness. This allows the electron to tunnel through the barrier leaving the system ionised.
There are many diﬀerent theoretical approaches to describe electron dynamics, be-
cause it plays a key role in understanding how electrons travel from the bound state
to the continuum. The semi-classical treatment developed by Perelomov, Popov and
Terent’ev (PPT) treats tunnelling ionisation semi-classically, and is one of the most
popular theories today [37–39].
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This was further developed by Ammosov, Delone and Krainov for atoms in arbitrary
states into a theory in its own right, now called ADK theory [40]. And another very
signiﬁcant model of tunnelling ionisation is the Strong Field Theory (SFA) [9,41,42].
This is very good for qualitative analysis of experiments, but again neglects the
Coulomb potential of the parent ion.
Yudin and Ivanov consider the sub-cycle dynamics of the laser pulse in their theory
for tunnelling ionisation, and in the limit of cycle-averaged rates they recreate the
results of the PPT theory [43]. PPT and ADK both rely on the assumption that the
laser ﬁeld oscillates ”slowly” when compared to the electronic response of the atoms;
this means that the electric ﬁeld is treated as a DC electric ﬁeld, but this is only valid
in the strong ﬁeld regime. This is where Yudin and Ivanov add a correction to PPT,
giving a time dependent ionisation rate. This is also known as non-adiabatic tunneling.
For a comprehensive review of tunnel ionisation theory, see [44]. Figure 2.8 is repro-
duced with permission from the aforesaid paper and compares the diﬀerent ionisation
models in xenon (and other rare gas atoms in the paper) for a linearly polarised
800 nm laser pulse at diﬀerent intensities. The conclusion is that the PPT model ﬁts
the data for all rare gas atoms in the γ  1 regime (see next section), whereas the
ADK and SFA are not useful over the whole range.
All of the models however, yield the electron ionisation rate, Γ(E(t)), where E(t) is
the laser electric ﬁeld strength:
Γ(E(t)) =
4
E(t)
exp
(
2
3E(t)
)
. (2.28)
This shows the ionisation rate decreases exponentially as the electric ﬁeld strength is
decreased.
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Figure 2.8: MPI rate in xenon with a linearly polarised laser pulse at 800 nm for various
tunnelling models. Reproduced with permission from [44]
27
Chapter 2. Theory and background
2.4.4 Over the barrier ionisation
In this ionisation regime the laser ﬁelds approach  1015Wcm−2 and the potential
barrier of the atom is signiﬁcantly suppressed below the ground state of the atom.
The electron can then ionise freely without needing to tunnel, leaving the ground
state depleted. Figure 2.9 is a schematic of the OTBI process. The critical intensity
of the laser ﬁeld is deﬁned as [45]
IOTBI =
π2c30I
4
p
2Z2e6
, (2.29)
here, Z is the atomic number, e is the elementary charge of an electron, c is the
speed of light in a vacuum, 0 is the permittivity of free space and Ip is the ionisation
potential.
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Figure 2.9: A simpliﬁed picture of over the barrier ionisation. The electric ﬁeld of an atom
as a function of radial distance from the core in thin dashed line. The electric ﬁeld of a
laser shown in thick dashed line and the modiﬁed ﬁeld in solid black. Here the red line is
the ionisation potential.
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2.4.5 The Keldysh parameter
All of the above ionisation regimes depend on the ionisation potential of the atom,
IP , and the parameters of the laser ﬁeld. In 1965 Keldysh created a parameter, now
called the Keldysh Parameter, to try and categorise the diﬀerent regimes as a function
of the properties of the laser and atom [46].
The parameter Keldysh proposed compares the period of the oscillating electric ﬁeld
that acts upon the atom, to the tunnelling time for an electron in the potential barrier
created by this ﬁeld. It is deﬁned as
γ = ω0
√
2meIp
eE0
=
√
Ip
2Up
, (2.30)
where ω0 is the central angular frequency of the ﬁeld, me is the mass of an electron, Ip
is the ionisation potential, E0 is the electric ﬁeld strength and Up is the ponderomo-
tive energy [46]. There are three cases that this dimensionless parameter, γ, can take.
γ << 1 : The laser ﬁeld does not vary much over the period of the laser cycle, and
can be considered approximately stationary when compared to the tunnelling time.
This is the tunnel ionisation regime, because the electron has enough time to tunnel
through the barrier, before the electric ﬁeld reverses and restores the inﬁnite potential
well of the atom. The shortest barrier will be when |E(t)| = E0.
γ >> 1 : The case where the period of the oscillating laser ﬁeld is much less than
the tunnelling period. The electron will see an inﬁnite potential barrier before it has
had time to escape the atom, hence closing the channel for tunnel ionisation in this
case. This regime is much more favourable to multi photon ionisation.
γ  1 : The laser period is comparable to the tunnelling time, the ionisation becomes
more interesting, because the limit between tunnel and multi photon ionisation is
more blurred. Here we cannot consider the barrier created by the electric ﬁeld of the
29
Chapter 2. Theory and background
laser to be stationary. The tunnelling electron will see the potential barrier lengthen
as time evolves. But electrons that absorb more than one photon, i.e. the multi
photon ionisation channel, will see the once inﬁnite barrier become ﬁnite, and there-
fore can tunnel from the ion core. This is a unique situation because the electron was
originally undergoing multi photon ionisation, but was actually ionised via tunnelling.
2.5 High harmonic generation
The non-linear laser matter interaction studied in this thesis is high harmonic gen-
eration (HHG). HHG is an optical process that is highly non-linear, converting the
fundamental laser frequency in to a comb of higher harmonics. The high harmonics
are integer multiples of the fundamental frequency. It is also the main technique for
producing attosecond pulses (1 as = 10−18 s) for present day experimentalists in the
laboratory [3, 47, 48].
2.5.1 The three step model
In high harmonic generation, the interaction can be thought of as non-perturbative
because the value of Up is comparable to Ip. The semi-classical model developed by P.
Corkum and K. Kulander is the most common for describing HHG [4,49]. It is called
The Three Step Model and has the most comprehensible analogies of all of the models.
The ﬁrst step is tunnel ionisation (TI) of an electron due to an intense laser ﬁeld
of  1014Wcm−2. Due to this ﬁeld, the Coulomb potential of the atom or molecule
is dressed in a way that creates a ﬁnite potential barrier lower than the energy of
a bound electron state. If the tunnelling time of the electron is less than the laser
cycle, the electron can successfully tunnel out of the bound state and arrive in the
continuum at rest. The reason for this is because the potential barrier will return
to its un-dressed state every half laser cycle. This was ﬁrst reported in 1965 by
Keldysh [46]. This can be seen in ﬁgure 2.10 (a).
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Figure 2.10: Schematic image of the three step model. a) The electron can tunnel out of the
atomic Coulomb potential. b) The electron is accelerated away from the ionic core. c) The
electron is returned to the ionic core where it can recombine and emit a harmonic photon.
The second step is the acceleration of the electron away from the ionic core. It gains
kinetic energy during this acceleration and the total amount is dependent on the
phase of the electric ﬁeld at ionisation. This is seen in ﬁgure 2.10 (b).
The third and ﬁnal step is the recombination of the electron with the ionic core, as
shown in ﬁgure 2.10 (c). The laser ﬁeld might return the electron to close proximity
of the ionic core where it can recombine and release its kinetic energy as a harmonic
photon [49].
The strong ﬁeld approximation (SFA) is a model used within the three step model
which is used to calculate the harmonic spectra and electron trajectories [9]. SFA is
a theory of the motion of the electron in a laser ﬁeld during and after it has been
tunnel ionised, and comprises of a set of approximations and assumptions. Some have
been mentioned in the review of diﬀerent models for tunnel ionisation but they are
as follows:
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(a) Semi-Classical Treatment
The motion of the electron in the laser ﬁeld is treated wholly classically, but
the ionisation event is a quantum eﬀect, hence the name for the treatment
as semi-classical.
(b) Coulomb Potential Neglected
Due to the high ﬁeld strength of the laser compared to the Coulomb po-
tential, the eﬀect it has on the motion of the electron is neglected. This is
justiﬁed because the tunnel ionisation rate deﬁned in equation 2.28 decays
exponentially with ﬁeld strength; tunnel ionisation only occurs eﬃciently at
high intensities.
(c) Zero Momentum
When the electron is tunnel ionised into the continuum, it is assumed to have
zero momentum and be at the position of zero. The fact that in tunnelling,
there is a ﬁnite barrier and there has to be an initial spread of velocities
is ignored. Even so this manages to ﬁt many experimental observations,
especially with the Classical Model of High Harmonic Generation (see next
section).
A cartoon of a typical high harmonic spectrum is shown in ﬁgure 2.11. There are dis-
creet odd harmonics that are separated by two times the fundamental laser frequency,
2ω. After an initial exponential decrease in the low order harmonics, there is a period
of constant intensity for a large spectral range over many harmonic orders: this is
called the plateau. The ﬁnal feature is the harmonic cut-oﬀ, which is a decrease in
intensity of the harmonic orders after a certain point.
The position of the cut-oﬀ is in a well deﬁned region in the harmonic spectrum,
Ecut−off = Ip + 3.17Up. (2.31)
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Figure 2.11: A schematic of a typical HHG spectrum. This shows a graph of frequency
vs. intensity with the odd harmonics as vertical lines separated by 2ω. The harmonic
intensity initially drops oﬀ linearly as a function of frequency, and then remains constant.
The period of constant intensity is often refereed as the plateau, and is labelled so on the
image. Finally, the harmonic intensity will drop oﬀ at a well deﬁned frequency refereed as
the cut-oﬀ.
This is found to be a useful guide experimentally and agrees with the strong ﬁeld
approximation and classical models [4, 50].
2.5.2 Semi-classical model and quantum paths
The classical three step model is very useful for calculating the position of the electron
as it travels in the continuum. These trajectories are referred to as quantum paths.
I will quickly summarise the main assumptions can be justiﬁed as follows:
(a) The coulomb potential of the atom is neglected. If the laser ﬁeld is
strong enough to cause an electron to be tunnel ionised, then this must
occur when it is at its most intense. This means that we can assume the
electron motion after ionisation will be dominated by this ﬁeld, therefore we
can disregard the Coulomb potential.
(b) The initial velocity of the electron is assumed to be zero. This assump-
tion makes the calculations simpler to do.
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(c) Another simpliﬁcation is called the single active electron (SAE) approx-
imation. This means that in the model there is only one active electron in
the continuum, originating from the most weakly bound state. This can be
accepted as a reasonable approximation because it is the orbital with the
smallest ionisation potential. The rate of electron ionisation is exponentially
proportional to the ionisation potential. This means that the electrons more
tightly bound are less likely to be ionised.
For the case of an unbound single active electron in the continuum in the presence of
a linearly polarised ﬁeld the motion x(t) can be shown to be
x(t) =
−eE0
meω20
[
cos(ω0t+ ϕ0)− cos(ω0ti + ϕ0) + ω0(t− ti) sin(ω0ti + ϕ0)
]
. (2.32)
Here the electron travels from an initial time ti, to time t, ω0 is the central laser
frequency, e and me are the elementary charge and mass of an electron respectively,
ϕ0 is the carrier envelope phase of the laser ﬁeld (CEP). The form of E(t) for this
calculation is the following:
E(t) = E0 cos(ω0t+ ϕ0). (2.33)
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Figure 2.12: Calculated electron trajectories as a function of time. Electrons are
launched/ionised at diﬀerent times relative to the laser ﬁeld, hence following many dif-
ferent quantum paths. The kinetic energy was calculated from the velocity of the return-
ing electrons and used to assign the colour of the line of the particular trajectory. Note
that the distance is given in atomic units: 1 a.u = 0.0529 nm. The longest trajectory is
 40 a.u = 2.11 nm. The colour bar here is in units of ponderomotive energy and relates to
the energy of the returning electrons. Calculated by the author.
Figure 2.12 shows the electron quantum paths from equation (2.32) plotted as a func-
tion of time. The reason for so many diﬀerent lines is because the Matlab program
’ionises’ many electrons at diﬀerent ionisation times, ti relative to the ﬁeld. This
means there will be a diﬀerent quantum path and therefore a diﬀerent returning ki-
netic energy in each case. Here t = 0 is set to be at the peak of the electric ﬁeld,
hence seeing electrons being ionised from the start of the x-axis. Electrons ionised
before will never return because it is not physical and beyond the numerical cut-oﬀ.
The colour of the lines represent the amount of kinetic energy the electron has when
it returns to the ionic core. The scale is shown on the colour bar which is on the right
hand side of the ﬁgure and given in units of ponderomotive energy, Up. It is that the
returning kinetic energy starts oﬀ low (denoted by the blue lines), increases and then
decreases again. This is characteristic of HHG emission and is shown more clearly
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in ﬁgure 2.13. Figure 2.12 also illustrates the ionisation and recombination windows.
They are shown by the horizontal lines just above the x-axis and that the electrons
are launched up to 0.25 optical cycles from t = 0, and left to propagate.
The long and short and cut-oﬀ trajectories are deﬁned and discussed herein. The
cut-oﬀ trajectory is the electron trajectory which corresponds the electron returning
with the most kinetic energy and is shown by the label on the graph. The long and
short regimes are shown in the ﬁgure with the vertical lines labelled accordingly;
the long being named because they are in the continuum longer than the cut-oﬀ tra-
jectory and short because the are in the continuum shorter than the cut-oﬀ trajectory.
Figure 2.13: The kinetic energy of the returning electrons plotted as a function of ionisation
time and recombination time. The maximum kinetic energy is 3.17Up and it is labelled on
the diagram. The arrows labelled L.T ionisation and S.T ionisation show the long and short
trajectory ionisation times respectively; and the arrows labelled S.T recombination and L.T
recombination and the recombination times for the short and long trajectories respectively.
The colour bar relates to the energy of the returning electrons as deﬁned on the colour bar.
Figure 2.13 shows the kinetic energy of the returning electrons for individual trajec-
tories calculated in ﬁgure 2.12 is plotted against the time at which the particular
trajectory is ionised. This is shown by the peak on the left hand side of ﬁgure 2.13
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and has the bar labelled “ionisation” underneath it. Whereas on the right hand side
the same kinetic energy is plotted as a function of the time of recombination, with
the bar below labelled “recombination”. Each dot in the ﬁgure represents a diﬀerent
trajectory. Note that the ionisation and recombination is continuous, but here is not
represented as such so as to minimise the computational time for the said simulation.
The colour scale used in ﬁgure 2.13 is the same as ﬁgure 2.12, and can be directly
compared. The red dots correspond to the trajectories with the highest returning
kinetic energy, with the cut-oﬀ being ionised 0.05T after the peak of the laser ﬁeld,
where T is an optical cycle. The cut-oﬀ trajectory is shown with the labels and arrows
in the ﬁgure.
Looking at the longest trajectory in ﬁgure 2.12, it can be seen that the electron was
ionised ﬁrst at ti = 0T and recombines at  t = 1T. The trajectories then get
shorter as the ionisation times increase. These are the so called long trajectories and
are ionised from 0 < ti < 0.05T. The electrons ionised after the cut-oﬀ follow the so
called short trajectories. The ionisation times for the long and short trajectories are
shown in the ﬁgure by the labels and arrows.
When observing how the electrons recombine, one can see that the last electrons to
be ionised recombine ﬁrst. They also have the lowest returning kinetic energy. As one
approaches the time at which the cut-oﬀ electron recombines, one will observe the
short trajectory electrons return with increasing kinetic energy. This is the deﬁnition
of the “positive attochirp”.
As time passes the cut-oﬀ, recombination time and the kinetic energy of the long tra-
jectories decreases. This is the negative attochirp and is shown in the arrow pointing
down from the cut-oﬀ in ﬁgure 2.13.
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2.5.3 HHG with pulsed laser ﬁelds
In the previous subsection 2.5.2 all of the results were shown using a single optical
cycle of an idealised continuous wave (CW) laser. This is a good way to introduce
certain properties of HHG emission, for example the long and short trajectories and
the cut-oﬀ energy. This section will introduce the classical model with pulsed laser
ﬁelds, which are more typically used to reach the intensity needed for HHG. The
electric ﬁeld is of the form
E(t) = E0e
−2
(
t
tp
)2
cos(ω0t+ ϕ0), (2.34)
which is the same as equation (2.33) with the Gaussian temporal envelope, exp(−2t/tp)2,
included. Where tp is the full width half maximum pulse width. There is no analyt-
ical solution for the classical model of the electron quantum paths like the CW case
(equation (2.32)). Therefore the following equation has to be solved numerically:
x(t) =
e
me

E(t)dt. (2.35)
To do this the author wrote a Matlab code to numerically solve equation (2.35). The
numerical method used was the internal Matlab ‘ODE45’ solver which is an adap-
tive Runge-Kutta routine for solving two coupled diﬀerential equations that can be
constructed from this [51]. In ﬁgure 2.14 the electron quantum paths that have been
numerically calculated are shown. This is equivalent to ﬁgure 2.12, in that there are
many ionisation events relative to each optical cycle, which are continuous but only
a small portion is shown here. Each of these trajectories have been plotted with a
colour corresponding to the kinetic energy of the returning electron. Again the scale
is shown on the graph and is presented in Up units and is consistent throughout all
of the simulations in this thesis.
What can be see in is that the temporal envelope each optical cycle has a diﬀerent
peak electrical ﬁeld value. Because of this the ionisation events at the trailing and
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Figure 2.14: Results from the numerical calculations of electron trajectories. The lines here
represent the electron trajectories as a function of time. Electrons are launched/ionised at
diﬀerent times relative to the laser ﬁeld, hence following many diﬀerent quantum paths.
The kinetic energy was calculated from the velocity of the returning electrons and used to
assign the colour of the line of the particular trajectory. Note that the distance is given
in atomic units: 1 a.u = 0.0529 nm. The longest trajectory is  30 a.u = 1.587 nm. The
second axis on the right hand side shows the form of the electric ﬁeld plotted in the dashed
red line. The temporal envelope has a value of tp = 4 fs at 1/e
2
leading edge of the temporal envelope yield electron trajectories with less energy than
those at the peak. This is reﬂected in the colours of the trajectories in the ﬁgure.
This means is that only the optical cycles near the peak will have returning kinetic
energy near the edge of the plateau and cut-oﬀ (see ﬁgure 2.11) [52]. This is a very
important point and can be exploited as a “gating” technique to produce isolated
attosecond pulses.
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Figure 2.15: The kinetic energy of the returning electrons plotted as a function of ionisation
time and recombination time for all optical cycles in a 4 fs pulse. The horizontal arrows
labelled 1 − 5 highlight the ionisation and recombination times for that particular half
optical cycle. These are also labelled in ﬁgure 2.14.
Figure 2.15 shows the kinetic energy of the returning electrons plotted as a function
of ionisation time and recombination time for all optical cycles within a 4 fs pulse
envelope. Because there is more than one optical cycle in the pulse, there are multiple
peaks appearing in the graph. To simplify this, the ﬁve most intense optical cycles in
the pulse have been labelled in ﬁgure 2.14, and the corresponding kinetic energy peaks
shown in ﬁgure 2.15. As usual there are two peaks for each optical cycle because the
kinetic energy has been plotted as a function of ionisation and recombination time.
2.5.4 Phase matching
The three step model, strong ﬁeld approximation and other models try to explain
how a single atom responds to an intense laser ﬁeld. When generating harmonics
in the laboratory, one needs to consider macroscopic eﬀects, and a one such eﬀect is
phase matching.
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There are many ways to generate harmonics and the technique commonly used in the
work reported involves focussing a laser into a gas jet of length  100μm. This means
many atomic emitters will need to add up constructively for there to be a detectable
signal.
In an ideal situation the harmonics generated will travel at the same phase velocity
as the fundamental laser ﬁeld. If they do not then the mismatch between the two
wave vectors, Δ
−→
K is deﬁned as
Δ
−→
K =
−→
k q − q−→k 0. (2.36)
Here,
−→
k q and
−→
k 0 is the wave vector of the q
th harmonic and the fundamental respec-
tively. In the case where they propagate through the medium at the same velocity,
Δ
−→
K = 0, which is perfect phase matching conditions. Looking closer at the mismatch
wave vector, Δ
−→
K, there are many contributing factors to it. The full equation for
this is
Δ
−→
K =
−→
k e +
−→
k at/mol +
−→
k Gouy +
−→
k dipole. (2.37)
It is simpler to discuss the implications in terms of phase, rather than wave vectors:
−→
k =
−→∇ϕ. The ﬁrst phase term comes from wave packet spreading in the contin-
uum [53]:
−→
k e =
−→∇ϕe. This can be approximated to be very small if the gas phase is
used as the generation medium.
−→
k at/mol =
−→∇ϕat/mol is the phase due to the change in refractive index that is present
because of the atoms or molecules in the generation medium. This is kept to approx-
imately zero by minimising the pressure in the gas jet, though this is at the expense
of less contributing atoms.
The next contribution to the mismatch vector is the geometrical phase
−→
k gouy =
−→∇ϕgouy. As a Gaussian beam propagates through a focus, there is a shift of the Gouy
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phase by π [54]. This is visualised in the diagram in ﬁgure 2.17, where one can see
the wave fronts change phase as they pass through the focus. This is described in
further detail in section 2.6.
The ﬁnal contribution is called the dipole phase:
−→
k dipole =
−→∇ϕdipole. It comes from
the oscillation of the dipole between the free electron and the ionic core and its phase
therefore depends on the election excursion time. In the description of the three-step
model and HHG, it has been demonstrated that the intensity has an eﬀect on the
excursion time. By inference here this will therefore eﬀect the dipole phase. Having
a larger region where the intensity is constant, for example through the generation
of a beam focus with a ﬂat-top proﬁle, implies a larger volume emitting harmonic
light at the same phase. This allows for more coherent build up of the HHG signal.
This is one of the main motivations for the work in this thesis herein, and is of key
importance in the discussion within Chapter 6.
In the laboratory, the ﬁrst two phase mismatch terms are slowly varying and small
compared to the ﬁnal two so therefore ignored. It is the geometrical and dipole
phases that are balanced to make Δ
−→
K = 0 for certain conditions. The equation is
also non-symmetric about the focus because the diﬀerent terms contributing to Δ
−→
K
are non-symmetric about it. The dipole phase, ϕdipole is symmetrical about the focus
through z [8, 55]. But the shift in the Gouy phase is not, this term changes from a
positive value to negative value [8].
From studies by P. Salie`res et al. [8] it was shown that before the focus the dipole
and Gouy phase both have the same sign. Due to the vectorial nature of the phase
matching equation, this means that there is no on axis phase matching for harmonics.
After the focus (z > 0), there is on axis phase matching. The dipole and Gouy phase
have opposite signs and therefore can cancel each other out. This is shown in ﬁgure
2 of [8] and is reproduced with permission from the journal in ﬁgure 2.16.
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Figure 2.16: Simulation of the total phase of the polarisation on the propogation axis (solid
line); dipole phase (short dashed line); and the Gouy phase (long dashed line) as you travel
through the z position. The results presented are for the 45th harmonic with a laser intensity
of 6× 1014Wcm2. Figure reproduced with permission from [8].
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2.6 Gaussian beams
Up to now in this thesis we have considered the electric ﬁeld of the laser as a plane
wave (equation (2.33)). This is adequate to a certain degree, but when discussing
phase matching in harmonics and laser beams in general, we need a better description
of the radial dependence of the electric ﬁeld.
E(r, z) = E0
w0
w(z)
exp
[ −r
w2(z)︸ ︷︷ ︸
amplitude factor
−
longitudinal phase︷ ︸︸ ︷
ikz + iξ(z) − ik r
2
2R(z)
]
︸ ︷︷ ︸
radial phase
. (2.38)
Here, E0 is the electric ﬁeld amplitude, w0 is the radial point where the intensity
drops by 1/e2 at the focus, k = 2π/λ is the wave number, z is the direction of
propagation, R(z) is the radial curvature as a function of z, w(z) is the amplitude
factor, ξ(z) is the Gouy phase and r is the radial distance from the centre of the beam.
Equation 2.38 is the product of three parts that are labelled with the horizontal
braces. The ﬁrst part of equation (2.38) is labelled the ‘amplitude factor’ and de-
noted by E0w0/w(z) exp(−r/w2(z)). It contains the function w2(z):
w2(z) = w20
[
1 +
( λ0z
πnw20
)2]
= w20
[
1 +
( z
z0
)2]
, (2.39)
z0 =
πnw20
λ0
. (2.40)
Here λ0 is the central wavelength and n is the refractive index of the medium; for
air the refractive index is n = 1. The quantity, z0, is the Rayleigh range and is the
position where the area of the beam has doubled compared to the beam waist at the
focus, w0 and is shown in equation 2.40.
The amplitude factor indicates that if one has a beam size at the focus of value w0,
at some axial position z, the beam size will be w(z). This is shown by the curved line
sketched in ﬁgure 2.17. Notice that for a perfect Gaussian beam, all one requires to
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Figure 2.17: The radial spot size and wavefront proﬁle of an ideal Gaussian beam as it
passes through a focus. Here w0 is the smallest 1/e
2 spot size is the intensity has dropped
by that much. z0 is the Rayleigh Length, and is the axial distance at which the intensity
has dropped by a factor of 2.
calculate a beam waist at point z, is the beam waist at the focus w0 and z only.
The second term in equation 2.38 is regularly called the ‘longitudinal phase’ and is
given by exp(−ikz+iξ(z)). This part shows how the ﬁeld varies along the propagation
axis. It is essentially a plane wave with a small correction factor ξ(z) where,
ξ(z) = arctan
( z
z0
)
. (2.41)
This is regularly ascribed the name Gouy phase and was mentioned at the end of the
last section in this thesis when discussing phase matching in HHG [54]. The Gouy
phase can only shift between ±π and is therefore considerably smaller when compared
to the phase accumulation due to the plane wave part, exp(−ikz).
The third part is the radial phase factor exp(−ikr2/2R(z)) and essentially the radius
of the spherical phase fronts as some distance z. The phase is negative, so as you
move away from the focus in the +z direction and at constant r, the phase lags. The
radius of curvature of the phase fronts is given by the function R(z):
R(z) = z
[
1 +
(z0
z
)2]
. (2.42)
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Figure 2.18: The Gaussian beam width in the +z direction; the left of the image indicating
the focal position and increasing z direction to the right. This is a good way to visualise
w(z) and R(z) from equation (2.38). Here, the red line indicates the amplitude factor and
the purple lines indicate the increase in the radius of the wave fronts as the beam propagates
away from the focus.
There are three approximations that can help understand equation (2.38) a little
more. For positions close to the beam waist, w0 or z << z0, the radius of curvature
R(z) → ∞. This means that the wave fronts are planar and can be thought of as a
plane wave. Also in this region w(z) → w0, meaning the beam is not a function of
z and does not spread out signiﬁcantly as it propagates away from the focus. This
can be seen in ﬁgure 2.18 where the purple phase fronts are not curved, and have
approximately the same beam width the the beam propagates in z.
When far away from the focus i.e. z >> z0, one will readily see that the radial phase
of the wave fronts is R(z) ≈ z; the radius is approximately spherical with a curvature
of the distance away from best focus. This is as we expect because a focussed laser
beam appears to be a point source when viewed far away from the focus. The beam
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waist w(z) can be approximated to be spreading out as a function of z:
w(z) ≈ λ0z
πnw0
, (2.43)
and diﬀerentiating with respect to z will also show that we have a constant divergence
θ/2:
θ
2
=
λ0
πnw0
. (2.44)
This is as we expect from observations in the laboratory: the divergence of the beam
inversely proportional to the beam waist, i.e. if you have a larger w0 the divergence
is less.
In this chapter one will see the importance of phase matching on the high harmonic
generation process, and note the intensity dependence of the dipole phase in the
phase mismatch equation 2.37. To this eﬀect a constant intensity will reduce the
dipole phase contribution to the phase matching in the HHG process and therefore
improve the on axis trajectory emission.
Furthermore, in the Author’s classical simulations of the electron trajectories it was
shown that the peak electric ﬁeld of the laser cycle directly aﬀects the excursion time
of said electrons. To this extent, temporal synthesis of the pulse envelope will yield
more laser half-cycles at similar peak intensities and therefore similar excursion times.
This means more emitters with the same phase and ultimately a higher eﬃciency in
the HHG process.
Discussion of the macroscopic eﬀects of the HHG process will have shown the tem-
poral envelope is not the only factor to consider. Knowledge that radially about the
propagation axis, the intensity also varies due to the Gaussian spatial envelope most
lasers have, will indicate that this will aﬀect the eﬃciency of the HHG too.
One would therefore arrive at the conclusion to try to create a laser pulse with a ﬂat
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top temporal envelope and radial ﬂat top spatial intensity in order to achieve these
eﬀects. This is one of the main aims of this thesis and is discussed in the following
chapters.
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Laser Requirements
In this thesis so far the properties of high harmonic generation has been discussed.
This chapter now turns attention to the laser systems used for the generation of high
harmonics. The two main experiments discussed in this thesis were performed in two
diﬀerent laboratories. One was in the Red Dragon laboratory at Imperial College and
the other was the ECLIPSE laser at Centre Lasers Intenses et Applications (CELIA).
CELIA is a research facility in partnership with l’Universite´ de Bordeaux I, CEA and
CNRS.
3.1 Chirped pulse ampliﬁcation
In order to generate high harmonics in the laboratory, a high peak power laser is re-
quired, and unfortunately ‘oﬀ the shelf’ oscillators currently do not oﬀer enough peak
power for suﬃcient generation of HHG and therefore are required to be ampliﬁed.
One such method of ampliﬁcation used in laser systems is the so called Chirped Pulse
Ampliﬁcation (CPA).
The mechanism for most ampliﬁers is very similar to lasings in that it is a population
inversion in a linear crystal which then proceeds to stimulate emission of electrons
as the laser is passes through it. To increase the output energy, this beam is passed
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through the amplifying medium multiple times; and like lasing in a cavity, the output
will be coherent.
From ﬁrst inspection this method appears to allow ampliﬁcation up to any limit
required for the user and seems like a very simple method to get more energy per
pulse. However, there are limits to this technique, for example irreparable damage
of the ampliﬁer crystals due to the high power. Given the cost of the crystals this is
something that is to be avoided. This is where the development of CPA became very
useful for ampliﬁcation up to high energies [56–58].
Chirped Pulse Ampliﬁcation is now a state of the art method for amplifying ultra-
short laser pulses from oscillators up to energies that can be used for HHG and strong
ﬁeld physics ( mJ level). This technique is conceptually shown in ﬁgure 3.1: the
pulses are temporally chirped, which lengthens the pulse duration by many orders of
magnitude, therefore reducing the peak power. This now means they can be passed
through the ampliﬁer, without the risk of damaging it, and ﬁnally the pulses are
re-compressed, usually by a grating pair. This increases the peak power from the nJ
to the mJ level in modern laser systems.
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Figure 3.1: Schematic of chirped pulse ampliﬁcation showing the temporal proﬁles of the
pulse at diﬀerent stages. The output of the oscillator is stretched to a few hundreds of
picoseconds by using dispersive elements, such as prisms or gratings and then ampliﬁed.
After ampliﬁcation the beam is propagated through a compression stage. The output has
the potential to be a transformed limited, high-power pulse. Here the colour contained
below the pulse envelope is indicative of the spectrum, however only a general example and
may not represent the spectrum of the pulses used in the experiments in this thesis.
3.2 Red Dragon
The Red Dragon CPA laser system is located at Imperial College and was used to
obtain the results of the Spatial Synthesis work presented in Chapter 6 of this the-
sis. The Red Dragon (hereinafter RD) CPA laser is a commercial Titanium Sapphire
system from KML Labs [59]; and can be described as being composed with four sub-
systems: the oscillator, stretcher, ampliﬁcation system and compressor. Figure 3.2
shows an illustrative schematic of the RD CPA laser system [60] and will be discussed
in the following passages in this chapter.
3.2.1 Oscillator
The oscillator for the Red Dragon is a KML Griﬃn Ti:Sapph that when mode locked
has an output power of around 450mW at a pulse repetition rate of 89MHz; giving
a pulse energy of 5 nJ [61]. It is pumped with 5W of laser power 532 nm by a CW
Verdi V6 Nd:YAG [62] which is a diode pumped Nd:YAG. From the ﬁnal output of the
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3.2. Red Dragon
oscillator, pulses with bandwidth of 45−60 nm centred at 800 nm, which corresponds
to a pulse duration of  25 fs. This is shown and readily labelled on the left hand
side of ﬁgure 3.2.
3.2.2 Stretcher
The stretcher in the Red Dragon laser system is a based on the design originally pro-
posed in [63], however, it uses mirrors so as to minimise any dispersion eﬀects which
may occur due to using lenses as proposed in the original design [63]. Figure 3.3 is
an illustrative schematic of the stretcher used to introduce linear positive chirp to
the pulse in the Red Dragon laser system. The input beam is initially spectrally
dispersed by a grating and sent to the curved mirror, then on to the ﬂat mirror and
retro-reﬂecting mirror.
The ﬂat mirror is positioned at the focus of the curved mirror, therefore creating
a 2f conﬁguration once the beam has passed to the retro reﬂector and back. This
is equivalent to other two-grating stretchers with a telescope between the gratings,
but has the advantage of being compact and the reduced cost of only one grating.
This arrangement also automatically ensures that the grating angle for the ”2nd
grating” (here virtual) is perfectly matched to the ﬁrst. To adjust the temporal chirp
one increases the path length the beam travels and therefore is done by moving the
position of the retro-reﬂecting mirror. The stretcher produces pulses of 200 ps.
3.2.3 Pockels cells
The beam is sent through the ﬁrst Pockels cell/polariser pair to reduce signiﬁcantly
the pulse repetition rate from 89MHz to 1 kHz. This is illustrated in the qualitative
schematic in ﬁgure 3.4. Here the 89MHz stretched output of the oscillator is passed
through an initial polariser before entering the Pockels cell. Pockels cells are crystals
which can be induced to be birefringent when a voltage is applied across it. This acts
as a half wave plate and rotates the polarisation of the laser pulse passing through it
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Figure 3.3: A schematic of the stretcher in the Red Dragon laser system at Imperial College.
The input beam is initially spectrally dispersed by a grating and sent to the curved mirror,
then on to the ﬂat mirror and retro-reﬂecting mirror.
Figure 3.4: The repetition rate of the laser is reduced from 89MHz to 1 kHz by using a
Pockels Cell and polariser. The beam is sent through an initial polariser, then into the
Pockels cell which arranges the pulses so that a portion of the pulses are reﬂected away
from the main path of the laser into a beam dump.
once the voltage is applied.
The polarisation of three pulses is illustrated by the three vertical arrows before the
Pockels cell. Once passed through, the second pulse is rotated by 90◦ and represented
by the circle with the cross though it. A second polariser is arranged such that a
portion of the pulses is reﬂected and discarded and pulses which have been rotated
continue to the ampliﬁer. One can see that applying a voltage at 1 kHz will reduce
the repetition rate of the pulses to 1 kHz.
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3.2.4 Ampliﬁcation stage
In the Red Dragon ampliﬁer there are two stages which will be described herein. The
ﬁrst ampliﬁcation stage increases the pulse energy from  5 nJ to  3mJ. It is a
thirteen pass ring ampliﬁer with a cryogenically cooled Ti:sapphire at 40K which min-
imises thermal lensing in the crystal. The amplifying medium is kept under vacuum
to prevent any condensation forming on the surface of the crystal. The population in-
version in the Ti:sapphire crystal is achieved by pumping with a Photonics Industries
DM30, which is a frequency doubled, nanosecond Nd:YaG which typically operates
at 30W.
The energy after the ﬁrst ampliﬁer is a parameter that is checked each day on start
up. If it is lower in power the alignment into the crystal can be adjusted which
used to be a manual process. Currently, the output collimation and focus is recorded
and continuously monitored; if either varies from the ideal reference it is automat-
ically moved back with a Newport Picomotor control of the crystal input mirrors [64].
At this stage of the system, a second Pockels cell/polariser pair is used for “cleaning
up” the pulse after the ampliﬁer; the reason being is that there could be a small
amount of unwanted ampliﬁed pulses that pass through the ﬁrst cell. This may be in
the form of pre and post pulses. Here the Pockels cell rotates the polarisation of the
pulse which passes through the polariser, meaning the unwanted pre and post pulses
are reﬂected and discarded.
Finally the 3mJ pulse is sent into the second ampliﬁer, which because of the high
input peak power, is a double pass ampliﬁer in the ”bow-tie” conﬁguration. Again
this is a cyrogenically cooled Ti:sapphire crystal pumped with two lasers for this
ampliﬁcation stage which provides the gain medium. The pump lasers are Photon-
ics Industries DM30, which is a frequency doubled, nanosecond Nd:YaG typically
operating at 30W and a Photonics Industries DM40, which is a frequency doubled,
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nanosecond Nd:YaG typically operating at 40W.
3.2.5 Compressor
Following the ampliﬁer the stretched and ampliﬁed pulses are subsequently com-
pressed using a two-grating setup as shown in ﬁgure 3.5. The ﬁgure is an illustrative
schematic therefore the angles, lengths and scale is qualitative only meaning the
schematic is not to scale. The input beam impinges on grating 1, is spectrally dis-
persed toward the second grating, and then to the retro-reﬂecting mirror and back.
The longer wavelengths indicated by the red line travel the path αβγ from grating 1
to the midpoint M; the shorter wavelengths indicated by the blue line travel the path
αδ from grating 1 to the midpoint M.
One can see that the path αβγ is longer than αδ, and therefore compensate for the
dispersion introduced by the stretcher. Following the compressor, the Red Dragon is
capable of supplying pulses at 1 kHz, 25 fs and 8− 9W. If a smaller output energy is
required one can achieve around 6mJ with one pump on alone.
This compressor on a feedback loop with a commercial temporal measurement sys-
tem: the temporal proﬁle of the pulse is measured, compared to a set reference and
then a computer adjusts the compressor grating position. This measures the spectral
phase as well as the pulse duration and therefore is very useful for ensuring the pulse
is the same when taking long scans in the lab.
Finally the output pointing and power is monitored and set with a feedback system
and yields pulses that are stable at the target position.
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Figure 3.5: A schematic of the compressor in the Red Dragon laser system at Imperial
College. The diﬀerent wavelengths of the input beam are dispersed by the grating 1, sent
to the grating 2, and then to a retro-reﬂecting mirror. Here the blue and red lines reﬂected
from grating 1 is indicative of the wavelength.
3.3 ECLIPSE laser system
The Eclipse laser is based in Centre Lasers Intenses et Applications (CELIA) which
is in partnership with l’Universite´ de Bordeaux I, CEA and CNRS and was used dur-
ing the LASERLAB collaborations with Eric Constant’s HHG group. This is a high
power, Ti:Sapph CPA system that operates at 10Hz with typical pulse duration of
35− 40 fs and pulse energy of 200mJ after compression at 810 nm [66]. This is split
between two areas running simultaneously, with the laboratory used in this thesis
receiving  100mJ. The beam is transported to the HHG laboratory un-compressed
to reduce non-linearities in the propagation.
In brief the laser consists of at Ti:sapphire oscillator (Femtolasers Synergy), an Oﬀner
stretcher, a regenerative ampliﬁer and two ampliﬁers with 4 passes each [67]. Fig-
ure 3.6 is an illustrative schematic of the ECLIPSE CPA laser showing the stretcher,
regenerative ampliﬁer, and two multipass ampliﬁers [65]. The ﬁgure schematically
illustrates a Femtolasers Synergy oscillator pumped by a frequency doubled 5W
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3.3. ECLIPSE laser system
Nd:YAG (Verdi). The oscillator delivers 810 nm, 20 fs pulses at a power of 500mW.
The pulses from the oscillator are subsequently stretched to 280 ps by an O¨ﬀner
stretcher and reduced to 100Hz by a Pockels cell/polariser pair before entering the
regenerative ampliﬁer. The regenerative ampliﬁer produces pulses at 1mJ which are
then directed to the ﬁrst multipass ampliﬁer. The 1mJ, 170 ps pulses are passed four
times through a Ti:sapphire crystal to amplify the pulses to 10mJ. The Ti:Sapph
crystal is pumped by a frequency doubled 5W Nd:YAG (Spectrogon) which operates
at 100Hz.
Furthermore, the pulse repetition rate is reduced to 10Hz by another Pockels cell/polariser
pair and enters the ﬁnal ampliﬁcation stage. This is a four pass Ti:Sapph ampliﬁer
which is pumped by a frequency doubled 10W Nd:YAG (Continuum Lasers) which
operates at 10Hz. The output pulse energy is 300mJ at 170 ps.
Figure 3.7 shows a typical measured spectrum of the laser in the laboratory. The
typical bandwidth is 30.2 nm.
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Figure 3.7: A typical measured spectrum of the ECLIPSE laser before the entering the
compressor. The bandwidth was measured to be 30.2 nm.
3.4 Pulse diagnostics
In order to fully characterise the pulses generated information on their intensity pro-
ﬁle and phase in either the time or frequency domains is required. This is a diﬃcult
task to achieve because to measure an ultra-short event such as a few femtosecond
laser pulse, it demands an even shorter event. The analogy of high frame-per-second
cameras solving the age old question whether a horse fully leaves the ground whilst
in full gallop is a good analogy. Typically the response time of electronics are on
the order of nanoseconds, which is why an all optical method is required to measure
femtosecond pulses.
There are three main temporal diagnostic techniques which are used: Intensity Au-
tocorrelation; Frequency Resolved Optical Gating (FROG) [68]; Spectral Phase In-
terferometry for Direct Electric Field Reconstruction (SPIDER) [69,70]; and all have
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Figure 3.8: Typical non-collinear SHG single-shot autocorrelator. Note that in the arms
marked ω there will also be unwanted second harmonic present, but this will be small
compared to the main second harmonic between the arms.
their advantages and reasons for being implemented in the laboratory. The temporal
pulse characterisation in this thesis were mainly measured with FROG, however auto-
correlation as a pre requisite to FROG and a description of SPIDER is presented also.
3.4.1 Autocorrelation
The intensity autocorrelation was one of the ﬁrst method used to estimate the pulse
intensity of a short optical pulse in time [71,72]. The pulse is split into two identical
copies of itself and are then overlapped in a nonlinear crystal. As the delay between
the two replicas is varied, the signal of the nonlinear process is measured. When the
temporal overlap of the two pulses is best the highest signal is recorded meaning that
as the overlap decreases so does the signal. Figure 3.8 shows the process where a
second harmonic generation (SHG) crystal is used in non-collinear conﬁguration.
Any nonlinear medium can be used so long as it has at least a χ(2) nonlinearity,
the most common being a SHG crystal, but other methods have been used including
two-photon absorption and third order correlation [73]. The beneﬁts of a third order
correlation process is that is can distinguish between pre or post pulses because it is
not symmetrical process.
There are various technical points to consider when choosing the nonlinear medium
and beam splitter for ultrashort pulses. With the broadband nature of sub 20 fs
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pulses, broadband beam splitters will be required as well as deposited on a thin sub-
strate to reduce the chromatic dispersion. To minimise the group velocity mismatch,
a thin crystal in the order of hundreds of microns is chosen for short pulses also.
The typical crystals used in SHG are Barium Borate (BBO) and Potassium Dihydro-
gen Phosphate (KDP) depending on the speciﬁcations of the setup. In the case of
this report the discussions will be focused on the BBO crystal because it was used
exclusively in the pulse temporal characterisation. The reasons for choosing BBO will
be explained further in this section in the experimental set up description.
The second order intensity autocorrelation, A(2)(τ), is given by the following equation:
A(2)(τ) =
∫ ∞
−∞
I(t)I(t− τ)dt. (3.1)
Here I(t) is the temporal intensity proﬁle, and τ is the delay between the two pulses.
It is simply a cross correlation between two identical functions therefore, called an
autocorrelation. This only gives information of the pulse length in time, and no tem-
poral phase information, and therefore can not be used to fully characterise the pulse.
3.4.2 Frequency resolved optical gating (FROG)
Frequency Resolved Optical Gating (FROG) is an autocorrelator with an imaging
spectrometer placed before the camera and is capable of measuring frequency vs.
time. This gives information on the spectral phase, as well as the pulse intensity as a
function of time; the whole pulse can be reconstructed from this measurement. The
pulse is gated with itself and a spectrogram measured on the camera.
The tricky part here is to apply a spectrogram inversion algorithms to ﬁnd the phase
and intensity because the gate itself is unknown. Fortunately there is an algorithm
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and retrieval software available commercially, which was used in the early part of this
thesis [74]. This software will automatically calculate the error of the retrieval and
therefore, give an indication of how trustworthy it is. Generally anything less than a
5% error is considered acceptable.
Like the autocorrelation function in equation (3.1), the following function can be de-
ﬁned for the Second Harmonic FROG (SHG-FROG):
ISHGFROG(ω, t) =
∣∣∣∣
∫ ∞
−∞
E(t)E(t− τ)eiωtdt
∣∣∣∣2 . (3.2)
Where E(t) is the electric ﬁeld and τ is the delay between the two pulses. The non-
linearity chosen for the data in this thesis is Second Harmonic Generation (SHG). The
SHG-FROG was designed to be used on many diﬀerent systems with various wave-
lengths: 1030 nm Ytterbium systems, 800 nm Ti:Saph systems and 1600 − 2100 nm
TOPAS systems [75]. All of which have diﬀerent pulse lengths and repetition rates,
which meant various considerations needed to be met.
The crystal used for the SHG process has to be speciﬁcally chosen for the wavelength
and duration of the pulse being measured; it has to have a large enough bandwidth
so that the whole spectrum of the pulse is frequency doubled. In ﬁgure 3.9 the BBO
crystal chosen is 100μm thick, type 1, and cut at an angle of 23.4◦. This is speciﬁcally
cut for best phase matching at 1030 nm but can be used for other nearby wavelengths
by simply by tilting the crystal. Another option is to swap out the crystal for another,
which is easily done with this setup.
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Figure 3.9: The single shot SHG-FROG used for temporal analysis in this thesis. The
beam enters through the top iris at the start of the red line. There are two paths indicated
with the red lines after the beamsplitter are overlapped in the BBO crystal to produce a
signal pulse. The second harmonic signal pulse, indicated with the blue line, is propagated
through the imaging spectrometer and then onto the camera.
Figure 3.9 above shows the ﬁnal physical form of the SHG-FROG. The beam enters
in the top through the iris and is incident on a 50-50 beamsplitter. The two mirrors
reﬂect the beam in to the BBO crystal. To achieve frequency doubling the angle
between the two pulses and the temporal delay have to be optimised. The temporal
delay between the two pulses is adjusted by mounting one of the mirrors on a trans-
lation stage, which can then be moved to achieve the optimal overlap. The method
of obtaining the second harmonic signal was to adjust the delay stage, and there-
fore temporal overlap, until one could see or measure it. Once achieved, the second
harmonic signal was directed to, and propagated through, 4f spectrometer and then
to image the trace accurately on to the camera. Figure 3.10 is a schematic of the
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spectrometer in the SHG-FROG.
Figure 3.10: 4f spectrometer. From left to right: 50 um slit, plano-convex lens, 600 l/mm
grating, plano-convex lens and CMOS camera.
The value of f in ﬁgure 3.10 is 50mm. This means that 50mm plano-convex lenses
were used and therefore, the distances between the slit, grating and camera were
chosen to achieve one to one imaging of the second harmonic trace on the camera.
When changing wavelength, the angle of transmission through the grating will change.
For this reason a new solid aluminium mount was designed and fabricated here at
Imperial College so that it can be used for the variable wavelengths more easily. The
grating was oriented so that the beam is dispersed vertically to reduce the footprint
of the space required on the optical table for the SHG-FROG.
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Figure 3.11: Side view of the FROG camera mount. The signal enters the lens tube at an
angle deﬁned by the transmission grating (not shown) and into the camera. The camera
is mounted on a sliding mount which moves within a radial slot and is fastened into place
with a releasable grub screw.
This means as the wavelength changes, the angle at which the camera is required to
be at changes, and is easily achieved once the mount in ﬁgure 3.11 is aligned correctly.
Here the signal enters the lens tube at an angle deﬁned by the transmission grating
(not shown) and into the camera. The camera is mounted on a sliding mount which
moves within a radial slot and is fastened into place with a releasable grub screw. The
radius of the slot is twice the focal length of the lens meaning when the grub screw is
loosened, the sliding mount is operative to move about the centre of the transmission
grating without misaligning the imaging spectrometer. That is, the parameters of the
radial motion is such that the distances between the grating, lens and camera chip
remain constant.
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Figure 3.12: Top left: Frog trace taken from the Pharos oscillator in 009A lab at Imperial
College. Top right: reconstructed trace using the Trebino software provided with the book
[76]. Bottom left: extracted pulse intensity and phase. Bottom right: extracted spectrum
and spectral phase. Image courtesy of Steﬀen Driever.
Figure 3.12 is an example of a trace that has been measured using the setup the
Author designed and developed as depicted in ﬁgure 3.9. The measurement was per-
formed on the 1030 nm Yb oscillator of the ﬁbre laser in 009a. The measured pulse
width 137.6 fs is comparable to the manufactures autocorrelation of 150 fs. The sug-
gested bandwidth from the manufacturer is 14 nm, with the SHG-FROG we measured
13.73 nm, which agrees very well. This leads us to be conﬁdent that the SHG-FROG
is working very well and can be used for other problems, for example measuring the
TOPAS and other laser systems even at diﬀerent wavelengths.
The main focus of this section has been on single-shot SHG-FROG measurements,
however, there is an alternate conﬁguration for FROG measurements which is shown
in ﬁgure 3.13. This is the so-called scanning FROG and called such because the tem-
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Figure 3.13: An illustrative example of a scanning SHG FROG. The unknown input pulse
passes through a beamsplitter into two arms. One will be directed into a focussing lens,
the other will pass through a delay stage and then into the same focussing lens. Both arms
overlap in the SHG crystal to produce the second harmonic signal pulse.
poral delay between the gate pulse and the probe pulse has to be iteratively scanned.
Unlike the single-shot FROG conﬁguration, this does not include an imaging spec-
trometer after the two arms have been passed through the nonlinear crystal, the
spectrum of the signal pulse is measured for each temporal over delay, τ , to build up
the FROG trace.
The same reconstruction algorithm can be used for the two methods, but the diﬀer-
ences between the measurement techniques is clear. The scanning FROG requires the
delay stage to be moved to introduce a diﬀerent delay between the gate and probe
pulses and then a spectrum to be recorded. This is repeated many times to build
up a FROG trace, and therefore compared to a single-shot FROG can take more time.
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Figure 3.14: An illustrative schematic for a typical layout of a SPIDER. Here the unknown
input pulse is divided into two identical replicas by a beamsplitter. The transmitted pulse
replica is temporally stretched by a disperser and is regularly called the ancilla pulse. The
reﬂected arm of the ﬁrst beam splitter is further divided and sent into a Michaelson inter-
ferometer to introduce a delay τ between the two replica pulses. The two delayed pulses
and the ancilla are then overlapped in a χ(2) nonlinear crystal to produce spectrally sheared
pulses. From the spectrum of the spectrally sheared pulses, the amplitude and phase infor-
mation of the unknown pulse can be reconstructed.
3.4.3 Spectral phase interferometry for direct electric-ﬁeld
reconstruction (SPIDER)
Another method for complete reconstruction of a laser pulse, besides FROG, is avail-
able and oﬀers a diﬀerent method with its own advantages. Spectral Phase Interfer-
ometry (for) Direct Electric Field Reconstruction (SPIDER) was developed in 1998,
and works on extracting phase information from the interference between a laser pulse
and its spectrally sheared replica [69, 70].
Figure 3.14 shows an example of a typical layout for a SPIDER pulse diagnostic
measurement. The unknown pulse which one desires to characterise is split into two
replicas by the ﬁrst beamsplitter. The ﬁrst arm is sent into a Michaelson interferom-
eter producing a pair of pulses with a delay τ . The second arm which is transmitted
by the ﬁrst beam splitter is stretched by a grating or prism pair and regularly called
the ancilla. Optionally, there may be a half waveplate to rotate the polarisation of the
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ancilla pulse if required. Both the ancilla and the two delayed pulses are overlapped
in a χ(2) nonlinear crystal to produce two spectrally sheared pulses.
The two replica pulses of delay τ interacts with a diﬀerent part of the spectrum of
the ancilla pulse during the up-conversion in the nonlinear crystal. This diﬀerence is
deﬁned as the spectra shear Ω. A spectrum is measured and analysed to reconstruct
the amplitude and phase of the electric ﬁeld.
The advantages of this method is that it was be performed in real time in the lab-
oratory since it does not use a time consuming iterative algorithm to reconstruct
the pulse, hence give live information of the laser pulse. This is an advantage over
FROG, because with that method, you need to take the trace, then reconstruct it in
a separate step, usually out of the lab. This is why a commercial SPIDER is used for
the Red Dragon active stabilisation of the compressor position. However this comes
with one disadvantage of the complexity of the measurement and setup.
In this chapter the laser systems and pulse diagnostics used in the main body of work
of this thesis have been presented. An overview of the Red Dragon and ECLIPSE
laser systems is shown. The pulse diagnostics used are mainly FROG and SPIDER
but autocorrelation measurements was described as a prerequisite to both. The fol-
lowing chapter will discuss and present classical simulations of electron trajectories
in a temporally synthesised laser ﬁeld. The teachings from the present chapter are
important when designing and characterising the temporal synthesis of the following
chapter.
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Classical simulations and methods
of temporal synthesis
In this section classical simulations of electron trajectories which are ionised by a
temporally synthesised ﬁeld is presented. The same model that was used to produce
the ﬁgures in Section 2.5 is implemented here. However, there are a few modiﬁcations
to said model, which are presented and discussed in the passages hereinafter.
Initially an introduction to high harmonic generation with temporally synthesised
pulses is presented; then a mathematical description of the classical simulations and
computer implementation is described; then classical simulations of the electron tra-
jectories with a sub-cycle temporal synthesis is presented; following that classical
simulations of the electron trajectories with a temporally synthesis of the pulse enve-
lope is presented; and ﬁnally the experimental methods of such a temporal syntheses
is discussed.
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4.1 Introduction to HHG with temporally synthe-
sised laser ﬁelds
Since the discovery of high harmonic generation, a number of schemes have been pro-
posed and used to change the properties of the harmonic emission. One of which is
the use of a two colour driving ﬁeld [77]. In this paper, Perry et al. generates HHG
in helium using a laser ﬁeld of 1053 nm and its frequency doubled beam of 526 nm;
it showed an increase of an order of magnitude in the eﬃciency of the plateau HHG
when comparing the emission of the fundamental and second harmonic. By mixing
a relatively weak ω ﬁeld with a strong 2ω ﬁeld, they also show generation of even
harmonics.
Mauritsson et al. showed that odd and even harmonics generated by a two colour
ﬁeld in parallel polarisation can be used to generate an attosecond pulse train (APT)
with only one attosecond pulse per laser cycle [48, 78]. This is contrary to what one
would expect, because in HHG with single colour ﬁeld, there are two half-cycles and
therefore two ionisation events leading to two attosecond pulses in one laser period.
The results from this experiment were achieved by varying the relative phase and
energy between the two ﬁelds (ω + 2ω) and selecting a certain window of the gener-
ated harmonics for a given scenario. Here, for a relative phase diﬀerence of ϕ = 0.7π
and (ω/2ω = 2), the shape of the synthesised ﬁeld has two diﬀerent evolutions, and
therefore two separate continuum dynamics that yield two contributions to the full
harmonic spectrum.
These two separate contributions to the HHG spectra have very diﬀerent characteris-
tics because typically, the harmonic yield is controlled by the electric ﬁeld strength at
the time of tunnelling, whereas the cut-oﬀ energy is determined by the electric ﬁeld
that accelerates the electrons back toward the ion core a half-cycle later.
This work shows that by using a temporally synthesised laser ﬁeld, the electron dy-
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namics in the continuum was changed such that the APT with only one pulse per
cycle was generated.
Niikura et al. measured HHG in randomly aligned D2, N2 and CO2 molecules to
probe molecular orbital symmetry. Shaﬁer et al. provides a method to probe atomic
wavefunctions of generally inaccessible orbitals without rotating relative to the ionis-
ing ﬁeld using two colour HHG [79].
There is also a long history of studying temporally synthesised HHG in the research
group here at Imperial [14, 15, 80–88].
One particular study was to show that orthogonally polarised two colour ﬁelds pro-
vides control of the short and long trajectories, namely trajectory selection [14, 15].
Bugnera et al. showed experimentally and theoretically that control of the relative
phase between the two orthogonal ﬁelds yielded this aforementioned trajectory selec-
tion. Due to the presence of two orthogonal ﬁelds the ionised electron path was not
in one dimension, but two dimensions which leads to a control of whether or not the
electron will recombine and hence the long and short trajectory contributions.
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Figure 4.1: contribution of long and short trajectories to the harmonic signal as a function of
a fused silica plate angle. The plate is perpendicular to beams when the angle is 0◦. Here the
data represented by the squares is the short trajectories and the circles the ling trajectories.
Bottom: ratio between the short and long trajectory signal. The black solid lines represent
a cubic spline ﬁt and crosses the calculated ratio. Reproduced with permission from [14].
In this experiment the phase between fundamental and second harmonic of the Red
Dragon laser was controlled by tilting a fused silica plate the results of which are
shown in ﬁgure 4.1. The top of the ﬁgure shows the contribution of the long and
short harmonic trajectories as the phase between the two colour ﬁelds is varied (FS
plate angle). One can see that the long and short trajectory contribution is seen to
peak at a diﬀerent value of the relative phase between the ﬁelds. The lower panel of
the ﬁgure shows the ratio of the long and short trajectory signal also varies as the
relative phase between the ﬁelds is varied.
Furthermore, this was shown in theoretical calculations by Hoﬀman et al. They con-
ﬁrm control over the time-frequency mapping using two colour high harmonic gener-
ation is possible [84]. This is explained through modiﬁcation of individual quantum
orbit solutions on a single-atom, single-orbit level.
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Another experiment with an orthogonally polarised two colour ﬁeld showed an en-
hancement of the high harmonic by one order of magnitude with respect to the single
colour case [80]. Bugnera et al. generated HHG in argon by combining the fundamen-
tal ﬁeld of 1×1014Wcm−2 at 1300 nm with its frequency doubled ﬁeld 2×1013Wcm−2
at 650 nm. They also observed a deep modulation in the harmonics of half the fun-
damental laser period, which is due to steering of the electron trajectory. The results
are signiﬁcant because with longer wavelengths, the eﬃciency of the harmonics will
be reduced, and so this enhancement allows the production of photons with higher
energy more eﬃciently. This experiment was also performed by other groups [89,90].
There have also been studies into the ‘perfect wave’ for high harmonic generation
[81, 82]. In this study a genetic algorithm was used to ﬁnd the ideal waveform for
extending the harmonic cut-oﬀ energy by 2.5 times and keeping the harmonic yield
similar to the sinusoidal waveform.
Two colour HHG in laser produced plasma experiments have also been done in Impe-
rial College [85,86]. In one experiment, Ganeev et al. study resonance eﬀects in HHG
within laser induced plasmas. They see a 2× enhancement of the 20th harmonic in sil-
ver plasma 26th harmonic in vanadium plasma (4×), and 28th harmonic in chromium
plasma (5×) [86]. In the other experiment, varying the chirp of the laser radiation,
observed variation of the harmonic frequency and intensity [85].
Ruiz et al. theoretically demonstrated control over the polarisation of attosecond
pulses with two colour ﬁelds of (ω + 1.5ω) [88]. By controlling the CEP between the
two perpendicular ﬁelds, both an APT with linear polarization in two nearly perpen-
dicular planes or a train of elliptically polarized pulses of alternating helicity can be
produced. They also show by selecting the cut-oﬀ region of the HHG, an isolated
attosecond pulse with elliptical polarisation can be produced.
All of the above mentioned experiments provide only a brief look into ways that exper-
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imentalists and theoreticians have been using a temporally synthesised ﬁeld to aﬀect
the HHG for use in a plurality of diﬀerent applications. One can see two schemes
that are used for the orientation of the two laser ﬁelds: parallel and perpendicular
polarisation.
As shown in the theory and background chapter of this thesis, the maximum kinetic
energy known as the cut-oﬀ of HHG is given by Ip + 3.17Up [4, 50], Ip being the ion-
isation potential and Up = e
2E20/4meω
2, the ponderomotive energy. This equation
shows that there are two ways that the cut-oﬀ can be extended: by either increasing
the peak amplitude E20 of the ﬁeld; or by increasing the wavelength (reducing ω).
Both of these methods come with drawbacks with the former causing depletion of the
ground state of the atom or molecule and the latter increasing the electron excursion
time, therefore decreasing the eﬃciency which scales with λ−5 [91, 92].
4.1.1 Temporal synthesis with ﬁlamentation
During the course of his PhD the author participated in experiments relating to the
generation of tunable few-cycle laser pulses in the near infrared region obtained by
ﬁlamentation in a krypton cell combined with group velocity dispersion compensation
in fused silica [19,21,22]. In a subsequent experiment these generated few-cycle pulses
were used to generate high harmonics [21, 22].
The experimental setup comprised an 800 nm Ti:sapphire laser which was used to
pump a commercial OPA system (TOPAS) which was tunable from 1.6 − 2μm and
providing a pulse duration of 40 fs. The output idler was focused loosely into a 4 bar
statically ﬁlled krypton cell in order to generate a ﬁlament. The experiment achieved
tunable broadening for these wavelengths and in best experimental conditions it was
possible to achieve 300 nm bandwidth for selected wavelengths. A second order au-
tocorrelation of 1.7μm, 1.8μm and 1.9μm showed compression of a factor 2-3 down
to the few-cycle regime [19].
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Figure 4.2: Autocorrelation traces for the input idler pulse (upper panel) and measured
autocorrelation of the compressed pulse after ﬁlamentation (lower panel) for three diﬀerent
labelled wavelengths. Purple dots are the experimental points and the red line a Gaussian
ﬁt.
This is shown in ﬁgure 4.2 where the top row is the measured autocorrelation of the
OPA and the bottom the measured autocorrelation after the ﬁlamentation and com-
pression. The compression was achieved by employing the negative GVD of fused
silica at these wavelengths. The input energy varied from 460− 550μJ for the three
diﬀerent wavelengths resulting in 200μJ in the ﬁlament. Here, the autocorrelation
width for 1.8μm shows 26.6 fs which coincides well with measured trace. Taking into
account a Gaussian shape the deconvolution yields a pulse of 19 fs with a Fourier limit
of 13.8 fs.
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Figure 4.3: Measured spectra of the idler input (dotted green) and broadened spectra by
ﬁlamentation (solid blue) from 1.6− 2μm and respective input energies in the legends.
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The measured spectra of the idler input and broadened spectra by ﬁlamentation is
shown in dotted green and solid blue respectively in ﬁgure 4.3. The wavelengths are
from 1.6 − 2μm and respective input energies in the legends. What can be seen is
that there is a clear spectral broadening in all wavelengths, but the widest in the case
of 1.8μm which was 250 nm at FWHM. The modulation in the resultant spectra was
cited to be a clear indicator of self phase modulation and the steep blue edge a result
of self steepening eﬀects [19, 21, 22].
These results show the tunable spectral broadening capability of the ﬁlamentation
process and that the central wavelength is preserved. It therefore provides good con-
ditions for subsequent compression towards the few-cycle pulse regime as shown above
in ﬁgure 4.2.
The eﬀect of the ﬁlamentation had on subsequent high harmonic generation was
studied [21, 22]. In brief, the HHG was generated by focussing the pulses with a
30 cm focussing mirror into a 30 cm semi-inﬁnite cell. The beam size at the enterance
and exit was estimated to be 260μm and 65μm respectively.
Figure 4.4: High harmonic generation in xenon, argon and nitrogen using the compressed
1.7μm pulse after ﬁlamentation at various energies and parameters described immediately
below.
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The results of which are presented in ﬁgure 4.4. The HHG in xenon was measured
with 85mbar backing pressure into the semi inﬁnite cell and a pulse duration of
430μJ at 1.7μm. The argon HHG was measured with 41mbar backing pressure into
the semi inﬁnite cell and a pulse duration of 460μJ at 1.7μm. The nitrogen HHG
was measured with 105mbar backing pressure into the semi inﬁnite cell and a pulse
duration of 320μJ at 1.7μm.
A shift is observed in the harmonic spectra generated from xenon and nitrogen com-
pared to the argon one. This shift was attributed to a fundamental wavelength shift
of about 50 nm possibly due to modiﬁcation of the ﬁlamentation conditions [22].
These results show that modiﬁcation of the temporal proﬁle of the laser provides
enough energy to be used in strong ﬁeld interactions such as high harmonic genera-
tion.
The classical simulations above also makes a very good case to continue the study
of temporal synthesis of the laser ﬁeld driving the continuum electron, to study the
control of the properties of the interaction in the above-mentioned experiments. This
chapter presents possible methods for modifying the electric ﬁeld which may result
in an extension of the cut-oﬀ as well as other useful properties, for example electron
excursion times and HHG yield.
The simulations of the electron trajectories are based on a classical model which will
be described in the following section.
4.1.2 Implementation of the classical model
The Matlab program for the classical model that was used for all of the electron
trajectory simulations in this thesis is described hereunder. The equations required
to be solved for the electron trajectories were derived and described in section 2.5.3.
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However to recap, the following second order diﬀerential equation needs to be solved:
x¨(r, t) = − e
me
E(r, t). (4.1)
Here, x¨(r, t) is the acceleration an electron will have when in the presence of the elec-
tric ﬁeld E(r, t), and integrating twice the diﬀerential equation will give the position,
x(r, t) as a function of time.
The method used for solving this is to split the second order ordinary diﬀerential
equation (2nd order ODE) into two coupled 1st order ODEs as follows:
x˙(r, t) = v(r, t), (4.2)
x¨(r, t) = v˙(r, t). (4.3)
The velocity is deﬁned as the diﬀerential of the position with respect to time, v(r, t).
These are now solved using an ODE solver in Matlab or with a 4th order Runge-
Kutta [93]. In the model used for the results in this thesis, Matlab’s internal ODE45
solver was used because it uses an adaptive step Runge-Kutta method, which is re-
ported to be more accurate than the regular algorithm [51].
The boundary conditions of the coupled diﬀerential equations were the following:
x(r, t = 0) = 0, (4.4)
x˙(r, t = 0) = 0. (4.5)
This simply states that when the electron is ionised at t = ti = 0, the electron has
zero velocity and it’s position is recorded as zero which is the basis of the Strong
Field Approximation as described in Chapter 2.
To ﬁnd all possible trajectories, the ODE solver is put inside a loop where the ion-
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isation times, ti, is changed relative to the electric ﬁeld. This is how the plots in
ﬁgure 2.14 are generated showing more than one trajectory.
4.1.3 Study of omega+omega
To experimentally combine two diﬀerent frequencies of the laser ﬁeld for example
ω + 2ω can be very challenging even if the theoretical results are promising [94, 95].
In this subsection, a study was carried out using two identical laser pulses where the
phase and time delay between the two was varied. Using the same classical simulation
previously mentioned the electron trajectories are calculated for the following electric
ﬁeld as follows:
E(t) = E0e
−
(
t−τ/2
tp
)2
cos(ω(t− τ/2)) + E0e−
(
t+τ/2
tp
)2
cos(ω(t+ τ/2) + ϕ0). (4.6)
Here, E0 is the electric ﬁeld amplitude, t is time, tp is the pulse length, ω the angular
frequency, and ϕ0 the phase. Experimentally this means the pulse has been split into
two equal parts with a delay of τ between them. The CEP ϕ0 can be adjusted in the
second pulse if required as well, but generally is taken as zero. One important note is
that for this particular study the two beams are in parallel polarisation. The model
and parameters chosen are exactly the same as in [16] to act as a benchmark for the
classical model used here in this thesis.
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Figure 4.5: Top pane: the green and blue lines are identical two-cycle 800 nm pulses with
a delay between the pulse envelopes of τ = 0.5, a relative phase shift of ϕ0 = π and peak
intensity of I = 1 × 1014Wcm−2. The red line is the sum of the green and blue pulses.
Middle pane: the classical simulation of the electron trajectories as a function of time; the
colour of the lines indicates the energy of the corresponding trajectory as it recombines
with the parent atom; the colour scale is in ponderomotive (Up) energy of one of the
initial pulses (blue/green). Bottom pane: the associated kinetic energy of the recombining
electrons as a function of their ionisation and recombination times; here the energy scale is
in pondoromotive energy of one of the initial unsynthesised pulses (green/blue), so therefore
the extension you see above 3.2Up is greater than that of the reference pulse.
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In ﬁgure 4.5 a pair of 2-cycle pulses (shown in the green and blue lines) with a delay
of τ = 0.5T and ϕ0 = π has been used to calculate the synthesised electric ﬁeld
in the top panel, which is shown by the red line. The classical electron trajectories
in the second panel where the colour of the lines indicate the kinetic energy of the
corresponding returning electron in terms of the ponderomotive energy of the unsyn-
thesised pulse. The lower pane of the ﬁgure is the kinetic energy of the recombining
electrons as a function of ionisation and recombination times, and again the energy
scale is in terms of the ponderomotive energy of the unsynthesised pulse.
The ﬁrst notable diﬀerence when compared to the previous calculations for single
pulse HHG is that the cut-oﬀ energy is 8.35Up. This may be signiﬁcant because it
shows a very high extension of the classical limit of 3.17Up with a temporal synthesis
of the laser ﬁeld [4, 50].
One can see from observing the electron trajectories as a function of time in the mid-
dle panel on ﬁgure 4.5 there are three main ionisation cycles, with the cut-oﬀ and
longest excursion times in the central cycle. The ﬁeld resulting in the addition of the
two pulses (red line in top pane) is signiﬁcantly more intense than the two original
pulses i.e. it is greater than E0. This simply means that there is a higher intensity
than originally used and in principle it is possible to keep increasing it to an arbitrary
amount and consequently keep extending the cut-oﬀ. However, is not physical due to
saturation eﬀects from depletion of the ground state and defocussing due to the free
electrons generated in the gas medium.
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Figure 4.6: Top pane: the green and blue lines are identical two-cycle 800 nm pulses with
a delay between the pulse envelopes of τ = 0.8, a relative phase shift of ϕ0 = π and peak
intensity of I = 1 × 1014Wcm−2. The red line is the sum of the green and blue pulses.
Middle pane: the classical simulation of the electron trajectories as a function of time; the
colour of the lines indicates the energy of the corresponding trajectory as it recombines
with the parent atom where the colour scale is in ponderomotive energy (Up) of one of the
initial pulses (blue/green). Bottom pane: the associated kinetic energy of the recombining
electrons as a function of their ionisation and recombination times; here the energy scale is
in ponderomotive energy of one of the initial unsynthesised pulses (green/blue), so therefore
the extension you see above 3.2Up is greater than that of the reference pulse.
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Following the discussion of ﬁgure 4.5 diﬀerent time delays between the two pulses
were tested for a given ϕ0 = 0.5π. An optimum value of the temporal delay for an
increase in cut-oﬀ energy of τ = 0.8T was found and is shown in ﬁgure 4.6. The
extension of the cut-oﬀ is not as large as the parameters shown in ﬁgure 4.5, but
one can see the peak electric ﬁeld amplitude of this synthesised pulse is lower than
the peak electric ﬁeld strength of the original pulse E0. This is remarkable because
the maximum kinetic energy, and hence harmonic cut-oﬀ, of the returning electrons is
5.05Up which means there must be another mechanism that can result in this increase.
Figure 4.7: Top pane: the synthesised electric ﬁeld as described in ﬁgure 4.6 with shad-
ing to highlight ionisation (black) and recombination (blue) times. Bottom pane: The
associated kinetic energy of the recombining electrons as a function of their ionisation and
recombination times; here the energy scale is in ponderomotive energy of one of the initial
unsynthesised pulses.
Figure 4.7 shows the electric ﬁeld corresponding to a time delay of τ = 0.8T and
highlights the ionisation and recombination times in black and blue shading respec-
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tively. The lower panel shows the returning kinetic energy as a function of ionisation
and recombination time; with ionisation in black and recombination in blue. The
ionisation window lies between −2 to −1 fs and the recombination window from −1
to 1.8 fs. Comparing this to the values for the case of τ = 0.5T in ﬁgure 4.8, where
the ionisation window is −1.5 to −0.7 fs and recombination window is −0.7 to 1.4 fs,
one can see that there is a clear diﬀerence between the two.
The duration of the ionisation windows between both are comparable, but the re-
combination times diﬀer and this is the reason for the extended cut oﬀ of 5.05Up
in the case of τ = 0.8T. The ionised electrons that would normally not recombine
are able to do so because of the synthesised ﬁeld, owing to the extra area under the
curve which is due to the ﬂat top proﬁle. Due to this additional area under the curve
mentioned, the electrons also spend more time in the continuum, gaining more energy
from the laser ﬁeld, therefore extending the cut-oﬀ. In ﬁgure 4.8 the maximum elec-
tric ﬁeld reaches 4.5× 1010Vm−1 and yields a much higher cut-oﬀ, but as explained
this has its limitations due to depletion of the ground state.
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Figure 4.8: Top pane: the electric ﬁeld as described in ﬁgure 4.5 with the shading to highlight
ionisation and recombination positions. Bottom pane: The associated kinetic energy of the
recombining electrons as a function of their ionisation and recombination times.
Experimentally this speciﬁc ﬁeld conﬁguration is diﬃcult to create, because it would
require a 2 arm interferometer and a laser with high CEP stability. Figure 4.9 shows
how the electron kinetic energy cut-oﬀ varies as a function of the CEP of one of the
pulses in equation 4.6. In the simulation one pulse is kept constant while the other
has its CEP varied from 0 to 2π and the maximum kinetic energy of a returning
electron is plotted. It shows is that there is a very strong dependency on the CEP
for near single cycle pulses, meaning that any small deviation in the CEP can lead to
large ﬂuctuations in the cut-oﬀ energy obtained.
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Figure 4.9: The classically simulated cut-oﬀ energy of the electron trajectories as the relative
phase ϕ0 between the pulses was varied. Here for each value of the relative phase, the
maximum calculated kinetic energy is found.
These results are in good agreement with another recent paper [16]. Here Pe´rez-
Herna´ndez et al. show the same extension to the cut-oﬀ using classical simulations
as well as SFA calculations.
The above simulations highlights the role the laser ﬁeld conﬁguration has on electron
trajectories, especially sub-cycle synthesis of the laser ﬁeld. By arranging a conﬁgu-
ration such that the peak of the sub-cycle laser ﬁeld is substantially ﬂat, as seen in
ﬁgure 4.7, one can expect to see an extension of the cut-oﬀ which is not due to any
changes to the parameters of Ip + 3.17Up [4, 50].
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Figure 4.10: Top: the electric ﬁeld of an 800 nm Gaussian laser pulse with 20 cycles. Bottom:
classical simulation of the kinetic energy of the returning electrons which are ionised and
propagated by the above laser ﬁeld. Again, the Up here is the same as all other simulations
in this chapter, namely for a pulse with peak intensity of I = 1 × 1014Wcm−2, therefore
can be directly compared..
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Figure 4.11: Top: a the electric ﬁeld of an 800 nm super-Gaussian laser pulse of order 6 with
20 cycles. Bottom: classical simulation of the kinetic energy of the returning electrons which
are ionised and propagated by the above laser ﬁeld. Again, UP here is the same as all other
simulations in this chapter, namely for a pulse with peak intensity of I = 1× 1014Wcm−2,
therefore can be directly compared.
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4.2 Simulations of the temporal synthesis of the
pulse envelope
In the phase matching section 2.5.4, the eﬀect the pulse envelope has on the HHG
phase, was presented. Another eﬀect of the temporal synthesis from a Gaussian to
ﬂat top will be that the number of half cycles contributing to the harmonic cut-oﬀ
is increased. This is shown in ﬁgures 4.10 and 4.11, where in both cases the upper
plot is the electric ﬁeld and the bottom plot the returning electron kinetic energy as
a function of ionisation and recombination time respectively.
Classical simulations of the electron trajectories are shown for a multi-cycle Gaussian
temporal pulse of the form:
E(t) = E0e
−
(
t
tp
)M
cos(ω(t)), (4.7)
where E0 = 27.4
√
I is the electric ﬁeld amplitude, t is time, tp is the pulse length, ω
the angular frequency, andM is the order of the temporal Gaussian pulse. The results
shown in ﬁgure 4.10 are from a normal Gaussian pulse, therefore M = 2. Whereas
ﬁgure 4.11 shows results for a super-Gaussian of order M = 6. Comparing the two
electric ﬁelds, it is easy to see the eﬀect of changing the order of the Gaussian: there
are more half-cycles at the peak amplitude for the super-Gaussian case.
The lower panels in ﬁgures 4.10 and 4.11 show the returning kinetic energy as a func-
tion of ionisation and return time, and unsurprisingly when the Gaussian order is
increased to M = 6 there are more half cycles contributing to the cutoﬀ at 3.17Up.
4.2.1 Experimental method of temporal synthesis
The technique for practical temporal synthesis is described in more detail here. The
pulse is split into two identical parts, temporally delayed by an amount Δτ and then
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Figure 4.12: Schematic of the technique for practical temporal synthesis. Here a birefringent
plate of thickness l is at 45◦ to the laser polarisation so as to create two pulses separated
by a time τ , which is shown by the electric ﬁeld showing two maxima separated by Δτ . A
pair of birefringent wedges is then inserted into the beam also at 45◦ to the polarisation of
the laser, and by varying the position in a direction shown by the red arrows, a very small
dephasing of Δϕ is introduced between the two electric ﬁeld pulses. Following subsequent
transfer through a polariser, the two pulses are now overlapping and therefore interfere. If
the dephasing Δϕ is at an optimal value then the electric ﬁelds of the pulses interfere to
give a ﬂat top temporal envelope as shown on the far right of the ﬁgure.
recombined causing interference between the two pulses. It is a common interfero-
metric technique, but is achieved here co-linearly using birefringent crystals.
This method was used in 1979 by Bates et al. to show how calcite crystals can be
used for picosecond (10−12 s) pulse shaping in mode-locked Nd3+ glass lasers [96]. The
method was also applied to femtosecond lasers in 1996 by Radzewicz et al., by using
cadmium sulphide birefringent crystals (CdS) [97].
Both papers show that this technique has great potential for temporal pulse shaping,
but the results from this earlier work did not show any temporal ﬂat top synthesis.
This is one reason why the technique is revisited here, and show a method that will
allow us use this technique to modify HHG.
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Another reason is the simplicity of the setup: being fully co-linear there are less issues
with stability and complicated alignments that would ne present if using a Michelson
interferometer for pulse synthesis. Siders et al. used a 2N interferometer to achieve a
super-Gaussian pulse, but with a temporal width of 200 fs [98].
The setup in this work is very elaborate and required very expensive delay stages to
achieve the constructive interference for the ﬂat top synthesis preferred in this work.
This is why the technique of Bates et al. was used, which is shown in ﬁgure 4.12 [96].
The ﬁgure shows a schematic of the technique for practical temporal synthesis. Here
a birefringent plate of thickness l is at 45◦ to the laser polarisation so as to create
two pulses separated by a time τ , which is shown by the electric ﬁeld showing two
maxima separated by τ . A pair of birefringent wedges is then inserted into the beam
also at 45◦ to the polarisation of the laser, and by varying the position in a direction
shown by the red arrows, a very small dephasing of Δϕ is introduced between the two
electric ﬁeld pulses. Following subsequent transfer through a polariser, the two pulses
are now overlapping and therefore interfere. If the dephasing Δϕ is at an optimal
value then the electric ﬁelds of the pulses interfere to give a ﬂat top temporal envelope
as shown on the far left of the ﬁgure.
A 1.01mm of crystalline quartz (SiO2) was used to delay the pulse by Δτ :
Δτ =
|L(no − ne)|
c
, (4.8)
where, no = 1.5383 and ne = 1.5472 [99] is the refractive index along the ordinary
and extraordinary axes respectively and L = 1.01mm is the length of the crystal.
With these values, Δτ1.01mm = 29.69 fs. A 470μm (SiO2) crystal was used so as to
allow more temporal delays when used in combination with the aforesaid 1.01mm
plate. Δτ470μm = 13.94 fs.
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With these two crystals there are a number of combinations that can be achieved. Ta-
ble 4.1 shows some of the possible total delays, Δτtotal, achievable with the two plates.
Δτ1.01mm (fs) Δτ470μm (fs) Δτtotal (fs)
+29.69 -13.94 15.75
+29.69 +13.94 43.63
0 +13.94 13.94
+29.69 0 29.69
Table 4.1: The various delays possible from the diﬀerent combinations of the two plates
studied in the report.
After the pulse has passed through the plate(s), the pulse is split into two, but both
have diﬀerent carrier envelope phase (CEP). To achieve constructive interference when
overlapped in the polariser, the pulses must be in phase with each other. Otherwise
the pulse will be like the double pulse shown on the left of ﬁgure 4.12 where, the CEP
of both are out of phase by π.
The control of the CEP between the two pulses after passing through the quartz
plate(s) is controlled by a pair of quartz wedges. These were mounted at 45◦ to the
laser polarisation with a micrometer control.
A single 1mm crystalline quartz plate was used to achieve a delay of τ = 29.69 fs be-
tween the fast and slow axis. When the plate is placed at 45◦ to the laser polarisation
it projects onto the two axes of the plate. This means one projection will be along the
fast axis and the other on the slow axis. The delay is created between the two projec-
tions due to the diﬀerent phase velocities of the two axes. This is shown in ﬁgure 4.13.
A pair of crystalline quartz wedges at 45◦ to the laser polarisation were used to change
the de-phasing of the electric ﬁelds between the two pulses Δϕ. This allowed a ﬁne
control of the temporal shaping, controlling the interference between the two pulses.
After the wedges a cube polariser was included and this forces the two pulses to
overlap and therefore interfere. This is how a temporal ﬂat top was generated in the
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laboratory.
Figure 4.13: The experimental setup used to create a ﬂat top highlighting the polarisations
of the laser and resultant pulses. The birefringent wedges and birefringent plate are arranged
such that the fast and slow axes are at 45◦ to the laser polarisation. This created the delay
when the incoming Gaussian pulse passes through them. The polariser projects the half of
each of the incoming pulses on to the same axis to pass through it, the other half is reﬂected
into a beam dump.
Two conﬁgurations were used in the work reported this thesis: when the wedge and
plate were in the same conﬁguration and opposite conﬁguration. i.e ±45◦ to each
other.
When scanning the position of the wedges many parameters of the resultant pulse and
its eﬀect on harmonic generation were collected: HHG spectra, IR spectra after the
synthesis, temporal autocorrelation on entering the HHG chamber (after compressor)
and energy into the compressor.
This chapter began with an introduction to a selection of high harmonic genera-
tion experiments and simulations with a temporally synthesised laser pulse. Various
regimes were used and the results showed is that such a synthesis can lead to eﬀects
in the HHG such as long and short trajectory selection; resonances in plasma plume
HHG; photon enhancement in HHG yield and production of an isolated attosecond
pulse to name a few. Next was a classical simulation of electron trajectories for a two
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pulse synthesis. The investigation showed that by using an arrangement of two pulses
with an electric ﬁeld corresponding to a time delay between the two of τ = 0.8T can
yield an extension of the cut-oﬀ harmonics from 3.17Up to 5.05Up. Finally the ex-
perimental method which may be used to achieve a temporal synthesis of the pulse
envelope was presented. The chapter shows that with careful consideration the pulse
synthesis the resulting harmonic generation can be aﬀected in a positive way.
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Temporal Synthesis
5.1 Introduction
In the classical simulations from Chapter 4, sub-cycle synthesis was modelled and
some of the expected properties of HHG experiments were described which included
the increase in the cut-oﬀ and changing electron trajectories. Experimentally the
technique is very demanding on the laser systems that are available to us, so another
synthesis technique is proposed here.
The scheme proposed here is to be undertaken at CELIA in Bordeaux, using a laser
system which delivers pulses of 800 nm with around a 30 fs duration. These are not
few-cycle pulses, which are required for the sub-cycle synthesis previously modelled,
and so a method of temporal envelope control is presented herein.
The synthesis is much simpler than the sub-cycle method. It consists of an interfer-
ence between the pulse and it’s replica, which is delayed by Δτ . When the delay is
equivalent to the full width half maximum, the envelope of the pulse will be ﬂat in
time. This is described in more detail in the next section.
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5.2 HHG experimental set-up
The temporal ﬂat top experiments were carried out in CELIA, Bordeaux on the
ECLIPSE laser facility. This is a high power, Ti:sapphire system that operates
at 10Hz with typical pulse duration of 35 − 40 fs and pulse energy of 200mJ [66].
This is split between two labs running simultaneously, with this experiment receiving
 100mJ and the beam is transported to the HHG lab un-compressed to reduce
non-linearities in the propagation.
This is not shown in detail in ﬁgure 5.1, but as a single piece of equipment/black
box; the experiment was in a completely separate room to the laser, however, there
is a separate discussion of the laser in Chapter 3. Figure 5.1 shows the experimental
set-up in the HHG lab. Immediately after the laser there is a wave-plate and polariser
combination to attenuate the beam if needed (labelled WP/Polariser). Both support
broad bandwidth and high-power pulses.
The beam was delivered in form suitable for temporal synthesis, which is described
in greater detail in the next ﬁgure/sub-section. This element is not normally in the
beam-line: the beam is sent directly into the compressor yielding 30 − 40 fs pulses,
depending on the parameters used. The compressor was measured to have an energy
eﬃciency of 65%.
After the compressor the beam was directed to a deformable mirror (Imagine Op-
tics & ISP Systems - HIPAO). This is a custom wavefront modulator developed in
collaboration with the team at CELIA and Imagine Optics and ISP Systems; it is
speciﬁcally designed for high-power, low repetition rate lasers. It works by using a
deformable, 1mm thick dielectric membrane over 47 step motors to change the wave-
front of the incoming beam. The coating for the dielectric membrane was chosen to
have a bandwidth of 215 nm and damage threshold of 170mJcm−2 at 25 fs. The step
motors were chosen to be implemented instead of picomotors to because they have
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Figure 5.1: A schematic of the experimental setup used at CELIA for the results presented
in this thesis. The laser beam passes through a wave plate (WP) polariser pair, which
controls the energy; the temporal synthesis setup described in ﬁgure 4.12; then into the
compressor; onto the deformable mirror; onto a partially reﬂecting mirror (labelled A);
one part directed to a Shack-Hartmann wavefront sensor the other through a computer
controlled iris which is then focussed by a 2m focal length mirror into the gas jet and
ﬁnally into the spectrometer. Here the rectangular blocks which the beam can be seen to
reﬂect oﬀ of are dielectric mirrors.
an increased stability; a higher strength/size ratio; and they hold their position when
the power is turned oﬀ.
The wavefront modulator works in an adaptive feedback loop with a Shack-Hartmann
wavefront analyser (HASO HA v3). After the deformable mirror part of the beam
that is directed to the HHG chamber is let through to it. This is seen at observation
point A in ﬁgure 5.1. The Shack-Hartmann measures the wavefront, relays this to the
computer control which then controls the wavefront modulator. This is illustrated in
the simpliﬁed schematic in ﬁgure 5.2.
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Figure 5.2: Feedback loop of the adaptive optics system: the Shack-Hartmann measures the
wavefront, relays this to the computer control which then controls the wavefront modulator.
The beam is then propagated through the HHG chamber: ﬁrst onto the 2m focal
length mirror, then via the folding mirror, into the gas jet where the harmonics are
generated at the focal point. A 100μm diameter gas jet nozzle was used for this
experiment.
The XUV spectrometer is shown in ﬁgure 5.3 with the 800 nm generating laser and
XUV high harmonics represented in red and blue respectively. The HHG is gener-
ated in the gas jet, typically using argon or neon, which is shown also. After the high
harmonics are generated the IR and XUV both propagate through a 500μm slit and
are incident on a gold grazing incidence mirror.
The gold mirror reﬂects both IR and XUV onto the ﬂat-ﬁeld grating and on toward
the micro channel plate (MCP) where the harmonics are spectrally resolved and in
focus on the plane of it. The grating is a cylindrical, ﬂat ﬁeld, reﬂective gold grating
with 1200 lines per mm, and is made by the company Hiatachi. The blaze angle of the
grating is 3◦, and the angle between the propagation and the normal of the grating
is 87◦.
What is also shown in the schematic in ﬁgure 5.3 is the focal imaging technique/system.
The slit and gold mirror are mounted on a translation stage which, is shown in the
square dashed box surrounding both. This can manually be translated from outside
the chamber without breaking the vacuum. When the slit and gold mirror are moved
to the side (vertically upward in the diagram) the beam is allowed to pass to the glass
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Figure 5.3: Schematic of the XUV ﬂat-ﬁeld spectrometer used to record the harmonic
spectra with the 800 nm generating laser and XUV high harmonics represented in red and
blue respectively. The HHG is generated in the gas jet; the generated IR and XUV both
propagate through a 500μm slit and are incident on a gold grazing incidence mirror; the
gold mirror reﬂects both IR and XUV onto the ﬂat-ﬁeld grating and on toward the micro
channel plate (MCP) where the harmonics are spectrally resolved and in focus on the plane
of it. The gold mirror is able to be moved out of the beam path to direct the beam onto a
camera which images the position of the gas jet.
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wedge, on to a 2m focal length mirror and then back out toward a camera.
The alternate path is shown by the black dotted line, and passes two glass wedges to
reduce the intensity that reaches the camera. The system is set so the focal spot in
the interaction region is imaged onto the camera. This is very useful for accurately
measuring the spot size and focal parameters, such as beam waist, confocal parameter
etc.
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5.3 Spectral results
In this section the results of the measured laser spectrum as a function of the de-
phasing between the two pulses are presented and compared to simulations, which
were courtesy of Dr. Amelle Za¨ır. To achieve the de-phasing the position of the
birefringent wedges and therefore CEP between the two pulses is varied. At each
wedge position a spectrum of the laser ﬁeld is measured. Ideally to check the tem-
poral synthesis a FROG trace would be taken, and then analysed. As mentioned in
section 3.4, FROG traces need to be post processed outside the lab, and are rather
time consuming; and during the result taking the wedges would need to be scanned
over many positions to ﬁnd the optimal synthesis. This is why an alternative method
was devised.
The spectrum of the synthesised pulse is modelled here, depending on the synthe-
sis. Experimentally this is easier to acquire than the FROG trace, so is a good
candidate for quick identiﬁcation in the lab where time is of the essence; especially
when using the ﬁnite beam time aﬀorded by institutions such as LASERLAB Europe.
There are three cases that are simulated with the model:
(a) delay the same as pulse duration. Delay = τp.
(b) delay twice the pulse duration. Delay = 2τp.
(c) delay half of the pulse duration. Delay = 0.5τp.
The reason for choosing these delays is because of the combinations of the phase
plates achievable closely matches them. See table 4.1 for more details..
5.3.1 Spectra images
Here a Jones Matrix formulation is used to simulate the eﬀect of the wedge scan on
the laser pulse. This not only models the change in phase between the two pulses, but
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also the small change in delay that will occur due to the extra quartz in the line as the
wedges are scanned. It simulates all optical elements seen in ﬁgure 4.13 in section 5.4.
For a given delay of Δτ and CEP ϕ0, the electric ﬁeld is created and Fourier trans-
formed to give the transform limited spectrum. This is repeated for each position of
the wedge (varying ϕ0 from equation 2.2).
The experimental images of all of the spectra taken for a particular delay are com-
pared. They are simply the plan view of a 3d plot containing the IR spectra taken
after the polariser as a function of wedge position (Δϕ). Taking a lineout along
the x-axis will give the spectra for a given wedge position. The laser spectrum was
measured to have a bandwidth of  30 nm, and is acquired before the compressor
immediately after the quartz plates and wedges.
(a) delay = τp
The results presented here are from simulations of the spectra where the delay be-
tween the two pulses is the same as the pulse duration, Δτ = τp. Experimentally this
is achieved by arranging the plate and the wedges such that the fast and slow axes
are 90◦ relative to each other. This results in a tuneable delay between the two pulses
of Δτ = τp.
Figure 5.4 shows a direct comparison between the simulated laser spectrum and the
experimentally measured spectrum as a function of the de-phasing. Figure 5.4a shows
the simulated laser spectra as a function of de-phasing. The spectrum shifts as the
de-phasing Δϕ is varied; the period is one laser cycle which would be expected. A
direct comparison can be made to ﬁgure 5.4b which shows the experimental results
measured when the 1.01mm crystalline quartz plate was in the beam.
The gradient of the shift and number of fringes of the experimental and simulated
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data can be seen to be closely matching and therefore in good agreement. This will
also be shown in the next section where the centroid of the spectra is presented.
(b) delay = 2τp
The results here are for a delay which is greater than the pulse duration, i.e τ = 2τp
are presented. Experimentally, the crystalline quartz plate was rotated by 90◦ such
that its fast axis was in the same conﬁguration as the fast axis of the wedges. This
resulted in the increased thickness experienced by the beam.
Figure 5.5. shows a direct comparison between the simulated laser spectrum and
the experimentally measured spectrum as a function of the de-phasing for this con-
ﬁguration; ﬁgure 5.5a is the simulated laser spectra as a function of de-phasing and
ﬁgure 5.5b is the experimental results measured when the 1.01mm crystalline quartz
plate was in the beam.
The main conclusion to see is that as the temporal delay, τ , increases so does the
number of dark fringes in the spectrum. The position of the dark fringes change as
the wedge is scanned, and when a long delay is used it move much more rapidly per
mm of wedge change. This can be see as the gradient of the fringes: it is steeper
the longer the delay. This is highlighted by the diﬀerence between ﬁgs. 5.4b and 5.5b
where the gradient of the shift is much greater in the latter.
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(c) delay = 0.5τp
The results when the delay between the two pulses is set to 0.5τp are presented. This
is achieved in the laboratory by a combination of the 1.01mm and 470μm crystalline
quartz plates.
Figure 5.6 shows a direct comparison between the simulated laser spectrum and the
experimentally measured spectrum as a function of the de-phasing for this conﬁg-
uration; ﬁgure 5.6a is the simulated laser spectra as a function of de-phasing and
ﬁgure 5.6b is the experimental results measured when the 1.01mm crystalline quartz
plate was in the beam.
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5.3.2 Centroid of IR spectra
The centroid of the IR spectra can be calculated from the data taken in the experi-
ment, as well as calculated from the simulated data shown in the previous section. A
comparison of the general properties of the eﬀect the temporal synthesis has on the
centroid of the IR spectrum will be discussed.
As the wedges and therefore phase Δϕ between the two pulses was varied, the cen-
troid was calculated for each spectrum and this can be seen in ﬁgure 5.7. Figure 5.7a
is the simulation of the IR centroid for the case where the delay between the two
pulses is set to the pulse duration: τ = τp. It shows that the centroid oscillates about
the central wavelength of 800 nm by ±8 nm. The periodicity is one laser cycle, which
is to be expected.
The experimental result for the delay of τ  30 fs is presented in ﬁgure 5.7b. The
centroid of the spectrum is seen to oscillate as the relative phase between the pulses
is changed with a periodicity of one laser cycle and magnitude of ±8 nm. This is
directly comparable to the simulation presented above it.
Another thing to notice is the asymmetry of the oscillation; both the simulation and
the experiment show a ’saw-tooth‘ like oscillation, the rise is sharper than the fall as
the de-phasing in the simulation and experiment alike. The origin of this asymme-
try is due to the motion of the fringes in the spectrum as the de-phasing is changed.
When only one fringe in the measured spectrum is present, as the de-phasing is varied
the fringe translates from the blue to red sides of the spectrum. Once it reaches the
red end of the spectrum, it appears on the blue side again. This said motion of the
fringes is asymmetrical, therefore the shift in the centroid will be also.
As the wedges are scanned, it is not only the de-phasing between the two pulses that
will be aﬀected. The movement of the micrometer screw on the wedge mount in one
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Figure 5.7: (a) the simulated centroid of the spectrum as a function of wedge position/de-
phasing between the two pulses for the case a: delay = τp. (b) Measured centroid of the IR
spectrum as a function of the change in phase achieved by scanning the wedges. This is for
τ  30 fs and shows the central wavelength λ0 = 806.55 nm in the black dashed horizontal
line.
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direction will introduce an ever increasing thickness of glass. Hence slowly increasing
the delay between the pulses too. This is manifested in the reduction of the magni-
tude of the centroid shift seen as each cycle in the de-phasing happens.
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Figure 5.8: (a) the simulated centroid of the spectrum as a function of wedge position/de-
phasing between the two pulses for the case 2: delay = 2τp. (b) measured centroid of the
IR spectrum as a function of the change in phase achieved by using the wedges. This is for
τ  44 fs and shows the central wavelength λ0 = 806.55 nm in the black dashed horizontal
line.
Figure 5.8a is the simulation of the IR centroid for the case where the delay between
the two pulses is twice the pulse duration: τ = 2τp. It shows that the centroid oscil-
lated about the central wavelength of the laser by ±1.5− 2 nm. This is much smaller
than the case where the delay is only one pulse duration. The reason being is there
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are two fringes in the spectrum due to the longer delay and therefore aﬀecting the
centroid as such. Here also the asymmetry is less than the previous case.
The experimental result is shown in ﬁgure 5.8b. The results show an oscillation, but
the results are much more noisy and not as smooth as the simulated results, or the
previous experimental results. One can see that the oscillation is approximately 2π,
but actually not symmetrically about the centroid of λ0 = 806.55 nm. What is more
than likely is that the laser shifted during the day and therefore the centroid mea-
sured from the start of the day was not accurate. One thing that does agree with
the simulated results for this delay is the magnitude of the wavelength shift as the
phase between the two pulses are varied; in the simulation we see ±4 nm whereas in
the experiment it is ±1 nm.
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Figure 5.9: (a) the simulated centroid of the spectrum as a function of wedge position/de-
phasing between the two pulses for the case 3: delay = 0.5τp. (b) measured centroid of
the IR spectrum as a function of de-phasing (Δϕ). This is for τ  15.75 fs and shows the
central wavelength λ0 = 805.1 nm in the dashed horizontal line.
Now moving on to the case where the delay is half that of the pulse duration, ﬁg-
ure 5.9a shows the simulated results of the centroid shift. Here there is a notable
change of shape of the oscillation. The period is still one laser-cycle as expected, but
the asymmetry is much more pronounced; the rise is very fast, over 0.2 laser-cycles,
whereas the fall is 0.8 laser-cycles. This is highly asymmetric, and the origin being
that because the fringe in the spectrum is shifting in one direction only and the ‘snap-
ping back’ to the other side as the CEP is varied. It will never be symmetric. The
magnitude of the shift is much larger than the previous two cases also, being ±12 nm.
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The experimental results shown in ﬁgure 5.9b are measurably diﬀerent to the simu-
lation of this delay. The oscillation is only slightly asymmetrical and the magnitude
of the oscillation is half what the simulation predicts. The only thing that can be
compared between the two is the period of oscillation, which is expected regardless
of the delay between the two pulses.
Some general observations in the results, simulated and experimental, are: as the de-
lay increases from τ = 0.5τp → 2τ the asymmetry of the oscillations about the laser
centroid reduces, going from saw-tooth-like to approximately sinusoidal; the maxi-
mum deviation about the central IR wavelength, λ0 decreases as the delay between
the pulses increase.
5.4 High harmonic generation in argon
The results from the high harmonic generation experiments undertaken with the tem-
porally synthesised pulse is presented in this section.
5.4.1 Single 1mm plate (QP3)
Following subsequent measurement of all the parameters of the synthesised electric
ﬁeld, generation of high harmonics was undertaken. The HHG was generated with
1 bar backing pressure of argon using a 2m focussing and  100μm pulsed gas jet.
The adjustable iris was at a diameter of 10.5mm and the MCP was set to −15.8mm.
This position being the one depicted in ﬁgure 5.3; to access diﬀerent parts of the
HHG spectrum the MCP can be translated to view diﬀerent orders. The position of
−15.8mm gave a view of the plateau harmonics in argon, ranging from H19-29.
For every position of the wedge pair that were changing the de-phasing between the
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two pulses, an HHG spectrum was recorded. This gave a way to see how the HHG
changed as a function of the temporal synthesis. The best way to visualise the results
are presented in ﬁgures 5.10 and 5.12 where the integration of the HHG is shown
along the y-axis (energy) and the de-phasing along the x-axis. It is key to note here
that the full HHG image from the MCP is not shown, but an integration. Hence no
spatial information is shown.
Figure 5.10: The measured argon HHG spectra as a function of de-phasing (Δϕ). This is for
the orientation where τ  29.7 fs and using the 800 nm ECLIPSE laser described previously.
The focussing was 2m into the 100μm gas jet which was backed by 1 bar pressure. This is
comparable to ﬁgure 5.7b.
More speciﬁcally, ﬁgure 5.10 shows the HHG results when the 1mm plate QP3 was
rotated to 45◦ such that a delay of τ = 29.69 fs is induced. On the y-axis the energy of
the harmonics from H19-H29 are shown in eV and as the wedge position is changed,
the corresponding HHG spectrum is positioned accordingly. So moving along the
x-axis shows the HHG spectrum depending on the de-phasing between the two pulses
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that create the temporal syntheses of the laser pulse.
As the de-phasing between the two pulses is changed, the HHG can be seen to shift
in energy/wavelength; between the range of −3 and −2 π one can see that the energy
in each harmonic order decreases. This can be assumed to be because of the change
in position of the generating pulse’s centroid seen in ﬁgure 5.9b. This observed eﬀect
is real and is resolved by the spectrometer which has a resolution of 150meV. The
resolution was estimated using the geometry of the spectrometer and the knowledge
that the slit is larger than the source. The ratio of the jet size and the dector size
yielded the resolution of 150meV.
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Figure 5.11: Top: the measured argon HHG spectra as a function de-phasing. This is for
the orientation where τ  30 fs and using the 800 nm ECLIPSE laser described previously.
The focussing was 2m into the 100μm gas jet which was backed by 1 bar pressure. Bottom:
the centroid of the IR spectrum in blue and the measured intensity in red as a function of
de-phasing (Δϕ).
Another observable property seen is the loss of visible harmonics between  −2 and
−1 π which ﬁgure 5.11 helps to explain. In this ﬁgure the results from the exper-
imental campaign 4 months before in January are shown. All of the experimental
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conditions were as closely matched as possible. The top panel is the HHG in 1Bar of
argon and in similar conditions to the previous spectra seen; the bottom panel shows
the centroid of the generating pulse in blue and also the intensity of the laser in the
generating medium in red as the de-phasing is varied.
These results can not be directly compared to the other data presented in this section
because the laser bandwidth was modulated due to problems with the dazzler in this
campaign. However, what can be used is the measurement of the intensity in the
interaction region, because it is a good guide as to what is causing the harmonics to
disappear. The intensity was calculated using the autocorrelation τAcc(Δϕ), energy
into compressor E(Δϕ), and focal spot size at e−2, w = 146μm:
I(Δϕ) =
2E(Δϕ)
πw2τ(Δϕ)
. (5.1)
The eﬃciency of the compressor is 65% and the transmission through the adjustable
iris when set to 10mm is 49%. The latter being measured when we performed an iris
measurement of the beam size. What can be seen is that the intensity is also oscil-
lating, and this is because as the de-phasing is varied the pulse duration is changing.
This in turn aﬀects the intensity.
By comparing the measured intensity (red line) to the HHG, one can see that the har-
monics disappear when the intensity is reduced below an intensity of  1×1014Wcm2.
What can also be seen is that the maximum intensity here is  2× 1014Wcm2 which
is below the saturation threshold of argon, therefore eliminating suspicion that the
spectral shift seen in the HHG comes from plasma formation eﬀects.
Unfortunately the autocorrelations and FROG measurements taken in the most re-
cent data did not yield results which could be used. The commercial autocorrelator
was yielding inconsistent results with spurious double traces that were nothing to
do with the original pulse, and the FROG in CELIA had problems that were never
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fully resolved. For that reason the author draws on the previous campaign (above
in ﬁgure 5.11) for the explanation of why the harmonics disappear when scanning
the wedges. The HHG wedge scans from both experimental campaigns show the
harmonic generation disappearing and reappearing as the wedge position is changed.
In the ﬁrst experimental campaign it was shown to be due to the reduction of the
intensity in the generation volume.
Figure 5.12: The measured argon HHG spectra as a function de-phasing. This is for the
orientation where τ  43.6 fs and using the 800 nm ECLIPSE laser described previously.
The focussing was 2m into the 100μm gas jet which was backed by 1 bar pressure. It is
comparable to ﬁgure 5.8b.
Figure 5.12 show the same results discussed above for ﬁgure 5.10 but with the larger
delay of τ = 44 fs, which is when the 1mm plate is rotated to an angle of −45◦ rel-
ative to the laser polarisation. In contrast to the case with delay of approximately
the pulse duration, the results here do not show the harmonics changing energy in as
great a magnitude. Again with reference to what the generating laser pulse is doing
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as the de-phasing changes is relevant here: ﬁgure 5.8b shows very little change in
the centroid of the spectrum of the generating pulse and therefore creates a similarly
small change in the HHG as a result.
In contrast to the previous case, here the harmonics are more constant as the de-
phasing is varied. The reason is assumed to be that the intensity does not vary as
much because the temporal synthesis has little eﬀect on the pulse duration.
HHG shift
To conﬁrm further that there are no signiﬁcant ionisation eﬀects and to quantify the
shift in the harmonics, an analysis of the gradient of the shift of the 19th to the 27th
harmonics is presented in this section. The centroid of the spectra of the generating
pulse is changing by a certain amount of energy ΔeV , and the qst harmonic is changing
by ΔeV (q). By using the grating law, in general for a harmonic q we should see the
ratio:
ΔeV (q)
ΔeV
= q, (5.2)
to hold if there are no other correlated eﬀects are present in the HHG. One of the
these could be due to ionisation causing a shift in the energy of the harmonic spectra.
Figure 5.13 shows the ratio of equation 5.2 plotted from 19th to the 27th harmonic
for the case where the delay is 29.69 fs and is an analysis performed directly on the
data shown in 5.10. It shows that the ratio is constant over the range of  −3.1 to
2.3 fs for all harmonics. The reason it is only calculated over this small window is
due to the lack of reliability of the peak-ﬁnding algorithm when the harmonic signal
becomes too low.
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Figure 5.13: Plot of the ratio seen in equation 5.2 for the 19th to the 27th harmonics as the
wedge position changes.
As well as showing that there are no signiﬁcant ionisation eﬀects in play, it also
demonstrates the calibration of the spectrometer is very accurate because the 19th
harmonic gives the constant value of q = 19 and so forth. This will be a check for the
neon harmonics investigated in the next section.
5.4.2 1mm and 470μm plate (QP3+QP4)
A second quartz plate was used for these wedge scans as well. This is a 470μm
crystalline quartz plate, which is identical to the 1mm plate other than in thickness;
and so the two in combination oﬀer more ways to change the delay between the two
pulses. Only the results for the case where the plates are arranged such that the delay
is 15.75 fs will be presented.
This case correspond to the 1mm plate being at an 45◦ angle relative to the laser
(QP3=352◦) and the 470μm plate arranged so that it is also 45◦ to the laser polar-
isaion. The arrangement is also such that the fast and slow axes of the plates are
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Figure 5.14: The measured argon HHG spectra as a function de-phasing. This is for the
orientation where τ  15.75 fs and using the 800 nm ECLIPSE laser described previously.
The focussing was 2m into the 100μm gas jet which was backed by 1 bar pressure.
opposite each other; which means the +29.69 fs delay from the 1mm plate and the
−13.94 fs from the 470μm (QP4= 48◦) sum to give a delay of 15.75 fs.
The data from the subsequent HHG experiment as a result of this arrangement is
shown in ﬁgure 5.14. It is generated with the same parameters as the previous two
cases, so is comparable; the only thing that changed is the arrangement of the quartz
plates. To quickly summarise the HHG was generated with 1 bar backing pressure of
argon using a 2m focussing and  100μm pulsed gas jet. The adjustable iris was
at a diameter of 10.5mm and the micrometer position MCP was set to −15.8mm
(speciﬁc to this setup and not an absolute measurement of position).
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5.5 High harmonic generation in neon
During the experimental campaign HHG spectra in neon gas were recorded after the
argon scans were ﬁnalised. All of the experimental parameters were consistent with
the HHG in argon; the 2m focussing conﬁguration and  100μm pulsed gas jet was
used. The adjustable iris was at a diameter of 10.5mm. However, a higher backing
pressure of 4Bar of neon was required because it is harder to ionise than argon. The
position of the MCP was moved from −15.5mm to 20.6mm to observe higher har-
monics from H33-H55.
5.5.1 Individual HHG spectra
In this subsection the individual HHG spectra for a few positions in the entire wedge
scan is presented. The motivation was to investigate the long trajectory emission,
which appear as rings around the central spot of harmonic signal. Figure 5.15 show
the harmonics for a small portion of the full wedge scan, starting from the top left
sequentially to bottom right. The reason for doing this in neon is because it was very
hard to see any long trajectory rings in argon at all. These are images of the whole
MCP and hence include spatial information, which is seen in the y-axis on them. The
spectral information is along the x-axis.
An example of the rings can be seen in ﬁgure 5.15d, where towards higher energies
they appear around the main emission of short trajectories. As expected they are
much dimmer then the short trajectories, which is due to the phase matching eﬃ-
ciency. Looking at what is happening between diﬀerent wedge positions, and therefore
de-phasing, the long trajectory rings appear and disappear as we scan through. Fur-
ther evidence of the long trajectories is presented and analysed in ﬁgure 5.21.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.15: The raw HHG spectra in 4Bar of neon with temporal delay of  29.69 fs from
ﬁgure 5.17. The top left is at wedge micrometer position 23.5mm and bottom right is at
26mm. As with ﬁgure 5.17 the step size is 0.5mm.
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5.5.2 Line out vs. integration of HHG
In this section I will compare integration of the spectra to the line outs. This is in
order to try and see the rings from the long trajectories seen in ﬁgure 5.15.
Figure 5.16a is the integration over the middle of the MCP (not the whole MCP like
5.15) and ﬁgure 5.16b the right hand pane is the line out of the very same scan. Here
the range is restricted to focus on one HHG shift. This is to see the long trajectory
rings better. The color bar shows that there is a diﬀerence.
Being a lineout one expects to see the long trajectory rings more clearly, because
there is no averaging from the integration, but it’s not much clearer, if at all.
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(a)
(b)
Figure 5.16: (a) integration of the HHG in neon as a function of the wedge position. (b) is
the lineout of the HHG in neon as a function of the wedge position. This is for the plate
angle corresponding to 29.7 fs delay.
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5.5.3 Neon wedge scans with 1mm plate
In this section the results of the wedge scans are shown. This is similar to the results
in argon, except the target gas is neon. Because neon is harder to ionise, a higher
pressure of 4Bars is needed to get a signal that is able to be seen on the MCP. Like
before, for each position of the wedges, a HHG spectrum is recorded. The integration
is then taken and plotted in ﬁgures 5.17 and 5.18.
The results show the energy/wavelength of the harmonics shift as the wedge is
scanned. This is because the de-phasing between the two pulses changes, and therefore
the generating IR spectra. This change manifests itself as an oscillation of centroid,
which has been previously discussed in section 5.3.2. The diﬀerence between the plots
is only the day that the scans were done: ﬁgure 5.17 is the scan on Thursday 4th June
2015 and ﬁgure 5.18 was done on Friday 5th June 2015. They are very comparable
and show that the results are repeatable from day to day.
As with argon, the changed the delay between the two pulses was varied by rotating
the 1.01mm quartz plate. Figure 5.19 is for 43.6 fs. As seen in the plots with the
centroid as a function of wedge position on page 114, the harmonic spectra reﬂect
that. Because the central wavelength of the IR isn’t changing as we move the wedges,
the harmonics do not.
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Figure 5.17: The measured neon HHG spectra as a function de-phasing. This is for the
orientation where τ  30 fs and using the 800 nm ECLIPSE laser described previously. The
focussing was 2m into the 100μm gas jet which was backed by 4 bar pressure.
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Figure 5.18: The measured neon HHG spectra as a function de-phasing. This is for the
orientation where τ  30 fs and using the 800 nm ECLIPSE laser described previously. The
focussing was 2m into the 100μm gas jet which was backed by 4 bar pressure. This the
same as ﬁgure 5.17 but is from the following day under nominally similar conditions.
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Figure 5.19: The measured neon HHG spectra as a function de-phasing. This is for the
orientation where τ  44 fs and using the 800 nm ECLIPSE laser described previously. The
focussing was 2m into the 100μm gas jet which was backed by 4 bar pressure.
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5.5.4 HHG shift
This is an identical analysis for the HHG wedge scans. The ratio of the shift in the
IR centroid and HHG shift is plotted in ﬁgure 5.20. The top and bottom are for the
diﬀerent scans that were done on diﬀerent days: 5.20a corresponding to the data from
ﬁgure 5.17 and 5.20a corresponding to the data from ﬁgure 5.17.
Because there are many more harmonics due to the new MCP position, and the higher
generation intensity, there are a greater number of ratio plots in the data for neon
compared to argon. For both cases in neon, we can see that as the de-phasing is
varied, the ratio of ΔeV (q)/ΔeV is constant. The values for each harmonic, from the
33rd to the 55th, are correct, meaning that there are no other eﬀects in play here. The
shift is only due to the change in centroid of the generating pulse.
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(a)
(b)
Figure 5.20: (a) is a plot of the ratio seen in equation 5.2 for the 33rd to the 55th harmonics
as the wedge position changes. (b) is the same but for the HHG spectra directly above
(taken the following day).
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5.5.5 Short and long trajectory shift
Focussing on the neon HHG data recorded on the 5th of June 2015, integrations of the
33rd and 35th harmonic peaks for the plate orientation such that the delay between
the two pulse replicas was τ = 30 fs is presented at three diﬀerent wedge positions.
Figure 5.21 shows the integrated spectra highlighting the 33rd and the 35th harmonics.
In both plots the blue, red and yellow line represent three diﬀerent wedge position,
and therefore diﬀerent relative phases between the two replica pulses which is labelled
in the ﬁgure legend on the top right. This is the same data which was presented in
ﬁgure 5.18.
The ﬁgure shows a main peak with two satellite peaks either side of it, which is the
short and long trajectories respectively. As the relative phase between the two pulses
is altered by the wedges the spectrum red-shifts. However, one will notice that the
long trajectory peaks are not present for in the 35th harmonic for the ﬁrst position
of the dephasing (−2.8712 π); the range of dephasing which the long trajectories are
present is limited to two points in the wedge scan. The long trajectories for the 33rd
harmonic is present for three points in the wedge scan.
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Figure 5.22: The position of the 33rd harmonic in nm, as the wedge position changes.
This is for the orientation where τ = 30 fs and using the 800 nm ECLIPSE laser described
previously. The focussing was 2m into the 100μm gas jet which was backed by 4 bar
pressure.
The spectral shift of the long and short trajectories for the 33rd harmonic in neon is
presented in ﬁgure 5.22. In this graph the reason there are two data sets for the long
trajectories is due to the fact that the long trajectories are phase matched such that
it forms a ring around the central short trajectory spot. This means when taking a
lineout or integration one will see two peals either side of the main short trajectory
peak. Here, LTb represents the blue edge of the ring and LTr the red.
What can be seen is the long and short trajectories red-shift by  0.2 nm as the
de-phasing is varied. The spectral distance between the long and the short trajectory
emission remains constant irrespective to the wedge position. Therefore we can con-
clude that since it was demonstrated that the short trajectory emission follows the
change in central wavelength, so does the long trajectory emission.
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5.5.6 Short trajectory width
The spectral width of the short trajectories as the wedges are scanned is investigated
in this sub section. The spectra analysed were the same as ﬁgure 5.20b. Here the
data presented was calculated using an automated peak ﬁnder and peak-ﬁt program
with Matlab. Harmonics 37-47 was investigated because the lower orders are not well
ﬁtted by the peak ﬁnder algorithm.
In ﬁgure 5.23 the top image is the same data that has already been presented before
in ﬁgure 5.18, which corresponds to the day of the 5th of June 2015. The lower section
is the spectral with of the harmonics that have been extracted using the Matlab code.
It is split into three main regions between  −3 to −2,  −1 to 0 and  1 to 2.
What is similar between all three is that the spectral width increases sharply to a
maximum value, and then decreases again.
A zoomed in section of the spectral width data plot is shown in ﬁgure 5.24 and is
for the ﬁrst region mentioned, between  −3 to −2. The data shows that as the de-
phasing changes, the short trajectory width increases from z = 0.1 eV to a maximum
of = 0.2 eV and then decreases again. One thing to note is the rate at which the short
trajectory width changes is the independent of the harmonic order.
The reason for the spectral width variation is probably due to the changing pulse
duration, which even though was not obtained for this data set, can be inferred from
the data recorded during the previous run in January 2015. The data presented in
ﬁgure 5.11, particularly the lower panel shows the measured intensity as a function
of the de-phasing changes. This was primarily because the measured temporal pulse
duration was varying. This was used to explain why the harmonics were disappearing
during the wedge scans for that ﬁgure and here it explains why the spectral width of
the harmonics varies also.
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Figure 5.23: Top: the high harmonic generation in 4 bar of neon as a function of de-phasing
for the delay 30 fs. This is the same data as ﬁgure 5.18. Bottom: The spectral width of the
short trajectory peaks as a function of wedge position for the above harmonics.
140
5.5. High harmonic generation in neon
Figure 5.24: The width of the short trajectory peaks in neon as a function of wedge position
for a smaller de-phasing window. This is the same as the bottom of ﬁgure 5.23.
In this Chapter the results from experiments and simulations relating to temporal
synthesis of the laser pulse was presented. The ﬁrst results saw that as the rela-
tive phase between two pulses was changed with a pair of birefringent wedges, the
spectrum of the laser changed. This was simulated and also found to be the same.
The HHG in argon and neon was presented for various temporal proﬁles and showed
variations consistent with the changes in synthesised laser ﬁeld. The results in this
chapter show that with a simple setup of a pair of birefringent wedges and plate one
can alter the properties of the laser pulse and therefore the generated HHG.
The comparison between the simulations and the experiments were not quantitatively
reliable. This is due to the fact that the simple simulations need to be reﬁned, perhaps
by matching more closely the bandwidth of the input pulses; or take into account the
spectral variations of the pulse. Although the simulations do not quantitatively agree
with the experimental results, qualitatively they do.
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Spatial Synthesis
6.1 Chapter introduction
In this chapter the results from spatial synthesis of the laser beam is presented. Firstly
an introduction to HHG experiments that would beneﬁt from such a synthesis followed
by an extension to Gaussian optics is shown, where in particular the geometric phase
is aﬀected when a ﬂat top spatial beam proﬁle is used. The next section will be a
review of methods used to generate a spatial ﬂat top in the laboratory followed by
the results of the application of these pulses in HHG experiments.
6.2 Introduction and extension to Gaussian optics
As seen in section 2.5, the generation of HHG is very sensitive to macroscopic phase
matching. The two key contributions are the dipole and Gouy phase. Following on
from the discussion at the end of subsection 2.5.4, the long trajectory harmonics gen-
erated before the focus are much more spatially divergent than the ones generated
after the focus due to the vectorial nature of phase matching [8].
Experiments have shown that changing the spatial proﬁle of the laser beam aﬀects
the phase matching in HHG. Nisoli et al. produced high brightness, low divergent
harmonic emission by using a truncated Bessel beam from an argon ﬁlled hollow core
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ﬁbre [10]. They conclude that angular distribution of the HHG strongly depends on
the spatial properties of the fundamental beam.
There are experiments that would greatly beneﬁt from having less divergent har-
monics, for example quantum path interference (QPI) experiments where the spatial
overlap between the short and long trajectories is required to observe the eﬀect [100].
QPI is an eﬀect in which the long and short trajectory electron paths for a given
harmonic interfere and of course is only the case for plateau harmonics, because the
cutoﬀ harmonics arise from only one type of trajectory. The long and short trajectory
electrons will acquire a diﬀerent amount of phase due to the diﬀering path lengths
travelled. The harmonic phase for the trajectories are also dependent on the intensity,
and therefore the interference will be diﬀerent between the two [100].
One will see that the contributions from the long and short trajectories will construc-
tively or destructively add if the diﬀerence in the phase is 2nπ or (2n+1)π respectively.
The harmonic signal will therefore be periodic as the intensity increases. A calcu-
lation for the change in intensity to go from constructive to destructive interference
in plateau harmonics generated with an 800 nm laser ﬁeld gives 0.15×1014Wcm−2 [6].
Therefore it is proposed that by using a spatial ﬂat top intensity proﬁle one would
possibly greatly improve the QPI signal and remove and spatial averaging eﬀects due
to the change in intensity oﬀ axis in the generation medium.
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Figure 6.1: Gouy phase at the beam axis. The dotted line is for a Gaussian beam and the
solid line for a spatially ﬂat top beam. Here b = 2z0, is the confocal parameter. Image
reproduced with permission from [13].
Strelkov et al. show that by using a spatially ﬂat top beam in the focus, one can
remove the change in Gouy phase shift through the focus [13]. Figure 6.1 shows that
the Gouy phase for a ﬂat top (solid line) is positive about the focus. This is dif-
ferent when compared to a perfect Gaussian (dashed line), which goes from positive
to negative phase either side of best focus. What this implies is that the combined
dipole and Gouy phase shift will be approximately zero, leading to on axis harmonic
emission. Another salient point is that in the generating volume, due to the ﬂat top
spatial proﬁle, the target will be exposed to an identical intensity across it. This
means there will be a larger volume at which the target gas will be exposed to the
same intensity, and therefore have the same emission phase.
6.2.1 Field enhancement with nanostructures
During the course of his PhD the author contributed to theoretical studies relating to
simulation of HHG with spatially enhanced laser ﬁelds when in the presence of metal
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nanostructures [17, 18]. When a low-intensity femtosecond laser pulse couples to the
plasmonic mode of the metal nanoparticle, it initiates a collective oscillation among
free electrons within the metal. This creates an enhancement in the laser ﬁeld local to
the nanoparticles which may be above the threshold for harmonic generation in noble
gasses [101]. The localisation of the enhancement creates a spatially inhomogeneous
laser ﬁeld in the region where the electron dynamics occur. It was therefore proposed
to simulate the eﬀects of spherical nanoparticles on HHG.
Previously in Chapter 2.5.2 classical electron trajectories were simulated based on
the assumption that E(r, t) ≡ E(t). However, this is not the case in the presence
of nanoparticles because of the inhomogenity introduced to the electric ﬁeld. The
electric ﬁeld used in the calculations is as follows:
E(x, t) = E0f(t) exp(−x/χ) sin(ωt+ ϕ0) (6.1)
Here in equation 6.1 E0 is the peak electric ﬁeld amplitude, ω is the laser frequency,
f(t) is the ﬁeld envelope function, and ϕ0 is the CEP. The spatial dependence of the
laser ﬁeld is given in the exp(x/χ), where χ is the spatial decay parameter with units
of m−1. The form of the spatial dependence was found to vary depending on the
nanoparticle size and geometry based upon experimental results from [102].
The HHG spectra were simulated by solving the Time Dependent Schro¨dinger Equa-
tion while using the electric ﬁeld of equation 6.1, the results of which are presented
in ﬁgure 6.2 [17]. The top panel shows the harmonic emission up to the 9th order
when the spatial inhomogeneity parameter set to χ = ∞ i.e. when exp(−x/χ) → 1.
However, with the spatial inhomogeneity parameter of χ = 40 and χ = 50 one can
observe simulated harmonics up to the 23rd and 26th order is observed which is well
above the classically predicted of 9. Moreover, owing to the non-homogeneity of the
generating electric ﬁeld the harmonic periodicity is aﬀected.
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Figure 6.2: Simulated HHG spectra in xenon with a laser wavelength of 720 nm, intensity
of 2× 1013Wcm−2 sin2 pulse with 5 cycles for (a) spatially homogeneous case, (b) χ = 50
and (c) χ = 40. Image reproduced with permission from [17].
To investigate further the harmonic cutoﬀ extension seen in ﬁgure 6.2 the classically
calculated kinetic energy of the returning electrons were calculated in and shown in
ﬁgure 6.3 for the cases where (a) χ = ∞ spatially homogeneous case, (b) χ = 50
and (c) χ = 40 respectively. Here the green line represents the return kinetic energy
plotted as a function of electron ionisation time and the red line represents the return
kinetic energy plotted as a function of electron recombination times. The results are
consistent with the quantum mechanical results of ﬁgure 6.2. In panels (b) and (c)
the recombination window for the long and short trajectories are seen to be approach-
ing the same time for harmonics above the 9th and is ascribed to annihilation of the
long trajectories. For the cases with a non-homogeneous ﬁeld only short trajectories
contribute to the harmonic emission.
These simulations show that by illuminating nanostructures in the presence of xenon
with a modest generating intensity of 2 × 1013Wcm−2 can produce modiﬁcations in
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the harmonic generation due to the non-homogeneity of the local laser electric ﬁeld.
These modiﬁcations relate to extension of the harmonic cutoﬀ and show that har-
monics in the XUV regime could be achievable with modest input intensities.
Figure 6.3: the total energy of the returning electrons driven by the laser ﬁeld plotted
as a function of ionisation time (green) and recombination time (red) for (a) spatially
homogeneous case, (b) χ = 50 and (c) χ = 40. Image reproduced with permission from [17].
This is another example how the spatial properties of the laser ﬁeld can modify the
HHG process and is therefore crucial to understand how such a spatial synthesis of
the fundamental generating laser beam is implemented in the laboratory and the ef-
fects it has on the HHG.
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Figure 6.4: Left: the experimental setup showing the beam shaping telescope and the mask
plane. Right: the image of the ﬂat top at the mask plane. Images adapted from [103]
6.3 Generating a ﬂat top focus
This section details how to generate a spatial ﬂat top intensity proﬁle. The ﬁrst sub
section is a review of the diﬀerent methods that are reported in the literature. The
second will be on the method used in this thesis.
6.3.1 Flat top review
Spatial beam shaping is not a new topic, because it is extremely beneﬁcial for many
industries. For example in laser drilling, it is useful to have a ﬂat top intensity proﬁle
to improve the edge quality of the hole drilled [103]. The method here is shown in
6.4 uses a custom designed, two element, spherically aberrating telescope. The ﬁrst
lens has a high spherical aberration, which forces the edge of the beam to be focussed
more tightly than the centre. The second re-collimates and corrects for the spherical
aberrations caused by the ﬁrst lens.
This produces a ﬂat top in a plane that is some nominal distance from the beam
shaping telescope in the mask plane, and has been imaged on the right hand side of
ﬁgure 6.4. This ﬂat top is then re-imaged into the surface that is to be drilled with
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Figure 6.5: Top: schematic of the aspheric lenses with illustration of how the beam is
synthesised. Bottom: image showing how the aspheric lens actually works. Note the light
and dark grey areas of the Gaussian on the left. This image is a composite of two from [105].
a demagniﬁcation factor of 1/99. The assumption is that during the re-imaging, the
ﬂat top is not changed signiﬁcantly.
This technique is adequate and does show utility in the micro-machining industry, but
would not be suitable for application to HHG and use with ultrashort laser pulses.
The main reason is due to the complications of re-imaging the ﬂat top mask plane
inside of the HHG chamber. The other requirements are that the ﬂat top is generated
before the focus, so that we can phase match the long trajectories in HHG.
Other uses for a ﬂat top beam shape have been noted in holography [104], laser heat
treatment for surface annealing in microelectronics [105], and laser ablation [106].
In ﬁgure 6.5, the ﬂat top is generated in the unfocussed beam: the ﬁrst aspheric lens
produces a ﬂat top at the focus, l, and the second ensures the phase is corrected so
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Figure 6.6: Left: the ﬂat top immediately after the beam shaper. Right: the beam after
100mm the beam shaper. Image from [105].
that the beam continues with parallel propagation.
The lower schematic in ﬁgure 6.5 highlights what is going on in the ﬁrst aspheric lens.
The inner, most intense part of the Gaussian passes through the divergent section,
and at the focal plane is spread out. This can be seen by the light grey highlighted
section on the Gaussian spreading out as it propagates. The outer section of the
input Gaussian, passes through a convergent piece of the aspheric lens, causing the
energy in the wings to be moved toward the central section. Again this is shown as
a dark grey block on the Gaussian, which then is displaced toward the middle of the
beam.
The ﬂat top here shows that the wings are very steep and the top seems relatively
ﬂat, when compared to a Gaussian. This is shown in ﬁgure 6.6, where the image on
the left is shown directly after the beam shaper, and the right at 100mm after free
propagation. The reason for the degradation is due to diﬀraction eﬀects of the mask.
Like the method previously described in [103], this then needs to be re-imaged to
a smaller spot size for useful function in HHG experiments. For the same reasons
as the previous technique, I believe that this is not an option for use in said HHG
experiments due to the nature of the laser and the optics required for the beam shaper.
So far the above two methods have been used with relatively low intensity beams.
For example the ﬁrst was with an Nd:YAG laser at 355 nm, 10Hz, and 38 ns. This
gives an approximate intensity of  108Wcm−2 assuming a 125μm spot size. Even
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Figure 6.7: The simulation of the diﬀraction at 77 cm away from the aperture that is shown
in ﬁgure 6.8. Adapted from [107].
if we were to re-image to a smaller spot size, it would only increase by one order of
magnitude, still being too low. The second was with a CW laser, so is deﬁnitely not
able to reach the intensities needed for HHG.
In 1999 Toma et al. used a spatially shaped focus in the form of a ﬂat top to gen-
erate resonantly enhanced HHG. The setup is conceptually simple, and produces a
good spatial ﬂat top intensity proﬁle with an intensity at the focus in the range of
3− 100× 1012Wcm−2.
The technique used here for generating the ﬂat top is diﬀraction. By placing a circu-
lar aperture in a Gaussian beam, diﬀraction occurs, and at some distance from the
aperture the beam will be approximately ﬂat. This position is then re-imaged by use
of a demagnifying telescope and focussing optic.
Figure 6.7 shows the predicted ﬂat top 77 cm from the aperture. The setup used is
shown in ﬁgure 6.8 and shows the aperture, telescope and HHG chamber. The ﬂat
152
6.3. Generating a ﬂat top focus
top achieved in this work is exactly at the focus, after 14m of travel. It is 75μm in
diameter at FWHM and had a maximum intensity of 1× 1014Wcm−2.
Figure 6.8: The experimental setup used for the ﬂat top HHG from [107].
This was successfully used to generate HHG in xenon, with headroom to do intensity
scans. The conclusion was ”The harmonic spectrum measured in these conditions
shows distinct features not present in the spectrum obtained with a Gaussian focus”.
This feature is a resonant enhancement of the 13th harmonic.
The experiment showed that with a spatially shaped focus in the generating volume,
the 13th harmonic is initially absent for a range of generating intensities, even though
the 11th and 15th harmonics are already present. There is a sudden and sharp increase
in the 13th harmonic signal which then proceeds to become brighter than the 11th and
15th harmonics from an intensity of about 7 × 1013Wcm−2. This was not the case
when using a Gaussian spatial focus where the 13th harmonic is still absent when the
15th is present at certain intensities. However, it does not become brighter than the
11th at any point in the intensity scan.
This experiment shows that by using a spatially shaped focus, the HHG is directly
aﬀected and features which are not present using a Gaussian spatial focus is seen.
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This gives HHG another handle for experimentalists to manipulate in HHG genera-
tion. However, for the work described in this thesis, the intensity would be too low
to generate harmonics in argon, but the method is still useful as an indicator that
spatially shaped focusses aﬀect the harmonic generation process.
One disadvantage of this method is that it involves causing diﬀraction patterns, which
in a high power optical line is usually avoided to preserve optics and reduce damage
to the sensitive equipment. In [107] this was avoided by implementing the spatial
shaping in the compressor and imaging a particular point where the beam was a spa-
tial ﬂat top. This method was not possible in the laboratory used in the recording
of the data which is presented in the following passages of this chapter due to other
requirements on said laser at the time.
Another consideration is the placement of the ﬂat top in regard to the focal position.
To optimise for the long trajectories, one needs to generate harmonics before the
beam is focussed. However, this is not mentioned if it is possible in [107]. The ﬂat
top is also at a very speciﬁc position in the focus, therefore performing z-scans with it
may not be possible. This is another requirement for the experiments of this thesis.
Another paper which has reported spatial beam shaping of ultrashort-laser pulses
is [108,109]. Here a similar method to the ﬁrst two methods described has been used,
but with ultrashort-laser pulses. This is a diﬀractive beam shaping system that uses
a phase delay element and a Fourier lens.
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Figure 6.9: The experimental setup used for the ﬂat top from [108,109].
The setup is shown in ﬁgure 6.9. This shows the phase-delay element, which changes
the wave front of the beam; and the Fourier lens. The lens focusses the beam and
forms any arbitrary shape for which the phase-delay element has been designed. Here
they have made it such that a spatial ﬂat top is formed in the focus.
Figure 6.10: left: the experimental results (points) and calculated energy ﬂuence curve
(solid line) from the setup shown in ﬁgure 6.9. Right: numerical calculations of the focus
for four diﬀerent intensities. Adapted from [108,109].
The results and calculations are shown in ﬁgure 6.10. The left hand image shows
the measured and calculated beam shaping. The most important panel is (a): this is
when the beam is aligned, and (b)-(f) are when the laser is misaligned, although it
is not stated what is misaligned. This shows a good ﬂat top measured, but the pulse
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energy here is on the nJ level, which is simply not enough to use for HHG.
The paper then goes on to simulate the non-linear eﬀects if more energy were used.
This is shown in the right hand side of ﬁgure 6.10, where each panel is a diﬀerent
intensity. This shows as the intensity increases the spatial proﬁle of the ﬂat top
degrades, and ends up with ring fringes. This has been attributed to self phase mod-
ulation.
This is very dangerous when using high energy beams, because diﬀraction rings can
cause irreversible damage to the optics used in the beamline up to and in the chamber.
For this reason, another technique will need to be found.
6.3.2 Transmissive phase plate method
Another method of using a glass transmissive ‘phase plate’ to achieve a spatial ﬂat
top in the focal plane of a converging lens was reported [110]. This is a glass plate
with a depression in the middle such that a π phase shift is achieved between the
inner and outer part of the beam. The simulations, shown in ﬁgure 6.11a, yielded a
super-Gaussian of order 6 in the focus, and clearly showed a new method that can be
used for this application.
This was based on results shown in a paper in 1994, where a 2D-square, spatially ﬂat
top mode from a Nd:YAG laser and was produced by using diﬀractive optics and a
phase plates inside the cavity [111, 112]. The phase plate method was also used to
produce spatial ﬂat tops with Nd:YLF lasers in the semiconductor industry [113].
Considerable study of the main parameters for this method is done in [114]. The
results that best achieve a ﬂat top is shown in ﬁgure 6.11b; it shows the spatial in-
tensity proﬁle as a function of through the focus. They show how a pseudo-ﬂat top
can be maintained over a range of f ± zr, where f is the focal position and zr is the
Rayleigh Range.
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(a) (b)
Figure 6.11: (a) the radial intensity from spatial synthesis of the laser beam presented
in [110] and (b) is a lineout of the spatial beam proﬁle for diﬀerent z positions through
direction of the propagation fo the laser - results from [114]
From all of the papers using a phase plate, the ratio of the radius of the dephasing
region to the beam waist has been deﬁned and used as a parameter in the following
equation:
Δpp = ρ0/W. (6.2)
Here ρ0 is the radius of the circular indent in the phase plate, and W is the incident
beam width [110,113,114]. They all report the value of Δpp directly aﬀects the beam
shape; ﬂat top, TEM1,0, or doughnut spatial proﬁles are achieved in all. Flat tops
were found to be Δpp = 1.25 − 1.3, but it is not stated weather W is the full width
half maximum or 1/e2 beam waist.
Another application of using phase plates has also been applied to produce 1D shap-
ing of a Gaussian laser beam [115]. Again this is the same as the aforementioned
methods, where a π phase shift is introduced between the inner and outer part of
the beam and then focussed. In the paper TEM1,0 modes were also generated and
studied; clearly showing the versatility of the phase plate method.
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Phase plates in general are ﬁxed, transmissive objects that can not be adjusted with-
out being replaced completely, albeit potentially simple to manufacture. One point
mentioned in all of the papers is that the radius of the step in the centre had to be
strictly of a certain size to achieve the desired results; and more importantly the step
or indent that creates the π phase shift needs to be controlled precisely.
Another method using a similar idea to the ﬁxed transmissive phase plates was con-
ceived by using a simple setup with a pair of concentric glass plates, and a focussing
lens [12, 13]. This was followed up by an experiment using the plates in [116]. The
main parameters are shown in ﬁgure 6.12.
It is a schematic of the cross section of the plates and some of the key parameters
that contribute to the ﬂat top generation process. The beam propagates from left to
right and passes through an iris of diameter iris. It then passes through a large glass
plate with a hole of diameter d drilled in the central part. Finally the beam passes
through a smaller plate that exactly matches the hole of the large plate.
The central axis of the small plate is positioned so that it is colinear with the axis of
the hole in the large plate, meaning they are concentric. The smaller plate is ﬁxed
to a precision rotation mount so that the angle relative to the propagation direction
can be ﬁnely adjusted by an angle θ.
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Figure 6.12: A sketch of a cross section of the ﬂat top plates and some of the key experi-
mental parameters that aﬀect the ﬂat top generation. From left to right: input iris, large
plate, small plate at angle θ and focussing lens.
The ﬂat top generated is from an interference eﬀect between the annular outer and
circular inner part of the Gaussian input beam. By changing the angle θ, the thick-
ness of glass that each part passes through changes. This is the key point here: if the
outer and inner parts of the beam have glass of diﬀerent thickness to pass through,
there will be a phase delay, Δ, between them.
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Figure 6.13: On the left the intensity proﬁle is sketched for the case where the plates are
parallel. Then on the right when the plate is tilted at angle θ, inner and outer part is out
of phase by π, causing a ﬂat top beam to be created.
In ﬁgure 6.13 I have shown the process that is used for spatial ﬂat top generation.
When the plates are placed in an orientation such that the faces are parallel, the phase
delay seen by the inner and outer part of the beam will be equal. This means the
temporal proﬁle across the whole beam is in phase, and shown schematically below
the Gaussian intensity proﬁle on the left hand side of the ﬁgure.
When there is an angle introduced to the smaller inner plate, the central section of
the beam will pass through a greater thickness of glass compared to the outer part of
the beam. This will create a diﬀerence in the phase delay between the inner and outer
sections, and is schematically represented in the right hand side of the image. To rep-
resent the phase delay, the smaller sinusoids below the Gaussian are out of phase by π.
When the beam is focussed, the inner and outer sections will spatially overlap causing
constructive, or destructive interference of the central part of the beam. For a given
phase delay of π, the interference in the central part of the beam will be destructive,
creating a super-Gaussian spatial proﬁle.
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The amount of the interference can be adjusted by changing the diameter of the
iris, iris. This controls the available energy that is in the outer, annular part of
the beam, and therefore will change the weight of the interference. When there is
too much energy in the wings the net destructive interference will cause a doughnut
shaped focus.
6.3.3 Phase plate delay calculation
The Author has derived an equation relating the phase delay Δ between the annular
outer and circular central part of the beam and tilt angle θ and is given in the following
equations:
Δ =
d · ng
λ0
{
1− sec(θr)− 1
ng
[
1− cos(θi − θr) · sec(θr)
]}
, (6.3)
θr = sin
−1
(
sin(θi)
ng
)
. (6.4)
The equations (6.3) and (6.4) gives the expression for the phase delay, Δ in optical
periods. Where d is the thickness of the fused silica glass plate, ng = 1.4533 is the
refractive index of the glass, θi and θr is the angle on incidence and refraction with re-
spect to the normal of the glass surface. Below it is an expression for θr in terms of θi.
This can be visualised more easily from ﬁgure 6.14a where the red line represents the
laser beam which propagates from left to right in the +z direction. The refractive
index of the glass is ng and the air n  1. Due to the rotation of the glass plate, the
beam is refracted toward the normal at angle θr. When exiting the glass the beam is
then refracted away from the normal in the direction of +z.
The expression for Δ is not completely general: it is only valid for 0 ≤ θi < 90◦. The
reason for this is because the rotation was assumed to be about the face of the small
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(a) (b)
Figure 6.14: (a) the laser passes left to right through the small glass plate which is at an
angle θi relative to the normal. It is refracted toward the normal at angle θr and then exits
the glass block. (b) The plot of equation (6.3) with the solution for Δ = 0.5T.
glass plate, not the central point. The results are the same, but the mathematics
are simpler to handle. To highlight this: as θi → π/2, sec(θi) → ∞ and therefore,
Δ → ∞. This is un-physical, and represents the beam travelling down the face of
the glass plate and not through it. This is why the equation Δ is only valid for
0 ≤ θi < 90◦.
The phase delay required for best destructive interference is half an optical period:
0.5T. The phase delay Δ against the tilt angle θi for the range 0 ≤ θi < 2◦ is plotted
and found the angle required for Δ = 0.5T. This is plotted in ﬁgure 6.14b and shows
that the tilt angle required is θi = 1.29
◦.
Another consideration was the eﬀect of the bandwidth of the laser on the angle to
achieve a half optical period delay between the inner and outer section of the beam.
For the current laser bandwidth of 61 nm the angle which is calculated for this diﬀers
by less than 0.001 optical period.
162
6.4. Experimental setup
Figure 6.15: Left: beam proﬁle measured before the compressor (two wedges used for pickoﬀ
and attenuation, ND ﬁlters 3.0 and 0.5, Mako G-419 camera, composite of 9 images). Right:
predicted proﬁle after simulated spatial ﬁltering using a 40 cm lens and 200 micron diameter
pinhole. Image courtesy of Dane Austin.
6.4 Experimental setup
This section details the experimental setup used in the experiments.
6.4.1 Vacuum spatial ﬁltering
Using the transmissive phase plates to generate the ﬂat top intensity proﬁle requires
a very good quality Gaussian beam and at the time the quality of the Red Dragon
beam was not adequate for this. Some tests with the phase plates proved that there
was no way to achieve a spatial ﬂat top proﬁle in the focus due to the properties of
the laser beam. The laser beam is shown on the left hand side of ﬁgure 6.15.
The ﬁgure shows the measured proﬁle of the laser before the compressor and what
can be seen is that it signiﬁcant ﬁne scale structure. Here the distortions are at a
high spatial frequency, and so can be removed by spatial ﬁltering.
Spatial ﬁltering is a way to ‘clean’ up a laser beam’s intensity proﬁle and to remove
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Figure 6.16: Diagram showing the principle of spatial ﬁltering. From left to right, the noisy
laser beam is focused, and passes through the aperture when in the focal/Fourier plane.
The beam intensity distribution in the plane of the pinhole shows the high frequency noise
components in the wings of the distribution. This is clipped by the pinhole and therefore
is removed from the laser beam. Upon re-collimation by a lens a much cleaner beam is
observed.
spatial distortions. The principle behind it is shown in ﬁgure 6.16. The lens focusses
the beam into the Fourier plane, where the unwanted ﬁne scale structure and dis-
tortions are focussed as circular rings around the main intensity peak of the laser.
These said circular rings is labelled ‘beam intensity distribution’ in the image. The
reason for the circular rings is that the noise and distortions will not focus into one
single point, like a plane wave will. Next, when at the focus a small pinhole is used to
attenuate the unwanted circular rings, allowing only the main intensity peak to pass
through eﬀectively removing the rings by attenuation. After this the beam can be
re-collimated and depending on how hard the clipping from the aperture is, can be
of a signiﬁcantly higher quality than the input beam. A simulation of the red dragon
beam following spatial ﬁltering is shown in the right hand side of ﬁgure 6.15. Here
one can see a marked reduction of the ﬁne scale structure which is an improvement.
There are some drawbacks to this method of cleaning the beam. One is that ulti-
mately the laser is being clipped, meaning light will be removed, and hence there will
be loss of energy through the pinhole. In the case of the beam from the Red Dragon
shown above, the distortions will not need to clip so hard, as the small ﬂuctuations
will be due to high spatial noise, so a ‘loose’ pinhole will be suﬃcient. Another con-
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sideration is the material used for the apertures, and size of the hole. This will be
discussed in more detail in the coming subsection.
Unfortunately the plan to put the spatial ﬁlter in before the compressor (where the
peak intensities of the focal spot will be less that the plasma generation of the ma-
terial of the aperture) was not possible in the time available. The reason being, that
this would require up to a week of downtime on the laser; and given that there were
two experiments running in parallel, this was not an option.
The portion of the beam available for this work was  1mJ, and has a 1/e2 diameter
of 5.5mm. Initially this diameter is too small for the annular glass plate shaping
technique, as the diameter of the hole is 5mm. This leaves very little room for ad-
justment of the input iris seen in ﬁgure 6.12.
When sent through a 1.5× telescope and then focussed with an f = 300mm spherical
silver mirror the focus at various points, appear like that in ﬁgure 6.17. The axes are
square, so the ellipticity seen is real.
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Figure 6.17: Images of the beam through the focus after the 1.5× telescope. This was taken
using an attenuated beam from a 4◦ wedge, and an AVT Guppy Pro F201B ﬁrewire camera
with ND 4.5 reﬂective ﬁlters. Here the numbering for the plots is arbitrary, and focus is at
the position 0mm.
From this the beam waist was calculated in the x and y direction as a function of
position through the focus (zscan) to further show that the beam is elliptical. This is
presented in ﬁgure 6.18 where the line with crossed data points is the horizontal (x)
spot size, and line with circular data points is the vertical (y). Here the minimum
horizontal spot size is 48μm, and vertical is 75μm, giving an estimated ellipticity
of e = 1.56. The alignment of the lenses was double checked to make sure that the
alignment wasn’t the cause of the ellipticity or astigmatism seen.
166
6.4. Experimental setup
Figure 6.18: x and y integrations of the images from ﬁgure 6.17 showing the beam waist as
a function of z position.
There was no way to make the beam round, or less astigmatic by manipulation of the
lenses in the current conﬁguration. However, the focussing mirror was replaced with
a plano-convex lens with the same focal length and the same zscan was performed.
The results from which showed that the beam was no less astigmatic with using a
lens conﬁguration. One proposed solution was to use the vacuum spatial ﬁlter. This
involved changing to a 2× telescope, and using a much longer focal length lens. The
next section discussed the choice of lenses used for this and why it is important to
consider in detail.
VSF setup
A setup was built so that the beam quality could be imaged, and is shown in ﬁg-
ure 6.19. Here F1 is a −200mm diverging lens; F2 is a +400mm focussing lens;
F3 is a +1000mm focussing lens; F4 is the +630mm collimation lens; and FM1 is a
+300mm, 2” focussing silver mirror, which is at the same angle of the HHG chamber.
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Figure 6.19: Schematic of the setup used to characterise the beam after the vacuum spatial
ﬁltering. In this image F1 is a −200mm diverging lens; F2 is a +400mm focussing lens; F3
is a +1000mm focussing lens; F4 is the +630mm collimation lens; and FM1 is a +300mm,
2” focussing silver mirror, which is at the same angle of the HHG chamber.
F1 and F2 are the lenses that form the 2× telescope, enlarging the beam diameter
to 11mm. This combined with the focussing lens F3 gives a spot size in the VSF
of 131μm. The reason for the uncertainty in this measurement is that the beam is
elliptical, so the mean of the two major axes were quoted.
After the VSF the beam is re-collimated by the lens F4 to a size of 7.9mm and sent
to the 300mm focussing mirror FM1. The camera which images the focus is an AVT
Guppy Pro F201B ﬁtted with ND 4.5 reﬂective ﬁlter and is able to move in a direction
parallel to the beam, so that zscans can be measured.
Lens choice for the spatial ﬁltering
As mentioned before, the spatial ﬁltering involves focussing the beam and passing
through an aperture. In this case we are using an existing technology, where metal
pinholes are used which is produced in the workshop here at Imperial. This is a
200μm hole drilled into a metal disk, and therefore the size of the focus needs to be
less than this.
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Given the size of the focus, the intensity can be well over the threshold for plasma
generation in air which can have many undesired eﬀects on the beam such as self
phase modulation, plasma induced defocussing. The solution is to put the pinhole
in a vacuum. This can be seen in ﬁgure 6.20, and is described fully in the next section.
Three things are considered given the setup shown: size of the focus, the size of the
beam on the entrance windows to the vacuum chamber and the length of the chamber.
The size of the focus would ideally be:
wf = 0.64× d, (6.5)
where, wf is the waist diameter of the focus, and d is the diameter of the pinhole [117].
This comes from assuming the pinhole is a thin section of a hollow core ﬁbre, and the
above condition being when the maximum coupling is achieved for a perfect Gaus-
sian beam. What it means is that in the focal plane of the distorted laser beam,
the main Gaussian part is centred in the middle, and will pass through with min-
imal loss; but the noise components will be clipped with a low chance of transmission.
Equation 6.5 shows that with a 200μm diameter pinhole a focal spot size of
wf = 128μm will have best transmission of the Gaussian mode.
The other factor to be considered is the size of the beam on the entrance and exit
windows, which is dictated by the length of the tube that they are glued to, and the
beam size before focusing. Ideally to minimise the risk of burning the windows, a
large spot size will be used. The windows are 25.4mm in diameter and after being
glued to the tubing can accept a beam size of 15mm. For this reason the 2× telescope
was used, and long tubing.
Making the focal length into the chamber longer than 1m was not an option, because
the length of the tubes would have to be close to that to keep the size of the beam
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on the entrance (and exit) window large enough so that it does not burn. This would
require up to 2m of optical table space, which is the absolute maximum available for
this work. For this reason a 25.4mm diameter 1m focal length lens was used. This
gave optimal focal spot size, and beam diameter measurement.
Description of vacuum chamber
The vacuum chamber used is a cylindrical tube that is able to be pumped down as
well as holding the round pinhole in the centre. The schematic in ﬁgure 6.20 shows
the dimensions. The 1mm windows are glued directly onto the tubing. To seal the
tubing to the main body of the VSF, an o-ring is mounted on the end of it. The
screw on cap compresses the o-ring onto the face of the main body, which forms a
seal between the tubing, face and cap itself.
The main body is of a larger diameter than the tubing, holds the removable mount
for the pinhole and it is mounted onto an XYZ translation stage for alignment pur-
poses. This is shown in ﬁgure 6.21a, where the pinhole mount is removed. This is
sealed when an o-ring is compressed between the front face of the main body and the
inner face of the mount. It is on the bottom of the pinhole mount, seen in ﬁgure 6.21b.
When sealed, the chamber is continuously pumped down by a scroll pump which,
obtains a measured pressure of 0.13mBar. This is low enough to reduce the risk of
plasma formation near focus, and was tested by checking the spectrum and FROG
trace before and after the chamber. The 6mm poly tubing connecting it is shown in
the bottom of the ﬁgure 6.21a.
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Figure 6.20: Exploded schematic diagram of the vacuum spatial ﬁlter setup, following a
design by Prof. R. Smith at Imperial College.
(a) (b)
Figure 6.21: (a) A picture showing the front of the unassembled vacuum chamber mounted
on the XY Z translations stage, and the pinhole mount sitting on top of it.(b) Close up of
the removable pinhole mount and o-ring.
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Pinhole
The pinhole is ﬁtted into the mount shown in ﬁgure 6.21b, such that the axis of it
is coaxial with the hole in the mount. The image also shows the grub screw that se-
cures it in place. In ﬁgure 6.22 a selection of pinholes are shown: two stainless steel,
one brass and a single glass one. There is also a piece of the ﬁbre which can be cut
into the 1mm slices if required. The stainless steel pinhole was found to have been
damaged when the input energy into the VSF was increased beyond 350μJ. This
resulted in a poor spatial mode upon exit of the VSF and so had to be changed. The
speed and ease at which the pinhole can be changed was a key advantage of this design.
At lower energies metal ﬁlters, like brass and stainless steel, are adequate for spatial
ﬁltering; but when needed for applications such as high harmonic generation, a much
higher energy is needed. From previous tests and experiments, the stainless steel pin-
hole is more hard wearing than the brass but still not resilient enough for use in HHG.
It is well known that hollow core ﬁbres can transmit much higher energies than the
metal pinholes used so far in this thesis because they are transparent therefore do
not ablate like metal will. This is the reason the 1mm core slices of 200μm ﬁbre
as a spatial ﬁlter pinhole was investigated. For this some small lengths of ﬁbre was
obtained from our collaborator Eric Constant in CELIA, Bordeaux. This was then
cut into slices and polished here at Imperial College. The outside diameter of the
Figure 6.22: Photo of a selection of 200μm pinholes. Two stainless steel, one brass, and a
single 1mm thick glass one. Also shown is a section of the ﬁbre that was sliced to make the
glass pinholes.
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glass pinholes were much smaller than the metal ﬁlter, so an adapter was made for
the original removable mount.
Figure 6.23: Glass pinhole mounted inside of the adapted brass one. This is then ﬁxed into
the removable mount.
Figure 6.23 shows this more clearly: the grub screw presses down on the top of the
brass adapter, which holds the glass pinhole in the place. It is a challenge to mount
and align because any slight movement of the pinhole means the main beam couples
into the cladding and potentially can damage the hole. Usually it scattered the laser
beam in all directions which is very undesirable for safety reasons
To overcome this problem a daily alignment procedure for this was developed. This
involved placing a brass pinhole in ﬁrst, aligning at low power, and then switching
to the glass pinhole. The centres of the two diﬀerent pinholes are very close and
therefore not far oﬀ in alignment. Once aligned in the glass pinhole the power was
slowly increased while checking that the alignment was still ok.
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Figure 6.24: Image showing the diﬀerent ﬁlters: on the left is the beam with no pinhole;
middle is with brass and right is with glass pinhole.
Comparison of pinhole materials
Figure 6.24 shows an image of the beam after the vacuum spatial ﬁlter. The origin of
the small circular blemishes on the image is dust in the camera system. To measure
the output beam the camera was placed after the VSF chamber at a position where
the beam would ﬁt onto the CCD chip; the images are of the uncollimated beam but
still provide a good indication of the quality.
On the left hand panel the ﬁlter is removed and the tube re-pumped to vacuum. As
can be seen the beam is very low quality with most of the energy on the right hand
side; this when collimated would not be useful for the spatial synthesis. The middle
image used the brass pinhole and right the glass pinhole, which show the beam quality
improved greatly.
To quantify how the diﬀerent pinholes perform, the X and Y integrations and Gaus-
sian function ﬁts is plotted. Figure 6.25 the image of the beam with no ﬁlter is
presented with the integrations and ﬁts. On the right is the integration in Y and the
corresponding Gaussian ﬁt and below is the same for the X direction. Figures 6.26 &
6.27 are for the brass and glass pinholes respectively.
Table 6.1 shows the Root Mean Square errors of the Gaussian ﬁts in the X and
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Figure 6.25: Image of the beam with no ﬁlter, and the X and Y integrations shown in blue
dots. This is then ﬁtted with a Gaussian, shown in red.
Material RMS(x) RMS(y) Ellipticity
None 0.054 0.025 0.98
Brass 0.018 0.026 1.04
Glass 0.012 0.013 1.05
Table 6.1: The root mean square errors of the Gaussian ﬁts in the X and Y direction,
RMS(x) and RMS(y) respectively, and ellipticity for each pinhole material used in the VSF.
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Y direction for all of the materials studied. When no ﬁlter is used, the ﬁt is with
roughly ﬁve percent error in the X direction, which is expected because the intensity
distribution seen in ﬁgure 6.24 does not look Gaussian. The table also shows the el-
lipticity, which for no ﬁlter is 0.98 meaning it is slightly bigger in the vertical direction.
With the brass and glass pinholes the RMS values are better, but improved slightly
more in the glass being 1.2 and 1.3 percent error in X and Y respectively. The ellip-
ticity of the two pinholes are comparable as well, being 1.04 and 1.06 for brass and
glass respectively.
The glass pinhole has been tested with respect to the beam quality and shows it gives
a comparable beam quality to the metal (brass) pinholes, but can withstand much
greater input energies and therefore will be used for the HHG experiment.
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Figure 6.26: Image of the beam with a brass 200μm pinhole, and the X and Y integrations
shown in blue dots. This is then ﬁtted with a Gaussian, shown in red.
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Figure 6.27: Image of the beam with the glass pinhole, and the X and Y integrations shown
in blue dots. This is then ﬁtted with a Gaussian, shown in red.
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Study of focus with glass pinhole
In ﬁgure 6.28 the image of the focus into the vacuum spatial ﬁlter is compared to
the image after the 300mm focussing mirror FM1 and compares before and after
the vacuum spatial ﬁlter. The lineouts are taken from the centre of each beam, a
Gaussian is ﬁtted to it and then the beam waist extracted from the ﬁt. This shows
that the ellipticity of the focus before the VSF goes from e = 1.65 to e = 1.00. This
is a signiﬁcant improvement and is much more useful for the requirements of this
experiment because to achieve a best spatial synthesis requires a highly symmetrical
focus.
The spot size is inevitably diﬀerent because of the diﬀerent beam diameter and focal
lengths used; the focal spot size decrease from 110μm to 35μm. This is what would
be expected considering the beam diameter is much smaller after the VSF collimation
lens F4, but focussing optic shorter by almost 1/3.
Figure 6.29 shows the results from the zscan after the VSF with the glass ﬁlter in
place. The beam is circular and less astigmatic compared to before the vacuum spa-
tial ﬁlter in ﬁgure 6.18. The focal spot size is 44μm which at 800 nm gives a Rayleigh
range of zR = 7.6mm.
The beam divergence, θ is given by:
θ  λ
πw0
, (6.6)
where λ is the wavelength and w0 is the beam waist at 1/e
2 intensity. After the VSF,
with the 300mm focal length lens the beam divergence is 5.79× 10−3 radians.
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(a)
(b)
Figure 6.28: (a) Image and integrations of the focus into the VSF. Here the ellipticity
e = 1.37. (b) Image of the focus after the VSF with the camera and setup from ﬁgure 6.19.
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Figure 6.29: Lineouts of the beam waist as a function of position through the focus.
Energy transmission through the vacuum spatial ﬁlter and phase plates
As mentioned before, there will be some unavoidable loss of energy through the vac-
uum spatial ﬁlter setup. This is due to clipping parts of the beam when passed
through the pinhole in the vacuum chamber and due to the mounts of the phase
plates. The more the clipping of the high frequency components that contribute to
spatial defects, the better the beam will be when collimated. This does not mean
one can use ever smaller pinholes and expect better results continuously. At a certain
point diﬀraction will be induced and the pinhole itself will start to form a plasma,
which will lead to a detriment of the beam. A balance was found so that the beam
quality was best and roughly ﬁfty percent of the energy would be transmitted through
the 2× telescope and VSF.
The overall through put of the system shown in ﬁgure 6.30 is approximately twenty
ﬁve percent. This was measured between the entrance of the setup and the phase
plates.
6.4.2 Setup for ﬂat top measurement
The setup for the ﬂat top measurements is shown in ﬁgure 6.30 and is identical to that
used for measurement of the vacuum spatial ﬁlter results up to the collimation lens,
F4. After that the beam is directed through an iris (I1), the phase plates and then
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Figure 6.30: Schematic of the setup used to characterise the beam after the vacuum spatial
ﬁltering including the concentric phase plates The angle of the focussing mirror is the same
that was used in the HHG chamber.
to the retro reﬂective and focussing mirror. The angles between the retro reﬂecting
and focussing silver mirrors was kept as close to that which is in the HHG chamber
so that the results can be compared.
The main study of ﬂat top generation was measured outside of the HHG chamber;
due to the cost of them, the AVT Guppy Pro F201B could not be risked under vac-
uum. There would have also been space issues inside of the chamber for the Guppy
and full zscans would not have been possible. Instead, a simple webcam was used for
the measurements and indication of the spatial proﬁle in the interaction region of the
gas jet.
——————————————————————————–
6.4.3 Phase plate mounts
The two concentric phase plates are shown in ﬁgure 6.31. The top two images are
of the small phase plate, which is mounted in a metal ring that is connected by hor-
izontal cross hairs to a 2-inch outer ring. This allows it to be mounted into a any
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standard lens mount and is large enough to let the outer section of the beam through
the centre. The lower two images show the large phase plate; it has a hole of diameter
matching the outer diameter of the small phase plate, and also can be mounted in
any standard 2-inch lens mount.
Both plates are made of 5mm thick fused silica and constructed from a single piece
that is machined at the same time; this ensures the ﬂatness of the two plates is
comparable, which is λ/20 and also that they have the same thickness. The diame-
ter of the hole for the large plate and outer diameter for the small plate is 5±0.01mm
For good alignment they were mounted in heavy duty, stable mounts with x, y ﬁne
adjustment as well as ﬁne tilt adjustments in both directions (Newport LP-2A series).
These were then mounted onto precision rotation mounts for the angle adjustment
when controlling the de-phasing.
When rotating the plates, it was found to be much better to rotate the larger of the
two plates. The reason for this is due to the mount of the small plate: from ﬁgure 6.31a
it can seen that the small glass plate is mounted in a metal cylindrical housing, and
has the horizontal bar connecting it to the main mount. When the mount is rotated
to achieve the dephasing required, the projection of the cylinder will shadow the
beam. This is shown in ﬁgure 6.32, where the blue ring represents the mount. On the
left the mount is not rotated, and therefore the beam is able to pass through; after
rotation the area that the beam can pass through is reduced asymmetrically. This is
represented on the right and will aﬀect the diameter of the inner plate, which has an
unwanted consequence: changing the parameter Δ asymmetrically.
Figures 6.31a and 6.31b show the mounting for the small plate. One can see that this
is not symmetrical; the mount can be placed so that the crossbar holding the small
metal cylinder is vertical, horizontal or any other angle relative to the plane parallel
to the direction of the laser.
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(a) (b)
(c) (d)
Figure 6.31: (a)&(b) show the small plate and the adapter that allows it to be held in a
2 inch optical mount. (c)&(d) show the large plate at diﬀerent angles. This can be inserted
into a standard 2-inch lens mount
(a) (b)
Figure 6.32: (a) schematic of the small glass plate mount when parallel to the beam. (b)
the small glass plate is tilted at some angle, therefore the cylindrical mount will cover some
of the beam area.
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Figure 6.33: Comparison of the small phase plate mount positions: left is with the connec-
tion bars horizontal to the laser table and right is with the connection bars vertical to the
laser table.
The eﬀect this has on the interference in the focus is highlighted in ﬁgure 6.33, which
shows images of the focal spot when the large plate is tilted such that a doughnut pro-
ﬁle is generated. On the left the mount cuts the beam horizontally, and what can be
seen is that there is a line through the doughnut in the horizontal direction. When the
mount was rotated by 90◦ the doughnut shape shows a vertical line cutting through it.
This is very important, because it will aﬀect the ﬂat top generation and needs to
be considered. What it means for the beam that passes through the outer plate, is
that in the direction the crossbar is mounted, the intensity will be less; causing the
interference in that direction to be reduced somewhat. One way to illuminate this
would be to ﬁnd a mount such that there is no shadowing eﬀect such a phase dot on
a transmissive plate.
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Figure 6.34: Reconstructed FROG trace after the two phase plates. Top left is the measured
FROG trace; top right is the reconstructed trace; bottom left is the extracted temporal
proﬁle with temporal phase in the blue dotted line; and bottom right is the spectrum with
spectral phase in dotted line. This measurement was recorded on an all-reﬂection scanning
FROG which was build by Christian Brahms. This particular set up was used to record
pulses as short as 4 fs by previous users of it.
6.4.4 FROG of the pulse after the phase plates
As mentioned in the pulse diagnostics section, FROG was the main temporal mea-
surement system used in the work of this thesis. This was taken with the scanning
FROG that is regularly used in the Red Dragon lab which was built by Chris Brahms.
In ﬁgure 6.34 the most important panels are the reconstruction of the pulse’s temporal
and spectral proﬁle. This is shown in the bottom left and right panels respectively.
The temporal proﬁle panel shows three lines: a solid blue line which is the temporal
pulse envelope; green dashed line which is the transform limited pulse, and the blue
dashed line is the reconstructed temporal phase. The black and blue numbers are the
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measured and transform limited FWHMs of the pulse. The spectrum and spectral
phase are shown in the bottom right in blue and dashed blue lines receptively. The
bandwidth being 38.8 nm and ﬂat phase across it.
This measurement was recorded at a position preceding the HHG chamber but after
the phase plates which are seen in ﬁgure 6.30. Here the compressor has been opti-
mised to compensate for all of the optical components in the beam line and gives a
31.3 fs pulse. With the unadjusted compressor position the pulse was measured to be
 144 fs.
6.4.5 High harmonic chamber and setup
The HHG chamber used was the ‘Tisch Tank’ in the Red Dragon lab (Huxley 012)
and is shown in ﬁgure 6.35. This shows a schematic of the arrangement inside the
chamber. From left to right, we see an iris and the two concentric phase plates; the
HHG chamber; and then a ﬂat-ﬁeld-spectrometer.
Inside of the HHG chamber, the setup is as follows. First the beam is folded back on
itself toward the 30 cm focussing mirror, FM1, and then onto the spectrometer. These
are both mounted on a translation stage (square dotted box) which is controlled by
a computer outside of the chamber. It allows the focus to be moved relative to the
gas jet, parallel to the path of the laser beam.
A 100μm needle gas jet source is placed at the focus of the laser, which is where the
harmonics are generated. This was a continuous ﬂow jet, and allowed generation of
harmonics very close to the tip of the needle. In the frequent event where the end of
the needle jet was clipped with the laser beam while optimising the harmonic emis-
sion, it would inevitably ablate due to the intensity of the focus; this only occurred
for a split second because it would remove the tip to the point where it no longer is
ablating. Previously a Swagelok cap with a 100μm hole drilled in it was routinely
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Figure 6.35: Schematic of the HHG chamber and ﬂat-ﬁeld-spectrometer. The beam passes
into the chamber and hits a retro-reﬂecting mirror onto the 30 cm focussing silver mirror
FM1 which focusses the beam into the 100μm needle gas jet. The subsequent harmonics are
then directed into the spectrometer. This contains the ﬂat ﬁeld grating and MCP/phosphor
screen pair.
used in this laboratory; these are adequate for generation of HHG and have been very
successful but ablate continuously when accidentally hit with the laser which can coat
all of the optics with a ﬁne metal dust. This is avoided using the needle jet.
The dotted line perpendicular to the direction of the beam between the focussing
mirror and the gas jet represents a pick oﬀ directed toward a webcam within the
vacuum chamber to image the focus. This is not mounted on the main translation
stage, but on its own translation stage so that it could be moved in and out of the
beam the perpendicular to the direction of the beam, allowing the beam to be imaged
at varying positions in the focus as the main translation stage is scanned. In reality
this is more elaborate than in this schematic, because of the limited space: the pick
oﬀ is vertical and sends the beam upwards to two wedges and then to the camera.
The angle of the mounting for the webcam is such that the image needs to be rotated
by 22◦ in the analysis stage.
As previously mentioned the reason for the use of a low quality webcam rather than
the Guppy CCD camera was due to the fact that it would need to operate under
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a vacuum. The Guppy gives much more reliable results in the measurement of the
beam, but is untested in the chamber and heavily relied upon with other users of the
lab hence could not be risked. For the indication of what the beam looks like in the
chamber the webcam will suﬃce though.
There is diﬀerential pumping into the ﬂat-ﬁeld-spectrometer chamber which, encloses
the 1200 l/mm grating. This is held at near grazing incidence at a 3◦ angle. For opti-
mal use with the energies we were generating, the grating was gold coated. Another
property of the ﬂat-ﬁeld-spectrometer is the curvature so as to focus the harmonics in
a line at a plane perpendicular to the direction of the laser. This spectrally spreads
the harmonics in the vertical direction but does nothing to the spatial spreading of
the harmonics. This is due to the cylindrical nature of the curvature of the grating.
To detect the photons that the ﬂat-ﬁeld-grating has spectrally dispersed, two micro
channel plates (MCP(s)) are placed in front of a phosphorus screen. There are high
voltages of up to 2 kV, which is why they are kept under high vacuum at all times,
unless being re-aligned or changing the MCP etc. The phosphor screen is then imaged
with a pixelﬂy CCD camera and recorded data on a computer.
The diameter of the MCP and phosphor screen is much less than the extent of the
harmonics (40mm). To access harmonics that may not be impinging on the screen,
the whole setup can be moved vertically up or down by way of a linear o-ring and
thread setup. This allows us to access ‘higher’ or ‘lower’ harmonics without breaking
the vacuum; but for safe operation and to reduce risk of needlessly damaging the
MCPs, the gas jet was shut oﬀ and the valve between the spectrometer and harmonic
chamber was quickly closed. This maintains the high vacuum required for safe use of
the MCPs ( ×10−5mBar).
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6.5 Flat top results
The results from the spatial synthesis are presented in this section. Firstly the ﬂat
top and a discussion on how the input iris diameter eﬀects the synthesis is presented.
Secondly the Z dependence through the focus will be explored, and ﬁnally the angle
dependence. All results here were taken with the AVT Guppy CCD camera.
6.5.1 Iris dependence
Using the setup from ﬁgure 6.30 the large phase plate was rotated to the predicted
angle of 1.3◦ for a dephasing of π; and the image of the focus was measured. The
input iris, I1, was left completely open, which initially generated a doughnut focus,
as can be seen in ﬁgure 6.36.
The width of the focal spot size has increased from the previously measured 44μm
to 102μm, which is approximately 2.3 times larger and the central hole is roughly 30
percent of the maximum intensity.
Because the input iris was fully open, there is too much energy in the outer part
of the beam in this case, and therefore when overlapped with the central section
in the focus, the destructive interference was too much. By reducing the diameter
of the input iris, the depth of modulation will decrease and this is shown in ﬁgure 6.37.
Here the iris size is reduced, and therefore the hole in the doughnut is virtually re-
moved, with the lowest intensity in the central hole at roughly 85 percent of the most
intense part of the beam. Also it is important to note that the spot size does not
increase, which one may expect when reducing the size of the iris.
Closing the iris more will further reduce the depth of the modulation of the doughnut,
and approach the limit of a ﬂat top spatial intensity proﬁle. Figure 6.38 shows the
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Figure 6.36: An example of a doughnut focus. The X lineout is shown below the image,
and Y to the right.
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Figure 6.37: Partial ﬂat top/doughnut. The X lineout is shown below the image, and Y to
the right.
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Figure 6.38: The ﬂat top achieved at the focus. The X lineout is shown below the image,
and Y to the right. There is an asymmetry between the X and Y lineouts which is probably
due to the mount placing and small remaining beam astigmatism.
image of the ﬂat top at the position of the focus, as well as the lineouts which are ap-
proximately ﬂat. The beam waist is 102μm, which is the same as the doughnut focus.
This shows that the variation of the iris diameter does not signiﬁcantly aﬀect the
beam waist, but only the depth of modulation in the hole area.
For clariﬁcation, the X and Y lineouts of the ﬁnal synthesised beam with an opti-
mised iris of diameter 6.5mm are shown in ﬁgure 6.39. The corresponding Gaussian
lineouts are also shown and illustrate the eﬀects of the synthesis.
Figures 6.40 to 6.42 show a more thorough scan of the iris diameter from 6.5−12mm.
This data was taken with a slightly diﬀerent setup than the one used for the rest of
this section, but the results are still useful in showing the physics involved. As the
iris is opened from 6.5− 8mm, one can see the depth of modulation increasing. Af-
terwards, the iris is bigger than the beam, hence there is no further discernible change.
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(a) (b)
Figure 6.39: (a) comparison of the lineouts of the Gaussian focal spot to the synthesised
ﬂat top focal spot data in the X direction. (b) comparison of the lineouts of the Gaussian
focal spot to the synthesised data in the Y direction.
The depth of modulation in the doughnut pulses does not quite approach 100% but
to achieve that I would expect experimenting with the either the size of the beam or
the diameter of the central hole would be the way to achieve that. By increasing the
ratio Δpp, the interference in the beam will increase and therefore increase the depth
of modulation.
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Figure 6.40: Images of the focus as the input iris is varied.
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Figure 6.41: X lineouts of the images in ﬁgure 6.40 as a function of the input iris diameter.
Here one can observe the beam changing from approximate ﬂat top at an iris diameter of
6.5mm to donut as the iris is diameter is increased to 12mm.
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Figure 6.42: Y lineouts of the images in ﬁgure 6.40 as a function of the input iris diameter.
6.5.2 Z dependence and Z scans
In this section how the spatial synthesis varies through the focus is presented. In
ﬁgure 6.43 the image of the beam is shown as is passes through the focus, which is
found at a position 0mm. The beam can be seen to expand as it passes through the
focus, which is not how one would expect a Gaussian to behave, where the beam is
smallest at the focal position.
Figures 6.44 and 6.45 show the X and Y lineouts respectively, and highlight the fact
that the waist increases as it passes through the focus. The lineouts in Y show the
ﬂat top proﬁle is maintained for ±1mm either side of the focal position.
To explore the z scan further, the beam waist as a function of Z position is plotted
in ﬁgure 6.46. The purple and yellow lines are the widths of the X and Y lineouts
for the ﬂat top respectively. The Gaussian beam waist is also plotted for comparison,
showing the width of the X and Y lineouts in blue and red respectively.
195
Chapter 6. Spatial Synthesis
Figure 6.43: Images of the beam as it passes through the focus. Here, 201mm is the position
of the focus, and lower numbers corresponding to before the focus. The units of the X and
Y axes here are in μm, but had to be removed to save space.
There is a clear diﬀerence between the two cases where there are no phase plates and
when there are. It appears that there are two focal points, or minima,  4mm either
side of where the Gaussian focus is where there are no plates. Where the Gaussian
focus is, there is a clear maximum with the beam waist almost as large as the beam
when around 10mm away from the focus.
The size of the ﬂat top beam waist, at position 201mm is 118 and 101mm in the X
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Figure 6.44: X Lineouts from the zscan when angle of large phase plate is optimised for
ﬂat top spatial proﬁle. Here, 201mm is the position of the focus, and lower numbers
corresponding to before the focus.
and Y directions respectively and is almost double when compared to the Gaussian
beam waist. The reason for this is probably due to the input iris diameter being
smaller for the synthesised pulse, hence increasing the minimum possible spot size.
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Figure 6.45: Y Lineouts from the zscan when angle of large phase plate is optimised for
ﬂat top spatial proﬁle. Here, 201mm is the position of the focus, and lower numbers
corresponding to before the focus.
Figure 6.46: Comparison of the beam waist diameters in the X and Y directions for the
Gaussian and ﬂat top zscans.
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6.5.3 Angle dependence
This section of the spatial synthesis results, shows the ﬂat top variation as a function
of the angle of the phase plates. For a reminder, ﬁgure 6.12 shows the schematic of
the plates and shows the angle, θi.
During the angle scan, the large phase plate was rotated from 0◦ until the ﬂat top
was observed at the focus. The X and Y lineouts are shown in the ﬁgure 6.47 and
6.48 respectively. They both show how the synthesis evolves from a Gaussian proﬁle
up to the ﬂat top when θi = 0.868
◦. This is diﬀerent from the angle of 1.29◦ predicted
by equation 6.3, even though it was conﬁrmed at the time when single images were
being made.
The beam waist as a function of angle is plotted in ﬁgure 6.49; the X and Y waists
were extracted and plotted in yellow and purple lines respectively. Similar to zscans,
they are of diﬀerent sizes in the X and Y direction but still ﬂat when the optimum
angle is found. The trend that can be seen is as the angle of the large phase plate is
increased and so does the beam waist.
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Figure 6.47: X lineouts from an angle scan showing the evolution of the spatial synthesis
as the angle is increased from 0◦ to 0.86◦.
Figure 6.48: Y lineouts from an angle scan showing the evolution of the spatial synthesis
as the angle is increased from 0◦ to 0.86◦..
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Figure 6.49: The beam waist diameters of the X & Y lineouts as a function of angle of the
large plate.
6.6 High harmonic generation with a spatially syn-
thesised ﬁeld
In this section experiments to acquire HHG spectra that was taken with the spatially
synthesised ﬁeld is presented. The energy after the two phase plates seen in ﬁgure 6.35
was 360μJ, the target gas was argon with a backing pressure of 4mBar, the MCP
and phosphorus screen voltages were −1650V and +4 kV respectively. Using the
webcam in the HHG chamber, the plates were adjusted such that a spatial ﬂat top
was produced in the focus. The form of the spatial synthesis is shown in ﬁgure 6.50,
where the top left is the image of the focal spot, top right is the lineout in the Y
direction and the bottom is the lineout in the X direction.
Here the spot size is 166μm corresponding to an estimated intensity in the focus of
5.32× 1013Wcm−2. One will observe that the measured ﬂat top spatial proﬁle of the
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Figure 6.50: Image and XY lineouts of the beam at the focus showing a spatially synthesised
intensity proﬁle within the HHG chamber.
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focus is not comparable to the measurements outside of the chamber such as will be
seen in ﬁgure 6.39. The reason for this is due to the diﬀerent length between the
plates and focussing optics in the two separate setups. For the measurements out-
side of the chamber the distance between the plates and focussing optic was 0.40m
whereas the in the HHG setup it was 1.75m. During the measurements outside of
the chamber it was observed that propagation of the beam after the plates of more
than 1m degraded the spatial properties of the beam. I believe this is due to the
diﬀraction that occurred due to the small plate mount seen in ﬁgure 6.31a. However,
this propagation distance between the spatial synthesis plates and the focussing op-
tic in the HHG setup was unavoidable due to the space requirements in the lab at
the time. This made obtaining a consistent spatial synthesis of the focal spot diﬃcult.
Figure 6.51: HHG spectrum generated in argon at the focus of the beam when the two
plates are conﬁgured so the spatial intensity distribution is a ﬂat top. Generation at 800 nm,
backing pressure of 4mBar and energy of 360μJ.
The corresponding HHG image is shown in ﬁgure 6.51. The harmonics are very dim,
and were extremely diﬃcult to optimise for when in the lab during the recording of
this data.
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Figure 6.52: Image and XY lineouts of the beam at the focus, when plates are normal to
beam i.e. ‘Gaussian’.
When compared to the case where the plates were conﬁgured such that the focal spot
was as Gassuian as possible, i.e. both perpendicular to the laser propagation direc-
tion, the harmonics are almost ﬁve times brighter. This is shown in ﬁgure 6.53 where
the harmonics saturate the MCP image. Everything was kept constant between the
two images: the input energy, iris diameter and pulse duration, position of the image,
so what can be assumed is that the loss in ﬂux is due to the spatial synthesis.
The image of the focus in this conﬁguration is shown in ﬁgure 6.52. Here the spot
size is 144μm which corresponds to an estimated intensity of 7.06× 1013Wcm−2.
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Figure 6.53: HHG spectrum generated in argon at the focus of the beam when the two
plates are conﬁgured such that the spatial intensity distribution is Gaussian. Generation
at 800 nm, backing pressure of 4mBar and energy of 360μJ.
To expand the analysis further ﬁgure 6.54 shows the divergence lineouts of the har-
monics for the Gaussian and ﬂat top spatial proﬁle shown in black and red respectively
situated on the (a) 93rd pixel and (b) 200th pixel. The aim was to compare the diver-
gence between the ﬂat top and Gaussian cases, however, due to the saturation of the
MCP in the Gaussian case the FWHM of the lineouts are meaningless and can not
be compared. One will note that for the harmonic situated at the 93rd pixel there is
a shoulder on the left hand side of the spatial distribution.
Due to the increase in spot size when a ﬂat top is synthesised, the harmonic signal
was ﬁve times as weak when compared with the Gaussian case, which can be seen
from the comparison between the two HHG spectra shown. To try and increase the
ﬂux of the harmonics when a ﬂat top was being used in the focus, the author tried
varying many parameters in the setup such as gas jet optimisation, gas pressure, and
increasing the energy into the vacuum spatial ﬁlter. The problem with the latter is
that it burned the pinhole, so this element was ultimately was the weakest link in the
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(a) (b)
Figure 6.54: The divergence lineout of the harmonics for the Gaussian and ﬂat top spatial
proﬁle shown in black and red respectively situated on the (a) 93rd pixel and (b) 200th pixel.
Note that in both ﬁgures the Gaussian sample is saturated.
chain.
Throughout this Chapter the synthesis of the spatial intensity proﬁle for ultrafast
lasers was investigated. Firstly an extension to Gaussian optics and review of spatial
synthesis was presented, the conclusions of which resulted in the use of a two plate
conﬁguration for spatial synthesis of the focal spot. Due to the requirements of a high
quality spatial laser proﬁle a vacuum spatial ﬁlter (VSF) was installed in the laser
line. Due to position of the VSF, the traditional metal pinholes that are traditionally
used continually burned and required subsequently replaced. Therefore the author
tested and developed a new pinhole showing that by using a 1mm slice of hollow core
glass ﬁbre on can expect to spatially ﬁlter the laser beam and improve the quality
with much higher input energies. In this instance the VSF was able to tolerate up to
twice as much input energy and operate for much longer.
During the testing and measurements outside of the HHG chamber the author gen-
erated ﬂat top spatial proﬁles in the focus which were maintained over ±1mm either
side of the focus. The angular dependence of the phase plates was also investigated
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and showed the spatial proﬁle of the focal spot change from Gaussian to ﬂat top. The
ratio of the energy in the outer and inner section of the beam was shown to control
the synthesis of the focal spot from Gaussian to ﬂat top and then to a donut spatial
distribution; the optimal ratio was conﬁrmed to be 10% in the wings when compared
to the centre and agrees well with other works [12]. Finally HHG was recorded using
the spatial ﬂat top, however, due to the increase in beam waist limited the ﬂux.
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Conclusion
In this thesis a classical trajectory model was implemented numerically with two iden-
tical near simgle cycle pulses delayed by a nominal value τ and equal polarisations.
Two diﬀerent delays τ were investigated: τ = 0.8T and τ = 0.5T, where T is the
optical period, and yielded diﬀerent results for the simulated HHG cut-oﬀ and elec-
tric ﬁeld shape. For the case of τ = 0.8T we see an increase in the cut-oﬀ energy to
8.35Up, and because of the sub-cycle synthesis, the higher energy trajectories coming
from one half-cycle. For reasons owing to the increase in the electric ﬁeld strength
this result is probably limited. In the case of τ = 0.5T, the increase in cut-oﬀ energy
up to 5.05Up is due to the electrons spending more time in the continuum, gaining
more energy from the ﬁeld and therefore extending the cut-oﬀ. The result matches
the work in [16], conﬁrming the classical model works when two ﬁelds are used.
During a Laserlab III experimental campaign at CELIA in Bordeaux, another synthe-
sis of the laser was studied. The electric ﬁeld envelope of the laser was modiﬁed and
the eﬀect on the HHG was observed. simulations of the spectrum of the laser showed
that as the relative phase between two temporally overlapped pulses changed, the
centroid would vary. This was matched by the experimental data with good agree-
ment, and had the same general trends. This was that as the delay got larger, due
to an increase in spectral fringes, the centroid varied less; and as the relative phase
between them changed this oscillation of the centroid was asymmetric.
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Harmonics in argon from H19 to H27 was measured. As the relative phase between
the two pulses was changed, due to the shift in the centroid of the generating pulse,
the harmonics shifted accordingly and with agreement with what is to be expected
given the measurements of the laser spectrum.
Generation of harmonics in neon was also measured from H33-H57, and in this case
the long trajectories were seen and recorded. As with argon the same shift in the
individual harmonic peaks belonging to the short trajectories were seen as the relative
phase between the pulses was changed. Further analysis showed the long trajectories
moved with the same spectral shift, and therefore leads to the conclusion that in this
case the short and long trajectory shift in the same way as the centroid. The width
of the short trajectory emission is seen to increase and decrease with the change in
relative phase between the pulses, and is probably due to the variation of the pulse
duration.
A vacuum spatial ﬁlter (VSF) was installed in the beam of a laser system at Imperial
College, and various material pinholes were tested. The ﬁnal results were taken with
a 1mm thick, 200μm glass pinhole, which was constructed out of a section of glass
hollow core ﬁbres that are commonly used in pulse compression systems. The beam’s
spatial proﬁle was seen to be signiﬁcantly improved when compared to the unﬁltered
input: the focal spot size with an f = 300mm focussing mirror was measured to be
44μm which at 800 nm gives a Rayleigh range of zR = 7.6mm.
The use of the spatially smoothed beam was then implemented in a spatial synthesis
of the intensity distribution of the laser beam. A simple setup of an iris, two con-
centric transmission plates, which can be used to adjust the relative phase between
the central and outer parts of the beam, and a focussing optic yielded a focus that
was able to be spatially synthesised from a Gaussian to a ﬂat top. By control of the
input iris, the synthesis was controlled to yield doughnut, ﬂat top and Gaussian focal
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spots. The ﬂat top spatial intensity of the focus along the beam axis was maintained
±1mm either side of the focal point. During a z scan, the beam waist of the spatially
synthesised beam was seen to not follow a quadratic relationship as one would expect
for a perfect Gaussian beam; but actually increased spatial width at the focus, with
two minima either side of it.
High harmonic generation using a spatially synthesised ﬁeld was demonstrated. The
results show the harmonics in argon are very sensitive to the spatial proﬁle of the
laser. With the ﬂat top in the generating region, the beam waist increased such that
the intensity dropped and reduced the harmonic signal. To compare to the case where
a Gaussian spatial proﬁle is used, the intensities would have to be comparable, hence
more energy would be required. It makes a very good case for further study using
spatially synthesised beams.
7.1 Outlook
The work in this thesis has shown the possibility of using a spatial and temporal
synthesis of the laser pulses to control the generation process in high harmonic gener-
ation in noble gasses. This control gives another handle on experiments and a tool to
approach higher ﬂuxes in the HHG process. Higher ﬂuxes can be highly desirable in
experiments such as attosecond transient absorption spectroscopy or more generally
in the use of HHG as a source of coherent soft X-rays.
The spatial and temporal syntheses are independent of each other and therefore is
possible to combine the two to produce a so called ‘spatio-temporal’ ﬂat top. The
temporal envelop synthesis is crucial in the achievement for the control of the inten-
sity gradient and therefore control of the spectral phase [8]. The spatial synthesis
provides a control for the phase matching conditions leading to a possible single atom
response by avoiding the temporal averaging in the volume of interaction; and also
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to cancel the phase matching mismatch, Δ
−→
K, which will achieve higher ﬂuxes of the
XUV source. It is proposed that if one can combine the two synthesis techniques as
shown in this thesis, one can generate intense attosecond pulses which may poten-
tially be in the μJ level.
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o        a link back to the article (via DOI); and  
o        if practical and IN ALL CASES for works published under any of the Creative Commons licences the words “© IOP 
Publishing.  Reproduced with permission.  All rights reserved””  
?????????The material will not, without the express permission of the author(s), be used in any way which, in the opinion of IOP 
Publishing, could distort or alter the author(s)’ original intention(s) and meaning, be prejudicial to the honour or reputation of the 
author(s) and/or imply endorsement by the author(s) and/or IOP Publishing.  
?????????Payment of £0 is received in full by IOP Publishing prior to use.  
This permission does not apply to any material/figure which is credited to another source in our publication or has been 
obtained from a third party.  Express permission for such materials/figures must be obtained from the copyright owner.  
Special Conditions – For STM Signatories ONLY (as agreed as part of the STM Guidelines)  
Any permissions granted for a particular edition will apply also to subsequent editions and for editions in other languages, 
provided such editions are for the work as a whole in situ and does not involve the separate exploitation of the permitted 
illustrations or excerpts.  
If you have any questions, please feel free to contact our Permissions team at permissions@iop.org.  
I should be grateful if you would acknowledge receipt of this email.  
Kind regards,  
Kathryn Shaw  
Copyright & Permissions Team 
Gemma Alaway – Rights & Permissions Adviser  
Kathryn Shaw - Editorial Assistant  
 
Contact Details 
E-mail: permissions@iop.org  
For further information: http://iopscience.iop.org/page/copyright  
Please see our Author Rights Policy http://ioppublishing.org/author-rights/  
Please note: We do not provide signed permission forms as a separate attachment.  Please print this email and provide it to 
your publisher as proof of permission.  
 
Please note: Any statements made by IOP Publishing to the effect that authors do not need to get permission to use any 
content are not intended to constitute any sort of legal advice.  Authors must make their own decisions as to the suitability of 
the content they are using and whether they require permission for it to be published within their article. 
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Author no longer available, reasonable eﬀort made to get permission.
From: Nicole Harris [mailto:nicoleh@spie.org]  
Sent: 22 August 2016 16:39 
To: Arnold, Martin 
Subject: RE: Thesis figure use Permissions 
  
Dear Mr. Arnold, 
  
    Thank you for seeking permission from SPIE to reprint material from our publications. Publisher's 
permission is hereby granted under the following conditions: 
 
        (1) you obtain permission of one of the authors; 
        (2) the material to be used has appeared in our publication without credit or acknowledgment 
to another source; and 
        (3) you credit the original SPIE publication. Include the authors' names, title of paper, volume 
title, SPIE volume number, and year of publication in your credit statement. 
  
Sincerely, 
  
  
Nicole Harris 
Administrative Editor, SPIE Publications 
1000 20th St. 
Bellingham, WA 98225 
+1 360 685 5586 (office) 
nicoleh@spie.org  
  
SPIE is the international society for optics and photonics. http://SPIE.org  
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??? ?? <ebata-keiji@sei.co.jp>  
Thu 07:05Arnold, Martin;'fuse-keiji@sei.co.jp';'hirai-taka@sei.co.jp';  
Dear Mr. Martin Arnold 
 
Thank you very much for request. 
You can use Fig2,3 and 6 in your thesis as part as a literature review of the “state of the art”. 
I hope you will write great thesis and present it at some international conference. 
Could you send me your thesis if it would be possible?  
 
On 2016/08/24 5:22, Arnold, Martin wrote: 
Dear Sirs, 
 I am writing to you to request the permission for the use of figures 2, 3 and 6 from the paper 
detailed below in my thesis as part as a literature review of the “state of the art”. The images will 
not be altered, sold, profited from. It is purely for non-profit. My thesis title will be “Laser 
synthesis for strong field physics”, approximately 200 pages, published electronically as well as 
printed, and written at Imperial College London. 
Information  
Title and author:Advanced laser optics for laser material processing, Keiji Ebata ; Keiji Fuse ; 
Takayuki Hirai ; Kenichi Kurisu  
Images: 2, 3 and 6 
More info: Proc. SPIE 5063, Fourth International Symposium on Laser Precision 
Microfabrication, 411 (November 20, 2003); doi:10.1117/12.541164 
  
I have obtained permission from the publisher SPIE (please see below), and would like to get 
your acceptance if that is ok. 
If you require more information, please don’t hesitate to contact me, 
Kind Regards, 
Martin Arnold 
  
From: Nicole Harris [mailto:nicoleh@spie.org]  
Sent: 22 August 2016 16:39 
To: Arnold, Martin 
Subject: RE: Thesis figure use Permissions 
  
Dear Mr. Arnold, 
    Thank you for seeking permission from SPIE to reprint material from our publications. Publisher's 
permission is hereby granted under the following conditions: 
        (1) you obtain permission of one of the authors; 
        (2) the material to be used has appeared in our publication without credit or acknowledgment 
to another source; and 
        (3) you credit the original SPIE publication. Include the authors' names, title of paper, volume 
title, SPIE volume number, and year of publication in your credit statement.  
Sincerely, 
Nicole Harris 
Administrative Editor, SPIE Publications 
1000 20th St. 
Bellingham, WA 98225 
+1 360 685 5586 (office) 
nicoleh@spie.org  
  
SPIE is the international society for optics and photonics. http://SPIE.org 
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??? ?? <ebata-keiji@sei.co.jp>  
Thu 07:05Arnold, Martin;'fuse-keiji@sei.co.jp';'hirai-taka@sei.co.jp';  
Dear Mr. Martin Arnold 
 
Thank you very much for request. 
You can use Fig2,3 and 6 in your thesis as part as a literature review of the “state of the art”. 
I hope you will write great thesis and present it at some international conference. 
Could you send me your thesis if it would be possible?  
 
On 2016/08/24 5:22, Arnold, Martin wrote: 
Dear Sirs, 
 I am writing to you to request the permission for the use of figures 2, 3 and 6 from the paper 
detailed below in my thesis as part as a literature review of the “state of the art”. The images will 
not be altered, sold, profited from. It is purely for non-profit. My thesis title will be “Laser 
synthesis for strong field physics”, approximately 200 pages, published electronically as well as 
printed, and written at Imperial College London. 
Information  
Title and author:Advanced laser optics for laser material processing, Keiji Ebata ; Keiji Fuse ; 
Takayuki Hirai ; Kenichi Kurisu  
Images: 2, 3 and 6 
More info: Proc. SPIE 5063, Fourth International Symposium on Laser Precision 
Microfabrication, 411 (November 20, 2003); doi:10.1117/12.541164 
  
I have obtained permission from the publisher SPIE (please see below), and would like to get 
your acceptance if that is ok. 
If you require more information, please don’t hesitate to contact me, 
Kind Regards, 
Martin Arnold 
  
From: Nicole Harris [mailto:nicoleh@spie.org]  
Sent: 22 August 2016 16:39 
To: Arnold, Martin 
Subject: RE: Thesis figure use Permissions 
  
Dear Mr. Arnold, 
    Thank you for seeking permission from SPIE to reprint material from our publications. Publisher's 
permission is hereby granted under the following conditions: 
        (1) you obtain permission of one of the authors; 
        (2) the material to be used has appeared in our publication without credit or acknowledgment 
to another source; and 
        (3) you credit the original SPIE publication. Include the authors' names, title of paper, volume 
title, SPIE volume number, and year of publication in your credit statement.  
Sincerely, 
Nicole Harris 
Administrative Editor, SPIE Publications 
1000 20th St. 
Bellingham, WA 98225 
+1 360 685 5586 (office) 
nicoleh@spie.org  
  
SPIE is the international society for optics and photonics. http://SPIE.org 
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Re: Thesis permission request  
Kathryn Shaw <Kathryn.Shaw@iop.org>  
on behalf of  
Permissions <permissions@iop.org>  
Today 11:53Arnold, Martin  
Dear Martin Arnold,  
Thank you for your request to reproduce IOP Publishing material in your thesis.  
Regarding:  
        Figures 1 and 2 (E S Toma et al 1999 J. Phys. B: At. Mol. Opt. Phys. 32 5843)  
We are happy to grant permission for the use you request on the terms set out below.  
Conditions  
Non-exclusive, non-transferrable, revocable, worldwide, permission to use the material in print and electronic form will be 
granted subject to the following conditions:  
??Permission will be cancelled without notice if you fail to fulfil any of the conditions of this letter.  
??You will make reasonable efforts to contact the author(s) to seek consent for your intended use.  Contacting one author acting
expressly as authorised agent for their co-authors is acceptable.  
??You will reproduce the following prominently alongside the material:  
o        the source of the material, including author, article title, title of journal, volume number, issue number (if relevant), 
page range (or first page if this is the only information available) and date of first publication.  This information can be contained 
in a footnote or reference note; or  
o        a link back to the article (via DOI); and  
o        if practical and IN ALL CASES for works published under any of the Creative Commons licences the words “© IOP 
Publishing.  Reproduced with permission.  All rights reserved””  
??The material will not, without the express permission of the author(s), be used in any way which, in the opinion of IOP 
Publishing, could distort or alter the author(s)’ original intention(s) and meaning, be prejudicial to the honour or reputation of the 
author(s) and/or imply endorsement by the author(s) and/or IOP Publishing.  
??Payment of £0 is received in full by IOP Publishing prior to use.  
This permission does not apply to any material/figure which is credited to another source in our publication or has been 
obtained from a third party.  Express permission for such materials/figures must be obtained from the copyright owner.  
If you have any questions, please feel free to contact our Permissions team at permissions@iop.org.  
I should be grateful if you would acknowledge receipt of this email.  
Kind regards,  
Kathryn Shaw  
Copyright & Permissions Team 
Gemma Alaway – Rights & Permissions Adviser  
Kathryn Shaw - Editorial Assistant  
 
Contact Details 
E-mail: permissions@iop.org  
For further information: http://iopscience.iop.org/page/copyright  
Please see our Author Rights Policy http://ioppublishing.org/author-rights/  
Please note: We do not provide signed permission forms as a separate attachment.  Please print this email and provide it to 
your publisher as proof of permission.  
 
Please note: Any statements made by IOP Publishing to the effect that authors do not need to get permission to use any 
content are not intended to constitute any sort of legal advice.  Authors must make their own decisions as to the suitability of 
the content they are using and whether they require permission for it to be published within their article. 
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Re: Thesis permission request  
Kathryn Shaw <Kathryn.Shaw@iop.org>  
on behalf of  
Permissions <permissions@iop.org>  
Today 11:53Arnold, Martin  
Dear Martin Arnold,  
Thank you for your request to reproduce IOP Publishing material in your thesis.  
Regarding:  
        Figures 1 and 2 (E S Toma et al 1999 J. Phys. B: At. Mol. Opt. Phys. 32 5843)  
We are happy to grant permission for the use you request on the terms set out below.  
Conditions  
Non-exclusive, non-transferrable, revocable, worldwide, permission to use the material in print and electronic form will be 
granted subject to the following conditions:  
??Permission will be cancelled without notice if you fail to fulfil any of the conditions of this letter.  
??You will make reasonable efforts to contact the author(s) to seek consent for your intended use.  Contacting one author acting
expressly as authorised agent for their co-authors is acceptable.  
??You will reproduce the following prominently alongside the material:  
o        the source of the material, including author, article title, title of journal, volume number, issue number (if relevant), 
page range (or first page if this is the only information available) and date of first publication.  This information can be contained 
in a footnote or reference note; or  
o        a link back to the article (via DOI); and  
o        if practical and IN ALL CASES for works published under any of the Creative Commons licences the words “© IOP 
Publishing.  Reproduced with permission.  All rights reserved””  
??The material will not, without the express permission of the author(s), be used in any way which, in the opinion of IOP 
Publishing, could distort or alter the author(s)’ original intention(s) and meaning, be prejudicial to the honour or reputation of the 
author(s) and/or imply endorsement by the author(s) and/or IOP Publishing.  
??Payment of £0 is received in full by IOP Publishing prior to use.  
This permission does not apply to any material/figure which is credited to another source in our publication or has been 
obtained from a third party.  Express permission for such materials/figures must be obtained from the copyright owner.   
If you have any questions, please feel free to contact our Permissions team at permissions@iop.org.  
I should be grateful if you would acknowledge receipt of this email.  
Kind regards,  
Kathryn Shaw  
Copyright & Permissions Team 
Gemma Alaway – Rights & Permissions Adviser  
Kathryn Shaw - Editorial Assistant  
 
Contact Details 
E-mail: permissions@iop.org  
For further information: http://iopscience.iop.org/page/copyright  
Please see our Author Rights Policy http://ioppublishing.org/author-rights/  
Please note: We do not provide signed permission forms as a separate attachment.  Please print this email and provide it to 
your publisher as proof of permission.  
 
Please note: Any statements made by IOP Publishing to the effect that authors do not need to get permission to use any 
content are not intended to constitute any sort of legal advice.  Authors must make their own decisions as to the suitability of 
the content they are using and whether they require permission for it to be published within their article. 
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RE: Figure Use Permissions  
pubscopyright <copyright@osa.org>  
Tue 21:32Arnold, Martin;pubscopyright <copyright@osa.org>  
Dear Martin Arnold, 
Thank you for the additional information. 
OSA considers your requested use of its copyrighted material to be Fair Use under United 
States Copyright Law.  It is requested that a complete citation of the original material be 
included in any publication.   
OSA considers this email to be sufficient authorization for the use of the requested material. 
Kind Regards, 
Rebecca Robinson 
August 23, 2016 
Authorized Agent, The Optical Society 
From: Arnold, Martin [mailto:m.arnold12@imperial.ac.uk]  
Sent: Tuesday, August 23, 2016 4:00 PM 
To: pubscopyright 
Subject: RE: Figure Use Permissions 
Dear Rebecca, 
I am writing to request the use of the following figure from Applied Optics detailed below. 
Figure and citation: figure 1 from Shuyan Zhang, Yuhang Ren, and Gunter Lupke, 
“Ultrashort laser pulse beam shaping”, 
Applied optics, 42(4):715-718, 2003. 
Explaination: “reproduction of figure to be used in the introduction section of a thesis. This 
will be part of the ‘state of the art’ literature review” 
Contact Information: Martin Arnold, 6M05 Huxley Building, Imperial College London, 
SW7 2AZ. 
If you require more information, please let me know. 
Kind Regards, 
Martin Arnold 
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RE: Thesis figure copyright request  
pubscopyright <copyright@osa.org>  
Tue 21:31Arnold, Martin;pubscopyright <copyright@osa.org>  
Dear Martin Arnold, 
Thank you for the additional information. 
OSA considers your requested use of its copyrighted material to be Fair Use under United 
States Copyright Law.  It is requested that a complete citation of the original material be 
included in any publication.   
OSA considers this email to be sufficient authorization for the use of the requested material. 
Kind Regards, 
Rebecca Robinson 
August 23, 2016 
Authorized Agent, The Optical Society 
From: Arnold, Martin [mailto:m.arnold12@imperial.ac.uk]  
Sent: Tuesday, August 23, 2016 3:48 PM 
To: pubscopyright 
Subject: Thesis figure copyright request 
Dear Rebecca, 
I am writing to request the use of the following figures from Applied Optics detailed below. 
Figures and citation: figure 2 and 6  from Shuyan Zhang, Qiguang Yang, and Gunter Lupke.
“Spatial beam shaping of ultrashort laser pulses: theory and experiment”, Applied optics, 
44(27):5818-5823, 2005. 
Explanation: reproduction of figures to be used in the introduction section of a thesis. This 
will be part of the ‘state of the art’ literature review. 
Contact Information: Martin Arnold, 6M05 Huxley Building, Imperial College London, 
SW7 2AZ. 
If you require more information, please let me know. 
Kind Regards, 
Martin Arnold 
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Re: Figure Use in Thesis  
Aitameur Kamel <kamel.aitameur@ensicaen.fr>  
Sat 27/08Arnold, Martin  
Dear Martin Arnold 
 
From my side you have the permission to use any figures and photos in any of my papers for your 
PhD thesis. 
 
With my best regards 
 
Kamel Aït-Ameur 
Professor 
Centre de recherche sur les Ions, les Matériaux et la Photonique 
CIMAP-ENSICAEN, 6, Bd Maréchal Juin, F14050 Caen (France). 
email: kamel.aitameur@ensicaen.fr 
Tel : +332 31 45 25 73 
 
De: "Arnold, Martin" <m.arnold12@imperial.ac.uk> 
À: "kamel.aitameur@ensicaen.fr" <kamel.aitameur@ensicaen.fr> 
Envoyé: Samedi 27 Août 2016 10:47:15 
Objet: Figure Use in Thesis 
 
Dear Sir, 
I am a phd student at Imperial College London and am writing up my thesis now. I am writing to you to
ask permission for the use of the following figure from a paper that you are listed at corresponding 
author: 
Figure 4, from “Beam-shaping longitudinal range of a binary diffractive optical element”. Which was 
published in Applied Optics in 2006. 
I am doing a literature review of spatial flat top generation, as my thesis is related to that. And your 
image is included in the ‘state of art’ section. I will in no way profit from the reprinting, as it is for 
academic purposes only.  
I have acquired permission from OSA who published it, but one of their conditions is that I need to 
request yours also. 
If you require any more information, please don’t hesitate to contact me. 
Kind Regards, 
Martin Arnold 
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