Abstract-To evaluate the search capabilities of a multiobjective algorithm, the usual approach is to choose a benchmark of known problems, to perform a fixed number of function evaluations, and to apply a set of quality indicators. However, while real problems could have hundreds or even thousands of decision variables, current benchmarks are normally adopted with relatively few decision variables (normally from 10 to 30). Furthermore, performing a constant number of evaluations does not provide information about the effort required by an algorithm to get a satisfactory set of solutions; this information would also be of interest in real scenarios, where evaluating the functions defining the problem can be computationally expensive. In this paper, we study the effect of parameter scalability in a number of state-of-the-art multiobjective metaheuristics. We adopt a benchmark of parameter-wise scalable problems (the Zitzler-Deb-Thiele test suite) and analyze the behavior of eight multiobjective metaheuristics on these test problems when using a number of decision variables that range from 8 up to 2048. By using the hypervolume indicator as a stopping condition, we also analyze the computational effort required by each algorithm in order to reach the Pareto front. We conclude that the two analyzed algorithms based on particle swarm optimization and differential evolution yield the best overall results.
optimization problems (MOPs). In contrast to single-objective optimization problems, the solution to MOPs is not a single solution, but a set of non-dominated solutions called the Pareto optimal set. A solution that belongs to this set is said to be a Pareto optimum and, when the solutions of this set are plotted in objective space, they are collectively known as the Pareto front. Obtaining the Pareto front is the main goal in multiobjective optimization.
The fact that real-world MOPs tend to be nonlinear and with objective functions that are very expensive to evaluate has led to the use of metaheuristics [1] , [3] , [13] to deal with them. Metaheuristics are a family of techniques comprising evolutionary algorithms (EAs), particle swarm optimization (PSO), ant colony optimization, tabu search, differential evolution, scatter search, and many others. The most popular algorithms for multiobjective optimization based on metaheuristics in current use (NSGA-II [8] and SPEA2 [35] ) adopt EAs as their search engine [5] , [7] .
The performance of these algorithms has been typically assessed using benchmark problems, such as the Zitzler-DebThiele (ZDT) test problems [34] , the Deb-Thiele-LaumannsZitzler (DTLZ) test problems [9] , and the Walking-Fish-Group (WFG) test problems [15] , [16] . These three problem families are scalable in the number of decision variables, and the last two are also scalable in the number of objectives. The methodology commonly adopted in the specialized literature is to compare several algorithms using a fixed (pre-defined) number of objective function evaluations and then to evaluate the values of different quality indicators (e.g., generational distance [32] or hypervolume [36] , among others).
The main motivation of this paper is that many real-world problems have hundreds or even thousands of decision variables, which contrasts with the current practice of validating multiobjective metaheuristics using the aforementioned benchmarks, but with a low number of decision variables (normally, no more than 30). Thus, the studies currently available do not consider the capability of current multiobjective evolutionary algorithms to properly scale when dealing with a very large number of decision variables. Scalability is a key issue in optimization algorithms, but it has been rarely addressed in the multiobjective domain. An example is the study presented in [14] , in which the so-called intelligent multiobjective evolutionary algorithm (IMOEA) is compared to several elitist and non-elitist multiobjective evolutionary algorithms (MOEAs) in several of the ZDT test problems, adopting 63 decision 1089-778X/$26.00 c 2009 IEEE variables. This comparative study was undertaken to validate the hypothesis of the authors of IMOEA, who argued the capability of such approach to deal with large parameter MOPs. Another example can be found in [33] , where a study using only the ZDT1 problem with up to 100 variables is included. This contrasts with the interest in studying function scalability, which is currently an active research topic, leading to the area known as many-objective optimization [2] , [10] , [17] , [26] , [27] , [29] .
Another interesting issue that has been scarcely covered in the specialized literature is the analysis of the behavior of a multiobjective metaheuristic reaching the Pareto front of a problem. Typically, a fixed number of evaluations (and, in consequence, of iterations) is defined by the user, and the performance of the different algorithms studied is compared. However, this sort of comparison only measures the front aspect, and it does not provide any indication regarding the computational effort that a given algorithm requires to reach the true Pareto front of a problem, i.e., the efficiency of the algorithm. We believe that this is an important issue, because if we take into account that evaluating the objective functions of a MOP can be very time-consuming, it becomes of interest to know how expensive for a certain algorithm it is to generate the Pareto front.
We carried a first analysis of these ideas in [11] , where six state-of-the-art multiobjective metaheuristics were compared when solving the ZDT benchmark, considering their formulation ranging from 8 up to 2048 variables. The algorithms included in the study reported in [11] were three genetic algorithms (GAs) (NSGA-II [8] , SPEA2 [35] , and PESA-II [6] ), one evolution strategy (PAES [18] ), one PSO (OMOPSO [28] ), and one cellular GA (MOCell [24] ). In that paper, the number of evaluations required to provide a satisfactory solution was also analyzed. Given that the Pareto fronts of the ZDT problems are known, an algorithm was considered successful when the hypervolume of its current population (or archive, depending on the algorithm) was higher than the 95% of the hypervolume of the Pareto front.
The current paper conducts further research along this line. Compared to our previous paper in [11] , the main contributions of this paper are the following. 1) Two additional modern multiobjective metaheuristics have been included: generalized differential evolution (GDE3) [20] (a differential evolution algorithm) and AbYSS [23] (a scatter search algorithm), leading to a total of eight multiobjective metaheuristics, representative of the state-of-the-art. 2) We analyze the search capabilities of the algorithms when solving the scalable ZDT problems using a stronger stopping condition, by which the algorithms stop either when they find a solution set having a hypervolume higher than the 98% of the hypervolume of the true Pareto front or when they have performed 10 000 000 function evaluations (500 000 in [11] ). 3) A more complete statistical analysis is performed, including pair-wise comparisons among the techniques in order to determine the significance of the results.
4)
We study the behavior of the most promising techniques in order to propose mechanisms that enhance their search capabilities. The remainder of this paper is organized as follows. Section II includes basic background on multiobjective optimization. Sections III and IV describe, respectively, the problems and the metaheuristics we have used. Section V is devoted to the presentation and analysis of the experiments carried out. In Section VI, we include a discussion about the obtained results. Finally, Section VII summarizes the paper and discusses possible lines of future work.
II. Multiobjective Optimization
In this section, we include some background on multiobjective optimization. More specifically, we define the concepts of MOP, Pareto optimality, Pareto dominance, Pareto optimal set, and Pareto front. In these definitions we are assuming, without loss of generality, the minimization of all the objectives.
A general multiobjective optimization problem (MOP) can be formally defined as follows.
Definition 1 (MOP): Find a vector x * = x which satisfies the m inequality constraints g i ( x) ≥ 0, i = 1, 2, . . . , m, the p equality constraints h i ( x) = 0, i = 1, 2, . . . , p, and minimizes the vector function f (
T is the vector of decision variables.
The set of all values satisfying the constraints defines the feasible region and any point x ∈ is a feasible solution. As mentioned before, we seek for the Pareto optima. Its formal definition is provided next.
Definition 2 (Pareto Optimality):
A point x * ∈ is Pareto optimal if for every x ∈ and I = {1, 2, . . . , k} either
. This definition states that x * is Pareto optimal if no feasible vector x exists which would improve some criterion without causing a simultaneous worsening in at least one other criterion. Other important definitions associated with Pareto optimality are the following.
Definition 3 (Pareto Dominance):
Definition 4 (Pareto Optimal Set): For a given MOP f ( x), the Pareto optimal set is defined as
For a given MOP f ( x) and its Pareto optimal set P * , the Pareto front is defined as PF * = { f ( x), x ∈ P * }. Obtaining the Pareto front of a MOP is the main goal of multiobjective optimization. However, given that a Pareto front can contain a large number of points, a good solution must contain a limited number of them, which should be as close as possible to the true Pareto front, as well as being uniformly spread; otherwise, they would not be very useful to the decision maker. Closeness to the Pareto front ensures that we are dealing with optimal solutions, and a uniform spread 
Non-convex Many-to-one Non-uniformly spaced of the solutions means that we have made a good exploration of the search space and no regions are left unexplored.
III. Scalable Parameter-Wise Multiobjective
Optimization Problems To carry out our paper, it would be helpful to use problems which are scalable in terms of the number of decision variables while keeping an invariable Pareto front. The ZDT test function family [34] fulfills this requirement. It offers, furthermore, a group of problems with different properties: convex, non-convex, disconnected, multifrontal, many-to-one problems (see Table I ). These problems have been widely used in many studies in the field since they were first formulated. Table I shows the formulation of the ZDT test problem family. We omitted problem ZDT5 because it is binary encoded. The Pareto front of each problem is plotted in Fig. 1 .
Since we are interested in studying the behavior of the algorithms when solving scalable parameter-wise problems, we have evaluated each ZDT problem with 8, 16, 32, 64, 128, 256, 512, 1024, and 2048 variables. This way, we can study not only what techniques behave more efficiently when solving problems having many variables, but also if their search capabilities remain constant or not when the number of decision variables increases.
IV. Multiobjective Optimization Algorithms
In this section, we briefly describe the eight metaheuristics that we have considered in this paper. We have used the implementation of these algorithms provided by jMetal [12] , a Java-based framework aimed at multi-objective optimization with metaheuristics. The NSGA-II algorithm was proposed by Deb et al. [8] . It is a genetic algorithm based on obtaining a new population from the original one by applying the typical genetic operators (selection, crossover, and mutation); then, the individuals in the two populations are sorted according to their rank, and the best solutions are chosen to create a new population. In case of having to select some individuals with the same rank, a density estimation based on measuring the crowding distance to the surrounding individuals belonging to the same rank is used to get the most promising solutions.
SPEA2 was proposed by Zitler et al. in [35] . In this algorithm, each individual has a fitness value that is the sum of its strength raw fitness plus a density estimation. The algorithm applies the selection, crossover, and mutation operators to fill an archive of individuals; then, the non-dominated individuals of both the original population and the archive are copied into a new population. If the number of non-dominated individuals is greater than the population size, a truncation operator based on calculating the distances to the kth nearest neighbor is used. This way, the individuals having the minimum distance to any other individual are chosen.
PESA-II [6] uses an internal population from which parents are selected to create new solutions, and an external population in which the non-dominated solutions found are stored. This external population uses the same hyper-grid division of phenotype (i.e., objective function) space adopted by PAES [19] to maintain diversity in which region-based selection is adopted. In region-based selection, the unit of selection is a hyperbox rather than an individual. The procedure lies in selecting (using any of the traditional selection techniques) a hyperbox and then randomly choosing an individual within that hyperbox.
PAES is a metaheuristic proposed by Knowles and Corne [19] . The algorithm is based on a simple (1 + 1) evolution strategy. To find diverse solutions in the Pareto optimal set, PAES uses an external archive of nondominated solutions, which is also used to decide about the new candidate solutions. An adaptive grid is used as a density estimator in the archive. We have used a real coded version of PAES, applying a polynomial mutation operator.
OMOPSO is a particle swarm optimization algorithm for solving MOPs [28] . Its main features include the use of the crowding distance from NSGA-II to filter out leader solutions and the use of mutation operators to accelerate the convergence of the swarm. The original OMOPSO algorithm makes use of the concept of -dominance to limit the number of solutions produced by the algorithm. We consider here a variant discarding the use of -dominance, and considering the leader population as the result yielded by the algorithm.
GDE3 [20] is an improved version of the GDE algorithm [21] . It starts with a population of random solutions, which becomes the current population. At each generation, an offspring population is created using the differential evolution operators; then, the current population for the next generation is updated using the solutions of both, the offspring and the current population. Before proceeding to the next generation, the size of the population is reduced using non-dominated sorting and a pruning technique aimed at diversity preservation, in a similar way as NSGA-II, although the pruning used in GDE3 modifies the crowding distance of NSGA-II in order to solve some of its drawbacks when dealing with problems having more than two objectives.
MOCell [24] is a cellular genetic algorithm (cGA). Like many multiobjective metaheuristics, it includes an external archive to store the non-dominated solutions found so far. This archive is bounded and uses the crowding distance of NSGA-II to keep diversity in the Pareto front. We have used here an asynchronous version of MOCell, called aMOCell4 in [25] , in which the cells are explored sequentially (asynchronously). The selection is based on taking an individual from the neighborhood of the current solution (called cell in cGAs) and another one randomly chosen from the archive. After applying the genetic crossover and mutation operators, the new offspring is compared with the current one, replacing it if better; if both solutions are non-dominated, the worst individual in the neighborhood is replaced by the current one. In these two cases, the new individual is inserted into the archive.
AbYSS is an adaptation of the scatter search metaheuristic to the multiobjective domain [23] . It uses an external archive similar to the one employed by MOCell. The algorithm incorporates operators from the evolutionary algorithms domain, including polynomial mutation and simulated binary crossover in the improvement and solution combination methods, respectively.
V. Experimentation
In this section, we describe the parameter settings used in the experiments, as well as the methodology we have followed in the tests, and the results we have obtained.
A. Parameterization
We have chosen a set of parameter values such that we allow a fair comparison among all the algorithms compared. All the GAs (NSGA-II, SPEA2, PESA-II, and MOCell) as well as GDE3 use an internal population size equal to 100; the size of the archive is also 100 in PAES, OMOPSO, GDE3, MOCell, and AbYSS. OMOPSO has been configured with 100 particles. For AbYSS, the population and the reference set have a size of 20 solutions. In the GAs, we have used simulated binary crossover (SBX) and polynomial mutation [7] . The distribution indices for both operators are η c = 20 and η m = 20, respectively. The crossover probability is p c = 0.9 and the mutation probability is p m = 1/L, where L is the number of decision variables. In PAES we have also adopted a polynomial mutation operator, with the same distribution index as indicated before. AbYSS uses polynomial mutation in the improvement method and SBX in the solution combination method. GDE3 uses 0.1 and 0.5 for the two parameters CR and F, respectively [20] . OMOPSO applies a combination of uniform and non-uniform mutation to the particle swarm [28] . A detailed description of the parameter values adopted for our experiments is provided in Table II .
B. Methodology
We are interested in two main goals: analyzing the behavior of the algorithms when solving the scalable ZDT benchmark and their speed (efficiency) in reaching the Pareto front. Given that the Pareto fronts of the ZDT problems are known beforehand, a strategy could be to run the algorithms until they are able to produce them. However, it is possible that some of them never produce the true Pareto front, or simply take too long to do it. Thus, we adopt instead a stopping condition for all the algorithms compared, based on the high quality of the Pareto front produced. For that purpose, the hypervolume [36] quality indicator is adopted.
The hypervolume computes the volume (in objective function space) covered by members of a non-dominated set of solutions Q for problems in which all objectives are to be minimized. Mathematically, for each solution i ∈ Q, a hypercube v i is constructed with a reference point W and the solution i as the diagonal corners of the hypercube. The reference point can simply be found by constructing a vector of worst objective function values. Thereafter, the union of all hypercubes is found and its hypervolume (HV ) is calculated
(
Higher values of the HV performance measure imply more desirable solutions. A property of this quality indicator is that it measures both convergence to the Pareto front and diversity of the obtained fronts.
Once the quality indicator we are going to use has been described, we need to establish a stopping condition to be used in the execution of the algorithms. The idea is that the metaheuristics stop when they reach a certain percentage of the HV of the Pareto front, which ensures that the obtained front represents an accurate approximation to it. To decide about that percentage, we show different approximations of the Pareto front for the problem ZDT1 with different percentages of HV in Fig. 2 . We can observe that a front with a hypervolume of 98.26% represents a reasonable approximation to the true Pareto fronts in terms of convergence and diversity of solutions. This same value has been corroborated using the other test problems from the ZDT suite. So, we have taken 98% of the HV of the Pareto front as a criterion to consider that a MOP has been successfully solved. Furthermore, those algorithms requiring fewer function evaluations to achieve this termination condition can be considered to be more efficient or faster. In those situations in which an algorithm is unable to obtain a front fulfilling this condition after the maximum number of function evaluations, we consider that it has failed in solving the problem; this way, we can obtain a hit rate for the algorithms, i.e., their percentage of successful executions. We set the maximum number of evaluations to ten million. In our experiments, we check the stopping condition every 100 evaluations (that is, each iteration in the population-based metaheuristics), where we measure the hypervolume of the non-dominated solutions found so far. Therefore, in NSGA-II, SPEA2, and GDE3 we have considered the non-dominated solutions at each generation: in PESA-II, PAES, AbYSS, and MOCell, the external population and, in MOPSO, the leaders archive.
We have executed 100 independent runs for each algorithm and each problem instance. Since we are dealing with stochastic algorithms, we need to perform a statistical analysis of the obtained results to compare them with a certain level of confidence. Next, we describe the statistical test that we have carried out for assuring this [30] . First, a KolmogorovSmirnov test is performed in order to check whether the values of the results follow a normal (Gaussian) distribution or not. If so, the Levene test checks for the homogeneity of the variances. If samples have equal variance (positive Levene test), an ANOVA test is done; otherwise we perform a Welch test. For non-Gaussian distributions, the non-parametric Kruskal-Wallis test is used to compare the medians of the algorithms.
We always consider in this paper a confidence level of 95% (i.e., significance level of 5% or p-value under 0.05) in the statistical tests, which means that the differences are unlikely to have occurred by chance with a probability of 95%. Successful tests are marked with "+" symbols in the last row in the tables containing the results (see Tables III-VII) ; conversely, "−" means that no statistical confidence was found (p-value > 0.05). For the sake of homogeneity in the presentation of the results, all the tables include the median, x, and the interquartile range, IQR, as measures of location (or central tendency) and statistical dispersion, respectively.
We have performed a post-hoc testing phase using the multcompare function provided by MATLAB, which allows for a multiple comparison of samples. This way, we can make pairwise comparison between algorithms to know about the significance of their results.
C. Analysis of Results
Tables III-VII show the median and the interquartile range of the number of evaluations needed by the different optimizers for ZDT1, ZDT2, ZDT3, ZDT4, ZDT6, respectively. This indicates that all the 100 independent runs have been successful, which means a hit rate of 1.0. When an optimizer is not able to reach an acceptable front upon performing 10 000 000 function evaluations in all the 100 independent runs, its cell in the tables includes the "−" symbol, and it is not taken into account in the statistical tests. In other words, the "−" symbol means that, in order to solve successfully the problem in all the independent runs, the optimizer may need more than 10 000 000 of function evaluations. In these cases, the hit rate would be less than 1.0. To ease the analysis of the results in these tables, the cells containing the lowest number of function evaluations have a grey colored background. There are two grey levels: the darker grey indicates the best (lowest) value, while lighter grey is used to point out the second best value. We can observe that the results in these tables are significant, as can be seen in the last row of each of them, where each cell contains a "+" symbol, except for ZDT4 with 1024 and 2048 variables (where there are no results to compare).
Next, we analyze the results obtained for each of the problems. To make the results clearer, we include a figure summarizing the values, using a logarithmic scale, in addition to the corresponding table. The discussion is organized in the following order: first, we analyze the success of the algorithms when solving the different instances of the problem; second, we analyze the speed of the techniques to obtain the Pareto front when solving the problems; and, finally, we make a pairwise comparison of the algorithms, considering those problems in which there are no statistical differences between each pair of techniques (if we included the problems with statistical significance, this would lead to larger tables). 1) ZDT1: This problem presents a uniform density of solutions in the search space and a convex Pareto front. Table III and Fig. 4 show the number of evaluations needed to obtain a Pareto front with 98% of the HV of the Pareto front for this problem. Table VIII presents the hit rate indicator, where we have used the symbol √ to indicate a value of 1.0 (a 100% success rate). Table IX contains the problems for which no statistical differences have been found between each pair of algorithms.
We begin by analyzing which algorithms are able to solve the problems in all the independent runs carried out. The results in Table III show that all the algorithms have success in all the instances, except for PAES in the instance with 2048 variables. This is corroborated considering the hit rate (see Table VIII ), where all the algorithms have a hit rate of 1.0 except for PAES in the 2048 instance, which has 0.95. This means that in five out of the 100 executions carried out for this instance, PAES reached the maximum number of evaluations before obtaining a Pareto front with the desired HV value. We pay attention now to the speed, i.e., the number of function evaluations needed by the metaheuristics to find a Pareto front according to our success condition. In Fig. 4 , we plot the results using a logarithmic scale. We have connected by a line the symbols of the two algorithms yielding the best values. Thus, we can observe that OMOPSO (dotted line) is the fastest algorithm up to 128 variables, while GDE3 scales better from 256 to 2048 variables. The lines clearly depict that there is a tendency change in these two algorithms at 256 variables, indicating that GDE3 tends to be faster than the other techniques as the number of decision variables increases, while OMOPSO exhibits the opposite behavior. This suggests that GDE3 could be the most appropriate algorithm to solve ZDT1 with more than 2048 variables. Accordingly, we determine that GDE3 is the algorithm that scales the best in problem ZDT1.
Considering the rest of techniques, MOCell is the second fastest algorithm up to 32 variables and in the case of 2048 variables. NSGA-II, SPEA2, and AbYSS tend to need a similar number of evaluations when the instances are larger.
Finally, we make an analysis considering the outcome of the statistical tests included in Table IX . If we focus on OMOPSO and GDE3, the tests are non-successful only in the instances of 128 and 256 variables, which does not affect the previous analysis. It is interesting to note that PAES, the simplest of the evaluated techniques, presents no differences in many instances compared to NSGA-II and MOCell. We can also observe that NSGA-II 
and SPEA2 do not present statistical confidence in four cases.
2) ZDT2:
This problem also presents a uniform density of solutions in the search space, but it has a non-convex Pareto front. The numbers of evaluations needed to solve the ZDT2 problem are included in Table IV and Fig. 5 . Table X shows the hit rate of each algorithm. The problems in which each pair of algorithms are statistically independent appear in Table XI .
We start by commenting that some optimizers have difficulties when solving this problem, as can be seen in Table IV and Fig. 5 . In particular, neither PAES nor PESA-II are able to reach a hit rate of 1.0 in instances with more than 64 variables. These results indicate that problems having a nonconvex Pareto front can cause difficulties for some algorithms.
Consequently, the hit rate indicator shows that six algorithms have a 100% success rate in all the instances. Among the algorithms with a hit rate smaller than 1.0, PESA-II is the algorithm having the worst value, 0.49 in the problem with 128 variables, and 0.0 in the next ones. PAES does not achieve a 100% of success after 128 variables but, in contrast to PESA-II, the values are near 100% in the instances ranging from 128 to 1024 variables.
Let us examine now the speed of the algorithms. A look at Fig. 5 reveals that OMOPSO and GDE3 are the fastest algorithms. The lines connecting the values of these solvers indicate that OMOPSO requires a lower number of function evaluations than GDE3 to get the desired Pareto fronts in all but in the largest instance. In fact, when observing the lines we can see that the one of GDE3 suggests again that it could scale better than the other techniques in order to solve instances of more than 2048 variables. MOCell, AbYSS, SPEA2, and NSGA-II, in this order, are the following metaheuristics in terms of speed, although they tend to get close to each other when the number of decision variables of the problem increases.
The pairwise tests in Table XI reveal some interesting facts. On the one hand, the results of GDE3 and OMOPSO in the two largest instances are non-significant; on the other hand, the tests show the differences between MOCell and OMOPSO up to 64 variables and between MOCell and GDE3 up to 512 variables are also non-significant.
3) ZDT3: This problem presents a uniform density of solutions in the search space and its Pareto front is composed of several discontinuous regions; therefore, the main complexity is to find all these discontinuous regions. The evaluations required for solving the different instances are shown in Table V and Fig. 6 . Table XII presents the hit rate of the algorithms. The problems in which there are not statistical differences between each pair of algorithms are shown in Table XIII .
Proceeding as before, we start by analyzing which algorithms are able to solve successfully all the instances of the problem. Therefore, in Table V we see that all the algorithms solve all the instances, except for PAES, which fails in the largest one. Concerning the speed of the algorithms, in Table V and Fig. 6 we can see which algorithms need a lower number of function evaluations to reach the target results. We have drawn a dotted line joining the points of GDE3, which shows clearly that this optimizer is the best when solving this problem, considering scalability. The dashed line joins the number of evaluations required by NSGA-II, which is the second fastest algorithm in ZDT3 from 128 to 1024 variables. We can see that NSGA-II, MOCell, and SPEA2 are very close, and we observe in Fig. 6 that they tend to similar values when the number of decision variables of the problem is higher. OMOPSO appears as the worst algorithm with 1024 and 2048 variables, so it scales as well as other algorithms in this problem.
The pairwise tests in Table XIII do not alter the previous discussion. All the differences between GDE3 and NSGA-II have statistical confidence. Considering MOCell and NSGA-II, the tests are non-successful in only two instances (128 and 1024). We note that SPEA2 does not provide statistical differences with respect to PAES and AbYSS in five instances.
4) ZDT4:
This problem has a total of 100 different Pareto optimal fronts of which only one is global. Consequently, the main difficulty for the different algorithms is to reach this global front. The number of evaluations required by the different algorithms is shown in Fig. 7 . The hit rate indicator is presented in Table XIV . The problems in which there are no statistical differences in each pair of algorithms are shown in Table XV . The fact that the problem has many sub-optimal Pareto fronts represents a great challenge for the different algorithms, as can be concluded from seeing Table VI and Fig. 7 . On the one hand, none of them is able to solve the problem successfully with 2048 variables. Only MOCell needs a number of evaluations lower than the maximum established for 1024 variables. On the other hand, OMOPSO and GDE3, which are among the most effective algorithms for the problems analyzed until now, cannot solve successfully any of the instances (except for the one with eight variables, in the case of GDE3).
Looking at the hit rate of the different algorithms (Table XIV) , the only solver able to reach sometimes the Pareto optimal front in all the instances is AbYSS, the scatter search algorithm. The rest of the algorithms have a hit rate of 0 with 1024 and 2048 (with the exception of MOCell with 1024 variables).
Analyzing the speed of the algorithms, we see in Table VI that MOCell needs less than half of the function evaluations than the next fastest solvers, PESA-II and NSGA-II.
The tests included in Table XV show the instances of the problem where the differences are non-significant. However, they do not change the main conclusion about ZDT4, which is that, given that MOCell needs more than eight million function evaluations to achieve the stopping condition in the 1024 variables instance, it is clear that none of the analyzed techniques scales well on this problem.
5) ZDT6:
This problem presents a non-convex Pareto front, in which the density of solutions across the Paretooptimal region is not uniform. Table VII and Fig. 8 show the number of evaluations required for reaching a front with the target HV value. Table XVI presents the hit rate of the algorithms. In Table XVII , the problems in which there are no statistical differences for each pair of algorithms appear.
As before, we start analyzing which algorithms are able to achieve the desired results in the different instances of the problem. Looking at Fig. 8 and Table VII we see that all the optimizers, except for PAES, are able to solve the problem in all cases. Anyway, if we have a look at the hit rate indicator (Table XVI) , we can observe that PAES achieves values near 100% in the instances ranging from 64 to 2048 variables.
We focus now on the speed of the algorithms. We can clearly see in Table VII and Fig. 8 that the fastest algorithm is OMOPSO, followed by GDE3. The lines joining the values of these algorithms in Fig. 8 indicate that both of them scale well and they would probably successfully solve larger instances. In fact, this conclusion could be applied to all the algorithms but PAES.
If we analyze the tests included in Table XVII , the most remarkable fact is that the differences between OMOPSO and GDE3 that are non-significant affect only the smallest instances (8, 16 , and 32 variables).
VI. Discussion of Results
In this section, we analyze the results globally, trying to identify the strengths and weaknesses of the algorithms when executing the full set of experiments. To facilitate this discussion, we have made first a rank of the algorithms according to their scalability and speed. Second, we analyze the poor behavior of OMOSPO and GDE3 when solving problem ZDT4 and indicate ways of improving these algorithms. After that, we analyze the rest of the techniques. Finally, we compare the results of this paper with our previous paper [11] .
A. Scalability and Speed
The scalabity ranking is presented in Table XVIII . This ranking considers first those algorithms solving the problems with the highest number of decision variables. The ties are broken considering the number of evaluations in the most difficult instances. To make the discussion clearer, we have marked in boldface those optimizers having a hit rate lower than 1.0 in at least one experiment, which indicates that the algorithm does not scale well. 
According to this ranking, GDE3 is the most impressive metaheuristic: it achieves three best and one second best ranks. However, given the difficulties of this algorithm when solving ZDT4, MOCell is the technique that appears as the most reliable, in the sense that it is able to solve all the instances considered in this paper but the largest one on ZDT4, and it occupies the first rank on ZDT4. OMOPSO scales the best in one problem (ZDT6), and it is the second best on ZDT2 (although recall that its results on ZDT2 and 2048 variables and those obtained by GDE3 have no statistical confidence). However, it is unable to solve ZDT4 and it tends to require more evaluations than other algorithms when solving the larger instances of ZDT1 and ZDT3. SPEA2, AbYSS, and NSGA-II are in the middle of the ranking: they never obtain the best result nor they are beyond the sixth position in the ranking. PESA-II is in the lower positions mainly because it does not scale well in ZDT2 and ZDT4. Finally, PAES is the last algorithm in the ranking because of its low hit-rate in many experiments.
The ordering in Table XIX relies on the algorithms requiring globally lower numbers of evaluations to find the target Pareto front, i.e., we sort them according to their speed. To make this ranking, we consider all the instances, not only the largest ones. Thus, for each problem we have sorted the evaluations of the algorithms when solving each of the instances, and the sum of the obtained positions determine the order of the techniques.
If we do not consider the ZDT4 problem, OMOPSO is globally the fastest algorithm: it requires the lowest number of evaluations in problems ZDT1, ZDT2, ZDT6, and it is the fourth one in the ranking of ZDT3. GDE3 is the second algorithm in the ranking, because it is first one in a problem, ZDT3, and the second one in ZDT1, ZDT2, and ZDT6. The next algorithms are MOCell (first rank in ZDT4, a second position, and two third ones), AbYSS, SPEA2 (the first GA in the speed ranking), and NSGA-II. Among the slowest metaheuristics we find again PESA-II and PAES.
An interesting fact is that, if we observe the two tables, the rankings are almost the same in problems ZDT2, ZDT4, and ZDT6. This suggests that when an algorithm scales well with a problem, it may require a low number of function evaluations to solve it.
The ZDT benchmark is very well-known, but it is not fully representative in the sense that there are MOPs having features not covered by ZDT [15] (e.g., linear or degenerate geometry, variable linkage, etc.). This paper is a first step in the study of the behavior of multiobjective metaheuristics when solving parameter scalable problems; an extension including other problem families, such as DTLZ [9] and WFG [16] , would allow more general conclusions to be drawn. However, many researchers may find useful insights from the results obtained in this paper when facing the solution of MOPs having a large number of parameters. For example, the two reference algorithms in the field, NSGA-II and SPEA2, are expected to work well, but MOCell can scale better and provide results faster; and GDE3 and OMOPSO are techniques to consider if we are looking for efficiency, although there is a risk that they cannot solve the problem if this is a multifrontal one.
B. OMOPSO and Multifrontal Problems
If we do not take into account problem ZDT4, one of the most outstanding algorithms in our study is OMOPSO. In this section, we analyze whether its inefficacy when dealing with ZDT4 is particular of that problem or it happens with multifrontal problems in general.
To explore this issue, we have defined two multimodal problems using the methodology described in [7] . In this paper, it is pointed out that given a function g( x), a two-objective problem can be defined as the minimization of
This problem has a local or global Pareto-optimal solution (x1, x), where x is the locally or globally minimum solution of g( x), respectively, and x 1 can take any value.
This way, given a mono-objective function with local optimal solutions, we can construct a multifrontal bi-objective MOP. We have selected two well-known problems having local minimal solutions, Griewank and Ackley (see Table XX ). The resulting problems have been solved by the eight metaheuristics we are dealing with. Our experiments revealed that OMOPSO does not converge to the corresponding Pareto fronts. To illustrate this fact, we include in Figs. 9 and 10 the fronts obtained by OMOPSO and NSGA-II.
In [11] , we argued that the reason for this behavior could be related to an imbalance between (low) diversification and (high) intensification, given that OMOPSO appears to be a fast algorithm. Here we go deeper into this issue, in order to find the explanation and propose a solution. Let us recall that OMOPSO is a PSO-based metaheuristic, in which the potential solutions to the problem are called particles and the population of solutions is called the swarm. The way in which PSO updates particle x i at generation t is by applying the following formula:
where the factor v i (t) is known as velocity and it is given by
In this formula, x ibest is the best solution stored by x i , x global is the best particle that the entire swarm has viewed, w is the inertia weight of the particle and controls the tradeoff between global and local experience, r1 and r2 are two uniformly distributed random numbers in the range [0, 1], and C1 and C2 are specific parameters which control the effect of the personal and global best particles. If the resulting position of a particle is out of the limits of its allowable values, the approach taken in OMOPSO is to assign the limit value to the particle and to change the direction of the velocity. We have monitored the velocity of the particle representing the second decision variable in ZDT4 (this variable takes values in the interval [−5, +5], which provides a better illustration of the following analysis than using the first variable, which ranges in [−1, +1]). Fig. 11 depicts the velocity of OMOPSO in the 250 iterations. The x-axis represents the number of iterations. We can observe that the velocity values suffer a kind of erratic behavior, alternating very high with very low values, in some points of the execution. Let us note that the limits of the second variable in ZDT4 are [−5, +5] , and the velocity takes values higher than ±20. Thus, as a consequence, this particle is moving to its extreme values continuously, so it is not contributing to guide the search.
To determine whether this is the reason making OMOPSO unable to solve multifrontal MOPs, we have modified it including a velocity constraint mechanism, similar to the one proposed in [4] . In addition, the accumulated velocity of each variable j (in each particle) is also bounded by means of the following equation:
where
This way, we can ensure an effective new position calculation, and hence avoid erratic movements. We have called the resulting algorithm speed-constrained multiobjective PSO (SMPSO).
In Fig. 12 , we show again the velocity of the particle representing the second parameter of ZDT4. We can observe 
that the erratic movements of the velocity have disappeared, so the particle has taken new values and thus it has explored different regions of the search space.
To evaluate the effect of the changes in SMPSO, we have used it to solve all the problems, following the same methodology. The results are included in Table XXI . To illustrate its search capabilities we have included in Fig. 13 five pictures showing the values of SMPSO and OMOPSO, except for ZDT4, where the evaluations of MOCell are included instead of those of OMOPSO. Let us comment on this last case first. We can observe that the results of SMPSO on ZDT4 are surprisingly good: SMPSO is not only capable of solving ZDT4, but it scales up to 2048 variables, requiring a very low number of evaluations (which are several orders of magnitude lower than those required by MOCell). If we consider the other problems, we see that in general SMPSO is faster than OMOPSO up to 64 variables, but OMOPSO scales better. So, with SMPSO we have a PSO metaheuristic which is more robust than OMOPSO (in the sense that it can solve all the problems considered in this paper) and faster when the problems have few decision variables, but at the price of not being able to scale as well as OMOPSO.
We would like to remark that we have not tried to find the best possible configuration for SMPSO, i.e., SMPSO has the same parameter settings as OMOPSO, except for those affecting the velocity constraint. Thus, there is clearly room for improvement here.
C. Improving GDE3
GDE3 shows similarities to OMOPSO in the sense that it is among the top techniques in four problems, but it fails in ZDT4. It is clear that the factors leading to the poor performance of GDE3 in ZDT4 are different to those affecting OMOPSO, especially because the search capabilities of a differential evolution metaheuristic depend on the values of the parameters CR and F . A deeper study that attempts to find the best values for these parameters is beyond the scope of this paper; instead, we take the approach of keeping CR and F unchanged and applying polynomial mutation to the new generated solutions, as is suggested in [22] . The obtained results are included in Table XXII .
We proceed now as for OMOPSO, showing a figure containing a comparison between GDE3 and its variant using mutation, except for ZDT4, where MOCell is included. The results indicate that GDE3 with mutation is able to solve ZDT4 instances of up to 128 variables, while in the rest of the problems it needs more evaluations than the original GDE3, although it can be observed in the figures that the two algorithms have a very similar behavior.
As in the case of PSO and OMOPSO/SMPSO, differential evolution appears to be a technique worth considering to solve problems like those considered in this paper.
D. About the Other Algorithms
In the two previous sections we have analyzed OMOPSO and GDE3, aiming to improve their search capabilities. We discuss here the rest of the techniques adopted in our comparative study. Although they are different algorithms (NSGA-II, SPEA2, and PESA-II are GAs, MOCell is a cellular GA, PAES is an evolution strategy, and AbYSS is a scatter search approach), all of them share the use of polynomial mutation and, except for PAES, the SBX crossover operator. This means that the main way to modify the search capabilities of these metaheuristics is by modifying the distribution indices that govern these operators.
We have made a number of preliminary experiments with MOCell considering different values, ranging from 5.0 to 200.0, in both indexes, and we have not observed noticeable 3.3e+4 changes in the behavior of the technique. This, however, does not mean that there is no room for improvement; the use of different mutation and crossover operators may change the search capabilities of a GA.
E. Comparison with Previous Paper
In this section, we compare the results of this paper with those obtained in some of our previous paper [11] . In that paper, the main conclusions were that, considering scalability, PAES was the most competitive algorithm followed by OMOPSO, while the latter appeared as the fastest algorithm. In this paper, however, PAES appears in the last positions in the scalabily ranking. This is explained by the fact that we have not considered here the impact of not having a 100% hit rate in the tables containing the computed evaluations, which undoubtedly has penalized PAES in practically all the problems considered.
If we consider OMOPSO, its results in [11] remain basically the same. The inclusion in this paper of GDE3 and AbYSS has affected OMOPSO only in the scalabity ranking, and OMOPSO is still among the fastest algorithms assessed (excluding the ZDT4 test problem).
Finally, we would like to mention the effort that has been required to carry out this paper. If we consider that we have studied eight algorithms to solve nine instances of five problems, the number of experiments is 360. As we have executed one hundred independent runs per experiment, this means a total of 36 000 runs. Furthermore, the experiments with SMPSO and GDE3 with mutation have required 9000 additional runs. Taking into account also the pilot tests with the other algorithms to study the influence of the distribution indices in the mutation and crossover operators, the total number of runs have been in the order of 50 000. The fact that we have used a stronger termination condition (98% instead of 95% of the hypervolume of the Pareto front) and that the maximum number of evaluations have been raised from 500 000 in [11] to 10 000 000 in this paper, has had as a consequence the fact that the computational time of the algorithms unable to solve the problems with 1024 and 2048 variables was higher than one hour.
To execute this large number of experiments, we have used the computers of the laboratories of the Department of Computer Science of the University of Málaga, in Spain. Most of them are equipped with modern dual core processors so, taking into account that there are more than 180 computers, that means that up to 360 cores have been available. To run all the programs, we have used Condor [31] , a middleware that acts as a distributed scheduler, which has proven to be an ideal tool to cope with the large amount of tasks we have dealt with.
VII. Conclusion and Future Work
We have evaluated eight state-of-the-art metaheuristics over a set of parameter scalable problems in order to study the behavior of the algorithms concerning their capabilities to solve problems having a large number of decision variables. The benchmark has been composed of five problems from the ZDT family, using instance sizes ranging from 8 to 2048 variables. We have also studied the speed of the techniques when solving the problems. The stopping condition has been to reach a front with a hypervolume higher than the 98% of the hypervolume of the true Pareto front, or to compute 10 000 000 function evaluations.
Our study has revealed that differential evolution and particle swarm optimization are the most promising approaches to deal with the scalable problems used in this paper. GDE3 and OMOPSO do not only scale well, but they are among the fastest algorithms. Furthermore, we have shown that their search capabilities can be improved to solve ZDT4, the problem which has appeared as the most difficult one to solve.
Two modern optimizers, MOCell and AbYSS, have shown a high degree of regularity in the tests. With the exception of MOCell in ZDT4 (where it is the overall best technique), they are not in the first position in the scalabily and the speed rankings, but also they are always around the third and fifth positions. Both metaheuristics are in the group of algorithms having solved a higher number of instances. In this group we find NSGA-II and SPEA2, which are, in general, very close in the rankings, but they usually appear after MOCell. PESA-II has difficulties in ZDT2 and it normally appears among the algorithms requiring higher numbers of function evaluations to reach a front with the target HV value.
Finally, PAES, the simplest of the optimizers in the paper, is the algorithm scaling the worst, due to the low hit rates it obtains in many instances.
We have presented a paper about the behavior of eight multiobjective metaheuristics concerning their scalability and speed when solving a scalable benchmark. The next step is an extension including more scalable problems (e.g., DTLZ and WFG) to assess whether or not the features of these problems confirm the results obtained in this paper. Our analysis of OMOPSO and GDE3 has also shown that an open research line is to study variations and different parameter settings of the existing multiobjective metaheuristics in order to improve their scalability, and that is another path for future research that we aim to explore.
