The real option management of commodity conversion assets gives rise to intractable Markov decision processes (MDPs). This intractability is due primarily to the high dimensionality of a commodity forward curve, which is part of the MDP state when using high dimensional models of the evolution of this curve, as commonly done in practice. Focusing on commodity storage, we develop a novel approximate dynamic programming approach to obtain value function approximations from tractable relaxations of approximate linear programs (ALPs). We estimate lower bounds and dual upper bounds on the value of an optimal policy on existing natural gas storage instances using the value function approximation from each of our models. Our ALP relaxations significantly outperform their corresponding ALPs in terms of both the estimated lower and upper bounds. Our approach is also relevant for the approximate solution of MDPs that arise in the real option management of other commodity conversion assets, as well as the valuation and management of real and financial options that depend on forward curve dynamics.
Introduction
Real options are models of projects that exhibit managerial flexibility (Dixit and Pindyck 1994) .
In commodity settings, this flexibility arises from the ability to adapt the operating policy of commodity conversion assets to the uncertain evolution of commodity prices. For example, consider a merchant that manages a natural gas storage asset (Maragos 2002) . This merchant can purchase natural gas from the wholesale market at a given price, and store it for future resale into this market at a higher price. Other examples of commodity conversion assets include assets that produce, transport, ship, and procure energy sources, agricultural products, and metals.
Managing commodity conversion assets as real options McCardle 1999, Geman 2005) gives rise to, generally, intractable Markov Decision Processes (MDPs). In a given stage, the state of such an MDP includes both endogenous and exogenous information. The endogenous information describes the current operating conditions of the conversion asset, while the exogenous information represents current market conditions. Changes in the endogenous information are caused by managerial decisions. The exogenous information evolves as a result of market dynamics.
The MDP intractability is due primarily to the common use in practice of high dimensional models of the evolution of the exogenous information (Eydeland and Wolyniec 2003) . To illustrate, consider the MDP for the real options management of a commodity storage asset formulated by Lai et al. (2010; LMS for short) using a multi-maturity version of the Black (1976) model of futures price evolution. The endogenous information is the asset available inventory at a given date, a one dimensional variable; the exogenous information is the commodity forward curve at a given time, an object with much higher dimensionality than inventory. Approximations are thus typically needed to solve such MDPs.
Approximate linear programing (ALP; Schweitzer and Seidmann 1985, de Farias and Van Roy 2003) is an approach that approximates the primal linear program associated with an MDP (Manne 1960 , Puterman 1994 by applying a lower dimensional representation to its variables. Solving an approximate linear program (which we also abbreviate to ALP for convenience) provides a value function approximation that can be used to obtain a heuristic control policy and estimate lower and upper bounds on the value of an optimal policy (see Bertsekas 2007 , Brown et al. 2010 , Powell 2011 , and references therein). Applications of this approach include Trick and Zin (1997) in economics; Adelman (2004) and Adelman and Klabjan (2011) in inventory routing and control; Adelman (2007) , Farias and Van Roy (2007) , and Zhang and Adelman (2009) in revenue management; and Morrison and Kumar (1999) , Van Roy (2001, 2003) , Moallemi et al. (2008) , and Veatch (2010) in queuing control. To the best of our knowledge, ALP has not yet been applied to approximately solve MDPs that arise in the real option management of commodity conversion assets.
We focus on the use of ALP for the real option management of commodity storage. Our investigation suggests that distortions between the optimal solution sets of the ALP dual and the exact dual, that is, the dual of the linear program associated with an MDP, can lead to potentially undesirable value function approximations and hence poor control policies and bounds. Based on this insight, we develop a novel approximate dynamic programming approach that (i) restricts the ALP dual by approximating a property of the exact dual and (ii) obtains value function approximations by solving ALP relaxations that correspond to the primal linear programs of these restricted ALP duals.
We apply our approach using look-up table value function approximations that depend on at most two prices in the forward curve (the spot price and the prompt month futures price). We obtain four ALP relaxations. Three of these ALP relaxations can be equivalently reformulated as recursive optimization models that we refer to as approximate dynamic programs (ADPs). Two of these ADPs are new. Interestingly, we show that the third ADP is the LMS ADP, which we label as storage ADP (SADP). We provide approximation guarantees for these three ADPs and their respective ALPs. Comparing these guarantees provides theoretical support for the use of these ADPs rather than their respective ALPs, as well as the use of our ADP based on the spot and prompt month futures prices instead of the other ADPs.
We numerically evaluate our approach on the LMS natural gas instances. Our results are encouraging. Our ALP relaxations significantly outperform their corresponding ALPs in terms of both the estimated lower and upper bounds. Our best model is the ADP that uses both the spot and prompt futures prices in its value function approximation. Compared to the other ADPs, this ADP yields better upper bounds and substantially better lower bounds, most of which are near optimal. In addition, it relies less on periodic reoptimizations to obtain near optimal bounds, and is thus a better approximation of the commodity storage MDP than these other models. Our ADPs outperform in terms of both upper and lower bounds our ALP relaxation that has no ADP representation.
Our best ADP is competitive with two state-of-the-art commodity storage valuation techniques:
The practice based rolling intrinsic method (LMS) and the least squares Monte Carlo approach (Boogert and De Jong 2008, 2011/12) . Our research thus adds to the literature on commodity storage valuation (see, e.g., Chen and Forsyth 2007 , Boogert and De Jong 2008 , Thompson et al. 2009 , Carmona and Ludkovski 2010 , LMS, Secomandi 2010 , Birge 2011 , Boogert and De Jong 2011 /12, Felix and Weber 2012 , Secomandi et al. 2012 , and Wu et al. 2012 ).
The use of relaxations in ALP is relatively new and the literature is scant. Petrik and Zilberstein (2009) and Desai et al. (2012) use such an approach to improve the value function approximation obtained by solving an ALP: Petrik and Zilberstein (2009) propose a relaxation method for ALPs that penalizes violated constraints in the objective function; Desai et al. (2012) relax an ALP by allowing budgeted violation of constraints. In contrast to these authors, we introduce a general approach for deriving ALP relaxations from ALP dual restrictions. Further, the specific ALP relaxations that we obtain differ from the ones proposed by these authors because they are not based on the idea of budgeted constraint violations.
Although our focus is on commodity storage, our proposed methodology is relevant for the approximate solution of intractable MDPs that arise in the real option management of other commodity conversion assets, as well as the valuation and management of real and financial options that depend on forward curve dynamics; that is, MDPs whose states include both endogenous and exogenous information. Examples include commodity processing assets, energy swing options, putcall Bermudan options, and mortgages and interest rate caps and floors (see, e.g., Longstaff and Schwartz 2001 , Jaillet et al. 2004 , Cortazar et al. 2008 , Devalkar et al. 2011 ).
The remainder of this paper is organized as follows. We provide background material in §2. We present exact and approximate linear programs associated with the storage MDP in §3. We analyze these linear programs in §4. We present our relaxation approach in §5 and apply it with look-up table value function approximations in §6. We discuss our approximation guarantees and conduct a computational complexity analysis in §7 and §8, respectively. We present our numerical results in §9. We conclude in §10. Appendix A includes proofs.
Background Material
In § §2.1-2.2 we present the commodity storage MDP and the bounding approach that we use. These subsections are in part based on §2 and §4.2 in LMS.
Commodity Storage MDP
A commodity storage asset provides a merchant with the option to purchase and inject, store, and withdraw and sell a commodity during a predetermined finite time horizon, while respecting injection and withdrawal capacity limits, as well as inventory constraints. The merchant's goal is to maximize the market value of the storage asset. We model this valuation problem as an MDP.
Purchases and injections and withdrawals and sales give rise to cash flows. The storage asset has N possible dates with cash flows. The i-th cash flow occurs at time T i , i ∈ I := {0, . . . , N − 1}. Each such time is also the maturity of a futures contract. Since the trading times in our model coincide with monthly futures maturity dates, we focus on the value of storage due to monthly trading in the futures market, rather than daily trading in the spot market. In other words, we focus on determining the value of storage due to futures price volatility rather than spot price volatility. We denote by F i,j the futures price at time T i of a contract maturing at time T j , j ≥ i. The forward curve is the collection of futures prices F i := {F i,i , F i,i+1 , . . . , F i,N −1 }. We adopt the convention
The inventory level at the initial stage 0 is a given singleton x 0 . The set of inventory levels at future stages i ∈ I \ {0} is X := [0,x], where 0 andx ∈ R + represent the minimum and maximum inventory levels, respectively. The absolute value of the injection capacity C I (< 0) and the withdrawal capacity C W (> 0) represent the maximum amounts that can be injected and withdrawn in between two successive futures contract maturities, respectively. An action a corresponds to an inventory change during this time period. A positive action represents a withdrawal and sell decision, a negative action a purchase and inject decision, and the zero action is the do nothing decision. Define ·∧· ≡ min{·, ·} and ·∨· ≡ max{·, ·}. The set of feasible injections, withdrawals, and
respectively.
The immediate reward from taking action a at time T i is the function r(a, s i ), where
is the spot price at this time. The coefficients α W ∈ (0, 1] and α I ≥ 1 model commodity losses associated with withdrawals and injections, respectively. The coefficients c W and c I represent withdrawal and injection marginal costs, respectively. The immediate reward function is defined as
Committing to a physical trade for a given futures maturity before this time does not add any value, because the payoff from purchasing and injecting and withdrawing and selling the commodity is linear in the transacted price, given the size of a trade, and we use risk neutral valuation, under which futures prices are martingales.
Let Π denote the set of all the feasible storage policies. Given the initial state (x 0 , F 0 ), valuing a storage asset entails finding a policy in this set that achieves the maximum time T 0 := 0 market value of this asset in this state, V 0 (x 0 , F 0 ). Thus, we are interested in solving the following problem:
where δ is the risk free discount factor from time T i back to time T i−1 , ∀i ∈ I \ {0}; E is expectation under the risk neutral measure for the forward curve evolution (this measure is unique in our setting); x π i is the inventory level at time T i when using policy π; and A π i (x i , F i ) is the decision rule of policy π at time T i in state (x i , F i ).
When C I , C W , andx are integer multiples of a maximal number Q ∈ R + , Lemma 1 in Secomandi et al. (2012) establishes that we can optimally discretize the continuous inventory set X into the finite set X := {0, Q, . . . ,x}, and the feasible action set A (x) for inventory level x ∈ X into the finite set A(x) := { C I ∨ (x −x) , C I ∨ (x −x) + Q, . . . , x ∧ C W }. In other words, under this assumption, we can replace X and A (x) in (2) by X and A(x), respectively, without sacrificing optimality. Moreover, an optimal policy for problem (2) can be obtained by solving a stochastic dynamic program that uses the sets X and A(·). Letting V i (x i , F i ) be the optimal value function in stage i and state (x i , F i ), this stochastic dynamic program is
We refer to the stochastic dynamic program (3) as the exact dynamic program (EDP).
Consistent with the practice-based literature (Eydeland and Wolyniec 2003, Chapter 5, Gray and Khandelwal 2004 , and the discussion in LMS), we assume that EDP is formulated using a full dimensional model of the risk neutral evolution of the forward curve. An example is the multi-maturity version of the Black (1976) model of futures price evolution, which we use for our computational experiments. In this model, the time t futures price with maturity at time T i , F (t, T i ), evolves as a driftless geometric Brownian motion with maturity specific and constant volatility σ i > 0. The instantaneous correlation between the standard Brownian motion increments dZ i (t) and dZ j (t) corresponding to the futures prices with maturities T i and T j , i = j, is ρ ij ∈ (−1, 1)
We state below a useful and easily verifiable Markovian property of the price model (4)-(5) that allows us to simplify the computation of expectations in §2.2 and §6.
Property 2.1. At a given stage i ∈ I and for a given maturity j ∈ {i + 1, . . . , N − 1}, the futures price F i,j is sufficient to obtain the probability distribution of the random futures price F i+1,j .
Property 2.1 also holds for common term structure price models used in real option applications (Cortazar and Schwartz 1994) . Model (4)-(5) can be extended by making time dependent the constant volatilities and instantaneous correlations without affecting Property 2.1 or our analysis in this paper.
Bounding Approach
In general computing an optimal policy for EDP under a price model such as (4)- (5) 
where F i,i+1 is sufficient for computing the expectation by Property 2.1. In computations, we numerically approximate this expectation using Rubinstein (1994) lattices, as discussed in §8. We obtain (6) from (3) by replacing V i+1 (·, ·) withV i+1 (·, ·) and F i with F i,i+1 . We apply the action a i (x i , s i ) computed in (6) (breaking ties by picking a i (x i , s i ) such that the inventory change |a i (x i , s i )| is minimized), and sample the forward curve F i+1 to obtain the new state (
Starting from the initial state and stage, we continue in this fashion until we reach time T N −1 . We then discount back to time T 0 and cumulate the values of the cash flows generated by this process. We repeat this process for multiple forward curve samples and average the sample discounted total cash flows to estimate the value of the greedy policy, that is, the policy defined by the greedy action in each stage and state. This provides us with an estimate of a greedy lower bound on the value of storage, that is, V 0 (x 0 , F 0 ).
When a value function approximation is computed by an approximate dynamic programming model it is typically possible to generate an improved greedy lower bound estimate by sequentially reoptimizing this model to update its value function approximations within the Monte Carlo simulation used for lower bound estimation (Secomandi 2008) . Specifically, solving such a model at time T i yields value function approximations for stages i through N −1. However, we only implement the greedy action induced by the stage i value function approximation. At time T i+1 , we re-optimize the "residual" model, that is, the one defined over the remaining stages i + 1 through N − 1, given the inventory level resulting from performing this action and the newly available forward curve. We repeat this procedure until time T N −1 . Repeating this process over multiple forward curve samples allows us to estimate a reoptimized greedy lower bound.
For upper bound estimation, we sample a sequence of spot price and prompt month futures price
i=0 starting from the forward curve F 0 at time 0. We use our value function approximationV i+1 (x i+1 , s i+1 ) to define the following dual penalty for executing the feasible action a i in stage i and state (x i , F i ) given knowledge of the prompt month futures price F i,i+1 and the stage i + 1 spot price s i+1 :
where F i,i+1 is sufficient for computing the expectation by Property 2.1. For computational purposes, we numerically approximate the expectation in (7) using Rubinstein (1994) lattices (see §8).
This penalty approximates the value of knowing the next stage spot price when performing this action. Then, we solve the following deterministic dynamic program given the sequence P 0 :
) for using the future information available in P 0 . We solve a collection of deterministic dynamic programs (8), each one corresponding to a sample sequence P 0 . We estimate a dual upper bound on the value of storage as the average of the value functions of these deterministic dynamic programs in the initial stage and state; that is, we estimate E [U 0 (x 0 ; P 0 )|F 0 ], where the expectation is taken with respect to the risk neutral distribution of the random sequence P 0 conditional on F 0 .
Exact and Approximate Linear Programming Formulations
In this section we apply the linear programming approach for solving MDPs with finite state and action spaces (Puterman 1994, §6.9 ) and its approximate version (Schweitzer and Seidmann 1985, de Farias and Van Roy 2003) . EDP has a finite action space but its state space is in part continuous.
Therefore, we formulate a discretized version of EDP in §3.1 to be able to apply these approaches.
We describe the exact primal and dual linear programs associated with this discretized version of EDP in §3.2 and their approximate versions in §3.3.
Discretized Commodity Storage MDP
We discretize the forward curve part of the EDP state to obtain a discretized version of EDP (DDP).
We let
represent a finite set of forward curves at time T i . We denote by F i,j ⊂ R + the finite set of values of the futures price F i,j ∈ F i ∈ F i . We denote by {Pr(F i+1 |F i ), ∀F i+1 ∈ F i+1 } a probability mass function of the random vector F i+1 on the set F i+1 conditional on the forward curve F i ∈ F i . We make Assumption 3.1 to ensure that all the forward curves in our discretized sets have positive probability.
To simplify our notation, in the rest of this paper we omit the sets that index a tuple. For example, we write (i,
indicate that i is excluded from I in the tuple ground set. Replacing the continuous forward curve sets that define EDP with the discretized sets discussed in this subsection yields DDP. Letting
be the DDP optimal value function in stage i and state (x i , F i ), this model is
The expectation in (9) is expressed with respect to the probability mass function {Pr(F i+1 |F i ), ∀F i+1 }, even though our notation does not make it explicit.
Exact Primal and Dual Linear Programs
The exact primal linear program (PLP) associated with DDP (Manne 1960 , Puterman 1994 )
The PLP variables are the terms Let u i (x i , F i , a i ) denote the dual variable associated with the PLP constraint corresponding to
Further, let 1(·) denote the indicator function that evaluates to 1 when the expression inside its parentheses is true and to zero otherwise. The dual of PLP (DLP) is the dual associated with DDP (Puterman 1994, §6.9) . DLP is the following linear program:
s.t.
The value of the dual variable u i (x i , F i , a i ) in a DLP feasible solution can be interpreted as the discounted probability of visiting stage i and state (x i , F i ) and taking action a i . The objective function (13) for a feasible DLP solution u :
under this discounted probability mass function. The constraint (14) ensures that the probability of visiting the initial state in the initial stage is 1. Constraints (15) are discounted flow balance constraints. Constraints (16) impose nonnegativity conditions on the decision variables.
Approximate Primal and Dual Linear Programs
Solving PLP or DLP is typically intractable due to the exponential growth of the number of their variables and constraints with the number of futures prices in the forward curve. Computational tractability dictates approximating these models. 
The objective function (17) and constraints (18)- (19) are analogous to their PLP counterparts (10) and (11)- (12), respectively.
Denoting by w i (x i , F i , a i ) the dual variable of the constraint of the ALP (17)- (19) corresponding
Comparing DALP and DLP reveals that the objective function (20) and the constraints (21) and (23) are identical to the objective function (13) and the constraints (14) and (16), respectively. In contrast, the constraints (22) 
Therefore, DALP is a relaxation of DLP.
Analysis of Exact and Approximate Linear Programs
We begin our analysis by relating feasible DLP solutions to feasible DDP policies. Following such a feasible policy starting from the initial stage and state induces a collection of probability mass functions defined over the feasible state and action spaces in each stage. Given a feasible DDP policy π and such a probability mass function, we denote by Pr π (x i , F i , a i ) the probability of visiting state (x i , F i ) in stage i and taking action a i under this policy; these probabilities depend on the initial state and stage but we suppress this dependence from our notation for expositional convenience. Therefore, a feasible policy π can be equivalently specified by the set of probabili-
Proposition 4.1 based on Theorem 6.9.1 in Puterman (1994) establishes that the set of feasible DLP solutions encodes the set of feasible DDP policies.
Proposition 4.1. There exists a one-to-one correspondence between feasible DDP policies and feasible DLP solutions. In particular, for every feasible DDP policy π there exists a feasible DLP solution u such that
Let Pr * (x i , F i , a i ) denote the probability of visiting state (x i , F i ) in stage i and taking action a i under an optimal DDP policy. It follows from Proposition 4.1 that for every optimal DDP policy there exists an optimal DLP solution u * such that
We now investigate whether there exists an optimal DALP solution w * that satisfies a condition analogous to (25) , that is,
We make Assumption 4.2 to ensure feasibility of ALP (de Farias and Van Roy 2003) :
We denote by F = i (β * ) the set of stage i forward curves for which at least one ALP constraint holds as an equality when evaluated at an ALP optimal solution β * :
Proposition 4.3 is useful to identify possible violations of (26) by the set of optimal DALP solutions.
Proposition 4.3. Suppose Assumption 4.2 holds. For every feasible DALP solution w it holds that
Moreover, for every optimal DALP solution w * it holds that
Condition (27) states that a feasible DALP solution specifies a collection of discounted probability mass functions defined over the DDP state and action spaces in every stage. Suppressing the dependence on F 0 for notational convenience, let Pr(F i ) denote the probability of F i given the stage 0 forward curve F 0 induced by the set of conditional probabilities {Pr(
Condition (28) implies that the collection of probability mass functions corresponding to an optimal DALP solution violates (26) when the set F = i (β * ) is a proper subset of F i : The conditions
obtained by summing both sides of (26) over (x i , a i ), are necessary for the validity of (26) and Pr(F i ) > 0 by Assumption 3.1. In other words, the collection of discounted probability mass functions associated with an arbitrary optimal DALP solution can be distorted relative to the analogous collection associated with an optimal DDP policy.
These distortions can lead to pathological cases. To elaborate, let P be the probability mass function defined by the probabilities Pr(F i ). Suppose that the forward curves in F = i (β * ) lie in the tail of this probability mass function, that is, F i ∈F = i (β * ) Pr(F i ) = for some positive much smaller than one. In this case, the probability distortion implied by (28) is large and the value function approximation is determined by extreme forward curves under P. Such a situation is evidently undesirable for bounding purposes.
In contrast, Proposition 4.4 states that when at least one optimal DALP solution satisfies (26) every ALP optimal solution (β * ) enjoys a desirable property. We denote by Π g (β * ) the set of greedy policies induced by the value function approximation specified by β * i .
Proposition 4.4. If an optimal DDP policy and an optimal DALP solution satisfy (26), then for every ALP optimal solution β * there exists a deterministic optimal DDP policy π * that is greedy with respect to the value function approximation defined by β * ; that is, π * ∈ Π g (β * ).
Proposition 4.4 suggests that, if possible, it may be useful to require an optimal DALP solution to be consistent, in the sense of (26), with a deterministic optimal DDP policy.
Approach for Deriving ALP Relaxations
In this section we present our approach to derive ALP relaxations. Motivated by our analysis in §4,
we would like to add constraints to DALP requiring its feasible solutions to match the discounted probability mass function induced by an optimal policy of DDP. The specific constraints that we would like to add to DALP are
Although the probability on the right hand side of (29) is unknown in applications, we temporarily proceed by ignoring this important fact.
be the dual variable associated with the constraint in (29) corresponding to
The dual of the DALP restriction obtained from adding constraints (29) to DALP is the ALP relaxation
Compared to the ALP, (17)- (19), the linear program (30)-(32) includes the variables
on the left hand side of its constraints (excluding (31)) and (ii) in an objective function term that penalizes relaxation of constraints (32) when d i (x i , F i , a i ) is strictly positive and favors satisfaction of these constraints when
Because the ALP relaxation (30)- (32) is impractical, we focus on deriving practical ALP relaxations by adding constraints to DALP that approximate (29). Our approach is summarized in Figure 1 . The solid arrows in this figure show the process of constructing an ALP relaxation (box (d)) starting from ALP (box (a)): We restrict DALP (box(b)) and take the dual of this restriction (box(c)). We apply this approach to derive two types of ALP relaxations in § §5.1-5.2. 
Type 1 ALP Relaxations
In this subsection we propose DALP restrictions obtained by first aggregating the conditions (29) by summing over all the feasible actions in a given stage and state (Pr
The probabilities on the right hand side of (33) remain unknown. We leverage knowledge of the probability mass function P to approximate these probabilities. We rewrite the right hand side of
and approximate Pr * (F i |x i ) by the known probability Pr(F i ) from P to obtain the conditions
The dual of the DALP restriction obtained from adding constraints (34) to DALP is the following Type 1 ALP relaxation, where d i (x i , F i ) is the dual variable associated with these constraints:
This relaxed ALP differs from (30)-(32) in two aspects. First, compared to the decision variables
depend on the stage i, the inventory x i , and the forward curve F i , but not on the action a i . Second, the amount of relaxation in (35)- (38) is controlled by the constraints (38), whereas in (30)- (32) it is regulated by the second term in the objective function (30). Specifically, the constraints (38) require that the average of the variables d i (x i , F i ) taken using the probabilities Pr(F i ) be zero for each pair (i, x i ). Thus, large relaxations of a subset of constraints (37) corresponding to low probability forward curves (under P) can be balanced by small restrictions of a subset of constraints (37) corresponding to high probability forward curves. (35)- (38) can be large since they depend on the high dimensional forward curve F i . Nevertheless, since the variables β i,x i ,b do not depend on F i , a tractable approximation of (35)- (38) could be constructed by sampling a manageable number of forward curves at each stage.
The number of new variables
Other Type 1 ALP relaxations can be obtained by adding constraints derived as follows: (i) reexpress Pr * (x i , F i ) on the right hand side of (33) by conditioning on a partial state that includes x i ; (ii) replace the discounted probability mass function of the chosen partial state by a new variable;
and (iii) use a known probability in lieu of the optimal policy dependent conditional probability.
We illustrate this three step procedure with an example that we refine in §6.1. Define
be the conditional probability of F i according to P
given the stage i spot price s i and the time zero forward curve F 0 . Conditioning on the partial state (x i , s i ), using the decision variables θ i (x i , s i ), and approximating the optimal policy dependent conditional probability Pr * (F i |x i , s i ) by Pr(F i |s i , F 0 ) yields the following constraints to be added to DALP:
Type 2 ALP Relaxations
The constraints used to derive Type 1 ALP relaxations rely on approximating the probabilities Pr * (x i , F i ). To avoid making this approximation, we can aggregate the constraints (29) by summing over the pairs (x i , a i ) on both sides of (29). This aggregation yields the conditions
The dual of the DALP restriction obtained by adding the equalities (40) to DALP is the following Type 2 ALP relaxation, where the dual variables corresponding to these constraints are denoted by
The linear program (41)- (43) is analogous to (30)-(32), except in the restricted domain of its dual
The optimal objective function value of (41)- (43) has an interesting property. Let β * and (β T 2R , d T 2R ) denote optimal solutions of (17)- (19) and (41)- (43), respectively (T2R denotes Type 2 relaxation). Proposition 5.1 establishes that the optimal objective function value of (41)- (43) is an upper bound on the option value V D 0 (x 0 , F 0 ) that is no worse than the upper bound that corresponds to the optimal objective function value of the ALP (17)-(19).
Proposition 5.1. It holds that
Due to the large number of its decision variables d i (F i ), solving (41)- (43) can be challenging.
One could overcome this issue by solving a version of this model formulated using a manageable number of sampled forward curves for each stage. Alternately, because the number of decision
Type 2 ALP relaxation is equal to the number of restricting constraints added to DALP, one could simply add fewer constraints to DALP. For instance, such constraints might depend only on a few moments of the probability mass function P rather than all the probabilities that define it (see (40)). An example that we extend in §6.2 is the following set of constraints that match the first moment of each futures price in the forward curve at each stage conditional on F 0
We also refer to ALP relaxations obtained using such constraints as Type 2 ALP relaxations. A property analogous to (44) can be shown for the optimal objective function value of any Type 2 ALP relaxation.
Application with Look-up Tables
In this section we focus on ALP relaxations obtained from an ALP formulated using look-up table value function approximations that in each stage depend on the inventory level and at most the first two futures prices in the forward curve. These value function approximations are appealing because they result in a dimensionality reduction that makes solving the associated linear programs tractable.
We start by formulating an ALP using the look-up table value function approximation φ i (x i , s i ) that depends on the inventory x i and the spot price s i , as in LMS. By Property 2.1, the expectation
The number of constraints (47) is much smaller than the number of constraints (19).
We use the following ADP, labeled ADP0, to compute an optimal solution to (45)- (47): ADP0 has two maximizations: The first over the prices F i,i+1 in the set F i,i+1 and the second over the actions a i in the set A(x i ). The second maximization is analogous to the maximization in DDP (see (9)). By Proposition 6.1, the first maximization implies that the ALP (45)- (47) treats the exogenous futures price F i,i+1 as a choice, which is unrealistic. Moreover, given a pair (x i , s i ), we have verified numerically on the instances discussed in §9 that the maximizer of this maximization is typically the largest price in the set F i,i+1 . This price has a low probability of occurring given s i according to P. In other words, the ALP (45)- (47) returns value function approximations that are determined by unlikely prompt-month futures prices on our instances. This situation illustrates the pathological case discussed at the end of §4. Therefore, this ALP seems a particularly poor model.
To address this issue, we apply in § §6.1-6.2 our approach detailed in §5. Specifically, we restrict the dual of the ALP (45)- (47), that is,
In this model, the variables w i (x i , s i , F i,i+1 , a i ) depend on the price pair (s i , F i,i+1 ) rather than the entire forward curve F i , which is consistent with how the constraints of the ALP (45)- (47) are expressed.
Type 1 ALP Relaxations
We derive two Type 1 relaxations of the ALP (45)-(47). We further derive a Type 1 relaxation of an ALP analogous to (45)-(47) but formulated using a look-up table value function approximation that in every stage also depends on the prompt-month futures price. In particular, we highlight how these ALP relaxations overcome the pathology discussed in the opening part of this section.
We apply the three step procedure outlined at the end of §5.1. Let Pr
We obtain the constraints that we add to DALP by conditioning on the partial state (x i , s i ), replacing the discounted probability mass function of the chosen partial state by the new variable θ i (x i , s i ), and approximating the optimal policy dependent probability Pr * (F i,i+1 |x i , s i ) by a known probability p(F i,i+1 |s i , F 0 ), which we discuss below. The specific constraints that we add to the DALP (49)- (52) are
The resulting restricted DALP is
The Type 1 ALP relaxation corresponding to (54) is
Proposition 6.2 states that an optimal solution to (55)-(58) can be computed by solving the following ADP, which depends on the conditional probability mass function {p(F i,i+1 |s i , F 0 ), ∀F i,i+1 }:
In light of Proposition 6.2, comparing ADP0 and (59) reveals that the specific effect of the Type 1 relaxation (55)- (58) is to replace the maximization over set F i,i+1 in ADP0 with an expectation taken with respect to the probability mass function {p(F i,i+1 |s i , F 0 ), ∀F i,i+1 }.
Specific Type 1 relaxations can be obtained from (59) by choosing a specific conditional probability mass function {p(F i,i+1 |s i , F 0 ), ∀F i,i+1 }. We consider the following choices for p(F i,i+1 |s i , F 0 ):
Pr(F i,i+1 |s i , F 0,i+1 ) is the conditional probability of F i,i+1 given s i and F 0,i+1 under the probability mass function P; 1(
is a degenerate conditional probability mass function on the set F i,i+1 that places all its mass on the expected prompt-month futures price
Using (60), that is, letting p(F i,i+1 |s i , F 0 ) = Pr(F i,i+1 |s i , F 0,i+1 ) in (59), yields the following Type 1 relaxation:
This model is equivalent to the one proposed in LMS, that is, SADP (hence the superscript on φ i and φ i+1 in (62)).
Using (61), that is, letting p(F
ADP1 is a new model. Proposition 6.3 provides some support for these choices of p(F i,i+1 |s i , F 0,i+1 ). It shows that they imply conditions that are analogous to conditions satisfied by optimal DLP solutions but not necessarily by optimal DALP solutions.
Proposition 6.3. Let w be a feasible solution to (54).
(a) If p(F i,i+1 |s i , F 0 ) = Pr(F i,i+1 |s i , F 0,i+1 ), then w matches the probability mass function of the price pair (s i , F i,i+1 ), that is,
w matches the conditional first moment E[F i,i+1 |s i , F 0,i+1 ] of the prompt-month futures price
given the spot price s i and the time zero prompt-month futures price F 0,i+1 , that is,
It is easy to verify that optimal DLP solutions satisfy conditions analogous to (64)-(65).
Because conditions (64) capture more properties of optimal DLP solutions than conditions (65), it seems that SADP is a better ADP model than ADP1. However, ADP1 has computational advantages over SADP: It requires computing fewer expectations than SADP and discretizing only the spot price when E[F i,i+1 |s i , F 0,i+1 ] can be computed in closed form, which is the case for the multi-maturity Black model (4)- (5) that we use in §9.
The computational advantage of ADP1 over SADP motivates us to derive ADP2, which is analogous to ADP1 but uses a look-up table value function approximation that in every stage also depends on the prompt-month futures price:
with φ ADP 2 N (x N , s N ) := 0, ∀x N . The derivation of ADP2, not shown here for brevity, is analogous to the derivation of ADP1 but starts from an ALP formulated using the look-up table value
). An optimal solution to this ALP can be computed by solving an ADP labeled ADP0 , analogous to ADP0 but based on this look-up table value function approximation.
Type 2 ALP Relaxation
We derive a Type 2 ALP relaxation using the moment matching approach discussed at the end of §5.2. Every feasible DALP solution induces a discounted probability mass function on the feasible state and action spaces. Given a feasible solution w to the DALP (49)-(52), the term
, a i ) is thus the discounted probability of the stage i price pair (s i , F i,i+1 ) under this probability mass function. We restrict the DALP (49)-(52) by using the following three sets of constraints, which match the discounted first, second, and cross moments, respectively, of the prices s i and F i,i+1 under the DALP probability mass function with the analogous moments under P:
We denote by d (68), (69), and (70), respectively; the superscripts f , s, and c on these variables abbreviate "first", "second", and "cross", respectively. Adding the constraints (68)- (70) to the DALP (49)- (52) and taking the dual of the resulting linear program yields the following Type 2 ALP relaxation, which we refer to as moment matching linear program (MLP):
The objective function term containing the variables d 
Error Bound Analysis
In this section we derive approximation guarantees for the value function approximation obtained by the ADPs discussed in §6: ADP0, SADP, ADP1, ADP0 , and ADP2. Comparing these approximation guarantees provides insights into the relative performance of these ADPs. We are unable to obtain an approximation guarantee for MLP.
We begin by presenting some notation and definitions. Let represent an ADP in the set L := {ADP0, SADP, ADP1, ADP0 , ADP2}. Our approximation guarantees are upper bounds on the ∞-norm errors between the stage i DDP value function V D i and the value function approximation φ i computed using :
We refer to V D i − φ i ∞ as the error at stage i. , F i,i+3 , . . . , F i,N −1 }. To bound the error in stage i we rely on the notion of an -ideal value function V i . We obtain this value function as the right hand side of the recursion that defines an ADP modified by replacing (i) by V D i+1 on the right hand side of the ADP0 recursion (48). We consider the following idealized value functions:
We define i as the ∞-norm error between V i and V D i :
Theorem 7.1 uses these errors to bound the errors and compares some of the resulting bounds.
For ease of exposition, we define
∀i.
Theorem 7.1. It holds that
Inequality (75) bounds the error at stage i by the term i . Inequalities (76)- (77) establish that our bound guarantees for ADP1, SADP, and ADP2 are no worse than our bound guarantee for their corresponding ALPs (that is, ADP0 for ADP1 and SADP and ADP0 for ADP2). This result provides theoretical support for the use of ADP1 and SADP rather than ADP0, and ADP2 rather than ADP0 . We can also show that the inequalities (76)- (77) are strict under some technical conditions, which we omit for brevity. These conditions are milder for SADP and ADP2 than for ADP1, thus offering some theoretical support for using SADP and ADP2 rather than ADP1.
We are unable to directly compare the ADP2 and SADP error bounds. , s i ) . Thus, we can guarantee ADP2 to be exact for a strictly larger set of instances than we can for SADP. This finding provides some theoretical support for the superiority of ADP2 relative to SADP.
Computational Complexity
In this section we discuss the computational complexity of obtaining value functions by solving the ALP relaxations discussed in §6 and estimating their corresponding greedy lower and dual upper bounds. This complexity depends on the specific technique used for discretizing the relevant price sets. Our computational study in §9 is based on the multi-maturity Black (1976) price model (4)- (5) discretized via Rubinstein (1994) binomial lattices when discretizations are needed. We thus focus on this discretization approach. Our analysis uses the (easy to establish) property that the policies associated with SADP, ADP1, and ADP2 share the basestock target structure of an optimal DDP policy (see Proposition 4 and Lemma 2 in Secomandi et al. 2012 for details).
Projection
Tr an sit io n La tti ce We proceed to analyze the complexity of solving ADP1. At each stage i, this entails executing the following steps:
Step 1: Determine a probability mass function with support F i+1,i+1 for the random variable s i+1
given E[F i,i+1 |s i , F 0,i+1 ] for all s i ;
Step 2: Compute the optimal ADP1 basestock targets for all s i ;
Step 3: Evaluate φ ADP 1
In step 1, we evolve a two-dimensional Rubinstein lattice, starting from each price E[F i,i+1 |s i , F 0,i+1 ], referred to as the transition lattice, by using m time steps to discretize the interval [T i , T i+1 ] (see the top part of Figure 2 ). In particular, this price depends on the correlation coefficient ρ i,i+1 . 
, we project each price s i+1 in each transition lattice onto the set F i+1,i+1 by rounding each price s i+1 to the closest spot price in F i+1,i+1 (see Figure   2 ). The set F i+1,i+1 is constructed in a manner analogous to how we generate the set F i,i , using the parameters m i+1 , T i+1 , F 0,i+1 , and σ i+1 (see the bottom part of Figure 2 ). Since the s i+1 values in each transition lattice and the set F i+1,i+1 are sorted, this projection can be done in a total of O(m i+1 · m) operations at stage i. Therefore, the time complexity for step 1 at stage i is
Executing step 2 requires performing the maximization in ( For SADP, ADP2, and MLP, we determine the set F i,i × F i,i+1 for each stage i using a three dimensional Rubinstein lattice. For SADP and MLP, we use two dimensional binomial lattices and projections to obtain the probability mass function of s i+1 conditional on each of the m 2 i values of F i,i+1 . In contrast, for ADP2 we use three dimensional lattices and projections to obtain the joint probability mass function of each random pair (s i+1 , F i+1,i+2 ) on the support
). An analysis similar to the one performed for ADP1 shows that we can solve SADP and ADP2 in 
operations, respectively. Given the discretized price sets, the computational complexity of solving
where L 0 is the number of bits required to store the input data (see §3 in Wright 1997 for details). 
The operations count for estimating upper and lower bounds depends on the number of prices included in a look-up table value function approximation rather than the method used to compute it. We begin by analyzing the operations count for estimating bounds using the look-up table value function approximation φ i (x i , s i ). Let n s denote the number of price sample paths used in a Monte
Carlo simulation used to estimate a greedy lower bound and dual upper bound. Different from how we obtain each discretization F i,i , this simulation is based on evolving the entire forward curve, or, equivalently, simultaneously evolving the N factors in the multi-maturity Black (1976) model (4)- (5). A simple analysis shows that estimating lower and upper bounds, respectively, requires
operations are needed by binary search, which we use when projecting a transition lattice). A similar analysis shows that we can use the look-up table value function approximation φ i (x i , s i , F i,i+1 ) to estimate a greedy lower bound and a dual upper bound in
and O(n s · N · |X | · log m · m + n s · N · |X | 2 · m 2 ) operations, respectively. Table 2 summarizes the outcome of this analysis. This table shows that estimating dual upper bounds is more costly than estimating greedy lower bounds, due to the computation of the dual value function in (8) at each inventory level in the set X and for all the stages in set I given a price sample path P 0 . Reasonable values of the parameters n s , |X |, and m satisfy n s · |X | ≥ m . Hence, estimating dual upper bounds is also more costly than solving each of SADP, ADP1, and ADP2.
It is important to emphasize that the computational complexity results are linear in N for each of SADP, ADP1, and ADP2, even if we use the multi-maturity price model (4)- (5), which, as pointed out in §2.1, is equivalent to an N factor model. As explained earlier, this linear complexity is due to our evolving of a collection of low dimensional (at most two or three) dimensional Rubinstein lattices, as opposed to a single N dimensional Rubinstein lattice. In contrast, to solve DDP exactly one must evolve an N dimensional Rubinstein lattice to discretize the price model (4)- (5), which requires an exponential number of operations. 
Numerical Results
In this section we present our computational results. In § §9.1-9.2 we investigate the upper and lower bounding performance of the models presented in §6. We discuss their associated run times in §9.3.
We consider the twelve 24-stage instances of LMS, which are generated from natural gas data from the New York Mercantile Exchange (NYMEX) and the energy trading literature. Each instance is identified by a season, one of Spring, Summer, Fall, and Winter, and one of three injection and withdrawal capacity pairs, with their labels 1, 2, and 3 denoting a heavy, intermediate, and mild capacity restriction, respectively. These instances are based on the multi-maturity Black model (4)- (5). The details of these instances are available in LMS.
Recall that the models discussed in §6 are formulated on discretized state and action spaces. As in LMS, we optimally discretize the feasible inventory set into 21 equally spaced points and obtain discretized price sets from the multi-maturity Black (1976) price model (4)-(5) using Rubinstein (1994) binomial lattices (see §8 for details). We also apply lattice restrictions (Levy 2004 ) to shorten the time required to solve ADP2. This approach, standard in computational finance, is effective:
We obtain a speed up equal to one order of magnitude while the estimated lower and upper bounds change by less than 0.2% with this restriction in place.
Upper Bounds
As in LMS, we use 10,000 forward curve sample paths to obtain all the reported dual upper bound estimates on the value of storage in the initial stage and state. Across all the considered instances, the ADP0-based dual upper bound estimates are between 30% and 690% larger than the worst dual upper bound estimates among the ones obtained with ADP1, SADP, and MLP; and the ADP0 -based dual upper bound estimates are between 21% and 600% larger than the ADP2-based dual upper bounds estimates. Thus, on these instances, the value function approximations of the ALP relaxations lead to substantially tighter dual upper bound estimates than the value function approximations from their respective ALPs. These numerical findings are consistent with our error bound analysis carried out in §7.
We denote by UBM, UBS, UB1, and UB2 the dual upper bound estimates associated with MLP, SADP, ADP1, and ADP2, respectively. Figure 3 displays UBM, UBS, and UB1 as percentages of UB2, which is tighter than all the other estimated upper bounds. The error bars in this figure indicate standard errors, also reported as percentages of UB2. UBM is substantially looser than UBS, UB1, and UB2 on all the instances. UBS and UB1 match on all the instances after accounting for sampling variability. UB2 is smaller than both UBS and UB1 by an average of 2.82% on the Winter instances, while its improvement on these bounds is more contained on the other instances.
By Proposition 5.1, the optimal objective functions of MLP and ADP0 each provide an upper bound on the option value (ignoring the price discretization error). The MLP optimal objective function value is between 1.4 and 6 times larger than UB2, but at least 100 times smaller than the ADP0 optimal objective function value. Thus, although the MLP upper bound dominates the ADP0 upper bound, the dual approach is more effective than MLP for upper bound estimation.
Lower Bounds
As in LMS, we use 10, 000 sample paths to obtain all the reported lower bound estimates on the value of storage in the initial stage and state. Across all the considered instances, the ADP0-based lower bound estimates are between 25% and 100% smaller than the worst lower bound estimates among the ones obtained with ADP1, SADP, and MLP; and the ADP0 -based lower bound estimates are between 5% and 89% smaller than the ADP2-based lower bound estimates. The control policies obtained from the ALP relaxations are thus substantially better than the control policies based on their respective ALPs on these instances. These numerical results are consistent with our error bound analysis performed in §7.
We denote by LBM, LBS, LB1, and LB2 the lower bound estimates obtained using MLP, SADP, ADP1, and ADP2, respectively. Figure 4 displays these estimates as percentages of UB2. The error bars in this figure indicate the standard errors of these estimates as percentages of UB2. LBM is weaker than the other lower bound estimates. The difference between LBS and LB1 is less than one standard error of each of these estimates on the Spring, Summer, and Fall instances, while LB1 is weaker than LBS by no more than 2.44% of UB2 on the Winter instances. Interestingly, LB2 outperforms both LBS and LB1 on all the considered instances: The improvement of LB2 on LBS is 2.00-3.36% across the Spring, Summer, and Fall instances, and 6.72-8.43% on the Winter instances.
The improvements of LB2 on LB1 are similar on the Spring, Summer, and Fall instances, but are larger on the Winter instances. These results suggest that ADP2 is a better model than MLP, SADP, and ADP1, with maximum suboptimality gaps of 3.03% of UB2 on the Spring, Summer, and Fall instances, and 9.03% of UB2 on the Winter instances. In contrast, these suboptimalities are 5.77% and 17.46% for SADP, and 6.11% and 19.89% for ADP1.
To shed some light on the difference between the LB2-based and LBS/LB1-based lower bounds on the Winter instances relative to the other instances, Figure 5 reports the intrinsic value for values on the Winter instances, while they are at least 75% of UB2 on the remaining instances.
Thus, a substantially larger portion of the storage value is attributable to price uncertainty for the Winter instances than for the other instances. In other words, capturing the evolution of the forward curve appears to be more important on the Winter instances than on the other instances.
Because the ADP2 value function approximation depends both on the spot and prompt futures prices while the ones of SADP and ADP1 only depend on the spot price, ADP2 is better able to capture the stochastic evolution of the forward curve.
We denote by RLBM, RLBS, RLB1, and RLB2 the estimates of the reoptimization versions of LBM, LBS, LB1, and LB2, respectively. That is, they are obtained when reoptimizing MLP, SADP, ADP1, and ADP2, respectively, in every stage and state visited in the Monte Carlo simulation used for lower bound estimation. Figure 6 displays these lower bound estimates and their standard errors as percentages of the UB2 values. RLBM is weaker than the other reoptimization based lower bounds, with a maximum suboptimality gap of 6.27%. RLBS, RLB1, and RLB2 are almost tight on the Spring, Summer, and Fall instances. RLB2 is slightly better than RLBS and RLB1 on the Winter instances, with a maximum suboptimality gap of 2.38% of UB2 compared to 3.51% for RLBS and 2.58% for RLB1. Further, LB2 is worse than RLB2 by no more than 6.65% of UB2 on all the instances, while LBS and LB1, respectively, fall below RLBS and RLB1 by 2.29-13.94% and 1.28-14.51% of UB2 on all the instances. Reoptimization thus appears to be less critical for ADP2 than it is for both SADP and ADP1. However, reoptimization can be useful even for ADP2.
We now compare the ADP2-based lower bounds against the ones estimated using two state-ofthe-art methods: The rolling intrinsic method and the least squares Monte Carlo method (see §1 for relevant references). We implement the least squares method using basis functions for every stage and inventory level that include polynomials of order at most two in each price in the forward curve. Across all the considered instances, the averages of the lower bounds (as a percentage of UB2) estimated by the rolling intrinsic and the least squares Monte Carlo methods, respectively, are 99.14% and 98.83% (the standard errors of individual lower bound estimates vary between 0.77 and 1.76%). These analogous averages for LB2 and RLB2 are 97.98% and 99.59%, respectively. The ADP2-based lower bounds are thus competitive with the ones yielded by these state-of-the-art methods. 
CPU Times
Our experiments are based on the following computational setup: A 64 bits PowerEdge R515 with twelve AMD Opteron 4176 2.4GHz processors, of which we used only one, with 64GB of memory, the Linux Fedora 15 operating system, and the g++ 4.6.1 20110908 (Red Hat 4.6.1-9) compiler.
We use Gurobi 5.0 (Gurobi Optimization 2012) with a single thread for solving MLP. The SADP results that we report are obtained with the code of LMS run within our computational setup.
The required CPU seconds to solve MLP range from 2,444 to 9,546. The CPU seconds needed to solve SADP vary between 120 and 122. Thus, solving SADP is at least 20 times faster than solving MLP. Solving ADP1 and ADP2 takes between 0.11 and 0.12 and 36 and 53 CPU seconds, respectively. Thus, on all the considered instances, the ADP1 and ADP2 run times are at least 1,000 times and 2 times shorter, respectively, than the ones of SADP (recall that we use lattice restrictions when solving ADP2).
The MLP overall CPU time, that is, also including the time required for bound estimation, varies from 2,457 to 9,601 seconds. The ones of SADP are between 272 and 314 seconds. Thus, using MLP is at least 7 times slower than using SADP. The ADP1 and ADP2 overall CPU times are spread between 10 and 17 and 154 and 225 seconds, respectively . Therefore, the ADP1 overall CPU run times are at least one order of magnitude smaller than the ones of SADP on all the considered instances. The ADP2 overall CPU times are between 76% and 53% of the ones of SADP. However, solving ADP2 is 12 to 16 times slower than solving ADP1. Given a value function approximation, the upper bound estimation is more costly than the lower bound estimation. For example, on average, the upper bound estimation requires roughly 87% and 75% of the total bounding CPU time for ADP1 and ADP2, respectively.
Computing RLBS takes between 544 and 619 CPU seconds, while this range for RLB1 is 90-93 CPU seconds, that is, roughly 6 times smaller. The RLB2 run times range from 1,222 to 1,248 CPU seconds. Thus, the RLB2 run times are roughly 1 order of magnitude and 2 times larger than the RLB1 and RLBS run times, respectively. The RLBM run times vary between 39,164 and 41,695 CPU seconds, which are larger than the times required to estimate the other reoptimization based lower bounds by at least a factor of 30.
The observed relative CPU time performance of the ALP relaxations is consistent with the ranking of these methods based on their computational complexity analysis performed in §8.
Conclusions
Real option management of commodity storage assets is an important practical problem that, in general, gives rise to an intractable MDP when using high dimensional models of commodity forward curve evolution. We develop a novel approximate dynamic programming approach to derive ALP relaxations. Our approach relies on enforcing a property of the exact dual in an approximate fashion on the ALP dual. We derive tractable ALP relaxations by applying our approach using low dimensional look-up table value function approximations, subsuming an existing approximate dynamic programming model. Our numerical experiments on existing natural gas instances are promising, showing that our ALP relaxations substantially outperform their respective ALPs, matching or improving on the best bounds available in the literature for these instances, and are competitive with state-of-the-art methods for commodity storage valuation.
A Proofs
Proof of Proposition 4.1. Applying the transformation
The claimed result holds because the constraints (78)- (79) are the transition equations that define a feasible policy starting from state (x 0 , F 0 ) in stage 0.
Proof of Proposition 4.3. Suppose Assumption 4.2 is true. We proceed by induction to prove (27). The result is clearly true at stage 0. Suppose the result is true for all stages 0, . . . , i − 1. At stage i, for a given (i, x i ) the DALP constraint (22) corresponding to the first basis function, that is, b = 1, is
Summing over x i on both sides of this constraint and simplifying gives (xi,Fi,ai) 
where the last equality follows from the induction hypothesis. Condition (27) thus holds for stage i. The condition holds for all the stages by the principle of mathematical induction.
We proceed by contradiction to prove (28). Suppose there exists an optimal solution w * to DALP and a
This implies that there exists at least one pair (x i ,ā i ) such that w * i (x i ,F i ,ā i ) > 0. Since the feasible set of DALP is bounded, by (23) and (27), we can write w * = j∈J λ j w j , where j∈J λ j = 1, λ ≥ 0, J is the index set for the set of basic feasible solutions, and w j is the j-th basic solution. The optimality of w * implies that every w j such that λ j > 0 must also be a basic optimal solution. Further, the inequality w * i (x i ,F i ,ā i ) > 0 implies that there must be at least one basic optimal solution w j such that w j i (x i ,F i ,ā i ) > 0. It follows from complementary slackness that the primal constraint corresponding to (i,x i ,F i ,ā i ) holds as an equality, which contradictsF i ∈ F = i (β * ).
Proof of Proposition 4.4. Suppose there exists a DDP optimal policy and a DALP optimal solution that satisfy (26). This implies that the DLP and DALP optimal objective function values match. DALP is a relaxation of DLP. Hence, every optimal solution of DLP is also optimal for DALP. Let w * be the basic DALP optimal solution that corresponds to the deterministic DDP optimal policy π * . Since π * is deterministic it can be equivalently represented by the set of stage-state-action tuples
. By complementary slackness, the ALP constraints corresponding to tuples in K hold as equalities. Hence, for the stage-state-action tuple (i, x i , F i , a i ) ∈ K the action a i is a greedy optimal action at stage i and state (x i , F i ) when using the value function approximation corresponding to β * i . Therefore, starting from state (x 0 , F 0 ) in stage 0, we can repeatedly choose a greedy optimal action at each visited state in each stage such that the encountered stage-state-action tuples belong to K. Hence, it holds that π * ∈ Π g (β * ). (45)- (47) for which the constraints (80)- (81) do not hold as equalities has an objective function value greater than or equal to φ ADP 0 0 (x 0 , s 0 ). Hence, φ ADP 0 is an optimal solution of (45)- (47).
Proof of Proposition 6.2. The constraints (57) provide a lower bound on d i (x i , s i , F i,i+1 ). Substituting this lower bound in (58) yields the following inequalities
The solution (φ p , d p ) is feasible to (55)- (58) and makes these inequalities hold as equalities. The rest of the proof is analogous to the proof of Proposition 6.1.
Proof of Proposition 6.3. (a) This part corresponds to choosing p(F i,i+1 |s i , F 0 ) = Pr(F i,i+1 |s i , F 0,i+1 ). Summing (53) over x i for this choice gives (xi,ai) w i (x i , s i , F i,i+1 , a i ) = Pr(F i,i+1 |s i , F 0 ) xi θ i (x i , s i ), ∀(i, s i , F i,i+1 ).
Comparing the right hand sides of (82) and (64) shows that it suffices to prove that xi θ i (x i , s i ) = δ i Pr i (s i , F 0 ) for each stage i and spot price s i and for every feasible solution to (54). We proceed by induction. This claim is clearly true at stage 0 by (50) and (53). Suppose this claim is true for stages 0 through i − 1. Consider stage i. Summing over x i on both sides of the constraints (51) and simplifying yields (xi, Fi, i+1, ai) w i (x i , s i , F i,i+1 , a i ) = δ Summing over (x i , F i,i+1 ) on both sides of equality (53) yields (xi, Fi, i+1, ai) w i (x i , s i , F i,i+1 , a i ) = xi θ i (x i , s i ). Therefore, it follows that Fi,i+1
We use Lemma A.1 in the proof of Theorem 7.1 Lemma A.1. Let the functions f and g be defined on a closed and bounded set Z. It holds that Proof. Let z 1 ∈ argmax z∈Z f (z) and z 2 ∈ argmax z∈Z g(z). It holds that f (z 1 ) − g(z 2 ) ≤ f (z 1 ) − g(z 1 ) ≤ max z∈Z {f (z) − g(z)} ≤ max z∈Z |f (z) − g(z)|. Following the same steps starting from g(z 2 ) − f (z 1 ) yields g(z 2 ) − f (z 1 ) ≤ max z∈Z |f (z) − g(z)|.
Proof of Theorem 7.1. We establish (75) for SADP. The proof of (75) for the remaining ADPs is similar. We proceed by induction. The claimed bound holds at stage N − 1 since
where the second inequality holds by Lemma A.1 and the last inequality by noting that x i − a i ∈ X for all x i ∈ X and a i ∈ A(x i ). It thus follows that
∞ . This inequality and the induction hypothesis imply that the claimed property holds in stage i. This property also holds in all the other stages by the principle of mathematical induction.
We prove (76) by establishing that ADP 0 i ≥ i for ∈ {SADP, ADP1}. If ∈ {SADP, ADP1} then it holds that
where the inequality follows from the condition
and the fourth equality from the condition
These conditions are implied by the definition of V i . The proof of (77) is analogous.
