The problem of optimal prediction in the stochastic linear regression model with in nitely many parameters is considered. We suggest a prediction method that is asymptotically minimax over ellipsoids in`2. The method is based on a regularized least squares estimator with weights of the Pinsker lter. We also consider the case of dynamic linear regression which is important in the context of transfer function modeling.
Introduction
Consider the regression model y = 
where fz k g k=1;2;::: is a sequence of possible explanatory variables, y is the corresponding response, is the error, and = ( 1 ; 2 ; : : :) 2`2 is an unknown regression sequence. Assume that fz k g and are random variables, and E = 0 and E 2 = 2 ; the stochastic series in (1) and later are assumed to converge in the mean squared sense. Suppose we are given n independent realizations of y and fz k g fy(t); z 1 (t); z 2 (t); : : : ; t = 1; : : : ; ng (2) coming from the model (1) , that is Given z 1 (n+1); z 2 (n+1); : : :, the objective is to predict the corresponding response y(n+1) using the data (2) . If the correlations between fz k g are known, then we can reduce (1) to the model y = 1 X k=1 k x k + ; (3) where x k are uncorrelated zero mean variables with variance 1 (principle components), and k are some new coe cients. In practice, these correlations may be unknown precisely, but they can be estimated from the data in the standard way. Below we will use the representation (3) with decorrelated covariates, since it is more convenient for the sake of prediction. In particular, with the \principle components" formulation (3), it is natural to assume that the coe cients k are decreasing in absolute value as k increases. Only a nite number of rst coe cients k is signi cant and should be kept for prediction. A prediction method (or predictor)ŷ(n+1) is, in general, a random variable measurable with respect to (U n ; X n+1 ), where U n = fy(t); x 1 (t); x 2 (t); : : : ; t = 1; : : : ; ng, and X n+1 = fx 1 (n+1); x 2 (n+1); : : :g. An important subclass of predictors that we call natural predictors and denoteŷ N (n + 1) is de ned bŷ y(n + 1) = 1 X k=1^ k x k (n + 1); (4) where^ = (^ 1 ;^ 2 ; : : :) is an estimate for the regression coe cients = ( 1 ; 2 ; : : :). The use of predictor (4) in practice is possible if only a nite number of ( rst) estimates^ k is non{zero. This is the case for the ordinary least squares (OLS) predictor, where^ k are the least squares estimates of k for k p, and^ k = 0 for k > p, with some given p (Shibata (1981) , Breiman and Friedman (1983) ). In this paper we are interested in the optimal choice of predictorŷ in a minimax sense on a given family B of regression sequences . The prediction error ofŷ is de ned as usually in the form E ŷ(n + 1) ? y(n + 1)] 2 . Note that this error cannot be arbitrarily small; it is at least 2 for large n, because of the non{vanishing innovation component (n + 1) independent of (U n ; X n+1 ). We therefore consider the di erence E ŷ(n+1)?y( 
The optimal (minimax) predictorŷ =ŷ (n + 1) minimizes the maximal prediction error:
where inf is taken over all possible prediction methods based on the observations (U n ; X n+1 ).
Our aim is to nd an asymptotically minimax prediction methodŷ satisfying R ŷ; B] = R n; B](1 + o(1)); n ! 1:
We will assume that B is an ellipsoid in the sequence space`2:
where fa k g k=1;2;::: are positive coe cients such that fa k g is monotone non{decreasing, and a k ! 1 as k ! 1. This assumption is natural since we assume that k , k = 1; 2; : : : are the coe cients of the \principle component decomposition".
The main result of this paper consists in a construction of the asymptotically minimax prediction methods (AMPM) for ellipsoids. We show that the AMPM is based not on the least squares estimator of , but on a properly weighted least squares, with the weights de ned by the lter of Pinsker (1980) . The AMPM outperforms the ordinary least squares predictor.
Our result is related to previous work in two aspects. First, the regression models with growing or in nite number of parameters have been studied by several authors (Huber (1973), Yohai and Maronna (1979) , Shibata (1981) , Breiman and Friedman (1983) , Portnoy (1984 Portnoy ( , 1985 ). In particular, Shibata (1980) , and Breiman and Friedman (1983) develop the methods of optimal selection of the number of terms in a nite approximation to (3), using the ordinary least squares prediction. Shibata (1981) considers the deterministic explanatory variables, while Breiman and Friedman (1983) study the case where both fx k g k=1;2::: and are Gaussian. Huber (1973) , Yohai and Maronna (1979) , Portnoy (1985 Portnoy ( , 1986 analyze regression with nite but growing number of parameters p and obtain asymptotics for OLS and, more generally, M{estimators in this model. Second, the Pinsker lter has been extensively studied for di erent models, such as nonparametric regression and density estimation (Efroimovich and Pinsker (1982, 1996) , Golubev (1982) , Nussbaum (1985) , Efromovich (1996) , Belitser and Levit (1996) , Tsybakov (1997)). Among these, the paper of Efromovich (1996) that treats nonparametric regression with random design is closest to our setup. This paper considers the estimation of the vector of coe cients from the observations y(t) = P 1 k=1 k ' k (x(t)) + (t), t = 1; : : : ; n, where f' k ( )g k=1;2;::: is the orthonormal trigonometric basis on 0; 1], and x(t) are independent random variables distributed on 0; 1]. If their distribution is uniform, this is a special case of our model. On the other hand, we study prediction rather than estimation, and our method is di erent from that of Efromovich (1996) . In particular, we do not use a two{stage procedure with preliminary consistent estimates. Furthermore, we discuss the problem with dependent observations, namely the dynamic linear regression where the response y is obtained as a convolution of the regression sequence with the time sequence of the explanatory variables. Such models arise in time series analysis, dynamic input{output systems and other applications (see, e.g., Lai and Wei (1982) , Brockwell and Davis (1991, Ch. 13)).
Main results
The following assumptions will be imposed on the explanatory variables and the errors of the model. Assumption 2 E = 0, E 2 = 2 , E 4 4 < 1 for some positive , and is independent of fx k g k=1;2;::: .
In order to de ne our prediction method we need the following notation (cf. Pinsker (1980) ). Let n denote the solution to the equation 
Denoteŷ =ŷ (n + 1) the predictor given by (4) with^ =^ as in (9) . Note thatŷ is a linear predictor with nite number d of summands in (4), and it is di erent from the OLS predictor. The predictorŷ is optimal in the following minimax sense. 
where r n = r n (B) = 2 n ?1
(1 ? n a k ) + :
Consider 
The maximal risk of the best OLS predictor is
and it is easy to see that this expression is greater than r n (B ):
The result of Theorem 1 cannot be improved among all prediction methods in the case where is Gaussian. We now state the lower bound showing this fact.
Assumption 3 The random variable is a Gaussian N(0; 2 ), and is independent of fx k g k=1;2;::: . 
Then for every prediction methodŷ =ŷ(n + 1) one has R ŷ; B] r n (1 + o(1)); n ! 1:
It can be easily veri ed that (12) is valid for the ellipsoids with polynomially increasing sequences fa n g, while (13) holds for exponentially increasing fa k g.
Thus, Theorem 1 along with Theorem 2 shows that the predictor (4) associated witĥ given by (9) is asymptotically minimax.
Dynamic linear regression model
In many applications the following dynamic linear regression model is of interest y(t) = 1 X k=1 k u(t ? k) + (t); t = 1; : : : ; n: (15) In the context of time series analysis one can think of (15) as being the transfer function model between two time series fy(t)g and fu(t)g (Brockwell and Davis (1991, x 13.1)).
The rates of convergence in estimating = ( 1 ; 2 ; : : :) have been studied recently by Goldenshluger (1998) . Given the data U n = fy(t); u(t); t = 1; : : : ; ng our objective is to predict the output (response) y(n + 1). A predictorŷ(n + 1) can be any random variable measurable with respect to U n . In contrast to (3), the vectors of the explanatory variables in (15) are dependent. It turns out that the results of Section 2 can be extended to the case of the dynamic linear regression model. We use the same notation as in Section 2; the only di erence is that d (t) = (u(t ? 1); : : : ; u(t ? d)) 0 ; t = 1; : : : ; n; (16) and 
Further,
(1 ? k ) 2 2 k + I 1 (n; ) + I 2 (n; )
(recall thatb d = (~ 1 ; : : : ;~ d ) 0 ).
2 0 . Let k k denote the norm on the space of real{valued sequences`2 which is generated by the inner product hx; yi = P 1 k=1 2 k x k y k ; here f k g k=1;2;::: are de ned in (7). In fact, k k is a semi{norm on`2, but an actual norm on the d-dimensional linear subspace of`2. This vector norm de nes the corresponding operator matrix norm, and our current goal is to establish useful bounds on kQ ?1 d (n)k . 
We have the following lemma. 
In addition, EhI 11 ; I 12 i = 0.
Proof The proof of (27) Similarly, for every k = 
The rst term in the RHS of (33) is exactly r n (B) (see Pinsker (1980) or Belitser and Levit (1996) ); so in order to complete proof of the theorem it is su cient to show that the second and the third terms in the RHS of (33) are of the order o(r n ) as n ! 1.
Due to (10) , in order to prove that the second term in (33) 
The proof of (34) is straightforward. Further,
1=2 I 21 (n; )I 22 (n; ): (37)
Arguing as before we obtain sup 2B I 21 (n; ) = sup
Observe that I 22 (n; ) = kEb d ? b d k , and our current goal is to bound this quantity from above. Let F n x denote the { eld generated by n independent sequences fx 1 (t); x 2 (t); : : :g, t = 1; : : : ; n. Since is independent of fx k g k=1;2;::: we have from (18) 1); x 2 (n + 1); : : :g for xed U n , andŷ 00 (n + 1) is orthogonal to spfx 1 (n + 1); x 2 (n + 1); : : :g for xed U n . Note thatŷ 0 (n + 1) has the form y 0 (n + 1) = (1996) . The di erence is that we have random, non{deterministic regressors, and therefore some modi cations are needed in calculations of the expected values. We indicate here these minor modi cations.
The proof is based on bounding the minimax risk from below by the Bayes risk using the van Trees inequality. Assuming that k is a random variable with density k and applying the van Trees inequality we get E(^ k ? k ) 2 1 E I( k )] + I( k ) ; where the expectation is taken with respect to the joint distribution of U n and k . Here I( k ) is the Fisher information about k contained in the observations U n , and I( k ) is the Fisher information corresponding to the density k . If (13) (40), we obtain the announced result under the condition (12) . 2 Proof of Theorem 3
The proof goes along the same lines as the proof of Theorem 1. We omit the proof, outlining the main di erences with the proof of Theorem 1.
The main di erence is that now the regressor vectors d (t) are dependent for different t = 1; : : : ; n. However, they are d-dependent, i. 
