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Resumen En este art´ıculo se construyen soluciones
anal´ıtico-nume´ricas de ecuaciones diferenciales lineales
aleatorias a trave´s de me´todos basados en series de po-
tencias y se dan condiciones suficientes para garantizar
la convergencia en media cuadra´tica de dichas series.
A partir de la truncacio´n de las series construidas se
calculan aproximaciones de las funciones media y va-
rianza del proceso solucio´n de los modelos diferenciales
estudiados. El art´ıculo concluye mostrando diferentes
ejemplos ilustrativos donde se comparan los resultados
que se obtienen con la te´cnica aqu´ı desarrollada con





Summary This paper deals with the construction of
analytic-numerical solutions of random linear differen-
tial equations by means of a power series method. Suffi-
cient conditions for the mean square convergence of the
series solution are established. The mean and variance
functions of the approximate solution stochastic process
are also computed. Lastly, several illustrative examples
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where the proposed method is compared with respect
to Monte Carlo approximations are included.
1. Introduccio´n
Durante los u´ltimos an˜os, los esfuerzos en la modeli-
zacio´n matema´tica de sistemas se han orientado hacia la
produccio´n de herramientas y te´cnicas capaces de apro-
ximar mejor los feno´menos reales objeto de estudio, lo
que supone la consideracio´n en dichos modelos de los
factores aleatorios inherentes a la propia complejidad
del mundo real. Ma´s au´n, el estudio de dichos feno´me-
nos muchas veces se basa en la medicio´n de magnitu-
des, lo que acarrea la posibilidad de la introduccio´n de
errores de medida de los propios aparatos de medida.
Durante los u´ltimos an˜os, las ecuaciones diferenciales
aleatorias han demostrado ser una potente herramienta
para modelizar feno´menos reales complejos en cuya for-
mulacio´n subyace impl´ıcitamente la introduccio´n de la
aleatoriedad por los motivos previamente sen˜alados. Es-
te tipo de ecuaciones son ecuaciones diferenciales don-
de la aleatoriedad se puede introducir a trave´s de las
condiciones iniciales, el te´rmino independiente y/o los
coeficientes de dichas ecuaciones. Como consecuencia
de ello, las soluciones de dichas ecuaciones son proce-
sos estoca´sticos, en lugar de funciones determin´ısticas.
Durante las u´ltimas dos de´cadas, la investigacio´n en
el campo de las ecuaciones diferenciales aleatorias se
ha intensificado notablemente, fruto de lo cual, se han
desarrollado me´todos tanto anal´ıticos como nume´ricos
para abordar la resolucio´n de este tipo de ecuaciones
diferenciales que aparecen en la modelizacio´n de pro-
blemas en a´reas tan diversas como la f´ısica, la qu´ımica,
la biolog´ıa, la economı´a, la sociolog´ıa, la psicolog´ıa, la
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medicina o la ingenier´ıa, [1], [2], [3], [4].
En este art´ıculo se presenta un me´todo de resolucio´n
basado en serie de potencias para problemas de valor
inicial de la forma
X˙(t) = AX(t), X(0) = X0, (1)
donde tanto el coeficiente A como la condicio´n inicial
X0 son variables aleatorias. En los trabajos previos [5],
[6], se desarrollo´ un ca´lculo operacional apropiado para
justificar que ciertos procesos estoca´sticos previamente
propuestos son soluciones del modelo (1). A diferencia
de este enfoque, en este art´ıculo se construyen procesos
estoca´sticos solucio´n de dicho modelo a trave´s de series
de potencias aleatorias y, siguiendo las ideas presenta-
das en [5], se establecera´ su convergencia en el sentido
de la media cuadra´tica. Adema´s de determinar el proce-
so estoca´stico solucio´n en forma de serie, es tambie´n de
intere´s en las aplicaciones obtener informacio´n sobre su
comportamiento estad´ıstico calculando sus principales
funciones estad´ısticas como son la media y la varian-
za. Para alcanzar este objetivo, se truncara´ la serie de
potencias solucio´n y se obtendra´n aproximaciones de
dichas funciones estad´ısticas, garantizando que dichas
aproximaciones convergen a los correspondientes valo-
res exactos. Para ilustrar la validez del me´todo, se pro-
pondra´n diferentes ejemplos del modelo (1) donde se
calculara´n las funciones media y varianza del proceso
estoca´stico solucio´n, comparando los resultados con los
obtenidos utilizando las te´cnicas Monte Carlo, as´ı como
los correspondientes a los valores exactos. Los ejemplos
muestran que la te´cnica aqu´ı propuesta mejora los re-
sultados que se obtienen mediante Monte Carlo, la cual
constituye en la pra´ctica uno de los me´todos ma´s habi-
tualmente empleados [7].
Este art´ıculo esta´ organizado del siguiente modo: en
el Apartado 2 se resumen las principales definiciones,
propiedades y resultados del ca´lculo en media cuadra´ti-
ca, los cuales pueden encontrarse en [1]. Motivados por
la construccio´n de procesos solucio´n en forma de se-
rie de potencias del modelo (1), en el Apartado 2 se
introducen algunos resultados del denominado ca´lcu-
lo estoca´stico de orden cuatro (mean fourth stochastic
calculus), el cual se requiere para garantizar la con-
vergencia en media cuadra´tica de los procesos solucio´n
construidos en forma de serie de potencias del modelo
(1); esto esta´ expuesto en el Apartado 3. Las aproxi-
maciones de las principales funciones estad´ısticas tales
como la media y la varianza del proceso solucio´n exacto
del modelo (1) se calculan en el Apartado 3. El traba-
jo concluye con el Apartado 4 donde se muestran dos
ejemplos ilustrativos de la te´cnica propuesta.
2. Preliminares
Para mayor claridad en la exposicio´n, este apartado
empieza con una revisio´n de algunos resultados impor-
tantes pertenecientes al ca´lculo estoca´stico en media
cuadra´tica que se necesitara´n ma´s tarde. Sea (Ω,F , P )
un espacio de probabilidad, una variable aleatoria real





< +∞, se denomina una variable aleatoria de
segundo orden (2-v.a.), donde E denota el operador es-
peranza. El conjunto L2 de todas las 2-vs.as. dotado de
la norma ‖X‖2 =
√
E[X2] tiene estructura de espacio
de Banach [1, Chap 4]. Un hecho importante para el
objetivo de este trabajo es que esta norma no satisface
la desigualdad de Banach, i.e., ‖XY ‖2 ≤ ‖X‖2‖Y ‖2,
[5]. Sin embargo, si X e Y son vs.as. independientes
entonces ‖XY ‖2 = ‖X‖2‖Y ‖2.
Un proceso estoca´stico {X(t) : t ∈ T}, siendo T un
intervalo cerrado de la recta real R, se denomina de
segundo orden (y en lo sucesivo lo denotaremos abre-
viadamente por 2-p.e.) si, para cada t ∈ T , X(t) es una
2-v.a. Una sucesio´n de 2-vs.as. {Xn : n ≥ 0} es conver-
gente en media cuadra´tica (m.c.) en L2 a la 2-v.a. X
cuando n→∞ si
l´ım
n→∞ ‖Xn −X‖2 = 0 .
Esta convergencia se denotara´ por Xn
m.c.−−−−→
n→∞ X.
Dado un 2-p.e. {X(t) : t ∈ T}, siempre se le puede
asociar dos funciones determin´ısticas que describen su
comportamiento estad´ıstico. La primera, denominada
funcio´n media, µX(t) = E[X(t)] proporciona el compor-
tamiento estad´ıstico medio del proceso sobre el dominio





− (µX(t))2 , (2)
y mide la dispersio´n del proceso con respecto a su fun-
cio´n media. Esta funcio´n se denotara´ por σ2X(t).
Un 2-p.e. {X(t) : t ∈ T} es continuo en media cuadra´ti-
ca (o´ m.c. continuo) en el punto t ∈ T , siX(t+∆t) m.c.−−−−→
∆t→0
X(t), donde t+∆t ∈ T .
El 2-p.e. {X˙(t) : t ∈ T} es la m.c. derivada del proceso












Ejemplo 1 Consideremos el 2-p.e. X(t) = Atn, donde
A es una 2-v.a. y t ∈ T . La m.c. derivada de X(t)
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∣∣∣∣ (t+∆t)n − tn∆t − ntn−1
∣∣∣∣ = 0,
donde en el u´ltimo paso hemos aplicado que ‖A‖2 <∞
(ya que A ∈ L2) y la diferenciabilidad de la funcio´n
determin´ıstica f(t) = tn.
Para cada 2-p.e. {X(t) : t ∈ T} dos veces m.c. dife-
renciable sobre T , se puede demostrar que la media de

















∀ t ∈ T, (3)
donde ddt y
d2
dt2 denotan la primera y la segunda deri-
vadas determin´ısticas, respectivamente. Este resultado
puede ser extendido a la m.c. derivada de orden n siem-
pre que {X(t) : t ∈ T} sea n veces m.c. diferenciable
sobre T (ve´ase [1, p.97]).
En el u´ltimo apartado, el siguiente resultado ju-
gara´ un papel crucial para garantizar que la esperan-
za y la varianza de los procesos aproximantes de las
soluciones de ciertas ecuaciones diferenciales aleatorias
construidos por me´todos anal´ıtico-nume´ricos convergen
a las soluciones teo´ricas correspondientes.
Lema 1 ([1, p.88]) Sean {Xn : n ≥ 0} e {Yn : n ≥ 0}
dos sucesiones de 2-vs.as. m.c. convergentes a las 2-
vs.as., X e Y , respectivamente, i.e.,
Xn
m.c.−−−−→





n→∞E[Xn Yn] = E[X Y ] .
Nota 1 Obse´rvese que bajo las hipo´tesis del Lema 1, si
Yn = 1, se tiene que E[Xn] −−−−→
n→∞ E[X], y si Yn = Xn,
entonces E[(Xn)2] −−−−→
n→∞ E[X
2], y por tanto Var[Xn]
−−−−→
n→∞ Var[X].
Si X e Y son 2-vs.as., la desigualdad de Schwarz esta-
blece que
E[ |X Y | ] ≤ (E[X2])1/2 (E[Y 2])1/2 . (4)




la cual se cumple si A ∈ L2, {Xn : n ≥ 0} es una
sucesio´n de 2-vs.as. tales que Xn
m.c.−−−−→
n→∞ X y, A y Xn
son vs.a.s independientes para cada n. Sin embargo,
la hipo´tesis de independencia no puede asumirse en
muchos escenarios de intere´s pra´ctico tales como los
que se considerara´n ma´s adelante en las aplicaciones.





< +∞, las cuales se denominan 4-
vs.as. Obse´rvese que una 4-v.a. es siempre una 2-v.a.
El conjunto L4 de todas las 4-vs.as. dotado de la nor-
ma ‖X‖4 = 4
√
E[X4] es un espacio de Banach (ve´ase [2,





para todo t ∈ T , se denomina un 4-p.e.
Definicio´n 1 Una sucesio´n de 4-vs.as. {Xn : n ≥ 0} se
dice que es convergente en el sentido de la media cuarta
a una 4-v.a. X si
l´ım
n→∞ ‖Xn −X‖4 = 0.
Este tipo de convergencia se denotara´ Xn
m.f.−−−−→
n→∞ X.
Para evitar confusiones con la m.c. convergencia, usa-
remos la abreviatura sajona m.f. para este tipo de con-
vergencia.
El siguiente lema establece la conexio´n entre los dos
tipos de convergencia previamente introducidas.
Lema 2 Sea {Xn : n ≥ 0} una sucesio´n de 4-vs.as. y
supongamos que Xn
m.f.−−−−→
n→∞ X. Entonces Xn
m.c.−−−−→
n→∞ X.













Como ‖Xn −X‖4 −−−−→
n→∞ 0 (ya que Xn es m.f. conver-
gente a X), se deduce que ‖Xn − X‖2 −−−−→




Ahora, podemos dar condiciones suficientes para que
la propiedad (5) se cumpla sin exigir ninguna hipo´tesis
de independencia.
Lema 3 Sea A una 2-v.a. y {Xn : n ≥ 0} una su-






Prueba. Por una parte, por la definicio´n de la norma
‖ · ‖2, se tiene
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Por otra parte, la hipo´tesis Xn
m.f.−−−−→
n→∞ X implica por
definicio´n que (Xn −X)2 m.c.−−−−→




2, entonces por (6) y el Lema 1 se obtiene
‖A(Xn −X)‖2 −−−−→
n→∞ 0 y por tanto AXn
m.c.−−−−→
n→∞ AX.
En el siguiente lema introducimos la clase de vs.as.
A a trave´s de las cuales introduciremos la incertidumbre
en la ecuacio´n diferencial del modelo (1).
Lema 4 Sea (B, ‖ · ‖) un espacio de Banach. Suponga-
mos que la v.a. A satisface la siguiente propiedad
‖An+1‖ = O(np)‖An‖, ∀n ≥ n0, p ≥ 0, (7)
siendo ‖An0‖ < +∞. Entonces, existen constantes no
negativas H y M tales que
‖An‖ ≤ HMn−1((n−1)p)!, ∀n ≥ n0+1, p ≥ 0.
(8)
Prueba. La hipo´tesis (7) significa que existe una cons-
tante M > 0 tal que
‖An+1‖ ≤Mnp‖An‖, ∀n ≥ n0.




n(n!)p‖An0‖, ∀n ≥ n0.
Teniendo en cuenta que ‖An0‖ es finita y haciendo H =
‖An0‖ M−n0+1((n0−1)!)p en la expresio´n anterior, se concluye la
demostracio´n.
En los ejemplos del u´ltimo apartado mostraremos
que importantes vs.as. como las gaussianas o las gam-
ma satisfacen la propiedad (7).
El siguiente resultado muestra co´mo se puede cal-
cular la esperanza de una funcio´n de una v.a. continua
X con funcio´n de densidad de probabilidad fX(x), sin





En particular, si g(x) = x a partir de (9) se puede
calcular la E[X] y, si g(x) = x2 teniendo en cuenta (2),
se puede obtener la varianza.
Esta seccio´n concluye con el enunciado de un re-
sultado de diferenciacio´n sobre la m.c. convergencia de
series, el cual puede encontrarse en [3].
Proposicio´n 1 Supongamos que para n ≥ 1, el proceso
{Xn(r) : r ∈ I} satisface




n≥1Xn(r) es m.c. convergente,
iii)
∑
n≥1 X˙n(r) es uniformemente m.c. convergente en
un entorno de cada r ∈ I.




3. Soluciones en serie de potencias aleatorias
y principales funciones estad´ısticas
En esta seccio´n construiremos una solucio´n en se-
rie de potencias aleatoria del modelo (1), mediante el
me´todo de Frobenius. Para esto, buscaremos una solu-






dondeXn son vs.as a determinar. Utilizando el Ejemplo













Obse´rvese que en el u´ltimo paso, se ha supuesto que
la serie (10) satisface las hipo´tesis del Lema 3, lo cual
justifica la conmutacio´n de la v.a. A y la suma infinita.
Luego de (12) se obtiene∑
n≥0
[(n+ 1)Xn+1 −AXn] tn = 0.
Por lo tanto, un proceso candidato m.c. solucio´n del




AXn, n ≥ 0,





AnX0, n ≥ 0.








es tambie´n una solucio´n rigurosa. En principio justifi-
caremos la conmutacio´n en (12). En virtud del Lema 2,
es suficiente ver que la serie (13) es m.f. convergente.
Para esto, supondremos sin pe´rdida de generalidad en
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el Lema 3 que n0 = 0, luego por la independencia de
las 4-vs.as A y X0 y la suposicio´n que A satisface la
















Haciendo γ(p)n = 1n!HM
n−1((n− 1)!)p‖X0‖4|t|n y utili-















M |t| if p = 1,
0 if p < 1, ∀t. (15)
De (14) y (15) concluimos que la serie (13) es absoluta-
mente m.f. convergente en toda la recta real, si p < 1 y,
en el dominio |t| < 1/M si p = 1. Notemos que por el
Lema 2 la serie dada por (13) es tambie´n m.c. conver-
gente. Ma´s au´n, el argumento anterior justifica la m.c.
convergencia uniforme de la serie dada en (13), as´ı como
tambie´n su derivada formal (11) en cualquier intervalo
cerrado en el dominio de convergencia. Entonces, del
Teorema 1, la derivada en (11) es rigurosa.
Nota 2 Observe que la 4-norma es tambie´n no submul-
tiplicativa como la 2-norma, pero si X y Y son 4-vs.as
independientes, entonces, ‖XY ‖4 = ‖X‖4‖Y ‖4. Esta
u´ltima propiedad se aplico´ en (14).
En resumen se ha probado el siguiente resultado:
Teorema 1 Considere el problema de valor inicial (1),
donde A satisface la condicio´n (7) para la 4-norma y X0
es una 4-v.a. independiente de A. Entonces (13) es una
m.c. solucio´n de (1). Ma´s au´n, el dominio de conver-
gencia de la serie de potencias aleatoria (13) depende
del valor p asociado a la v.a. A mediante la condicio´n
(7).
En la pra´ctica, es interesante no so´lo la obtencio´n del
proceso solucio´n del problema de valor inicial (1), si no
tambie´n las principales funciones estad´ısticas; media y









de la independencia de A y X0 se sigue































Puesto que ya probamos que la serie (13) es m.c. con-
vergente, una importante consecuencia del Lema 1 es
que (16) y (17) nos permiten calcular aproximaciones
que convergen a la funcio´n media y varianza teo´rica,
respectivamente, cuando N → +∞.





ntn es m.c. con-
vergente, por [6], esta define el proceso exponencial eAt,
en consecuencia, la m.c. solucio´n dada en (13) se puede
escribir como X(t) = X0eAt. Este trabajo se relaciona
con [6], puesto que ambos permiten definir el proceso
exponencial como una m.c. solucio´n del modelo diferen-
cial aleatorio (1). Sin embargo, es importante sen˜alar
que ahora se propone un me´todo constructivo basado en
el desarrollo aleatorio de Frobenius, mientras que en [6],
se propone un m.c. candidato solucio´n y se requieren re-
glas de derivacio´n (vea´se Teorema 8, [6]) para probar
que el proceso exponencial satisface el problema de va-
lor incial (1). Note que las hipo´tesis de ambos me´todos
son compatibles.
4. Ejemplos y conclusiones
Muchos problemas de la f´ısica, biolog´ıa e ingenier´ıa
se modelan a trave´s de la ecuacio´n diferencial (1). Por
ejemplo, el problema de crecimiento o descenso pobla-
cional, donde se supone que la tasa de cambio de la
poblacio´n de cierta especie en el tiempo t, dPdt , es pro-
porcional a la poblacio´n P , esto es, dPdt = kP , siendo
k el para´metro que mide la diferencia entre las espe-
cies muertas y vivas en el tiempo t. Es claro que en este
para´metro k, esta´n involucradas las tasas de cambio del
nacimiento y muerte de la poblacio´n, que a su vez esta´n
influenciadas por muchos factores, como el clima, agua,
epidemias, restricciones de espacio, comida, etc. Estos
factores evidencian que el para´metro k debe modelar-
se como una v.a. en lugar de un valor determinista.
Ma´s au´n, la poblacio´n inicial P0 deber´ıa ser considera-
da como una v.a. puesto que en la pra´ctica este dato no
se conoce con certeza, vea´se [4]. Otros problemas que
se modelan mediante (1) se pueden encontrar en ter-
modina´mica. De hecho, en muchas situaciones f´ısicas
el cambio de temperatura T de un cuerpo se supone
proporcional a la diferencia entre la temperatura del
cuerpo T y la temperatura α del medio que lo rodea. Si
α = 0, entonces dTdt = kT , donde el para´metro k como
la condicio´n inicial T0 deben ser de nuevo consideradas
como vs.as por errores de medicio´n. Varios ejemplos si-
milares se puede citar relacionados a situaciones f´ısicas
como evaporacio´n y problemas de difusio´n. Los pro´xi-
mos ejemplos se centrara´n en el problema de dina´mica
poblacional, cuyo objetivo primordial sera´ clarificar la
teor´ıa expuesta en la seccio´n anterior.
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Ejemplo 2 Consideremos el modelo de dina´mica po-
blacional dado por la ecuacio´n diferencial aleatoria de
valor inicial (1), donde k se modela mediante una v.a.
normal A ∼ N(0 ; 1) y la poblacio´n inicial X0 se consi-
dera como una v.a. independiente de A tal que E[X0] =
1 y E[(X0)2] = 2. A modo de obtener la esperanza y
varianza del proceso solucio´n, se debe verificar que A









16n2 + 16n+ 3 = O(n1/2),


























(2(r + s+ 1))! t2(r+s+1)

























(2(r + s+ 1))! t2(r+s+1)













si N es par. (20)
En la Tabla 1 se muestra la esperanza de la pobla-
cio´n dada por (18) para diferentes valores del orden de
truncacio´n N = 5, 10, 15 y puntos selectos en el in-
tervalo t ∈ [0, 2]. Las columnas µ50000X (t) y µ100000X (t)
contienen las aproximaciones de la esperanza utilizan-
do el me´todo de Monte Carlo con 50000 y 100000 si-
mulaciones para las vs.as A y X0. Como en este caso
se conoce la solucio´n teo´rica, vea´se Nota 3, se obtie-
ne E[X(t)] = E[X0]E[eAt] = et
2/2, de aqu´ı se comparan
los resultados aproximados con los teo´ricos. Note, que la
convergencia en este caso de E[XN (t)] −−−−−→
N→+∞
E[X(t)]
es en toda la recta real, adema´s para cada t, y N fijos las
aproximaciones E[XN (t)] mejoran para puntos t cerca
del origen t = 0, donde la solucio´n aleatoria en forma
de serie de potencias esta´ centrada. Se observa que el
me´todo de Monte Carlo mejora sus aproximaciones de
la esperanza cuando el nu´mero de simulaciones crece
de 50000 a 100000, pero desde el punto de vista compu-
tacional, el me´todo de truncacio´n por serie es mejor,
puesto que es ma´s exacto usando valores de truncacio´n
pequen˜os, ma´s au´n este ahorra tiempo computacional.
En la Tabla 2, se muestra los resultados de la varianza
de la poblacio´n, los ca´lculos se obtienen de (19)-(20).
Aqu´ı σ2;mX (t) denota las aproximaciones de la varian-
za obtenidas a partir del me´todo de Monte Carlo para







> 0. Comentarios similares
que la esperanza en el caso computacional, se pueden
hacer para la varianza de ambos me´todos.
Ejemplo 3 Consideremos el modelo de dina´mica po-
blacional (1), pero ahora supongamos que A es una v.a
con distribucio´n Gamma de para´metros r > 0, a > 0,
es decir, A ∼ Ga(r; a), y la poblacio´n inicial X0 es una





= 2. En este caso A satisface la condicio´n















r(r + 1) · · · (r + k − 1)
ak
, k = 1, 2, 3, . . .
De (21) el valor M en (8) puede ser escogido ma´s gran-
de que 4/a, por lo tanto por (15) se puede asegurar que
la serie solucio´n de potencias aleatoria dada en (13) es
m.c. convergente para |t| < a/4. Observe que el domi-
nio de convergecia de la serie solucio´n crece cuando el
para´metro a crece, independientemente del para´metro r.
En consecuencia de (16)-(17) y Nota 1 los momentos
E [XN (t)] =
N∑
n=0
(r + n− 1)! tn
n!(r − 1)!an , (22)
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Tabla 1. Esperanza exacta y aproximada del Ejemplo 2 con A ∼ N(0; 1)
t E[X5(t)] E[X10(t)] E[X15(t)] µ50000X (t) µ
100000
X (t) E[X(t)]
0.00 1.0000 1.0000 1.0000 1.01225 1.00299 1.0000
0.20 1.0202 1.0202 1.0202 1.01759 1.02309 1.0202
0.40 1.0832 1.08329 1.08329 1.07993 1.08598 1.08329
0.60 1.1962 1.19722 1.19722 1.19302 1.19954 1.19722
0.80 1.3712 1.37713 1.37713 1.37275 1.3786 1.37713
1.00 1.6250 1.64870 1.64872 1.64661 1.64805 1.64872
1.20 1.9792 2.05422 2.05443 2.0612 2.04814 2.05443
1.40 2.4602 2.66303 2.66443 2.69619 2.64347 2.66446
1.60 3.0992 3.58921 3.59643 3.6907 3.5375 3.59664
1.80 3.9322 5.02075 5.05166 5.29397 4.89525 5.05309
2.00 5.0000 7.26667 7.38095 7.96505 6.97603 7.38906
Tabla 2. Varianza exacta y aproximada para el Ejemplo 2 con A ∼ N(0; 1)





0.00 1.0000 1.0000 1.0000 0.995243 1.00269 1.0000
0.20 1.12576 1.12576 1.12576 1.12245 1.12674 1.12576
0.40 1.58029 1.58074 1.58074 1.59068 1.57785 1.58074
0.60 2.66475 2.67553 2.67554 2.70583 2.66201 2.67554
0.80 5.16854 5.29649 5.29680 5.51251 5.24664 5.29688
1.00 11.0219 12.0513 12.0598 13.2413 11.8691 12.0598
1.20 24.7395 31.2506 31.4068 37.305 30.6881 31.4079
1.40 56.3908 91.5262 93.6678 121.849 91.4166 93.7016
1.60 127.334 297.066 320.892 451.471 319.45 321.735
1.80 280.676 1035.76 1261.56 1846.27 1332.75 1278.41
2.00 599.400 3741.12 5622.86 8118.9 6629.60 5907.32
Tabla 3. Esperanza exacta y aproximada del Ejemplo 3 con A ∼ Ga(r = 1; a = 2)
t E[X20(t)] E[X30(t)] E[X40(t)] µ50000X (t) µ
100000
X (t) E[X(t)]
0.00 1.0000 1.0000 1.0000 0.994639 0.999233 1.0000
0.25 1.14286 1.14286 1.14286 1.13788 1.14185 1.14286
0.50 1.33333 1.3333 1.3333 1.3289 1.3323 1.3333
0.75 1.6000 1.6000 1.6000 1.59522 1.59912 1.6000
1.00 2.0000 2.0000 2.0000 1.98796 1.99703 2.0000
1.25 2.66653 2.66667 2.66667 2.60862 2.64002 2.66667
1.50 3.99049 3.99946 3.99997 3.67272 3.78619 4.000
1.75 7.51554 7.87255 7.96647 5.66778 6.0675 8.000
2.00 21.000 31.000 41.000 9.76052 11.1415 divergent
2.25 86.9058 300.19 992.791 18.8786 23.610 divergent
2.50 429.681 4034.97 37611.8 40.6549 56.843 divergent
2.75 2136.9 51680.9 1.24847×106 95.5911 151.087 divergent
















n!m!(r − 1)!an+m , (23)
tambie´n convergen en el mismo dominio cuando N →
+∞. Es importante sen˜alar que en la pra´ctica, el do-
minio de convergencia para la aproximacio´n de la es-
peranza en (22) puede ser ma´s grande que |t| < a/4.
Este hecho se sigue de la propia definicio´n de m.c. con-
vergencia. En este caso es fa´cil verificar por el criterio
de D’Alembert que (22) converge para |t| < a. La Tabla
3 ilustra esta situacio´n cuando A ∼ Ga(r = 1; a = 2).
Aqu´ı, el domino de convergencia para la esperanza dada
en (22) se presenta en |t| < 2. Mientras que la Tabla
4 muestra que la aproximacio´n de la varianza de las
ecuaciones (23) y (22) converge para |t| < 1. Para los
ca´lculos de la esperanza E [X(t)] y varianza Var [X(t)]
teo´rica en las Tablas 3 y 4, se usaron las formulas (9)
y (2). En ambas Tablas, se observa mejores resultados
utilizando nuestro me´todo que el me´todo de Monte Car-
lo. Finalmente, note que el proceso exponencial eAt con
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Tabla 4. Varianza exacta y aproximada para el ejemplo 3 con A ∼ Ga(r = 1; a = 2)





0.00 1.0000 1.0000 1.0000 0.999724 0.9996 1.0000
0.25 1.3605 1.3605 1.3605 1.36553 1.36139 1.3605
0.50 2.2222 2.2222 2.2222 2.22092 2.22561 2.2222
0.75 5.43967 5.4400 5.4400 4.85051 5.07959 5.4400
1.00 69.710 107.485 145.594 15.9162 18.9778 divergent
1.50 2.2949×107 6.40172×1010 1.8704×1014 508.132 927.164 divergent
3.0 6.8158×1018 1.9486×1028 5.8964×1037 2,44065× 108 1,5241× 109 divergent
A ∼ Ga(r; a) esta´ solamente definido para |t| < a/4,
por lo tanto el dominio de definicio´n eAt en este caso,
crece, cuando el para´metro a crece.
En resumen, en este trabajo se introdujo un me´to-
do basado en el desarrollo de Frobenius para construir
una solucio´n en forma de serie de potencias aleatoria
para modelos lineales de la forma (1), lo que permi-
tio´ introducir el proceso exponencial mediante la trun-
cacio´n de una serie solucio´n. Tambie´n se obtuvo de
forma expl´ıcita aproximaciones de las funciones espe-
ranza y varianza que convergen a sus respectivas fun-
ciones teo´ricas. Adema´s, mediante varios ejemplos se
comparo´ estas aproximaciones con las que se obtienen
a trave´s del Me´todo de Montecarlo, y conclu´ımos que
el me´todo aqu´ı propuesto provee mejores resultados. Se
mostro´ que en contraste con el caso determinista, el





n no converge en
toda la recta real para cualquier v.a. A. En efecto, si
A es una variable aleratoria que satisface la condicio´n
(7) con p = 1, entonces la serie de potencias aleatoria
solucio´n so´lo converge para |t| < 1/M . Pero se puede
extender el dominio de convergencia de la siguiente ma-
nera. Una vez que el proceso exponencial este definido
en 0 ≤ t < 1/M , se fija tˆ : 0 < tˆ < 1/M y se busca
una solucio´n en serie de potencias aleatoria de la for-
ma (10), pero centrada en tˆ para el problema de valor
inicial dado por (1) y con condicio´n inicial X(tˆ), siendo
X(t) la solucio´n previamente calculada en |t| < 1/M .
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