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2. DECISION AND CONTROL 
Optimal Control of Partially Observed Diffusion Processes 
VS. Barker, ‘K I. F. R. Centre, P.O. Box 1234, Bangalore- 022, India 
Optimal control of a diffusion process on a finite time interval under partial 
observations is considered. By transforming the problem to the ‘separated problem’ 
of controlling the Zakai equation of nonlinear filtering, existence of optimal controls 
in the class of ‘wide-sense admissible controls’ introduced by Fleming and Pardoux 
is established.. It is shown that the optimal control can be chosen so as to be adapted 
to the progressively increasing sigma-fields generated by the process of conditional 
laws given bq* the Zakai equation. Using this result, a nonlinear semi-group in the 
spirit of Nisio in constructed on a suitable compactification of the state space, 
thereby improving upon earlier works of Fleming, Bensoussan etc. in this direction_ 
Comparison of Convergent and Divergent Markov Decision Processes 
K.J. Sarma, S-7, Azad Bhawan, University of Roorkee. Roorkee-247667, India 
lt is well known that Markov decision processes (MDP) are a marriage between 
Markov (‘hain theory and mathematical programming. The discounted processes 
with A*( 1 and h* = 1 have been thoroughly investigated, but A* > 1 also has 
interesting results. In fact the divergent MDP’s (cases A * = 1 and A * > 1) also seem 
to have many applicationc in engineering and economics. After classifying the 
problems into convergent and divergent processes, the author has suggested 
approaches to finite state space, finite action space, discrete time, divergent MDP’s 
and its sister models in the light of the total expected discounted return (TEDR) 
criterion and Bellman’s principal of optimality. It is obvious that the TEDR of 
divergent processes diverge in the infinite horizon and there are no direct approaches 
:IS for convergent processes. This paper gives some basic differences between the 
c’on\ et-gent and divergent M DP’s. 
!n brief, this paper deals with the structural differences between the sufficiently 
tcmg horizon optimal strategies of both the processes, approaches in arriving at 
these optimal strategies and also dependence on the terminal reward vector. The 
paper concludes with a motivation behind divergent decision processes. 
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Various forms of sequential decision problems, some of their theoretical applica- 
tions and many computational techniques for arriving at an optimal strategy have 
been thoroughly investigated in the last three decades. It is obvious that a sequential 
decision problem is concerned with choosing a ‘best’ alternative course of decision 
among several available strategies for the problem under consideration. This choos- 
ing of a ‘best’ is always with respect to a specific optimality criterion. Besides, the 
usual criterion of the maximal total expected discounted return, many other criteria 
have also been used in various models, according to the situation. Of course the 
bases has been some generalized utility criterion, applicable to more general proces- 
ses. The objective of this paper is to give a critical survey of these optimality criteria 
used in different situations. 
