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Abstract
In this paper, we consider a Dirichlet process mixture of spatial skew-t processes that
can flexibly model the extremes as well as the bulk, with separate parameters controlling
spatial dependence in these two parts of the distribution. The proposed model has nonsta-
tionary mean and covariance structure and also nonzero spatial asymptotic dependence.
Max-stable processes are theoretically justified model for station-wise block maximums
or threshold exceedances in the spatial extremes literature. Considering a high threshold
leads to somewhat arbitrary decision about what counts as extreme, and more importantly,
it disallows the possibility that events that are large but deemed insufficiently extreme
can enter into the analysis at all. Probabilistic clustering of the extreme observations and
allowing extremal dependence for the cluster of extremes is a solution that is explored
here. Inference is drawn based on Markov chain Monte Carlo sampling. A simulation
study demonstrates that the proposed model has better spatial prediction performance
compared to some competing models. We develop spatial maps of extreme Fosberg Fire
Weather Index (FFWI), a fire threat index and discuss the wildfire risk throughout the
Santa Ana region of California.
1. Introduction. The idea of “letting the tail speak for itself” by ignoring the bulk of the
data is effective in forcing fitting procedures focus on the extremes, where primary interest lies,
rather than being overwhelmed by data from the bulk of the distribution, which is by definition
much more plentiful. However, the price to be paid in employing this strategy is that it forces a
somewhat arbitrary decision about what counts as extreme, and more importantly, it disallows the
possibility that events that are large but deemed insufficiently extreme can enter into the analysis
at all. This leads to the question of how to model a major portion of the spatiotemporal data
Keywords: Dirichlet process mixture model; Extremal dependence; Fosberg Fire Weather Index; Nonstationary
mean and covariance; Skew-t processes
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without thresholding at a high value where our main aim is in spatial prediction of high marginal
quantiles.
Gaussian processes (GPs) are by far the most common model in spatial statistics due to their
good theoretical properties, tractability in high-dimensions and the ease of computation even for
hierarchical models (Gelfand and Schliep, 2016). However, GPs are criticized for modeling spatial
extremes as the extremal dependence between any two spatial locations is zero (Davison et al., 2013).
While a single transformation is usually considered to approximate normality (Schmidt et al., 2017)
along with modeling the transformed data using a GP, the extremal dependence between two spatial
locations is invariant of the data transformation and hence still zero. Gelfand et al. (2005) propose a
flexible nonparametric and nonstationary model based on Dirichlet process mixture (DPM) of GPs
which relaxes the Gaussian assumption; however the spatial extremal dependence remains zero.
Hence, even if the model is appropriate for modeling the bulk of the spatial data, it is questionable
for modeling the extremes.
Literature on spatial modeling of extremes cover a number of approaches like Bayesian hier-
archical models (Sang and Gelfand, 2009, 2010; Turkman et al., 2010), copula-based approaches
(Ribatet and Sedki, 2013; Fuentes et al., 2013; Genest and Nesˇlehova´, 2012) and max-stable pro-
cesses (Reich and Shaby, 2012; Mathieu, 2013; Davison and Huser, 2015). Davison et al. (2012)
compare these approaches and conclude that the copula and max-stable process approaches fit
the joint distribution better and hence preferred for modeling spatial extremes. In spite of good
theoretical properties of max-stable processes in explaining spatial extremes, drawing inference is
challenging because the full joint density of a multivariate generalized extreme value (GEV) distri-
bution can be calculated only when the dimension is small, leading to less efficient techniques like
composite likelihoods (Padoan et al., 2010); recently Thibaud et al. (2016) proposed a hierarchical
Bayesian model approach for approximating the full joint distribution though the approach is com-
putationally intensive. Limiting Poisson (Wadsworth and Tawn, 2013) and the generalized Pareto
(Ferreira et al., 2014) approaches are theoretically justified models for threshold exceedances and
are computationally tractable. A nonparametric copula-based model is proposed by Fuentes et al.
(2013) where the spatial dependence between the extreme observations is modeled by DPM of GPs
but the marginals are modeled as GEV distributions. Krupskii et al. (2018) propose factor copula
models for replicated spatial data which can model tail dependence and tail asymmetry though the
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model is parametric. Morris et al. (2017) propose a Bayesian spatiotemporal model for threshold
exceedances based on spatial skew-t processes (STPs).
Mixture models have been used extensively in univariate extreme value analysis. Models that
splice a generalized Pareto tail to a different “bulk distribtion” were proposed by Behrens et al.
(2004) and extended by Carreau and Bengio (2009), MacDonald et al. (2011), Hu and Scarrott
(2018), and others. do Nascimento et al. (2012) spliced a generalized Pareto tail to a finite mixture
of gamma distributions, while Fu´quene Patin˜o (2015) extends this model to a Dirichlet process
mixture of gammas. In the time series context, Shaby et al. (2016) use a dependent mixture of a
normal bulk and generalized Pareto tail to model heat waves. Though the choices of high thresholds
are arbitrary, for example, 0.98-th data quantile in Shaby et al. (2016), and the ideas are not readily
applicable in spatial extremes and computational burden is an issue.
Except the geostatistics approach of Gelfand et al. (2005), other spatial extremes approaches
use high thresholds or block maximums which lead to the situation where moderately extreme
observations are discarded or censored from the analysis. In the univariate literature using mixture
model, even if the full data is used, an arbitrary threshold is chosen and the observations below
and above the threshold are modeled differently.
We use a hierarchical mixture of skew-t processes to model spatial dependence, with particular
emphasis on modeling the joint tail. This approach differs from the current prevailing practice in
extreme event analysis in that we model the entire spatial process, whereas the current state of
the art either throws away or censors observations that are not considered extreme. Our mixture
approach seeks the advantages of letting the tail speak for itself without sacrificing the ability
to consider non-extreme events. It simultaneously probabilistically clusters events and estimates
cluster dependence parameters, so that events that land in the extreme cluster with high probability
influence the fit in the tail, while events that land in other clusters with high probability do not.
Taken together, the mixture components can both flexibly model the bulk of the distribution and fit
the tail dependence in an un-contaminated way. Furthermore, each mixture component is a skew-t
process, which itself considerably more flexible than standard tools like Gaussian processes that
allows spatial extremal dependence.
Our data example illustrates a situation where elevated but non-extreme events play an important
role, even if the primary interest lies in the most extreme events. We analyze a fire threat index
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called Fosberg Fire Weather Index (FFWI) in a fire-prone region in Southern California. Here, risk
management requires knowledge of the probable spatial extent of the most extreme fire weather
conditions, so estimating the joint tail characteristics is key. However, elevated but not necessarily
extreme fire weather still poses substantial risk, so it cannot be ignored. Finally, we compare the
performance of several models in predicting high quantiles of FFWI using a leave-one-out cross-
validation and use our model to make spatial maps of FFWI extremes.
2. Methodology. In this section, first we develop a nonparametric Bayesian spatial model
using a Dirichlet process mixture (DPM) of spatial skew-t processes (STPs) assuming temporal
independence. In Section 2.4, we propose an extension to accommodate the temporal extremal
dependence.
2.1. Spatial skew-t process. Let Y ∗t (s) be the (potentially transformed) observation at the mon-
itoring site located at s and time t (we discuss the transformation in Subsection 2.2). Our Bayesian
nonparametric (BNP) model for Y ∗t (·) is based on the parametric STPs described in this subsec-
tion. STPs (Padoan, 2011) are richer models than GPs. Unlike GPs, STPs permit heavy tails and
asymmetry in the marginal distribution and asymptotic spatial dependence for extremes. Borrow-
ing ideas from additive processes (Azzalini and Capitanio, 2003, 2014), Morris et al. (2017) create
a STP as a location-scale mixture of a GP.
Let Y ∗t (·) be a STP defined over the spatial domain of interest D ⊂ <2. At a spatial location s,
we can write
Y ∗t (s) = µ(s) + λσt|zt|+ σtt(s)(2.1)
where µ(·) is the spatially-varying mean process, zt iid∼ N(0, 1) and σ2t iid∼ Inverse-Gamma(a/2, ab/2).
Assuming t(s) follow a standard normal distribution, marginally over the random zt and σ
2
t , Y
∗
t (s)
follows a skew-t distribution with location µ(s), scale b, skewness λ and degrees of freedom a (see
Supplementary material (SM) Appendix A). To account for spatial dependence, the error process
t(·) is assumed to follow a standard GP with correlation cor[t(s1), t(s2)] = r(s1, s2). We assume
the isotropic Mate´rn correlation function
r(s1, s2) =
γ
Γ(ν)2ν−1
(
h
ρ
)ν
Kν
(
h
ρ
)
+ (1− γ)I(h = 0)(2.2)
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where h = ‖s1 − s2‖ is the Euclidean distance between s1 and s2, ρ > 0, ν > 0 and γ ∈ [0, 1] are
the range, smoothness and the ratio of spatial to total variation respectively. In (2.2), Kν is the
modified Bessel function of degree ν and I(s1 = s2) = 1 if s1 = s2 and 0 otherwise.
For a set of locations S = {s1, . . . , sn}, let Y∗t = [Y ∗t (s1), . . . , Y ∗t (sn)]′ denote the vector of
observations and µ = [µ(s1), . . . , µ(sn)]
′. After marginalization over zt and σ2t , [matching the
notations of Azzalini and Capitanio (2014)], the joint distribution of Y∗t is
Y∗t ∼ STn(µ, b(Σ + λ21n1′n), λΣ−11n, a)(2.3)
where Σ is the n× n-dimensional matrix obtained by evaluating r(·, ·) at S × S; denote the set of
parameters by Θ = {µ, λ, a, b, ρ, ν, γ}. We denote the skew-t density function as fST (y|Θ); more
details about the joint density of the STPs are provided in SM Appendix A.
2.2. Dirichlet process mixture (DPM) model. When a spatial process is observed at only one
time point, a parametric model like a STP is required. However, with temporal replications, the
spatial process can be estimated semiparametrically or nonparametrically. We temporarily assume
that Y∗t are iid n-dimensional realizations from a DPM of STPs (henceforth, STP-DPM) with the
density described by
(2.4) fDPM(y
∗) =
K∑
k=1
pikfST (y
∗|Θk)
whereK is the number of mixture components, pik > 0 are the mixture probabilities with
∑K
k=1 pik =
1, Θk denotes the set of parameters of the k-th component and fST (·) denotes the density function
of a n-dimensional realization from the skew-t process as described in Subsection 2.1. The density
function fDPM(·) denotes the density function of a DPM of multivariate skew-t densities (henceforth,
MST-DPM). For a fully nonparametric model, K =∞.
An equivalent representation of (2.4) is the clustering model described below. Let gt ∈ {1, . . . ,K}
denote the cluster label of the replication at time t with Pr(gt = k) = pik, and Y
∗
t |gt = k ∼
fST (·,Θk). Therefore, the STP-DPM model clusters similar replications (e.g. days) and models the
clusters using STPs. The motivation for this clustering is to separate the bulk from the extremes,
and by allowing the clusters to have different Θk’s, we hope to prevent data from the bulk to
influence parameter estimates for the tails. In our Bayesian model, the cluster labels are treated as
unknown parameters and thus we account for uncertainty in cluster allocation.
6 HAZRA, REICH, SHABY AND STAICU
Given the cluster label gt = k, the conditional distribution of Y
∗
t (s) is
Y ∗t (s) = µk(s) + λkσt|zt|+ σtt(s),
t(·) ∼ GP (0,Σk) ,
σ2t
indep∼ IG
(
ak
2
,
akbk
2
)
,
zt
iid∼ N(0, 1),(2.5)
where Σk is the spatial correlation defined by r in (2.2) with parameters ρk, νk and γk. The set
of parameters for time t is Θk = {µk, λk, ak, bk, ρk, νk, γk} with µk = [µk(s1), . . . , µk(sn)]′ for
k = 1, . . . ,K.
The mixture probabilities, pik’s, are sequentially constructed following the stick-breaking repre-
sentation proposed by Sethuraman (1994) so that they sum to one and hence the pik’s “break the
stick” of unit length. The first mixture probability pi1 is modeled as pi1 = V1, where V1 ∼ Beta(1, δ).
Subsequently, the k-th mixture probability is constructed as pik = (1−
∑k−1
i=1 pii)Vk where 1−
∑k−1
i=1 pii
is the probability not considered by the first k−1 components and Vk iid∼ Beta(1, δ). In case of finite
K, we set VK = 1 so that piK = 1−
∑K−1
i=1 pii which ensures that
∑K
k=1 pik = 1. The case of K =∞
corresponds to the Dirichlet process prior (Ferguson, 1973, 1974).
Further, we put hyperpriors on the cluster-specific parameters Θk’s which are the atoms of the
stick-breaking process. For K =∞, the hyperpriors relate to the base measure of the corresponding
Dirichlet process. We assume Θk
iid∼ GΘ and the components of Θk’s are independently distributed.
Choices of the parameters of the hyperpriors are discussed in Section 3.
The STP-DPM model has support Y ∗t (s) ∈ <. Extreme value analysis often deals with bounded
distributions. We therefore include a transformation step to allow a more flexible model for the
bounds of the distribution. Let Yt(s) be the FFWI at the monitoring site located at s and time t.
We assume that the support of Yt(s) to be same as the support of a generalized extreme value (GEV)
distribution with location, scale and shape parameters µy ∈ <, σy > 0 and ξy ∈ < respectively; thus,
the support of Yt(s) is (µy − σy/ξy,∞) if ξy > 0, < if ξy = 0 and (−∞, µy − σy/ξy) if ξy < 0. We
relate the observed and transformed data using monotonically-increasing GEV-log transformation
Y ∗t (s) = ξ−1y log
{
1 + ξyσ
−1
y (Yt(s)− µy)
}
. If ξy = 0, the transformation is Y
∗
t (s) = (Yt(s)−µy)/σy.
The transformed variables Y ∗t (s) are then modeled flexibly using a nonparametric approach; thus,
the marginal distributions of Yt(s) are not GEV. Advantages of power transformations, e.g., Box-
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Cox transformation, have been discussed by Wadsworth et al. (2010) mainly in improving the
convergence rate of Fisher-Tippett-Gnedenko theorem. We emphasize that the GEV parameters
µy, σy and ξy are treated as unknown in our fully Bayesian analysis. More details regarding the
transformation are provided in SM Appendix B.
2.3. Model properties. From the infinite mixture model representation (K = ∞) in (2.4), it is
evident that for any n spatial locations (n < ∞), the class of n-dimensional joint densities is a
superset of the class of priors of Gelfand et al. (2005) which is a special case by setting ak =∞ and
λk = 0 for each k. Thus, MST-DPM prior spans the entire set of joint densities for any set of spatial
locations (Gelfand et al., 2005; Reich and Fuentes, 2015). Under suitable regularity conditions, the
posterior consistency of the DPM with multivariate Gaussian kernels is proven by Wu and Ghosal
(2010). The posterior consistency of the DPM with multivariate skew-t kernels holds from the fact
that the skew-t distribution can be obtained from the normal distribution by marginalizing the
random location and scale and hence, the Kullback-Leibler divergence between the true density
and the estimate based on our model is smaller than its value for the normal distribution follows
from Lemma B.11 of Ghosal and van der Vaart (2017).
Lemma 1. For the model (2.5), given the cluster parameters Θk, the conditional mean and
covariances of Y ∗t (s) (assuming ak > 2 for each k with pik > 0) are
E [Y ∗t (s)] =
K∑
k=1
pik
[
µk(s) + λk
√
akbk
pi
C(ak)
]
Cov [Y ∗t (s1), Y
∗
t (s2)] =
K∑
k=1
pik
[
µk(s1)µk(s2) + λk
√
akbk
pi
C(ak)(µk(s1) + µk(s2))
+
akbk
ak − 2(λ
2
k + rk(‖s1 − s2‖))
]
− E [Y ∗t (s1)] E [Y ∗t (s2)] .
where C(ak) = Γ
(
ak−1
2
)
/Γ
(
ak
2
)
.
Remark 1. The mean and covariance are both dependent on s1 and s2 and cannot be reduced
to a function of s1−s2 and hence the model has both nonstationary mean and covariance structure.
Remark 2. By setting λk = 0, ak =∞ and bk = 0 for each k with K =∞, the model (2.5) is a
spatial Dirichlet process where Y ∗t (·) has discrete support µk(·)’s with E [Y ∗t (s)] =
∑∞
k=1 pikµk(s) =
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µ¯(s) and Cov [Y ∗t (s1), Y ∗t (s2)] =
∑∞
k=1 pik[µk(s1) − µ¯(s)][µk(s2) − µ¯(s2)] given the cluster param-
eters Θk and the mixture probabilities pik. The mean and covariance functions span the mean
and covariance function of any square-integrable stochastic process. The proof is provided in SM
Appendix C.
The extremal dependence between two random variables Y1 and Y2 is often quantified using the
χ-measure (Sibuya, 1960) given by
χ = lim
u→1
Pr
(
Y1 > F
−1
1 (u)|Y2 > F−12 (u)
)
(2.6)
where F1 and F2 are marginal distribution functions of Y1 and Y2 respectively. A value of χ near
1 indicates strong asymptotic dependence while χ = 0 defines asymptotic independence. For a
spatiotemporal process, the extremal dependence between two spatial locations s1 and s2 is defined
by χ(s1, s2) or χ(h) for h = ‖s1 − s2‖, the Euclidean distance between the locations, when the
spatial extremal dependence is isotropic (assuming both the forms to be time-invariant). Similarly,
for a spatial location s, the temporal extremal dependence between two time points t1 and t2, is
defined by χs(t1, t2) and further, assuming the χ-measure being stationary in time and spatially-
invariant, we denote it by χδ where δ denotes the temporal lag.
Conditioning on the cluster parameters Θk and the mixture probabilities pik, the spatial extremal
dependence χ(s1, s2) for the proposed STP-DPM model is given by the following theorem. The proof
is provided in the SM Appendix D.
Theorem 2.1. The extremal dependence measure for the STP-DPM model in Subsection 2.2
is given by
χ(s1, s2) = 2
FT
(
λm
√
2a
′′
1+rm(h)
; a
′′
)
FT (λm
√
a′; a′)
F¯T
(√
a′(1− rm(h))
1 + rm(h) + 2λ2m
; a′
)
(2.7)
with m = arg mink {ak}, h = ‖s1 − s2‖, F¯T (· ; a) = 1 − FT (· ; a) is the survival function for a
Student’s t distribution with a degrees of freedom, a′ = am + 1 and a
′′
= am + 2.
Remark 3. The χ-measure is dependent on s1 and s2 only through h = ‖s1 − s2‖; thus,
even if the model specification is very flexible with nonstationary mean and covariance structures
(Lemma 1), the extremal dependence is isotropic. This characteristic may be appealing in many
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applications because data in the tail are sparse and thus simple models are needed to provide
stability. To allow for nonstationary extremal dependence, we can relax the isotropic covariance
structure and assume a nonstationary covariance structure for the rk. Simpler alternatives like
anisotropic Mate´rn covariance structure which has only two additional parameters (discussed later
in Section 5) can be considered as well.
Remark 4. The χ-measure depends only on the cluster with the smallest degrees of freedom
which is the component with the heaviest tail. Thus, the extreme observations are likely to be
clustered into one component with the heaviest tail and as we allow different parameters for each
cluster, the data appearing from other clusters with lighter tails do not influence the parameters of
the cluster with the thickest tail. Thus, STP-DPM model allows a probabilistic partitioning of the
tail from the bulk and prevents the bulk from influencing on the inference about the extremes.
Remark 5. Similar to the upper-tail extremal dependence in (A.5), the lower-tail case is
χL(s1, s2) = limp→1 P [Y (s1) < F−11 (p)|Y (s2) < F−12 (p)]. For the STP-DPM model, χL(s1, s2)
has a similar form as χ(s1, s2) in (2.7) except λk replaced by −λk. Thus, in both the tails the χ-
measure depends only on the cluster with the smallest degrees of freedom and therefore it may be
that extremely small values influence the estimates of the parameters in the upper tail. To bypass
this issue, we censor the observations in the left tail (below 0.1-th quantile) to remove the effect of
the lower-tail data on the upper-tail extremal dependence parameters.
Some corollaries of Theorem 2.1 for the extremal dependence in case of sub-models, e.g., GP
(ak = ∞, λk = 0,K = 1), TP (ak < ∞, λk = 0,K = 1), STP (ak < ∞, λk 6= 0,K = 1), DPM
of GPs (Gelfand et al. (2005), GP-DPM) and DPM of TPs (TP-DPM) are as follows. Since the
χ-measure is isotropic for all processes, we denote χ(s1, s2) simply by χ(h).
• GP, GP-DPM: χ(h) = 0.
• TP: χ(h) = 2F¯T
(√
a′
√
1−r(h)
1+r(h) ; a
′
)
.
• STP: χ(h) = 2FT
(
λ
√
a′′
√
2
1+r(h) ; a
′′
)
F¯T
(√
a′ 1−r(h)
1+r(h)+2λ2
; a′
)
/FT (λ
√
a′; a′).
• DPM of TPs: χ(h) = 2F¯T
(√
a′
√
1−rm(h)
1+rm(h)
; a′
)
with a′ = am + 1.
In Figure 1 (left), we plot rm(h) versus χ(h) for several parameter choices (for convenience, we drop
the subscript m from am, λm and rm(h)). The extremal dependence decreases with increasing a (for
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Fig 1. The values of χ(h) for STP at different values of r(h) and some specific choices of the parameter values of the
cluster with the smallest degrees of freedom (left panel). The cases with finite a and λ = 0 correspond to symmetric-t
processes while a = ∞ corresponds to Gaussian processes (λ = 0) or skew-normal processes (λ 6= 0). A positive
value of λ indicates higher χ(h) for finite a. In the right panel, simulated lag-m χ-measure values measuring temporal
extremal dependence are provided for varying levels of φ.
a =∞, the extremal dependence remains zero for any λ ∈ <, the case of a skew-normal process). For
any finite a, χ(h) is positive, even if r(h) is zero. The lines corresponding to λ = 0.25 and -0.25 show
that a positive skewness increases χ(h). While we discuss the asymptotic conditional exceedance
probabilities as χ-measure, the sub-asymptotic exceedance probabilities (without considering the
limit) for a skew-t process with different parameter choices are discussed in SM Appendix E.
2.4. Extension to the spatiotemporal Dirichlet process. As we have discussed in Section A.1, the
FFWI demonstrate temporal extremal dependence. The literature on dependent DPM approaches
is dominated by the autoregressive DPM approach (Beal et al., 2002; Fox et al., 2011; Storlie et al.,
2014) which consider a Markov model of the cluster indexes gt’s in (2.5). While this approach adds
temporal autocorrelation, this does not capture extremal temporal dependence as given by the
following theorem. The proof is provided in SM Appendix F.
Theorem 2.2. Consider the STP-DPM model in (2.5). The temporal extremal dependence at
any spatial location is zero if the temporal dependence in the spatiotemporal process {Yt(·); t ≥ 1} is
constructed only through the temporal dependence of the cluster indexes gt, i.e., given gt and gt+δ,
Yt(s) and Yt+δ(s) are independent. The only exception is the case of bk = 0 which leads to exact
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dependence.
Following Morris et al. (2017), we consider an AR(1) structure for the zt and σ
2
t . To ensure the
spatial process is DPM of STPs, the inverse gamma distribution of σ2t with parameters agt and
bgt and the half-normal distribution of zt needs to be preserved and it is done as follows. Suppose
FHN and FIG denote the CDFs of half-normal and inverse gamma distributions respectively. Thus,
for each t, FHN(zt) ∼ Unif(0, 1) and FIG(σ2t ) ∼ Unif(0, 1) and so z∗t = Φ−1[FHN(zt)] ∼ N(0, 1) and
σ2∗t = Φ−1[FIG(σ2t )] ∼ N(0, 1). We specify an AR(1) structure as follows.
z∗1 ∼ N(0, 1); z∗t+1 ∼ N(φzz∗t , 1− φ2z),
σ2∗1 ∼ N(0, 1); σ2∗t+1 ∼ N(φσσ2∗t , 1− φ2σ).(2.8)
This specification ensures the process is stationary across time.
It is challenging to derive an analytical expression for the temporal extremal dependence. Based
on a simulated data, we demonstrate the presence of the dependence. We consider a model with
K = 2 mixture components and mixing probabilities pi1 = pi2 = 0.5. The vector of skew-t parameters
(µ, λ, a, b) for the two components to be (0, 2, 5, 0.5) and (0, 3, 8, 0.5) respectively (µ denotes the
location parameter). We generate lag-m observations for m = 1, 2, 5, 10 from our model setting
φσ = φz = φ, for φ = 0, 0.01, 0.02, . . . , 0.99. The lag-m χ-measure is estimated using the F-
madogram. The right panel of Figure 1 suggests that the extremal dependence increases as φ
increases to 1 and the extremal dependence decreases as m increases.
3. Computation. We use Markov chain Monte Carlo (MCMC) methods for model fitting
and prediction. We consider conjugate priors for the parameters whenever possible which helps
in updating the parameters using Gibbs sampling. For the GEV parameters, we assume µy ∼
N(0, 202), σy ∼ LN(−1, 12) and ξy ∼ N(0, 0.252). For the purpose of computation, we fix the
number of components in the stick-breaking model at K = 10 by setting VK = 1. For the parameters
of the base measure GΘ, we assume
• µk(·) indep∼ GP (X′(·)βk, σ2µΣµ), βk iid∼ N(0, Ip+1), λk iid∼ N(0, 1),
• ak ∼ DU{0.2, 0.4, . . . , 19.8, 20.0}, bk iid∼ Gamma(0.1, 0.1),
• γk iid∼ U(0, 1), νk iid∼ LN(−1.2, 12) truncated above at 20, ρk iid∼ U(0, 15).
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Here Σµ denotes the correlation matrix obtained from r in (2.2) with Mate´rn parameters ρµ, νµ
and γµ. For hyperparameters of the base measure, we consider σ
2
µ ∼ IG(0.01, 0.01), ρµ ∼ U(0, 15),
νµ ∼ LN(−1.2, 12) truncated above at 20 and γµ ∼ U(0, 1). The DP concentration parameter δ ∼
Gamma(0.1, 0.1). We tune the hyperparameters differently to allow better mixing within MCMC
and the choices are discussed in Section 5. More details regarding the prior choices are provided in
SM Appendix G.
The MCMC steps are a combination of Gibbs sampling and Metropolis-Hastings algorithm. The
steps of model fitting and prediction are provided in SM Appendix H.
4. Simulation Studies. In this section, we perform a simulation study to assess the per-
formance of our proposed model in spatial prediction of marginal quantiles and in estimation of
extremal dependence. We compare the performances of GPs, TPs, STPs, GP-DPM and TP-DPM
with the proposed STP-DPM model. STPs are considered to be of the form (2.1) while TPs and
GPs are sub-models of (2.1) by setting λ = 0 for TPs and λ = 0 and a =∞ both for GPs. Consider-
ing max-stable processes (MSPs) as alternatives, the MSP of Reich and Shaby (2012) is compared
with STPs in Figure 3 of Morris et al. (2017) and it appears that when the data are generated from
a MSP, MSPs perform only slightly better than STPs, while in case of data generated from STPs,
MSPs perform quite poorly. Considering these results and the computational burden associated
with MSPs, we do not include MSPs in the simulation study.
4.1. Simulation design. We generate 100 datasets from each of the 6 designs: (1) GP, (2) TP,
(3) STP, (4) GP-DPM, (5) TP-DPM and (6) STP-DPM. In each case, data are generated at
n = 60 sites and nt = 100 time points. The sites are generated uniformly on the unit square
and X(s) = [1, s]′. As our main aim is spatial prediction of time-invariant quantiles, we generate
independent replications of the spatial process. For Design (6), we consider a three-component
mixture of STPs as in (2.3) with the parameters in Table 1. For simulation from Design (5), we
consider same parameters as in Table 1 except that we set the λk’s to zero. Additionally we set ak’s
to infinity in case of Design (4), i.e., the components have fixed variance equal to bk’s. For Design
(3), we consider the parameters of the third component in Table 1 except that we set the Mate´rn
parameters γ = 0.8, ν = 0.5 and ρ = 1. Design (2) has same parameters as in Design (3) except
λ = 0 and additionally a = ∞ for Design (1). For each model, we transform the simulated data
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Y ∗t (s) to Yt(s) using inverse GEV-log transformation with µy = 10, σy = 2 and ξy = 0.2.
Table 1
The parameter choices for the components of the mixture of skew-t processes (Design 6) used in the simulation
study. We consider µk(s) = X
′(s)βk + µ˜k(s).
k pik βk µ˜k(s) λk ak bk γk νk ρk
1 0.25 (0.5, 0, 0)′ −√s1 1 2 0.52 0.9 0.5 1
2 0.25 (−0.5, 0, 0)′ −√s2 -0.5 4 0.42 0.5 0.1 0.1
3 0.5 (1, 0, 0)′ 2
√
s1s2 1 6 1 0.1 2 0.5
We use the priors given in Section 3. We run each MCMC chain for 20,000 iterations, discard first
10,000 iterations as burn-in and out of the post-burn-in samples, we perform thinning by keeping
one in each five samples. Here we are not interested in estimating specific parameters which is
complicated due to label switching throughout the MCMC. Rather, we are interested in quantiles
of the posterior predictive distribution and the extremal dependence. We monitor the convergence
for a set of quantiles and the MCMC converges well for these quantities.
We fit the models to 50 sites and predict the true quantiles for 10 additional test sites. For a
test site sP , suppose the true marginal distribution is given by FP and denote F˜P as the posterior
predictive distribution function at sP . For q ∈ [0, 1], models are judged based on the difference
δ(q) = FP [F˜
−1
P (q)] − q; a model with δ(q) close to zero is preferred for that q (correspondingly
(1−q)−1 return level). A positive (negative) value of δ(q) indicates overestimation (underestimation)
of the true quantile. For each of the 100 datasets generated from six designs, we fit all the models
and plot q versus δ(q) for q = 0.01, . . . , 0.99, averaged across the test sites and the datasets in
Figure 2. While our main interest lies in the inference about the tails, the proposed method can
model the full support very flexibly and hence we consider low-through-high values of q. While δ(q)
indicates the bias in prediction, the root mean squared error (RMSE) of prediction for the 0.95-th
quantile is provided in Table 2.
For evaluating the performance in estimating the extremal dependence, we compare the true χ-
measure versus the estimates based on the six models, GP through STP-DPM. For models GP and
GP-DPM, estimated extremal dependence is always zero. The plots of the estimated χ(h) based
on models TP, STP, TP-DPM and STP-DPM along with the true χ(h) are provided in Figure 6 of
SM Appendix I.
4.2. Results. First, we compare the models based on estimating the CDF (Figure 2 and Table
2). When the data are generated from Design (1), all models perform well (with highest |δ(q)|
14 HAZRA, REICH, SHABY AND STAICU
is approximately 0.0075) while GP and GP-DPM perform better than other models. For Design
(2), GP and GP-DPM perform worse than other models. In case of Design (3), STP and STP-
DPM perform well while all other models lead to poor prediction performances. In all three cases,
the STP-DPM model has only slightly higher MSE than the models with smallest RMSE values.
When the data are generated from the mixture models, the DPM models perform better than
the parametric models both in terms of prediction bias and prediction RMSE. In case of Design
(4), GP-DPM model performs better at the tails while TP-DPM and STP-DPM performs slightly
better for the bulk. For Design (5), TP-DPM and STP-DPM perform better than GP-DPM and for
Design (6), STP-DPM perform the best followed by GP-DPM. Similar ordering is observed for the
prediction RMSE of the 0.98-th and 0.99-th quantiles as well. Overall, STP-DPM performs equally
well or better than other models, both in terms of prediction bias and prediction RMSE as well as
estimation of χ(h) irrespective of the data generating model.
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Fig 2. Comparison of models GP, TP, STP, GP-DPM, TP-DPM and STP-DPM based on the performance in spatial
prediction of true quantiles when the data are generated from Designs 1-6. A model with δ(q) closer to zero is preferred
for that q ∈ [0, 1]. A positive (negative) value of δ(q) indicates overestimation (underestimation) of the true quantile.
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Table 2
Comparison of models GP, TP, STP, GP-DPM, TP-DPM and STP-DPM based on the prediction RMSE of the
0.95-th quantile when the data are generated from the Simulation Designs 1-6. The standard errors are in the
parentheses.
Design GP TP STP GP-DPM TP-DPM STP-DPM
1 0.45 (0.02) 0.52 (0.02) 0.54 (0.03) 0.43 (0.02) 0.50 (0.02) 0.56 (0.03)
2 0.83 (0.05) 0.58 (0.03) 0.67 (0.04) 0.90 (0.05) 0.60 (0.03) 0.74 (0.04)
3 1.75 (0.18) 1.76 (0.09) 1.56 (0.11) 1.61 (0.10) 1.76 (0.09) 1.47 (0.09)
4 1.96 (0.03) 2.94 (0.05) 4.29 (0.12) 0.44 (0.02) 0.49 (0.02) 0.49 (0.02)
5 1.75 (0.04) 3.64 (0.11) 11.66 (0.47) 0.66 (0.03) 0.63 (0.02) 0.63 (0.03)
6 2.61 (0.11) 4.93 (0.24) 20.52 (0.86) 1.40 (0.08) 1.53 (0.08) 1.20 (0.08)
5. Data application. Southern California is susceptible to catastrophic wildfires which are
often caused by Santa Ana winds. Santa Ana winds occur mainly in the counties Ventura, Los
Angeles, Orange, Santa Bernardino, Riverside and San Diego. During the late fall and winter, the
Santa Ana winds originate from the Great Basin and heat up as they cross the mountains, move
towards the coast due to offshore surface pressure gradients and often lead to wildfires (Raphael,
2003). This phenomenon is most common in December (Hughes and Hall, 2010). For example, the
Thomas fire in December, 2017 is associated with the Santa Ana winds and is considered to be the
largest wildfire in the modern history of California (https://inciweb.nwcg.gov/incident/5670).
An understanding of the future risk of wildfires is required for improved disaster management. As
the whole Santa Ana region is a small geographic domain, the fire risk is likely to be high throughout
the region on a particular day of extreme weather. Therefore, models for analyzing fire risk in this
region should be capable of exhibiting extremal spatial dependence.
Fosberg Fire Weather Index (FFWI) is a well-established measure that quantifies the potential
influence of important weather parameters on fire risk (Fosberg, 1978). It is a nonlinear function of
air temperature, wind speed and relative humidity (the functional form of the filter is provided in the
SM Appendix J). The National Oceanic and Atmospheric Administration (NOAA) considers FFWI
larger than 50 to be significant on a national scale. The Storm Prediction Center (SPC) fire weather
verification scheme (http://www.spc.noaa.gov) uses FFWI for fire danger rating ranging between
high to extremes. Disaster management policies often consider moderate-to-extreme quantiles of
weather parameters and hence require modeling of the bulk as well as the tail (Dey and Yan, 2016)
of the FFWI observations using a proper spatiotemporal model.
5.1. Fosberg Fire Weather Index data. Our data consists of hourly FFWI observations from
61 Remotely Allocated Monitoring Stations (RAWS) across the Santa Ana region from December
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31, 2003 through December 31, 2013. More details about RAWS are available at https://www.
wrh.noaa.gov/sto/obsmap.php. Based on the definition of fire-zones of the Santa Ana region by
Rolinski et al. (2016), the whole region is divided into three zones with Zone 1 comprises parts
of Ventura and Los Angeles Counties, Zone 2 covers the parts of Orange, San Bernardino and
Riverside Counties while Zone 3 corresponds to most of the regions within the San Diego County.
While the index is not truncated at 100 in general, e.g., Roads et al. (1991), Sapsis et al. (2016),
some authors consider truncation at 100, considering it as a threshold for the extreme fire situation
(Kambezidis and Kalliampakos, 2016). In this paper, we use the raw index without truncation. As
a first step for data preprocessing, we consider daily maximum of the hourly observations. This
step follows the protocols of National Fire Danger Rating System (NFDRS) where daily maximums
are considered to be the representative of the combined typical active burning period conditions.
Second, we consider only the observations in December as the probability of large katabatic forcing
due to strong temperature gradient, the source of the Santa Ana winds, is highest in December
(Hughes and Hall, 2010). Third, as mentioned by Sapsis et al. (2016), even if colder conditions
support fire growth in some areas of the United States, it is not true in California and so following
Sapsis et al. (2016), we discard the data points where the recorded air temperature is less than
50◦F for model fitting and prediction.
The plot of the observed FFWI values at 61 RAWS corresponding to the day of Shekell Fire
(December 3, 2006) in Ventura county is provided in the left panel of Figure 3. Large values of
FFWI (values of 50 or more) across the stations indicate the potential influence of the weather
variables on fire risk. In the right panel of Figure 3, the time series plot of FFWI (only December)
at a representative station, Big Pines, is provided. The time series appears to be fairly stationary
across the years. Similar stationary pattern is observed for most of the stations.
To motivate the need for a model with spatial and temporal extremal dependence, we compute
empirical estimates of the extremal dependence in space and time. The χ-measure can be estimated
empirically using F-madogram (Cooley et al., 2006) where we estimate the F-madogram νF =
1
2E[|F1(Y1)−F2(Y2)|] based on replications of Y1 and Y2 and the corresponding empirical distribution
functions and the relation χ = 2 − (1 + 2νF )/(1 − 2νF ). For calculating the spatial extremal
dependence, first we decorrelate the time series at each station by fitting a AR(1) model and
treating the residuals as independent replications of the spatial process, we calculate the χ-measure
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Fig 3. The FFWI observations at 61 RAWS on the day of Shekell Fire (December 3, 2006) in the left panel. The
time series plot (only December) of the daily maximum FFWI at Big Pines, California in the right panel.
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Fig 4. The spatial extremal dependence (left panel) and temporal extremal dependence (right panel) considering
different fire zones of Santa Ana region defined by Rolinski et al. (2016) as well as the overall estimates. We assume
the spatial extremal dependence to be isotropic.
for each pair of stations. Further, we obtain smooth h versus χ(h) curve by fitting a nonparametric
regression model with the pairwise χ-measures as responses and the distances between the stations
as predictors. For each station s, we estimate the temporal extremal dependence and further,
averaging over s, we estimate χδ.
The spatial extremal dependence and spatially averaged temporal extremal dependence obtained
as described above are provided in Figure 7 considering the whole Santa Ana region as well as
corresponding to different fire-zones defined by Rolinski et al. (2016). From Figure 7, it appears
that χ(h) varies between 0.3 and 0.7 while χδ varies between 0.1 and 0.4 and χ(h) varies more
than χδ across the zones. Due to the nonzero spatial and temporal extremal dependence, inferences
based on models having no asymptotic dependence like GPs are questionable.
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SM Appendix K contains additional exploratory analysis, including plots that show different
spatial trends for sample quantiles at different quantile levels and a test based on mixture models
that suggests the data are non-Gaussian. These analyses motivate the need for a non-Gaussian
model with separate parameters in the bulk and tail.
5.2. Data-specific adjustments. As observed in Figure 7, the spatial extremal dependence is
likely to be different for different fire zones. Considering the STP-DPM model, the extremal de-
pendence is stationary and the same for all zones (Remark 3). While χ depends on the parameters
ak’s, λk’s and rk’s in (2.7), allowing different ak’s and rk’s for different fire zones would be difficult
to implement in the model though allowing separate λk’s for each fire-zone is simple and the com-
putation allows Gibbs sampling. Thus, allowing three separate λk’s for three fire-zones along with
STP-DPM model in (2.5), we call the model STP-DPM-Z.
The isotropic extremal dependence of the STP-DPM might be questionable considering the
specific direction of wind through the mountain passes, variation of altitude and distance from the
Pacific ocean. Due to the increased computational burden as well as the stability issue mentioned in
Remark 3, we consider anisotropic Mate´rn covariance function similar to Haskard et al. (2007) for
rk’s. Instead of using Euclidean distance between two points in (2.2), following Eriksson and Siska
(2000), we use the distance defined by h =
√
ρ˜2[h1 cos(ψ) + h2 sin(ψ)]2 + [h1 sin(ψ)− h2 cos(ψ)]2 in
(2.2) where (h1, h2) = s1− s2 and ρ˜ and ψ are two additional parameters treated as unknown with
ρ˜ > 0 and 0 ≤ ψ < pi/2. Thus, in (2.5), the covariance matrices Σk are described by ρk, ρ˜k, νk, ψk
and γk for each k. We call this model STP-DPM-A. Furthermore, by accounting for both the zonal
and anisotropic components, we consider the model STP-DPM-A-Z.
5.3. Model comparisons. The model STP-DPM is assumed to have time-dependence as de-
scribed in Subsection 2.4. The AR1 structure is considered for both zt and σ
2
t in case of STP-
DPM and thus the model TP-DPM has time dependence only through σ2t . In contrast, GP-DPM
has no time-dependence as σ2t are non-random in that case. Considering parametric alternatives,
AR1 structure of STP and TP are constructed similar to STP-DPM and TP-DPM models re-
spectively. For GP, we consider the spatial error process to have AR1 correlation structure in
time. In addition to the time-dependent STP-DPM model with its three versions, also the time-
independent STP-DPM models are considered. GP is taken as reference and all the alternatives
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Table 3
Percentage reduction in prediction RMSE at a few high quantiles for the models TP, STP, GP-DPM, TP-DPM,
STP-DPM, STP-DPM-Z, STP-DPM-A and STP-DPM-A-Z considering GP as the base model. For the STP-DPM
model and its three versions, we consider temporally independent models as well.
Model q(0.92) q(0.93) q(0.94) q(0.95) q(0.96) q(0.97) q(0.98)
TP 3.57 3.99 4.75 5.71 6.61 6.55 6.54
STP 5.16 5.83 5.92 7.63 7.94 8.85 8.43
GP-DPM 7.81 8.43 9.12 10.74 10.10 10.53 9.21
TP-DPM 6.93 7.57 9.03 10.44 10.71 11.31 10.45
Time-indep. cases
STP-DPM 1.69 2.62 4.00 4.80 5.41 6.59 6.90
STP-DPM-Z 2.95 3.12 3.89 5.01 5.64 7.29 8.23
STP-DPM-A 3.15 3.76 4.93 6.01 6.46 7.73 7.62
STP-DPM-A-Z 3.30 4.29 5.55 6.18 6.84 7.33 7.81
AR1 cases
STP-DPM 6.84 7.54 8.57 9.38 10.29 10.88 11.26
STP-DPM-Z 4.29 4.67 5.56 6.84 7.83 8.32 9.41
STP-DPM-A 7.36 7.52 8.28 9.65 10.55 11.15 10.67
STP-DPM-A-Z 9.43 10.22 11.48 12.03 12.51 13.25 11.80
are assessed in terms of relative performance in high level quantile estimation using a leave-one-
site-out cross-validation. The spatially-invariant parameters are estimated only once based on the
full data for each model. For a model M , the prediction RMSE for a quantile q is calculated as
RMSEM =
√
n−1
∑n
i=1[F˜
−1
i (q)− F−1i (q)]2 where F˜i and Fi denote the CDF of the the posterior
predictive distribution and the empirical CDF at site i respectively. The RMSE skill score for model
M is defined as
∆M =
RMSEGP − RMSEM
RMSEGP
× 100%;(5.1)
where a model with higher value of ∆M is preferred.
5.4. Results. The results are reported in Table 3. All entries are greater than one and generally
increase with the quantile level (q), indicating that all models outperform GP especially in the
tails. Among the parametric models, STP has higher values compared to TP. When we ignore
the temporal dependence, ∆M for the STP-DPM models are always smaller than a parametric
STP model with temporal dependence indicating the importance to consider temporal extremal
dependence structure. The STP-DPM with temporal extremal dependence yields smaller ∆M value
than TP-DPM except for the 0.98-th quantile but adding both the zone-specific skewness terms and
anisotropic covariance structure increases ∆M for all the quantiles with the highest improvement
is 13.25% in case of the 0.97-th quantile.
A r-year return level is calculated as [1 − 1/(31 ∗ r)]-th quantile of the posterior predictive dis-
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tribution considering December only. We compare the spatial prediction capabilities of the four
time-dependent STP-DPM models along with two parametric alternatives GP and STP in Figure
5 based on the 1-year return levels. For all the models, FFWI values are higher in Zone 1 compared
to the other zones. For GP, the estimated return levels are smaller compared to all other mod-
els throughout the region. For all the models, FFWI values are high near Santa Clarita which is
expected as the heat waves move towards these regions through Soledad pass. For the STP-DPM-
A-Z model, the values are highest between Santa Monica and Santa Clarita and also the values
are higher than the estimates based on other models. While other models provide smoother esti-
mates, the estimates based on STP-DPM-A-Z model is less spatially smooth which is more realistic
considering the geography of the Santa Ana region.
6. Discussions and Conclusions. In this paper, we propose a very flexible semiparametric
Bayesian model for spatiotemporal data that can model the bulk as well as the tail. The model
automatically clusters the temporal replications (possibly dependent across time) and sets the ex-
treme observations into one component with the thickest tail. Allowing separate parameters for the
mixture components, we hope to prevent the data from the bulk to influence the parameters of
the component of extremes. Considering infinite components, the model spans all possible densities
over the spatial domain of interest and the model has nonstationary mean and covariance structure
similar to Gelfand et al. (2005). Allowing isotropic covariance functions for the error process within
each component, the extremal dependence measure χ is also isotropic. As the data is sparse for the
component of extremes, a isotropic covariance function is justified from the theoretical and compu-
tational perspective. Using a simulation study, we demonstrate the performance of our method in
predicting quantiles at the test sites. In case of daily measurements, ignoring temporal dependence
can affect the model performance and hence we consider temporal extremal dependence.
The proposed model can be further generalized. As a shortcoming of our model, the spatial
extremal dependence is nonzero throughout the entire spatial domain of interest. Thus, in case of
a large spatial domain like the entire United States, a random partitioning the spatial domain is
required as considered by Morris et al. (2017). Instead of considering specific random mean and
scale structure of the Gaussian process to obtain a skew-t process, Huser et al. (2017) consider a
more general class of scale mixtures that allows both asymptotic dependence and independence. The
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Fig 5. Spatial maps of the 1-year return levels of FFWI based on time-dependent GP, STP, STP-DPM, STP-DPM-Z,
STP-DPM-A and STP-DPM-A-Z models. All the figures have same scale.
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temporal extremal dependence structure we consider does not allow Gibbs sampling for a number
of model parameters and hence any existence of stationary gamma and half-normal processes that
allow Gibbs sampling can lead to computational advantages.
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APPENDIX A: MARGINAL AND JOINT DISTRIBUTIONS OF A SKEW-T PROCESS
The densities of univariate and multivariate skew-t distributions are provided in the following.
Univariate skew-t distribution We call Y to follow a univariate skew-t distribution with parameters
(µ, λ, a, b) if Y |z, σ2 ∼ N(µ + λ|z|, σ2) with z|σ2 ∼ N(0, σ2) and σ2 ∼ IG(a/2, ab/2). The density
function of Y is given by
fY (y) = 2
1√
b(1 + λ2)
fT
(
y − µ√
b(1 + λ2)
; a
)
FT
λ y − µ√
b(1 + λ2)
√√√√ a+ 1
a+ (y−µ)
2
b(1+λ2)
; a+ 1

where fT (·; a) and FT (·; a) are density and cumulative distribution functions (CDF) of univariate
Student’s t distribution (location = 0 and scale = 1) with a degrees of freedom.
Multivariate skew-t distribution
We call Y to follow a n-variate skew-t distribution with parameters (µ,Σ, λ, a, b) if Y |z, σ2 ∼
Nn(µ + λ|z|1n, σ2Σ) with z|σ2 ∼ N(0, σ2) and σ2 ∼ IG(a/2, ab/2). The density function of Y is
given by
fY (y) =
2
[b(1 + λ21′nΣ−11n)]
n
2
fTn (z; ΣY , a)FT
(
λ1′nΣ
−1z
√
a+ n
a+ z′Σ−1Y z
; a+ n
)
where z = W (y − µ) with W = diag
(
1√
b(1+λ21′nΣ−11n)
, . . . , 1√
b(1+λ21′nΣ−11n)
)
, fTn(·; ΣY , a) is the
density function of n-variate Student’s t distribution with location 0n, shape matrix ΣY and a de-
grees of freedom and FT (·; a) is the CDF of univariate Student’s t distribution (location = 0 and scale
= 1) with a degrees of freedom. The matrix ΣY is given by ΣY = (1+λ
21′nΣ−11n)−1
(
Σ + λ21n1
′
n
)
.
APPENDIX B: GEV-LOG TRANSFORMATION
In extreme value analysis, an observation Y obtained from some block maximum is assumed to
be distributed as a generalized extreme value (GEV) distribution with CDF given by P (Y < y) =
exp[−t(y)] where
t(y) =

[
1 +
ξy
σy
(y − µy)
]− 1
ξy
if ξy 6= 0
exp [−(y − µy)/σy] if ξy = 0.
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Fig 6. Univariate skew-t density function for different choices of the parameters. We fix the location parameter (here
X(s)′β + µ(s)) to zero and scale to b = 1.
The location, scale and shape parameters are µy ∈ <, σy > 0 and ξy ∈ < respectively. These
three parameters jointly determine the support of Y ; (µy − σy/ξy,∞) if ξy > 0, < if ξy = 0 and
(−∞, µy − σy/ξy) if ξy < 0. We denote Y ∼ GEV(µy, σy, ξy).
The flexible Bayesian nonparametrics (BNP) tools are easier to implement if the support of Y
is assumed to be the whole real line. Thus, we consider the transformation so that we can easily
implement the BNP tools along with the observations have a more generalized support. By GEV
transformation, we consider Y˜ =
{
1 + ξyσ
−1
y (Y − µy)
}ξ−1y so that Y˜ ∼ GEV (1, 1, 1). The support
of Y˜ is (0,∞). Further we consider a log transformation to obtain Y ∗ = log[Y˜ ] so that Y ∗ has
support over the whole real line. Finally we apply the BNP tools over Y ∗. Additional to flexible
support, the transformation can add skewness for simple models like Gaussian processes. Though the
transformation does not lead to spatial extremal dependence for Y (·) when Y ∗(·) is asymptotically
independent. Hence, the skew-t process is required in spite of a transformed Gaussian process
being skewed and the marginal distributions having thicker tail. As an illustration, we consider
three transformations with a standard normal distribution in Figure 7.
Here we consider Y ∗ ∼ N(0, 1) and transform Y ∗ to obtain Y . We fix the location and scale
parameters by µy = 0 and σy = 1. When ξy = 0, the density of Y and Y
∗ coincide. When ξy = 0.4,
the density of Y is bounded below and have thicker right tail compared to Y ∗. When ξy = −0.4,
the density of Y is bounded above and have thicker left tail compared to Y ∗.
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Fig 7. Density of the transformed standard normal distribution by varying ξy. Here µy = 0 and σy = 1.
APPENDIX C: PROOF OF REMARK 2
We want to show that the proposed STP-DPM model covers the class of square-integrable pro-
cesses with continuous mean and covariance functions defined on the domain D. By setting λk = 0,
ak = ∞ and bk = 0 for each k (thus, Y ∗t (·) has discrete support µk(·)’s), the proposed STP-DPM
model has E [Y ∗t (s)] =
∑K
k=1 pikµk(s) and Cov [Y
∗
t (s), Y
∗
t (s
′)] =
∑K
k=1 pik[µk(s) − µ¯(s)][µk(s′) −
µ¯(s′)] given the cluster parameters Θk and the mixture probabilities pik. Specifically, consider a
generic process Y ∗(s) with continuous mean function µ0(s) and continuous covariance function
C0(s, s
′). We will show that there exists K and model components µk(·), pik such that:
∑K
k=1 pikµk(s) = µ0(s)∑K
k=1 pik {µk(s)− µ0(s)} {µk(s′)− µ0(s′)} = C0(s, s′),
(A.1)
for all s, s′ ∈ D.
From Mercer’s theorem the spectral decomposition of C0 is C0(s, s
′) =
∑
`≥1 λ`ψ`(s)ψ`(s
′),
where λ1 ≥ λ2 . . . ≥ 0 and {ψ`(s)}`≥1 forms an orthogonal basis in L2[D]. Let L > 1 be sufficiently
large such that λL > 0 and λL+1 = 0 so that C0(s, s
′) =
∑L
`=1 λ`ψ`(s)ψ`(s
′). The proof still holds
when L = ∞ and λk 6= 0 for any k ≥ 1. In this case, we would have operations with infinite
dimensional vectors and matrices.
Now select K = L+1 and consider pi1, . . . piL+1 such that
∑L+1
k=1 pik = 1; without loss of generality
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assume that piL+1 6= 0. It is sufficient to prove that there exists µ∗1(s), . . . µ∗L(s) such that
L∑
k=1
pikµ
∗
k(s)µ
∗
k(s
′) + pi−1L+1
L∑
k=1
L∑
k′
pikpik′µ
∗
k(s)µ
∗
k′(s
′) =
L∑
`=1
λ`ψ`(s)ψ`(s
′);(A.2)
simple algebra shows that the above system of equations is satisfied by choosing µk(s) = µ0(s) +
µ∗k(s) for k = 1, . . . , L and µL+1(s) = µ0(s)− pi−1L+1
∑L
k=1 pikµ
∗
k(s).
Consider now the left hand side of the equality (A.2) and rewrite it as∑L
k=1
∑L
k′ µ
∗
k(s)µ
∗
k′(s
′)Mkk′ , where Mkk′ is the (k, k′) element of the L× L matrix M defined by
M =

pi1 0 . . . 0
0 pi2 . . . 0
. . . . . . . . . . . .
0 0 . . . piL

+
1
piL+1

pi21 pi1pi2 . . . pi1piL
pi1pi2 pi
2
2 . . . pi2piL
. . . . . . . . . . . .
piLpi1 piLpi2 . . . pi
2
L

.(A.3)
This matrix is symmetric and is clearly positive definite as aTMa =
∑L
`=1 pi`a
2
`+
∑L
`=1(a
Tpi)2/piL+1 >
0 for any a = (a1, . . . , aL)
′ 6= 0, where pi = (pi1, . . . , piL)′; thus it is also non-singular. It follows that
(A.2) can be re-expressed as
∑L
k=1
∑L
k′ µ
∗
k(s)µ
∗
k′(s
′)Mkk′ =
∑L
`=1 λ`ψ`(s)ψ`(s
′), which has a simple
solution. Specifically, denote by M−1/2 the inverse square root of the matrix M , and by [M−1/2]`k
the (`, k) element of M−1/2. Then a solution of (A.2) is
µ∗k(s) =
L∑
`=1
[M−1/2]`kλ
1/2
` ψ`(s).(A.4)
APPENDIX D: DERIVATION OF SPATIAL EXTREMAL DEPENDENCE
Here we provide the proof of the Theorem 3.1.
Proof. We drop the time series structure (also the subscript t) and calculate the spatial extremal
dependence. Before considering the mixture as well as the skewed structure, we derive the χ-measure
for a spatial t-process.
Suppose Rk(·) is a spatial t-process constructed by random scaling of a Gaussian process with
zero mean and isotropic Mate´rn correlation function with ρk > 0, νk > 0 and γk ∈ [0, 1] are
the range, smoothness and the ratio of partial sill to total variation respectively. For two spatial
locations s and s+ h, the distribution of the bivariate observation is given by Rk(s+ h)
Rk(s)
∣∣∣∣σ2 ∼ N
 0
0
 , σ2
 1 rk(‖h‖)
rk(‖h‖) 1

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where rk(‖h‖) denotes the Mate´rn correlation. The random scale term σ2 ∼ IG
(
ak
2 ,
akbk
2
)
. Thus,
the conditional distribution of Rk(s+ h) given Rk(s) = y
∗ and σ2 is
Rk(s+ h)|Rk(s) = y∗, σ2 ∼ N
(
rk(‖h‖)y∗, σ2(1− rk(‖h‖)2)
)
After marginalizing the random scale, we have
piRk(s+h)(y
∗∗|Rk(s) = y∗) =
∫ ∞
0
piRk(s+h)(y
∗∗|σ2, Rk(s) = y∗)pi(σ2|Rk(s) = y∗)dσ2
By Bayes’ theorem, we have
pi(σ2|Rk(s) = y∗) ∝ pi(σ2)pi(Rk(s) = y∗|σ2)
∝ (σ2)−ak/2−1 exp
(
−akbk/2
σ2
)
× (σ2)−1/2 exp
(
− y
∗2
2σ2
)
i.e., conditioning on Rk(s) = y
∗, σ2 ∼ IG
(
ak+1
2 ,
akbk+y
∗2
2
)
.
Thus, by marginalizing through the posterior distribution of σ2, we have
piRk(s+h)(y
∗∗|Rk(s) = y∗) =
∫ ∞
0
piRk(s+h)(y
∗∗|σ2, Rk(s) = y∗)pi(σ2|Rk(s) = y∗)dσ2
=
1√
pi(akbk + y∗2)
Γ(ak+22 )
Γ(ak+12 )
(
1 +
(y∗∗ − rk(‖h‖)y∗)2
(1− rk(‖h‖)2)(akbk + y∗2)
)−ak+2
2
Thus, conditional on Rk(s) = y
∗,√
(ak + 1)
akbk + y∗2
[
Rk(s+ h)− rk(‖h‖)y∗√
1− rk(‖h‖)2
]
∼ FT (· ; ak + 1).
Hence,
P (Rk(s+ h) ≤ y∗|Rk(s) = y∗)
= P (
√
(ak + 1)
akbk + y∗2
[
Rk(s+ h)− rk(‖h‖)y∗√
1− rk(‖h‖)2
]
≤
√
(ak + 1)
akbk + y∗2
y∗
√
1− rk(‖h‖)
1 + rk(‖h‖)
∣∣∣∣Rk(s) = y∗)
= FT
(√
(ak + 1)
√
1− rk(‖h‖)
1 + rk(‖h‖)
y∗√
akbk + y∗2
; ak + 1
)
Thus, the extremal dependence between Rk(s) and Rk(s+ h) is
χRk (s, s+ h) = limy∗→∞Pr (Rk(s+ h) > y|Rk(s) > y)
= 2− 2 lim
y∗→∞Pr(Rk(s+ h) ≤ y
∗|Rk(s) = y∗) [follows from L’Hospital’s rule]
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= 2− 2 lim
y∗→∞FT
(√
(ak + 1)
√
1− rk(‖h‖)
1 + rk(‖h‖)
y∗√
akbk + y∗2
; ak + 1
)
= 2− 2FT
(√
(ak + 1)
√
1− rk(‖h‖)
1 + rk(‖h‖) ; ak + 1
)
.
Further, we consider a spatial skew-t process R˜k(·). Additional to the process Rk(·), here we
consider non-zero skewness term with R˜k(·) = Rk(·) +λk|z| where z ∼ N(0, σ2) with same random
σ2 term.
Following Bortot (2010), the limit of the joint exceedance probability of the observations for two
spatial locations s and s+ h is
lim
y∗→∞P (R˜k(s+ h) > y
∗, R˜k(s) > y∗)
= lim
y∗→∞
∫ ∞
y∗
∫ ∞
y∗
2
bk(1 + 2λ
2
k/(1 + rk(‖h‖)))
fT2
(
R˜∗; ΣR˜, ak
)
× FT
(
λk1
′
2Σ
−1R˜∗
√
ak + 2
ak + R˜∗
′Σ−1
R˜
R˜∗
; ak + 2
)
dR˜k(s+ h)dR˜k(s)
∼ lim
y∗→∞FT
λky∗ 2/(1 + rk(‖h‖))√
bk(1 + 2λ
2
k/(1 + rk(‖h‖)))
√√√√ ak + 2
ak +
2/(1+rk(‖h‖))
bk(1+2λ
2
k/(1+rk(‖h‖)))
y∗2
; ak + 2

× lim
y∗→∞
∫ ∞
y∗
∫ ∞
y∗
2
bk(1 + 2λ
2
k/(1 + rk(‖h‖)))
fT2
(
R˜∗; ΣR˜, ak
)
dR˜k(s+ h)dR˜k(s)
= FT
(
λk
√
ak + 2
√
2/(1 + rk(‖h‖)); ak + 2
)
× lim
y∗→∞
∫ ∞
y∗
∫ ∞
y∗
2
piakbk(1 + 2λ
2
k/(1 + rk(‖h‖)))|ΣR˜|1/2
Γ(ak+22 )
Γ(ak2 )
×
(
1 +
1
akbk
R˜′Σ−1
R˜
R˜
1 + 2λ2k/(1 + rk(‖h‖))
)−ak+2
2
dR˜k(s+ h)dR˜k(s)
where R˜ =
(
R˜k(s+ h), R˜k(s)
)′
and R˜∗ = R˜/
√
bk(1 + 2λ
2
k/(1 + rk(‖h‖))). The matrix ΣR˜ is given
by ΣR˜ = (1+2λ
2
k/(1+ rk(‖h‖)))−1
(
Σ + λ2k121
′
2
)
. Here Σ denotes the 2×2-dimensional correlation
matrix with the off-diagonal element given by rk(‖h‖).
For the spatial location s, the limiting univariate exceedance probability is
lim
y∗→∞P (R˜k(s) > y
∗)
= lim
y∗→∞
∫ ∞
y∗
2√
bk(1 + λ
2
k)
fT
 R˜k(s)√
bk(1 + λ
2
k)
; ak

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×FT
λk R˜k(s)√
bk(1 + λ
2
k)
√√√√ ak + 1
ak +
R˜k(s)2
bk(1+λ
2
k)
; ak + 1
 dR˜k(s)
∼ lim
y∗→∞FT
λk y∗√
bk(1 + λ
2
k)
√√√√ ak + 1
ak +
y∗2
bk(1+λ
2
k)
; ak + 1

× lim
y∗→∞
∫ ∞
y∗
2
1√
bk(1 + λ
2
k)
fT
 R˜k(s)√
bk(1 + λ
2
k)
; ak
 dR˜k(s)
= FT
(
λk
√
ak + 1; ak + 1
)× lim
y∗→∞
1− FT
 y∗√
bk(1 + λ
2
k)
; ak
 .
We define R˜∗k(s) =
√
bk(1 + λ
2
k)˜(s) and R˜
∗
k(s+ h) =
√
bk(1 + λ
2
k)˜(s+ h) with ˜(s+ h)
˜(s)
∣∣∣∣σ2 ∼ N

 0
0
 , σ2
 1 rk(‖h‖)+λ2k1+λ2k
rk(‖h‖)+λ2k
1+λ2k
1


Let us denote the correlation matrix by Σ˜ and the vector (R˜∗k(s+ h), R˜
∗
k(s))
′ by R˜∗.
lim
y∗→∞P (R˜
∗
k(s+ h) > y
∗, R˜∗k(s) > y
∗)
= lim
y∗→∞
∫ ∞
y∗
∫ ∞
y∗
Γ(ak+22 )
Γ(ak2 )
1
piakbk(1 + λ
2
k)|Σ˜|1/2
(
1 +
1
akbk
R˜∗′Σ˜−1R˜∗
1 + λ2k
)−ak+2
2
dR˜∗k(s+ h)dR˜
∗
k(s)
= lim
y∗→∞
∫ ∞
y∗
∫ ∞
y∗
2
piakbk(1 + 2λ
2
k/(1 + rk(‖h‖)))|ΣR˜|1/2
Γ(ak+22 )
Γ(ak2 )
×
(
1 +
1
akbk
R˜′Σ−1
R˜
R˜
1 + 2λ2k/(1 + rk(‖h‖))
)−ak+2
2
dR˜k(s+ h)dR˜k(s)
follows from the facts that
(1 + λ2k)Σ˜ = (1 + 2λ
2
k/(1 + rk(‖h‖)))ΣR˜;
(1 + λ2k)|Σ˜|1/2 =
√
1 + 2λ2k/(1 + rk(‖h‖))|Σ|1/2 = (1 + 2λ2k/(1 + rk(‖h‖)))|ΣR˜|1/2.
Thus, we can write
lim
y∗→∞P (R˜k(s+ h) > y
∗, R˜k(s) > y∗)
= 2FT
(
λk
√
ak + 2
√
2/(1 + rk(‖h‖)); ak + 2
)
× lim
y∗→∞P (R˜
∗
k(s+ h) > y
∗, R˜∗k(s) > y
∗)
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and
lim
y∗→∞P (R˜k(s) > y
∗) = 2FT
(
λk
√
ak + 1; ak + 1
)× lim
y∗→∞P (R˜
∗
k(s) > y
∗).
Thus, the extremal dependence between R˜k(s) and R˜k(s+ h), χR˜k (s, s+ h), is
lim
y∗→∞P (R˜k(s+ h) > y
∗|R˜k(s) > y∗)
= lim
y∗→∞
P (R˜k(s+ h) > y
∗, R˜k(s) > y∗)
P (R˜k(s) > y∗)
=
2FT
(
λk
√
ak + 2
√
2/(1 + rk(‖h‖)); ak + 2
)
2FT
(
λk
√
ak + 1; ak + 1
) × lim
y∗→∞
P (R˜∗k(s+ h) > y
∗, R˜∗k(s) > y
∗)
P (R˜∗k(s) > y∗)
=
FT
(
λk
√
ak + 2
√
2/(1 + rk(‖h‖)); ak + 2
)
FT
(
λk
√
ak + 1; ak + 1
) × [2− 2FT (
√
1− rk(‖h‖)
1 + rk(‖h‖) + 2λ2k
; ak + 1
)]
.
Instead of a zero-mean Gaussian process assumption on Rk(·) conditioned on random scale,
considering a spatially-varying mean surface µk(·), suppose we have Rµk(·) = Rk(·) + µk(·) and
R˜µk(·) = R˜k(·) + µk(·). Considering two spatial locations s and s+ h, the marginal distributions
are not same for R˜µk(s) and R˜
µ
k(s + h) and suppose the CDFs are FR˜µk (s)
(·) and FR˜µk (s+h)(·)
respectively. Because of the location-shift, for any u ∈ (0, 1), F−1
R˜µk (s)
(u) = µk(s) + F
−1
R˜k
(u) and
F−1
R˜µk (s)
(u) = µk(s + h) + F
−1
R˜k
(u) where FR˜k(·) is the marginal CDF at any spatial location for
R˜k(·). Thus, considering the definition of χ-measure in terms of quantile functions as in Sibuya
(1960), the extremal dependence between R˜µk(s) and R˜
µ
k(s+ h) is
χR˜µk
(s, s+ h) = lim
u→1
Pr
(
R˜µk(s+ h) > F
−1
R˜µk (s+h)
(u)|R˜µk(s) > F−1R˜µk (s)(u)
)
= lim
u→1
Pr
(
R˜µk(s+ h) > µk(s+ h) + F
−1
R˜k
(u)|R˜µk(s) > µk(s) + F−1R˜k (u)
)
= lim
u→1
Pr
(
R˜µk(s+ h)− µk(s+ h) > F−1R˜k (u)|R˜
µ
k(s)− µk(s) > F−1R˜k (u)
)
= lim
u→1
Pr
(
R˜k(s+ h) > F
−1
R˜k
(u)|R˜k(s) > F−1R˜k (u)
)
= lim
y∗→∞Pr
(
R˜k(s+ h) > y
∗|R˜k(s) > y∗
)
= χR˜k (s, s+ h) .
Finally, we consider a spatial process Y ∗(·) that follows a mixture of skew-t processes R˜µk(·); k =
1, . . . ,K where K can be infinite. As described in the main article, suppose the latent variable
denoting the cluster index is g with the mixture probabilities are P (g = k) = pik. Considering two
spatial locations s and s+h, the marginal distributions (conditioned on the mixture probabilities
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and cluster-specific parameters) are not same for Y ∗(s) and Y ∗(s + h) and suppose the CDFs
are FY ∗(s)(·) and FY ∗(s+h)(·) respectively. Here FY ∗(s)(·) =
∑K
k=1 pikFR˜µk (s)
(·) and FY ∗(s+h)(·) =∑K
k=1 pikFR˜µk (s+h)
(·).
The χ-measure is
χ∗ (s, s+ h) = lim
u→1
Pr(Y ∗(s+ h) > F−1Y ∗(s+h)(u)|Y ∗(s) > F−1Y ∗(s)(u))
= lim
u→1
K∑
k=1
[
Pr(Y ∗(s+ h) > F−1Y ∗(s+h)(u)|Y ∗(s) > F−1Y ∗(s)(u), g = k)
× Pr(g = k|Y ∗(s) > F−1Y ∗(s)(u))
]
MCT
=
K∑
k=1
lim
u→1
[
Pr(Y ∗(s+ h) > F−1Y ∗(s+h)(u)|Y ∗(s) > F−1Y ∗(s)(u), g = k)
]
× lim
u→1
[
Pr(g = k|Y ∗(s) > F−1Y ∗(s)(u))
]
The second term
lim
u→1
Pr(g = k|Y ∗(s) > F−1Y ∗(s)(u))
= lim
y∗→∞Pr(g = k|Y
∗(s) > y∗)
= lim
y∗→∞
pikPr(R˜
µ
k(s) > y
∗)∑K
l=1 pilPr(R˜
µ
l (s) > y
∗)
= lim
y∗→∞
pikPr(R˜k(s) > y
∗ − µk(s))∑K
l=1 pilPr(R˜l(s) > y
∗ − µl(s))
= lim
y∗→∞
pikPr
(
y∗
y∗−µk(s)R˜k(s) > y
∗
)
∑K
l=1 pilPr
(
y∗
y∗−µl(s)R˜l(s) > y
∗
)
= lim
y∗→∞
pikPr
(
R˜k(s) > y
∗
)
∑K
l=1 pilPr
(
R˜l(s) > y∗
) [follows from Slutsky’s theorem]
= lim
y∗→∞
pikfR˜k(s)(y
∗)∑K
l=1 pilfR˜l(s)(y
∗)
[follows from L’Hospital’s rule]
= lim
y∗→∞
pik
2√
bk(1+λ
2
k)
fT
(
y∗√
bk(1+λ
2
k)
; ak
)
FT
(
λk
y∗√
bk(1+λ
2
k)
√
ak+1
ak+
y∗2
bk(1+λ
2
k
)
; ak + 1
)
∑K
l=1 pil
2√
bl(1+λ
2
l )
fT
(
y∗√
bl(1+λ
2
l )
; al
)
FT
(
λl
y∗√
bl(1+λ
2
l )
√
al+1
al+
y∗2
bl(1+λ
2
l
)
; al + 1
)
= lim
y∗→∞
pikFT
(
λk
√
ak + 1; ak + 1
)
1√
piakbk(1+λ
2
k)
Γ
(
ak+1
2
)
Γ(ak2 )
(
1 + y
∗2
akbk(1+λ
2
k)
)−ak+1
2
∑K
l=1 pilFT
(
λl
√
al + 1; al + 1
)
1√
pialbl(1+λ
2
l )
Γ
(
al+1
2
)
Γ(al2 )
(
1 + y
∗2
albl(1+λ
2
l )
)−al+1
2
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=

1 if k = arg min {al}
0 otherwise.
Considering u > 1− pik, where k = arg min {al}, suppose the u-th quantile of FY ∗(s) is y∗u.
Pr(Y ∗(s) > y∗u)
= pikPr(R˜
µ
k(s) > y
∗
u) +
∑
l 6=k
pilPr(R˜
µ
l (s) > y
∗
u)
= pikPr(R˜
µ
k(s) > y
∗
u)×
(
1 +
∑
l 6=k pilPr(R˜
µ
l (s) > y
∗
u)
pikPr(R˜
µ
k(s) > y
∗
u)
)
∼ pikPr(R˜µk(s) > y∗u) [follows from the derivation of the second term]
Thus, the u-th quantile of FY ∗(s) and
(
1− 1−upik
)
-th quantile of R˜µk(s) are equal in the limiting
sense. Hence, F−1Y ∗(s)(u) ∼ F−1R˜µk (s)
(
1− 1−upik
)
and F−1Y ∗(s+h)(u) ∼ F−1R˜µk (s+h)
(
1− 1−upik
)
.
The first term
lim
u→1
Pr
(
Y ∗(s+ h) > F−1Y ∗(s+h)(u)|Y ∗(s) > F−1Y ∗(s)(u), g = k
)
= lim
u→1
Pr
(
R˜µk(s+ h) > F
−1
Y ∗(s+h)(u)|R˜µk(s) > F−1Y ∗(s)(u)
)
= lim
u→1
Pr
(
R˜µk(s+ h) > F
−1
R˜µk (s)
(
1− 1− u
pik
) ∣∣∣∣R˜µk(s) > F−1R˜µk (s)
(
1− 1− u
pik
))
= lim
y∗→∞P
(
R˜k(s+ h) > y
∗|R˜k(s+ h) > y∗
)
=
FT
(
λk
√
ak + 2
√
2/(1 + rk(‖h‖)); ak + 2
)
FT
(
λk
√
ak + 1; ak + 1
) × [2− 2FT (
√
1− rk(‖h‖)
1 + rk(‖h‖) + 2λ2k
; ak + 1
)]
Suppose the observed process Y (·) is obtained from Y ∗(·) using inverse GEV-log transforma-
tion, i.e., Y (·) = µy + σyξy [exp(ξyY ∗(·))− 1]. Suppose the CDFs at s and s+ h are Fs and Fs+h
respectively. The extremal dependence between s and s+ h is
χ (s, s+ h) = lim
u→1
Pr
(
Y (s+ h) > F−1s+h(u)|Y(s) > F−1s (u)
)
= lim
u→1
Pr
(
µy +
σy
ξy
[exp(ξyY
∗(s+ h))− 1] > F−1s+h(u)
∣∣∣∣
µy +
σy
ξy
[exp(ξyY
∗(s))− 1] > F−1s (u)
)
= lim
u→1
Pr
(
Y ∗(s+ h) > F−1Y ∗(s+h)(u)
∣∣∣∣Y ∗(s) > F−1Y ∗(s)(u))
= lim
y∗→∞
Pr(Y ∗(s+ h) > y∗, Y ∗(s) > y∗)
Pr(Y ∗(s) > y∗)
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= χ∗ (s, s+ h)
Thus,
χ(s, s+ h) =
FT
(
λk
√
ak + 2
√
2
1+rk(‖h‖) ; ak + 2
)
FT (λk
√
ak + 1; ak + 1)
×
[
2− 2FT
(√
1− ρk(h)
1 + rk(‖h‖) + 2λ2k
; ak + 1
)]
if k = arg min {al}.
APPENDIX E: SUB-ASYMPTOTIC CONDITIONAL EXCEEDANCE PROBABILITIES
While the extremal dependence is defined as the limiting behavior of the conditional exceedeance
probability,
χ = lim
p→1
Pr
(
Y1 > F
−1
1 (p)|Y2 > F−12 (p)
)
,
without considering the limit, let the conditional exceedance probability be χ(p) = Pr(Y1 >
F−11 (p)|Y2 > F−12 (p)). The probability χ(p) for the bivariate skew-t distribution as in model (3.1)
of the main paper is plotted in Figure 8 for different choices of the parameters a, λ and r (here r
corresponds to the r(·) in the spatial setting in (3.2) of the main paper). For a = ∞ and λ = 0,
the bivariate skew-t model reduces to the bivariate normal model and as p → 1, the probability
goes to zero indicating that a GP is questionable for spatial prediction of extremes. Setting a =∞
and λ = 1 gives the skew-normal model and again the limiting probability is zero indicating that
a skew-normal process has no spatial extremal dependence. For the third and fourth panels with
a = 5, the limiting probabilities are non-zero with stronger extremal dependence for the skew-t
case with λ = 1 compared to the symmetric-t case with λ = 0.
APPENDIX F: TEMPORAL DEPENDENCE
Here we provide the proof of the Theorem 3.2.
Proof. We drop the spatial structure (also the notation s) and calculate the temporal extremal
coefficient at a fixed spatial location. For two time points t and t + h, suppose the observations
are Yt and Yt+h. After the GEV-log transformation, let the observations be Y
∗
t and Y
∗
t+h. Because
of the stationary time series construction, the marginal distributions of the observations at two
time points t and t + h are same and let the common CDF be F . Given the cluster index gt = k,
MODELING MULTIVARIATE SPATIAL EXTREMES 37
0.0 0.2 0.4 0.6 0.8 1.0
0
.0
0
.2
0
.4
0
.6
0
.8
1
.0
a = ∞, λ = 0
p
χ
0.0 0.2 0.4 0.6 0.8 1.0
0
.0
0
.2
0
.4
0
.6
0
.8
1
.0
a = ∞, λ = 1
p
χ
0.0 0.2 0.4 0.6 0.8 1.0
0
.0
0
.2
0
.4
0
.6
0
.8
1
.0
a = 5, λ = 0
p
χ
0.0 0.2 0.4 0.6 0.8 1.0
0
.0
0
.2
0
.4
0
.6
0
.8
1
.0
a = 5, λ = 1
p
χ
Fig 8. Conditional exceedance probabilities χ(p) = Pr
[
Y1 > F
−1
1 (p)|Y2 > F−12 (p)
]
for bivariate skew-t distributions
with different choices of the parameters a, λ and r. The probabilities are independent of the location and scale pa-
rameters. The terms FY1 and FY2 are CDFs of the marginals of Y1 and Y2. From bottom to top, the correlation term
r = 0, 0.2, 0.5, 0.9, 0.95 and 1.
consider the notation Rt = Y
∗
t − µk = λk|zt| + σtt where t iid∼ N(0, 1), zt|σ2t indep∼ N(0, σ2t ) and
σ2t
indep∼ IG(agt/2, agtbgt/2). Thus, Rt ∼ ST(0, λk, ak, bk). The extremal dependence between Yt and
Yt+h is
χt(h) = lim
u→1
Pr
(
Yt+h > F
−1(u)|Yt > F−1(u)
)
= lim
y→∞Pr (Yt+h > y|Yt > y)
= lim
y∗→∞Pr
(
Y ∗t+h > y
∗|Y ∗t > y∗
)
= lim
y∗→∞
Pr(Y ∗t+h > y
∗, Y ∗t > y∗)
Pr(Y ∗t > y∗)
= lim
y∗→∞
∑K
k=1
∑K
l=1 Pr(Y
∗
t+h > y
∗, Y ∗t > y∗, gt+h = l, gt = k)∑K
k=1 Pr(Y
∗
t > y
∗, gt = k)
= lim
y→∞
∑K
k=1
∑K
l=1 Pr(Y
∗
t+h > y
∗, Y ∗t > y∗|gt+h = l, gt = k)Pr(gt+h = l, gt = k)∑K
k=1 Pr(Y
∗
t > y
∗|gt = k)Pr(gt = k)
= lim
y→∞
∑K
k=1
∑K
l=1 Pr(Y
∗
t+h > y
∗|gt+h = l)Pr(Y ∗t > y∗|gt = k)Pr(gt+h = l, gt = k)∑K
k=1 Pr(Y
∗
t > y
∗|gt = k)Pr(gt = k)
= lim
y→∞
∑K
k=1
∑K
l=1 Pr(Rt+h > y
∗ − µl|gt+h = l)Pr(Rt > y∗ − µk|gt = k)Pr(gt+h = l, gt = k)∑K
k=1 Pr(Rt > y
∗ − µk|gt = k)Pr(gt = k)
= lim
y→∞
∑K
k=1
∑K
l=1 Pr
(
y∗
y∗−µlRt+h > y
∗|gt+h = l
)
Pr
(
y∗
y∗−µkRt > y
∗|gt = k
)
Pr(gt+h = l, gt = k)∑K
k=1 Pr
(
y∗
y∗−µkRk > y
∗|gt = k
)
P (gt = k)
= lim
y→∞
∑K
k=1
∑K
l=1 Pr (Rt+h > y
∗|gt+h = l)Pr (Rt > y∗|gt = k)Pr(gt+h = l, gt = k)∑K
k=1 Pr (Rt > y
∗|gt = k)Pr(gt = k)
.
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Suppose i = arg min {al : l ∈ N}. Then
lim
y∗→∞
Pr (Rt+h > y
∗|gt+h = l)
Pr (Rt+h > y∗|gt+h = i)
= lim
y∗→∞
fRt+h(y
∗|gt+h = l)
fRt+h(y
∗|gt+h = i) [follows from L’Hospital’s rule]
= lim
y∗→∞
2√
bl(1+λ
2
l )
fT
(
y∗√
bl(1+λ
2
l )
; al
)
FT
(
λl
y∗√
bl(1+λ
2
l )
√
al+1
al+
y∗2
bl(1+λ
2
l
)
; al + 1
)
2√
bi(1+λ2i )
fT
(
y∗√
bi(1+λ2i )
; ai
)
FT
(
λi
y∗√
bi(1+λ2i )
√
ai+1
ai+
y∗2
bi(1+λ
2
i
)
; ai + 1
)
= lim
y∗→∞
FT
(
λl
√
al + 1; al + 1
)
1√
pialbl(1+λ
2
l )
Γ
(
al+1
2
)
Γ(al2 )
(
1 + y
∗2
albl(1+λ
2
l )
)−al+1
2
FT
(
λi
√
ai + 1; ai + 1
)
1√
piaibi(1+λ2i )
Γ
(
ai+1
2
)
Γ(ai2 )
(
1 + y
∗2
aibi(1+λ2i )
)−ai+1
2
= 0.
Thus, in the limit, Pr (Rt > y
∗|gt = i) > Pr (Rt > y∗|gt = l) for all l 6= i.
Hence,
χt(h) ≤ lim
y∗→∞
∑K
k=1
∑K
l=1 Pr (Rt+h > y
∗|gt+h = i)Pr (Rt > y∗|gt = k)Pr(gt+1 = l, gt = k)∑K
k=1 Pr (Rt > y
∗|gt = k)P (gt = k)
= lim
y∗→∞Pr (Rt+h > y
∗|gt+h = i)× lim
y∗→∞
∑∞
k=1 Pr (Rt > y|gt = k)
∑∞
l=1 Pr(gt+h = l, gt = k)∑∞
k=1 Pr (Rt > y| gt = k)Pr(gt = k)
= lim
y∗→∞Pr (Rt+h > y
∗|gt+h = i)× lim
y∗→∞
∑∞
k=1 Pr (Rt > y
∗|gt = k)P (gt = k)∑∞
k=1 P (Rt > y
∗|gt = k)P (gt = k)
= lim
y∗→∞Pr (Rt+h > y ∗ |gt+h = i)
= 0 [as Rt+h is a random variable with Pr(Rt+h <∞|gt+h = i) = 1].
Also, by definition, χt(h) ≥ 0. Hence, χt(h) = 0 for any t, h ≥ 1. In case bk = 0, we obtain the
trivial case of exact dependence.
APPENDIX G: DETAILS ABOUT PRIORS
The prior choices are discussed in Section 4 of the main paper. For νk and νµ, we truncate the
priors at 20 as beyond these value, the Mate´rn covariance structure is well approximated by a
squared-exponential covariance (smoothness parameter is infinite). The location and scale choices
ensure the prior to be distributed around 0.5, the case of exponential covariance structure. A value
of ak larger than 20 leads to thin tails approximately equivalent with ak =∞.
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For the prior choice of ak’s, min {ak} = 0.2 almost surely. Out of infinitely many clusters, only a
finite number of them appear within a finite dataset. Based on the Dirichlet process construction,
all the clusters that do not appear will also have non-zero probability and the minimum of ak’s
among those clusters will still be 0.2 almost surely. Thus, we discard the clusters that do not appear
in the data while calculating χ(h).
For the anisotropic Mate´rn parameters, we assume ρ˜k
iid∼ Gamma(0.1, 0.1) and ψk iid∼ U(0, pi/2).
To allow better mixing, we consider ak ∼ DU{0.1, 0.2, . . . , 19.9, 20.0} for the time independent STP-
DPM models. For the time dependent models, the step of sampling ak over the fine grid has high
computing time and hence perform Metropolis-Hastings steps with the prior ak ∼ U(0.05, 20). The
length of the MCMC chains and the thinning in the data application are similar to the simulation
studies. The computing time for the temporally dependent STP-DPM-A-Z model is approximately
3 hours on a desktop with Intel Core i7-4790 3.60GHz processor and 32GB RAM.
APPENDIX H: MCMC DETAILS
Posterior inference about the model parameters have been drawn using Markov chain Monte
Carlo procedure implemented in R (http://www.r-project.org). In case it is possible to consider
a conjugate prior, we select it. For some parameters, existences of conjugate prior distributions
are unknown. We use random walk Metropolis-Hastings steps to update such parameters. We tune
the candidate distributions in Metropolis-Hastings steps during the burn-in period so that the
acceptance rate remains in between 0.3 and 0.5.
For the purpose of computation, we fix an upper limit of the number of components in the stick-
breaking model, say, K. We rewrite the spatially-varying atoms µk(·) = µ˜k(·)+X′(·)βk with µ˜k(·) iid∼
GP (0, σ2µΣρµ,νµ,γµ). Let the matrix of zone-specific indicators be A with dimension n × 3 with its
(i, j)-th element aij = 1 if i-th station lies within Zone j and 0 otherwise. The set of parameters and
hyper-parameters in the model are Θ =
{
µy, σ
∗
y = log(σy), ξy, {βk}Kk=1, {µ˜k}Kk=1, {λk}Kk=1, {σ2t }Tt=1,
{zt}Tt=1, {gt}Tt=1, {ak}Kk=1, {bk}Kk=1,
{ρk, ρ˜k, νk, ψk, γk}Kk=1, σ2µ, {ρµ, ρ˜µ, νµ, ψµ, γµ}, {pik}Kk=1, φz, φσ, δ
}
. The MCMC steps for updating
the parameters in Θ are as follows. Corresponding to a parameter (or a set of parameters), by rest,
we mean the data, all the parameters and hyperparameters in Θ except that parameter (or that
set of parameters).
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µy, σ
∗
y , ξy|rest
The parameters µy, σ
∗
y and ξy are updated together using Metropolis-Hastings algorithm. First, we
generate candidates using random walk Gaussian candidate distributions,
µ(c)y ∼ N(µ(m)y , s2µy);σ∗(c)y ∼ N(σ∗(m)y , s2σ∗y ); ξ(c)y ∼ N(ξ(m)y , s2ξy)
where µ
(m)
y , σ
∗(m)
y and ξ
(m)
y are the samples at m-th MCMC iteration and sµy , sσ∗y and sξy are the
standard deviations of the candidate normal distributions.
Here, the acceptance ratio is
R =
∏K
k=1
∏
t:gt=k
Nn
(
Y
∗(c)
t ,Xβk + µ˜k +Aλk|zt|, σ2tΣk
)
∏K
k=1
∏
t:gt=k
Nn
(
Y
∗(m)
t ,Xβk + µ˜k +Aλk|zt|, σ2tΣk
)
×
∏T
t=1
∏n
i=1
(
σ
(m)
y + ξ
(m)
y (Yt(si)− µ(m)y )
)
∏T
t=1
∏n
i=1
(
σ
(c)
y + ξ
(c)
y (Yt(si)− µ(c)y )
) × fµy(µ(c)y )
fµy(µ
(m)
y )
× fσ
∗
y
(σ
∗(c)
y )
fσ∗y (σ
∗(m)
y )
× fξy(ξ
(c)
y )
fξy(ξ
(m)
y )
where Nn denotes the n-variate normal density and f· denotes the prior densities of the respective
parameters. All the candidates are accepted with probability min{R, 1}.
gt|rest
In case the temporal dependence is ignored, the posterior distribution of gt is as follows.
Pr(gt = k|rest) ∝ pik ×Nn
(
Y∗t ;Xβk + µ˜k +Aλk|zt|, σ2tΣk
)× IG(σ2t ; ak/2, akbk/2)
For models ignoring random scaling (GP-DPM), the third term is removed from the expression.
The density of zt depends only on σ
2
t and hence does not vary through gt.
In case of temporal dependence, the posterior density of gt depends on {gt}Tt=1 through both
gt−1 and gt+1. Given σ2t , σ2t−1, gt−1, σ2t+1, gt+1, {ak}Kk=1 and {bk}Kk=1, we consider the copula
transformations as in the main article,
σ2∗t−1 = Φ
−1[IG(σ2t−1; agt−1/2, agt−1bgt−1/2)],
σ
2∗(k)
t = Φ
−1[IG(σ2t−1; ak/2, akbk/2)]; k = 1, . . . ,K,
σ2∗t+1 = Φ
−1[IG(σ2t+1; agt+1/2, agt+1bgt+1/2)].
After multiplication by Jacobian terms of the copula transformation, the posterior density of gt is
Pr(gt = k|rest) ∝ pik ×Nn
(
Y∗t ;Xβk + µ˜k +Aλk|zt|, σ2tΣk
)× IG(σ2t ; ak/2, akbk/2)
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×N(σ2∗(k)t ;φσσ2∗t−1, 1− φ2σ)×N(σ2∗t+1;φσσ2∗(k)t , 1− φ2σ)/N(σ2∗(k)t ; 0, 12).
For t = 1, the fourth and sixth terms are removed from the expression while for t = T , the fifth
term is removed from the expression.
βk|rest
For the prior βk
iid∼ Np(0,Σβ), the posterior density of βk is βk|rest ∼ Np(µ∗β,Σ∗β) where
Σ∗β =
 ∑
t:gt=k
1
σ2t
X′Σ−1k X+ Σ−1β
−1 ;µ∗β = Σ∗β
X′Σ−1k ∑
t:gt=k
1
σ2t
(Y∗t − µ˜k −Aλk|zt|)
 .
λk|rest
For the prior λk
iid∼ N3(0,Σλ), the posterior density of λk is λk|rest ∼ N3(µ∗λ,Σ∗λ) where
Σ∗λ =
 ∑
t:gt=k
z2t
σ2t
A′Σ−1k A+ Σ−1λ
−1 ;µ∗λ = Σ∗λ
A′Σ−1k ∑
t:gt=k
|zt|
σ2t
(Y∗t −Xβk − µ˜k)
 .
µ˜k|rest
We define Y˜t = Y
∗
t −Xβk −Aλk|zt| for {t : gt = k}. Based on the base measure of the spatially-
varying atoms, µ˜k
iid∼ Nn(0n,Σµ) and the posterior density of µ˜k is
µk|rest ∼ Nn
Σ−1k
 ∑
t:gt=k
1
σ2t
+ Σ−1µ
−1 Σ−1k ∑
t:gt=k
1
σ2t
Y˜t
 ,
Σ−1k
 ∑
t:gt=k
1
σ2t
+ Σ−1µ
−1 .
σ2t |rest
If σ2t are independent over days, then the conditional posterior distribution of σ
2
t is conjugate.
Given gt = k, ak and bk, σ
2
t ∼ IG(ak/2, akbk/2). We define Rt = Y∗t −Xβk − µ˜k −Aλk|zt|. The
posterior density of σ2t is given by
σ2t |rest ∼ IG
(
ak + n+ 1
2
,
akbk +R
′
tΣ
−1
k Rt + z
2
t
2
)
In case σ2t are dependent, the conditional posterior distribution of σ
2
t has no closed form ex-
pression. Here we update σ2t using a Metropolis-Hastings algorithm. For the m-th MCMC step,
if σ
2(m)
t denotes the sample from σ
2
t , given gt = k, using the copula transformation, we obtain
σ
2∗(m)
t = Φ
−1(IG(σ2(m)t ; ak/2, akbk/2)). We generate a candidate for σ2t using
σ
2∗(c)
t ∼ N(σ2∗(m)t , s2σ); σ2(c)t = IG−1
(
Φ
(
σ
2∗(c)
t
)
; ak/2, akbk/2
)
,
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where sσ is the standard deviations of the candidate normal distribution.
Considering the Jacobian transformations regarding the candidate distribution, after a few steps
of algebra, the acceptance ratio is
R =
Nn
(
Y∗t ;Xβk + µ˜k +Aλk|zt|, σ2(c)t Σk
)
Nn
(
Y∗t ;Xβk + µ˜k +Aλk|zt|, σ2(m)t Σk
) × HN(|zt|;σ2(c)t )
HN(|zt|;σ2(m)t )
× N(σ
2∗(c)
t ;φσσ
2∗
t−1, 1− φ2σ)
N(σ
2∗(m)
t ;φσσ
2∗
t−1, 1− φ2σ)
× N(σ
2∗
t+1;φσσ
2∗(c)
t , 1− φ2σ)
N(σ2∗t+1;φσσ
2∗(m)
t , 1− φ2σ)
.
For t = 1 and t = T , the third and fourth ratios in the expression are dropped respectively.
|zt||rest
As zt is not identifiable, we treat |zt| as a parameter and update within the MCMC steps. If |zt| are
independent over days, then the conditional posterior distribution of |zt| is conjugate. Here |zt| ∼
HN(σ2t ) where HN denotes the half-normal density. Given gt = k, we define R
∗
t = Y
∗
t −Xβk− µ˜k.
Thus, the posterior density of |zt| conditioned on rest is given by
f(|zt||rest) ∝ exp
[
−1
2
1
σ2t
(R∗t −Aλk|zt|)′Σ−1k (R∗t −Aλk|zt|)−
1
2
|zt|2
σ2t
]
I(|zt| > 0)
i.e.,
|zt||rest ∼ N(0,∞)
(
(1 + λ′kA
′Σ−1k Aλk)
−1λ′kA
′Σ−1k R
∗
t , σ
2
t (1 + λ
′
kA
′Σ−1k Aλk)
−1) .
In case |zt| are dependent across days, then the conditional posterior distribution of |zt| has no
closed form expression and we update |zt| using a Metropolis-Hastings algorithm. For the m-th
MCMC step, if |zt|(m) denotes the sample from |zt|, using the copula transformation, we obtain
z
∗(m)
t = Φ
−1(HN(|zt|(m);σ2t )). We generate a candidate for |zt| using
z
∗(c)
t ∼ N
(
z
∗(m)
t , s
2
z
)
; |zt|(c) = HN−1
(
Φ
(
z
∗(c)
t
)
;σ2t
)
,
where sz is the standard deviations of the candidate normal distribution.
Considering the Jacobian transformations regarding the candidate distribution, after a few steps
of algebra, the acceptance ratio is
R =
Nn
(
Y∗t ;Xβk + µ˜k +Aλk|zt|(c), σ2tΣk
)
Nn
(
Y∗t ;Xβk + µ˜k +Aλk|zt|(m), σ2tΣk
)
× N(z
∗(c)
t ;φzz
∗
t−1, 1− φ2z)
N(z
∗(m)
t ;φzz
∗
t−1, 1− φ2z)
× N(z
∗
t+1;φzz
∗(c)
t , 1− φ2z)
N(z∗t+1;φzz
∗(m)
t , 1− φ2z)
.
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For t = 1 and t = T , the second and third ratios in the expression are dropped respectively.
ak|rest
We consider discrete uniform prior for ak, i.e., ak
iid∼ DU(0.1, 0.2, . . . , 19.9, 20.0). In case σ2t are
independent over days, then the conditional posterior distribution of ak is given by
Pr(ak = a
∗|rest) ∝
∏
t:gt=k
IG(σ2t , a
∗/2, a∗βk/2).
and we draw random sample from the discrete support {0.1, 0.2, . . . , 19.9, 20.0} with probabilities
proportional to Pr(ak = a
∗|rest). In case σ2t are dependent over days, then the conditional posterior
distribution of ak is given by the product of the terms involving ak in the expression of the joint
density of σ2t ; t = 1, . . . , T ,
f(σ21, . . . , σ
2
T ) =
T∏
t=1
IG(σ2t ; agt/2, agtbgt/2)×
T∏
t=2
N
(
σ2∗t ;φσσ2∗t−1, 1− φ2σ
)
N
(
σ2∗t ; 0, 12
) .
This Sampling step is slow and hence, we also consider updating ak using Metropolis-Hastings
algorithm for the very flexible models. We consider ak
iid∼ U(0.05, 20.00). Suppose a(m)k denotes
the MCMC sample from ak at the m-th iteration. Considering a logit transformation, we obtain
a
(m)∗
k ∈ < and generate a sample a(c)∗k ∼ N
(
a
(m)∗
k , s
2
ak
)
. Subsequently, using an inverse-logit
transformation, we obtain a
(c)
k from a
(c)∗
k . Let fak(σ
2
1, . . . , σ
2
T ) be the terms in f(σ
2
1, . . . , σ
2
T ) that
involves ak. Here the acceptance ratio is
R =
f
a
(c)
k
(σ21, . . . , σ
2
T )
f
a
(m)
k
(σ21, . . . , σ
2
T )
×
(
a
(c)
k − 0.05
)(
20.00− a(c)k
)
(
a
(m)
k − 0.05
)(
20.00− a(m)k
) .
bk|rest
We assume bk
iid∼ G(a∗, b∗). Here G denotes gamma density function. In case σ2t are independent
over days, the conditional posterior distribution of bk is conjugate and given by
bk|rest ∝ G
a∗ + ak 1
2
T∑
t=1
I{gt=k}, b
∗ + ak
1
2
∑
t:gt=k
1
σ2t

In case σ2t are dependent over days, then the conditional posterior distribution of bk is given by
the product of the terms involving bk in the expression of the joint density of σ
2
t ; t = 1, . . . , T
multiplied with the prior density of bk. The density has no closed form expression and hence we
update bk using Metropolis-Hastings algorithm. Suppose b
(m)
k denotes the MCMC sample from
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bk at the m-th iteration. Considering a log transformation, we obtain b
(m)∗
k ∈ < and generate
a sample b
(c)∗
k ∼ N
(
b
(m)∗
k , s
2
bk
)
. Subsequently, by exponentiating, we obtain b
(c)
k from b
(c)∗
k . Let
fbk(σ
2
1, . . . , σ
2
T ) be the terms in f(σ
2
1, . . . , σ
2
T ) that involves bk. Here the acceptance ratio is
R =
f
b
(c)
k
(σ21, . . . , σ
2
T )
f
b
(m)
k
(σ21, . . . , σ
2
T )
× b
(c)
k
b
(m)
k
.
φσ|rest
We consider U(0, 1) prior for the parameter φσ. Thus, the conditional posterior density is propor-
tional to the joint density of σ2∗t ; t = 1, . . . , T . The Metropolis-Hastings step is similar to the update
of ak.
φz|rest
We consider U(0, 1) prior for the parameter φz. The conditional posterior density is proportional
to the joint density of |zt|∗; t = 1, . . . , T . The Metropolis-Hastings step is similar to the update of
φσ.
pi = [pi1, . . . , piK ]|rest
Using the stick-breaking representation, there is a one-to-one correspondence between pi and V =
[v1, . . . , vK ] as pik = vkΠ
k−1
l=1 (1− vl). We set vK = 1 and update v1, . . . , vK−1. Here v1, . . . , vK−1
IID∼
Beta(1, δ). The posterior density of vk conditioned on rest is given by
vk|rest ∼ Beta
(
1 +
T∑
t=1
I{gt=k}, δ +
T∑
t=1
I{gt>k}
)
.
δ|rest
We consider the prior for δ to be δ ∼ G(aδ, bδ). Thus, the posterior density of vk conditioned on
rest is given by
δ|rest ∼ G
(
aδ +K, bδ −
K−1∑
k=1
log(1− vk)
)
.
ρk, ρ˜k, νk, ψk, γk|rest
The parameters are updated using Metropolis-Hastings algorithm. Here we update the four param-
eters ρk, ρ˜k, νk, ψk together (due to strong negative correlation of the joint posterior density) and
separately we update γk. For ρk and ψk, we draw candidate samples within MCMC similar to ak.
For ρ˜k, we draw sample similar to bk. We update νk in the log scale similar to σy. At the m-th
MCMC step, suppose Σ
(m)
k denotes the covariance matrix based on
(
ρ
(m)
k , ρ˜
(m)
k , ν
(m)
k , ψ
(m)
k , γ
(m)
k
)
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and Σ
(c)
k denotes the covariance matrix based on
(
ρ
(c)
k , ρ˜
(c)
k , ν
(c)
k , ψ
(c)
k , γ
(m)
k
)
. The acceptance ratio
is
R =
∏
t:gt=k
Nn
(
Y∗t ;Xβk + µ˜k +Aλk|zt|, σ2tΣ(m)k
)
∏
t:gt=k
Nn
(
Y∗t ;Xβk + µ˜k +Aλk|zt|, σ2tΣ(c)k
) × f(ρ˜(c)k )
f(ρ˜
(m)
k )
× f(ν
(c)
k )
f(ν
(m)
k )
×
c
(
ρ
(m)
k |ρ(c)k
)
c
(
ρ
(c)
k |ρ(m)k
) × c
(
ρ˜
(m)
k |ρ˜(c)k
)
c
(
ρ˜
(c)
k |ρ˜(m)k
) × c
(
ψ
(m)
k |ψ(c)k
)
c
(
ψ
(c)
k |ψ(m)k
) .
The candidates are accepted with probability min{R, 1}. While updating the parameter γk, the
candidates are generated similar to ak.
σ2µ|rest
We assume the prior to be σ2µ ∼ IG(aµ, bµ). The posterior of σ2µ given rest is
σ2µ|rest ∼ IG
(
aµ +
nK
2
, bµ +
1
2
K∑
k=1
µ′kΣ
−1
µ µk
)
ρµ, ρ˜µ, νµ, ψµ, γµ|rest
The parameters are updated in blocks similar to {ρk, ρ˜k, νk, ψk, γk}. At the m-th MCMC step,
suppose Σ
(m)
µ denotes the covariance matrix based on
(
ρ
(m)
µ , ρ˜
(m)
µ , ν
(m)
µ , ψ
(m)
µ , γ
(m)
µ
)
and Σ
(c)
µ denotes
the covariance matrix based on
(
ρ
(c)
µ , ρ˜
(c)
µ , ν
(c)
µ , ψ
(c)
µ , γ
(m)
µ
)
. The acceptance ratio is
∏K
k=1Nn
(
µ˜k;0n, σ
2
µΣ
(c)
µ
)
∏K
k=1Nn
(
µ˜k;0n, σ2µΣ
(m)
µ
) × f(ρ˜(c)k )
f(ρ˜
(m)
k )
× f(ν
(c)
µ )
f(ν
(m)
µ )
×
c
(
ρ
(m)
µ |ρ(c)µ
)
c
(
ρ
(c)
µ |ρ(m)µ
) × c
(
ρ˜
(m)
µ |ρ˜(c)µ
)
c
(
ρ˜
(c)
µ |ρ˜(m)µ
) × c
(
ψ
(m)
µ |ψ(c)µ
)
c
(
ψ
(c)
µ |ψ(m)µ
) .
While updating the parameter γµ, the candidates are generated similar to ak.
A.1. Prediction. Our main objective is to generate spatial maps of FFWI at high quantiles
over a fine grid across the spatial domain of interest, say, SP = {sP,1, . . . , sP,m} where the spatial
process is unobserved. Similar to Gelfand et al. (2005), we are not interested in predicting Yt(s) at
a t ∈ {1, . . . , nt} for some s ∈ SP but we want a new replication of the spatial process and hence we
use the subscript “0”. Even if the observations are temporally dependent, we are interested in the
marginal spatial process that is stationary across time. Let, Y
(P )
0 = [Y0(s0,1), . . . , Y0(s0,m)]
′ denotes
the prediction at SP and X(P ) denotes the design matrix formed based on X(sP,1), . . . ,X(sP,m).
After transformation, Y
∗(P )
0 = [Y
∗
0 (sP,1), . . . , Y
∗
0 (sP,m)]
′.
Corresponding to that general time “0”, suppose the vector of observations at the actual mon-
itoring sites is Y0 = [Y0(s1), . . . , Y0(sn)]
′ and the cluster index is g0. After transformation, Y∗0 =
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[Y ∗0 (s1), . . . , Y ∗0 (sn)]′. The conditional distribution of g0 given pik’s is given by P (g0 = k) = pik.
Given g0 = k and Θk, Y
∗
0 ∼ STn(µk, bk(Σk + λ2k1n1′n), λkΣ−1k 1n, ak) with Σk is obtained from
rk in (3.2) of the main paper with Mate´rn parameters {ρk, νk, γk}. Thus, once g0 is sampled
within MCMC, a sample from Y∗0 is drawn following (3.5) of the main paper by generating
σ20 ∼ IG(ag0/2, ag0bg0/2) and z0 ∼ N(0, 1). If g0 = k, we have µk available within MCMC
and we generate a sample from µ
(P )
k = [µk(sP,1), . . . , µk(sP,m)]
′ using Bayesian kriging from the
base measure µk(·) ∼ GP (X′(·)βk, σ2µΣµ). Finally, let, Y˜0 = [Y′0,Y(P )
′
0 ]
′, Y˜∗0 = [Y∗
′
0 ,Y
∗(P )′
0 ]
′ and
µ˜k = [µ
′
k,µ
(P )′
k ]
′. Given σ20 and z0, Y˜∗0 ∼ Nn+m(µ˜k + λkσ0|z0|1n+m, σ20Σ˜ρk,νk,γk) where Σ˜ρk,νk,γk is
(n+m)× (n+m)-dimensional matrix of Mate´rn correlation between locations in S ∪SP . A sample
from Y
∗(P )
0 is subsequently generated from its conditional distribution given Y
∗
0. Finally, a MCMC
sample from Y
(P )
0 is obtained from Y
∗(P )
0 by transforming it back to its original scale with the
inverse GEV-log transformation.
APPENDIX I: ESTIMATES OF SPATIAL EXTREMAL DEPENDENCE
The performances in estimation of χ(h) are compared based on Figure 9. The estimates are
obtained from the posterior samples based on Theorem 3.1. When the data are generated from
Design 1, all the models TP, STP, TP-DPM and STP-DPM perform equally in estimating extremal
dependence and χ(h) sharply drops as h increases. For Design 2, again the four models estimate
χ(h) quite accurately. In case of Design 3, models STP and STP-DPM estimate better than models
TP and TP-DPM indicating the necessity of the skewness component in the model. For Design 4,
the nonparametric models TP-DPM and STP-DPM perform well while the parametric models TP
and STP lead to inaccurate estimates. In case of Design 5, again we notice similar pattern that the
nonparametric models estimate with higher accuracy while parametric models highly overestimate
χ(h). For Design 6, among the nonparametric models, STP-DPM estimates χ(h) more accurately.
Overall, the model STP-DPM again performs equal to or better than other models in estimating
extremal dependence irrespective of the data generating model.
APPENDIX J: FOSBERG FIRE WEATHER INDEX
Proposed by Fosberg (1978), Fosberg Fire Weather Index (FFWI) is a nonlinear filter of three
important weather parameters-air temperature, wind speed and relative humidity. The functional
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Fig 9. Comparison of models GP, TP, STP, GP-DPM, TP-DPM and STP-DPM based on the performance in
estimation of the true extremal dependence when the data are generated from Designs 1-6. For models GP and GP-
DPM, estimated extremal dependence is zero and hence not presented.
form is given by the following equation
FFWI = η
√
1 + U2/0.3002,
where U is the wind speed in miles per hour (mph). The moisture damping coefficient, η, is given
by
η = 1− 2(m/30) + 1.5(m/30)2 − 0.5(m/30)3.
The equilibrium moisture content (m) is given as a function of temperature in degrees Fahrenheit
(T ) and relative humidity in percent (h):
m =

0.03229 + 0.281073h− 0.000578hT for h < 10%
2.22749 + 0.160107h− 0.01478T for 10% < h ≤ 50%
21.0606 + 0.005565h2 − 0.00035hT − 0.483199h for h > 50%.
A value of U = 30 mph and m = 0 returns FFWI equal to 100 which is considered to be extreme
weather condition for wildfire, and a larger value of U leads to even higher value of FFWI. Hence,
we do not consider any truncation at 100 following Sapsis et al. (2016).
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APPENDIX K: EXPLORATORY ANALYSIS
The plots of the medians and the 0.99-th quantiles at each RAWS are provided in Figure 10. As
a representative station, the histogram at Lake Palmdale is provided in the left panel of Figure 11.
For each station separately, we fit a univariate Gaussian mixture model and identify the number of
mixture components based on Bayesian Information Criterion (BIC) using the R package mclust
(Fraley and Raftery, 2006). The results are shown in the right panel of Figure 11.
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Fig 10. Station-wise medians (left panel) and 0.99-th data quantiles (right panel) for December.
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Fig 11. Histogram of FFWI observations in December at Lake Palmdale (left panel) and the number of components
selected using Bayesian Information Criterion by fitting Gaussian mixture model at each station separately (right
panel).
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