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The things that we’ve learnt are no longer enough.
No language, just sound,
that’s all we need know, to synchronise
Love to the beat of the show.
“Transmission”. Joy Division. 1979.
1
I´ndice
1 Introduccio´n 4
1.1 Presentacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Presentacio´n y objetivos del proyecto . . . . . . . . . . . . . . . . 5
2 Sistemas Embedded, una aproximacio´n teo´rica 10
2.1 Introduccio´n a los sistemas embedded . . . . . . . . . . . . . . . . 10
2.2 Arquitectura Hardware ba´sica del sistema Embedded utilizado . . 14
2.3 Arquitectura Software ba´sica del sistema Embedded utilizado . . . 18
2.3.1 Preparacio´n del entorno general de programacio´n: . . . . . 19
2.3.2 Desarrollo de las aplicaciones: Sistema remoto de ficheros . 20
2.3.3 Sistema Operativo: UClinux: . . . . . . . . . . . . . . . . 22
3 Streaming audio 25
3.1 Principales sistemas streaming de mp3 . . . . . . . . . . . . . . . 25
3.2 Pequen˜a introduccio´n teo´rica al mp3 . . . . . . . . . . . . . . . . 29
3.3 Primera aproximacio´n a la compilacio´n MP3 . . . . . . . . . . . . 32
4 El sistema implementado: Desarrollo sobre la placa UNC20 36
4.1 Introduccio´n y esquema general del sistema propuesto . . . . . . . 36
4.2 Conectividad v´ıa socket . . . . . . . . . . . . . . . . . . . . . . . 40
4.3 Buffering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3.1 Acceso simple . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.2 Ring Buffering + threads . . . . . . . . . . . . . . . . . . . 45
4.3.3 Ring buffer con threads y sema´foros: . . . . . . . . . . . . 47
4.3.4 Ring buffer con threads e interrupciones: . . . . . . . . . . 49
4.4 Comunicacio´n exterior . . . . . . . . . . . . . . . . . . . . . . . . 53
4.4.1 Configuracio´n y funcionamiento del bus SPI . . . . . . . . 55
4.4.2 Configuracio´n del protocolo de comunicacio´n del bus SPI
sobre el procesador ARM7 TDMI. . . . . . . . . . . . . . . 57
5 El sistema implementado: Drivers y perife´ricos 63
5.1 Introduccio´n teo´rica a los drivers. . . . . . . . . . . . . . . . . . . 63
5.1.1 Configuracio´n y programacio´n del driver SPI: . . . . . . . 63
2
5.1.2 Integracio´n de los drivers sobre uClinux: . . . . . . . . . . 66
5.2 Placa perife´rica . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.2.1 Decodificador Mp3 VLS001 . . . . . . . . . . . . . . . . . 70
5.2.2 Creacio´n de placa de circuito integrado . . . . . . . . . . . 73
5.3 Comprobacio´n y ajustes finales . . . . . . . . . . . . . . . . . . . 79
6 Conclusiones y l´ıneas futuras 86
6.1 Sobre los resultados conseguidos . . . . . . . . . . . . . . . . . . . 86
6.2 Futuras mejoras o l´ıneas de expansio´n . . . . . . . . . . . . . . . . 90
6.3 Notas y agradecimientos finales . . . . . . . . . . . . . . . . . . . 92
3
Cap´ıtulo 1
Introduccio´n
1.1 Presentacio´n
Sistemes Encastats en Temps Real (SETR) es una asignatura optativa incluida
dentro de la oferta de asignaturas de Ingenier´ıa Superior de Telecomunicaciones
de la ETSETB, que presenta al alumnado una introduccio´n al mundo de los sis-
temas embedded.
Los sistemas embedded (sistemas encastados o embebidos) son, de un tiempo
hasta ahora, una tecnolog´ıa en auge y con un amplio futuro en el terreno tec-
nolo´gico. La obtencio´n de mayor potencia de ca´lculo en los microprocesadores, as´ı
como su reduccio´n de precio permiten que la necesidad de aplicaciones hardware
orientadas hacia un sistema concreto, resulten econo´mica y tecnolo´gicamente vi-
ables alejadas de la concepcio´n generalista del PC.
Los sistemas embedded ofrecen gran cantidad de oportunidades para el inge-
niero, resultan flexibles, u´tiles para gran variedad de necesidades y econo´micos.
Por desgracia, el acercamiento del alumno a este tipo de tecnolog´ıas no se en-
cuentra incluido en el itinerario obligatorio de Ingenier´ıa de Telecomunicaciones.
Los alumnos de SETR realizan una aproximacio´n a los sistemas embedded a
partir de la programacio´n de diferentes aplicaciones sobre una placa de control
basada en un procesador tipo ARM. E´stas permiten experimentar el entorno
de programacio´n (cross-compiling) as´ı como las limitaciones (tanto en memoria
como en velocidad) t´ıpicos de sistemas alejados de la aquitectura PC tradicional
a la cual los alumnos esta´n acostumbrados.
Ante el planteamiento de remodelacio´n de la asignatura, aparecio´ la necesidad
de unificar los conocimientos presentes en las diferentes partes del temario, en un
proyecto final, que permitir´ıa a los alumnos experimentar los conceptos aprendi-
dos en la asignatura de forma global. Adema´s de obtener la metodolog´ıa de disen˜o
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a la hora de trabajar con este tipo de sistemas: estrategias de programacio´n, lim-
itaciones a la hora de disen˜ar el software, optimizacio´n de co´digo; as´ı como una
aproximacio´n a los sistemas Linux/Unix a un nivel ma´s elevado que el de usuario.
El proceso de gestacio´n, disen˜o, creacio´n y finalmente aplicacio´n de este
proyecto, se encuentra relatado en las siguientes pa´ginas. No so´lo desde un
punto de de vista tecnolo´gico sino tambie´n docente. Permitiendo, a partir de
una aplicacio´n atractiva para los alumnos, como es el sistema presentado (una
radio stream mp3 v´ıa Internet) el repaso y profundizacio´n de todos los conceptos
incluidos en el temario de la asignatura.
As´ı pues, el texto puede ser interpretado en dos vertientes. Por un lado,
la orientada a metodolog´ıa de disen˜o embedded con la presentacio´n del prob-
lema, las posibles estrategias de solucio´n y finalmente la puesta en marcha del
sistema. Y desde la otra cara de la moneda, la docente, interpretando cada uno
de los cap´ıtulos como una unidad tema´tica y autocontenida destinada mostrar
un concepto al alumno, as´ı como una visio´n global de las herramientas para su
preparacio´n ante posibles experiencias profesionales futuras en el mundo de los
sistemas embedded. Esperamos, a su vez, que la lectura del texto resulte dina´mica
y agradable a usted, el lector. Despertando, si es que no existe ya, el intere´s sobre
la potencialidad y utilidad de los sistemas embedded en futuros proyectos.
1.2 Presentacio´n y objetivos del proyecto
Como comentamos a modo de introduccio´n en el apartado anterior, el objetivo
principal de este texto consiste en ofrecer un proyecto so´lido para que los alumnos,
a partir de la divisio´n del proyecto en forma de unidades dida´cticas directamente
relacionadas con los cap´ıtulos presentados, puedan conseguir un conocimiento
general e introductorio sobre los sistemas embedded.
El sistema, pues, servira´ de nodo vertebrador entre cada uno de los grandes
bloques que componen la asignatura. Para ello, deberemos disen˜ar un sistema
estructurado de pra´cticas con diferentes funciones a cumplimentar:
• Vertebradora: La aplicacio´n final debera´ tocar cada uno de los “grandes
temas”que componen la asignatura, es decir:
– Entorno de programacio´n: Un primer acercamiento a los entornos de
programacio´n de este tipo de sistemas y la aproximacio´n a elementos
basados en compilaciones cruzadas (el sistema sobre el que se real-
iza la compilacio´n no es el hue´sped definitivo de esta misma), otros
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tipos de compiladores (arm-elf-gcc, en nuestro caso) y otro tipos de
arquitectura de procesador mucho ma´s limitadas (en nuestro caso
ARM7TDMI). Finalmente, una aproximacio´n a los sistemas de ficheros
remotos NFS permitira´ conocer herramientas potentes de desarrollo y
test t´ıpicas de aplicaciones embedded.
– Sistemas Operativos: La mayor´ıa de los alumnos se encuentran acos-
tumbrados a trabajar con sistemas operativos Windows y en algunos
casos a cierto coqueteo con sistemas Linux tales com RedHat o Ubuntu.
Aun as´ı la mayor´ıa de sistemas operativos utilizados sobre embedded
se encuentran basados en sistemas operativos distintos mucho ma´s lim-
itados y orientados a una arquitectura propia.
Los alumnos, debera´n realizar una aproximacio´n a estos sistemas, en
los cuales la cercan´ıa al hardware utilizado resulta mucho ma´s estrecha
que en sistemas operativos orientados a PC. El alumno debera´ famil-
iarizarse con la utilizacio´n del Kernel, su compilacio´n, la utilizacio´n
de signals o la programacio´n de drivers a nivel de Kernel, en lugar del
nivel de usuario.
– Programacio´n Embedded: Nu´cleo principal de la asignatura. Aunque
la mayor´ıa de alumnos, al llegar a SETR, poseen conocimientos de
programacio´n en C nunca se han enfrentado a programacio´n sobre
este tipos de sistemas. Los sistemas encastados ofrecen limitaciones
de memoria o velocidad que acaban afectando al disen˜o del software
de forma considerable. Adema´s, los alumnos, a trave´s de la progra-
macio´n, se aproximara´n a herramientas cla´sicas como mecanismos de
buffering o la utilizacio´n concurrente de threads, sockets y sema´foros.
Obteniendo una visio´n general sobre las herramientas y te´cnicas de
programacio´n ma´s utilizadas en este campo.
– Drivers: Si algo caracteriza o sorprende a los alumnos de SETR, es una
aproximacio´n pra´ctica a los drivers. Durante una parte del temario, la
asignatura se centrara´ en la organizacio´n y funcionamiento del sistema
operativo con respecto al mundo exterior, mediante la utilizacio´n de
devices programados por los propios alumnos. As´ı pues, el sistema
presentado debe ofrecer a los alumnos la posibilidad de interactuar
con un sistema exterior mediante drivers (tipo char sencillos) que les
permitira´ acercarse de forma pra´ctica a la versatilidad que linux ofrece
en su estructura de devices, tratados como ficheros. As´ı como una
aproximacio´n a la configuracio´n de microcontroladores profundizando
en conceptos ya aplicados en CISE IV.
• Motivadora: Suele ser frecuente la utilizacio´n de ejemplos acade´micos
durante las primera pra´cticas. Aunque estos ejemplos ofrecen una visio´n
clarificadora sobre la explicacio´n teo´rica de los conceptos, pueden, a veces,
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resultar un tanto desalentadoras para el alumno. As´ı pues, el sistema pre-
sentado debera´ ofrecer una finalidad o funcionalidad, atractiva para que per-
mita implementar durante las pra´cticas una aplicacio´n sencilla pero pra´ctica
y cercana al usuario.
• Con cierto grado de desaf´ıo: A parte de resultar dida´ctico y entretenido,
el sistema planteado debe resultar un reto para el alumno. Es decir, no
podemos presentar un proyecto que a primera vista resulte sencillo de
aplicar, plano en su planteamiento, ya que esto resultar´ıa contraprodu-
cente para la asignatura as´ı como para la profundizacio´n de los conceptos.
Debera´ existir un equilibrio, es decir, debemos disen˜ar un proyecto factible
pero en ningu´n momento sencillo.
As´ı pues, el sistema a disen˜ar debera´ cumplir las tres funciones anteriormente
comentadas. Para ello se discutieron junto con el director Manel Domı´nguez las
diferentes opciones a realizar.
Deberemos tener en cuenta las limitaciones del sistema: poca capacidad de
memoria, velocidad y recursos del hardware utilizados.
Por otro lado la aplicacio´n debera´ ser de co´moda utilizacio´n, dejando de lado
automatismos o sistemas motrices en los que la parte f´ısica (drivers de motores,
meca´nica...) puedan ensombrecer el temario principal, destinado al disen˜o del
sistema de control y no a los perife´ricos.
Finalmente, despue´s de varias reuniones se planteo´ la configuracio´n final de
proyecto: La implementacio´n de un receptor de radio streaming por Internet, que
vertebrara´ el conjunto de los conocimientos de la asignatura cumpliendo con los
requisitos planteados:
• Plantea diferentes campos de estudio y herramientas de programacio´n: la
conexio´n v´ıa Internet (sockets), hacia un elemento exterior que permita
transducir la sen˜al a sonido audible (drivers), as´ı como la necesidad de
aplicacio´n de arbitraje para el control de los datos (buffering, sema´foros,
threads e interrupciones).
• Resulta un proyecto cercano al alumnado y le resultara´ alentador el obtener
finalmente unos resultados tangibles, como escuchar la radio seleccionada
en la placa programada por ellos mismos.
As´ı pues, los objetivos generales del proyecto, plasmados en la elaboracio´n del
sistema son:
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• Eleccio´n del sistema a disen˜ar segu´n las necesidades de la asignatura.
• Introduccio´n a los sistemas Embedded as´ı como a las herramientas de de-
sarrollo a utilizar durante la creacio´n del sistema.
• Divisio´n del sistema en a´reas de programacio´n distintas, correspondientes
a cada una de las a´reas teo´ricas:
– Configuracio´n del control central.
– Te´cnicas de buffering.
– Programacio´n de sockets.
– Decodifiacio´n mp3.
– Drivers externos.
• Creacio´n de un sistema f´ısico externo para al reproduccio´n mp3, en forma
de placa adjunta para comunicar con el sistema principal a trave´s el driver.
• Test y prueba de funcionamiento del sistema.
• Presentacio´n y explicacio´n final a los alumnos.
Cada uno de los elementos comentados anteriormente sera´n diferenciados en cada
uno de los cap´ıtulos del proyecto. Siguiendo el siguiente esquema(Fig 1.1):
Figura 1.1: Detalle de la placa UNC20 utilizada.
Cap´ıtulo 1: Introduccio´n y presentacio´n del proyecto. Planteando la prob-
lema´tica existente as´ı como los objetivos a alcanzar durante la realizacio´n del
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mismo. Presentacio´n del resto del texto de modo introductorio.
Cap´ıtulo 2: Introduccio´n a los sistemas Embedded y presentacio´n de las her-
ramientas necesarias para el desarrollo del sistema. Introduccio´n al cross compil-
ing, al montaje de sistemas de archivos externos al sistema as´ı como la configu-
racio´n y capacidades del sistema ARM7 utilizado.
Cap´ıtulo 3: Comentario, estudio y eleccio´n del sistema de streaming necesario
para la obtencio´n de los datos v´ıa red. Exponiendo los me´todos de streaming
ma´s usuales y utilizados as´ı como ofreciendo una pequen˜a introduccio´n sobre la
decodificacio´n MP3 y sus fundamentos principales.
Capitulo 4: Desarrollo del sistema software implementado, mostrando las difer-
entes variantes surgidas durante el transcurso del proyecto, argumentando su
utilidad o su descarte. Planteando finalmente el esquema propuesto con sus es-
trategias de buffering, tratamiento de los datos, threads y comunicacio´n con los
drivers.
Cap´ıtulo 5: Presenta el proceso de disen˜o y eleccio´n de la placa externa que per-
mita la decodificacio´n y la capacidad de hacer audibles datos tratados extra´ıdos
desde el sistema v´ıa driver. As´ı como una introduccio´n a los drivers utilizados e
implementados en el sistema.
Cap´ıtulo 6: Presentacio´n de los resultdos definitivos, objetivos cumplidos y
posibles mejoras o v´ıas de desarollo, tanto en el propio sistema planteado como
de forma gene´rica en las pra´cticas de SETR.
As´ı pues, una vez presentados los principales objetivos del siguiente texto les in-
vitamos a continuar leyendo y despertar en el lector el intere´s por cada una de
las tema´ticas que nos disponemos a abrodar a continuacio´n.
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Cap´ıtulo 2
Sistemas Embedded, una
aproximacio´n teo´rica
2.1 Introduccio´n a los sistemas embedded
Aunque en el mundo de la Ingenier´ıa Electro´nica el concepto embedded se en-
cuentra a la orden del d´ıa, nos encontramos ante un entorno bastante difuso y
con l´ımites que se extienden desde los sistemas ma´s completos hasta la ma´quina
ma´s simple. Por tanto, deberemos centrarnos inicialmente en definir que´ es un
sistema embedded.
En primer lugar, podemos ententender un sistema embedded como un sistema
computacional electro´nico, es decir, un sisema que no deja de establecer una re-
spuesta manipulada a unos datos de entrada siguiendo unas directivas pre´viamente
programadas. Ahora bien, un sistema computacional actual esta´ formado por
diferentes partes, tanto harware como software, as´ı pues la complejidad del sis-
tema dependera´ de las capas que precisa el mismo para funcionar.
Segu´n Jon Catsoulis 1 podemos dividir los diferentes niveles de un sistema
computacional en los siguientes (Fig. 2.1):
Hardware: Correspondiente al nivel ma´s bajo, sobre el cual son controlados
f´ısicamente los dispositivos, directamente junto al procesador. Los elementos se
relacionan f´ısicamente mediante sen˜ales ele´ctricas y su control resulta de dif´ıcil
programacio´n y control de forma directa por el disen˜ador.
FirmWare: Capa software, contiene datos de programa que permanecen alma-
cenados permanentemente en el sistema. E´stos permiten inicializar el hardware y
sus subsistemas relacionados. Principalmente, esta capa contiene el bootloader:
1John Catsoulis, Designing Embedded Hardware.2aEd, Ed O’reilly, 2005.
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un programa espec´ıfico de arranque ejecutado sobre el procesador y que permite
la inicializacio´n del sistema operativo y los elementos necesarios para poder pasar
el testigo de control del sistema a elementos de control superiores como un sis-
tema operativo u otro software de control.
En sistemas embedded de menor complejidad, el bootloader se encuentra acompan˜ado
(o incluso substituido) por el conocido firmware, una capa normalmente destinada
a evitar la utilizacio´n del sistema operativo. El firmware, carga el programa de
funcionamiento ba´sico del sistema, normalmente orientado a sistemas destinados
a ejecutar una u´nica funcio´n. As´ı, segu´n la complejidad del firmware podemos
encontrarnos desde un sencillo bootloader que prepare el paso hacia el sistema
operativo hasta un programa completo de control del sistema orientado a una
tarea espec´ıfica.
Sistema Operativo: Capa situada exclusivamente en sistemas embedded ma´s
avanzados. El sistema operativo controla el conjunto de procesos desde un punto
de vista elevado y global. Controla la utilizacio´n de la memoria y todos los dispos-
itivos de interfaz tales como el teclado, los discos y todos los sistemas externos al
sistema. El sistema operativo ofrece un conjunto de herramientas software para
controlar los distintos elementos por parte del usuario. No todos los sistemas
embedded utilizan esta capa, como comentamos anteriormente, sino que solo sis-
temas avanzados u orientados a multitarea precisara´n de esta capa. Aun as´ı, la
mayor´ıa de sistemas consistira´n en una simple aplicacio´n firmeware que controle
el u´nico proceso del sistema.
Aplicacio´n: Capa final y ma´s elevada del sistema (aunque a veces comparta
funcionamiento con la capa de firmware) consiste en los programas que an˜aden
funcionalidad a todas las capas anteriores. Resulta la ma´s cercana al usuario,
permitiendo la interaccio´n ma´s sencilla del programador con el sistema apoyan-
dose en el buen funcionamiento de las capas inferiores.
Aun as´ı, los niveles anteriormente comentados, podr´ıan definir cualquier sis-
tema computacional, como un sistema de control industrial, un PC o un sistema
embedded.
As´ı pues ¿Que´ caracteriza un sistema embedded?. La principal diferencia en-
tre un sistema embedded y un PC tradicional consiste en la falta de adaptabilidad
relativa del sistema embedded. Es decir, el sistema embedded (aunque cada vez
ofrezca mayor versatilidad y potencia) se destina a una aplicacio´n concreta y poco
cambiante. Un sistema embedded ofrecera´ una base hardware ba´sica, mediana-
mente fija y alejada de la t´ıpica modularidad de los sistemas PC. Por otro lado,
la utilizacio´n de un sistema especialmente orientado a una aplicacio´n concreta,
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Figura 2.1: Estratificacio´n de disen˜o software diferenciada segu´n el sistema a
utilizar.
permitira´ ahorrar costes y evitar excesos hardware (es decir, la utilizacio´n de
procesadores, memorias sobredimensionados) evitando as´ı la utilizacio´n excesiva
de sistemas tipo PC cuyas prestaciones actuales superan con creces las necesi-
dades de la aplicacio´n final del sistema embedded. Entendemos por tanto un
sistema embedded como un sistema TODO EN UNO. Es decir, e´ste se encuentra
disen˜ado exclusivmente para cumplir con su aplicacio´n final de la forma ma´s sen-
cilla, recta y barata posible. En lugar de ofrecer una modulabilidad y expansio´n
t´ıpica de los PCs(Fig.2.2).
Figura 2.2: Esquema general de un disen˜o basado en un sistema PC
E´sta es pues, la diferencia principal de los sistemas embedded: la dedicacio´n
u´nica a la aplicacio´n. As´ı pues, podemos encontrar sistemas embedded basados
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completamente en un sistema hardware+firmware hasta otros (como el caso que
nos ocupa) ma´s cercanos a un PC de bajas prestaciones, con un sistema oper-
ativo que controla los diferentes mo´dulos que componen la globalidad del sistema.
Principalmente, los sistemas embedded ofrecen las siguientes particularidades
respecto otro tipo de sistemas:
• Son sistemas disen˜ados y dedicados para cumplir con tareas espec´ıficas.
• Son soportados por gran variedad de procesadores y arquitecturas: Aunque
nos encontramos acostumbrados a la arquitectura t´ıpica Intel x86, con una
simple ojeada observaremos co´mo las arquitecturas en los sistemas embed-
ded, ofrecen una variedad y adaptabilidad sumamente extensas. Ofreciendo
(en su parte positiva) mu´ltiples configuraciones y una amplia adaptabilidad
a aplicaciones distintas y por otro lado (su parte negativa) la necesidad de
herramientas software espec´ıficas para cada una de las plataformas, con los
problemas de incompatibilidad software que ello conlleva.
• Son, habitualmente, sistemas orientados a reduccio´n de costes: ya que esta´n
orientados a aplicaciones espec´ıficas. El disen˜o intenta que el sistema em-
bedded definitivo incluya (tanto desde el punto de vista hardware, como
software) la cantidad de elementos mı´nima y necesaria para llevar a cabo
su tarea. Partiendo de una base hardware gene´rica (las conocidas placas de
evaluacio´n) para desarrollo y testeo de la aplicacio´n, obtenemos el disen˜o
final de la placa embedded dedicada, con el ahorro econo´mico asociado.
Este paso intermedio, reduce el coste econo´mico de posibles y probables
errores de disen˜o, que en caso de basarse en una placa disen˜ada desde
cero implicar´ıa una remodelacio´n global del proyecto, ante errores o nuevas
necesidades exigidas por el disen˜o software.
• Ofrecen aplicaciones orientadas a ejecuciones en tiempo real: La variedad
de arquitecturas disponibles, as´ı como su sencillez respecto a sistemas ma´s
elaborados permiten la implementacio´n de aplicaciones orientadas a su eje-
cucio´n en tiempo real. Es decir, aplicaciones cuya temporizacio´n y duracio´n
resulte cr´ıtica. Estas implementaciones sobre sistemas PC habituales im-
plicar´ıan un grado extremo de complejidad, al trabajar en sistemas dedica-
dos a multiples aplicaciones que exigen su atencio´n simulta´nea.
• En casos de sistemas embedded de mayor complejidad, es decir los no
basados en Firmware, utilizan sistemas operativos dedicados: VxWorks,
UClinux, Windows Embedded.
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• Son sistemas orientados, en la mayor´ıa de sus aplicaciones, al bajo consumo:
Estos sistemas, suelen disen˜arse en muchos casos para el funcionamiento
porta´til o alejados de un entorno de trabajo dome´stico y por tanto deben
ser robustos y de bajo consumo. Como resulta natural, la reduccio´n del
consumo implicara´ una reduccio´n en la velocidad de computacio´n del sis-
tema final, debido a la relacio´n intr´ınseca velocidad-consumo en los proce-
sadores actuales. Aun as´ı, el estudio de este equilibrio permitira´ la ob-
tencio´n de sistemas suficientemente ra´pidos con consumos ajustados para
sistemas auto´nomos. Adema´s, la utilizacio´n de sistemas de almacenaje no
basados en discos duros convencionales (memorias ROM o FLASH) permi-
tira´n el almacenaje del sistema operativo y de las aplicaciones consiguiendo
adema´s ahorro energe´tico.
Como hemos visto, los sistemas embedded ofrecen una amplia gama de presta-
ciones, en constante mejora, que permiten el disen˜o de sistemas auto´nomos y
dedicados; de grandes prestaciones, ahorrando costes asociados y alejados de los
sistemas PC tradicionales.
Las nuevas implementaciones de procesadores cada vez ma´s ra´pidos y memorias
de mayor capacidad, han provocado un auge y grandes mejoras en a´mbitos cla´sicos
para los sistemas embedded como telefon´ıa mo´bil o electro´nica de consumo.
2.2 Arquitectura Hardware ba´sica del sistema
Embedded utilizado
Es comu´nmente conocida la estructura ba´sica de un sistema PC, en la cual el sis-
tema se encuentra disen˜ado cara a satisfacer aplicaciones muy variadas as´ı como
por su interaccio´n con cada uno de sus mu´ltiples perife´ricos.
Un sistema PC tradicional ofrece gran capacidad de almacenamiento que per-
mite hospedar un sistema operativo avanzado, as´ı como las aplicacions y los datos
generados por el usuario. Adema´s, se compone de una infinita variedad de sis-
temas perife´ricos de entrada, salida y conectividad. A su vez, tal complejidad
requiere de un procesador, a´rbitro del sistema, de alta velocidad a fin de abarcar
todas las funciones que se le demanden.
Aunque existen sistemas embedded con procesadores muy avanzados, gran
cantidad de sistemas encastados basan su nu´cleo hardware, no en un procesador
(de gran velocidad y prestaciones de ca´lculo) sino en microcontroladores. Los mi-
crocontoladores, capaces de gestionar procesos aunque no de forma tan dina´mica
como los procesadores, ofrecen la capacidad integrada de interfaz con elementos
ba´sicos; ahorrando as´ı espacio y ofreciendo mayores prestaciones de conexio´n y
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comunicacio´n en un mismo dispositivo. Permitiendo, as´ı, adaptarse fa´cilmente
de forma dedicada a una tarea espec´ıfica sin necesidad de elementos externos de
gestio´n(Fig. 2.3).
Figura 2.3: Esquema general de un disen˜o basado en un sistema Embedded
As´ı pues, un sistema basado en microcontrolador, permitira´ “on chip”la gestio´n
de gran variedad de recursos sin an˜adir gran cantidad de elementos externos al
nu´cleo. Obtendremos con su uso, una central de proceso CPU, as´ı como pequen˜as
cantidades de RAM y ROM internas. Tambie´n ofrecera´ la gestio´n de diferentes
dispositivos externos, como buses de comunicacio´n (UART, SPI, I2C) e incluso
salidas programables (GPIO) que simplifican en gran medida el disen˜o y prora-
macio´n del sistema. Siempre a cambio de cierta lentitud computacional.
Por tanto un sistema basado en un microcontrolador, a expensas de la ve-
locidad, nos ofrece un ahorro de espacio, precio y la capacidad de integrar la
mayor´ıa de elementos de un sistema ba´sico, as´ı como capacidades de expansio´n
(an˜adiendo memorias FLASH externas, ROM, RAM u otros perife´ricos).
Centra´ndonos ma´s concretamente en el sistema utilizado durante las pra´cticas,
la placa UNC20 de Embedded Systems nos ofrece las siguientes prestaciones:
• Sistema basado en microcontrolador NS7520 (Fig. 2.4 y 2.5) de NetSilicon,
un micro controlador basado en arquitectura ARM7TDMI que nos ofrece
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gran cantidad de ventajas, como las comentadas durante los siguientes pun-
tos.
• Nu´cleo basado en ARM7TDMI: Procesador de 32 bits, de arquitectura
RISC, que permite operaciones a una velocidad de 50Mhz.
Figura 2.4: Esquema ba´sico del procesador ARM utilizado.
• 32-bit ALU, destinada a gestionar las operaciones matema´ticas.
• Bajo consumo, ideal para aplicaciones porta´tiles o basadas en bater´ıa
• Controlador DMA para gestio´n de datos sin copar tiempo de procesador.
• GPIO programables, a diferntes tipos de comunicacio´n, permitiendo su con-
figuracio´n como bus I2C, SPI o UART
• 2 puertos serie programables para comunicacio´n exterior.
• Interfaz Ethernet programable.
• PLL programable.
• 2 timers independientes + watchdog de control del sistema.
• Controlador dina´mico de SDRAM/DRAM de memorias externas, permi-
tiendo as´ı la ampliacio´n del sistema ba´sico.
• Conexionado de expansio´n para memorias externas FLASH/ROM/RAM.
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Figura 2.5: Esquema ba´sico del microcontrolador NS7520.
Como podemos ver en el esquema anterior, las posibilidades derivadas de los
sistemas basados en este microcontrolador ofrecen cantidad de posibilidades de
configuracio´n respecto a la opcio´n de utilizacio´n de un procesador.
A pesar de las prestaciones ofrecidas, la memoria interna del microcontrolador
utilizado resulta insuficiente para controlar el sistema global, por tanto, adema´s
del hardware adecuado a la adaptacio´n del microcontrolador, de los GPIO y de
RED, la placa UNC20 (Fig. 2.6) ofrece 16Mbytes de memoria RAM que permita
la ejecucio´n del sistema operativo y los programas, as´ı como 8 Mbytes de memoria
ROM que contenga el kernel principal del sistema operativo y cara a almacenar
futuras aplicaciones definitivas del sistema, en su etapa de funcionamiento final.
Por otro lado la placa UNC20 incluye el sistema de alimentacio´n auto´nomo, as´ı
como pulsadores y leds programables orientados a la programacio´n de aplica-
ciones sencillas o de test.
No debemos de olvidar, que tratamos con un sistema Hardware tipo placa de
evaluacio´n, es decir, un sistema embedded destinado al testeo y programacio´n
de las aplicaciones. En un a´mbito profesional, sera´ necesario el disen˜o de la
placa definitiva del sistema, an˜adiendo o (normalmente) reduciendo los elementos
hardware del sistema que contiene la placa de evaluacio´n (de por s´ı, gene´rico)
obteniendo una placa definitiva orientada a la aplicacio´n final con la reduccio´n
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de costes derivada de ello.
Figura 2.6: Detalle de la placa UNC20 utilizada
2.3 Arquitectura Software ba´sica del sistema Em-
bedded utilizado
Con lo visto hasta el momento, disponemos de un conjunto de dispositivos hard-
ware interconectados entre s´ı, pero inhertes y sin capacidad de proceso. Por tanto
resultara´ necesaria la creacio´n de un sistema software que permita controlar, pro-
gramar y arbitrar todos los procesos que ocurran dentro del sistema.
Como comentamos anteriormente, la arquitectura de capas de los sistemas
embedded ofrecen cierta capacidad de expansio´n. Desde el simple bootloader
que carge una aplicacio´n directamente destinada a su ejecucio´n en el procesador,
hasta al utilizacio´n de sistemas operativos que controlen gran cantidad de proce-
sos de forma simulta´nea.
En el caso de la asignatura SETR, nos orientaremos hacia un estudio de los
niveles ma´s elevados que ofrece nuestro sistema. Es decir, disen˜aremos la arqui-
tectura software a trave´s 3 niveles de profundidad:
• Bootloader: Ofrecido por el fabricante, situado en la memoria ROM de la
placa. Se encarga de la deteccio´n y puesta en marcha de los dispositivos,
as´ı como la descompresio´n y puesta en marcha del sistema operativo.
• Sistema Operativo: Cara a controlar nuestro sistema, utilizaremos un sis-
tema operativo en co´digo abierto orientado a arquitecturas ARM7. El cono-
cido como uClinux (micro-Clinux). Este sistema permitira´ controlar todos
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los procesos, as´ı como la gestio´n del kernel y de las aplicaciones mediante
herramientas sencillas. En lo que respecta al sistema operativo distinguire-
mos dos bloques principales: Funcionamiento gene´rico y drivers.
• Nivel de aplicacio´n: El nivel ma´s elevado que contendra´ las aplicaciones
programadas por los alumnos, es decir, la tarea final a desarrollar por el
sistema embedded. E´sta sera´ programada en C y compilada mediante her-
ramientas espec´ıfcias que comentaremos posteriormente.
2.3.1 Preparacio´n del entorno general de programacio´n:
Anteriormente, comentamos como los sistemas embedded esta´n orientados a su
funcionamiento final stand-alone. Au´n as´ı, las limitaciones de los sistemas (in-
cluso funcionando sobre un sistema operativo propio) implican, durante el desar-
rollo de las aplicaciones, la necesidad de un PC externo para el desarrollo y toda
la puesta en marcha del disen˜o software.
Este hecho es debido a la limitacio´n de procesos y memoria propia de los sis-
temas encastados ya que e´stos no disponen de capacidad propia de compilacio´n.
Es lo que se conoce como CROSS-COMPILING.
Por tanto, sera´ necesario compilar las aplicaciones a utilizar sobre un elemento
externo con suficiente potencia de ca´lculo y memoria. Como vemos, el proceso
de cross-compiling no resulta un proceso habitual en la compilacio´n de aplica-
ciones en C pero como comentamos anteriormente, la arquitectura de los sistemas
embedded no coincide con la arquitectura x86 de los PC y por tanto el proceso
de cross compiling resulta un elemento ba´sico del desarollo de sistemas embed-
ded. As´ı pues, en nuestro PC de desarrollo deberemos realizar una compilacio´n
cruzada, a fin de compilar las aplicaciones sobre una arquitectura nativa desti-
nadas a un segundo sistema (hue´sped) con el que no se comparte compatibilidad.
Para ello los fabricantes nos ofrecen mu´ltiples herramientas para el desar-
rollo de aplicaciones. En nuestro caso, el sistema de desarrollo LxNETES nos
ofrece herramientas necesarias para la compilacio´n de las aplicaciones sobre nue-
stro PC mediante un compilador adaptado al sistema ARM (en nuestro caso, el
compilador arm-elf-gcc). Este compilador, permite la creacio´n de aplicaciones
ejecutables sobre la placa UNC20 compiladas en nuestro PC. 2
Mediante cross-compiling obtendremos un ejecutable orientado a un sistema
externo al propio que aloja el compilador. As´ı pues, la utilizacio´n de una metodolog´ıa
2ve´ase el manual del fabricante para la instalacio´n de las diferentes herramientas de com-
pilacio´n en: M. Pietrek, N. James. LxNETES User’s Manual. Program Version: 2.3,
2003.
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de cross compiling provoca la aparicio´n de un segundo problema: el traslado de
las aplicaciones compiladas hacia nuestro sistema. Para ello el fabricante nos
ofrece de nuevo varias soluciones.
La placa inicial contara´ con un sistema operativo ba´sico residente en la memo-
ria flash o en su defecto podemos cargar este primer sistema ba´sico a memoria,
mediante el interfaz JTAG de la placa.
Este sistema operativo ba´sico ofrece la posibilidad de crear un terminal remoto
ya sea v´ıa Telnet o mediante puerto se´rie.
Por tanto, desde nuestro PC seremos capaces de compilar las aplicaciones por
un lado, y controlar e interactuar sobre el terminal remoto de la placa como si
actuaramos in-situ.
Por tanto, una vez compiladas las aplicaciones podremos enviarlas v´ıa FTP
o puerto serie, hacia la placa para ser ejecutadas sobre el sistema embedded.
Obteniendo un entorno de desarrollo completo para nuestras aplicaciones. Final-
mente, el sistema operativo del fabricante incluye aplicaciones para la grabacio´n
de la memoria FLASH, permitiendo alojar las aplicaciones finales en el sistema
de forma no vola´til. Una vez nuestro sistema contenga la aplicacio´n residente
sobre su propia memoria, e´ste sera´ capaz de actuar de forma auto´noma al PC de
desarollo, como es esperado en el sistema definitivo.
2.3.2 Desarrollo de las aplicaciones: Sistema remoto de
ficheros
Tal y como comentamos anteriormente las aplicaciones desarolladas para el sis-
tema, debera´n ser compiladas en el PC de desarrollo para posteriormente ser
grabadas al sistema final. Aunque comentamos la posibilidad de la grabacio´n de
las aplicaciones sobre la flash, e´ste no deja de ser un proceso farragoso y sensible
a errores muy molestos durante la etapa de desarollo del software.
Aunque a la pra´ctica, e´ste sea el sistema a seguir, la grabacio´n del programa
sobre el sistema a cada momento del desarrollo resulta inviable. Tengamos en
cuenta que cualquier variacio´n sobre el programa implicar´ıa una grabacio´n en
memoria. Este procedimiento a la hora de testear y realizar cambios constantes
sobre el software a desarollar, teniendo en cuenta la gran cantidad de versiones y
ficheros generados (que podr´ıan copar la memoria del sistema), resulta del todo
inco´modo y falto de cualquier utilidad pra´ctica.
Por tanto, a fin de evitar este problema, es necesario encontrar un sistema
de ejecucio´n ra´pida de las aplicacines sobre el sistema embedded (sin recurrir
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a simulaciones). Esta posibilidad nos la ofrece la capacidad de creacio´n de un
sistema de ficheros externo a la placa v´ıa Ethernet: el NFS.
NFS (Network File System) consiste, como indica su nombre, en la creacio´n
de un sistema de ficheros remoto v´ıa ethernet. El sistema NFS permite la com-
particio´n de un sistema de ficheros entre sistemas separados f´ısicamente. Por un
lado, el sistma NFS aprovecha la cantidad ilimitada de almacenaje (comparada
con el sistema embebed) del PC para crear un sistema de ficheros remoto, sobre
el cual escribir, leer y modificiar sin l´ımite ni afectacio´n sobre la placa, los ficheros
contenidos en la carpeta compartida.
Por otro lado, el terminal cliente, en nuestro caso la placa UNC20, puede (con
los permisos necesarios) acceder al sistema compartido, leer modificar y ejecutar
los ficheros contenidos en el PC.
Para ello deberemos configurar nuestro PC de forma sencilla (mediante la
descarga de los paquetes nfs-commons y nfs-server) para la comparticio´n de car-
petas espec´ıficas hacia un terminal concreto (nuestra placa) con privilegios ade-
cuados (en nuestro caso, por mayor comodidad, unos privilegios totales).
As´ı pues, el sistema NFS nos ofrece dos principales ventajas:
• Gestio´n, ejecucio´n, modificacio´n y tratamiento de los ficheros de forma
co´moda: Podremos, gracias a la facilidad que nos ofrece el PC, editar,
tratar, mover, y compilar todos los ficheros de la carpeta compartida como
si fuesen ficheros esta´ndar de un sistema linux del PC (en nuestro caso
Ubuntu 8.04), y mediante una simple conexio´n Telnet podremos acceder a
ellos y ejecutarlos desde la placa UNC20.
• Ahorro de recursos: De forma f´ısica, todos los ficheros de la carpeta NFS
se encuentran contenidos en nuestro PC, es decir, no ocupamos recursos de
memoria (ya de por s´ı limitados) de la placa. Ahorra´ndonos grabar la
memoria de forma intensiva.
Por tanto, la utilizacio´n del sistema NFS resulta ser la herramienta definitiva
(junto con las herramientas de configuracio´n del kernel y cross compiling) que
permite la creacio´n de un entorno de trabajo adecuado para el desarrollo de las
aplicaciones para nuestro sistema.
Por tanto, el proceso gene´rico de desarrollo de aplicaciones en un sistema em-
bedded, se podr´ıa resumir en:
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• Adaptacio´n y puesta en marcha del PC de desarrollo: cross-compiling,
conexio´n con la placa y creacio´n del sistema de ficheros remoto NFS.
• Creacio´n del entorno ba´sico de desarrollo de la placa: Sistema operativo y
sistema de ficheros.
• Disen˜o, creacio´n, test y prueba de las aplicaciones de la placa mediante
NFS.
• Grabacio´n de la aplicacio´n final en la placa y test global del sistema.
• Desarrollo de la placa hardware final, extrayendo o an˜adiendo los elementos
necesarios a la placa de evaluacio´n.
• Test final del sistema de forma auto´noma.
En definitiva, durante el apartado presentado hemos obtenido una visio´n
teo´rica de los sistemas embedded, aproxima´ndonos a los detalles que conforman
el sistema puntual utilizado y presentando sus particularidades, las herramientas
y configuraciones necesarias para el desarrollo de las aplicaciones futuras. Hemos
establecido con ello un protocolo de actuacio´n para la creacio´n y disen˜o global
de un sistema embedded que seguiremos durante la programacio´n de todas las
aplicaciones presentadas en el texto.
2.3.3 Sistema Operativo: UClinux:
uClinux son las siglas con las que se conoce la distribucio´n de linux “micro-
controler linux”una distribucio´n orientada princialmente a su ejecucio´n sobre sis-
temas limitados, tales como microcontroladores o procesadores embedded. Creado
en 1998 y orientado hacia arquitecturas 68k (t´ıpicas de Motorola) enseguida ex-
tendio´ su funcionamiento a otras arquitecturas como ARM, ofreciendo un sistema
operativo completo y funcional para sistemas embedded. uClinux ofrece un fun-
cionamiento linux basado en un kernel ba´sico de poco taman˜o, que permite su
ejecucio´n en sistemas con escasa capacidad. uClinux ofrece adema´s herramien-
tas co´modas para la configuracio´n del Kernel, as´ı como la eliminacio´n de gran
cantidad de aplicaciones del sistema orientadas a controles gene´ricos (como con-
troladores gra´ficos, servidores web, Telnet, ftp) que permite quedarnos so´lo con un
sistema operativo co´modo, pequen˜o y adaptado a nuestras necesidades, ofreciendo
a la comunidad de desarrolladores otras herramientas co´modas como la creacio´n
del bootloader o la compilacio´n sencilla del kernel. A su vez, la estructura basada
en un nu´cleo de instrucciones compacto o busybox permite configurar el sistema
operativo final a nuestras necesidades, con el ahorro de recursos en memoria que
ello implica.
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Para la utilizacio´n de UClinux en nuestro sistema deberemos apoyarnos en las
herramientas que nos ofrece el fabricante.
En primer lugar contamos con un UCLinux pre-instalado directamente en la
flash del sistema (este primer kernel puede ser grabado sobre la flash con difer-
entes me´todos, principalmente utilizando el interfaz JTAG que nos ofrece la placa
de evaluacio´n y dos ima´genes ba´sicas para inicializar el sistema facilitado por el
fabricante). Este sistema previo nos permitira´ la conexio´n co´moda a la placa
mediante un interfaz Telnet, ftp o v´ıa puerto serie.
Respecto a la configuracio´n de uClinux sobre la placa UNC20, el sistema
ba´sico cuenta con la flash particionada en 2 sectores principales. Una particio´n
de sistema para la inclusio´n del kernel del sistema operativo y otra para el sistema
de ficheros.
La memoria flash contiene 7 particiones. Como podemos observar en la secuen-
cia de boot del sistema, incluido en el montaje por defecto MTD del sistema
operativo, la flash utilizada (AM29LV641DH) tiene 8Mbytes de capacidad total
distribuida en sectores de 64kbytes.
De esta memoria, las dos principales particiones que nos interesan a la hora
de poner en marcha el sistema son la particio´n 1, que contiene el kernel de linux
a descomprimir (descompresio´n realizada durante la etapa de boot mediante la
utilizacio´n del bootloader ofrecido por el fabricante) y la particio´n 3 que contiene
el sistema de ficheros ba´sicos sobre los cuales trabajara´ el sistema operativo 3.
As´ı pues, aunque el sistema ba´sico nos ofrece un buen punto de partida, cara
a nuestro sistema definitivo, compilaremos la imagen del kernel de linux que nece-
sitamos utilizar en nuestro sistema con ciertas herramientas. El fabricante nos
ofrece un sencillo script de compilacio´n con el que obtendremos dos ficheros bi-
narios para grabar en cada una de las particiones.
• Linux.bin: La primera imagen contiene el kernel de linux con las difer-
entes variaciones que hayamos seleccionado en el menu´ de compilacio´n.
En nuestro caso fue utilizada la versio´n esta´ndar ofrecida por el fabricante
con la extraccio´n de las funcionalidades de servidor Samba entre otras, as´ı
como controladoras no utilizadas y la activacio´n del modulo QMMODULES
que permitira´ la inclusio´n de drivers tipo cara´cter en el sistema, segu´n co-
mentaremos posteriormente.
3para ma´s informacio´n sobre la estructura del sistema particionado en Kernel y sistema de
ficheros aconsejamos la lectura de Linux Sistem for begginers de la editorial O’Reilly
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• Jffs.bin: Esta imagen contiene un sistema de archivos sencillo en formato
JFFS2, un formato orientado a la implementacio´n de sistemas de ficheros
sobre memorias flash, que, aunque de conocida lentitud, se adapta perfec-
tamente a las necesidades del entorno. 4
Mediante la utilizacio´n de las aplicaciones de grabacio´n en flash (o mediante
JTAG) podremos trasladar estas ima´genes a la particio´n adecuada, obteniendo
el sistema actualizado, con el kernel de linux deseado. Al arrancar el sistema de
nuevo, el bootloader ejecutara´ la imagen linux.bin de la particio´n 1 de la placa,
descomprimiendo el sistema operativo e iniciando su ejecucio´n con el sistema,
ahora s´ı, adaptado a nuestras necesidades. Para un ejemplo concretro de modifi-
cacio´n del Kernel a una necesidad, consu´ltese el apartado 5.1.2 sobre Integracio´n
de drivers sobre uClinux.
Posteriormente se realizara´ la carga del sistema de ficheros, obteniendo el
arranque defnitivo del embedded. Cara a la aplicacio´n final del sistema embed-
ded, mediante ciertas variaciones sobre el sistema operativo podemos ejecutar la
aplicacio´n deseada, con prioridad absoluta de forma posterior a la ejecucio´n del
proceso init. Obteniendo con ello un sistema plenamente auto´nomo que carga
la aplicacio´n deseada una vez finalizado el proceso de arranque, de forma au-
toma´tica.
Durante el siguiente cap´ıtulo mostraremos el otro gran nu´cleo te´orico que
compone el sistema presentado. Discutiremos y profundizaremos sobre streams
de audio y decodificacio´n mp3 para posteriormente, entrar de lleno en la creacio´n
de la aplicacio´n elegida y desarollada para las pra´cticas propuestas.
4Para informacio´n detallada sobre JFFS2 consultar http://developer.axis.com/old/software/jffs/.
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Cap´ıtulo 3
Streaming audio
Como comentamos durante la introduccio´n de este texto, la aplicacio´n final
del sistema escogido para la renovacion de las pra´cticas consistira´ en la imple-
mentacio´n de un sistema de audio streaming. Por tanto, antes de exponer las
necesidades propias del sistema implementado realizaremos una aproximacio´n
teo´rica e informativa sobre las diferentes opciones que el audio streaming nos
ofrece.
Durante el siguiente cap´ıtulo, centraremos nuestra atencio´n en el estudio de los
que sera´n considerados posteriormente los datos de entrada al control central, ob-
servando los diferentes formatos y protocolos, as´ı como su eleccio´n y adaptacio´n
a nuestro sistema.
3.1 Principales sistemas streaming de mp3
Tal y como comentamos durante la presentacio´n, la necesidad de creacio´n de una
aplicacio´n sencilla, mayoritariamente software y atractiva al alumnado nos de-
canto´ por la eleccio´n de un sistema streaming de audio que permitiera al alumno
escuchar sonidos desde la placa. Placa que e´l mismo habia programado. Aun as´ı,
aparece la primera duda: ¿Co´mo recibiremos estos datos?
Los datos MP3 sera´n recibidos desde un servidor remoto a nuestro sistema,
en forma de streaming (es decir una reproduccio´n en tiempo real, sin necesidad
de un buffering total de los datos anterior de su reproduccio´n). A trave´s de una
conexio´n v´ıa Internet al servidor, e´ste establecera´ una conexio´n de datos v´ıa un
protocolo conocido, enviando los datos a nuestro sistema. Estos datos, sera´n
almacenados en un pequen˜o buffer previo. Aunque los sistemas streaming son
perfectamente conocidos en la actualidad debido a su gran popularidad en la red
(last.fm, youtube.com, etc.) exploraremos inicialmente los principales elementos
a tener en cuenta para el disen˜o de un sistema de radio streaming.
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La estructura ba´sica de un sistema de streaming radio consiste en un sis-
tema servidor-cliente sencillo. El terminal remoto que realizara´ las funciones de
servidor se encuentra volcando a la red una se´rie de contenidos (en nuestro caso
mu´sica) de forma continua en el tiempo. Nuestro dispositivo (cliente) requerira´
la conexio´n, mediante un cierto intercambio de informacio´n previo (que variara´
segu´n el protocolo utilizado). Posteriormente, el servidor volcara´ de forma con-
tinua los datos sobre el socket del cliente, que debera´ obtener esta informacio´n
a tiempo, sin capacidad de retransmisio´n por pe´rdida de paquete o en caso de
errores. En cualquier momento, el cliente podra´ finalizar la conexio´n con el servi-
dor, acabando as´ı con el servicio de streaming establecido al inicio de la conexio´n.
Para permitir una reproduccio´n fluida, el sistema streaming (dejando de lado
las peculiaridades de cada uno de los tipos existentes) debera´ adaptarse a los
siguientes preceptos:
• Utilizacio´n de protocolos de bajo coste: Entendemos bajo coste como
protocolos ra´pidos, que permitan el intercambio sin trabas de informacio´n
con el usuario. Esta mejora de velocidad se establecera´ a cambio de la
correccio´n de errores. Por tanto la utilizacio´n de protocolos de comuni-
cacio´n UDP o RFTP resultan ma´s que recomendables por su agilidad en la
transmisio´n.
• Precarga: Aunque comentamos anteriormente que los sistemas streaming
no precisan la descarga completa del contenido para su reproduccio´n, la
fragilidad del entorno de comunicacio´n (ca´ıdas, errores en servidor, errores
en cliente o retrasos en la transmisio´n) pueden provocar una reproduccio´n
inco´moda, excesivamente cortada o simplemente inviable de los contenidos.
Para ello, el sistema debera´ utilizar un buffer de entrada que permita sol-
ventar las posibles fluctuaciones o fallos durante la comunicacio´n.
As´ı pues, a fin de poder cumplir las especificaciones de rapidez y precarga ra´pida,
sera´ necesario, tambie´n, encontrar formatos de audio que se adecuen a su trans-
porte ra´pido y a´gil por la red. Por ello, sera´ necesario recurrir a los codificadores
de audio con pe´rdidas (la retransmisio´n de sonido crudo sin comprimir por la
red resultar´ıa del todo ineficiente para sistemas streaming). Aunque existe gran
variedad y diversidad de codecs de audio, actualmente los formatos de audio
streaming ma´s conocidos son:
WMA: Siglas correspondientes a Windows media Audio, codec privativo de-
sarollado por Microsoft, de naturaleza ma´s avanzada que el MP3 permite la
utilizacio´n de multicanales as´ı como audio de alta resolucio´n. WMA establece su
compresio´n a trave´s teor´ıas psicoacu´sticas (como la mayor´ıa de las compresiones
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de audio) basadas en la supresio´n de informacio´n situada en frecuencias no au-
dibles para el o´ıdo humano. Adema´s, el WMA permite calidades semejantes al
MP3 con una mayor compresio´n. Su cara´cter cerrado y privativo lo hacen poco
adecuado como paradigma de estudio en nuestro caso.
OGG VORBIS: Desarollado por la Xiph.org foundation, Ogg Vorbis debe su
nombre a los dos principales sistemas que lo conforman. En primer lugar OGG,
un formato de contencio´n de datos (tanto audio como v´ıdeo) que son encapsula-
dos para su tratamiento streaming. Por otro lado ,VORBIS resulta el codec en s´ı,
un formato de codificacio´n con pe´rdidas utilizado en sistemas audio que intento´
desbancar el MP3 por su elaboracio´n dentro de a´mbito del software libre. El Vor-
bis presenta un mejor comportamiento que sus competidores privativos (WMA y
MP3) a bit-rates bajos. Pero resulta de igual o peor comportamiento a bit-rates
ma´s altos. Aun as´ı, debido a su cara´cter libre, la mayor´ıa de reproductores MP3
o WMA aceptan adema´s el formato OGG VORBIS para ser reproducido.
REAL AUDIO: Codec privativo desarollado especialmente para sistemas
audio streaming, basado en protocolos http y RTSP para gestionar la conexio´n.
Este formato de datos basa su compresio´n en la utilizacio´n de diferentes codecs
diferenciados mediante la utilizacio´n de un sistema conocido como FourCC o four
caracter code. Este formato permite identificar diferentes tipos de datos de forma
u´nica. Sistemas stream com ICEcast o SHOUTcast, de alto arraigo en la red, se
basan en este formato, aunque actualmente aceptan todos los codecs comentados
en este apartado.
MP3: Aunque no fue inicialmente concebido para streaming de audio, el
MPEG-1 Audio Layer 3, ma´s conocido por sus siglas, resulta sin lugar a dudas
uno de los formatos de audio ma´s extendidos en la red. Su buena calidad y su
rango de compresio´n elevado lo hacen ideal para su tra´nsito por la red. Desarol-
lado por Fraunhofer IIS como capa de mayor grado de codificacio´n de la capa de
audio del esta´ndar MPEG-1, permite un rango de compresio´n de hasta 1/10 para
bit-rates de 128kbps.
Al igual que WMA, basa su comportamiento principal en la eliminacio´n de ban-
das no audibles por el o´ıdo humano (psychoacoustics) as´ı como en otros elementos
que comentaremos con mayor detalle en posteriores apartados.Su popularidad de
utilizacio´n lo ha conformado casi como esta´ndar en la red. La gran cantidad
de documentacio´n existente provoco´ que nos decanta´semos finalmente hacia la
utilizacio´n del formato Mp3 como codec de nuestro sistema.
Todos estos formatos, se vera´n complementados con capas de comunicacio´n
como UDP as´ı como RTFTP que permitira´n la transmisio´n ra´pida y sencilla de
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los datos codificados. Su grado de compresio´n hara´ factible su precarga y repro-
duccio´n en el sistema v´ıa streaming. Por encima de ellos, se establecera´ la u´ltima
capa de comunicacio´n, utilizando diferentes y variadas capas software, tan difer-
entes como el conjunto de programas destinado a los sistemas streaming; desde
programas bajo demanda como spotify o last.fm pasando por software gene´ricos
de streaming radio como IceCast o hasta una conexio´n concreta a un servidor
para la obtencio´n de los datos (generalmente FPT o http).
As´ı pues, deberemos escoger una solucio´n entre las posibles combinaciones ex-
istentes y desarrollos, para nuestro sistema embedded. Despue´s de varias tomas
de contacto y deliberaciones, se concluyo´ con la eleccio´n de un sistema stream
MP3-UDP mediante la obtencio´n de los datos v´ıa http. Como podemos observar,
la realizacio´n de un sistema streaming Mp3 no es el sistema ma´s evolucionado
tecnolo´gicamente, ni tan solo el de mayor complejidad de desarrollo. Es por ello,
principalmente por su sencillez que e´ste sistema resultara´ el modelo streaming
a desarrollar, permitiendo a los alumnos adentrarse en los entresijos de fun-
cionamiento del sistema sin suponer una carga teo´rica excesiva adapta´ndose a
los bloques teo´ricos que conforman la asignatura.
Aunque no sea uno de los me´todos ma´s utilizados para el streming de radio
(IceCast o Last.fm usan configuraciones basadas en plataformas de software ma´s
complejas como Ogg Orbis o WMA sobre protocolos RTFTP) la utilizacio´n de un
protocolo http, la sencillez de conexio´n al servidor, la obtencio´n de datos medi-
ante UDP y el conocimiento generalizado del formato mp3, ofrecen una forma de
conexio´n pra´ctica, comprensible y dina´mica. Con ello se permite que los alumnos
no dediquen excesivos esfuerzos a la comprensio´n de las diferentes te´cnicas de
env´ıo de datos stream, desviando su atencio´n del concepto de disen˜o embedded,
principal concepto de la asignatura.
Adema´s la utilizacio´n del protocolo http resulta suficientemente sencillo para
que los alumnos se atrevan a desarrollar ellos mismos el software necesario para
la conectividad y obtencio´n de archivos desde el sistema embedded al servidor de
datos.
Por otro lado, la utilizacio´n de datos mp3, como hemos visto anteriormente,
refleja una mayor complejidad de ca´lculo y programacio´n, as´ı como un mayor
conocimiento de sistemas embedded para su adaptacio´n a nuestro sistema ARM7TDMI
como observaremos durante el siguiente apartado.
28
3.2 Pequen˜a introduccio´n teo´rica al mp3
Como comentamos anteriorente, la utilizacio´n de un sistema sencillo cara a su
aplicacio´n en las pra´cticas nos decanto´ hacia la eleccio´n de un sistema streaming
http para datos de formato ampliamente conocido, el mp3.
Pero, exactamente ¿Que´ es el mp3? El mp3 es un codec formalmente conocido
como MPEG-1 audio Layer 3, definido en el esta´ndar MPEG-1. Este esta´ndar
ofrece tres codecs de audio distintos segu´n el ratio de compresio´n, desde baja
(capa 1) hasta la mayor complejidad de compresio´n (capa 3). A grandes rasgos,
partes de la sen˜al cruda sera´n transformadas y filtradas en frecuencia, intentando
eliminar la mayor cantidad de informacio´n inu´til posible, acorde con la calidad
de audio que deseemos obtener. Las muestras en frecuencia, ahora con menor
cantidad de informacio´n, son comprimidas y almacenadas en formato binario.
Respecto a la decodificacio´n, debemos tener en cuenta un conjunto de ele-
mentos ba´sicos a fin de comprender los procesos ba´sicos que ocurren durante la
decodificacio´n de un fichero mp3, cara a su reconocimiento y programacio´n pos-
terior. En el proceso de decodificacio´n que nos ocupa puede desglosarse en los
siguientes pasos:
1) Preparacio´n de los datos:
En primer lugar debemos tener en cuenta que los datos recibidos no incluyen
siempre informacio´n relacionada directamente con los datos a decodificar. As´ı
pues, el primer paso consiste en separar ”el grano de la paja”: una trama MP3
contiene normalmente 4 bytes de cabecera, 17 bytes para mono o 32 bytes para
este´reo de informacio´n de soporte (o “side information”) y centenares de datos
ba´sicos para la decodificacio´n.
Por encima de estos datos, existe una capa f´ısica que contiene una cabecera
y 2 bytes (opcionales) de checksum. Por tanto, todos estos elementos debera´n
ser separados y procesados antes de acceder a la decodificacio´n de los datos de
audio. Adema´s, tener en cuenta que las tramas de datos no contienen un taman˜o
espec´ıfico de datos, y datos anteriores pueden mantener relacio´n con tramas pos-
teriores, segu´n el taman˜o de la trama. Esta trama, normalmente se encuentra
limitada a un ma´ximo de 500 bytes. La informacio´n contenida en los 4 bytes
del header de la trama lo´gica nos permitira´ obtener informacio´n sobre el sample
rate y el modelo de canal (mono, este´reo, etc...), informacio´n va´lida tanto para
el decodificador como para el reproductor de audio.
La informacio´n contenida en la conocida como side infromacion, describe ba´sicamente
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co´mo deben ser analizados los datos recibidos, entre otros datos utilizados por el
decodificador.
2) Decodificacion Huffman
Una vez tratados los datos de la side information, deberemos tratar los datos
propiamente de audio. La codificacio´n mp3 ofrece como mayor ventaja la ca-
pacidad de compresio´n de los datos, permitiendo (aun con una pequen˜a pe´rdida
de calidad) obtener datos audio en ficheros de pequen˜o taman˜o. A parte de la
ma´scara aplicada a las frecuencias (eliminando las frecuencias ma´s alejadas del
rango de audicio´n humana) obtendremos una reduccio´n del taman˜o del fichero
MP3 gracias a la codificacio´n Huffman de los datos.
Gran parte de la calidad de compresio´n de los ficheros mp3, reside en la capaci-
dad de utilizacio´n de la codificacio´n Huffman, que permite una gran compresio´n
de los datos respecto al audio crudo filtrado.
La idea ba´sica de la codificacio´n Huffman resulta bastante sencilla, mediante
la creacio´n de una tabla de valores binarios concretos repartiremos por la tabla
las diferentes frecuencias asociadas al audio, ordenando los cara´cteres segu´n la
probabilidad de aparicio´n del cara´cter dentro el proceso. Asignando, as´ı, los
co´digos de menor taman˜o a las frecuencias con mayor probabilidad de aparicio´n.
Reduciendo as´ı el taman˜o del fichero final.
As´ı pues, nuestro decodificador debera´ parsear la trama de llegada, obteniendo
el sample-rate, el canal y finalmente los datos. Y aplicarlos a las diferentes tablas
de decodificacio´n a fin de obtener el valor real de la muestra decodificada.
3) Fase de filtrado y conversio´n frecuencia-tiempo
Juntamente con la codificacio´n Huffman, el proceso de filtrado del mp3 es lo que
ha convertido este sistema en un me´todo de codificacio´n tan popular. Una vez
decodificado el co´digo Huffman disponemos de muestras correspondientes a com-
ponentes frecuenciales del sonido captado por lo que sera´ necesario transformar
estas muestras en muestras temporales correspondientes a sonido audible.
En primer lugar, por tanto, sera´ necesario obtener estas muestras temporales.
Aunque enseguida pensemos en transformadas de Fourier discretas,el mp3 uti-
liza una transformada adaptada a sus necesidades: La transformada discreta del
coseno modificado (MDCT de las siglas en ingle´s). En nuestro caso deberemos
realizar el proceso inverso es decir, la transformada IMDCT, que presenta dos
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peculiaridades ba´sicas que la hacen ido´nea para el propo´sito mp3.
En primer lugar, como otras transformadas coseno, presenta una propiedad de
compactacio´n de energ´ıa. Es decir, la informacio´n se acumula en pocas muestras
de alta energ´ıa. Una propiedad ma´s que favorable cara a la compresio´n de los
datos en or´ıgen.
Por otro lado la IMDCT esta´ disen˜ada para ser utilizada sobre bloques de datos
consecutivos, hacie´ndola muy apropiada para audio, sobre todo en ficheros con
cierta duracio´n.
Aplicando esta transformada a los datos obtendremos la decodificacio´n de
las 32 subbandas utilizadas en la codificacio´n. Finalmente (de forma inversa al
caso de or´ıgen) los datos temporales pasara´n por bancos de filtros (as´ı como la
recomposicio´n de los canales en caso de sen˜ales stereo) para finalmente obtener
la cuantificacio´n de los datos finales, que nos permitira´ obtener la representacio´n
real de la sen˜al codificada en el dominio temporal,y as´ı la sen˜al definitiva durante
el proceso posterior.
4) Recuantificacio´n
Una vez aplicada la decodificacio´n Huffman, la transformada inversa y su fil-
trado, deberemos realizar un proceso inverso a la cuantificacio´n. Entendemos
como cuantificacio´n la asignacio´n de un valor concreto, digital, a una entrada
analo´gica, en nuestro caso audio. Obteniendo a la salida, una descripcio´n disc-
reta de un valor analo´gico. Por ejemplo, para una sen˜al de audio PCM podemos
asignar 216 valores, por ejemplo de -16383 a +16383, perdiendo informacio´n ı´nfima
pero ahorrando 1 bit por muestra, en caso de codificacio´n.
En caso de decodificacio´n, deberemos realizar esta operacio´n de forma con-
traria. Una vez el archivo mp3 ha sido tratado, obtendremos un conjunto de
valores cuantificados, normalmente entre -8206 y 8206. A fin de decuantificar
los valores utilizaremos un cuantificador no lineal utilizado tambie´n en origen,
debido a la sensibilidad al ruido que presentan sen˜ales de baja frecuencia, por
tanto requerira´n ma´s bits que otras sen˜ales. Obteniendo as´ı, la sen˜al de audio
deseada, preparada para ser escuchada.
Llegados a este punto, de forma liviana hemos observado los principales blo-
ques que componen la decodificacio´n mp3 que nos permitira´ implantar o identi-
ficar sobre un co´digo ya implementado, las fases clave de la decodificacio´n, para
poder as´ı, adaptar el proceso a nuestras necesidades espec´ıficas.
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3.3 Primera aproximacio´n a la compilacio´n MP3
Una vez planteados los conocimientos teo´ricos en los que basaremos nuestra de-
codificacio´n mp3, deberemos encarar la progamacio´n de un decodificador MP3
para nuestro sistema UNC20. Esta decodificacio´n debe permitir la obtencio´n
y decodificacio´n de datos procedentes del socket streaming, para su posterior
tratamiento y reproduccio´n.
En primer lugar, al consistir el mp3 en una serie de decodificciones matema´ticas,
se planteo´ la posibilidad de realizar una decodificacio´n MP3 v´ıa software de los
datos recibidos a trave´s del socket.
Desarollar un sistema de decodificacio´n mp3 desde cero, resulta actualmente
un trabajo costoso y poco eficiente, debido a la existencia de gran cantidad de
reproductores mp3 basados en librer´ıas de decodificacio´n muy testadas. Sera´n
estas librer´ıas las que extraeremos de los sistema de reproduccio´n e intentaremos
simpificarlas y adaptarlas a nuestro sistema embedded.
As´ı pues, durante la primera fase del proyecto se realizaron pruebas durante
varias semanas a fin de migrar varias plataformas de decodificacion mp3 cono-
cidas a nuestra arquitectura ARM. Tarea nada fa´cil si tenemos en cuenta las
limitaciones e incompatibilidades de nuestro hardware ARM7TDMI.
El primer el problema acaecido consistio´ en la incapacidad de nuestro sistema
(debido a su procesador ARM7TDMI) para trabajar con coma flotante. A su vez
hay que tener en cuenta la capacidad limitada de ca´lculo de nuestro procesador.
Ello descarto´ considerablemente el abanico de librer´ıas de decodificacio´n que tra-
bajan sin coma flotante o en su defecto simula´ndola.
As´ı pues, a fin de obtener nuestra librer´ıa de decodificacio´n, deberemos re-
alizar el cross compiling e intentar modificar proyectos conformados por gran
cantidad de archivos. A la hora de encarar este tipo de proyectos deberemos leer
atentamente las instrucciones adjuntas al co´digo fuente del proyecto y tener muy
en cuenta el fichero de configuracio´n previo a la compilacio´n.
El fichero de configuracio´n, normalmente “config”o “configure”es el primero
de los ficheros que deberemos ejecutar, a fin de establecer las variables de sistema
que sera´n utilizadas al compilar el co´digo fuente. A su vez, estas opciones nos
permitira´n observar si el co´digo elegido permite o no realizar el cross-compiling
con nuestra arquitectura, as´ı como definir gran cantidad de opciones que permi-
tan llevar a buen puerto la compilacio´n.
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As´ı pues, como ejemplo ma´s general utilizado en las configuraciones de las li-
brer´ıas usadas, deberemos tener en cuenta las siguientes peculiaridades a la hora
de acometer una configuracio´n orientada a cross-comiling:
• --enable-arm7tdmi : Establecemos el tipo de procesador al cual va desti-
nada la compilacio´n. En ciertos casos, simplemente especificamos la arqui-
tectura gene´rica del sistema target (ej: i386,ARM,m68k...)
• --enable static: Indicamos al sistema que realizara´ un compilacio´n esta´tica
de las librer´ıas, e´sta incluye las librer´ıas necesarias dentro del ejecutable fi-
nal. Aunque aumente el taman˜o del ejecutable final, e´ste resultara´ portable
a sistemas de la misma arquitectura sin presentar problemas de compati-
bilidad con las librer´ıas.
• --enable-cross-compile: Indicamos al sistema que la compilacio´n a
realizar sera´ de tipo cruzado, es decir, orientada a otro sistema que no es el
local.
• --cc= arm-elf-gcc: Establecemos el compilador a utilizar por parte del
make.
• --target=arm-linux: Indicamos el tipo de sistema que sera´ receptor del
co´digo generado.
• --host=i383: Configuramos el sistema actual sobre el cual realizamos el
cross compiling, es decir, nuestro PC.
Las opciones indicadas anteriormente, resultan las ma´s generales y ba´sicas a la
hora de realizar la configuracio´n de un sistema orientado a compilacio´n cruzada.
Adema´s, cada sistema incluira´ sus opciones propias. Relacionadas con librer´ıas,
elementos adicionales al co´digo, modulos a an˜adir, etc... que establecera´n las
pautas a seguir durante la compilacio´n para cada uno de los co´digos. Deberemos,
por tanto, leer atentamente toda la documentacio´n adjunta en el proyecto antes
de acometer el proceso de compilacio´n.
Aunque pueda parecer un tanto farragoso cara a su compilacio´n, este tipo de
funcionamiento nos permitira´ generar un co´digo mucho ma´s adaptable y config-
urable a diferentes sistemas, tipos de funcionamiento, actualizaciones, parches...
Una vez establecida la configuracio´n ba´sica del sistema deberemos ejecutar
un simple make y esperar que la compilacio´n del sistema resulte satisfactoria.
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Durante el primer periodo de prueba de los sistemas de decodificacio´n MP3,
se realizaron pruebas sobre alguno de los sistemas ma´s extendidos aunque la
mayor´ıa no resultaron adaptables a nuestro procesador, al menos de forma sen-
cilla. Tres de ellos, presentaron la capacidad de realizar cross compiling para una
arquitectura ARM.
Mplayer: Reproductor altamente conocido en entornos linux, ofrece una
gran variedad de codecs y un entorno de utilizacio´n sencillo. Su compilacio´n per-
mit´ıa adaptarse a la simulacio´n de coma flotante y a arquitecturas tipo ARM7.
Aunque se consiguio´ compilar correctamente, la no adaptacio´n total al dispositivo
ARM7TDMI provoco´ la decodificacio´n erro´nea de las tramas mp3 de entrada al
sistema. MPlayer fue descartado ante la necesidad de variar gran cantidad de
archivos del proyecto.
Madplay: Librer´ıa de decodificacion mp3 adaptable arquitecturas ARM, per-
mite la decodificacio´n en dispositivos sin coma flotante. Dispon´ıa de opciones de
compilacio´n compatibles con los sistemas ARM. Aunque se consiguio´ una com-
pilacio´n correcta, exigia una serie de recursos que sobrepasaban los disponibles
en nuestra placa. En otras palabras, presento´ un funcionamiento decodificador
correcto para ficheros pequen˜os, pero presentaba problemas a la hora de trabajar
con ficheros con longitudes superiores a las decenas de segundos. Por ello fue
descartado.
Mpg123: En primer lugar, mpg123 presenta una interfaz en modo texto y una
estructuracio´n sencilla del co´digo que lo hacen realmente comprensible y accesible
para su modificacio´n. Permite adema´s evitar los ca´lculos en coma flotante (re-
aliza un proceso de emulacio´n) mediante configuracio´n previa a la compilacio´n.
Ofrece tambie´n, adaptacio´n espec´ıfica a sistemas ARM7 (aunque no a la con-
figuracio´n TDMI). Aunque fueron necesarias pequen˜as modificaciones de flags y
de configuracio´n, MPG123 permitio´ una compilacio´n medianamente co´moda sin
presentar excesivos problemas (al menos no ma´s de los que un cross-compile de
proyectos extensos conlleva).
As´ı, una vez obtenido un resultado satisfactorio en nuestra compilacio´n, real-
izamos pruebas de decodificacio´n sobre nuestro sistema. Para ello fue utilizado
un software y un fichero mp3 de test, en el cual el decodificador software, cor-
riendo en la placa, le´ıa mediante NFS el fichero de muestra, para, posteriormente
generar un archivo de sonido crudo que era enviado directamente al device DSP
de nuestro PC.
Por consiguiente, aunque el decodificador mpg123 funcionaba de forma cor-
recta consiguiendo la generacio´n de sonido audible de buena calidad, el tiempo
de ca´lculo necesario para la decodificacio´n del MP3 superaba las expectativas
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esperadas para un sistema en tiempo real, ya que el sistema empleaba un tiempo
superior a la longitud en reproduccio´n del archivo. Es decir, mientras que el
fichero mp3 de test ”Riders of the storm” de The Doors se reproduc´ıa en 7 min-
utos a 128kbps, se tardaba cerca de los 9 minutos en decodificarlo de forma
completa. Aunque se realizaron pruebas con el mismo fichero a menor calidad de
sonido, la decodificacio´n software siempre se mostro´ excesivamente lenta.
Este hecho, hace patente la capacidad limitada de operacio´n del sistema
ARM7TDMI orientado a ca´lculos de cierta complicacio´n. Aunque sistemas ac-
tuales ARM mucho ma´s avanzados tecnolo´gicamente (ARM9, ARM11...) o la
utilizacio´n de co´digos muy optimizados, permiten la decodificacio´n mp3 de forma
aceptable, la utilizacio´n de estos me´todos se escapa a la intencio´n de este proyecto
y de la asignatura.
Por tanto, la opcio´n de una decodificacio´n mp3 software quedo´ descartada
debido a la limitacio´n f´ısica del procesador, generando la necesidad derivada de
encontrar otro sistema de decodificacio´n ma´s adecuado a nuestro sistema: La
decodificacio´n MP3 v´ıa hardware.
La existencia de elementos hardware decodificadores permite la decodificacio´n
ra´pida, sencilla y de forma perife´rica (sin necesidad de copar recursos de proce-
sador) de los datos y fue la que nos decanto´ hacia la creacio´n de una placa
perife´rica controlada por el procesador central, destinada exclusivamente a la
tarea de decodificacio´n. Ma´s detalles sobre la placa y su programacio´n sera´n
comentados durante el apartado destinado a la programacio´n de perife´ricos en el
cap´ıtulo 5.
Aun as´ı, aunque la decodificacio´n software haya resultado inviable sobre nue-
stro sistema, e´sta nos permitio´ el estudio y comprensio´n de los procesos de de-
codificacio´n mp3, as´ı como el tratamiento y compilacio´n de proyectos software de
embergadura, alrededor de un a´mbito de cross-compiling, utilizando y trabajando
en primera persona con sus herramientas y dificultades ba´sicas.
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Cap´ıtulo 4
El sistema implementado:
Desarrollo sobre la placa UNC20
4.1 Introduccio´n y esquema general del sistema
propuesto
Una vez planteadas las herramientas de utilizacio´n ma´s comunes en el a´mbito
de los sistemas embedded, as´ı como la primera aproximacio´n a los sistemas
streaming, deberemos encontrar una aplicacio´n que permita adaptarse de forma
dida´ctica y amena a las necesidades docentes de la asignatura Sistemes Encas-
tats. Sera´ durante este cap´ıtulo en el cual mostraremos la implementacio´n del
sistema escogido paso a paso, mostrando y argumentando cada una de las op-
ciones, que fueron planteadas durante su desarrollo, para obtener finalmente, un
sistema completamente funcional.
Por tanto, el sistema debera´ permitir al alumno aplicar de forma directa los
conocimientos adquiridos durante la asignatura, incluyendo:
• Utilizacio´n de las herramientas presentadas durante los cap´ıtulos anteriores,
la necesidad de compilar su propio co´digo y utilizar un sistema de archivos
remoto NFS.
• Programar de forma ba´sica aplicaciones en C que conformen el compor-
tamiento del sistema.
• Utilizacio´n de sema´foros e hilos (threads) que permitan una introduccio´n a
la ejecucio´n en paralelo de acciones.
• Utilizacio´n de sockets cara a establecer la comunicacio´n mediante conex-
iones de red de la placa.
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• Implementacio´n de drivers y su funcionamiento sobre un entorno Linux,
especialmente drivers tipo cara´cter, de fa´cil implementacio´n y comprensio´n.
A continuacio´n, dividiremos el sistema propuesto en tres grandes bloques de de-
sarollo. En primer lugar,el sistema debera´ ofrecer cierto grado de conectividad
hacia el exterior que permita la utilizacio´n de un esquema de sockets tipo cliente
o servidor.
En segundo lugar permitir el tratamiento de datos de forma dina´mica o una
ejecucio´n alejada de la implementacio´n ”monotarea” t´ıpica, que permita al estu-
diante la asimilacio´n del concepto de ejecucio´n en paralelo y generacio´n de hilos
en sistemas embedded permitiendo a su vez la utilizacio´n de distintos hilos de
ejecucio´n y sema´foros sobre el co´digo, a fin de mejorar las prestaciones de fun-
cionamiento del sistema.
Finalmente, el sistema propuesto debera´ controlar algu´n elemento externo o
placa perife´rica que permita el disen˜o, o al menos estudio, por parte del alumno
del temario relacionado con drivers y devices sobre entornos Linux.
Teniendo en cuenta las necesidades anteriores, el sistema propuesto finalmente
fue, como vimos anterirmente, el disen˜o y creacio´n de un sistema embedded de
decodificacio´n streaming radio MP3 por parte del alumno debido principalmente
a:
• La cercan´ıa de este tipo de aparatos al alumnado, ya que permite un au-
mento del intere´s en las pra´cticas, observando una aplicacio´n real y pro´xima
de los conocimientos adquiridos.
• La utilizacio´n de un sistema streaming implica la utilizacio´n de sockets y
diferentes estrategias de buffering que a su vez implican una estrategia de
utilizacio´n y almacenamiento de los datos.
• La complejidad del sistema, sin resultar elevada al alumno, implicara´ la uti-
lizacio´n de diferentes hilos de ejecucio´n as´ı como el estudio de soluciones que
impliquen la implementacio´n o el estudio de viabilidad sobre la utilizacio´n
sema´foros en el sistema.
• La necesidad de permitir que los datos recogidos por la unidad de con-
trol resulten audibles implicara´n la creacio´n de un driver espec´ıfico para la
reproduccio´n de los datos obtenidos en el exterior.
Como podemos observar, la eleccio´n del sistema no resulta en modo alguno aleato-
ria, sino que, a trave´s de diferentes lecciones de tema´tica cercana al alumno, se
repasan y profundizan cada uno de los temas teo´ricos comentados durante la
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asignatura.
Por tanto, el sistema a implementar presentara´ el siguiente esquema de disen˜o
ba´sico (Fig. 4.1):
Figura 4.1: Esquema de funcionamiento ba´sico del sistema.
• Fuente emisora de datos: En nuestro caso, una radio v´ıa Internet o
en caso de no poder ser posible la conexio´n al exterior, la creacio´n de un
servidor streaming de datos de audio, emitiendo datos que llegara´n v´ıa
UDP/IP al sistema principal mediante un protocolo basado en http.
• Sistema de archivos sobre PC: Como comentamos durante al cap´ıtulo
anterior, las limitaciones impl´ıcitas en el sistema embedded utilizado, as´ı
como la comodidad durante el disen˜o, nos aconsejan la utilizacio´n de un
montaje de sistema de ficheros linux sobre NFS, que se realizara´ siguiendo
los pasos del cap´ıtulo anterior. Con ello obtendremos una plataforma de
disen˜o co´moda y dina´mica.
• Sistema de control: Formado por la placa UNC20, se encargara´ de la
recepcio´n y el tratamiento de los datos as´ı como de su decodificacio´n y env´ıo
al sistema externo. E´sta sera´ la parte a programar por el alumno durante
la asignatura. Son incluidos aqu´ı los diferentes bloques relacionados con el
buffering y el tratamiento de los datos en el sistema de control.
• Placa perife´rica y drivers: Una vez los datos sean recibidos/procesados,
el alumno debera´ conseguir que e´stos resulten audibles, por tanto sera´ nece-
saria la creacio´n de una placa perife´rica (ya sea de tipo conversor digi-
tal/analo´gico + etapa de potencia o de otro tipo) as´ı como el disen˜o y
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programacio´n de los drivers adecuados para permitir escuchar los datos
obtenidos v´ıa socket.
Como podemos observar, existe un pequen˜o problema de cara´cter f´ısico de conex-
ionado cara a la implementacio´n de sistema real de test. Por un lado el sis-
tema principal debe interconectarse a la red pu´blica para establecer una conexio´n
TCP/IP al servidor streaming externo, y por otro lado el sistema de ficheros debe
permanecer montado v´ıa NFS al PC. Ambos sistemas precisan de una conexio´n
Ethernet y la placa UNC20 solo dispone de un device f´ısico para conexio´n Eth-
ernet.
Podr´ıamos plantear, a modo de parche, la utilizacio´n de la conexio´n del puerto
serie para el montaje de sistema de ficheros, pero resultar´ıa algo farragoso y
poco u´til, as´ı que finamente se opto´ por una solucio´n mucho ma´s co´moda y
programable.
Figura 4.2: Esquema de funcionamiento utilizando el PC como router.
Como se puede observar en el esquema anterior (Fig. 4.2), el PC del labora-
torio realizara´ dos funciones:
• Servidor de sistema de ficheros: Vı´a interfaz Ethernet, el PC del labo-
ratorio realizara´ las funciones comentadas anteriormente para proveer de un
sistema de ficheros a la placa, sistema NFS, para permitir una plataforma
de disen˜o de aplicaciones ma´s ra´pida (sin necesidad de grabados de flash)
y dina´mica (tratamiento de los archivos de la particio´n de forma co´moda
desde nuestro PC como un directorio ma´s).
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• Conexio´n hacia el exterior: El sistema embedded debera´ estar configu-
rado de tal forma que nuestro PC de laboratorio resulte el Gateway de la
placa UNC20. E´sta debera´ ir a buscar la IP privada de router (nuestro PC)
a fin de de establecer una conexio´n TCP/IP al exterior. Por otro lado, el
PC debera´ redirigir y gestionar estos datos para llevarlos hacia su segundo
interfaz de red, conectado a Internet, y posteriormente recibir las respuestas
de la red y redireccionarlas hacia la placa UNC20. Este proceso sera´ imple-
mentado mediante un script de configuracio´n que realice las funciones de
router, mediante una operacio´n denominada MASQUERADE sobre las IP
tables del PC, que nos permitira´ redireccionar el tra´fico de la placa UNC20
con su IP privada, hacia la IP pu´blica de nuestro PC, y posteriormente
hacia Internet, adema´s de su camino inverso.
Por tanto, durante los pa´rrafos anteriores hemos presentado las necesidades
y esquema ba´sico de programacio´n del sistema elegido. Durante los siguientes
apartados comentaremos con mayor detalle el funcionamiento de cada unidad
operativa as´ı como los problemas acaecidos y las soluciones propuestas.
En la configuracio´n propuesta, la placa UNC20 realizara´ funciones de unidad
de control, controlando la recepcio´n de los datos v´ıa socket UCP y el almace-
namiento de los datos mediante diferentes estrategias de buffering implementadas.
Finalmente, tal como comentamos en el apartado anterior, los datos recibidos
sera´n enviados hacia un sistema externo de decodificacio´n hardware mediante la
implementacio´n de un driver. Cada uno de estos grandes bloques sera´n comen-
tados en detalle durante los siguientes apartados.
4.2 Conectividad v´ıa socket
La recepcio´n de datos precisa del establecimiento de una conexio´n hacia un servi-
dor de steaming MP3 radio, v´ıa conexio´n IP. Para ello la placa central debe
establecer una conexio´n con el servidor mediante un protocolo conocido, en nue-
stro caso HTTP.
La eleccio´n de este protocolo se debe a la sencillez del mismo (como pode-
mos observar en la figura 4.3); e´ste mediante un sencillo intercambio de strings
permite la obtencio´n satisfactoria de datos. Para ello, entre las diferentes radios
que emiten v´ıa Internet, utilizaremos las ma´s sencillas: aquellas que env´ıan infor-
macio´n a trave´s de un puerto UDP mediante protocolo HTTP, sin la necesidad
de utilizacio´n de software adicional ni la implementacio´n de protocolos excesiva-
mente complicados. As´ı el alumno sera´ capaz de programar de forma sencilla y
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de fa´cil comprensio´n el proceso de obtencio´n de los datos por parte de la placa
mediante sockets.
Este proceso de obtencio´n de datos se basa principalmente en los siguientes
pasos:
1)Create socket: El programa debe establecer una conexio´n v´ıa socket UDP
con el servidor de destino.
2) Bind port number: Establecemos el puerto de la conexio´n. Por defecto el
80, al retransmitir la mayor´ıa de radios su contenido desde lel propio puerto web.
3) Connect to Server: En donde enviamos la orden: ”Send HTTP request”
Correspondiente en protocolo a : GET ”file”HTTP \1.1\r\n HOST: ”hostname”
Por ejemplo:
GET \stream.mp3 HTTP\1.1
Host: www.example.com
A lo que deberemos recibir una sen˜al por parte del servidor aceptando la conexio´n
HTTP\1.1 200 OK
Date: Fri, 31 Dec 2003 23:59:59 GMT
Content-Type: text\html
Content-Length: 1221
Una vez establecida (como vemos, de forma muy sencilla) la conexio´n, los datos
mp3 comenzara´n a ser recibidos de forma fluida y debera´n ser almacenados en el
buffer del sistema, a fin de ser reproducidos con el menor retraso posible.
Adema´s de las estrategias de buffering a implementar, a fin de obtener un
comienzo estable de la reproduccio´n, realizaremos un buffering previo de una
cantidad de datos antes de iniciar la reproduccio´n, para as´ı permitir trabajar al
sistema con un cierto margen de datos, correspondiente a 1 o 2 segundos de audio.
El programa implementado recibira´ la direccio´n completa como argumento de
entrada a la ejecucio´n (como por ejemplo http://stream-3.ssatr.ch:80/rsc/mp3,
correspondiente a radio swiss classic).
Respecto al protocolo de conexio´n, a partir de la direccio´n, el sistema en-
contrara´ el hostname, el puerto (en su defecto el 80) y finalmente el fichero que
contiene el streaming a leer.
Gracias la utilizacio´n de la librer´ıas <netinet\in.h>, <arpa\inet.h> inclu-
idas en el cross compiler y aceptadas por uClinux podremos utilizar las funciones
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capaces de establecer una conexio´n y obtener informacio´n a trave´s de ella, medi-
ante comandos ba´sicos, mostrados en el co´digo siguiente:
\∗obtenemos el puerto a trave´s de la direccio´n dada. Obteniendo
la direccio´n, el puerto y el fichero∗\
parse URL(char ∗url, char ∗hostname, int ∗port, char ∗identifier)
\∗Creamos el socket para la conexio´n, mediante sock stream obtenemos
flujos de bytes basados en una conexio´n bidireccional∗\
sd=socket(AF INET, SOCK STREAM, 0);
\∗Mediante bind, asociamos una direccio´n local a un puerto,∗\
rc= bind(sd, (struct sockaddr ∗) & localAddr, sizeof(localAddr));
\∗Una vez establecido puerto y socket realizamos la conexio´n∗\
rc= connect(sd, (struct sockaddr ∗)& servAddr, sizeof(servAddr));
\∗Finalmente escribimos los datos de protocolo en el socket abierto∗\
rc=write(sd, request, strlen(request));
Figura 4.3: Diferencias principales a favor de la utilizacio´n UDP.
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Una vez establecida la conexio´n, simplemente deberemos leer el socket perio´dicamente,
mediante un read, tal y como leemos de un fichero cualquiera.
Deberemos tener en cuenta que el servidor no deja de arrojar constantemente
datos al buffer de streaming al cual accedemos, as´ı deberemos mantener un ritmo
de lectura estable del socket a fin de no perder datos de entrada.
As´ı pues, tal como hemos visto, una vez establecida la conexio´n sera´ necesario
el almacenamiento de los datos recibidos a fin de poder tratarlos y decodificarlos
correctamente sin pe´rdida de los mismos. Sera´ por tanto necesario el estudio de
diferentes estrategias de buffering, que sera´n tratadas durante el siguiente bloque
de programacio´n del sistema.
4.3 Buffering
La estrategia a seguir durante al almacenamiento de datos resulta de vital impor-
tancia en un sistema como el presentado. El flujo de datos debe ser capaz de ser
almacenado temporalmente para su decodificacio´n pero a su vez debe permanecer
constante en su alimentacio´n hacia el decodificador, a fin de evitar cortes o insu-
ficiencias de datos en la salida audible del sistema.
A fin de realizar una estrategia de buffering correcta, deberemos tener en
cuenta el funcionamiento en recepcio´n de nuestro sistema. En primer lugar, tra-
bajaremos con una fuente de datos externa, radio streaming mp3 v´ıa HTTP. Al
no existir un protocolo de control de flujo datos ni de correccio´n de errores, de-
beremos considerar los datos recibidos como streaming no fiable; por tanto, el
bit rate de datos obtenidos no tiene porque´ permanecer constante a lo largo del
tiempo.
Por otro lado, dentro de un margen, el dispositivo decodificador exige un bit-
rate suficientemente constante como para realizar la decodificacio´n mp3 de forma
correcta.
Esta situacio´n pone en evidencia la necesidad de creacio´n de un buffer intermedio
a fin de estabilizar el bit-rate variable en recepcio´n hacia un bit-rate espec´ıfico y
estable a la salida. Este buffer, debido al uso continuado del mismo y a nuestras
limitaciones en memoria, consistira´ en un RING BUFFER que permita estabilizar
el tra´fico de datos de entrada adapta´ndolos al sistema de salida, sin colapsar la
memoria disponible en nuestro equipo. A su vez, la unidad de control, represen-
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tada por el micro controlador debera´ actuar como agente de control intermedio
a fin de ordenar el tra´fico de datos a trave´s del buffer(Fig. 4.4).
Figura 4.4: Configuracio´n ba´sica del ring buffer.
El primer problema que observamos ante una situacio´n de buffering como la
propuesta, es la del dimensionado del propio buffer. Al no poder ser infinito
simplemente optaremos por la creacio´n de un buffer circular de un taman˜o sufi-
cientemente elevado como para permitir el correcto funcionamiento del sistema
sin una altra probabilidad de sobreescritura o saturacio´n del buffer. Un taman˜o
de buffer aceptable debera´ corresponder a unos 7 segundos de audio a 128kps,
por tanto superior a 1Mb.
A su vez, debera´ existir una relacio´n entre el taman˜o del buffer y el nu´mero
de bytes que se escriban en e´l a cada lectura del socket: un volcado pequen˜o
repetido excesivamente desde el socket puede no resultar de gran eficacia tem-
poral (reailzariamos un refresco de datos cada demasiado tiempo as´ı como un
llamada sistema a fin de escribir escasos bytes) o en otro caso puede no llenar
el buffer los suficientemente ra´pido y por tanto habr´ıa una pe´rdida de datos que
provocar´ıa una sensacio´n sonora parecida el efecto FLASH FORWARD.
De forma externa, un valor excesivamente bajo en la recoleccio´n de datos
desde el socket puede implicar que el tiempo necesario para recopilarlos provoque
una pe´rdida de datos, que implique la imposibilidad de decodificacio´n de los datos
obtenidos, pues sera´n recopilados datos completamente incorrelados en el tiempo.
As´ı pues, deberemos, obtener un equilibrio entre el taman˜o del buffer y por
otro lado la lectura desde el socket. Dos elementos que condicionara´n el resultado
final de los datos audible.
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Aun as´ı, la inclusio´n de un ring buffer “per se”no implica una mejora si no
tenemos en cuenta estrategias de acceso al buffer desde la unidad de control. Es
decir, deberemos tener en cuenta como leemos y escribimos dentro de este buffer.
Durante la creacio´n de co´digo del proyecto fueron estudiadas diferentes estrate-
gias de acceso al buffer y su repercusio´n sobre el funcionamiento del sistema.
4.3.1 Acceso simple
Entenderemos como acceso simple la utilizacio´n del ring buffer desde un solo
proceso, realizando en primer lugar las lecturas del socket para su escritura en el
buffer y posteriormente leer del buffer para escribir sobre el sistema decodificador
MP3. Todo desde un mismo hilo de cronologicamente lineal.
Esta estrategia no deja de resultar un tanto absurda teniendo en cuenta nues-
tras necesidades: el simple hecho de leer y escribir posteriormente dentro del
mismo proceso, podr´ıa permitir obtener una salida constante de datos mediante
temporizacio´n y esperas, programadas en el co´digo, pero el hecho de que el pro-
ceso principal quede inhabilitado para la lectura del buffer durante la escritura
del mismo resulta del todo ineficaz, generando pe´rdida de datos en la lectura del
socket y por tanto errores a la salida del sistema.
4.3.2 Ring Buffering + threads
Debido a la ineficacia de un sistema con un solo proceso, en ejecucio´n utilizare-
mos la capacidad de creacio´n de nuevos hilos de ejecucio´n en paralelo que nos
permite uClinux.
Aunque los sistemas embedded no suelen permitir la utilizacio´n de creacio´n
de hijos mediante el comando fork, debido a las limitaciones de paralelizacio´n y
memoria de este tipo de sistemas de control, s´ı que permiten la creacio´n de difer-
entes hilos de ejecucio´n mediante la expansio´n del co´digo en diferentes threads.
As´ı pues,una vez inicializado nuestro sistema principal, su ejecucio´n en dos
threads se dividira´. En primer lugar, un thread dedicado a la lectura de datos del
socket para su posterior escritura sobre el buffer y un segundo thread dedicado
a la extraccio´n de datos del buffer para su env´ıo al dispositivo de decodificacio´n
(v´ıa SPI como comentaremos posteriormente) siguiendo el planteamiento t´ıpico
de proceso lector-escritor.
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Figura 4.5: Esquema ba´sico de funcionamiento mediante threads.
Esta estrategia permitira´ una optimizacio´n del tiempo, sin necesidad de man-
tener un proceso a la espera para proceder a la lectura. As´ı aportamos al sistema
la agilidad necesaria para tratar los datos streaming sin pe´rdida o retraso en su
ejecucio´n.
Por otro lado, desde el punto de vista docente, la incorporacio´n de los threads
al co´digo principal permitira´ a los alumnos familiarizarse con este tipo de eje-
cuciones de procesos en paralelo as´ı como observar las mejoras que suponen en
sistemas limitados como los sistemas embedded.
Aun as´ı, la simple utilizacio´n de dos threads de lectura y escritura resultar´ıa
del todo incontrolable si e´stos fueran ejecutados de forma auto´noma sin un control
o un a´rbitro que decida en que´ momento se realiza cada una de las dos acciones,
pudiendo recaer en problemas de concurrencia, tales como la sobreescritura de
datos o la escritura o lectura de datos en direcciones prohibidas. Port tanto,
debera´ existir una estrategia de arbitraje llevada a cabo por el sistema central,
que permita que no ocurran pe´rdidas o sobreescrituras de datos en el buffer. Para
ello fueron estudiadas dos te´cnicas de arbitraje: en primer lugar la utilizacio´n de
sema´foros o, como alternativa, la temporizacio´n de las lecturas en buffer.
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4.3.3 Ring buffer con threads y sema´foros:
La primera estrategia de control implementada fue la utilizacio´n de un sema´foro
de control de acceso al buffer. Mediante la utilizacio´n de sema´foros tipo MU-
TEX, siguiendo una estructura t´ıpica de productor-consumidor, el acceso al buffer
queda vetado para un thread evitando siempre un acceso mu´ltiple simulta´neo. A
su vez, el sema´foro evita la sobreescritura de datos en el buffer circular as´ı como
la lectura de posiciones de buffer incorrectas.
La utilizacio´n de sema´foros resulto´ un tanto desencaminada en este caso,
debido a la existencia de solo un elemento consumidor y un solo elemento pro-
ductor en donde la ocupacio´n mayoritaria del tiempo de acceso al buffer por uno
de los threads (el de escritura desde el socket) produc´ıan una ralentizacio´n en las
lecturas por parte del decodificador mp3. Ello que implicaba cortes en la repro-
duccio´n musical final. As´ı pues, se podr´ıa establecer una estrategia de sema´foros
con cierto control temporal por parte del a´rbitro a fin de evitar copar los recursos
por parte de unos de los threads o simplemente decantarse por la segunda opcio´n
de control temporal de las escrituras.
Au´n as´ı, aunque no resultase del todo satisfactoria, la utilizacio´n de sema´foros
resulta de gran utilidad a modo de ejemplo dida´ctico permitiendo a los alumnos
experimentar con ellos sobre un sistema real y observar sus pros y contras segu´n
la situacio´n sobre la que apliquemos estos sema´foros.
Figura 4.6: Variacio´n del funcionamiento mediante threads y sema´foros.
Adema´s, de la experiencia derivada de programacio´n con sema´foros se podra´n
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reutilizar ciertas herramientas. Aunque nuestro co´digo final no los utilice direc-
tamente, e´ste aprovechara´ las funcionalidades de control de datos utilizados para
controlar el buffer mediante sema´foros.Contrl disen˜ado para evitar la sobreescrit-
ura de datos que au´n no han sido enviados a decodificar, as´ı como la lectura de
posiciones del buffer que au´n no han sido escritas, evitando la lectura de datos
erro´neos. Por tanto estableceremos la estructura del buffer y de sus funciones
de control, basa´ndonos en ejemplos cla´sicos productor-consumidor, con funciones
que eviten la sobreescritura y la lectura erro´nea de datos. El buffer presentara´
una forma fa´cilmente accesible siguiendo la estructura siguiente:
struct OutRingBuffer
{char ∗buffer;\\puntero al buffer de datos
int wr pointer;\\situacio´n del puntero de escritura
int rd pointer; \\situacio´n del puntero de lectura
long magic;
int size; \\tama~no del buffer
};
Permitiendo a los threads que accedan al buffer escribir, leer y limpiar el buffer
sin ningu´n tipo de error de concurrencia, as´ı como la obtencio´n de datos del buffer
mediante las rutinas implementadas:
int rb data size (struct OutRingBuffer ∗rb): Permite la obtencio´n del
punto actual de escritura para evitar accesos erro´neos al buffer.
int rb clear (struct OutRingBuffer ∗rb): Permite una limpieza total
del buffer.
int rb init (struct OutRingBuffer ∗∗rb, int size) Inicializa el buffer
para evitar la existencia de datos anteriores que puedan provocar error
int rb write (struct OutRingBuffer ∗rb, unsigned char ∗buf, int len):
Permite realizar una escritura en buffer
int rb read (struct OutRingBuffer ∗rb, unsigned char ∗buf, int max)
Permite realizar una lectura en el buffer.
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Aunque no mostraremos en detalle la programacio´n de la estructura del buffer,
5 en su lugar, comentaremos simples orientaciones a la hora de su programacio´n
por parte de los alumnos:
• La utilizacio´n de un buffer en forma de estructura, en lugar del t´ıpico vector
de elementos, permitira´ al alumno la creacio´n de herramientas de control
de buffer de forma ordenada y de fa´cil acceso al resto de rutinas del co´digo.
• En la mayor´ıa de rutinas se debera´ utilizar el paso de buffer como puntero a
las funciones, permitiendo un acceso ma´s a´gil y depurado que no mediante
la utilizacio´n de variables globales.
• Finalmente, aunque no menos importante, las rutinas rb write y rb read
(de escritura y lectura) resultan rutinas cr´ıticas, desde el punto de vista
temporal, en la ejecucio´n del programa, ya que sera´n en gran parte (junto
al acceso a los devices SPI) las rutinas que menor tiempo deber´ıan consumir
durante la ejecucio´n del software. As´ı pues, sera´ recomendable durante la
programacio´n de estas rutinas, la utilizacio´n de funciones de escritura ra´pida
en lugar de los t´ıpicos bucles que recorran el buffer posicio´n a posicio´n, im-
plicando la utilizacio´n desmesurada de recursos temporales y de memoria.
Por tanto, debera´ ser indicado al alumno la necesidad de trabajar con pun-
teros, o en su lugar, de forma mas sencilla, con la rutina memcpy. Ello nos
permitira´ la copia o lectura directa de bloques de datos en el buffer o desde
el buffer, sin la necesidad de bucles acaparadores de recursos. Mostrando,
as´ı, al alumno ciertas limitaciones y estrategias de optimizacio´n ba´sica de
co´digo sobre sistemas embedded.
Por consiguiente, cada uno de los threads consultara´ su puntero (de lectura
o escritura) y leera´ o escribira´ en el buffer en consecuencia, siempre teniendo en
cuenta el volumen de datos ya existentes sobre el buffer,a fin de evitar sobree-
scrituras o lecturas erro´neas.
4.3.4 Ring buffer con threads e interrupciones:
Una vez mejorada la agilidad de obtencio´n y volcado de datos, y observado que
el control mediante sema´foros resulta ineficiente para nuestro sistema, deberemos
establecer la u´ltima estrategia de control sobre los datos: la temporizacio´n.
Como comentamos al inicio de este apartado, los datos procedentes del servi-
dor streaming, proceden de una fuente no fiable, es decir, el flujo de datos puede
5consultar co´digo implementado en el anexo.
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modificar su bit-rate a lo largo del tiempo. E´ste puede sufir paros en la creacio´n
de datos o incluso sufrir una desconexio´n de la red. Para solucionar el problema
que esta desincronizacio´n supone, se propuso la inclusio´n de un ring buffer para
le llegada de datos al sistema, tal y como vimos anteriormente.
Ahora bien, conectado a la salida de la unidad de control, debera´ existir un
sistema de decodificacio´n de datos, que permita la decodificacio´n de las tramas
mp3 enviadas a sonido raw-audio, es decir, la cuantificacio´n digital de la sen˜al
sonora a reproducir. Este sistema de decodificacio´n exigira´ rigor en el sincro-
nismo de los datos recibidos, ya que exige un flujo de datos entrates constante,
y por tanto, de una expulsio´n temporizada de los datos desde la unidad de control
As´ı pues, a la salida del buffer deberemos implementar los mecanismos nece-
sarios para obtener un flujo de datos con un bit-rate estable cercano al que de-
seamos en nuestra aplicacio´n (128kbps, en nuestro caso). Para ello, el thread
que controla la expulsio´n de datos del buffer, utilizara´ las rutinas de interrupcio´n
que ofrecen los timers del ARM7TDMI a fin de mantener un bit rate estable a
la salida. Es decir, se producira´ un volcado de datos sobre el bus SPI de forma
sincronizada con cada sen˜al interruptiva del sistema, manteniendo por tanto un
flujo de salida de datos temporalmente equiespaciado.
Para ello, se realizaron diferentes pruebas de temporizacio´n para la extraccio´n
de datos del buffer hacia la placa decodificadora (siempre manteniendo un bit-
rate teo´rico de salida de 128kps). Entre esas pruebas, el mejor funcionamiento se
produce con la expulsio´n de bloques de 320 bytes cada 2 milisegundos. Realizare-
mos esta eleccio´n a fin de mantener la ocupacio´n del buffer aproximadamente a la
mitad de su capacidad de forma ma´s o menos estable. Estableciendo como cota
superior el taman˜o ma´ximo de datos a transmitir v´ıa SPI, es decir no superior a
512 bytes por bloque.
As´ı pues, sobre el thread de lectura de datos deberemos configurar la acti-
vacio´n de una rutina interruptiva, mediante la configuracio´n de la ma´scara de
interrupciones, as´ı como el registro TIMER del propio ARM7TDMI a los valores
adecuados, como en el siguiente ejemplo:
sigemptyset( & sact.sa mask );
sact.sa flags = 0;
sact.sa handler = int timer;
sigaction( SIGALRM, & sact, NULL );
\\obtenemos el tiempo real actual
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Figura 4.7: Funcionamiento del sistema mediante interrupcio´n temporizada.
getitimer( which, & pvalue );
\∗
∗Establecemos el intervalo del contador a 200 milisegundos
∗\
value.it interval.tv sec = 0;
\∗0 segundos ∗\
value.it interval.tv usec = 17000;
\∗2 miliseg ∗\
value.it value.tv sec = 0;
\∗0 segundos ∗\
value.it value.tv usec = 17000;
\∗2 miliseg
∗\
result = setitimer( which, & value, & ovalue );
\∗
∗Comparacio´n de temporizacio´n en tiempo real
∗
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∗\
if( ovalue.it interval.tv sec != pvalue.it interval.tv sec ||
ovalue.it interval.tv usec != pvalue.it interval.tv usec ||
ovalue.it value.tv sec != pvalue.it value.tv sec ||
ovalue.it value.tv usec != pvalue.it value.tv usec ){
printf( "Real time interval timer mismatch\n" );
result = -1;
}
Adema´s, deberemos programar una rutina de interrupcio´n, que permita la es-
critura de los datos desde el buffer al canal de comunicacio´n dirigido a la la placa
externa, que como veremos posteriormente, correspondera´ a un device driver SPI.
void int timer( int sig ) {
int c;
int free=0;
char buffer[320];
\\printf( "Interrupcio´n capturada % d\n", sig );
sigcount++;
gettimeofday(& times,& timez);
\\printf("ahora % ld anterior= % ld \n",times.tv usec,usec anterior);
\\usec anterior=times.tv usec;
\\printf("tiempo: seconds= % ld microsencond=% ld \n",times.tv sec
,times.tv usec);
free=rb data size (rb);
if (free >=316)
{
c=rb read (rb, & buffer[0],316); \\leemos el dato del buffer
c=write(id2,&buffer[0],316); \\escribimos el dato en el SDI
\\printf("escritos % d bytes en SDI\n",c);
}
else
{ printf("wait");} }
Este esquema de funcionamiento, permitira´ la obtencio´n de datos de salida
al bit rate deseado, sin por ello hacer esperar al thread lector del socket, que
podra´ continuar obteniendo informacio´n independientemente de las lecturas que
se realicen sobre el buffer.
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Una vez establecidas y programadas las necesidades de buffering de nuestro
sistema, deberemos encontrar un equilibro entre las diferentes variables que de-
finen y ajustan su comportamiento final.
Deberemos encontrar el equilibrio entre el taman˜o del buffer, la cantidad de
datos sobre el bus SPI por bloque as´ı como el ajuste de la temporizacio´n de
las interrupciones. Todo ello determinara´ el ajuste final del sistema. Sobre estos
ajustes, los valores establecidos en este texto son una gu´ıa abierta a otras posibles
configuraciones. Este balance de variables se poda´ observar durante el apartado
de puesta en marcha final, durante el cap´ıtulo 5.
4.4 Comunicacio´n exterior
Una vez estudiados los elementos principales que componen la gestio´n de datos
en nuestro sistema, deberemos centrarnos en el estudio y funcionamiento de los
protocolos escogidos para la decodificacio´n final de los datos mp3.
Tal y como observamos anteriormente, la decodifiacio´n de los datos mp3 v´ıa
software no resulto´ factible por carencias del sistema, por tanto resulto´ necesario
el disen˜o de un dispositivo externo, es decir un placa perife´rica, a fin de decodi-
ficar la informacio´n MP3 recibida a sonido audible.
Por tanto, a fin de permitir al sistema central controlar la placa externa
deberemos seguir diferentes pasos en su disen˜o:
• Encontrar y escoger un protocolo de comunicacio´n entre placa central y
perife´rica para permitir la transmisio´n de informacio´n.
• Establecer y disen˜ar un software de control de comunicacio´n y configuracio´n
de la placa perife´rica desde el control central, es decir, un driver.
En primer lugar, deberemos encontrar un protocolo de comunicacio´n ade-
cuado entre la placa y el sistema central. Observando las especificaciones del
microcontrolador ARM7TDMI, e´ste permite comunicacio´n con dispositivos ex-
ternos mediante 3 protcolos:
• GPIO: El sistema permite la programacio´n de pins en forma de entrada-
salida gene´rica, permitie´ndonos establecer un protocolo propio de comu-
nicacio´n, en este caso descartable, al existir protocolos de comunicacio´n
esta´ndares ma´s que satisfactorios.
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• I2C: Inter-Integrated Circuit, es uno de los protocolos de comunicacio´n
ma´s utilizados a la hora de establecer transmisiones de datos ente sistemas
electro´nicos sencillos. Basado principalmente en la comunicacio´n mediante
un bus de datos y otro de sincronizacio´n, permite una comunicacio´n sen-
cilla y a´gil entre dispositivos. Aun as´ı, el bus I2C no acaba de adaptarse
correctamente a las necesidades de nuestro sistema, al presentar una com-
probacio´n de errores, mediante un ACK, por parte del dispositivo receptor
a cada byte transmitido. Este tipo de comportamiento podr´ıa ralentizar el
sistema debido a la comprobacio´n de errores existente, hecho no aconsejable
en casos de transferencia streaming de datos. Aun as´ı, I2C resultar´ıa una
opcio´n aceptable a utilizar como protocolo de comunicacio´n, a no ser por
la facilidad de configuracio´n y mayor velocidad que ofrece el protocolo SPI.
• SPI: Serial Peripheral Interface: Sistema de comunicacio´n serie implemen-
tado por Motorola, orientado a la transmisio´n de datos entre dispositivos
de un mismo sistema hardware, permite comunicacio´n full-duplex, sin-
cronizada con el reloj desde el dispositivo maestro, adema´s de permitir
la comunicacio´n mediante un conexionado sencillo basado en tres sen˜ales
ba´sicas. Respecto al bus I2C presenta mejores prestaciones, tales como:
– Mayor velocidad de transmisio´n.
– Estructura flexible de datos. El bus SPI permite la transmisio´n de
bloques de datos de taman˜o dina´mico, no ligado al env´ıo de bytes
individuales como en I2C, lo cual nos permitira´ mayor flexibilidad
durante el env´ıo de los datos. SPI permitira´ enviar mayor cantidad
de datos en un solo acceso al bus, es decir, en una sola operacio´n de
escritura en el driver, con el ahorro de llamadas a sistema que conlleva
y por tanto, ahorro de tiempo de ejecucio´n.
– Los dispositivos esclavos no precisan de su propio reloj, lo cual nos
permitira´ sincronizar fa´cilmente los env´ıos de datos con el reloj del
sistema de control principal.
– Menor consumo que I2C. Aunque el consumo no resulta una variable
cr´ıtica en nuestro sistema, siempre puede resultar de utilidad a la hora
de preveer un funcionamiento futuro mediante bater´ıas.
– No existencia de control de flujo hardware: El bus SPI no presenta
control de flujo, un punto a favor en casos streaming, adoptando una
transmisio´n dina´mica y ra´pida aunque repercuta en su fiabilidad final.
– Implementacio´n hardware sencilla y de fa´cil configuracio´n. La con-
figuracio´n del bus SPI se puede programar mediante la escritura en
unos pocos registros del microcontrolador y presenta una interconexio´n
f´ısica sencilla con los dispositivos esclavos mediante 3 hilos por bus.
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Como elementos en contra, SPI presenta ciertos inconvenientes como el fun-
cionamiento erro´neo a largas distancias, la utilizacio´n de mayor nu´mero de conex-
iones que I2C o la dificultad de paso de testigo del dispositivo maestro.
Aun as´ı, nuestro sistema se orienta a una estructura maestro-esclavo sin inter-
cambio de papeles, a corta distancia y sin limitacio´n en la utilizacio´n de conex-
iones. As´ı pues, nos decantamos finalmente por la utilizacio´n del bus SPI para la
comunicacio´n entre el sistema de control y la placa perife´rica.
4.4.1 Configuracio´n y funcionamiento del bus SPI
Funcionamiento del protocolo de comunicacio´n SPI.
El bus SPI basa su esquema ba´sico de comunicacio´n en tres sen˜ales principales,
que en nuestro caso nombraremos como BSYNC (GIO1), DCLK(SCLK) y DATA
(MOSI). En la topolog´ıa de bus a utilizar (Fig. 4.8) existira´ un u´nico disposi-
tivo maestro (la placa de control UNC20) y un solo dispositivo esclavo (la placa
decodificadora) sin intercambio de papeles en ningu´n momento. Por tanto, no
tendremos necesidad de utilizacio´n de sistemas de decodificacio´n de direcciones
ni de paso de testigo.
Figura 4.8: Sen˜ales principales en un esquema de comunicacio´n SPI.
En primer lugar, BSYNC actu´a como “output enable”, como indicador de la
existencia de datos va´lidos en el bus, escritos por parte del dispositivo maestro.
Su activacio´n se debera´ realizar a nivel bajo.
Una vez BSYNC ha sido activada, el dispositivo maestro debera´ volcar los
datos de forma consecutiva sobre la l´ınea DATA. Como comentamos anterior-
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mente, el protocolo SPI no se liga a una limitacio´n respecto al nu´mero de bits
a volcar en el bus, dando por terminado el volcado cuando BSYNC recupere su
estado de desconexio´n con una transicio´n a nivel alto. Aun as´ı, no se aconsejan
escrituras superiores a 512 bytes a fin de evitar grandes errores en transmisio´n.
Los datos volcados en el bus pueden ordenarse segu´n configuracio´n. En nuestro
caso nos decantaremos por LITLLE ENDIAN debido a la coincidencia con las
configuraciones por defecto en los dispositivos empleados.
Finalmente, la l´ınea DCLK transmite la sen˜al de reloj maestro, que permite
sincronizar la recepcio´n de los datos. As´ı pues, el sistema receptor asumira´ que,
a cada flanco de subida (o bajada segu´n configuracio´n) considerara´ la sen˜al como
un nuevo bit. Esta l´ınea resulta de vital importancia para el reconocimiento cor-
recto de los datos, a fin de evitar errores de sincronizacio´n y de interpretacio´n de
los datos enviados.
As´ı pues, un protocolo de comunicacio´n SPI, independientemente de los datos
enviados, presentara´ la siguente forma (Fig. 4.9):
Figura 4.9: Protocolos SPI en modo escritura (arriba) y lectura (abajo).
Aunque robusto, sobre el sistema de comunicacio´n SPI, existira´n ciertas lim-
itaciones a tener en cuenta en la configuracio´n del bus, tales como la configuracio´n
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del reloj de sincronismo o el numero de bits volcados en el bus. Estos factores
esta´n estrechamente relacionados con la eleccio´n del dispositivo decodificador
hardware y por tanto, sera´n planteados durante cap´ıtulos posteriores. Aun as´ı,
el esquema de comportamiento del microcontrolador ARM7TDMI orientado a
la utilizacio´n de tramas de 32 bits, implicara´ la utilizacio´n de tramas de bits
mu´ltiples de 32, en el env´ıo de datos.
4.4.2 Configuracio´n del protocolo de comunicacio´n del bus
SPI sobre el procesador ARM7 TDMI.
Como comentamos con anterioridad, el microcontrolador NS7520 elegido para
nuestra aplicacio´n, permite la utilizacio´n de diferentes protocolos de comuni-
cacio´n: I2C, SPI y la configuracio´n “manual”de las sen˜ales mediante puertos
GPIO. El microcontrolador permite la configuracio´n de los protocolos de comu-
nicacio´n serie, asociados a los pins f´ısicos de la placa, con la nomenclatura PORTA
y PORTC, ambos directamente asignados a 8 pins f´ısicos en la placa por puerto.
En el caso SPI la funcio´n de los pins de cada puerto, viene especificada por el
fabricante del microcontrolador.
PORTA0= Serial Cannel Select signal (BSYNC)
PORTA4= Serial channel Clock (DCLK)
PORTA7= Serial Channel Transmited Data (DATA)
PORTA3= Serial Channel Recieved Data (en nuesto caso no utilizado al no usar un
feedback con el dispositivo esclavo)
As´ı pues, podremos configurar cada puerto de forma independiente para tra-
bajar en uno de los modos de comunicacio´n configurables, en nuestro caso, ambos
SPI.
El hecho que el microcontrolador permita la configuracio´n de modos de comu-
nicacio´n SPI, simplifica en gran medida el trabajo a realizar. El microcontrolador
se encargara´ de las tareas de ma´s bajo nivel, tales como la generacio´n de las sen˜ales
de sincronismo al bit-rate programado, de la generacio´n de la sen˜al BSYNC as´ı
como el volcado de los datos sobre el puerto f´ısico.
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As´ı pues, para que el sistema reconozca los pins comentados anteriormente
como SPI, y funcionar de forma deseada, so´lo deberemos programar adecuada-
mente los registros del puerto para, posteriormente, volcar la informacio´n sobre
los pins, sin preocuparnos por nada ma´s: el microcontrolador hara´ el resto.
Para ello, el sistema dispone de ciertos registros de configuracio´n de 32 bits,
uno para cada puerto. Los ma´s utilizados en nuestro caso sera´n los siguientes:
PORTA(0xFFB00020)
SERIAL CHANNEL CONTROL REGISTER A (0xFFD00040)
SERIAL CHANNE CONTROL REGISTER B(0xFFD00044)
SERIAL CHANNEL BIT RATE REGISTER(0xFFD0004C)
Adema´s deberemos tener en cuenta 3 sen˜ales ma´s, mapeadas igualmente en
la memoria del microcontrolador.
TRDY, nos indica la disponibilidad del sistema para realizar una transmisio´n,
permitiendo el volcado sobre el bus, (bit 3 de registro de estado 0xFFD00048).
RRDY, nos indica la capacidad del sistema para realizar una lectura en el bus,
(bit 11 del registro de estado 0xFFD00048).
FIFO(0xFFD00050), direccio´n del registro de almacenamiento de los datos a
ser enviados. Una vez los datos sean escritos sobre el registro de la FIFO, sera´n
enviados cuando el bus quede libre. La FIFO del microcontrolador recibe los
datos en bloques de 32 bits y rellena el resto con ceros, con lo cual, resultara´
preferible la escritura en bloques de 32 bits, a fin de evitar espaciados en las
escrituras de datos en el bus.
A fin de configurar correctamente el sistema, deberemos seguir los siguientes
pasos, siempre siguiendo el orden indicado por el fabricante.
1. Reseteo del registro SERIAL CHANNEL CONTROL REGISTER A forzando
todos sus bits a 0.
2. Configuracion del registro SERIAL CHANNEL BIT RATE REGISTER.
3. Configuracio´n del buffer de GAP timer, no implementado en nuestro caso, al no
utilizar un control de la temporizacion del env´ıo por parte del microcontrolador.
4. Configuracion del SERIAL CHANNEL REGISTER B
5. Configuracio´n del SERIAL CHANNER REGISTER A
En la configuracio´n de cada uno de los drivers (a tratar durante el siguiente
cap´ıtulo), deberemos tener en cuenta las necesidades de nuestro sistema, como
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expondremos a continuacio´n. Para ello, configuraremos los bits necesarios de las
tiras de 32 bits que corresponden a cada uno de los registros de configuracio´n del
microcontrolador6. Las tablas mostradas representan los bits del 0 al 31, siendo
el bit ma´s a la izquierda el de menor peso. Los valores representados hara´n refer-
encia, no a valores concretos del registro, sino a ma´scaras de 0 y 1 que, forzadas
posteriormente mediante funciones lo´gicas al valor del registro, nos permitan ac-
tivar so´lo los bits deseados del registro sin modificar los valores por defecto del
resto de bits, irrelevantes en nuestra configuracio´n del sistema.
PORTA :
Define el funcionamiento de cada uno de los pins correspondientes al puerto a
configurar (en este caso el A) como bus SPI.
Tabla 4.1: Port A Register
Bit Bit Bit Bit
0 X 8 X 16 1 24 1
1 X 9 X 17 X 25 X
2 X 10 X 18 X 26 X
3 X 11 X 19 0 27 1
4 X 12 X 20 1 28 1
5 X 13 X 21 X 29 X
6 X 14 X 22 X 30 X
7 X 15 X 23 1 31 1
Mascara 0’s: 0xFFF7FFFF. Mascara 1’s: 0x99910000
MODE (bits 31-24): Establece el modo de funcionamiento para cada uno de
los PINS del puerto (bit 24 PORTA0 bit 25 PORTA1 etc...). En caso de estable-
cerlos a 1 el funcionamiento del pin sera´ considerado como un funcionamiento
“especial”. Forzado a 0, el pin sera´ tratado como GPIO.
ADIR (bits 16-23): Permiten establecer el sentido de los datos (in-out) en
6Para ma´s informacio´n sobre las posibilidades de configuracio´n, aconsejamos remitirse al
manual del fabricante (pag. 200 en adelante): Digi International. NS7520 Hardware Reference.
Part number/version: 90000353 C. 2005
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caso de trabajar en modo GPIO (TMODE=0) y el funcionamiento dentro del bus
SPI en caso de trabajar en modo ”especial” (TMODE=1), para ello establecere-
mos PORTA7=1 (TXD) PORTA4=1 (DCLK), PORTA3=0(RXD) y PORTA0=1
(BSYNC).
BIT RATE REGISTER :
Encargado de la configuracio´n ba´sica del clock que controla la sincronizacio´n de
la sen˜al DCLK.
Tabla 4.2: Bit Rate Register
Bit Bit Bit Bit
0 1 8 0 16 X 24 1
1 1 9 1 17 X 25 0
2 1 10 X 18 X 26 0
3 1 11 X 19 X 27 0
4 1 12 X 20 X 28 0
5 1 13 X 21 X 29 0
6 1 14 X 22 0 30 1
7 1 15 X 23 0 31 1
Ma´scara 1: 0xC13FFEFF. Ma´scara 0: 0xC10002FF
N register (Bits 0-9): Valor N que nos permitira´ calcular el bit-rate de-
seado para nuesta sen˜al de sincronizacio´n; obteniendo, debido a esta configu-
racio´n, la frecuencia del reloj de salida DCLK mediante la ecuacio´n FBRG=
FSYSCLK/2*(N+1)
TXINV i RXINV (bits 22 y 23): No activamos la inversio´n de la sen˜al de
reloj.
CLKMUX: Nos permite escoger el reloj utilizado como fuente para los ca´lculos
del bit rate. En nuestro caso nos basaremos en el reloj principal el microcontro-
lador, FSYSCLK.
TXEXT (bit 26): No permitimos la utilizacio´n de un reloj externo al sistema
de transmisio´n, a trave´s de los pins del Puerto A.
RXEXT (bit 27): No permitimos la utilizacio´n de un reloj externo al sistema
en recepcio´n a trave´s de los pins del Puerto A.
TXSRC: Define el origen del reloj en transmisio´n como interno.
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RXSRC: Define el origen del reloj en recepcio´n como interno
TMODE: Establece el funcionamiento del protocolo de comunicacio´n mediante
los flags TDCR/RDCR para transmisio´n y recepcio´n.
EBIT: Habilita la utilizacio´n del registro de generacio´n de bit rate.
SERIAL CHANNER CONTROL REGISTER A :
El registro de control A permite establecer variables importantes para la comu-
nicacio´n a trave´s del puerto.
Tabla 4.3: Serial Channel Control Register A
Bit Bit Bit Bit
0 X 8 X 16 X 24 1
1 X 9 X 17 X 25 1
2 X 10 X 18 X 26 X
3 X 11 X 19 X 27 X
4 X 12 X 20 X 28 X
5 X 13 X 21 X 29 X
6 X 14 X 22 X 30 X
7 X 15 X 23 X 31 1
WLS (bits 24-25): Establece la longitud de datos con los que trataremos,
por defecto, con variables tipo byte.
CE (bit 31): Flag definitivo de activacio´n del sistema, en caso de encontrarse a
0 reseteara´ todos los registros de configuracio´n y la FIFO. Una vez establecido a
1, permite el funcionamiento normal del sistema. Es por ello que el primer paso
a la hora de configurar el sistema, sera´ forzar este flag a 0. Una vez finalizado
el periodo de configuracio´n, se dara´ paso al funcionamiento normal del puerto,
forzando el flag a 1.
SERIAL CHANNEL CONTROL REGISTER B :
El registro de control B permite configurar principalmente el modo de fun-
cionamiento del canal se´rie cuando este trabaja en un modo de funcionamiento
fuera del estado general GPIO.
Ma´scara 0’s: 0xFFEFFFFF. Ma´scara 1’s: 0xC280000
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Tabla 4.4: Serial Channel Control Register B
Bit Bit Bit Bit
0 X 8 X 16 X 24 X
1 X 9 X 17 X 25 X
2 X 10 X 18 X 26 1
3 X 11 1 19 X 27 1
4 X 12 0 20 X 28 X
5 X 13 1 21 X 29 X
6 X 14 X 22 X 30 X
7 X 15 X 23 X 31 X
MODE (bit 20-21): Establece el funcionamiento especial del puerto, en nue-
stro caso SPI.
BITORDR (bit 19): Establece el orden con el cual sera´n tratados los bits. No
se debe menospreciar el valor de este flag, y se debera´ tener en cuenta cara a
la configuracio´n de la placa perife´rica, a fin de permitir la comprensio´n correcta
entre los dispositivos del bus. Todo el sistema ha sido configurado a trave´s del
env´ıo de datos mediante MSB first.
RBGT, RCGT (bits 26 y 27): Establecen un timer ma´ximo para la residencia
de los datos en el buffer, a fin de evitar errores o cuelgues del sistema. Aun as´ı,
la implementacio´n de un timeout de transmisio´n resultara´ necesaria durante la
programacio´n del driver, a fin de detectar errores en el env´ıo de los datos a trave´s
de bus o la saturacio´n del device, como veremos en el cap´ıtulo siguiente.
Con este u´ltimo registro, queda establecida la configuracio´n interna del mi-
crocontrolador a fin de preparar la comunicacio´n SPI, adapta´ndola a nuestras
necesidades y preparando el microcontrolador para una conversio´n real a sen˜ales
f´ısicas. ¿Co´mo realizaremos esta traduccio´n, esta comunicacio´n entre el nivel de
programa de usuario y el mundo f´ısico? De forma directa, podr´ıamos realizar un
programa en C mezclando los diferentes niveles de abstraccio´n de nuestro pro-
grama (desde el stream al control de los registros f´ısicos del microcontrolador y
del bus SPI), pero Linux nos ofrece una solucio´n ma´s sencilla y dina´mica a fin de
no mezclar tantos niveles de abstraccio´n en un mismo programa. La utilizacio´n
de este nuevo nivel, permite separar los diferentes grados de abstraccio´n software
de nuestro co´digo de forma mucho ma´s co´moda: e´stos sera´n los drivers.
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Cap´ıtulo 5
El sistema implementado:
Drivers y perife´ricos
5.1 Introduccio´n teo´rica a los drivers.
5.1.1 Configuracio´n y programacio´n del driver SPI:
Como vimos en el apartado anterior, la utilizacio´n del driver nos permitira´ una
mayor estratificacio´n de nuestro co´digo. As´ı pues, el programa principal simple-
mente observara´, gracias a la configuracio´n de devices de Linux, un dispositivo
sobre el cual leer o escribir, mientras que el driver se encargara´ de tratar esos
datos adecuadamente para su transmisio´n a trave´s del bus SPI en nuestro caso.
Como podremos observar, la programacio´n de los drivers, aunque muy pare-
cida a un co´digo C, no resulta ser un estilo de programacio´n habitual; ya que
e´sta se encuentra dirigida a ser integrada sobre el sistema operativo. A su vez, su
compilacio´n resultara´ diferente, distinguie´ndose en el compilador mediante cierto
flags. El compilador nos ofrecera´ (en lugar del ejecutable habitual) un fichero .o
(o .ko segu´n el tipo de driver) destinado a ser integrado en el sistema mediante
ciertos comandos propios del sistema operativo.
Adema´s, el co´digo del driver debe incluir la informacio´n necesaria para que el
sistema acabe asigna´ndolo a un device, sobre el cual puedan realizar acciones el
resto de elementos del sistema operativo.
As´ı pues, pues nuestro driver debera´ incluir informacio´n como el nombre del
device y cua´les son las acciones que podremos realizar con e´l.Por tanto, estable-
ceremos sobre el co´digo del driver las siguientes variables y estructuras ba´sicas
de control:
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static struct miscdevice sd devs =
{
minor: MISC DYNAMIC MINOR,
name: DRIVER NAME,
fops: &sd fops
} ;
La estuctura anterior genera los minor numbers que permitira´n identificar y
an˜adir nuestro driver al sistema operativo, sin entrar en conflicto con otros dis-
positivos en ejecucio´n. Esta primera estructura configura tambie´n el nombre del
device al cual deberemos acudir a fin de trabajar con nuestro driver desde todas
las aplicaciones.
static struct file operations sd fops =
{ open: sd open,
write: sd write,
read: sd read,
release: sd release,
} ;
Mediante la estructura anterior informaremos al sistema sobre las acciones
ba´sicas que se podra´n realizar con el driver. Acciones que, posteriormente, sera´n
asignadas a las rutinas de ejecucio´n que programaremos posteriormente. As´ı
pues, SDI driver permitira´ abrir, cerrar, escribir o leer sobre el device, segu´n la
estructura de operaciones programada.
Segu´n hemos visto en la estructura del driver, podremos dividir en dos ac-
ciones las rutinas principales a programar:
static int init sd init module( void ): permitira´ la inicializacio´n de todos los
registros de configuracio´n del microcontrolador vistos durante el cap´ıtulo ante-
rior, a fin de trabajar con la configuracio´n adecuada SPI. La escritura sobre estos
registros se realizara´ en el orden indicado en el apartado anterior. Adema´s, a fin
de so´lo afectar los bytes que nos interesan y dejar el resto en su configuracio´n
por defecto, utilizare´mos ma´scaras de 0s y 1s sobre el valor ya existente en los
registros.
As´ı pues, una configuracio´n inicial para el PUERTO A que controle el bus
SDI puede representarse, una vez mapeadas las direcciones de cada registro, como:
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PORTA=(∗PORTA&PORT A CONF MASK 0)|PORT A CONF MASK 1;
∗SCH 1 CONTROL REG A=0x00000000;\\reset registro A
∗BIT RATE REG=(∗BIT RATE REG&BIT RATE REG MASK 0)|BIT RATE REG MASK 1;
∗SCH 1 CONTROL REG B=(∗SCH 1 CONTROL REG B&SCH1 B REG MASK 0)|SCH1 B REG MASK 1;
∗SCH 1 CONTROL REG A=(∗SCH 1 CONTROL REG A&SCH1 A REG MASK 0)|SCH1 A REG MASK 1;
printk(KERN INFO "SDI Driver Port $ Revision: 1.0 $ Inicialitzada\n");
As´ı pues, inicializamos los registros segu´n las configuraciones escogidas du-
rante el apartado anterior para cada uno de los registros.
Por otro lado, sera´ necesario programar la operacio´n de escritura sobre el
driver, a fin de permitir el volcado de informacio´n sobre e´l. As´ı pues, se imple-
mento´ tambien la funcio´n:
static ssize t sd write( struct file pFile, const char buf, size t cuenta, loff t
ppos ) para la escritura de datos sobre el driver. Podremos pasar una cantidad
indeterminada de datos al driver desde el programa a nivel de usuario.
El programa de escritura del driver, en primer lugar, analiza el nu´mero de datos
enviados y los separa en grupos de 4 bytes (32 bits) a fin de no saturar la FIFO
del puerto. Posteriormente consulta el estado de la FIFO mediante el flag de per-
misividad de escritura (TRDY), en caso positivo realizara´ una escritura sobre la
direccio´n de registro de la FIFO, para que el microcontrolador genere las sen˜ales
f´ısicas adecuadas sobre el bus como comentamos durante el apartado dedicado al
bus SPI. Aun as´ı, el driver no permitira´ desbloquear la conexio´n (y retornar el
conrol a nivel de usuario) hasta que se produzca el env´ıo completo de los datos o
un error de timeout por la espera elevada de la activacio´n del flag TRRDY.
Por tanto, conseguiremos una escritura continua (sin desactivacio´n de BSYNC)
del bloque de bits enviado al driver desde el programa del entorno de usuario
a cada llamada de escritura al bus. Finalmente el driver retornara´ al nivel de
usuario el nu´mero de bytes escritos correctamente sobre el bus SPI.
Respecto a su funcionamiento, principalmente, podemos resumir el bucle princi-
pal de env´ıo de datos al bus mediante unas pocas instrucciones:
timeout=SDI BUSYPOLL TIMEOUT;
reg=-1;
while ( reg!=0)
{
if (TRDY==1)
{
data=(buf[i]|buf[i+1]<<8|buf[i+2]<<16|buf[i+3]<<24);
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FIFO=data; \\introducimos el byte en FIFO
reg=0;
}
if (--timeout==0) {printk("Time out error; SDI output\n"); return i;}
} }
return i;
A parte de las funciones de inicializacion del driver y de escritura sobre el bus,
debera´n existir otras funciones anexas al co´digo de nuestros drivers, tales como
la apertura del device, la lectura del device (aunque no fue utililizada s´ı fue im-
plementada a fin de obtener un sistema completo) o la limpieza del driver para
realizar un clean up entre otras 7.
5.1.2 Integracio´n de los drivers sobre uClinux:
Una vez programados los drivers, estos debera´n seguir una rutina de compilacio´n
y de ejecucio´n un tanto distintas al resto de co´digos C esta´ndares. Debemos
tener en cuenta que el co´digo del driver es un co´digo destinado a integrarse en
el sistema de una forma mucho ma´s profunda que la ejecucio´n de un co´digo C a
nivel de usuario. Del codigo del driver obtendremos un device de sistema, que
sera´ accesible desde el resto de aplicaciones que deseen acceder a e´l, por tanto
deberemos seguir unas rutinas diferentes en su integracio´n y ejecucio´n.
En primer lugar, el kernel de Linux, en algunos casos orientado a la aplicacio´n
de solo co´digos concretos, puede no incluir el mo´dulo del kernel orientado a la
insercio´n de devices.
La deteccio´n sobre si nuestro kernel incluye o no e´ste mo´dulo es de fa´cil com-
probacio´n, simplemente con ejecutar el comando lsmod obtendremos un error
espec´ıfico “QM MODULES not found LOADABLE MODULE SUPPORT”en
caso de no disponer del mo´dulo insertado correctamente:
En caso de encontrarnos con este error deberemos recompilar el kernel a fin
de an˜adir el QM MODULES o KERNEL MODULE LOADER que nos permita
an˜adir devices a nuestro sistema. Recompilar el kernel nos permitira´ obtener una
imagen nueva del mismo, que podremos grabar sobre la memoria flash del sistema
a fin de substituir el kernel anterior, pero en este caso, con la configuracio´n y los
mo´dulos que nosotros deseemos.
7El co´digo completo de los drivers puede ser consultado en el anexo.
66
Para ello, deberemos en primer lugar, preparar el sistema para su compilacio´n,
mediante el script proporcionado por el fabricante .\prepare.sh y ejecutar el soft-
ware de configuracio´n de kernel en forma gra´fica (mucho ma´s sencillo y accesible
que una configuracio´n en consola o accediendo al .config del kernel).
Figura 5.1: Menu´ de configuracio´n principal del Kernel sobre uClinux.
Una vez ejecutado, observaremos la aparicio´n de una pantalla y diferentes
menu´s de configuracio´n, con todas las opciones que nos ofrece la compilacio´n del
kernel. En nuestro caso so´lo deberemos an˜adir el KERNEL MODULE LOADER
dejando el resto por defecto.
Una vez aceptado, el kernel comenzara´ a compilarse, obteniendo finalmente
dos ficheros ba´sicos tal y como vimos durante el cap´ıtulo 2. En primer lugar
linux.bin: imagen binaria del sistema operativo que flashearemos sobre la par-
ticio´n de memoria orientada al boot-loader y el sistema operativo. En segundo
lugar jffs2.img imagen binaria que contiene los sistemas de archivos de nuestro
sistema.
Esta separacio´n del sistema en lugar de utilizar una imagen u´nica a flashear sobre
el embedded nos permite mayor flexibilidad tanto a la hora de variar los ficheros
relacionados con nuestro kernel sin variar el sistema de archivos ya creado, como
en caso de querer variar solamente el sistema de ficheros sin modificar el Kernel
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presente en el sistema.
Finalmente, deberemos, v´ıa NFS o puerto Serie, flashear las ima´genes sobre
la particio´n correcta en la memoria de la placa UNC20 mediante el comando:
Update flash -c -f -v -r -t
ram \nfs\bin\linux.bin 1 \
nfs\bin\jffs2.img 3
Como podemos observar en el ejemplo, el sistema de archivos sera´ alojado v´ıa
NFS en la particio´n 3 de nuestra memoria mintras que el kernel sera´ alojado
sobre la particio´n 1. Deberemos tener encuenta que la operacio´n de flasheado es
realmente sensible a cualquier tipo de fallo existiendo la posibilidad de errores
fatales sobre la memoria. As´ı que, aconsejamos un montaje v´ıa puerto serie me-
diante Minicom o la utilizacio´n de elementos de red fiables y estables a fin de
evitar una escritura erro´nea sobre la flash del sistema; pudiendo dan˜ar de forma
irrecuperable la placa UNC20.
En caso de duda aconsejamos seguir las instrucciones del fabricante de la
placa, comentadas en el manual LxNETES.
Por otro lado, una vez preparado el kernel para la aceptacio´n de drivers deber-
emos compilar e insertar en el sistema operativo los drivers programados por los
alumnos.Para la compilacio´n de los drivers utilizaremos el mismo cross-compiler
adaptado a la arquitectura de nuestro procesador (arm-elf-gcc). Aun as´ı debere-
mos an˜adir diferentes flags de compilacio´n, que indiquen a nuestro compilador la
excepcionalidad del fichero a compilar.
Una vez compilado, en lugar del fichero ejecutable habitual, obtendremos un
fichero .o nos permitira´ insertar nuestro co´digo al sistema operativo.
Para ello deberemos acceder desde la placa, v´ıa NFS, al fichero .o de nuestro
driver para, a continuacio´n, indicar al sistema operativo que el .o que debe ser
an˜adido al sistema como nuevo device mediante el comando ”lsmod *.o”.
Una vez ejecutada esa operacio´n podremos observar la aparicio´n de nuestro
driver en forma de device en el directorio ”/dev/fichero”. Donde fichero resulta
ser el nombre que asignamos al driver en la estructura de configuracio´n en nuestro
co´digo parsa el device. Durante este proceso, el sistema operativo ha le´ıdo las
variables de configuracio´n de nuestro driver, almacenando su nombre, los minor
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numbers y las operaciones que e´ste puede realizar, integra´ndolo de forma com-
pleta como un device ma´s del sistema operativo.
Para confirmar su correcta insercio´n sobre el sistema operativo, podemos eje-
cutar un ”lsmod” a fin de observar en pantalla los devices presentes en el sistema
operativo, observando por tanto nuestro device.
Adicionalmente, los drivers programados durante este proyecto incluyen can-
tidad de printk (rutinas de impresio´n al dispensario de mensajes del kernel ) sobre
la informacio´n de inicializacio´n del driver. As´ı, si deseamos conocer si el driver
ha sido inicializado correctamente, deberemos ejecturar sobre consola ”dmesg”
observando los mensajes de inicializacio´n adecuados.
En donde podemos observar, entre otras informaciones del kernel, el buen o
mal funcionamiento en la inicializacio´n de nuestro driver.
Una vez los drivers han sido insertado de forma correcta sobre el sistema op-
erativo, disponemos de un entorno de salida de datos desde la unidad de control
hacia el sistema exterior. Como comentamos anteriormente, estos datos debera´n
ser tratados por un sistema hardware exterior que permita la compresio´n, decod-
ificacio´n y la transformacio´n en sonido audible de los datos streaming. E´ste sera´,
por tanto, el objetivo del siguiente apartado dedicado por completo a la eleccio´n
y disen˜o de la placa perife´rica.
5.2 Placa perife´rica
Como vimos durante cap´ıtulos anteriores, la utilizacio´n de un procesador ARM7
TDMI implico´ la incapacidad de implementar una decodificacio´n software de los
archivos mp3 descargados en modo streaming, debido a una incapacidad de de-
codificacio´n de los datos en tiempo real por parte del sistema de control.
As´ı pues, aparece la necesidad de creacio´n de un sistema perife´rico, contro-
lado desde el procesador, encargado de la decodificacio´n de datos, liberando de
carga al sistema central. Como vimos anteriormente, el control por parte de la
unidad central se realiza a trave´s de un driver de comunicacio´n serie (SPI) que
es capaz de transmitir tanto los datos de control como los datos mp3 a decodificar.
Durante este apartado nos centraremos en la eleccio´n del sistema hardware
de decodificacio´n de estos datos, a trave´s del sistema SPI, con la eleccio´n de un
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chip decodificador y la creacio´n de la placa perife´rica correspondiente.
5.2.1 Decodificador Mp3 VLS001
Realizando bu´squedas sobre decodificadores mp3 hardware en el mercado, encon-
tramos sistemas principalmente dedicados a un funcionamiento STAND ALONE
para creacio´n y disen˜o de reproductores sencillos, es decir, sistemas que pueden
ser programados de forma auto´noma cara a la decodificacio´n sin un procesador
intermedio pero tambie´n otros que permiten cierta funcionalidad como esclavos
de un sistema central. Entre ellos encontramos el integrado VS1001k de SNAIL
INSTRUMENTS, un decodificador MPEG audio layer 3 (ISO11172-3)(Fig. 5.2).
VS1001k ofrece por su precio, su capacidad de adaptacio´n a sistemas stream-
ing, as´ı como por su comunicacio´n v´ıa dos puertos SPI, una solucio´n co´moda,
sencilla y barata frente a la necesidad de decodificacio´n externa de nuestro sis-
tema.
El chip VS1001k ofrece principalmene las siguientes ventajas:
• Decodificacio´n MPEG audio layer 3, soportando MPEG 1, 2 y extensiones
2.5, que nos permite decodificar la mayor´ıa de datos de audio procedentes
de streaming mp3.
• Adaptacio´n a diferentes bit-rates en reproduccio´n MONO y STEREO.
• Soporta VBR (Variable Bit Rate): El hecho de estar trabajando con un
sistema streaming no fiable implica la variacio´n de su bit rate a lo largo
del tiempo. Por tanto, como vimos durante el estudio de los drivers, se
produce una estabilizacio´n del bit rate de salida a trave´s del bus SPI; el
VS10001k permitira´ adaptarnos a la sen˜al de llegada, en caso de fallo o
pequen˜as fluctuaciones del bit-rate de datos en el bus.
• Opera con un solo reloj de 12-13 o 24-26 Mhz: La utilizacio´n de un solo
reloj permitira´ reducir la circuiter´ıa de distribucio´n de la sen˜al de clock en
el sistema, simplificando as´ı su disen˜o.
• Convertidor Analo´gico Digital On-Chip: El VS1001k permite, adema´s de
decodificar de MP3 a RAW AUDIO, realizar la conversio´n RAW a sen˜al
analo´gica; a trave´s de un convertidor digital-analo´gico integrado.
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• Driver para auriculares interno: Adema´s de realizar la conversio´n digital-
analo´gica, el sistema seleccionado integra una etapa de potencia destinada a
la utilizacio´n directa de auriculares de 30 Ohms. As´ı pues, no sera´ necesaria
la creacio´n ni disen˜o de etapas de potencia externas, sino, simplemente,
conectar unos auriculares a la salida determinada.
• Bajo consumo y alimentacio´n a 2.5-3.6V: En principio el bajo consumo
resulta de vital importancia al pensar en un sistema auto´nomo, quiza´s
orientado a su uso con bater´ıas. Adema´s el rango de tensiones de fun-
cionamiento coincide con las utilizadas para la placa principal del sistema.
Aun as´ı, actualmente no se puede realizar una alimentacio´n directa (como
se pretend´ıa inicialmente) de la placa principal a la placa perife´rica, debido
a las limitaciones de consumo establecidas por la placa UNC20. Aun as´ı,
una sencilla variacio´n en el cableado permitira´ la alimentacio´n de ambos
sistemas a trave´s de una misma fuente de alimentacio´n. Sin necesidad de
alimentacio´n externa.
• Bus de comunicacio´n SPI: Finalmente, el motivo principal para la eleccio´n
del VS1001k, fue la utilizacio´n del bus SPI como bus de control y bus de
datos. VS1001k establece su interfaz de datos de dos buses SPI separados:
– El bus SDI (Serial Data interface): Bus SPI por el cual se env´ıan
los datos mp3 a ser decodificados, a un bit rate preconfigurado. El
sistema realizara´ lecturas continuadas de este bus en bloques de hasta
512 bytes. Estos datos sera´n almacenados en un buffer a la espera de
su decodificacio´n, as´ı como su conversio´n digital-analo´gica posterior.
Figura 5.2: Cadena de tratamiento de los datos dentro del dispositivo VS1001k.
– El bus SCI (Serial Control interface): El segundo bus SPI sera´ utilizado
al reiniciar el sistema, a trave´s de este bus se enviara´ informacio´n
sensible sobre la configuracio´n del VS1001k tal como el bit-rate, el
volumen u otras aplicaciones como el BASS control entre otras.
As´ı pues, el driver presentado durante el cap´ıtulo anterior debera´ ser modi-
ficado, o ma´s bien, duplicado en dos devices distintos que uClinux linkara´ como
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SDI y SCI.
Al inicio de la ejecucio´n del programa principal de control, se realizara´ una
escritura sobre el bus SCI a fin de establecer la configuracio´n inicial del sistema,
realizando escrituras en diferentes registros del chip decodificador. En el caso del
bus SCI, el fabricante establece el protocolo de comunicacio´n siguiente: Estable-
ceremos al comunicacio´n en bloques de 8 bits. Los primero 8 bits correspondera´n
a la indicacio´n de operacio´n: 0x02 en caso de escritura, 0x03 en caso de lectura.
El siguiente bloque de 8 bits corespondera´ a la direccio´n del registro a escribir/leer
y finalmente el resto de bloques correspondera´n a los datos. En caso del SCI al
dirigirnos a registros de taman˜o concreto, el bloque de datos no sobrepasara´ los
16 bits.
La configuracio´n se realizara´ a trave´s de un driver, cargado en el sistema op-
erativo y con acceso desde el programa de control central a trave´s de la escritura
o lectura del fichero del device:
id=open(”\dev\misc\SCI”,O RDWR); // abrir el device SPI de control SCI.
Respecto a la configuracio´n del chip decodificador, sera´n configurados prin-
cipalmente 3 registros: MODE con informacio´n general del sistema, CLOCK
estableciendo la configuracio´n del reloj a utilizar y VOLUME para establecer un
volumen audible para la utilizacio´n final del chip.
En primer lugar, la configuracio´n del registro mode a 0, estableciendo el dis-
positivo como slave y sin BASS control:
• Normal playback: funcionamiento a velocidad normal, sin Fast forward.
• Normal phase in audio: Sin desfase sobre el audio.
• Mode slave: El control de bus se realizara´ desde un dispositivo externo al
decodificador.
• MSB first:A fin de comprender los datos de llegada desde la placa UNC20.
• Clock activo alto.
Con lo que el string del device se configurara´ sobre el programa como:
configure string[0]=0x02; \\write
configure string[1]=0x00; \\address 0x00
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configure string[2]=0x00; \\bits 15-8
configure string[3]=0x00; \\bits 7-0
write(id,configure string,4);
Respecto a la configuracio´n del registro CLOCK, estableciendo un clock gen-
eral a 25Mhz:
configure string[0]=0x02; \\write
configure string[1]=0x03; \\address 0x00
configure string[2]=0x30; \\bits 15-8 25Mhz clock
configure string[3]=0xD4; \\bits 7-0 25Mhz clock
write(id,configure string,4);
Finalmente establecemos la configuracio´n del registro VOLUME al ma´ximo:
configure string[0]=0x02; \\write
configure string[1]=0x0B; \\address 0x00
configure string[2]=0x00; \\bits 15-8
configure string[3]=0x00; \\bits 7-0
write(id,configure string,4);
As´ı pues, el sistema VS1001k cubre todas las necesidades esperadas de la placa
perife´rica (decodificacio´n mp3 y comunicacio´n SPI) permitiendo adema´s un mon-
taje sencillo y espacialmente econo´mico debido a la integracio´n On Chip del con-
versor DA, as´ı como de la etapa de potencia.Por tanto, implicara´ que junto con
la sencillez en su programacio´n suponga una excelente eleccio´n para el disen˜o de
nuestra placa decodificadora.
5.2.2 Creacio´n de placa de circuito integrado
Aunque el dispositivo VS1001k resulta suficientemente auto´nomo, sera´ necesaria
la creacio´n de un conjunto de elementos perife´ricos para su mejor funcionamiento,
tales como capacitores de acoplamiento, el circuito de clock y las conexiones
finales de entrada de datos (Fig. 5.3). As´ı pues, deberemos integrar el chip
VS1001k sobre una circuiter´ıa que adapte las sen˜ales para su tratamiento. En
primer lugar, durante una etapa de test, se realizara´ el montaje sobre una placa
protoboard para finalmente realizar su implementacio´n sobre una placa de cir-
cuito integrado; a fin de simplificar su conexionado con la placa central, evitando
todo tipo de cableado.
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En primer lugar, deberemos seguir las premisas del fabricante para la creacio´n
del circuito para el VS1001k encapsulado mediante SOIC-28.
Figura 5.3: Esquema ele´ctrico de la placa implementada (para mayor detalle
cnsultar el anexo).
Entre los diferentes elementos del circuito planteado, cabe destacar las difer-
entes te´cnicas de aislamiento utilizadas:
• Adaptacio´n de las alimentaciones: Deberemos proteger la alimentacio´n
del sistema, a fin de evitar ruidos inecesarios que puedan afectar el com-
portamiento del chip principal. Por tanto, an˜adiremos las bobinas y los
condensadores de desacoplo a fin de filtrar las diferentes entradas de ali-
mentacio´n.
• Eliminacio´n de sen˜al cont´ınua de salida: Aunque el sistema dispone
de una etapa de potencia interna, que permite la conexio´n directa de au-
riculares al chip, es aconsejable aislar la salida diferencial de audio hacia
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los ariculares mediante los condensadores en serie, que permitira´n la elimi-
nacio´n de gran cantidad de ruido sobre el audio de salida.
• Circuito de clock: Al encontrarnos trabajando con un sistema basado en
la decodificacio´n temporal de los datos de llegada, deberemos utilizar un
origen de referencia. Para ello, deberemos adaptar la sen˜al de excitacio´n
originaria de un cristal a 24Mhz. (valor aconsejado por el fabricante). La
sen˜al de clock resulta una sen˜al cr´ıtica del sistema. As´ı pues, deberemos
intentar blindar al ma´ximo esta sen˜al mediante diferentes condensadores
de desacoplo as´ı como de alta impedancia entre sus pins (1MOhm en nue-
stro caso). Adema´s, para mayor precaucio´n, aconsejamos acercar lo ma´s
posible la fuente del clock a los pins de entrada del chip, evitando as´ı re-
trasos de l´ınea o interferencias indeseadas, que podr´ıan provocar un mal
funcionamiento del sistema. Como hemos comentado, la eleccio´n del reloj
resulta bastante delicada. La utilizacio´n de culaquier otro tipo de fuente de
reloj a otra frecuencia, variara´ la programacio´n del registro correspondiente
a la fuente de clock en el chip VS1001k. En caso contrario, observaremos
un funcionamiento erro´neo durante la decodificacio´n de los datos MP3.
• Utilizacio´n de condensadores de desacoplo en circuitos integra-
dos: Sobre el chip principal, as´ı como en el resto de circuitos integrados
(en nuestro caso una puerta NAND a modo de inversor) sera´n an˜adidos
condensadores de desacoplo. Un hecho ma´s bien esta´ndar en el disen˜o de
circuitos, a fin de evitar el ruido que pueda provocar el chip principal sobre
la l´ınea, conseguimos aislar mı´nimamente el sistema.
• Finalmente, el disen˜o de la placa mediante la utilizacio´n de una gran canti-
dad de plano de masa que permite un mejor aislamiento a ruidos externos
as´ı como una v´ıa de escape para cualquier fluctuacio´n ele´ctrica excesiva so-
bre el sistema.
Estos fueron los principales elementos an˜adidos al circuito. Adema´s, en caso
de desear un mejor funcionamiento del sistema deber´ıan ser separadas las fuentes
de alimentacio´n y masas diferenciando entre sen˜ales digitales y analo´gicas.
En este caso, tal diferenciacio´n no se considero´ necesaria, utilizando una
misma fuente y sen˜al de referencia para el sistema. Tambie´n, en caso de ob-
servar algu´n tipo de ruido no deseado, podemos utilizar una ferrita entre las
diferentes referencias a fin de filtrar el ruido de alta frecuencia.
As´ı pues, una vez observadas las te´cnicas de aislamiento necesarias, para re-
alizar el primer montaje utilizaremos una placa protoboard a fin de realizar los
primeros test sobre el sistema. Deberemos tener en cuenta las conexiones exter-
nas a las sen˜ales correspondientes a los buses SDI y SCI que provengan de la placa
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principal as´ı como los circuitos de alimentacio´n a la hora de realizar el disen˜o final.
Por otro lado, la l´ınea BSYNC requiere ser invertida respecto a la sen˜al
obtenida desde el sistema de control. Para ello an˜adiremos un chip inversor,
variando la sen˜al mediante una puerta NAND conectado una de sus puertas a 1,
obteniendo de forma sencilla un inversor de sen˜al. El retraso an˜adido por esta
puerta en la sen˜al de activacio´n no resultara´ perjudicial para el funcionamiento
global del sistema, siendo este retraso, despreciable.
As´ı pues, el sistema final a implementar cara al disen˜o de la placa integrada
resultara´ el siguiente (Fig. 5.4):
Figura 5.4: Detalle del disen˜o PCB final de la placa externa.
Finalmente, ya que el espacio no supone un elemento decisivo en el disen˜o
de la placa, optaremos por realizar el routing de las diferentes pistas sobre una
placa de doble capa, a fin de realizar el conexionado con el sistema central de
forma co´moda (simplemente insertando la placa perife´rica sobre los pins del con-
trol central). En primer lugar, deberemos crear los layouts para cada uno de los
elementos teniendo en cuenta que la mayor´ıa establece una distancia de 1.54mm
entre pins, para a continuacio´n realizar el routing de cada una de las pistas, evi-
tando los a´ngulos rectos as´ı como el cruce de pistas.
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As´ı pues, obtendremos el disen˜o final de una placa de circuito integrado de
fa´cil conexio´n para nuestro sistema y que permite, sin excesiva complicacio´n, la
decodificacio´n de los datos mp3 y su tratamiento para escuchar de forma directa
por parte del usuario la sen˜al streaming obtenida.
El circuito final se acopla de forma sencilla al conector X1 de la placa UNC20,
formando un nu´cleo compacto sin necesidad de utilizar cables de conexio´n entre
una placa y la otra (Fig 5.5).
Figura 5.5: Detalle del montaje final de la placa sobre la placa de control central.
Como elementos externos encontraremos adema´s un Jumper de RESET, que
nos permite resetear el chip de la placa en caso de que sea deseado, as´ı como tres
pins de conexionado para la salida externa de audio.
En nuestro caso simplemente utilizaremos una conexio´n mini jag hembra, para
permitir la conexio´n directa al sistema de unos auriculares estandars u otra sal-
ida exterior de conexio´n mini jag que permite transformar las sen˜ales de salida a
sonido audible.
Respecto a la alimentacio´n, e´sta puede ser extra´ıda de la alimentacio´n general
(del transformador de la placa) o, en caso de encontrarnos en el laboratorio, de
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una fuente de alimentacio´n externa. Nunca deberemos utilizar la alimentacio´n
obtenida a partir de los pins GPIO del sistema UNC20 ya que la peticio´n de
potencia por parte de la placa decodificadora es superior a la que nos provee el
sistema ARM7. La obtencio´n de la alimentacio´n de la placa desde los pins del
sistema de control provocar´ıa un mal funcionamiento de ambos.
Finalmente, deberemos comprobar el buen funcionamiento de la placa, un test
sencillo de la aplicacio´n. El env´ıo continuo de una sen˜al de audio desde la placa
UNC20 revela el funcionamiento correcto. Aun as´ı, existen ciertos problemas
fa´cilmente detectables (que ocurrieron durante el disen˜o de esta misma placa) en
caso de cometer un error de disen˜o, entre los que cabe destacar los siguientes:
• Aparicio´n de gran cantidad de ruido a la salida: Se aconseja revisar
los condensadores de eliminacio´n de la sen˜al continua a la salida de la placa,
que sean de un valor correcto y funcionen correctamente, sin saturaciones.
• Funcionamiento intermitente del sistema: Con funcionamiento inter-
mitente del sistema nos referiremos a la necesidad de un reseteo constante
por parte de la placa, que permite escuchar sonido audible durante unos
segundos para luego precisar ser resetado. Ante este tipo de problema,
aconsejamos revisar tanto las bobinas como los condensadores relacionados
con la alimentacio´n, puede ser (como sucedio´ durante la pra´ctica real de
este proyecto) que alguno de los elementos relacionados con la alimentacio´n
pueda saturarse por mal funcionamiento o dimensionado del componente,
cortando el paso de alimentacio´n al sistema, volviendo a funcionar correcta-
mente una vez realizado el reset y descargados. La sustitucio´n del elemento
erro´neo acabara´ ra´pidamente con el problema.
• Decodificacio´n erro´nea de los datos: Normalmente caracterizada por
la observacio´n de un funcionamiento correcto por parte el sistema de con-
trol, pero una reproduccio´n de los datos de forma acelerada, entrecortada o
ralenteizada. Este tipo de problema apunta hacia un error en la eleccio´n del
cristal de la placa decodificadora. Para solventarlo se establecen dos posi-
bles soluciones: en primer lugar, sustituir el cristal afectado al especificado
por el fabricante de 24 Mhz o, en segundo lugar, variar la configuracio´n del
registro de clock de la placa a fin de adaptar el ritmo de decodificacio´n al
reloj de sistema sin cambiar el cristal existente. A la hora de elegir una
solucio´n recomendamos la primera, ya que la variacio´n del reloj de decod-
ificacio´n a valores my alejados de los 24 Mhz podr´ıa precisar de un ajuste
de los valores del sistema de control central (como veremos en el siguiente
apartado), en caso de encontrarnos en valores cercanos a los 24 Mhz, una
modificacio´n del registro CLOCK resulta ser la solucio´n ma´s recomendable.
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Ante la aparicio´n de otro tipos de problemas se requerira´ examinar las sen˜ales
principales de entrada de datos y de sincronizacio´n a fin de analizar de forma
concienzuda el problema acaecido. Aun as´ı, los principales problemas aparecidos
durante el disen˜o de la placa fueron los mostrados anteriormente.
As´ı pues, ya disponemos de un sistema perife´rico funcional y de co´modo conex-
ionado al sistema final.
Ahora pues, so´lo resta comprobar el sistema en su conjunto y realizar pequen˜os
ajustes que permitan el funcionamiento ma´s fino del sistema global.
5.3 Comprobacio´n y ajustes finales
Finalmente, una vez disen˜ada la placa perife´rica, puede ser testeada, observando
su correcto funcionamiento de forma global: Ello permitira´ la escucha de las
sen˜ales de audio obtenidas v´ıa socket desde un servidor de radio streaming mp3.
En primer lugar, antes de testear el sistema de forma global, es necesario com-
probar el buen funcionamiento de los drivers y observar como el comportamiento
configurado para el bus SPI del microcontrolador resulto´ ser el adecuado.
Para ello, deberemos utilizar un analizador digital de las sen˜ales de salida,
y establecer un programa que active el funcionamiento cont´ınuo del driver SPI
programado, volcando datos sobre el device de forma perio´dica. As´ı pues, pode-
mos observar el correcto funcionamiento de las l´ıneas t´ıpicas del SPI como la
generacio´n del reloj, la activacio´n a nivel bajo del chip select y el volcado de los
bytes u´tiles sobre el bus (Fig. 5.6).
Adema´s, podemos observar co´mo el volcado de sen˜ales sobre el bus SPI se
realiza de forma perio´dica, siguiendo la configuracio´n establecida mediante la in-
terrupcio´n programada. Tal y como comentamos durante la configuracio´n elegida
para el funcionamiento del ring buffer (Fig. 5.7).
Una vez comprobado el correcto funcionamiento del bus de salida hacia la
placa podemos centrarnos en el funcionamiento global de sistema. El chip decod-
ificador recibio´ e interpreto´ correctamente los datos y los tradujo a sonido audible
de forma adecuada. Au´n as´ı, durante su puesta en marcha se mostro´ la necesidad
de realizar ciertos ajustes para un funcionamiento ma´s fino y de mayor calidad
del sistema.
Como observamos anteriormente, la sincronizacio´n de los datos de salida desde
el buffer hacia el decodificador, resulta de vital importancia cara a la obtencio´n
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Figura 5.6: Captura de una trama SPI ba´sica.
de un bit-rate estable. Este hecho no siempre es del todo controlable sobre la
placa UNC20, debido principalmente a la inexactitud temporal que presento´ el
sistema operativo a la hora de temporizar las interrupciones para el control de
salida del buffer. As´ı pues, encontraremos que el flujo de datos de salida hacia
el elemento decodifiador no mantiene un bit rate constante, es decir, no existe
una periodiciad en la salida de los datos desde el buffer, sino que resulta variable
segu´n la llegada de las interrupciones y la duracio´n de ejecucio´n definitiva del
co´digo.
Por tanto, debido a la capacidad limitad´ısima del buffer de entrada del sis-
tema decodificador, nos encontramos en una posicio´n de configuracio´n inestable,
basada en diferentes para´metros, que afectan secundariamente a la temporizacio´n.
Estos para´metros debera´n ser ajustados con la finalidad de conseguir el mejor fun-
cionamiento del sistema final.
Estas variables de ajuste afectara´n principalmente la calidad del audio de sal-
ida generando diferentes problemas como acelaraciones, desaceleraciones y gliches
en el audio. A fin de evitar esto problemas el sistema fue afinado y balanceado
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Figura 5.7: Detalle de la salida perio´dica de datos a trave´s del bus SPI.
para obtener su funcionamiento correcto. As´ı pues, pasaremos, a continuacio´n, a
agrupar estas variables segu´n el balance que debemos establecer entre ellas:
El primer ajuste afecta a las variables que rigen y controlan el flujo de datos
de llegada desde el socket al programa principal en ejecucio´n. En otras palabras,
el nu´mero de lectura de datos sobre el socket as´ı como el taman˜o del buffer.
Segu´n el numero de datos le´ıdos del socket, una excesiva entrada de datos al
sistema puede provocar una ra´pida saturacio´n del buffer. Con lo cual, ante la in-
capacidad de absorber el flujo de datos, obtendremos pe´rdida de e´stos generando
cortes en la conexio´n y por tanto errores en la lectura.
Por otro lado, la eleccio´n de un taman˜o de buffer concreto debera´ contrarrestar
la eleccio´n del taman˜o lectura de datos del socket. En este caso, la limitacio´n
superior del taman˜o, simplemente vendra´ impuesta por las limitaciones f´ısicas
de nuestro sistema respecto a la memoria vola´til. El taman˜o inferior del buffer
dependera´ de la velocidad de lectura de datos desde el socket, as´ı como la salida
de estos datos hacia la placa decodificadora, evitando siempre la saturacio´n y
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sobreescritura del ring buffer.
As´ı pues, deberemos escoger un buffer del mayor taman˜o posible, que nos per-
mita cierto margen de maniobra respecto a posibles fluctuaciones o paradas en la
lectura de datos del socket. Aunque en un PC el buffer casi podr´ıa considerarse
infinito (respecto a un sistema embedded) encontraremos una fuerte limitacio´n
en memoria RAM de nuestro sistema. As´ı pues, tras diferentes pruebas, elegimos
un taman˜o de buffer de 1 Mbit que nos asegura un almacenamiento de 8 segun-
dos de audio (128kps). Aunque represente un margen ma´s bien escaso, resultara´
ma´s que suficiente a la hora de implementar el sistema, sin saturar la memoria
del sistema embedded y a su vez evitando grandes saltos o pe´rdida de informacio´n.
La utilizacio´n de buffers ma´s pequen˜os que el taman˜o elegido puede implicar
principalmente (en relacio´n con la entrada de datos) dos problema´ticas:
• Pe´rdida de datos por sobreescritura: La velocidad de escritura supera
la capacidad del buffer, sobrescribiendo zonas que no hab´ıan sido escritas
au´n.
• Finalizacio´n de la conexio´n: La falta de un taman˜o de datos suficiente
en el buffer para la placa decodificadora implica su desconexio´n y reset.
As´ı pues, deberemos encontrar un compromiso entre la entrada de datos y el
taman˜o del buffer.
Se realizaron diferentes pruebas hasta encontrar el equilibrio y el mejor com-
portamiento con el buffer de 1Mbit especificado y entrada de 400 bytes como cota
ma´xima para no saturar el buffer y provocar una pe´rdida de informacio´n. En el
otro extremo, se establecio´ una cota mı´nima de lectura del socket 25 bytes para
evitar la insuficiencia de datos en la reproduccio´n.
Adema´s, existe otro feno´meno a tener en cuenta cuando tratamos con stream
de radio. Debera´ existir no so´lo un equilibrio entre los datos le´ıdos del socket y
el taman˜o del buffer, a fin de determinar el taman˜o de e´ste, sino adema´s, debera´
permitir una duracio´n suficiente de la reproduccio´n de forma co´moda y sin pausas.
Debido a la decodificacio´n realizada a medida que obtenemos los datos, pode-
mos encontrar que en algu´n momento no existen datos recibidos a decodificar. En
este caso, la decodificacio´n de los datos mp3 debe contar con un taman˜o mı´nimo
de datos almacenados a fin de poder realizarse con soltura. En caso de una insu-
ficiencia de datos durante un tiempo prolongado, esta decodificacio´n terminara´
precisando de un reset para volver a comenzar. Por otro lado, tampoco debemos
permitir que nuestro sistema se adelante en su proceso de decodificacio´n a los
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datos recibidos, provocando as´ı, la insuficiencia de informacio´n a decodificar, a
la espera de ma´s datos.
A fin de evitar esta insuficiencia, crearemos un sistema de prebuffering al ini-
cio de la reproduccio´n de la radio elegida. Es decir, nuestro sistema esperara´ a
obtener un mı´nimo de datos en reserva en un prebuffer de taman˜o suficiente (en
nuestro caso 1 kbit) antes de dar paso al inicio de la reproduccio´n. Este pre-
buffering permitira´ obtener una reserva de datos suficiente para que el sistema
no deba interrumpir constantemente la reproduccio´n y debido, a su velocidad de
decodificacio´n, quede siempre a la espera de nuevos datos. Obteniendo mediante
el proceso de prebuffering, sesiones de escucha sin necesidad de resteo del sistema
superiores a la hora. Ante la insuficiencia de datos, la repeticio´n del proceso de
prebuffering vuelve a permitir la decodificacio´n flu´ıda de los datos durante largo
tiempo.
Por tanto, se encontro´ de forma emp´ırica el primero de los equilibrios a es-
tablecer, en este caso en la recepcio´n de datos. En caso de variar el software de
forma considerable o incluso la velocidad de la red, pueden modificarse de forma
sencilla estos para´metros, adaptando el sistema al nuevo entorno.
Au´n as´ı, tambie´n deberemos tener en cuenta el balance existente en la salida
de datos hacia el sistema decodificador. Nuestro decodificador posee un escaso
margen de almacenamiento de datos y, por tanto, existira´n otras constantes de
configuracio´n y ajuste relacionadas con la temporizacio´n de los datos hacia exte-
rior.
Como comentamos anteriormente, la sincronizacio´n de las interrupciones so-
bre el sistema no se realiza al ritmo constante deseado. A fin de obtener un
bit-rate de salida de 128 kps era preciso el env´ıo de 32 bytes cada 2 milisegundos.
En primer lugar se realizaron pruebas con los datos teo´ricos obteniendo la
aparicio´n de gran cantidad de saltos o “glichs”sobre el audio de salida. As´ı, el
audio, de forma aleatoria, ejecutaba diferentes saltos que resultaban sumamente
molestos al o´ıdo.
Mediante la obtencio´n de informacio´n de la aparicio´n de las interrupciones se
observo´ un error en la llegada de estas interrupciones, que indican la escritura
sobre el bus. E´stas pueden llegar antes o incluso despue´s de los 2 milisegundos
establecidos provocando un desajuste en la llegada de datos que puede provocar
la falta momenta´nea de datos a decodificar por parte de la placa externa, obte-
niendo con ello el glich audible.
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Una vez situado el origen del glitch, a fin de evitarlo, se realizaron difer-
entes test de valores (estableciendo diferentes relaciones entre el nu´mero de bytes
escritos por tanda y la temporizacio´n de la interrupcio´n) a fin de obtener el
mejor comportamiento posible, es decir, la mejor calidad de sonido respecto a la
aparicio´n de estos saltos.
Durante el test del sistema, se observo´ que la aparicio´n de los gliches en la
reproduccio´n depend´ıa de la velocidad de escritura sobre el bus: resultaban ma´s
o menos molestos por su frecuencia y esta frecuencia se encontraba directamente
relacionada con el equilibrio entre el nu´mero de datos volcados en el bus y la
aparicio´n de las interrupciones marcando la salida.
As´ı pues, fue observado como la utilizacio´n de ritmos de escritura ra´pidos so-
bre el buffer, en rachas temporalmente poco separadas, provocaba la aparicio´n de
gran cantidad de gliches que hac´ıan casi inaudibles los datos obtenidos durante
la decodificacio´n.
Por otro lado, un ritmo de escritura muy lento con interrupciones muy equies-
paciadas (y por tanto un error relativo menor respecto a su desviacio´n respecto
al tiempo de salida esperado) eliminaba casi en su totalidad los gliches, pero
provoca la inviabilidad del sistema ante la necesidad de creacio´n de un buffer de
gran taman˜o que, como observamos anteriormente, resulta limitado f´ısicamente
por nuestro sistema.
En consecuencia, ante la imposibilidad de obtener un funcionamiento perfecto
para el sistema, se encontro´ de forma emp´ırica el equilibrio del sistema para con-
seguir la menor cantidad de gliches (una frecuencia en el mejor de los casos de 1
glich cada 30 segundos) mediante la escritura de 317 bytes cada 17ms.
Por tanto, despue´s de las anteriores premisas, hemos obtenido el equilibrio
ente las diferentes variables globales que permiten configurar y refinar el fun-
cionamiento del sistema, constantes que pueden ser fa´cilmente adaptables ante
cambios bruscos de configuracio´n o ante la creacio´n o adaptacio´n de un nuevo
sistema (por ejemplo aumento de memoria RAM o un cambio en temporizacio´n
de las interrupciones).
A parte del proceso de refinamiento y puesta en marcha del sistema, el u´ltimo
feno´meno que aparecio´ durante la puesta a punto del sistema embedded fue la
aparicio´n de una interferencia durante la estabilizacio´n temporal de los datos del
reproductor. Este feno´meno aparece, como la aparicio´n de ruidos de cara´cter
84
temporal, sobre el audio original decodificado. En este caso, el feno´meno es de
cara´cter temporal y aparece durante el inicio del funcionamiento del sistema de-
codificador. Este comportamiento fue provocado principalmente por una falta
de reset del chip decodificador al inicio del testeo del sistema, provocando que
durante los primeros segundos de su funcionamiento apareciera el ruido sobre
la decodificacio´n de los datos mp3. Este comportamiento se elimino´ fa´cilmente
mediante un reseteo de la placa antes de iniciar la decodificacio´n.
Aun as´ı, en caso de producirse un reseteo involuntario del chip decodificador,
la pequen˜a cantidad de ruido an˜adido (que no resulta ni molesto al o´ıdo, ni en-
mascara los datos permitiendo que sean audibles y reconocibles) so´lo permanece
unos segundos, antes de estabilizar la decodificacio´n y obtener un sonido correcto
de nuevo.
Una vez ajustadas las variables que controlan la temporizacio´n y el flujo de
datos del sistema, comprobado el correcto funcionamiento del bus SPI y la cor-
reccio´n del comportamiento de la placa perife´rica y del audio obtenido desde ella
de forma correcta, podemos concluir que el sistema funciona de forma correcta
obteniendo un sistema completamente funcional, tanto en la adquisicio´n como
en el tratamiento y la posterior decodificacio´n y transformacio´n de los datos.
Obteniendo globalmente un sistema de streaming audio por internet dida´ctico,
funcional y de factible programacio´n por parte de los alumnos. Por otro lado,
como hemos visto, el funcionamiento del sistema no resulta del todo perfecto,
que indica la necesidad de proponer, cara a la mejor de las pra´cticas, nuevas
variaciones sobre el concepto original que sera´n comentadas durante el siguiente
y u´ltimo cap´ıtulo de este texto.
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Cap´ıtulo 6
Conclusiones y l´ıneas futuras
6.1 Sobre los resultados conseguidos
Durante los cap´ıtulos anteriores, hemos podido observar co´mo ha sido orientado
el disen˜o del sistema hacia las necesidades de la asignatura, y a su vez, co´mo
fueron solucionados los problemas acaecidos durante el mismo proceso de disen˜o.
Asimismo se han tratado los diferentes retos planteados, su formulacio´n teo´rica
as´ı como su resolucio´n pra´ctica. A modo de resumen, e´stos han sido:
• Planteamiento de una estructura adecuada a las necesidades de la asig-
natura. Desde un punto de vista acade´mico, han sido planteadas diferentes
opciones de disen˜o para sistemas embedded as´ı como la eleccio´n de un sis-
tema final adecuado para los alumnos, cara asu puesta en pra´ctica en la
asignatura. Opciones tales como, la eleccio´n del late motive, o hilo conduc-
tor de las pra´cticas (llegando a la conclusio´n del sistema de stream radio)
se han efectuado midiendo su dificultad y su posible de adaptacio´n a las
pra´cticas.
• Estudio y eleccio´n de un sistema streaming y de codificcio´n audio ade-
cuado a las necesidades del sistema. Posteriormente se planteo´ el estudio,
adaptacio´n y compilacio´n de librer´ıas de codecs mp3 actuales al sistema
embedded ARM utilizado durante la realizacio´n de las pra´cticas. La no
viabilidad de este tipo de decodificacio´n software fue solucionada mediante
el disen˜o e implementacio´n de una decodificacio´n MP3 hardware, como ob-
servamos durante el cap´ıtulo anterior.
• Respecto al sistema embedded hemos conseguido plantear un sistema com-
pletamente operativo a todos los niveles:
– Teo´rico: El estudio de las diferentes necesidades y estrategias a seguir
durante el disen˜o del sistema, permite profundizar en los conocimien-
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tos teo´ricos relacionados con los sistemas embedded y el sistema op-
erativo Linux, as´ı como en las herramientas que nos ofrecen ambos en
la solucio´n de los problemas presentados.
– Ambiental: Mediante la utilizacio´n de herramientas de comunicacio´n
placa/pc (NFS), sistemas de ficheros, la utilizacio´n del compilador
arm-elf y recompilacio´n del Kernel del linux, se han presentado un
conjunto de herramientas de utilizacio´n diaria en el mundo de la pro-
gramacio´n embedded ofreciendo a los alumnos una pequen˜a aproxi-
macio´n a su uso y posibilidades de configuracio´n.
– Software: La implementacio´n del co´digo presentado, incluyendo sis-
temas de buffering, as´ı como de los co´digos de comunicacio´n externa,
sema´foros y threads muestra de forma bastante amigable y comprensi-
ble las herramientas ba´sicas de programacio´n embedded ma´s usuales.
– Hardware: La utilizacio´n de los drivers SPI, as´ı como la creacio´n de
una placa externa, muestran que, adema´s de la programacio´n a alto
nivel, existen otros niveles necesarios para que el sistema operativo
pueda alcanzar un funcionamiento interactivo con el exterior. Es decir,
mediante el planteamiento de la necesidad de reproduccio´n de sonidos
externos fue presentada la programacio´n de drivers sencillos permi-
tiendo observar la utilidad de los mismos as´ı como una aproximacio´n
a los drivers sobre sistemas linux, sus ventajas y peculiaridades. La uti-
lizacio´n de un protocolo altamente utilizado en comunicaciones como
el SPI o la creacio´n y disen˜o de una placa externa, permite finalmente
obtener una visio´n global del concepto de disen˜o y estratificacio´n de
capas en los sistemas embedded reales.
Adema´s del disen˜o todos los elementos: la placa externa, el software y drivers;
e´stos han sido testeados, estudiados y se ha intentado optimizar al ma´ximo su
funcionamiento, obteniendo de cada uno de los sistemas; pero ma´s exhaustiva-
mente del sistema de control central, toda su capacidad y su jugo.
As´ı pues, creemos que, en resumen, la implementacio´n del sistema de Radio
Streaming en sistemas Embedded Linux, resulta un ejemplo completo y clarifi-
cador de las posibilidades existentes a la hora de programar sistemas embedded,
por supuesto, siempre dentro de las limitaciones que el hardware de control nos
ofrece (en este caso, limitaciones bastante elevadas).
Adema´s, los problemas aun existentes que pueden provocar el funcionamiento
erro´neo o no del todo correcto del sistema (principalmente los gliches audibles,
comentados durante los apartados anteriores) han sido perfectamente identifica-
dos y documentados en pa´ginas anteriores y en cierta medida, hasta el l´ımite de
las capacidades f´ısicas del sistema, han sido solventados.
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En el caso de los gliches audibles, el error ha sido hasta el momento mini-
mizado, pero no eliminado. Se proponen dos principales opciones a fin de evitar
estos saltos durante la reproduccio´n:
• Estudio del cambio de la placa perife´rica: Aunque el chip decodifi-
cador de mp3 destaca por su versatilidad y el buen funcionamiento que ha
otorgado durante el desarrollo de proyecto, ser´ıa planteable el cambio de
este integrado por otros de mejor gama o funcionamiento diferente. Prin-
cipalmente lo que precisaremos del chip decodificador sera´ la capacidad de
controlar (mediante algu´n tipo de feedback o lazo de control) el estado del
buffer interno del mismo controlador as´ı como el conocimiento exhaustivo
del taman˜o de este buffer (en este caso desconocido) para as´ı, evitar una
decodificacio´n con un bit rate variable debido a la falta de exactitud de las
interrupciones del sistema central.
• Mejoras del sistema central: Si antes hemos propuesto el cambio del
decodificador externo, otra de las posibilidades a tener en cuenta consiste
en obtener a la salida un bit rate fiable y constante. Ya sea mediante la
utilizacio´n de otras te´cnicas (como podr´ıa ser un control mediante timers
hardware) o la utilizacio´n de un sistema de control ma´s actual con un
procesador mucho ma´s ra´pido que permita atender a las tareas de forma ma´s
desahogada y dina´mica. Estos cambios deben estar orientados a estabilizar
el bit-rate de salida y por tanto evitar el, hasta ahora so´lo minimizado,
glich.
• Adhesio´n de hardware externo: En caso de no querer aplicar ninguna
de las dos soluciones anteriores, ser´ıa posible la adhesio´n de un hardware
intermedio entre cada uno de los elementos de control y decodificacio´n que
permitiese el almacenamiento de los datos as´ı como una salida comple-
tamente controlada de los datos hacia el bus, como podr´ıa ser un buffer
temporizado por un clock f´ısico en placa u otras posibles soluciones a im-
plementar, como registros, etapas de biestables u otros elementos destinados
a la sincronizacio´n de datos de salida de forma determinada.
Aunque, estas u´ltimas opciones creemos que podr´ıan mejorar el resultado final,
el tiempo limitado (para que los alumnos dispongan de la posibilidad de estudiar
este sistema durante el cuatrimestre de primavera de 2009) as´ı como la, digamos,
“accesoriedad”de los sistemas implementados, permiten que dejemos de lado estas
soluciones (y principalmente la solucio´n de renovacio´n del hardware de control)
para posibles ampliaciones, retoques y mejoras del proyecto en un futuro cercano.
Aun as´ı, cabe decir, que desde el punto de vista acade´mico, el sistema prop-
uesto resulta adecuado, funcional y explicativo. La calidad del audio obtenida es
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de alta calidad, y la estructuracio´n del co´digo en unidades dida´cticas, ma´s que
adecuada.
Por otro lado, el co´digo ha sido evaluado, disen˜ado y testado mediante difer-
entes configuraciones a fin de analizar varias posibilidades de implementacio´n del
disen˜o. Algunas fueron aceptadas, otras descartadas (como por ejemplo la im-
plementacio´n de un sistema mediante sema´foros mutex) permitiendo elegir final-
mente la ma´s adecuada a nuestras necesidades a fin de obtener el funcionamiento
o´ptimo del sistema definitivo.
Adema´s de testear las aplicaciones juntamente con el director del proyecto,
fue presentado el proyecto a los alumnos de la asignatura, a fin de tomar el
pulso al alumnado y observar su reaccio´n ante el cambio de proyecto. Durante la
explicacio´n se les plantearon las diferentes te´cnicas y opciones que podr´ıan im-
plementar durante el desarollo de las pra´cticas, as´ı como diferentes explicaciones
teo´ricas y ejemplos sobre el co´digo y drivers implementados. Este hecho que nos
permitio´ observar posibles deficiencias en el sistema y en su comprensio´n, as´ı
como en la organizacio´n de las unidades dida´cticas en las cuales se ha basado el
proyecto planteado.
De esta reunio´n se pudieron extraer diferentes ideas, como la simplificacio´n
de los drivers tipo char cara a la mejor comprensio´n por parte del alumnado, as´ı
como la eliminacio´n de la elaboracio´n de la placa de decodificacio´n por parte de los
alumnos al no encontrarse directamente relacionada con el temario, y resultar una
complicacio´n an˜adida al sistema a implementar en un tiempo limitado. Adema´s,
para nuestro agrado final, cre´ımos percibir cierto grado de intere´s por parte de
los alumnos al ver el sistema funcionando as´ı como por las explicaciones dadas
durante la exposicio´n, permitiendo mejorar nuestra informacio´n y planteamiento
del sistema gracias a sus preguntas y aclaraciones durante la exposicio´n.
Una vez finalizados los diferentes apartados y experimentos que conforman
el proyecto presentado, hemos conseguido obtener un sistema de radio streaming
funcional basado en el hardware utilizado en la asignatura, con una buena calidad
de audicio´n y una sencillez de programacio´n que lo hacen asequible al alumnado
de SETR. A partir de la resolucio´n de los problemas acaecidos, el alumno adquiere
un conocimiento sobre los problemas principales derivados de los sistemas em-
bedded en primera persona, permitiendo que su aprendizaje resulte mucho ma´s
completo y profundo en cada unidad dida´ctica.
De todas formas, existen flecos y posibles nuevas aportaciones que pueden
continuar expandiendo y mejorando las prestaciones del proyecto: ya sea en fu-
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turas ampliaciones o si mas no en la creacio´n de detalles que an˜adan valor tanto
dida´ctico como funcional al sistema. De estas nuevas l´ıneas o mejoras trataremos
con ma´s detalle durante el siguiente y u´ltimo apartado de este proyecto.
6.2 Futuras mejoras o l´ıneas de expansio´n
Finalmente, aunque el concepto planteado en este proyecto para la renovacio´n de
las pra´cticas de SETR resulte del todo va´lido y funcional, existen diferentes mejo-
ras planteables que incluso esta´n dando fruto a otros proyectos, con la finalidad
de conseguir unas pra´cticas modernas, completas y atractivas para el alumnado.
Aunque nuestro sistema esta´ basado en las placas hasta ahora utilizadas en
la asignatura (basadas en ARM7TDMI), observamos como este sistema a 50Mhz
resulta del todo ineficiente y obsoleto en comparacio´n con los sistemas embedded
actuales. Y aunque permite un acercamiento dida´ctico completamente va´lido
a lso sistemas embedded, sus pequen˜os retrasos acaban limitando bastante las
aplicaciones a realizar en las pra´cticas de SETR.
Actualmente el personal a cargo de la asignatura, se encuentra en fase de
estudio sobre la compra de nuevas placas con mayor pote´ncia de ca´lculo, y una
cantidad mayor de controladores integrados (como por ejemplo controladores de
pantallas TFT, USB ...) que elevan casi hasta el infinito las posibilidades pra´cticas
del sistema cara a las aplicaciones a implementar.
La mejora del sistema base, permitira´ an˜adir diferentes funcionalidades al
sistema que hara´n de e´l un sistema mucho ma´s moderno y eficaz. Proporcionando
nuevas funcionalidades al sistema:
• Intento de una decodificacio´n mp3 software: La mejora de sistemas
embedded actuales permiten la potencia de ca´lculo necesaria para la uti-
lizacio´n de los codec de mp3 (e incluso de v´ıdeo) orientados a dispositivos
multimedia (tele´fonos moviles, consolas porta´tiles de videojuegos...). Por
tanto, una mejora en el material de las pra´cticas llevar´ıa a la adaptacio´n del
sistema planteado an˜adiendo una capa previa de decodificacio´n basada en
un codec mp3 como por ejemplo MADPLAY o LAME, utilizados en gran
variedad de sistemas embedded actuales.
• Inclusio´n de interfaz gra´fico: La mayor´ıa de sistemas embedded actuales
incluyen una controladora gra´fica que permite la elaboracio´n de interfaces
gra´ficos de forma sencilla (ya sea basados en X-windows o Qutopia) que
pueden permitir an˜adir una funcionalidad ma´s vistosa al sistema. Adema´s
permitira´ an˜adir un nuevo apartado en el temario relacionando los sistemas
embedded con la elaboracio´n de interfaces gra´ficos sobre linux.
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• Finalmente, la utilizacio´n de un sistema ma´s potetente puede permitir
la experimentacio´n con otros sistemas operativos alejados de uClinux, como
pueden ser Windows CE, Android u otros sistemas operativos en tiempo
real como QNX o VxWorks. Ampliando as´ı la visio´n del alumno hacia la
alta variedad de sisemas y configuraciones de los sistemas embedded en el
mercado.
E´stas son, ciertas recomendaciones o posibilidades de adaptacio´n del proyecto
dentro de plataformas ma´s potentes y actuales que la utilizada actualmente. Sim-
plemente sugerencias, dentro de la variedad infinita de posibilidades que ofrece
la utilizacio´n de un sistema embedded moderno como podr´ıa ser la utilizacio´n
de nuevas arquitecturas ARM (ARM11 o ARM9) u otras arquitecturas bastante
extendidas como los dispositivos COLDFIRE de Motorola basados en arquitec-
turas m68k.
Adema´s, la utilizacio´n de estas plataformas modernas permitira´n evitar el
principal problema de gliches obtenido durante la realizacio´n de este proyecto, al
presentar una mayor potencia de ca´lculo y un mejor comportamiento temporal
en sus interrupciones.
Aun as´ı, no toda futura l´ınea o variacio´n del proyecto se debe basar (aunque re-
sultar´ıa recomendable) en la variacio´n del sistema hardware ba´sico de las pra´cticas.
Con el sistema implementado durante este proyecto podr´ıan llevarse a cabo, a
modo de ejemplo, diferentes opciones que pueden generar valor an˜adido al sis-
tema.
• Mejora del sistema de recepcio´n: el sistema streaming planteado se
ajusto´ a la opcio´n ma´s sencilla y de mejor comprensio´n para el alumnado.
De todas formas, pueden ser implementadas, sobre la base realizada, mejo-
ras tanto en el sistema de recepcio´n (buffering), el protocolo de recepcio´n
(utilizar otros protocolos como por ejemplo RFTP) o incluso ampliar el
nu´mero de formatos legibles por el sistema (pasando a Real Audio o Win-
dows Media Audio, por ejemplo) ampliando y mejorando el sistema actual
hacia un mayor abanico de posibilidades.
• Adhesio´n de un sistema de control desde el exterior, como por
ejemplo an˜adiendo una pantalla LCD (sencilla, debido a las limitaciones
del sistema) que nos permita obtener informacio´n del sistema en ejecucio´n
o la programacio´n de una botonera externa, que permita la utilizacio´n y
navegacio´n por el sistema de forma auto´noma a un PC y al terminal de
comandos de uClinux.
• Modificacio´n del planteamiento original: Al planteamiento original de
radio streaming, siempre podra´n ser an˜adidas nuevas funcionalidades por
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parte del alumnado que hagan au´n ma´s atractivo el proyecto. Modifica-
ciones sencillas, pero que pueden reportar una motivacio´n extra; como por
ejemplo convertir el sistema en un reproductor de archivos mp3 en memo-
ria, realizar un sistema de streaming desde el PC para escuchar nuestras
propias canciones o la grabacio´n en memoria externa de los datos obtenidos
del streaming. Pequen˜as variaciones que an˜aden posibilidades y funcional-
idades nuevas al sistema ba´sico presentado, sin ofrecer una complicacio´n
an˜adida excesiva a la programacio´n ba´sica, una vez el sistema base fun-
ciona de forma correcta.
Como podemos observar, las posibilidades de mejora o expansio´n, como corre-
sponde a la flexibilidad de los sistemas embedded, resultan infinitas y las dejamos
a la futura imaginacio´n de los alumnos de la asignatura.
As´ı pues, desde aqu´ı alentamos al lector o posible alumno de la asignatura
a seguir avanzando en el desarrollo de aplicaciones que mejoren las presentadas.
Para, entre todos, hacer de la asignatura una leccio´n entretenida, y sobre todo
muy u´til a todos aquellos interesados en los sistemas embedded.
6.3 Notas y agradecimientos finales
A modo de licencia, en estas u´ltimas l´ıneas deseo agradecer profundamente la
ayuda prestada por todos aquellos que con sus comentarios, cr´ıticas o pregun-
tas han ayudado a hacer posible este proyecto, desde Manolo Domı´nguez, Manel
del laboratorio y a todos los alumnos de SETR. Tambie´n a mis padres y a Neus
por aguantarme, as´ı como a todos los compan˜eros que hacen posible este proyecto.
Finalmente, a t´ı, lector, gracias por leer estas l´ıneas. Esperamos que hayan
sido de tu intere´s, entretenidas, o al menos, interesantes. Que hayas encontrado
lo que esperabas sobre sistemas embedded y en caso de ser neo´fito en la tema´tica,
que este texto haya abierto una pequen˜a rendija de luz hacia un mundo tan vari-
ado y con tantas posibilidades como el mundo embedded.
A todos, muchas gracias.
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C:\Users\carlos\Desktop\proyecto\masquerade.sh sábado, 18 de julio de 2009 16:42
10#!/bin/sh
#
#firewall-iptables
FWVER= 0.76
#
#               Initial SIMPLE IP Masquerade test for 2.6 / 2.4 kernels
#               using IPTABLES.
#
#               Once IP Masquerading has been tested, with this simple
#               ruleset, it is highly recommended to use a stronger
#               IPTABLES ruleset either given later in this HOWTO or
#               from another reputable resource.
#
#
#
# Log:
#       0.76 - Added comments on why the default policy is ACCEPT
#       0.75 - Added more kernel modules to the comments section 
#       0.74 - the ruleset now uses modprobe vs. insmod
#       0.73 - REJECT is not a legal policy yet; back to DROP
#       0.72 - Changed the default block behavior to REJECT not DROP
#       0.71 - Added clarification that PPPoE users need to use 
#              "ppp0" instead of "eth0" for their external interface
#       0.70 - Added commented option for IRC nat module
#            - Added additional use of environment variables
#            - Added additional formatting 
#       0.63 - Added support for the IRC IPTABLES module
#       0.62 - Fixed a typo on the MASQ enable line that used eth0
#              instead of $EXTIF
#       0.61 - Changed the firewall to use variables for the internal 
#              and external interfaces.
#       0.60 - 0.50 had a mistake where the ruleset had a rule to DROP
#              all forwarded packets but it didn't have a rule to ACCEPT
#              any packets to be forwarded either
#            - Load the ip_nat_ftp and ip_conntrack_ftp modules by default
#       0.50 - Initial draft
#
echo -e "\n\nLoading simple rc.firewall-iptables version $FWVER..\n"
# The location of the iptables and kernel module programs 
#
#   If your Linux distribution came with a copy of iptables,
#   most likely all the programs will be located in /sbin.  If
#   you manually compiled iptables, the default location will
#   be in /usr/local/sbin 
#
# ** Please use the "whereis iptables" command to figure out
# ** where your copy is and change the path below to reflect
# ** your setup
#
IPTABLES=/sbin/iptables
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#IPTABLES=/usr/local/sbin/iptables 
DEPMOD=/sbin/depmod
MODPROBE=/sbin/modprobe
#Setting the EXTERNAL and INTERNAL interfaces for the network
#
#  Each IP Masquerade network needs to have at least one
#  external and one internal network.  The external network 
#  is where the natting will occur and the internal network
#  should preferably be addressed with a RFC1918 private address
#  scheme.
#
#  For this example, "eth0" is external and "eth1" is internal" 
#
#
#  NOTE:  If this doesnt EXACTLY fit your configuration, you must
#         change the EXTIF or INTIF variables above. For example:
#
#            If you are a PPPoE or analog modem user:
#
#               EXTIF="ppp0" 
#
#
EXTIF="eth1"
INTIF="eth0"
echo "   External Interface:  $EXTIF"
echo "   Internal Interface:  $INTIF"
echo "   Internal Interface:  $INTIF2"
EXTIP="192.168.1.102"
echo "   External IP:  $EXTIP"
#======================================================================
#== No editing beyond this line is required for initial MASQ testing == 
echo -en "   loading modules: "
# Need to verify that all modules have all required dependencies
#
echo "  - Verifying that all kernel modules are ok"
$DEPMOD -a
# With the new IPTABLES code, the core MASQ functionality is now either 
# modular or compiled into the kernel.  This HOWTO shows ALL IPTABLES
# options as MODULES.  If your kernel is compiled correctly, there is
# NO need to load the kernel modules manually.
#
#  NOTE: The following items are listed ONLY for informational reasons. 
#        There is no reason to manual load these modules unless your
#        kernel is either mis-configured or you intentionally disabled
#        the kernel module autoloader.
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#
# Upon the commands of starting up IP Masq on the server, the 
# following kernel modules will be automatically loaded:
#
# NOTE:  Only load the IP MASQ modules you need.  All current IP MASQ
#        modules are shown below but are commented out from loading.
# =============================================================== 
echo "----------------------------------------------------------------------"
#Load the main body of the IPTABLES module - "iptable"
#  - Loaded automatically when the "iptables" command is invoked 
#
#  - Loaded manually to clean up kernel auto-loading timing issues
#
echo -en "ip_tables, "
$MODPROBE ip_tables
#Load the IPTABLES filtering module - "iptable_filter"
#  - Loaded automatically when filter policies are activated 
#Load the stateful connection tracking framework - "ip_conntrack"
#
# The conntrack  module in itself does nothing without other specific
# conntrack modules being loaded afterwards such as the "ip_conntrack_ftp" 
# module
#
#  - This module is loaded automatically when MASQ functionality is
#    enabled
#
#  - Loaded manually to clean up kernel auto-loading timing issues
#
echo -en "ip_conntrack, "
$MODPROBE ip_conntrack
#Load the FTP tracking mechanism for full FTP tracking
#
# Enabled by default -- insert a "#" on the next line to deactivate
#
echo -en "ip_conntrack_ftp, "
$MODPROBE ip_conntrack_ftp
#Load the IRC tracking mechanism for full IRC tracking
#
# Enabled by default -- insert a "#" on the next line to deactivate
#
echo -en "ip_conntrack_irc, "
$MODPROBE ip_conntrack_irc
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#Load the general IPTABLES NAT code - "iptable_nat"
#  - Loaded automatically when MASQ functionality is turned on
#
#  - Loaded manually to clean up kernel auto-loading timing issues 
#
echo -en "iptable_nat, "
$MODPROBE iptable_nat
#Loads the FTP NAT functionality into the core IPTABLES code
# Required to support non-PASV FTP.
#
# Enabled by default -- insert a "#" on the next line to deactivate 
#
echo -en "ip_nat_ftp, "
$MODPROBE ip_nat_ftp
#Loads the IRC NAT functionality into the core IPTABLES code
# Required to support NAT of IRC DCC requests
#
# Disabled by default -- remove the "#" on the next line to activate 
#
#echo -e "ip_nat_irc"
#$MODPROBE ip_nat_irc
echo "----------------------------------------------------------------------"
# Just to be complete, here is a partial list of some of the other 
# IPTABLES kernel modules and their function.  Please note that most
# of these modules (the ipt ones) are automatically loaded by the
# master kernel module for proper operation and don't need to be
# manually loaded. 
# --------------------------------------------------------------------
#
#    ip_nat_snmp_basic - this module allows for proper NATing of some
#                        SNMP traffic
#
#    iptable_mangle    - this target allows for packets to be
#                        manipulated for things like the TCPMSS
#                        option, etc.
#
# --
#
#    ipt_mark       - this target marks a given packet for future action.
#                     This automatically loads the ipt_MARK module
#
#    ipt_tcpmss     - this target allows to manipulate the TCP MSS
#                     option for braindead remote firewalls.
#                     This automatically loads the ipt_TCPMSS module
#
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#    ipt_limit      - this target allows for packets to be limited to
#                     to many hits per sec/min/hr
#
#    ipt_multiport  - this match allows for targets within a range
#                     of port numbers vs. listing each port individually
#
#    ipt_state      - this match allows to catch packets with various
#                     IP and TCP flags set/unset
#
#    ipt_unclean    - this match allows to catch packets that have invalid
#                     IP/TCP flags set
#
#    iptable_filter - this module allows for packets to be DROPped,
#                     REJECTed, or LOGged.  This module automatically
#                     loads the following modules:
#
#                     ipt_LOG - this target allows for packets to be
#                               logged
#
#                     ipt_REJECT - this target DROPs the packet and returns
#                                  a configurable ICMP packet back to the
#                                  sender.
#
echo -e "   Done loading modules.\n"
#CRITICAL:  Enable IP forwarding since it is disabled by default since 
#
#           Redhat Users:  you may try changing the options in
#                          /etc/sysconfig/network from:
#
#                       FORWARD_IPV4=false
#                             to
#                       FORWARD_IPV4=true
#
echo "   Enabling forwarding.."
echo "1" > /proc/sys/net/ipv4/ip_forward
# Dynamic IP users:
#
#   If you get your IP address dynamically from SLIP, PPP, or DHCP, 
#   enable this following option.  This enables dynamic-address hacking
#   which makes the life with Diald and similar programs much easier.
#
echo "   Enabling DynamicAddr.."
echo "1" > /proc/sys/net/ipv4/ip_dynaddr
# Enable simple IP forwarding and Masquerading
#
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#  NOTE:  In IPTABLES speak, IP Masquerading is a form of SourceNAT or SNAT.
#
#  NOTE #2:  The following is an example for an internal LAN address in the 
#            192.168.0.x network with a 255.255.255.0 or a "24" bit subnet mask
#            connecting to the Internet on external interface "eth0".  This
#            example will MASQ internal traffic out to the Internet but not
#            allow non-initiated traffic into your internal network.
#
#
#         ** Please change the above network numbers, subnet mask, and your
#         *** Internet connection interface name to match your setup 
#
#Clearing any previous configuration
#
#  Unless specified, the defaults for INPUT and OUTPUT is ACCEPT
#    The default for FORWARD is DROP (REJECT is not a valid policy)
#
#   Isn't ACCEPT insecure?  To some degree, YES, but this is our testing 
#   phase.  Once we know that IPMASQ is working well, I recommend you run
#   the rc.firewall-*-stronger rulesets which set the defaults to DROP but
#   also include the critical additional rulesets to still let you connect to 
#   the IPMASQ server, etc.
#
echo "   Clearing any existing rules and setting default policy.."
$IPTABLES -P INPUT ACCEPT
$IPTABLES -F INPUT
$IPTABLES -P OUTPUT ACCEPT
$IPTABLES -F OUTPUT
$IPTABLES -P FORWARD DROP
$IPTABLES -F FORWARD
$IPTABLES -t nat -F
echo "   FWD: Allow all connections OUT and only existing and related ones IN"
$IPTABLES -A FORWARD -i $EXTIF -o $INTIF -m state --state ESTABLISHED,RELATED -j ACCEPT
$IPTABLES -A FORWARD -i $INTIF -o $EXTIF -j ACCEPT
$IPTABLES -A FORWARD -j LOG
$IPTABLES -t nat -A POSTROUTING -o $EXTIF -j SNAT --to $EXTIP
echo "   Enabling SNAT (MASQUERADE) functionality on $EXTIF"
$IPTABLES -t nat -A POSTROUTING -o $EXTIF -j MASQUERADE
echo -e "\nrc.firewall-iptables v$FWVER done.\n"
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NS7520 Features
The NS7520 can support most any networking scenario, and includes a 10/100 BaseT 
Ethernet MAC and two independent serial ports (each of which can run in UART or SPI 
mode).
The CPU is an ARM7TDMI (ARM7) 32-bit RISC processor core with a rich complement of 
support peripherals and memory controllers, including:
 Glueless connection to different types of memory; for example, flash, 
SDRAM, EEPROM, and others.
 Programmable timers
 13-channel DMA controller
 External bus expansion module
 16 general-purpose I/O (GPIO) pins
Key features and operating modes of the major NS7520 modules
 CPU core
– ARM7 32-bit RISC processor
– 32-bit internal bus
– 32-bit ARM mode and 16-bit Thumb mode
– 15 general-purpose 32-bit registers
– 32-bit program counter (PC) and status register
– Five supervisor modes, one user mode
 13-channel DMA controller
– Two channels dedicated to Ethernet transmit and receive
– Four channels dedicated to two serial modules’ transmit and receive
– Four channels for external peripherals (only two channels — either 3 and 5 
or 4 and 6 — can be configured at one time)
– Three channels available for memory-to-memory transfers
– Flexible buffer management
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 General-purpose I/O pins
– 16 programmable GPIO interface pins
– Four pins programmable with level-sensitive interrupt
 Serial ports
– Two fully independent serial ports (UART, SPI)
– Digital phase lock loop (DPLL) for receive clock extractions
– 32-byte transmit/receive FIFOs
– Internal programmable bit-rate generators
– Bit rates 75–230400 in 16X mode
– Bit rates 1200 bps–4 Mbps in 1X mode
– Flexible baud rate generator, external clock for synchronous operation
– Receive-side character and buffer gap timers
– Four receive-side data match detectors
 Power and operating voltages
– 500 mW maximum at 55 MHz (all outputs switching)
– 418 mW maximum at 46 MHz (all outputs switching)
– 291 mW maximum at 36 MHz (all outputs switching)
– 3.3 V — I/O
– 1.5 V — Core
 Integrated 10/100 Ethernet MAC
– 10/100 Mbps MII-based PHY interface
– 10 Mbps ENDEC interface
– Support for TP-PMD and fiber-PMD devices
– Full-duplex and half-duplex modes
– Optional 4B/5B coding
– Station, broadcast, and multicast address detection filtering
– 512-byte transmit FIFO, 2 Kbyte receive FIFO
– Intelligent receive-side buffer size selection
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 Programmable timers
– Two independent timers (2 s–20.7 hours)
– Watchdog timer (interrupt or reset on expiration)
– Programmable bus monitor or timer
 Operating frequency
– 36, 46, or 55 MHz internal clock operation from 18.432 MHz quartz crystal 
or crystal oscillator
– fMAX = 36, 46, or 55 MHz (grade-dependent)
– System clock source by external quartz crystal or crystal oscillator, or clock 
signal
– Programmable PLL, which allows a range of operating frequencies from 10 
to fMAX
– Maximum operating frequency from external clock or using PLL 
multiplication fMAX
 Bus interface
– Five independent programmable chip selects with 256 Mb addressing per 
chip select
– All chip selects support SRAM, FP/EDO DRAM, SDRAM, flash, and EEPROM 
without external glue
– Supports 8-, 16-, and 32-bit peripherals
– External address decoding and cycle termination
– Dynamic bus sizing
– Internal DRAM/SDRAM controller with address multiplexer and 
programmable refresh frequency
– Internal refresh controller (CAS before RAS)
– Burst-mode support
– 0–63 wait states per chip select
– Address pins that configure chip operating modes; see "NS7520 bootstrap 
initialization" on page 60.
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Abou t  t h e  NS7520
NS7520 module block diagram
Figure 1 is an overview of the NS7520, including all the modules.
Figure 1: NS7520 overview
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/***********************************************************************
 *
 *  All rights reserved.
 *
 *  $Id: SDI_driver.c,v 1.0 1/12/2004 
 *  @Author: "Carlos Fernandez;SERT"
 *
 *  @References: [1] UNC20 Documentation CD 90004/doc/NS7520_HR.pdf
 *               [2] Linux Device Drivers 2nd edition (O'Reilly)
 *  [3] NS7520 Microcontroller Documentation.
 *  
 ***********************************************************************/
#include <linux/module.h> // module_init
#include <linux/init.h> // __init
#include <linux/miscdevice.h> // misc_register
#include <linux/sched.h> // request_irq
#include <linux/kernel.h>
#include <asm/irq.h> // enable_irq
#include <asm/uaccess.h> // copy_to_user
// LxNETES specific files
//#include <asm/arch/netarm_gen_module.h> // for accessing [1] GEN module
#include <asm/arch/irqs.h> // IRQ_PORTC0
#include "driver.h"
#define SD_DEVICE "/dev/misc/SDI"
/* register adress*/
#define BIT_RATE_REG (volatile unsigned int *)0xFFD0000C
#define SCH_1_CONTROL_REG_A  (volatile unsigned int *)0xFFD00000
#define SCH_1_CONTROL_REG_B  (volatile unsigned int *)0xFFD00004
#define PORTA  (volatile unsigned int *)0xFFB00020
#define FIFO  (volatile unsigned int *)0xFFD00010
/*configuration masks*/
#define PORT_A_CONF_MASK_0 0xFFF1FFFF
#define PORT_A_CONF_MASK_1 0xFFF1FF00
#define BIT_RATE_REG_MASK_0 0xC13FFC0F //esto es N=15 DCLK=1780kHz si 0xC13FFEFF N=767 
DCLK=37KHz
#define BIT_RATE_REG_MASK_1 0xC100000F//esto es N=15 DCLK=1780kHz si 0xC10002FF N=767  
DCLK=37Khz
#define SCH1_B_REG_MASK_0 0xFFEFFFFF//0xFFE7FFFF
#define SCH1_B_REG_MASK_1 0xC280000//0xC200000
#define SCH1_A_REG_MASK_0 0xFFFFFFFF
#define SCH1_A_REG_MASK_1 0x83000000
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/* trasmission timeout*/
#define SDI_BUSYPOLL_TIMEOUT 100
#define RDY_ADDRS  (volatile unsigned int *)0xFFD00008
#define TRDY (int)(*RDY_ADDRS &0x08)>>3
#define RRDY (int)(*RDY_ADDRS&0x800)>>11
static int __init sd_init_module( void );
static void __exit sd_cleanup_module( void );
static int sd_open( struct inode* pInode, struct file* pFile );
static int sd_release( struct inode* pInode, struct file* pFile );
static ssize_t sd_read( struct file* pFile, char* port, size_t cuenta, loff_t* ppos );
static ssize_t sd_write( struct file* pFile, const char *buf, size_t cuenta, loff_t*
ppos );
static struct file_operations sd_fops =
{
open: sd_open,
write: sd_write,
read: sd_read,
release: sd_release,
};
static struct miscdevice sd_devs =
{
minor: MISC_DYNAMIC_MINOR,
name: DRIVER_NAME,
fops: &sd_fops
};
/***********************************************************************
 * @Funcion: sd_open
 ***********************************************************************/
static int sd_open( struct inode* pInode, struct file* pFile )
{
if (MOD_IN_USE>0) return(-1);
MOD_INC_USE_COUNT;return 0;
}
/***********************************************************************
 * @Funcion: sd_release
 ***********************************************************************/
static int sd_release( struct inode* pInode, struct file* pFile )
{
MOD_DEC_USE_COUNT;
return 0;
}
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/***********************************************************************
 * @Funcion: sd_read
 * @Return: 0 if successful; 
 * @Descr: EN PRINCIPI NO ES POT LLEGIR PER SCI
 ***********************************************************************/
static ssize_t sd_read( struct file* pFile, char* buf, size_t cuenta, loff_t* ppos )
{
int i;
int reg;
int timeout;
//char buf[SIZE_OF_BUFF];
for (i=sizeof(u16);i<cuenta;i++)
{
timeout=SDI_BUSYPOLL_TIMEOUT;
while ( reg!=0)
{
if (RRDY==1)
{
(char)buf[i]=(char*)FIFO; // introducimos el byte en FIFO
//printk( KERN_INFO "Recibido dato por fifo\n" );
reg=0;
}
if (--timeout==0) {printk("Time out error; SCI input\n"); return i;}
}
}
copy_to_user( buf, (void*) &buf, cuenta );
return i;
}
/***********************************************************************
 * @Funcion: sd_write
 * @Return: number of send bytes; 
 * @Descr: Envia cuenta*BYTEs per port SDI escriu a la FIFO
 ***********************************************************************/
static ssize_t sd_write( struct file* pFile, const char *buf, size_t cuenta, loff_t*
ppos )
{
size_t i;
int timeout;
int reg=-1;
long data;
//int j=0;
for (i=0;i<cuenta;i=i+4)
{
timeout=SDI_BUSYPOLL_TIMEOUT;
reg=-1;
while ( reg!=0)
{
-3-
C:\Users\carlos\Desktop\apps\SDI\src\SDI.c sábado, 18 de julio de 2009 16:56
//printk(KERN_INFO "TRDY= %d\n",TRDY);
if (TRDY==1)
{
//printk(KERN_INFO "i= %d\n",i);
data=(buf[i]|buf[i+1]<<8|buf[i+2]<<16|buf[i+3]<<24);
*FIFO=data; // introducimos el byte en FIFO
//printk(KERN_INFO "Enviados %d bytes\n",i);
//printk( KERN_INFO " Enviado dato por buffer %x %x %x %x %x\n",data, 
buf[i],buf[i+1],buf[i+2],buf[i+3]);
reg=0;
}
//printk( KERN_INFO " reg: %d\n",reg);
if (--timeout==0) {printk("Time out error; SDI output\n"); return i;}
//printk( KERN_INFO " He llegado aqui\n");
}
//printk( KERN_INFO " He salido del while\n");
}
if (i==0 && cuenta==1)
{
i++;
}
//printk(KERN_INFO "count = %d i=%d \n",cuenta,i);
return i;
}
/***********************************************************************
 * @Funcion: sd_init_module
 * @Return: 0 if successful; 
 * @Descr: Configura l'inici del modul SDI
 ***********************************************************************/
static int __init sd_init_module( void )
{
if( misc_register( &sd_devs ) )
{
printk( KERN_WARNING DRIVER_NAME \
": No puc registrar el modul\n" );
return (-ENODEV);
}
/* Configure control register SDI MASTER MODE, PORT A, bit rate 2400*/
*PORTA=(*PORTA&PORT_A_CONF_MASK_0)|PORT_A_CONF_MASK_1;
*SCH_1_CONTROL_REG_A=0x00000000; // reset registro A
*BIT_RATE_REG=(*BIT_RATE_REG&BIT_RATE_REG_MASK_0)|BIT_RATE_REG_MASK_1;
*SCH_1_CONTROL_REG_B=(*SCH_1_CONTROL_REG_B&SCH1_B_REG_MASK_0)|SCH1_B_REG_MASK_1;
*SCH_1_CONTROL_REG_A=(*SCH_1_CONTROL_REG_A&SCH1_A_REG_MASK_0)|SCH1_A_REG_MASK_1;
printk( KERN_INFO "SDI Driver Port $Revision: 1.0 $ Inicialitzada\n" );
printk( KERN_INFO "PORTA: %x\nBIT_RATE_REG: %x\nCONTROL_REG_1: %x\nCONTROL_REG_B: 
%x\n",*PORTA,*BIT_RATE_REG,*SCH_1_CONTROL_REG_A,*SCH_1_CONTROL_REG_B );
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return(0);
}
/***********************************************************************
 * @Function: sd_cleanup_module
 * @Return: nothing
 * @Descr: deinitializes module. Actually will never be called due to
 * MOD_INC_USE_COUNT > 1. Will be fixed if hardware watchdog can be disabled.
 ***********************************************************************/
static void __exit sd_cleanup_module( void )
{
// disable PortC interrupts facility to not generate interrupts when not
// in use any longer
// release our resources
misc_deregister( &sd_devs );
}
module_init( sd_init_module );
module_exit( sd_cleanup_module );
MODULE_LICENSE( "GPL" );
MODULE_AUTHOR("CFERNANDEZ");
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#include <sys/types.h>
#include <sys/socket.h>
#include <netinet/in.h>
#include <arpa/inet.h>
#include <netdb.h>
#include <unistd.h>
#include <stdio.h>
#include <stdlib.h>
#include <string.h>
#include <errno.h>
#include <fcntl.h>
#include <time.h>
#define LOCAL_SERVER_PORT 9798
#define MAX_MSG 100
#define END_LINE 0X0A
#define SUCCESS 0
#define ERROR 1
#define MAX_STR_LEN 512
#define BUFFER_SIZE 124800 //ahora el buffer es proporcional 125000
char buffer[BUFFER_SIZE];
int counter=0;
int write_c=0;
int read_c=0;
int block=0;
int id2;
void configure_mp3 () {
char configure_string [4];
int id;
/* como enviamos MSB el primero
 configure_string[3]= operation
         configure_string[2]= address
         configure_string[1]=data byte 1
configure_string[0]=data byte 2
*/
id=open("/dev/misc/SCI",O_RDWR); // abrir el device SPI de control SCI
//configure MODE register
configure_string[0]=0x02; //write
configure_string[1]=0x00; //address 0x00
configure_string[2]=0x00; // bits 15-8
configure_string[3]=0x00; // bits 7-0
write(id,configure_string,4);
// configure CLOCKF register 25Mhz external clk= 001100001100100 0x30 y 0xd4
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configure_string[0]=0x02; //write
configure_string[1]=0x03; //address 0x00
configure_string[2]=0x30; // bits 15-8 25Mhz clock
configure_string[3]=0xD4; // bits 7-0 25Mhz clock
write(id,configure_string,4);
// configure VOL max, volume.
configure_string[0]=0x02; //write
configure_string[1]=0x0B; //address 0x00
configure_string[2]=0x00; // bits 15-8
configure_string[3]=0x00; // bits 7-0
write(id,configure_string,4);
close(id); // cerramos el device SCI
}
void *Rutina(void * p) // rutina de hijo que decodificará el MP3
{
char out;
int i, number,c1,c2,c;
char buf[10];
int count=0;
int a,b;
clock_t start,stop;
int cont_buffer2=0;
double t = 0.0;
//FILE *pFile;
c1=0;
c2=0;
//pFile=fopen("myfile.mp3","wb"); //creamos fichero de salida
id2=open("/dev/misc/SDI",O_RDWR);
//printf("abierto fichero de salida id2=%d\n",id2);
while(1)
{
a=write_c-read_c;
//printf("%d\n",count);
if(a>=317)
{
//printf("he entrado\n");
//c=fwrite (buffer,1,100, pFile);
if(BUFFER_SIZE-count>317)
{
c=write(id2,&buffer[count],317); // escribimos el dato en el SDI
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count=count+c;
b=0;
}
else if(count==BUFFER_SIZE-317)
{
c=write(id2,&buffer[count],317); // escribimos el dato en el SDI
cont_buffer2=cont_buffer2+1;
printf("he llenado el buffer(lector) %d veces\n",cont_buffer2);
count=0;
b=0;
}
else
{
c=write(id2,&buffer[count],BUFFER_SIZE-count); // escribimos el dato en 
el SDI
printf("he llenado el buffer(lector) %d veces\n",cont_buffer2);
cont_buffer2=cont_buffer2+1;
b=c;
count=0;
c=write(id2,&buffer[count],317-b); // escribimos el dato en el SDI
count=count+c;
}
//printf("Escrito en fichero %d\n",c);
//printf("count %d, counter %d\n",read_c, write_c);
read_c=read_c+c+b;
//printf("read_c= %d, write_c=%d\n", read_c,write_c);
}
//else printf("buffering...   \n");
usleep(2000); // sleep de 2 ms 
}
close(id2);
//printf("Finalizando Thread\n");
//printf("Thread finalizado\n");
}
/*-------------------------------------------------------------
*
* Pasa de URL a dirección + puerto + path
*
*-------------------------------------------------------------*/
parse_URL(char *url, char *hostname, int *port, char *identifier)
{
char protocol[MAX_STR_LEN], scratch[MAX_STR_LEN], *ptr=0, *nptr=0;
strcpy(scratch, url);
ptr=(char *)strchr(scratch,':'); // miramos que se especifique el puerto
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if(!ptr)
{
fprintf(stderr,"Url no valida\n");
exit(ERROR);
}
strcpy(ptr,"\0");
strcpy(protocol, scratch);
if(strcmp(protocol, "http")) //miramos que sea protocolo http
{
fprintf(stderr,"Protocolo no valido\n");
exit(ERROR);
}
strcpy(scratch,url);
ptr= (char *)strstr(scratch, "//"); //leemos url (hostname)
if(!ptr)
{
fprintf(stderr,"Url no valida, servidor no especificado\n");
exit(ERROR);
}
ptr+=2;
strcpy(hostname, ptr);
nptr=(char *)strchr(ptr, ':'); //leemos el puerto
if(!nptr)
{
*port=80;
nptr= (char *)strchr(hostname, '/');
}
else
{
sscanf(nptr, ":%d", port);
nptr= (char *)strchr(hostname, ':');
}
if(nptr) *nptr= '\0';
nptr= (char *)strchr(ptr, '/'); //buscamos el path al fichero
if(!nptr)
{
fprintf(stderr,"Url no válida: Fichero no especificado\n");
exit(ERROR);
}
strcpy(identifier,nptr);
}
main (int argc, char *argv[])
{
char url[MAX_STR_LEN];
char hostname[MAX_STR_LEN];
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int port;
char identifier[MAX_STR_LEN];
int sd,rc,i;
struct sockaddr_in localAddr, servAddr;
struct hostent *h;
char *request=0;
char buf[MAX_STR_LEN];
char line[MAX_MSG];
//char buffer[BUFFER_SIZE];
int len, size,b;
int cont_buffer=0;
//FILE *pFile;
int head_flag=0;
int date_flag=0;
int default_flag=0;
char s_time[30];
pthread_t t;
//pFile=fopen("myfile.mp3","wb"); //creamos fichero de salida
request=buf;
strcpy(url, argv[1]);
printf("%s\n",url);
parse_URL(url,hostname,&port,identifier);
printf("\n-- Hostname = %s, Port= %d, Identifier = %s\n",hostname, port, identifier);
strcpy(request,"GET ");
request= (char *)strcat( request, identifier);
request= (char *)strcat( request, " HTTP/1.1\r\nHOST: ");
request= (char *)strcat( request, hostname);
request= (char *)strcat( request, "\r\n");
request= (char *)strcat( request, "\r\n");
//h=gethostbyname(hostname);
//if(h==NULL)
//{
// printf("host desconocido: %s \n",hostname);
// exit(ERROR);
//}
servAddr.sin_family= AF_INET;//h->h_addrtype;
servAddr.sin_addr.s_addr=inet_addr("91.121.1.13");
//memcpy((char *) &servAddr.sin_addr.s_addr, h->h_addr_list[0], h->h_length);
servAddr.sin_port= htons(port); // LOCAL SERVER PORT
// creamos socket
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printf("-- Create socket...   ");
sd=socket(AF_INET, SOCK_STREAM, 0);
if(sd<0)
{
perror("No puedo abrir el socket ");
exit(ERROR);
}
//bind port number
printf("Bind port number...   ");
localAddr.sin_family= AF_INET;
localAddr.sin_addr.s_addr= htonl(INADDR_ANY);
localAddr.sin_port= htons(0);
rc= bind(sd, (struct sockaddr *) &localAddr, sizeof(localAddr));
if(rc <0)
{
printf("%s cannot bind port TCP %u\n",argv[0],port);
perror("error ");
exit(ERROR);
}
//connect to server
printf("Connect to server...   \n");
rc= connect(sd, (struct sockaddr *)&servAddr, sizeof(servAddr));
if(rc<0)
{
perror("cannot connect ");
exit(ERROR);
}
//send request
printf("-- Send HTTP request:\n\n%s",request);
rc=write(sd, request, strlen(request));
if(rc<0)
{
perror("cannot send data ");
close(sd);
exit(ERROR);
}
printf("-- Received response: \n\tfrom server: %s, IP = %s, \n\n",url, inet_ntoa(
servAddr.sin_addr));
rc= 0, size=0;
configure_mp3 ();
pthread_create(&t,NULL,Rutina,NULL);
do
{
//memset(buffer,0x0,BUFFER_SIZE); //init line
if(BUFFER_SIZE-counter>400)
{
rc=read(sd,&buffer[counter],400);
write_c=write_c+rc;
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block=block+rc;
counter=counter+rc;
}
else
{
b=BUFFER_SIZE-counter;
rc=read(sd,&buffer[counter],b);
write_c=write_c+rc;
block=block+rc;
counter=0;
rc=read(sd,&buffer[counter],400-b);
write_c=write_c+rc;
block=block+rc;
counter=counter+rc;
cont_buffer=cont_buffer+1;
printf("he llenado el buffer(escribir) %d veces\n",cont_buffer);
counter=0;
}
//printf("dato leido de fichero de entrada %s\n",buffer);
//printf("rc=%d\n",rc);
//printf("Salgo del bucle\n");
}while(1);
/*do
{
memset(buffer,0x0,BUFFER_SIZE); //init line
rc= read(sd, buffer,BUFFER_SIZE);
if( rc > 0)
{
fwrite (buffer,1,sizeof(buffer), pFile);
size +=rc;
}
}while(rc>0);*/
printf("\n Total recieved response bytes: %d\n",size);
close(sd);
return SUCCESS;
}
-7-

55
4
4
3
3
2
2
1
1
D D
C C
B B
A A
VCC
VCC
VCC
VCC
VCC
VCC
Title
Size Document Number Rev
Date: Sheet of
<Doc> <RevCode>
<Title>
A
1 1Monday, March 16, 2009
A1 B 2
U3
Bobina
PCB Footprint = BOBINA
C5
C
1
2
3
J1
PHONOJACK STEREO-R
C1
C
A1 B 2
U4
Resonator
R1
R
10k
C2
C
C6
C
$PIN01
$PIN12
$PIN23
$PIN34
$PIN45
$PIN56
$PIN67
$PIN78
$PIN89
$PIN910
$PIN1011
$PIN1112
$PIN1213
$PIN1314
$PIN14 15
$PIN15 16
$PIN16 17
$PIN17 18
$PIN18 19
$PIN19 20
$PIN20 21
$PIN21 22
$PIN22 23
$PIN23 24
$PIN24 25
$PIN25 26
$PIN26 27
$PIN27 28
U1
mp3_2
C8
C
C3
C
1M
C9
C
A1 B 2
U2
Bobina
C4
C
$PIN0 1
$PIN1 2
$PIN2 3
$PIN3 4
$PIN4 5
$PIN5 6
$PIN6 7
$PIN7 8
$PIN8 9
$PIN9 10
$PIN10 11
$PIN11 12
$PIN12 13
$PIN13 14
$PIN14 15
$PIN15 16
$PIN16 17
$PIN17 18
$PIN18 19
$PIN19 20
$PIN20 21
$PIN2122
$PIN2223
$PIN2324
$PIN2425
$PIN2526
$PIN2627
$PIN2728
$PIN2829
$PIN2930
$PIN3031
$PIN3132
$PIN3233
$PIN3334
$PIN3435
$PIN3536
$PIN3637
$PIN3738
$PIN3839
$PIN3940
$PIN4041
$PIN4142
U6
connector
$PIN01
$PIN12
$PIN23
$PIN34
$PIN45
$PIN56
$PIN67
$PIN7 8
$PIN8 9
$PIN9 10
$PIN10 11
$PIN11 12
$PIN12 13
$PIN13 14
U5
1
2
J2
CON2
C7
C
%VGLMZSLSQIGEVPSW(IWOXSTLXXTVEHMSW 4¤KMREHI
LXXTWXVIEQLEYXHIFMXJVIUYIRGIRIX434
LXXTWXVIEQWWEXVGLVWGQT7;-77'0%77-'
LXXTWXVIEQWWEXVGLVWNQT7;-77'0%77-'.%>>
LXXTWVZMGIGEWXIVGSQVEHMSTPE]MRXIVREGMSREP43463'/
LXXTERHSVVEVEHMSQT%2(366%6%(-3
LXXTWXVIEQWWEXVGLVWTQT7;-77434
DATASHEET
VS1001K
VS1001k - MPEG AUDIO CODEC
Features
• MPEG audio layer 3 decoder (ISO11172-3)
• Supports MPEG 1 & 2, and 2.5 extensions,
all their sample rates and bit rates, in mono
and stereo
• Supports PCM input
• Supports VBR (variable bitrate)
• Can be used as a slave co-processor
• Operates with single clock 12..13 MHz or
24..26 MHz
• Low-power operation
• On-chip high-quality stereo DAC with no
phase error between channels
• Internal Op-Amp in BGA-49 and LQFP-48
packages
• Stereo earphone driver capable of driving a
30Ω load.
• Separate 2.5 .. 3.6V operating voltages for
analog and digital
• 4 KiB On-chip RAM for user code
• Serial control and data interfaces
• New functions may be added with software
VS_DSP
x−RAM
x−ROM
y−ROM
y−RAM
program
ROM
program
RAM
serial
data
interface
serial
control
interface
stereo
DAC
audio
output
DCLK
SDATA
BSYNC
SO
SI
SCLK
XCS
DREQ
L
R
VS1001
stereo ear−
phone driver
X Bus
Y Bus
I Bus
SCI
Bus
SDI
Bus
Description
VS1001k is a single-chip solution for an MPEG
layer 3 audio decoder. The chip contains a high-
performance low-power DSP processor (VS DSP),
working memory, 4 KiB program RAM and 0.5
KiB data RAM for user applications, serial con-
trol and input data interfaces, and a high-quality
oversampling variable-sample-rate stereo DAC, fol-
lowed by an earphone amplifier and a ground buffer.
VS1001k receives its input bitstream through a
serial input bus, which it listens to as a system
slave. The input stream is decoded and passed
through a analog/digital hybrid volume control to
an 18-bit oversampling multi-bit sigma-delta DAC.
The decoding is controlled via a serial control bus.
In addition to the basic decoding, it is possible to
add application specific features, like DSP effects,
to the user RAM memory.
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2. CHARACTERISTICS& SPECIFICATIONS
2.2 Power Consumption
Parameter Symbol Min Typ Max Unit
Power Supply Rejection 40 dB
Power Supply Consumption AVDD, Reset 0.6 5.0 µA
Power Supply Consumption AVDD, no load 3.0 4.5 6.0 mA
Power Supply Consumption AVDD, output loaded at 30Ω 4.0 5.5 40.0 mA
Power Supply Consumption AVDD, o. @ 30Ω + GND-buf. 6.0 7.5 40.0 mA
Power Supply Consumption DVDD, Reset 3.7 100.0 µA
Power Supply Consumption DVDD 15.0 mA
2.3 DAC Interpolation Filter Characteristics
Parameter Symbol Min Typ Max Unit
Passband (to -3dB corner) 0 0.459Fs Hz
Passband (Ripple Spec) 0 0.420Fs Hz
Passband Ripple ±0.056 dB
Transition Band 0.420Fs 0.580Fs Hz
Stop Band 0.580Fs Hz
Stop Band Rejection 90 dB
Group Delay 15/Fs s
Fs is conversion frequency
2.4 DAC Interpolation Filter Characteristics
Parameter Symbol Min Typ Max Unit
-3 dB bandwidth 300 kHz
Passband Response at 20 kHz -0.05 dB
2.5 Absolute Maximum Ratings
Parameter Symbol Min Max Unit
Analog Positive Supply AVDD -0.3 3.6 V
Digital Positive Supply DVDD -0.3 3.6 V
Current at Any Digital Output ±50 mA
Voltage at Any Digital Input DGND-1.0 DVDD+1.0 V
Operating Temperature -30 +85 ◦C
Functional Operating Temperature -40 +95 ◦C
Storage Temperature -65 +150 ◦C
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2. CHARACTERISTICS& SPECIFICATIONS
2.6 Recommended Operating Conditions
Parameter Symbol Min Typ Max Unit
Analog and Digital Ground AGND DGND 0.0 V
Positive Analog AVDD 2.51 3.0 3.6 V
Ambient Operating Temperature -30 +85 ◦C
1 If AVDD is below 2.8 V, distortion performance may be compromised.
The following values are to be used when the clock doubler is active:
Parameter Symbol Min Typ Max Unit
Positive Digital DVDD 2.3 2.7 3.6 V
Input Clock Frequency XTALI 12.288 13 MHz
Internal Clock Frequency1 CLKI 24.576 26 MHz
1 The maximum sample rate that may be decoded with correct speed is CLKI/512.
The following values are to be used when the clock doubler is inactive:
Parameter Symbol Min Typ Max Unit
Positive Digital DVDD 2.3 2.7 3.6 V
Input Clock Frequency XTALI 24.576 26 MHz
Internal Clock Frequency1 CLKI 24.576 26 MHz
1 The maximum sample rate that may be decoded with correct speed is CLKI/512.
Note: With higher than typical voltages, VS1001k may operate with CLKI upto 30..32 MHz. However,
the chips are not qualified for this kind of usage. If necessary, VLSI Solution Oy can qualify chips for
higher clock rates for quantity orders.
2.7 Digital Characteristics
Parameter Symbol Min Typ Max Unit
High-Level Input Voltage 0.7DVDD V
Low-Level Input Voltage 0.3DVDD V
High-Level Output Voltage at IO = -2.0 mA 0.7DVDD V
Low-Level Output Voltage at IO = 2.0 mA 0.3DVDD V
Input Leakage Current 1.0 µA
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2. CHARACTERISTICS& SPECIFICATIONS
2.8 Switching Characteristics - Clocks
Parameter Symbol Min Typ Max Unit
Master Clock Frequency 1 XTALI 12.288 MHz
Master Clock Frequency 2 XTALI 24.576 MHz
Master Clock Duty Cycle 40 50 60 %
Clock Output XTALO XTALI MHz
1 Clock doubler active.
2 Clock doubler inactive.
2.9 Switching Characteristics - DREQ Signal
Parameter Symbol Min Typ Max Unit
Data Request Signal DREQ 200 ns
2.10 Switching Characteristics - SPI Interface Output
Parameter Symbol Min Typ Max Unit
SPI Input Clock Frequency 0.25×CLKI MHz
Rise time for SO 100 ns
2.11 Switching Characteristics - Boot Initialization
Parameter Symbol Min Max Unit
RESET active time 2 XTALI
RESET inactive to software ready 50000 XTALI
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3. PACKAGES AND PIN DESCRIPTIONS
3 Packages and Pin Descriptions
3.1 SOIC-28
SOIC − 28
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Figure 1: Pin Configuration, SOIC-28.
Pin Name Pin Pin Type Function
DREQ 1 DO data request, input bus
DCLK 2 DIO serial input data bus clock
SDATA 3 DI serial data input
BSYNC 4 DI byte synchronization signal
DVDD1 5 PWR digital power supply
DGND1 6 PWR digital ground
XTALO 7 CLK crystal output
XTALI 8 CLK crystal input
DVDD2 9 PWR digital power supply
DGND2 10 PWR digital ground
XCS 11 DI chip select input (active low)
SCLK 12 DI clock for serial bus
SI 13 DI serial input
SO 14 DO3 serial output
TEST0 15 DI reserved for test, connect to DVDD
TEST1 16 DO reserved for test, do not connect!
TEST2 17 DO reserved for test, do not connect!
AGND1 18 PWR analog ground
AVDD1 19 PWR analog power supply
RIGHT 20 AO right channel output
AGND2 21 PWR analog ground
RCAP 22 AIO filtering capacitance for reference
AVDD2 23 PWR analog power supply
LEFT 24 AO left channel output
AGND3 25 PWR analog ground
XRESET 26 DI active low asynchronous reset
DGND3 27 PWR digital ground
DVDD3 28 PWR digital power supply
Pin types:
Type Description
DI Digital input, CMOS Input Pad
DO Digital output, CMOS Input Pad
DIO Digital input/output
DO3 Digital output, CMOS Tri-stated Output Pad
Type Description
AI Analog input
AO Analog output
AIO Analog input/output
PWR Power supply pin
SOIC-28 package dimensions can be found at http://www.vlsi.fi/vs1001/soic28.pdf .
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