Our main instruments for collecting current flow velocity data are acoustic Doppler sensors. An inherent issue with application of this type of instrument is that the observed data are contaminated by spurious records. Detecting and replacing becomes important in turbulence studies. In the present paper we introduce two effective approaches for detecting multipoint spikes effectively by applying wavelet decomposition. Moreover, by taking advantage of time series modeling a reliable method for replacing multipoint spikes is presented. This method is able of predicting future points while keeping the trend and high-frequency fluctuations. Applying the introduced detecting-replacing outliers algorithms to different samples and comparing the results with other approaches confirms reliability and accuracy of them.
INTRODUCTION
During the past decades acoustic sensors has been one of our significant means of measuring flow velocity. Collecting in situ data becomes more important in turbulent flow fields like estuaries where encounter of both marine and riverine influences generates highly dynamic condition. Appearance of spikes is an inherent issue with acoustic Doppler sensors which reduces quality of the raw data. The phase-wrapping in acoustic Doppler instruments caused by complex boundary geometry or limitations in nominal velocity range cannot always be avoided by decreasing the pulse separation.
Usually denoising is considered an important subject in electrical engineering. Noise reduction techniques are conceptually very similar regardless of the signal being processed; however priori knowledge of the characteristics of an expected signal is essential. Although denoising is the converse of despiking, basics are alike. There is a comprehensive review about different methods of spike detection in Goring and Nikora 1) work. Also they introduced a heuristic method, three-dimensional phase space, for detecting spikes of acoustic Doppler velocimeter (ADV) data. In their model, good data points clump within an ellipsoid. Dimensions of this ellipsoid are defined by the first and second derivatives of the record, and the modified Universal threshold.
We are inspired by the works of Goring and Nikora 1) and Wahl 2) to enhance the wavelet model we already developed for despiking ADV and high resolution acoustic Doppler current profiler (HRCP) records. However 3D phase-space method is more complicated than wavelet thresholding method, their results in spike detection seem almost alike. Notice that both methods have a drawback that is using the Universal threshold for distinguishing whether a data point is spike or not, since the Universal threshold value varies with the length of the record. Wahl 2) suggested using a length-independent threshold along with modified 3D phase-space model.
SPIKE DETECTION APPROCHES (1) Modified wavelet method
In the present paper we discuss a combination of the wavelet method with different thresholds compared with two other methods for detecting spikes.
Wavelet shrinkage method simply is to first represent the data in terms of a wavelet basis, then the coefficients below a certain threshold saying τ Journal of Japan Society of Civil Engineers, Ser. B1 (Hydraulic Engineering), Vol. 67, No. 4, I_217-I_222, 2011.
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are set to zero and those above τ are shrunk by the threshold. τ determines how much noise should be suppressed. This method is employed for the first time by Donoho 3) and continued in Donoho and Johnstone 4) to remove the noise and obtain the unknown signal (denoising). We modified the wavelet thresholding method to increase its accuracy. Implementation is described in a few steps as below: 1-Transforming data set to a zero-mean time series. 2-Extracting wavelet basis: Using an appropriate filter the data is represented in terms of wavelet basis d i . Decomposing data to wavelet packets (WPD) leads to more precise results in the following steps than discrete wavelet transformation (DWT). In the DWT, each level is calculated by passing only the previous approximation coefficients through a high and low pass filters. However in the wavelet packet decomposition, both the detail and approximation coefficients are decomposed. 3-Setting a criterion to detect spikes: By comparing decomposed data with modified universal threshold, the coefficients below the threshold are set to zero and those above threshold are shrunk by threshold. Here we repeat required equations for calculating modified Universal threshold from Donoho and Johnstone
where n is the record length and the estimator is given by (Katul and Vodakovic wavelet using the same filter of step 1. In the obtained result, the components which are non-zero assumed to be spikes.
(2) Chauvenet's criterion
In statistical theory, the Chauvenet's criterion is a means of assessing if a data point is an outlier or not. Unfortunately, this criterion also strongly depends on number of data points.
To apply Chauvenet's criterion we need to calculate the mean and standard deviation of the observed data. For limited number of observed data there are look-up tables to define the Chauvenet's criterion but for large data sets instead we can use a different way. If the rejection probability p of a normalized value of a data point x, 
An outlier-exclusion algorithm described by Rousseeuw 7) computes the standardized observations
. m denotes the median of records. The cutoff value suggested to be 2.5.
REPLACING MULTIPOINT SPIKE
Previous literatures available for despiking only focused on the first part of procedure, detecting spikes, and only a few simple methods such as cubic fit are used for replacing purpose. Those simple methods are practical in case of single-point spikes. In this section for replacing multipoint spikes we introduce a technique through which we use time series analysis to predict spikes value. Although during the past decades the emphasis has been on economic time series, and time series analysis has been used in econometrics for business forecasting, it is relevant to apply time series modeling in engineering.
(1) Linear time series modeling ARMA processes are an important class of linear processes that are typically applied to autocorrelated time series data. ARMA processes are defined by linear difference equations with constant coefficients. The ARMA model consists of two parts, an autoregressive AR(p) part and a moving average MA(q) part, where p is the order of the autoregressive part and q is the order of the moving average part. To find more about linear time series model the reader is referred to time series analysis reference books like Brockwell and Davis 8) or Hamilton 9) . In order to avoid complexity caused by non-stationary and or seasonal models we avoid ARIMA or SARIMA models. The following steps show how time series modeling is implemented for predicting the future. It is clear that using mathematics software with built-in functions
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facilitates the procedure to large extents. ) or innovations algorithm. Since most of the time an AR model provides a satisfactory fit to the velocity data we use Burg's algorithm (Jones 11) ) to estimate primary parameters for several autoregressive models, however the reader is encouraged to test other methods too. Burg's algorithm estimates the   11 12 PACF , ,...

by successively minimizing sums of squares of forward and backward one-step prediction errors with respect to the coefficients ii  .
4-Order Selection:
Since we use the model for forecasting, we should avoid choosing high values of p and q deliberately. However fitting high order models to data results in a small estimated white noise variance, the mean squared error of the forecasts will depend not only on the white noise variance of the model but also on errors arising from estimation of model parameters. Therefore, the higher the order the larger the prediction error will be. 5-Maximum likelihood estimation: Loosely speaking, when the noise of a zero-mean, stationary ARMA process is normally distributed, we can get the estimate of ARMA parameters by maximizing the Gaussian likelihood of the process. The obtained parameters are called the maximum likelihood estimates of the parameters. The exact likelihood can be obtained from the prediction error decomposition with the prediction errors being computed using the innovations algorithm (e.g. Hamilton 9) ). Here we use the primary parameters as initial values to estimate conditional maximum likelihood for the models selected by criterions above and not for all the models to save the computation time. ) in 95% confidence level.
(2) Predicting spikes value
For each kind of linear models, appropriate process of forecasting should be selected. Here, we just simply describe the principle idea of linear projection based on past observations. For detailed processes, reader is referred to time series analysis books, e.g. Hamilton 9) or Weigend and Gershenfeld 13) . Let 
RESULTS AND DICUSSION (2) Detecting spike strategies
Testing several methods of detecting spikes by Goring and Nikora 1) indicates that defining a robust threshold is more important than how the data is initially transformed in order to exaggerate spikes, i.e. the debatable part of 3D phase space method is using modified Universal threshold. Thus, here we test different thresholds along with a basic model, wavelet method, to determine the most appropriate approach. Our experience with both ADV and HRCP in complex flows of an estuary indicates that most often ADV data are polluted with remarkably lesser amounts of spikes comparing to that recorded by a HRCP at almost the same flow conditions. Hence, we chose 3 sets of data collected by HRCP in a partially-mixed estuary. Original data consists of 41 layers each contains 75000 data points. As shown in Fig. 1 the first sample only has 500 records and the last selected data sets comprised of 40000 records from the immediate layer close to the river bed.
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The methods described above for detecting were firstly applied to the Sample 1 which 5 spikes are easily detected by eye inspection. Applying different methods on this sparse data help us to test their capability of finding spikes in the first run. In denser data sets we need to repeat detecting-replacing algorithms to find the shielded spikes. Nevertheless, the results are shown in Table  1 . According to this simple test the wavelet method with 0.6745 U  as the shrinkage thresholds provides best results. But since the Universal threshold depends on length of data more assessments are required. Applying Chauvenet's method to Sample 1 yields to identifying 4 deep spikes that is an adequate outcome, though as this algorithm is directly influenced by record size we need to do more tests. Choosing 1/2 as the criterion implies that for n=500 a data point x is rejected if it satisfies x>3.3σ far away from the mean, while 1/10 rejects the x>3.9σ. Also, removing the low-frequency fluctuations has no effects on the number of detected outliers. The MAD which is a measure for statistical dispersion finds 3 times more spikes than the real number of spikes. Again, the method doesn't show high sensitivity to the dampening low-frequency fluctuations. It is mainly because removing the fluctuations doesn't only result in a more uniform distribution of the data around the arithmetic mean, but also remarkably reduces the variance of data. Among the wavelet methods except the wavelet method combined with 0.6745MAD that finds too many spikes, only the wavelet methods with 0.6745 U can find the first shallow spike (#35) and the other 4 deep spikes correctly. However, in Table 1 Results of application of eight different methods to the both samples as well as detecting-replacing algorithm results. Wherever it was possible time series modeling is used for replacing spikes.
I_220
the second run this method fails to function precisely and detects 9 more spikes. In fact, for short data set 0.6745 U  seems to be too rigid and standard MAD or Universal thresholds generate more agreeable outcomes. The serious test of methods is application to a contaminated record like those plotted in Fig. 1(b) . Only the MAD criterion doesn't depend on number of records, therefore we preferred to apply all the tests on long data sets. For the long data set although the quantity of outliers found by the MAD without removing fluctuations is reasonable, the quality is not satisfactory, e.g. in the sample 2 most of the points detected as outliers lay in the range 12000-16000 and 38000-40000. Actually, MAD detects no spikes in the rest of data set. The number of spikes increases remarkably when we removed the low-frequency fluctuations. Consequently, MAD is not a reliable method for detecting spikes by itself.
Contrary to the results of Chauvenet's method to Sample 1, its application to longer records like Sample 2 returns lowest number of possible outliers, which obviously skips some shallower spikes, iterating doesn't contribute to enhancement of its performance, however employing low-pass filter as location estimator improves the results. Wavelet method with Û  as the shrinkage threshold detects too few spikes in the first run and also after iteration in contrast with acceptable findings while working with short data. The dependence of the Universal threshold to the length of data produces such controversy. Although multiplying Û  by 0.6745 leads to debates about robustness and integration of the modified Universal threshold, it provides quite comparable results with those of wavelet-MAD combination.
Totally, it seems that the combination of the wavelet method for amplifying the difference between good and spiky records, and the MAD as a robust thresholding criterion works well. Since the MAD criterion doesn't change with length of record, this technique could be applied with more reliability.
REPLACING SPIKE
For replacement purposes previously employed techniques like mean, cubic fit, or extrapolation based on available data on either side of spike event don't always provide suitable replacements. Fig. 2 illustrates how different implemented techniques for replaced 5 consecutive spikes. These techniques can be listed as a) arithmetic mean, b) 3 rd order polynomial extrapolation based on the 12 points before the spike event, c) 3 rd order polynomial interpolation based on 10 records before spike event and 3 points after and d) forecasting ARMA model. For both polynomial extra-and interpolations there must be no spiky data within the points that are used for establishing the trend. In forecasting ARMA models if contamination in the selected 60 records exceeds 10%, interpolation will be used instead. The share of the last two methods in replacing detected spikes by different approaches also can be found in Table 1 . In the shown figure, since number of original data set is limited (sample 1) with no significant dispersion from the mean, arithmetic mean may provide acceptable but linear replacements for the spikes. It is clear that replacing the first 2 spikes with extrapolation is reasonable but because of high curvature last replacements turns to be new spikes. To revive the natural variations of a piece of experimental data, we need to use more complicated approaches which are able to reasonably forecast both trend and fluctuations based on previous available data.
DETECTING-REPLACING SPIKES ALGORITHM
Depend on arrangement and contamination level, the algorithm of detecting-replacing spike should be iterated for a few to tens of times. The number of iteration and total number of detected outliers are listed in Table 1 except for the Chauvenet's criterion since large number of wrongly detected spikes actually prevented us from further application of this method. To highlight the effect of different schemes on detecting-replacing spikes we extracted the low-frequency variations. In order to do so, we calculated the mean by passing the original data from a low-pass filter, and then the obtained result is extracted from each data set before calculating standard deviation. These standard deviations should be compared with the original data SD. Evidently, for long sample the final SD obtained however the first approach finds slightly more outliers, subsequently longer iteration is required. Fig. 3 illustrates typical results of replacing data with forecasting or interpolation.
CONCLUSIONS
In this paper we have presented several methods for detecting and replacing multipoint spikes appear particularly in HRCP or ADV records. The most appropriate method for detecting outliers proved to be a combination of the wavelet method for exaggerating spikes and the MAD as a robust cutoff. Replacing multipoint spike is much more complex than single point spikes. Therefore, to avoid replacing data with new outliers or dampening the high-frequency fluctuations it is of importance to employ an enhanced method. In order to forecast the values of a spike event we model 60 available records before each spike event provided this piece of record is not contaminated more than 10%. Selecting a low-order ARMA model enables us to replace spikes with minimum possible error. The obtained results have strong advantage over traditional methods like cubic fit or replacing by mean. If computerized time series modeling is not possible, 3 rd order polynomial interpolation established using available data on both sides of a spike event proved to be more effective than extrapolation.
