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ABSTRACT 
The setting for the problem discussed here is a service facility which is to be "time- 
shared" by two customers. A precise notion of a processing schedule, which prescribes 
the times at which the facility is available to each customer, is introduced. Associated 
with each schedule is the expected total waiting time of the two customers. The schedules 
which minimize this time are called optimum schedules and are determined here. A 
number of examples and extensions are given which indicate the scope of the methods 
used. 
1. STATEMENT OF THE PROBLEM 
In this paper we shall study a problem connected with the time-sharing 
of a service facility by two customers. A processing schedule is introduced 
to prescribe the times at which the facility is available to each of the 
customers. The schedule is chosen so as to minimize the total delay which 
this time-sharing causes. The optimum schedules, in a sense to be made 
precise shortly, will be found, 
Two customers, whom we shall denote by "0" and "1," have jobs 
which require T (~ and T (1) units of service time, respectively. We assume 
that the {T(J)} are independent random variables on some probability 
space ((2, if, Pr). We further suppose that the values assumed by the {T ~j)} 
are positive integers and that there exist integers N ~~ and N ~1) such that 
Pr{eo: T(J)(oJ) ~ N ~} = 0 ( j  = 0, 1). A processing schedule x is a 
sequence x ~ (xl ,  x2 ,..., xN) which satisfies the conditions: 
(i) N = N (~ + N (l), 
(i i) x, e{O, 1) (1 <~i<~N), 
(iii) xl + x2 + "'" + x~v = N% 
* The research of this author was supported by the United States Air Force under 
Contract No. AF49(638)-1682. 
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DefinO 
9 = 1 + Z X,o, j - 
s=l j=l 
N 
s=l j= l  
%(w) = min(r~~ r~a'(oJ)). 
Note that 
s~l j= l  j= l  
The processing schedule x is to be interpreted as follows: in the time 
interval i - -  1 < t ~ i with i ~< %,(o 0 the service facility is to work on 
the job of the customer whose name is "x~ ." At t ime -rx(oJ) the servicing 
of one of the two customers will be completed; thereafter the service 
facility is devoted to finishing the job of  the remaining customer. 
We associate with the processing schedule x the random variables {D~ j>} 
which measure the delays the time-sharing causes. More precisely 
D~)(w ) _~ tT~)(w) --  T'~)(oJ), if -rx(W ) = T~J)(OJ), 
t T<l-J)(co) otherwise. 
The total delay to "0"  and "1" is defined by Dx = D~~ DI~ ~ and 
the average total to "0"  and "1" by 
d(x)  = E(D,,) = f D,,(~o) Pr(doJ). 
We note that Dx = 7,,. Our problem is to characterize the processing 
schedules x* which minimize d(x). 
Let 
2. CALCULATION OF d(x) 
p~J~(i) : Pr{~o: Tt:)(~o) : i} 
and 
Q~J)(i) = Pr{w: T~J)(co) > i}. 
, xa denotes the characteristic function of the set A. 
346 CHAZAN, KONHEIM, AND WEISS 
It will be convenient to introduce an alternate notation for the processing 
schedules, Throughout his paper s l  , s2 . . . . .  s in ,  f i  , t2 . . . . .  t m will denote 
integers which satisfy 
0 ~ S 1 ~ S 2 ~ "'" ~ Sin_ 1 ~ S m ~- N (~ 
0 ~ t I " (  t 2 ~ "'" ~ tin-1 ~. tm ~ N (1). 
We use the notation 
((0), x , (1)q, (0)~_~, (1)t~_q ..... (0)~ _~,~_,, (1)t~_,~_l) 
to denote the processing schedule 
Let 
(0, 0 ..... 0, 1, 1 ..... 1, 0, 0,..., 0, 1, 1 .... , 1, ... 0, 0,..., 0, 1, 1,..., 1). 
s1 tl  s2 - -  sa tz - -  t l  Sm-  Sm-x tm-  tin-1 
O's l's O's l 's O's l's 
I0, if k= O, 
s~(k)  
Xx+X2+'"+xk ,  if 1 <~k<~N.  
LEMMA 1. If  








d (x ) :  Z IQ(1)(/i_l) Z Q{~176 ~ Q(1)(k) f. 
i=1  k=Si_ 1 ~=$i--1 
PROOF: 
N 
E (o) - Sx(k))), d(x) : E(~-~) : 1 + ~ {XtO.N](T - -  (k  - -  S~(k) )  Xto.m(T t~ 
s=l  
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and thus (i) is a consequence of the indepedence of the {TiJ)}. To prove 
(ii) we merely note that (i) may be written in the form 
d(x) : ~z., Q(~ - Sx(k)) Q(1)(Sx(k)) 
i=1 ~ k=~i_l+Si_ 1 
ti+si--1 1 
+ ~ Q(~ -- S~(k)) Q(x)(S~(k)) 
k~ti--l+$ i 
Equation (2.1) may be viewed as a discrete "line integral." Consider the 
rectangle ((x,y) :0 ~<x ~N (~ ~y ~<N(ll}; by a path from 
(0, O) to (N (~ N (1)) we mean a function P : p ---- (Po ,Pl) with domain 
{0, l, 2,..., (N (~ + N(X))} and range in R 2 which satisfies the conditions: 
(i) p(0) = 0, 
(ii) p(N (~ + N (1)) ---- (N (~ N(1)), 
(iii) p(n) -- p(n -- 1) ~ ((0, 1), (1, 0)) (1 ~ n ~ N (~ + N(1)). 
The "line integral" -~e is defined by 
N 
f = ~_~ a(~ Q(1)(px(n)). 
P n=0 
If we associate with the processing schedule 
x = ( (OL , ,  (1),  x , (0 ) ,~_ . , ,  (1),=_,~ .... , (0).,,,_~,._~, (1)t,,,-,,._x) 
the path 
p(n) = (n -- S~(n), Sx(n)), 
then d(x) ~ j'p. Our immediate objective is to employ Stoke's theorem 
and replace the "line integral" by an "area integral." 
Define 
m(i,j) = p(~ + 1) a(1)(j) _ O(O)(i)pm(j + 1) 
and 
H(a,b; c,d) = ~ ~ m(i,]). 
a<~i<b c<~j<d 
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LEMMA 2. 
d( ( (0 )~,  (1),~ .... , (o)~ m_ .... ~, (1 )~_~_) )  
m~l 
= d(((0)N(o) ' (1)N(1))) Sf_ 2 H(S i '  Si+l "~ O, ti) (2.2)  
i=1 
m--1 
= d(((1)n(1) , (0)N(o))) -- ~ H(0, Si+ 1 "~ ti ,  ti+l). (2.3) 
i=0 
PROOF: We begin by noting that 
m(i,j) = {Q(O)(i) Qm(j) q_ Q(O)(i ) Qm(j + 1) ~- Q(~ + 1) Q(1)(j q_ 1)} 
_ {Q(O)(i) Qm(j) + Q(O)(i q_ 1) Qm(j) + Q(O)(i @ 1) Qm(j + 1)}. 
Therefore 
y re(i,:) = lQ,o,(o ~ Q,,,(~) + Q,o,(i)Q'~'(")I 
c<~j<d c~k<d 
--lQ(O)(i ~- l) ~ Q(l'(k)-~ Q(~ Q(1)(c)I. 
c~<k<d 
(2.4) 
Summing (2.4) over a ~ i < b yields 
,,(o,~;~,~)--tQ'~ Z Q'~'(~)+Q'~'(~) Z Q'~ I 
c~tc<:d a~k<b 
-l~'~ z Q"'(~)+ Q'~'(~) z Q'~ I c~k<d a~k<:b 
Finally 
m--1 m--1 ti--1 8i+ 1-1 
Z H(si, Si+i "~ O, ti) = Z lQ(~ Z Qm(k) + Q(a)(ti) 2 
i~1 i=1 k=0 k~s i 
Q(O~(k) 
it--1 si+1--1 
- -  Q(O)(si+I) E Q (1)(k) - -  QCI)(0) Z Q(~ I 
k~O k~S i 
which upon rearrangement yields the formula of Lemma l(ii) for 
d(((O)~,, ( lh l  .... , (o)~,~_s~,_l, (1)~_~,,_1)) - d(((O)N,o), (1)N(,)).  
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The proof of (2.3) depends upon the observation that 
N(O)_l N(i)_l 
~, 2 m(i,j) -- d(((l)xa,, (0)x(o))) -- d(((0)~v(o), (])N(1))) 
i=o j=o 
m--I m--I 
= 2 H(S i '  Si+l ; O, li) @ 2 H(s l ,  si+ 1 ; t i ,  N m) 
i=1 i=0 
m--1 m--1 
2 H(s i ,  si+l ; O, ti) @ Z H(O, si+i, h,  li+l)" 
i =1 /=0 
We note in passing that 
E(T (o)) = d(((0)N(o) , (1)N(,))), E(T (i)) = d(((1)N(a) , (0)N(o))). 
LEMMA 3. I f  O <~ ao <~ ai <~ a2 <~ N (~ and 0 <~ bo <~ bi ~ bz <~ N (i) 
then 
H(ai,  as ; bo, hi) ~ Q(~ Qm(h) 
ao~< k<a, 
§ H(ao, aa ; 51, b2) ~ Q(O)(i ) Q(i)(j) 
a ~<i<a 2 
= H(al, as ; bl, b2) ~ QIO)(k ) Qm(j) 
ao~k<a i 
bo<~j<b 1 
q- H(ao, ai ; bo, bx) ~ Q(~ Qm(h). 
al <~ i<a z 
bl~h<b 2
(2.5) 
In particular (2.5) implies that 
{sgn H(ai, a2 ; bo, bi) q- sgn H(ao, ai ; bib2)} 
(sgn H(ao, al ; bo, hi) + sgn H(a 1 , a2 ; bl ,  b2)} >/0, (2.6) 
where 
I 1, if x > O, 
sgnx= ~ O, if x=O,  
--1, if x < 0. 
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We note the following generalization of (2.5). If 
0 <~a0 ~a l  ~a2 ~aa ~N (~ 
0 ~<bo ~b l~b2 ~ba ~N m, 
H(ao , al ; bo , bl) ~ Q(~ Q(l)(h) 
a ~]c~a 2~ 3 
b2~h<b a
+ H(a2, a3 ; b2, ba) ~ Q(~ Qm(h) 
ao~ i < a 1 
bo<~ h<b 1 
= H(a2, a3 ; bo, bO ~ Q(~ Q(1)(h) 
ao~k<a 1 
b2~h<b a
-+- H(ao, al ; b2, ba) ~ Q(O)(i ) Qm(j). 
a.2~i<a 
bo~ J<b 1 
(2.7) 
3. OPTIMALITY CRITERIA FOR ((0)81, (1)t~ ..... (0)sm_%~_~, (1)tm_~,~_l) 
LEMMA 4. / f  ((0)81 , (1)t 1 .... , (0)8 _8,,~_ 1 , (1)t,-r is an optimum 
processing schedule then 
O) H(si , ~; fl, h) ~ 0, 
for  si <~ ~ ~ si+x , ti_l ~ fl ~ ti , and l ~ i < m, (3.1) 
(ii) H(o~, s,+~ ; t , ,  fi) ~> 0, 
for  si ~ ~ ~ si+a , ti <~ fl <~ ti+~ , and 0 ~ i < m. (3.2) 
PROOF: Suppose on the contrary that H(s io  , Ot 0 ; f lO ,  h o) > 0; we 
t t t ! t t define a processing schedule sl , s2 .... , s,,+~ , tl , t= .... , tm+~ by 
I si,  if 1 ~ i~ io ,  
s ' : i  I~o, if i~ io -+- l ,  
si-1, if io + 1 < i ~ rn + 1, 
t 
t t = l 
h,  if 1 ~ i< io ,  
flo, if i = io, 
t i -1  , if io < i ~ m -k 1. 
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I t  is easily seen that  
d(((O)s;, (1),; ,..., (OL;,+I_~ , (1),~+1_~)) 
= d(((O),l, (1),1 ..... (0),o-,~_1, (1),m--,m_)) - -  H(S'o,  ~o ;80 ,  t , ) ,  
which is a contradict ion to the assumed opt imal i ty  of  
((0L1, (1),1, .... (0Lm-,~_l, (1),~-,~_0. ~ 
The proo f  of  Lemma 4(ii) is s imilar and we omit  the details. 
LEMMA 5. I f  ((0)s~, (1)tl ..... (0)~,_.~_~,(1),_ , , , '1)  is an optimum 
schedule then 
(i) H(s~ , si+l ; fl, ti_~) ~ O, for 0 ~ fl ~ t~-t and 1 < i ~ rn, (3.3) 
(ii) H(ct, si ; t i ,  t~+l) >~ O,for 0 ~ ~ ~ s~ and I ~ i < m. (3.4) 
PROOV: We note that  
H(s~, s2 ; fl, q) ~ 0 (by (3.1) with i = I, o~ ~= s2, and 0 ~ fl ~< q), 
H(s~, s2 ; t l ,  t~) >~ 0 (by (3.2) with i =- 1, o~ = s i ,  and fl = t2), 
H(s2, sa ; t l ,  t~) ~ 0 (by (3.1) with i ---- 2, o~ = sa,  and fl = tl). 
Thus by (2.6) appl ied to the rectangles determined by the system of  points  ~ 
a 0 = s 1 ,  a 1 = s 2 ,  a~ = s~,  
(3.5) 
b0 ~ fl, bl = q ,  b~ ~ t~, 
we are able to deduce (3.3) for  i ~- 2. The proo f  o f  (3.3) is by induct ion;  
let us suppose therefore that  
(#)  H(s i ,s i+l ; f i ,  tr ~0 for 0 ~ ~ t i _aandl  <i  <q.  
Then by (#)  with i = q - -  1 and (3.1) (with i ~ q --  1, o~ = sq, fl = tq_~) 
we have 
H(sq_1, sq ; fl, tq_ 0 : H(sq_l , sq ; tq_2 , tq-1) + H(sq-1, Sq ; fl, tq-2) ~ 0 
(o <~ ~ <<. to_~). 
2We make the obv ious  interpretat ion of  ( (0)~,  (1),~ ..... (0) ,~+1_r  (1 )~,+_~) ,  
if t;+ 1 = t', or *';+1 = s;. 
Henceforth we shall employ the notation (a0, ax, a~ ; b,,  b~, b~) for the display 
of equation O.5). 
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Next we observe that 
H(sq , sq+~ ; t~_~ , tq) ~ 0 (by (3.1) with i = q, ~ ---- So+l, fl -- tq_~), 
H(sq_~, sq ; tq_~, tq) ~ 0 (by (3.2) with i =- q --  1, a =- sq_~,/3 = to). 
(Sq,tq) I (sq+~'tq+t) 
- -  1 
(Sq-I 'tq-1)~ -- 1 
(sq-l,tq-2)~ I 




These regions of  positive and negative "area" are displayed in Figure 1 
Applying (2.6) to the rectangles determined by the system of points 
(Sq_l, s~, s~+~ ; fl, tq-1, tq) we obtain (#)  for i = q. This proves Lemma 5(i). 
The proof  of Lemma 5(ii) is similar and we omit the details. 
LEMMA 6. 
schedule then 
O) H(s~ , ~; ~, t~_z) ~ 0 
fors i  ~<~ ~N I~ ~<~ ~<t i _ land l  < i<m,  
(ii) H(y, Si+ l ; ti+l , ~) ~ 0 
for 0 ~ V ~ si+l, t/+l -~ t~ ~ N (1J, and 0 ~< i < m. 
1]" ((0)~ 1, (1)h .... , (0)sm_sm_~ , (1)t,_~m_) is an optimum 
(3.6) 
(3.7) 
PROOF: We begin by noting that 
H(s,~_z, a; tin-2, tin_l) ~ 0 (by (3.1) with i = m -- 1, fl ----- tin_2, 
and s,~-i ~< ~ ~< sin), 
H(sm-2 ,  Sin--1 , tin--2, tra--1) ~ 0 (by (3.2) with i ----- m -- 2, ~ = sm-~, 
and/3 = t,~_l), 
H(sm_2, sm_~ ;/3, tm_~) <~ 0 (by (3.3) with i = m --  2, ~ -- sin_z, 
and 0 ~</3 ~< t~_2) 
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Thus by applying (2.6) to the rectangles determined by the system of points 
(s,~_~, s,~_~, ~; 1~, t~_~, t~_~) we obtain (3.6) for i ----- m --  1, The proof 
of (3.6) is by induction; let us suppose 
(#)  H(s~_~ , V; ~, t,~_~_~) <~ 0 for s,~_~ <~ 7 <~ N ~~ 0 ~< 3 ~ tm_~_x 
and l  ~<p <po.  
CASE I. s~,-~o~i ~< 7 ~ N~~ 
By  (#) with p = Po -- I, 3 = t,,,_~o_l, and (3.1) (with i = m --po,  
c~ = s~,~_~o+i , 3 = t~-~o-i) we have 
H(sm-~o , y; t,~-~,o-X , tm-~ o) = H(s~-~ o, s~-~o+i ; tm-~o-i, t,~_~ o)
+ H(s,~-~o+~, 7; t,~-~o-1, t~-~o) <~ O. 
(3.8) 
Next 
H(sm_vo_ 1, Sm_vo ; tra_~o_ 1 , t~_~o) ~ 0 
(3.9) 
(by (3.2) with i = m --P0 -- 1, ~ = s~_~,_a, and 13 = t~_~o ). 
We assert that 
H(sm_~o_l, sm_~o ; 3, tm-~,o--1) ~ 0 for 0 ~ 8 ~< t~-,o_l. (3.10) 
I f  tm_,o_ 2 ~<3 ~<tm_,o_l, then (3.10) follows from (3.1) (with 
i = m -- Po- i ,  " = 4 , - ,  o , and /3 ~ 8). If  8 < t~_,o_ 2 then we write 
H(s,,_~o_, s,,_,, ; 8, t,,_~o_,) = I-I(s,,_,o_l , s,,_~~ ; ,3, tm_~o_~) 
+ H(s,~_~o_a, s,~_~o ; t,~_~o_~, t, _~o_,). 
(3.11) 
The second term (in the right-hand side member) of  (3.11) is non-positive 
by (3.1) (with i - -m- -P0-  1, c~ = s,~_~o ,/3 = t~_~o_2) and the first 
term (in the right-hand side member) of (3.11) is likewise non-positive 
by LemmaS(i)  (with i=  m- -Po - -1  and /3 - -3) .  Thus (3.10) is 
established. 
Finally using (3.8)-(3.10) we apply (2.6) to the rectangles determined 
by the system of points (s~_~o_l, s,~_~o , 7; 3, t,~-~,-i, t~_~ o) to obtain (#)  
for p = Po and s,~_%+~ < 7 < NO~ The regions of  positive and negative 
area are shown in Figure 2. 
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(Sm-Po+l ,tm-po+l) T 
(Sm-Po' tm-Po) 1 (7'tm-Po) 
r T ~ i 
I + j. - i - I 
.L _ a. J (~', tm-po- I ) 
T(s- :- , ,  T(sm-po'tm-po -I) i 1' lll-VO'I I J 
- -~m-~_~_~_ .  . . . . .  ~(r,~) 
(Sm'p~ 8) - X 
FIGURE 2 
CASE I I .  sm_,o ~ ~/ ~ Sm_~Oo+ 1 9 
We have 
H(sm-,o, 7; tin-,o-l, tin-,o) <~ 0 
(by (3.1) with i=m- -po ,  c~= y, and /3= tin-.0-0. 
(3.12) 
Using (3.8), (3.9), and (3.12) we apply (2.6) to the rectangles determined 
by the system of points (sin_,0_ 1, sm_~o, 7; 8, tm_~o_~, tm_~o) to prove (#) 
for p = Po and sm_~0 ~< 7 ~< sm-~0+l 9 The regions of positive and negative 
area for Case II are shown in Figure 3. This completes the proof of (#) 
for p -- P0 and therefore the proof of Lemma 6(i). 
(Sm'p~176 i 
(Sm_po . t m_po ) 
r . . . . .  T I 
I ~ i 
I I 
(sm.Po . l ,~  i 
tm.po_l) I r . . . . . .  J (~' ,tm-po- l) ,  
I I 
T I i 
r m~o-i ,s)  ~ - -  ~ . -p~g . . . .  ' cr,~) 
-X  
FIGURE 3 
The proof of Lemma 6(ii) is similar and we omit the details. 
LEMMA 7. Let ((0)81, (1)tl .... , (0)s=_sm_l , (1)tin_t,,_) be an optimum 
schedule. Suppose io is such that 
H(si, N(~ 0, ti) = 0, 
H(Sio, Nt~ 0, tio) ~< 0, 
1 <~i<io ,  
1 <io<m.  
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Then for  the schedule defined by 
S i ,  S2 .... , 5"m_io+l ,
S~ = Sio+i_ 1 
t~ = tio+i_ 1 , 
we have 
355 
12 ~...~ tm--io+l 
1 ~i~m-- io+l ,  
1 ~ i~m-- io+l :  ~ 
d(((0)8~, (1),~ .... , (0)8,,~_8~_~, (1),,o_,m_)) 
= d(((0)4, (1)~i ..... (0)8;._q+~.8;._q, (1)t~_i,+l-t',~_/)) 
PROOF: We have 
d(((0)81, (1)q ,..., (O)~.,_~m_l , (1)t~_,,~ 1) 
= d(((0)8~, (1),~ ..... (0)8;._q+r .... q ,  (1)t:._q+~_,,._/o)) 
i0--1 
+ ~ H(s / ,  si+l ; O, te). 
i=1 
Now 
H(s~ , N(~ 0, ti) = H(si , Si+l ; O, ti_1) 51_ H(S i  ' Si+l ; t i_ l  ' gi) 
§ H(si+x, N(~ 0, ti), (3.13) 
and by Lemmas 40) and 6(i) each of the terms on the right-hand side of 
(3.13) are non-positive. On the other hand for 1 ~< i < io we have 
H(s~, N(~ 0, t/) = 0 and therefore we may conclude that 
n(s i  , Si+ 1 ; O, ti--1) = n(s i  , J'/+l ; t i -1 ,  ti) : H(si+x , N(~ 0, ti) : O, 
1 ~<i<io .  
Since 
H(si , si+x ; O, ti) = H(si , si+l ; O, ti-x) q- H(si  , si+l ; t i -1, tO 
we have H(s i ,  s/+ 1 ; 0, tO : 0(1 ~< i < io) which proves the lemma. 
LEMMA 8. Let  ((0)81, (1)h ..... (0)~m--sm_ ~ , (1)t --t~_~') be an opt imum 
schedule. I.f H (s l ,  Nt~ 0, tl) < 0 then 
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The proof is by induction; let us suppose 
H(si, N~~ 0, tO < O, 1 ~ i < io. 
H(&o, N~~ 0, tio) = H(s/o, N~~ 0, tq-i) 
+ H(sio, s/.+ 1 ; tio_l, ho) 
+ H(Sio+t, N~~ rio-x, ho) (3.14) 
Each of the terms appearing on the right-hand side of (3.14) is non-positive 
(by Lemmas 4 and 6). If we should assume that on the contrary 
H(s~o, NI~ 0, h0 ) = 0 then each of these terms would be equal to 
zero. Since H(Sq_l, NI~ 0, t/0_t) < 0 we could then conclude 
H(sio-1, Sio ; 0, tio_i) < 0, 
H(sio , N (~ 0, t~o_i) = 0, 
H(S%-I , Slo ; ho-1, t/o) ~ O, 
H(Sio, N~~ tio_ 1 , ho) ~< 0, 
which yields a contradiction by applying (2.6) to the rectangles determined 
by the system of points (s%_1, sq, N~~ 0, tq_x, ho)- 
By employing the generalization of (2.5) (see the remark following the 
proof of Lemma 3) we can obtain 
LEMMA 9. I f  ((0)s~, (1)tx ..... (0)s,_~m_ 1 , (1)t,_t,,_1) is an optimum 
schedule then 
O) H(s~,si+x;tj,tj+~) ~0,  for 0 ~ j< i<m,  
(ii) H(s/, s/+~ ; tj, tj+l) ~ O, for 0 ~< i <~ j < m. 
4. DETERMINATION OF THE FIRST SWITCHING POINT 
We shall indicate in this section how to determine S 1 if sl > 0, and tx 
if sl = 0. Successive switching points are then found by reapplying the 
argument to the "reduced" problem. 
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1. (i) A necessary and sufficient condition that ((0)u~o,, (1)N~,) 
We assert that 
min H(sl , N(~ 0, ti) < O. 
l<~i<m 
For if rain H(si, N(~ 0, ti) = 0 (1 ~ i < m) then, by Lemma 7, 
d(((0)sl, (1),~ .... , (0)s,,-s,_x, (1),m-t,_~)) = d(((0)N(O) , (1)Na))), 
contrary to our assumption. Thus (4.3) holds and hence 
rain H(a, N(~ 0, b) < 0, 
O<~ a<. N (o) 
0~b~N (I) 
contrary to hypothesis. 
The proof  of Theorem l(ii) is similar and we omit the details. 
(4.3) 
THEOREM 
be an optimum schedule is 
rain H(a, Nt~ 0, b) >~ 0. (4.1) 
O~o~N Io) 
0<~b~<N tl) 
(ii) A necessary and sufficient condition that ((1)N,1), (0)2@o) be an 
optimum schedule is 
max H(0, a; b, N ~1~) ~ 0. (4.2) 
O<~ a<~ N (o) 
O~b~N tl) 
PROOF (necessity of(4.1)): 
If on the contrary H(a o , N(~ 0, bo) < 0 then 
d(((0)ao , (1)%, (0)~v(o)_%, (1)N(1)_%)) 
--- d(((0)N(O) , (1)N(1))) + n(ao, Mr~ 0, bo) ~ d(((0)N(0) , (1)N(1))), 
which provides a contradiction. 
PROOF (sufficiency of (4.1)): 
Suppose that (4.1) holds but that ((0)N~o,, (1)m~)) is not an optimum 
schedule. If ((0)sl, (l)t~ ,..., (0)sm--*m_~, (1)~m--*~_) is an optimum schedule 
then we have 
H(si,  Nt~ 0, ti) ~ 0 (1 ~ i < m). 
358 CHAZAN, KONHEIM, AND WEISS 
~f(0 ) : 
Define 
67 (0' = {(i,j): 0 ~< i ~ N (~ 0 ~ j ~ N (1), H(i, N(~ 0, j)  < 0}, 
C/(~' = {(i,j): 0 <~ i ~ N t~ 0 ~ j ~ N a', H(O, i;j, N a') > 0}, 
i{( 
i,j) : (i,j) e C/t~ and min H(a, i; 0,/3) ~ 0}, 
O~a<~i 
{(N t~ Nil)}, 
l 
{(i,j) : (i, j) ~ C/(1) and max /4(0, a;/3, j )  ~ 0}, 
0<-13~ J 
{(N ~~ N(1))}, 
,~(1) : 
if C/to) :~ Z, 
if 0/<~ : / ,  
i f  C/(1) =7(= ~,  
i f  C/(1) ~_ j~, 
JH = max{j: (i, j) ~ 5fro,}, ix : max{i: (i, jH) ~ 5f(O'}, 
iv = max{i: (i,j) ~ o<f(1)}, j v  : max{j: (iv , j) E 5ftl,}. 
LEMMA 10. I f  C/(i, ~ ;~ then j ( i ,  ~ {(NtO,, NIX,)} (i = 0, 1). 
PROOF: Suppose C/t~ 3& ~. Define i* : min{i: (i,j) e C/t0,} and 
j* : rain{j: ( i , j )~ C/t~ We assert that (i*, j*)~ 5 el~ Suppose on the 
contrary that H(a, i*; 0, b) < 0 for some pair (a, b) with 0 ~ a < i* 
and 0 < b % j*. Note that 
(a) b < j* (1)y the minimality of/*), 
(b) H(i*, N(~ b,j*) < 0 (by the minimality of j*), 
(c) H(a, i*; 0,j*) > 0 (by the minimality of i*), 
and hence H(a, i*; b,j*) > O. Applying (2.6) to the rectangles determined 
by the system of points (a, i*, N(~ 0, b, j*) we can conclude that 
H(i*, N(~ 0, b) < 0 and hence 
H(a, N<~ 0, b) = H(a, i*; 0, b) + H(i*, N<~ 0, b) < 0, 
which contradicts the minimality of i*. This proves (i*,j*)+ 5 et~ Since 
(N<0) Nil,) ~ C/to, we have (i*,j*) ~= (N (~ Nil)). Let iH= i*,jv =j* .  
THEOREM 2. Let ((0)st, (1)tl, .... (O)sm_S~_1, ( )t,_tm_l) be an optimum 
schedule. Suppose that among all optimum schedules it maximizes the value 
of  sl 9 Then sl = ix. 
PROOF: If H(si, N(~ 0, ti) : 0(1 ~ i < m) then by Lemma 7 
d(((0)~, (1)t~ ,..., (0)~,~-s,,~_~, (1)tm-t~_0) = d(((0)N(O) , (1)N,))). 
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On the other hand the optimality of  ((O)N~0}, (1)N(1,) implies by Theorem 1 
that 0/(o) = ~ so that iH= N (~ = st and m = 1. 
Henceforth we assume that min H(&, No~ 0, ti) < 0. By Lemma 7 
and the maximality of st we have H(st ,  NI~ 0, q) < 0. Next 
H(a, st ; O, b) ~ 0 (by (3.2) with i = 0, o~ = a, and/3 = b), 
whenever 0 ~a ~st  and 0 ~b ~q.  Thus (st , t t )~Zfr176 Now we 
shall suppose on the contrary that it~ > sl and j2t/> fi 9 I f  in --~ s~ then 
H(st,  iu ; O, tx) ~ 0 (by (3.1) with i = 1, a = /~, and fl ~ 0), 
while if in > s2 then we write 
H(s~ , i~ ; O, ta) = H(sa , s~ ; 0, ti) + H(s2 , iH; O, q), 
where 
H(sx, s~ ; O, q) <~ 0 (by (3.1) with i : 1, ~ = s2, and/3 ~ 0), 
H(s2, in ; O, tO <~ 0 (by (3.6) with i = 2, y : in,  and 3 = 0). 
In either case H(sx, &r;0, q) ~ 0. By the maximality of st we have 
H(st ,  i x ;0 ,  t l )<  0 and this contradicts the fact that ( in , in )E  5 el~ 
Thus in ~ st .  
Now we suppose that iH < st 9 By the definition of jH  we must have 
j~t > tx 9 We shall deduce that (st ,JH) ~ Sf(~ This will contradict he 
maximality of  in and thus prove the theorem. 
I f / z  ~< t2 then 
H(st ,  s2 ; q ,  Ix) ~ 0 (by (3.2) with i = 1, ~ : s t ,  and /3~ /~). 
I f  t~ > t~ then we write 
H(st , s2 ; q ,  tz) = H(st , s2 ; q ,  t~) + H(st , s2 ; t2 , ~) 
and note 
H(si ,  sz ; q ,  t2) >~ 0 (by (3.2) with i = 1, ~ = Sl, and/3 = t2), 
H(si ,  s2 ; t2, I~) ~ 0 (by (3.7) with i = 1, 7' - s~, and 3 = /~), 
so that for t~ ~> q we have H(st ,  s~ ; f i ,  i ~) ~ O. Furthermore 
H(~, s~ ; 0, t0 >/0  for 0 ~< ~ ~< sl (by (3.2) with i = 0,/3 = q), 
a(st, se ; 0, tx) <~ 0 (by (3.1) with i = 1, ~ = s2,/3 = 0, 
and the maximality of  s 0. 
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Applying (2.6) to  the rectangles determined by the system of points 
(a, sx, s~ ; 0, q , /~)  we obtain 
H(c~, Sl ; t l , / z )  > 0, 0 ~ c~ < Sx, tl < /~, 
and thus 
H(a, S l ;0 , / z )  >0,  0 ~a <s l ,  tl < /z .  
It now follows that 
min ~ H(~, sl ; 0,/3) ~> 0. 
0~<~,~< s 1 
On the other hand the inequalities 
H(iH, S 1 ; 0 ,  jH) > 0, H(iH, N(~ 0, j/~) < 0, 
imply H(sx, NI~ 0,jH) < 0. This proves (Sl , in) ~ 5'~I~ 
A similar argument proves 
THEOREM 3. Let ((0)21, (l)t 1 .... , (0)sin_sin_ 1 , (1),,_t,,_l) be an optimum 
schedule. Suppose 
(a) sl : 0, and 
(b) among all optimum schedules with sl : 0 this schedule maximizes t I . 
Then q : J r .  
5. THE SYMMETRIC CASE 
We specialize in this section the results of Section 4 for the symmetric 
case, i.e., where Q~O) ~ Q~I~. Let us begin by noting that symmetry implies 
H(a, b; a, b) = O, 0 <~ a ~ b. (5.1) 
LEMMA 11. Let 
0 ~ S 1 < S 2 ~ "'" Sin_ 1 < Sra = N, 4 
0 < fi <: tz < "'" tin-1 ~ tm:N 
satisfy si ~ &(1 ~ i < io) and  s~o < ti ~ . Then 
d(((0L,, (0~1 ..... (0)~ _~,o_~, (1)~o_~_1)) 
---- d(((0)4, (1)d ,..., (0)g.+l_~;,, (1),;,+~_4,)) 
4 In  the symmetr ic  ase we set N = N ~~ = N ~x~. 
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where 
, tsi, 1 < i< io ,  
St  = t t i -1  , io < i <~ m + 1, 
t t i ,  1 ~ i~ i  o , 
t~ -~- )S i ,  io ~ i <~ m, 
s .... i = m + 1. 
PROOF: By Lemma l(ii) 
d(((OL~, (1),; ,..., (o)&§ (1),~+~_,p) 
m+l  s[--1 ti--1 t 
= Z l Q(t;-a) Z Q(k)+ Q(s~) Z Q(k) 
i=1 k=~; _~ k=q_ 1 
io--1 si--1 ti--1 
:~  IQ(,,-o x Q(~)+e(s,) ~ e(~) t 
i=1 k=st_  1 k=gi_ 1 
sio--1 sio--1 
+ Q(ho-O ~ Q(k) + Q(S,o) 
k~s io_ 1 k=t lo-- 1 
f'io --1 8io+1--1 
+ Q(s,o) ~ Q(k) + Q(th) ~ Q(k) 
k=Sio k=sio 
Q(k) 
m+l ~i-1--1 si--1 
+ z le(s,-,) x Q(k)+O(,,_~) Z e(k)l 
i=io+2 k=t i _  2 k=st_  1 
si--1 ti--1 
= ~ lQ(t i - -1)~si  Q(k )+Q(S i )  2 Q(k) 1 
i=1 '/~= "-1 It=f/-1 
= d(((O), 1 , (1)t, .... , (0)~,_~,~_~, (1)t~-t~_1))- 
THEOREM 4. Let ( (0)q,  (1)t 1 ..... (0)~m-~,~_ 1 , (1)t,~-~,,_l) be an optimum 
schedule. Suppose 
(a) this schedule maximizes l in the class of optimum schedules, and 
(b) sz ~>ti (1 <~i<~m).Thens i=h ( l~<i~<m).  
PROOF: Assume on the contrary  that  sl > tl 9 
6Q = Q(o) = Qm.  
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CASE I. $1 ~ t2 : 
H(sl,  s 2 ; 0, tx) < 0 (by (3,1) with i ---- 1, o~ = s2, fl = 0, 
and the maximality of Sx). (5.2) 
H(Sl,  s2 ; q ,  Sl) ~ 0 (by (3.2) with i -~ 1, ~ = s~, and fi = Sl). 
(5.3) 
H(f i ,s~ ;0, ta) ~ 0 (by (3.2) with i = 0, a = q ,  and fl = q). 
Applying (2.6) to the rectangles determined by the system of points 
(q ,  s~, s2 ; 0, q ,  sO we obtain H(q ,  s~ ; t~, sO > O, in contradiction to 
(5.1). 
CASE II. sa > t2 : 
H(S1, S 2 ; t l ,  12) ~ 0 (by (3.2) with i = 1, o~ = s1, and/3 = t~) (5.4) 
H(Sl,  s2 ; t2, Sl) ~ 0 (by (3.7) with i = 1, y = sz, and 3 = sz) (5.5) 
The inequalities (5.4)-(5.5) yield 
H(s1 ,  s 2 ; t l ,  $1) = H(sa, s2 ; q ,  t2) %- H(s~, s 2 ; t2, sO ~ O. (5.6) 
Finally using (5.2), (5.3), and (5.6) we apply (2.6) to the rectangles 
determined by the system of points 01,  s l ,  s2 ; 0, t I , $1) to conclude 
a( l  I , S 1 ; t I , $1) > 0, in contradiction to (5.1). Thus Sl = q 9 We then 
write 
where 
d(((O)81, (1)q ..... (0)~_~_~, (1)t~-t~_O) 
81--1 S1--1 
-~ 2 Q(k) q- Q(sl) • Q(k) (5.7) 
k=0 k=0 
s~--I V--1 
-~ Z Q( i - -1 )Z  Q(k)-~-Q(S~)~ Q(k) 
i=1 k=87._1 ~=t~_l 
(a) ~(k )  ---- Q(k + sO, and 
t t 
(b) t i = ti+l -- sa , si = Si+l -- sl (0 ~ i < m). 
It is clear that, apart f rom a scale factor, the final member (on the right- 
hand side) of (5.7) is of  the form given in Lemma l(ii) and hence we may 
reapply this argument o conclude that s~ = ti (1 ~ i ~ m). 
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If  we define 
l 
( i , j ) :0  ~ i~N,  
and 
O ~j  <~ N, H(i,N;O,i) < O,} 
min H(a, i; O, fl) ~ 0 
O~i  
O~i  
then, by Theorem 4, (81,  tl) E ~.  Theorem 3 implies that (sx, q) = (i*, i*) 
where i* = max{i: (i, i) ESQ. 
6. EXAMPLES 
We begin by assuming, without loss of generality, that p{Jl(N(~)) > 0 
( j  = 0, 1). Let 
r(J~(i) - Q(JPr )(i)- 1) '  1~i< N ~), j--= 0, 1. 
EXAMPLE 1. r ~~ and r Cx) non.decreasing: 
We write 
Define 
m(i,j) = Q(~ Q(1)(j)[r(~ -~ 1) - r(1)(j q- I)1, 
0 <~i<N ~~ O~j<N ~a). 
(6.1) 
tmin[NCa), 1 + max{j : m(i,j) >~ 0}], 
Ji+ = ~0, 
if { j :  m(i,j) >~ O} ~ ;5 
otherwise. (6.2) 
Then (6.1) implies that J++l ~> Ji +. 
Let ((0)~ 1, (I)~ 1 .... ,(0)s,_s~_~,(1)t,_t,,_l ) be an optimum schedule. 
If ((0)N~0), (1)N~)) is not an opt imum schedule then we may assume, by 
Lemmas 7 and 8, that H(s~, N(~ 0, tO < 0 (! ~< i < m). We assert hat 
there cannot exist a pair (si, ti) which satisfy the conditions: 
(a) 0 < s~ < N (~ 0 < ti < N, 
(b) t, < js  + . 
If  i = 1 then H(si,si+1;O, t i )=  0 by Lemma 4 and (6.2), which 
provides the contradiction. If  i > 1 then, by Lemma 6 and  (6.2), 
H(si,NI~ ti_l) = 0 and from (6.1) we can therefore conclude 
H(si, N(~ 0, ti) = 0, a contradiction. A isimilar argument proves that 
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there cannot exist a point of the form (s~, t~) (or (s2, tl) with s I ----- 0) such 
that 
(a) 0 <s~ <N (~ 0 <t i  <N ~i), 
(b) t i ~ j~,  
"+ (or 0 <s~ <N (~ < t i <N (a),tx ~-A). It now follows that the 
schedule ((0)a, (1)N(l~, (0)N(o,-~) is optimum where 
H(a, N(~ 0, N a)) = min H(a, N(~ 0, Nil)). 
0~<c~N (o)
EXAMPLE 2. r (o) and r (t) non-increasing: 
Define 
tmin[N~i), 1 + max{j : m(i, j )  ~ 0}], 
j i -  = t0, 
if {j : m(i, j)  ~ 0) :7~ ~, 
otherwise. (6.3) 
Then (6.1) implies .]~+1 > " -  j~ . There exists a unique path from (0, 0) to 
(N t~ N (1)) which passes through the points {(i,j~-): 0 ~ i < N t~ and 
for which pl(n) ~ J~tn)" This schedule is certainly optimal by (6.3). 
EXAMPLE 3. r (~ non-increasing, r (1) non-decreasing: 
With j i  + as defined by (6.2) we have J/~l ~Ji+. The analysis 
in Example 3 is similar to that in Example 1 and we may conclude that 
((0)~, (1)N~I), (0)~-co,_~) is an optimum schedule where a is a solution of 
H(a, N(~ 0, N (1)) = min H(a, N(~ 0, N(1)). 
EXAMPLE 4. r (~ non-decreasing, r (~) non-increasing: 
With Ji- as defined by (6.3) we have J~+t ~ j i - .  The analysis in 
Example 4 is similar to that in Example 1 and we may conclude that 
((1)b, (0)N(O,, (1)N(1,--b) is an optimum schedule where b is a solution of 
H(0, N(~ 0, b) = min H(0, Nt~ 0,/3). 
EXAMPLE 5. Let  
l l --  i/N(J), 
Q(~)(i) = O, 
0 ~ i <~ N ~) 
i > N o) ( j  = 0, 1). 
We have 
r(J)(i) = 1/(N t~ --  i + 1) (1 ~ i <~ N(~),j = 0, 1), 
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so that by Example 1 the schedule ((O)a, (I)NI1), (O)N(O,_a) is opt imum 
where 
H(a, Nr176 O, N {1)) = min H(a,  N(~ 0, N (1)) 
O~N(O)  
In this example 
H(~, N% 0, Nm)  = 89 - -  ~0(N m - -  N(0) + ~). 
I f  N m ~ N m~ the min imum occurs at ~ = N I~ while if N m < N {~ 
the min imum occurs at ~ - -  N m. 
The hypothesis that N {j) < ~ made in Section 1 is easily seen to be 
unnecessary for the analysis and may be replaced by the condition 
E(T ~j)) < ~.  In this connection we note 
EXAMPLE 6. Let 
p(~)(i) = (1 --  tg~)0j -1  (i = l, 2,. . . , j  = 0, 1) 
with 0 < 05 < 1. We note that rIJ)(i) = 1/0 j -  1 (independent of i). 
Thus if 
E(T (~ = (1 --  0o)-1 ~ (1 - -  01) -1 = E(T  (1)) 
the opt imum schedule is ((0)~, (1)~). Finally we note that if 0o = 0x = 0 
then all schedules are opt imum, i.e., d(x) is independent of x. 
EXAMPLE 7. Let 
•i--1 - - l t  i g 
P~ = ( i -  1)! ( i=  1, 2,.. . , j  = O, 1). 
It is easy to show that 
PJ)(i -k 1) ~< r(J)(i) (i = 1, 2,...,j = 0, 1). 
The determination of j / -  requires the solution of a transcendental equation. 
In the proceedings of a meeting which follows [1], Kendall  gives a table 
of the distribution of lengths of computer programs run during a three 
month period on an IBM 7090. Kendall fits this to a Waring distribution. 
Let us recall that the Waring distribution with parameters x and a, 
(x > a > 0) is given by 
a(a + 1) - - . (a+i - -2 )  
p(i) = (x -- a) x(x + 1).-. (x + i - -  1) '  i=  1,2 ..... 
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One easily verifies that  r ( i )=  (x - -a ) / (x4 - i - -  1) (1 ~ i< oo) and 
hence the optimal schedule can be determined by applying the results 
of Example 2. 
We conclude this section by proving 
THEOREM 5. In the symmetric case, QtO)= Qm = Q, the schedule 
((0)x, (1)1, (0)1, (1)1 .... ) is optimal i f  and only i f  r(i) = 1 -- O(i)/Q(i - 1) 
is non-increasing in i. 
PROOF (sufficiency): 
We note that 
m(i, j )  = Q(i) Q(j){r(i 4- 1) - r ( j  -4- 1)} 
and hence 
m(i , j )  <~ 0, i f  j <~ i, 
)0 ,  if j>~i .  
This proves ((0)1, (1)1, (0)1, (1)1 .... ) is an opt imum schedule. 
PROOF necessity): 
By Lemma 9 m(i, j )  ~ 0 fo r j  ~ i and hence r(i) is non-increasing in i. 
7. FURTHER REMARKS 
A. Let a = (0-0, 171) and x = (To, zi) with 0 ~< cr~ ~< ~'j ~< N I" 
( j  = 0, 1) and e j ,  ~-j integers. By a path starting at a and terminating 
at x we shall mean a function P :P  = (Po,Pl)  with domain 
{0, 1 ..... 7o + ~'1 --  0-0 -- 0-1} and range in R 2 which satisfies the conditions: 
0) p(0) = ~, 
(ii) P(Zo -[- "rl - -  if0 - -  ~ = "r 
(iii) p(n) - -  p(n  - -  1) ~ {(1, 0), (0, 1)}, 1 ~< n ~ To § 71 - -  0-0 - -  0-1- 
Let ~(o ,  x) denote the family of all such paths. A point v is a vertex of 
the path P ~ ~(a ,  x) if any of the following conditions hold: 
( i )  v = ~, 
(ii) v = x, 
(i i i) v= p(n) w i th  1 ~<n <%4-~-1- -ao - -~1 and 
p(n) - -  p(n - -  1) =7(= p(n + 1) - -  p(n). 
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Let ~(P)  denote the set of vertices of the path P. 
An integral over the path P is defined by 
"r O+T1---a0--a x 
fp= 2 n~O Q(~ Q(l'(pl(n)). 
In Section 2 we proved that the search for an optimum processing 
schedule was equivalent to the problem of minimizing .f~, over 
P E #((0, 0), (N (~ N(I~)). We wish to indicate (without proof) certain 
relationships between the solutions of 
THEOREM 6. Let 
P ~-~ ((0)s 1 , (1)tl ..... (0),,_~,~_1, (1)t _t~_~ ) (P e ~((0, 0), (N (~ Na')) 
be an optimum schedule. Then there exists a path Pc  ~(a, ~) which 
minimizes ~e over ~(o,-c) such that 
range P D range P n {(x, y) : Vmin ~ (x, y) ~ Vmax} 
where Ymin(Vmax) is the minimum (resp. maximum) element of 
~r c~ {(x, y) : n <~ (x, y) <~ ~) 
provided that this latter set is non-empty. 
B. We sketch here an alternate method for finding an optimum 
schedule. The method has certain computational advantages but yields 
no information about the structure of an optimum schedule. 
Define 
f (a)  = min If  :PE#(a,(N(~ i. e 
It is clear that if f(a) is known for all a then optimum schedules can 
easily be obtained from the following recursion: 
p(n + 1) -= t p(n) + (1, 0), 
tp(n) + (0, 1), 
if f(p(n) + (1, 0)) ~ f(p(n) + (0, 1)), 
if f(p(n) + (0, 1)) <~ f(p(n) + (1, 0)), 
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where either choice is possible if equality holds. On the other hand it is 
clear that f itself satisfies the following recursion: 
f ( i , j )  = Q(~ Qm(j)  + min(f(i + 1, j ) , f ( i , j  -]- 1)), (7.1) 
with the boundary conditions f (N(~ m) = 0. Thus (7.1) 
enables us to effectively compute f ( i , j )  for all (i,j), proceeding one row 
and one column at a time. 
C. If the distributions of the service times {T (~)} are continuous, then 
the problem of finding an optimum schedule may still be formulated, 
although the optimum schedules may require infinitely many switchings 
in a finite time interval and thus be physically meaningless. As before 
we define 
Q(~)(x) = Pr{w: T(~)(w) > x} ( j  = O, 1) 
and assume E(T (j)) < oe. We define a schedule by means of a non- 
decreasing function s(t) satisfying: 
(i) s(O) = 0, 
(ii) 0 <~ s'(t) ~< 1 (a.e.). 
The quantity to be minimized is 
d(s) ~- Q(O)(t - s(t)) Qa'(s(t)) dt. 
o 
(This formula is derived by the method of proof of Lemma 1.) 
By an appropriate approximation technique the methods developed in 
Sections 2-5 can be used to characterize optimum schedules for this 
problem. The details are tedious albeit straightforward and hence we omit 
them, and content ourselves with an example. 
EXAMPLE. Suppose 
(i) ~x  F(i~(x) >~ O, where F(i)(x) 1 
d 
Qm(x) dx Q(i)(x)" 
(ii) Fti)(x) > F")(0), for x > 0, 
(iii) F(~ = Fro(0). 
Then ifs(t) is the value ofs where Q(~ - s) Q(1)(s) assumes its minimum 
value on 0 ~< s ~< t, then s(t) is an optimum schedule. 
The optimality of s is trivial. Assumptions (i)-(iii) are imposed only to 
show that s is well defined and is indeed a schedule. This follows in a 
straightfoward manner from the assumptions. 
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