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In this paper we study the problem of utility indifference pricing in a constrained ﬁnancial
market, using a utility function deﬁned over the positive real line. We present a convex
risk measure −v(• : y) satisfying q(x, F ) = x + v(F : u0(x)), where u0(x) is the maximal
expected utility of a small investor with the initial wealth x, and q(x, F ) is a utility
indifference buy price for a European contingent claim with a discounted payoff F . We
provide a dynamic programming equation associated with the risk measure (−v), and
characterize v as a viscosity solution of this equation.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Consider a small investor receiving a contingent claim offering payoff BT F at future time T > 0, where BT is the value
of a risk-less asset at time T . A super-replicating price is the minimal seed money necessary to fund a portfolio strategy
which dominates the payoff BT F with certainty. In a complete ﬁnancial market, the super-replicating price H(F ) for buyers
is equivalent to the super-replicating price −H(−F ) for sellers, and this is a unique arbitrage-free price. In a ﬁnancial
market with frictions, however, the price H(F ) is less than the price −H(−F ), and any price chosen in the open interval
(H(F ),−H(−F )) does not lead to an arbitrage opportunity. There is no longer a unique arbitrage-free price in markets with
frictions.
An alternative approach to the problem of pricing contingent claims is a utility indifference valuation. The utility indif-
ference buy price q(x, F ) is deﬁned as the price at which the investor is indifferent between buying the contingent claim
BT F and doing nothing, that is to say, q(x, F ) is a solution to the equation
sup
XT
E
[
U
(
BT [x+ XT ]
)]= sup
XT
E
[
U
(
BT [x− q+ XT + F ]
)]=: uF (x− q),
where the supremum is taken over all discounted wealths XT which can be generated from zero-capital, and the investor’s
preferences for the terminal wealths are represented by a utility function U . The concept of the utility indifference pricing
was introduced by Hodges & Neuberger [14] in the context of markets with transaction costs. In an incomplete market
model, this pricing procedure has been applied and analyzed by a number of authors, see, among others, Davis [6,7], Delbaen
et al. [8], Musiela & Zariphopoulou [20,21] and Rouge & El-Karoui [24]. See also an overview by Henderson & Hobson [13].
Most of these contributions are restricted to the case of the exponential utility function by reason of a conjecture that it
is hard to obtain interesting results for other utilities. In the case of the exponential utility function U (x) = −e−γ x , γ > 0,
we have eγq = u0(0)/uF (0), and hence we can remove the initial fortune x from the problem. This feature makes the
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exponential ones, since a non-constant risk aversion would maybe induce dependency on the wealth. Most of us would
accept that it is a desirable feature, since it is unrealistic that investors with different endowments should have the same
attitude towards risk, as already emphasized by [24]. In this paper, therefore, we study the problem of utility indifference
pricing in a constrained ﬁnancial market, using a utility function deﬁned over the positive real line, such as the power utility
function or the logarithmic utility function.
In most studies where asset prices follow Markovian diffusions, the process of computing the utility indifference price is
as follow: Step 1) First, we solve the optimal investment problem u0(x) using an associated dynamic programming equation
(DPE, for short); Step 2) Second, we solve the optimal investment problem uF (x) with the random endowment BT F using
an associated DPE; Step 3) Finally, we ﬁnd the solution q to the equation u0(x) = uF (x−q). Although Step 3 is quite trivial
in case of the exponential utility, it is not so in case of other utilities. When we meet with a duality theorem for the optimal
investment problem with the random endowment, however, we can obtain the expression
q(x, F ) = x+ v(F : u0(x)) (see Theorem 3.8 below)
where −v(• : y) is a corresponding convex risk measure given by (3.13). Related results in incomplete markets have been
obtained by several other authors, see, for instance, Frittelli [10] and Owen & Žitkovic´ [23]. However, previous studies did
not provide a further analysis of the risk measure v . The purposes of this paper are, under a delta constraint (2.3) below,
(i) to formulate a dual problem of the optimal investment problem with the random endowment, and to show the duality
theorem,
(ii) to provide the convex risk measure (−v) satisfying q(x, F ) = x+ v(F : u0(x)),
(iii) to show that v is the value function of an associated stochastic game, and to characterize v as a viscosity solution to
an associated DPE.
When our purpose is accomplished, we can exchange Step 2 and Step 3 for
Step 2’) We solve the stochastic game v using the associated DPE.
The rest of the paper is organized as follows. In Section 2, we give a description of a ﬁnancial market model with con-
straints on portfolios. We insert a known result on the superhedging problem with constrained portfolios in Section 3.1.
This result is an immediate extension of Theorem 1 in Sekine [26], and is used in a proof for the duality theorem. For
details of the superhedging problem with constrained portfolios in a general semimartingale model, we can refer to Föllmer
& Kramkov [11]. In Section 3.2, we formulate the dual problem of the optimal investment problem with the random endow-
ment, and specify the duality theorem whose proof is given in Section 5. The optimal investment problem with the random
endowment in incomplete markets has been studied by Cvitanic´ et al. [5], Hugonnier & Kramkov [15], Owen & Žitkovic´ [23]
and the others. In Section 3.3, we present the convex risk measure (−v) corresponding to the utility indifference price, and
characterize v as the value function of the associated stochastic game. In Section 4, we consider a dynamic version v of
the risk measure v . In the dynamic programming approach, one of most important aspects is the identiﬁcation of the value
function as a solution to the associated DPE. As is well known, the value function is not smooth enough in general to satisfy
the DPE in the classical sense. It is nowadays well recognized that the best way to interpret the DPE is to adapt the notion of
viscosity solution. In Section 4, we study the stochastic control problem on v in this meaning. In the utility-based approach,
one of the most important concepts is that of marginal prices. In Appendix A, we mention the marginal utility-based price
in our market with constrained portfolios.
2. Market model
Let T > 0 be a ﬁnite time horizon and {Wt , 0  t  T } a standard d-dimensional Brownian motion on a complete
probability space (Ω,F ,P), endowed with a ﬁltration F = {Ft , 0  t  T } which is the P-augmentation of the ﬁltration
generated by the Brownian motion W . Hereafter, we let F = FT .
The ﬁnancial market consists of one bank account B and d risky assets with price process BP = (BP1, . . . , BPd) , where
 denotes the transpose operation. The process (B, P ) evolves according to the stochastic differential equation (SDE, for
short)
dBt = r(t, Bt, Pt)Bt dt, B0 = 1,
dPt = diag[Pt]σ(t, Bt , Pt)
[
dWt − θ(t, Bt , Pt)dt
]
, P0 = p ∈ (0,∞)d, t ∈ [0, T ], (2.1)
where r, θ and σ are R,Rd and Rd ⊗Rd-valued Lipschitz functions deﬁned on [0, T ]×R1+d , and diag[p] is the d×d-diagonal
matrix with diagonal elements (p1, . . . , pd). We further assume that the volatility matrix σ(•) is invertible, but also that
r(•), θ(•), σ(•) and σ−1(•) are bounded uniformly on [0, T ] × R1+d .
We shall denote by Bt Xπt the wealth at time t ∈ [0, T ] of a small investor who starts with zero-capital and holds π j(t)
shares of the j-th risky asset at time t , j = 1, . . . ,d. Then Xπ is given by Xπt =
∫ t
πs dPs , t ∈ [0, T ], if this stochastic integral0
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P -integrable.
Let δ be the support function of the rectangle K ⊂ Rd and K˜ the barrier cone of K , i.e.,
δ(ν) := sup
x∈K
xν, K˜ := {ν ∈ Rd: δ(ν) < ∞}, K := Rd ∩ d∏
j=1
[−κ j, κ j]
for {κ j} j , {κ j} j ⊂ [0,∞]. We also deﬁne K˜n := {ν ∈ K˜ : |ν|  n}, n  1. We shall denote by Dn the class of all K˜n-valued,
F-progressively measurable processes νt , and D :=⋃∞n=1 Dn . For ν ∈ D, let us introduce the processes
Zν(t) := exp
[ t∫
0
(
σ−1s νs + θs
)
dWs − 1
2
t∫
0
∣∣σ−1s νs + θs∣∣2 ds
]
, t ∈ [0, T ] (2.2)
and Lν(t) :=
∫ t
0 Zν(s)δ(M(Ps)νs)ds for t ∈ [0, T ], where σt = σ(t, Bt , Pt), θt = θ(t, Bt , Pt) and M(p) is the identity matrix or
diag[p]. We say that a portfolio π is K -admissible if it satisﬁes
M(Pt)
−1diag[Pt]π(t) ∈ K a.s. t ∈ [0, T ], (2.3)
and the process
Mπ,ν(t) :=
t∫
0
Zν(s)
[
Xπs
(
σ−1s νs + θs
) +πs diag[Ps]σs]dWs, t ∈ [0, T ]
is a P-supermartingale for every ν ∈ D. When M(p) is the identity matrix (resp. diag[p]), (2.3) represents the rectangu-
lar constraints on portfolio-amounts (resp. number of shares). We restrict our attention to the set A of all K -admissible
portfolios π such that E[Z0(T )(XπT )−] < ∞. An application of Itô’s formula gives
Zν(t)X
π
t − Lν(t) =
t∫
0
Zν(s)
[{
M(Ps)
−1diag[Ps]πs
}
M(Ps)νs − δ
(
M(Ps)νs
)]
ds+ Mπ,νt
for all ν ∈ D. Hence the process {Zν(t)Xπt − Lν(t), t ∈ [0, T ]} is a P-supermartingale for all ν ∈ D whenever π ∈ A.
Proposition 2.1. Letπ be a K -admissible portfolio and ν ∈ D. Then Mπ,ν is a P-supermartingale if any one of the following conditions
holds:
(i) K is compact.
(ii) π ∈ L2+α(Ω × [0, T ]) for some α > 0.
(iii) P{Xπt −a, t ∈ [0, T ]} = 1 for some a > 0.
Proof. (i) By means of the boundedness of r, θ and σ , we see that P ∈ Lq(Ω ×[0, T ]) for all q > 0. Hence there is a constant
Cq > 0 such that
E
[
Xπ (t)q
]= E[( t∫
0
{
M(Ps)
−1diag[Ps]πs
}
M(Ps)σs[dWs − θs ds]
)q]
 Cq,
E
[ T∫
0
∣∣πs diag[Ps]σs∣∣q ds
]
= E
[ T∫
0
∣∣{M(Ps)−1diag[Ps]πs}M(Ps)σs∣∣q ds] Cq
for all q 2. Since ν is essentially bounded, Mπ,ν is a P-martingale.
(ii) Similarly, we can prove that Mπ,ν is a P-martingale.
(iii) Since Mπ,ν + Lν − Zν Xπ  0 and δ  0, Fatou’s lemma shows
E
[
Mπ,ν(t) + Lν(t) + aZν(t)|Fs
]
 lim
n→∞
E
[
Mπ,ν(t ∧ τn) + Lν(t ∧ τn) + aZν(t ∧ τn)|Fs
]
= Mπ,ν(s) + lim
n→∞
E
[
Lν(t ∧ τn)|Fs
]+ aZν(s)
 Mπ,ν(s) + E[Lν(t)|Fs]+ aZν(s),
where τn is a localizing sequence of the local martingale Mπ,ν . 
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3.1. Hedging costs
Let G be an R-valued random variable. Then an upper hedging cost hup(G) for a European contingent claim BT G is
deﬁned as
hup(G) := inf
{
x: ∃π ∈ A s.t. x+ XπT  G a.s.
}
.
Theorem 3.1. (See [26].) Let G be an R-valued random variable satisfying(
sup
ν∈D
E
[
Zν(T )G − Lν(T )
])+ + E[(Zν(T )G − Lν(T ))+]+ E[Z0(T )G−]< ∞ (3.1)
for all ν ∈ D. Then we have the expression
hup(G) = sup
ν∈D
E
[
Zν(T )G − Lν(T )
]
and there exists some π̂ ∈ A such that
hup(G) + X π̂T  G a.s. (3.2)
Let C denote the set of all R-valued random variables F such that G = −F satisﬁes (3.1). We note that λF +
(1 − λ)F ′ + c ∈ C for all F , F ′ ∈ C, λ ∈ [0,1] and c ∈ R. We deﬁne a lower hedging cost H(F ) for the European contingent
claim BT F as
H(F ) := −hup(−F ) = inf
ν∈D E
[
Zν(T )F + Lν(T )
]
, F ∈ C.
3.2. Utility maximization problems with a random endowment
Fix an arbitrary F ∈ C , and consider the optimization problem
uF (x) := sup
π∈A
J (π) = sup
π∈A
E
[
U
(
BT
[
x+ XπT + F
])]
, x ∈ R, (3.3)
where the function U on R is strictly concave on (0,∞) and satisﬁes
U ∈ C2(0,∞), U ′(0+) = ∞, U ′(∞) = 0, AE(U ) := lim
x→∞
xU ′(x)
U (x)
< 1,
and U (x) = −∞ if x< 0. Without loss of generality, we may assume that U (∞) > 0 and U (0) := U (0+) = 0 or −∞.
Let U˜ be the conjugate function of (−U ), and I the continuous, strictly decreasing inverse function of the derivative
of U , i.e., U˜ (y) := supx>0[U (x) − xy], I(y) := (U ′)−1(y) for y > 0. It is well known that, for all y > 0,
U˜ ′(y) = −I(y), U˜ (y) = U(I(y))− yI(y), U (y) = U˜(U ′(y))+ yU ′(y),
U˜ (0+) = U (∞), U˜ (∞) = U (0+), I(0+) = ∞, I(∞) = 0.
Furthermore, Lemma 6.3 of Kramkov & Schachermayer [19] guarantees that there exist η0 > 0 and η ∈ (AE(U ),1) such that
0< η0 yI(η0 y)
η
1− η U˜ (η0 y)
η
1− η U˜ (η0)y
η
η−1 , y ∈ (0,1).
This result ensures that I(μZν(T )/BT ) and U˜ (μZν(T )/BT )+ are included among L1 for all μ > 0 and ν ∈ D, because we
have
E
[{
I
(
μ
Zν(T )
BT
)
+ U˜
(
μ
Zν(T )
BT
)+}]
= E[{•}1{μ Zν (T )BT η0} + {•}1{μ Zν (T )BT <η0}]
 I(η0) + U˜ (η0) + U˜ (η0)E
[{
η
(1− η)η0
(
μ
Zν(T )
η0BT
) 1
η−1
+
(
μ
Zν(T )
η0BT
) η
η−1}
1{μ Zν (T )BT <η0}
]
< ∞, (3.4)
where 1A(ω) = 1 whenever ω ∈ A, or 1A(ω) = 0 otherwise.
The following result implies that the expectation in the problem (3.3) is well deﬁned.
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Proof. Let x ∈ R, π ∈ A, μ > 0 and ν ≡ 0. We may assume U (xe−‖r‖∞T ) 0. Since Zν(•)Xπ (•)− Lν(•) is a supermartingale,
we have
E
[
U
(
BT
[
x+ XπT + F
])+] E[U(BT [x+ (XπT )+ + F+])]
= E[U(BT [•])−μZν(T )[•]]+μE[Zν(T )F+ + Lν(T )]+μx+μE[Zν(T )(XπT )−]+μE[Zν(T )XπT − Lν(T )]
 E
[
U˜
(
μ
Zν(T )
BT
)]
+μE[Zν(T )F+ + Lν(T )]+μx+μE[Zν(T )(XπT )−]. (3.5)
Hence it follows from (3.1) and (3.4) that the assertion holds. 
By a calculation similar to (3.5), we observe
J (π) E
[
U˜
(
μ
Zν(T )
BT
)
+μ[Zν(T )F + Lν(T )]]+μx=: J˜ν(μ) +μx
for all x ∈ R, π ∈ A, ν ∈ D and μ > 0. Hence we have
u∗F (x) û F (x) := inf
μ>0
[
inf
ν∈D J˜ν(μ) +μx
]
, x ∈ R, (3.6)
since û F is upper semicontinuous, where u∗F is the upper semicontinuous envelope of uF .
The following is a basic property of the value function.
Proposition 3.3. uF is strictly increasing and concave on [−H(F ),∞), and uF (x) < U (∞). Moreover, uF (x) = −∞ if x< −H(F ).
Proof. Assuming that x < −H(F ), we have uF (x) = −∞ since P{x + XπT + F < 0} > 0 for all π ∈ A. Also (3.2) gives, for all
x> −H(F ),
uF (x) E
[
U
(
BT
[
x+ X π̂T + F
])]
 U
(
e−‖r‖∞T
[
x+ H(F )])> U (0). (3.7)
Clearly, uF is a non-decreasing concave function. Thus we see that uF is strictly increasing on [−H(F ),∞) if we can show
uF < U (∞). To prove uF < U (∞), let x> −H(F ) and ν ∈ D be arbitrary, and deﬁne
φ(μ) := E
[
U˜
(
μ
Zν(T )
BT
)]
, μ > 0. (3.8)
Let φ′+ and φ′− be the right and the left derivatives of the convex function φ. Recall that φ′−(z0)  φ′+(z0)  φ′−(z1) for
0< z0 < z1. Since U˜ is convex,
φ(μ± ε) − φ(μ)
ε
±E
[
Zν(T )
BT
U˜ ′
(
(μ± ε) Zν(T )
BT
)]
= ∓E
[
Zν(T )
BT
I
(
(μ± ε) Zν(T )
BT
)]
for any ε ∈ (0,μ/2). Letting ε ↓ 0, by a calculation similar to (3.4) and Fatou’s lemma, we obtain
φ′+(μ)−E
[
Zν(T )
BT
I
(
μ
Zν(T )
BT
)]
 φ′−(μ), i.e., φ′(μ) = −E
[
Zν(T )
BT
I
(
μ
Zν(T )
BT
)]
. (3.9)
Set z := x+E[Zν(T )F + Lν(T )] > 0. Because φ′(∞) = 0 and φ′(0+) = −∞, we can take a μ∗ > 0 such that φ′(μ∗) = −z. In
view of (3.6) and Jensen’s inequality, we get
uF (x) inf
μ>0
[
φ(μ) + zμ]= φ(μ∗)+ zμ∗
= E
[
U˜
(
μ∗ Zν(T )
BT
)
+μ∗ Zν(T )
BT
I
(
μ∗ Zν(T )
BT
)]
= E
[
U
(
I
(
μ∗ Zν(T )
BT
))]
 U
(
E
[
I
(
μ∗ Zν(T )
BT
)])
< U (∞) (3.10)
as asserted. 
T. Adachi / J. Math. Anal. Appl. 380 (2011) 264–288 269Remark 3.4. We know from an estimate similar to (3.4) that, for all μ > 0 and ν ∈ D,
E
[
U
(
I
(
μ
Zν(T )
BT
))+]
 E
[
U˜
(
μ
Zν(T )
BT
)+
+μ Zν(T )
BT
I
(
μ
Zν(T )
BT
)]
< ∞.
Hence the expectation E[(U ◦ I)(μB−1T Zν(T ))] is well deﬁned.
Remark 3.5. Let F = 0 and we set ν = 0 in the proof of Proposition 3.3. Since I(μ∗ Z0(T )/B(T )) converges to 0 as x tends
to −E[Z0(T )F ] = −H(F ) = 0, (3.10) and (3.7) imply u0(0) = u∗0(0) = U (0).
The following duality result will be utilized to derive a convex risk measure (−v) associated with a utility indifference
price q in Theorem 3.8 below.
Theorem 3.6. u∗F = û F on R, i.e., uF = û F on R \ {−H(F )} and limx↓0 uF (x− H(F )) = û F (−H(F )).
Proof. The proof is given in Section 5. 
3.3. Utility indifference price
Deﬁnition 3.7. Let F be a random variable and x > 0. A real number q= q(x, F ) is called a utility indifference buy price for
the claim BT F given the initial capital x if
u0(x) = u∗F (x− q). (3.11)
In virtue of Proposition 3.3 and Remark 3.5, we note that there is a xF  0 such that
u0(xF ) = u∗F
(−H(F )). (3.12)
In the case where U (0) = 0 and F ∈ C \ {x+ XπT : x ∈ R, π ∈ A}, we observe that
uF
(−H(F )) E[U(BT [X π̂T + F − H(F )])]> U (0) = u0(0)
for the hedging portfolio π̂ ∈ A given by (3.2) because of P{−H(F )+ X π̂T > −F } > 0. This means that xF > 0 for some F ∈ C
when U (0) = 0.
Theorem 3.8. Let F ∈ C . Then the following assertions hold true.
(i) If 0< x< xF , then there is no utility indifference buy price for BT F given the initial capital x,
(ii) If x> xF , then q(x, F ) = x+ v(F : u0(x)),
(iii) If x= xF , then q(x, F ) = x+ v(F : u0(x)) = x+ H(F ),
where
v(F : y) := inf
μ>0
{
inf
ν∈D E
[
Zν(T )F + Lν(T ) + 1
μ
U˜
(
μ
Zν(T )
BT
)]
− y
μ
}
(3.13)
= inf
ν∈D E
[
Zν(T )F + Lν(T ) − Zν(T )
BT
I
(
μ∗ν
Zν(T )
BT
)]
(3.14)
and μ∗ν > 0 is deﬁned as a unique solution to the equation
E
[
U
(
I
(
μ∗ν
Zν(T )
BT
))]
= y. (3.15)
Proof. (i) When x ∈ (0, xF ), we see that the utility indifference buy price does not exist because u0(x) /∈ Range(u∗F ) ={−∞} ∪ [u∗F (−H(F )),U (∞)).
(ii) Let x > xF . Since u0(x) > u∗F (−H(F )), it follows from Proposition 3.3 that there is a q satisfying (3.11), and x − q>−H(F ). From (3.6) we have
u0(x) = uF (x− q) inf
μ>0
[
inf
ν∈D J˜ν(μ) + (x− q)μ
]
= inf
μ>0
μ
[
inf
ν∈D E
[
Zν(T )F + Lν(T ) + 1
μ
U˜
(
μ
Zν(T )
BT
)]
+ (x− q)
]
. (3.16)
This yields q x+ v(F : u0(x)).
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diction:
u0(x) inf
μ>0
[
inf
ν∈D J˜ν(μ) + (x− q− 2ε)μ
]
 uF (x− q− ε) < uF (x− q)
by means of Theorem 3.6. Hence the second assertion holds true.
(iii) Let x = xF (x). Then (3.11) and (3.12) mean q= x+ H(F ). Since q x+ v(F : u0(x)) x+ H(F ) by (3.16) and (3.14),
we have the expression (iii).
Finally, we shall prove (3.14). To this end, it suﬃces to ﬁx an arbitrary ν ∈ D and show that there is a μ∗ν > 0 satisfying
(3.15) and
g
(
μ∗ν
)= inf
μ>0
g(μ) = −E
[
Zν(T )
BT
I
(
μ∗ν
Zν(T )
BT
)]
,
where g(μ) := [φ(μ) − y]/μ and φ is as in (3.8). We deﬁne a decreasing function h by
h(μ) := E
[
U
(
I
(
μ
Zν(T )
BT
))]
= E
[
U˜
(
μ
Zν(T )
BT
)
+μ Zν(T )
BT
I
(
μ
Zν(T )
BT
)]
, μ > 0.
It follows from (3.9) that h(μ) = φ(μ) − μφ′(μ) is continuous. By (3.4) and Jensen’s inequality, we observe that, for all
μ > 0,
−∞ < U˜(μe‖r‖∞T ) U˜(E[μ Zν(T )
BT
])
 h(μ) U
(
E
[
I
(
μ
Zν(T )
BT
)])
< ∞.
Thus the monotone convergence theorem shows that h(0+) = U (∞) and h(∞) = U (0). Hence h(μ∗ν) = y for some μ∗ν > 0,
i.e., (3.15) holds. Since g′(μ) = [y − h(μ)]/μ2,
inf
μ>0
g(μ) = g(μ∗ν)= 1μ∗ν E
[
U˜
(
μ∗ν
Zν(T )
BT
)
− (U ◦ I)
(
μ∗ν
Zν(T )
BT
)]
= −E
[
Zν(T )
BT
I
(
μ∗ν
Zν(T )
BT
)]
. 
Remark 3.9. In the usual deﬁnition of the utility indifference buy price q̂(x, F ), (3.11) is replaced by u0(x) = uF (x− q̂). When
uF (−H(F )) < u∗F (−H(F )), the price q̂ differs from the price q in that q̂(xF , F ) does not exist and q̂(̂xF , F ) = x̂F + H(F ) for
x̂F ∈ [0, xF ) satisfying u0 (̂xF ) = uF (−H(F )).
Remark 3.10. Let x xF . In virtue of Theorem 3.8 and (3.6), we have
q(x, F ) = inf
ν∈D
{
inf
μ>0
1
μ
[˜
Jν(μ)
∣∣
F=0 +μx− u0(x)
]+ E[Zν(T )F ]} inf
ν∈D E
[
Zν(T )F
]
.
Hence, if K is a closed convex cone and so Lν ≡ 0 for any ν ∈ D, then q(x, F ) H(F ), namely, the utility indifference buy
price is not less than the lower hedging price. This fact directly follows from (3.11). Indeed, we have
uF (x− q) sup
π∈A
E
[
U
(
BT
[
x− q + H(F ) + Xπ−π̂T
])]
,
where π̂ is a hedging portfolio as in (3.2). Thus, if K is a closed convex cone and so K ⊂ K − K , then uF (x − q) 
u0(x − q + H(F )) which means that the utility indifference buy price is not less than the lower hedging price. However
this claim may be no longer the truth if K is compact.
Remark 3.11. When x> xF , we have −v(F : u0(x)) = x−q(x, F ) > −H(F ). Since the mapping y → v(F : y) is non-increasing
and v(F : y) H(F ) by (3.14), we see that v(F : y) = H(F ) if and only if y ∈ (U (0),u0(xF )].
Remark 3.12. For x> 0 and F ∈ C , let
Φx(F ) = inf
π∈A ρx
(
XπT + F
)
with ρx(F ) := −v
(
F : u0(x)
)
.
It is easy to verify that ρx satisﬁes the following properties:
(P1) ρx(F ) ρx(F ′) for all F , F ′ ∈ C such that F  F ′;
(P2) ρx(F + c) = ρx(F ) − c for all F ∈ C and c ∈ R;
(P3) λρx(F ) + (1− λ)ρx(F ′) ρx(λF + (1− λ)F ′) for all F , F ′ ∈ C and λ ∈ [0,1];
T. Adachi / J. Math. Anal. Appl. 380 (2011) 264–288 271namely, ρx is a convex risk measure1 on C . A real number p= p(x0, F ) is called a risk indifference buy price for the claim BT F
given the initial capital x0 if it is the solution to the equation Φx(x0 − p+ F ) = Φx(x0).
Assume that K is a closed convex cone. Then it follows from (3.11) that
q
(
x, XπT + F
)= q(x, F ) for all π ∈ A, F ∈ C and x xF .
By (3.13) and Theorem 3.8, therefore, we have
Φx(x0 − p+ F ) = p− x0 − sup
π∈A
v
(
XπT + F : u0(x)
)= p− x0 + x− q(x, F )
and Φx(x0) = −x0 + x − q(x,0) = x − x0 for all x0 ∈ R, F ∈ C and x  xF . The point is that the risk indifference buy price
based on the risk measure ρx is identical with the utility indifference buy price. For a discussion of the risk indifference
pricing in incomplete markets, see Xu [27] and Øksendal & Sulem [22].
From now onward, we focus our interests on an analysis of the risk measure (−v). In Section 4, we will derive a DPE
corresponding to v from the following result.
Proposition 3.13. Let y ∈ U := (U (0),U (∞)), F ∈ C and Γy is the set of all F-progressively measurable processes γ satisfying
T∫
0
|γt |2 dt < ∞ a.s., Y γT :=
T∫
0
γ t dWt ∈ L1, E
[
Y γT
]
 0, y + Y γT ∈ U a.s.
Then v(F : y) has the following expression:
v(F : y) = inf
ν∈D supγ∈Γy
E
[
Zν(T )F + Lν(T ) − Zν(T )
BT
U−1
(
y + Y γT
)]
. (3.17)
Proof. Fix an arbitrary ν ∈ D. For μ > 0, let g(μ) := [φ(μ)− y]/μ as in the proof of Theorem 3.8. Denote ϕ(y) := −U−1(y)
and deﬁne ψ(z) := supy∈U [zy+ϕ(y)], z > 0. We notice that ϕ is a strictly decreasing, concave function with the properties
Iϕ(−z) :=
(
ϕ′
)−1
(−z) = U(I(1/z)), ψ(z) = zIϕ(−z) + ϕ(Iϕ(−z))= zU˜ (1/z)
for all z > 0. Hence we have, for all μ > 0,
sup
γ∈Γy
E
[
Zν(T )
BT
ϕ
(
y + Y γT
)]= sup
γ∈Γy
E
[
Zν(T )
BT
{
ϕ
(
y + Y γT
)+ BT
μZν(T )
(
y + Y γT
)}− y + Y γT
μ
]
 E
[
Zν(T )
BT
ψ
(
BT
μZν(T )
)]
− y
μ
= g(μ).
Deﬁne y + Y˜ T := Iϕ(−BT /{μ∗ν Zν(T )}) = U (I(μ∗ν Zν(T )/BT )) for μ∗ν such as in (3.15). Then we know from Remark 3.4
that E[{Zν(T )/BT }ϕ(y + Y˜ T )] = g(μ∗ν), E[Y˜+T ] < ∞ and E[Y˜ T ] = 0. Further, Dudley’s theorem2 guarantees that there is a
γ˜ = (γ1,0, . . . ,0) ∈ Γy such that Y˜ T =
∫ T
0 γ˜

t dWt a.s. Hence we have supγ∈Γy E[{Zν(T )/BT }ϕ(y + Y γT )] = infμ>0 g(μ).
This implies (3.17). 
4. Viscosity solutions
In this section we study the stochastic control problem
v(t,b, p, y) := inf
z>0
[
V (t,b, p, z) − zy], t ∈ [0, T ], (b, p) ∈ (0,∞)1+d, y ∈ U := (U (0),U (∞))
which is a dynamic version of the risk measure v . Here V (t,b, p, z) = infν∈D(t) f ν(t,b, p, z); D(t) :=⋃n‖σθ‖∞ Dn(t); Dn(t)
denotes the set of ν ∈ Dn such that Zν(s) = 1 a.s. for all s ∈ [0, t];
1 For details on risk measures, we can refer to Föllmer & Schied [12].
2 See Theorem 3.4.20 in Karatzas & Shreve [18].
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[ T∫
t
Zν(s)δ
(
M(Ps)νs
)
ds+ Zν(T )F (PT ) + zU˜
(
Zν(T )
zBT
)]
= Et,b,pν
[ T∫
t
δ
(
M(Ps)νs
)
ds+ F (PT ) + z
Zν(T )
U˜
(
Zν(T )
zBT
)]
;
Eν denotes the expectation operator under a probability measure Pν deﬁned by Pν(A) = E[Zν(T )1A], A ∈ F ; the suﬃx
(t,b, p) of E means that we have speciﬁed the initial data (Bt , Pt) = (b, p). We further assume that the payoff function
F : (0,∞)d → R satisﬁes∣∣F (p) − F (p′)∣∣ c0(1+ wl(p) + wl(p′))∣∣p − p′∣∣, −F (p) c0 + k˜g(p) (4.1)
where c0, l  1 and k˜ ∈ K are constants, wl(p) := |p|l +∑dk=1 p−lk , and g(p) = log p := (log p1, . . . , log pd) if M(p) is the
identity matrix, or g(p) = p otherwise. Let h be the lower hedging cost function deﬁned by
h(t,b, p) := inf
ν∈D(t)E
t,b,p
ν
[
F (PT ) +
T∫
t
δ
(
M(Ps)νs
)
ds
]
, (t,b, p) ∈ [0, T ] × (0,∞)1+d.
Remark 4.1. Since r, θ and σ are bounded, we note that
h(t,b, p) Et,b,p
[
Zθ t (T )F (PT )
]
 c1
(
1+ w2l(p)
)
for some constant c1 > 0,
where Zθ t (T ) = exp[
∫ T
t θ

s dWs −
∫ T
t (|θs|2/2)ds]. By taking πs := diag[Ps]−1M(Ps )˜k ∈ A, we also know from (4.1) that
−h(t,b, p) c2 + k˜g(p) for some constant c2 > 0. Hence, the following result implies that v is locally bounded on [0, T ]×
(0,∞)1+d × U .
Proposition 4.2. For any (t,b, p, y) ∈ [0, T ] × (0,∞)1+d × U , the following holds:
h(t,b, p) − e‖r‖∞(T−t) U
−1(y)
b
 v(t,b, p, y) h(t,b, p). (4.2)
Proof. The second inequality follows from (3.14). By Jensen’s inequality, we have
V (t,b, p, z) inf
ν∈D(t)
{
E
t,b,p
ν
[
F (PT ) +
T∫
t
δ
(
M(Ps)νs
)
ds
]
+ zU˜
(
E
t,b,p
[
Zν(T )
zBT
])}
 h(t,b, p) + zU˜
(
e‖r‖∞(T−t)
zb
)
, (4.3)
and hence
v(t,b, p, y) − h(t,b, p) inf
z>0
[
zU˜
(
e‖r‖∞(T−t)
zb
)
− zy
]
= −e‖r‖∞(T−t) U
−1(y)
b
.  (4.4)
Now we recall the notion of discontinuous viscosity solutions. For the general theory of viscosity solutions, we can refer
to the User’s Guide by Crandall et al. [3]. Given an open domain O ⊂ Rn and a function ψ : [0, T ] × O → R, we shall denote
by ψ∗ and ψ∗ its lower and upper semi-continuous envelopes, i.e.,
ψ∗(t, x) := lim
ε↓0
{
ψ
(
t′, x′
)
:
(
t′, x′
) ∈ [0, T ) × O , ∣∣t − t′∣∣+ ∣∣x− x′∣∣ ε}
for (t, x) ∈ [0, T ] × O , and ψ∗ := −(−ψ)∗ .
Deﬁnition 4.3. Let Sn be the set of all n × n symmetric matrices with real coeﬃcients, and Ψ an R-valued function on
[0, T ] × R2n+1 × Sn . Let us consider the non-linear partial differential equation
Ψ
(
t, x,ψt(t, x), Dxψ(t, x), D
2
xψ(t, x)
)= 0, (t, x) ∈ [0, T ) × O , (4.5)
where O is an open domain of Rn , and Dxϕ (resp. D2xϕ) are the ﬁrst (resp. second) order differentials of ϕ with respect to
the x variable. Assume further that the mapping S → Ψ (t, x, τ ,α, S) is non-decreasing in the sense of symmetric matrices.
Let ψ be an R-valued locally bounded function on [0, T ] × O .
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Ψ ∗
(
t0, x0,ϕt(t0, x0), Dxϕ(t0, x0), D
2
xϕ(t0, x0)
)
 0
for any smooth R-valued function ϕ on [0, T ] × Rn and local minimizer (t0, x0) ∈ [0, T ) × O of (ψ∗ − ϕ) on [0, T ] × O .
(ii) ψ is called a (discontinuous) viscosity subsolution to (4.5) if
Ψ∗
(
t0, x0,ϕt(t0, x0), Dxϕ(t0, x0), D
2
xϕ(t0, x0)
)
 0
for any smooth R-valued function ϕ on [0, T ] × Rn and local maximizer (t0, x0) ∈ [0, T ) × O of (ψ∗ − ϕ) on [0, T ] × O .
(iii) ψ is called a (discontinuous) viscosity solution to (4.5) if it satisﬁes the above requirements (i) and (ii).
4.1. Dynamic programming equations
(3.17) presents the expression
v(t,b, p, y) = inf
ν∈D(t) supγ∈Γy
E
t,b,p
ν
[
F (PT ) +
T∫
t
δ
(
M(Ps)νs
)
ds− U
−1(y + Y γT )
BT
]
(4.6)
for (t,b, p, y) ∈ [0, T ] × (0,∞)1+d × U , where Y is deﬁned as in Proposition 3.13 with the initial condition Yt = 0. Hence a
DPE associated to (4.6) is given by
min
[
−v yy(q, y),−
{
L[v](q, y) + inf
ν∈K˜
Hν [v](q, y)
}]
= 0 (4.7)
for q = (t,b, p) ∈ [0, T ) × (0,∞)1+d and y ∈ U , where
L[v](q, y) := vt(q, y) + r(q)bvb(q, y) + 12Tr
[(
diag[p]σ(q)σ (q)diag[p])D2p v(q, y)],
Hν [v](q, y) := HM(p)ν0
(−M(p)−1diag[p]Dpv(q, y))+ sup
γ∈Rd
Gγν [v](q, y),
Gγν [v](q, y) := 12 |γ |
2v yy(q, y) + γ ·
{(
σ(q)−1ν + θ(q))v y(q, y) + σ(q)diag[p]Dpv y(q, y)},
and Hν0(μ) := δ(ν) − νμ.
Now we state our main result.
Theorem 4.4. Assuming that (4.1) holds, we have the following assertions:
(i) v is a discontinuous viscosity solution to (4.7).
(ii) v∗(T ,b, p, y)min
{
h∗(T ,b, p), F (p) − U−1(y)/b} for all (b, p, y) ∈ (0,∞)1+d × U .
(iii) v∗(T ,b, p, y)min
{
h∗(T ,b, p), F (p) − U−1(y)/b
}
for all (b, p, y) ∈ (0,∞)1+d × U,
if there exist constants C ′, c1 > 0 such that
−F (p) C ′(1+ |log p|), p ∈ (0,∞)d, (4.8a)
c2 := inf
y>0
[
U
(
I(y)
)+ c1 log y]> −∞. (4.8b)
Proof. Here we shall prove the terminal conditions (ii) and (iii). The proof of (i) is a direct consequence of Proposition 4.13
and 4.16, reported in the following subsections.
Fix arbitrary q = (b, p) ∈ (0,∞)1+d and y ∈ U . Let {(tm,qm, ym)} ⊂ [0, T ) × (0,∞)1+d × U be a sequence satisfying
(tm,qm, ym)
m→∞−−−−→ (T ,q, y).
(ii) (4.2) implies v∗(T ,q, y) h∗(T ,q). Notice that
lim
m→∞ v(tm,qm, ym) limm→∞E
tm,qm
[
Zθ tm (T )F (PT ) + zU˜
(
Zθ tm (T )
zBT
)]
− zy = F (p) + zU˜({zb}−1)− zy, z > 0,
where Zθ tm (T ) = exp[
∫ T
tm
θs dWs −
∫ T
tm
(|θs|2/2)ds], and thus
v∗(T ,q, y) F (p) + inf{zU˜({zb}−1)− zy}= F (p) − U−1(y)/b.z>0
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m→∞−−−−→ v∗(T ,q, y) and (4.8) holds. Proposition 3.13 guarantees that there is a {νm ∈
D(tm), m 1} such that
v(tm,qm, ym) +m−1
 Etm,qmνm
[ T∫
tm
δ
(
M(Ps)ν
m
s
)
ds+ F (PT )
]
+ inf
z>0
z · Etm,qm
[
U˜
(
Zνm (T )
zBT
)
− ym
]
(4.9)
 h(tm,qm) − Etm,qm
[
Zνm (T )
BT
I
(
μm
Zνm (T )
BT
)]
, (4.10)
where μm > 0 is the solution to
E
tm,qm
[
(U ◦ I)(μmZνm (T )/BT )]= ym. (4.11)
By taking a relabeled subsequence, we may assume
Λ := lim
m→∞
E
tm,qm
[ T∫
tm
∣∣νms ∣∣2 ds
]
= lim
m→∞E
tm,qm
[ T∫
tm
∣∣νms ∣∣2 ds
]
.
Case 1: Λ < ∞. If we denote pm = (pm1, . . . , pmd) , νm = (νm1 , . . . , νmd ) and σ = (σ1 · · ·σd) , then we see that
log
Pmk (T )
pmk
:=
T∫
tm
σk(s)
 dWs − 1
2
T∫
tm
∣∣σk(s)∣∣2 ds + T∫
tm
νmk (s)ds
m→∞−−−−→ 0 a.s. and in L1
for k = 1, . . . ,d. Now we use (4.8a) and Fatou’s lemma to get
lim
m→∞
E
tm,qm
νm
[
F (PT )
]= lim
m→∞
E
[
F
(
PmT
)+ C ′(1+ ∣∣log PmT ∣∣)]− C ′(1+ E[∣∣log PmT ∣∣]) F (p).
In view of (4.9) and δ  0, we have v∗(T ,b, p, y) F (p) − U−1(y)/b by using Jensen’s inequality and (4.4).
Case 2: Λ = ∞. Notice that limm→∞ Etm,qm [
∫ T
tm
|σ−1s νms + θs|2 ds] = ∞ because of |ν|2  2|σ |2[|σ−1ν + θ |2 + |θ |2]. Using
(4.8b) and (4.11), we get
logμm  logbm + Etm,qm
[ T∫
tm
[
rs + 1
2
∣∣σ−1s νms + θs∣∣2]ds
]
− ym − c2
c1
m→∞−−−−→ ∞.
Hence Jensen’s inequality and L’Hospital’s rule provide
lim
m→∞E
tm,qm
[
Zνm (T )
BT
I
(
μm
Zνm (T )
BT
)]
= lim
m→∞
1
μm
E
tm,qm
[
(U ◦ I)
(
μm
Zνm (T )
BT
)
− U˜
(
μm
Zνm (T )
BT
)]
 lim
m→∞
ym − U˜ (μmb−1m e‖r‖∞(T−tm))
μm
= 0.
This implies v∗(T ,b, p, y) h∗(T ,b, p) by (4.10), and thus assertion (iii) holds true. 
Remark 4.5. Since (U ◦ I) is decreasing, we see that the condition (4.8b) holds whenever the function x → (U ◦ I)(ex)
is convex. Hence we note that the logarithmic utility U (x) = log x and the power utility U (x) = xa/a,a ∈ (0,1) satisfy
(4.8b). However, we know that condition (4.8b) does not hold in the case of U (x) = x−a/(−a) for some a > 0, because
U (I(y)) + c1 log y = y aa+1 /(−a) + c1 log y y→0 or ∞−−−−−→ −∞ for any c1 > 0.
Remark 4.6. The same arguments as Section 5.4 in [1] provide the following results.
Assume that the payoff function F satisﬁes the condition (4.1) for some k˜ ∈ int(K ∩ Rd+).
(i) Let M(p) be the identity matrix. Then
h∗(T ,b, p) = h∗(T ,b, p) = inf
logq−log p∈K˜
[
F (q) + δ(logq − log p)], (b, p) ∈ (0,∞)1+d.
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h∗(T ,b, p) = h∗(T ,b, p) = inf
q∈(0,∞)d,q−p∈K˜
[
F (q) + δ(q − p)], (b, p) ∈ (0,∞)1+d.
We conclude this subsection by introducing approximations of V and v . Let us deﬁne
V n(q, z) := inf
ν∈Dn(t)
f ν(q, z), vn(q, y) := inf
z>0
[
V n(q, z) − zy], n 1,
for q = (t,b, p) ∈ [0, T ) × (0,∞)1+d , z > 0 and y ∈ U . It is clear that
V n(q, z) ↘ V (q, z), vn(q, y) ↘ v(q, y) as n → ∞. (4.12)
4.2. Subsolutions
Lemma 4.7. Let (t,q) ∈ [0, T ] × (0,∞)1+d. Then V n(t,q,•) is a convex function on (0,∞).
Proof. Let ν0, ν1 ∈ Dn(t), z0, z1 > 0, λ ∈ [0,1] and set z := λz0 + (1 − λ)z1. Let us deﬁne the processes αs :=
λZν0 (s)/{λZν0 (s) + (1 − λ)Zν1 (s)} and ν(s) := αsν0(s) + (1 − αs)ν1(s). Notice that ν ∈ Dn(t) and Zν = λZν0 + (1 − λ)Zν1 .
Since δ and U˜ are convex, we have
λ f ν0(t,q, z0) + (1− λ) f ν1(t,q, z1)
= Et,q
[
Zν(T )F (PT ) +
T∫
t
Zν(s)
{
αsδ
(
M(Ps)ν0(s)
)+ (1− αs)δ(M(Ps)ν1(s))}ds]
+ zEt,q
[
λz0
λz0 + (1− λ)z1 U˜
(
Zν0(T )
z0BT
)
+ (1− λ)z1
λz0 + (1− λ)z1 U˜
(
Zν1(T )
z1BT
)]
 f ν(t,q, z) V n(t,q, z). (4.13)
Hence the function z → V n(t,q, z) is convex. 
Lemma 4.8. Let (t,q, z) ∈ [0, T ] × (0,∞)1+d × (0,∞). Then there exists a positive random variable Z such that
V nz(t,b, p, z) = Et,b,p
[
(U ◦ I)
( Z
zBT
)]
. (4.14)
Moreover, V nz (t,q,0+) = U (0) and V nz (t,q,∞) = U (∞).
Proof. Clearly, the assertions hold true with Z = 1 for t = T . Let t ∈ [0, T ).
1. We take a sequence {νm}m ⊂ Dn(t) such that V n(t,q, z) + m−2  f νm (t,q, z), m  1. Let us deﬁne ν∗N (s) :=∑N
m=1 αNm(s)νm(s) ∈ Dn(t) for αNm(s) := Zνm (s)/
∑N
i=1 Zνi (s), and thus Zν∗N = (1/N)
∑N
m=1 Zνm . Then we have the following
analogue of (4.13):
V n(t,q, z) + 2
N
 1
N
N∑
m=1
f νm(t,q, z) f ν∗N (t,q, z) V n(t,q, z). (4.15)
From this and Jensen’s inequality, we know that
h(t,q) Et,q
[ T∫
t
Zν∗N (s)δ
(
M(Ps)ν
∗
N(s)
)
ds + Zν∗N (T )F (PT )
]
 V n(t,q, z) + 2− zU˜(e‖r‖∞(T−t)/{zb}).
Therefore, after passing to a subsequence,
E
t,q
[ T∫
Zν∗N (s)δ
(
M(Ps)ν
∗
N(s)
)
ds + Zν∗N (T )F (PT )
]
N→∞−−−−→ γ̂ ∗ = γ̂ ∗(t,q, z) ∈ R.t
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Zν∗N (T ) =
1
N
N∑
m=1
Zνm (T )
N→∞−−−−→ Z = Z(t,q, z) 0 a.s.
Then Fatou’s lemma gives
E
t,q[Zβ] lim
N→∞
E
t,q[Zν∗N (T )β] exp[ |β2 − β|2 Tn(t)
]
, β ∈ R, (4.16)
where Tn(t) := (‖σ−1‖∞n+ ‖θ‖∞)2(T − t). By a computation similar to (3.4), we get
E
t,q
[{
U˜
( Zν∗N (T )
zBT
)+}2]
 2U˜ (η0)2
{
1+ Et,q
[( Zν∗N (T )
η0zBT
) 2η
η−1 ]}
 2U˜ (η0)2
{
1+ (η0zbe‖r‖∞(T−t)) 2η1−η · e η(1+η)(1−η)2 Tn(t)}
which implies that {U˜ (Zν∗N (T )/{zBT })+}N is uniformly integrable. Thus
lim
N→∞E
t,q
[
U˜
( Zν∗N (T )
zBT
)+]
= Et,q
[
U˜
( Z
zBT
)+]
.
Also, along the same line as the proof of Lemma 3.2 in Kramkov & Schachermayer [19], we can prove that
lim
N→∞E
t,q
[
U˜
( Zν∗N (T )
zBT
)−]
= Et,q
[
U˜
( Z
zBT
)−]
, and hence V n(t,q, z) = γ̂ ∗ + zEt,q
[
U˜
( Z
zBT
)]
.
2. For x> 0, let φ(x) := Et,q[U˜ (xZ/BT )] and g(x) := γ̂ ∗ + xφ(1/x). Taking (4.16) into account, the same proof as for (3.9)
provides
g′(x) = Et,q
[
U˜
( Z
xBT
)
+ Z
xBT
I
( Z
xBT
)]
= Et,q
[
(U ◦ I)
( Z
xBT
)]
, x> 0. (4.17)
Using the inequalities g(z) = V n(t,q, z) and g(x) = limN→∞ f ν∗N (t,q, x) V n(t,q, x), we have
V n(t,q, z ± ε) − V n(t,q, z)
ε
 g(z ± ε) − g(z)
ε
ε↓0−→ ±g′(z).
This implies (4.14). Moreover, we know from the following that V nz (t,q,∞) = U (∞):
V nz(t,q, z) U˜
(
E
t,q
[ Z
zBT
])
 U˜
(
e‖r‖∞(T−t)
zb
)
z→∞−−−−→ U˜ (0+) = U (∞). (4.18)
3. We have the following analogue of (4.17):
f νz (t,q, z) = Et,q
[
(U ◦ I)
(
Zν(T )
zBT
)]
, ν ∈ Dn(t).
We recall the time-change4 for martingales. By Jensen’s inequality, we then have
f νz (t,q, z) U
(
E
t,q
[
I
(
e−W˜ (
∫ T
t |σ−1s νs+θs|2ds)− 12
∫ T
t |σ−1s νs+θs|2ds
zBT
)])
 U
(
χ0
(
zbe‖r‖∞(T−t)
))
,
where χ0(ζ ) := E[I(e−W˜ ∗(Tn(t))−Tn(t)/2/ζ )] with the running maximum W˜ ∗ of a one-dimensional Brownian motion W˜ . Since
E[exp{W˜ ∗(Tn(t))/(1−η)}] 2exp[Tn(t)/{2(1−η)2}], we can prove χ0(ζ ) < ∞ for all ζ > 0 by a calculation similar to (3.4).
Hence we have
V n(t,q, z + ε) − V n(t,q, z)
ε
 sup
ν∈Dn(t)
f νz (t,q, z + ε) U
(
χ0
({z + ε}be‖r‖∞(T−t))). (4.19)
Letting ε ↓ 0 and z ↓ 0, the monotone convergence theorem shows V nz (t,q,0+) = U (0). 
Hereafter we shall represent C0 as a positive constant depending on ‖r‖∞ , ‖σ‖∞ , ‖θ‖∞ , ‖σ−1‖∞ , d, T , η, η0, C ′ , l
and n.
3 See Schwartz [25].
4 See Section 3.4.B of Karatzas & Shreve [18].
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Proof. For s, s′ ∈ [0, T ], ξ ∈ (0,∞)1+d and ν ∈ Dn(s′), let (Bs,ξ , P s,ξ ) be the solution to the SDE (2.1) with initial data
(Bs, Ps) = ξ , and we denote
Z s,ξν (u) := exp
[ u∫
s′
[(
σ
s,ξ
a
)−1
νa + θ s,ξa
]
dWa − 1
2
u∫
s′
∣∣(σ s,ξa )−1νa + θ s,ξa ∣∣2 da
]
, u ∈ [s′, T ],
where αs,ξa = α(a, Bs,ξa , P s,ξa )1{a>s} + α(a, ξ)1{as} for α = σ , θ . These notations allow us to remove the suﬃx (s, ξ) from
the expectation operator Es,ξ .
Let t ∈ [0, T ], q = (b, p) ∈ (0,∞)1+d and z > 0 be arbitrary.
1. For z0 ∈ (0, z), we know from (4.18)–(4.19) that
U˜
(
e‖r‖∞(T−t)
z0b
)
 V nz(t,q, z0) V nz(t,q, z) U
(
χ0
(
zbe‖r‖∞(T−t)
))
. (4.20)
2. Let q0 = (b0, p0) ∈ (0,∞)1+d and ν ∈ Dn(t) be arbitrary. The ﬁrst point to notice is that (4.1) and standard results5 on
solutions of the SDEs yield
E
[∣∣Zt,qν (T ) − Zt,q0ν (T )∣∣2] 12  C0|q − q0|,
E
[∣∣∣∣ Zt,qν (T )Bt,qT −
Zt,q0ν (T )
Bt,q0T
∣∣∣∣2]
1
2
 C0
(∣∣∣∣1b − 1b0
∣∣∣∣+ |b − b0| + |p − p0|),
E
[∣∣F (Pt,qT )− F (Pt,q0T )∣∣2] 12  C0(1+ wl(p) + wl(p0))|q − q0|.
Recall that the convex function U˜ satisﬁes U˜ (z1) − U˜ (z2)  U˜ ′(z1)(z1 − z2). Since E[I(Zt,qν (T )/{zBt,qT })2]1/2  C0(1 +
(zb)1/(1−η)) by analogy with (3.4), we have
zE
[
U˜
(
Zt,qν (T )
zBt,qT
)
− U˜
(
Zt,q0ν (T )
zBt,q0T
)]
 E
[
U˜ ′
(
Zt,qν (T )
zBt,qT
)(
Zt,qν (T )
Bt,qT
− Z
t,q0
ν (T )
Bt,q0T
)]
 E
[
I
(
Zt,qν (T )
zBt,qT
)2] 12
E
[∣∣∣∣ Zt,qν (T )Bt,qT −
Zt,q0ν (T )
Bt,q0T
∣∣∣∣2]
1
2
 C0
(
1+ (zb) 11−η )[∣∣b−1 − (b0)−1∣∣+ |q − q0|]
and
E
[∣∣Zt,qν (T )F (Pt,qT )− Zt,q0ν (T )F (Pt,q0T )∣∣]
 E
[∣∣Zt,qν (T ) − Zt,q0ν (T )∣∣2] 12 E[F (Pt,qT )2] 12 + E[Zt,q0ν (T )2]] 12 E[∣∣F (Pt,qT )− F (Pt,q0T )∣∣2] 12
 C0
(
1+ |q|)(1+ wl(p) + wl(p0))|q − q0|.
If we denote α := √dmax1 jd{κ j1{κ j<∞} + κ j1{κ j<∞}}, we further observe that
E
[ T∫
t
∣∣Zt,qν (s)δ(M(Pt,qs )νs)− Zt,q0ν (s)δ(M(Pt,q0s )νs)∣∣ds
]
 nαE
[ T∫
t
∣∣Zt,qν (s)M(Pt,qs )− Zt,q0ν (s)M(Pt,q0s )∣∣ds
]
 nα
T∫
t
(
E
[∣∣Zt,qν (s) − Zt,q0ν (s)∣∣2] 12(1+ E[∣∣Pt,qs ∣∣2] 12)+ E[Zt,q0ν (s)2] 12 E[∣∣Pt,qs − Pt,q0s ∣∣2] 12)ds
 C0
(
1+ |q|)|q − q0|,
5 See (D.8) & (D.4) in Appendix D of Fleming & Soner [9].
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ν+j κ j1{κ j<∞}] satisﬁes |δ(k0) − δ(k1)| α|k0 − k1| for all k0,k1 ∈ K˜ . From these estimates we see that∣∣V n(t,q, z) − V n(t,q0, z)∣∣
 sup
ν∈Dn(t)
∣∣ f ν(t,q, z) − f ν(t,q0, z)∣∣
 C0
{(
1+ |q|)(1+ wl(p) + wl(p0))|q − q0| + (1+ (zb) 11−η + (zb0) 11−η )[∣∣b−1 − (b0)−1∣∣+ |q − q0|]}. (4.21)
3. To ensure that V n is continuous, it suﬃces to prove that
|V n(t,q, z) − V n(t0,q, z)|√
t0 − t  C0
(
1+ b−1 + |q|2)(1+ (zb) 11−η + wl(p)) (4.22)
for 0 t < t0  T .
3-1. Let ν ∈ Dn(t) be arbitrary and we take a ν0 ∈ Dn(t0) such that ν0(s) = ν(s) for all s ∈ [t0, T ]. If we deﬁne Y (s) :=
Zt,qν (s)/B
t,q(s) and Y0(s) := Zt0,qν0 (s)/Bt0,q(s) = Zt0,qν (s)/{Zt0,qν (t0)Bt0,q(s)} for s ∈ [t0, T ], Y and Y0 satisfy SDEs
dY (s)
Y (s)
= βt,qν (s) dWs − rt,qs ds, dY0(s)Y0(s) = β
t0,q
ν (s)
 dWs − rt0,qs ds, s ∈ [t0, T ]
with Y (t0) = Zt,qν (t0)/Bt,q(t0) and Y0(t0) = b−1 respectively, where ra,ξs = r(s, Ba,ξs , Pa,ξs ) and βa,ξν (s) =
σ(s, Ba,ξs , P
a,ξ
s )
−1ν(s) + θ(s, Ba,ξs , Pa,ξs ). Comparing (Y , Bt,q, Pt,q) with (Y0, Bt0,q, Pt0,q), we know from (D.8) & (D.4) in Ap-
pendix D of [9] that
E
[∣∣∣∣ Zt,qν (T )Bt,qT −
Zt0,qν0 (T )
Bt0,qT
∣∣∣∣2]
1
2
= E
[
E
[∣∣∣∣ Zt,qν (T )Bt,qT −
Zt0,qν (T )
Bt0,qT Z
t0,q
ν (t0)
∣∣∣∣2∣∣∣Ft0]]
1
2
 C0E
[∣∣∣∣ Zt,qν (t0)Bt,q(t0) − 1b
∣∣∣∣2 + ∣∣Bt,q(t0) − b∣∣2 + ∣∣Pt,q(t0) − p∣∣2]
1
2
 C0
(
b−1 + b + |p|)√t0 − t.
By similar arguments and (4.1), we can also obtain
E
[∣∣Zt,qν (T ) − Zt0,qν0 (T )∣∣2] 12  C0(1+ |q|)√t0 − t,
E
[∣∣F (Pt,qT )− F (Pt0,qT )∣∣2] 12  C0E[(1+ wl(Pt,qT )+ wl(Pt0,qT ))4] 14 E[∣∣Pt,qT − Pt0,qT ∣∣4] 14
 C0
(
1+ wl(p)
)(
1+ |q|)√t0 − t.
Similarly to Step 2, using the estimates above, we can deduce the following:
E
[
zU˜
(
Zt0,qν0 (T )
zBt0,qT
)
− zU˜
(
Zt,qν (T )
zBt,qT
)]
 C0
(
1+ (zb) 11−η )E[∣∣∣∣ Zt,qν (T )Bt,qT −
Zt0,qν0 (T )
Bt0,qT
∣∣∣∣2]
1
2
 C0
(
1+ (zb) 11−η )(b−1 + |q|)√t0 − t,
E
[∣∣Zt,qν (T )F (Pt,qT )− Zt0,qν0 (T )F (Pt0,qT )∣∣]
 E
[∣∣Zt,qν (T ) − Zt0,qν0 (T )∣∣2] 12 E[F (Pt,qT )2] 12 + E[Zt0,qν0 (T )2] 12 E[∣∣F (Pt,qT )− F (Pt0,qT )∣∣2] 12
 C0
(
1+ |q|2)(1+ wl(p))√t0 − t,
E
[∣∣∣∣∣
T∫
t
Zt,qν (s)δ
(
M
(
Pt,qs
)
νs
)
ds −
T∫
t0
Zt0,qν0 (s)δ
(
M
(
Pt0,qs
)
νs
)
ds
∣∣∣∣∣
]
 C0
t0∫
t
E
[
Zt,qν (s)
(
1+ ∣∣Pt,qs ∣∣)]ds+ C0 T∫
t0
E
[∣∣Zt,qν (s)M(Pt,qs )− Zt0,qν0 (s)M(Pt0,qs )∣∣]ds
 C0
(
1+ |q|2)√t0 − t.
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f ν0(t0,q, z) f ν(t,q, z) + C0
[(
1+ (zb) 11−η )(b−1 + |q|)+ (1+ |q|2)(1+ wl(p))]√t0 − t.
This implies V n(t0,q, z) V n(t,q, z) + C0(1+ b−1 + |q|2)(1+ (zb)
1
1−η + wl(p))√t0 − t .
3-2. Since Dn(t0) ⊂ Dn(t), arguments similar to Step 2 & 3-1 guarantee that
V n(t,q, z) − V n(t0,q, z) sup
ν∈Dn(t0)
[
f ν(t,q, z) − f ν(t0,q, z)
]
 sup
ν∈Dn(t0)
{
E
[ t0∫
t
δ
(
M
(
Pt,qs νs
))
ds +
T∫
t0
∣∣δ(Zt,qν (s)M(Pt,qs νs))− δ(Zt0,qν (s)M(Pt0,qs νs))∣∣ds
+ ∣∣Zt,qν (T )F (Pt,qT )− Zt0,qν (T )F (Pt0,qT )∣∣+ z{U˜( Zt,qν (T )
zBt,qT
)
− U˜
(
Zt0,qν (T )
zBt0,qT
)}]}
 C0
[(
1+ (zb) 11−η )(b−1 + |q|)+ (1+ |q|2)(1+ wl(p))]√t0 − t.
Hence the proof of the continuity of V n is completely established.
4. Finally we shall verify the continuity of V nz . Let {(tm,qm, zm)} ⊂ [0, T ]×(0,∞)1+d+1 be an arbitrary sequence satisfying
(tm,qm, zm)
m→∞−−−−→ (t,q, z). Since V n(t,q,•) is convex, V n(tm,qm, zm±ε)−V n(tm,qm, zm)±V nz (tm,qm, zm)ε, and thus we
have
lim
m→∞ V
n
z(tm,qm, zm)
V n(t,q, z + ε) − V n(t,q, z)
ε
ε↓0−→ V nz(t,q, z),
lim
m→∞
V nz(tm,qm, zm)
V n(t,q, z − ε) − V n(t,q, z)
−ε
ε↓0−→ V nz(t,q, z)
by the continuity of V n . Hence the proof is complete. 
Remark 4.10. From the continuity of V n , we know that vn and v are upper semi-continuous on [0, T ] × (0,∞)d+1 × U .
Lemma 4.11. V n satisﬁes the dynamic programming principle: For every (t,b, p, z) ∈ [0, T ) × (0,∞)1+d+1 and an F-stopping time
τ with t  τ  T a.s.,
V n(t,b, p, z) = inf
ν∈Dn(t)
E
t,b,p
ν
[ τ∫
t
δ
(
M(Ps)νs
)
ds + V n
(
τ , Bτ , Pτ ,
z
Zν(τ )
)]
. (4.23)
Proof. Fix arbitrary t ∈ [0, T ), q = (b, p) ∈ (0,∞)1+d , z > 0 and F-stopping time τ taking values in [t, T ]. Then we observe
V n(t,q, z) = inf
ν∈Dn(t)
E
t,q
[ τ∫
t
Zν(s)δ
(
M(Ps)νs
)
ds
+ Zν(τ )Et,q
[ T∫
τ
Zν(s)
Zν(τ )
δ
(
M(Ps)νs
)
ds+ Zν(T )
Zν(τ )
F (PT ) + z
Zν(τ )
U˜
(
Zν(T )/Zν(τ )
(z/Zν(τ ))BT
)∣∣∣Fτ]]
 inf
ν∈Dn(t)
E
t,q
[ τ∫
t
Zν(s)δ
(
M(Ps)νs
)
ds+ Zν(τ )V n
(
τ , Bτ , Pτ ,
z
Zν(τ )
)]
.
For all ν ∈ Dn(t), it is clear that the inequalities (4.20)–(4.22) hold true even if we replace V n with f ν . Hence we can
prove the reverse inequality by a space discretization as in the proof of Theorem 2.5 of [2]. 
Lemma 4.12. vn is a viscosity subsolution to the following DPE:
min
{
−vnyy,−
{
L[vn]+ inf
ν∈K˜n
Hν
[
vn
]}}
(t,q, y) = 0, (t,q, y) ∈ [0, T ) × (0,∞)1+d × U . (4.24)
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vn − ϕ)(t0,q0, y0) = max
[0,T ]×R1+d+ ×U
((
vn
)∗ − ϕ). (4.25)
We may assume that (vn − ϕ)(t0,q0, y0) = 0. Assume −2c := ϕyy(t0,q0, y0) < 0 and we seek to show
L[ϕ](t0,q0, y0) + inf
ν∈K˜n
Hν [ϕ](t0,q0, y0) 0. (4.26)
1. Let ε0 ∈ (0, (T − t0) ∧ 1) be a number such that Bε0 (q0) × [y0 − 6ε0, y0 + 6ε0] ⊂ (0,∞)1+d × U ,
ϕyy(t,q, y)−c, (t,q) ∈ S(ε0), y ∈ [y0 − 6ε0, y0 + 6ε0],
where S(ε) := [(t0 − ε)+, t0 + ε] × Bε(q0) and Bε(q0) is the closed ball centered at q0 with radius ε > 0. Let ζ∗ ∈ (0,1)
be a number satisfying 1 − ζ∗ max{z−4/z−3, z1/z2} and 1 + ζ∗ min{z−2/z−3, z3/z2}, where zk is a positive number
such that V nz (t0,q0, zk) = y0 + kε0. For ε ∈ (0, ε0), let us deﬁne Υε(t,q, z) := V nz (t,q, z) + ε2(1 − e−z). We then observe
that
ε0 + Υε
(
t0,q0, z−3(1+ ζ∗)
)
 y0  Υε
(
t0,q0, z2(1− ζ∗)
)− ε0,
−4ε0 + Υε
(
t0,q0, z2(1+ ζ∗)
)
 y0  Υε
(
t0,q0, z−3(1− ζ∗)
)+ 4ε0.
Hence there is an ε1 ∈ (0, ε0) such that, for all (t,q) ∈ S(ε1),
Υε
(
t,q, z−3(1+ ζ∗)
)
 y0  Υε
(
t,q, z2(1− ζ∗)
)
,
−5ε0 + Υε
(
t,q, z2(1+ ζ∗)
)
 y0  Υε
(
t,q, z−3(1− ζ∗)
)+ 5ε0.
2. Fix an arbitrary ν ∈ K˜n . For ε ∈ (0, ε1), we deﬁne
τ = τ ε := (t0 + ε) ∧ inf
{
s t0:
(
Bs, Ps, Zν(t0)/Zν(s)
)
/∈ Bε1(q0) × [1− ζ∗,1+ ζ∗]
}
,
Yτ (z) := Υε
(
τ , Bτ , Pτ , zZν(t0)/Zν(τ )
)
, z > 0
and ψ(z) := Et0,q0 [Yτ (z)]. Then we know from (4.20) that |ψ(z)| < ∞ for all z > 0. In view of Lemmas 4.8 & 4.9, the
monotone convergence theorem guarantees that ψ is continuous, ψ(0+) = U (0) and ψ(∞) = U (∞) + ε2. Let zε be a
positive number such that ψ(zε) = y0. We then have
inf
(t,q)∈S(ε1)
Υε
(
t,q, z2(1− ζ∗)
)
 y0 = ψ(zε) inf
(t,q)∈S(ε1)
Υε
(
t,q, zε(1− ζ∗)
)
,
sup
(t,q)∈S(ε1)
Υε
(
t,q, z−3(1+ ζ∗)
)
 y0 = ψ(zε) sup
(t,q)∈S(ε1)
Υε
(
t,q, zε(1+ ζ∗)
)
.
This implies that z−3  zε  z2 and
y0 − 5ε0  inf
(t,q)∈S(ε1)
Υε
(
t,q, z−3(1− ζ∗)
)
 Yτ (zε) sup
(t,q)∈S(ε1)
Υε
(
t,q, z2(1+ ζ∗)
)
 y0 + 5ε0.
Further, we easily see that limε↓0 Yτ (zε) = y0 a.s. The martingale representation theorem6 guarantees that
Y εt := Et0,q0
[
Yτ ε (zε)|Ft
]= y0 + t∫
t0
(
γ εs
)
dWs, t ∈ [t0, t0 + ε],
for some γ ε ∈ Γy0 . Note that |Y εt − y0| 5ε0 a.s. for all t ∈ [t0, t0 + ε].
3. In view of (4.23), (4.25) and vn(t,q, V nz (t,q, z)) = V n(t,q, z) − zV nz (t,q, z), we have
ϕ(t0,q0, y0) = vn(t0,q0, y0) V n(t0,q0, zε) − y0zε
 Et0,q0
[ τ∫
t0
Zν(s)
Zν(t0)
δ
(
M(Ps)ν
)
ds+ Zν(τ )
Zν(t0)
V n
(
τ , Bτ , Pτ , zε
Zν(t0)
Zν(τ )
)
− zεYτ (zε)
]
6 See Theorem 3.4.15 of Karatzas & Shreve [18].
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[ τ∫
t0
Zν(s)
Zν(t0)
δ
(
M(Ps)ν
)
ds+ Zν(τ )
Zν(t0)
vn
(
τ , Bτ , Pτ , Yτ (zε) − ε2
[
1− e−zε Zν (t0)/Zν (τ )])]
− ε2zεEt0,q0
[
1− e−zε Zν (t0)/Zν (τ )]
 Et0,q0ν
[ τ∫
t0
δ
(
M(Ps)ν
)
ds+ ϕ(τ , Bτ , Pτ , Yτ (zε))]
− Et0,q0ν
[
ϕ
(
τ , Bτ , Pτ , Yτ (zε)
)− ϕ(τ , Bτ , Pτ , Yτ (zε) − ε2[1− e−zε Zν (t0)/Zν (τ )])]
 Et0,q0ν
[ τ∫
t0
δ
(
M(Ps)ν
)
ds+ ϕ(τ , Bτ , Pτ , Yτ (zε))]+ ε2 sup
(t,q)∈S(ε1)
ϕy(t,q, y0 + 5ε0)−,
where the last inequality follows from the fact that ϕy(t,q,•) is decreasing on [y0 − 6ε0, y0 + 6ε0] for all (t,q) ∈ S(ε1).
Applying Itô’s formula to ϕ , we have
−ε2 sup
(t,q)∈S(ε1)
ϕy(t,q, y0 + 5ε0)−
 Et0,q0ν
[ τ∫
t0
{L[ϕ] + δ(M(p)ν)+ Dpϕ · (diag[p]ν)+ Gγ εsν [ϕ]}(s, Bs, Ps, Ys)ds
]
 Et0,q0ν
[ τ∫
t0
{L[ϕ] + Hν [ϕ]}(s, Bs, Ps, Ys)ds]
= εEt0,q0ν
[ 1∫
0
1{s τε−t0ε }
{L[ϕ] + Hν [ϕ]}(t0 + εs, Bt0+εs, Pt0+εs, Yt0+εs)ds
]
=: εLε.
Standard results7 on solutions of the SDEs yield
0 1− ε−1Et0,q0ν
[
τ ε − t0
]
 Pt0,q0ν
{
τ ε < t0 + ε
}
 Pt0,q0ν
{
sup
t0st0+ε
∣∣(Bs, Ps) − q0∣∣ ε1}+ Pt0,q0ν { sup
t0st0+ε
∣∣∣∣log Zν(s)Zν(t0)
∣∣∣∣ log(1+ ζ∗)}
 ε · C0
[
ε−21 +
{
log(1+ ζ∗)
}−2]
.
Therefore, after passing to a subsequence, (τ ε − t0)/ε ε↓0−→ 1 a.s. Hence the dominated convergence theorem shows that
0 limε↓0 Lε = {L[ϕ] + Hν [ϕ]}(t0,q0, y0). By taking inﬁmum over ν ∈ K˜n , we obtain (4.26). 
Proposition 4.13. v is a viscosity subsolution to (4.7).
Proof. Denote O := [0, T ) × (0,∞)1+d × U , and deﬁne
v(x) := lim
m→∞ sup
{
vn
(
x′
)
: nm, x′ ∈ O , |x− x′|m−1}, x ∈ O .
Recall (4.12) and Remark 4.10. Then
v(x) lim
m→∞ sup
{
v
(
x′
)
: x′ ∈ O , ∣∣x− x′∣∣m−1}= v∗(x), x ∈ O ,
v(x) lim
m→∞ sup
{
vn
(
x′
)
: x′ ∈ O , ∣∣x− x′∣∣m−1} vn(x) n→∞−−−−→ v(x), x ∈ O .
These imply that v∗  v = (v)∗  v∗ , i.e., v∗ = v . In view of Lemma 4.12, the assertion follows from Remark 6.2 of Crandall
et al. [3]. 
7 See (D.12) in Appendix D of Fleming & Soner [9].
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Given a smooth test function ϕ deﬁned on [0, T ] × Rd+2, we shall denote
M0(ϕ) :=
{
q ∈ [0, T ] × R1+d+ × U : L[ϕ](q) + inf
ν∈K˜n
Hν [ϕ](q) > 0
}
.
We also denote Sρ(x0) := Bρ(x0) ∩ [Rd+1+ × U ] for x0 ∈ Rd+1+ × U and ρ > 0.
Lemma 4.14. Let t0 ∈ [0, T ) and x0 = (q0, y0) ∈ Rd+1+ × U . Let ρ ∈ (0, T − t0) be a number such that S2ρ(x0) is a closed subset
of Rd+2 , and set (t1, t2) := ((t0 − ρ)+, t0 + ρ). Assume that a smooth test function ϕ deﬁned on [0, T ] × Rd+2 satisﬁes
(t1, t2) × int S2ρ(x0) ⊂ M0(ϕ) and sup
(t,x)∈[t1,t2]×S2ρ(x0)
ϕyy(t, x)−c (4.27)
for some c > 0. Then
inf
{
vn − ϕ: ∂∗[(t1, t2) × S2ρ(x0)]} vn∗(t0, x0) − ϕ(t0, x0), (4.28)
where ∂∗[(t1, t2) × S] = (t1, t2] × {∂ S ∩ [(0,∞)d+1 × U ]} ∪ {t2} × int S.
Proof. Let {(tk, xk)}k3 ⊂ [t1, t2) × int S2ρ(x0) be a sequence such that (tk, xk, vn(tk, xk)) converges to (t0, x0, vn∗(t0, x0)) as
k → ∞. Fix arbitrary k 3 and z, ε > 0. By (4.23), there exists a ν ∈ Dn(tk) such that
V n(tk,qk, z) + ε  Etk,qkν
[ τ∫
t
δ
(
M(Ps)νs
)
ds + V n
(
τ , Bτ , Pτ ,
z
Zν(τ )
)]
,
where (qk, yk) = xk . Let Y be the unique solution to the SDE
dYs = γc
(
s, ξ
(
Btk,qks , P
tk,qk
s , Ys
)
, νs
)
dWs, s ∈ [tk, t2], Y (tk) = yk,
where ξ(x) = x0 + 3ρ(x− x0)/{(3ρ) ∨ |x− x0|},
γc(t,q, y,μ) = γ ∗μ(t,q, y)ϕyy(t,q, y)/
{
(−c) ∧ ϕyy(t,q, y)
}
,
γ ∗μ(t,q, y)ϕyy(t,q, y) = −
{(
σ−1(t,q)μ+ θ(t,q))ϕy(t,q, y) + σ(t,q)diag[p]Dpϕy(t,q, y)}.
We also deﬁne
τ := inf{s > tk: (Btk,qks , Ptk,qks , Ys) /∈ int S2ρ(x0)}∧ t2.
The point to observe is that supγ Gγμ[ϕ](t,q, y) = −ϕyy(t,q, y)|γ ∗μ(t,q, y)|2/2 and {Ys∧τ }s is a P-martingale satisfying
E
tk,qk [Yτ ] = yk and dYs = γ ∗νs (s, Btk,qks , Ptk,qks , Ys)dWs for s ∈ [tk, τ ]. We then have
V n(tk,qk, z) + ε − zyk  Etk,qkν
[ τ∫
t
δ
(
M(Ps)νs
)
ds + V n
(
τ , Bτ , Pτ ,
z
Zν(τ )
)
− z
Zν(τ )
Yτ
]
 Etk,qkν
[ τ∫
t
δ
(
M(Ps)νs
)
ds + vn(τ , Bτ , Pτ , Yτ )
]
 inf
{
vn − ϕ: ∂∗[(t1, t2) × S2ρ(x0)]}+ Etk,qkν
[ τ∫
tk
δ
(
M(Ps)νs
)
ds + ϕ(τ , Bτ , Pτ , Yτ )
]
.
Taking account of (4.27), we have
E
tk,qk
ν
[ τ∫
tk
δ
(
M(Ps)νs
)
ds + ϕ(τ , Bτ , Pτ , Yτ )
]
= Etk,qkν
[ τ∫
tk
{L[ϕ] + Hν [ϕ]}(s, Bs, Ps, Ys)ds]+ ϕ(tk, xk)
 ϕ(tk, xk)
by Itô’s formula. Since z, ε > 0 are arbitrary, by combining the above inequalities, we have vn(tk, xk)−ϕ(tk, xk) inf{vn −ϕ:
∂∗[(t1, t2) × S2ρ(x0)]}. Letting k → ∞, we complete the proof. 
Lemma 4.15. vn is a viscosity supersolution to (4.24).
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vn∗ − ϕ
)
(t0,q0, y0) = (strict) min
[0,T ]×R1+d+ ×U
(
vn∗ − ϕ
)
. (4.29)
Since the function y → vn∗(t,q, y) is concave, we notice ϕyy(t0,q0, y0)  0. In order to verify the claim of this lemma,
therefore, we have to prove (t0, x0) := (t0,q0, y0) /∈ M0(ϕ).
Case 1: −2c := ϕyy(t0, x0) < 0. Assuming that (t0, x0) ∈ M0(ϕ), there is a ρ ∈ (0, T − t0) such that S2ρ(x0) is a closed
subset of Rd+2 and (4.27) holds, and thus we have (4.28) which is in contradiction with (4.29). Hence we see that (t0, x0) /∈
M0(ϕ).
Case 2: ϕyy(t0, x0) = 0. We deﬁne
ϕc(t,q, y) := ϕ(t,q, y) − c(y − y0)2, t ∈ [0, T ], (q, y) ∈ Rd+2, c > 0.
Arguing as in Case 1, we obtain (t0, x0) /∈ M0(ϕc). This means
−L[ϕ](t0, x0) inf
ν∈K˜n
[
δ
(
M(p)ν
)+ Dpϕ · diag[p]ν + |(σ−1ν + θ)ϕy + σdiag[p]Dpϕy|2
4c
]
(t0, x0)
=
[
δ
(
M(p)νc
)+ Dpϕ · diag[p]νc + |(σ−1νc + θ)ϕy + σdiag[p]Dpϕy|2
4c
]
(t0, x0)
for some νc ∈ K˜n , since K˜n is compact. By taking a relabeled subsequence, we may assume νc c↓0−→ ν0 ∈ K˜n . Then we notice
that {∣∣(σ−1ν0 + θ)ϕy + σdiag[p]Dpϕy∣∣}(t0, x0) = 0 and {L[ϕ] + δ(M(p)ν0)+ Dpϕ · diag[p]ν0}(t0, x0) 0,
and thus,{
L[ϕ] + inf
ν∈K˜n
Hν [ϕ]
}
(t0, x0)
{L[ϕ] + Hν0 [ϕ]}(t0, x0) = {L[ϕ] + δ(M(p)ν0)+ Dpϕ · diag[p]ν0}(t0, x0) 0.
This implies (t0, x0) /∈ M0(ϕ). 
Proposition 4.16. v is a viscosity supersolution to (4.7).
Proof. From the same arguments as Proposition 4.13, we know that
v∗(x) = v(x) := lim
m→∞ inf
{
vn
(
x′
)
: nm, x′ ∈ O , ∣∣x− x′∣∣m−1}, x ∈ O ,
where O := [0, T ) × (0,∞)1+d × U . Hence the previous lemma and Remark 6.2 of Crandall et al. [3] give the required
result. 
5. Proof of Theorem 3.6
Fix an arbitrary F ∈ C . It is easy to verify that û F (x) = −∞ for all x < −H(F ), and thus uF = û F on (−∞,−H(F )). To
prove that u∗F = û F on [−H(F ),∞), it suﬃces to ﬁx an arbitrary x> −H(F ) and show that uF (x) û F (x).
Let us introduce an approximation of û F . Let us deﬁne u˜ξ (μ) := infν∈D J˜ ξν(μ) and û F (x : ξ) := infμ>0 [˜uξ (μ) + μx] for
ξ  0 and μ > 0, where
J˜ ξν(μ) := E
[
U˜
(
μ
Zν(T ) + ξ Z0(T )
BT
)
+μ[Zν(T )F + Lν(T )]],
and set xξ := (1+ ξ)x+ ξE[Z0(T )F ] x.
Lemma 5.1. For each ξ > 0, u˜ξ (μ) is a proper convex function on (0,∞).
Proof. By (3.4) and Jensen’s inequality, we have
u˜ξ (μ) E
[
U˜
(
μ(1+ ξ)Z0(T )/BT
)+μZ0(T )F ]< ∞,
u˜ξ (μ) inf
{
U˜
(
μE
[
Zν(T ) + ξ Z0(T )])+μE[Zν(T )F + Lν(T )]} U˜(μ(1+ ξ)e‖r‖∞T )+μH(F ) > −∞.ν∈D BT
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Lemma 4.7. By analogy with (4.13), we then have
λ0 J˜
ξ
ν0(μ0) + (1− λ0)˜ J ξν1(μ1) J˜ ξν(μ) u˜ξ (μ).
This yields the convexity of u˜ξ . 
Lemma 5.2. For every ξ > 0, û F (x) û F (xξ : ξ) û F (xξ ).
Proof. Clearly, the second inequality holds since U˜ is decreasing. Let ν0 ∈ D and ξ > 0, and set λ := 1/(1+ ξ). Let ν ∈ D be
as in the proof of Lemma 4.7 with ν1 = 0. Then
J˜ ξν0(μ) = E
[
U˜
(
μ(1+ ξ)Zν(T )/BT
)+μ(1+ ξ)[Zν(T )F + Lν(T )]]−μξE[Z0(T )F ]
 u˜0
(
μ(1+ ξ))−μξE[Z0(T )F ],
and thus û F (x) u˜0(μ(1+ ξ)) +μ(1+ ξ)x J˜ ξν0 (μ) +μxξ . This means û F (x) û F (xξ : ξ). 
Lemma 5.3. Let ξ and μ be positive numbers. Then there are a γ̂ ∗ ∈ R and an R+-valued random variable Z∗ with E[Z∗] 1 such
that the following expressions hold:
(i) u˜ξ (μ) = E[U˜ (μ{Z∗ + ξ Z0(T )}/BT )] +μγ̂ ∗ .
(ii) u˜′ξ (μ) = γ̂ ∗ − E[{Z∗ + ξ Z0(T )}G∗], where BT G∗ := I(μ{Z∗ + ξ Z0(T )}/BT ).
(iii) −u˜′ξ (μ) E[Z∗G∗] − γ̂ ∗  supν∈D E[Zν(T ){G∗ − F } − Lν(T )].
Moreover, u˜′ξ (0+) = −∞ and u˜′ξ (∞) = H(F ).
Proof. Let {νm}m ⊂ D be a sequence satisfying u˜ξ (μ) + μm−2  J˜ ξνm (μ). Let ν∗N be as in the proof of Lemma 4.8 for t = 0.
By analogy with (4.15), we have
u˜ξ (μ) + 2μ
N
 E
[
U˜
(
μ
Zν∗N (T ) + ξ Z0(T )
BT
)
+μ 1
N
N∑
m=1
[
Zνm (T )F + Lνm (T )
]]
 J˜ ξ
ν∗N
(μ) u˜ξ (μ).
1. Extracting a subsequence, arguments similar to the proof of Lemma 4.8 provide
lim
N→∞E
[
Zν∗N (T )F + Lν∗N (T )
]= γ̂ ∗, Zν∗N (T ) = 1N
N∑
m=1
Zνm (T )
N→∞−−−−→ Z∗ a.s.
for some γ̂ ∗ ∈ R and R+-valued random variable Z∗ . Since U˜ (μξ Z0(T )/BT )+ ∈ L1 owing to (3.4) and it dominates
U˜ (μ[Zν∗N (T ) + ξ Z0(T )]/BT )+ , we have
lim
N→∞E
[
U˜
(
μ
Zν∗N (T ) + ξ Z0(T )
BT
)+]
= E
[
U˜
(
μ
Z∗ + ξ Z0(T )
BT
)+]
.
Also the same proof as for Lemma 3.2 of [19] yields
lim
N→∞E
[
U˜
(
μ
Zν∗N (T ) + ξ Z0(T )
BT
)−]
= E
[
U˜
(
μ
Z∗ + ξ Z0(T )
BT
)−]
.
Hence we obtain the ﬁrst assertion.
2. For z > 0, let φ(z) := E[U˜ (z[Z∗ + ξ Z0(T )]/BT )] and g(z) := zγ̂ ∗ + φ(z). By the same arguments as for (3.9), we then
have g′(z) = γ̂ ∗ −E[{Z∗ +ξ Z0(T )}G∗]. We also observe that g(μ) = u˜ξ (μ) and g(z) = limN→∞ J˜ ξν∗N (z) u˜ξ (z). Hence, along
the same line as Step 2 in the proof of Lemma 4.8, we can prove assertion (ii).
3. Let ν0 ∈ D and λ ∈ (0,1/2) be arbitrary. Replacing ν1 by ν∗N , we deﬁne ν as in the proof of Lemma 4.7. Denote ν̂N = ν
and Hλ := λZν0 (T ) + (1− λ)Z∗ . We further deﬁne
AN := E
[
U˜
(
μ
Zν∗N (T ) + ξ Z0(T )
BT
)
− U˜
(
μ
Z ν̂N (T ) + ξ Z0(T )
BT
)]
N→∞−−−−→ E
[
U˜
(
μ
Z∗ + ξ Z0(T )
BT
)
− U˜
(
μ
Hλ + ξ Z0(T )
BT
)]
μE
[
Hλ − Z∗
I
(
μ
Hλ + ξ Z0(T ))]
.BT BT
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ξ
ν∗N
(μ) we get
2
N
 AN
μ
+ E[{Zν∗N (T ) − Z ν̂N (T )}F ]+ E[Lν∗N (T ) − Lν̂N (T )]
 λ
{
AN
λμ
+ E[{Zν∗N (T ) − Zν0(T )}F ]+ E[Lν∗N (T ) − Lν0(T )]}.
Letting N → ∞, we obtain
0 E
[
Zν0(T ) − Z∗
BT
I
(
μ
Hλ + ξ Z0(T )
BT
)]
+ γ̂ ∗ − E[Zν0(T )F + Lν0(T )],
and thus
E
[
Zν0(T )
BT
I
(
μ
Hλ + ξ Z0(T )
BT
)]
− E[Zν0(T )F + Lν0(T )] E[Z∗BT I
(
μ
(1− λ)Z∗ + ξ Z0(T )
BT
)]
− γ̂ ∗.
Letting λ ↓ 0, by Fatou’s lemma, (3.4) and the monotone convergence theorem, we have
E
[
Zν0(T )G
∗]− E[Zν0(T )F + Lν0(T )] E[Z∗G∗]− γ̂ ∗.
By taking supremum over ν0 ∈ D, we obtain assertion (iii).
4. Finally, we shall prove u˜′ξ (∞) = H(F ) and u˜′ξ (0+) = −∞. Let 0< z0 < z1. By the convexity of u˜ξ , we get
u˜′ξ (z0)
u˜ξ (z1) − u˜ξ (z0)
z1 − z0 
1
z1 − z0E
[
U˜
(
z1
Zν(T ) + ξ Z0(T )
BT
)]
+ z1
z1 − z0E
[
Zν(T )F + Lν(T )
]− u˜ξ (z0)
z1 − z0 ,
and thus,
u˜′ξ (z0) − E
[
Zν(T )F + Lν(T )
]
 lim
z1→∞
1
z1
E
[
U˜
(
Zν(T ) + ξ Z0(T )
BT
)]
= 0
for all ν ∈ D. This leads to u˜′ξ (∞) H(F ). Also, Jensen’s inequality gives
u˜′ξ (z1)
u˜ξ (z1) − u˜ξ (z0)
z1 − z0
 1
z1 − z0
{
inf
ν∈D U˜
(
z1E
[
Zν(T ) + ξ Z0(T )
BT
])
+ z1H(F ) − u˜ξ (z0)
}
 1
z1 − z0
{
U˜
(
z1e
‖r‖∞T (1+ ξ))+ z1H(F ) − u˜ξ (z0)} z1→∞−−−−→ H(F ).
Hence we see that u˜′ξ (∞) = H(F ).
Similarly, we obtain
−u˜′ξ (z0)
1
z1 − z0
{
inf
ν∈D U˜
(
z0E
[
Zν(T ) + ξ Z0(T )
BT
])
+ z0H(F ) − J˜ ξ0(z1)
}
 1
z1 − z0
{
U˜
(
z0(1+ ξ)e‖r‖∞T
)− E[U˜(z1(1+ ξ) Z0(T )
BT
)]}
+ z0H(F ) − z1E[Z0(T )F ]
z1 − z0
 1+ ξ
z1 − z0E
[(
z1
Z0(T )
BT
− z0e‖r‖∞T
)
I
(
z1(1+ ξ) Z0(T )
BT
)]
+ z0H(F ) − z1E[Z0(T )F ]
z1 − z0
z0↓0−→ (1+ ξ)E
[
Z0(T )
BT
I
(
z1(1+ ξ) Z0(T )
BT
)]
− E[Z0(T )F ] z1↓0−→ ∞,
namely, u˜′ξ (0+) = −∞. 
Proof of Theorem 3.6. Let ξ > 0 be arbitrary. Since xξ > −H(F ), Lemma 5.3 guarantees that xξ = −u˜′ξ (μ) for some μ > 0.
Further, thanks to Lemma 5.3(iii) and Theorem 3.1, we know that
xξ + X π̂T 
1
BT
I
(
μ
Z∗ + ξ Z0(T )
BT
)
− F −F+
for some π̂ ∈ A. Hence it follows from Lemmas 5.2 & 5.3 that
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[
U
(
BT
[
xξ + X π̂ (T ) + F
])]
 E
[
U
(
I
(
μ
Z∗ + ξ Z0(T )
BT
))]
= E
[
U˜
(
μ
Z∗ + ξ Z0(T )
BT
)
+μZ
∗ + ξ Z0(T )
BT
I
(
μ
Z∗ + ξ Z0(T )
BT
)]
= u˜ξ (μ) +μxξ  û F (xξ : ξ) û F (x).
Letting ξ ↓ 0, we get û F (x)  uF (x) because uF is concave and so continuous on (−H(F ),∞). Hence Theorem 3.6 is com-
pletely accomplished. 
Appendix A. Marginal utility-based prices
In Section 3.3, we have made the study of the utility indifference pricing for one unit of the claim BT F . In the utility-
based approach, one of the most important concepts is that of marginal prices. The marginal price is the utility indifference
price for an inﬁnitesimal quantity. Marginal prices are also known as fair prices which are commonly used in economics, and
have been proposed in an option pricing context in various forms by Davis [6,7] and Karatzas & Kou [17]. A discussion on
the necessary and suﬃcient conditions for marginal prices to exist in incomplete markets can be found in Hugonnier et al.
[16].
Here we ﬁx arbitrary x > 0 and F ∈ C , and let xF be as in (3.12). We assume that supν∈D E[Zν(T )F ] < ∞ and
infν∈D E[Zν(T )F ] > −∞. When the investor is given the possibility of buy-and-hold trading in the contingent claim at
a price q∗ , q∗ is called a marginal utility-based price if the investor’s optimal demand is equal to zero, namely,
Deﬁnition A.1. A real number q∗ = q∗(x, F ) is called a marginal utility-based price for the contingent claim BT F given the
initial capital x if, for all k ∈ R,
u0(x) u∗kF
(
x− kq∗). (A.1)
Let us introduce mappings Ψ0(• : x) and Ψ1(• : x) deﬁned as
Ψ0(F : x) := sup
k>0
ψ xF (k) = sup
k>0
x+ v(kF : u0(x))
k
and Ψ1(F : x) := −Ψ0(−F : x) = infk<0 ψxF (k).
Theorem A.2. q∗ is a marginal utility-based price for the claim BT F given the initial capital x if and only if q∗ ∈ [Ψ0(F : x),Ψ1(F : x)].
Proof. We denote by R the set of all k ∈ R such that x < xkF . We know from Theorem 3.8 that (A.1) is equivalent to the
inequality kq∗  q(x,kF ) = kψxF (k) for all k ∈ R \ R. Also we notice that, for all k ∈ R, (A.1) implies
kq∗  x+ v(kF : u0(x)), (A.2)
because u0(x) < u∗kF (−H(kF )) and v(kF : u0(x))  H(kF ). To complete the proof, it remains to show that (A.1) holds for
all k ∈ R whenever (A.2) holds for all k ∈ R. Assume that (A.2) holds for all k ∈ R, and we prove that, for all k ∈ R,
kq∗ > x + H(kF ) which means u∗kF (x − kq∗) = −∞ and thus (A.1). To this end, we suppose that k0q∗ = x + H(k0F ) for
some k0 ∈ R, and let us work towards a contradiction. We assume k0 < 0. In the case k0 > 0, the argument similar to the
following also leads us to a contradiction. Since x> 0 and Lν(T ) 0, we observe that the function
k → x+ H(−kF )−k = supν∈D E
[
Zν(T )F − Lν(T ) + x
k
]
, k > 0,
is strictly increasing on (0,∞). Hence we have ψxF (−k) q∗ > [x+ H(−kF )]/(−k) for all k ∈ (0,−k0). This implies (k0,0) ⊂
R \ R by Remark 3.11, and thus u0(x) u∗kF (x− kq∗) for all k ∈ (k0,0). Let g be a closed proper convex function deﬁned as
g(k) = −ûkF (x− kq∗). Thanks to Theorem 3.6, we obtain
u0(x) lim
k↓k0
u∗kF
(
x− kq∗)= − lim
k↓k0
g(k) = −g(k0) = u∗k0 F
(−H(k0F )).
This is in contradiction with k0 ∈ R. Hence the proof is complete. 
Remark A.3. It is easy to make sure that Theorem A.2 still holds even though (A.1) is replaced by u0(x) ukF (x− kq∗).
The following result implies that Ψ0  Ψ1, and hence there exists a marginal utility-based price.
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Ψ0(F : x) = lim
n→∞ inf
{
E
[
Zν(T )F
]
: ν ∈ En(x)
}
, (A.3)
where En(x) denotes the set of ν ∈ D such that
x+ E
[
Lν(T ) − Zν(T )
BT
I
(
μxν
Zν(T )
BT
)]
= inf
μ>0
J˜ν(μ)|F=0 +μx− u0(x)
μ
 1
n
,
and μxν = μ∗ν is as in (3.15) with y = u0(x).
Proof. Denote gxν(μ) := J˜ν(μ)|F=0 + μx − u0(x). Since there exist μn > 0 and νn ∈ D such that gxνn (μn) μn/n for every
n > x−1 by means of Theorem 3.6, we notice that En(x) = ∅ for all n > x−1. Since gxν(μ)  0 for all μ > 0 and ν ∈ D by
(3.6), the function
ψ xF (k) = inf
ν∈D
{
E
[
Zν(T )
]+ 1
k
inf
μ>0
gxν(μ)
μ
}
, k > 0,
is non-increasing on (0,∞), and thus Ψ0(F : x) = limk↓0 ψxF (k). Hence the expression (A.3) follows from the inequalities:
Ψ0(F : x) = lim
n→∞ψ
x
F
(
n−1/2
)
 lim
n→∞
{
inf
ν∈En(x)
E
[
Zν(T )F
]+ 1√
n
}
,
Ψ0(F : x) = lim
n→∞ψ
x
F
(
n−2
)
 lim
n→∞min
[
inf
ν∈En(x)
E
[
Zν(T )F
]
, inf
ν∈D\En(x)
E
[
Zν(T )F
]+ n]. 
Remark A.5. Since limk→0 H(kF ) = 0, we note that, by (3.6),
lim
k→0
u0(xkF ) = lim
k→0
u∗kF
(−H(kF )) J˜0(μ)|F=0 μ→∞−−−−→ U (0) = u0(0),
and thus limk→0 xkF = 0. This implies
Ψ0(F : x) = lim
k↓0
q(x,kF )
k
and Ψ1(F : x) = lim
k↑0
q(x,kF )
k
,
namely, Ψ0 (resp. Ψ1) is the marginal utility-indifference buy (resp. sell) price.
Remark A.6. Let K be a closed convex cone and so Lν ≡ 0, and let U be the logarithmic utility U (x) = log x. Cvitanic´ &
Karatzas [4] proved that E0(x) comprises an only element ν̂ given as ν̂(ω, t) := argminν∈K˜ |θ(ω, t) + σ−1(ω, t)ν|2, (ω, t) ∈
Ω × [0, T ]. Hence Ψ0(F : x) = Ψ1(F : x) = E[Z ν̂ (T )F ] as shown in [17]. In [17] they also provided the more general result
that the marginal buy price Ψ0(F : x) is independent, not only of the initial capital x, but also of the choice of utility function
U in the non-traded assets model with deterministic coeﬃcients.
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