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ON PARAMETERS OF ORDERS OF QUARTIC FIELDS AND
ESSENTIAL PAIRS – EXTENDED VERSION
SAMUEL A. HAMBLETON, RANDY YEE
Abstract. Classes of pairs of ternary quadratic forms parametrize quartic
rings by a result of Bhargava. We give an algorithm for finding a pair of
ternary quadratic forms that parametrize a given order of a quartic field. We
examine a new technique, essential pairs, for obtaining parameters of orders of
quartic fields from a number field database. Essential pairs for maximal orders
of quartic fields are very common and provide a simple means of obtaining an
integral basis for the ring of integers.
1. Introduction
Binary cubic forms play an important role in working with cubic number fields.
For each cubic number field K = Q(δ) of discriminant ∆, there is a GL2(Z)-class
of binary cubic forms such that each member
C(x, y) = ax3 + bx2y + cxy2 + dy3
of the class has discriminant ∆. In defining K by a form, we may assume with no
loss of generality that C is reduced and irreducible in Q[x, y] [7, pp. 125–137] and
hence associate the maximal order of K with a unique reduced binary cubic form C
and choose the generator δ of K to be a real root of the cubic polynomial C(x, 1).
This means that there is an integral basis
{
1, aδ, aδ2 + bδ
}
found by Nakagawa [11]
and Belabas [1], where a and b satisfy certain bounds. Levi [8] showed that for each
order of a cubic field there is a GL2(Z)-class of binary cubic forms that parametrize
the order, a relationship further investigated by Delone and Faddeev [4]; binary
cubic forms parametrize cubic rings. This allows us to use reduction of binary
cubic forms to distinguish between orders of cubic fields and to work with cubic
fields with small coefficients a, b. Such bounds can be very useful. Hambleton and
Williams [7] made use of the bounds on the coefficients of a reduced binary cubic
form in their observations on Voronoi’s continued fraction algorithm for finding
units of cubic fields. This research was motivated by our desire to do something
similar with the parameters of orders of quartic fields. However, the problem is
complicated by the fact that totally real quartic forms are parametrized by pairs
of indefinite ternary quadratic forms and techniques for their reduction are not
suitable. Instead some other useful techniques for working with quartic fields were
found: the use of matrices rather than multiplication tables, the concept of essential
pairs, and the algorithm for finding parameters that produce a given quartic order.
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Bhargava [2, 3] showed that classes of pairs of ternary quadratic forms param-
etrize quartic rings, however the question of how to produce parameters from a
given quartic ring, although implicitly given in Bhargava’s work [3], was not en-
tirely detailed. O’Dorney [12] has answered this more explicitly, however the results
presented are given in terms of ideals and no explicit algorithm or simple example is
apparent in that article. We will solve this problem here using the Hermite normal
form of an integer matrix and that which we present has the advantage of allowing
data from the multiplication table of the quartic ring in question to be directly
input into an integer matrix. Our algorithm provides twelve integer parameters
that are coefficients of a pair of ternary quadratic forms that parametrize the given
order of a quartic field and all calculations are entirely elementary.
Bhargava’s technique [3] for understanding quartic rings involved the considera-
tion of a pair of classes of ternary quadratic forms as the objects which parametrize
quartic rings. A ternary quadratic form
QA = a11x2 + a12xy + a13xz + a22y2 + a23yz + a33z2
can be expressed using a symmetric half-integral matrix A, where
A =
1
2

 2a11 a12 a13a12 2a22 a23
a13 a23 2a33

 , QA = ( x y z )A

 xy
z

 ,
and aij ∈ Z. Classes of pairs of ternary quadratic forms are defined in terms of ma-
trix multiplication involving elements of GL3(Z) and GL2(Z). The pair of ternary
quadratic forms (QA,QB) corresponds to the pair of matrices (A,B). The action of
G3 ∈ GL3(Z) on (A,B) is to send (A,B) to the pair of matrices
(
G⊤3 AG3, G
⊤
3 BG3
)
,
where G⊤3 denotes the transpose of G3. A matrix
(
p q
r s
)
∈ GL2(Z) also has an
action on (A,B), which is to send (A,B) to the pair of matrices (pA+qB, rA+sB).
We elaborate on these two actions below.
Let
QA = a11x2 + a12xy + a13xz + a22y2 + a23yz + a33z2,
QB = b11x2 + b12xy + b13xz + b22y2 + b23yz + b33z2
be the ternary quadratic forms corresponding to the symmetric half-integral ma-
trices
A =
1
2

 2a11 a12 a13a12 2a22 a23
a13 a23 2a33

 , B = 1
2

 2b11 b12 b13b12 2b22 b23
b13 b23 2b33

 ,
and let
G3 =

 u11 u12 u13u21 u22 u23
u31 u32 u33

 ∈ GL3(Z).
Then the replacement (denoted by QA ◦G3)
 xy
z

 7−→ G3

 xy
z


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in QA(x, y, z) and QB(x, y, z) produces a pair of ternary quadratic forms
(QA(x, y, z),QB(x, y, z)) that corresponds to the pair of matrices(
A,B
)
=
(
G⊤3 AG3, G
⊤
3 BG3
)
.
Notice that
QA ◦G3 =
(
x y z
)
G⊤3 AG3

 xy
z

 .
We have described the action of an element G3 ∈ GL3(Z) on (A,B). Now
consider the action of G2 ∈ GL2(Z) on (A,B). Let G2 =
(
p q
r s
)
∈ GL2(Z). It
is easy to check that the binary cubic form 4 det(Ax +By) satisfies
4 det ((pA+ qB)x+ (rA + sB)y) = 4 det(Ax+By) ◦G⊤2 ,
where 4 det(Ax +By) ◦G⊤2 denotes the replacement(
x
y
)
7−→ G⊤2
(
x
y
)
in 4 det(Ax + By). It is important to note that when we are using binary cubic
forms to define cubic fields, these forms will necessarily be irreducible in Q[x, y]
whereas when we discuss binary cubic forms in the context of quartic fields they
may have linear factors in Q[x, y].
We will say that a pair of symmetric half integral matrices (C,D) lies in the
same GL3(Z), GL2(Z)-class as (A,B) if and only if there exist matrices G3 and G2
as defined above, such that(
A,B
)
=
(
G⊤3 AG3, G
⊤
3 BG3
)
, (C,D) = (pA+ qB, rA+ sB),
for some symmetric half-integral matrices A and B.
The main goals of this article are to give formulas for two ternary quadratic forms
that parametrize a given order of a quartic field and to facilitate the construction
of an integral basis of the maximal order of a quartic field using the concept of
essential pairs that will be introduced in Section 3. Following the work of Bhargava
[3] and Wood [13], we will begin in Section 2 by discussing how a pair of ternary
quadratic forms produces an order of a quartic field. We illustrate a convenient
matrix method for working with these rings, an approach introduced in [6, 7], and
exhibit our technique for constructing a normalized basis for the ring of integers
of a quartic field. In Section 4 we describe an algorithm for finding a pair of
symmetric half-integral matrices that parametrize a given order of a quartic field.
To our knowledge, such an algorithm is currently absent from the literature, however
O’Dorney [12] has given another technique to find the parameters although our
procedure is elementary and simple to use. In order to easily obtain normalized
integral bases of number fields, we use the LMFDB database [9] together with a
relatively new method for calculating the integral basis of the ring of integers of a
quartic field discussed in Section 3.
Acknowledgements
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2. Mapping a pair of ternary quadratic forms to an order
To understand how a pair of ternary quadratic forms gives rise to an quartic
ring we will first consider how binary quartic forms produce special kinds of orders
of quartic fields, a result due to Wood [13], however we will place this result in
the context of the covariants of binary cubic forms, an observation that is possibly
new. The binary quartic form V = (a, b, c, d, e) has the same discriminant ∆ as the
binary cubic form
(1) C = (1,−c, bd− 4ae, 4ace− ad2 − b2e) .
Denoting the coefficients of C in (1) by A,B,C,D, we let
Q = (B2 − 3AC)x2 + (BC − 9AD)xy + (C2 − 3BD) y2,
F = (−27A2D + 9ABC − 2B3)x3 + (−27ABD+ 18AC2 − 3B2C)x2y
+
(
27ACD − 18B2D + 3BC2)xy2 + (27AD2 − 9BCD + 2C3) y3,
the Hessian of C and the Jacobian F of C, and let i = Q(1, 0) and j = −F(1, 0).
Since C(1, 0) = 1, the identity
(2) j2 + 27∆ = 4i3
is a consequence of Cayley’s syzygy F2 + 27∆C2 = 4Q3. Hambleton and Williams
[7, pp. 21–24] wrote much about the role of this syzygy in the study of cubic
number fields.
The binary cubic form C plays an important role in both solving quartic equations
algebraically and in parameterizing quartic rings. We will refer to C satisfying (1)
as the cubic resolvent form of V . It is natural to suspect that binary quartic
forms parametrize quartic rings, however, subsequent to Bhargava’s revelation that
pairs of ternary quadratic forms parametrize quartic rings, Wood [13] proved the
following result showing that classes of binary quartic forms only parametrize some
quartic rings, those generated by a single element.
Theorem 2.1. There is a discriminant preserving bijection between the GL2(Z)-
class of a binary quartic forms and the isomorphism class of the pair (R4, R3),
where R4 is a quartic ring and R3 is a monogenic cubic resolvent ring (generated
by a single element).
In Wood’s construction, the binary quartic form V = (a, b, c, d, e) was sent to the
pair of symmetric 3× 3 half-integral matrices
A =
1
2

 0 1 01 0 0
0 0 −2

 , B = 1
2

 2e 0 d0 2a b
d b 2c

 ,
that corresponds to the pair of ternary quadratic forms
QA = xy − z2, QB = ex2 + ay2 + byz + dxz + cz2.
The pair of matrices (A,B) was then mapped to the binary cubic form
4 det (Ax+By) = C(x, y),
where C is given by (1). The roots ζ1, ζ2, ζ3, ζ4 of V(x, 1) and the roots δ1, δ2, δ3 of
C(x, 1) are related. We have
δ1 = a (ζ1ζ2 + ζ3ζ4) , δ2 = a (ζ1ζ3 + ζ2ζ4) , δ3 = a (ζ1ζ4 + ζ2ζ3) .(3)
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In summary, the binary quartic form V is sent to the pair of ternary quadratic
forms (QA,QB) and the associated cubic order is monogenic. To get the quartic
order, we map (QA,QB) to the quartic order by Bhargava’s results that we have
yet to state in Theorem 2.2 below.
Example 2.1. Let V(x, y) = (7, 5,−4, 2, 6). The cubic resolvent form of V is the
binary cubic form C = (1, 4,−158,−850) of discriminant ∆ = 6556372. Now C
parametrizes an order in a totally real cubic number field by the Levi correspon-
dence. Since the leading coefficient of C is equal to 1, this means that the order
can be generated by a single element δ. Numerical approximations of the roots of
C(x, 1) are given by
δ = 13.0679, δ′ = −11.3241, δ′′ = −5.7438.
An integral basis for the orderO parametrized by C is given by {1, δ, δ2 + 4δ}, or the
power basis
{
1, δ, δ2
}
. The roots of V(x, 1) are the complex numbers approximated
by
ζ = −0.9794− 0.3049i, ζ′ = −0.9794+ 0.3049i,
ζ′′ = 0.6223− 0.6535i, ζ′′′ = 0.6223 + 0.6535i.
It is easy to see that (3) is satisfied since
δ = 7 (ζζ′ + ζ′′ζ′′′) , δ′ = 7 (ζζ′′ + ζ′ζ′′′) , δ′′ = 7 (ζζ′′′ + ζ′ζ′′) .
Bhargava [3] proved that pairs of ternary quadratic forms produce quartic rings
in the following result.
Theorem 2.2. There is a discriminant preserving bijection between the GL3(Z)×
GL2(Z)-class of pairs of ternary quadratic forms and the isomorphism class of the
pair (R4, R3), where R4 is a quartic ring and R3 is a cubic resolvent ring.
Theorem 2.2 states that classes of ternary quadratic forms parametrize all quartic
rings whereas Theorem 2.1 shows that binary quartic forms only parametrize those
quartic rings with monogenic cubic resolvent rings.
To prove Theorem 2.1, Wood [13] gave a multiplication table for the quartic
ring parametrized by the binary quartic form V , so that the map from V to R4 is
explicit. The monogenic cubic resolvent ring is the order parametrized by −C with
C in (1), also easy to provide a multiplication table for. Conversely, if R4 is a quartic
ring with a monogenic cubic resolvent ring parametrized by (1, B, C,D), then we
can find a binary quartic form V that parametrizes R4 with cubic resolvent form
(1, B, C,D). However again, to be clear, binary quartic forms do not parametrize
all quartic rings as the following example illustrates.
Example 2.2. Consider the quartic number field E = Q(ζ) of discriminant ∆ =
225, where ζ is a root of V(x, 1), where V = (4,−6, 5,−3, 1) of discriminant 22∆.
The ring of integers OE of E is generated by the integral basis
{1, ω1, ω2, ω3} =
{
1, 2ζ, 4ζ2 − 6ζ, 4ζ3 − 6ζ2 + 5ζ} .
OE is a quartic ring of discriminant 225 but there is no binary quartic form of
discriminant 225 because the elliptic curve y2 = 4x3 − 6075 has no integral points
[10] and hence (2) has no solution so the assumption that a binary quartic form of
discriminant 225 is contradicted. We see then, that OE is not parametrized by any
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binary quartic form. Instead, according to Theorem 2.2, OE is parametrized by a
pair of ternary quadratic forms. An arithmetic matrix for OE is given by
N
(α)
E
=


u −2z 6z − 4y −2x+ 6y − 5z
x u+ 3x− 5y + 3z −5x+ 6y − 2z 3x− 2y
y x u− 5y + 3z 3y − z
z 2y 2x− 6y u+ 3z

 ,
which provides a convenient means of adding and multiplying the elements α = u+
xω1+yω2+zω3 ∈ O using matrix addition and multiplication, where u, x, y, z ∈ Z.
Providing an arithmetic matrix is equivalent to giving a multiplication table for
OE.
Bhargava [3] noted that even if we have multiplication tables for the quartic
ring and its cubic resolvent ring, it is not obvious how we should obtain the cor-
responding pair of ternary quadratic forms. Given the pair of 3 × 3 symmetric
matrices
A =
1
2

 2a11 a12 a13a12 2a22 a23
a13 a23 2a33

 , B = 1
2

 2b11 b12 b13b12 2b22 b23
b13 b23 2b33

 ,(4)
A multiplication table for the quartic ring O with normalized basis {1, ω1, ω2, ω3}
was written. This was given in terms of coefficients c
(k)
ij of the basis generators ωk.
(5) ωiωj = c
(0)
ij + c
(1)
ij ω1 + c
(2)
ij ω2 + c
(3)
ij ω3,
where normalized means that c
(1)
12 = c
(2)
12 = c
(1)
13 = 0. The identity (5) provides the
following multiplication table.
ω21 = c
(0)
11 + c
(1)
11 ω1 + c
(2)
11 ω2 + c
(3)
11 ω3,
ω1ω2 = c
(0)
12 + c
(1)
12 ω1 + c
(2)
12 ω2 + c
(3)
12 ω3,
ω1ω3 = c
(0)
13 + c
(1)
13 ω1 + c
(2)
13 ω2 + c
(3)
13 ω3,
ω22 = c
(0)
22 + c
(1)
22 ω1 + c
(2)
22 ω2 + c
(3)
22 ω3,
ω2ω3 = c
(0)
23 + c
(1)
23 ω1 + c
(2)
23 ω2 + c
(3)
23 ω3,
ω23 = c
(0)
33 + c
(1)
33 ω1 + c
(2)
33 ω2 + c
(3)
33 ω3.
From a multiplication table we can construct an arithmetic matrixN
(α)
O correspond-
ing to the quartic order O parametrized by the pair (A,B), an approach introduced
in [6, 7]. The matrix N
(α)
O is given by
(6)

u xc
(0)
11 + yc
(0)
12 + zc
(0)
13 xc
(0)
12 + yc
(0)
22 + zc
(0)
23 xc
(0)
13 + yc
(0)
23 + zc
(0)
33
x u+ xc
(1)
11 + yc
(1)
12 + zc
(1)
13 xc
(1)
12 + yc
(1)
22 + zc
(1)
23 xc
(1)
13 + yc
(1)
23 + zc
(1)
33
y xc
(2)
11 + yc
(2)
12 + zc
(2)
13 u+ xc
(2)
12 + yc
(2)
22 + zc
(2)
23 xc
(2)
13 + yc
(2)
23 + zc
(2)
33
z xc
(3)
11 + yc
(3)
12 + zc
(3)
13 u+ xc
(3)
12 + yc
(3)
22 + zc
(3)
23 u+ xc
(3)
13 + yc
(3)
23 + zc
(3)
33

 ,
ON PARAMETERS OF ORDERS OF QUARTIC FIELDS AND ESSENTIAL PAIRS 7
where for k > 0 the eighteen c
(k)
ij are given by
c
(1)
11 = a13b12 − a12b13 c(2)11 = a11b13 − a13b11, c(3)11 = a12b11 − a11b12,
+ a23b11 − a11b23,
c
(1)
12 = 0, c
(2)
12 = 0, c
(3)
12 = a22b11 − a11b22,
c
(1)
13 = 0, c
(2)
13 = a11b33 − a33b11, c(3)13 = a23b11 − a11b23,
c
(1)
22 = a23b22 − a22b23, c(2)22 = a12b23 − a23b12 c(3)22 = a22b12 − a12b22,
+ a22b13 − a13b22,
c
(1)
23 = a33b22 − a22b33, c(2)23 = a12b33 − a33b12, c(3)23 = a22b13 − a13b22,
c
(1)
33 = a33b23 − a23b33, c(2)33 = a13b33 − a33b13, c(3)33 = a12b33 − a33b12
+ a23b13 − a13b23.
Let
α1 = u1 + x1ω1 + y1ω2 + z1ω3, α2 = u2 + x2ω1 + y2ω2 + z2ω3.
Next we solve the equation
N
(α1)
O N
(α2)
O −N (α2)O N (α1)O = [0]
for c
(0)
11 , c
(0)
12 , c
(0)
13 , c
(0)
22 , c
(0)
23 , and c
(0)
33 and find that we must have
c
(0)
11 =
(
c
(2)
12 − c(1)11
)
c
(2)
12 + c
(3)
12 c
(2)
13 + c
(2)
11
(
c
(1)
12 − c(2)22
)
− c(3)11 c(2)23 ,
c
(0)
12 = c
(2)
11 c
(1)
22 + c
(3)
11 c
(1)
23 − c(1)12 c(2)12 − c(3)12 c(1)13 ,
c
(0)
13 = c
(2)
11 c
(1)
23 + c
(3)
11 c
(1)
33 − c(1)12 c(2)13 − c(1)13 c(3)13 ,
c
(0)
22 =
(
c
(1)
12 + c
(2)
12 − c(1)11
)
c
(1)
22 + c
(3)
12 c
(1)
23 − c(1)12 c(2)22 − c(1)13 c(3)22 ,
c
(0)
23 = c
(1)
12
(
c
(1)
13 − c(2)23
)
− c(1)11 c(1)23 + c(2)12 c(1)23 − c(1)13 c(3)23 + c(3)12 c(1)33 ,
c
(0)
33 =
(
c
(3)
13 − c(1)11
)
c
(1)
33 + c
(1)
13
(
c
(1)
13 − c(3)33
)
+ c
(2)
13 c
(1)
23 − c(1)12 c(2)33 .
Since the arithmetic matrix N
(α)
O indeed commutes, we see that the pair (A,B)
given by (4) produces a ring with arithmetic matrix (6).
If the aij and bij are rational integers and at least one of the minimum polyno-
mials f1(x), f2(x), and f3(x) of ω1, ω2, and ω3 given by the identity
(7) fj(x) = det
(
N
(x−ωj)
O
)
has degree equal to 4, then {1, ω1, ω2, ω3} is an integral basis for an order O of
a quartic number field E. These polynomials are monic and hence ω1, ω2, ω3 are
algebraic integers. It can be shown that the polynomials f2(x) and f3(x) have the
same discriminant, and the quotient of the discriminants of f1(x) and f2(x) is the
square of a rational number.
Example 2.3. Theorem 2.2 permits us to choose any twelve rational integers and
obtain an arithmetic matrix for a ring. Of course some choices will not lead to
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genuine orders of quartic fields. Taking integers from the collection
{2,−5, 3, 3, 1, 3, 0,−4, 3,−3, 1,−3}, let
A =
1
2

 4 −5 3−5 6 1
3 1 6

 , B = 1
2

 0 −4 3−4 −6 1
3 1 −6

 .
Computing the 24 values of c
(k)
ij for 1 ≤ i < j ≤ 3 and 0 ≤ k ≤ 3, we obtain the
arithmetic matrix
N
(α)
O =


u −354x− 36y + 48z −36x+ 6y + 36z 48x+ 36y − 18z
x u+ x −6y 6z
y 6x− 6z u+ 17y + 27z −6x+ 27y − 18z
z 8x+ 6y − 2z 6x− 27y + 18z u− 2x+ 18y + 27z

 ,
which gives the ring structure of O parametrized by the pair of ternary quadratic
forms
Q1 = 2x2 − 5xy + 3xz + 3y2 + yz + 3z2, Q2 = −4xy + 3xz − 3y2 + yz − 3z2.
The binary cubic form
C(x, y) = 4 det(Ax +By) = −47x3 − 262x2y + 130xy2 + 63y3
has discriminant 7683877869. Approximations of the roots of C(x, 1) are given by
δ1 = −1.5594, δ2 = −0.3039, δ3 = 4.8878.
We denote the generators of the integral basis ofO by the elements of {1, ω1, ω2, ω3}.
Minimum polynomials fj(x) of the ωj can be found using the identity (7). We have
f1(x) = x
4 + x3 + 388x2 + 504x+ 9720,
f2(x) = x
4 − 35x3 + 1029x2 + 1836x+ 5184,
f3(x) = x
4 − 54x3 + 1083x2 + 198x+ 9072.
Next we give numerical approximations of the roots ω
(k)
j of the fj(x) sorted so
that their products agree with multiplication in O determined by multiplying the
matrices N
(α)
O
. We put these roots in the following matrix
ΓO =


1 ω1 ω2 ω3
1 ω
(1)
1 ω
(1)
2 ω
(1)
3
1 ω
(2)
1 ω
(2)
2 ω
(2)
3
1 ω
(3)
1 ω
(3)
2 ω
(3)
3

 ,(8)
≈


1 −0.71− 5.13i 18.4 + 27.4i 27.3− 19.0i
1 −0.71 + 5.13i 18.4− 27.4i 27.3 + 19.0i
1 0.2− 19.0i −0.92− 1.97i −0.29 + 2.85i
1 0.2 + 19.0i −0.92 + 1.97i −0.29− 2.85i

 .
Let
α = u+ xω1 + yω2 + zω3, α
′ = u+ xω
(1)
1 + yω
(1)
2 + zω
(1)
3 ,
α′′ = u+ xω
(2)
1 + yω
(2)
2 + zω
(2)
3 , α
′′′ = u+ xω
(3)
1 + yω
(3)
2 + zω
(3)
3 ,
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and
Θ(α) =


α 0 0 0
0 α′ 0 0
0 0 α′′ 0
0 0 0 α′′′

 .
Then we have
(9)
(
Γ
(α)
O
)−1
Θ(α)Γ
(α)
O
= N
(α)
O
.
Notice that ∆ = det (ΓO)
2
= 7683877869, which is square-free, and that this is
equal to the discriminant of C(x, y). The polynomials f1(x), f2(x), and f3(x) have
discriminants ∆ · 5042, ∆ · 31322, and ∆ · 31322. In the case of this example
the pair (A,B) parametrizes the ring of integers of a quartic field of discriminant
7683877869.
To understand that all bases of orders of quartic fields can be normalized, we
will consider how a change of integral basis of an order of a quartic field affects the
arithmetic matrix N
(α)
O
. For this discussion we assume that we have two ordered
integral bases of an order O given by R = {1, ω1, ω2, ω3} and S = {1, ρ1, ρ2, ρ3},
furthermore we call the matrix that we usually refer to as ΓO instead ΓR and ΓS
and rather than writing N
(α)
O we will put N
(α)
R and N
(α)
S . A change of basis is given
by
ΓR = ΓSG,
where G ∈ GL4(Z) and the left-most column of G is equal to (1, 0, 0, 0)⊤ in order
to ensure that ρ0 = 1. The diagonalized expression for N
(α)
R and N
(α)
S can be used
to show that
(10) N
(α)
R
= G−1N
(α)
S
G.
The pair of symmetric matrices (A,B) gives rise to a normalized basis, however a
change of basis by multiplication by G, given by (10), will produce an arithmetic
matrix that does not necessarily correspond to a normalized basis.
3. Essential pairs
Under certain circumstances we can give a formula for an arithmetic matrix
corresponding to a normalized basis of the maximal order of a quartic field of dis-
criminant ∆, and hence formulas the c
(k)
ij . We will call the pair [f, (a, b, c, d, e)] an
essential pair if the discriminant of the irreducible binary quartic form (a, b, c, d, e)
is equal to ∆f2 for some rational integer f such that f2 divides a and f divides b,
where ∆ is the discriminant of a quartic field. In [6] it was shown that if we have an
essential pair, then it is easy to write a basis for the maximal order. We reproduce
this result below, omitting details of the proof.
Theorem 3.1. Let
(11) p(x) = ax4 + bx3 + cx2 + dx+ e
be an irreducible polynomial of degree 4 in Z[x] such that [f, V(x, y)] is an essen-
tial pair, where p(x) = V(x, 1), the discriminant of V is equal to ∆f2, ∆ is the
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discriminant of a number field E = Q(ζ) of degree 4 over Q, where p(ζ) = 0. Then
an integral basis for the ring of integers of E is given by {ω0, ω1, ω2, ω3}, where
ω0 = 1, ω1 =
a
f
ζ, ω2 = aζ
2 + bζ, ω3 = aζ
3 + bζ2 + cζ.(12)
We now sketch some main ideas of the proof. Let ζi be the roots of p(x), where
ζ0 = ζ,
Ξ =


1 ζ ζ2 ζ3
1 ζ1 ζ
2
1 ζ
3
1
1 ζ2 ζ
2
2 ζ
3
2
1 ζ3 ζ
2
3 ζ
3
3

 , A =


1 0 0 0
0 a b c
0 0 a b
0 0 0 a




1 0 0 0
0 f−1 0 0
0 0 1 0
0 0 0 1

 ,(13)
and let ΓE = [κi−1 (ωj−1)], where κi−1 for i = 1 to 4 are the embeddings of E in C,
then we have ΓE = ΞA. The entries of A are rational integers. Taking the square
of the determinants of these matrices,
(14) det (ΓE)
2 =
a6
f2
∏
i<j
(ζi − ζj)2 = ∆.
To show that ω1 is an algebraic integer, multiplying (11) by the rational integer
a3
f4
, we see that ω1 is a root of the monic polynomial
Xn +
b
f
X3 +
ac
f2
X2 +
a2d
f3
X +
a3e
f4
,
with coefficients in Z. Finally, it must be shown that the remaining ωj are algebraic
integers. We leave the remaining details to [6].
A simple translation of the formula for this basis provides a normalized basis
with the following arithmetic matrix:
(15)
N
(α)
O =


u − ac
f2
x− ad
f
y − ae
f
z −ad
f
x− bdy − aey − bez −ae
f
x− bey
x u− b
f
x −dfy − efz −efy
y a
f2
x u+ cy −ez
z a
f
y a
f
x+ by + cz u+ cy + dz

 .
When we compare (15) with (6), we can easily obtain formulas for the c
(k)
ij . If an
essential pair exists, then (A,B) parametrizes O, where
A =
1
2

 2
a
f2
b
f
0
b
f
2c d
0 d 2e

 , B = 1
2

 0 0 10 −2f 0
1 0 0

 ,
4 det(Ax+By) = − 1
f2
(
ad2 + b2e− 4ace)x3 + 1
f
(bd− 4ae)x2y − cxy2 + fy3.
This is part of the method that we will later use to tabulate pairs of ternary
quadratic forms that parametrize maximal orders of quartic fields. When they
exist, and are surprisingly common, essential pairs are generally easy to find as the
following result shows.
Lemma 3.1. Let V(x, y) be a binary quartic form of discriminant ∆f2, where ∆
is the discriminant of a quartic field E = Q(ζ) with V(ζ, 1) = 0 and f is some
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particular positive integer. There exists an essential pair [f, (a, b, c, d, e)] for E and
given f if and only if there exist relatively prime integers p, r such that
V(p, r) ≡ 0 (mod f2), Vx(p, r) ≡ 0 (mod f), Vy(p, r) ≡ 0 (mod f),(16)
where Vx and Vy are partial derivatives.
Proof. Let M =
(
p q
r s
)
∈ GL2(Z) and (a, b, c, d, e) = V ◦M . It is easy to see
that(
a b
)
=
( Vx(p, r) Vy(p, r) )M, ( Vx(p, r) Vy(p, r) ) = ( a b )M−1.
If [f, (a, b, c, d, e)] is an essential pair for K, then f2 | a and f | b so that (16) holds
for some p, q ∈ Z such that gcd(p, q) = 1. Conversely, if there exist relatively prime
p, q ∈ Z such that (16) holds, then we must have a = V(p, r) ≡ 0 (mod f2) and
b = qVx(p, r) + sVy(p, r) ≡ 0 (mod f). We can obtain q, s ∈ Z satisfying ps− qr =
±1 using the extended Euclidean algorithm and we set (a, b, c, d, e) = V ◦M . 
This result can make it easier to find a pair of ternary quadratic forms that
parametrize the ring of integers of a quartic field using a number field database such
as [9]. For a given polynomial this requires O
(
f4
)
operations to test. However, to
be clear, we mean for the existence of an essential pair to depend on the number
field rather than any particular polynomial and so when we discuss whether or not
an essential pairs exists for a quartic number field E of discriminant ∆, we require
that the Diophantine equation
(17) D
(
αf2x4 + βfx3 + cx2 + dx+ e
)
= ∆f2,
where D is the polynomial discriminant, has a solution in integers α, β, c, d, e, f and
a root of the polynomial αf2x4 + βfx3 + cx2 + dx + e generates E. We note that
f2 is a factor of the expanded expression for the left hand side of (17). Also, we
can write (17) in the form
(18) Y 2 = 4X3 − 27∆f2,
where
X = c2 − 3 (βdf − 4αef2) ,
Y = 2c3 − 9c (βdf − 4αef2)− 27f2 (4αce− αd2 − β2e) .
This makes it possible to frame the question of the existence of an essential pair
for a quartic field of discriminant ∆ in terms of integer points of the elliptic curve
(18), in terms of the 3-torsion subgroup of the ideal class group of the quadratic
field Q
(√
3∆
)
, and even in terms of whether there is a cubic order of discriminant
∆ parametrized by the binary cubic form
C(x, y) = (4αce− αd2 − β2e)x3 + (βd − 4αef)x2y − cxy2 + fy3.
While solutions to the congruence (16) frequently exist, they do not always exist.
For example, a root of the polynomial g(x) = x4−2x3+57x2−56x+247 generates
a field of discriminant ∆ = 1075328001. The discriminant of g(x) is equal to ∆f2,
where f = 4. Letting V(x, y) = y4g(x/y), there are no solutions to the simultaneous
congruence V(p, r) ≡ 0 (mod f2), Vx(p, r) ≡ 0 (mod f), Vy(p, r) ≡ 0 (mod f) with
gcd(p, r) = 1. A non-isomorphic field of the same discriminant ∆ = 1075328001
is generated by a root of the polynomial q(x) = x4 − x3 + 114x2 + 1487x+ 10543
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with polynomial discriminant ∆ · 6282 and there are numerous solutions to the
simultaneous congruence (16) which provide essential pairs. If for a particular
quartic field E (16) has no solution, we can still calculate an integral basis for
the ring of integers OE, normalize that basis, construct the matrix ΓE, and then
calculate an arithmetic matrix for OE using (9) or other means.
4. Mapping an order to a pair of ternary quadratic forms
Given an order O of a quartic number field, how do we find a pair (A,B) of
symmetric integral matrices that parametrize the order O? To see the difficulty in
finding a pair (A,B) that parametrizes a given order with a normalized basis, the
problem requires solving a system of fifteen non-linear equations in twelve variables.
Assuming that the c
(k)
ij are known rational integers, we must solve the following
system for the aij and bij .
c
(1)
11 = a13b12 − a12b13 c
(2)
11 = a11b13 − a13b11, c
(3)
11 = a12b11 − a11b12,
+ a23b11 − a11b23,
c
(3)
12 = a22b11 − a11b22,
c
(2)
13 = a11b33 − a33b11, c
(3)
13 = a23b11 − a11b23,
c
(1)
22 = a23b22 − a22b23, c
(2)
22 = a12b23 − a23b12 c
(3)
22 = a22b12 − a12b22,
+ a22b13 − a13b22,(19)
c
(1)
23 = a33b22 − a22b33, c
(2)
23 = a12b33 − a33b12, c
(3)
23 = a22b13 − a13b22,
c
(1)
33 = a33b23 − a23b33, c
(2)
33 = a13b33 − a33b13, c
(3)
33 = a12b33 − a33b12
+ a23b13 − a13b23.
The following result shows that much fewer than fifteen scalar equations are
required to be solved for the aij , bij ∈ Z in order to recover the twelve parameters
of an order of a quartic field. This result leads to our algorithm for solving the
problem of finding a pair of ternary quadratic forms that parametrizes a given
order of a quartic field.
Lemma 4.1. Let O be an order of a quartic field with normalized basis {1, ω1, ω2, ω3}
with coefficients c
(k)
ij given by ωiωj =
∑3
k=0 c
(k)
ij ωk, ω0 = 1. Let
ℓ = c
(3)
13 − c(1)11 , m = c(3)33 − c(2)23 , n = c(2)22 − c(3)23 ,(20)
let the column matrices Cj, the concatenation Z of the Cj, the row matrices Rj,
and the concatenation W of the Rj, be given by
Z =
(
C1 C2 C3 C4 C5 C6
)
=
(
a11 a12 a13 a22 a23 a33
b11 b12 b13 b22 b23 b33
)
,
W = [wij ] =


R1
R2
R3
R4

 =


ℓ −c
(3)
11 c
(2)
11 −c
(3)
12 −c
(3)
13 c
(2)
13
c
(2)
11 ℓ 0 c
(3)
23 m −c
(2)
33
−c
(3)
11 0 −ℓ c
(3)
22 −n −c
(2)
23
−c
(3)
12 −c
(3)
22 −c
(3)
23 c
(2)
11 c
(1)
22 c
(1)
23

 .
Let
X1 =
(
C2 C3
)
, X2 =
(
C1 C3
)
, X3 =
(
C1 C2
)
, X4 =
(
C1 C4
)
,
Y1 =
(
R2
−R3
)
, Yk =
(
Rk
R1
)
,
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for k = 2, 3, 4 and xj = det (Xj) for each j = 1, 2, 3, 4. The a11, a12, a13, a22, a23, a33,
b11, . . . , b33 are twelve integers satisfying one of the four systems of equations (for
t = 1, 2, 3, 4)
XtYt = xtZ, xt = wt1(21)
if and only if the fifteen equations (19) are satisfied by the aij , bij, where
(1) ℓ 6= 0 whenever t = 1.
(2) ℓ = 0 and c
(2)
11 6= 0 whenever t = 2.
(3) ℓ = 0 = c
(2)
11 and c
(3)
11 6= 0 whenever t = 3.
(4) ℓ = 0 = c
(2)
11 = c
(3)
11 and c
(3)
12 6= 0 whenever t = 4.
Proof. Verifying that (21) holds requires using the following identities, which can
be obtained by eliminating all twelve of the aij and bij from the equations in (19).
ℓc
(3)
12 = c
(2)
11 c
(3)
22 + c
(3)
11 c
(3)
23 , ℓc
(2)
13 = c
(2)
11 c
(2)
23 + c
(3)
11 c
(2)
33 , ℓc
(1)
23 = c
(3)
22 c
(2)
33 − c
(2)
23 c
(3)
23 ,
(22)
ℓc
(3)
13 = c
(3)
11 m− c
(2)
11 n, ℓc
(1)
22 = −c
(3)
22 m− c
(3)
23 n, ℓc
(1)
33 = −c
(2)
23 m− c
(2)
33 n,
c
(2)
11 c
(1)
22 = c
(3)
13 c
(3)
23 −mc
(3)
12 , c
(2)
11 c
(1)
23 = c
(3)
12 c
(2)
33 − c
(2)
13 c
(3)
23 , c
(2)
11 c
(1)
33 = c
(3)
13 c
(2)
33 −mc
(2)
13 ,
(23)
c
(3)
11 c
(1)
23 = c
(2)
13 c
(3)
22 − c
(3)
12 c
(2)
23 , c
(3)
11 c
(1)
33 = −c
(3)
13 c
(2)
23 − nc
(2)
13 , c
(3)
11 c
(1)
22 = −c
(3)
22 c
(3)
13 − nc
(3)
12
(24)
c
(1)
33 c
(3)
12 = c
(3)
13 c
(1)
23 + c
(2)
13 c
(1)
22 .
(25)
We first consider the case where t = 1, in other words x1 = ℓ 6= 0. First assume
that the normalized basis for O is parametrized by the aij , bij and hence the fifteen
equations (19) are satisfied by the aij , bij . For this case, we will only require
equations from (22). Since we assume that ℓ 6= 0, we obtain the correct c(k)ij . It
is important to note that the equations (22), (23), (24), (25) are properties of a
normalized basis.
Conversely, assume that (21) holds for some twelve integers aij , bij . Then, solving
this matrix equation together with ℓ = det (X1) (6= 0) for the c(k)ij gives
Y1 =
(
x2 x1 0 a22b13 − a13b22 a23b13 − a13b23 a33b13 − a13b33
−x3 0 x1 a12b22 − a22b12 a12b23 − a23b12 a12b33 − a33b12
)
,
while by definition we have
Y1 =
(
c
(2)
11 ℓ 0 c
(3)
23 m −c(2)33
c
(3)
11 0 ℓ −c(3)22 n c(2)23
)
.
By equating these matrices we obtain c
(2)
11 = a11b13 − a13b11 from the (1, 1)-entry,
while subsequent entries yield formulas for c
(3)
11 , c
(3)
23 , c
(3)
22 , m, n, c
(2)
33 , and c
(2)
23 . Each
of these formulas coincides with those given in (19). Since c
(3)
33 = m + c
(2)
23 and
c
(2)
22 = n + c
(3)
23 , we also obtain formulas for c
(3)
33 and c
(2)
22 that agree with (19).
Since ℓ 6= 0, we can use (22) to obtain formulas for the remaining c(k)ij including
c
(3)
12 . These formulas agree with (19). Also properties of a normalized basis are
c
(1)
12 = c
(2)
12 = c
(1)
13 = 0. Hence all twenty-four c
(k)
ij may be correctly recovered from
(21) in the case that ℓ 6= 0.
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The remaining three cases t = 2, 3, 4 are proved similarly. For example, in Case
2 if we assume that (21) holds for some twelve integers aij , bij , then, solving this
matrix equation together with c
(2)
11 = det (X2) (6= 0) for the c(k)ij gives
Y2 =
(
x2 x1 0 a22b13 − a13b22 a23b13 − a13b23 a33b13 − a13b33
0 x3 x2 x4 a11b23 − a23b11 a11b33 − a33b11
)
,
while by definition we have
Y2 =
(
c
(2)
11 ℓ 0 c
(3)
23 m −c(2)33
ℓ −c(3)11 c(2)11 −c(3)12 −c(3)13 c(2)13
)
.
This immediately provides expressions for c
(1)
11 , c
(2)
11 , c
(3)
11 , c
(3)
12 , c
(2)
13 , c
(3)
13 , c
(3)
23 , c
(2)
33
that agree with (19). Since c
(2)
11 c
(1)
22 = c
(3)
13 c
(3)
23 −mc(3)12 and m = a23b13 − a13b23, we
obtain an expression for c
(1)
22 that agrees with (19). Likewise, since ℓ = 0, (22) gives
c
(2)
11 n = mc
(3)
11 , c
(2)
11 c
(3)
22 = −c(3)11 c(3)23 , and c(2)11 c(2)23 = −c(3)11 c(2)33 . Since c(2)22 = n + c(3)23
and c
(3)
33 = m + c
(2)
23 , we obtain expressions for c
(2)
22 , c
(3)
22 , c
(2)
23 , and c
(3)
33 that agree
with (19). Finally, c
(2)
11 c
(1)
23 = c
(3)
12 c
(2)
33 − c(2)13 c(3)23 and c(2)11 c(1)33 = c(3)13 c(2)33 −mc(2)13 so we
are able to solve for c
(1)
23 and c
(1)
33 in agreement with (19).
Case 3 proceeds as follows: Given that (21) holds for some twelve integers aij , bij ,
solving this matrix equation together with −c(3)11 = det (X3) (6= 0) for the c(k)ij gives
Y3 =
(
x3 0 −x1 a22b12 − a12b22 a23b12 − a12b23 a33b12 − a12b33
0 x3 x2 x4 a11b23 − a23b11 a11b33 − a33b11
)
,
while by definition we have
Y3 =
(
−c(3)11 0 −ℓ c(3)22 −n −c(2)23
ℓ −c(3)11 c(2)11 −c(3)12 −c(3)13 c(2)13
)
.
This gives us seven equations for the variables −x3 = c(3)11 , c(3)12 , c(2)13 , c(3)13 , c(3)22 ,
c
(2)
23 , n which match with (19). Note that this equation also gives us the correct
identity for ℓ since ℓ = 0 and hence we also get c
(1)
11 . From the (2, 3)-th entry, we
get a11b13 − a13b11 = 0 = c(2)11 since we have assumed that t = 3.
To obtain the remaining identities for the c
(k)
ij we can use the equations (24)
which give the equations for c
(1)
23 , c
(1)
33 and c
(1)
22 . The system (22) and the fact that
c
(2)
11 = 0, c
(3)
11 6= 0 gives us
ℓc
(3)
12 = c
(3)
11 c
(3)
23 , ℓc
(2)
13 = c
(3)
11 c
(2)
33 , ℓc
(3)
13 = c
(3)
11 m.
From these we obtain the correct equations for c
(3)
23 and c
(2)
33 . Moreover, since we
know ℓ = 0, we get that c
(3)
23 = c
(2)
33 = m = 0. One may immediately deduce that
c
(2)
22 = n and c
(3)
33 = 0 and both satisfy the desired formulas.
Finally to prove Case 4, given that (21) holds for some twelve integers aij , bij ,
solving this matrix equation together with −c(3)12 = det (X4) (6= 0) for the c(k)ij gives
Y4 =
(
x4 a12b22 − a22b12 a13b22 − a22b13 0 a23b22 − a22b23 a33b22 − a22b33
0 x3 x2 x4 a11b23 − a23b11 a11b33 − a33b11
)
,
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while by definition we have
Y4 =
(
−c(3)12 −c(3)22 −c(3)23 c(2)11 c(1)22 c(1)23
ℓ −c(3)11 c(2)11 −c(3)12 −c(3)13 c(2)13
)
.
Equations for c
(2)
11 , c
(3)
11 , c
(3)
12 , c
(2)
13 , c
(3)
13 , c
(1)
22 , c
(3)
22 , c
(1)
23 and c
(3)
23 can be immediately veri-
fied. Using (25), we can obtain the correct equations for c
(2)
23 , c
(1)
33 and c
(2)
33 . The first
equation of (22) provides a correct equation for ℓ, and the identity ℓ = c
(3)
13 − c(1)11
gives the formula for c
(1)
11 . Similarly, we can use (24) to get the appropriate formula
for n, and use the identity n = c
(2)
22 −c(3)23 to obtain the correct formula for c(2)22 . The
formula for c
(3)
33 may be obtained in a similar fashion. This completes the proof of
Case 4. 
There are no more than four cases in Lemma 4.1 since if c
(1)
11 − c(3)13 = 0 = c(2)11 =
c
(3)
11 = c
(3)
12 , then O is not an order of a quartic field because the O have no divisors
of zero and the assumption would force one of ω1 or ω2 to be zero so that O would
have a zero discriminant.
Algorithm 4.1. Given a normalized basis of an order O of a quartic field, compute
a pair of ternary quadratic forms that parametrizes O.
(1) Compute t ∈ {1, 2, 3, 4} according to the following rules, where ℓ is given
by (20): If ℓ 6= 0, then t = 1; if ℓ = 0, c(2)11 6= 0, then t = 2; if ℓ = 0 = c(2)11 ,
c
(3)
11 6= 0, then t = 3; if ℓ = 0 = c(2)11 = c(3)11 , c(3)12 6= 0, then t = 4.
(2) Construct the matrix Mt depending on t = 1, 2, 3, 4, where
M1 =


−ℓ c
(2)
11 c
(3)
11 0 0 0
0 c
(3)
23 −c
(3)
22 −ℓ 0 0
0 m n 0 −ℓ 0
0 −c
(2)
33 c
(2)
23 0 0 −ℓ

 ,(26)
M2 =


0 −c
(2)
11 −c
(3)
11 0 0 0
c
(3)
23 0 −c
(3)
12 −c
(2)
11 0 0
m 0 −c
(3)
13 0 −c
(2)
11 0
−c
(2)
33 0 c
(2)
13 0 0 −c
(2)
11

 ,
M3 =


0 0 c
(3)
11 0 0 0
c
(3)
22 −c
(3)
12 0 c
(3)
11 0 0
−n −c
(3)
13 0 0 c
(3)
11 0
−c
(2)
23 c
(2)
13 0 0 0 c
(3)
11

 ,
M4 =


−c
(3)
22 c
(3)
12 0 0 0 0
−c
(3)
23 0 c
(3)
12 0 0 0
c
(1)
22 0 0 −c
(3)
13 c
(3)
12 0
c
(1)
23 0 0 c
(2)
13 0 c
(3)
12

 .
(3) Compute the row-style Hermite normal form (U | V ) of (M⊤t | I6), where
the entries of V ∈ GL6(Z) are denoted by vij .
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(4) Define the integer k as follows:
k =


ℓ
(v52v63−v53v62)
if t = 1,
c
(2)
11
v51v63
if t = 2,
−c
(3)
11
v51v62
if t = 3,
−c
(3)
12
v51v64
if t = 4.
(27)
(5) Output a pair of ternary quadratic forms
QA = (a11, a12, a13, a22, a23, a33) = k (v51, v52, v53, v54, v55, v56) ,
QB = (b11, b12, b13, b22, b23, b33) = (0, v62, v63, v64, v65, v66)
that parametrizes the order O.
The main approach of our proof is to use Lemma 4.1 and the method set out in
Gilbert and Pathria [5] for solving systems of linear Diophantine equations. Some
of these details are apparent in Example 4.1 below. When we use Algorithm 4.1 to
find the aij , bij , Lemma 4.1 guarantees that all twenty-four identities for the c
(k)
ij
are satisfied and the order is parametrized by a pair of ternary quadratic forms
determined by the twelve integers aij , bij .
Proof. Let [0] denote the 4× 2 matrix with zero entries, let
(w11, w21, w31, w41) =
(
ℓ, c
(2)
11 ,−c(3)11 ,−c(3)12
)
,
and let
x1 = a12b13 − a13b12, x2 = a11b13 − a13b11, x3 = a11b12 − a12b11, x4 = a11b22 − a22b11,
where the aij and bij are to be treated as indeterminants rather than any original param-
eters that may have been used to obtain the order O.
• Case t :
(1) We must solve for aij , bij the linear system
(28) MtZ
T = [0],
using the method set out in Gilbert and Pathria [5], where Z is the
matrix containing the aij , bij given in Lemma 4.1. This equation is
equivalent to XtYt = wt1Z in Lemma 4.1. Recall from [5] that we
must unimodular row-reduce the matrix
(
M⊤t | I6
)
to (U | V ), where
U = [uij ] is in row echelon form and V = [vij ] ∈ GL6(Z) with v61 = 0
since this action takes the row-style Hermite norm form of
(
M⊤t | I6
)
.
We then solve U⊤K = 0 for K with entries in Z.
All solutions to (28) are of the form Z⊤ = V ⊤K. Furthermore, the
top four rows of K will have zero entries. This occurs since the matrix
U is in row-style Hermite normal form, meaning any rows of zeros will
occur at the bottom. Since M⊤t has dimension four (over Q) and M
has integer entries, U is of the same dimension and thus has precisely
two rows of zeroes; row-style Hermite normal form implies that U⊤
must have two columns of zeros on the right, which forces K to have
solutions with the first four rows ofK having zero entries. The solution
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K will not be unique; we express the result in terms of four integers
k51, k52, k61, k62. Due to rows of zeros in K, we have
Z =
(
k51 k61
k52 k62
)(
v51 v52 v53 v54 v55 v56
v61 v62 v63 v64 v65 v66
)
.
(2) Following Lemma 4.1, we must choose the k51, k52, k61, k62 ∈ Z so that
wt1 = xt. This is easy; we can choose k52 = 0, k61 = 0, k62 = 1 and
k51 as appropriate. By the definitions of wt1 and xt, since the first
four rows of K have zero entries, and v61 = 0, we have
x1 = (k51k62 − k52k61) (v52v63 − v53v62) = ℓ,
x2 = (k51k62 − k52k61) v51v63 = c(2)11 ,
x3 = (k51k62 − k52k61) v51v62 = −c(3)11 ,
x4 = (k51k62 − k52k61) v51v64 = −c(3)12 .
Bhargava [3] showed that there exists at least one solution set
{a11, a12, . . . b33} ∈ Z which corresponds to a pair of ternary quadratic
forms parametrizing O. Hence for example, when ℓ 6= 0, we must have
(v52v63 − v53v62) | ℓ and more generally, a solution to wt1 = xt exists.
Since we can put k52 = 0, k61 = 0, k62 = 1, this means that we may
choose the k51 = k as given by (27). Finally, this choice of kij provides
the pair of ternary quadratic forms
QA = k (v51, v52, v53, v54, v55, v56) ,
QB = (0, v62, v63, v64, v65, v66)
that parametrizes the order O, where k51 is given by (27).

Example 4.1. Again consider the order parametrized by QA = (2,−5, 3, 3, 1, 3)
and QB = (0,−4, 3,−3, 1,−3). Recall that we obtained an order O where ℓ = −3
and hence t = 1. Following Algorithm 4.1 we calculate the row-style Hermite
normal form (U | V ) of (M⊤t | I6) and obtain
U⊤ =


1 0 0 0 0 0
0 3 0 0 0 0
1 0 3 0 0 0
0 0 0 3 0 0

 , V ⊤ =


1 0 0 0 2 0
1 0 0 0 3 4
−1 0 0 0 −3 −3
3 1 0 0 9 3
0 0 1 0 −1 −1
3 0 0 1 9 3


.
Solutions K to U⊤K = 0 are of the form
K =


0 0
0 0
0 0
0 0
k51 k52
k61 k62


,
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for any k51, k52, k61, k62 ∈ Z. All solutions toMtZ⊤ = 0 are of the form Z⊤ = V ⊤K.
It follows that
Z =
(
2k51 3k51 + 4k61 −3k51 − 3k61 9k51 + 3k61 −k51 − k61 9k51 + 3k61
2k52 3k52 + 4k62 −3k52 − 3k62 9k52 + 3k62 −k52 − k62 9k52 + 3k62
)
,
provided that ℓ = a12b13 − a13b12. We have
a12b13 − a13b12 = 3 (k51k62 − k52k61)
so we must choose the kij so that k51k62 − k52k61 = −1. If we choose(
k51 k52
k61 k62
)
=
(
1 0
−2 −1
)
,
then we recover the original twelve parameters used to construct O. The solution
given by Algorithm 4.1 puts(
k51 k52
k61 k62
)
=
( −1 0
0 1
)
,
and
QA = (−2,−3, 3,−9, 1,−9), QB = (0, 4,−3, 3,−1, 3).
The following table lists pairs of ternary quadratic forms that parametrize the
ring of integers of quartic number fields of small positive discriminant. These were
found by computing from an essential pair, the coefficients c
(k)
ij for that ring and
then applying Algorithm 4.1.
Table 1: Pairs of TQFs parametrizing the maximal order of quartic fields of positive
discriminant ∆. From left to right we have the field discriminant, an essential pair,
(a11, a12, a13, a22, a23, a33), (b11, b12, b13, b22, b23, b33), and 4 det(Ax +By).
∆ [f, (a, b, c, d, e)] QA QB 4 det(Ax +By)
117 [1, (1, -1, -1, 1, 1)] (0, 0, 0, -1, -1, -1) (1, 2, 1, 1, 2, 1) (0, 3, -1, -1)
125 [1, (1, 1, 1, 1, 1)] (-1, 0, 0, 0, 1, 0) (0, 1, 1, 1, 1, 1) (1, 2, -2, -1)
144 [1, (1, 0, -1, 0, 1)] (0, 0, 0, -1, -1, -1) (1, 2, 0, 1, -1, -1) (0, 3, 2, -1)
189 [1, (1, 1, 0, -2, 1)] (0, 0, 0, -1, -1, -1) (1, 0, -3, 1, 0, 2) (0, 3, -3, -1)
225 [2, (4, -6, 5, -3, 1)] (0, 0, 0, -1, -1, -1) (1, 3, -2, 2, -2, 2) (0, 3, -1, -2)
229 [1, (1, 0, 0, 1, 1)] (-1, 0, 0, 0, 1, 0) (0, 0, 1, 1, 0, 1) (1, 0, -4, -1)
256 [1, (1, 0, 0, 0, 1)] (-1, 0, 0, 0, 1, 0) (0, 0, 0, 1, 0, 1) (1, 0, -4, 0)
257 [1, (1, 0, 1, -1, 1)] (-1, 0, 0, 0, 1, 0) (0, 0, -1, 1, 1, 1) (1, 2, -3, -1)
272 [1, (1, 0, 1, 2, 1)] (-1, 0, 0, 0, 1, 0) (-1, 0, -2, -1, 0, -1) (1, 1, -4, 0)
320 [1, (1, 2, 0, 0, 2)] (-1, -2, 0, -1, 1, -2) (2, 2, 0, 1, -2, 2) (1, 2, -4, 0)
392 [1, (1, 1, 0, -1, 1)] (-1, 0, 0, 0, 1, 0) (-1, -1, 1, -1, 1, -1) (1, 3, -2, -2)
400 [1, (1, 0, 3, 0, 1)] (0, 0, 0, 1, 0, 1) (1, -1, 0, 0, 0, 1) (0, 4, 3, -1)
432 [1, (1, 0, 3, 0, 3)] (0, 0, 0, 1, 1, 1) (1, 0, 0, 1, 0, -1) (0, 3, 0, -4)
441 [2, (4, 2, -1, 1, 1)] (0, 0, 0, 1, 1, 1) (1, 6, 1, 8, 2, 1) (0, 3, 1, -4)
512 [1, (1, 0, 2, 0, 2)] (0, 0, 0, 1, 0, 1) (1, 0, 0, 1, -1, 0) (0, 4, 4, -1)
513 [2, (4, - 2, - 3, 1, 1)] (0, 0, 0, 1, 1, 1) (1, 1, -1, 0, 1, 2) (0, 3, 3, -4)
549 [1, (1, -2, -2, 3, 3)] (0, 0, 0, 1, 1, 1) (1, -3, -5, 2, 5, 5) (0, 3, -1, -5)
576 [2, (4, 4, 2, 2, 1)] (0, 0, 0, -1, 0, -1) (1, -1, -3, 0, 0, 2) (0, 4, 2, -2)
592 [1, (1, -2, 4, -2, 2)] (-1, 2, 2, -1, -3, -2) (1, 0, 0, 0, -1, 0) (1, 1, -5, -1)
605 [1, (1, 1, 1, -1, 1)] (-1, 0, 0, 0, 1, 0) (-1, -1, 1, -1, 0, -1) (1, 1, -5, -2)
656 [1, (1, 2, -1, -2, 2)] (0, 0, 0, -1, 0, -1) (1, -2, -3, 2, 2, 2) (0, 4, -3, -2)
657 [2, (4, 2, 5, 1, 1)] (0, 0, 0, 1, 1, 1) (1, 3, 0, 1, -1, 1) (0, 3, 1, -6)
697 [1, (1, 1, 2, 1, 2)] (0, -1, -1, -1, -2, -2) (1, 0, 0, 0, -1, 0) (1, 3, -4, -1)
725 [1, (1, -1, -3, 1, 1)] (-1, 0, 0, 0, 1, 0) (1, 1, -1, -1, 2, -1) (1, 3, -5, 0)
761 [1, (1, -2, 1, 1, 1)] (-1, 0, 0, 0, 1, 0) (-1, 2, -1, -1, 0, -1) (1, 1, -6, 1)
784 [2, (4, 0, -3, 0, 1)] (0, 0, 0, 1, 0, 1) (1, 1, 0, 1, 0, -1) (0, 4, -1, -3)
788 [1, (1, -1, 2, -2, 2)] (-1, 0, 0, 0, 1, 0) (0, -1, -2, 1, 2, 2) (1, 4, -2, -2)
832 [1, (1, 2, 0, -4, 2)] (0, 0, 0, -1, 0, -1) (1, -1, 3, 1, 0, 2) (0, 4, -2, -3)
837 [1, (1, 3, 0, -6, 3)] (0, 0, 0, 1, 1, 1) (1, -3, -4, 3, 4, 3) (0, 3, 3, -7)
873 [2, (4, 2, 5, -5, 1)] (0, 0, 0, 1, 1, 1) (1, 1, -4, 2, -1, 3) (0, 3, 1, -8)
892 [1, (1, 1, 2, -3, 1)] (-1, 0, 0, 0, 1, 0) (-3, -1, 3, -1, 1, -1) (1, 5, 0, -2)
981 [1, (1, -5, 5, 5, 1)] (0, 0, 0, -1, -1, -1) (1, 2, 3, 1, 0, 1) (0, 3, -1, -9)
Continued
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Table 1 – continued
∆ [f, (a, b, c, d, e)] QA QB 4 det(Ax +By)
985 [1, (1, 1, 3, 2, 3)] (0, -1, -2, -1, -3, -3) (1, 0, 0, 0, -1, 0) (1, 1, -6, -1)
1008 [1, (1, 4, 1, -6, 3)] (0, 0, 0, 1, 1, 1) (1, 2, 4, 3, 5, 3) (0, 3, 2, -9)
1008 [1, (1, -4, 11, -14, 13)] (0, 0, 0, 1, 1, 1) (1, -2, -2, 2, 5, 1) (0, 3, -2, -9)
1016 [1, (1, -1, 1, -2, 2)] (-1, 0, 0, 0, 1, 0) (-1, 1, 2, -1, 0, -2) (1, 1, -6, -2)
1025 [2, (4, 2, 3, 1, 1)] (1, 1, 2, -1, 1, 1) (-1, -1, -1, -1, -1, -1) (0, 5, -1, -2)
1040 [1, (1, 4, 3, -4, 1)] (0, 0, 0, -1, 0, -1) (1, 1, 2, 1, 0, 0) (0, 4, 1, -4)
1040 [4, (16, 32 , 25 , 8 , 1)] (0, 0, 0, 1, 0, 1) (1, -1, 4, 0, 0, 4) (0, 4, -1, -4)
1076 [1, (1, 3, 6, 4, 2)] (-1, 0, 0, 0, 1, 0) (3, 3, 4, 1, 3, 2) (1, 3, -5, -1)
1088 [1, (1, 2, 1, -2, 1)] (-1, 0, 0, 0, 1, 0) (-2, -2, 2, -1, 1, -1) (1, 4, -3, -2)
1088 [1, (1, 2, 5, 4, 2)] (-1, 0, 0, 0, 1, 0) (2, 2, 4, 1, 3, 2) (1, 4, -3, -2)
1125 [1, (1, 7, 14, 8, 1)] (0, 0, 0, -1, -1, 1) (-1, -1, -1, 0, -1, 1) (0, 5, 5, -1)
1129 [1, (1, 1, 0, 1, 2)] (-1, 0, 0, 0, 1, 0) (-1, -1, -1, -1, 1, -2) (1, 3, -4, -3)
1161 [4, (16, 20, 15, 5, 1)] (0, 0, 0, 1, 1, 1) (1, 3, -2, 0, -4, 2) (0, 3, -3, -10)
1168 [3, (9, -6, 5, -4, 1)] (0, 0, 0, 1, 0, 1) (1, 3, -2, 3, -1, 1) (0, 4, 3, -4)
1197 [1, (1, -3, 8, 6, 1)] (0, 0, 0, -1, -1, -1) (1, -5, -3, 5, 4, 2) (0, 3, -1, -11)
1197 [3, (9, -3, -5, 1, 1)] (0, 0, 0, 1, 1, 1) (1, 1, -1, -1, 1, 2) (0, 3, -1, -11)
Table 1 shows that all maximal orders of discriminant less than 1200 have an
essential pair. However, the number of fields displayed in the table was chosen so
that the table would be small and in fact the first instance in which there is no
essential pair for a maximal order of a given discriminant is larger than 1200. An
open problem remains to give simplified conditions in terms of the field invariants
for the existence of an essential pair for the maximal order of a quartic field, such
as a statement that generalizes Wood’s observation, Theorem 2.1.
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