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THE CRITICAL COHA OF A QUIVER WITH POTENTIAL
BEN DAVISON
Abstract. Pursuing the similarity between the Kontsevich–Soibelman construction of the
cohomological Hall algebra of BPS states and Lusztig’s construction of canonical bases for
quantum enveloping algebras, and the similarity between the inetgrality conjecture for motivic
Donaldson–Thomas invariants and the PBW theorem for quantum enveloping algebras, we build
a coproduct on the cohomological Hall algebra associated to a quiver with potential. We also
prove a cohomological dimensional reduction theorem, further linking a special class of coho-
mological Hall algebras with Yangians, and explaining how to connect the study of character
varieties with the study of cohomological Hall algebras.
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1. Introduction
1.1. Background and motivation. Let Q be a quiver, i.e. a pair of sets Q1 and Q0 and a pair
of maps s, t : Q1 → Q0. We will always assume that these sets are finite. LetW ∈ CQ/[CQ,CQ]
be an element of the vector space quotient. Such an element is called a potential. In the paper
[19] Kontsevich and Soibelman introduced the critical cohomological Hall algebra (abbreviated
to CoHA in this paper) HQ,W associated to this data. The main result of the present paper is
that this algebra carries a kind of localised coproduct, in a sense that we explain in Section 1.2.
Firstly, we explain why it is natural to look for and expect such a coproduct to exist.
The algebra HQ,W is graded by the monoid NQ0 . For γ ∈ NQ0 , the degree γ summand is
defined to be the dual compactly supported cohomology
(1) HQ,W,γ := Hc,Gγ (MQ,γ , φtr(W )γQ[−1])
∨[χ(γ, γ)],
where
(2) MQ,γ :=
⊕
a∈Q1
Hom(Cγ(s(a)),Cγ(t(a))).
is an affine space of γ-dimensional representations of Q, acted on by the group
(3) Gγ :=
∏
i a vertex of Q
GLC(γ(i))
by change of basis. The sheaf complex φtr(W )γQ[−1] is the vanishing cycles complex associated
to the function tr(W )γ on the space of γ-dimensional Q-representaions MQ,γ . The definition of
the vanishing cycles complex is recalled in Section 2, while notions related to the geometry of
the moduli space of Q-representations are recalled in Section 3. The shift here is defined by the
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expressions
χ(γ1, γ2) :=l0(γ1, γ2)− l1(γ1, γ2)(4)
l0(γ1, γ2) :=
∑
i∈Q0
γ1(i)γ2(i)
l1(γ1, γ2) :=
∑
a∈Q1
γ1(s(a))γ2(t(a)).
We will attempt to be agnostic, in this introduction, regarding the category (which we will denote
C) to which each cohomologically graded piece of (1) belongs, but we assume this category is
Tannakian, and that we recover Hc,Gγ (MQ,γ, φtr(W )γQ[−1]), defined as a cohomologically graded
vector space by applying the fibre functor to Hc,Gγ (MQ,γ , φtr(W )γQ[−1]) considered as an element
of the unbounded derived category D(C), with zero differential. Then
HQ,W :=
⊕
γ∈NQ0
HQ,W,γ
belongs to D(CZQ0 ), the category of formal Z
Q0-indexed direct sums of objects in D(C).
One can associate to the data (Q,W ) a different algebra, the Jacobi algebra Jac(Q,W ) —
see [13] for a definition of this algebra. The CoHA HQ,W can be considered as a categorification
of the Donaldson–Thomas invariants of Jac(Q,W ). To explain this we assume firstly that Q is
symmetric, in the sense that for all pairs i, j ∈ Q0 the number of arrows from i to j is the same as
the number of arrows from j to i. Secondly we assume that C has a notion of a weight filtration
such that Grwt(HQ,W ) belongs to D
lb(CNQ0 ), the full subcategory of the derived category of CNQ0
consisting of complexes such that each Z ⊕ NQ0-graded piece of the associated graded object
belongs to Db(C), the bounded derived category of C. Here the associated graded is with respect
to the weight filtration, and Z keeps track of the weight degree. Thirdly, we assume that there
is an element Vprim ∈ D
lb(CNQ0 ), such that
(5) [Sym(Vprim ⊗Q[u])] = [HQ,W ] ∈ K0(CZQ0 )
where u is a formal variable of weight 2. The NQ0-grading on Vprim ⊗Q[u] is given by (Vprim ⊗
Q[u])γ = Vprim,γ ⊗ Q[u]. The first assumption can be relaxed, but the situation becomes more
complicated — in this case one should twist the natural monoidal structure on Dlb(CZQ0 ) by an
analogue of the Tate twist, see Section 3.1. The second assumption will be satisfied in the case
C = MMHS, the category of monodromic mixed Hodge structures introduced by Kontsevich
and Soibelman and recalled in Section 2.2. The third assumption is automatically satisfied if the
first two are. Then an alternative definition of the K0(C)-valued Donaldson–Thomas invariant
ΩQ,W,γ is
ΩQ,W,γ := [Vprim,γ ] ∈ K0(D
lb(C)).
The famous integrality conjecture of Joyce and Song or Kontsevich and Soibelman regarding
Donaldson–Thomas invariants (see [19] for a very general proof) can be expressed by saying that
each ΩQ,W,γ is in the image of the inclusion K0(D
b(C))→ K0(D
lb(C)). Defining the refined DT
invariant by taking the weight polynomial: ΩqntmQ,W,γ(q
1/2) = χq(Vprim,γ), the integrality statement
implies that the refined DT invariants are Laurent polynomials in q1/2, as opposed to Laurent
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formal power series — this is sufficient to deduce the Joyce–Song version of the integrality
conjecture for the numerical DT invariants associated to Jacobi algebras.
The above formulation of the integrality conjecture makes it clear how understanding the
structure of the CoHA HQ,W might be hoped to offer a categorified upgrade of the integrality
conjecture. Namely, if one could show that there is a categorification of (5), i.e. an isomorphism
of algebras
(6) Sym(Vprim ⊗Q[u])→HQ,W ,
and that each of the generating objects Vprim,γ is finite dimensional, then by passing to the
Grothendieck group, one would deduce a new proof of the integrality conjecture. This is exactly
the result proved by Efimov in [12], in the case that Q is symmetric and W = 0, with the
corollary that the categorified integrality conjecture is true in this case.1
In general the statement that there is an isomorphism of algebras as in (6) is too strong, and
the right formulation of the categorified integrality conjecture is that there is some isomorphism
as in (6). For instance one may hope that there is a subobject Vprim ⊗Q[u] ⊂ HQ,W such that
the natural map (6) built from the algebra structure on HQ,W is an isomorphism of objects
in D(CZQ0 ). If g is a Lie algebra, and g[u] is the associated disc algebra with Lie product
defined by [gui, g′ui
′
] := [g, g′]ui+i
′
, the Poicare´–Birkhoff–Witt theorem makes just such a claim
regarding the inclusion g[u] ⊂ U(g[u]), and so the categorified integrality conjecture would follow
from the statement, weaker than the statement that HQ,W is a free commutative algebra, that
HQ,W ∼= U(g[u]) for some ZQ0-graded Lie algbra g with finite dimensional ZQ0-graded pieces.
In practice even this statement is too strong, and one should look for the structure of a
quantum enveloping algebra on HQ,W , i.e. one should prove that HQ,W is a deformation of
some U(g[u]), where g has finite-dimensional ZQ0-graded pieces. This statement is still enough
to prove that HQ,W has a PBW basis, and so it is enough to prove the categorified integrality
conjecture. The statement regarding quantum enveloping algebras is proved in a companion
paper with Sven Meinhardt [10] using the coproduct constructed in this paper, and so we may
say that the categorified integrality conjecture follows from the fact that we can build a kind
of generalised Yangian algebra out of an arbitrary pair (Q,W ). Regardless of whether one
wants to prove that HQ,W is a free commutative algebra, a universal enveloping algebra, or a
deformed universal enveloping algebra, one has a coproduct — this is our motivation for finding
this additional structure on HQ,W .
1.2. Main results. The main contribution of this paper is the construction of a localised co-
product
(7) HQ,W
∆
−→ HQ,W ⊠˜
tw
+HQ,W
satisfying the following theorem:
Theorem 1. The map ∆ endows HQ,W with the structure of a Q-localised bialgebra in the sense
of Definition 5.3 below.
1This is also the result that was erroneously stated in greater generality in an earlier preprint of this paper.
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The notion of a Q-localised bialgebra is introduced in Section 5; it closely mimics the no-
tion of a bialgebra in a symmetric monoidal category, with the modification that the target
of ∆ is localised, and the monoidal category in which we work is not symmetric so that the
usual compatibility statement, that ∆ should be an algebra homomorphism, becomes more
delicate. The right hand side of (7) is, up to a shift, a localisation of HQ,W ⊗ HQ,W in a
sense that we briefly explain. The γ-graded summand HQ,W,γ ⊂ HQ,W carries an action of
HGγ (pt,Q) ∼= Q[x1,1, . . . , x1,γ(1), . . . , xn,1, . . . , xn,γ(n)]
Symγ , where Gγ =
∏
i∈Q0 GLC(γ(i)) and
Symγ =
∏
i∈Q0 Symγ(i). We localise by formally inverting the element∏
i,j∈Q0
∏
s′=1,...,γ1(j)
s′′=1,...,γ2(i)
(x
(1)
j,s′ − x
(2)
i,s′′) ∈
Q[x(1)1,1, . . . , x
(1)
1,γ1(1)
, . . . , x
(1)
n,1, . . . , x
(1)
n,γ1(n)
]Symγ1 ⊗Q[x(2)1,1, . . . , x
(2)
1,γ2(1)
, . . . , x
(2)
n,1, . . . , x
(2)
n,γ2(n)
]Symγ2
in the ring HGγ1 (pt,Q)⊗HGγ2 (pt,Q), for each pair (γ1, γ2), and tensoring the localised ring with
HQ,W,γ1 ⊗HQ,W,γ2. At the end of this introduction we will explicitly write down the coproduct
for the case W = 0, and the localisation will hopefully begin to look more natural.
As mentioned, in general the product is not commutative, but even in the general case the
construction of the coproduct is an essential step in understanding the structure of the algebra
HQ,W , considered as a quantum enveloping algebra, or Yangian associated to (Q,W ). The
connection with the existing2 use of the word Yangian is as follows. Associated to a quiver Q is
an extended doubled quiver Q˜ given by adding an arrow a∗ with s(a∗) = t(a) and t(a∗) = s(a)
for every a ∈ Q1, and then adding a loop ωi at the vertex i for every i ∈ Q0. We define
WQ =
∑
a∈Q1 [a, a
∗]
∑
i∈Q0 ωi and conjecture that
(8) HQ˜,WQ
∼= Y+Q ,
where the right hand side is the part of the Yangian for the quiver Q defined by Maulik and
Okounkov in [22] generated by the positive part of the Lie algebra g[u].
We will leave checking the above comparison to future work, though see in this connection
the paper [30]. But one point that we will address in this paper is the conceptual gap between
the definitions of the left and the right hand side of (8). The right hand side is defined in terms
of Nakajima quiver varieties, which may be considered as moduli spaces of modules over the
(twisted) preprojective algebra associated to Q, i.e. moduli spaces of objects in a 2-dimensional
Calabi–Yau (CY2) category. On the other hand, the left hand side is built out of the cohomology
of moduli spaces of representations of the Jacobi algebra Jac(Q˜,WQ), which form a CY3 category,
and is furthermore not cohomology with respect to the constant sheaf, but a vanishing cycles
complex. In fact, at least at the level of Grothendieck groups, there is a very general procedure
to pass from vanishing cycle cohomology of objects in a CY3 category to usual cohomology of
objects in a CY2 category that goes by the name of dimensional reduction, introduced in [2].
In the appendix we prove the cohomological refinement of dimensional reduction that we need,
which is the other main contribution of this paper towards the general project of understanding
the CoHA HQ,W in terms of quantum enveloping algebras.
2Specifically, existing in [22].
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Theorem 2. Let f : X × An → C be a C∗-equivariant regular function, where An and C carry
the scaling action and X carries the trivial action, so that we may write f =
∑n
s=1 fsxs where
the xs are the coordinates on An and the fs are functions on X. Let Z = Z(f1, . . . , fn). There
is a natural isomorphism in Db(C)
Hc(X × A
n, ϕfQ[−1]) ∼= Hc(Z × A
n,Q).
As a consequence, the cohomology of other moduli spaces of objects in CY2 categories acquires
the structure of a quantum enveloping algebra, for example the cohomology of the moduli stack
of representations of the fundamental group of a closed Riemann surface — we present this
example in Section 6.2. A not entirely unrelated example is the example of the compactly
supported cohomology of the stack of representations of the preprojective algebra ΠQ, for an
arbitrary quiver Q. In [7] we use dimensional reduction in this case to give a new proof of
the Kac positivity conjecture regarding the coefficients of the polynomials counting absolutely
indecomposable Q-representations over Fq, already proved in [16].
1.3. Why localise? Example: the case W = 0. Let Q be a quiver, which for simplicity we
continue to assume is symmetric, and let B be the matrix defined by
bij = δij −#{a ∈ Q1|s(a) = i, t(a) = j}.
Consider the non critical cohomological Hall algebra
HQ :=
⊕
γ∈NQ0
HQ,γ,
where HQ,γ is defined to be
⊗
i∈Q0 C[xi,1, . . . , xi,γ(i)]
Symγ(i) . Define Zco := Z; the subscript here
is a reminder that this copy of Z keeps track of the cohomological grading. The spaces HQ,γ are
given a Zco-grading by putting monomials of polynomial degree d in Zco-degree χ(γ, γ) + 2d.
The Zco-graded multiplication operation is defined by identifying these spaces of symmetric
polynomials with equivariant cohomology and then using correspondences in cohomology, as in
[19, Sec.2.2]. As noted in [19, Sec.2.4] there is, however, a direct formula for the multiplication,
given as follows:
m(f1, f2)(x1,1, . . . , x1,γ1(1)+γ2(1), . . . , xn,1, . . . , xn,γ1(n)+γ2(n)) =(9) ∑
π∈P(γ1,γ2)
f1(x1,π1(1), . . . , x1,π1(γ1(1)), . . . , xn,πn(1), . . . , xn,πn(γ1(n)))·
f2(x1,π1(γ1(1)+1), . . . , x1,π1(γ1(1)+γ2(1)), . . . , xn,πn(γ1(n)+1), . . . , xn,πn(γ1(n)+γ2(n)))·∏
i,j∈Q0
∏γ1(i)
α=1
∏γ1(j)+γ2(j)
β=γ1(j)+1
(xj,πj(β) − xi,πi(α))
−bij
where P(γ1, γ2) is the subset of π ∈ Symγ1+γ2 such that for each i ∈ Q0, πi preserves the ordering
of {1, . . . , γ1(i)} and {γ1(i) + 1, . . . , γ1(i) + γ2(i)} for each i ∈ Q0. In other words, P(γ1, γ2) is
the set of shuffles of (γ1, γ2) into γ. Although it is possible for −bij to be negative, it turns out
that (9) always defines a polynomial function, so gives a well defined multiplication.
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To start with, let Q be the quiver with one vertex and one loop. Then B = 0 and from (9),
HQ is a shuffle algebra on countably many variables. This has an obvious coproduct, which we
recall. For γ1 + γ2 = γ, there is a natural inclusion
iγ1,γ2 : HQ,γ →HQ,γ1 ⊗HQ,γ2
given by considering a Symγ invariant polynomial as a Symγ1 × Symγ2 invariant one. We define
∆ =
∑
γ1+γ2=γ
iγ1,γ2 .
It is a worthwhile check to see that this really does define a compatible coassociative coproduct
∆, where by compatible we mean that ∆ is an algebra homomorphism, i.e. the following diagram
commutes
(10) HQ ⊗HQ
(a,b)7→a·b

∆⊗∆
// HQ ⊗HQ ⊗HQ ⊗HQ
(a,b,c,d)7→(a·c,b·d)

HQ
∆ // HQ ⊗HQ.
It is worth noting also that ∆ is the same as the coproduct ∆′ one gets by considering HQ as a
free commutative algebra in the first place (in the category of commutative unital algebras it is
freely generated by the space of polynomials in one variable, i.e. HQ,1), as for each i we have
∆′(xi1,1) := 1⊗ x
i
1,1 + x
i
1,1 ⊗ 1 = ∆(x
i
1,1).
When we try to generalise ∆, for other quivers Q, we need to adjust for the product terms in
the last line of (9). In fact it is not hard to guess what the correct approach to this should be,
and the guess turns out to be almost right:
(11) ∆ =
∑
γ1+γ2=γ
iγ1,γ2
∏
i,j∈Q0
∏γ1(i)
α=1
∏γ1(j)+γ2(j)
β=γ1(j)+1
(xj,β − xi,α)
bij .
One should also introduce a sign (−1)χ(|b|,|c|) into the right hand vertical map of (10) — see
Section 5.1. However the ‘almost’ here is not referring to noncommutativity of (10), but to the
fact that ∆ no longer really defines a morphism between the constituent terms of (10). The
problem is that in changing the signs of the bij in the exponent of (11), we lose the guarantee we
had in the case of the definition of the product that the result of feeding in polynomials is a new
polynomial, as opposed to a rational function. However if we treat the shuffle product and ∆ as
operations on rational functions in variables {x1,1, . . . , x1,γ(1), . . . , xn,1, . . . , xn,γ(n)}, the square
(10) commutes (after introducing the sign (−1)χ(|b|,|c|)). The appearance of rational functions
in the naive definition of the comultiplication generalising the natural comultiplication on the
shuffle algebra explains the appearance of localisations of dual compactly supported equivariant
cohomology in this paper.
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2. Constructible sheaves and vanishing cycles
2.1. Verdier duality. Let X be a complex variety. We denote by Dbc (X,Q) the bounded
derived category of Q vector spaces on X with constructible cohomology. Let f : X → Y be a
morphism of manifolds. Then the direct image with compact support functor f! defines a functor
Dbc (X,Q) → D
b
c (Y,Q), with right adjoint f
!. This adjoint functor is in general not the derived
functor of a functor from the category of sheaves of Q vector spaces on Y to the category of
sheaves of Q vector spaces on X, though if f is an affine fibration or a locally closed inclusion
it is, at least up to a cohomological shift depending on the relative dimension of f .
The “six functors”, namely f!, f
!, f∗, f∗,Hom, and ⊗ themselves descend from functors on
the categories Db(MHM(X)) and Db(MHM(Y )), and the adjunction between f! and f
! lifts
to the level of mixed Hodge modules too. For an introduction to the theory of mixed Hodge
modules see [26]. For the reader that prefers never to think about mixed Hodge modules, the
paper can still be read, with the rule that the functor
F 7→ F{−d}
defined later should be understood as the functor
F 7→ F ⊗Q2d,2d,
the operation of tensoring with the rational vector space concentrated in Zco ⊕ Zwt-degree
(2d, 2d). Here Zco = Z and Zwt = Z, and the subscripts are merely to remind us that one copy
of Z is keeping track of cohomological degree, while the other is keeping track of the weight
degree.
Let p : Y → pt be the projection from an equidimensional manifold Y to a point. There is an
isomorphism
(12) oY : QY ⊗ p
∗Q(dim(Y ))[2 dim(Y )]→ p!Q
in the category of mixed Hodge modules on Y . Here Q(dim(Y )) is the pure one-dimensional
weight −2 dim(Y ) Hodge structure. A choice of isomorphism (12) corresponds canonically (since
complex manifolds carry a canonical orientation), via Poincare´ duality to a choice of a dual class
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to H0(Y,Q). There is, then, a canonical isomorphism (12), given by the map sending the class
of any point in H0(Y,Q) to 1. When considering mixed Hodge modules we define
Q{d} := Q(d)[2d]
if we consider Q as a one dimensional mixed Hodge structure. If we consider just the underlying
vector space we define
Q{d} := Q[2d].
In either case, we define
QY {d} := QY ⊗ p
∗Q{d},
where again we are using the same notation for the shift, regardless of the category to which we
are assuming QY belongs. We define the derived functor F → F{d} via
(13) F 7→ F ⊗QY {d}.
Recall that the Verdier dual DF of F is defined to be RHom(F , p!Q), and so for Y an equidi-
mensional manifold there is a canonical isomorphism of functors DF → F∨ ⊗ QY {dim(Y )},
where F 7→ F∨ is the duality functor F 7→ RHom(F ,QY ). The multiplication map QY ⊗QY →
QY induces an isomorphism Q∨Y → QY , and so we deduce that there is a canonical isomorphism
(14) DQY → QY {dim(Y )}
which we can decompose in the following way
DQY := RHom(QY , p
!Q)(15)
∼= RHom(QY ,QY )⊗ p
!Q
∼= Q∨Y ⊗QY {dim(Y )}
∼= QY ⊗QY {dim(Y )}
∼= QY {dim(Y )}.
2.2. Vanishing cycles of sheaves. We first discuss vanishing cycles of sheaves, without the
added worry of Hodge structures — that will come later. Let Y be a connected complex manifold,
and let Z ⊂ Y be a closed subspace. Then for F an Abelian sheaf on Y , we define the underived
functor
ΓZF(U) = ker
(
F(U)→ F(U \ Z)
)
.
Let f : Y → C be a holomorphic function. We define
φfF [−1] := (RΓ{Re(f)≤0}F)|f−1(0),
the shift of the vanishing cycle functor for f . We can consider the vanishing cycle functor as a
functor φf : D
b
c (Y,Q) → D
b
c (Y,Q) between the derived category of sheaves of Q vector spaces
on Y with constructible cohomology and itself. It is perhaps more standard to consider φf as a
functor Dbc (Y,Q)→ D
b
c (f
−1(0),Q), but we prefer to keep all our sheaves as sheaves on smooth
manifolds, as we use Verdier duality a great deal and always take Verdier duals in categories
of sheaves on smooth manifolds. Here we are using a nonstandard definition for φf that is
10 B. DAVISON
equivalent to the usual one in the complex case (see Exercise VIII.13 of [17]). Often we will
abbreviate φfQY [−1] to just ϕf . The isomorphism (14) induces ismorphisms in Dbc (Y,Q)
(16) φfQY {dim(Y )}→ φfDQY .
In addition there is a natural isomorphism
(17) φfD ∼= Dφf
by the main result of [21]. The first of these isomorphisms will be used heavily in the sequel
in order to construct ‘umkehr’ maps. For instance these umkehr maps are required for the
definition of compactly supported equivariant cohomology with coefficients in the vanishing
cycles complex.
Remark 2.1. The isomorphism (17) gives rise to an isomorphism
(18) Hc,Gγ (MQ,γ , ϕtr(W ))
∨{χ(γ, γ)/2} ∼= HGγ (MQ,γ, ϕtr(W )){−χ(γ, γ)/2}
between the cohomological Hall algebra as we define it, in terms of dual compactly supported
cohomology, and the cohomological Hall algebra defined in terms of ordinary cohomology. The
reasons we prefer the slightly awkward left hand side of (18) are twofold. Firstly, the isomorphism
fails after replacing ϕtr(W ) with ϕtr(W )|MP
Q,γ
, where MPQ,γ is a subvariety of MQ,γ. The left
hand side is the true “motivic” invariant, in the sense of obeying cut and paste relations, after
passing to classes in the Grothendieck group. Secondly, the dimensional reduction theorem A.1
is expressed in terms of the cohomology theory on the left hand side of (18).
Remark 2.2. From now on all functors will be considered as derived functors unless explicitly
stated, and we will abbreviate RΓ− to Γ−, Rj∗ to j∗, etc.
If Y ′ j−→ Y f−→ B is a composition of maps of manifolds, and Z ⊂ B is a closed subspace, then
there is a natural transformation of functors Dbc (Y,Q)→ D
b
c (Y,Q)
(19) Γf−1(Z) → j∗Γ(fj)−1(Z)j
∗
which induces a natural transformation
(20) φf → j∗φfjj∗
in the case that f is a regular function to C and Z = R≤0 + iR. The natural transformation
(20) is generally not an isomorphism. On the other hand, if j is a closed embedding then the
composition
(21) Γf−1(Z)j∗ → j∗Γ(fj)−1(Z)j
∗j∗
∼=
−→ j∗Γ(fj)−1(Z)
is a natural isomorphism of functors Dbc (Y
′,Q)→ Dbc (Y,Q), and
(22) φf j∗ → j∗φfj
is a natural isomorphism of functors Dbc (Y
′,Q)→ Dbc (Y,Q). Similarly, if j is an affine fibration,
then (20) is a natural equivalence, which when evaluated on QY gives a quasi-isomorphism of
complexes of sheaves
φf → j∗φfj .
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Additionally for any smooth j the natural transformation
(23) j∗φf → φjfj∗.
is a natural isomorphism. So for instance if j : Y ′ → Y is an open embedding, there is an
isomorphism j∗ϕf ∼= ϕf |Y ′ in D
b
c (Y
′,Q).
It is easy to find examples showing that if i : X → Y is the inclusion of a closed subspace,
and f : Y → C is a regular function, then tensoring with i∗QX does not commute with taking
vanishing cycles. For example, one can show that the sheaf of vanishing cycles ϕf is supported
on the critical locus of f , while the complex φf i∗QX has cohomology supported on the critical
locus of f |X by (22). However we do have the following useful fact:
Proposition 2.3. Let f : X → C be a regular function on a complex algebraic manifold X. Let
Dblc(X,Q) be the full subcategory of the bounded derived category of sheaves of Q vector spaces
on X consisting of objects with locally constant cohomology. There is a natural equivalence of
bifunctors Dblc(X,Q)×D
b
c (X,Q)→ D
b
c (X,Q)
(24) ν :
(
(L × F 7→ L ⊗ φf (F)
)
→
(
L × F 7→ φf (L ⊗ F)
)
.
Proof. First note that there is a natural transformation of underived bifunctors of Abelian
sheaves
(25) G ⊗ ΓZ(F)→ ΓZ(G ⊗ F).
Taking Z = f−1(R≤0 + iR) and restricting (25) to f−1(0), the induced natural transformation
between associated derived functors is the natural transformation which we denote ν. The
natural transformation of underived functors underlying ν is clearly an isomorphism when G is
locally constant. Fix a locally constant sheaf L, it follows that (24), considered as a natural
transformation of functors (with argument F) is a natural isomorphism. For arbitrary G ∈
Dblc(X,Q) it follows that if G has cohomology concentrated in one position then (24) is a natural
isomorphism, and the general case follows from the five lemma and induction on the length of
the interval [m,m′] in which G has nonzero cohomology. 
Corollary 2.4. Let Y ′ j−→ Y be a smooth map of manifolds such that there is a natural equiv-
alence j!j
∗F → F ⊗ j!QY ′ , and j!QY ′ has locally free cohomology, for example a map that is
analytically locally a Cartesian product, or more specifically an affine fibration. Then there is a
natural equivalence φf j!j
∗ → j!φfjj∗.
Proof. We have the sequence of natural isomorphisms
φfj!j
∗F ∼=φf (F ⊗ j!QY ′)
∼=φfF ⊗ j!QY ′
∼=j!j
∗φfF
∼=j!φfjj
∗F ,
where the final isomorphism follows from the smoothness of j. 
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2.3. Monodromic mixed Hodge structures. The critical CoHA HPQ,W defined below will
always have an underlying algebra object in the category Dc(NQ0 ,Q) of positively ZQ0-graded
vector spaces over Q, as in the introduction, but can also be considered as a ZQ0-graded algebra
in a richer category D(C). Our favoured category C, in the notation of the introduction, is
the category of monodromic mixed Hodge structures introduced in [19, Sec.7.4]. For example,
one cannot recover the theory of refined DT invariants without at least considering the extra
Zwt-grading on Grwt(H
P
Q,W ) coming from the weight filtration associated to the underlying
monodromic mixed Hodge structure.
We will give an outline of the relevant definitions and propositions here. For more details
see [19, Sec.7.4]. For many applications, the following remark will suffice: there is a full and
faithful exact tensor functor h∗s∗ : MHS → MMHS, and in the event that all our vanishing
cycles complexes ϕf lie in the image of this functor, we may as well consider H
P
Q,W as an algebra
object in the derived category of ZQ0-graded mixed Hodge structures. In many interesting cases
in which it is true, the statement that the relevant vanishing cycles lie in the image of h∗s∗ is
a byproduct of the notion of dimensional reduction — see Appendix A, and for an extended
natural example of this phenomenon see Section 6.2.
The category MHM(X) of mixed Hodge modules on a complex algebraic manifold X is a full
sub-tensor category of the category FW MFrh(X), which consists of filtered objects of MFrh(X),
which itself consists of triples:
(1) A perverse sheaf L of Q vector spaces on X.
(2) A regular holonomic DX -module M with an isomorhism DR(M) ∼= L⊗Q C.
(3) A good filtration F on M .
Actually describing which objects of FW MFrh(X) belong to MHM(X) is a rather complicated
matter, to which we refer the reader to [26]. There is a forgetful functor rat : D(MHM(X))→
Dc(X,Q), given by remembering only the underlying complex of perverse sheaves, and this
functor is exact (when the target triangulated category is given the perverse t structure) and
the restricted functor MHM(X)→ Perv(X) is faithful.
The category MMHS is the full subcategory of EMHS consisting of mixed Hodge modules
unramified on C∗ ⊂ A1, where EMHS is the category of exponential mixed Hodge structures.
The category EMHS is in turn defined as the full subcategory of MHM(A1) containing L ∈
Ob(MHM(A1)) such that the corresponding perverse sheaf rat(L) satisfies RΓ(rat(L)) = 0.
Let
sum : A1 × A1 → A1
be the addition morphism, then the tensor product in EMHS is defined as
(26) F1 ⊠+ F2 := sum∗(F1 ⊠ F2).
This restricts to a tensor product on MMHS. Let
j : A1 \ {0} → A1
be the inclusion. There is an obvious inclusion of categories h∗ : EMHS → MHM(A1),
with h∗ := sum∗(− ⊠ j!QA1\{0}[1]) its left adjoint. The functor h∗ is a tensor functor, where
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MHM(A1) is given the symmetric monoidal structure (26). There is a tensor functor s∗ : MHS→
MHM(A1) given by pushforward along the inclusion
s : {0} → A1
and so a tensor functor
(27) h∗s∗ : MHS→ EMHS .
In fact one can easily see that h∗s∗ defines a functor to MMHS. In this way we realise the
category of mixed Hodge strcutures as a subcategory of the category of monodromic mixed Hodge
structures. The weight filtration for F ∈ EMHS is defined by WEMHS≤m F := h
∗WMHM(A
1)
≤m h∗F .
Definition 2.5. We say an object of Db(EMHS) is pure if its mth cohomology is pure of weight
m.
Since all our exponential mixed Hodge structures will in fact belong to the subcategory
of monodromic mixed Hodge structures, the fibre functor to vector spaces admits a simple
description: let i : {1} → A1 be the inclusion of the point, then
rat i∗[−1] : MMHS→ Vect
provides a fibre functor (i.e. this functor commutes with tensor products and their symmetry
isomorphisms, and is exact and faithful).
Definition 2.6. If V is a vector space, a monodromic mixed Hodge structure on V consists of
an object V˜ ∈MMHS and an isomorphism rat i∗V˜ [−1] ∼= V .
If f : X → C is a holomorphic function on a smooth manifold X, and F is an object of
MHM(X), we define the element φfF [−1] ∈ Ob(MHM(X)) as in [27]. Where there is no
room for confusion we will abbreviate φfQX [−1] to ϕf .
Let Z ⊂ X be a subvariety, and let f be a function on X. The cohomology Hc(Z,ϕf ) is given
a monodromic mixed Hodge structure as follows. Let u be the coordinate on C∗, and consider
the following object of Db(MHM(A1)):
(C∗ → A1)!(Z × C∗ → C∗)!(Z × C∗ → X × C∗)∗φf/uQX×C∗{0}.
This is an object L of Db(MMHS) ⊂ Db(EMHS), and we have a natural isomorphism
rat i∗L[−1] ∼= Hc(Z,ϕf )
giving Hc(Z,ϕf ) the structure of a monodromic mixed Hodge structure as in [19]. Note here
that f is considered throughout as a function on X, not Z.
Example 2.7. We define the Verdier duality functor Dmon onMMHS to be h
∗Dh∗, where D is
the usual Verdier duality functor for MHM(A1). Let F ∈ Ob(MMHS) ⊂ Ob(MHM(A1)) be
a monodromic mixed Hodge structure, providing a monodromic mixed Hodge structure on H =
rat i∗F [−1]. Then it is easy to check that H∨ ∼= rat i∗(DmonF)[−1], providing a monodromic
mixed Hodge structure for H∨, the vector dual of H.
Proposition 2.8. [27] Let X ′ → X be a morphism of complex manifolds, and let X → C be a
holomorphic function. The natural transformation (20), applied to QX , lifts to a morphism of
mixed Hodge modules.
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For the projective case, this is as in [27, Thm.2.14], while for the case of an open embedding
one defines f∗ as in [27, Thm.4.3] where it is a simple check that the Kashiwara-Malgrange
filtration for D-modules commutes with pushforward — see [23, Thm.III.4.10.1] and its proof.
By Proposition 2.8 and faithfulness of the fibre functor, all the isomorphisms of the previous
section can (and will) be lifted to isomorphisms of monodromic mixed Hodge structures.
2.4. Compactly supported equivariant cohomology. Assume that a complex algebraic
manifold Y carries a G-action, where G is a complex algebraic group, and we are given an
inclusion G ⊂ GLC(n) of complex algebraic groups for some n. We will assume that every y ∈ Y
is contained in a G-equivariant open affine neighbourhood. For N ≥ n we define fr(n,N) to be
the space of n-tuples of linearly independent vectors in CN , and we define (Y,G)N := Y ×fr(n,N)
and (Y,G)N := Y ×G fr(n,N), i.e. the quotient under the action g · (y, h) = (g · y, g
−1h). This
quotient exists in the category of schemes by [11, Prop.23]. If we assume furthermore that
f : Y → B is a G-invariant map to a complex variety B, and Z ⊂ B is a closed subvariety, we
obtain maps
(28) fN : (Y,G)N → B
and objects RΓf−1
N
(Z)(Q(Y,G)N
) on each of the spaces (Y,G)N . There is a natural inclusion
CN → CN+1 sending (x1, . . . , xN ) 7→ (x1, . . . , xN , 0), inducing maps fr(n,N)→ fr(n,N +1) and
iN : (Y,G)N → (Y,G)N+1.
Now we consider the case B = C and Z = R≤0 × iR. Combining (16) and (22), where we use
also that iN,∗ = iN,! since iN is proper, there are maps
iN,!φfNQ(Y,G)N
{dim((Y,G)N )}→ iN,!φfNDQ(Y,G)N
→(29)
φfN+1DiN,!Q(Y,G)N
e
−→ φfN+1DQ(Y,G)N+1
→ φfN+1Q(Y,G)N+1
{dim((Y,G)N+1)}
where e is defined by applying Verdier duality to the natural map
Q
(Y,G)N+1
→ iN,∗Q(Y,G)N .
Let Y ′ be a sub G-equivariant subvariety of Y , and define Y ′N ⊂ (Y,G)N to be the subspace
of points projecting to Y ′. Applying (Y ′N+1 →֒ (Y,G)N+1)
∗ to (29) and applying aN+1,!, where
aN+1 : Y
′
N+1 → pt is the projection to a point, we obtain maps
Hc(Y
′
N , ϕfN ){dim
(
(Y,G)N
)
}→ Hc(Y
′
N+1, ϕfN+1){dim
(
(Y,G)N+1
)
},
and we define
(30) Hc,G(Y
′, ϕf ) := lim−→
(
Hc(Y
′
N , ϕfN ){dim(fr(n,N))}
)
.
This limit makes sense since Hc(Y
′
N , ϕfN ){dim(fr(n,N))} stabilises in each cohomological degree.
Remark 2.9. We have picked the unique normalizing Q{−} twist in (30) such that if Y is acted
on freely by G in a G-equivariant open neighbourhood U of Y ′, we recover the usual definition of
the compactly supported cohomology of ϕg on Y
′/G, where g is the induced function on U/G.
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We have defined compactly supported equivariant cohomology in an analogous way to the
perhaps more familiar definition of equivariant cohomology, which we recall also. We assume
that we have the same setup as above, but this time instead of (29) consider the map
φfN+1Q(Y,G)N+1
→ φfN+1iN,∗Q(Y,G)N → iN,∗φfNQ(Y,G)N .(31)
Applying aN,∗(Y ′N →֒ (Y,G)N )
∗ to the composition (31) we obtain maps
H(Y ′N+1, ϕfN+1)→ H(Y
′
N , ϕfN )
and we define HG(Y
′, ϕf ) := lim←− (H(Y
′
N , ϕfN )).
2.5. Thom–Sebastiani isomorphism. Let Y1 and Y2 be a pair of complex algebraic manifolds,
acted on by complex algebraic groups G1 and G2 respectively, where again we have embeddings
Gi ⊂ GLC(ni). Let f1 : Y1 → C and f2 : Y2 → C be G1- and G2-invariant functions, respectively.
The inclusion of closed subsets
(f1)
−1
N (R≤0 + iR)× (f2)
−1
N (R≤0 + iR) ⊂ ((f1)N + (f2)N )
−1(R≤0 + iR) ⊂ (Y1, G1)N × (Y2, G2)N
induces a morphism of objects in Dbc ((Y1, G1)N × (Y2, G2)N ,Q)
RΓ{Re((f1)N )≤0}Q(Y1,G1)N ⊠RΓ{Re((f2)N )≤0}Q(Y2,G2)N → RΓ{Re((f1)N⊞(f2)N )≤0}Q(Y1,G1)N×(Y2,G2)N
inducing a map
Hc((f1)
−1
N (0), ϕ(f1)N )⊗Hc((f2)
−1
N (0), ϕ(f2)N )→ Hc(((f1)
−1
N (0)× (f2)
−1
N (0)), ϕ(f1⊞f2)N )
and by the main result of [20] this is an isomorphism, inducing an isomorphism of cohomologically
graded vector spaces
(32) Hc,G1((Y1)0, ϕf1)⊗Hc,G2((Y2)0, ϕf2)→ Hc,G1×G2((Y1)0 × (Y2)0, ϕf1⊞f2)
in the limit. Here (Yi)0 := f
−1
i (0).
Remark 2.10. Throughout the paper we assume that if f : Y → C is a regular function, the
critical locus of f is contained in f−1(0). If this assumption does not hold, one can shrink Y
so that it does. This assumption, along with the Thom–Sebastiani isomorphism, implies that
there is a natural isomorphism
(33) Hc,G1(Y1, ϕf1)⊗Hc,G2(Y2, ϕf2)→ Hc,G1×G2(Y1 × Y2, ϕf1⊞f2).
Remark 2.11. The morphism (33) respects the symmetric monoidal structures on Zco-graded
spaces (with tensor product) and complex analytic varieties equipped with a regular function
(with product (X, f)× (Y, g) := (X × Y, f ⊞ g)). In other words, they make (Y, f) 7→ Hc(Y, ϕf )
into a symmetric monoidal functor. The symmetric structure, in particular, becomes important
when considering the version of the integrality conjecture and its proof found in [10, Sec.3.2].
Remark 2.12. In order for the cohomological Hall algebra, defined in Section 3, to be an
algebra object in the category of monodromic mixed Hodge structures, one needs to upgrade
(33) to an isomorphism inMMHS. An easy calculation, setting Y1 = Y2 = A1, G1 = G2 = {id}
and f1 = f2 = x
2, shows that (33) is in fact not an isomorphism for the usual category of mixed
Hodge structures, with its usual tensor product, so it is indeed necessary to work in MMHS
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and not MHS. By unpublished work of Saito, see also the comparison result of Schu¨rmann
found in the Appendix of [3], (33) is indeed an isomorphism in MMHS.
Working with unpublished results is not ideal; there are three solutions to this situation.
(1) One can go ahead and consider the CoHA as an algebra object in the category of mon-
odromic mixed Hodge structures.
(2) One can forget the Hodge structure on both sides of (33) and consider it as an isomor-
phism in Dbc (pt,Q).
(3) One can assume that both sides of (33) come from genuine Hodge structures, in the
sense that they lie in the image of the map (27). This is indeed a safe assumption in
a wide range of cases, most notably those coming from “dimensional reduction” — see
Appendix A. If the functions f1 and f2 satisfy the assumptions of Theorem A.1, then
the Thom–Sebastiani isomorphism (at the level of mixed Hodge structures) is a direct
consequence of the Kunneth isomorphism (see Proposition A.8). These cases include,
for example, the noncommutative conifold, and enough examples to reprove the Kac
positivity conjecture (see [7]) and analyse Hodge structures on twisted and untwisted
character varieties using CoHAs (see Section 6.2).
2.6. The HGγ (pt,Q)-module structure. Let X be a G-equivariant complex variety, where G
is a complex algebraic group. The vector space HG(X,Q) is an algebra via the usual cohomology
operations, and HG(X,Q) is a module over HG(pt,Q). For example, each γ-graded piece HQ,γ
of the non critical cohomological Hall algebra HQ of Section 1.3 carries a HGγ (pt,Q)-action,
since in fact there is an isomorphism in cohomology HQ,γ ∼= HGγ (pt,Q). Sticking with quivers
without potentials, consider the spaces Hc,Gγ (MQ,γ ,QMQ,γ )
∨, the vector space dual of compactly
supported equivariant cohomology. Since
dim((MQ,γ ,Gγ)N ) = dim(MQ,γ) + dim(fr(n,N))− dim(Gγ)
we have isomorphisms
Q(MQ,γ ,Gγ)N
{dim(MQ,γ) + dim(fr(n,N))− dim(Gγ)}→ DQ(MQ,γ ,Gγ)N
and via the natural isomorphisms DaN,!D ∼= aN,∗ we obtain an isomorphism
(34) Hc,Gγ (MQ,γ ,QMQ,γ )
∨ → HGγ (MQ,γ,QMQ,γ ){−χ(γ, γ)},
and so we deduce that the dual of the compactly supported cohomology with trivial coefficients is
the space that naturally inherits the HGγ (pt,Q)-action. Given a G-equivariant complex algebraic
manifold X and a G-invariant regular function f ∈ Γ(X,C)G we construct a HG(pt,Q)-action
on Hc,G(X,ϕf )
∨ that becomes the above action in the special case G = Gγ , X = MQ,γ and
f = 0.
Define
∆N : (X ×G fr(n,N))→ (X ×G fr(n,N))× (pt×G fr(n,N))
(x, z) 7→ ((x, z), (pt, z)).
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Let BN be the target of ∆N and AN be the domain. Let fN be the function induced by f on
AN , and let gN be the function induced by f on BN . Then applying Verdier duality to
QBN → ∆N,∗QAN
and applying the vanishing cycle functor we obtain a morphism
φgN
(
∆N,!DQAN → DQBN
)
,
and via (16), morphisms
φgN
(
∆N,!QAN → QBN{dim(fr(n,N)/G)}
)
.
As ∆N is proper we obtain morphisms (see the discussion around (22))
∆N,!ϕfN → ϕgN{dim(fr(n,N)/G)},
and taking the dual of compactly supported cohomology, morphisms
(35) Hc
(
(X,G)N × (pt, G)N , ϕgN
)
{dim(fr(n,N)/G)}∨ → Hc((X,G)N , ϕfN )
∨.
Applying the Thom-Sebastiani isomorphism, observing that gN = fN ⊞ 0, we may rewrite the
left hand side of (35) as
Hc((X,G)N , ϕfN )
∨ ⊗Hc((pt, G)N ,Q){dim(fr(n,N)/G)}
∨
and so as with (34) we obtain a morphism
Hc((X,G)N , ϕfN )
∨ ⊗H((pt, G)N ,Q)→ Hc((X,G)N , ϕfN )
∨
which gives the action of HG(pt,Q) on Hc,G(X,ϕf )∨.
Now let
∆N : (X ×G fr(n,N))→ (X ×G fr(n,N))× (X ×G fr(n,N))
be the diagonal embedding. Denote the target by BN . We define a function gN = fNπ1, where
π1 is projection onto the first factor of BN . Then again, gN∆N = fN , and we build in the same
way an extended action
(36) HG(X,Q)⊗Hc,G(X,ϕf )
∨ → Hc,G(X,ϕf )∨.
In many of our applications, X will be G-equivariantly contractible, and there will be no differ-
ence between the two actions.
2.7. Umkehr maps in localised compactly supported cohomology. Let g : X → Y be a
morphism of complex algebraic manifolds, let f be a regular function on Y , and let Y P ⊂ Y be
a submanifold, and denote XP = g−1(Y P). Then we have a chain of morphisms
g!ϕfg ∼=Dg∗Dϕfg
∼=Dg∗φfgDQX [−1] using (17)
→Dφfg∗DQX [−1] using (22)
∼=φfDg∗DQX [−1] using (17)
∼=φfg!QX [−1]
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and composing with the map φfg!QX [−1]→ φfQY [−1]{dim(Y )− dim(X)} obtained by apply-
ing φf to the shifted Verdier dual of the adjunction map QY [−1] → g∗QX [−1], and applying
D ◦ (Y P → pt)!(Y
P → Y )∗ to the resulting map, we obtain the pullback map
Hc(Y
P, ϕf )
∨{dim(X)− dim(Y )}→ Hc(XP, ϕgf )∨.
Associated to maps g : X → Y of G-equivariant complex algebraic manifolds, with G ⊂
GLC(n) a complex algebraic group and f a G-invariant function on Y , we will often want to
associate maps going both ways between Hc,G(X
P, ϕfg)
∨ and Hc,G(Y P, ϕf )∨. The maps g for
which we wish to do this fall into essentially two different types.
Firstly, let π : X → Y be a G-equivariant affine fibration. Then the pullback map
(37) π∗ : Hc,G(Y P, ϕf ){−dim(π)}
∨ → Hc,G(XP, ϕfπ)∨
is an isomorphism. In more detail: denote by πN the natural projection (X,G)N → (Y,G)N .
There is a natural isomorphism
(38) Q
(Y,G)N
→ (πN )∗Q(X,G)N .
Applying φfN to the Verdier dual of (38) we obtain maps
φfN
(
πN,!DQ(X,G)N
→ DQ
(Y,G)N
)
.
By (16) this gives us an isomorphism
(39) φfN
(
πN,!Q(X,G)N
→ Q(Y,G)N
{−dim(π)}
)
.
From Corollary 2.4 and (39) we obtain an isomorphism
πN,!ϕfNπN → ϕfN{−dim(π)}
and restricting to (Y P, G)N , taking compactly supported cohomology, passing to the limit, and
taking duals, the isomorphism (37).
We define the Euler characteristic of π as follows. Let V = TX/Y be the relative tangent
bundle of π. Let z : X → V be the inclusion of the zero section. Then consider the composition
(40) z∗Q(X,G)N → Q(V,G)N{dim(π)}→ z∗Q(X,G)N{dim(π)}
where the first morphism is obtained by taking the Verdier dual of the second. We define
eu(π)· : HG(X,Q)→ HG(X,Q)
by taking cohomology of (40), and abbreviate eu(π) := eu(π) · 1. By abuse of notation we
will consider eu(π) as an element of HG(Y,Q) as well via the natural isomorphism HG(Y,Q) ∼=
HG(X,Q) induced by π. By applying φf to (40), via the isomorphism HG(Y, ϕf ) ∼= HG(X,ϕfπ),
we obtain the map
eu(π)· : HG(Y, ϕf )→ HG(Y, ϕf ).
The notation is justified by the first part of Proposition 2.16. We make the further assumption
that the Euler characteristic of π is not a zero divisor in Hc,G(Y, ϕf )
∨ for the extended action
(36), and define the pushforward map associated to π to be
π∗ := (π∗)−1 · eu(π)−1 : Hc,G(XP, ϕfπ)∨ → Hc,G(Y P, ϕf )∨[eu(π)−1].
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Remark 2.13. Note that the pushforward map preserves degree.
Assume instead that p : X → Y is a proper map of G-equivariant complex algebraic manifolds,
inducing proper maps pN : (X,G)N → (Y,G)N . Then later in (60) we use the pushforward
p∗ : Hc,G(XP, ϕfp)∨ → Hc,G(Y P, ϕf )∨
defined via the maps
φfN (Q(Y,G)N
→ pN,∗Q(X,G)N )
and the isomorphism φfN pN,∗Q(X,G)N
∼= pN,∗φfNpNQ(Y,G)N of Corollary 2.4, using that pN,∗
∼=
pN,! since each pN is proper.
Proposition 2.14. Let
(41) X
g
//
j

X ′
j′

Y
h // Y ′
be a Cartesian diagram of complex connected algebraic manifolds in which g and h are either
proper, or affine fibrations. Assume there is a natural isomorphism υ : g∗j′! ∼= j!h∗ such that the
diagrams
(42) j∗h∗{reldim(j)} //
&&◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
j!h∗
g∗j′!
υ
OO
and
(43) h∗j′!j
′!

// j!j
!h∗
zz✉✉
✉✉
✉✉
✉✉
✉✉
h∗
commute. The existence of υ implies that reldim(j) = reldim(j′); the diagonal morphism in (42)
is the resulting natural isomorphism. If g and h are affine fibrations, we assume invertibility of
the corresponding Euler classes. Let f be a holomorphic function on Y ′. Let Y ′P ⊂ Y ′ be a
subvariety, and define Y P := h−1Y ′P, X ′P := j′−1Y ′P and XP := j−1Y P. Then either h and
g are proper and the following diagram commutes
(44) Hc(X
P, ϕfj′g)
∨ g∗ // Hc(X ′P, ϕfj′)∨
Hc(Y
P, ϕfh)
∨
j∗
OO
h∗ // Hc(Y
′P, ϕf )∨,
j′∗
OO
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or h and g are affine fibrations and the following diagram commutes
(45) Hc(X
P, ϕfj′g)
∨ g∗ // Hc(X ′P, ϕfj′)∨[eu(g)−1]
Hc(Y
P, ϕfh)
∨
j∗
OO
h∗ // Hc(Y
′P, ϕf )∨[eu(h)−1].
j′∗
OO
Proof. If h is an affine fibration, then since (41) is Cartesian, we have j′∗ eu(h) = eu(g) where
we abuse notation and denote by j′∗ also the usual map j′∗ : H(Y ′,Q)→ H(X ′,Q); we define j′∗
in the rightmost column by extension of scalars. It follows that it is enough to prove that the
diagram
Hc(X
P, ϕfj′g)
∨ Hc(X ′P, ϕfj′)∨
g∗
oo
Hc(Y
P, ϕfh)
∨
j∗
OO
Hc(Y
′P, ϕf )∨.
j′∗
OO
h∗
oo
commutes, which follows from the commutativity of (41). We next deal with the case in which
g and h are proper. Consider the following diagram
j′!j
′∗QY ′{d}
A
//

j′!j
′!QY ′
C
//


❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
QY ′

j′!g!g
∗j′!QY ′
j′!g!υ

h!εj
′!
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
E
h!h
∗j′!j
′!QY ′

❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁
j′!g!j
!h∗QY ′
=

j′!g!g
∗j′∗QY ′{d} //
CC✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞
B
h!j!j
!h∗QY ′
D
// h!h
∗QY ′
The map ε is the base change isomorphism. Applying (Y ′P → Y ′)∗φf to the square formed
by the corners of this diagram, and taking dual compactly supported cohomology, we obtain
diagram (44). So it will be enough to prove that the labelled sub-diagrams commute.
• A commutes since it is obtained by applying the adjunction id→ g!g
∗ to the morphism
j′∗QY ′{d}→ j′!QY ′ and applying j′! to the resulting commutative square.
• Commutativity of B and D is given by applying h! to the commutativity conditions on
υ.
• C commutes since it is obtained by applying the adjunction id→ h!h
∗ to the morphism
j′!j
′!QY ′ → QY ′ .
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• The commutativity of E is an exercise in category theory. Following [17, Prop.2.5.11]
we may rewrite the base change map ε−1 : h∗j′! → j!g
∗ as the composition
h∗j′! → h
∗j′!g∗g
∗ = h∗h∗j!g∗ → j!g∗.
We claim that in the following diagram of natural transformations, the top half com-
mutes, and ξξ′ = id
j′!
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟
&&▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
h∗h∗j′!

j′!g∗g
∗
=

✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼
ξ′
// h∗h∗j′!g!g
∗
=

h∗h∗h∗j!g∗
ξ
xxqq
qq
qq
qq
qq
h∗j!g∗.
The top half commutes since it is obtained by applying the adjunction id→ h∗h∗ to the
adjunction j′! → j
′
!g∗g
∗. The morphism ξξ′ is obtained by postcomposing the composition
h∗ → h∗h∗h∗ → h∗ = id with j!g∗. In particular, the diagram of natural transformations
j′!
 $$❍
❍❍
❍❍
❍❍
❍❍
❍
j′!g∗g
∗ h∗h∗j′!oo
commutes, and commutativity of E follows.

Corollary 2.15. Assume that we have a Cartesian diagram as in (41), and that either
(1) j and j′ are e´tale locally trivial fibrations with smooth fibres or
(2) h and j′ are inclusions of transversally intersecting submanifolds of Y ′.
Then the diagram (44) commutes if h is proper, and in the case that h is an affine fibration, the
diagram (45) commutes.
Proof. It is easy to check that we have the required isomorphism υ and the result follows. 
Proposition 2.16. Let g : X → Y be a G-equivariant map of manifolds. Then
• If g is a closed embedding, the map g∗g∗ : Hc,G(X,ϕfg)∨ → Hc,G(X,ϕfg)∨ is given by
multiplication by the Euler class of the normal bundle NX/Y
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• If g is an affine fibration, and the Euler class eu(g) is a non zero divisor in HG(X), then
the induced map
g∗g∗ : Hc,G(X,ϕf )∨ → Hc,G(X,ϕf )∨[eu(g)−1]
is given by division by eu(g).
3. Cohomological Hall algebra
3.1. Spaces of quiver representations. Let Q be a quiver, as in the introduction. We denote
by Q0 the vertices of Q, and by Q1 the arrows, and denote by s, t : Q1 → Q0 the two maps
taking an arrow to its source and target. Let C be a symmetric tensor category with monoidal
product ⊠. We assume also that D(C) is equipped with an invertible shift functor {1/2} and
natural isomorphisms of bifunctors {1/2} ◦ ⊠ ∼= ⊠ ◦ (id⊗{1/2}) ∼= ⊠ ◦ ({1/2} ⊗ id). In all
our examples this is achieved in a canonical way by first defining 1C{1/2} and then defining
M{1/2} := M ⊠ 1C{1/2}. We define CZQ0 to be the category with objects formal direct sums
of objects in C indexed by ZQ0 , we write such objects as
⊕
γ∈ZQ0 Lγ . If L =
⊕
γ∈ZQ0 Lγ and
L′ =
⊕
γ∈ZQ0 L
′
γ are two objects of CZQ0 , we define
HomC
Z
Q0
(L,L′) :=
∏
γ∈ZQ0
HomC(Lγ ,L′γ).
We define the full subcategory CQ ⊂ CZQ0 containing those objects L satisfying Lγ = 0 unless
γ ∈ NQ0 = (Z≥0)Q0 . We make CQ a tensor category by setting⊕
γ1∈NN0
Lγ1 ⊠
tw
+
⊕
γ2∈NQ0
L′γ2 :=
⊕
γ∈NQ0
( ⊕
γ1+γ2=γ
Lγ1 ⊗ L
′
γ2
)
{χ(γ1, γ2)/2 − χ(γ2, γ1)/2}.
This monoidal structure is not isomorphic to the symmetric monoidal structure defined by
(46)
⊕
γ1∈NQ0
Lγ1 ⊠+
⊕
γ2∈NQ0
L′γ2 :=
⊕
γ∈NQ0
( ⊕
γ1+γ2=γ
Lγ1 ⊗ L
′
γ2
)
,
indeed the monoidal structure ⊠tw+ can not in general even be made into a braided monoidal
structure, while the monoidal structure (46) extends to a symmetric monoidal structure.
Let W ∈ CQ/[CQ,CQ] be a potential for Q. We call a pair (Q,W ) a QP from now on. If a
quiver Q is fixed, we will abbreviateMQ,γ as defined in Equation (2) toMγ . On each Mγ there
is a function tr(W )γ , which is invariant with respect to the action of Gγ .
If γ1, γ2 ∈ NQ0 is a pair of dimension vectors, we denote by Mγ1,γ2 the affine space⊕
a∈Q1
{
fa ∈ Hom
(
Cγ1(s(a)) ⊕ Cγ2(s(a)),Cγ1(t(a)) ⊕ Cγ2(t(a))
)
|fa(C
γ1(s(a))) ⊂ Cγ1(t(a))
}
.
If γ1 + γ2 = γ, there is a natural inclusion η : Mγ1,γ2 →֒Mγ .
Define Gγ1,γ2 :=
∏
i∈Q0 GLC(γ1(i), γ2(i)), where for m,n ∈ N, GLC(m,n) is the subgroup of
GLC(m+ n) preserving the flag 0 ⊂ Cm ⊂ Cm+n.
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We define in the same way the function tr(W )γ1,γ2 on Mγ1,γ2 , which is again invariant with
respect to the Gγ1,γ2-action. There is a natural projection p : Mγ1,γ2 → Mγ1 ×Mγ2 and an
inclusion η : Mγ1,γ2 →Mγ1+γ2 and equalities
tr(W )γ1,γ2 =p
∗(tr(W )γ1 ⊞ tr(W )γ2)
=η∗ tr(W )γ1+γ2 .
In what follows we will use the symbol P to denote a property of Q-representations, stable
under isomorphisms of complex Q-representations. Since complex points of Mγ represent Q-
representations, we can define subsets MPγ (C) ⊂ Mγ(C) as those subsets of representations
satisfying property P. We will always pick P so that this inclusion is the inclusion of complex
points induced by an inclusion of algebraic varieties. Furthermore, since we assume that P
is stable under isomorphisms, it will follow that MPγ ⊂ Mγ is an inclusion of Gγ-equivariant
varieties.
Assumption 3.1. The subspacesMPγ are required to satisfy the property that there is an equality
for all pairs γ1, γ2 ∈ NQ0
MP,extγ1,γ2 := p
−1(MPγ1 ×M
P
γ2) = η
−1(MPγ1+γ2) =:M
P
γ1,γ2 .(47)
We will also assume that M0 = M
P
0 , which is equivalent to not all of the M
P
γ being empty.
Assumption 3.1 may be re-expressed as the condition that the full subcategory of representations
having the property P is a Serre subcategory.
Remark 3.2. For convenience we assume thatMPγ ∩ crit(tr(W )γ) ⊂ tr(W )
−1
γ (0) for all γ ∈ N
Q0 .
This last requirement can be relaxed at the expense of some extra minor complications, but none
of the applications we are interested in will require this.
Example 3.3. Let ζ ∈ HQ0+ := {re
iθ|r ∈ R>0, θ ∈ (0, π]}Q0 . Such a ζ provides a Bridgeland
stability condition for the category of finite-dimensional Q-representations. The slope of a Q-
representation ρ is defined to be µ(ρ) := arg (dim(ρ) · ζ). A representation ρ of Q is called
ζ-semistable if for all nonzero subrepresentations ρ′ ⊂ ρ, there is an inequality µ(ρ′) ≤ µ(ρ), and
ρ is called ζ-stable if this inequality is strict for all proper ρ′ ⊂ ρ. Fix θ ∈ (0, π]. One can easily
check that the condition on a Q-representation ρ of being ζ-semistable and satisfying µ(ρ) = θ
satisfies Assumption 3.1. The property of being ζ-stable with slope a fixed θ does not satisfy
Assumption 3.1 (stability is not preserved under taking direct sums, for instance). We may define
the (underlying object of the) cohomological Hall algebra of ζ-semistable Q-representations of
slope θ with potential W :
Hζ−ssQ,W,θ :=
⊕
γ∈NQ0 | arg(ζ·γ)=θ
Hc,Gγ (M
ζ−ss
γ , ϕtr(W )γ ){−χ(γ, γ)/2}
∨.
where the twist is as defined in (13). Here, since Mζ−ssγ is an open subscheme of Mγ , it does
not matter whether we take vanishing cycles onMζ−ssγ of the restriction of the function tr(W )γ ,
or instead take the restriction to Mζ−ssγ of the vanishing cycles complex ϕtr(W )γ . However, for
general P these two objects are not the same, and we will always consider the latter.
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For general P we define
(48) HPQ,W,γ := Hc,Gγ (M
P
γ , ϕtr(W )γ )
∨{χ(γ, γ)/2},
and define
(49) HPQ,W :=
⊕
γ∈NQ0
HPQ,W,γ.
In the case in which all MPγ =Mγ we denote H
P
Q,W by HQ,W .
We consider (49) as an object in D(CQ), where C can be, for example, each of the following
choices of symmetric tensor categories.
• C can be taken to be Vect, the category of finite-dimensional vector spaces. In this case
we lose all Hodge theoretic information regarding vanishing cycles, and only consider the
underlying vector spaces in (48). The shift functor {1/2} is then the usual cohomological
shift functor [1].
• C can be taken to be MHS. In this case we remember much of the mixed Hodge
structure underlying (48), but some care has to be taken when we try to turn (48) into
an algebra, as the Thom–Sebastiani isomorphism, which forms part of the definition
of the multiplication map, does not necessarily respect mixed Hodge structures. For a
class of examples in which the Thom–Sebastiani isomorphism does respect the underlying
mixed Hodge structures, see the appendix, and especially Proposition A.8. As a further
complication, the shift {−} has no satisfactory definition in D(MHS); this category has
to be slightly extended as in [19, Sec.3.4].
• C can be taken to beMMHS. In this case the shift functor {−1/2} is given by tensoring
with Hc(A1, ϕx2).
• Define Zwt := Z. Then C can be taken to be VectZwt , the category of finite-dimensional
graded vector spaces, but in this case we should replace HPQ,W by its associated graded
object with respect to the weight filtration on the underlying monodromic mixed Hodge
structure. The shift functor {1/2} is given by tensoring with Q, given bidegree (−1,−1)
with respect to the cohomological and weight grading.
Remark 3.4. As an aside we explain the representation-theoretic origin of Hc,Gγ (M
P
γ , ϕtr(W )γ ).
Given a quiver Q, let S be the set of cyclic paths in Q. For a potential W =
∑
m∈S λmm ∈
CQ/[CQ,CQ], where each of the λm is a scalar, and all but finitely many of the λm are zero,
the noncommutative derivative ∂W/∂a is defined by setting
∂W/∂a :=
∑
m∈S
λm
∑
m=uav|u,v paths in Q
vu.
The Jacobi algebra for the QP (Q,W ) is defined by
Jac(Q,W ) := CQ/〈∂W/∂a|a ∈ Q1〉.
Representations of the Jacobi algebra form a Zariski closed subscheme Vγ of Mγ in the natural
way, and we have the equality of subschemes
Vγ = crit(tr(W )γ).
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In addition, the vanishing cycles complex ϕtr(W )γ is supported on the critical locus of tr(W )γ .
So the compactly supported equivariant cohomology Hc,Gγ (M
P
γ , ϕtr(W )γ ) can be thought of as
the compactly supported equivariant cohomology of the stack of γ-dimensional representations
of Jac(Q,W ) satisfying property P, with coefficients in the vanishing cycles complex for tr(W )γ .
3.2. Multiplication for HPQ,W . In this subsection we recall the associative product of [19,
Sec.7.6]
m : HPQ,W,γ ⊠
tw
+ H
P
Q,W,γ →H
P
Q,W,γ.
As above, all functors will be considered as derived functors.
Consider the affine fibrations
(50) pγ1,γ2,N : (Mγ1,γ2 ,Gγ1 ×Gγ2)N → (Mγ1 ×Mγ2 ,Gγ1 ×Gγ2)N .
These induce isomorphisms
φ(tr(W )γ1⊞tr(W )γ2 )N
(
Q(Mγ1 ×Mγ2 ,Gγ1 ×Gγ2 )N
→ pγ1,γ2,N,∗Q(Mγ1,γ2 ,Gγ1 ×Gγ2 )N
)
,
and via Verdier duality, isomorphisms
(51) φ(tr(W )γ1⊞tr(W )γ2 )N
(
pγ1,γ2,N,!DQ(Mγ1,γ2 ,Gγ1 ×Gγ2 )N
→ DQ(Mγ1 ×Mγ2 ,Gγ1 ×Gγ2 )N
)
,
or
(52)
φ(tr(W )γ1⊞tr(W )γ2 )N
(
pγ1,γ2,N,!Q(Mγ1,γ2 ,Gγ1 ×Gγ2 )N
→ Q
(Mγ1 ×Mγ2 ,Gγ1 ×Gγ2 )N
{−l1(γ2, γ1)}
)
,
using (16). The function l1 is as defined in equations (4). By Corollary 2.4 we obtain isomor-
phisms
pγ1,γ2,N,!φtr(W )γ1,γ2,N (Q(Mγ1,γ2 ,Gγ1 ×Gγ2 )N
)→(53)
φ(tr(W )γ1⊞tr(W )γ2 )N (Q(Mγ1 ×Mγ2 ,Gγ1 ×Gγ2 )N
{−l1(γ2, γ1)}).
Applying the shift functor, passing to the limit and taking compactly supported cohomology,
we arrive at an isomorphism
(α)∗ : Hc,Gγ1 ×Gγ2 (M
P
γ1,γ2 , ϕtr(W )γ1,γ2 ){−χ(γ, γ)/2 + l0(γ2, γ1)}→(54)
Hc,Gγ1 ×Gγ2 (M
P
γ1 ×M
P
γ2 , ϕtr(W )γ1⊞tr(W )γ2 ){−χ(γ, γ)/2 + χ(γ2, γ1)},
though we work with the dual map
α : Hc,Gγ1 ×Gγ2 (M
P
γ1 ×M
P
γ2 , ϕtr(W )γ1⊞tr(W )γ2 )
∨{χ(γ, γ)/2 − χ(γ2, γ1)}→(55)
Hc,Gγ1 ×Gγ2 (M
P
γ1,γ2 , ϕtr(W )γ1,γ2 )
∨{χ(γ, γ)/2 − l0(γ2, γ1)},
as HPQ,W is defined in terms of dual spaces of compactly supported equivariant cohomology.
In the terminology of Section 2.7, this map is the pullback map associated to the Gγ1 ×Gγ2-
equivariant map Mγ1,γ2 →Mγ1 ×Mγ2 .
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By the definitions of the functions χ, l0, l1 in Equation (4) we have the equalities
χ(γ, γ)/2 − l0(γ2, γ1) + l1(γ2, γ1) =χ(γ, γ)/2 − χ(γ2, γ1)
=χ(γ1, γ1)/2 + χ(γ2, γ2)/2 + χ(γ1, γ2)/2− χ(γ2, γ1)/2.
This final quantity is the same as the twist in the definition of HPQ,W,γ1 ⊠
tw
+ H
P
Q,W,γ2
.
Similarly, the affine fibrations
qγ1,γ2,N : (Mγ1,γ2 ,Gγ1 ×Gγ2)N → (Mγ1,γ2 ,Gγ1,γ2)N
induce maps
(56)
qγ1,γ2,N,!φtr(W )γ1,γ2,N (Q(Mγ1,γ2 ,Gγ1 ×Gγ2 )N
)→ φtr(W )γ1,γ2,N (Q(Mγ1,γ2 ,Gγ1,γ2 )N
){−l0(γ1, γ2)}.
Taking shifted compactly supported cohomology and taking duals we obtain pullback isomor-
phisms
β : Hc,Gγ1,γ2 (M
P
γ1,γ2 , ϕtr(W )γ1,γ2 )
∨{χ(γ, γ)/2}→(57)
Hc,Gγ1 ×Gγ2 (M
P
γ1,γ2 , ϕtr(W )γ1,γ2 )
∨{χ(γ, γ)/2 − l0(γ2, γ1)}.
Consider the proper maps
(58) prγ1,γ2,N : (Mγ ,Gγ1,γ2)N → (Mγ ,Gγ)N .
The natural transformation of functors
φtr(W )γ,N → prγ1,γ2,N,!φtr(W )γ,N pr
∗
γ1,γ2,N
applied to Q
(Mγ ,Gγ)N
and restricted to (MPγ ,Gγ)N induces the map
(59) (δ)∗ : Hc,Gγ (M
P
γ , ϕtr(W )γ )→ Hc,Gγ1,γ2 (M
P
γ , ϕtr(W )γ )
or, taking shifted duals
δ : Hc,Gγ1,γ2 (M
P
γ , ϕtr(W )γ )
∨{χ(γ, γ)/2 − χ(γ2, γ1)}→(60)
Hc,Gγ (M
P
γ , ϕtr(W )γ )
∨{χ(γ, γ)/2 − χ(γ2, γ1)},
the pushforward map associated to the maps (58). Here, in passing to the limit, we have applied
Proposition 2.14.
Next, consider the inclusions iγ1,γ2,N : (Mγ1,γ2 ,Gγ1,γ2)N → (Mγ ,Gγ1,γ2)N . These induce maps
(61) ϕtr(W )γ,N → iγ1,γ2,N,∗i
∗
γ1,γ2,Nϕtr(W )γ,N
and maps
ζ∨ : Hc,Gγ1,γ2 (M
P
γ , ϕtr(W )γ )→ Hc,Gγ1,γ2 (M
P
γ1,γ2 , ϕtr(W )γ )
or, again taking shifted duals,
ζ : Hc,Gγ1,γ2 (M
P
γ1,γ2 , ϕtr(W )γ )
∨{χ(γ, γ)/2 − χ(γ2, γ1)}→(62)
Hc,Gγ1,γ2 (M
P
γ , ϕtr(W )γ )
∨{χ(γ, γ)/2 − χ(γ2, γ1)}.
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Finally, the natural transformation
φtr(W )γ,N → iγ1,γ2,N,∗φtr(W )γ1,γ2,N i
∗
γ1,γ2,N
induces maps
ǫ : Hc,Gγ1,γ2 (M
P
γ1,γ2 , ϕtr(W )γ1,γ2 )
∨{χ(γ, γ)/2 − χ(γ2, γ1)}→(63)
Hc,Gγ1,γ2 (M
P
γ1,γ2 , ϕtr(W )γ )
∨{χ(γ, γ)/2 − χ(γ2, γ1)}
as in the definition of δ.
Throughout we have used that prγ1,γ2,N and iγ1,γ2,N are proper in order to identify prγ1,γ2,N,∗
with prγ1,γ2,N,! and iγ1,γ2,N,∗ with iγ1,γ2,N,!. The passage to the limit in the definition of ζǫ is
again an application of Proposition 2.14.
We define a product
m : HPQ,W ⊠
tw
+ H
P
Q,W →H
P
Q,W
to be the map which, when restricted to HPQ,W,γ1 ⊠
tw
+ H
P
Q,W,γ2
, is given by the composition of
maps δζǫβ−1α TS, where TS is the shift of the Thom–Sebastiani isomorphism
Hc,Gγ1 (M
P
γ1 , ϕtr(W )γ1 )
∨ ⊗Hc,Gγ2 (M
P
γ2 , ϕtr(W )γ2 )
∨ →Hc,Gγ1 ×Gγ2 (M
P
γ1 ×M
P
γ2 , ϕtr(W )γ1⊞tr(W )γ2 )
∨.
Proposition 3.5 ([19] — Section 7.8). The map ǫ of Equation (63) is an isomorphism.
Proposition 3.5 is an application of the Hodge theoretic version of the “integral identity” from
[18, Sec.4.4], and is proved as Theorem 13 of [19]. In fact the result will not be used in this paper,
its main purpose is to show that the integration map of [18, Sec.6.3] is a ring homomorphism,
but we will not be concerned with the integration map.
Remark 3.6. The map ζǫ given by composing (62) and (63) is the shifted pushforward
ζ : Hc,Gγ1,γ2 (M
P
γ1,γ2 , ϕtr(W )γ1,γ2 )
∨{χ(γ, γ)/2 − χ(γ2, γ1)}→
Hc,Gγ1,γ2 (M
P
γ , ϕtr(W )γ )
∨{χ(γ, γ)/2 − χ(γ2, γ1)}
associated to iγ1,γ2 . We have split it into two maps as in [19, Sec.7.6]. In subsequent sections
we will just use ζ.
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For the benefit of the reader we represent the multiplication in a different way:
Hc,Gγ1+γ2 (M
P
γ1+γ2 , ϕtr(W )γ1+γ2 )
∨ H r
r r
r
(
M r
r r
r,W r
r r
r
)∨
=:
oo
H r
r
r
(
M r
r
r,W
r
r
r
r
)∨ ζ
// H r
r
r
(
M
r
r
r
r,W r
r r
r
)∨δ
OO
H r
r
r
(
M r
r
r,W r
r
r
)∨ǫ
OO
ζ
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
H r
r
(
M r
r
r,W r
r
r
)∨β−1oo
(
Hc,Gγ1 (M
P
γ1 , ϕtr(W )γ1 )⊗Hc,Gγ1 (M
P
γ2 , ϕtr(W )γ2 )
)∨
TS
// H r
r
(
M r
r
,W r
r
)∨α
OO
where we have abbreviated the notation in the obvious ways, and left out the shifts.
We work with the nonsymmetric monoidal structure ⊠tw+ in order for m to preserve cohomo-
logical degree, and for m to be an unshifted map in D(CQ), e.g. to avoid the appearance of
any Tate twists in the definition of m, assuming that our background category C is set to be
MMHS, the category of mondromic mixed Hodge structures.
Definition 3.7. We say that P is degree preserving if it satisfies the following condition: for all
γ1 and γ2 such that M
P
γ1 and M
P
γ2 are non-empty, χ(γ1, γ2) = χ(γ2, γ1).
Proposition 3.8. Let P be degree-preserving. Then (HPQ,W ,m) is an algebra object in the
category D(CQ) with the untwisted symmetric monoidal product ⊠+.
Example 3.9. Assume that Q is symmetric. Then χ(•, •) is symmetric, and so every property
P is degree-preserving, and so HPQ,W is an algebra in the category D(CQ) with the symmetric
monoidal product ⊠+ for every property P.
Example 3.10. Assume that the stability condition ζ is generic, in the strong sense that
arg(ζ ·γ1) = arg(ζ ·γ2) implies that γ1 = rγ2 for some r ∈ R. Then setting P to be the property
that a representation ρ of Q is ζ-semistable, and µ(ρ) = θ for some fixed θ, the property P is
degree preserving. In fact the requirement that P, so defined, is degree-preserving, is often the
requirement that one is most interested in guaranteeing by imposing genericity, so elsewhere
(see for example [24]), genericity for ζ is just defined by the weak requirement that µ(ρ) = θ is a
degree-preserving property for every θ. By Example 3.9, all stability conditions on a symmetric
quiver are generic in this sense.
4. The critical CoHA as a shuffle algebra
4.1. Localisation. Let HPQ,W,γ1 ⊠
tw
+ . . . ⊠
tw
+ H
P
Q,W,γr
be an arbitrary finite tensor product of
NQ0-graded pieces of the CoHA HPQ,W . Via the Thom–Sebastiani isomorphism we may identify
the vector spaces
(64) HPQ,W,γ1 ⊠
tw
+ . . . ⊠
tw
+ H
P
Q,W,γr
∼= Hc,Gγ1 ×...×Gγr (M
P
γ1 × . . .×M
P
γr , ϕtr(W )γ1⊞...⊞tr(W )γr )
∨,
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where we have left out the shift in cohomology. As detailed in Section 2.6, the left hand side of
(64) carries an action of
Sγ1,...,γr :=
⊗
c=1,...,r
⊗
i∈Q0
Q
[
x
(c)
i,1 , . . . , x
(c)
i,γc(i)
]Symγc .
Let M :=MPγ1 × . . .×M
P
γr and G := Gγ1 × . . .×Gγr . Let c, d ∈ {1, . . . , r} be a pair of distinct
numbers, and let i, i′ ∈ Q0. Let
V =M ×Hom(Cγc(i),Cγd(i
′)).
Then V is naturally a G-equivariant vector bundle over M , with projection π : V →M , section
M
z 7→(z,0)
−−−−−→M×Hom(Cγc(i),Cγd(i
′)) and an Euler class defined as in Section 2.7, which we denote
eu(i, i′, c, d).
Proposition 4.1. Multiplication by eu(i, i′, c, d) is an injective endomorphism of HPQ,W,γ1 ⊠
tw
+
. . .⊠tw+ H
P
Q,W,γr
.
Proof. This is a small variation of the Atiyah Bott lemma, and we may adapt the original proof
of [1]. In detail, let S1 → Gγc be defined by e
√−1θ 7→ e
√−1θ id. Via the inclusion of algebraic
groups Gγc → Gγ1 × . . . × Gγr this defines an action on the total space T such that the fixed
point set is exactly M . Let G′ = G/S1. Then Hc,G(MP, ϕtr(W )γ1⊞...⊞tr(W )γr )
∨ is filtered by
F p
(
Hc,G(M
P, ϕtr(W )γ1⊞...⊞tr(W )γr )
∨
)
:= H≥pc,G′(M
P, ϕtr(W )γ1⊞...⊞tr(W )γr )
∨ ⊗HS1(pt,Q),
and we denote by N the associated graded object, which is acted on freely by HS1(pt,Q). Let
µ˜ ∈ Hc,G(M
P, ϕtr(W )γ1⊞...⊞tr(W )γr )
∨,
and let µ ∈ N be the associated homogeneous element. Let s equal the degree of µ with respect
to the grading induced by F . Then projecting eu(i, i′, c, d)µ onto its degree s part, also with
respect to the grading induced by F , it is given by euS1(i, i
′, c, d)µ, where now euS1(i, i
′, c, d) is
the S1-equivariant Euler characteristic of V , which is nonzero since M is the fixed locus of the
S1-action on V . 
Definition 4.2. With notation as above, so that in particular c, d ∈ {1, . . . , r} remain distinct
numbers, we define
E(Q1, γc, γd) =
∏
a∈Q1
∏γc(s(a))
m=1
∏γd(t(a))
m′=1
(x
(d)
t(a),m′ − x
(c)
s(a),m)
and
E(Q0, γc, γd) =
∏
i∈Q0
∏γc(i)
m=1
∏γd(i)
m′=1
(x
(d)
i,m′ − x
(c)
i,m).
Each of these classes is a product of classes of the form eu(i, i′, c, d), and so we deduce from
Proposition 4.1 that multiplication by E(Qι, γc, γd) is an injective endomorphism of H
P
Q,W,γ1
⊠tw+
. . .⊠tw+ H
P
Q,W,γr
for ι = 0, 1.
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4.2. Definition of the Tγ-equivariant multiplication. Let the finite group H act freely on
the topological space X, with X
p
−→ X/H the Galois cover. Then p∗QX ∼= p∗p∗QX/H is a sheaf
of Q[H]-modules, and we have the following commutative diagram, in which the vertical maps
are canonical isomorphisms
(p∗QX)H

// p∗QX //
b
%%❏
❏❏
❏❏
❏❏
❏❏
❏
(p∗QX)H

QX/H
c //
a
99tttttttttt
QX/H
the map a is the adjunction map QX/H → p∗p∗QX/H and the map b is obtained from it via
Verdier duality. The isomorphism c is the multiplication by |H| map. Let f be a regular function
on X/H. As usual, we apply φf to these maps, and then restrict to a given subspace Z ⊂ X/H
to obtain the pushforward map in the following diagram
Hc(p
−1(Z), ϕfp)∨
p∗
//
∼=
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
Hc(Z,ϕf )
∨
(Hc(Z,ϕf )H)
∨?

OO
where the vertical map is the dual of the quotient map, and the pullback map in the following
diagram
Hc(p
−1(Z), ϕfp)∨ Hc(Z,ϕf )∨
p∗
oo

(Hc(Z,ϕf )
H)∨
∼=
ii❘❘❘❘❘❘❘❘❘❘❘❘❘
Since ba = ·|H|, we deduce that p∗p∗ = ·|H|.
Define Tγ :=
∏
i∈Q0(C
∗)γ(i). After choosing an ordered basis for
⊕
i∈Q0 C
γ(i) respecting the
direct sum decomposition, there is a natural inclusion Tγ ⊂ Gγ ; we consider the natural ordered
basis. Let N(Tγ) be the normalizer of Tγ inside Gγ . For every natural number N there are
morphisms
(65) sN : (Mγ ,N(Tγ))N → (Mγ ,Gγ)N
induced by the inclusion N(Tγ) ⊂ Gγ . As with equation (20), the maps (65) induce maps
(66) ϕtr(W )γ,N → sN,∗ϕtr(W )γ,N
and
sN,!ϕtr(W )γ,N{l(γ)}→ ϕtr(W )γ,N
where
(67) l(γ) :=
∑
i∈Q0
(γ(i)2 − γ(i)),
THE CRITICAL COHA OF A QUIVER WITH POTENTIAL 31
and we abuse notation by denoting by tr(W )γ,N the functions defined by tr(W )γ on (Mγ ,N(Tγ))N
as well as on (Mγ ,Gγ)N .
Proposition 4.3. There are natural maps
(68) Θ: : Hc,Tγ (M
P
γ , ϕtr(W )γ )Symγ{l(γ)}→ Hc,Gγ (M
P
γ , ϕtr(W )γ )
which are isomorphisms.
Here the domain is the space of coinvariants with respect to the action — after we dualize we
will consider instead the space of invariants.
Proof. For each N , there is a Galois cover
wN : (M
P
γ ,Tγ)N → (M
P
γ ,N(Tγ))N
with Galois group Symγ , from which we deduce that Hc,Tγ (M
P
γ , w
∗ϕtr(W )γ ) carries a Symγ-action
and there is an isomorphism in compactly supported cohomology
Hc,Tγ (M
P
γ , ϕtr(W )γ )Symγ → Hc,N(Tγ)(M
P
γ , ϕtr(W )γ ).
It suffices to prove that
Hc,N(Tγ)(M
P
γ , ϕtr(W )γ ){l(γ)}→ Hc,Gγ (M
P
γ , ϕtr(W )γ )
is an isomorphism. This will follow from the claim that (66) is an isomorphism in Dbc ((M
P
γ ,Gγ)N ,Q).
Since sN is smooth, it follows that
ϕtr(W )γ,N ◦sN ∼= s
∗
Nϕtr(W )γ,N ,
and so the claim follows from the stronger claim that if F is an object of Dbc ((Mγ ,Gγ)N ,Q),
then the natural map F → sN,∗s∗NF is an isomorphism. But this follows from the classical fact
that the fibres of sN have cohomology equal to Q in degree zero, and zero in other degrees. 
Similarly to [19, Sec.6.3] we describe cohomological Hall algebra operations on the underlying
vector space
T PQ,W :=
⊕
γ∈NQ0
T PQ,W,γ,
where
T PQ,W,γ :=
(
Hc,Tγ (M
P
Q,γ, ϕtr(W )γ )
∨
)Symγ
{−l(γ) + χ(γ, γ)/2}.
Firstly, define
T
P
Q,W,γ := Hc,Tγ (M
P
Q,γ, ϕtr(W )γ )
∨{−l(γ) + χ(γ, γ)/2}.
As always, we define the cohomological Hall algebra product as a composition of morphisms.
Let γ1, γ2 be dimension vectors in NQ0 , and set γ = γ1 + γ2:
• Define
δT : Hc,Tγ (M
P
γ , ϕtr(W )γ )
∨{−l(γ) + l0(γ2, γ1) + χ(γ, γ)/2}→
Hc,Tγ (M
P
γ , ϕtr(W )γ )
∨[E(Q0, γ1, γ2)−1]{−l(γ) + χ(γ, γ)/2}
to be division by E(Q0, γ1, γ2).
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• Define
ζ
T
: Hc,Tγ (M
P
γ1,γ2 , ϕtr(W )γ1,γ2 )
∨{−l(γ) + l0(γ2, γ1) + χ(γ, γ)/2}→
Hc,Tγ (M
P
γ , ϕtr(W )γ )
∨{−l(γ) + l0(γ2, γ1) + χ(γ, γ)/2}
as the pushforward induced by the inclusion Mγ1,γ2 →Mγ .
• Define
αT : Hc,Tγ (M
P
γ1 ×M
P
γ2 , ϕtr(W )γ1⊞tr(W )γ2 )
∨{−l(γ) + l0(γ2, γ1) + l1(γ1, γ2) + χ(γ, γ)/2}→
Hc,Tγ (M
P
γ1,γ2 , ϕtr(W )γ1,γ2 )
∨{−l(γ) + l0(γ2, γ1) + χ(γ, γ)/2}
as the pullback induced by the affine fibration Mγ1,γ2 →Mγ1 ×Mγ2 .
Remark 4.4. There is no βT in the above list. This is because the β map (57) is given by the
pullback map induced by the passage from equivariant cohomology with respect to the Gγ1,γ2-
action to equivariant cohomology with respect to the Gγ1 ×Gγ2-action. When we work with the
torus-equivariant CoHA, there is no analogue of this move, since the isomorphism between Gγ-
equivariant dual compactly supported cohomology and Tγ-equivariant dual compactly supported
cohomology already involves a pullback map.
An easy calculation shows that
−l(γ) + l0(γ2, γ1) + l1(γ2, γ1) + χ(γ, γ)/2 =− l(γ1)− l(γ2) + χ(γ1, γ1)/2 + χ(γ2, γ2)/2−
− χ(γ2, γ1)/2 + χ(γ1, γ2)/2
and so the domain of αT is T
P
Q,W,γ1 ⊠
tw
+ T
P
Q,W,γ2 , after applying the Thom–Sebastiani isomor-
phism. We define
(69) m : T
P
Q,W,γ1 ⊠
tw
+ T
P
Q,W,γ2 → T
P
Q,W,γ[E(Q0, γ1, γ2)
−1]
by m = δTζTαTTST.
Example 4.5. Consider the example in which W = 0, as in Section 1.3. Then
T Q,γ =
⊗
i∈Q0
Q[xi,1, . . . , xi,γ(i)]
and the map (69) is given by
m(f1, f2)(x1,1, . . . , x1,γ1(1)+γ2(1), . . . , xn,1, . . . , xn,γ1(n)+γ2(n)) =(70)
f1(x1,1, . . . , x1,γ1(1), . . . , xn,1, . . . , xn,γ1(n))·
f2(x1,γ1(1)+1, . . . , x1,γ1(1)+γ2(1), . . . , xn,γ1(n)+1, . . . , xn,γ1(n)+γ2(n))·∏
i,j∈Q0
∏γ1(i)
α=1
∏γ1(j)+γ2(j)
β=γ1(j)+1
(xj,β − xi,α)
−bij .
Note that (9) is obtained from (70) by restricting to Symγ1-invariant f1 and Symγ2-invariant f2,
and summing over shuffles in order to get a Symγ-invariant m(f1, f2).
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Returning to the general case, the space T
P
Q,W,γ carries a Symγ-action, and by definition we
have T PQ,W,γ := T
P,Symγ
Q,W,γ . Each of the maps δT , ζT , αT , TST are Symγ1 × Symγ2-equivariant, and
restricting to invariant parts we define
TST :=TS
Symγ1
× Symγ2
T ,
αT :=α
Symγ1
× Symγ2
T ,
ζ
T
:=ζ
Symγ1
× Symγ2
T
,
δT :=
 ∑
π∈P(γ1,γ2)
π
 δSymγ1 × Symγ2T .
Composing these maps we build a map
mT := δTζTαT TST : T
P
Q,W,γ1
⊗ T PQ,W,γ2 → (Hc,Tγ (M
P
γ , ϕtr(W )γ )
∨
L)
Symγ
where the subscript L means we formally invert π∗ E(Q0, γ1, γ2) for every π ∈ P(γ1, γ2).
Proposition 4.6. Let γ = γ1 + γ2. Then the following diagram commutes:
(71)
(Hc,Tγ (M
P
γ , ϕtr(W )γ )
∨
L)
Symγ{♠} Hc,Gγ (M
P
γ , ϕtr(W )γ )
∨{χ(γ, γ)/2}
ξ1
oo
(Hc,Tγ (M
P
γ , ϕtr(W )γ )
∨)Symγ1 × Symγ2{♠+ l0(γ2, γ1)}
δT
OO
Hc,Gγ1,γ2 (M
P
γ , ϕtr(W )γ )
∨{χ(γ, γ)/2}
δ
OO
ξ2
oo
Hc,Tγ (M
P
γ1,γ2 , ϕtr(W )γ1,γ2 )
∨)Symγ1 × Symγ2{♦+♥− l1(γ2, γ1)}
ζ
T
OO
Hc,Gγ1,γ2 (M
P
γ1,γ2 , ϕtr(W )γ1,γ2 )
∨{χ(γ, γ)/2}
ζ
OO
ξ3
oo
(Hc,Tγ (M
P
γ1 ×M
P
γ2 , ϕ)
∨)Symγ1 × Symγ2{♦+♥}
αT
OO
Hc,Gγ1 ×Gγ2 (M
P
γ1 ×M
P
γ2 , ϕ)
∨{♥}
β−1α
OO
ξ4
oo
where in the last line ϕ = ϕtr(W )γ1⊞tr(W )γ2 , all of the ξt for t ≥ 2 are isomorphisms, the shifts
are defined by
♠ =χ(γ, γ)− l(γ)
♦ =− l(γ1)− l(γ2),
♥ =χ(γ, γ)/2 − χ(γ2, γ1),
and l, l0 and l1 are as defined in Equations (67) and (4).
Note that the following identity follows from the definitions:
♦+♥− l1(γ2, γ1) = ♠+ l0(γ2, γ1),
so that the shifts in the domain and the target of ζ
T
agree — this map does not involve a shift.
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Proof. All of the ξt are defined as the duals of the maps of Proposition 4.3.
We deal with the commutativity of the constituent squares one by one, working from top to
bottom.
(Square 1) Consider the commutative diagram
(Hc,Tγ (M
P
γ , ϕtr(W )γ )
∨)Symγ
∼= // (Hc,Tγ (M
P
γ , ϕtr(W )γ )Symγ )
∨
(Hc,Tγ (M
P
γ , ϕtr(W )γ )
∨)Symγ1 × Symγ2
∼= //
δ+T
OO
(Hc,Tγ (M
P
γ , ϕtr(W )γ )Symγ1 × Symγ2 )
∨
δ′T
OO
where δ′T is given by the pushforward (in dual compactly supported cohomology) along the maps
(MPγ ,N(Tγ1)×N(Tγ2))N
b
−→ (MPγ ,N(Tγ))N
and δ+T =
(∑
π∈P(γ1,γ2) π
)
. We also consider the following commutative diagram
XN d′
**
c′
((
(MPγ ,N(Tγ1)×N(Tγ2))N
i
hh◗◗◗◗◗◗◗◗◗◗◗◗◗◗
a //
b

(MPγ ,Gγ1,γ2)N
c

(MPγ ,N(Tγ))N
d // (MPγ ,Gγ)N
where the perimeter of the diagram is a Cartesian square, i.e.
XN := (M
P
γ ,N(Tγ))N ×(MPγ ,Gγ)N
(MPγ ,Gγ1,γ2)N .
Then by the proof of Proposition 4.3 the maps
Q
(MPγ ,Gγ1,γ2 )N
→a∗Q
(MPγ ,N(Tγ1 )×N(Tγ2 ))N
Q
(MPγ ,Gγ1,γ2 )N
→d′∗QXN
are isomorphisms, and so in turn the map
d′∗QXN → a∗Q(MPγ ,N(Tγ1 )×N(Tγ2 ))N
is an isomorphism. On the other hand, the map i is a closed embedding, and the Euler char-
acteristic of the normal bundle is E(Q0, γ2, γ1): if we pull back along the inclusion of a point
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x →֒ (MPγ ,Gγ)N we obtain the following diagram
P (γ)×Gr(γ1, γ)
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆
P (γ1, γ)
ix
hhPPPPPPPPPPPP

ax // Gr(γ1, γ)

P (γ) // x
Here Gr(γ1, γ) =
∏
i∈Q0 Gr(C
γ1 ,Cγ), and P (γ) =
∏
i∈Q0 P (γ(i)), where P (n) is the space of
n-tuples of unordered linearly independent lines in Cn, and P (γ1, γ) =
∏
i∈Q0 P (γ1(i), γ(i)),
where P (n′, n) is the space of pairs (T ′, T ) where T ∈ P (n) and T ′ ⊂ T has order n′. The map
ax is given by taking the span of the T
′. So the inclusion ix is the inclusion of the space of pairs
({Ti}i∈Q0 , {Vi}i∈Q0) ∈ P (γ)×Gr(γ1, γ) such that for each i ∈ Q0 the subspace Vi ⊂ Cγ(i) is the
space spanned by the first γ1(i) elements of Ti. The claim regarding the Euler characteristic of
the normal bundle is then clear.
By Proposition 2.16 the following diagram commutes
Hc(XN , ϕtr(W )N )
∨ i∗ //
i∗

Hc((M
P
γ ,N(Tγ1)×N(Tγ2))N , ϕtr(W )N )
∨
id

Hc((M
P
γ ,N(Tγ1)×N(Tγ2))N , ϕtr(W )N )
∨ id //
i∗

Hc((M
P
γ ,N(Tγ1)×N(Tγ2))N , ϕtr(W )N )
∨
·E(Q0,γ1,γ2)

Hc(XN , ϕtr(W )N )
∨ i∗ // Hc((MPγ ,N(Tγ1)×N(Tγ2))N , ϕtr(W )N )
∨.
The top square trivially commutes, while commutativity of the bottom square is the content of
Proposition 2.16. The horizontal maps are isomorphisms as in Proposition 4.3, so we deduce
that the composition of the leftmost vertical arrows is also given by multiplication by the Euler
class E(Q0, γ1, γ2). Putting everything together, we deduce that
b∗a∗ =c′∗i∗i
∗d′∗
=c′∗d
′∗ ◦ (·E(Q0, γ1, γ2))
=d∗c∗ ◦ (·E(Q0, γ1, γ2))
where the equality c′∗d′∗ = d∗c∗ is as in Proposition 2.14, so that we have the equality
b∗a∗ = d∗c∗ ◦ (·E(Q0, γ1, γ2))
and so
δǫ1 ◦ (·E(Q0, γ1, γ2)) = ǫ2δ
+
T .
It follows that after localising we have the equality
δǫ1 = ǫ2δT .
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as required.
(Square 2) The following diagram of spaces is a commutative Cartesian diagram, in which the
vertical maps are closed inclusions and the horizontal maps are smooth projections:
(MPγ ,N(Tγ))N
// (MPγ ,Gγ1,γ2)N
(MPγ1,γ2 ,N(Tγ))N
//
OO
(MPγ1,γ2 ,Gγ1,γ2)N
OO
The maps ζT , ζ are obtained by pushforward along the vertical maps, while ξ2 and ξ3 are
obtained by pullback along the horizontal arrows. Commutativity then follows by Proposition
2.14.
(Square 3) The proof of the commutativity of the bottom square is as in the proof of the
commutativity of the second square, using Proposition 2.14 in the affine fibration case. 
Since the map ǫ1δ has image contained in Hc,Tγ (M
P
Q,γ, ϕtr(W )γ )
∨ we deduce the following
corollaries.
Corollary 4.7. The map
mT : T
P
Q,W,γ1
⊠
tw
+ T
P
Q,W,γ2
→ (Hc,Tγ (M
P
γ , ϕtr(W )γ )
∨
L)
Symγ
factors through T PQ,W,γ, and induces an associative multiplication on T
P
Q,W , which we will also
denote mT.
Corollary 4.8. There is an isomorphism of algebras Ψ: (T PQ,W ,mT)
∼= (H
P
Q,W ,m). Equiva-
lently, the composition
T PQ,W,γ1 ⊠
tw
+ T
P
Q,W,γ2
∼=
−→ HPQ,W,γ1 ⊠
tw
+ H
P
Q,W,γ2
m
−→ HPQ,W,γ → (Hc,Tγ (M
P
γ , ϕtr(W )γ )
∨
L)
Symγ
is equal to the map mT, where the first and last morphisms are given by the dual of the map Θ
defined in (68).
5. The comultiplication on HPQ,W
5.1. Q-localised bialgebras. Recall that a Q-linear tensor category C is a symmetric monoidal
Q-linear Abelian category with a monoidal unit 1C , for which the monoidal product is exact in
both arguments. Let C be as above a Q-linear tensor category, with an exact faithful Q-linear
tensor functor fib : C → Vect to the tensor category of Q-vector spaces, and let {1/2} be the
shift functor on D(C) as in Section 2.1.
We define Sγ := Q[x1,1, . . . , x1,γ(1), . . . , xn,1, . . . , xn,γ(n)]
Symγ . Throughout we consider Sγ as an
object of D(C) in the obvious way: we first form Sγ , the free unital commutative algebra in D(C)
generated by a copy of Q{−1} for each generator xh,j in Q[x1,1, . . . , x1,γ(1), . . . , xn,1, . . . , xn,γ(n)],
and then define Sγ to be the Symγ invariant part of Sγ , which we can define, abstractly, as a
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kernel in each cohomological degree. For γ1, . . . , γr ∈ NQ0 an r-tuple of dimension vectors we
define
Sγ1,...,γr =
⊗
τ=1,...,r
Q[x(τ)1,1 , . . . , x
(τ)
1,γτ (1)
, . . . , x
(τ)
n,1, . . . , x
(τ)
n,γτ (n)
]Symγτ
where, as ever, n is the number of vertices in Q. We define the localised monoidal product as
follows:
B′⊠˜
tw
+B
′′ =
⊕
γ1,γ2∈NQ0
(
B′γ1 ⊠
tw
+ B
′′
γ2
)
⊗Sγ1,γ2 Sγ1,γ2
 ∏
i,j∈Q0
∏
s′=1,...,γ1(j)
s′′=1,...,γ2(i)
(
x
(1)
j,s′ − x
(2)
i,s′′
)−1

where we consider the localised algebra Sγ1,γ2 [
∏
i,j∈Q0
∏
s′=1,...,γ1(j)
s′′=1,...,γ2(i)
(x
(1)
j,s′ − x
(2)
i,s′′)
−1] as an object
of D(C) in the same way as Sγ1,γ2 . More generally, if γ1, . . . , γr ∈ N
Q0 and
S ⊂ {(τ, µ) ∈ {1, . . . , r}×2|τ 6= µ}
then we define
[B1 ⊠
tw
+ . . .⊠
tw
+ Br]S :=
⊕
γ1,...,γr∈NQ0
Bγ1 ⊠
tw
+ . . .⊠
tw
+ Bγr ⊗Sγ1,...,γr Sγ1,...,γr
 ∏
i,j∈Q0
∏
(τ,µ)∈S
∏
s′=1,...γτ (j)
s′′=1,...,γµ(i)
(x
(τ)
j,s′ − x
(µ)
i,s′′)
−1
 .
Recall that the monoidal product ⊠tw+ is not braided. In contrast, under the above assumption
of Sγ-actions on the Bγ , there is a natural isomorphism
(72) s˜wγ1,γ2 : Bγ1⊠˜
tw
+Bγ2 → Bγ2⊠˜
tw
+Bγ1
given by the composition ·E˜γ1,γ2 ◦ sw⊠+ where E˜γ1,γ2 is defined by
(73) E˜γ1,γ2 := (−1)
γ1·γ2
∏
i,j∈Q0
(∏γ1(j)
m=1
∏γ2(i)
m′=1
(x
(1)
j,m − x
(2)
i,m′)
−bij (x(2)j,m′ − x
(1)
i,m)
bij
)
.
Remark 5.1. We may express E˜γ1,γ2 in terms of the operators E(Q1, •, •) and E(Q0, •, •) as
follows:
(74) E˜γ′,γ′′ = E(Q1, γ2, γ1)
−1 E(Q0, γ2, γ1)E(Q1, γ1, γ2)E(Q0, γ1, γ2)−1.
Equality between (74) and (73) follows from the equality
E(Q0, γ2, γ1)E(Q0, γ1, γ2)
−1 = (−1)γ1·γ2 .
In particular, s˜wγ2,γ1 ◦ s˜wγ1,γ2 = id. Taking the direct sum of (72) over all pairs γ1, γ2 ∈ N
Q0
we define an isomorphism
s˜w :=
⊕
γ1,γ2∈NQ0
s˜wγ1,γ2 : B⊠˜
tw
+B → B⊠˜
tw
+B,
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swapping pairs of dimension vectors, with s˜w2 = id. More generally, for γ1, . . . , γr ∈ NQ0 and
(τ, µ) ∈ S, we define s˜wτµ : [B1 ⊠
tw
+ . . . ⊠
tw
+ Br]S → [B1 ⊠
tw
+ . . . ⊠
tw
+ Br](τµ)∗S by swapping the τ
and the µ factors and multiplying by
(75) (−1)γτ ·γµ
∏
i,j∈Q0
(∏γτ (j)
m=1
∏γµ(i)
m′=1
(x
(τ)
j,m − x
(µ)
i,m′)
−bij (x(µ)j,m′ − x
(τ)
i,m)
bij
)
.
Definition 5.2. Let (B,m) be an algebra in D(CQ) with respect to the monoidal structure ⊠
tw
+ ,
such that each NQ0-graded piece Bγ carries an Sγ-action. We say that B is crosslinear if for all
i, j ∈ Q0, the map
Bγ1 ⊠
tw
+ Bγ2 ⊠
tw
+ Bγ3 ⊠
tw
+ Bγ4
m⊠tw+m
−−−−→ Bγ1+γ2 ⊠
tw
+ Bγ3+γ4
commutes with multiplication by
(76)
∏
i,j∈Q0
∏
τ∈{1,2}
µ∈{3,4}
γτ (i)∏
m=1
γµ(j)∏
m′=1
(x
(τ)
i,m − x
(µ)
j,m′).
Here we use the natural isomorphisms, for T any ordered finite set,⊗
τ∈T
Q[x(τ)1,1 , . . . , x
(τ)
1,γτ (1)
, . . . , x
(τ)
n,1, . . . , x
(τ)
n,γτ (n)
] ∼=
Q[x1,1, . . . , x1,∑τ∈T γτ (1), . . . , xn,1, . . . , xn,
∑
τ∈T γτ (n)
]
to realise (76) as an element of Sγ1+γ2,γ3+γ4 .
If B is a crosslinear algebra with respect to the monoidal structure ⊠tw+ , then we define the
product m˜2 on B⊠˜
tw
+B via the composition
(77) (
B⊠˜
tw
+B
)
⊠tw+
(
B⊠˜
tw
+B
)
= // [B ⊠tw+ . . . ⊠
tw
+ B](1,2),(3,4) // [B ⊠
tw
+ . . .⊠
tw
+ B](1,2),(3,2),(3,4),(1,4)
s˜w(23)
qq❞❞❞❞❞❞❞
❞❞❞❞❞❞❞
❞❞❞❞❞❞❞
❞❞❞❞❞❞❞
❞❞❞❞❞❞❞
❞❞❞❞❞❞❞
[B ⊠tw+ . . .⊠
tw
+ B](1,3),(2,3),(2,4),(1,4)
m⊠˜
tw
+m
// B⊠˜
tw
+B
where m⊠˜
tw
+m is the unique extension of m⊠
tw
+ m to the localisation with respect to∏
i,j∈Q0
∏
τ∈{1,2}
µ∈{3,4}
γτ (i)∏
m=1
γµ(j)∏
m′=1
(x
(τ)
i,m − x
(µ)
j,m′)
−1,
which exists by the assumption of crosslinearity for m.
Definition 5.3. A Q-localised bialgebra in C is the data of a unital algebra object (B,m, ν : 1→
B) in D(CQ) and an Sγ-module structure for each Bγ , such that B is crosslinear. We require
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also the data of a morphism (the Q-localised coproduct)
(78) ∆: B → B⊠˜
tw
+B,
such that each map
∆γ1,γ2 : Bγ1+γ2 → Bγ1⊠˜
tw
+Bγ2
is Sγ1+γ2-linear, and the diagram
B
∆

∆ // B⊠˜
tw
+B
id ⊠˜
tw
+∆

B⊠˜
tw
+B
∆⊠˜
tw
+ id
// [B ⊠tw+ B ⊠
tw
+ B]{(1,2),(1,3),(2,3)}
defined via this linearity commutes. We require also that the following diagram commutes
(79) B ⊠tw+ B
m

∆⊠tw+∆
// B⊠˜
tw
+B ⊠
tw
+ B⊠˜
tw
+B
m˜2

B
∆ // B⊠˜
tw
+B.
Finally, we require that for all S ⊂ {(τ, µ) ∈ {1, . . . , r}×2|τ 6= µ} the localisation map
(80) B⊠
tw
+r → [B⊠
tw
+r]S
is injective.
It is sufficient to check the final condition in the special cases in which |S| = 2. Before
introducing the coproduct on HPQ,W , we verify that the background assumptions in the definition
of a Q-localised bialgebra on the algebra HPQ,W apply. The injectivity of the map (80) is just
the statement of Proposition 4.1, so we will concentrate on the crosslinearity condition.
Proposition 5.4. The cohomological Hall algebra HPQ,W is crosslinear.
Proof. The class
⋆ =
∏
i,j∈Q0
∏
τ∈{1,2}
µ∈{3,4}
γτ (i)∏
m=1
γµ(j)∏
m′=1
(x
(τ)
i,m − x
(µ)
j,m′)
considered as an element of HGγ1 (pt,Q)⊗ . . .⊗HGγ4 (pt,Q) arises from the class ⋆, considered
as an element of HGγ1+γ2 (pt,Q)⊗HGγ3+γ4 (pt,Q) under the natural map
HGγ1+γ2 (pt,Q)⊗HGγ3+γ4 (pt,Q)→ HGγ1 (pt,Q)⊗ . . .⊗HGγ4 (pt,Q).
In other words, there is a vector bundle V⋆ on the stack
N = pt /(Gγ1+γ2 ×Gγ3+γ4)
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such that multiplication by ⋆ is given by multiplication by the Euler class of V⋆. On the other
hand, all of the moduli stacks in all of the constituent maps going into the definition of m⊠tw+ m
map naturally to N. The result then follows from Proposition 2.16. 
5.2. Comultiplication operation on HPQ,W . For each decomposition γ = γ1+ γ2 we define a
map
(81) ∆γ1,γ2 : H
P
Q,W,γ →H
P
Q,W,γ1
⊠˜tw+H
P
Q,W,γ2
that we will show defines the structure of a Q-localised coproduct for HPQ,W .
To begin, we work with the torus-equivariant critical cohomological Hall algebra T PQ,W
∼=
HPQ,W . We define
∆T,γ1,γ2 : Hc,Tγ (M
P
γ , ϕtr(W )γ )
∨{−l(γ) + χ(γ, γ)/2}→
Hc,Tγ1 (M
P
γ1 , ϕtr(W )γ1 )
∨
⊠˜
tw
+Hc,Tγ2 (M
P
γ2 , ϕtr(W )γ2 )
∨{−l(γ1)− l(γ2) + χ(γ1, γ1)/2 + χ(γ2, γ2)/2}
as the composition of the following maps:
• Define
←−α T : Hc,Tγ
(
MPγ2,γ1 , ϕtr(W )γ2,γ1
)∨
{−l(γ1)− l(γ2) + χ(γ, γ)/2 − χ(γ2, γ1)}→
Hc,Tγ
(
MPγ1 ×M
P
γ2 , ϕtr(W )γ1⊞tr(W )γ2
)∨
[E(Q1, γ1, γ2)
−1]{−l(γ1)− l(γ2) + χ(γ, γ)/2 − χ(γ2, γ1)}
as the pushforward associated to the affine fibration3 Mγ2,γ1
π
−→Mγ1 ×Mγ2 . Note that
− l(γ1)− l(γ2) + χ(γ1, γ1)/2 + χ(γ2, γ2)/2− χ(γ2, γ1)/2 + χ(γ1, γ2)/2 =
− l(γ1)− l(γ2) + χ(γ, γ)/2 − χ(γ2, γ1)
so that the target of ←−α T is the same as the target of ∆T,γ1,γ2 after applying the inverse
of the Thom–Sebastiani isomorphism. Here we are using that E(Q1, γ1, γ2) is the Euler
class of π.
• Define
←−−
β−1T : Hc,Tγ
(
MPγ2,γ1 , ϕtr(W )γ2,γ1
)∨
{−l(γ1)− l(γ2) + χ(γ, γ)/2 − χ(γ2, γ1)− l0(γ2, γ1)}→
Hc,Tγ
(
MPγ2,γ1 , ϕtr(W )γ2,γ1
)∨
{−l(γ1)− l(γ2) + χ(γ, γ)/2 − χ(γ2, γ1)}
to be multiplication by∏
i∈Q0
∏γ1(i)
m=1
∏γ2(i)
m′=1
(xi,m − xi,m′+γ1(i)) = E(Q0, γ2, γ1),
where here we have made the natural identification
Sγ1,γ2 =
⊗
i∈Q0
Q[xi,1, . . . , xi,γ1(i)+γ2(i)]
Symγ1×Symγ2 .
3Note that this is not the same affine fibration we used to define α.
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• Define
←−
ζ T : Hc,Tγ
(
MPγ , ϕtr(W )γ
)∨
{−l(γ) + χ(γ, γ)/2}→
Hc,Tγ
(
MPγ2,γ1 , ϕtr(W )γ2,γ1
)∨
{−l(γ1)− l(γ2) + χ(γ, γ)/2 − χ(γ2, γ1)− l0(γ2, γ1)}
as the pullback induced by the inclusion Mγ2,γ1 →Mγ .
• Define
←−
δ T : Hc,Tγ
(
MPγ2,γ1 , ϕtr(W )γ2,γ1
)∨
{−l(γ1)− l(γ2) + χ(γ, γ)/2 − χ(γ2, γ1) + l0(γ2, γ1)}→
Hc,Tγ
(
MPγ2,γ1 , ϕtr(W )γ2,γ1
)∨
{−l(γ1)− l(γ2) + χ(γ, γ)/2 − χ(γ2, γ1) + l0(γ2, γ1)}
to be the identity map.
Definition 5.5. The map
∆T,γ1,γ2 : T
P
Q,W,γ → T
P
Q,W,γ1⊠˜
tw
+ T
P
Q,W,γ2
is defined by ∆T,γ1,γ2 = TS
−1←−α T
←−−
β−1T
←−
ζ T
←−
δ T and
∆T,γ1,γ2 : T
P
Q,W → T
P
Q,W,γ1
⊠˜
tw
+ T
P
Q,W,γ2
is defined by restricting to the Symγ invariant part of the domain. The map
∆T : T
P
Q,W →
⊕
γ1,γ2∈NQ0
T PQ,W,γ1⊠˜
tw
+ T
P
Q,W,γ2
is defined to be the sum
(82) ∆T =
∑
γ1,γ2∈NQ0
∆T,γ1,γ2 .
Definition 5.6. We define the coproduct
∆: HPQ,W →H
P
Q,W ⊠˜
tw
+H
P
Q,W
via the formula
∆ := (Ψ⊠˜
tw
+Ψ) ◦∆T ◦Ψ
−1,
where Ψ is the isomorphism of Corollary 4.8.
Since each of the maps defining ∆T is HTγ (pt,Q)-linear, and hence also HTγ (pt,Q)
Symγ -linear,
we deduce the following proposition.
Proposition 5.7. The map ∆ is Sγ := HGγ (pt,Q)-linear.
The following is proved in just the same way as the associativity of m, see [19, Sec.2.3].
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Proposition 5.8. The following diagram commutes
HPQ,W
∆ //
∆

HPQ,W ⊠˜
tw
+H
P
Q,W
id ⊠˜
tw
+∆

HPQ,W ⊠˜
tw
+H
P
Q,W
∆⊠˜
tw
+ id
// [HPQ,W ⊠
tw
+ H
P
Q,W ⊠
tw
+ H
P
Q,W ]{(1,2),(1,3),(2,3)} .
5.3. Another description of the coproduct. We now describe directly the coproduct
∆: HPQ,W →H
P
Q,W ⊠˜
tw
+H
P
Q,W
without reference to T PQ,W . The morphisms α, β, δ, ζ are as defined in Section 3.2. By replacing
pushforwards by pullbacks, and vice versa, we arrive at morphisms
←−
δ : Hc,Gγ (M
P
γ , ϕtr(W )γ )
∨{χ(γ, γ)/2 − χ(γ1, γ2)− l1(γ1, γ2) + l0(γ1, γ2)}→
Hc,Gγ1,γ2 (M
P
γ , ϕtr(W )γ )
∨{χ(γ, γ)/2 − χ(γ1, γ2)− l1(γ1, γ2)}
←−
ζ : Hc,Gγ1,γ2 (M
P
γ , ϕtr(W )γ )
∨{χ(γ, γ)/2 − χ(γ1, γ2)− l1(γ1, γ2)}→
Hc,Gγ1,γ2 (M
P
γ1,γ2 , ϕtr(W )γ1,γ2 )
∨{χ(γ, γ)/2 − χ(γ1, γ2)}
←−α : Hc,Gγ1 ×Gγ2 (M
P
γ1,γ2 , ϕtr(W )γ1,γ2 )
∨{χ(γ, γ)/2 − χ(γ1, γ2)}→
Hc,Gγ1 ×Gγ2 (M
P
γ1 ×M
P
γ2 , ϕtr(W )γ1⊞tr(W )γ2 )
∨{χ(γ, γ)/2 − χ(γ1, γ2)}.
Proposition 5.9. The following diagram commutes:
Hc,Gγ (M
P
γ , ϕtr(W )γ )
∨{χ(γ, γ)/2}
←−
δ

// (Hc,Tγ (M
P
γ , ϕtr(W )γ )
∨)Symγ{♠}
←−
δ T

Hc,Gγ1,γ2 (M
P
γ , ϕtr(W )γ )
∨{χ(γ, γ)/2 − l0(γ1, γ2)}
←−
ζ

// (Hc,Tγ (M
P
γ , ϕtr(W )γ )
∨)Symγ{♠}
←−
ζ T

Hc,Gγ1,γ2 (M
P
γ1,γ2 , ϕtr(W )γ )
∨{♥}
β·E(Q0,γ2,γ1)

// (Hc,Tγ (M
P
γ1,γ2 , ϕtr(W )γ )
∨)Symγ{♥+♦− l1(γ1, γ2)}
←−−
β−1T

Hc,Gγ1 ×Gγ2 (M
P
γ1,γ2 , ϕtr(W )γ1,γ2 )
∨{♥}
←−α

// (Hc,Tγ (M
P
γ1,γ2 , ϕtr(W )γ1,γ2 )
∨)Symγ{♥+♦}
←−αT

HPγ1⊠˜
sw
+H
P
γ2
// T Pγ1 ⊠˜
sw
+ T
P
γ2
where
♦ = −l(γ1)− l(γ2),
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♥ = χ(γ, γ)/2 − χ(γ1, γ2),
♠ =♥+♦− l0(γ1, γ2)− l1(γ1, γ2)
=χ(γ, γ)/2 − l(γ),
and the horizontal maps are the isomorphisms of Proposition 4.6.
Proof. The top two squares contain only pullback maps, since
←−
δ T is the pullback map associated
to the identity map. It follows that the top two squares commute, since the underlying diagrams
of spaces commute. Similarly, up to multiplication by the factor E(Q0, γ2, γ1), the third square
is composed entirely of pullbacks in a commutative square of spaces — note that
←−−
β−1T is defined
to just be multiplication by E(Q0, γ2, γ1). The bottom quadrilateral commutes by Proposition
2.14. 
Corollary 5.10. There is an equality of morphisms
∆ = E(Q0, γ2, γ1) ·
←−α β
←−
ζ
←−
δ .
Remark 5.11. The map ·E(Q0, γ2, γ1)β is the natural definition of the umkehr map for β
−1. So
we can say that the coproduct is defined by taking all of the constituent maps in the definition
of the product and replacing them with umkehr maps.
Remark 5.12. Coming back to the case W = 0 considered in the introduction, it is easy to
check that the above formula for ∆ recovers the naive guess for the definition of the coproduct
of Section 1.3 in the symmetric case.
5.4. Proof of the main theorem. Now we come to our main theorem regarding the operation
∆.
Theorem 5.13. Let γ ∈ NQ0, and let γ01 , γ
0
2 , γ1, γ2 satisfy
γ01 + γ
0
2 = γ(83)
γ1 + γ2 = γ.
Then the following diagram commutes, with m˜2 defined as in (77):
(84) HP
Q,W,γ01
⊠tw+ H
P
Q,W,γ02
∑
γ′1+γ
′
2=γ
0
1
γ′3+γ
′
4=γ
0
2
∆γ′
1
,γ′
2
⊠tw+∆γ′
3
,γ′
4

m // HPQ,W,γ
∆γ1,γ2
⊕
γ′1+γ
′
2=γ
0
1
γ′3+γ
′
4=γ
0
2
[
HP
Q,W,γ′1
⊠tw+ H
P
Q,W,γ′2
⊠tw+
⊠tw+H
P
Q,W,γ′3
⊠tw+ H
P
Q,W,γ′4
]
{(1,2),(3,4)}
m˜2 // HPQ,W,γ1⊠˜
tw
+H
P
Q,W,γ2
and the operation ∆ defines a Q-localised bialgebra structure on HPQ,W in the category C.
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Proof. For γ1, γ2, γ
0
1 , γ
0
2 as in (83), we define decγ1,γ2,γ01 ,γ02 to be the set of (γ
′
1, γ
′
2, γ
′
3, γ
′
4) ∈ (N
Q0)4
such that
γ′1 + γ
′
2 =γ
0
1
γ′1 + γ
′
3 =γ1,
or if the data (γ1, γ2, γ
0
1 , γ
0
2) is fixed, we abbreviate decγ1,γ2,γ01 ,γ02 to dec.
Lemma 5.14. Let X be a complex algebraic variety carrying an action of Gγ , let X
P be a Gγ-
equivariant subvariety, and define V = Hc,Tγ (X
P, ϕf )
∨. For ∇ = (γ′1, γ
′
2, γ
′
3, γ
′
4) ∈ decγ1,γ2,γ01 ,γ02
we consider the diagram
V
Sym
γ01
× Sym
γ02
a //
b∇

V Symγ
c

V
Symγ′
1
× Symγ′
2
× Symγ′
3
× Symγ′
4
d∇ // V Symγ1 × Symγ2
of underlying vector spaces (the maps we define below do not respect the cohomological grading).
We define a by demanding the commutativity of the following diagram
Hc,G
γ0
1
,γ0
2
(XP, ϕf )
∨
∼=

// Hc,Gγ (X
P, ϕf )
∨
∼=

V Symγ
a // V
Sym
γ0
1
× Sym
γ0
2
where the top map is defined in the same way as ζ, and the vertical isomorphisms as in Proposi-
tion 4.3. Similarly we define c in the same way as
←−
ζ . Likewise we define d∇ as the map making
the following diagram commute
Hc,Gγ′1,γ′3
×Gγ′2,γ′4
(XP, ϕf )
∨
∼=

// Hc,Gγ1 ×Gγ2 (X
P, ϕf )
∨
∼=

V
Symγ′
1
× Symγ′
2
× Symγ′
3
× Symγ′
4
d∇ // V Symγ1 × Symγ2
where the top map is the pushforward, and b∇ similarly, using the pullback. Inside
Hc,Gγ1 ×Gγ2 (pt,Q)
∼= Q[x
(1)
1,1, . . . , x
(1)
n,γ2(n)
, x
(2)
1,1, . . . , x
(2)
n,γ2(n)
]Symγ2 ,
let Sγ1,γ2 be the the multiplicative set {z, z
2, . . .} with z =
∑
i∈Q0(x
(2)
i,1 + . . . x
(2)
i,γ2(i)
). Then after
localising the target at Sγ1,γ2 , we have the equality of maps
(·E(Q0, γ2, γ1)) ◦ ca =
∑
∇∈dec
(−1)γ
′
2·γ′3d∇ ◦ (·E(Q0, γ′2, γ
′
1)E(Q0, γ
′
4, γ
′
3)) ◦ b∇.
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Proof. Consider the Cartesian diagram
(XP,Gγ01 ,γ02 )N
sN

ZN
tN

rN
oo
(XP,Gγ)N (X
P,Gγ1,γ2)NuN
oo
where ZN is the fibre product. We can explicitly describe ZN as the quotient of the space ZN
by the action of Gγ1,γ2 , where ZN is the space of triples (x, f , V ), where x ∈ X
P,
f =
(
f1,1, . . . , f1,γ(1), . . . , fn,1, . . . , fn,γ(n)
)
∈ Fr(
∑
i∈Q0
γ(i), N)
and V is an i-tuple of vector subspaces Vi ⊂ Span(fi,1, . . . , fi,γ(i)) where dim(Vi) = γ
0
1(i), and
we let Gγ1,γ2 act trivially on the space of such V . Via the inclusion defined by f there is a
Gγ-equivariant isomophism ZN ∼= Z
′
N where Z
′
N is the space of triples (x, V
′, f), where x and
f are as before, but V ′i ⊂ C
γi is a γ01(i)-dimensional subspace of a fixed γ-dimensional vector
space, and Gγ1,γ2 acts via translation of that vector space, i.e.
V ′ ∈ Gr(γ01 , γ) :=
∏
i∈Q0
Gr(γ01(i), γ(i)).
In other words we have ZN ∼= (XP ×Gr(γ01 , γ),Gγ1,γ2)N . The map ca is defined by u
∗s∗, and
by Proposition 2.15 we can write u∗s∗ = t∗r∗.
Consider the commutative diagram of spaces
(X ×Gr(γ01 , γ),Gγ1,γ2)N
tN

(X ×Gr(γ01 , γ),Gγ1 ×Gγ2)N
oo
t′
N

(X,Gγ1,γ2)N (X,Gγ1 ×Gγ2)N .
oo
We denote by f the functions on each of these spaces induced by the projection to X. Then by
Proposition 2.14 we have a commutative diagram in cohomology
Hc,Gγ1,γ2 (X
P ×Gr(γ01 , γ), ϕf )
∨
t∗

// Hc,Gγ1 ×Gγ2 (X
P ×Gr(γ01 , γ), ϕf )
∨
t′∗

Hc,Gγ1,γ2 (X
P, ϕf )
∨ // Hc,Gγ1 ×Gγ2 (X
P, ϕf )
∨
where the horizontal maps are the ismorphisms induced by pullback along affine fibrations.
Define (XP ×Gr(γ01 , γ))
S1 to be the fixed point locus of XP ×Gr(γ01 , γ) under the action of
S1 = {z ∈ C such that |z| = 1} ⊂ Gγ2 ,
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embedded via z 7→ (z · idCγ2(i))i∈Q0 . Then we have a decomposition
(XP ×Gr(γ01 , γ))
S1 =
∐
(γ′1,...,γ
′
4)∈dec
XP,S
1
×Gr(γ′1, γ1)×Gr(γ
′
2, γ2)
and so, in particular, an inclusion
(XP ×Gr(γ01 , γ))
S1 ⊂ XP ×
∐
(γ′1,...,γ
′
4)∈dec
Gr(γ′1, γ1)×Gr(γ
′
2, γ2)
and so the bottom map in the commutative diagram
Hc,Gγ1 ×Gγ2 (X
P ×Gr(γ01 , γ), ϕf )
∨
Sγ1,γ2
res′ //
∼=

Hc,Gγ1 ×Gγ2 (X
P ×Gr(γ01 , γ), ϕf |X×Gr(γ′1,γ1)×Gr(γ′2,γ2))
∨
Sγ1,γ2
∼=

HGγ1 ×Gγ2 (X
P ×Gr(γ01 , γ), E)Sγ1 ,γ2
// HGγ1 ×Gγ2 (X
P ×Gr(γ01 , γ), E|X×Gr(γ′1,γ1)×Gr(γ′2,γ2))Sγ1,γ2
is an isomorphism by [14, Thm.6.2]. Here E := D(φfQX×Gr(γ01 ,γ)|XP×Gr(γ01 ,γ)). By definition,
the function f |X×Gr(γ01 ,γ) is given by f ⊞ 0 on X × Gr(γ
0
1 , γ). So by the Thom–Sebastiani
isomorphism there is a chain of isomorphisms
ϕf |X×Gr(γ′1,γ1)×Gr(γ′2,γ2)
∼=ϕf ⊠
(
QGr(γ01 ,γ)|Gr(γ′1,γ1)×Gr(γ′2,γ2)
)
∼=ϕf ⊠QGr(γ′1,γ1)×Gr(γ′2,γ2)
∼=ϕf |X×Gr(γ′
1
,γ1)×Gr(γ
′
2
,γ2)
and so we deduce that the map
Hc,Gγ1 ×Gγ2 (X
P×Gr(γ01 , γ), ϕf )
∨
Sγ1,γ2
res
−−→
⊕
(γ′1,γ
′
2,γ
′
3,γ
′
4)∈dec
Hc,Gγ1 ×Gγ2 (X
P×Gr(γ′1, γ1)×Gr(γ
′
2, γ2), ϕf )
∨
Sγ1,γ2
is also an isomorphism. From the commutative diagram
(X,Gγ′1,γ′3 ×Gγ′2,γ′4)N
pγ′1,γ
′
2,γ
′
2,γ
′
4,N
''PP
PPP
PPP
PPP
PP
PPP
PPP
PPP
PPP
PPP
PPP
∼= // (X ×Gr(γ′1, γ1)×Gr(γ
′
2, γ2),Gγ1 ×Gγ2)N
qγ′
1
,γ′
2
,γ′
3
,γ′
4
,N

(X ×Gr(γ01 , γ),Gγ1 ×Gγ2)N
t′
N

(X,Gγ1 ×Gγ2)N
we deduce that
t′∗,Sγ1,γ2 |res−1(Hc,Gγ1 ×Gγ2 (XP×Gr(γ
′
1,γ1)×Gr(γ′2,γ2))) · E(Q0, γ
′
4, γ
′
1)E(Q0, γ
′
2, γ
′
3) =
pγ′1,γ′2,γ′3,γ′4,∗,Sγ1,γ2 res |res−1(Hc,Gγ1 ×Gγ2 (XP×Gr(γ
′
1,γ1)×Gr(γ′2,γ2)))
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since E(Q0, γ
′
4, γ
′
1)E(Q0, γ
′
3, γ
′
2) is the Euler characteristic of the normal bundle to Gr(γ
′
1, γ1)×
Gr(γ′2, γ2) inside Gr(γ
0
1 , γ). It follows that
t′∗,Sγ1,γ2 ◦ (·E(Q0, γ2, γ1)) =
∑
(γ′1,...,γ
′
4)∈dec
t′∗,Sγ1,γ2 |res−1(Hc,Gγ1 ×Gγ2 (X×Gr(γ
′
1,γ1)×Gr(γ′2,γ2)))◦
(·E(Q0, γ
′
2, γ
′
1)E(Q0, γ
′
4, γ
′
1)E(Q0, γ
′
2, γ
′
3)E(Q0, γ
′
4, γ
′
3))
=(−1)γ
′
2·γ′3
∑
(γ′1,...,γ
′
4)∈dec
pγ′1,γ′2,γ′3,γ′4,∗,Sγ1,γ2 ◦ (·E(Q0, γ
′
2, γ
′
1)E(Q0, γ
′
4, γ
′
3)).
Here we use the identity
E(Q0, γ
′
2, γ
′
3) = (−1)
γ′2·γ′3 E(Q0, γ′3, γ
′
2).
Since pγ′1,γ′2,γ′3,γ′4 is the map inducing d∇, and qγ′1,γ′2,γ′3,γ′4,N is the map inducing b∇, the desired
equality follows. 
To finish the proof of Theorem 5.13 we need to introduce some more notation. Given ∇ =
(γ′1, γ
′
2, γ
′
3, γ
′
4) ∈ decγ1,γ2,γ01 ,γ02 and D an array of dots in a four by four grid, we define M
P
∇,D ⊂
MPγ to be the subspace containing those ρ ∈M
P
γ such that for every a ∈ Q1 and c ∈ {1, . . . , 4},
ρ
(
Cγ
′
c(s(a))
)
⊂
⊕
c′ such that D has
a dot in position (c′,c)
Cγ
′
c′
(t(a)).
So for example
MP
∇,
q
qq
q
q
qq
qq
is the subspace of MPγ of representations ρ such that
ρ(Cγ
′
1) ⊂Cγ
′
1 ⊕ Cγ
′
2
ρ(Cγ
′
2) ⊂Cγ
′
2
ρ(Cγ
′
4) ⊂Cγ
′
2 ⊕ Cγ
′
4 .
We denote by W∇,D the restriction of tr(W ) to M∇,D, and define
V∇,D = Hc,Tγ(M
P
∇,D,W∇,D)
∨.
Depending on the array D, the space V∇,D carries an action of a group G ⊂ Symγ where G
contains Symγ′1
× Symγ′2
× Symγ′3
× Symγ′4
. When restricting to the invariant part of the G-action,
for G = Symγ′′1
× . . .× Symγ′′c , we abbreviate
V
Symγ′′
1
×...×Symγ′′c
∇,D
to
V
γ′′1 ,...,γ
′′
c
∇,D .
Finally, if the element ∇ is missing from the notation, but elements γ′1, . . . , γ
′
4 appear in super-
scripts, we take a direct sum over all choices of ∇ ∈ Decγ1,γ2,γ01γ02 .
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Lemma 5.15. Consider the commutative diagram
V
γ′1,γ
′
2,γ
′
3,γ
′
4
∇,
q
q q
q
q
q
q
q
q
q
q
q
a //
b

V
γ′1,γ
′
2,γ
′
3,γ
′
4
∇,
q
q q
q
q
q
q
q
q
q
q
q
q
q
q q
c

V
γ′1,γ
′
2,γ
′
3,γ
′
4
∇,
q
qq
q
q
qq
qq
d // V
γ′1,γ
′
2,γ
′
3,γ
′
4
∇,
q
qq
q
q
q
qq
qq
q
q
where a and d are given by pushforward along inclusions and b and c are given by pullbacks
along inclusions. Then ca = db(·E(Q1, γ
′
2, γ
′
3)).
Proof. We can extend the diagram as follows.
V
γ′1,γ
′
2,γ
′
3,γ
′
4
∇,
q
q q
q
q
q
q
q
q
q
q
q
q
q
q q
c
yy
i∗
vv
V
γ′1,γ
′
2,γ
′
3,γ
′
4
∇,
q
q q
q
q
q
q
q
q
q
q
q
a
..
b

a′ // V
γ′1,γ
′
2,γ
′
3,γ
′
4
∇,
q
q
q
q
q
q q q
q
q
q
q
q
q
q
c′

i∗
66
V
γ′1,γ
′
2,γ
′
3,γ
′
4
∇,
q
qq
q
q
qq
qq
d // V
γ′1,γ
′
2,γ
′
3,γ
′
4
∇,
q
qq
q
q
q
qq
qq
q
q
where all maps are still either pullback maps or pushforward maps along the obvious inclusions,
and the inner square arises from a transversal intersection of manifolds. Then by Corollary 2.15,
c′a′ = db,
and by Proposition 2.16,
i∗i∗ = ·E(Q1, γ′2, γ
′
3).
Since a, i∗, a′ are all pushforward maps, it follows that a = i∗a′. Similarly we deduce that
c = c′i∗, and the lemma follows.

Lemma 5.16. Consider the diagram
V
γ′1,γ
′
2,γ
′
3,γ
′
4
∇,
q
qq
q
qq
a //
b

V
γ′1,γ
′
2,γ
′
3,γ
′
4
∇,
q
qq
q
q
qq
qq
c

V
γ′1,γ
′
2,γ
′
3,γ
′
4
∇,
q
q
q
q,(1,2),(3,4)
d // V
γ′1,γ
′
2,γ
′
3,γ
′
4
∇,
q
q
q
q
q
q,(1,2),(3,4),(2,3)
where all the maps are induced by pushforward or pullback along affine fibrations, so we have
localised the targets of the vertical maps. Then ca = db ◦ (·E(Q1, γ
′
2, γ
′
3)
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Proof. The proof of the lemma is the same as the proof of Lemma 5.15, using the other half of
Proposition 2.16, and using that in the following diagram of affine fibrations
M
∇,
q
qq
q
q
qq
qq
{{①①
①①
①①
①①
①
uu❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
M
∇,
q
qq
q
qq

M
∇,
q
qq
q
q
q
qq
oo

M
∇,
q
q
q
q
M
∇,
q
q
q
q
q
q
oo
the inner square is Cartesian, and the maps a, b, c, d are given by pullbacks or pushforwards
induced by the morphisms in the outer square. 
Lemma 5.17. The square formed by the perimeter of the diagram
V
γ01 ,γ
0
2
q
q q
q
q
q
q
q
q
q
q
q
q
q
q q
//

Vγ
q
q q
q
q
q
q
q
q
q
q
q
q
q
q q

V
γ′1,γ
′
2,γ
′
3,γ
′
4
q
q q
q
q
q
q
q
q
q
q
q
q
q
q q
//

Vγ1,γ2
q
q q
q
q
q
q
q
q
q
q
q
q
q
q q

V
γ′1,γ
′
2,γ
′
3,γ
′
4
q
qq
q
q
q
qq
qq
q
q
// Vγ1,γ2
q
qq
q
q
q
qq
qq
q
q
commutes.
Proof. The bottom of the two squares commutes by Corollary 2.15, since the horizontal maps
are given by pushforward along smooth submersions. By Lemma 5.14, the top square commutes
after localising with respect to Sγ1,γ2 , and so the lemma will follow from the claim that the
localisation map
Vγ1,γ2
∇,
q
qq
q
q
q
qq
qq
q
q
→ Vγ1,γ2
∇,
q
qq
q
q
q
qq
qq
q
q ,Sγ1,γ2
is an injection. For this, it suffices to show that if
α ∈ Vγ1,γ2
∇,
q
qq
q
q
q
qq
qq
q
q
and
w ∈ Sγ1,γ2 ,
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then w ·α 6= 0. This follows from the isomorphism (not respecting cohomological shifts) Vγ1,γ2
∇,
q
qq
q
q
q
qq
qq
q
q
∼=
HPQ,W,γ1⊗H
P
Q,W,γ2
and the freeness of the Q[z]-action on HPQ,W,γ2, where z is as in the definition
of Sγ1,γ2 . 
We can summarise Lemmas 5.14, 5.15, 5.16 and 5.17 in the following diagram
(85) V
γ01 ,γ
0
2
q
q q
q
q
q
q
q
//

V
γ01 ,γ
0
2
q
q q
q
q
q
q
q
q
q
q
q
//

V
γ01 ,γ
0
2
q
q q
q
q
q
q
q
q
q
q
q
q
q
q q
//

Lemma 5.14
Vγ
q
q q
q
q
q
q
q
q
q
q
q
q
q
q q

V
γ′1,γ
′
2,γ
′
3,γ
′
4
q
q q
q
q
q
q
q
//

V
γ′1,γ
′
2,γ
′
3,γ
′
4
q
q q
q
q
q
q
q
q
q
q
q
//

Lemma 5.15
V
γ′1,γ
′
2,γ
′
3,γ
′
4
q
q q
q
q
q
q
q
q
q
q
q
q
q
q q
Lemma 5.17
//

Vγ1,γ2
q
q q
q
q
q
q
q
q
q
q
q
q
q
q q

V
γ′1,γ
′
2,γ
′
3,γ
′
4
q
q q
q
q
q
//

Lemma 5.16
V
γ′1,γ
′
2,γ
′
3,γ
′
4
q
q q
q
q
q
q
q
q
//

V
γ′1,γ
′
2,γ
′
3,γ
′
4
q
qq
q
q
q
qq
qq
q
q
//

Vγ1,γ2
q
qq
q
q
q
qq
qq
q
q

V
γ′1,γ
′
2,γ
′
3,γ
′
4
q
q
q
q,(1,2),(3,4)
// V
γ′1,γ
′
2,γ
′
3,γ
′
4
q
q
q
q
q
q,(1,2),(3,4),(2,3)
// V
γ′1,γ
′
2,γ
′
3,γ
′
4
q
q
q
q
q
q
q
q ,
(1,2),(3,4),
(2,3),(1,4)
// Vγ1,γ2
q
q
q
q
q
q
q
q ,(1,2)
.
Lemma 5.18. All of the small squares in diagram (85) that are not marked with lemmas com-
mute.
Proof. Each of the squares is either entirely composed of pullback maps or pushforward maps
along a commutative diagram, in which case commutativity is trivial, or else commutativity is
an application of Proposition 2.14. 
We now have all of the components in place to prove Theorem 5.13. If we let e∇ be the
composition of the leftmost vertical maps, for a fixed summand corresponding to ∇ ∈ dec, then
by the definition of ∆ and Corollary 5.10, we have the identity
∆γ′1,γ′2 ⊗∆γ′3,γ′4 = (·E(Q0, γ
′
2, γ
′
1)E(Q0, γ
′
4, γ
′
3)) ◦ e∇
and similarly, if we let f be the composition of the rightmost vertical maps in (85) we have
∆γ1,γ2 = (·E(Q0, γ2, γ1)) ◦ f.
On the other hand, by Lemma 5.17, up to the sign (−1)γ
′
2·γ′3 these are exactly the factors
introduced by the noncommutativity of the top two squares in the rightmost column of (85).
The remaining failure of the diagram to commute is described by Lemmas 5.15 and 5.16, so
that the overall noncommutativity of the diagram is given by the factor E˜γ′2,γ′3 , as defined in
(73) in the definition of the symmetrising morphism s˜wγ′2,γ′3 and so the compatibility condition
of diagram (79) is satisfied.
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The injectivity of localisation condition, and the crosslinearity condition, contained in the
definition of a Q-localised bialgebra, are the content of Propositions 4.1 and 5.4 respectively,
and we are done. 
6. Examples
6.1. The Jordan quiver with potential. Let QJor be the quiver with one vertex and one
loop. We label this loop X. Let d ∈ Z≥1, we set Wd = Xd+1. The motivic Donaldson–Thomas
theory of the pair (QJor,Wd) was studied in the paper [9], and the motivic Donaldson–Thomas
invariants were calculated there: we have
ΩQJor,Wd,n =
{
[H(A1, ϕxd+1){1}] if n = 1
0 otherwise.
By Theorem 5.13, the algebra HQJor,Wd carries a localised coproduct
∆: HQJor,Wd →HQJor,Wd⊠˜
sw
+HQJor,Wd .
However in this special case things are a little simpler than in general. In fact the map ∆ lifts
to a map
∆: HQJor,Wd →HQJor,Wd ⊗HQJor,Wd ,
as the division factor in the definition of ←−α is exactly the factor by which we multiply β in
the definition of ∆. In addition, the multiplication factor in the symmetrising morphism s˜w is
equal to one, i.e. we consider the target of ∆ in the derived category of the usual symmetric
monoidal category MMHSZ. In other words, HQJor,Wd is a Hopf algebra (the construction of
a unique antipode is formal, using that HQJor,Wd is a connected algebra). Let g ⊂ HQJor,Wd be
the subspace of primitive elements, then by general theory g is a Lie algebra, with Lie bracket
given by the commutator of the multiplication in HQJor,Wd , and the natural map
ι : U(g)→HQJor,Wd
is an injection.
Proposition 6.1. The following are equivalent:
(1) The element HQJor,Wd ∈ Ob(D(MMHSZ)) is pure, in the sense that the ith cohomolog-
ically graded piece is pure of weight i.
(2) The Lie algebra g is concentrated entirely in degree 1, with respect to the ZQ0-grading,
and ι is an isomorphism Sym(HQJor,W,1)→ HQJor,Wd.
Proof. 1→ 2: If HQJor,Wd is pure, it follows that the sub-object g is too, and hence so is U(g).
Clearly the whole of HQJor,Wd,1 is primitive, i.e. HQJor,Wd,1 ⊂ g. By the main result of
[9], the free supercommutative algebra A ⊂ U(g) generated by HQJor,Wd,1 has the same
class in K0(D
lb(MMHSZ)) as the target of ι, and so it follows from purity that ι is an
isomorphism when restricted to A, and also A = U(g) since ι is injective. Since g is
concentrated entirely in ZQ0-degree one and the Lie bracket respects the ZQ0-grading,
the Lie bracket is zero, and so ι becomes the isomorphism Sym(HQJor,Wd,1)→HQJor,Wd.
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2→ 1: The monodromic mixed Hodge structure on
HQJor,Wd,1 =Hc,C∗(A
1, ϕxd+1)
∨
∼=Hc(A
1, ϕxd+1)
∨ ⊗HC∗(pt,Q)
is pure, and so the symmetric algebra generated by it is pure too.

Purity of HQJor,Wd is quite easy to prove, using the representation theory of H
P
Q,W , for general
triples (Q,W,P) — this representation theory is worked out in some detail in [10]. For our
special choice of quiver with potential, the situation is easier to describe. For n, f ∈ N, define
Vn,f = Hom(Cn,Cn) × Hom(Cn,Cf ). We think of Vn,f as a space of representations of the
coframed Jordan quiver QcfrJor, of dimension vector (n, f). The space Vn,f carries the action of
Gn via change of basis, as always. Here we are using the notation of Equations (2) and (3), with
n considered as a dimension vector since our quiver has only one vertex. Let V stn,f ⊂ Vn,f be the
subset of representations ρ of QcfrJor such that the there is no nonzero subrepresentation ρ
′ ⊂ ρ
supported on the original quiver QJor. We have a chain of Gn-equivariant inclusions
Mn×Fr(n, f) ⊂ V
st
n,f ⊂ Vn,f .
As we let f become very large, the codimension of
(
V stn,f/Gn \(Mn×Fr(n, f))/Gn
)
becomes
very large too, and it follows from the fact that ϕtr(W )[fn] is a perverse sheaf on V
st
n,f/Gn, with
cohomology in the constructible t structure that is concentrated in an interval that is bounded
independently of f , that the map in compactly supported cohomology
Hi+2fnc ((Mn,Gn)f , ϕtr(Wd)f )→ H
i+2fn
c (V
st
n,f/Gn, ϕtr(Wd)f )
is an isomorphism for fixed i and large f , where tr(Wd)f is the function on V
st
n,f/Gn induced by
tr(Wd). By definition (see Equation (30)), we deduce
(86) Hc,Gn(Mn, ϕtr(Wd)) := lim−→
(
Hc(V
st
n,f/Gn, ϕtr(Wd)f ){fn}
)
and it is enough to demonstrate the purity of the mixed Hodge structures on the right hand
side of (86). Now the GIT quotient map pf : V
st
n,f/Gn → A
n to the coarse moduli space of
Qcfr-representations is proper, and so there is a natural isomorphism
pf,∗φtr(Wd)fQV stn,f/Gn
∼= φgpf,∗QV st
n,f
/Gn
where g : An → A1 is the map induced by tr(Wd). In addition, the complex of mixed Hodge
modules pf,∗QV st
n,f
/Gn is pure by Saito’s version of the decomposition theorem [28], in the sense
that Hi(pf,∗QV st
n,f
/Gn) is pure of weight i. Furthermore the support of φgpf,∗QV stn,f/Gn is the
origin 0 ∈ A1; this follows from the description of the support of φtr(Wd)fQV stn,f/Gn in terms of the
Jacobi algebra for the pair (QJor,Wd) (see Remark 3.4) since all representations ρ of the Jacobi
algebra send X to a nilpotent endomorphism, and by [5, Thm.1] the functions on the affinization
An are given by linear combinations of the maps ρ 7→ tr(ρ(X)i) for i ∈ N. In particular the
support is proper, and it follows as in [8, Cor.3.2], after passing to the intermediate extension
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of pf,∗QV st
n,f
/Gn to a C
∗-equivariant relative compactification of the morphism An g−→ A1, that
Hc(V
st
n,f/Gn, ϕtr(W )f ){fn} is pure as a monodromic mixed Hodge structure. We have proved
the following result, which one may already find without proof in [29, Sec.2.4].
Theorem 6.2. The algebra HQJor,Wd is supercommutative, and there is an isomorphism of
algebras
HQJor,Wd
∼=
∧(
H(A1, ϕxd+1)⊗HC∗(pt,Q)
)
∼=
d∧
r=1
∧
[ur,1, ur,2, . . .],
where ur,n is of cohomological degree 2n − 1.
6.2. Twisted and untwisted character varieties. Let Σg denote a genus g topological Rie-
mann surface. We define
Repm(Σg) := {A1, . . . , Ag, B1, . . . , Bg ∈ GLC(m)|
g∏
i=1
(Ai, Bi) = idm×m},
where (Ai, Bi) = AiBiA
−1
i B
−1
i . This variety is a space of homomorphisms π1(Σg) → GLC(m),
or representations of π1(Σg), and the stack theoretic quotient [Repm(Σg)/GLC(m)] is the stack
of m dimensional π1(Σg) representations. Let ζm be a primitive mth root of unity. We will also
consider the twisted counterpart of this variety
Repζmm (Σg) := {A1, . . . , Ag, B1, . . . , Bg ∈ GLC(m)|
∏
(Ai, Bi) = ζm idm×m}.
By [16, Cor.2.2.4], up to isomorphisms in cohomology lifting to isomorphisms of Hodge structure,
it does not matter which primitive mth root of unity we pick. We will build a CoHA HPQΣg ,WΣg
for a quiver QΣg with four vertices such that H
P
QΣg ,WΣg ,γ
= 0 unless γ is a constant dimension
vector, and such that there are natural isomorphisms
HPQΣg ,WΣg ,(m,m,m,m)
∼= Hc,GLC(m)(Repm(Σg),Q)
∨{(1− g)m2},
and conjectural isomorphisms
HPQΣg ,WΣg
∼= Sym
⊕
m≥1
Hc,GLC(m)(Rep
ζm
m (Σg),Q)
∨{(1− g)m2}

at the level of N-graded mixed Hodge structures, where N keeps track of the dimension of the
C[π1(Σg)]-reprsentation. By [16, Cor.2.2.7] Repζmm (Σg) is acted on freely by PGLC(m), so there
is an isomorphism
Hc,GLC(m)(Rep
ζm
m (Σg),Q)
∨{(1− g)m2} ∼= Hc(Repζmm (Σg)/PGLC(m),Q)
∨{(1− g)m2}[u]
where u is the degree 2 generator of HC∗(pt,Q). In the language of quantum enveloping algebras,
we conjecture that there are isomorphisms
gprim,(m,m,m,m)
∼= Hc(Rep
ζm
m (Σg)/PGLC(m),Q)
∨{(1− g)m2}
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Figure 1. Tiling of Σ2 seen from the front
a
b
c
d e
f
kj
l
Figure 2. Tiling of Σ2 seen from the back
f
l
d e
h
kj
g i
between the space of primitive generators of a PBW basis for a cocommutative deformation of
HQΣg ,WΣg and the dual compactly supported cohomology of the twisted character varieties for
Σg, where the primitive generators are defined to be those that generate the other generators
under the action of multiplication by u. Since by [16, Thm.2.2.5] the twisted character vari-
eties are smooth, we may alternatively restate this as an isomorphism between the primitive
generators of HPQΣg ,WΣg
and the shifted cohomology of the twisted character varieties.
Example 6.3. For ease of exposition we consider only the Riemann surface of genus 2, but
everything generalises in a way that is hopefully obvious. We break the surface Σ2 into 4 tiles.
The front two tiles are as drawn in black in Figure 1, they are formed from the upper half of
the figure glued to the bottom half along the dashed line.
The back two tiles are as drawn in Figure 2, they are again formed from the top half of the
figure glued to the bottom half along the dashed line. The back two tiles are glued to the front
two by identifying the solid black lines of Figure 1 with the solid black lines of Figure 2. We
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have drawn, in red and blue, the dual quiver to this tiling, this will be our quiver QΣ2 , which
we reproduce below:
•
a
99
b
//
c
%%
•
d

f

e

•
l
ZZ
j
DD
k
OO
•
g
yy
h
oo
i
ee
We consider the following element of CQΣ2/[CQΣ2 ,CQΣ2 ]:
WΣ2 := lgfa− jgda + jhdb− kheb+ kiec − lifc.
The recipe for this quiver with potential is as follows — in the literature it is called the QP
associated to a brane tiling of a surface, see e.g. [4] for a detailed reference, [15] for the Physics
background, or [25] or [6] for the Mathematics background. To a tiling ∆ of a Riemann surface,
the 1-skeleton of which is given the structure of a bipartite graph, the associated quiver is just
the dual quiver, as above, oriented so that the arrows go clockwise around the black vertices.
The potential is given by taking the alternating sum
W∆ :=
∑
v∈∆0|v is white
lv −
∑
v∈∆0|v is black
lv,
where lv is the shortest cycle going around the vertex v in the dual quiver.
Returning to our special case, we define MPQΣ2 ,γ
⊂ MQΣ2 ,γ by the condition that every red
arrow is sent to an isomorphism, and since an upper block triangular matrix is invertible if and
only if its diagonal blocks are, we deduce that these MPQΣ2 ,γ
satisfy Assumption 3.1.
The QP (WΣ2 ,WΣ2) admits a cut in the sense of Section A.3, given by setting S = {a, b, c},
and the moduli spaces MPQΣ2 ,γ
satisfy Assumption A.10, so that we have an isomorphism in
cohomology
Hc,Gγ (M
P
QΣ2 ,γ
, ϕtr(WΣ2 )γ )
∼= Hc,Gγ (Zγ ,Q)
where Zγ is the space of representations of QΣ2 such that all red arrows are sent to isomorphisms,
and the relations
∂WΣ2/∂a = lgf − jgd = 0(87)
∂WΣ2/∂b = jhd − khe = 0
∂WΣ2/∂c = kie− lif = 0
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are satisfied. Let Zγ be the space of representations of the quiver Q
′, obtained by deleting arrows
a, b and c, still satisfying the relations (87). Up to gauge transformation we may assume that
d, g and j are all the identity matrix, and consider [Zγ/Gγ ] as the stack of representations of
the 6 loop quiver algebra with loops labelled by e, f , h, i, k and l, satisfying the relations
fl = 1
h = khe
lif = kie
such that all arrows are sent to invertible matrices. Substituting l = f−1 and k = he−1h−1, we
deduce that [Zγ/Gγ ] is isomorphic to the stack of m-dimensional representations of the 4 loop
quiver, with loops labelled f, h, e, i, satisfying the one relation
he−1h−1ie = f−1if,
which becomes
he−1h−1e = i−1f−1if
after the substitution h 7→ ih. In other words, [Zγ/Gγ ] is isomorphic to the stack [Repm(Σ2)/GLC(m)]
of m-dimensional representations of π1(Σ2).
Set γ = (m,m,m,m). Via the affine fibration Zγ → Zγ we obtain, by Theorem A.11, an
isomorphism of mixed Hodge structures
Hc,Gγ (M
P
QΣ2 ,WΣ2
, ϕtr(WΣ2 )γ )
∼= Hc,GLC(m)(Repm(Σ2),Q){−3m
2}.
Since χ((m,m,m,m), (m,m,m,m)) = −8m2 we deduce that
HPQΣ2 ,WΣ2 ,(m,m,m,m)
∼= Hc,GLC(m)(Repm(Σ2),Q)
∨{−m2}.
Generalising the above construction we have
HPQΣg ,WΣg ,(m,m,m,m)
∼= Hc,GLC(m)(Repm(Σg),Q)
∨{(1− g)m2}.
From Theorem 5.13 we deduce the following theorem.
Theorem 6.4. The graded mixed Hodge structure⊕
n∈N
Hc,GLC(m)(Repm(Σg),Q)
∨{(1− g)m2}
carries the structure of a Q-localised bialgebra in the category of mixed Hodge structures.
We finish by returning to the conjectural form for the generators of HPQΣg ,WΣg
.
Conjecture 6.5. There is a filtration F on HPQΣg ,WΣg
such that GrF (H
P
QΣg ,WΣg
) ∼= U(g[u]) for
g a ZQΣg,0-graded Lie algebra, and there are isomorphisms in Db(MHS)
g(m,m,m,m)
∼= Hc(Rep
ζm
m (Σg)/PGL,Q)
∨{(1− g)m2}.
THE CRITICAL COHA OF A QUIVER WITH POTENTIAL 57
A candidate filtration F will be constructed for general triples (Q,W,P) in the paper [10].
The evidence for this conjecture comes from taking weight polynomials. In [16] the following
calculation is made:
χq(H
P
QΣg ,WΣg
) =
∏
(1− xm)
χq
(
Hc,GC(m)(Rep
ζm
m (Σg),Q)∨{(1−g)m2}
)
,
which means that if we have HPQΣg ,WΣg
∼= U(g[u]) then the (m,m,m,m)th graded piece of the
Lie algebra g has the same weight polynomial as the cohomology of the twisted character variety
Repζmm (Σg), up to the correct Tate twist.
Appendix A. Dimensional reduction for quivers with potential and a cut
A.1. Relating critical cohomology to ordinary cohomology. Let Y := X × An be the
total space of the trivial vector bundle, carrying the C∗-action that acts trivially on X and with
weight one on An (the rescaling action). Let f : Y → A1 be C∗-equivariant, where C∗ acts with
weight one on the target. We may express f as
f =
n∑
s=1
fsxs,
where {xs}s∈{1,...,n} is a linear coordinate system on An, i.e. each xs is acted on with weight
one by the C∗-action, and the fs are functions on X. We define Z ⊂ X as the space of closed
points where all of the fs vanish. Clearly Z does not depend on the linear coordinate system
we pick for An — it can be defined without reference to it, as the space of closed points z ∈ X
such that π−1(z) ⊂ f−1(0), where π : Y → X is the projection.
Theorem A.1. In the above situation, let i : Z → X be the closed inclusion. There is a natural
isomorphism of functors Dbc (X,Q)→ D
b
c (X,Q)
(88) π!φfπ
∗[−1] ∼= π!π∗i∗i∗,
so that in particular:
(89) H∗c(Y, ϕf ) ∼= H
∗
c(Z × A
n,Q) ∼= H∗−2nc (Z,Q).
The proof of Theorem A.1 is a little complicated — we first prove the special case n = 1 and
then reduce the general case to this. Below we use the notation
Y+ :=f
−1(R>0),
Y0 :=f
−1(0)
and the definition
ψf := (Y0 → Y )∗(Y0 → Y )∗(Y+ → Y )∗(Y+ → Y )∗F .
For F ∈ Dbc (Y,Q) there is a distinguished triangle
(90) φf [−1]F → F|Y0 → ψfF .
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Lemma A.2. Let X, Y and f be as above, let F ∈ Dbc (X,Q), and assume n = 1. Then ψfπ
∗F
has locally constant cohomology on the fibres of the projection X × (A \ {0})→ X, i.e. for each
point x ∈ X, if we let p′ be the inclusion of the punctured fibre (A1 \ {0}) over x into X × A1,
p′∗L has locally constant cohomology sheaves.
Proof. We have f = f1u for u a coordinate on A1. The lemma, restated in terms of f1 , is the
statement that ((
f−11 (u
−1R>0)→ X
)
∗
(
f−11 (u
−1R>0)→ X
)∗
F
)
|f−11 (0)
gives a family of objects in the derived category of constructible sheaves on A1 \ {0} × X
which is locally trivial on each fibre of the projection (A1 \ {0}) ×X → X. This follows from
basic properties of the nearby cycles functor: the monodromy around 0 ∈ A1 is precisely the
monodromy operator on ψf1F . 
Lemma A.3. Let L ∈ Dbc (X × (A
1 \ {0}),Q) have locally constant cohomology along the fibres
of the projection X × (A \ {0}) → X. Let r : X × (A1 \ {0}) → Y = X × A1 be the inclusion,
and let π : Y → X be the projection. Then π!r∗L = 0.
Proof. Since the condition on L is stable under replacing L with its Verdier dual, it is enough
to prove that π∗r!L = 0. Let Y = X × B(0, 1) ⊂ Y be the product of X with the closed unit
ball. By the condition on L, the map
π∗r!L → π∗(Y → Y )∗(Y → Y )∗r!L
is an isomorphism, and so it suffices to show that
π∗r!L = 0
where π : Y → X is the projection, r : X ×B
′
(0, 1)→ X ×B(0, 1) is the inclusion, and
L =
(
X ×B
′
(0, 1)→ X × (A1 \ {0})
)∗
L.
Here B
′
(0, 1) is the closed unit ball in C, with zero removed.
If p : x→ X is the inclusion of the point x, it is enough to prove that
(91) p∗π∗r!L = 0
for all choices of x. By base change,
p∗π∗r!L ∼=
(
x×B(0, 1)→ x
)
∗
(
x×B
′
(0, 1)→ x×B(0, 1)
)
!
(
x×B
′
(0, 1) → X ×B
′
(0, 1)
)∗
L
and so we have reduced to the case in which X is a point, and we will now assume that
X = x. By the assumption on L, the cohomology of L admits a filtration by simple local
systems S on B
′
(0, 1), which in turn are given by simple finite-dimensional representations
of Z. So we may prove the statement under the assumption that L = η∗f∗QB(0,1), where
f : B(0, 1) → B(0, 1) is the map x 7→ xd, and η : B
′
(0, 1)→ B(0, 1) is the inclusion, i.e. we must
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show that H(B(0, 1), η!η
∗f∗QB(0,1)) = 0. Let i : {0} → B(0, 1) be the inclusion. We have the
commutative diagram
H(B(0, 1), η!η
∗f∗QB(0,1)) // H(B(0, 1), f∗QB(0,1)) //
=

H(B(0, 1), i∗i∗f∗QB(0,1))
∼=

H(B(0, 1),Q)
∼= // H({0},Q)
in which the top row is a distinguished triangle, from which the required vanishing follows. 
We return briefly to the case of general n.
Lemma A.4. Let F ∈ Dbc (X,Q). Then Supp(φfπ
∗F) ⊂ Z × An.
Proof. Let i˜ : Z × An → Y be the inclusion. Let j be the inclusion of the open complement to
Z × An. Then we have a distinguished triangle in the derived category of constructible sheaves
on Y
j!j
∗φfπ∗F → φfπ∗F → i˜∗ i˜∗φfπ∗F
and we need to prove that j!j
∗φfπ∗F = 0. For this we may replace X by J , the open complement
to Z, and show that φf |J×Anπ|
∗
JFJ = 0, since there is an isomorphism
j∗φfπ∗F ∼= φf |J×Anπ|
∗
JFJ ,
as j is an open inclusion. The open sets Ji := J \ f
−1
i (0) form an open cover of J , and so it is
enough to prove instead that that φf |Ji×Anπ|
∗
Ji
FJi = 0 for each i. Via the isomorphism(
f−1(0) ∩ (Ji × An)
)
× A1 →Ji × A
n
(z, u) 7→ z + uei,
where ei is the ith basis element of An, considered as a vector space, we reduce to the situation
in which n = 1, so for the rest of the proof we make this assumption.
Consider J ⊂ J × A1 as a subspace via the inclusion of the zero section. Then under our
simplifying assumptions on n and f , J = (J×A1)0 := f |
−1
J×A1(0). Finally, from the distinguished
triangle (90) we deduce that it is enough to check that the natural map that is the horizontal
map in the commuting diagram
(π∗JFJ)J //
∼=
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲
(
(J × R>0 → J × A1)∗(J × R>0 → J × A1)∗π∗JFJ
)
J
∼=

FJ
is an isomorphism, which is clear. 
Remark A.5. Lemma A.4 is trivial in the case that F = QX , since crit(f) ⊂ Z × An, and
it is a general fact that Supp(ϕf ) = crit(f) as long as X is smooth (here we use our standing
abuse of notation, whereby ϕf = φfQY [−1]). But for general G ∈ Dbc (Y,Q) it is not true that
Supp(φfG) ⊂ crit(f). For example Supp
(
φfQf−1(0)
)
= f−1(0) * Z × An. So it is important
that we restrict to G of the form π∗F for F ∈ Dbc (X,Q).
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Lemma A.6. Theorem A.1 is true in the case n = 1.
Proof. Let i˜ : Z × A1 → Y be the natural inclusion as in Lemma A.4. Then by Lemma A.4 the
natural map φfπ
∗ → i˜∗ i˜∗φfπ∗, is an isomorphism. By (90) we have a distinguished triangle
π!˜i∗ i˜∗φfπ∗[−1]→ π!˜i∗ i˜∗π∗ → π!˜i∗ i˜∗ψfπ∗
and the proposition will follow from the claim that π!˜i∗ i˜∗ψfπ∗ = 0. In other words we must
show that
π!˜i∗ i˜∗(Y+ → Y )∗(Y+ → Y )∗π∗ = 0.
There is an inclusion Y+ ⊂ X × (A1 \ {0}) and so we may equivalently prove that
π!˜i∗ i˜∗(X × (A1 \ {0})→ Y )∗(Y+ → X × (A1 \ {0}))∗(Y+ → Y )∗π∗ = 0,
or
π!˜i∗
(
Z × (A1 \ {0})→ Z × A1
)
∗
(
Z × (A1 \ {0})→ Y
)∗
(Y+ → X×(A
1\{0}))∗(Y+ → Y )∗π∗ = 0,
since for F a R>0-equivariant sheaf on X × (A1 \ {0}), the base change map
i˜∗(X × (A1 \ {0})→ Y )∗F →
(
Z × (A1 \ {0})→ Z ×A1
)
∗
(
Z × (A1 \ {0})→ Y
)∗
F
is an isomorphism. By Lemma A.2 for F ∈ Dbc (X,Q),(
Z × (A1 \ {0})→ Y
)∗
(Y+ → X × (A
1 \ {0}))∗(Y+ → Y )∗π∗F
has locally constant cohomology along each restriction x × (A1 \ {0}), and so the vanishing
follows by Lemma A.3. 
Proof of Theorem A.1. Let g : Y˜ → Y be the blowup of Y along X × {0}, with exceptional
divisor E, and with Z˜ := (Z ×An)×Y Y˜ . As in the proof of Lemma A.6, we need to show that
π!˜i∗i˜∗ψfπ∗ = 0. The inclusion Y+ → Y factors through Y˜ → Y , and so we may write
π!˜i∗i˜∗ψfπ∗ ∼=(Y → X)!(Z × An → Y )∗(Z × An → Y )∗(Y+ → Y )∗(Y+ → Y )∗(Y → X)∗
∼=(Y → X)!(Z × A
n → Y )∗(Z × An → Y )∗(Y˜ → Y )∗(Y+ → Y˜ )∗
(Y+ → Y˜ )
∗(Y˜ → Y )∗(Y → X)∗
∼=(Y → X)!(Y˜ → Y )!(Z˜ → Y˜ )∗(Z˜ → Y˜ )∗(Y+ → Y˜ )∗(Y+ → Y˜ )∗(Y˜ → E)∗(E → X)∗
∼=(E → X)!(Y˜ → E)!(Z˜ → Y˜ )∗(Z˜ → Y˜ )∗(Y+ → Y˜ )∗(Y+ → Y˜ )∗(Y˜ → E)∗(E → X)∗
and the result will follow from the claim that
(92) (Y˜ → E)!(Z˜ → Y˜ )∗(Z˜ → Y˜ )∗(Y+ → Y˜ )∗(Y+ → Y˜ )∗(Y˜ → E)∗ = 0.
If we let U ⊂ Y˜ be defined by the condition xj 6= 0 for some fixed j ≤ n, we may write
fg|U = L
n∑
i=1
fixi/xj
from which we deduce that we are in the situation of Lemma A.6, with L our coordinate on A1
and f ′1 =
∑
fixi/xj . The space Z˜∩U is contained in the vanishing locus of the function f
′
1 since
THE CRITICAL COHA OF A QUIVER WITH POTENTIAL 61
on an open dense subset of Z˜ ∩ U all the fi vanish, from which we deduce (92) from Lemma
A.6. 
A.2. The Thom–Sebastiani isomorphism and other corollaries. Theorem A.1 can be
expressed by saying that the natural transformation of derived functors of sheaves
π!(Z × A
n → Y )∗(Z × An → Y )∗(Γ{Re(f)≤0} → id)π∗
is an isomorphism. Since this lifts to a natural transformation of derived functors of mixed
Hodge modules, and the forgetful functor from mixed Hodge modules to constructible sheaves
is faithful, we deduce the following corollary.
Corollary A.7. Let XP ⊂ X be a subvariety of a variety X, and define
Y P =XP × An
ZP =Z ∩XP
Z˜P =ZP × An.
Let f : Y → C be a regular C∗-equivariant function, where the target carries the weight one
action and Y carries the action given by the product of the trivial action on X and the scaling
action on An. There is a natural isomorphism in Db(MMHS)
Hc(Y
P, ϕf ) ∼= Hc(Z˜
P,Q).
In particular, the element Hc(Y
P, ϕf ) ∈ Ob(D
b(MMHS)) is in the essential image of the
functor h∗s∗ : Db(MHS)→ Db(MMHS).
Proof. Let u be the coordinate on C∗. We extend the C∗-action on Y to a C∗-action on Y ×C∗
by letting C∗ act trivially on itself. Let π′ : Y × C∗ → X × C∗ be the projection and let
i′ : Z × C∗ → X × C∗ be the inclusion. By Theorem A.1 there is an isomorphism
(XP × C∗ → X × C∗)∗(π′!φf/uπ
′∗QX×C∗ → π′!π
′∗i′∗i
′∗QX×C∗ [1])
which induces the desired isomorphism after taking direct image with compact supports along
the projection to C∗. 
At this point it becomes quite straightforward to prove the Thom–Sebastiani isomorphism
at the level of mixed Hodge structures, assuming that we have the required C∗-equivariance for
our functions. Let Y = Y1 × Y2, and let f = f1 ⊞ f2. Assume furthermore that both Y1 and
Y2 admit product decompositions Yi ∼= Xi × Ani such that the fi are C∗-equivariant, where C∗
acts with weight one on Ani , trivially on Xi, and with weight one on the target C. From the
commutativity of the square of underived functors
Γ{Re(f1)≤0}(•)⊠ Γ{Re(f2)≤0}(•)

// Γ{Re(f1⊞f2)≤0}(•⊠ •)

id(•)⊠ id(•) // id(•⊞ •)
and bi-exactness of ⊠ we deduce the following proposition.
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Proposition A.8. The following diagram of isomorphisms of mixed Hodge structures commutes
Hc(Y
P
1 , ϕf1)⊗H
∗
c(Y
P
2 , ϕf2)
∼= dimensionalreduction

TS // Hc(f
−1
1 (0)
P × f−12 (0)
P, ϕf1⊞f2)
∼= dimensionalreduction

Hc(Z˜
P
1 ,Q)⊗H
∗
c(Z˜
P
2 ,Q)
Ku
∼=
// Hc(Z˜
P
1 × Z˜
P
2 ,Q),
where TS is the Thom-Sebastiani map, Ku is the Kunneth isomorphism, and the vertical isomor-
phisms are as in Theorem A.1. In particular, TS is an isomorphism.
We have again used the appendix of [3] to identify the morphism at the level of perverse
sheaves underlying the Saito Thom–Sebastiani isomorphism with Massey’s Thom–Sebastiani
isomorphism [20].
Corollary A.9. With Y as in the statement of Theorem A.1, assume also that X is a G-
equivariant complex algebraic variety, where G is a complex algebraic group, and assume also
that Y is a G-equivariant vector bundle over X, and Y P = XP × An is the total space of a sub
G-bundle. Then there is an isomorphism in D(MHS)
Hc,G(Y
P, ϕf )→ Hc,G(Z˜
P,Q).
Proof. Let h : (Y,G)N → (Y,G)N+1 be the natural inclusion and set T = (f
−1(0), G)N+1. The
diagram
(93) Q(Y,G)N+1
{dim
(
(Y,G)N+1
)
}|T φfN+1Q(Y,G)N+1
{dim
(
(Y,G)N+1
)
}[−1]oo
h∗Q(Y,G)N{dim
(
(Y,G)N
)
}|T
OO
h∗φfNQ(Y,G)N{dim
(
(Y,G)N
)
}[−1]oo
OO
commutes as it is obtained by applying the natural transformation φfN+1 [−1] → id |T to the
map h∗Q(Y,G)N{dim
(
(Y,G)N
)
}→ Q
(Y,G)N+1
{dim
(
(Y,G)N+1
)
}. Applying(
(Z˜P, G)N+1 → (Y,G)N+1
)∗
and taking compactly supported cohomology, we deduce that the following diagram commutes
Hc
(
(Z˜P, G)N+1,Q
)
{t} Hc
(
(Y P, G)N+1, ϕfN+1
)
{t}oo
Hc
(
(Z˜P, G)N ,Q
)
OO
Hc
(
(Y P, G)N , ϕfN
)
oo
OO
where t = dim
(
(Y,G)N+1
)
−dim
(
(Y,G)N
)
. Letting N go to infinity, the corollary follows. 
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A.3. The critical cohomology of a quiver with potential and a cut. Let Q be a quiver
with potential W ∈ CQ/[CQ,CQ]. We assume that the QP (Q,W ) admits a cut. That is, there
is a grading ν : Q1 → N of the edges of Q with zeroes and ones such that W is homogeneous of
degree one. Equivalently, there is a subset S ⊂ Q1 such that every cyclic word in W contains
exactly one instance of exactly one arrow of S. We pass from one description to the other by
setting S = ν−1(1). For γ ∈ NQ0 denote by Mγ , as before, the affine space⊕
a∈Q1
Hom(Cγ(s(a)),Cγ(t(a))).
The space Mγ admits a decomposition Mγ = (Mγ)0 ⊕ (Mγ)1, where
(Mγ)i :=
⊕
a∈ν−1(i)
Hom(Cγ(s(a)),Cγ(t(a))).
This is the weight space decomposition of the natural C∗-action on Mγ , defined via ν.
Up to cyclic permutation of words in Q, we may writeW =
∑
a∈ν−1(1) apa, where pa are linear
combinations of paths in Q containing only arrows in ν−1(0). We define
i˜γ : Zγ × A
∑
a∈ν−1(1) γ(s(a))γ(t(a)) →Mγ
to be the inclusion of subscheme cut out by the matrix valued equations {pa = 0|a ∈ ν
−1(1)}.
As in the rest of the paper we assume that we are given subspaces MPγ ⊂ Mγ satisfying
Assumption 3.1, as well as the the following additional assumption.
Assumption A.10. The spaces MPγ are in turn given by pullbacks of subspaces π
−1
γ,0((Mγ)
P
0 )
for (Mγ)
P
0 ⊂ (Mγ)0 and πγ,0 : Mγ → (Mγ)0 the natural projection.
In words, we assume that the subspace MPγ is the space of Q-representations ρ satisfying
some property that defines a Serre subcategory of the category of Q-representations, and is
independent of the values of ρ(a) for a ∈ S. We define ZPγ = Zγ ∩ (Mγ)
P
0 . The following is then
a direct application of Corollary A.9.
Theorem A.11. Let (Q,W ) admit a cut, and assume that the spaces MPγ satisfy Assumptions
3.1 and A.10. Then there are canonical isomorphisms
Hc,Gγ
(
MPγ , ϕtr(W )γ
)
∼=Hc,Gγ
(
π−1γ,0
(
(Mγ)
P
0 ∩ Zγ
)
,Q
)
∼=Hc,Gγ (Z
P
γ ,Q){−
∑
a∈ν−1(1)
γ(s(a))γ(t(a))}.
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