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Abstract
The no invariant line fields conjecture is one of the main outstand-
ing problems in traditional complex dynamics. In this paper we con-
sider non-autonomous iteration where one works with compositions of
sequences of polynomials with suitable bounds on the degrees and co-
efficients. We show that the natural generalization of the no invariant
line fields conjecture to this setting is not true. In particular, we con-
struct a sequence of quadratic polynomials whose iterated Julia sets
all have positive area and which has an invariant sequence of measur-
able line fields whose supports are these iterated Julia sets with at
most countably many points removed.
1 Introduction
The no invariant line fields conjecture is one of the most important un-
solved problems in complex dynamics, especially because of its relation to
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the question of density of hyperbolicity (e.g. [11]). In this paper we ex-
hibit a counterexample which shows that the obvious generalization of the
no invariant line fields conjecture to non-autonomous polynomial iteration
is false. In non-autonomous iteration, one considers composition sequences
of polynomials with suitable bounds on the degrees and coefficients. About
ten years ago, Peter Jones together with Michael Benedicks, Mattias Jonsson
and Misha Yampolsky found an example of a sequence of quadratic polyno-
mials whose Julia set has positive area (sketches of their proof may be found
in [4, 5]). In this paper, we modify and considerably extend their ideas to
show how one can construct a sequence of quadratic polynomials for which
there is an invariant sequence of measurable line fields which are supported
on very nearly the whole of the iterated Julia sets.
We begin with the basic definitions we need in order to state the main result
of this paper. In the next section we prove this theorem, together with some
supporting results and make a few concluding remarks.
1.1 Bounded Polynomial Sequences
Let d ≥ 2, M ≥ 0, K ≥ 1 and let {Pm}
∞
m=1 be a sequence of polynomials
where each Pm(z) = adm,mz
dm + adm−1,mz
dm−1 + · · · · · · + a1,mz + a0,m is a
polynomial of degree 2 ≤ dm ≤ d whose coefficients satisfy
1/K ≤ |adm,m| < K, m ≥ 1, |ak,m| ≤M, m ≥ 1, 0 ≤ k ≤ dm−1.
Such sequences are called bounded sequences of polynomials or simply bounded
sequences. Such a sequence can be thought of as a skew product on C over
the non-negative integers N0, or equivalently as a mapping F of the set N0×C
to itself, given by F (m, z) := (m+ 1, Pm+1(z)).
For each 1 ≤ m, let Qm be the composition Pm ◦ · · · · · · ◦P2 ◦P1 and for each
0 ≤ m ≤ n, let Qm,n be the composition Pn ◦ · · · · · · ◦Pm+2 ◦Pm+1 (where we
let each Qm,m be the identity). Let the degrees of these compositions be Dm
and Dm,n respectively so that Dm =
∏m
i=1 di, Dm,n =
∏n
i=m+1 di.
For each m ≥ 0 define the mth iterated Fatou set Fm by
Fm = {z ∈ C : {Qm,n}
∞
n=m is a normal family on some neighbourhood of z}
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where we take our neighbourhoods with respect to the spherical topology
on C and let the mth iterated Julia set Jm be the complement C \ Fm. At
time m = 0, we call the corresponding iterated Fatou and Julia sets simply
the Fatou and Julia sets for our sequence and designate them by F and J
respectively.
One can easily show that the iterated Fatou and Julia sets are completely
invariant in the following sense.
Theorem 1.1 For each 0 ≤ m ≤ n, Qm,n(Fm) = Fn and Qm,n(Jm) = Jn
with components of Fm being mapped surjectively onto components of Fn.
This definition also has the advantage that we can find some radius R de-
pending only on the bounds d, K,M above so that for any sequence {Pm}
∞
m=1
as above and any m ≥ 0, it is easy to see that
|Qm,n(z)| → ∞ as n→∞, |z| > R
which shows in particular that as for classical polynomial Julia sets, for each
m ≥ 0 there will be an iterated basin at infinity A∞,m on which all points
escape to infinity under iteration. Such a radius will be called an escape
radius for the coefficient bound M . Note that the maximum principle shows
that, just as in the classical case, there can be only one component on which
∞ is a normal limit function and so the sets A∞,m are completely invariant
in the sense given in Theorem 1.1 above.
The complement of A∞,m is called the iterated filled Julia set at time m for
the sequence {Pm}
∞
m=1 and is denoted by Km. As above, when m = 0, we
refer simply to the basin at infinity and filled Julia set for our sequence and
denote them by A∞ and K respectively.
The iterated filled Julia sets are then also clearly completely invariant in
the sense given above. Also, the same argument using Montel’s theorem as
in the classical case shows that, for each m ≥ 0, ∂Km = Jm as one might
expect. If R is an escape radius as above, for 0 ≤ m ≤ n, let us call the set
Q◦−1m,n(D(0, R)) the nth survival set at time m and denote it by S
n
m. Clearly,
the sets Snm are decreasing in n and Km =
⋂
n≥m S
n
m for each m ≥ 0. Finally,
following our earlier notation, at time 0, we denote the sets Sn0 simply by S
n.
Another important example of complete invariance is the grand orbit of a
set. For a bounded sequence of polynomials {Pm}
∞
m=1, and some set X ⊂ C
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which appears at time m ≥ 0, for i ≥ 0 we obtain the grand orbit at time i
of X , Gi(X) given by
Gi(X) := {Y ⊂ C : Qi,j(Y ) = Qm,j(X) for some j ≥ max(m, i)}.
If i = m, we call Gm(X) the immediate grand orbit of U (at time m). Lastly,
if m = 0, we denote the grand orbit of X at time 0 simply by G(X).
1.2 Invariant Line Fields
Recall that a line field supported on a subset E of C is choice of a real line
through the origin in the tangent space Te(z) for each e ∈ E. Equivalently
(e.g. in the book of McMullen [10]), it is a Beltrami form µ = µ(z)dz
dz
where
|µ(z)| = 1 everywhere on E. Following McMullen, we say µ is invariant
under a rational map R if R∗µ = µ almost everywhere, |µ(z)| = 1 on a set of
positive measure and µ(z) vanishes elsewhere. We now state the no invariant
line fields conjecture. For details on the statement, the reader is referred to
[10].
Conjecture 1.1 A rational map R carries no invariant line field on its Julia
set, except when R is double covered by an integral torus endomorphism.
Some progress has been made on this; for example by Wang for the case
of meromorphic invariant line fields [13] and by Rempe and Van Strien for
transcendental meromorphic functions with certain restrictions [12]. On the
other hand, Eremenko and Lyubich show in [7] that there are certain entire
transcendental functions which have invariant line fields supported on their
Julia sets. However, the conjecture remains open, even for quadratic polyno-
mials of the form z2 + c (where it is equivalent to density of hyperbolicity).
We now proceed to define the analogue of an invariant line field for non-
autonomous polynomial iteration.
Definition 1.1 Let {µm}
∞
m=0 be a sequence of line fields and let {Pm}
∞
m=1
be a bounded sequence of polynomials. We say such a sequence is invariant
under {Pm}
∞
m=1 if for every 0 ≤ m < n, we have Q
∗
m,n(µn)(z) = µm(z).
The main result of this paper is then as follows.
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Theorem 1.2 There exists a bounded sequence {Pm}
∞
m=1 of quadratic poly-
nomials for which we have an invariant sequence {µm}
∞
m=0 of measurable line
fields where for each m ≥ 0, the support of µm is a subset J˜m of Jm where
Jm \ J˜m is at most countable.
The author wishes to gratefully acknowledge the inspiration and advice of
Lasse Rempe who first posed the question on invariant line fields and Hiroki
Sumi who gave the correct definition for the non-autonomous version, which
together led to the writing of this paper.
2 Proof of the Main Result
The main obstacle to constructing a non-zero measurable invariant line field
is lack of injectivity as this makes it difficult to push forward the Beltrami
differential. The basic idea is to start with a disc and construct the sequence
so that there is a dense subset on which the iterates escape to infinity and
whose measure is strictly less than that of the original disc. All points on the
residual set will have bounded orbits and as this set contains no interior, it
must be a subset of the Julia set. If the iterates on this part of the Julia set are
injective, then we will eventually be able to construct an invariant sequence
of measurable line fields whose supports are contained in the iterated Julia
sets.
The proof is based on the dynamics associated with two polynomials: P 1(z) =
1
2
z(1 + z) and P 2(z) = z(1 + z). P 1 has an attracting fixed point at 0 and
a simple calculation shows that |P 1(z)| < |z| provided |z| < 1. Since the
critical point of P 1 is at −1
2
, we may extend the Schro¨der linearization con-
jugacy to all of D(0, 1
2
) (e.g. [3]). It follows that the iterates of P 1 will then
be injective on the smaller disc D(0, 1
3
).
P 1 is hyperbolic and has just one bounded Fatou component which is the
basin of attraction of the fixed point at 0. If we let U1 denote this component
and K1 = U1 the corresponding filled Julia set, then D(0, 1
3
) ⊂ U1 and
since (P 1)
◦−1
(D(0, 1
3
)) compactly contains D(0, 1
3
), it follows that the sets
(P 1)
◦−n
(D(0, 1
3
)) are increasing in n and expand to fill out all of U1 as n
tends to infinity. Using this and the hyperbolicity of P 1, we obtain the
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following. Although this result is simple and its proof straightforward, it is
the key to ensuring that a sequence of non-vanishing line fields can be defined
on almost the whole of the iterated Julia sets. For a measurable subset X
of C, we use the standard notation m(X) to denote the two-dimensional
Lebesgue measure of X
Lemma 2.1 Let {Pm}
∞
m=1 be a bounded polynomial sequence with bounds
d,K,M as above where K ≥ 2 and M ≥ 1
2
. Then there exist λ > 1 depending
only on P 1 and c > 0 depending on d,K,M and P 1 such that if N ≥ 1 is
such that the first N members of our sequence are all P 1 and SN as usual
denotes the N th survival set at time 0, then
m(SN \ K1) < cλ−N .
An important fact to note in connection with this result is that we do not
need to know in advance the particular sequence of polynomials involved,
only the bounds on the coefficients. This means that we can get estimates
on the measure of parts of the filled Julia set, even before the sequence has
been fully constructed!
Passing now to P 2, this polynomial has a parabolic fixed point with multiplier
1 at 0 and the associated Julia set is the well-known ‘cauliflower’. The
repelling direction is the positive real axis while the attracting direction is
the negative real axis. There is also an attracting petal U2 associated with
P 2 which for the sake of convenience we shall assume is open. U2 is forward
invariant and the iterates on U2 are conjugate the the mapping z 7→ z + 1.
Since this mapping is injective, P 2 is also injective on U2 and so in particular
the critical point of P 2 at −1
2
as well as all its preimages under P 2 lie outside
U2.
C \ U2 has a cusp at 0 in the direction of the positive real axis so that
the angle subtended by the intersection of a small disc D(0, r) about 0 with
this cusp can be made arbitrarily small by taking the radius r of this disc
small enough. Using this we can prove the following simple lemma. Roughly
speaking, this result says that if we apply a high iterate of P 1 to an open
subset of D(0, 1
3
) and then carry out a translation so that the image set still
meets the tip of the cusp of C \ U2 at 0, then the measure of the preimage
of the intersection with this cusp can be made arbitrarily small. For X ⊂ C
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and z0 ∈ C fixed, let us denote the translated set {z ∈ C : z − z0 ∈ X} by
X + z0.
Lemma 2.2 Let V be an open subset of D(0, 1
3
) and let ε > 0. Then we can
find m0 large enough so that for any m ≥ m0 and any z0 ∈ (P
1)
◦m
(V )
m(V ∩ (P 1)
◦−m
((C \ U2) + z0))) < ε.
Proof D(0, 1
3
) is contained within finite hyperbolic distance of 0 in D(0, 1
2
)
and the iterates of P 1 on this larger disc are univalent. We may then apply
the distortion theorems for univalent mappings (e.g. Theorem 1.6 on Page 5
of [3]) to find k > 0 such that for any m ≥ 1, if r > 0 is as small as possible
so that (P 1)
◦m
(V ) ⊂ D(0, r), then m((P 1)
◦m
(V )) ≥ kr. Thus, given δ > 0,
we can find m0 large enough to ensure that, for any m ≥ m0 and any z0 ∈ V ,
m((P 1)
◦m
(V ) ∩ ((C \ U2) + z0)) < δm((P
1)
◦m
(V )).
Again as D(0, 1
3
) is contained within finite hyperbolic distance of 0 in D(0, 1
2
)
and the iterates of P 1 on D(0, 1
2
) are univalent, the conclusion follows by
applying the distortion theorems to the suitable inverse branches of P 1. 
All polynomials in our sequence {Pm}
∞
m=1 will be either P
1, P 2, P 1 + cm
where |cm| <
1
3
or 1
12
P2, the last having the property that it maps the entire
filled Julia set for P 2 inside the disc D(0, 1
3
). This clearly gives us a bounded
sequence and some simple calculations show that if |z| > 13, then the iterates
of z under any sequence whose members are chosen from the above must
escape to infinity. We now proceed with the proof of the main result.
Proof of Theorem 1.2 As is standard in these situations, the construc-
tion of the required sequence will be an inductive one consisting of infinitely
many stages of iteration, where the end of each stage sets things up for the
next.
Let D be the disc D(0, 1
3
). We introduce this disc at various times in our
iterative procedure, look at the inverse images at time 0 and make use of
Lemma 2.1 to say that they cover almost the entire filled Julia set.
We also introduce sequences {sn}
∞
n=1, {tn}
∞
n=1, {un}
∞
n=1 of natural numbers,
{εn}
∞
n=1 of positive real numbers all of which are less than m(D) =
pi
9
and
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{cn}∞n=1 of complex numbers. All five of these sequences are determined as
we proceed with the construction of our sequence of polynomials.
Induction: Stage 1 We iterate with P 1 s1 times, introduce the disc
D1 = D at time s1, iterate with P
1 a further t1 times, apply a translation by
c1, then iterate with P 2 u1 times and finally apply a dilation by
1
12
. Letting
M1 = m1 = s1 + t1 + u1, we have defined the first M1 polynomials according
to
Pm =


P 1 , 1 ≤ m ≤ s1
P 1 , s1 < m < s1 + t1
P 1 + c1 , m = s1 + t1
P 2 , s1 + t1 < m < M1
1
12
P2 , m =M1
Using Lemma 2.1, we can choose s1 large enough so that if we let E
1 =
(Qs1)
◦−1(D1) = (P 1)
◦−s1(D1), then m(Ss1 \ E1) < 1
4
(recall that the lemma
requires us only to know in advance the bounds for our sequence of polyno-
mials, not the actual sequence itself). Since s1 is now fixed, we can choose ε1
small enough so that, for any subset X of D(0, 13) at time s1 with m(X) ≤ ε1,
m((Qs1)
◦−1(X)) < 1
4
. It then follows that if Y is a subset of D1 of measure
at least pi
9
− ε1, then we must have m(S
s1 \ (Qs1)
◦−1(Y )) < 1
2
.
Let {zn}∞n=1 be a denumeration of the countable dense subset (Q×Q) ∩D
1
at time s1 (this is the only time at which we need to introduce such a dense
subset). Using Lemma 2.2, we can choose t1 large enough so that for any
z0 ∈ (P
1)
◦t1(D1), we have m(D1 ∩ (P 1)
◦−t1((C \ U2) + z0))) <
ε1
4
. Now let
c1 = −(P 1)
◦t1(z1) so that the point z1 is iterated at time s1 + t1 by Qs1,s1+t1
to 0 which is the tip of the cusp of C \ U2.
For convenience of notation later on, we denote D1 by B1,1 and then denote
by B1,2 the subset of those points of D1 whose iterates are mapped at time
s1 + t1 inside the petal U
2 for P 2 and thus inside D(0, 1
3
) at time M1. From
above we then have that m(B1,2) > pi
9
− ε1
4
.
Since s1, t1 and c
1 are now fixed, we can choose u1 large enough so that there
is a point w1 at time s1 within distance 1 of z
1 for which |QM1(w
1)| > 13
so that this point is guaranteed to escape to infinity, regardless of how we
choose the subsequent polynomials for our sequence from among the four
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possibilities.
For compatibility with what comes later, we note that since D1,1 has diameter
less than 1, all points of {zn} are within distance 1 of w1. In particular, if zi is
any one of the points of our countable dense subset above and zi ∈ B1,1\B1,2,
then zi is clearly within distance 1 of a point w which is mapped outside
D(0, 13) at time M1 and which therefore lies in A∞,s1, the basin at infinity
at time s1 for our sequence. We then define the subset I1 of N by
I1 = {i : z
i ∈ B1,1 \B1,2}.
The dilation by 1
12
which we performed at the end maps the petal U2 into
D(0, 1
3
) which allows us to continue to the next stage of the construction.
Lastly, in order to be able to construct our invariant line field at the end of
the proof, we observe that the composition Qs1,M1 is injective when restricted
to the set B1,2.
Induction Hypothesis: Stage n
We assume now that the first n stages of the construction have been carried
out. For each 1 ≤ i ≤ n, stage i begins as above with an iterate of P 1
followed by a further iterate with P 1 and then a translation. This is then
followed by an iterate of P 2 and finally a dilation by 1
12
. For each 1 ≤ i ≤ n,
let si, ti be the number of iterations of P
1 and ui the number of iterations
of P 2. Next set mi = si + ti + ui and Mi =
∑i
j=1mj (where for convenience
we set M0 = 0) so that we have now constructed the first Mn polynomials of
our sequence.
At each time Mi−1+ si, we introduce copies D
i of D = D(0, 1
3
) and let Ei be
the inverse image of Di at time 0 under the composition QMi−1+si. For each
1 < j ≤ n− i+2, let Bi,j be the set of points in Di which are mapped inside
U2 at time Mk−1 + sk + tk for each i ≤ k ≤ i+ j − 2 (where for convenience
we set Bi,1 = Di). We also introduce subsets I i, 1 ≤ i < n of N defined by
Ii = {k : z
k ∈ B1,i \B1,i+1}.
Our induction hypotheses are then as follows:
1. m(SMn−1+sn \ En) < 2−n−1.
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2. εn is chosen such that for any measurable subset X of D = D(0, 13) at
time Mn−1 + sn of measure < εn, m(Q
◦−1
Mn−1+sn
(X)) < 2−n−1.
3. m(Bi,j) > pi
9
− εi
∑j
k=2
1
2k
, 2 ≤ j ≤ n− i+ 2.
4. The sets Ii, 1 ≤ i ≤ n are pairwise disjoint and
{1, 2, . . . . . . , n} ⊂
⋃n
i=1 Ii.
5. For each k ⊂ Ii, there is a point in A∞,s1 within distance <
1
i
of zk.
6. Bi,j+1 ⊂ Bi,j for each 1 ≤ j ≤ n− i+ 1.
7. QMi−1+si,Mi+si+1(B
i,j) ⊂ Bi+1,j−1 for each 2 ≤ j ≤ n− i+ 2.
8. QMi−1+si,Mj is injective on the set B
i,j−i+2 for each i ≤ j ≤ n.
Induction Step: Stage n+ 1
Let sn+1, tn+1, un+1 be natural numbers, εn+1 > 0 and cn+1 ∈ C, all of which
we will choose later. We iterate with P 1 sn+1 times, iterate again with P
1 a
further tn+1 times and apply a translation by c
n+1. We then iterate with P 2
un+1 times and apply a dilation by
1
12
. Now let mn+1 = sn+1 + tn+1 + un+1,
and Mn+1 = Mn+mn+1 =
∑n+1
i=1 mi. We have then defined Pm for Mn+1 ≤
m ≤Mn+1 by
Pm =


P 1 , Mn + 1 ≤ m ≤Mn + sn+1
P 1 , Mn + sn+1 < m < Mn + sn+1 + tn+1
P 1 + cn+1 , m =Mn + sn+1 + tn+1
P 2 , Mn + sn+1 + tn+1 < m < Mn+1
1
12
P 2 , m =Mn+1
Now let Dn+1 = D be introduced at time Mn + sn+1. Since the first Mn
polynomials of our sequence are already fixed, using Lemma 2.1, we can
make sn+1 sufficiently large so that if we let E
n+1 be the inverse image of
Dn+1 under QMn+sn+1, then m(S
Mn+sn+1 \En+1) < 2−n−2 which satisfies the
first of our induction hypotheses for n+ 1.
We have now chosen the first Mn + sn+1 polynomials of our sequence and so
we may pick εn+1 sufficiently small so that for any measurable subset X of
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D = D(0, 13) at timeMn+sn+1 of measure ≤ εn+1, m(Q
◦−1
Mn+sn+1
(X)) < 2−n−2
and so we have satisfied our second induction hypothesis for n + 1.
Set B1,n+1 = Dn+1 and for each 1 ≤ i ≤ n + 1, set Bi,n−i+3 to be the set of
points in Di which are mapped inside U2 at time Mk−1 + sk + tk for each
i ≤ k ≤ n+1 (note that these sets are only fully defined once we have chosen
the integer tn+1 and the complex number c
n+1).
Again as the first Mn + sn+1 polynomials are already fixed, we may use
Lemma 2.2 to choose tn+1 large enough so that for any 0 ≤ i ≤ n + 1, if
we let Q˜Mi−1+si,Mn+sn+1+tn+1 denote the polynomial composition (P
1)
◦tn+1 ◦
QMi−1+si,Mn+sn+1, then for any point z0 ∈ Q˜Mi−1+si,Mn+sn+1+tn+1(B
i,n−i+3)),
we have
m
(
Bi,n−i+3 ∩ Q˜◦−1Mi−1+si,Mn+sn+1+tn+1((C \ U
2) + z0))
)
<
εi
2n−i+3
.
By the third induction hypothesis for n, B1,n+2 is an open set of positive area
whence
⋃
1≤i≤n Ii 6= N. We can thus let jn+1 be the smallest natural number
such that zjn+1 /∈ ∪ni=1Ii. Note that by the fourth induction hypothesis
jn+1 ≥ n+1. Now let the constant c
n+1 be −Q˜s1,Mn+sn+1+tn+1(z
jn+1)) so that
the point zjn+1 is iterated at time Mn + sn+1 + tn+1 to the tip of the cusp of
C \ U2 at 0.
The above estimate on the measure of the inverse images of translates of the
set C \ U2 and the third induction hypothesis for n ensure this induction
hypothesis is also satisfied for n + 1. Now let In+1 be the set of natural
numbers {k : zk ∈ B1,n+1 \ B1,n+2}. The sets I1, I2, . . . . . . , In, In+1 are then
disjoint which satisfies the first part of the fourth induction hypothesis for
n+1. Also, the second part of the fourth induction hypothesis for n and the
fact that jn+1 ≥ n+ 1 give us the second part of this hypothesis for n+ 1.
Any point of B1,n+1 \ B1,n+2 is mapped into the intersection of a small disc
D(0, r) with the complement of the petal U2. Although U2 does not meet
the Julia set for P 2 except at 0, as C \ U2 meets 0 in a cusp, by taking tn+1
and then un+1 large enough, it follows that any point in D(0, r) \ U
2 can
be made arbitrarily close to points which escape outside D(0, 13). Again as
C \ U2 meets 0 in a cusp, the distance of points in D(0, r) \ U2 to points
which escape to infinity can be made arbitrarily small, not just in absolute
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terms, but also relative to r (note that we may have to make tn+1 larger here,
but this will not affect the fact that the third and fourth hypotheses hold for
n+ 1).
As in the proof of Lemma 2.2, D(0, 1
3
) is contained within finite hyperbolic
distance of 0 in D(0, 1
2
) and QMn+sn+1,Mn+sn+1+tn+1 = (P
1)
◦tn+1 + cn+1 is
univalent on the larger disc. We may then apply the distortion theorems for
univalent mappings (e.g. Theorem 1.6 on Page 3 of [3]), to the appropriate
inverse branch of QMn+sn+1,Mn+sn+1+tn+1 on QMn+sn+1,Mn+sn+1+tn+1(D(0,
1
2
)).
Since QMn+sn+1 is already fixed, it follows that for any member z
j of our
sequence {zn} which lies in B1,n+1 \ B1,n+2, we can find a point of A∞,s1
within distance less than 1
n+1
of zj . Thus, we have satisfied the fifth induction
hypothesis for n+ 1.
The sixth induction hypothesis for n + 1 follows easily from the case for
n and the definition of the new sets Bi,n−i+3. The last polynomial PMn
from stage n maps U2 into a compact subset of D(0, 1
3
) and the seventh
induction hypothesis follow easily from this and the corresponding case for
n. The eighth induction hypothesis for n + 1 also follows from this and
the corresponding case for n together with the fact that QMn,Mn+1 is clearly
injective on D(0, 1
3
).
This completes the induction part of the argument. We now show that the
Julia set Js1 at time s1 has positive Lebesgue measure after which we will
proceed to construct the desired sequence of line fields.
By part 6. of the induction statement, for each n ≥ 1, the sets Bn,i, i ≥ 1 are
nested and measurable (in fact, they are open). On setting Bn =
⋂
i≥1B
n,i,
by part 3. of the induction statement, we have that m(Bn) ≥ pi
9
− εn
2
> 0.
Using the fact that 13 is an escape radius for our sequence {Pm}
∞
m=1 gives
that each Bn is contained in the iterated filled Julia set KMn−1+sn.
Now let z0 ∈ B
1 and let znk be a sequence in our dense subset (Q×Q)∪D1
which tends to z0. By part 4. of the induction, this sequence lies in a union
of the sets Ii. However, as the sets B
1,i are open, it cannot lie in any finite
union of these sets Ii since such a sequence could not then converge to z0. It
then follows from part 5. of the induction that z0 can be approximated by
points in A∞,s1 and thus must lie in the Julia set Js1 whence Js1 has positive
area as desired. By Theorem 1.1, all the iterated Julia sets Jm, m ≥ 0 must
12
then also have positive area.
To construct our invariant sequence of line fields, we first observe that we
cannot pull back a non-zero Beltrami differential at a critical value of a
mapping and so we need to remove the grand orbits of any critical points
from the sets where we define our line fields. To this end, let {pmk} be
a listing of all those critical points (if any) which lie on the corresponding
iterated filled Julia set, i.e. pmk is a critical point of Pmk+1 with pmk ∈ Kmk .
For each n ≥ 1, set
B˜n = Bn \
⋃
k
GMn−1+sn(pmk)
and for each m ≥ 0 set
J˜m = Jm \
⋃
k
Gm(pmk), K˜m = Km \
⋃
k
Gm(pmk).
For each n, let F˜ n be the set Q◦−1Mn−1+sn(B˜
n) ⊂ En. By complete invariance
F˜ n ⊂ K for each n and by the first, second and third induction hypotheses,
we have that m(K \ F˜ n) < 2−n. By part 7. of the induction, the sets F˜ n are
increasing in n and if we then set F˜ = ∪n≥1F˜
n, then F˜ is a subset of K with
m(F˜ ) = m(K).
Now define a line field µ˜s1 on the set B˜
1 at time s1, e.g. by setting µ˜s1 =
dz
dz
on B1. By part 8. of our induction, the compositions Qs1,m, m > s1 are
all injective and so we can push µ˜s1 forward to define a line field on all the
sets Qs1,m(B˜
1). On the other hand, for each 0 ≤ m < s1, we can use the
composition Qm,s1 to define µ˜m on the preimage of B˜
1 under this polynomial
(note that from above we have avoided any potential problems with pulling
back at critical values of Qm,s1). In particular, we can define µ˜0 on F˜
1.
Now suppose that we have defined µ˜Mn−1+sn on the set B˜
n. Suppose also that,
using part 8. of the induction again, by pushing forward, we have defined
µ˜m on the sets QMn−1+sn,m(B˜
n) for m > Mn−1 + sn. Lastly, suppose that by
pulling back, we have defined µ˜m on the inverse images Q
◦−1
m,Mn−1+mm
(B˜n) for
all 0 ≤ m < Mn−1 + sn, including the set F˜
n at time 0.
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At time Mn + sn+1, µ˜m is defined on QMn−1+sn,Mn+sn+1(B˜
n) which, by part
7. of the induction, is a subset of B˜n+1. We then set µ˜Mn+sn+1 to be simply
dz
dz
on the remainder of B˜n+1, use part 8. of the induction to define µ˜m
on the forward images of B˜n+1 at all times m > Mn + sn+1 and then pull
back as before to define µ˜m on the preimages of this set at all previous
times 0 ≤ m ≤ Mn−1 + sn. Note that this will not change the existing
definition of µ˜m on the set QMn−1+sn,m(B˜
n) for m ≥Mn−1 + sn or on the set
Q◦−1m,Mn−1+sn(B˜
n) for 0 ≤ m < Mn−1 + sn.
Proceeding in this way, we inductively define a sequence of line fields {µ˜m}
∞
m=0.
Our initial line field µ˜0 is then defined on F˜ and for each m ≥ 1, µ˜m is defined
on F˜m := Qm(F˜ ) which is a subset of the iterated filled Julia set Km of full
measure by Theorem 1.1.
By construction, this sequence of line fields is invariant and it follows that
on the set G˜m = K˜m \ F˜m, if z ∈ G˜m, then Gm(z) ⊂ G˜m. We may then
pick a point z of each grand orbit in G˜0 on which we define µ˜0 to be
dz
dz
and
extend it to the entire grand orbit of Gm(z) at every time m ≥ 0 by pushing
forwards and then pulling back. By the completeness of Lebesgue measure,
the resulting extension of {µ˜m}
∞
m=0 will still be measurable and each µ˜m is
now defined on the whole of K˜m which is the filled iterated Julia set Km at
most with countably many exceptions arising from the grand orbits of critical
points.
The very last step is to define an invariant sequence of line fields which is
supported on subsets of the Julia rather than the filled Julia sets. We make
the obvious restriction where for each m ≥ 0, we define µm by
µm(z) =
{
µ˜m(z) , z ∈ J˜m
0 , z /∈ J˜m
As all the iterated Julia sets have positive area and the grand orbits of any
critical points on the Julia set give us at most a countably infinite set, we
obtain an invariant sequence of measurable line fields whose supports are as
desired. 
We conclude with a few remarks. Firstly, as our example relies so heavily
on parabolic dynamics, the behaviour of the iterates on Julia sets is far from
being hyperbolic and any suitable non-autonomous analogue of the radial
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Julia set is likely to be very small. This is of interest in view of Theorem
3.17 in [10] which implies that for a rational function with an invariant line
field supported on its Julia set, almost every point in the Julia set approaches
the postcritical set arbitrarily closely (Rempe and Van Strien have results in
a similar direction in [12]).
It seems reasonable that we could perturb our sequence so as to ensure that
there are no critical points on the iterated Julia sets, which would make
for a slightly cleaner statement. Essentially what is required is estimates
which state that the inverse images of sets of small measure still have small
measure not just for one sequence of polynomials, but for all polynomial
sequences with uniform bounds. Similar estimates are also needed for saying
that suitable inverse images of points which are close remain close. This
would then allow us to perturb our sequence slightly without destroying the
required properties for the line field to exist.
The polynomial P 1 = 1
2
z(z+1) was chosen simply because it had an attract-
ing fixed point which was not superattracting. Any quadratic polynomial
which possesses this property would also work and it is not too difficult to
see from this that we can in fact choose our sequence {Pm}
∞
m=1 to be an ar-
bitrary small perturbation of the constant sequence given by P 2 = z(z + 1).
Lastly, in view of Theorem 2.1 in [6], we may in fact assume the sequence in
Theorem 1.2 is of the form {z2 + cm}
∞
m=1.
Although we constructed an invariant sequence of line fields, we could just
as easily have chosen Beltrami differentials µm(z)
dz
dz
for which the l∞ norms
||µm(z)|| of the corresponding dilatations had absolute value uniformly less
than 1. Following the example of polynomial-like mappings, it seems prob-
able that this would allow us to solve the Beltrami equation and conjugate
{Pm}
∞
m=1 in the appropriate sense to another polynomial sequence {P˜m}
∞
m=1.
Further, if the norms ||µm(z)|| are uniformly small, then the sequence {P˜m}
∞
m=1
should be close to {Pm}
∞
m=1. The question is, then, how much of the nearby
sequences to {Pm}
∞
m=1 can be obtained in this way? One has great freedom
in the exact choice of invariant ellipse fields and if we could realise all se-
quences in a parameter neighbourhood of {Pm}
∞
m=1 in this way, we would
then have a counterexample to the conjecture of density of hyperbolicity for
non-autnonomous iteration, at least for sequences of quadratic polynomi-
als. However, given the delicate nature of our construction and especially
the heavy reliance on the parabolic dynamics associated with P 2, this seems
15
rather unlikely.
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