There are two types of processes involved while making a decision: a controlled process, which is rational, with introspective access and an automatic one, which is called experiential or decision by expertise. Both processes depend on the use of information and are influenced by social affective factors. The present study aims to identify the differences between decision behaviour adopted by managers in Brazil and Romania, when making decisions related to budget level estimation. The study is quantitative and the data were collected via a ten-point scale questionnaire on Brazilian and Romanian samples comprised of MBA students. The data were analysed using structural equation modelling estimated by means of the PLS methodology. Our results show that information search and social-affective factors influence both rational decision and decision by expertise in Brazil and Romania, however, in distinct degrees. Distinctions could arise based on cultural differences between Brazilian and Romanian decision-makers.
THERE are two types of processes involved when making a decision: the controlled process (rational, with introspective access) and the automatic one, also called experiential 1, 2 . The latter is based on quick and parallel information processing, with several neural circuits simultaneously involved. Moreover, it is influenced by feelings and emotions and generally the subject is unaware of this fact. Since both processes depend on the use of information, it is necessary to consider that there are many types of information search (e.g. in academic journals, books, reports, media, etc.). Taking into account these aspects, we infer that information search and social affective factors influence rational and automatic decision-making.
However, decisions are related to risk. More specifically, there are two important aspects to be considered in the business environment. First, scenarios are uncertain information sources and optimistic or pessimistic forecasts are made. These forecasts are not facts at the moment of the decision, but are a better information source than the absence of information. Second, human decisions are more complex than the models proposed to simulate them. Decisions involve careful considerations concerning risks and benefits related to an outcome and require a variety of behaviours involving alternative choices, possibilities and probabilities, and analysis and deductions of possible future consequences. Hence a model proposed to analyse the decision-making process is a simplification of the reality, although it is based on theoretical aspects that guarantee assumptions adopted and model restrictions.
In the area of economics, decision-making processes have been discussed extensively [3] [4] [5] [6] . Being normative or descriptive, decision-making processes present some affective (i.e. emotions) and cognitive aspects (i.e. values, beliefs), but they also encompass intuition, which is considered to be the error of the model 7 . In the last decade, numerous interdisciplinary studies have been conducted and there are various studies bringing together economics, cognitive neuroscience and cognitive psychology tackling topics as the following: the influence of impulsiveness on rationality 8 ; the relationship between intuition, rationality and the experience of the decision-maker 9 ; the influence of the decision-maker's age on the decision-making process 10 ; the regulation between pleasure of winning (or buying) and the pain of losing (or paying) 11 ; the justice or injustice of the decision appraisal 12 ; the influence of personality dimensions on decisions 13 ; risk perception and threat detection in decision-making process 14 ; the influence of the evaluation of affection and the state of mind on financial decisions 15 ; the response latency in rational and non-rational decisions 16 ; free will during decision-making and its link to neural systems 17 ; differences in decision-making processes related to gender, namely mixed groups are more risk-taking than all-men groups 18 ; the use of reinforcement learning to improve expertise in economic decision-making processes that lead to detrimental decisions 19 ; the focus on overconfidence (a bias) regarding financial or economic decisions 20 and vicarious learning from the experience of others 21 . The novelty of the present study is the intercultural dimension that addresses decision-making behaviour and the application of a model integrating notions from economics and neuroscience, namely neuroeconomics.
Problem qualification
Within organizations, the effort of understanding the decision process is related to the strategic character of decisions in business environments. Rational decision-making requires time, conscious effort and adequate criteria to evaluate alternatives. However, business environment requires quick decisions, referred to as non-rational or automatic. These are based on the decision-maker's perceptions and experiences acquired in time and on the risks related to making decisions. Hence, the present study is grounded on the experience-based approach 22 , which proposes to examine how a decision is actually made, instead of how it must be made, as in the classic normative economic models of decision analysis.
Another assumption in the present study is that the process of managerial decision-making may vary from Brazil to other countries due to behavioural and cultural differences. Most studies on decision-making are conducted with samples drawn from the population of just one country. However, as proposed by Minkov and Hofstede 23 , there are at least four dimensions in which country cultures could differ: power distance, individualism/collectivism, masculinity/femininity and uncertainty avoidance.
Based on the model of dual decision-making used for analysing decision processes and considering that differences in managerial decision-making could arise from the nationality of the decision-maker, the research question proposed in this study is the following: are there differences between the decision behaviour adopted by managers in Brazil and Romania? Therefore, the study aims to identify the differences between the decision behaviour displayed by managers in Brazil and Romania when deciding on budget level estimation.
The topic of the present study was chosen because estimating budget levels represents a common decisional situation within organizations. Even if budget estimation is not a participative process, employees are requested to pay attention to the budget levels during their daily activities in order for the organization to be able to abide by its proposed strategic planning. On the contrary, at a personal level, people make decisions about their financial budgets and make choices considering the risks and consequences of their decisions.
Theoretical considerations
Most of the earliest economic decision-making studies were conducted using experiments and were criticized because they lacked 'actual stimuli'. Nowadays studies regarding economic decisions focus on the phenomenon that needs to be elicited for providing meaningful insight. Most of these studies use experimental design and economic decision-making games. What differentiates studies in economics from the ones in psychology is that the former use monetary incentives 24 . According to Borawska 25 economic experiments concerning decision-making focus primarily on individual decision-making (especially under risk and uncertainty), inter-temporal choice and social decision-making; such studies examine the (ir)rationality of decision-makers. The literature tackles especially the evaluation and choice phases of the decision process using experimental design and economic games.
Revising the literature, we identified the following gap: there is a lack of intercultural studies comparing decision behaviour in different countries or comparing the behaviour of the decision-maker regarding day-to-day decisions. The theoretical approach considered in this study encompasses two decision-making models: first, a linear model based on cognitive psychology 7 ; second, a bi-dimensional model, based on the dual decision-making theory, which brings insights from cognitive neuroscience studies 26 .
Linear decision-making model
Pennings et al. 7 present a linear cognitive model for the decision-making process (Figure 1 ), though they emphasize that the decision process is complex and interactive, linearity being a simplification of the process that generates the decision (step 6 in Figure 1 ).
There are two important phases of the proposed decision model. The first phase called stimuli-relay (SR) involves the transformation of stimuli into perceptions, thus producing the multi-dimensional perceptual space (MDPS). The second phase called dynamic cognitive processing (DCP) represents the transformation of decision-maker's perceptions into behavioural possibilities. It consists of two complementary steps that interact: (a) computational step (CS), in which stored perceptions are analysed, importance or values are attributed to them and possible answers are produced. Memory has an important role in this phase because it is the repository of previous learning; it allows conscious judgement of relevance of the information according to the decision-maker's goals; (b) intuition (I) in making alternative choices, without a formal analysis of data available for decision-making. This concept is related to implicit memory, algorithms of decision memorized for a given situation.
According to the model presented in Figure 1 , a person acquires information from the environment (step 1) and filters it using selective attention mechanisms, producing relevant stimuli spaces (step 2). Since there is a great flow of available stimuli for the subject, the environment is considered a high-dimensionality space. Once this space is reduced, a set of relevant interpreted stimuli is generated, which represents the input for the algorithm used by decision-makers to make a choice, thus closing the SR phase. This stimuli interpretation depends on the contents of memory stored. In the SR stage, the social interaction effect influencing the information filter mechanism is highlighted.
The next stage is the information processing of MDPS, when alternatives that fulfil goals are chosen. This phase represents an input for the next phase called dynamic cognitive processing (DCP), when the decision-maker chooses the response to the problem in question 7 . As mentioned before, the DCP phase is divided into two interacting complementary steps, namely the computational step and the intuition step.
Bi-dimensional decision-making model
The idea of a bi-dimensional model for information processing was proposed by various researchers. Camerer et al. 26 presented one of these bi-dimensional models using neuroscience discoveries on neural functioning during information processing. Both dimensions proposed in their model refer to information processing approaches (i.e. controlled or automatic processes) and type of the accessed system (i.e. cognitive or affective). These two dimensions are intertwined to produce a four-quadrant model ( Figure 2 ).
The control-automatism dimension mechanisms (superior and inferior quadrants in Figure 2 , with the horizontal axis as reference) refer to the method by which information is processed in the brain. One method involves a controlled process, indicating that problem resolutions and decision-making imply conscious and active efforts ( Figure 2 , quadrants I and II). Another method involves an automatic process, indicating that quick resolutions and decisions are not made consciously, but are based on previous learning ( Figure 2 , quadrants III and IV). The cognition-affection dimension mechanisms (left and right sections in Figure 2 , with the vertical axis as reference) show which systems are operated during information processing, namely the cognitive (reasoning) or affective systems (e.g. emotions, feelings, action-drivers).
Although quadrants I and II in Figure 2 include controlled processes of decision-making, in quadrant I the decision is controlled and related to cognitive systems, while in quadrant II the decision is controlled and related to affective systems. The classic models of decisionmaking are located in quadrant I. The automatic processes of decision-making are located in quadrants III and IV.
In the controlled process, information processing is serial, linear and follows logical steps; also, the decisionmaker is conscious about the effort applied to reach the decision (quadrants I and II, Figure 2 ). Simon 4 pointed out that this process is not present in all decisions because human beings have limited computational capacity.
In the automatic process, information processing is parallel (involving several circuits), simultaneous, with connections between different routes in the brain, but also unconscious for the decision-maker. Parallelism produces redundancies, which facilitate the response speed and execution of multiple simultaneous tasks, increasing the computational capacity of the brain. This system is operated when decisions are habitual and when quick decisions are demanded. Affective and cognitive systems are interconnected and it is necessary to highlight that affections are not synonyms for emotions or feelings 26 . Emotion is an essential aspect of survival and is related to adaptive behavioural reactions 27 . Feelings are mental states related to the way a person 'feels' 28 . Affections include emotions, feelings and impulses (i.e. drive states) for action 26 . The affective dimension is important for the motivation of the decision, because positive or negative affections are related to the decision object, and they are responsible for questions regarding 'I will/I will not' 26 . The cognitive dimension is responsible for reasoning and it is related to 'true/false' aspects. The cognitive system by itself does not direct behaviour, it needs to operate through the affective system. Expertise is a special type of automatic decision which is controlled by the cognitive system. Based on previous experience, the decisionmaker immediately identifies a standard (i.e. a situation already cataloged in his/her memory mechanism) in a specific problem and seeks an alternative resolution that has been already learned and memorized. As a problem arises frequently, the resolution tends to concentrate in specialized areas of the task processing, so that the problem is solved using an automatic process and with less effort. Since controlled processing entails significant effort, the brain constantly seeks to automate processes in order to increase its computational capacity. Expertise is part of what is called intuition in the model of Pennings et al. 7 . Affective and social aspects can influence both controlled and automatic decisions. In the automatic process, the influence is not conscious. In the controlled process, the influence is conscious and such aspects are present when the decision-maker analyses decision consequences for himself/herself or the group, or when the decisionmaker is under the group's influence, choosing the alternative that the group prefers and not his/her particular option.
In order to make decisions, it is necessary to have information. There are different types of information sources for the decision-maker, either formal (e.g. organizational reports, Government reports) or informal (e.g. social media, non-academic journals, non-academic reviews). The confidence that the decision-maker has in the information sources ultimately influences his/her decision. Figure 3 shows the structural model tested in the present study, which compares decision-making in the Brazilian and Romanian samples.
Our study focused on decisions related to the forecasting level. Considering the theoretical framework of decision-making and the possibility of estimating the potential profit of a business unit, we have formulated the following hypotheses: In the task of estimating budgetary levels for both Brazilian and Romanian decision-makers: H1a: Information search (IS) impacts rational decision (RD; controlled); H1b: IS impacts decision by expertise (EXP; automatic); H2a: Social affective influence (SAI) impacts EXP (automatic); H2b: SAI impacts RD (controlled).
Budget as a management control system
The focus of the decision analysed in this study is the estimation of budges levels, one of the management control systems (MCS) developed as decision-supporting systems. While strategy formulation focuses on deciding new strategies (generally resulting from environmental or scenario analysis), MCS aims to guarantee that defined strategies are implemented [29] [30] [31] . MCS promotes target alignment within the organization, although it is known that such alignment is not always possible, since personal interests of the subjects, which outline these targets, often overlap with those of the organization 31, 32 . The budget, which pertains to MCS, presents the following characteristics: estimates the potential profit of a business unit; is expressed in monetary terms; is predicted for determined periods; is a management commitment, since, besides targets, it predicts measures that could be taken so that the accomplished results are compatible with the forecasted ones; and is developed based on information collected by the controlling area 30 . Besides being a forecasting tool, the budget is also a controlling tool that involves two levels of decision: the forecasting level, in which targets are established, and the approval level, in which target coherence is analysed.
Method

Sampling procedure
Our subject pool is characterized as being nonprobabilistic and convenient. Data from two samples were collected during the period 2015-2017 for the present study. Using the G* Power 3 software 33 , we estimated the minimum sample of 61 cases for a statistical power of 0.75 with a significance level of 0.05 and the size of the mean effect (f2) = 0.15, which is considered a medium effect according to previous researchers.
The Brazilian sample included 64 subjects and the Romanian sample included 92 subjects, both above the calculated minimum value. In case of the Romanian sample, subjects were undergraduate, graduate and Ph D students, some of them working part-time or full time. In the case of Brazilian sample, participants were MBA students working for companies from different economic sectors at the time of the survey. The subject pool consisted of comparable subsamples of male and female participants. Notwithstanding this, gender is not a control variable in the present study.
Measurement model
As shown in Figure 3 , there are four constructs (latent variables) and all of them have between 5 and 7 indicators. The latent variables of the model are: IS, SAI, RD, EXP. Table 1 shows the latent variables and their indicators.
Data collection and analyses
Primary data were collected using a structured questionnaire developed for this study. The questionnaire was distributed during lectures. It contained affirmative statements expressing decision-making behaviour. Respondents had to indicate the frequency of their daily behaviour. We used a 10-point frequency scale (ranging from 1 to 10), each point representing 10%. All constructs had reflective measurement models. The distribution of the variables resembled a normal curve (using graphical analysis, standardized skewness and kurtosis reached values between 0.8 and 4.2, with positive skewness). Missing data were excluded from the analysis using list-wise deletion. There were no outliers in the distribution and all answers were within the range of values proposed in the questionnaire.
Variable measurement
The hypotheses were tested using descriptive and multivariate analysis. In order to test the proposed decisionmaking model, partial least squares structural equation modeling (PLS-SEM) was applied. This method allows incorporating into the analysis unobservable variables measured indirectly by indicator models 34 . The method also allows for the simultaneous estimation of multiple and inter-related dependence relationships.
Results
In this section, the results obtained from the Brazilian and Romanian samples are explained and compared. The model containing 25 indicators was statistically significant (Cronbach alpha = 0.5; bootstrapping procedure with 63 degrees of freedom). The value of the t test for the relationship IS-RD was 0.84, IS-EXP was 2.042, SAI-RD was 0.6 and SAI-EXP was 8.73. The relationships between SAI and RD, and also between IS and EXP were not significant. The proposed model is reflective. Hence we analysed its internal validity and reliability 34 , namely composite reliability, in order to analyse the consistency of the internal reliability; convergent validity, namely the average variance extracted (AVE) and discriminant validity. Tables 2 and 3 show these measures.
Structural model for the Brazilian sample
Convergent validity (AVE) is equivalent to the commonality of a construct. It indicates how the construct explains the variance of its indicators and can reach the maximum value of 1. For the constructs in the model (latent variables), AVE was around 0.5, a value considered adequate. A value of 0.5 indicates that the outer loading of an indicator should be above 0.7, since the squared number equals 0.5 (ref. 34) .
Composite reliability and the Cronbach's alpha coefficient evaluate the consistency of internal reliability. All values for Cronbach's alpha were high (above 0.7), showing intercorrelations of the observed variables. Composite reliability varies from 0 to 1; hence values between 0.7 and 0.9 are generally regarded as satisfactory. In our case, values were above 0.8, indicating higher levels of reliability.
Discriminant validity is the square root of AVE (i.e. Fornell-Larcker criterium). It compares the square root of AVE values with the correlations of the latent variables. The resulting measure should be greater than its higher correlation with any other construct. Table 3 presents the results. The exceptions were registered for the discriminant validity between IS and RD, namely the IS square root was 0.75 and the correlation between IS and RD was 0.89. However, the Fornell-Larcker criterium represents a conservative approach in assessing discriminant validity. Construct RD was kept in the model. According to Hair et al. 34 , removing indicators may improve reliability or discriminant validity, but at the same time it may decrease the content validity of the measurement.
After reliability and validity criteria were established, we examined the coefficients of determination (R 2 values), as well as the level and significance of path coefficients (Figure 4) . According to the results, 79.8% of RD and 37.6% of EXP were explained by IS and SAI. IS registered a high and significant loading on RD (i.e. 0.88). On the contrary, IS registered a low and non-significant loading on EXP (i.e. 0.13). Based on this result, in the case of Brazilian decision-makers, we cannot reject hypothesis H1a, but can reject H1b.
SAI registered a low and non-significant loading on RD (i.e. 0.02) and a high and significant loading on EXP (i.e. 0.53). According to this result, for Brazilian decision-makers, we cannot reject hypothesis H2a, but can reject H2b. The model containing 27 indicators was statistically significant (Cronbach's alpha = 0.05; bootstrapping procedure with 91 degrees of freedom). The value of the t test for the relationship SI-RD was 28.60, for IS-EXP it was 1.17, for SAI-RD it was 3.30, and for SAI-EXP it was 17.64. The relationships between SAI and RD, and also between IS and EXP were not significant.
Structural model for the Romanian sample
The proposed model is reflective. Hence, we analysed its internal validity and reliability. Composite reliability, convergent validity and discriminant validity were also analysed. Tables 4 and 5 show these measures.
For the constructs (i.e. latent variables) included in the model, the convergent validity (AVE) registered a low value (from 0.33 to 0.44), indicating that the outer loadings should be around 0.6, since that number squared equals 0. 36 (ref. 34) . All the values for Cronbach's alpha coefficients were adequate (above 0.62), indicating the inter-correlations of the observed variables. The composite reliability was above 0.75, a level that can be regarded as satisfactory, thus indicating acceptable levels of reliability 34 . The discriminant validity was evaluated by the square root of AVE (i.e. Fornell-Larcker criterium). Table 5 shows the results. Exceptions were registered for the discriminant validity between IS and RD (the square root for IS was 0.665, and the correlation between IS and RD was 0.817), and between SAI and EXP (the square root for SAI was 0.564, and the correlation between SAI and EXP was 0.694). However, as discussed before, the FornellLarcker criterium is a conservative approach for assessing the discriminant validity. All constructs were maintained in the model so as not to decrease the content validity of the measurement 34 . We examined the coefficients of determination (R 2 values), as well as the level and significance of path coefficients. The results indicate that 67.8% of RD and 48.5% of EXP were explained by IS and SAI. IS registered a high and significant loading (0.76) on RD, and a low and non-significant loading on EXP (-0.071). Based on this result, in the case of Romanian decision-makers, we cannot reject hypothesis H1a, but can reject H1b.
SAI registered a low and non-significant loading on RD (i.e. 0.11), and a high and significant loading on EXP (i.e. 0.72). According to this result, for Romanian decision-makers, we cannot reject hypothesis H2a, but we can reject H2b.
When comparing Brazilian and Romanian models, we found that H1a and H2a were confirmed for both models, but there were differences between the loadings of each indicator and their latent variables. Table 6 shows these differences.
As can be seen from Table 6 , there are differences in the indicator loadings for the latent variables in both Brazilian and Romanian models. All loadings of the Brazilian sample were higher than loadings corresponding to the Romanian sample, except the loadings of v11 (IS variable), v12 (SAI variable) and v27 (IS variable).
The most common measure to evaluate the structural model is the coefficient of determination (R 2 value), which estimates the predictive accuracy of the model. The coefficient captures the combined effects of the exogenous latent variables on the endogenous latent variables. It also explains the amount of variance in the endogenous constructs that are explained by all exogenous constructs linked to it 34 . Table 7 shows that rational decision is better explained than decision by expertise, in both Brazilian and Romanian models.
However, there are differences in the number of exogenous variables included in the two models: the model estimated on the Romanian sample considered two variables (v17 and v24) that were not included in the Brazilian model. Taking into account R 2 of the Romanian model (all variables included) and that of the Brazilian model, it is possible to calculate the effect size in order to see if omitted exogenous indicators had a substantial impact on latent variables (endogenous construct). The effect size was determined as follows: (R 2 of Romanian model -R 2 of Brazilian model)/(1 -R 2 of Romanian model).
The effect value for RD was 0.37, which is generally considered high 34 , indicating that v4 (excluded from the 34 , indicating that v17 (excluded from the Brazilian model) had a relative impact on EXP. Table 8 provides a summary of the conclusions regarding the hypotheses.
Discussion
We now highlight the main results of the study. First, an interesting result was that the coefficient of determination for RD was higher than that for EXP in both models (i.e. Brazilian and Romanian). EXP represents an automatic decision: it is not always conscious, is fast and used in most decisions made on a daily basis, with the help of cognitive and affective systems. This result highlights one of the limitations of this study. Since decisions were analysed by self-declarations through a survey, the actual behaviour of the subject could not be captured as it occurs in practical decisional situations because decisionmakers may not be aware of the mechanisms they employ to decide. Experimental studies have been conducted involving decision games in which subjects decided on investment levels based on a set of management accounting statements 35 . As the aforementioned study used neuroscience instruments like EEG to capture the neural circuits involved in decisions, it could be stated that participants learned the rule to make estimates of target levels, a rule that was not explicitly presented to them during the game. However, at the end of the experiment, none of the subjects was aware of deciding according to the game rules. They claimed they had used rational mechanisms to make estimates. In addition, the EEG showed that the subjects' brains had captured a degree of incongruity regarding the information presented to them in order to be used as the basis for decision-making, but the subjects did not realize this consciously.
A second aspect to be highlighted is participants' statements according to which about 50% of the time when deciding on budget targets they did not follow the parameters indicated by the company. At least 16 management accounting system techniques could be identified and classified as costing, planning, control and performance measurement and decision-making. Firm performance was generated by the use of 'an appropriate match between contingent factors and strategic management accounting' 36 . Therefore, an important question arises: If people do not use parameters, why do firms develop financial information systems or MCS, which provide information for internal users? 37 . The limited use of parameters as indicated by respondents may be explained by the fact that the parameters used by companies to guide decisions could be perceived as inappropriate or outdated compared to reality at the moment of the decision. Information systems include inputs (e.g. data and instructions) and outputs (e.g. reports and calculations), but also persons, proceedings and physical facilities operating in a determined environment 38, 39 . Parameters could be perceived as having been set by people who may not know the reality according to which the decision is taken, at least not as much as the one who actually decides. Therefore, one question arises frequently: What are the consequences of a 'bad estimation' if parameters were violated? Findings suggest that people must be motivated to use parameters in high-risk situations, but not in their daily activities.
Another aspect worth noticing is that fixed parameters in highly changeable environments could be strong inducers of decision biases. Disregarding some parameters is not a bad fact in itself. After all, in order to make decisions, one needs to solve the problem that generates decision alternatives. The functional attachment, one of the problems in generating new alternatives in a decision situation, represents an obstacle to creative solutions 40 . An interesting finding of the survey is that SAI was not confirmed as being present when decisions were based on rationality. This result was not consistent with the observations made by Kahneman 1 , according to which attaining consistency in rationality was absolutely restrictive. As stated by Kahneman, 'rationality is logical coherence -be it reasonable or not'. Sometimes it can be 'unreasonable'. Nevertheless, one should consider that people are free to choose and use this freedom regardless of restrictions. Within the management accounting field, as pointed out by Cadez and Guilding 36 , it is interesting to note that strategic practices are relatively new and they are not to be found in normative accounting texts before the 1980s. Therefore, studies in management accounting practices and classic economic decision were not conducted in the same period of time. Considering the timing, the present study may be considered an advancement in decisionmaking studies within the field of management accounting because it explores daily behavioural aspects of the decision-making process. All items in the questionnaire were related to management accounting practices, describing situations pertaining to the role of management and suggesting the use of heuristics and biases.
In order to compare the models estimated for the Brazilian and Romanian samples, we used Hofstede´s dimensions (Table 9) .
Romania registered a higher index of power distance than Brazil. This difference could explain, among others, the reason for which the loading of v12 is lower in the Romanian model than in the Brazilian model. Regarding the difference in the loadings of v16, it could be explained by the risk avoidance behaviours displayed in both samples. More specifically, Romanians were generally more risk-averse than Brazilians. Hence, Romanian decision-makers were probably more cautious in taking risks than their Brazilian counterparts and they needed more information (v11) than Brazilian decision-makers.
Conclusion
The main objective of this study was to identify the differences between the decision behaviour displayed by managers in Brazil and Romania when deciding on budget level estimation. The study shows that structural models (i.e. the relationship between latent variables) are similar in the case of the Brazilian and Romanian samples because our hypotheses were confirmed or rejected in a similar way for both models. However, measurement models (i.e. the relationships between latent variables and indicators) are different as discussed in the text. This result indicates that intercultural studies on decisionmaking are important for the development of decision support tools in the field of management accounting.
The limitations of the present study should also be discussed. First, although the proposed model is complex because it used indicators related to decisions and the theoretical framework, it may be regarded as incomplete because there are other decisional aspects that have not been considered. Industry, technology, geographical environment and cultural aspects are variables that could be examined in future studies designed to understand the decision-making process within accounting environments. Secondly, the use of budget in organizations where the respondents worked was not controlled in this study.
One must consider the statement of Kahneman 1 , according to which 'not being rational' is different from being irrational, when irrationality is viewed as impulsivity, emotionality and resistance to the 'reasonable argument'. It is important to emphasize that people use rationality, but only aspects related to the affective domain (including decision-making heuristics and motivational aspects) can overcome their limited ability to process information. This aspect suggests that similar experimental studies should be conducted using simulations of decisions in financial environments and neuroscience tools that capture aspects of real-time brain functioning. In other words, advancement in neuroaccounting area is required.
In terms of novelty, we highlight the consistency and rigour of the method used (i.e. structural equations model), as well as the implications and contributions of the study for the literature, business environment and academic community. The constructs studied reflect the behaviour of the decision-maker in day-to-day activities within organizations. We also emphasize the use of the perceived frequency scale regarding the decision-maker's behaviour. An important aspect to emphasize is that this study had a preliminary and rich qualitative stage as part of a larger project that has not been addressed here.
Finally, our study can contribute in practical terms to the discussion about the adaptation of management accounting tools in organizations that are based in different countries. Results show that what is valid for one country may not have the same weight for making decisions in a different country. A viable perspective regarding the continuity of the study would be to conduct the survey in countries from different parts of the globe.
