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Abstract—Deep speaker embedding has demonstrated state-of-
the-art performance in audio speaker recognition (SRE). How-
ever, one potential issue with this approach is that the speaker
vectors derived from deep embedding models tend to be non-
Gaussian for each individual speaker, and non-homogeneous for
distributions of different speakers. These irregular distributions
can seriously impact SRE performance, especially with the popu-
lar PLDA scoring method, which assumes homogeneous Gaussian
distribution. In this paper, we argue that deep speaker vectors
require deep normalization, and propose a deep normalization
approach based on a novel discriminative normalization flow
(DNF) model. We demonstrate the effectiveness of the proposed
approach with experiments using the widely used SITW and
CNCeleb corpora. In these experiments, the DNF-based normal-
ization delivered substantial performance gains and also showed
strong generalization capability in out-of-domain tests.
Keywords—Speaker Recognition; Speaker Embedding; Normal-
ization Flow
I. INTRODUCTION
Speaker recognition (SRE) is widely studied, and decades
of investigation has resulted in significant performance im-
provements, and deployment in a wide range of practical
applications [1], [2], [3]. Traditional SRE methods are based
on statistical models, which include the popular Gaussian
mixture model-universal background model (GMM-UBM) ar-
chitecture [4]. In order to improve the statistical strength with
limited data, various subspace models have been proposed [5],
and in particular, the i-vector model, which was the most
successful and widely used [6]. An important concept intro-
duced by the i-vector model is speaker embedding, that is,
representing speakers by fixed-length continuous vectors. With
this embedding, the derived speaker vectors construct a speaker
space, where SRE tasks can be conducted using either simple
cosine distance scoring, or a more complex back-end model
such as probabilistic linear discriminant analysis (PLDA) [7]. It
should be noted that the i-vector approach essentially performs
a statistical embedding as it is based on statistical models, and
the derived i-vectors are therefore statistical speaker vectors.
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In recent years, deep learning methods have demonstrated
significant progress with regard to SRE. Variani et al. reported
the results of an initial investigation on a text-dependent
task [8], using a deep neural net (DNN) to produce frame-level
speaker-discriminant features. They then derived utterance-
level representations (called ‘d-vectors’) by average pooling.
Li et al. [9] extended this with a more speech-friendly net
structure, and achieved good performance on text-independent
tasks, especially with short utterances. However, one key short-
coming of the d-vector approach is that the frame-level training
does not match the utterance-level test. Researchers developed
two architectures to solve this problem. The first approach is
to use the end-to-end architecture, which accepts two utter-
ances and produces the accept/rejection decision directly [10],
[11], [12]. The second approach is the speaker embedding
architecture [13], [14], which instead accumulates the frame-
level statistics of a variable-length utterance and converts these
to a fixed-length vector with the objective of discriminating
between the speakers in the training set. Although the training
criterion of the end-to-end architecture is more consistent with
the SRE task, the embedding architecture is easier to train [15]
and the derived speaker vectors support various speaker-related
tasks such as speaker-dependent synthesis [16].
The concept of embedding with deep learning methods
is exactly the same as the i-vector model. To differentiate
between them, in this paper, we denote DNN-based embedding
by deep embedding, and the derived fixed-length vectors
by deep speaker vectors. Perhaps the most popular deep
embedding architecture is the x-vector model proposed by
Snyder et al. [13]. It is based on a time-delayed neural net and
a statistical pooling, and has achieved good performance in
many applications. For simplicity, we use the term x-vector to
represent deep speaker vectors derived with any net structure.
Recently, deep speaker embedding models have been sig-
nificantly improved by developing a more comprehensive
architecture [17], [18], improved pooling methods [14], [19],
[20], [21], training criteria [22], [23], [24], [25], [26], [27],
and training schemes [28], [29], [30]. As a result, the deep
embedding approach has achieved state-of-the-art (SOTA) SRE
performance [31].
Despite the significant progress outlined above, one potential
issue with the deep embedding approach is that the training
objective of the embedding models is purely discriminative,
meaning that the goal of the training is simply discriminat-
ing the speakers, without considering the distribution of the
derived speaker vectors. This ‘unconstrained training’ tends
to produce irregulated speaker distributions (i.e. the within-
speaker distributions or conditional distributions). This means
that: (1) the distributions of each individual speaker may
be potentially very complex and far from Gaussian (non-
Gaussianality), and (2) the distributions of different speakers
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2may be significantly different (i.e. non-homogeneity). Non-
Gaussian and non-homogeneous distributions may seriously
impact performance of the back-end scoring model, particu-
larly with regard to the popular PLDA scoring method, which
is based on the assumption that all speaker distributions are
homogeneous and Gaussian. Fig. 1 illustrates some potential
problems caused by non-Gaussian and non-homogeneous dis-
tributions. It should also be noted that this issue is not as
severe for statistical speaker vectors (i-vectors) as they are
derived from a constrained model with an underlying Gaussian
assumption.
A
B
Fig. 1: Illustration of potential problems caused by non-
Gaussian and non-homogeneous distributions. All colored re-
gions represent the distribution of a particular speaker, and the
region boundary represents the contour of the same probability.
For simplicity, the classification is based on cosine distance.
(A) shows two non-homogeneous distributions (although both
are Gaussian). The test utterance (red star) is categorized
as being the cyan speaker, although the probability that it
belongs to the brown speaker is higher. (B) shows two non-
Gaussian distributions (although they are homogeneous). The
test utterance (red star) is categorized as the brown speaker but
the probability that it belongs to the cyan speaker is higher.
A number of researchers have noticed the risk associated
with data irregularity, and have presented various compen-
sations. For instance, phone-aware training was investigated,
with the aim of reducing the non-Gaussian variation caused
by speech content [32], [29]. Another proposed approach
was to use various data augmentation methods [13], [33].
These augmentation methods prevent the training from being
over-fitted to highly curved discrimination boundaries, hence
more regulated distribution for each individual speaker. Li
et al. presented an approach that treats the full-connection
layer before the softmax classifier as the basis of speakers,
and imposes a central loss [34], [35]. This central loss is
an explicit regularization that encourages the distributions of
individual speakers to be more Gaussian. This concept was
also introduced by other researchers [19].
Previous work by the authors presented a variational auto-
encoder (VAE) based normalization for x-vectors [36], [37].
This is an independent component and dedicated to regu-
lating x-vectors, and differs from other previous research
that integrates the normalization constraint in the embedding
model. Our VAE-based normalization encourages the marginal
distribution to be Gaussian. However, it cannot normalize
conditional distributions, i.e. the distributions of individual
speakers, a more important source of data irregulation. In addi-
tion, to retain the discriminant strength of the speaker vectors,
an auxiliary cross-entropy loss is required when training the
VAE model, which complicates the behavior of the normalizer.
In this paper, we propose a new fully generative model
to normalize deep speaker vectors. This model is based on
normalization flow (NF), a simple yet powerful architecture for
density estimation. With this model, a complex distribution can
be transformed to a simple isotropic Gaussian (often called the
prior distribution). However, directly applying the NF model
is insufficient: it regulates the marginal distribution rather than
conditional distributions (as with VAE), so cannot deal with
individual speakers. We therefore propose a novel discrimi-
native normalization flow (DNF). Compared with the vanilla
NF model, DNF allows class-specific prior distributions, which
enables it to model multiple speakers with different but homo-
geneous isotropic Gaussians. This paper will show that our
new DNF approach is a deep and nonlinear extension of the
widely used linear discriminant analysis (LDA) model.
The remainder of the paper is organized as follows. We
first review the LDA and PLDA model in Section II, and
through experiments, investigate the role of normalization that
LDA plays when applied to x-vectors with PLDA scoring.
Section III presents the DNF model, which extends the shallow
and linear normalization with LDA to a deep and and nonlinear
normalization, with experimental results and analysis presented
in Section IV, and finally, the paper is concluded in Section V.
II. SHALLOW NORMALIZATION BY LDA
It is well known that for x-vector systems with PLDA scor-
ing, LDA is an important pre-processing step. This is initially
unexpected, as PLDA is theoretically an extension of LDA, and
can self-discover the most discriminant dimensions. Previous
work [36], [35] by the authors argued that the role LDA plays
is distribution normalization, by making the conditional distri-
butions of speaker vectors more Gaussian. This normalization
makes the LDA-projected data fit the assumptions of PLDA,
and therefore makes it more suitable for PLDA modeling.
However, this argument should be investigated in more depth,
with more theoretical and empirical analysis.
A. Review of LDA and PLDA
1) Dimension reduction view for LDA: LDA is a popular
tool for dimension reduction, by identifying the most class-
discriminant directions, along which the between-class varia-
tion is maximized and the within-class variation is minimized
(Fisher criterion) [38]. These directions are aligned with the
eigenvectors of SBS−1W with large eigenvalues, where SB and
SW are the between-class and within-class covariance matri-
ces, respectively. An important property of these eigenvectors
is that they diagonalize SB and SW simultaneously.
Research has shown that LDA can be performed in two
steps: normalization and discrimination [39]. Normalization is
a linear transform where the within-class covariance becomes
an identity matrix I. This can be achieved with principal
3component analysis (PCA) on the mean-offset data, and a re-
scaling operation. The discrimination is an extra orthogonal
transform that aligns the data coordinates along the directions
with the largest between-class variation. This can be achieved
by another PCA on the normalized class means, and dimension
reduction can be achieved by selecting the leading principal
components (PCs). Within this discrimination space, classifi-
cation will be optimal based on Euclidian distance, as shown
in Fig. 2.
2) Probabilistic model view for LDA: LDA can be cast to a
multi-Gaussian model [40]. Assuming all classes are Gaussian
distributed and share the same covariance and the priors of all
classes are equal, a probabilistic model can be established.
The parameters, including the mean vectors {zc} and the
shared covariance matrix Σ, can be optimized following the
maximum-likelihood (ML) criterion. After training, optimal
classification (in terms of maximum a posterior, MAP) for
a sample x can be obtained by choosing the class c with
the largest p(x|c). This is the primary form of LDA. The
dimension reduction can be recovered by a constrained multi-
Gaussian model where the mean vectors of all the classes are
in a subspace. Fig. 2 illustrates the multi-Gaussian view of
LDA and its relationship with the dimension-reduction view.
(A) (B) (C)
Fig. 2: The multi-Gaussian view of LDA. (A) In the pri-
mary form, both classes are Gaussian and share the same
covariance. (B) Normalization step: To discover the most
discriminant features, firstly transform conditional distributions
to be isotropical Gaussian, so that MAP classification can
be performed by Euclidian distance. (C) Linearly transform
class means to a subspace with the largest between-class
variation. This is an orthogonal transform, so does not change
the shape of the within-class covariance. Therefore, Euclidian
distance based classification remains optimal in terms of MAP
prediction.
As discussed, LDA assumes that the within-class distribu-
tions are Gaussian and they share the same covariance. We
denote these as the Gaussianality condition and the homo-
geneity condition, respectively. If both conditions are satisfied,
we call the data regulated. Regulated data are suitable for LDA
dimension reduction, otherwise the features selected would not
be optimal in terms of class discrimination.
3) PLDA: PLDA extends LDA (probabilistic model view),
by placing a Gaussian prior on the class means. A key
advantage associated with this prior is that it enables dealing
with new classes. More specifically, the posterior distribution
of the mean of a new class can be derived, given even a single
sample. According to this posterior, the probability that one or
more test samples belong to the new class can be calculated by
marginalizing over the class mean. Therefore, PLDA can be
used to compute the likelihood ratio that two utterances belong
to the same and different speakers [7], and is a theoretically
sound scoring model. It is important to highlight that PLDA
inherits the shared Gaussian assumption of LDA and requires
regulated data. If the data are irregulated, the likelihood ratio
derived by PLDA may be biased.
B. Why LDA works for x-vectors
To have a better understanding of the role of LDA and
explain its contribution to the back-end scoring model, in
particular PLDA, we performed an initial experiment using a
subset of the VoxCeleb dataset [17], [41]. We created both an i-
vector and x-vector system using the entire VoxCeleb database,
following the recipes that will be described in Section IV. We
then generated i-vectors and x-vectors from a subset of 600
speakers in the training set. We use these to investigate the
statistical properties of these vectors before and after LDA.
1) Global properties: First of all, we show the between-
speaker and within-speaker covariance matrices of i-vectors
and x-vectors. These matrices reflect the global properties (i.e.
on the data of all the speakers) of the distribution of the speaker
vectors. As shown in Fig. 3, x-vectors exhibit more complex
correlation patterns compared to i-vectors. After LDA, for
both x-vectors and i-vectors, the between- and within-speaker
covariances become diagonal. This diagonalization can be
regarded as a global normalization. As the correlation patterns
of x-vectors are more complex, this normalization is more
substantial for x-vectors. To an extent, it answers the question
of why LDA contributes more for x-vectors with cosine
scoring: although x-vectors are derived from a discriminative
model and LDA-based feature selection seems less important,
the diagonal between- and within-speaker covariances are good
for cosine scoring (which assumes that the feature dimensions
are independent).
2) Local properties: The global normalization of LDA does
not fully explain everything. In particular, it cannot explain
why LDA contributes to PLDA scoring, as PLDA performs
the same normalization anyway. Our hypothesis is that LDA,
by discarding less discriminative dimensions, performs a local
normalization at the class level. More precisely, we will show
that LDA improves both homogeneity among classes and also
the Gaussianality of each class.
We test this hypothesis with both i-vectors and x-vectors.
The tests are conducted in three spaces: (1) the original
observation space; (2) the LDA space, i.e. the subspace with
leading discriminant dimensions after LDA transform; (3) the
residual space, i.e. the subspace complementary to the LDA
space. Since testing the homogeneity and Gaussianality in a
high-dimensional space is challenging, we perform tests on the
principal directions of each conditional distribution. Specif-
ically, we select speakers with more than 100 samples and
perform PCA on the data of each speaker, and investigate the
homogeneity and Gaussianality on the leading PC directions.
The statistics we collected are as follows:
• PC direction variance for homogeneity. This tests if the
covariance matrices of all the speakers have the same
4Fig. 3: Between-speaker (left) and within-speaker (right) co-
variance of i-vectors (top) and x-vectors (bottom).
PC directions. After PCA, the first PC (PC1) of all the
speakers are selected and its mean over the speakers
is computed. The cosine distance between the PC1s of
individual speakers and the mean PC1 is computed. The
variance of these cosine scores is used as the measure to
test the PC1 direction variance. The same computation
is conducted on all PCs. In this section, we report the
direction variance on PC1 and PC2, and the averaged
direction variance on the first 10 PCs.
• PC shape variance for homogeneity. Using PC1 as an
example, the coefficients (eigenvalues) of the covariance
matrices of all the speakers on the first PC are calculated,
and the variance of these coefficients over all speakers
is computed. The same computation is performed on all
the PCs. Since the coefficient on each PC determines
the spreading of the samplings on this direction, the
coefficients on all the PCs determine the shape of the
speaker distribution. The variances of these coefficients
over all speakers then test if the distributions of all
speakers have the same shape (regardless of the direc-
tions), hence being noted as PC shape variances. We
report the shape variance on PC1 and PC2, and the
averaged shape variance on the first 10 PCs.
• Average PC kurtosis for Gaussianality. On each PC
direction, we compute the kurtosis for each speaker,
and then compute the mean of the kurtosis over all the
speakers. The averaged kurtosis over the first 10 PCs is
reported.
• Average PC skewness for Gaussianality. On each PC
direction, we compute the skewness for each speaker,
and then compute the mean of the kurtosis over all the
speakers. The averaged skewness over the first 10 PCs
is reported.
The results are shown in Table I, where we also report
the between- and within-speaker variance, as well as the SRE
performance with the cosine scoring in terms of equal error
rates (EER). There are several key observations:
1) Comparing i-vectors and x-vectors in the original ob-
servation space, it can be seen that x-vectors possess
larger PC direction and PC shape variances, demon-
strating that the distributions of different speakers are
less homogeneous. Moreover, x-vectors show larger
kurtosis and skewness, indicating that the distributions
of individual speakers are less Gaussian. This confirmed
our conjecture that x-vectors are less regulated, and are
less suitable for PLDA scoring when compared to i-
vectors.
2) For both i-vectors and x-vectors, after LDA, homo-
geneity and Gaussianality are all improved, and this
improvement is much more significant for x-vectors.
This indicates that LDA-transformed data are more
regularized, especially for x-vectors.
3) In the residual space, LDA improves homogeneity. With
regard to Gaussianality, there is a slight improvement
with i-vectors. For x-vectors, however, Gaussianality
becomes worse after LDA.
TABLE I: Homogenity and Gaussianality of i-vectors and x-
vectors before and after LDA.
i-vector x-vector
Orig. LDA Res. Org. LDA Res.
EER% 5.75 3.08 19.83 7.00 1.50 15.08
PC1 dir. var 0.064 0.009 0.004 0.104 0.006 0.003
PC2 dir. var 0.089 0.008 0.005 0.156 0.005 0.003
Avg PC dir. var 0.028 0.007 0.004 0.060 0.006 0.003
PC1 shape var 80.1 64.0 60.5 156.0 42.0 128.0
PC2 shape var 53.3 32.3 34.6 68.3 21.8 63.0
Avg PC shape var 30.7 19.8 20.9 42.0 13.7 32.5
PC Kertosis 1.579 0.734 1.268 2.615 1.686 31.40
PC Skewness 0.311 0.209 0.309 0.369 0.275 1.110
Between-class var 0.269 1.164 0.163 0.548 2.332 0.225
Within-class var 0.753 0.996 0.991 0.192 1.030 1.026
The final observation is of greatest interest. This suggests
that LDA not only selects discriminant dimensions, but also
removes non-Gaussian dimensions. To test this conjecture in a
more concrete way, we divide all the dimensions sorted by
LDA (according to their discriminant power) into multiple
subgroups and compute the averaged PC shape variance, PC
kurtosis and PC skewness, plus the between-speaker variance
and the EER results with cosine scoring. The results are shown
in Fig. 4. It can be clearly seen that the most indiscriminative
dimensions are non-homogeneous and non-Gaussian. In com-
parison, Fig. 5 shows the results with i-vectors, where it can
be seen that the indiscriminative dimensions of i-vectors are
much more regulated.
3) Summary of LDA and PLDA: Based on the findings
above, there are a number of key conclusions that can be
drawn with regard to the role that LDA plays for i-vectors and
x-vectors. The typical role of LDA is two-fold, it transforms
the between- and within- covariance to be diagonal, and it
also selects the most discriminant dimensions. All of these
functions contribute to cosine scoring. However, for PLDA
5Fig. 4: Statistics of subgroup dimensions of LDA-projected x-
vectors. Top left: Averaged PC shape variance; Top right: Kur-
tosis; Bottom left: Skewness; Bottom right: Between-speaker
variance and EER with cosine scoring.
Fig. 5: Statistics of subgroup dimensions of LDA-projected i-
vectors. Top left: Averaged PC shape variance; Top right: Kur-
tosis; Bottom left: Skewness; Bottom right: Between-speaker
variance and EER with cosine scoring.
scoring, these functions are performed implicitly and LDA pre-
processing is therefore not usually necessary. This is the case
with i-vectors, but with x-vectors, LDA plays an extra role –
speaker vector normalization – by removing irregulated (non-
homogeneous and/or non-Gaussian) dimensions. These irreg-
ulated dimensions may potentially be attributed to unwanted
variance such as linguistic content and length variance, but can
also be simply attributed to the unconstrained nature of deep
embedding models. Removing these dimensions will make the
data more regulated and hence benefit PLDA scoring.
III. DEEP NORMALIZATION BY DISCRIMINATIVE
NORMALIZATION FLOW
The previous section demonstrated that the suitable data
regulation is very important for PLDA scoring. However,
the linear form of LDA means that it can only normalize
the global structure (within- and between- class covariances),
rather than individual speakers. The within-speaker normaliza-
tion is essentially achieved by dimension-trimming. However,
the dimensions that are least discriminant are not necessarily
consistent with the most irregulated dimensions. This can be
clearly seen in Fig. 4, where the most non-Gaussian and non-
homogeneous dimensions are in the first subgroup, i.e., the
most discriminant dimensions. This means that dimension-
trimming is not optimal for either selecting discriminant
features (some discriminative features have to be removed
because they are irregulated), or for selecting regulated features
(some irregulated features cannot be removed as they are
discriminative).
Here, we present a new deep normalization model, which
is based on deep generative neural nets and is designed for
normalizing distributions of individual speakers. Most impor-
tantly, we will utilize the powerful normalization flow (NF)
model to perform distribution transform, and propose a novel
discriminative NF (DNF) model to deal with multiple speakers.
To the best knowledge of the authors, this represents a new
research direction in this domain.
A. Normalization flow
Deep generative models transform a simple distribution via
a deep neural net, so that the output distribution matches
the true data [42]. Typical deep generative models include
generative adversarial networks (GAN) [43] and variational
auto-encoders (VAE) [44]. Normalization flow (NF) is another
deep generative model, which is similar to VAE but the
transform is invertible, therefore it does not require an explicit
encoder and the likelihood can be computed exactly [45]. In
this research, we choose NF as the basic architecture of our
deep normalization model.
The foundation of NF is the principle of distribution trans-
formation for continuous variables [46]. Let a latent variable
z and an observation variable x be linked by an invertible
transform x = f(z), their probability density has the following
relationship:
ln p(x) = ln p(z) + ln
∣∣∣det ∂f−1(x)
∂x
∣∣∣, (1)
6where f−1(x) is the inverse function of f(z). It has been
shown that if f is flexible enough, a simple distribution, which
we assume to be a standard Gaussian, can be transformed to
a very complex distribution [45]. Note that the second term
on the right side of the above equation represents the volume
(entropy) change during the transform.
Usually, f is implemented as a composition of a se-
quence of relatively simple invertible transforms, denoted by
f0, f1, ..., fT :
f = fT · fT−1... · f0,
where every fi can be a structured neural net [47]. The entire
transform has the following relationship:
ln p(x) = ln p(z) +
T+1∑
t=1
ln
∣∣∣det ∂f−1t−1(zt)
∂zt
∣∣∣,
where we have defined z0 = z, zT+1 = x and zt+1 = ft(zt).
This model resembles a flow of transforms, which reshapes
the simple distribution on z gradually, and ultimately reaches
the complex distribution on x. In the inverse direction, it nor-
malizes the complex distribution on x to a simple distribution
on z, and is therefore called a normalization flow. Fig. 6
illustrates how a complex distribution is normalized to a simple
distribution by an NF model.
Fig. 6: A complex mixture of three Gaussians is transformed
to a single Gaussian by an NF model. The NF used here is a
masked autoregressive flow (MAF) [48], and the distribution
on z is a standard Gaussian.
The NF model can be trained with the maximum likelihood
(ML) criterion. Note that Eq.1 formulates a distribution density
p(x) on the observation x, where the first term p(z) is often
called the prior distribution, and the second term is called
the entropy term. The ML training optimizes the NF model
with the following objective:
L(θ) =
∑
i
ln p(xi) =
∑
i
ln p(zi)+
∑
i
T+1∑
t=1
ln
∣∣∣ det ∂f−1t−1(zit)
∂zit
∣∣∣,
where i indexes the training samples, and θ represents the
parameters of the model. Once the model has been well
trained, it can be used to (a) sample x by sampling z; (b)
compute p(x) by calculating the prior p(z) and the entropy
term; (c) normalize x by transforming it to z, which is
Gaussian distributed. In this paper, we will focus on utilizing
the normalization capability of the NF model.
The key issue when designing the NF model is to identify
a net structure so that the entropy term in Eq. 1 can be easily
computed. Researchers have proposed various NF models
based on different structures. These models can be categorized
into volume preserved (VP) [49] and non-volume preserved
(NVP) [50] models. Although VPs do not change the volume
during the flow (i.e. the entropy term is zero), NVPs do not
have this constraint and so are generally more flexible.
B. Discriminative normalization flow
The vanilla NF model optimizes the distribution of the
training data without considering the class labels, i.e. the
marginal distribution. This means that data from different
classes tend to congest together in the latent space, and the
distributions of individual classes are non-Gaussian, as shown
in the top row of Fig. 7. This is not a good property for
classification tasks like SRE. Conditional NF models [51] may
take the class information as a condition variable, however
the conditioning cannot be generalized to unseen classes (e.g.
unknown speakers), which makes it unsuitable for open-set
tasks such as SRE.
Fig. 7: Vanilla NF (top) pulls all classes together in the latent
space, while DNF (bottom) keeps data from different classes
separated.
In order to normalize distributions of individual classes and
keep different classes separated, we propose a discriminative
normalization flow (DNF) model. The main difference is that
we allow each class to have its own Gaussian prior, i.e. all the
priors share the same covariance but possess different means,
formulated as follows:
py(z) = N(z;µy,Σ),
where y is the class label. By setting class-specific means,
different classes will be separated from each other in the latent
space, as shown in the bottom row of Fig. 7.
Training DNF is mostly the same as the vanilla NF, fol-
lowing the ML criterion. The only difference is that the
probability of an observation x should be evaluated with the
prior corresponding to its class label, formally written by:
p(x) = py(x)(z)
∣∣∣∣∣det ∂f−1(x)∂x
∣∣∣∣∣,
where y(x) is the class label of x, and z = f−1(x). Pooling
all the training data, we obtain the objective function for DNF
training:
L(Θ) =
∑
i
ln(py(xi)(zi)) + ln
∣∣∣∣∣det ∂f−1(xi)∂xi
∣∣∣∣∣,
7where Θ = {{µy},Σ, θ} involves all the parameters of the
model. Note that this objective is a bit over-parameterized, as
the covariance Σ can be set to any values if the flow is flexible
enough, e.g. in the case of NVP. We therefore manually set
Σ = I and let the flow handle the volume change.
After training, the DNF model will establish a normalization
space for z, where the distribution py(z) of every class y is
simply a Gaussian with covariance I. With this model, an
observation x can be transformed to its latent code z by the
inverse transform f−1(x), without knowing its class labels. In
addition, the latent codes from the same class, which may be
unknown, tend to be a Gaussian. From this perspective, DNF is
a nonlinear feature transform that is dedicated to within-class
normalization.
C. Relation to LDA
From the probabilistic model view, DNF is a nonlinear
extension of LDA. Both DNF and LDA are generative models,
and they share the same assumption that the distributions of
all classes are homogeneous Gaussian in the latent space.
However, this assumption can never be true for LDA if the
data are complex, due to the limit of the linear transform
between the data space and the latent space. However, DNF,
our proposed approach, is based on a nonlinear transform,
which allows it to establish a truly homogeneous and Gaussian
latent space, even for complex irregulated data.
From the dimension reduction view, DNF has a similar role
as the normalization step of LDA. Both approaches normalize
the distribution of data; the key difference is that the nor-
malization step of LDA normalizes the aggregated conditional
distribution of all classes to an isotropic Gaussian, while DNF
normalizes all the conditional distributions to homogeneous
isotropic Gaussians. Therefore, our DNF approach can deliver
a more powerful normalization than the linear normalization
of LDA.
However, it should be noted that unlike LDA, DNF does
not normalize the between-class covariance, which may lead to
performance loss with classification methods where dimension
independence is assumed, such as those based on cosine
distance. We can therefore combine DNF and LDA by sub-
stituting the linear normalization step of LDA for DNF, while
keeping the linear discrimination step of LDA unchanged. This
leads to a new model with a nonlinear normalization step and
a linear discrimination step, which we will call nonlinear
discriminative analysis (NDA), and we will investigate its
performance in the experimental section.
IV. EXPERIMENTS
A. Datasets
Three datasets were used in our experiments: VoxCeleb [41],
[17], SITW [52] and CNCeleb [53]. VoxCeleb was used for
training all the models (i-vector, x-vector, LDA, PLDA and
DNF models), while the other two were used for performance
evaluation.
VoxCeleb: This is a large-scale audiovisual speaker database
collected by the University of Oxford, UK. The entire database
consists of VoxCeleb1 and VoxCeleb2. All the speech signals
were collected from open-source media channels and therefore
involve rich variations in channel, style, and ambient noise.
This dataset, after removing the utterances shared by the SITW
dataset, was used to train the i-vector, x-vector, LDA, PLDA
and DNF models. The entire dataset contains 2000+ hours of
speech signals from 7000+ speakers. Data augmentation was
applied to improve robustness, with the MUSAN corpus [54]
used to generate noisy utterances, and the room impulse
responses (RIRS) corpus [55] was used to generate reverberant
utterances.
SITW: This is a standard evaluation dataset excerpted from
VoxCeleb1, which consists of 299 speakers. In our experi-
ments, the Eval. Core test set, which contains 3, 658 target
trials and 718, 130 imposter trials, was used for evaluation. It
should be noted that the acoustic condition of SITW is similar
to that of the training set VoxCeleb, so this test can be regarded
as an in-domain test.
CNCeleb: This is a large-scale free speaker recognition
dataset collected by Tsinghua University from source media.
It contains more than 130k utterances from 1, 000 Chinese
celebrities. It covers 11 diverse genres, which makes speaker
recognition on this dataset much more challenging than on
SITW [53]. By pair-wise composition, 107, 984, 700 trials are
constructed, including 119, 983 target trials and 107, 864, 717
imposter trials. It is important to note that the acoustic condi-
tion of CNCeleb is quite different from that of VoxCeleb, and
this therefore represents a challenging corpus that is suitable
for use as an out-of-domain test.
B. Model settings
Our SRE approach consists of three components: an x-
vector or i-vector frontend that produces speaker vectors, a
normalization model that regularizes the distribution of the
speaker vectors, and finally, a scoring model that produces
pair-wise scores for making a genuine/imposter decision.
1) Frontend:
• x-vector system: The x-vector frontend was created
using the Kaldi toolkit [56], following the SITW recipe.
The acoustic features are 40-dimensional Fbanks. The
main architecture contains three components. The first
component is the feature-learning component, which
involves 5 time-delay (TD) layers to learn frame-level
speaker features. The slicing parameters for these 5 TD
layers are: {t-2, t-1, t, t+1, t+2}, {t-2, t, t+2}, {t-3, t,
t+3}, {t}, {t}. The second component is the statistical
pooling component, which computes the mean and stan-
dard deviation of the frame-level features from a speech
segment. The final one is the speaker-classification com-
ponent, which discriminates between different speakers.
This component has 2 full-connection (FC) layers and
the size of its output is 7, 185, corresponding to the
number of speakers in the training set. Once trained,
the 512-dimensional activations of the penultimate FC
layer are read out as an x-vector.
• i-vector system: The i-vector frontend was built with
the Kaldi toolkit [56], following the SITW recipe. The
8raw features involve 24-dimensional MFCCs plus the log
energy, augmented by first- and second-order derivatives,
resulting in a 75-dimensional feature vector. This feature
is used by the i-vector model. The universal background
model (UBM) consists of 2, 048 Gaussian components,
and the dimensionality of the the i-vectors is set to be
400.
2) Normalization models: To investigate the merits of our
proposed DNF model, we compare its performance with a
number of different configurations.
• LDA: We implemented the basic LDA model, trained to
maximize the Fisher criterion. We used the implemen-
tation in the Kaldi toolkit [56], which involves a small
modification that specifies λSb + Sw rather than Sw,
where λ is a hyperparameter that was set to be 0.1 in
the LDA + cosine scoring experiment, and 0.0 in the
LDA + PLDA scoring experiment.
• LDA/N: The linear normalization component of LDA. It
simply normalizes the within-speaker covariance to be
an identity matrix, neither diagonalizing the between-
speaker covariance nor trimming any dimensions.
• DNF: The DNF model with the MAF architecture [48].
This model has 5 NVP layers. The Adam optimizer [57]
was used to train the model, with the minibatch size set
to 300 and the learning rate set to 0.003. Note that DNF
is a dimensionality-preserved transform.
• DNF-LDA: One potential issue with DNF is that it does
not normalize the between-class covariance. Here, we
perform an additional LDA after DNF normalization, to
achieve normalization on both within- and between-class
covariance. This is essentially a simple implementation
of the NDA model discussed in Section III-C.
3) Scoring model: Two commonly used scoring models
were applied in this study: the simple Cosine scoring, which is
based on the cosine distance, and the more complicated PLDA
scoring, which is based on PLDA [7].
C. Basic results
In the first experiment, we apply the four normalization
models (LDA, LDA/N, DNF, DNF-LDA) to regulate the
standard x-vectors derived from both SITW and CNCeleb.
The results in terms of equal error rate (EER) are reported
in Table II.
1) X-vector in-domain results: Firstly, focusing on SITW,
the in-domain test, it can be seen that all the normalization
models provide performance improvement with cosine scoring.
The fact that LDA/N outperforms the baseline in a very
significant way (9.19 vs. 17.20) demonstrates the importance
of within-speaker normalization, although this approach is only
linear. DNF performs better than LDA/N (8.53 vs 9.19), con-
firming that nonlinear normalization is better than a linear one.
LDA performs much better than LDA/N and DNF, demonstrat-
ing the importance of the between-class information. Finally,
DNF-LDA achieves the best performance, by combining the
strength of DNF and LDA,.
For PLDA scoring, all the non-linear normalization models
(including dimension-trunking LDA, DNF and DNF + LDA)
offer performance improvement. Note that any linear transform
(LDA/N and LDA without dimension reduction) does not
change the PLDA performance, as the within-speaker and
between-speaker covariances that PLDA relies on are linearly
invariant. LDA with dimension-reduction provides reasonable
performance improvement when the dimension size is carefully
selected, demonstrating the importance of distribution nor-
malization for individual speakers. Significantly, DNF obtains
better performance than LDA, which confirms that NF is a
better normalization approach for this problem. By adding
additional LDA-based normalization, DNF-LDA achieves the
best performance. These results are consistent with those
obtained with cosine scoring.
2) X-vector out-of-domain results: When using CNCeleb,
the out-of-domain test, the observations are very different.
Looking at the cosine scoring results, firstly we observe that
LDA/N does not offer any performance improvement over
the baseline (16.36 vs 16.32), which indicates that the global
within-speaker covariances are significantly different between
VoxCeleb (the training data) and CNCeleb, and so the linear
normalization that is learned to diagonalize the within-speaker
covariance of VoxCeleb can never diagonalize the within-
speaker covariance of CNCeleb. LDA, which applies additional
transform and dimension selection based on the between-class
variance, makes things even worse. This suggests that the
between-class covariances of VoxCeleb and CNCeleb are also
significantly different.
DNF, which focuses on normalizing distributions of in-
dividual speakers, is more robust against data mismatching,
when compared to the global linear normalization with LDA/N
(14.22 vs 16.36). Applying additional LDA after DNF reduces
the performance, which suggests that in the DNF latent space,
the between-class covariance still changes significantly from
VoxCeleb to CNCeleb. The only exception is the case of
dimension-preserving DNF-LDA [512], which does not per-
form any dimension reduction and provides a marginal gain
over DNF (13.83 vs 14.22). This indicates that in the DNF
latent space, although the shape of the between-speaker covari-
ance has changed significantly from VoxCeleb to CNCeleb, the
principle directions of the covariance may not change much.
This is not the case within the LDA/N latent space, as the
performance with LDA [512] is worse than with LDA/N (16.87
vs 16.36).
For PLDA scoring, similar conclusions can be drawn: LDA
fails in most situations. The principle role of LDA in this
scenario is removing irregulated dimensions, and this removal
is based on the between-speaker covariance within the latent
space by LDA/N, which is in turn based on the within-speaker
covariance. However, as we have discussed, both the between-
and within-speaker covariances change significantly from Vox-
Celeb to CNCeleb, so it is not surprising that the LDA-based
normalization fails. In contrast to LDA, DNF still works in
this situation, which can be attributed to the more robust
within-class normalization. However, when applying additional
LDA, the unreliable between-class information is used for
dimension reduction, which leads to significant performance
reduction. This is shown in the case of DNF-LDA with reduced
dimensions.
9To summarize, the experimental results presented above in-
dicate that the global properties (within- and between-speaker
covariances) may change significantly at the dataset level,
and any normalization methods based on these properties will
suffer from the generalization problem. DNF learns how to
normalize individual speakers at different locations of the
speaker space, which appears to be more generalizable to
unseen data. However, this generalizability seems to only
be for within-class distributions: after DNF normalization,
there is still significant mismatch with regard to between-class
distributions, which should be further investigated.
TABLE II: EER(%) results on SITW and CNCeleb with x-
vector frontend.
SITW CNCeleb
Cosine PLDA Cosine PLDA
x-vector [512] 17.20 5.30 16.32 13.03
LDA [150] 5.25 4.07 17.67 14.37
LDA [200] 5.82 3.96 17.52 13.50
LDA [400] 7.38 4.65 17.49 12.28
LDA [512] 8.61 5.30 16.87 13.03
LDA/N [512] 9.19 5.30 16.36 13.03
DNF [512] 8.53 3.66 14.22 11.82
DNF-LDA [150] 5.06 3.61 15.42 13.85
DNF-LDA [200] 5.41 3.42 15.18 13.22
DNF-LDA [400] 7.05 3.58 14.20 11.90
DNF-LDA [512] 8.17 3.66 13.83 11.82
3) I-vector results: For the purpose of comparison, we report
the results with i-vectors in Table III. It can be seen that the
normalization methods make very little contribution to PLDA
scoring on both SITW and CNCeleb databases. For the cosine
scoring, LDA contributes with performance gains on SITW.
We argue that this is mainly due to the diagonalization on
the between-speaker covariance. However, this contribution is
largely lost on CNCeleb, indicating that the between-speaker
covariance has changed significantly from SITW to CNCeleb.
This observation is the same as in the x-vector experiment.
DNF does not show any advantage in this experiment. This is
because the within-speaker distributions of i-vectors have been
well regulated (see Table I, so a dedicated normalization is not
necessary.
TABLE III: EER(%) results on SITW and CNCeleb with i-
vector frontend.
SITW CNCeleb
Cosine PLDA Cosine PLDA
i-vector [400] 14.24 5.66 17.68 18.25
LDA [150] 7.11 5.36 18.18 18.49
LDA [200] 7.46 5.25 17.85 18.36
LDA [400] 9.32 5.66 16.65 18.25
LDA/N [400] 11.84 5.66 17.23 18.25
DNF [400] 12.06 5.60 18.04 18.15
DNF-LDA [150] 7.30 5.41 18.30 18.53
DNF-LDA [200] 7.52 5.30 18.02 18.36
DNF-LDA [400] 9.49 5.60 17.02 18.15
D. Results on more powerful x-vectors
In this experiment, we constructed more powerful x-vector
systems to investigate whether DNF normalization still con-
tributes. We conducted extensive preliminary trials on model
structures and training objectives (not reported here due to
space constraints), and based on these, we chose three archi-
tectures to represent SOTA systems.
• TDNN + Att.: The same architecture as the TDNN
baseline in the previous experiment, but the statistical
pooling is replaced by self-attention pooling [58].
• ResNet-34 + Att.: The ResNet-34 architecture [17], [59]
with self-attention pooling [58].
• ResNet-34 + AAM: The ResNet-34 architecture [17],
[59] with additive angular marginal loss [60].
The experimental results are shown in Table IV. For LDA,
we report the LDA [200] results only, as it is the best configu-
ration for all the LDA systems. On SITW, all these ‘advanced’
systems outperform the TDNN baseline in a significant way,
and DNF still achieves good performance. In most situations,
DNF outperforms LDA, and more performance gains can be
attained by DNF-LDA. The results on CNCeleb are even more
significant. Firstly, they once again confirm the generalizability
of DNF, as reported previously; and secondly, they show
that the EER reduction on SITW provided by the ‘advanced’
approaches was not transferred to the results on CNCeleb.
This indicates that the performance improvement obtained with
some of the ‘advanced’ techniques may simply be the result
of overfitting.
TABLE IV: EER(%) results on SITW and CNCeleb with a
SOTA x-vector frontend.
SITW CNCeleb
Cosine PLDA Cosine PLDA
TDNN x-vector [512] 17.20 5.30 16.32 13.03
LDA [200] 5.82 3.96 17.52 13.50
DNF [512] 8.53 3.66 14.22 11.82
DNF-LDA [200] 5.41 3.42 15.18 13.22
TDNN + Att. x-vector [512] 4.37 3.66 15.08 13.05
LDA [200] 3.72 2.73 18.34 13.97
DNF [512] 5.00 2.71 14.69 12.07
DNF-LDA [200] 3.72 2.57 15.45 13.66
ResNet-34 + Att. x-vector [512] 2.73 2.52 13.94 13.11
LDA [200] 2.60 2.00 14.90 12.58
DNF [512] 3.47 1.94 13.86 11.61
DNF-LDA [200] 2.57 1.89 14.04 12.32
ResNet-34 + AAM x-vector [512] 5.71 2.82 15.80 14.02
LDA [200] 2.73 1.86 16.67 13.42
DNF [512] 4.89 2.32 14.66 12.80
DNF-LDA [200] 2.93 1.83 14.96 12.59
E. Analysis
To better understand the behavior of DNF, we monitored the
training process, and here we report the change of the statistics
related to regulation and discrimination. As in Section II when
analyzing LDA, we conduct the analysis with a small-scale
experiment. All the data and measures are the same as in the
LDA investigation, and we focus on x-vector results.
1) Regulation analysis: Fig. 8 presents the four groups
of measures related to data regulation: PC directional vari-
ance and PC shape variance, which reflect the homogenity
of distributions of different speakers, and averaged kurtosis
and averaged skewness, which reflect the Gaussianality of
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the distributions of each speaker. It can be seen that the
values of all these measures are significantly reduced during
training. Compared to the results in Table I, it can be seen
that the DNF can generally reach lower values on all these
measures compared to LDA, hence is a better normalization
model. Spikes are found with kurtosis, skewness, and PC1/PC2
direction variance. These spikes indicate that the model is
trying to change the location of all the speakers in order to
find an optimal configuration, but changing one speaker may
cause unwanted change on other speakers, due to the complex
distributions of the speaker vectors. Nevertheless, the training
can ultimately find a better configuration that improves the
data regulation in general.
Fig. 8: Change of measures related to data homogenity and
Gaussianality during DNF training.
2) Discrimination analysis: To investigate the discriminative
capability of the DNF-normalized speaker vectors, we compute
several measures related to class discrimination: (1) between-
class and within-class variance and their ratio; (2) EER results
based on cosine scoring; (3) cross entropy, where the logit is
computed based on the inner product of training samples and
the class means; (4) cross entropy, where the logit is computed
based on the cosine distance between training samples and the
class means. Fig. 9 shows the change of these measures during
model training. This shows that the data in the latent space
becomes increasingly discriminative over time, as indicated by
all these measures. In particular, we highlight the continuous
increase of the cross entropy based on inner product. If we
treat the inverse NF function f−1(x) as a regular neural
net and the mean vectors of all the classes as the weights
of the final layer, the whole DNF architecture is a standard
classification network. This net is usually trained with the
CE loss. In DNF, we interpreted the net in a very different
way (a generative model) and trained it with a very different
loss (ML), and obtained the same CE reduction. This confirms
the fundamental relation between generative and discriminative
models, as discussed in Section III.
Fig. 9: Change of measures related to class discrimination
during DNF training.
V. CONCLUSIONS
This paper investigated the issue of data irregulation with
deep speaker vectors in SRE, and found through compre-
hensive experiments that deep speaker vectors require deep
normalization. Firstly, We found that the within-speaker distri-
butions of deep speaker vectors are highly non-homogeneous
and non-Gaussian, which may seriously impact performance
of SRE systems. To overcome this problem, we introduced
a new deep normalization approach, based on a novel dis-
criminative normalization flow (DNF) model. This model is
a nonlinear extension of LDA, and can normalize complex
and heterogeneous distributions of individual speakers. Using
state of the art system configurations, our experiments on two
datasets demonstrated that our new DNF approach delivers
consistently better performance compared to the baseline and
outperforms the more conventional LDA-based normalization.
Furthermore, in the out-of-domain test where LDA performs
very poorly, DNF still delivers good performance, confirming
the good generalizability and further potential of our approach.
Future work will investigate the joint training of the DNF
normalizer and the speaker embedding model, and will also
apply DNFs to raw acoustic features directly.
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