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Abstract
The development of numerical methods for strongly nonlinear convection–diffusion problems with dominant convection is an
ongoing topic in numerical analysis. For inverse problems in this setting, there is a need of fast and accurate solvers. Here, we present
operator splitting with a Riemann solver for the convective part and a relaxation method for the diffusive part, as a means to achieve
this goal. Combined with the adjoint equation method this allows us to solve inverse problems within reasonable time frames and
with modest computing power. As an example, the dual-well experiment is considered and the adjoint method is compared with a
conjugate gradient algorithm and a Levenberg–Marquardt type of iteration method.
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1. Introduction
Most numerical methods for inverse problems rely on numerous executions of the direct problem, everytime with
different parameter values. Therefore, the numerical method for the direct problem must be fast. As some output of the
method is used in order to select the optimal parameter set, the method must also be accurate over a broad range of
parameter values. In this paper we concentrate on nonlinear convection–diffusion problems with dominant convection
and with variable coefﬁcients. Many solution methods exist (see e.g. [1]), however, often they only give good results
when the system is non-convection dominated. In the other case various types of regularizations (e.g., up winding, ﬂux
limiters) must be applied to stabilize numerical oscillations and instabilities. This, in turn, leads to numerical dispersion
which shadows the inﬂuence of, and sensitivity on, the model data. Therefore, these techniques are of no use in inverse
problems where the diffusion component may be small.
A numerical scheme without the limitations above for convection-dominated diffusion equations was developed in
[2,7,10] in the speciﬁc case of the dual-well. The method was based upon the approach of [4], where somewhat different
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equations are considered. The main innovation of these methods is the use of operator splitting [9,3], which allows
for the use of optimal techniques for the diffusion and the transport part. In this paper we demonstrate how the use
of the relaxation method (see e.g. [5]) for the diffusive part provides considerable computational gains. The second
important ingredient is the search algorithm used to obtain the optimal parameter values. Most algorithms make use
of the gradient of a cost functional to estimate these parameters. In this paper we apply the adjoint equation method to
obtain the gradient in an elegant way, which is computationally very cost effective. This is due to fact that only a linear
PDE needs to be solved, and the approximation method for this equation must not be very accurate to obtain reasonable
results. These advantages are illustrated in an example.
2. A 2D nonlinear advection–diffusion equation with variable coefﬁcients
Consider the following type of equation for the concentration C = C(u, v, t)
tF (C) = g(u, v){u(a(u, v)uC) + v(b(u, v)vC)} + G1(u, v)uC + G2(u, v)vC, (1)
in  for 0< t <T , (T ﬁxed). Here, g, a, b,G1 and G2 are given strictly positive functions a.e. in . Moreover, F is a
convex function in C with F(0)=0. Eq. (1) models e.g. an equilibrium adsorption reaction, written in non-conservative
form. Such equations occur frequently in practical applications, due to speciﬁc transformations in order to simplify
parts of the actual diffusion. An example is given in Section 5.
Furthermore, we consider a Robin boundary condition over the inﬂow boundary and homogeneous Neumann BC
elsewhere, together with an appropriate initial state C0(u, v). We will deal with a convection dominated equation
because conventional methods, such as Galerkin methods, show numerical difﬁculties for this type of equation.
3. The direct problem: numerical approximation of (1)
The above convection–diffusion problem is solved by time stepping and operator splitting. For any small time
interval, the problem is splitted into two parts: the transport problem and the diffusion problem. More in detail, let
= T/L, (L ∈ N), be a time step and let Cn ≈ C((u, v), tn) for n = 1, . . . , L. If Cn−1 is known, then the relation
Cn = Dn()T n()Cn−1,
determines Cn. The transport part T n() corresponds to the solution  of the transport equation
tF () − G1(u, v)u− G2(u, v)v= 0, (2)
with an inﬂow condition (t) = C0(t) over part of the boundary and the initial condition (tn−1) = Cn−1. C0(t) is a
given smooth function. Then, we set Cn,1/2 := T n()Cn−1 ≡ (tn). The diffusion part Dn() is obtained by solving
the diffusion equation
tF () = g{u(au) + v(bv)}, (3)
with the initial condition (tn−1) = Cn,1/2 and the boundary condition  = 0 on . Then, Cn := Dn()Cn,1/2 =
Dn()T n()Cn−1 ≡ (tn).
The convergence analysis of the operator splitting is based on convergence results for that type of approximation,
see e.g. [3,9].
Remark 1. Approximating the BC by the operator splitting, we have taken into account the global ﬂux of the mass
injected in the time interval with length , which has occurred during the transport process. Then, during the diffusion
part we consider only a homogeneous BC. Therefore, the Robin condition over the inﬂow boundary is split into a
Dirichlet BC during the transport process, and a homogeneous Neumann BC during the diffusion process, in such a
way that the total inﬂux of the contaminant is correct.
Transport part: For the details of the numerical method for the nonlinear transport problem we refer to [4,7]. In short,
the problem is further split dimensionally and is transformed to a linear PDE.A 1D-Riemann solver is constructed.After
the transport process, the solution is projected to piecewise constant functions in a mass preserving way.
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Diffusionpart: For the diffusionprocess, a relaxationmethod is used similar to the one established in [5]. Firstwe apply
a vertex-centered ﬁnite volume strategy for the approximation of (3). On a grid (ui, vj ), we denote aE = aEij = ai+1/2,j
and similarly aW , aN , aS , bE , bW , bN , bS . We allow for a non-equidistant grid. |Vij | = uv is the size of the cells
and we denote by u±,v±, the distance to the right or left gridpoint. This results in the scheme
|Vij |
gij
(l−1)i,j (C
(l)
i,j − Cn−1i,j ) +
(
aE
v
u+
+ aW v
u−
+ bN u
v+
+ bS u
v−
)
Ci,j
=
[

v
u−
aW
]
Ci−1,j +
[

v
u+
aE
]
Ci+1,j +
[

u
v+
bN
]
Ci,j+1 +
[

u
v−
bS
]
Ci,j−1, (4)
where l is an iteration parameter and
(l)i,j :=
F(C
(l)
i,j ) − F(Cn−1i,j )
C
(l)
i,j − Cn−1i,j
, (0)i,j := F ′(Cn−1i,j ) (5)
is a relaxation function.
Stopping criterium: We stop the iterations and deﬁne Ci,j := C(l0)i,j as soon as
(a) |(l0)i,j − (l0−1)i,j |<  ∀i, j and (b)
∑
i,j
|C(l0)i,j − C(l0−1)i,j |< , (6)
 being a small tolerance.
The relaxation method is much more robust than the Newton method which was suggested e.g. in [6]. It allows
to solve also the highly nonlinear cases using large timesteps. However, close to the exact solution, the Newton
method converges faster. Also, stopping criterium (6) is not optimal: around the moving interface, where the concen-
tration is very small,  can oscillate, preventing (6b) to be fulﬁlled. To overcome this difﬁculty we suggest several
optimizations:
• A ﬁrst optimization neglects what happens to the small concentrations, and controls the mass balance instead. We
stop the iterations and deﬁne Ci,j := C(l0)i,j as soon as
(a) for all C(l0) >  or C(l0−1) >  : |(l0)i,j − (l0−1)i,j |< , (7)
(b)
∑
i,j
uivj
(l0)
i,j (C
(l0)
i,j − Cn−1i,j ) ≈ 0. (8)
Condition (8) follows from the conservation of mass argument. During the diffusion step we have homogeneous
NeumannBCs.Consequently,
∫
 tF (C)=0 ≈
∑
i,j
∫
i,j
(F (C
(l)
i,j )−F(Cn−1i,j ))/, which leads to (8).This procedure
guarantees that the iterations are continued in those cases where the solutions varies only a little when passing from
one iteration to the next, but the correct solution is not yet obtained.
• One of the reasons of slow convergence is that during the transport process the interface was sharpened. During
diffusion the interface then smoothes out again. However the initial value of  to the right is very large up to inﬁnity (as
the starting concentration is nearly zero or zero), and needs to convergence to a valueF(C)/C. The slow convergence
can be improved by taking for the values to the right of the interface the same values for 0 as those found in the
previous run of the diffusion step. After a run, we keep in memory the values to the right of the interface which are
smaller than D (D?1) and, at the beginning of the next diffusion step, we take to the right of the interface these
values as the values for 0 instead of F ′(Cn−1).
• Finally, we use the fast convergence of the Newton method close to the solution.After every iteration step, we check
if the mass is conserved up to a precision of 1%, i.e. we relax condition (8). If this condition is fulﬁlled and when 3–5
relaxation iterations have been performed, we stop the relaxation iterations and we proceed with Newton iterations.
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4. Solution of the inverse problem
4.1. Cost functional
For simplicity we consider a rectangular domain = {(u, v)‖u1uu2, v1vv2}. We take the segment v = v2
to be the inﬂow boundary 1 and the segment v = v1 as the outﬂow boundary 2. Moreover, we take a(u, v) ≡ 0,
G1(u, v) ≡ 0 in (1) and consider two types of parameters: one parameter set p1 in the nonlinear function F, and a
parameter set p2 in the diffusion component. The full equation for the concentration C = C(u, v, t) now reads
tF (C, p1) = g(u, v)v(b(u, v, p2)vC)} + G(u, v)vC, (9)
in , 0< t <T . The BC is taken to be
g(u, v)b(u, v, p2)vC + G(u, v)C = G(u, v)C0(t) on 1, (10)
and C = 0 on the rest of the boundary. C(u, v, 0)=C0 again denotes the initial concentration. The optimal values of
p = (p1, p2) need to be determined from certain experimental values. Typically, this is the measurement of C in some
discrete points. For every different type of experiment a different adjoint equation must be used. Here, we illustrate the
adjoint equation method in the complex setting that the experiment value is the average value of C over the outﬂow
boundary, the so-called break through curve (BTC) Ĉ(t). For an example of the construction of the adjoint equation in
a nonlinear diffusion problem with experimental values over the entire domain, see e.g. [8].
From the solution of the direct problem (9) we extract the value Cp(t) = 1/|2|
∫
2
Cp(u, v, p) ds, the numerical
BTC. We consider the cost functional
F(p) =
∫ T
0
(Cp(t) − Cˆ(t))2 dt ≈
N∑
i=1
ti (Cp(ti) − Cˆ(ti))2, (11)
and search for the parameter set p̂ that minimizesF over the set Uad of all (physically admissible) values.
4.2. Classical Lagrange theory: construction of an adjoint linear system
Most inverse methods, like the standard conjugate gradient or Broyden method, are based upon the construction of
the gradient ∇pF. We propose to use a classical Lagrange method approach for determining ∇pF. An adjoint linear
PDE is constructed for the evaluation of this gradient. Invoking the classical Lagrange theory we prove the following
theorem:
Theorem 2. Let C(u, v, t, p) be the solution of (9) in × (0, T ), where F is a smooth function, and letF be deﬁned
by (11). Let 	(u, v, ) be the solution of the following convection–diffusion equation:
F ′(C, p1)	− v(b(p2)v(g	)) + v(G	) = 0, (12)
where F ′ = dF(s, p)/ds, along with the boundary conditions v(g	) = 0 on 1,
b(p2)v(g	) − G	=
1
|2|2
∫
2
(2(C(u, v, T − ) − Cˆ(T − ))) du on 2, (13)
and u	= 0 elsewhere, together with the initial condition 	(u, v, 0) = 0. Then,
∇pF=
(
−
∫ T
0
∫

t	∇p1F dV dt −
∫

∇p1B(0)	(0) dV,
∫ T
0
∫

(∇p1b)(vC)v(g(u, v)	) dV dt
)
, (14)
where 	(u, v, t) = 	(u, v, T − t).
Proof. The variation 
F :=F(p + 
p) −F(p) can be obtained in the form

F=
∫ T
0
∫
2
[
1
|2|2
∫
2
(2(Cp(u, v, t) − Cˆ(t))) du
]

Cp(u, v, t) du dt + O((
Cp)2, (
p)2). (15)
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Furthermore, the equation for the variation 
C is given by
t {F ′(C, p1) + ∇p1F · 
p1} = gv(∇p2b · 
p2vC + bv
C) + Gv
C. (16)
To construct the adjoint equation we ﬁrst multiply (16) by a smooth function 	 and integrate over  × (0, T ). After
several integration by parts (Green’s formula) and similar rearrangements as in [8], we arrive at
∫ T
0
∫

t	∇p1F dV dt · 
p1 +
∫

∇p1F(0)	(0) dV · 
p1
−
∫ T
0
∫

∇p2b(vC)v(g	) dV dt · 
p2 +
∫ T
0
∫
2

C[bv(g	) − G	] du dt = 0.
Here, we used (12), as well as the IC and all BCs for 	, except (13). Adding condition (13) gives the required result in
view of (15). 
Remark 3. Note that the problem for the adjoint equation (12) is linear in	, which is easier to solve than the nonlinear
direct problem. It is again a convection–diffusion problem.
4.3. Numerical approximation of the adjoint problem
The adjoint problem is a convection–diffusion problem with coefﬁcients depending on space and time, which may
change in form depending on the solution C of the direct problem. The main advantage in the numerical realization is
that the approximation method used must not be very precise. The information extracted from the solution, ∇F, may
contain some error without substantially inﬂuencing the inverse algorithm. Therefore, it is meaningful to perform a
reduction to a system of ODEs and to use a standard solver for stiff ODEs. This is a fast procedure, which is adaptive
in time and must not be optimized for convection dominated or diffusion dominated problems. For an example of this
type of approximation, see e.g. [8].
5. Numerical example: the dual-well
5.1. Mathematical model
The dual-well has been considered in [2], where a suitable conformal mapping has been performed to simplify the
domain and the ﬂow ﬁeld. In [7,10] adsorption has been taken into account. In these papers the general contaminant
transport equation reads
hefftC = div(Dheff∇C) − div(heff 
vC) −
heff
0
 t S, (17)
where D is the dispersivity tensor Dij ={(D0 + T|v|)
ij + (vivj /|v|)(L − T)}. Here, D0 is the molecular diffusion,

ij is the Kronecker symbol and L, T are, respectively, the longitudinal and transversal dispersivity. The source
term is generated by adsorption in equilibrium mode, where S =(C),  is the density of the porous media in which
adsorption takes place, and(s) represents the adsorption isotherm. The most common isotherms are S=(s)=K0sp
(Freundlich isotherm) and S =(s)=K1s/(1+K2s) (Langmuir), where K0,K1,K2, p are model parameters which
have to be calibrated.
After the conformal mapping (see [2]), this equation becomes
tF (C) = g{u(auC) + v(bvC)} + GvC, (18)
where F(C)=C + (/0)(C) and g, a, b and G are known functions of u and v, see [7]. The domain is the rectangle
˜ = (0, ) × (v(1), v(2)). The BCs and IC are of the form given in Section 4, see (10). Eq. (18) corresponds to (1).
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Table 1
Gradient by 3 different techniques
p FD CD AM
(0.2, 0.6) (0.095,−0.0065) (0.0938,−0.00644) (0.0874,−0.00678)
(0.094, 0.608) (0.00741,−0.000568) (0.00027,−0.000603) (0.000116,−0.000529)
(0.1016, 0.729) Stop. Cost = 0.000091
(0.1, 0.3) (0.0484,−0.0088) (0.0382,−0.00919) (0.0349,−0.00899)
(0.0794, 0.305) (0.0107,−0.00497) (0.00152,−0.00531) (−0.00275,−0.00514)
(0.0742, 0.474) (−0.0151,−0.00063) (−0.023,−0.00074) (−0.024,−0.00066)
(0.0926, 0.516) (0.0103,−0.00133) (0.0031,−0.00136) (0.0023,−0.00121)
(0.1018, 0.769) Stop. Cost = 0.000038
Taking D0 = 0 = T, we get the equations considered in Section 4. We emphasize that the transformation was done to
simplify the domain and especially to simplify the transport part.
5.2. Experiments
In the remaining part of this section we use an experiment where the BTC is the result of the direct model with the
following parameters (see [7]): d = 10m, r1 = r2 = 0.15m, H =h1 = 10m, h2 = 15m, 0 = 0.2, k= 0.864, L = 0.02.
Moreover, we consider Freundlich adsorption with (s) = K0sq = 0.1s0.8. There are 100 measurement points during
the time interval T = 18 days. Operator splitting is done every 0.1 days. At the inﬂow boundary there is an injection
with C0(t) = 1 for t ∈ (0, 1) and C0(t) = 0 afterwards. The parameters we will try to determine inversely are L, K0
and q.
We will illustrate the optimization of the relaxation method by comparing the typical number of iterations in the case
of Freundlich adsorption with p = 0.25. With the standard stopping criterium (6) there are typically 220 relaxation
iterations per timestep at the beginning of the injection of contaminant in our example. Optimization technique: (1) we
now have typically 110 relaxation iterations per timestep, and the difﬁculty of oscillating  is completely avoided; (2)
this typically reduces the number of iterations to 65; (3) this typically reduces the number of iterations to 6 relaxation
iterations and 15 Newton iterations.
To illustrate the adjoint equation method (AM) for determining ∇F from (14), we compare this gradient with
gradients that are calculated numerically with the forward (FD), ∇pi = (F(pi + 
pi) − F(pi))/
pi , and center
difference (CD), ∇pi = (F(pi + 
pi) −F(pi − 
pi))/(2
pi), formula. We have taken 
p = 0.01, so FD is of order
0.01 and CD of order 0.0001. FD requires one and the CD two extra solutions of the direct problem per parameter to
obtain the gradient. In Table 1 we present ∇F for different adsorption parameters p. The ﬁrst and fourth line are initial
values, the other lines give the minima as found by line search. We stopped the iterations when the costF< 0.0001.
The FD does not provide good results as one parameter is retrieved within the given accuracy, preventing the second
parameter to converge. CD is comparable with AM (slightly less good). The AM requires solving a linear PDE and is
obtained in a fraction of the time needed to solve one single direct problem.
In a second experiment we compared the conjugate gradient method based upon the adjoint method gradient with
the Levenberg–Marquardt method, a commonly used inverse algorithm which rests upon a numerically determined
Jacobian instead of the gradient ∇F. The main advantage of the Levenberg–Marquardt method is its robustness.
However, the numerical determination of the Jacobian can be computationally costly, especially when the solution of
the direct problem is elaborate, which is the case in the present example. For every parameter pi , an extra direct run
with parameter value pi + pi will be needed. Therefore, a direct run and an inverse run will need (n + 1) times of
solving (1), where n is the number of parameters.
Again, we only allow the adsorption parameters to change. Starting from p = (0.2, 0.6) and p = (0.1, 0.3) with the
Levenberg–Marquardt (LM) method, we obtain the iterations given in Table 2. We can conclude that LM is a little less
efﬁcient in the number of gradients that have to be determined compared to the AM. Therefore, LM is an adequate
method if a small number of parameters is considered. In inverse problems with many parameters theAM is preferable,
the more so as better inverse algorithms than CG can be used.
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Table 2
Levenberg–Marquardt iterations starting from 2 parameter sets
it p Cost
0 (0.2, 0.6) 0.035
1 (0.134, 0.528) 0.0080
2 (0.105, 0.608) 0.00075
3 (0.099, 0.743) 0.000023
0 (0.1, 0.3) 0.0065042
1 (0.0981, 0.366) 0.0035
2 (0.0961, 0.448) 0.0016
3 (0.0952, 0.547) 0.00059
4 (0.0961, 0.668) 0.00012
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