ABSTRACT. We study the set of p-adic Gibbs measures of the q-states Potts model on the Cayley tree of order three. We prove the vastness of the periodic p-adic Gibbs measures for such model by showing the chaotic behavior of the correspondence Potts-Bethe mapping over Qp for p ≡ 1 (mod 3). In fact, for 0 < |θ − 1|p < |q| 2 p < 1, there exists a subsystem that isometrically conjugate to the full shift on three symbols. Meanwhile, for 0 < |q| 2 p ≤ |θ − 1|p < |q|p < 1, there exists a subsystem that isometrically conjugate to a subshift of finite type on r symbols where r ≥ 4. However, these subshifts on r symbols are all topologically conjugate to the full shift on three symbols. The p-adic Gibbs measures of the same model for the cases p = 2, 3 and the corresponding PottsBethe mapping are also discussed.
INTRODUCTION
A p-adic valued theory of probability (a non-Kolmogorov model in which probabilities take values in the field Q p of p-adic numbers) was proposed in a series of papers [17] [18] [19] [20] [21] [22] [24] [25] [26] in order to resolve the problem of the statistical interpretation of p-adic valued wave functions in non-Archimedean quantum physics [7, 57, 58] . On the other hand, in order to formalize the measure-theoretic approach for p-adic probability theory, in the papers [11] [12] [13] [14] the authors developed several p-adic probability logics which are sound, complete and decidable extensions of the classical propositional logic. This general theory of padic probability was applicable to the problem of the probability interpretation of quantum theories with non-Archimedean valued wave functions [5, 23, 28] . The applications of p-adic functional and harmonic analysis have also shown up in theoretical physics and quantum mechanics [1] [2] [3] [4] [5] [6] .
Gibbs measure which plays the central role in statistical mechanics is a branch of probability theory that takes its origin from Boltzmann and Gibbs who introduced a statistical approach to thermodynamics to deduce collective macroscopic behaviors from individual microscopic information. Gibbs measure associated with the Hamiltonian of a physical system (a model) generalizes the notion of a canonical ensemble (see [46] ). In the classical case (where the mathematical model was prescribed over the real numbers), the physical phenomenon of phase transition should be reflected in a mathematical model by the nonuniqueness of the Gibbs measures or the size of the set of Gibbs measures for a prescribed model. Due to the convex structure of the set of Gibbs measures over the real numbers field, in order to describe the size of the set of Gibbs measures, it was sufficient to study the number of its extreme elements. Hence, in the classical case, to predict a phase transition, the main attention was paid to finding all possible extreme Gibbs measures. We refer to the book [10] for more details.
The rigorous mathematical foundation of the theory of Gibbs measures on Cayley trees was presented in the books [46, 47] . The p-adic counterpart of the theory of Gibbs measures on Cayley trees has also been initiated [9, 42, 43] . The existence of p-adic Gibbs measures as well as the phase transition for some lattice models were established in [34, 35, 41, 45] . Recently, in [44, 51, 52] , all translation-invariant p-adic Gibbs measures of the p-adic Potts model on the Cayley tree of order two and three were described by studying allocation of roots of quadratic and cubic equations over some domains of the Q p .
In the p-adic case, due to lack of convex structure of the set of p-adic (quasi) Gibbs measures, it is quite difficult to constitute a phase transition with some features of the set of p-adic (quasi) Gibbs measures. Moreover, unlike the real case [30] , the set of padic Gibbs measures of lattice models on the Cayley tree has a complex structure in a sense that it is strongly tied up with a Diophantine problem (i.e. to find all solutions of a system of polynomial equations or to give a bound for the number of solutions) over the Q p . In general, the same Diophantine problem may have different solutions from the field of p-adic numbers to the field of real numbers because of the different topological structures. On the other hand, the rise of the order of the Cayley tree makes difficult to study the corresponding Diophantine problem over the Q p . In this aspect, the question arises as to whether a root of a polynomial equation belongs to the domains Z *
Recently, this problem was fully studied for monomial equations [40] , quadratic equations [51, 53] , depressed cubic equations for primes p > 3 in [38, 39, 54] . Meanwhile, in [48] [49] [50] , the depressed cubic equations for primes p = 2, 3 are discussed.
This paper can be considered as a continuation of the papers [44, 51, 52] . We are going to study the set of p-adic Gibbs measures of the q-states Potts model on the Cayley tree of order three. For such study, the conditions |θ − 1| p < 1 and |q| p ≤ 1 are natural (see Subsections 2.1 and 2.5). We remark that the case 0 < |θ − 1| p < |q| p = 1 has recently been considered in [37] and the regularity of the the dynamics of the Potts-Bethe mapping for primes p ≥ 5, p ≡ 2 (mod 3) with the condition 0 < |θ − 1| p < |q| p < 1 has been studied in [55] . In this paper, we prove the vastness of (periodic) p-adic Gibbs measures by showing the chaotic behavior of the Potts-Bethe mapping over Q p for primes p ≡ 1 (mod 3) with the condition 0 < |θ − 1| p < |q| p < 1. To complete our work, in a forthcoming paper with the same title, we will study the Potts-Bethe mapping over Q p for the case 0 < |q| p ≤ |θ − 1| p < 1.
We organize our paper as follows. In Section 2, we provide the preliminaries of the paper. In Section 3, we discuss the p-adic Gibbs measure of the Potts model associated with an m-boundary function. Such a measure is associated to the cycle of length m of the corresponding Potts-Bethe mapping. In Section 4, the dynamical behavior of the PottsBethe mapping is studied for p ≡ 1 (mod 3). We find a subsystem that isometrically conjugate to a shift dynamics i.e., the full shift on three symbols or a subshift of finite type on r ≥ 4 symbols. All these subsystems are proven to be topologically conjugate to the full shift over three symbols. Finally, in Section 5, we discuss the dynamics of Potts-Bethe mapping over Q 2 and Q 3 . We prove that except for a fixed point and the inverse images of the singular point, all points converge to an attracting fixed point.
PRELIMINARIES
2.1. p-adic numbers. For a fixed prime p, the field Q p of p-adic numbers is a completion of the set Q of rational numbers with respect to the non-Archimedean norm | · | p : Q → R given by
where x = p k m n with k, m ∈ Z, n ∈ N, p | m and p | n. The number k is called the p-order of x and is denoted by ord p (x). Note that ord p (x) = − log p |x| p = k. Moreover, this norm is non-Archimedean because it satisfies the strong triangle inequality: |x+ y| p ≤ max (|x| p , |y| p ) . The metric on Q p induced by this norm, d(x, y) = |x − y| p , satisfies the ultrametric property: for all x, y, z
We respectively denote the set of all p-adic integers and p-adic units of Q p by Z p = {x ∈ Q p : |x| p ≤ 1} and Z * p = {x ∈ Q p : |x| p = 1}. Any p-adic number x ∈ Q p can be uniquely written in the canonical form
|x|p , for some x * ∈ Z * p . We denote by B r (a) = {x ∈ Q p : |x − a| p < r} and S r (a) = {x ∈ Q p : |x − a| p = r} the open ball and the sphere with center a ∈ Q p and radius r > 0 respectively. Note that, by non-Archimedean property, an open ball is also closed. The p-adic logarithm function ln p (·) :
The p-adic exponential function exp p (·) :
Lemma 2.1 (see [15, 57] ). Let x ∈ B p −1/(p−1) (0). Then we have (1) . Due to Lemma 2.1, we have the following result. Lemma 2.2 (see [15, 57] ). The set E p has the following properties:
Note that a compact-open set in Q p is a finite union of balls. The following is the definition of local scaling on a compact-open set X ⊂ Q p .
Definition 2.3 (Definition 4.1 of [29]). Let
We say that a mapping f : X → X is locally scaling for r i ∈ {p n , n ∈ Z} if there exists a function S : X → R ≥1 such that for any x, y ∈ B ri (a i ), S(x) = S(y) = S(a i ) and
The function S is called a scaling function. The following lemma will be useful.
f : X → X be a scaling for r i ∈ {p n , n ∈ Z}. Let S : X → R ≥1 be the correspondence scaling function. Then for all r ′ ≤ r i , the restricted map
is a bijection.
The following result is a direct consequence of Lemma 2.4.
Corollary 2.5. Keep the same assumption as in Lemma 2.4, we have for all r ′ ≤ r i , the restricted map
is a difference of consecutive balls. By Lemma 2.4, f are bijections from balls to balls. Thus when restricted to the spheres f is also bijective.
2.2. p-adic subshift. In this paper, we will apply a theorem in [32] . We take the same notation as in [32] . Let f : X → Q p be a mapping from a compact open set X ⊂ Q p into Q p . We assume that (i) f −1 (X) ⊂ X and (ii) X = j∈I B p −τ (a j ) can be written as a finite disjoint union of balls of centers a j and of the same radius p −τ , τ ∈ Z such that for each j ∈ I there is an integer τ j ∈ Z such that for any x, y ∈ B r (a j )
For such a map f , we define its Julia set by
is called a p-adic weak repeller if all τ j in (2.1) are nonnegative, but at least one is positive. It is called a p-adic repeller if all τ j in (2.1) are positive. For any i ∈ I, we let
(the second equality holds because of the expansiveness and the ultrametric property). We then define a so-called incidence matrix A = (a ij ) I×I as follows
If A is irreducible, we say that (X, J f , f ) is transitive. Recall that A is irreducible if for any pair (i, j) ∈ I × I there is a positive integer m such that a
ij is the entry of the matrix A m . For an index set I and an irreducible incidence matrix A given above, we denote by
the subshift space. We equip Σ A with a metric d f depending on the dynamics which is defined as follows. For i, j ∈ I, i = j let κ(i, j) be the integer such that |a i − a j | p = p −κ(i,j) . It is clear that κ(i, j) < τ . By the ultrametric inequality, we have
where n = n(x, y) = min{k ≥ 0 :
The shift dynamics (Σ A , σ) is called a subshift of finite type determined by matrix A. When A is a n × n matrix whose coefficients are all equal to 1, (Σ A , σ) is called a full shift over an alphabet of n symbols, and is usually denoted by (Σ n , σ).
2.3. p-adic measure. Let (X, B) be a measurable space, where B is an algebra of subsets X. A function µ : B → Q p is said to be a p-adic measure if for any A 1 , . . . , A n ∈ B such that A i ∩ A j = ∅ (i = j) the following equality holds
A p-adic measure is called a probability measure if µ(X) = 1. A p-adic probability measure µ is called bounded if sup{|µ(A)| p : A ∈ B} < ∞. We are interested in this important class of p-adic measures in which the boundedness condition itself provides a fruitful integration theory. The reader may refer to [25, 26, 28] for more detailed information about p-adic measures.
Cayley tree. Let
be a semi-infinite Cayley tree of order k ≥ 1 with the root x 0 (each vertex has exactly k + 1 edges except for the root x 0 which has k edges). Let V be a set of vertices and L be a set of edges. The vertices x and y are called nearest neighbors if there exists an edge l ∈ L connecting them. This edge is also denoted by l = x, y . A collection of the pairs x, x 1 , · · · , x d−1 , y is called a path between vertices x and y. The distance d(x, y) between x, y ∈ V on the Cayley tree is the length of the shortest path between x and y. Let
The set of direct successors of x is defined by
We now introduce a coordinate structure in V . Every vertex x = x 0 has the coordinate (i 1 , · · · , i n ) where i m ∈ {1, . . . , k}, 1 ≤ m ≤ n and the vertex x 0 has the coordinate (∅). More precisely, the symbol (∅) constitutes level 0 and the coordinates (i 1 , · · · , i n ) form level n of V (from the root x 0 ). In this case, for any x ∈ V, x = (i 1 , · · · , i n ) we have
where (x, i) means (i 1 , · · · , i n , i). Let us define a binary operation • : V × V → V as follows: for any two elements x = (i 1 , · · · , i n ) and y = (j 1 , · · · , j m ) we define
Then (V, •) is a noncommutative semigroup with the unit x 0 = (∅). Now, we can define a translation τ g : V → V for g ∈ V as follows τ g (x) = g • x. Consequently, by means of
2.5. p-adic q-states Potts model. Let Φ = {1, 2, · · · , q} be a finite set. A configuration (resp. a finite volume configuration, a boundary configuration) is a function σ :
We denote by Ω (resp. Ω Vn , Ω Wn ) the set of all configurations (resp. all finite volume configurations, all boundary configurations). For given configurations σ n−1 ∈ Ω Vn−1 and σ (n) ∈ Ω Wn , we define their concatenation to be a finite volume configuration σ n−1 ∨ σ (n) ∈ Ω Vn such that
The Hamiltonian of q-states Potts model with the spin value set Φ = {1, 2, · · · q} on the finite volume configuration is defined as follows
for all σ n ∈ Ω Vn and n ∈ N where J ∈ B p −1/(p−1) (0) is a coupling constant, x, y stands for nearest neighbor vertices, and δ is Kronecker's symbol.
2.6. p-adic Gibbs measure. Let us present a construction of a p-adic Gibbs measure of the p-adic q-states Potts model. We define a p-adic measure µ
for all σ n ∈ Ω Vn , n ∈ N where exp p (·) :
is the partition function defined by
for all n ∈ N. Throughout this paper, we considerh(x)
The p-adic measures (2.3) are called compatible if one has that
for all σ n−1 ∈ Ω Vn−1 and n ∈ N. Due to Kolmogorov's extension theorem of the p-adic measures (2.3) (see [9, 27, 31] ), there exists a unique p-adic measure µh : Ω → Q p such that
This uniquely extended measure µh : Ω → Q p is called a p-adic Gibbs measure. The following theorem describes the condition on the boundary functionh : V → Q q p in which the compatibility condition (2.4) is satisfied.
be a given boundary function and h :
be a function defined as h
x for all i = 1, q − 1. Then the p-adic probability distributions µ
are compatible if and only if
where S(x) is the set of direct successors of x and the function F :
Translation-invariant p-adic Gibbs measures.
A p-adic Gibbs measure is translationinvariant (in short TIpGM) if and only if the boundary functionh : V → Q q p is constant, i.e.,h(x) =h for x ∈ V. In this case, the condition (2.5) takes the form h = kF(h) or equivalently
In what follows, we write z = exp p (h). Then we have the following result.
Theorem 2.8 ( [42, 43]). Leth
There exists a translation-invariant p-adic Gibbs measure µh : Ω → Q p associated with a boundary functionh for any x ∈ V and h = (
is a solution of the following system of equations
(2.6)
be a disjoint partition of the index set I q−1 , i.e.,
where
The descriptions of all TIpGMs for the cases k = 2, 3 were given in [44, 52] . 
is a root of the following quadratic equation
is a root of the following quadratic equation 
is defined either one of the following form
is a root of the following cubic equation
∈ E p \ {1} and z 2 ∈ E p \ {1} is a root of the following cubic equation
∈ E p \ {1} and z 1 ∈ E p \ {1} is a root of the following cubic equation
is any p-adic number so that the second one is a root of the cubic equation
H m -PERIODIC p-ADIC GIBBS MEASURES
Let m be some fixed natural number. A boundary functionh :
A p-adic Gibbs measure associated with an m-periodic boundary function is called H m -periodic. In this case, the condition (2.5) takes the form
In what follows, we write z (j) = exp p (h (j) ). Hence, we have the following result.
Proposition 3.1. There exists an H m -periodic p-adic Gibbs measure if and only if the following system of equations
We are looking for solutions of the form z (j) = z (j) e α +e β with |α|+|β| = q −1 of the system of equations (3.1). In this case, the system of equations (3.1) takes the following form
is an m-cycle of the Potts-Bethe mapping so-called
If θ = 1 or θ = 1 − q then the Potts-Bethe mapping becomes a constant function. Throughout this paper, we suppose that 0 < |θ − 1| p < |q| p < 1. This is one of the assumptions to ensure the non-unique translation-invariant p-adic Gibbs measures. We may assume that 1 ≤ |α| ≤ q − 1 otherwise if |α| = 0 then we obtain a trivial solution z (j) = (1, 1, · · · , 1) for all 0 ≤ j ≤ m − 1 of the system of equations (3.1). Thus, we have
If we set Θ = θ−1 |α| + 1 and Q = q |α| , then we obtain
It is obvious that the conditions θ = 1 and θ = 1 − q are equivalent to the conditions Θ = 1 and Θ = 1 − Q. Moreover, the condition |θ − 1| p < |q| p (resp. |θ − 1| p = |q| p or |θ − 1| p > |q| p ) is equivalent to the condition |Θ − 1| p < |Q| p (resp. |Θ − 1| p = |Q| p or |Θ − 1| p > |Q| p ). Therefore, without loss of generality, we assume that |α| = 1 and q ∈ Q p . We are now ready to formulate the main results of this paper.
Let f θ,q,k : Q p → Q p be the Potts-Bethe mapping defined as
Denote by Dom{f } the domain of a mapping f : Q p → Q p and by Fix{f } the set of its fixed points. Then
The dynamics of the Potts-Bethe mapping (3.4) for the cases k = 1 with θ, q ∈ Q p and k = 2 with 0 < |θ − 1| p < |q| 2 p < 1 were studied in [33] and [36] , respectively. Here, we study its dynamics in the case k = 3 with p ≡ 1 (mod 3) and p = 2, 3. The case k = 3 with p ≥ 5, p ≡ 2 (mod 3) has been studied in [55] .
Let us consider the following cubic equation
This cubic equation always has three roots y
We introduce the following sets,
The attracting basin of the fixed point x (0) is defined as
where f n θ,q,3 (x) for n ∈ N is the n-th iteration of f θ,q,3 . The following theorem is our main theorem.
Theorem 3.2. Let k = 3, p ≡ 1 (mod 3), and 0 < |θ − 1| p < |q| p < 1. Then the following statements hold.
is attracting and
(iii) There exists J ⊂ C 1 ∪ C 2 ∪ C 3 such that the dynamical system f θ,q,3 : J → J is topologically conjugate to the full shift dynamics (Σ 3 , σ) on three symbols; (iv) One has
The proof of Theorem 3.2 will be given in Section 4. As an application of Theorem 3.2, we have the following theorem which shows the vastness of periodic p-adic Gibbs measures. 
is an m-cycle of the Potts-Bethe mapping
Proof. As we have already mentioned (see Proposition 3.1) that there exists an H m -periodic p-adic Gibbs measure associated with an m-periodic boundary function {h
j=0 ⊂ E p is an m-cycle of the Potts-Bethe mapping (3.6) or equivalently an m-cycle of the following mapping
where Θ := θ−1
where q = q * |q|p with q * | p.
DYNAMICS OF THE POTTS-BETHE MAPPING FOR
We investigate the dynamics of the Potts-Bethe mapping f θ,q,3 :
where Dom{f θ,q,3 } = Q p \ {x (∞) } and x (∞) = 2 − θ − q. Throughout this section, we assume that 0 < |θ − 1| p < |q| p < 1 and p ≡ 1 (mod 3).
Fixed points. It is clear that x
Therefore, any other fixed point x = x (0) is a root of the following cubic equation
We introduce a new variable y :=
x−1+q θ−1 + 1. Then the cubic equation (4.2) can be written with respect to y as follows
Let us find all possible roots of the cubic equation (4.3).
Proposition 4.1. Write q = p r q * for some r ∈ N with q * = q 0 + q 1 p + · · · ∈ Z * p . Then the cubic equation (4.3) always has three roots y (1) , y (2) , y (3) such that
Proof. We study the solvability of the cubic equation (4.3) over Q p . We first show that if the cubic equation (4.3) has any root in the p-adic field Q p then it must lie in the set Z p . Suppose the contrary, i.e. the cubic equation (4.3) has a root y such that |y| p > 1. Since p ≡ 1 (mod 3) and
It is a contradiction. Therefore, any root of the cubic equation (4.3) must lie in the set Z p . We refer to [52] for the detailed study of the general cubic equation over Z p .
Let Moreover, it follows from |θ − 1| p < |q| p < 1 and y (1) = y two more roots y (2) and y (3) such that |y
Hence, y
0 and y
0 are roots of the congruent equation
Now, to prove y (1) − 3 p = |q| p > |y (1) −3+q| p , we introduce a new variable z := y −3.
Then the cubic equation (4.3) takes the following form with respect to z 
Since |θ − 1| p < |q| p < 1, we have
It follows from (4.6)
9y
(1)
Therefore, y
, which implies |y 
and x (3) are repelling.
Proof. We have to show f
Due to Proposition 4.1, we have y
For the fixed points x (2) and x (3) , it follows from (4.8) that for i = 2, 3
By means of (4.4), we can check θ y
Consequently, for i = 2, 3
4.3.
Attracting basin of the attracting fixed point. We describe the attracting basin
of the attracting fixed point x (0) = 1. We introduce the following sets
We have
The following properties of the fixed points
will be often used.
Proposition 4.5. The following inclusions hold:
where g(x) := (θx + q − 1)
Thus,
p , x ∈ A 1 . Therefore, we deduce from (4.10) that
This means f θ,q,3 (x) ∈ A 0 for any x ∈ A 0 ∪ A 1 . Now, we show for any x ∈ A 0,∞ , f θ,q,3 (x) ∈ A 0 . We have
Furthermore, we also have
and
Let us show for any x ∈ A 2 , f θ,q,3 (x) ∈ A 0 . Indeed, for any x ∈ A 2 ,
which implies |g 1 (x)| p = 1 and
Therefore, we have shown
which implies |g 1 (x)| p = 1. Then by (4.12),
θ,q,3 (A 0 ), then the assertion follows. (iii) Finally, let us show that f θ,q,3 (x) ∈ A 0,∞ for any x ∈ A 1,∞ . We first show that |f θ,q,3 (x) − x (0) | p = |q| p for any x ∈ A 1,∞ . Indeed, we have
We now show that |f θ,q,
x − x (∞) .
Since |y
We now describe the attracting basin B x (0) .
Theorem 4.6. We have
Proof. Let x ∈ A 0 . It follows from Proposition 4.5 (i) that
This implies that f θ,q,3 S r x 
Moreover, due to Proposition 4.5 (i)-(iii), we have
Dom{f θ,q,3 } \ (C 1 ∪ C 2 ∪ C 3 ) ⊂ f −1 θ,q,3 (A 0 ) ∪ f −2 θ,q,3 (A 0 ) ⊂ B x (0) .
4.4.
Chaotic behavior near the repelling fixed points. Let us consider the sets C 1 , C 2 , C 3 .
Proposition 4.7. The following equality holds.
(4.13)
Proof. We have
Letx,x ∈ C 1 . Then
where y
0 and y (3) 0 are roots of the following congruent equation
Sincex,x ∈ C i for i = 2, 3, we obtain
and hence
To continue the study, we distinguish two cases, 0 < |θ − 1| p < |q| C 1 and B r x (i) = C i for i = 2, 3. We define the set
.
. By (4.13), for i = 2, 3 and any
By (4.13) and the fact |x
θ,q,3 (X) ⊂ X follows from Proposition 4.5 and (ii) which
We define the Julia set of the Potts-Bethe mapping as follows
) over an alphabet of three symbols; (ii) one has
Proof. (i) By (4.13), Proposition 4.8 and Theorem 2.6, the dynamical system f θ,q,3 : J 0 → J 0 is isometrically conjugate to the full shift dynamics (Σ 3 , σ, d f θ,q,3 ).
(ii) Due to Theorem 4.6, the following inclusion holds
Consequently, we obtain the following decomposition
We consider for l = 0, 1, . . . , m, the sphere
Recall r = |q| p |θ − 1| p . Then G l can be written as a union of disjoint balls of radius r, i.e., 
where a i ∈ B p δ (a), and
Proposition 4.11. The map f θ,q,3 is a one-to-one between C 1 and B |q|p x (1) . In particular, it is a one-to-one between G l and G l−1 for 1 ≤ l ≤ m.
Proof. Recall C 1 = B |θ−1|p x (1) . By (4.13), we have scaling on C 1 such that for any
Thus, by Lemma 2.4, f θ,q,3 is a one-to-one between C 1 and B |q|p x (1) . We have for 1 ≤ l ≤ m, G l ⊂ C 1 and f θ,q,3 (G l ) ⊆ G l−1 . Since G l are spheres, by Corollary 2.5, f θ,q,3 is one-to-one between G l and G l−1 . for all l = 1, 2, . . . , m, G l ⊂ C 1 . For all l = 1, 2, . . . , m, we let (a i,l ) ). Proof. We need only to show n 1 = 1 and the rest follows from Proposition 4.11. By the fact x (2) − x (3) = |q| p |θ − 1| p , we have |x − y| = |q| p |θ − 1| p for any x ∈ C 2 , y ∈ C 3 . Since |q| p |θ − 1| p < |q| 2 p , C 2 and C 3 are in the same image of some ball B r (a i,1 ) ⊂ G 1 with (a i,1 ) ). By Proposition 4.11, this ball is unique.
It is clear that
Without loss of generality, we assume
By the one-to-one of f θ,q,3 in Proposition 4.11, uniqueness in 4.12 and definition of We define the Julia set of the Potts-Bethe mapping as follows (ii)
Proof. Let us consider the coding, D 1 → 0, H l → l where l = 1, · · · , m, C 2 → m + 1 and C 3 → m + 2. Due to Theorem 2.6 and Propositions 4.12-4.14, the dynamical system f θ,q,3 : J m → J m is isometrically conjugate to the subshift dynamics (Σ Am , σ Am , d f θ,q,3 ) associated with the (m + 3) × (m + 3) matrix A m for m ≥ 1.
Next, we show that the subshift Σ Am ⊂ Σ m+3 is topologically conjugate to the full shift Σ 3 on three symbols. For details, one can refer to Sections 1.4-1.5 of [16] . We want to construct a bijection, π :
where B N (Σ) is set of all N -block on any shift space Σ over {1, 2, . . . , s} i.e., the Nblock (x j x j+i · · · x j+N ) , j ≤ n ≤ j + N, x n ∈ {1, 2, . . . , s} and j ≥ 1. We define for x i ∈ {0, 1, 2} and l, i = 1, . . . , m, π m :
Now, we are ready to construct the map π. We have for any x ∈ Σ 3 ,
Moreover, π is bijective. Therefore, we have shown a conjugacy between Σ A and Σ Am .
Consequently, we get the following decomposition
Q p = B x (0) ∪ J m ∪ +∞ n=0 f −n θ,q,3 {x (∞) }.
DYNAMICS OF THE POTTS-BETHE MAPPING FOR k = 3 WITH SMALL PRIMES
In this section, we investigate the dynamics of the Potts-Bethe mapping for k = 3 in the cases p = 3 and p = 2. The following techniques of Newton polygon and Hensel's lemma are very useful for finding the roots of polynomials in Q p .
i be a polynomial whose coefficients are p-adic complex numbers. The Newton polygon of f is the convex hull of the set of points (i, − log p |a i | p ) : 0 ≤ i ≤ n . By convention, we set − log p |0| p = ∞. To construct Newton polygon, we take a vertical ray starting at the point (0, − log p |a 0 | p ) and aiming down the y-axis. Then rotate the ray counterclockwise, keeping the point (0, − log p |a 0 | p ) fixed, until it bends around all of the points (i, − log p |a i | p ).
The following lemma is one of the results on Newton polygon. Lemma 5.2 (see Theorem 5.11 [56] ). Let f (x) = n i=1 a i x i be a polynomial whose coefficients are p-adic complex numbers. Suppose that the Newton polygon of f includes a line segment of slope m whose horizontal length is L, i.e., the Newton polygon has a line segment from
whose slope is
Then f has exactly L roots x 0 (counting multiplicity), satisfying
Next is the statement of Hensel's lemma. . Let f be a polynomial whose coefficients are p-adic integers. Let θ be a p-adic integer such that for some i ≥ 0
Then f has a unique p-adic integer root x 0 which satisfies x 0 ≡ θ (mod p i+1 ).
Now, we begin our investigation by distinguishing two cases: p = 3 and p = 2.
5.1. Case p = 3.
Fixed points.
Let us find all possible roots of the cubic equation (4.3). We always suppose 0 < |θ − 1| 3 < |q| 3 < 1. then the cubic equation (4.3) has one root y (1) over Q 3 such that
Proof. Let |q| 3 = 3 −t , |θ − 1| 3 = 3 −s . Then s > t > 0. By assumptions, q = 3 t q * and θ = 1 + 3 s θ * with |q
, |a 3 | 3 = 1 and − log 3 |a 0 | 3 = 2t, − log 3 |a 1 | 3 = t + 1, − log 3 |a 2 | 3 = 1, − log 3 |a 3 | 3 = 0. We consider the following points on the plane, (0, 2t), (1, t + 1), (2, 1), (3, 0) and construct the Newton polygon. We distinguish two cases: |q| 3 = 1 3 and |q| 3 < / ∈ Z, the roots y (2) , y (3) are not in Q 3 . Therefore, the equation (4.3) has at most one root in Q 3 . Now, we show y (1) ∈ Q 3 . We consider the following cubic polynomial and its derivative,
and y (1) = 3(y 1 + 3Y 2 ) where Y 2 = y 2 + 3y 3 + · · · . We consider two cases: |q| 3 < , we take y = 3. Since s > t > 2, we get
Due to Hensel's lemma there is y (1) ∈ Z 3 such that h(y (1) ) = 0 and y (1) ≡ y (mod 27). , we take y = 3 + 3 2ȳ with 2ȳ ≡ (q * ) 2 − q * (mod 3). Since s > t = 2, we get
Again, by Hensel's lemma there is y (1) ∈ Z 3 such that h(y (1) ) = 0 and y (1) ≡ y (mod 27). In both cases, we have shown the existence of the root. Moreover, we have also shown y (1) ≡ y ≡ 3 (mod 9). Thus, |y 
5.1.2.
Attracting basin of the attracting fixed point. We describe
We introduce the following sets
We have Dom{f θ,q,3
1,∞ where
The following properties of the fixed points x (0) and x (1) (when exists, i.e., |q| 3 < 1 3 ) will be used:
and |x
Proposition 5.7. Let 0 < |θ − 1| 3 < |q| 3 < 1. Then the following hold:
3 , x ∈ A 1 . Therefore, by (4.10)
Now, let us show f θ,q,3 (x) ∈ A 0 for any x ∈ A 0,∞ . In fact
Then |g(x)| 3 ≤ |q| 2 3 . Thus, by (4.10), for any x ∈ A 0,∞ , |f θ,q,3 (x) − x (0) | 3 ≤ |θ − 1| 3 < |q| 3 .
Next, we show f θ,q,3 (x) ∈ A 0 for any x ∈ A 2 . Indeed, for any x ∈ A 2 , we have
. Therefore, by (4.11)
The assertion (ii) follows from the fact x (1) ∈ A
1,∞ and (i). We conclude the results in this subsection by the following theorem. .
Proof. It follows from Propositions 5.7 and 5.8.
5.2.
Case p = 2.
Fixed points.
Let us find all possible roots of the cubic equation (4.3). We always assume 0 < |θ − 1| 2 < |q| 2 < 1. Proof. Let |q| 2 = 2 −t , |θ − 1| 2 = 2 −s . Then s > r > 0. Write q = 2 t q * and θ = 1 + 2 s θ * for which |q * | 2 = 1, |θ * | 2 = 1. In the cubic equation (4.3), we let a 0 = −(1 − θ − q)
2 , a 1 = −(2θ + 1)(1 − θ − q), a 2 = −(1 + θ + θ 2 ) and a 3 = 1. Then |a 0 | 2 = |q| 2 2 , |a 1 | 2 = |q| 2 , |a 2 | 2 = 1, |a 3 | 2 = 1 and − log 2 |a 0 | 2 = 2t, − log 2 |a 1 | 2 = t, − log 2 |a 2 | 2 = 0, − log 2 |a 3 | 2 = 0. We consider the following points on the plane, (0, 2t), (1, t), (2, 0), (3, 0) and construct the corresponding Newton polygon. We have the line from (0, 2t) to (2, 0) and from (2, 0) to (3, 0). Thus we have the slope m 1 = 0 with length l 1 = 1 and the slope m 2 = −t with length l 2 = 2. Thus, we have three roots y (1) , y (2) , y (3) ∈ C 2 (the field of 2-adic complex numbers) with |y (1) | 2 = 1 and |y (i) | 2 = 2 −r for i = 2, 3 (including multiplicity). Next, we show y (1) ∈ Q 2 and y (2) , y (3) ∈ Q 2 . Let us consider the following cubic polynomial and its derivative, Letȳ = 1. Then we get h(ȳ) ≡ 0 (mod 2) and h ′ (ȳ) ≡ 0 (mod 2). According to Hensel's lemma, there is y (1) ∈ Z 2 ⊂ Q 2 such that h(y (1) ) = 0 where y (1) ≡ȳ ≡ 1 (mod 2). Now, supposeȳ = 2 r y * with |y * | 2 = 1. We have h(ȳ) = 2 3r (y * ) 3 − 2 2r (1 + θ + θ 2 ) (y * ) 2 − 2 2r (2θ + 1)(1 − θ − q) * (y * )
≡ 0 (mod 2).
Then h(ȳ) = 0 for anyȳ ∈ Q 2 , |ȳ| 2 = |q| 2 = 2 −r . Since |y (2) | 2 = |y (3) | 2 = |q| 2 = 2 −r , we have y (2) , y (3) ∈ Q 2 . Therefore, the cubic equation (4.3) always has one root y Proof. The proof follows directly from Proposition 5.10.
Proposition 5.12. We have (i) x (0) is an attracting fixed point;
(ii) x (1) is a repelling fixed points.
Proof. By (4.7), f We introduce the following sets,
< |q| 2 ,
1,∞ := x ∈ Q 2 : x − x
1,∞ := x ∈ Q 2 : x − x |θ − 1| 2 , x ∈ A 0 |θ − 1| 2 , x ∈ A 1 ≤ |θ − 1| 2 < |q| 2 .
Thus, f θ,q,3 (x) ∈ A 0 for any x ∈ A 0 ∪ A 1 . We then show f θ,q,3 (x) ∈ A 0 for any x ∈ A 0,∞ . We get
which imply |g(x)| 2 ≤ |q| 2 2 . Then, by (4.10), |f θ,q,3 (x) − x (0) | 2 ≤ |θ − 1| 2 < |q| 2 for any x ∈ A 0,∞ . Hence, for any x ∈ A 0,∞ , f θ,q,3 (x) ∈ A 0 .
Finally, we show f θ,q,3 (x) ∈ A 0 for any x ∈ A 2 . Indeed, for any x ∈ A 2 , we have
which implies |g 1 (x)| 2 = 1. Then
Therefore, for any x ∈ A 2 , f θ,q,3 (x) ∈ A 0 and the assertion (i) holds.
(ii) We want to show that f θ,q,3 (x) ∈ A 1 for any x ∈ A ∞ . Note A ∞ = A 
