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Abstract
Deep Convolutional Neural Networks (DCNNs) is cur-
rently the method of choice both for generative, as well
as for discriminative learning in computer vision and ma-
chine learning. The success of DCNNs can be attributed to
the careful selection of their building blocks (e.g., residual
blocks, rectifiers, sophisticated normalization schemes, to
mention but a few). In this paper, we propose Π-Nets, a new
class of DCNNs. Π-Nets are polynomial neural networks,
i.e., the output is a high-order polynomial of the input. Π-
Nets can be implemented using special kind of skip connec-
tions and their parameters can be represented via high-order
tensors. We empirically demonstrate that Π-Nets have better
representation power than standard DCNNs and they even
produce good results without the use of non-linear activa-
tion functions in a large battery of tasks and signals, i.e.,
images, graphs, and audio. When used in conjunction with
activation functions, Π-Nets produce state-of-the-art results
in challenging tasks, such as image generation. Lastly, our
framework elucidates why recent generative models, such as
StyleGAN, improve upon their predecessors, e.g., ProGAN.
1. Introduction
Representation learning via the use of (deep) multi-
layered non-linear models has revolutionised the field of
computer vision the past decade [32, 17]. Deep Convolu-
tional Neural Networks (DCNNs) [33, 32] have been the
dominant class of models. Typically, a DCNN is a sequence
of layers where the output of each layer is fed first to a con-
volutional operator (i.e., a set of shared weights applied via
the convolution operator) and then to a non-linear activation
function. Skip connections between various layers allow
deeper representations and improve the gradient flow while
training the network [17, 54].
In the aforementioned case, if the non-linear activation
z
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Figure 1: In this paper we introduce a class of networks called
Π´nets, where the output is a polynomial of the input. The input in
this case, z, can be either the latent space of Generative Adversarial
Network for a generative task or an image in the case of a discrimi-
native task. Our polynomial networks can be easily implemented
using a special kind of skip connections.
functions are removed, the output of a DCNN degenerates
to a linear function of the input. In this paper, we propose
a new class of DCNNs, which we coin Π´nets, where the
output is a polynomial function of the input. We design
Π´nets for generative tasks (e.g., where the input is a small
dimensional noise vector) as well as for discriminative tasks
(e.g., where the input is an image and the output is a vector
with dimensions equal to the number of labels). We demon-
strate that these networks can produce good results without
the use of non-linear activation functions. Furthermore, our
extensive experiments show, empirically, that Π´nets can
consistently improve the performance, in both generative
and discriminative tasks, using, in many cases, significantly
fewer parameters.
DCNNs have been used in computer vision for over 30
years [33, 50]. Arguably, what brought DCNNs again in
mainstream research was the remarkable results achieved by
the so-called AlexNet in the ImageNet challenge [32]. Even
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though it is only seven years from this pioneering effort
the field has witnessed dramatic improvement in all data-
dependent tasks, such as object detection [21] and image
generation [37, 15], just to name a few examples. The im-
provement is mainly attributed to carefully selected units in
the architectural pipeline of DCNNs, such as blocks with
skip connections [17], sophisticated normalization schemes
(e.g., batch normalisation [23]), as well as the use of efficient
gradient-based optimization techniques [28].
Parallel to the development of DCNN architectures for
discriminative tasks, such as classification, the notion of
Generative Adversarial Networks (GANs) was introduced
for training generative models. GANs became instantly a
popular line of research but it was only after the careful de-
sign of DCNN pipelines and training strategies that GANs
were able to produce realistic images [26, 2]. ProGAN [25]
was the first architecture to synthesize realistic facial images
by a DCNN. StyleGAN [26] is a follow-up work that im-
proved ProGAN. The main addition of StyleGAN was a type
of skip connections, called ADAIN [22], which allowed the
latent representation to be infused in all different layers of
the generator. Similar infusions were introduced in [42] for
conditional image generation.
Our work is motivated by the improvement of StyleGAN
over ProGAN by such a simple infusion layer and the need
to provide an explanation1. We show that such infusion lay-
ers create a special non-linear structure, i.e., a higher-order
polynomial, which empirically improves the representation
power of DCNNs. We show that this infusion layer can be
generalized (e.g. see Fig. 1) and applied in various ways in
both generative, as well as discriminative architectures. In
particular, the paper bears the following contributions:
• We propose a new family of neural networks (called
Π´nets) where the output is a high-order polynomial
of the input. To avoid the combinatorial explosion
in the number of parameters of polynomial activation
functions [27] our Π´nets use a special kind of skip
connections to implement the polynomial expansion
(please see Fig. 1 for a brief schematic representation).
We theoretically demonstrate that these kind of skip
connections relate to special forms of tensor decompo-
sitions.
• We show how the proposed architectures can be ap-
plied in generative models such as GANs, as well as
discriminative networks. We showcase that the result-
ing architectures can be used to learn high-dimensional
distributions without non-linear activation functions.
• We convert state-of-the-art baselines using the proposed
Π´nets and show how they can largely improve the
1The authors argued that this infusion layer is a kind of a style that
allows a coarser to finer manipulation of the generation process. We, instead,
attribute this to gradually increasing the power of the polynomial.
expressivity of the baseline. We demonstrate it conclu-
sively in a battery of tasks (i.e., generation and classifi-
cation). Finally, we demonstrate that our architectures
are applicable to many different signals such as images,
meshes, and audio.
2. Related work
Expressivity of (deep) neural networks: The last few
years, (deep) neural networks have been applied to a wide
range of applications with impressive results. The perfor-
mance boost can be attributed to a host of factors includ-
ing: a) the availability of massive datasets [4, 35], b) the
machine learning libraries [57, 43] running on massively
parallel hardware, c) training improvements. The training
improvements include a) optimizer improvement [28, 46],
b) augmented capacity of the network [53], c) regularization
tricks [11, 49, 23, 58]. However, the paradigm for each layer
remains largely unchanged for several decades: each layer
is composed of a linear transformation and an element-wise
activation function. Despite the variety of linear transfor-
mations [9, 33, 32] and activation functions [44, 39] being
used, the effort to extend this paradigm has not drawn much
attention to date.
Recently, hierarchical models have exhibited stellar per-
formance in learning expressive generative models [2, 26,
70]. For instance, the recent BigGAN [2] performs a hi-
erarchical composition through skip connections from the
noise z to multiple resolutions of the generator. A similar
idea emerged in StyleGAN [26], which is an improvement
over the Progressive Growing of GANs (ProGAN) [25]. As
ProGAN, StyleGAN is a highly-engineered network that
achieves compelling results on synthesized 2D images. In
order to provide an explanation on the improvements of
StyleGAN over ProGAN, the authors adopt arguments from
the style transfer literature [22]. We believe that these im-
provements can be better explained under the light of our
proposed polynomial function approximation. Despite the hi-
erarchical composition proposed in these works, we present
an intuitive and mathematically elaborate method to achieve
a more precise approximation with a polynomial expansion.
We also demonstrate that such a polynomial expansion can
be used in both image generation (as in [26, 2]), image clas-
sification, and graph representation learning.
Polynomial networks: Polynomial relationships have
been investigated in two specific categories of networks: a)
self-organizing networks with hard-coded feature selection,
b) pi-sigma networks.
The idea of learnable polynomial features can be traced
back to Group Method of Data Handling (GMDH) [24]2.
GMDH learns partial descriptors that capture quadratic cor-
relations between two predefined input elements. In [41],
2This is often referred to as the first deep neural network [50].
more input elements are allowed, while higher-order poly-
nomials are used. The input to each partial descriptor is
predefined (subset of the input elements), which does not
allow the method to scale to high-dimensional data with
complex correlations.
Shin et al. [51] introduce the pi-sigma network, which is
a neural network with a single hidden layer. Multiple affine
transformations of the data are learned; a product unit mul-
tiplies all the features to obtain the output. Improvements
in the pi-sigma network include regularization for training
in [66] or using multiple product units to obtain the output
in [61]. The pi-sigma network is extended in sigma-pi-sigma
neural network (SPSNN) [34]. The idea of SPSNN relies on
summing different pi-sigma networks to obtain each output.
SPSNN also uses a predefined basis (overlapping rectangular
pulses) on each pi-sigma sub-network to filter the input fea-
tures. Even though such networks use polynomial features or
products, they do not scale well in high-dimensional signals.
In addition, their experimental evaluation is conducted only
on signals with known ground-truth distributions (and with
up to 3 dimensional input/output), unlike the modern gen-
erative models where only a finite number of samples from
high-dimensional ground-truth distributions is available.
3. Method
Notation: Tensors are symbolized by calligraphic letters,
e.g., X , while matrices (vectors) are denoted by uppercase
(lowercase) boldface letters e.g.,X , (x). The mode-m vector
product ofX with a vector u P RIm is denoted byXˆmu.3
We want to learn a function approximator where each
element of the output xj , with j P r1, os, is expressed as
a polynomial4 of all the input elements zi, with i P r1, ds.
That is, we want to learn a function G : Rd Ñ Ro of order
N P N, such that:
xj “ Gpzqj “ βj `wr1sj
T
z ` zTW r2sj z`
W r3sj ˆ1 z ˆ2 z ˆ3 z ` ¨ ¨ ¨ `W rNsj
Nź
n“1
ˆnz
(1)
where βj P R, and
 W rnsj P Rśnm“1 ˆmd(Nn“1 are pa-
rameters for approximating the output xj . The correlations
(of the input elements zi) up to N th order emerge in (1). A
more compact expression of (1) is obtained by vectorizing
the outputs:
x “ Gpzq “
Nÿ
n“1
ˆ
W rns
n`1ź
j“2
ˆjz
˙
` β (2)
3A detailed tensor notation is provided in the supplementary.
4The theorem of [55] guarantees that any smooth function can be ap-
proximated by a polynomial. The approximation of multivariate functions
is covered by an extension of the Weierstrass theorem, e.g. in [40] (pg 19).
where β P Ro and  W rns P Roˆśnm“1 ˆmd(N
n“1 are
the learnable parameters. This form of (2) allows us to
approximate any smooth function (for large N ), however the
parameters grow with OpdN q.
A variety of methods, such as pruning [8, 16], tensor
decompositions [29, 52], special linear operators [6] with
reduced parameters, parameter sharing/prediction [67, 5],
can be employed to reduce the parameters. In contrast to
the heuristic approaches of pruning or prediction, we de-
scribe below two principled ways which allow an efficient
implementation. The first method relies on performing an
off-the-shelf tensor decomposition on (2), while the second
considers the final polynomial as the product of lower-degree
polynomials.
The tensor decompositions are used in this paper to pro-
vide a theoretical understanding (i.e., what is the order of
the polynomial used) of the proposed family of Π-nets.
Implementation-wise the incorporation of different Π-net
structures is as simple as the incorporatation of a skip-
connection. Nevertheless, in Π-net different skip connec-
tions lead to different kinds of polynomial networks.
3.1. Single polynomial
A tensor decomposition on the parameters is a natural
way to reduce the parameters and to implement (2) with
a neural network. Below, we demonstrate how three such
decompositions result in novel architectures for a neural net-
work training. The main symbols are summarized in Table 1,
while the equivalence between the recursive relationship and
the polynomial is analyzed in the supplementary.
Model 1: CCP: A coupled CP decomposition [29] is
applied on the parameter tensors. That is, each parameter
tensor, i.e. W rns for n P r1, N s, is not factorized individu-
ally, but rather a coupled factorization of the parameters is
defined. The recursive relationship is:
xn “
´
UTrnsz
¯
˚ xn´1 ` xn´1 (3)
for n “ 2, . . . , N with x1 “ UTr1sz and x “ CxN ` β.
The parameters C P Roˆk,Urns P Rdˆk for n “ 1, . . . , N
are learnable. To avoid overloading the diagram, a schematic
assuming a third order expansion (N “ 3) is illustrated in
Fig. 2.
z U[1] ∗ +
U[2]
G(z)∗ +
U[3]
∗ +
C β
Figure 2: Schematic illustration of the CCP (for third order approx-
imation). Symbol ˚ refers to the Hadamard product.
Model 2: NCP: Instead of defining a flat CP decomposi-
tion, we can utilize a joint hierarchical decomposition on the
Table 1: Nomenclature
Symbol Dimension(s) Definition
n,N N Polynomial term order, total approximation order.
k N Rank of the decompositions.
z Rd Input to the polynomial approximator, i.e., generator.
C,β Roˆk,Ro Parameters in both decompositions.
Arns,Srns,Brns Rdˆk,Rkˆk,Rωˆk Matrix parameters in the hierarchical decomposition.
d, ˚ - Khatri-Rao product, Hadamard product.
polynomial parameters. A nested coupled CP decomposition
(NCP), which results in the following recursive relationship
for N th order approximation is defined:
xn “
´
ATrnsz
¯
˚
´
STrnsxn´1 `BTrnsbrns
¯
(4)
for n “ 2, . . . , N with x1 “
´
ATrnsz
¯
˚
´
BTrnsbrns
¯
and
x “ CxN ` β. The parameters C P Roˆk,Arns P
Rdˆk,Srns P Rkˆk,Brns P Rωˆk, brns P Rω for n “
1, . . . , N , are learnable. The explanation of each variable is
elaborated in the supplementary, where the decomposition is
derived.
b[1] B[1] ∗ S[2] + ∗ S[3] + ∗ C +
A[1] A[2] A[3]
z
B[2] B[3]
b[2] b[3]
β
G(z)
Figure 3: Schematic illustration of the NCP (for third order approx-
imation). Symbol ˚ refers to the Hadamard product.
Model 3: NCP-Skip: The expressiveness of NCP can
be further extended using a skip connection (motivated by
CCP). The new model uses a nested coupled decomposition
and has the following recursive expression:
xn “
´
ATrnsz
¯
˚
´
STrnsxn´1 `BTrnsbrns
¯
` xn´1 (5)
for n “ 2, . . . , N with x1 “
´
ATrnsz
¯
˚
´
BTrnsbrns
¯
and
x “ CxN ` β. The learnable parameters are the same as
in NCP, however the difference in the recursive form results
in a different polynomial expansion and thus architecture.
Comparison between the models: All three models are
based on a polynomial expansion, however their recursive
forms and employed decompositions differ. The CCP has
a simpler expression, however the NCP and the NCP-Skip
relate to standard architectures using hierarchical compo-
sition that have recently yielded promising results in both
generative and discriminative tasks. In the remainder of the
b[1] B[1] ∗ S[2] + ∗ S[3] + ∗ C +
A[1] A[2] A[3]
z
B[2] B[3]
b[2] b[3]
β
G(z)++
Figure 4: Schematic illustration of the NCP-Skip (for third order
approximation). The difference from Fig. 3 is the skip connections
added in this model.
paper, for comparison purposes we use the NCP by default
for the image generation and NCP-Skip for the image clas-
sification. In our preliminary experiments, CCP and NCP
share a similar performance based on the setting of Sec. 4.
In all cases, to mitigate stability issues that might emerge
during training, we employ certain normalization schemes
that constrain the magnitude of the gradients. An in-depth
theoretical analysis of the architectures is deferred to a future
version of our work.
3.2. Product of polynomials
Instead of using a single polynomial, we express the
function approximation as a product of polynomials. The
product is implemented as successive polynomials where
the output of the ith polynomial is used as the input for the
pi ` 1qth polynomial. The concept is visually depicted in
Fig. 5; each polynomial expresses a second order expansion.
Stacking N such polynomials results in an overall order of
2N . Trivially, if the approximation of each polynomial is
B and we stack N such polynomials, the total order is BN .
The product does not necessarily demand the same order in
each polynomial, the expressivity and the expansion order
of each polynomial can be different and dependent on the
task, e.g. for generative tasks that the resolution increases
progressively, the expansion order could increase in the last
polynomials. In all cases, the final order will be the product
of each polynomial.
There are two main benefits of the product over the single
polynomial: a) it allows using different decompositions (e.g.
like in Sec. 3.1) and expressive power for each polynomial;
b) it requires much less parameters for achieving the same
order of approximation. Given the benefits of the product
of polynomials, we assume below that a product of polyno-
mials is used, unless explicitly mentioned otherwise. The
respective model of product polynomials is called ProdPoly.
z · · · G(z)
Order 2 Order 2
Order 2N
∗ ∗
Figure 5: Abstract illustration of the ProdPoly. The input variable
z on the left is the input to a 2nd order expansion; the output of
this is used as the input for the next polynomial (also with a 2nd
order expansion) and so on. If we use N such polynomials, the
final output Gpzq expresses a 2N order expansion. In addition to
the high order of approximation, the benefit of using the product
of polynomials is that the model is flexible, in the sense that each
polynomial can be implemented as a different decomposition of
Sec. 3.1.
3.3. Task-dependent input/output
The aforementioned polynomials are a function x “
Gpzq, where the input/output are task-dependent. For a
generative task, e.g. learning a decoder, the input z is typ-
ically some low-dimensional noise, while the output is a
high-dimensional signal, e.g. an image. For a discriminative
task the input z is an image; for a domain adaptation task the
signal z denotes the source domain and x the target domain.
4. Proof of concept
In this Section, we conduct motivational experiments
in both generative and discriminative tasks to demonstrate
the expressivity of Π´nets. Specifically, the networks are
implemented without activation functions, i.e. only linear
operations (e.g. convolutions) and Hadamard products are
used. In this setting, the output is linear or multi-linear with
respect to the parameters.
4.1. Linear generation
One of the most popular generative models is Generative
Adversarial Nets (GAN) [12]. We design a GAN, where the
generator is implemented as a product of polynomials (using
the NCP decomposition), while the discriminator of [37] is
used. No activation functions are used in the generator, but a
single hyperbolic tangent (tanh) in the image space 5.
5Additional details are deferred to the supplementary material.
Figure 6: Linear interpolation in the latent space of ProdPoly (when
trained on fashion images [64]). Note that the generator does
not include any activation functions in between the linear blocks
(Sec. 4.1). All the images are synthesized; the image on the leftmost
column is the source, while the one in the rightmost is the target
synthesized image.
Figure 7: Linear interpolation in the latent space of ProdPoly (when
trained on facial images [10]). As in Fig. 6, the generator includes
only linear blocks; the image on the leftmost column is the source,
while the one in the rightmost is the target image.
Two experiments are conducted with a polynomial gen-
erator (Fashion-Mnist and YaleB). We perform a linear in-
terpolation in the latent space when trained with Fashion-
Mnist [64] and with YaleB [10] and visualize the results in
Figs. 6, 7, respectively. Note that the linear interpolation
generates plausible images and navigates among different
categories, e.g. trousers to sneakers or trousers to t-shirts.
Equivalently, it can linearly traverse the latent space from a
fully illuminated to a partly dark face.
4.2. Linear classification
To empirically illustrate the power of the polynomial, we
use ResNet without activations for classification. Residual
Network (ResNet) [17, 54] and its variants [21, 62, 65, 69,
blocks1111 blocks2222
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Figure 8: Image classification accuracy with linear residual blocks6.
The schematic on the left is on CIFAR10 classification, while the
one on the right is on CIFAR100 classification.
68] have been applied to diverse tasks including object detec-
tion and image generation [14, 15, 37]. The core component
of ResNet is the residual block; the tth residual block is
expressed as zt`1 “ zt `Czt for input zt.
We modify each residual block to express a higher order
interaction, which can be achieved with NCP-Skip. The
output of each residual block is the input for the next residual
block, which makes our ResNet a product of polynomials.
We conduct a classification experiment with CIFAR10 [31]
(10 classes) and CIFAR100 [30] (100 classes). Each residual
block is modified in two ways: a) all the activation functions
are removed, b) it is converted into an ith order expansion
with i P r2, 5s. The second order expansion (for the tth
residual block) is expressed as zt`1 “ zt`Czt`
´
Czt
¯
˚
zt; higher orders are constructed similarly by performing a
Hadamard product of the last term with zt (e.g., for third
order expansion it would be zt`1 “ zt `Czt `
´
Czt
¯
˚
zt `
´
Czt
¯
˚ zt ˚ zt). The following two variations are
evaluated: a) a single residual block is used in each ‘group
layer’, b) two blocks are used per ‘group layer’. The latter
variation is equivalent to ResNet18 without activations.
Each experiment is conducted 10 times; the mean
accuracy5 is reported in Fig. 8. We note that the same trends
emerge in both datasets6. The performance remains similar
irrespective of the the amount of residual blocks in the group
layer. The performance is affected by the order of the expan-
sion, i.e. higher orders cause a decrease in the accuracy. Our
conjecture is that this can be partially attributed to overfitting
(note that a 3rd order expansion for the 2222 block - in total
8 res. units - yields a polynomial of 38 power), however we
defer a detailed study of this in a future version of our work.
Nevertheless, in all cases without activations the accuracy is
close to the original ResNet18 with activation functions.
6 The performance of the baselines, i.e. ResNet18 without activation
functions, is 0.391 and 0.168 for CIFAR10 and CIFAR100 respectively.
However, we emphasize that the original ResNet was not designed to work
without activation functions. The performance of ResNet18 in CIFAR10
and CIFAR100 with activation functions is 0.945 and 0.769 respectively.
Table 2: IS/FID scores on CIFAR10 [31] generation. The scores
of [14, 15] are added from the respective papers as using similar
residual based generators. The scores of [7, 19, 36] represent
alternative generative models. ProdPolyoutperform the compared
methods in both metrics.
Image generation on CIFAR10
Model IS (Ò) FID (Ó)
SNGAN 8.06˘ 0.10 19.06˘ 0.50
NCP(Sec. 3.1) 8.30˘ 0.09 17.65˘ 0.76
ProdPoly 8.49˘ 0.11 16.79˘ 0.81
CSGAN-[14] 7.90˘ 0.09 -
WGAN-GP-[15] 7.86˘ 0.08 -
CQFG-[36] 8.10 18.60
EBM [7] 6.78 38.2
GLANN [19] - 46.5˘ 0.20
5. Experiments
We conduct three experiments against state-of-the-art
models in three diverse tasks: image generation, image clas-
sification, and graph representation learning. In each case,
the baseline considered is converted into an instance of our
family of Π-nets and the two models are compared.
5.1. Image generation
The robustness of ProdPoly in image generation is as-
sessed in two different architectures/datasets below.
SNGAN on CIFAR10: In the first experiment, the archi-
tecture of SNGAN [37] is selected as a strong baseline on
CIFAR10 [31]. The baseline includes 3 residual blocks in
the generator and the discriminator.
The generator is converted into a Π-net, where each resid-
ual block is a single order of the polynomial. We imple-
ment two versions, one with a single polynomial (NCP) and
one with product of polynomials (where each polynomial
uses NCP). In our implementation Arns is a thin FC layer,
pBrnsqT brns is a bias vector and Srns is the transformation
of the residual block. Other than the aforementioned modifi-
cations, the hyper-parameters (e.g. discriminator, learning
rate, optimization details) are kept the same as in [37].
Each network has run for 10 times and the mean and vari-
ance are reported. The popular Inception Score (IS) [48] and
the Frechet Inception Distance (FID) [18] are used for quanti-
tative evaluation. Both scores extract feature representations
from a pre-trained classifier (the Inception network [56]).
The quantitative results are summarized in Table 2. In
addition to SNGAN and our two variations with polyno-
mials, we have added the scores of [14, 15, 7, 19, 36] as
reported in the respective papers. Note that the single poly-
nomial already outperforms the baseline, while the ProdPoly
boosts the performance further and achieves a substantial
improvement over the original SNGAN.
Figure 9: Samples synthesized from ProdPoly (trained on FFHQ).
StyleGAN on FFHQ: StyleGAN [26] is the state-of-the-
art architecture in image generation. The generator is com-
posed of two parts, namely: (a) the mapping network, com-
posed of 8 FC layers, and (b) the synthesis network, which
is based on ProGAN [25] and progressively learns to syn-
thesize high quality images. The sampled noise is trans-
formed by the mapping network and the resulting vector is
then used for the synthesis network. As discussed in the
introduction StyleGAN is already an instance of the Π-net
family, due to AdaIN. Specifically, the kth AdaIN layer is
hk “ pATkwq˚npcphk´1qq, where n is a normalization, c is
a convolution andw is the transformed noisew “MLP pzq
(mapping network). This is equivalent to our NCP model by
setting STrks as the convolution operator.
In this experiment we illustrate how simple modifications,
using our family of products of polynomials, further improve
the representation power. We make a minimal modification
in the mapping network, while fixing the rest of the hyper-
parameters. In particular, we convert the mapping network
into a polynomial (specifically a NCP), which makes the
generator a product of two polynomials.
The Flickr-Faces-HQ Dataset (FFHQ) dataset [26] which
includes 70, 000 images of high-resolution faces is used. All
the images are resized to 256 ˆ 256. The best FID scores
of the two methods (in 256ˆ 256 resolution) are 6.82 for
ours and 7.15 for the original StyleGAN, respectively. That
is, our method improves the results by 5%. Synthesized
samples of our approach are visualized in Fig. 9.
5.2. Classification
We perform two experiments on classification: a) audio
classification, b) image classification.
Audio classification: The goal of this experiment is
twofold: a) to evaluate ResNet on a distribution that differs
from that of natural images, b) to validate whether higher-
order blocks make the model more expressive. The core
assumption is that we can increase the expressivity of our
model, or equivalently we can use less residual blocks of
higher-order to achieve performance similar to the baseline.
The performance of ResNet is evaluated on the Speech
Commands dataset [63]. The dataset includes 60, 000 audio
files; each audio contains a single word of a duration of one
second. There are 35 different words (classes) with each
word having 1, 500´ 4, 100 recordings. Every audio file is
converted into a mel-spectrogram of resolution 32ˆ 32.
The baseline is a ResNet34 architecture; we use second-
order residual blocks to build the Prodpoly-ResNet to match
the performance of the baseline. The quantitative results are
added in Table 3. The two models share the same accuracy,
however Prodpoly-ResNet includes 38% fewer parameters.
This result validates our assumption that our model is more
expressive and with even fewer parameters, it can achieve
the same performance.
Table 3: Speech classification with ResNet. The accuracy of the
compared methods is similar, but Prodpoly-ResNet has 38% fewer
parameters. The symbol ‘# par’ abbreviates the number of parame-
ters (in millions).
Speech Commands classification with ResNet
Model # blocks # par Accuracy
ResNet34 r3, 4, 6, 3s 21.3 0.951˘ 0.002
Prodpoly-ResNet r3, 3, 3, 2s 13.2 0.951˘ 0.002
Image classification: We perform a large-scale classi-
fication experiment on ImageNet [47]. We choose float16
instead of float32 to achieve 3.5ˆ acceleration and reduce
the GPU memory consumption by 50%. To stabilize the
training, the second order of each residual block is normal-
ized with a hyperbolic tangent unit. SGD with momentum
0.9, weight decay 10´4 and a mini-batch size of 1024 is
used. The initial learning rate is set to 0.4 and decreased by
a factor of 10 at 30, 60, and 80 epochs. Models are trained
for 90 epochs from scratch, using linear warm-up of the
learning rate during first five epochs according to [13]. For
other batch sizes due to the limitation of GPU memory, we
linearly scale the learning rate (e.g. 0.1 for batch size 256).
The Top-1 error throughout the training is visualized in
Fig. 10, while the validation results are added in Table 4. For
a fair comparison, we report the results from our training in
both the original ResNet and Prodpoly-ResNet7. Prodpoly-
ResNet consistently improves the performance with an ex-
tremely small increase in computational complexity and
model size. Remarkably, Prodpoly-ResNet50 achieves a
single-crop Top-5 validation error of 6.358%, exceeding
ResNet50 (6.838%) by 0.48%.
5.3. 3D Mesh representation learning
Below, we evaluate higher order correlations in graph
related tasks. We experiment with 3D deformable meshes
of fixed topology [45], i.e. the connectivity of the graph
G “ tV, Eu remains the same and each different shape is
defined as a different signal x on the vertices of the graph:
x : V Ñ Rd. As in the previous experiments, we extend
a state-of-the-art operator, namely spiral convolutions [1],
with the ProdPoly formulation and test our method on the
7The performance of the original ResNet [17] is inferior to the one
reported here and in [20].
Table 4: Image classification (ImageNet) with ResNet. “Speed” refers to the inference speed (images/s) of each method.
ImageNet classification with ResNet
Model # Blocks Top-1 error (%) Top-5 error (%) Speed Model Size
ResNet50 r3, 4, 6, 3s 23.570 6.838 8.5K 50.26 MB
Prodpoly-ResNet50 r3, 4, 6, 3s 22.875 6.358 7.5K 68.81 MB
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Figure 10: Top-1 error on ResNet50 and Prodpoly-ResNet50. Note
that Prodpoly-ResNet performs consistently better during the train-
ing; the improvement is also reflected in the validation performance.
error (mm) (Ó) speed (ms) (Ó)
GAT [59] 0.732 11.04
FeastNet [60] 0.623 6.64
MoNet [38] 0.583 7.59
SpiralGNN [1] 0.635 4.27
ProdPoly (simple) 0.530 4.98
ProdPoly (simple - linear) 0.529 4.79
ProdPoly (full) 0.476 5.30
ProdPoly (full - linear) 0.474 5.14
Table 5: ProdPoly vs 1st order graph learnable operators for mesh
autoencoding. Note that even without using activation functions the
proposed methods significantly improve upon the state-of-the-art.
task of autoencoding 3D shapes. We use the existing ar-
chitecture and hyper-parameters of [1], thus showing that
ProdPoly can be used as a plug-and-play operator to exist-
ing models, turning the aforementioned one into a Spiral
Π-Net. Our implementation uses a product of polynomi-
als, where each polynomial is a specific instantiation of (4):
xn “
´
STrnsxn´1
¯
˚
´
STrnsxn´1
¯
`STrnsxn´1, x “ xn`β,
where S is the spiral convolution operator written in matrix
form.8 We use this model (ProdPoly simple) to showcase
how to increase the expressivity without adding new blocks
in the architecture. This model can be also re-interpreted as
a learnable polynomial activation function as in [27]. We
8Stability of the optimization is ensured by applying vertex-wise in-
stance normalization on the 2nd order term.
also show the results of our complete model (ProdPoly full),
whereArns is a different spiral convolution.
In Table 5 we compare the reconstruction error of the
autoencoder and the inference time of our method with the
baseline spiral convolutions, as well as with the best results
reported in [1] that other (more computationally involved
- see inference time in table 5) graph learnable operators
yielded. Interestingly, we manage to outperform all previ-
ously introduced models even when discarding the activation
functions across the entire network. Thus, expressivity in-
creases without having to increase the depth or the width of
the architecture, as usually done by ML practitioners, and
with small sacrifices in terms of inference time.
6. Discussion
In this work, we have introduced a new class of DCNNs,
called Π-Nets that perform function approximation using a
polynomial neural network. Our Π-Nets can be efficiently
implemented via a special kind of skip connections that lead
to high-order polynomials, naturally expressed with tenso-
rial factors. The proposed formulation extends the standard
compositional paradigm of overlaying linear operations with
activation functions. We motivate our method by a sequence
of experiments without activation functions that showcase
the expressive power of polynomials, and demonstrate that
Π-Nets are effective in both discriminative, as well as gener-
ative tasks. Trivially modifying state-of-the-art architectures
in image generation, image and audio classification and mesh
representation learning, the performance consistently imr-
poves. In the future, we aim to explore the link between
different decompositions and the resulting architectures and
theoretically analyse their expressive power.
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