We consider parameter estimation in linear models when some of the parameters are known to be integers. Such problems arise, for example, in positioning using phase measurements in the global positioning system (GPS.) Given a linear model, we address two problems:
1. The problem of estimating the parameters.
The problem of verlfiing the parameter estimates. Under Gaussian measurement noise:
Maximum likelihood estimates of the parameters are given by solving an integer least-squares problem. Theoretically, this problem is very difficult to solve (NP-hard.)
Verifying the parametc'r estimates (computing the probability of correct integer parameter estimation) is related to computing the integral of a Gaussian PDF over the Voronoi cell of a lattice.
This problem is also very difficult computationally. However, by using a polynomial-time algorithm due to Lenstra, Lenstra, and LOV&Z (LLL algorithm):
The integer least-squares problem associated with estimating the parameters can be solved efficiently in practice.
0 Sharp upper and lower bounds can be found on the probability of correct integer parameter estimation. We conclude the paper with simulation results that are based on a GPS setup.
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1 Problem Statement 1.1 Setup Throughout this paper, we assume that the observation y E R" is related to the unknown vectors x E RP (real) and z E Zq (integer) through
where A E RnxP (full column rank) and B E Rnxq are known matrices. The measurement noise v E R" is assumed to be Gaussian with zero-mean and covariance matrix identity, i.e., N(O,Inxn). This can be assumed without loss of generality, as we can always rescale equation (1) by the square root of the covariance matrix of U. Given y, A , and B, our goal is to find and verafy estimates of the unknown parameters x and z . Some previous results are given in [6] and [7] and references therein.
Estimation problem
We consider maximum likelihood (ML) estimates xML and zML for z and z respectively that maximize the probability of observing y, i.e., Pc = Prob(zML = z ) ,
Clearly, the larger this value the higher the reliability on the estimates xML and zML. Another reliability measure can be of radius E of its actual value. A combined reliability measure is
In practical cases, E is small only if z,, = z , and therefore, (4) and (5) are almost equal.
( 5 )

Problem formulation
Since U is Gaussian we get (zML, z, , ) = argmin
Using completion of squares arguments it can be shown that
where --I -
B~( I -A Z A * )~,
and A > 0 is a constant matrix. Clearly, from (6) (8) z E ZQ XML = XIZML.
(9)
As a result, zML (and therefore z , , ) is given by the solution to a least-squares problem involving integer variables. Because of the integer nature of z , computing z,, is very difficult and is known to be NP-hard (cf. 111. 1
In order to calculate the measures of reliability P, and Prob(llz -i l l < EIZ = zML) we need to know the probability distributions of our estimates. Note that we can easily read the covariance matrices of i and elL from (6) as Also, (8) can be written in terms oi" G and fi in the following equivalent form zML = argmin 115 -Gz1I2.
The set {Gz 1 z E ZQ} is a lattice in RQ. Equation (12) states that zML is found by computing the closest lattice point to the vector 5. In addition, according to ( l l ) , jj is off from Gz by ii. Therefore, as long as ii is small enough such that jj remains closer to Gz than anyother point in the lattice, the estimate of z is correct (i.e., zML = z.) This is equivalent to Gz + ii remaining inside the Voronoi cell of the lattice point Gz'. Thus P, = Prob(ii E VO) where ii -N ( 0 , I q x q ) , (13) and VO is the Voronoi cell of the origin. According to (lo), 21z = z + w where w N N(0, Z), and if z = zML we have
which is equal to the probability of w falling inside the ellipsoid ((21/2z(( <_ E .
Formulas (8) , (9), (121, (13), and (14) give the estimates and their measures of reliability. As noted in $1, the probability of detecting the integer parameter z correctly, Pc in (13), can be used to verify the ML estimates. The reliability measure given in ( 5 ) also requires the calculation of P,. Therefore, an essential step in verifying xML and zML is the calculation of P,.
It turns out that computing P, is very difficult computationally and therefore we are motivated to find fast ways to approximate P, that enable real-time reliability tests instead. In fact, as we will see, easily computable upper and lower bounds on P, exist which become tight as P, approaches unity.
In 53.1 we see that the choice of G for a given lattice is highly nonunique. Although P, only depends on the lattice and not on the specific choice of G, this is not true for the upper and lower bounds on P,. Therefore, we can sharpen these bounds by optimizing over the family of admissible matrix representations for the lattice. We introduce the LLL algorithm that is an extremely useful tool for sharpening bounds on P,, and as will become clear later, it is also useful for improving the efficiency of the algorithm for solving the integer least-squares problem for computing z,, .
lThe Voronoi cell of a point Gz in a lattice, is the set of all points in space that are closer to Gz than anyother point in the lattice.
Lattice Bases
Let us denote a lattice L E RQ generated by the matrix
The set of vectors { 91, g2, . . . , gq} is called 'a' basis for L since all lattice points are linear combinations of integer multiples of these vectors. We say 'a' and not 'the' because a lattice L has infinitely many bases. The lattice generated by the matrix G F , where F is any unimodular matrix, and that of G are identical. Such matrices F have the property that the elements of F and F-' are integers (or equivalently, the elements of F are integers and detF = Itl.)
Of the many possible bases of a lattice, one would like to select one that is in some sense nice or simple, or reduced. There are many different notions of reduced bases in the literature; one of them consists of requiring that all its vectors be short in the sense that the product 1191 11 llg2 11 . . . llgqll is minimum. This problem is known as the minimum basis problem and has been proved to be NP-hard (cf. [l] .)
Although the minimum basis problem is NQ-hard there exists a polynomial-time algorithm for computing a basis for a given lattice that i s in some sense reduced. This algorithm is due to A. K. Lenstra, H. W. Lenstra, Jr., and L. Lovdsz (LLL) and is very efficient in practice. Given a lattice generator matrix G, the LLL algorithm gives a new lattice generator matrix G F with F unimodular such that G F has two nice properties.
Roughly speaking these are: For an exact discussion of these properties refer to Chapter 5 of [l] . The LLL algorithm is described in the appendix.
Calculating P,
Computing P, as given in (13) requires the calculation of a suitable description of VO the Voronoi cell of the origin in the lattice generated by G. This is possible of course, but it is very difficult computationally (cf. [8] .)
Adding to this the computational cost of the numerical algorithm to perform the integral of the Gaussian probability density function over VO, we conclude that, although the exact calculation of P, is possible, it requires extensive computation that might be infeasible in practice or not worthwhile. Therefore, finding easily computable bounds on P, become of practical importance.
Computing upper and lower bounds on P,
A wellknown result of multi-dimensional geometry is that the volume of the parallelopiped formed by the basis vectors of a (nondegenerate) lattice is given by ldet GI.
Since the Voronoi cells of the lattice points partition the space with the same density (cells per unit volume) as the parallelopiped cells, it follows that the volume of the Voronoi cells are also equal to ldet GI. Therefore, ldet GI which is the volume of the region for integrating the noise probability density function, gives an idea of P,, and, roughly speaking, the larger this value, the larger the probability of correct integer estimation. Of course, the shape of the Voronoi cell is also a major factor in P,, however, when the variance of noise in every dimension is equal, an upper bound for P, is found if
we assume the Voronoi cell is a q-dimensional sphere. Re-defining G by finding a reduced basis for the lattice using the LLL algorithm would result in a tighter bound since the basis vectors (and hence the gts) will become shorter.
Estimation Problem
Nearest Lattice Vector Problem
The main computational task of the estimation step is the solution to the integer least-squares problems (8) or (12 As noted before, the LLL algorithm is a useful tool for finding an almost orthogonal basis for a given lattice L = L(G). Rounding can then be applied to f to get a hopefully good approximation for zML. This approximation can serve as a good initial guess for zML in any algorithm for solving the global optimization problems (8) 
or (12).
A similar idea can be found in [SI and [7] . the minimum of 11fi -Gz11 is searching for integral points (points with integer coordinates z ) inside an ellipsoid 115 -Gzll < r. Refer to [8] for a method to perform this exhaustive search. It is shown that by putting G into a lower triangular form using a unitary transformation, this search can be performed more efficiently.
Suboptimal Polynomial-Time Algorithms
Global Optimization Algorithm
Basically, the global optimization algorithm for finding the minimizer of 115 -Gzll consists of a good initial guess (using suboptimal algorithms of $4.2) followed by an efficient exhaustive search ($4.3.) Refer to [8] for details.
Summary
In this section we sketched a method for solving the integer least-squares problem for resolving the integer parameters in the linear model. In practice, this method is very efficient for problems with a few ten integer variables. The success of this method mainly relies on a guaranteed reasonably good initial guess for the minimizer by using the LLL algorithm.
After z is estimated by the global optimization algorithm in $4.4, the maximum likelihood estimate of x , the real parameter, is straightforward. xML can be found as in (9).
Extensions
In this section we point out extensions to model (1). If there is a priori knowledge on the distribution of x , similar formulas as in $2 can be given for the (maximum a posteriori) estimates (cf. [8] .) Now suppose that we assume a state-space structure for the real parameter 
This recursive method (similar to the Kalman filter) has many numerical advantages and reduces data storage for applications in which the data comes in sequentially ( e . g . , GPS surveying.) A standard two-pass smoothing algorithm (cf. [3] ) can be used to find the estimates of z i for i = 1,. . . , k once z i y is computed from (21). Refer to [8] for details.
Simulations
The simulations in this section are based on a setup similar to the global positioning system (GPS) but in two dimensions (Figure 1.) In general, navigation using phase measurements from sinusoidal signals transmitted from far away locations in space with known coordinates can always be cast as an integer parameter estimation problem in a linear model. The unknown integers enter the equations as the number of carrier signal cycles between the receiver and the satellites when the carrier signal is initially phase locked. In our simulation, we have assumed a constant receiver located at zT = [-50 1001 (of course this is not known a priori.) However, x is known to be Gaussian with mean zero and variance 17% = lOOm in both the x 1 and x2 directions. The wavelength of the carrier signal and angular velocity for all three satellites is X = 0.19m and w = 1/120°sec-' respectively. The satellites make angles of 90°, 120° and 45" with the x1 axis initially and the direction of rotation for all of them is clockwise. The variance of phase measurement noise in units of length is taken as U = 0.01m. The receiver measures the (sinusoidal) carrier signal phase from each of these satellites every T = 2 seconds for a period of 200 seconds. Refer to [2] and [8] for details. In practice we might never compute the exact P, and we have to live with (the inexact but much more easily computable) bounds. Given these bounds as in Figure We have plot the number of inner iterations in the global optimization algorithm to compute zML vs. time in Figure 3 . A number of iterations equal to zero means that the initial value for z found in the algorithm (by performing the LLL algorithm and rounding off) is guaranteed to be the global minimizer according to (19) where d is the lower bound found on dmin using the Gram-Schmidt method in 53.3.2. Note the low number of iterations (cf.
[S] for details.) In fact, the global optimization algorithm is very efficient in practice and can be solved instantly by a computer.
It is very interesting to note that, for high P, (P, > 0.9 or after 95 seconds), the only case for which we are really interested in zML because of high reliability, the number of inner iterations is zero and therefore the global optimization algorithm is extremely efficient. In general this is true, and the efficiency of the global optimization algorithm is greatly enhanced as P, -+ 1. for finding zML as a function of time. For his11 E , the initial guess for the global minimizer is y u w mteed to be the global minimizer using a very chcap:y computed lower bound on d,,, (using t h e I:ra 11-Schmidt method.) Therefore, the global qJr;mizd,-tion algorithm beconics extremely eficicm for high p c . Figure 4 shows P, as a function of time and the times at which the integer parametcr z is resolved correctly using global optimization and the times at which it is resolved correctly using rounding off (i. e., zvst = [G-'GJ ; without using the LLL algorithm of course.) Thrx wsults clearly show that simple rounding shouldn't be used in practice since even after 200 seconds we are still not able to resolve z by this method. On the other hand, using global optimization, z is resolved after 90 seconds or when P, > 0.8.
Conclusions
In this paper we considered parameter estimation iu linear models when some of the parameters are known to be integers. Simulation results show t,hat if we neglect the integer nature of the parameters (treat these parameters as being real and then round off), we get very inexact estimates in practice. The main computational effort in the estimation step turns out to he the solution t o an integer least-squares problem which is in fact NP-hard. Verifying the maximum likelihood estimates seems to be a problem as hard as the estimation step (conjectured to be AfP-hard.) The probability of correct integer parameter estimation Pc was chosen as a useful reliability measure for our estimates.
A polynomial-time algorithm due to Lenstra, Lenstra and Lov&z (LLL algorithm) found to be very useful in the estimation and verification problems.
Very easily computable bounds can be found on P, and and the times at which z is resolved correctly using simple rounding as a function of time.
these bounds become exact as Pc is close to one; the only case that we are really interested in our parameter estimates because of their high reliability. The global optimization algorithm for solving the integer least-squares problem works very well for problem sizes of a few tens of variables which is typical in applications such as GPS. Moreover, the global optimization algorithm becomes even more efficient for high P,.
These observations suggest the following general outline for integer parameter estimation in linear models.
General outline for integer parameter estimation in linear models. Under the setup of $1:
Update G after every measurement, say recursively, as noted in $5.
Compute Pc,up in (15) which is the upper bound based on the determinant, of G. In practice, this bound is very close to P, as demonstarted in the simulations.
When Pc,up is large enough (say Pc,up > 0.99), compute the lower bound Pc,lOw in which the Gram-Schmidt method is used to provide a lower bound on dmin (apply the LLL algorithm on G to get a tighter bound.)
When Pc,tow is high (say Pc,low > 0.99), we can assume that z = zML. Therefore, only at this step eventually solve the global optimization problem (12). Since P, is close to unity, the algorithm for solving (12) would be extremely efficient.
Once L = zML has been resolved. there is no integer parameter to worry about. Use standard methods to estimate the real parameter z (e.g., two-pass smoothing azgorathm.)
