Abstract-Online approximation of an optimal station keeping strategy for a fully actuated six degrees-of-freedom autonomous underwater vehicle is considered. The developed controller is an approximation of the solution to a two player zero-sum game where the controller is the minimizing player and an external disturbance is the maximizing player. The solution is approximated using a reinforcement learning-based actorcritic framework. The result guarantees uniformly ultimately bounded (UUB) convergence of the states and UUB convergence of the approximated policies to the optimal polices without the requirement of persistence of excitation.
I. INTRODUCTION
Autonomous underwater vehicles (AUVs) play an increasingly important role in commercial and military objectives. The operational tasks of AUVs vary, including: inspection, monitoring, exploration, and surveillance [1] . During a mission, an AUV may be required to remain on station for an extended period of time, e.g., as a communication link for multiple vehicles, or for persistent environmental monitoring of a specific area. The success of the mission could rely on the vehicle's ability to hold a precise station (e.g., station keeping near underwater structures and features) while maximizing its time on station. Energy expended for propulsion is tightly coupled to the endurance of AUVs [2] , specially when station keeping in extreme environments with strong currents or high seas. Therefore, by reducing the energy expended for extended station keeping, the time on station can be maximized.
The precise station keeping of an AUV is challenging because of the six degree-of-freedom (DOF) nonlinear dynamics of the vehicle and unmodeled environmental disturbances, such as surface effects and ocean currents. Common approaches to the control of an underwater vehicle include robust and adaptive control methods [3] - [6] . These methods provide robustness to disturbances or model uncertainty; however, do not explicitly attempt to reduce energy expended by propulsion. This motivates the use of control methods where an optimal control policy can be selected to satisfy a performance criteria, such as the infinite-horizon quadratic performance criteria used to develop optimal policies that minimize the square of the total control effort (energy expended) and state error (accuracy) [7] . Because of the difficulties associated with finding closed-form analytical solutions to optimal control problems for nonlinear systems, previous results in literature have linearized the AUV model, developing H ∞ control policies [8] , [9] and a model-based predictive control policy [10] . Considering the nonlinear AUV dynamics, [11] numerically approximates the solution to the Hamilton-Jacobi-Bellman equation using an iterative application of Galerkin's method and [12] develops a PID-based H ∞ control strategy.
Reinforcement learning-based (RL-based) methods have been recently used to approximate solutions to optimal control problems [13] - [16] . The online RL-based actor-critic framework in [15] and [16] approximate the value function and optimal policies of an optimal control problem using the so-called Bellman error. The actor-critic framework approximation provides uniformly ultimately bounded (UUB) convergence of the state to the origin and UUB convergence of the approximate policy to the optimal policy. These methods require persistence of excitation (PE) to insure convergence to the optimal policy, which is undesirable for an operational underwater vehicle.
In this result, a two player zero-sum differential game is developed where the controller is the minimizing player and an external disturbance is the maximizing player. The performance criteria for the two player game is from the H ∞ control problem. This performance criteria captures the desire to develop an optimal policy similar to the infinite-horizon quadratic performance criteria, yet still including the need for attenuating the unmodeled disturbances. The developed controller differs from results such as [14] and [15] in that it removes the PE requirement through the addition of concurrentlearning to the value function's adaptive update law. As outlined in [17] , concurrent-learning uses the additional knowledge of recorded data to remove the PE requirement. Due to the unique structure of the actor-critic framework, the recorded data is replaced with sampled data points at the current time instant. This paper presents a novel approach to station keeping of a fully actuated 6 DOF AUV, which is robust to unmodeled environmental disturbances using the actor-critic framework to approximate a solution to the two player zero-sum game without the need for PE. A Lyapunov-based stability analysis is presented which guarantees UUB convergence of the states and UUB convergence of the approximated policies to the optimal policies.
II. VEHICLE MODEL
Consider the nonlinear equations of motion for an underwater vehicle with the addition of an unknown additive disturbance given by [18] 
where ν ∈ R 6 is the body-fixed translational and angular velocity vector, η ∈ R 6 is the earth-fixed position and orientation vector, J : R 6 → R 6×6 is the coordinate transformation between the body-fixed and earth-fixed coordinates, M ∈ R
6×6
is the inertia matrix including added mass, C :
is the centripetal and Coriolis matrix, D : R 6 → R 6×6 is the hydrodynamic damping and friction matrix, g :
is the gravitational and buoyancy force and moment vector,
is the unknown disturbance (e.g., ocean currents and surface effects), and τ b ∈ R 6 is the body-fixed force and moment control input. The state vectors in (1) are further defined as
where x, y, z ∈ R are the earth-fixed position vector components of the center of mass, φ, θ, ψ ∈ R represent the roll, pitch, and yaw angles, respectively, u, v, w ∈ R are the body-fixed translational velocities, and p, q, r ∈ R are the body-fixed angular velocities. The coordinate transformation J is defined as
where J 1 : R 6 → R 3×3 is the coordinate transformation between body-fixed and earth-fixed translational velocities represented by the Z-Y-X Euler angle rotation matrix as
and J 2 : R 6 → R 3×3 represents the coordinate transformation between body-fixed and earth-fixed angular velocities defined as
where s·, c·, t· denote sin (·), cos (·), tan (·), respectively.
Assumption 1.
A pitch of ± π 2 rad is avoided. For a vehicle with metacentric stability, Assumption 1 is easily satisfied [18] ; therefore, the coordinate transformation J, and it's inverse exist and are bounded. By applying the kinematic relationship in (1) to (2), the vehicle dynamics can be expressed in the earth-fixed frame as [18] 
, and are defined
Property 1.
The transformed inertia matrixM is symmetric, positive definite [18] , and satisfies m ξ m
where m ∈ R is a positive known constant, and m :
For the subsequent development, η and ν are assumed to be measurable by sensors commonly used for underwater navigation, such as the ones found in [19] . The matrices J, M ,C,D, andḡ are assumed to be known, while the additive disturbanceτ d is assumed to be unknown. The dynamics can be rewritten in the following control affine form:
are the control vectors, and the functions f : R 12 → R 12 and g : R 12 → R 12×6 are locally Lipschitz and defined as
Assumption 2. The underwater vehicle is neutrally buoyant and the center of gravity is located vertically below the center of buoyancy on the z axis; hence, f (0) = 0 due to the form ofḡ [18] .
III. FORMULATION OF TWO PLAYER ZERO-SUM DIFFERENTIAL GAME
The performance index for the H ∞ control problem is [20] 
where r : R 12 → [0, ∞) is the local cost defined as
In (5), Q ∈ R 12×12 is positive definite matrix, R ∈ R 6×6 is symmetric positive definite matrix, u 1 is the controller and the minimizing player, u 2 is the disturbance and the maximizing player, γ ≥ γ * > 0 where γ * is the smallest value of γ for which the system is stabilized [21] . The matrix Q has the property q ξ q 2 ≤ ξ T q Qξ q ≤ q ξ q 2 , ∀ξ q ∈ R 12 where q and q are positive constants. The infinite-time scalar value functional V : [0, ∞) → [0, ∞) for the two player zero-sum game is written as
The objective of the optimal control problem is to find the optimal policies u * 1 and u * 2 that minimize the performance index (4) subject to the dynamic constraints in (3). Assuming that a minimizing policy exists and the value function is continuously differentiable, the Hamiltonian is defined as
The Hamilton-Jacobi-Isaac's (HJI) equation is given as [22] 
where ∂V ∂t ≡ 0 since the value function is not an explicit function of time. After substituting (5) into (7) , the optimal policies are given by [7] 
The analytical expressions for the optimal controllers in (8) and (9) require knowledge of the value function which is the solution to the HJI equation in (7). A closed-form analytical solution to the HJI equation is generally infeasible; hence, the subsequent development seeks an approximate solution.
IV. APPROXIMATE SOLUTION
While various function approximation methods could be used, the subsequent development is based on the use of neural networks (NNs) to approximate the value function and optimal policies. The subsequent development is also based on a temporary assumption that the state lies on a compact set where ζ (t) ∈ χ ⊂ R 12 , ∀t ∈ [0, ∞). This assumption is common in NN literature (cf. [23] , [24] ), and is relieved by the subsequent stability analysis (Remark 1). Specifically, a semiglobal analysis indicates that if the initial state is bounded, then the entire state trajectory remains on a compact set.
Assumption 3. The value function can be represented by a single-layer NN with m neurons as
where W ∈ R m is the ideal weight vector bounded above by a known positive constant, σ : R 12 → R m is a bounded, continuously differentiable activation function, and ǫ : R 12 → R is the bounded, continuously differential function reconstruction error.
Using (8)-(10), the optimal policies can be represented as
Based on (10)- (12), NN approximations of the value function and the optimal policy are defined aŝ
whereŴ c ,Ŵ a1 ,Ŵ a2 ∈ R m are estimates of the constant ideal weight vector W . The weight estimation errors are defined as (15) into (6), the approximate Hamiltonian is given bŷ
The error between the optimal and approximate Hamiltonian is called the Bellman error δ ∈ R, defined as
where H ≡ 0. Therefore, the Bellman error can be written in a measurable form as
Assumption 4.
There exists a set of sampled data points {ζ j ∈ χ|j = 1, 2, . . . , N } such that ∀t ∈ [0, ∞),
where p j 1 + ω T j ω j the normalization constant and ω j are evaluated at the specified data point, ζ j .
The rank condition in (18) cannot be guaranteed to hold a priori. However, heuristically, the condition can be met by sampling redundant data, i.e., N ≫ L. Based on Assumption 4, it can be shown that
even in the absence of persistent excitation [25] , [26] . The value function update law is based on concurrent learning gradient descent of the Bellman error given by [17] 
where η c ∈ R is a positive adaptation gain, ∂δ ∂Ŵc = ω is the regressor matrix, p √ 1 + ω T ω is a normalization constant.
The policy NN update laws are given bẏ
where η a1 , η a2 ∈ R are positive gains, and proj {·} is a smooth projection operator used to bound the weight estimates [27] . Using Assumption 3 and properties of the projection operator, the policy NN weight estimation errors can be bounded above by positive constants.
V. STABILITY ANALYSIS
An unmeasurable form of the Bellman error can be written using (6), (16) and (17), as
where
are symmetric, positive semi-definite matrices. Similarly, the Bellman error at the sampled data points can be written as
For the subsequent analysis, the function f on the compact set χ is Lipschitz continuous and can be bounded by
where L f is a positive constant, and the normalized regressor in (19) can be upper bounded by 
where · sup ζ · and λ min (·) represents the minimum eigenvalue, and Z ζ
, then the policies in (14) and (15) with the NN update laws in (19) - (21) 
where V is positive definite when the sufficient condition in (26) is satisfied. Since V is continuously differentiable and positive definite, from Lemma 4.3 of [28] there exist two class K functions, such that
Using (27) , V L can be bounded by
where α 3 and α 4 are class K functions. The time derivative of the candidate Lyapunov function iṡ
Substituting (19)- (21) forẆ c ,Ẇ a1 , andẆ a2 , respectively, yieldṡ
Using Young's inequality, (10)- (12), (14), (15), (22), (23) , and (26) the Lyapunov derivative can be upper bounded aṡ
The constants ϕ ζ , ϕ c , ϕ a1 , and ϕ a2 are positive if the inequalities
are satisfied. Completing the squares, the upper bound on the Lyapunov derivative can be written aṡ
2ϕ a2 +κ, which can be further upper bounded aṡ
and α 5 is a positive constant. Invoking Theorem 4.18 in [28] , Z is UUB. Based on the definition of Z and the inequalities in 3 (α 4 ( Z (0) )). Hence, Z (ε 1 ) ∈ L ∞ . It can be shown by induction that Z (t) ∈ L ∞ , ∀t ∈ [0, ∞) when Z (0) ≥ K. Using a similar argument when Z (0) < K, Z (t) < α −1 3 (α 4 (K)). Therefore, Z (t) ∈ L ∞ , ∀t ∈ [0, ∞) when Z (0) < K. Since Z (t) ∈ L ∞ , ∀t ∈ [0, ∞), the state, ζ, is shown to lie on the compact set, χ, where χ ζ ∈ R 12 | ζ ≤ α −1 3 (α 4 (max ( Z (0) , K))) .
VI. CONCLUSION
An online approximation of a robust optimal control strategy is developed to enable station keeping by an AUV. Using the RL-based actor-critic framework, the solution to the HJI equation is approximated. A gradient descent adaptive update law with concurrent-learning approximates the value function. A Lyapunov-based stability analysis concludes UUB convergence of the states and UUB convergence of the approximated policies to the optimal polices without the requirement of PE.
Future work includes numerical simulation of the developed controller, and comparison to a numerical offline optimal solution to evaluated performance. Since a model for a arbitrary AUV is often difficult to determine, extending the result to include a state estimator could relax the requirement of exact model knowledge. Also, the extension of the developed technique to underactuated AUVs would open the result to a much broader class of vehicles.
