Abstract
Introduction
In response to the heightened demand for security, more and more video surveillance systems are being deployed. However, the number of trained personnel to watch these systems is too limited to analyze the vast amounts of captured video. From the London subway bombing attack [11] to the recent Bangladesh bombing attack [10] , there were suspicious activities before the attack. Individually considered, each event does not exhibit sufficient significance to trigger an alarm, but if we combine the evidence from all relevant sites, the unusual events become more obvious. To detect events of such distributed nature, we propose a framework for unusual event detection using multiple surveillance video streams.
We first define the term "unusual". Unusual events that are of interest for security should meet one of the following two criteria: 1) It seldom occurs. 2) It is previously unseen. The rarity of unusual events limits available training data for such events. Furthermore, the distinctions between two unusual events can be as large as those between unusual events and usual events. Therefore it is not feasible to train a general model for the unusual events. On the other hand, we have abundant training data for usual events, and usual events tend to cluster well. Thus we propose training a model for usual events, and detecting unusual events that deviate from the usual event model.
Our work is mostly related to the semi-supervised unusual event detection framework proposed by Zhang et al. in [21] . They used MAP adaptation to detect unusual events in a semi-supervised fashion, as we described in detail in Section 2. They showed that the performance of the semisupervised approach depends on the number of iterations.
Our approach alleviates this difficulty with a two-stage training process. In the first stage, we generate a training set of usual events by combining unsupervised clustering with user feedback. In the second stage, we train a more precise model for the usual events using the training set. An overview of the training process is shown in Figure 1 .
Related Work
The problem of event detection and recognition is generally formulated as classification of time series data. Supervised approached learn a model of the reference event sequence from training samples and devise a matching criterion to both accommodate variations within one event class and discriminate between different event classes. Dynamic Time Warping (DTW), a matching technique widely used for speech recognition, has been used in recognizing human motion patterns [2] . Finite-state machines (FSM) are used for modeling vehicle motion from aerial images [7] . HMMs generally out-perform DTW on undivided time series. Brand et al. [4] applied entropy minimization to regulate the complexity of HMMs, and used the trained HMMs to detect unusual behavior in office activities as well as to monitor traffic. Oliver et al. [17] compared HMMs with CHMMs for modeling interactions like following and meeting, and showed that CHMMs are more efficient and accurate. Our CHMM differs from theirs in that each chain of our CHMM corresponds to one video stream, while on their CHMM, each chain corresponds to a 2D blob of one person One common assumption of the above approaches is that the events of interest are known in advance and can be modeled accordingly [8] . To detect unusual events which are not seen before, researchers have proposed unsupervised and semi-supervised approaches. Hongeng [14] used a Markov network to cluster and infer events in a dinner table setting scene. Zhong and Shi [22] proposed a SVD based feature selection method for unsupervised unusual event detection. Zhang et al. [21] used a semi-supervised approach to train models for both usual and unusual events. They start from an ergodic hidden Markov model (HMM) for usual events. If a test event does not fit the model, they classify it as unusual and branch the usual event model to refit the usual event.
More recently, Boiman and Irani [3] proposed to model the set of usual events as an ensemble of spatial-temporal image patches, and detect irregularity in a test video by evaluating the similarity between the test ensemble with the training ensemble.
The novelty of our approach is that we combine multiple video streams with CHMM and applied it to semisupervised unusual event detection.
Preprocessing: Visual Feature Extraction and Event Segmentation
Given an input video stream, we use adaptive background subtraction [20] to find the foreground region, and group the regions into connected components, and fit a bounding box around each connected component. The i th bounding box is described with a 4D vector B i = [x, y, w, h], where x and y are the image coordinates of the center of the bounding box; w and h are the width and height of the bounding box. The subscript i are sorted in descending order of the size of the bounding boxes.
Assuming there are C video streams captured at the scene, we select one stream as the reference stream for segmentation, and define an event as a sequence of frames where at least one blob is detected in the reference stream. If there is no motion blob for several consecutive frames in the reference stream, we determine it is a segmentation boundary between two events.
The flowchart of visual feature extraction and event segmentation is shown in figure 2.
Hierarchical Clustering with Approximate KL-divergence
To cluster the video segments, we first extract a signature for each event segment by fitting a Gaussian Mixture Model (GMM) distribution over all the bounding boxes detected in the frames belonging to that event segment. The signature consists of the model parameters of the GMM (the mean, covariance and weight of each Gaussian kernel).
Given the signatures, we use agglomerative hierarchical clustering to group similar events. The similarity between two groups of signatures are defined as the approximate KLdivergence between the two GMMs [12] . The GMM for each group consists of all the Gaussian kernels in the signatures in that group, with their weights normalized according to the total number of events in each group.
User Feedback to Fine-tune the Set of Usual Events
Based on the clustering result, all the events in the large clusters are labeled as usual. Since some of the usual events may be scattered in the small clusters, we examine the events in the small clusters 1 to pick out the usual events and put them into the set of usual events. This will help finetune the boundary between usual and unusual events and provide a way to impose semantic meaning upon the usual events. We train a coupled hidden Markov model (CHMM) [5] [6] over the set of usual events. Given an observed test video segment, we evaluate the likelihood that the segment is being generated from the CHMM. If the likelihood is below a threshold, the segment is classified as unusual.
Combine Multiple Video Streams with Coupled Hidden Markov Model
CHMM's are widely used to analyze multiple streams of intrinsically related data flows. We choose the coupling structure shown in Figure 3 in our CHMM. In Figure 3 , each node represents a discrete hidden variable X i [k], where i = 1 . . . C is the chain index, C is the number of chains and k is the time index. Each chain corresponds to one camera. Chain X i is coupled with the neighboring chain X i−1 and X i+1 . The connectivity of the chains are related to the physical setup of the cameras. In this example, the nodes X 1 and X 5 are coupled with only one neighboring chain, because Camera 1 and Camera 5 have only one neighboring camera.
Meanwhile, each hidden variable When the number of motion blobs is smaller than three, we pad zeros to the corresponding entries 2 . To parameterize the probability density functions (PDF) of the observation vectors, we again use GMM distribution. We assume the 12 components in the vector are independent and thus the covariance matrix for each Gaussian kernel in the GMM distribution is diagonal.
For exact inference in the CHMM, we use the frontier algorithm [23] , which is an extension of forwards-backwards algorithm, to recursively compute the posterior probability
, for each chain i = 1 . . . C. The basic idea of the forwards-backwards algorithm is to exploit the d-separation [15] between the past and the future by the hidden variable X[k]. In CHMM, the set of all hidden nodes at one time slice, i.e. X i [k], (i = 1 . . . C), dseparate the past from the future. The frontier algorithm "sweeps" a Markov blanket across the Dynamic Bayesian Network (DBN), first forwards and then backwards. The nodes in the Markov blanket are called the "frontier set". In the case of the CHMM shown in Figure 3 , the complexity of the frontier algorithm is O(T N D+1 ), where T is the total number of time slices, and N is the number of states for each hidden node. In particular, we use the junction tree implementation for 2 time-slice temporal Bayesian Networks [16] .
For learning the model parameters, we use the Expectation Maximization [1] algorithm. The E-step is done in the same way as exact inference. The M-step is done with stochastic sampling.
Experimental Results
To evaluate the performance of our framework, we collected 7 days (56 hours) of synchronized video streams from 5 cameras mounted in a mail-room. A schematic view of the mail-room with the cameras appears in Figure 4 .
We choose the video stream from Camera 3 as the reference stream for event segmentation, because it covers the 2 One drawback of padding zeros is that it introduces many observations on the axes, or at the origin of the feature space, with very little variances. To deal with this problem, we are still investigating computationally feasible alternatives to model sequences of variable length feature vectors. entrance to the mailroom. From 56 hours of video, we extracted 408 segments ranging from 2 to 60 seconds. At Stage 1 of the training process, 397 segments were clustered in the largest cluster and automatically labeled as usual. We use them to train a CHMM. There are two major parameters of the CHMM: one is the number of states that the hidden variable X can take, the other is the number of Gaussian kernels in the PDF of the observable variable Y . We tried CHMM's of 3 to 8 states, with observation PDF of 2 to 9 kernels. Using the Minimum Description Length Principle (MDL) [13] , we select the best model, which is the 4-state CHMM with 6-kernel GMMs as the observation PDF. It reaches a balance between model complexity and overall likelihood of generating the training set.
By thresholding the likelihood of the 408 events given the CHMM, we detected 21 unusual events. Some snapshots of the unusual events in our mail-room videos are shown in Figure 5 . They correspond to such events as someone fumbling with more than one person's mailboxes, someone opening the copy machine, or someone trying to tamper with the surveillance cameras.
After examining those classified as usual events, we found that they correspond to instances of people walking by the entrance of the mail-room, picking up printouts and picking up mail from one mailbox. Some snapshots of the usual events are shown in Figure 6 .
Because of space constraints, we only show one camera view for each set. Figure 6 shows images captured from Camera 3, while Figure 5 shows images captured from Camera 4.
The video clips of usual events and unusual events can be downloaded at http://www.ifp.uiuc.edu/∼hzhou/research/event/index.html.
We also examined the observation PDF for each of the 4 states, and found that one state corresponds to bounding boxes near the entrance, another state corresponds to bounding boxes near the mailbox regions. This matches our intuition that the CHMM is modeling some spacial distribution of the bounding boxes.
To evaluate the performance of our algorithm quantitatively, we use the labeled data from the Terrascope Dataset [9] . The dataset consists of synchronized videos captured by nine different cameras, deployed over several different Figure 7 shows a schematic view of the collection space of the Terrascope Dataset. We used five video streams from Camera 2, 3, 4, 5 and 9 in Figure 7 . The stream captured by Camera 2 is chosen as the reference stream for event segmentation. We extracted 43 segments of video events from all the four scenarios. The ground truth labels are assigned according to the scenario. Event segments extracted from Scenario 1) and 4) are labeled as usual events, while those from Scenario 2) and 3) are labeled as unusual.
At Stage 1 of the training process, 38 segments were clustered in the largest cluster and automatically labeled as usual. To maximize the objectivity of the result, we bypassed the user feedback step described in Section 4.2, and directly use the 38 segments to train a 4-state CHMM with 6-kernel GMMs as the observation PDF (probability density function).
We then rank the events according to their likelihood of being generated by the trained CHMM. By cutting of the ranked list from different points, we classified and events into two sets: unusual and usual. We generate a Receiver Operating Characteristic (ROC) curve for the unusual event detector. We compare our CHMM-based detection detector with a HMM-based detector, where we assume the video streams are independent and train a separate HMM [18] for each video. Figure 8 shows the ROC curves of the two detectors.
We found that CHMM-based detector out-performs the HMM-based detector, especially at the lower false alarm region. We also notice that the ROC curves are not convex, and Scott [19] showed that a non-convex classifier can be improved because it is always possible to operate the classifier on the convex hull of its ROC curve, with a randomized rule that combines two operating points. Therefore, both detectors can be improved by introducing a randomized rule.
Conclusions
In this paper, we proposed a multi-camera mining framework for unusual event detection in surveillance video. We use two-stage training to bootstrap a probabilistic model for the usual events, and detect unusual event by thresholding the likelihood of a test event being generated by the usual event model.
The main contributions of our video mining method are the followings.
1. We combine evidence from multiple video streams with a coupled hidden Markov model (CHMM). Our experimental results show that it outperforms the HMM-based detector.
2. We proposed a two-stage training framework to bootstrap the usual event model. It eliminates the need for manually labeling the set of usual events.
Our framework has been evaluated qualitatively on 56 hours of video collected by the camera network installed in the mail-room of our lab, and quantitatively on the publicly available Terrascope Dataset [9] .
In the future we are going to concentrate on the following two directions. related issue has to do with the observation vectors that describe the observable nodes. Current solution of padding zeros is straightforward but can be improved with a more systematic model for sequences of variable length observations.
2. Select the model complexity adaptively. Based on the processing capacity of the end user, we can regulate the number of unusual events to be reported by adapting the model complexity.
3. Obtain explicit 3D locations of the blobs through calibrated cameras, and use them as observation for event detection.
