We first show that an inequality on Hilbert modules, obtained by Douglas and Yan in 1993, is always an equality. This allows us to establish the semi-continuity of the generalized Samuel multiplicities for a pair of commuting operators. Then we discuss the general structure of a Fredholm pair, aiming at developing a model theory. For application we prove that the Samuel additivity formula on Hilbert spaces of holomorphic functions is equivalent to a generalized Gleason problem. As a consequence it follows the additivity of Samuel multiplicity, in its full generality, on the symmetric Fock space. During the course we discover that a variant e (·) of the classic algebraic Samuel multiplicity might be more suitable for Hilbert modules and can lead to better results. Published by Elsevier Inc.
Introduction
In this paper we continue to study a method to calculate the Fredholm index of a pair of commuting operators [18] . Roughly speaking, the one variable case [15] exhibits both algebraic and analytic aspects. For two variables, the first step taken in [18] deals with the algebraic aspect.
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Although multivariable Fredholm theory has been studied by many [2, 3, 7, 8, 13, 22, 25, 28, 31] , past research often concerns not only Koszul complexes, but also general Fredholm complexes; on the other hand, Koszul complexes [29, 30] enjoy many commutative-algebraic properties which are not shared by other Fredholm complexes. These algebraic properties probably deserve more attention. Note that [24] also discusses algebraic properties extensively.
The algebraic-analytic interaction
To make the algebraic-analytic interaction more precise, we briefly recall from [15, 18] . For any Fredholm operator T ∈ B(H ) acting on a Hilbert space H ,
So, if we define 6) which are in fact integers by a Hilbert space version of Lech's formula in [18] . Because of
one has the following formula for the bivariate index index(T 1 , T 2 ) = e 0 − e 1 + e 2 .
(0.8)
So far, the above discussion about a pair (T 1 , T 2 ) is purely algebraic. What is still lacking is a multivariable version of the formula (0.3). We were originally motivated by a slightly more modest question, that is, the semi-continuity problem of Samuel multiplicity over Hilbert modules.
Problem. For any Fredholm pair (T 1 , T 2 )
, is the function λ = (λ 1 , λ 2 ) ∈ C 2 → e 0 (T 1 − λ 1 , T 2 − λ 2 ) semi-continuous over the Fredholm domain?
This problem was first communicated to the author by R. Douglas, and it seems that, previously, it was not even known whether the function should be upper semi-continuous, or lower semi-continuous. In one variable it is locally constant [15] .
On an inequality of Douglas-Yan
In a 1993 paper [9] Douglas and Yan introduced two notions of Hilbert functions, denoted by p(k) and P (k), over Hilbert modules. Among other things, the authors showed that one function is always greater than or equal to the other p(k) P (k), and proved that they are equal under a local freeness condition. Moreover, in the presence of singularity, they used an example to show that the inequality is strict
p(k) > P (k).
In this paper we point out that the calculation in the example of [9] is not correct (Section 1.2). Further, we show that the two notions of Hilbert functions are always equal (Section 1.3)
p(k) = P (k).
Because of the different advantages of p(k) and P (k)-one being algebraic, while the other with more analytic flavor-our equality establishes a bridge for the algebraic-analytic interaction, hence allowing the use of analytic sheaves to study Hilbert space operators. As an application we solve the semi-continuity problem.
What is a bivariate shift?
Section 3 aims at answering "What is a good definition of a bivariate shift?" This question is motivated by the model theory of Fredholm operators in [15] which naturally suggest: "Is there a model theory for Fredholm pairs?" Such a theory with the same level of sophistication as in [15] may appear obviously out of reach.
The purpose of Section 3 is to introduce new classes of Fredholm pairs which are potential building blocks for general pairs, and to present a scheme in Section 3 on how to obtain a 3 × 3 matrix model for general Fredholm pairs.
Hilbert spaces of holomorphic functions
Since proving the additivity formula of Samuel multiplicity on the Dirichlet space [16] and the two variable symmetric Fock space [18] , we have been interested in the question: when does the Samuel additivity formula hold for an analytic Hilbert module? This question is completely answered in Section 4 with the aid of semi-continuity of Samuel multiplicity from Sections 1 and 2. These algebraic formulas turn out to be equivalent to a classical problem in analysis: the solvability of Gleason's problem. As a consequence we obtain the Samuel additivity formula on the symmetric Fock space in its full generality, generalizing results in [18] .
Two notions of Hilbert functions

Background from [9]
By a Hilbert module H [8] over the polynomial ring A = C[z 1 , . . . , z n ] we mean that H is a Hilbert space admitting an A-module structure
such that the action of each z i is a bounded operator, denoted by T i ∈ B(H ).
Throughout the paper we let I = (z 1 , . . . , z n ) ⊂ A denote the maximal ideal at the origin. Then, following [9] , we say that H is regular (at the origin) if
When H is regular, one can form a graded module over A
gr(H ) = (H /I H ) ⊕ I H/I
2 H ⊕ · · · which is finitely generated. By counting the dimension of the first k components, one defines the first notion of Hilbert function
By standard results on Hilbert polynomials [9, 10, 14, 21] , p(k) becomes a polynomial when k is large, with degree n. For the second Hilbert function, we look at the last stage of the parametrized Koszul complex associated with (T 1 , . . . , T n )
What is more relevant here is the sheafified version
where O(H ) is the sheaf of H -valued analytic functions. The so-called sheaf model of the tuple (T 1 , . . . , T n ), introduced by [26] , is the homology sheaf of (1.2)
If H is regular at the origin, then the stalk h 0 at the origin is a finitely generated module over the Noetherian local ring O 0 [23] . This is an algebraic situation and we define the second notion of Hilbert function
where m ⊂ O 0 is the maximal ideal, k = 0, 1, 2, . . . .
Then the central question in [9] was to study when the equality p(k) = P (k) holds, partly in the hope of settling the semi-continuity problem mentioned in the introduction. In particular, the authors showed that
(1.5)
Under certain smoothness condition, the two functions are showed to be equal. It was also pointed out that nilpotency can cause the two notions to be different, and an example in terms of a finite nilpotent matrix was given (see below).
The example from [9]
Since no details were given in [9] , we calculate the example there. Let
acting on H = C n be a finite nilpotent matrix. Because T n = 0, one has T k = 0 for large k. So, the Hilbert polynomial (not the Hilbert function) is
Then [9] stated that because the sheaf h was the skyscraper sheaf, hence P (k) = 1. Because the actions of T and z on h 0 can be identified, T n = 0 implies that the action of z n is also zero. Consequently, the Hilbert polynomial of h 0 is a constant function, equal to dim C h 0 , which we determine next.
By looking at the column vectors of the matrix of T − z, h 0 is the quotient of rank-n free module O 0 ⊕ · · · ⊕ O 0 modulo the submodule generated by
Consider the following short exact sequence
Here J n is defined as
. Next we consider the effect of J n on h 0 . We will repeatedly use 
It follows that
By induction h 0 is isomorphic to O n−i 0 modulo the submodule generated by 
Hence the Hilbert polynomial for h 0 is also n. No contradiction.
The general case
Theorem 1. Let H be a Hilbert module over
Proof. When dim H/I H < ∞, in order to prove p(k) P (k), Douglas and Yan considered a natural map
defined as follows: for each h ∈ H , we define an element in O(H ) by settingh(z) = h, the constant function. The quotient class ofh in
is then defined to be φ(h). Lemma 4 in [9] says that φ is an A-module map, hence inducing for each k 
(k) P (k).
To obtain the reverse inequality, for each k ∈ N, we define an A-module map
as follows. For any f holomorphic around the origin, let f 0 be the germ of f , and let P k (f ) denote its Taylor polynomial of degree k. Then we define ψ k on the class of f 0 h in h 0 /m k h 0 to be
By chasing the images of the elements in H I H , one can conclude that each ψ k is well-defined, and is surjective. It follows the other direction p(k) P (k). 2
Semi-continuity of Samuel multiplicity
In this section the stability of Samuel multiplicity and the semi-continuity problem of e i (T 1 , T 2 ) follow from Theorem 1. Other ingredients in the proofs include standard sheave arguments, Lech's formula, and the index formula (0.8). Note that Eschmeier's [11, 12] contains some similar results for Hilbert modules.
Recall that [9] H is regular
Theorem 2. The function λ → e(H, I λ ) is constant on each connected component of the regular domain Ω.
Proof. Because of Theorem 1 we just need to show that the function λ → e(h λ , m λ ) is locally constant. Here m λ ⊂ O λ is the maximal ideal. This is standard for experts familiar with Markoe's [23] and coherent analytic sheaves.
[23] implies that h is coherent over Ω. So for any point P ∈ Ω, there is a neighborhood U of P such that h admits a representation for some r 1 
A basic result on coherent sheaves [20, p. 138 ] guarantees that one can extend (2.1) to a free resolution of finite length on a smaller neighborhood
here r l , r l−1 , . . . , r 2 , r 1 , r 0 ∈ N. For any λ ∈ V , one has an exact sequence of stalks
Because each component is finitely generated over the Noetherian ring O λ , one can apply the algebraic additivity of Samuel multiplicity [10, p. 283] . Now, the Samuel multiplicity of h λ can be written as the alternating sum of those of O
which is independent of λ, hence a constant over V . The proof can be completed now since local constancy implies constancy on a connected component. 2
Now we turn to the problem we have at the beginning of this paper.
Theorem 3. For a Fredholm pair
T = (T 1 , T 2 ) on a Hilbert space H , let e i (i = 0, 1, 2) be the generalized Samuel multiplicity (0.6). Then for each i = 0, 1, 2, the function λ → e i (T − λ)
is a constant on each connected component of the Fredholm domain σ F (T ).
Here the Fredholm domain σ F (T ) denotes the collection of
Proof. By the Hilbert space version of Lech's formula in [18] , we know that
Hence, when i = 0, it is a special case of Theorem 2. When i = 2, it follows from considering the adjoints
T ).
For i = 1, by formula (0.8), the conclusion follows from
since index(T ) is well known to be invariant under small scalar perturbation. 2
Remark.
The following is an explicit form of Theorem 2, which is useful in practice: for a commuting tuple (
there exists an open neighborhood U of the origin in C n and a (nowhere dense) thin set S ⊂ U such that for all λ ∈ U \ S,
A brief explanation may be helpful here. The right-hand side is just e(H ) at the origin. Now we take away the singular set S of the sheaf model h on a small neighborhood U (in fact any sufficiently small neighborhood will do), so that h is locally free, hence h/(T − λ)h will be equal to the Samuel multiplicity of h at λ, which by Theorem 1 is the Samuel multiplicity of H at λ, which in turn is the same as that at the origin by the local constancy of e(·) (Theorem 2). In Section 4 we will apply (2.6) to the symmetric Fock space H 2 n .
What is a bivariate shift?
The answer clearly depends on the interpretation of the question. Because the general structure of a Fredholm pair is rather mysterious at the current stage, our goal here is to identify special classes as potential building blocks for general pairs.
For the one variable case, our answer includes not only the weighted shifts, but also those twisted ones (called pure shifts in [15] ). These are Fredholm operators T ∈ B(H ) such that
In terms of polar decomposition,
Here U is the standard unilateral shift and P is positive, invertible. They form a good class because they can be used to build up any Fredholm operators [15] . It is worth mentioning that the above class consists of exactly the adjoints of the CowenDouglas operators [5] , an extensively studied class for different reasons.
Toward a model theory for Fredholm pairs
For two variables we introduce the following new class, and expect it to play a role in two variables which is similar to that of the above twisted shifts in one variable.
Let h i (T 1 , T 2 ) denote the dimension of the ith homology of the Koszul complex of (T 1 , T 2 ), and let I = (z 1 , z 2 ) be the maximal polynomial ideal at the origin.
Definition 4. A Fredholm pair
and
Definition 4 may appear rather contrived, and an example is helpful before we explain how this class form the potential building blocks for Fredholm pairs.
be an invariant subspace of the Hardy space over the bidisc. If it is generated by polynomials, then it can be shown that the pair (M z 1 , M z 2 ), given by multiplication by coordinate functions, is Fredholm [32] . To verify that it is quasi-analytic in our sense, the first condition
As for e 1 
Two problems regarding Definition 4.
(1) We conjecture that all Fredholm submodules of H 2 (D 2 ) ⊗ C N belong to our new class. (2) Does there exist a functional model for cyclic quasi-analytic pairs? Techniques from Agler and Stankus [1] , Curto and Salinas [6] , and Richter [27] may be helpful here.
Pseudo-analytic Fredholm pairs
Its connection with quasi-analytic pairs is based on Lemma 6.
Lemma 6. For any pseudo-analytic Fredholm pair
Moreover, one has e 1 (T | K 1 ) = e 1 (T ), and e 0 (T | K 1 ) = e 0 (T ). In particular, it follows that e 2 (T ) = 0.
Proof. In fact, we can choose K 1 = I k H for any large k. Hence, T | K 1 is clearly pseudo-analytic. We start with some purely algebraic arguments by looking at
which is a finitely generated graded module over the polynomial ring
LetT i denote the action of z i on gr(H ). That is, for any x + I k+1 H ∈ I k H/I k+1 H ,
Consider the torsion module of gr(H ) with respect to I = (z 1 , z 2 )
which is a submodule of a Noetherian module gr(H ), hence also finitely generated by basic results on Noetherian modules in algebra [10, p. 28] . Now both coordinate functions annihilate T , hence T is of finite length (see Corollary 2.17, [10] ). In other words, as a vector space over C, T is finite dimensional.
Assume that T is spanned by t 1 , . . . , t r . Since each t i is a finite sum, we can assume all t i are contained in the sum of the first k 0 components of gr(H ). So
is torsion free with respect toT i . Next we show that this implies
Otherwise, fix any nonzero
Because H is pseudoanalytic, one can write
Assume that x l is the first nonzero term in the expansion of x. Then, x l + I l+1 H is a nonzero element in I l H/I l+1 H . Next, we claim that
which will lead to contradiction. This is because x l = x − j l+1 x j , hence
which implies thatT i (x l + I l+1 H ) = 0 ∈ I l+1 H/I l+2 H for i = 1, 2. Now we finish the proof of the first paragraph of Lemma 6 with K 1 = I k 0 H . The second paragraph is a generalization of Lemma 9 in [15] .
We first show e 0 (T )
Note that the right-hand side is a polynomial of degree one, which makes no contribution to the Samuel multiplicity e 0 (T 1 , T 2 ).
, it suffices to show that, for any k,
Define a linear map between two finite dimensional vector spaces J :
The image of J is at most l dimensional, while x in the kernel of J implies T i x 1 = 0, which says that
It follows the inequality in the previous paragraph. Now, e 1 (T | K 1 ) = e 1 (T ) by looking at e 1 (T ) = e 0 (T ) + e 2 (T ) − index(T ), since the index is stable under finite rank perturbation.
Lastly, 
Remarks. (1) By using the fact that e i (T 1 , T 2 ) is the generic value of h i (T − λ), one can easily give another proof that e 0 (T )
This conjecture might be quite difficult. Just consider the case of an invariant subspace of the Hardy space over the bidisc. All evidences are supportive so far.
Toward a model theory for Fredholm pairs
Our goal is a model theory for Fredholm pairs in terms of a 3 × 3 upper triangular matrix, such that the three diagonal entries are accountable for the three terms e 0 , e 1 , and e 2 in the index formula (0.8), respectively.
For any Fredholm pair T = (T 1 , T 2 ) on H , let
be the compression of T onto K = H ∞ k=1 I k H . Similar to the arguments in the proof of Lemma 16, [15] , one can conclude that T is pseudo-analytic (T being Fredholm can easily follow from the long exact sequence 3.2 and Conjecture B).
Next, we consider the long exact sequence associated to the short exact sequence of Hilbert modules
but with the natural module structure endowed by T − λ, for a generic λ ∈ C 2 in a small neighborhood of the origin,
Here T ∞ = T | ∞ k=1 I k H is the restriction of T onto ∞ k=1 I k H . By Lemma 6 and Theorem 2, we know that
for a generic λ. This, together with Theorem 2 and the first row of (3.2), implies
H, T ). (3.4)
Conjecture A asserts that for a generic λ,
This, together with (3.3), Theorem 2, and the second row of (3.2), yields
H, T ). (3.6)
Note that there exists a natural isomorphism between vector spaces
which, together with Conjecture A and the third row of (3.2), leads to
But we conjecture a stronger result h 0 ( 
Conjecture B. If a Hilbert module H satisfies dim(H/I H ) < ∞, then I (
∞ k=1 I k H ) = ∞ k=1 I k H .
T ).
Consider the long exact sequence again, this time for 
e 1 (S ) = 0, and e 2 (S ) = 0.
Summary. Putting things together, we have the following statement (not a theorem): one can decompose H
Then, the pair T admits an upper triangular representation
If Conjectures A and B were true, then we would have
(1) T (1) * is pseudo-analytic, e 2 (T (1) ) = e 2 (T ), and e 1 (T (1) ) = e 0 (T (1) (2) ) = 0, and h 1 (T (2) ) = e 1 (T (2) ) = e 1 (T ); (3) T (3) is pseudo-analytic, e 2 (T (3) ) = e 1 (T (3) ) = 0, and e 0 (T (3) ) = e 0 (T ).
So each diagonal entry is accountable for one term in (0.8). Moreover, pseudo-analytic pairs boil down to quasi-analytic pairs. Note that we can choose T (1) = S * , T (2) = S * ∞ , and T (3) = T .
Applications to functional Hilbert spaces
Samuel multiplicity on H 2 n
In this subsection, we present two properties of e(·) on the symmetric Fock space H 2 n in n variables: the additivity and monotonicity. This generalizes results in [18] where n = 2 is considered. The proof of Theorem 7 follows immediately after we prove Theorem 11. New approaches are clearly needed, and Theorem 7 allows us to formulate what might be the correct way to look at the higher dimensional case.
We
propose to replace the codimension dim(M/I M) in several variables by e(M), viewed as a stabilized codimension. In one variable, the codimension dim(M zM) is always stabilized, and hence equal to e(M).
Recall that e(M ⊥ ) = n! lim k→∞
. By vector space isomorphism
and Theorem 7 leads to
In particular, 
Modified Samuel multiplicity on H 2 n
The purpose of this subsection is to introduce a modified notion of Samuel multiplicity e (·) on Hilbert modules, which can lead to improvement of results on e(·).
Definition 9.
We define a modified notion of the Samuel multiplicity over a Hilbert module H by
Its connection with the classic Samuel multiplicity is the following. 
Lemma 10. If e(H ) exists, i.e., e(H ) < ∞ , then e (H ) exists, and e(H ) = e (H ).
Proof. Observe that e(H ) < ∞ if and only if dim H/I H < ∞. Since λ → dim H/I λ H is upper semi continuous at the origin, one has H/I λ H < ∞ for
λ ∈ D c = z ∈ C n , |z 1 | 2 + · · · + |z n | 2 < c
this inf is equal to e (H ). On the other hand, by the semi-continuity of e(H, I λ ) (Theorem 2), this inf is also equal to e(H ). 2
The extra flexibility we gain, which is not present in algebraic modules, is that even when dim H/I H = ∞, so the algebraic invariant e(H ) is not defined (or equal to ∞), we still have a finite e (H ). The following fact will be used several times. The (rather short) proof, given at the end of the paper, follows from Theorem 14, which reduces it to the solvability of a generalized Gleason's problem, which is essentially taken care of by results of [19] .
Since e(M ⊥ ) always exists, we have e (M ⊥ ) = e(M ⊥ ) by Lemma 10. So, for any M, the modified additivity (4.3) becomes a mixed additivity
which, together with Lemma 10, shows that Theorem 11 is strictly an extension of Theorem 7, without the perplexing restriction (4.1). Similar to the arguments before Corollary 8, we have
Samuel multiplicity and Gleason's problem
Definition 13. Let S be a collection of functions defined on a domain Ω ⊂ C n . We say that the Gleason's problem is solvable for S at a point λ ∈ Ω if whenever f ∈ S, and f (λ) = 0, then we can find f 1 , . . . , f n ∈ S such that The condition "being Gleason solvable at some point" is further illustrated in Lemmas 17 and 18. A related theorem with independent interests is the following. Note that the condition on H in Theorem 15 is very mild for most spaces containing polynomials. Next we need some preparation.
The fibre dimension f d(H ).
For a Hilbert module H of (vector-valued) holomorphic functions on a domain Ω, the function 6) where H (λ) = {f (λ), f ∈ H } ⊂ C N , is lower semi-continuous over the domain Ω. We define its supremum to be the fibre dimension f d(H ). Then, the set
forms an open subset of Ω, and its complement is an analytic subvariety of Ω. We call it the F -variety of H , denoted by F (H ) ⊂ Ω.
The stabilized codimension e (H ).
For any Hilbert module H of (vector-valued) holomorphic functions on a domain Ω, the function
is upper semi-continuous over the domain Ω. We define its infinitum to be the stabilized codimension of H , denoted by e (H )-it coincides with the Samuel multiplicity e(H ) when the latter exists, see Lemma 10. Moreover,
forms an open subset of Ω by the upper semi-continuity, and its complement in Ω is an analytic subvariety of Ω. For convenience, we call it the C-variety of H , denoted by C(H ) ⊂ Ω.
) is a nonwhere dense subvariety of Ω. Clearly, both C(H ) and F (H ) are related to the singularity of H . In general, either one can strictly contain the other, as shown by the following examples. It seems interesting to investigate their connections. As a first step we offer Lemma 16 after giving the two examples below.
Example for C C C (H ) ⊂ F F F (H ). Let H = zH 2 (D) ⊂ H 2 (D). Then C(H ) is empty, and F (H )
consists of the origin.
Example for F F F (H ) ⊂ C C C(H
be an invariant subspace of the Bergman space over the unit disc with codimension greater than one. Let P :
, which is a quotient map by modulo the invariant subspace [z 1 − z 2 ] generated by z 1 − z 2 , and is well known to be a surjective partial isometry. Then, we form
In this case, f d(M) = 1, and F (M) is the zero set of M which can be seen to be
Next we claim that C(M) is the whole diagonal of
If not injective, then we can assume that for some f ∈ N , one has
Since P is a surjective partial isometry
Lemma 16. For any invariant subspace
M ⊂ H 2 n ⊗ C N ,
one has C(M) ⊂ F (M), and the Gleason's problem is solvable for M on B n \ F (M).
Proof. This in fact follows from the fact that the Gleason's problem is solvable for the multiplier algebra of H 2 n , which is proved by Gleason, Richter and Sundberg in [19] . Here we give a shorter proof for the first fact, but need to involve the Koszul complex. Let Ω = B n , and we still use results from [19] . For λ ∈ B n \ F (M), the Koszul complex of M with respect to the multiplication operators are acyclic, hence the Fredholm index at λ is equal to the codimension at λ, possibly up to a sign. Since the Fredholm index exists, and is a constant on B n \ F (M), it follows that the codimension is finite, and is a constant on
Next, we discuss the implication of "being Gleason solvable at some point", first for a general Hilbert module of holomorphic functions (Lemma 17), then for those obtained as the completion of the polynomial ring A (Lemma 18). 
In particular, it follows that the point λ in part (a), if existing, is necessarily in Ω \ (C(H ) ∪ F (H )).
Proof. For any function f ∈ H , the evaluation at a point λ ∈ Ω, sending f to f (λ), induces a map Being injective means if the representative of f is sent to zero, or f (λ) = 0, then f ∈ I λ H , which is exactly when the Gleason's problem is solvable.
for some point λ, then dim H/I λ H must achieve an infinitum at λ, and dim H (λ) must achieve an supremum at λ. In other words,
e (H ) = f d(H ), and λ ∈ Ω \ C(H ) ∪ F (H ) .
Otherwise, if λ ∈ C(H ), then we can choose a λ close to λ, such that dim H/I λ H < dim H/I λ H -this is possible because of the definition of C(H ) and the upper semi-continuity of the function λ → dim H/I λ H . At the same time, we can choose λ close enough so that dim H (λ) dim H (λ ) because of the lower semi-continuity of the function λ → dim H (λ). Now, one has
which contradicts inequality (4.9) at λ .
The case λ ∈ F (H ) follows similarly. Proof of the claim. Assume that the above map is an isomorphism for any M. For any f ∈ H such that f (λ) = 0, we choose M = [f ], the submodule generated by f . Then, the right-hand side of the above map is M(λ) = {0}. This forces f ∈ M = M ∩ I λ H , hence one can find f j ∈ H such that f = (z j − λ j )f j . On the other hand, assume H is Gleason solvable at λ, and since the maps are always surjective, we only need to show that they are also injective. That is, if f ∈ M is mapped to zero, or f (λ) = 0, we need it to be in M ∩ I λ H . Clearly, f ∈ I λ H since H is Gleason solvable at λ and f (λ) = 0. 
Added after completion
After receiving a draft of this paper in April, 2006, J. Eschmeier informed the author about his (then unfinished) manuscript which has certain overlap with Section 1 and Section 2 in this paper.
