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 vii 
Abstract 
Men as a group receive social, political and economic benefits from gender inequity. 
Given the strength of the relationship between socioeconomic factors and health, these 
benefits could be expected to lead to men experiencing better health. However, compared 
to women, men experience higher mortality. Further, while for some diseases men have 
lower morbidity, they are at greater risk of suffering from many serious illnesses. 
Biological differences between men and women, while important, appear to account for a 
relatively small part of this pattern. One possible explanation for this apparent paradox is 
that gender inequity itself is a risk factor for men’s health. The thesis sets out to 
investigate this possibility. It does so in a number of ways. First, it identifies theoretical 
approaches linking gender inequity and men’s health, and it explores commonalities in 
these approaches. Second, it combines several of these with theoretical approaches from 
the income inequality and health literature to provide a number of original theoretical 
insights. Third, it undertakes empirical investigations relevant to understanding the 
relationship between gender inequity and men’s health outcomes and health-related 
behaviours. In particular, it carries out a series of multilevel studies that utilises data from 
the United States to investigate whether measures of state-level gender inequity are 
predictors of men’s self-rated health, mortality and health-related behaviours. The results 
of these analyses suggest that some aspects of gender inequity are indeed predictive of 
worse self-rated health and higher mortality in men. However, a more complex pattern 
emerges for health-related behaviours with measures of state-level gender inequity 
predictive of both an increased and decreased risk for different behaviours. Overall, the 
thesis provides some supportive evidence for the proposition that gender inequity is a risk 
factor for men’s health. However, it points to a complex pattern of association and raises 
questions as to whether health-related behaviours provide an adequate explanation for the 
relationship. 
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Chapter 1. Introduction 
A major achievement of social epidemiology has been to identify the important role 
that social inequalities play in shaping population health patterns. A consistent 
finding is that those who have a higher social position have better health (Antonovsky 
1967; Galobardes et al. 2006a; Galobardes et al. 2006b; Glymour, Avendano & 
Kawachi 2014; Krieger, Williams & Moss 1997; Link & Phelan 1995; Lynch & 
Kaplan 2000; Marmot 2004; Marmot 2010; Marmot & Wilkinson 1999). When 
turning to the subject of gender inequity and men’s health, however, this pattern 
disappears. Men as a group receive multiple social, economic and political benefits 
from gender inequity (Connell 2002; Social Watch n. d.; United Nations 
Development Program [UNDP] 2011; World Bank 2011; World Economic Forum 
[WEF] 2014). Yet, overall, men’s health is not better than women’s health, and in 
many cases it is much worse.  
 
The clearest illustration of this is the gender mortality gap. In the most economically 
developed countries men on average have a 5–7 year lower life expectancy than 
women (European Commission 2011; Organisation for Economic Co-operation and 
Development [OECD] 2011). This gap is also seen globally with a study across 187 
countries that estimates a 5.7-year difference in life expectancy between men and 
women for the year 2010 (Wang et al. 2012).  
 
With regards to morbidity, the pattern is more complex. There are cases, such as 
psychological distress and depressive disorders, where men’s health appears to be 
better (Hyde 2014; Macintyre, Hunt & Sweeting 1996; Piccinelli & Wilkinson 2000; 
Seedat et al. 2009). However, for many other diseases a pattern of lower morbidity in 
men is not consistently seen (Macintyre, Hunt & Sweeting 1996). For example, in the 
cases of self-rated health and limiting longstanding illness, while there is a tendency 
for men to report better health, in many cases there is either no sex difference or 
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men’s health is worse (Bambra et al. 2009; Dahlin & Härkönen 2013). Further, when 
it comes to the most serious illnesses men are often at greater risk (Courtenay 2003; 
Courtenay 2011). For example, within Europe men have a higher overall rate of 
hospital admission for all of the principal diseases and health problems (European 
Commission 2011, 153).  
 
An obvious explanation for this pattern of poor health in men is biological factors. 
Men display multiple biological differences from women, leading to differences in 
susceptibility to a range of common diseases (Austad 2006; Eskes & Haanen 2007; 
Seifarth, McGowan & Milne 2012). However, these factors, at least in isolation, 
appear to explain only a relatively small part of the gendered health pattern (Luy 
2003). This is most clearly illustrated by studies of exceptional communities in which 
male excess mortality relative to women is significantly reduced (Luy & Gast 2014). 
For example, men residing in regional Sardinia and in German monasteries have 
displayed life expectancies approaching that of women (Luy 2003; Poulain, Pes & 
Salaris 2011). Importantly, this observation was not explained by women’s higher 
risk of death.  
 
As such, there is an unexplained paradox: men receive a range of social, economic 
and political benefits from the privileged social position accorded them by gender 
inequity, yet they do not appear to receive commensurate health benefits (Dolan 
2014; Springer & Mouzon 2011).  
 
The inability of biological factors to adequately account for this pattern suggests that 
social and environmental factors are implicated. There are multiple social factors that 
could be important. For example, many authors have argued that gender inequity is 
interrelated with a range of other social inequalities, such as those arising from race 
and socioeconomic position (Connell 2002; hooks 2000; Mason 1986; Sen & Östlin 
2008; Weber & Parra-Medina 2003). These inequalities have been identified as 
having negative impacts on health (Antonovsky 1967; Galobardes et al. 2006a; 
Galobardes et al. 2006b; Glymour, Avendano & Kawachi 2014; Krieger 2000; 
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Krieger, Williams & Moss 1997; Link & Phelan 1995; Lynch & Kaplan 2000; 
Marmot 2004; Marmot 2010; Marmot & Wilkinson 1999; Paradies 2006). Gender 
inequity could be a marker of such processes.  
 
A further possibility is that gender inequity itself may contribute to men’s poor health 
(Annandale & Hunt 2000; Courtenay 2000a; Holter 2014; Sen & Östlin 2008; 
Stanistreet, Bambra & Scott-Samuel 2005; Stillion 1995). On first appearance such a 
proposition would seem counter-intuitive. However, a number of theoretical 
approaches suggest plausible pathways linking the social processes related with 
gender inequity to increased health risks for men. An important example is a 
masculinities and health approach. This approach argues that the social practices men 
use in acquiring power over women, and other men, are intertwined with behaviours 
that are harmful to their health (Courtenay 2000a; Courtenay 2000b; Courtenay 2003; 
Courtenay 2011; Evans et al. 2011; Pyke 1996). 
 
The development of theories suggesting that gender inequity may be associated with 
processes leading to worse health in men has led some researchers to empirically 
investigate the relationship. Such work is reviewed in this thesis. However, empirical 
studies that have addressed this issue directly are relatively limited. Many studies 
regarding gender inequity and men’s health have either measured factors related to 
gender inequity, such as masculinities and social roles, rather than gender inequity 
itself, or have focused primarily on the health of women. Further, and importantly, 
relatively little empirical work has directly investigated the influence of gender 
inequity on men’s health when gender inequity is measured at the societal level (see 
exceptions: Holter 2014; Stanistreet, Bambra & Scott-Samuel 2005).  
 
Yet, gender inequity inherently involves broad social processes. Importantly, many 
theorists have argued that gender inequity is sustained by a system of patriarchal 
power relations in which systemic social structures institutionalise men’s privileged 
social position (Lerner 1986; Reeves & Baden 2000, 28). These structures have been 
identified in social institutions such as the state, the legislature, religion and legal 
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systems (Connell 1995; Connell 2002; Ogle & Batton 2009). The identification of 
these broad social processes suggests that investigations that focus only on gender 
inequity at the level of the individual may be inadequate for understanding the 
influence of gender inequity on health.  
 
One epidemiology tool that offers an approach for studying the influence of societal-
level factors on health is multilevel modelling (Hox 2010; Snijders & Bosker 2012). 
Multilevel modelling allows for investigation of the effects of variables measured at 
the group level as they impact the health of individuals (Diez Roux 2009; 
Subramanian et al. 2009; Subramanian, Jones & Duncan 2009). These effects have 
been referred to as ‘contextual effects’ (Diez Roux 2002).1 Such an approach has 
been applied to a range of social factors, particularly social inequalities. An example 
is the empirical work investigating the effects of income inequality on health (see 
Chapter 3). A multilevel approach has also been used to investigate the effects of 
gender inequity on women’s health and reproductive behaviours (Bentley & 
Kavanagh 2008; Chen et al. 2005).  
 
The ability to investigate contextual effects also makes multilevel modelling well 
suited to examining the relationship between gender inequity and men’s health. 
However, relatively few studies examining this issue have taken this approach (see 
Hopcroft & Bradley 2007; Roberts 2012; Sörlin et al. 2012; Stephenson 2010; 
Torsheim et al. 2006; Van de Velde et al. 2013 for exceptions). Further, in many of 
these cases the issue has been addressed indirectly and the theoretical links between 
gender inequity and men’s health have not been extensively explored.  
 
                                                
1 With reference to the study of individuals nested within groups, the term ‘contextual effect’ is 
sometimes used to refer only to the effects of group-level variables that are derived from 
summary metrics of the characteristics of individuals within the groups. In this thesis it is 
used in the more general sense to refer to the effects of variables measured at the group level 
on outcomes at the individual level, whether the group-level variables are measured directly at 
the group level or are derived from data at the individual level. Additionally, the term 
‘contextual effect’ is used with reference to a multilevel modelling approach and is 
distinguished from other methodological approaches such as contextual analysis and 
contextual effects models (see Diez Roux 2002). 
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This thesis sets out to examine the relationship between gender inequity and men’s 
health utilising a multilevel approach. It does so by asking a provocative question: Is 
gender inequity a risk factor for men’s health? In attending to this question the thesis 
also asks a related question: Is the relationship between gender inequity and men’s 
health explained by men’s health-related behaviours? This question arises from an 
examination of theoretical approaches that emphasise the importance of health-
related behaviours in explaining a possible link.  
 
An additional aim of this thesis is to examine these questions within the broader 
theoretical literature that examines social inequalities and contextual effects. An area 
of particular interest is income inequality and health. The income inequality literature 
is a natural complement to the gender inequity and men’s health literature as both 
theories deal with the potential negative effects of social hierarchies on human health.  
 
Knowledge gained from this thesis has the potential to make an important 
contribution to the public health literature. The social factors leading to poor health in 
men remain poorly understood. If processes related to gender inequity can be 
identified as contributing to men’s health profile then this provides a basis for 
informing public health interventions.  
 
Importantly, gender inequity is an ongoing social malady that is also a factor in 
shaping the health of women and children (Chen et al. 2005; Kawachi et al. 1999; 
Koenen, Lincoln & Appleton 2006). It is amenable to change. While understanding 
the health impacts of gender inequity for men is not a prerequisite for ameliorating 
gender inequity, knowledge gained from this thesis also has the potential to inform 
and to contribute to broader social and political debates about what is an important 
public health issue.  
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Thesis Delimitations  
The investigations in this thesis are bounded in a number of ways. From a theoretical 
perspective the scope of the thesis is broad. It draws from a range of literature to 
examine how gender inequity could be related to men’s health. It also expands this 
discussion by examining other commonly used theoretical approaches in the social 
epidemiological literature. In particular, the theoretical discussion related to the 
income inequality and health literature is investigated in some detail.  
 
From an empirical perspective, the scope of the thesis is more limited. The empirical 
investigations focus on the United States (US). The US provides a good case to study 
this issue for several reasons. First, it displays sufficient culture heterogeneity that a 
range of gender inequity can be mapped at the contextual level. In particular, the 
structure of states, with diverse histories, economies and political and legal 
frameworks has given rise to a range of different levels of gender inequity. For 
example, female political representation and access to abortion both vary by a large 
degree between states (Guttmacher Institute 2016, IWPR 2004). A further advantage 
of using the US as the case to study is the existence of large, good quality data sets 
that provide sufficient statistical power for analysis.  
 
The choice of the US for empirical investigation does however raise a number of 
limitations. First, findings from the US may not be generalizable to other settings. In 
particular, gender inequities and their impacts on health may be qualitatively different 
in less economically developed countries. As such, the focus of this thesis is the 
effects of gender inequity on men’s health in economically developed countries.  
 
A further limitation of the scope of the thesis is that it focuses on the health of men to 
the exclusion of the health of boys. The issue of the health of boys is important and 
deserves attention, however it is outside the realms of this investigation.  
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Important Concepts 
Several important concepts should also be outlined at this point of the thesis. The first 
is the concept of gender. Gender is a complex and contested topic. In its broadest 
definition it distinguishes the differences between males and females that arise 
through social processes rather than biology (Oxford Dictionary 2010, gender). The 
concept of gender provides the ability to see many aspects of factors related to the 
health of men as being constructed in the social realm, and thus amenable to change, 
rather then being fixed by biology. This issue will be discussed in more detail in 
Chapter 2.  
 
A second important concept is differentiating between inequity and inequality. The 
term ‘inequity’ has been used in this thesis instead of ‘inequality’ as it acknowledges 
both the importance of relative position between men and women, and also that, in 
some cases, men and women have different needs that must be fulfilled to allow them 
to control their lives and to take part equally in society (Reeves & Baden 2000; Sen 
1999; Sen 2003). An example of this is women’s heightened need for access to 
reproductive health services. 
 
Thesis Structure 
The thesis is structured as follows: 
 
• Chapter 2 identifies a number of plausible theories for understanding how 
gender inequity may be a risk factor for men’s health. It also considers these 
theories concurrently and identifies some important links between them. 
 
• Chapter 3 discusses theories explaining how gender inequity may be a risk 
factor for men’s health, together with theories that explain how income 
inequality may lead to poorer health. In particular, the chapter highlights a 
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number of commonalities between these two broad approaches and makes a 
number of potential theoretical insights.  
 
• Chapter 4 reviews studies that provide empirical evidence to answer the 
question of whether gender inequity is a risk factor for men’s health. It 
summarises the findings and also identifies the limitations of these studies.  
 
• Chapter 5 discusses methodological considerations for empirical 
investigations of this issue. Specifically, it (1) discusses the advantages of a 
multilevel modelling approach; (2) discusses issues related to the 
measurement of gender inequity; (3) identifies issues related to the 
measurement of men’s health; and (4) considers modelling issues related to 
mediation and confounding.  
 
• Chapter 6 provides a background analysis for identifying appropriate 
measures of gender inequity to be used in later analyses. Specifically, it 
investigates measures from the Status of Women in the States (SWS) report 
(Institute for Women’s Policy Research [IWPR] 1996; IWPR 2004). These 
measures have been used by a number of authors to examine the relationship 
between women’s social position and men’s and women’s health. The 
analysis seeks to establish if measures of women’s absolute, as opposed to 
relative, social position are adequate for measuring gender inequity.  
 
• Chapter 7 investigates the relationship between measures of gender inequity 
and income inequality. Specifically, it aims to clarify the extent to which the 
two processes are related. 
 
• Chapter 8 undertakes the first of a number of multilevel studies that utilise 
data from the US. It directly addresses the question of whether gender 
inequity is a risk factor for men’s health. It carries out a multilevel analysis of 
state-level measures of gender inequity as predictors of men’s self-rated 
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health. It utilises data from the Behavioural Risk Factor Surveillance Survey 
(BRFSS) data set (Centers for Disease Control and Prevention [CDC] 2015).  
 
• Chapter 9 carries out a multilevel analysis of state-level measures of gender 
inequity as predictors of men’s mortality. It utilises data from the National 
Longitudinal Mortality Study (NLMS) data set (US Census Bureau n. d.).  
 
• Chapter 10 undertakes a multilevel analysis that models an interaction effect 
between state-level measures of gender inequity and state-level income 
inequality on men’s self-rated health. It utilises data from the BRFSS data set.  
 
• Chapter 11 carries out a multilevel analysis of state level measures of gender 
inequity as predictors of men’s health-related behaviours. In particular, it 
examines risky alcohol consumption, smoking, insufficient fruit and vegetable 
intake, and physical inactivity. It utilises the BRFSS data set.  
 
• Chapter 12 summarises and discusses the findings of the empirical analyses 
and suggests some broader implications of the thesis.  
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Chapter 2. Gender Inequity as a Risk Factor for 
Men’s Health: What are the Plausible 
Theoretical Approaches? 
Gender inequity refers to inequities in rights, responsibilities and opportunities 
between men and women (Oxford Dictionary 2010, gender equality entry; United 
Nations 2015).1 With few exceptions these gender inequities favour men.2 For 
example, men have greater access to political power, greater access to and control 
over economic resources and also a range of social privileges (Connell 2002). These 
factors could be assumed to lead to better health. As such, the proposition that gender 
inequity is a risk factor for men’s health would seem counter-intuitive. This leaves an 
initial issue to be overcome in exploring whether gender inequity is a risk factor for 
men’s health: What are the plausible theoretical pathways?  
 
The following chapter addresses this issue. It identifies a number of theories that 
provide models for explaining how gender inequity may shape the social environment 
in ways that impact negatively on men’s health. Additionally, it identifies important 
aspects of these theories when considered concurrently. The chapter begins by 
outlining a number of relevant theoretical approaches, before moving on to a broader 
discussion. A more detailed discussion of men’s health is undertaken in Chapter 5. 
 
                                                
1 It should be acknowledged that gender inequity has been interpreted in a narrow way in this 
thesis to refer to inequities that arise from dichotomous social categories based on biological 
sex distinctions. However, not all individuals can be categorised according to these biological 
distinctions. Further, many individuals, such as those who are transgender, do not conform to 
dichotomous social categories. These individuals may also experience inequities due to their 
gender (see Couch et al. 2007).  
2 While the focus of this thesis is on the benefits that men as a group receive from gender 
inequity, it is important to note that these benefits are often unevenly shared among men (see 
Connell 2002). 
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The literature covered in this chapter was identified after an exhaustive search of the 
literature regarding gender inequity and health with respect to men. Details of the 
search process are available at the beginning of Chapter 4.  
2.1 Masculinities and Health  
A masculinities and health approach provides a plausible theory for understanding 
how gender inequity may be a risk factor for men’s health. It argues that the social 
practices men use in acquiring power over women, and other men, are intertwined 
with health damaging behaviours (Courtenay 2000a; Courtenay 2000b; Courtenay 
2003; Courtenay 2011; Evans et al. 2011; Pyke 1996).  
 
A masculinities and health approach derives from a social constructionist view of 
gender (Buchbinder 2012; Connell 1995; Connell 2002; Connell & Messerschmidt 
2005; Kimmel 2004). A social constructionist perspective views gender as a range of 
practices that are constructed relationally within the power structures between men 
and women, but also concurrently within the power structures existing within the 
sexes (Buchbinder 2012; Connell 1995; Connell 2002, Connell & Messerschmidt 
2005; Courtenay 2000a; Kimmel 2004). This conceptualisation of gender as a process 
within as well as between the sexes is of particular importance; it has allowed for the 
theoretical developments related to the study of masculinities, particularly the 
identification of a range of masculinities constructed with reference to a ‘hegemonic’ 
masculinity (Connell 1995; Connell & Messerschmidt 2005).  
 
Hegemonic masculinity is a configuration of gender practices that embody ‘the 
currently most honoured way of being a man’ at a specific point in time and in a 
specific context (Connell 1995, 77; Connell & Messerschmidt 2005, 832). These 
practices are seen to establish the cultural legitimacy of patriarchy and thus the 
domination of men over women, and also men over other men (Connell 1995; 
  
 12 
Connell & Messerschmidt 2005). Such practices are observed in those who hold 
power in a patriarchal system, but may also be seen in exemplars, such as film actors 
or characters, or even fantasy figures (Connell 1995, 77). This hegemonic masculinity 
provides a reference point, or a cultural ideal, for the construction of a range of other 
masculinities (Connell 1995; Connell & Messerschmidt 2005). For example, 
complicit masculinities reflect men who receive the benefits of patriarchal social 
relations, but who exhibit much less overt hegemonic patterns (Connell 1995); 
subordinate masculinities reflect the practices of men who are ‘expelled from the 
circle of legitimacy’, such as gay men (Connell 1995, 79).  
 
A masculinities and health approach links the practices of these masculinities to 
health-related behaviours (Courtenay 2000a; Courtenay 2000b; Courtenay 2003; 
Evans et al. 2011; Pyke 1996). For example, Courtenay (2000a, 1388) argues that:  
 
The systematic subordination of women and lower-status men — or 
patriarchy — is made possible, in part, through…gendered 
demonstrations of health and health behaviour. In this way, males use 
health beliefs and behaviours to demonstrate dominant — and 
hegemonic — masculine ideals that clearly establish them as men. 
 
As such, Courtenay links processes of social power to health behaviours. Some of 
these behaviours may be innocuous or even beneficial to health (Sloan, Gough & 
Conner 2010). However, many of these behaviours, such as smoking, over-
consumption of alcohol and failure to attend health services, are linked to increased 
health risks (Courtenay 2000a; Courtenay 2000b; Courtenay 2003; Courtenay 2011). 
For example, Courtenay (2000a, 1390) argues that:  
 
Men’s denial and disregard of physical discomfort, risk and health care 
needs are all means of demonstrating difference from women, who are 
presumed to embody these ‘feminine’ characteristics. These behaviours 
serve both as proof of men’s superiority over women and as proof of 
their ranking among ‘real’ men.  
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And: 
By successfully using unhealthy beliefs and behaviours to demonstrate 
idealised forms of masculinity, men are able to assume positions of 
power — relative to women and less powerful men — in a patriarchal 
society that rewards this accomplishment. (2000a, 1397) 
 
Thus, gendered behaviours that men use to maintain a dominant position are argued 
to be linked to a lack of concern for health, a lack of health knowledge and poor 
health-related behaviours, such as increased risk taking and a reduced tendency to 
appropriately access medical assistance (Courtenay 2000a, Courtenay 2000b; 
Courtenay 2011).  
 
Alongside the health-related factors tied to a privileged position for some men are 
health risks related to men being in subordinate positions. Men and boys face threats 
to their health as they experience pressure to conform, and suffer punishment and 
ridicule for failing to engage in traditional behaviour (Courtenay 2003, 15). Men in 
subordinate positions may also experience violence and discrimination (Connell 
1995). In some cases, these men may act out health-damaging behaviours to defy 
existing power structures and reassert their social position (Courtenay 2000a; Pyke 
1996). Pyke (1996), for example, argues that subordinate men ‘compensate’ by acting 
out a set of behaviours that assert their own masculinities as being superior to those 
they are subordinate to. These behaviours, such as sexual risk taking and excess 
alcohol consumption are often tied to increased health risks (Pyke 1996).  
  
As such, a masculinities and health approach views men’s health behaviours as 
shaped by the contestations related to men’s power over women and men’s power 
over other men. Such behaviours are seen to lead to poorer health through increased 
risk taking, and a lack of concern for physical discomfort and health in general 
(Courtenay 2000a; Courtenay 2000b; Courtenay 2003).  
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There is an increasing body of empirical literature investigating masculinities and 
health theory. This literature is highly heterogeneous in terms of the measurement of 
masculinities and the health outcomes investigated. However, broadly it provides 
some support for a masculinities and health approach (Bermúdez et al. 2010; 
Courtenay 2003; Courtenay & McCreary 2011; Iwamoto et al. 2014; Levant & 
Wimer 2014; Mahalik, Burns & Syzdek 2007; McCreary, Newcomb & Sadava 1999; 
Noar & Morokoff 2002; Skovdal et al. 2011; Sloan, Conner & Gough 2014; Springer 
& Mouzon 2011).  
 
An example of this work is Mahalik, Burns and Syzdek (2007) who undertook a 
study of 140 men aged 18 to 78 by utilising an online survey. Participants were asked 
about health behaviours including: increased alcohol consumption, seatbelt usage, 
physical fighting, sharing of troubling issues, regular medical check-ups, tobacco use, 
regular exercise, and fruit and vegetable consumption. They were also asked a range 
of questions relating to perceptions of the normativeness of these behaviours and 
given an 11-item questionnaire drawn from the Conformity to Masculinity Norms 
Inventory that assesses conformity to dominant cultural norms of masculinity in the 
US. A number of socioeconomic and demographic variables were also included in the 
model. A fully adjusted regression model indicated that men reported a greater 
frequency of health promoting behaviours when they conformed less to traditional 
masculine norms and also when they perceived that other men engaged in health-
promoting behaviours (2007, 2206–7). 
 
However, while these studies suggest a link between aspects of masculinities and 
health behaviours, the relationship appears to be inconsistent. Many studies, 
including some noted above, have found that other aspects of masculinity may be 
related to better health and health behaviours (de Visser & McDonnell 2013; Hunt et 
al. 2006; Iwamoto et al. 2014; Månsdotter et al. 2009; Månsdotter & Lundin 2010; 
McCreary, Newcomb & Sadava 1999; Sloan, Connor & Gough 2014; Wade 2009). 
Further, some studies suggest no relationship (Hunt et al. 2007). 
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This mixed evidence suggests that the relationship between masculinities and health 
is complex (Courtenay & McCreary 2011; Sloan, Gough & Conner 2010). It appears 
that some traditional masculine characteristics, such as independence, may be 
beneficial for health (Courtenay 2003), and that men in some cases appeal to 
hegemonic masculinities to justify healthy behaviours (Iwamoto et al. 2014; Sloan, 
Gough & Conner 2010). It also appears that the relationship may depend on the 
specific health behaviour under consideration. In particular, hegemonic ideals may be 
deployed as a justification for men’s involvement in physical activity (de Visser & 
McDonnell 2013; Sloan, Gough & Conner 2010) or to reduce alcohol use (Iwamoto 
et al. 2014). These mixed findings suggest that further empirical work will need to be 
undertaken to clarify the pathways involved. It is also possible that the theory 
requires some refinement.  
 
An important limitation of a masculinities and health approach is that it focuses 
almost exclusively on health-related behaviours. There is extensive evidence to 
support a role of health-related behaviours in explaining population health patterns, 
particularly those of men (Courtenay 2011; Mokdad et al. 2004; Nathanson & Lopez 
1987; Wong et al. 2006). However, in some cases, health-related behaviours are only 
able to account for a limited amount of the social patterning of disease in populations 
(Mackenbach 2006; Stringhini et al. 2011). Other influences such as material factors, 
which will be discussed in Chapter 3, and psychosocial factors appear to be important 
(Mackenbach 2006).  
 
The influence of psychosocial factors on health is linked to the concept of the 
psychosocial environment and its impacts of health through stress related pathways 
(Cassel 1976; Kristenson et al. 2004; Shankardass 2011; Siegrist & Marmot 2004). 
The psychosocial environment is defined by Siegrist and Marmot (2004, 1465) as: 
‘the sociostructural range of opportunities that is available to an individual person to 
meet his or her needs of well being, productivity and positive self-experience’. These 
authors highlight that this opportunity structure is important for allowing the 
satisfaction of the need for both self-esteem and self-efficacy (Siegrist & Marmot 
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2004). The inability to satisfy such needs is argued to impact on health through the 
effects of chronic stress (Kristenson et al. 2004; Shankardass 2011; Siegrist & 
Marmot 2004).  
 
The experience of chronic stress may be linked to disease through the physiological 
effects of the hypothalamic-pituitary-adrenal-axis, particularly through the effects of 
the hormone cortisol and also the autonomic system (Kristenson et al. 2004; McEwen 
1998). While these pathways help to provide appropriate physiological responses to 
stress, if the responses are maintained it can lead to increased load being placed on 
the body (Kristenson et al. 2004; McEwen 1998).  
 
An important concept in this process is that of  ‘allostatic load’. Allostasis refers to 
the ‘capacity of the human body to adapt to stressors that bring the body out of the 
normal range of functioning’ (Shankardass 2011, 117). Chronic stress may increase 
the ‘allostatic load’ and lead to ‘wear and tear that results from chronic overactivity 
or under-activity of allostatic systems’ (McEwen 1998, 171).  
 
A narrow focus on health-related behaviours is likely to miss these important 
psychosocial pathways. This limitation of a masculinities and health approach and the 
importance of material and psychosocial factors for men’s health will be discussed in 
Chapter 3. 
 
Finally, it is important to note that, while masculine ideals may be shaped by gender 
inequity, they are not necessarily a proxy for gender inequity itself. It is possible, for 
example, that the current hegemonic ideal could be reconfigured around healthier 
behaviours with no necessary change in underlying levels of gender inequity. As 
such, a masculinities and health approach is perhaps best viewed as a plausible 
pathway for explaining how gender inequity, in some contexts, may impact 
negatively on men’s health, rather than being a theory that explains gender inequity 
as an exposure in itself.  
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2.2 Role Expansion Theory  
Role expansion theory provides a plausible explanation for how gender inequity may 
be a risk factor for men’s health (Barnett & Hyde 2001; Thoits 1983). It argues that, 
in general, undertaking a greater number of social roles, such as spouse, parent, or 
employee, has beneficial effects on the health of men and women (Barnett & Hyde 
2001). 
 
The benefits of expanded roles for men may arise in a number of ways. First, 
increased workforce participation by women may lead to greater household income, 
taking pressure off men as the sole income generator (Barnett & Hyde 2001). Second, 
expanded roles for men in the household and in childcare may increase shared 
relationship experiences that facilitate greater communication and improved 
relationship quality (Barnett & Hyde 2001). Third, expanded roles may increase 
opportunities for men to experience success, leading to greater self-confidence and 
self-efficacy (Barnett & Hyde 2001). They may also facilitate the development of 
greater self-complexity and a greater frame of reference (Barnett & Hyde 2001), 
allowing men a broader perspective on successes and failures in specific areas of their 
lives (Barnett & Hyde 2001).  
 
The above-noted psychological factors may lead to men experiencing improved 
health by acting to buffer the negative effects of stress or failure in one particular 
role, while more generally increasing the possibilities for experiencing social support, 
and improving psychological wellbeing (Barnett & Hyde 2001; Thoits 1983). Such 
processes can be linked to literature that emphasises the importance of the 
psychosocial environment for health (Cassel 1976; Kristenson et al. 2004; 
Shankardass 2011; Siegrist & Marmot 2004). This issue will be discussed further 
below and also in Chapter 3.  
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Gender equity may facilitate role expansion for both men and women by altering 
societal gender norms. This may increase men’s participation in family roles, such as 
household labour and childcare (Nordenmark 2004) and increase women’s 
participation in the workforce. However, the benefits of expanded roles may not arise 
in all situations. In particular, expanded roles may have negative effects if roles 
become onerous, such as when the number of roles is too high or the demands of a 
role are excessive, or when the quality of roles undertaken is poor (Barnett 2008, 84; 
Barnett & Hyde 2001, 789–90). These situations may be encountered more frequently 
by those in lower socioeconomic positions (Barnett & Hyde 2001).  
 
Barnett and Hyde (2001, 789) also note that attitudes to gender roles may mediate the 
benefits received from undertaking multiple roles, with the possibility that ‘those with 
liberal gender-role ideologies benefit more from combining work and family roles 
than do those with traditional gender-role ideologies’. A further consideration is that 
the social context may limit the options for undertaking multiple roles. For example, 
economic support for paternity leave may open the possibility for men to expand their 
provision of childcare without concomitant economic costs. 
 
There is evidence to support role expansion theory with regards to men’s health 
(Barnett 2008; Barnett & Hyde 2001; Månsdotter, Backhans & Hallqvist 2008; 
Månsdotter, Lindholm & Winkvist 2007; Månsdotter & Lundin 2010; Nordenmark 
2004; van de Vijver 2007), though not all studies are supportive (Chandola et al. 
2004). The most extensive review of the effects of role expansion on health was 
undertaken by Barnett (2008) who is one of the proponents of role expansion theory 
(Barnett & Hyde 2001). She finds that a number of studies provide evidence for 
benefits to psychological and physical health, and also improved relationship 
satisfaction for men who occupy the role of spouse and parent alongside that of 
employee (Barnett 2008). In particular, benefits are seen to accrue to men as they 
increasingly take on non-traditional roles such as childcare alongside the traditional 
role of spouse and employee (Barnett 2008).  
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There is also evidence from other literature to support a role expansion approach, 
particularly in relation to health benefits associated with men’s increased involvement 
in childcare. For example, there is evidence that taking parental leave (Månsdotter, 
Backhans & Hallqvist 2008; Månsdotter, Lindholm & Winkvist 2007; Månsdotter, 
Lundberg & Lindholm 2012; Månsdotter & Lundin 2010) and involvement in 
childcare (Månsdotter, Nordenmark & Hammarström 2012) are protective for men’s 
health.  
 
While there is evidence for the expansion of roles benefitting men’s health with 
regards to men’s increase in parental responsibilities, the evidence for increases in 
men’s participation in housework is more mixed. Some studies suggest that there may 
be benefits in more equitable arrangements in household responsibilities (Harryson, 
Novo & Hammarström 2012; Harryson, Strandh & Hammarström 2012; Kalmijn & 
Monden 2012). However, other studies suggest that inequity in the division of 
household responsibilities may provide health benefits for men (Bird 1999; Bird & 
Fremont 1991; Östlund et al. 2004). A review of the literature by Shelton and John 
(1996, 316) also identifies studies suggesting that men who share household labour 
experience more negative emotions, but that a number of studies find ‘no association 
between men’s housework roles and psychological well-being’. 
 
It also appears that the benefits of multiple roles are likely to be highly dependent on 
the context. For example, Orbuch and Custer (1995, 339) found among white 
husbands in a US sample that participation in housework was positively associated 
with anxiety in husbands of career women, but not in husbands of homemakers. 
Additionally, many of the studies suggesting a benefit to men’s health from a role in 
childcare come from Sweden, which has generous parental leave provisions for men 
(European Foundation for the Improvement of Living and Working Conditions 
[EFILWC] 2007).  
 
Finally, it is important to note that role expansion theory does not directly address the 
issue of equity; it is possible that men may undertake multiple roles, but not achieve 
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equity within those roles. As such, role expansion theory provides a plausible model 
for explaining how, given the right social circumstances, reduced gender inequity 
could lead to absolute health gains for men. 
2.3 Convergence Theory 
Convergence theory can be utilised to explain how greater gender inequity may lead 
to health changes for men (Backhans, Lundberg & Månsdotter 2007; Månsdotter et 
al. 2006; Sörlin, Öhman & Lindholm 2011; Waldron 2000). Broadly, convergence 
theory argues that as men’s and women’s social roles and behaviours tend to 
converge, men’s and women’s health profiles should also tend to converge. This may 
occur through different pathways including the converging of health behaviours, 
levels of stress and access to resources (Backhans, Lundberg & Månsdotter 2007, 
1894; Månsdotter et al. 2006). Thus, convergence theory is an attempt to explain 
relative differences in male and female mortality and morbidity rather than to explain 
absolute health outcomes. As such, some caution is required in interpreting this 
theory with regard to the focus of this thesis: men’s and women’s health may 
converge due to changes in women’s health without any necessary changes in men’s 
health (Medalia & Chang 2011). 
 
There is evidence to support convergence theory. In particular, Luy and Gast (2014, 
144) note many studies suggesting that ‘male excess mortality is significantly lower 
in groups of individuals among whom men’s and women’s lifestyles and social 
environments are more homogeneous’. Such studies often relate to exceptional social 
settings. For example, Leviatan and Cohen (1985) undertook a study of Israeli 
Kibbutzim settlements, which they characterise as having more similar gender roles 
than other populations. They found that, while men and women in Kibbutzim 
settlements both have higher than expected life expectancy, men show the greatest 
gains. Further, Luy (2003) found that life expectancy differences between German 
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monks and nuns are reduced compared to the German population, with men in 
particular showing higher life expectancy.  
 
There is also support for convergence theory from less exceptional settings 
(Månsdotter et al. 2006; Sörlin, Öhman & Lindholm 2011; Waldron 2000). However, 
the findings are often less clear-cut. For example, Waldron (2000) tested a range of 
hypotheses related to convergence theory utilising US data from 1950–90. She 
concludes that decreasing gender differences for some types of mortality are due to 
decreasing differences in health behaviours and types of employment. However, a 
clear pattern of convergence is not seen for all types of mortality changes. She 
suggests that ‘gender differences in mortality have been influenced by a variety of 
factors in addition to trends in gender differences in behaviour’ (2000, 176). It is also 
important to note that some studies have not been supportive of convergence theory 
(Backhans, Lundberg & Månsdotter 2007). As such, the empirical evidence to 
support convergence theory is mixed.  
 
In summary, convergence theory provides a model for understanding how gender-
based patterns in health-related behaviours, levels of stress and access to resources 
can explain health patterns in men and women. The extent of the gender differences 
in these factors is likely to be tied to the extent of gender inequity and gender-related 
norms. As such, a convergence approach can be utilised to understand how gender 
inequity may be related to risk factors for men’s health.  
2.4 Structural Pluralism 
Structural pluralism also provides a basis for understanding how gender inequity may 
be a risk factor for men’s health. Structural pluralism3 is a measure of the extent to 
                                                
3 A structural pluralist approach derives from the sociological theory of Structural Ecology (see 
Young 2009). 
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which diverse segments of a community participate in political processes and play an 
active role in shaping policy (Young 2001; Young 2009; Young & Lyson 2001). 
Such participation can take diverse forms, such as through formal political processes, 
campaigning with community organisations or through forms of protest (Young & 
Lyson 2001). A community with high levels of structural pluralism contrasts with 
communities that are in a state of apathy where a strong leader enforces passivity 
(Young 2009, 67). Young (2001, 225) argues that the inclusion of minorities in the 
political process broadens the base of political contestation and identifies women’s 
status as a measure of structural pluralism.  
 
Young and Lyson (2001) identify two pathways through which greater structural 
pluralism can improve health. First, political participation allows diverse segments of 
the population to pressure authorities to provide appropriate health facilities (2001, 
136). Second, increased participation in collective problem solving is seen to 
optimise the biological functioning of participants (2001, 136). Young (2001, 237) 
notes that: 
 
…pluralism is a type of ‘institutionalized problem solving capacity’ that 
increases the chances that communities will borrow or create 
appropriate medical technology and that its application will improve the 
average health of the population. 
 
And that: 
…membership in a pluralistic community generates a biological 
optimizing process that increases the physical signs — energy, alertness, 
recovery from diseases — that we associate with the term ‘health.’  
 
Young and Lyson (2001) note the similarities with the ‘social trust’ theory for 
reduced mortality. They (Young & Lyson 2001, 136) note that social trust increases 
the density of social interactions and social support. However, they (2001) 
differentiate the structural pluralist approach in that social trust reflects social 
cohesion, whereas structural pluralism involves institutionalised conflict, and also 
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that unlike social trust, structural pluralism cannot be reduced to an individual-level 
measure. 
 
The only study to investigate a structural pluralist approach with relevance to gender 
inequity is that of Young (2001). This study is reviewed in detail in Chapter 4. 
However, briefly, Young (2001), in a study of 152 less developed countries, found 
that higher women’s status was significantly associated with higher male and female 
life expectancy and a lower infant mortality rate. A path analysis including measures 
of development, the amount of skilled medical personnel and a variable identifying 
sub-Saharan African countries also found that health expenditure was most strongly 
predicted by women’s status.  
 
In summary, a structural pluralist approach provides a plausible model for 
understanding how gender inequity could lead to poorer health outcomes in men. 
However, there is currently little empirical evidence to support this approach. One 
important aspect to note is that a structural pluralist approach is inherently focused on 
social processes related to gender inequity at the broader social level.  
2.5 Women’s Social Position and Reproductive Outcomes 
Literature that examines the relationship between women’s social position and 
reproductive outcomes is important for understanding how gender inequity may be a 
risk factor for men’s health. Extensive evidence suggests that improvements in 
women’s social position lead to both greater reproductive success and improved 
population health (Caldwell 1979; Caldwell 1986; Carlson, Kordas & Murray-Kolb 
2014; Erdoğan, Yildirim & Tosuner 2012; Flegg 1982; Malhotra, Schuler & Boender 
2002; Osmani & Sen 2003; Varkey, Kureshi & Lesnick 2010; Wang 2007). This 
relationship is of particular importance given increasing evidence that poor fetal and 
early life development leads to an increased risk of disease across the lifespan (Aizer 
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& Currie 2014; Barker 2004; Braveman et al. 2005; Galobardes et al. 2006b; Marmot 
2010; Osmani & Sen 2003; Shonkoff et al. 2012).  
 
Multiple factors associated with improvements in women’s social position have been 
linked to improved reproductive outcomes. In the context of an economically 
developing country, women’s social position may impact female nutrition (Ndiku et 
al. 2011; Osmani & Sen 2003). Greater female autonomy also increases the 
likelihood that women will seek out and attain appropriate services to support 
reproductive processes and to understand and act on advice (Caldwell 1986). Such 
factors may underlie the association between women’s autonomy and improvements 
in children’s nutritional status (Carlson, Kordas & Murray-Kolb 2014, 27). Higher 
levels of women’s education are also likely to enhance such processes, and have been 
linked to levels of infant mortality (Erdoğan, Yildirim & Tosuner 2012; Flegg 1982).  
 
The effects of women’s social position on reproductive outcomes also appear to 
extend to economically developed countries. For example, Koenen, Lincoln & 
Appleton (2006, 3009) found that higher women’s status at the state level in the US, 
as measured by political participation and social and economic autonomy, was 
associated with decreased low birth weight. Additionally, a further study from the US 
suggests that intimate partner violence may have similar impacts on birth weight to 
smoking (Aizer 2011). However, not all studies from economically developed 
countries support a link between women’s social position and reproductive outcomes. 
For example, Hunnicutt (2007) found that, in the US, higher women’s labour force 
participation in urban settings increases the risk of homicide for infants and children.  
 
While improvements in women’s social position are likely to lead to overall 
beneficial effects on male health through reproductive pathways, this relationship is 
complex and may depend on the context. A lower social position for women may also 
contribute to discriminatory practices that benefit male children (Malhotra, Schuler & 
Boender 2002; World Bank 2011). For example, lower women’s social position 
provides the basis for son preference that leads to high levels of sex-selective 
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abortions (World Bank 2011). Further, Malhotra, Schuler and Boender (2002) note in 
a review of literature regarding the effects of gender empowerment on child health 
that, while overall supportive of better health, in some cases gender empowerment 
can lead to discrimination against daughters. As such, improvements in women’s 
social position may be associated with complex processes that lead to both benefits 
and negative effects for men, and this relationship may be context dependent.  
 
Overall, the literature linking women’s social position to reproductive outcomes 
suggests that a lower social position may interfere with a woman’s ability to provide 
optimal resources and care during critical reproductive periods. This has implications 
for the short-term and long-term health risks of both women and men. 
2.6 Important Issues Raised by the Theoretical Approaches 
The above theoretical approaches provide plausible models for understanding how 
gender inequity may be a risk factor for men’s health. This section identifies a 
number of important issues raised when these theories are considered concurrently.  
 
A first issue is that several approaches suggest that gender inequity may impact 
men’s health because it affects the quality of the psychosocial environment. The 
quality of this environment may be important for health because it influences an 
individual’s ability to satisfy needs for self-esteem and self-efficacy (Siegrist & 
Marmot 2004). Failure to satisfy these needs may lead to stress and, in turn, to 
impacts on health through psychobiological pathways (Cassel 1976; Kristenson et al. 
2004; Shankardass 2011; Siegrist & Marmot 2004). Both a masculinities and health 
approach and a role expansion approach can be interpreted to suggest that gender 
inequity may be associated with a deterioration in the psychosocial environment for 
men.  
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In the case of a masculinities and health approach, while it focuses almost exclusively 
on health behaviours as the pathway to disease, it also identifies how gender inequity 
is associated with processes of dominance and subordination among men. These 
processes are likely to impact on the psychosocial environment in a number of ways. 
First, they may lead men to experience pressure to conform to idealised versions of 
manhood that place unrealistic expectations on them (Connell 1995). Second, men 
who fail to conform to such expectations may suffer punishment and ridicule, and 
experience discrimination and stigmatisation (Connell 1995; Connell 2002; 
Courtenay 2003). These effects may be heightened for men in subordinate positions, 
such as gay men or those who fail to engage in traditional behaviours (Connell 1995). 
Finally, it is also plausible that men in a gender inequitable society may be sensitive 
to threats to their self-esteem from improvements in the position of women 
(Backhans, Lundberg & Månsdotter 2007; Stanistreet et al. 2007).  
 
A role expansion approach also suggests ways in which the extent of gender inequity 
may be related to the quality of the psychosocial environment. As discussed above, 
increasing gender equity may alter societal gender norms, allowing men to take on a 
greater number of social roles. These may provide men with a range of psychological 
benefits such as a greater frame of reference, greater opportunities for experiencing 
success and an increase in opportunities for social support (Barnett & Hyde 2001). 
Such factors may, in turn, act to buffer men from threats to self-esteem in particular 
aspects of their day-to-day lives (Barnett & Hyde 2001).  
 
A second issue that arises from a concurrent consideration of the theoretical 
approaches discussed in this chapter is that gender inequity may place constraints on 
societal-level decision-making processes that impact on the extent to which resources 
are invested in health-related infrastructure. In particular, a structural pluralist 
approach emphasises that the breadth of voices represented in decision-making 
processes will impact on the degree of societal health-related investments (Young 
2001; Young 2009; Young & Lyson 2001). It is possible that when gender inequity is 
higher resources are less likely to be directed to the satisfaction of the health-related 
  
 27 
needs of the population. This focus on how societal-level dynamics influence health-
related investments links to the group level self-efficacy facet of social capital 
(Putnam 2000). This link will be elaborated upon in Chapter 3.  
 
A third issue that arises from a concurrent consideration of the theories discussed in 
this chapter is the importance of gender inequity in both constraining and enabling 
health-related behaviours. Health-related behaviours are strong predictors of health 
outcomes (Courtenay 2011; Mokdad et al. 2004; Stringhini et al. 2010), and may 
explain a large degree of men’s poorer mortality patterns (Courtenay 2003; 
Courtenay 2011; Nathanson & Lopez 1987; Wong et al. 2006). Several of the 
theories identified place importance on health-related behaviours. A masculinities and 
health approach identifies the social processes that men use to maintain their 
privileged position over women and other men as providing the social rationale for 
men’s poor health-related behaviour. A convergence approach also identifies the 
gendered patterning of health behaviours as important in explaining differences in 
health outcomes between the sexes. Additionally, with regards to a role expansion 
approach, increased involvement in roles such as childcare provision is likely to 
displace risky health behaviours (Månsdotter, Lindholm & Winkvist 2007).  
 
There are also links between health-related behaviours and the previously discussed 
influences of the psychosocial environment and health-related social investments. 
Health-related behaviours are likely to be a product of the quality of the psychosocial 
environment. For example, Wilkinson and Pickett (2009) have argued that threats to 
self-esteem increase the likelihood of individuals undertaking poor health-related 
behaviours. Additionally, the extent of a community’s ability to campaign for 
improvements in health-related infrastructure, and also resist negative health policies, 
is likely to impact on the level of resources available to shape health behaviours. 
 
As such, a number of theoretical approaches highlight an important role for health-
related behaviours in explaining how gender inequity may be associated with men’s 
poorer health. Further attention to this pathway is warranted.  
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A final issue is the possibility of gender inequity impacting men’s health via 
reproductive pathways. Literature investigating this has largely focused on these 
processes in developing countries. However, it possible that this pathway may also be 
important in economically developed countries and play a role in increasing the risk 
of chronic diseases in later life (Osmani & Sen 2003). This pathway also deserves 
further attention.  
2.7 Conclusion 
This chapter has identified a number of plausible pathways for explaining how gender 
inequity may be a risk factor for men’s health. It has also identified a number of 
important issues arising from a concurrent consideration of these pathways. In 
particular, it highlights the importance of the quality of the psychosocial 
environment, the importance of control over social decision-making that affects the 
allocation of resources, the importance of health-related behaviours and the 
possibility of gender inequity impacting on men’s health via reproductive pathways. 
The following chapter discusses aspects of the theoretical approaches for 
understanding how gender inequity may be a risk factor for men’s health in light of 
the theoretical approaches to income inequality and health.  
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Chapter 3. Gender Inequity and Men’s Health: 
What Does the Income Inequality Literature 
Add? 
This chapter explores the theoretical literature relevant to gender inequity and men’s 
health within the broader social epidemiological literature. In particular, it focuses on 
the issue of income inequality and health. The literature on income inequality and 
health is important to the thesis for several reasons. First, it identifies how 
socioeconomic inequality can exert contextual effects on health. As such, it may offer 
relevant insights for understanding how gender inequity, another form of social 
inequality, could also exert a contextual effect on health.  
 
A second, relevant aspect of the income inequality and health literature is that some 
theoretical approaches identify the importance of the extent of social hierarchies for 
health. For example, in an important theoretical discussion Wilkinson and Pickett 
(2006, 1775) argue that:  
 
Several variables may provide rough measures of the extent of social 
class differentiation…However, income inequality is likely to be one of 
the most widely applicable. Although it may not be the best measure of 
social hierarchy in all cultures, the fact that dominance hierarchies (in 
human societies as among animals) are fundamentally about privileged 
access to scarce resources, may mean that differences in income and/or 
wealth are particularly apposite indicators of rank difference across 
cultures.  
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This focus on the importance of social hierarchies for health links the income 
inequality literature to concerns with gender inequity: both income inequality and 
gender inequity can be viewed as forms of social hierarchy. Given this commonality, 
it may be productive to consider these bodies of literature concurrently.  
 
To date, only one author (Lohan 2007) appears to have examined approaches to 
gender inequity and men’s health within the context of the broader social 
epidemiological literature. As such, there is an opportunity for further theoretical 
exploration. This chapter undertakes this task.  
 
The chapter begins by briefly reviewing the empirical evidence which suggests that 
income inequality may be a determinant of population health. It then identifies 
several important theoretical approaches from the income inequality and health 
literature. The chapter then examines the links between these approaches and a 
number of the theoretical approaches that explain how gender inequity could be a risk 
factor for men’s health. These were discussed in Chapter 2. The chapter finishes with 
a number of epidemiological interpretations of the findings of the discussion.  
3.1 Income Inequality and Health 
An extensive body of literature has found an association between an individual’s 
level of income and their health (Agardh et al. 2011; Galobardes et al. 2006a; 
Krieger, Williams & Moss 1997; Lynch & Kaplan 2000; Manrique-Garcia et al. 
2011). Those with higher income consistently show improved health across a range 
of important domains (Krieger, Williams & Moss 1997; Lynch & Kaplan 2000). 
There is some limited evidence that this relationship is causal (Glymour, Avendano & 
Kawachi 2014). However, the relationship appears to depend on a range of factors 
and a causal link has yet to be clearly established (Glymour, Avendano & Kawachi 
2014).  
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The ‘income inequality hypothesis’, in contrast, focuses on the extent of inequality in 
the distribution of income in a population as a predictor of health. This theory derives 
from the early work of Preston (1975) and Rodgers (1979) who identified a 
relationship between income inequality and health. However, Wilkinson (1992) and 
more recently Wilkinson and Pickett (2006; 2007; 2009; Pickett & Wilkinson 2009; 
Pickett & Wilkinson 2015) have been the primary advocates for the income 
inequality hypothesis.  
 
Wilkinson and Pickett (2009) argue that, once a society achieves a level of 
development that allows important material needs to be met, the level of societal 
income inequality is an important determinant of health with greater levels of income 
inequality leading to poorer health. To explain this relationship they identify income 
inequality as a marker of the extent of class differentiation in a society (Wilkinson & 
Pickett 2006). They argue that greater class differentiation contributes to a 
deterioration in the quality of the psychosocial environment, leading to an increased 
risk of disease through the effects of stress, both directly and also through increasing 
the likelihood of individuals engaging in poor health-related behaviours (Wilkinson 
& Pickett 2006). The ‘psychosocial’ approach and other theoretical approaches will 
be discussed in more detail below.  
 
The income inequality hypothesis has generated a large quantity of empirical 
literature (see reviews: Kondo et al. 2009; Kondo et al. 2012; Lynch et al. 2004; 
Macinko et al. 2003; Pickett & Wilkinson 2015; Subramanian, Blakely & Kawachi 
2003; Subramanian & Kawachi 2004; Wagstaff & van Doorslaer 2000; Wilkinson & 
Pickett 2006; Zheng 2012). Before discussing several of these reviews, an important 
methodological issue needs to be noted; that is, the relative importance of different 
study designs in providing empirical evidence for the income inequality hypothesis.  
 
Two study designs have been utilised in the majority of the empirical literature: 
ecological studies and multilevel studies. Ecological studies measure and model the 
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exposure and outcome at the group level (Diez Roux 2009; Porta 2008). Multilevel 
studies, in contrast, are able to model data at multiple hierarchically organised levels 
concurrently (Diez Roux 2009; Hox 2010, Snijders & Bosker 2012). As such, they 
can be used to measure and model exposures at the group level with outcomes at the 
individual level (Diez Roux 2009; Subramanian, Jones & Duncan 2009) (see Chapter 
5 for fuller discussion). 
 
Multilevel studies have a number of important advantages for examining the 
relationship between income inequality and health. First, unlike ecological studies, 
they are not susceptible to the ecological fallacy (Robinson 2009 [1950]; Selvin 1958; 
Thorndike 1939). The ecological fallacy occurs when an association, or lack thereof, 
identified at the group level is inferred to the individual level (Selvin 1958). Such 
inferences are not necessarily valid and may lead to incorrect conclusions (Robinson 
2009 [1950]; Schwartz 1994) (see Chapter 5 for fuller discussion).  
 
A second strength of multilevel studies is that they are able to distinguish between 
contextual and compositional effects (Subramanian & Kawachi 2004). Applied to the 
case of individuals and groups, a contextual effect refers to the effects of variables 
measured at the group level on outcomes at the individual level; a compositional 
effect refers to between-group differences in an outcome that are attributable to the 
‘characteristics of the individuals of which the groups are comprised’ (Diez Roux 
2002, 588–89). 
 
The ability to distinguish between contextual and compositional effects is of 
particular importance for the empirical testing of the income inequality hypothesis. It 
allows for confirmation that the effect of income inequality is due to an effect at the 
societal level, and is not instead due to individual-level processes. In particular, it has 
been suggested that the relationship between income inequality and health can be 
explained by a theorised curvilinear relationship between income and health at the 
individual level (Gravelle 1998; Rodgers 1979; Subramanian & Kawachi 2004). Such 
an effect is illustrated in Figure 3.1 (below) by the difference in average health (Y1 
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and Y2) for two pairs of individuals with differing levels of income inequality (X1 and 
X4 versus X2 and X3). As can be seen, the average health of two individuals with a 
greater difference in incomes (Y1) is lower than that of two individuals with a lesser 
difference in incomes (Y2). This suggests, at least in this theoretical case, that the 
relationship between income inequality and health may simply be a statistical by-
product of the spread of individual level incomes rather than there being a contextual 
effect at the societal level. Such a compositional explanation would invalidate the 
theory of a societal effect of income inequality on health as suggested by Wilkinson 
and Pickett.  
 
Figure	  3.1	  Diagrammatic	  Representation	  of	  the	  Theorised	  Curvilinear	  Relationship	  Between	  Income	  
and	  Health	  (from	  Subramanian	  &	  Kawachi	  2004,	  Figure	  2)	  
 
 
Multilevel studies are able to concurrently model both this theorised compositional 
effect of the individual-level income distribution and the contextual effect of group-
level income inequality on individual health. As such, they allow confirmation that 
income inequality itself exerts an effect on health, rather than being a marker of 
processes at the individual level (Subramanian & Kawachi 2004).  
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The aforementioned strengths of multilevel studies mean that they provide a more 
methodologically appropriate approach to investigate the income inequality 
hypothesis than ecological studies (Subramanian & Kawachi 2004). Therefore, the 
findings of multilevel studies should be accorded greater weight when considering 
the empirical literature. Multilevel models are discussed further in Chapter 5. 
 
The findings of the empirical studies of the income inequality hypothesis have been 
controversial. A full review of this literature is outside the bounds of this discussion. 
However, several major reviews deserve attention. In one important paper, Lynch et 
al. (2004) undertook a systematic review of 98 ecological and multilevel studies 
conducted at the international level or within countries. With regards to international 
studies the authors found that of the 26 ecological studies ‘15 support the income 
inequality hypothesis, six find no association, and another five offer mixed support’ 
(Lynch et al. 2004, 48). The authors found the two international multilevel studies to 
be unsupportive. They concluded that there is little evidence of a link between 
income inequality and health at the international level. Reviewing within-country 
studies, the authors did find supportive evidence for a link between income inequality 
and health, but concluded that this is only consistent for the US, and possibly for the 
UK, and not generalisable to other countries.  
 
To explain these findings, Lynch et al. (2004) raise the issue of the importance of 
country specific cultural factors, particularly in the case of the US. They conclude 
that there is little evidence that ‘income inequality is a major, generalizable 
determinant of population health differences within or between rich countries’ (2004, 
5). 
 
A subsequent review by Wilkinson and Pickett (2006), however, came to a different 
conclusion. The authors reviewed 168 analyses in 155 papers, including 37 papers 
that had not been reviewed in three previous systematic reviews. The review also 
included all eligible studies reviewed by Lynch et al. (2004). Study findings were 
classified as ‘wholly supportive’, ‘partially supportive’ or ‘unsupportive’. In contrast 
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to Lynch et al. (2004), Wilkinson and Pickett (2006, 1769) found that almost three-
quarters of the analyses were either wholly or partially supportive and argue that this 
provides evidence for an impact of income inequality on health.  
 
Wilkinson and Pickett (2006) provide several explanations to account for the large 
number of studies with null findings. First, they suggest that in many studies income 
inequality has been measured across ‘areas too small to reflect the scale of social 
class differences in a society’ (Wilkinson & Pickett 2006, 1768). They argue that the 
relationship between income inequality and health is strongest across larger social 
units because at this scale income inequality captures the extent of social stratification 
(Wilkinson & Pickett 2006). In contrast, in small areas social stratification may be 
less evident, particularly if income levels are more homogenous, as may be the case 
with increased levels of residential segregation (Pickett & Wilkinson 2015; 
Wilkinson & Pickett 2006). A second explanation suggested for the null findings is 
that of period effects. Wilkinson and Pickett (2006, 1777) note that ‘During the 1980s 
and early 1990s, when income differences were widening particularly rapidly in 
many countries, much of the relation between inequality and mortality among rich 
countries temporarily disappeared’.  
 
The review by Wilkinson and Pickett (2006) is perhaps the most extensive 
undertaken. As such, its findings are important. However, a major limitation is that 
the authors pooled both ecological and multilevel studies in the review. This leads to 
methodologically weaker ecological studies being given equal weight to the stronger 
multilevel approaches.  
 
The most significant recent contribution to the empirical literature on income 
inequality and health comes from Kondo et al. (2009; 2012). These authors undertook 
a series of meta-analyses of studies that examined income inequality and mortality 
and self-rated health. Importantly, these analyses included only multilevel studies.  
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In their primary review, Kondo et al. (2009) meta-analysed nine cohort studies that 
included 59,509,857 subjects and 19 cross-sectional studies that included 1,280,211 
subjects. They found that income inequality was associated with a modest increase in 
the cohort relative risk of mortality of 1.08 (95% CI 1.06–1.10) and a cross-sectional 
odds ratio of poor self-rated health of 1.04 (95% CI 1.02–1.06) per 0.05 unit increase 
in the Gini coefficient.1 These findings suggest an important population health 
impact, with the authors estimating that ‘upwards of 1.5 million deaths (9.6% of total 
adult mortality in the 15–60 age group) could be averted in 30 OECD countries by 
levelling the Gini coefficient below the threshold value of 0.3’ (Kondo et al. 2009, 
7).2 
 
An important aspect of this review is that it identifies some explanations that may 
account for the large number of null findings in the literature. First, the authors found 
that associations were more consistent in studies with a higher level of income 
inequality (Gini coefficient >= 0.3) (Kondo et al. 2009). This is consistent with 
previous interpretations of a possible threshold effect (Subramanian & Kawachi 
2004). Second, the authors found stronger associations in studies conducted after 
1990 (Kondo et al. 2009). The possibility of period effects has been suggested before 
in the literature (Wilkinson & Pickett 2006). Third, the findings suggest that the 
association between income inequality and mortality is stronger with greater than 7 
years follow-up (Kondo et al. 2009). This is broadly consistent with a number of 
studies suggesting that the largest impacts of income inequality may be seen when 
time lags are taken into account (Blakely et al. 2000; Subramanian & Kawachi 2004; 
Zheng 2012). 
 
In a subsequent review using the same data, Kondo et al. (2012) found that the effect 
of income inequality appears to be larger when measured across larger population 
                                                
1 The Gini coefficient is a value between 0 and 1, with 0 representing perfect equality where all 
income is equally shared across entities, such as individuals or households, and a value of 1 
representing perfect inequality where one entity receives all the income (Atkinson 1983). 
2  In this data, half of the 30 OECD countries are at or above this threshold (Kondo et al. 2009, 
Fig. 2). 
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units. This finding has been noted in previous reviews (Subramanian & Kawachi 
2004) and is consistent with the arguments made above (Wilkinson and Pickett 2006; 
Pickett & Wilkinson 2015). An additional important finding of this second meta-
analysis is that the threshold, period and lag effects were independent of the size of 
the population unit (Kondo et al. 2012).  
 
The studies undertaken by Kondo et al. (2009; 2012) make an important contribution 
to the empirical literature. They provide stronger evidence to support the income 
inequality hypothesis. Importantly, they also provide plausible explanations for the 
large number of null findings in previous studies. However, it should be 
acknowledged that these analyses have a number of limitations. First, they include a 
relatively small number of studies. Second, they include only two health outcomes: 
mortality and self-rated health. Third, the number of contexts in which income 
inequality was studied is relatively small.  
 
The debate regarding the income inequality hypothesis is unresolved. More studies 
will be required before firmer conclusions can be drawn. However, there is currently 
sufficient evidence to suggest that income inequality may have an important 
influence on population health. As such, the theoretical approaches to income 
inequality and health deserve consideration with regards to men’s health. The 
following section elaborates on the most important of these approaches.  
3.2 Theoretical Approaches to Income Inequality and 
Health  
A number of theories have been proposed to explain the hypothesised link between 
income inequality and health. Several are of particular importance: psychosocial 
theory, social capital theory and neo-material theory. These are outlined below. 
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3.2.1 Psychosocial Theory  
As noted above, Wilkinson and Pickett (2006; 2009) and Pickett & Wilkinson (2015) 
argue that income inequality impacts on health primarily through psychosocial 
pathways. They identify income inequality as important because it captures the extent 
of social class differentiation in a society, and thus reflects the extent of dominance 
hierarchies that shape the quality of the psychosocial environment (Wilkinson & 
Pickett 2006). Such processes can be linked to threats to self-esteem through feelings 
of shame and inadequacy that arise from social comparisons and the loss of positive 
feelings of trust and support that arise in more equal environments (Wilkinson & 
Pickett 2009). These negative psychological states are argued to lead to greater levels 
of stress, which may impact on health through increasing susceptibility to disease, as 
well as increasing the likelihood of individuals engaging in poor health-related 
behaviours (Wilkinson & Pickett 2009).  
 
Wilkinson and Pickett’s approach ties to the broader literature emphasising the 
importance of the psychosocial environment for health (Cassel 1976; Kristenson et al. 
2004; Marmot & Wilkinson 2001; Shankardass 2011; Siegrist & Marmot 2004). For 
example, Siegrist and Marmot (2004, 1466) argue that an improved psychosocial 
environment fosters self-esteem and strengthens feelings of belonging, approval and 
success, and facilitates self-efficacy, enabling individuals to practise their skills and 
to ‘experience control in terms of successful agency’. Lower self-esteem and self-
efficacy have been linked to disease directly through the psychobiological impacts of 
stress (Kristenson et al. 2004; Siegrist & Marmot 2004) and also indirectly through an 
increased likelihood of individuals undertaking poorer health behaviours (Kristenson 
et al. 2004; Wilkinson & Pickett 2006).  
3.2.2 Social Capital Theory 
A social capital approach to income inequality and health argues that greater income 
inequality leads to poorer population health because it undermines a society’s level of 
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social capital (Kawachi et al., 1997; Kawachi & Kennedy 2002; Kawachi, 
Subramanian & Kim 2008).  
 
Defining social capital is not straightforward. It has been conceptualised in a number 
of ways (Bourdieu 1986; Coleman 1988; Putnam 2000) and there is a lack of 
consensus on its definition (Kawachi, Subramanian & Kim 2008). However, 
Kawachi, Subramanian and Kim (2008) have identified two broad strands in the 
definition: a social cohesion approach and a social network approach. The social 
cohesion approach conceptualises social capital as a group attribute that denotes the 
extent of resources, such as trust, norms and the exercise of sanctions available to 
members of a group (Kawachi, Subramanian & Kim 2008, 3). A social network 
approach conceptualises social capital as resources, such as social support, 
information channels and social credentials that are embedded within an individual’s 
social networks (Kawachi, Subramanian & Kim 2008, 3; Lin 1999). In this case, 
social capital can be measured as both an individual attribute and also as a property of 
the collective or social network (Kawachi, Subramanian & Kim 2008, 3). 
 
Social capital may enhance health in a number of ways. First, it can facilitate the 
diffusion of information through social networks that allows individuals access to 
knowledge and resources that are supportive of health (Coleman 1988; Kawachi & 
Berkman 2014). Kawachi and Berkman (2014) also argue that there may be a ‘social 
contagion’ effect, whereby health-related behaviours also diffuse through social 
networks. Second, it can assist with the establishment of behavioural norms that 
improve health, while concurrently controlling for deviant health-damaging 
behaviours (Coleman 1988; Kawachi & Berkman 2000; Kawachi & Berkman 2014). 
Third, it can enhance collective efficacy, allowing communities to make health-
related social changes and to undertake actions to gain and defend health and welfare 
related resources (Kawachi & Berkman 2000; Kawachi & Berkman 2014; Kawachi 
& Kennedy 2002). Fourth, it may improve health by reducing feelings of stress and 
enhancing levels of trust and social support, thus improving the quality of the 
psychosocial environment (Kawachi, Subramanian & Kim 2008).  
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An important theoretical development in social capital theory is the distinction 
between bonding, bridging and linking forms of social capital (Gittell & Vidal 1998; 
Putnam 2000; Szreter & Woolcock 2004). Bonding social capital emphasises the 
links between those who share similar social attributes, such as ethnic minorities; 
bridging social capital refers to the cohesiveness and links across broader groups and 
individuals in a society who have less in common; linking social capital refers to the 
extent of vertical links across a social hierarchy that allow inter-connectedness 
(Gittell & Vidal 1998; Putnam 2000; Szreter & Woolcock 2004).  
 
The distinction between these forms of capital allows a more nuanced view of social 
capital. It also allows an understanding of how, in some cases, aspects of social 
capital may also undermine health. In particular, the role of bonding social capital is 
ambiguous (Putnam 2000). On one hand the strong bonds within groups facilitated by 
bonding social capital may enhance health by regulating health-related behaviours 
and increasing social support (Putnam 2000). However, these strong within-group 
bonds may come at the cost of broader links across society (Putnam 2000). This may 
impose health costs on members of these highly bonded groups. It may reduce their 
ability to access information and resources, and limit their freedom to change 
behaviours (Portes 1998). Additionally, strong bonds within groups may place 
excessive responsibilities on group members (Portes 1998). These processes may also 
have broader social effects that undermine social cohesion (Putnam 2000).  
 
Putnam (2000) suggests that the benefits and costs of bonding social capital may 
depend on the social unit in question. For example, bonding social capital within the 
family may be particularly beneficial, whereas within religious or ethnic groups it has 
the potential to have negative effects (Putnam 2000). In contrast, bridging social 
capital is seen as less problematic as it binds groups that are less alike, facilitating 
trust, reciprocity, communication and social efficacy (Putnam 2000). However, again, 
it is possible that bridging and even linking social capital can be put to negative uses, 
such as the exclusionary racial processes associated with nationalism.  
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In summary, social capital theory provides an explanation for how income inequality 
may be linked to population health. However, the relationship between social capital 
and health appears to be complex. It should also be noted that the empirical evidence 
to support an effect of social capital on health is currently limited (Choi et al 2014). 
For example, a recent systematic review of prospective studies of the effect of social 
capital on all-cause mortality, cardiovascular disease and cancer found only limited 
evidence of an association (Choi et al. 2014).  
3.2.3 Neo-Material Theory 
A neo-material approach can also be used to explain a relationship between income 
inequality and health (Clarkwest 2008; Lynch et al. 2000; Lynch et al. 2004; Lynch & 
Kaplan 2000). This approach identifies the differential accumulation of health-
impacting exposures and experiences related to material factors as the basis for 
explaining population health patterns (Lynch et al. 2000, 1202). It argues that factors 
such as education, health services, transportation, environmental controls, availability 
of food, quality of housing and occupational health regulations form a ‘neo-material’ 
matrix of health exposures (Lynch et al. 2000, 1202) and are of particular importance 
for those in a disadvantaged position who may have limited access to these resources 
(Lynch et al. 2004, 21).  
 
A neo-material approach sees material factors as the outcome of historical, cultural 
and political–economic processes (Lynch et al. 2000, 1202). Importantly, it argues 
that income inequality may also be an outcome of such processes (Lynch et al. 2000). 
However, it argues that the association between income inequality and health is 
contingent on the extent and distribution of health-related social resources and may 
break down if income inequality is less connected to investments in health-related 
infrastructure (Lynch et al. 2000, 1202; Lynch et al. 2004). As such, a neo-material 
approach is an attempt to account for how income inequality may be associated with 
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health patterns, but emphasises that such a relationship is not inevitable (Lynch et al. 
2004, 21). 
3.3 Theoretical Links between Income Inequality and 
Gender Inequity and Men’s Health 
The theoretical approaches just described provide models for understanding how 
social inequalities can impact on health. Bringing these theories together with the 
theoretical approaches discussed in Chapter 2 may lead to a greater understanding of 
how gender inequity may be a risk factor for men’s health. It appears that this process 
has not been undertaken previously. However, one author who has attempted to 
bridge the inequalities literatures more broadly is Lohan (2007).  
 
In what appears to be the first attempt to do so, Lohan (2007) undertook an 
examination and discussion of the theoretical literature regarding masculinities and 
health (see Chapter 2) and the broader health inequalities literature. Specifically, she 
examined the links between a masculinities and health approach and 
materialist/structural, cultural/behavioural, psychosocial and life-course approaches.  
 
Lohan (2007) defines a materialist approach as referring to the importance of material 
investments in health-related infrastructure at the social level, as suggested by a neo-
material approach, and also the importance of access to material goods and conditions 
at the individual level (2007, 496). She argues (2007, 497) that combining a 
materialist/structuralist approach with a masculinities and health approach allows for 
an examination of the ‘interactions between social class and gender in men’s and 
women’s health’, and allows examination of how hegemonic cultural practices 
among men are related to the institutionalised practices that reinforce different roles 
for men and women.  
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Lohan (2007) defines a cultural/behavioural approach as referring to the 
socioeconomic patterning of health-related behaviours and attitudes to health. She 
argues that combining this with a masculinities and health approach allows for 
consideration of diversity and complexity in gender-based influences on men’s 
health, and allows for the location of men’s bodies in the social experience of gender 
and health.  
 
Lohan (2007) defines a psychosocial approach in a way consistent with the definition 
previously discussed in this chapter. She emphasises the social and individual-level 
processes that impact on emotional experiences and in turn on biological functioning. 
Lohan (2007, 500) argues that combining this with a masculinities and health 
approach allows for a greater understanding of the psychosocial effects of multiple 
concurrent positions in hierarchies, such as those brought about by class, gender and 
ethnicity. In particular, Lohan (2007, 500) argues that: 
 
…feelings of economic and social inequality may lead some men to 
engage in extreme macho behaviours in order to regain social status 
through appealing to hierarchies of masculinity rather than hierarchies 
of social class.  
 
Finally, Lohan (2007) defines a life-course approach as incorporating the multiple 
pathways previously discussed, but also acknowledging that health status is a product 
of the accumulation of these ‘exposures’ over the lifetime. She (2007, 500–01; 
emphasis in original) argues that combining a life-course approach with a 
masculinities and health approach allows a ‘deeper understanding of the gendered 
effect on health of key events/milestones (or period effects) in men’s lives’ and for the 
examination of how constructions of masculinities change over time.  
 
Lohan’s (2007) work thus establishes that combining a masculinities and health 
approach with the broader social epidemiological literature provides useful insights 
for understanding men’s health. She also suggests that further work in this area be 
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undertaken. The following section attempts to undertake this process and build on 
Lohan’s findings, though from a slightly different orientation: one that considers a 
number of other theoretical approaches to gender inequity and men’s health discussed 
in the previous chapter, and combines these with income inequality and health 
theories. 
3.3.1 Psychosocial Approaches: The Importance of Threats to Self-
Esteem 
The combination of a psychosocial approach to income inequality and health with 
theories for explaining the relationship between gender inequity and men’s health 
discussed in Chapter 2 provides some potentially interesting theoretical insights.  
 
A primary point of intersection between a psychosocial approach and a masculinities 
and health approach is that they both highlight the importance to health of threats to 
self-esteem generated by social hierarchies. A masculinities and health approach 
highlights men’s poor health behaviours as arising through their attempts to assert 
and defend their social position with regard to women and other men (Courtenay 
2000a; Courtenay 2000b; Courtenay 2003; Courtenay 2011). For example, Courtenay 
(2000a, 1394) argues that while it may be damaging to their health, men who achieve 
hegemonic ideals are compensated with social acceptance and diminished anxiety 
about their manhood. Also, Pyke (1996, 531) argues that men in subordinate 
positions may use compensatory masculinities as a response to the undermining of 
their masculine identity and self-esteem resulting from ‘their subordinate order-taking 
position in relation to higher-status males’. Such concerns with controlling threats to 
self-esteem links these approaches with a psychosocial approach to income inequality 
when it identifies social dominance hierarchies as important in provoking 
‘uncontrollable threats to ones [sic] social esteem, value and status’ (Wilkinson & 
Pickett 2006, 1778).  
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The point of overlap between these theoretical approaches suggests a number of 
insights. First, as has been argued by Lohan (2007), men’s poor health-related 
behaviours may stem from appeals to gender hierarchies to attenuate the effects of 
economic hierarchies. This echoes Pyke (1996, 531), who argues that poor health-
related behaviours may result from exaggerated masculinities that men use to 
compensate for a ‘subordinated status in the hierarchy of their everyday work worlds’ 
(1996, 538). Thus, combining approaches suggests that men’s poor health-related 
behaviours may be associated with their attempts to maintain self-esteem while 
concurrently negotiating both gender and economic hierarchies.  
 
A second insight is the possibility of the negative health effects of gender inequity 
arising through psychosocial pathways as well as behavioural pathways. As noted in 
Chapter 2, a limitation of a masculinities and health approach is its almost exclusive 
focus on health behaviours. Yet, as noted above, the formulation of a masculinities 
and health approach also hints at psychosocial processes. It suggests that men and 
boys experience pressure to conform, and suffer punishment and ridicule for failing 
to engage in traditional behaviour (Courtenay 2003, 15). As such, it is possible that 
the health impacts of gender inequity for men arise through stress-related pathways as 
well as through poor health-related behaviours. Combining approaches could thus 
provide a more developed form of a masculinities and health theory. 
 
A third insight is that the quality of the psychosocial environment for men may not 
only be a product of the extent of income inequality, but also the extent of gender 
hierarchies. For example, men who fail to conform to expected patterns of 
masculinity may suffer discrimination and threats to self-esteem (Connell 1995; 
Connell 2002). A further possibility is that improvements in women’s social position, 
without other broader social changes, may threaten men’s status, leading to a poorer 
psychosocial environment for men (Backhans, Lundberg & Månsdotter 2007). These 
factors may accentuate the negative psychosocial effects of higher income inequality. 
Thus, combining a masculinities and health approach with an income inequality and 
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health approach suggests that the two social inequalities may act concurrently 
through psychosocial pathways.  
 
The conceptualisation of the concurrent action of both forms of social inequality as 
important for the quality of the psychosocial environment expands on the theoretical 
position of Wilkinson and Pickett outlined at the beginning on this chapter. As noted, 
they argue that income inequality is important because it is an indicator of the extent 
of rank differentiation in a society (2006, 1775). A masculinities and health approach 
suggests that gender inequity may also be interlinked with the processes of rank 
differentiation in men. As such, the extent of gender inequity in a society may also be 
a determinant of the quality of the psychosocial environment.  
 
Some potential theoretical insights are also offered by combining a psychosocial 
approach to income inequality with role expansion theory. A role expansion approach 
suggests that men who undertake a greater number of social roles, such as household 
management and childcare, are able to access psychological and social resources that 
are protective for health (see Chapter 2). These resources may provide protection 
from threats to self-esteem that arise in the broader economic environment (Barnett & 
Hyde 2001). In particular, they may buffer against stresses that arise in the workplace 
(Barnett & Hyde 2001), as well as providing resources to manage socioeconomic 
threats such as unemployment (Payne, Swami & Stanistreet 2008). Conversely, a 
reduced number of social roles may restrict men’s assessment of self-worth to a 
relatively narrow identity, thus heightening the potential negative effects of specific 
threats within the psychosocial environment.  
3.3.2 Does Gender Inequity Shape Social Capital? 
A social capital approach offers perspectives for understanding how gender inequity 
may be a risk factor for men’s health. Such an interpretation, however, requires a 
nuanced view of social capital. As has been noted in the earlier discussion, three 
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types of social capital have been identified: bridging, bonding and linking social 
capital. Of importance for this discussion is bonding social capital, the cohesiveness 
of already like individuals and bridging social capital, the cohesiveness across 
broader groups and individuals in a society who have less in common (Gittell & 
Vidal 1998; Putnam 2000; Szreter & Woolcock 2004). Of particular interest is the 
ambiguous role of bonding social capital with regards to health (Portes 1998; Putnam 
2000).  
 
It is possible that gender inequity impacts on men’s health by increasing the 
deleterious effects of bonding social capital, while concurrently undermining bridging 
social capital. In terms of understanding the effects of gender inequity on bonding 
social capital, patriarchal institutional structures are of primary importance. As noted 
in Chapter 1, feminists have identified institutional structures and processes as 
fundamental in sustaining gender inequity. Exclusionary social links between men, 
and particularly men in privileged positions, could be seen as an example of bonding 
social capital. In this case men, particularly those in more powerful social positions, 
establish social bonds that reinforce their privileges over women and other men. 
Women with privileges tied to these structures may also act to defend their positions 
against other women (Connell 2002). On the flip side of this are the effects of gender 
equity on bridging social capital. Greater levels of gender equity may facilitate 
improved links between men and women, and also greater links within the sexes for 
people from differing social positions.  
 
A number of theoretical implications relevant to men’s health flow from this view. 
First, increased gender inequity could be linked to heightened hegemonic and 
compensatory masculinities that at once increase bonding capital within similar 
groups of men, but concurrently reduce bridging capital across society. Such 
behaviours as risk taking and overt displays of aggression may impact on community 
integration, cohesion and trust. It is also possible that this relationship is bidirectional. 
Lower levels of community cohesion and trust could accentuate compensatory 
masculinities related to health behaviours, as men react to lower perceptions of trust 
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within the community. A second, and related, possibility is that lower levels of 
community cohesion could reduce informal social control (Putnam 2000; Kawachi & 
Berkman 2014), leading to higher levels of compensatory masculinities that threaten 
the wellbeing of the community.  
 
A third possibility is that gender inequity may act to decrease social efficacy 
(Kawachi & Berkman 2014). That is, the undermining of bridging capital between 
men and women, and between men of different social standing, may decrease a 
community’s capacity to undertake collective action. Such ideas resonate with a 
structural pluralist approach discussed in Chapter 2, which identifies the participation 
of diverse segments of the population in political contestation as important in 
increasing a community’s ability to pressure leaders to provide appropriate health 
facilities (Young & Lyson 2001). A final possibility is that the greater bridging social 
capital that may arise with greater gender equity may act to increase possibilities for 
allowing the diffusion of health-related knowledge across society. 
 
Thus a picture emerges whereby gender inequity could be associated with the 
dynamics of social capital. The effects of income inequality may be concurrent with 
these effects and may act to mutually reinforce such processes. In fact, both gender 
inequity and income inequality could be understood as processes arising from 
bonding social capital as groups in society organise to assert and maintain positions 
of privilege.   
3.3.3 Neo-Material Factors: Social Investments in Health-Related 
Infrastructure 
Approaching gender inequity and men’s health theories from a neo-materialist 
perspective highlights the importance of infrastructure investments for health. It 
suggests that both income inequality and gender inequity may be associated with 
processes that undermine such investments.  
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As noted above, a neo-material approach to income inequality identifies the role that 
social investments in health-related infrastructure play in shaping population health 
patterns (Clarkwest 2008; Lynch et al. 2000; Lynch et al. 2004; Lynch & Kaplan 
2000). Specifically, it is argued that such investments shape the neo-material matrix 
of health exposures and that the ‘historical, cultural, and political-economic 
processes’ (Lynch et al. 2000, 1202) that give rise to these investments may also give 
rise to income inequality.  
 
Social processes related to gender inequity may also undermine health-related 
investments that are important for men. For example, a structural pluralist approach 
(see Chapter 2) identifies women’s status as a marker of the extent to which diverse 
sectors of communities are able take part in the shaping of policies that relate to 
social investments (Young 2001; Young 2009). Further, as discussed in the previous 
section, gender inequity may undermine the social efficacy aspect of social capital, 
also limiting the ability of communities to attain and defend health-related 
infrastructure (Kawachi & Berkman 2000). It is possible that these processes are 
intertwined with the same social processes that give rise to income inequality and 
may have a mutually reinforcing effect. 
3.3.4 Epidemiological Interpretations 
The preceding discussion suggests a number of potential theoretical insights 
developed from a concurrent consideration of the literature related to gender inequity 
and men’s health and theories related to income inequality and health. It is possible to 
draw on these insights to formulate a number of hypotheses. 
 
One possibility is that gender inequity and income inequality are markers of the same 
social process that is important for health. For example, they may jointly measure the 
quality of the underlying psychosocial environment, or the extent of social efficacy. 
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As such, it is possible that a concurrent examination of these measures may identify 
covariance.   
 
A further possibility is that gender inequity and income inequality are different social 
processes, but that each of their effects on men’s health may be dependent on the 
extent to which they are both present. For example, the negative psychosocial effects 
of income inequality may be felt most acutely by men when gender role expectations 
are at their highest. With regards to health-related behaviours, it may be that the 
extent to which men attempt to utilise health-related behaviours to justify their 
position with regards to women is not only dependent on the context of gender 
inequity, but also on the extent of men’s economic inequalities. Alternatively, or 
perhaps concurrently, the extent to which gender inequity undermines health-related 
social investments may vary according to the extent of income inequality in a society. 
These theoretical processes are consistent with an interaction effect with income 
inequality acting as an effect modifier for the effect of gender inequity. 
 
As such, the concurrent consideration of the combined effects of gender inequity and 
income inequality gives rise to several testable hypotheses. These will be investigated 
in later chapters. The possible covariance relationship between gender inequity and 
income inequality will be investigated in Chapter 7. The interaction effect between 
gender inequity and income inequality will be dealt with in Chapter 10.  
3.4 Conclusion  
This chapter has highlighted the utility of the theoretical literature on income 
inequality and health for understanding how gender inequity may be a risk factor for 
men’s health. There is ample opportunity for further development in this area. 
  
 51 
 
Chapter 4. Review of the Empirical Literature 
The following chapter reviews empirical studies relevant to examining the question 
of whether gender inequity is a risk factor for men’s health. Studies that directly 
address this issue are limited. However, many studies have modelled the effects of 
gender inequity on both men and women and, as such, provide relevant results. The 
emphasis of the review is on studies that examine the impacts of gender inequity on 
men’s health at the societal level. This is in keeping with the focus of this thesis on 
the societal-level impacts of gender inequity. However, relevant literature 
investigating the relationship between gender inequity and men’s health in the 
workplace and in intimate relationships is also briefly reviewed.  
 
Several issues regarding this review should be noted. First, the studies reviewed 
include a range of different measures of women’s social position, including gender 
inequality, women’s status and gender empowerment. There is broad overlap between 
these measures and gender inequity, and they have been interpreted in this way. 
However, it is important to acknowledge that in some cases there may be important 
distinctions. For example, women’s status may refer to the absolute, rather than the 
relative, social position of women (see Chapter 6). Further, gender empowerment has 
been distinguished from other measures by emphasising the process of change from 
gender inequity to gender equity and agency; that is, ‘women themselves must be 
significant actors in the process of change’ (Charmes & Wieringa 2003; Malhotra, 
Schuler & Boender 2002, 7).  
 
A second issue regarding the review is that there are many studies examining the 
effects of gender inequity on the extent of differences in male and female morbidity 
and mortality (Clark & Peck 2012; Dahlin & Härkönen 2013; Garawi et al. 2014; 
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Hemström 1999; Medalia & Chang 2011; Palencia et al. 2014; Pampel 2001; Pampel 
& Zimmer 1989; Seedat et al. 2009; Spijker, van Poppel & van Wissen 2007; Van 
Tuyckom, Van de Velde & Bracke 2013; Zweig 2014). These studies are not directly 
relevant to this review. The extent of the health differences between men and women 
may vary because of changes in women’s health, as well as changes in men’s health 
(Medalia & Chang 2011). As such, the findings of these studies do not provide 
evidence to draw conclusions on whether gender inequity is associated with men’s 
health. These studies have not been included in the review unless they also include 
absolute measures related to men’s health as outcome measures.  
 
The search strategy for the review included the following steps in order to identify 
relevant studies. A search of the EBSCOHost databases that used the following 
search terms: ‘gender inequity’, ‘gender inequality’, ‘gender empowerment’, 
‘women’s status’, ‘health’ and ‘men’. Multiple searches of the Scopus database that 
utilised the following terms: ‘gender inequality’, ‘gender inequity’, ‘women’s status’, 
‘gender empowerment’, ‘health’ and ‘men’. Searches that used the Google webpage 
were also undertaken. Additional studies were identified through citations in relevant 
articles and through citation watches of important studies. All searches were 
conducted in English. 
 
Studies in this review have been organised according to the social level at which the 
study took place. The chapter is structured as follows: first, the review examines 
international level studies; subsequently, state and national-level studies, and then 
municipal and community-level studies are reviewed. This is followed by a review of 
studies at the workplace and relationship level. The chapter finishes with a discussion 
of the findings.  
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4.1 International-Level Studies 
The bulk of studies relevant to addressing the question of whether gender inequity is 
a risk factor for men’s health have utilised international data sets. Two of these 
studies have directly addressed the issue. In the first, Stanistreet, Bambra and Scott-
Samuel (2005) examined the relationship between patriarchy and men’s mortality in 
an analysis including 51 developed and developing countries. Patriarchy was 
measured by women’s homicide rates. The authors argue that this is a valid measure 
of patriarchy because a high proportion of homicides of women are committed by 
men (Stanistreet, Bambra & Scott-Samuel 2005, 873). A measure of country-level 
wealth in the form of a gross domestic product (GDP) per capita ranking and also the 
age-standardised male homicide rate were included in modelling as covariates. The 
authors found that ‘Female homicide rates explained 48.8% of the variance in male 
mortality’ (2005, 873). They argue that these findings suggest that men’s oppression 
of women may also be harmful to men.  
 
The study has some important limitations. First, it is ecological in design and as such 
is susceptible to the ecological fallacy (Robinson 2009 [1950]; Selvin 1958; 
Thorndike 1939). As noted in the previous chapter, the ecological fallacy occurs 
when an association, or lack thereof, identified at the group level is inferred to the 
individual level (Selvin 1958). Such inferences may lead to incorrect conclusions 
(Robinson 2009 [1950]) (see Chapter 5 for full discussion). Second, the study is 
cross-sectional. Cross-sectional studies are unable to exclude the possibility of 
reverse causation. Reverse causation arises when the assumed causal relationship 
operates in the opposite direction to that which is apparent (Porta 2014, 249). 
Additionally, cross-sectional studies often do not allow realistic time lags between an 
exposure and an outcome (Blakely & Woodward 2000). In the case of gender 
inequity, it is unlikely that the theorised health effects manifest immediately in health 
outcomes such as mortality.  
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Acknowledging these limitations, this study provides some support for the theory that 
gender inequity is a risk factor for men’s health. Importantly, it is perhaps the first 
study to directly focus on the issue.  
 
A second study that specifically addresses the question of the health effects of 
societal-level gender inequity on men was undertaken by Holter (2014). He analysed 
the relationship between a number of measures of gender equality and a range of 
men’s health outcomes in a data set with 80 units, including a range of European 
countries and the 50 US states. A number of different gender equality measures were 
utilised in the analysis: the Gender Gap Index; the Social Watch Gender Equality 
Index; the US Gender Equality Index and the US Women’s Autonomy Index. Full 
details of the sources of these measures are not provided. The Gender Gap Index is 
assumed to be the WEF Gender Gap Index (WEF 2013) and includes four main areas: 
 
…(1) economic participation and opportunity (female wage labor ratio, 
wage equality, female managers, female technical work), (2) educational 
attainment (female literacy rate over male value, primary, secondary, 
tertiary enrolment), (3) health and survival (sex ratio at birth, female 
healthy life expectancy over male value), and (4) political empowerment 
(women with seats in parliament over male value, women at ministerial 
level over male value, number of years with a female head of state of 
government last fifty years over male value). (Holter 2014, 544) 
 
The Social Watch Gender Equality Index is assumed to be calculated from three 
dimensions: education, measured by the gender gap in literacy and in enrolments at 
all levels; economic participation, measured by gaps in income and employment; and 
empowerment, measured by gaps in highly qualified jobs, and parliamentary and 
senior executive positions (Social Watch n. d.). 
 
According to Holter (2014) the US Gender Equality Index: 
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…has three main areas (economic, political, and legal gender equality) 
with a total of twenty-four variables. Some variables map ‘absolute 
goods’ like whether state law defines abuse as a crime and if the state 
funds shelters for women, but most variables map ratios of men and 
women, like male and female proportions in the state house and senate. 
(Holter 2014, 544)  
 
The source and calculation of the US Women’s Autonomy Index is unclear. 
 
Analyses included correlations and regression models adjusted for GDP and the Gini 
coefficient. A number of results are reported. First, in the US, wellbeing is more than 
twice as high in states with a high gender equality score in comparison to states with 
a low gender equality score (2014, 521). In the European sample there is a strong 
negative correlation for gender equality and depression (–0.74), and additionally the 
risk of frequently feeling depressed is less than half in the three most gender-equal 
countries in comparison to the three least gender-equal countries (2014, 523). The 
relationship persists after adjustment for GDP and the Gini coefficient. A model 
adjusted for GDP and the Gini coefficient of a pool of US states and European 
countries also shows a positive association for wellbeing.  
 
Greater gender equality was also associated with a lower rate of violent death when 
US states and European countries were modelled together. The relationship was also 
seen when the US states and European countries were modelled separately. However, 
in a model including GDP and the Gini coefficient the European association was 
‘lower and no longer so clearly significant’ (Holter 2014, 525). With regard to suicide 
levels, gender equality was not associated with levels of suicide. However, it was 
associated with a lower level of male suicide compared to female suicide (2014, 527).  
 
The study has a number of limitations. First, it is ecological and cross-sectional in 
design. Second, full information on methods was not reported. Third, it is unclear 
whether analysis of pooled samples including both US states and European countries 
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account for clustering in US states. It could be argued that US states do not represent 
independent cases within the full data. Last, and of importance, the study notes that 
only significant results are discussed. Acknowledging these limitations, this study 
provides some limited support for the proposition that gender inequity is a risk factor 
for men’s health.  
 
The above studies are notable in specifically addressing the issue of gender inequity 
and men’s health. A number of further studies at the international level have 
examined the relationship between gender inequity and both men’s and women’s 
health and, as such, provide relevant results.  
 
A study by Preston (1976) analysed factors responsible for mortality patterns at the 
international level in a data set including 43 countries at varied stages of economic 
development for the years 1960–64. Within this study, Preston included an analysis 
that modelled the effects of several measures of economic modernisation and an 
interaction term of level of protein intake and women’s discrimination on men’s and 
women’s mortality rates. Preston justifies the inclusion of this interaction term by 
arguing that influences on overall mortality may interact with discrimination to 
impact differentially on sex mortality differentials. Discrimination was measured via 
masculinity of school enrolments, which was ascertained from the modelling of male 
and female enrolment ratios. The results of the study suggest that increments in the 
poor nutrition/discrimination interaction variable increase mortality in men and 
women, but have a greater effect on women (1976, 157).  
 
The study has a number of limitations. First, the study design is ecological and cross-
sectional. Second, the association for the discrimination measure occurs via an 
interaction term, rather than through a direct effect. A further consideration is that the 
findings may not be generalisable to the contemporary context. The study was based 
on a collection of countries in the 1960s, including several developing countries. 
There have been changes in the extent and nature of under-development since this 
period. Acknowledging these limitations, the study provides support for the 
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hypothesis that gender inequity may be a risk factor for men’s health. Importantly, 
this is possibly the first analysis to examine the effects of gender inequity on health at 
the international level.  
 
In a further study, Young (2001) analysed the relationship between women’s status 
and life expectancy and infant mortality in 152 less economically developed 
countries. The study design was ecological and cross-sectional. Women’s status was 
utilised as a measure of structural pluralism. Structural pluralism is a measure of the 
extent that diverse segments of a community participate in political processes and 
play an active role in shaping policy (Young 2001; Young 2009; Young & Lyson 
2001) (see discussion in Chapter 2). Young (2001, 223) argues that a greater 
participation of minorities in policy formation improves health because it optimises 
the biological functioning of individuals and facilitates the acquisition of appropriate 
medical facilities. A measure of women’s status was obtained through a factor 
analysis of the percentages of those in administrative, professional and governmental 
occupational categories; female seats in parliament; and the percentage of female to 
male literacy.  
 
In an initial model controlling for measures of development and the amount of skilled 
medical personnel, Young (2001) found that a higher women’s status measure was 
significantly associated with higher male and female life expectancy, and a lower 
infant mortality rate. A subsequent path analysis including measures of development, 
medical personnel and a variable identifying sub-Saharan African countries found 
that a health expenditure measure was most strongly predicted by women’s status 
(0.51). Importantly, this effect was stronger than that for the measure of development 
(0.24).1  
 
The study has a number of limitations. First, the study design is cross-sectional and 
ecological. Second, the measure of women’s status was developed from many sub-
                                                
1 The path analysis model shows 0.23 whereas the text refers to 0.24, which appears to be an 
error. 
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measures that reflect high status social positions. This may not accurately capture the 
status of women in less educated sectors of the community (Cueva Beteta 2006; 
Desai 2010), though the literacy measure may partially compensate for this. Third, 
women’s labour force participation was included in the development measure, rather 
than in the women’s status measure. Women’s labour force participation may reflect 
women’s status and, as such, its inclusion as a component of a covariate may have led 
to the model being incorrectly specified. Overall, noting these limitations, the study 
provides some evidence that gender inequity at the country level is important for 
men’s health.  
 
Varkey, Kureshi and Lesnick (2010) also provide relevant findings for this thesis. 
The authors undertook a cross-sectional, ecological analysis of 75 developed and 
developing countries to investigate the relationship between gender empowerment 
and a number of health measures: total fertility rate, level of immunisation against 
measles, low birth weight, infant mortality, under-5 mortality, maternal mortality, 
female life expectancy and male life expectancy. Gender empowerment was 
measured with the UNDP Gender Empowerment Measure (GEM). The GEM is a 
composite index that includes three dimensions: political participation and decision-
making measured by female and male shares of parliamentary seats; economic 
participation and decision-making measured by female and male shares of legislators, 
senior officials, managers, and female and male shares of professional and technical 
positions; and power over economic resources measured by female and male 
estimated earned income (UNDP 2007, 360).  
 
The GEM was significantly associated with improved health for all measures except 
for measles immunisation in an unadjusted model. However, in a model adjusted for 
GDP the relationship with health outcomes was inconsistent. Of relevance, the GEM 
was associated with male mortality in the unadjusted model. However, in the model 
adjusted for GDP the association was borderline significant when a number of 
outliers were removed (p = 0.053) and was non-significant when these outliers were 
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included. Additionally, almost all measures of reproductive success, except for 
maternal mortality, were associated with the GEM in adjusted models.  
 
An important limitation of this study is that it utilised the GEM. The GEM has been 
criticised because the inclusion of absolute income levels in its calculation distorts the 
measure so that higher income countries tend to receive higher scores than poorer 
countries regardless of women’s social position (Dijkstra 2002; Gaye et al. 2010). As 
a result the GEM may reflect levels of development as well as levels of gender 
inequity. The inclusion of GDP per capita as a covariate in modelling may 
compensate for this. However, it may also lead to overcorrection.  
 
A further relevant limitation of the GEM is that it does not measure many aspects of 
gender inequity (Charmes & Wieringa 2003; Cueva Beteta 2006). For example, it 
focuses on the most educated and economically advantaged within countries, and it 
also does not include many non-economic dimensions of gender inequity (Cueva 
Beteta 2006, 235).  
 
More broadly, the study is limited by its cross-sectional, ecological design. Overall, it 
provides only very limited support for the theory that gender inequity is a risk factor 
for men’s health.  
 
A study undertaken by Medalia and Chang (2011) focuses primarily on the effects of 
gender equality on gender gaps in health outcomes. However, it also includes an 
analysis of absolute levels of life expectancy for men. The authors undertook a cross-
sectional, ecological analysis of 118 developed and developing countries. Gender 
equality was measured by a modified version of the WEF Gender Gap Index, and 
covariates included a measure of HIV prevalence and a measure of national income. 
The results suggest that in less economically developed countries, a 10-point 
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increase2 in gender equality is associated with a 1.4-year increase in male life 
expectancy.3 The association was non-significant in highly developed countries.  
 
The study is limited by its cross-sectional and ecological design. The findings provide 
some weak support for the theory that gender inequity is a risk factor for men’s 
health, but only in less economically developed countries.  
 
Several relevant international studies also examine the role that gender inequity plays 
in HIV transmission. Niëns and Lowery (2009) investigated the relationship between 
gender equity and HIV prevalence, and change in prevalence in a cross-national study 
of sub-Saharan countries. The gender equity measure was the Gender-Related 
Development Index (GDI) from the United Nations. The GDI is a composite measure 
that adjusts levels of development to reflect inequalities between men and women 
utilising measures of life expectancy, literacy and educational enrolments, and 
income (UNDP 2007, 358). Covariates included a measure of economic development 
in the form of GDP, educational achievements, governmental spending on health, and 
the percentage of the population who were Muslim. The authors found that countries 
with greater levels of gender equity had lower levels of HIV in 2000 and 2005, and 
that they also had smaller increases in the prevalence of HIV.  
 
The study has a number of limitations. First, it utilises the GDI to measure gender 
equity. The GDI is not strictly a measure of gender equity, but instead a measure that 
combines gender equity with a country’s level of human development (Dijkstra & 
Hanmer 2000; Gaye et al. 2010). The authors however were cognisant of this and 
included GDP and level of education in modelling. This process however may lead to 
overcorrection. A second limitation is that the study design is ecological and cross-
sectional. A third limitation is that the authors tended to conflate HIV and AIDS in 
                                                
2 The gender equality measure ranges from 28.9 to 81.0, with an average score of 58.1 across 
all countries. 
3 There is some discrepancy between the results table and the reporting for this result: the text 
reports that this result is only significant at p < 0.10, while the results table suggests that the 
result is significant at p < 0.05. 
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the discussion. Finally, it is important to note that the outcome measure is not 
stratified by sex.  
 
In a further study of HIV, Richardson et al. (2014) investigated whether levels of 
gender inequality impact the pathways through which the HIV epidemic is spread. In 
particular, they investigated whether the epidemic is more likely to be spread by 
heterosexual sex rather than men who have sex with men, or injection drug users, in 
contexts where gender inequality is higher. The authors investigated 133 countries 
using data from the 2010 UNAIDS Global Report. Country-level gender inequality 
was measured using the 2011 United Nations Human Development Report Gender 
Inequality Index (GII). The GII is a composite measure based on three aspects of 
human development:  
 
…reproductive health measured by maternal mortality ratio and 
adolescent birth rates; empowerment, measured by proportion of 
parliamentary seats occupied by females and proportion of adult females 
and males aged 25 years and older with at least some secondary 
education; and economic status expressed as labour market participation 
and measured by labour force participation rate of female and male 
populations aged 15 years and older. (UNDP 2015, GII) 
 
Covariates included a measure of whether the country was predominantly Muslim, a 
measure of the extent democratisation, the male circumcision rate, the log of gross 
national income per capita and the country region.  
 
The GII was significantly correlated with the log of HIV prevalence by country 
(Spearman’s rho = 0.525, p < 0.001). Further, results from a multivariate model 
suggest that countries are ‘2.34 times more likely to have a heterosexually driven 
epidemic for every 0.1 increase in GII’ (2014, 2).4 The authors conclude that gender 
inequality is an ‘important factor in the maintenance — and possibly in the 
                                                
4 The GII ranges from 0.07 to 0.77. 
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establishment — of generalized HIV epidemics’ (2014, 4). The study is ecological 
and cross-sectional in design; this limits its inferential strength. The results, and those 
from the preceding study by Niëns and Lowery (2009), provide evidence that gender 
inequity plays a role in the HIV epidemic.5 
 
The studies reviewed until this point of the chapter have all been ecological studies. 
An alternative approach for examining the relationship between societal measures of 
gender inequity and men’s health is a multilevel study. As noted in Chapter 3, 
multilevel studies are able to model data at multiple hierarchically organised levels 
concurrently (Diez Roux 2009; Hox 2010, Snijders & Bosker 2012). This allows for 
stronger causal inferences regarding the associations for group-level measures such as 
gender inequity and health (see Chapter 5 for fuller discussion). 
 
Several studies at the international level have utilised a multilevel approach. Hopcroft 
and Bradley (2007) investigated factors that explained sex differences in depression 
in a cross-sectional analysis of 29 developed and developing countries. They utilised 
1990 World Values Survey data with country cases varying between 134 and 2447. 
The GDI was included as a measure of gender equity. The outcome measure was self-
reported feelings of being depressed or very unhappy. A large number of covariates 
were included in the models, including age, self-rated health, socioeconomic status, 
marital status, number of children, employment status, satisfaction with financial 
situation, freedom of choice and control over life, self-efficacy and percentage of the 
population who were Muslim. Modelling incorporated a random coefficient for being 
male.  
 
The authors conclude that ‘Male mental health benefits from living in a high gender 
equity country more than female mental health’ (2007, 1499). This conclusion is 
                                                
5 A further relevant study regarding gender inequity and HIV epidemics is provided by Mitra 
and Sarkar (2011). The authors identify levels of women’s status and patriarchal relations as 
being of importance in the prevalence of HIV across states in India. The study, however, does 
not provide any modelling of the association between these processes and health outcomes 
and, as such, was not included in this review. 
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drawn from the finding that individuals in countries with higher gender equity had a 
lower likelihood of feeling depressed (2007,1493), and that the gender gap for 
women feeling more depressed was higher within these countries.  
 
There are several limitations of this study. First, the depression measure was a 
‘nonvalidated single-item measure of depression’ (Van de Velde et al. 2013, 695). 
Second, the GDI, as noted above, is not strictly a measure of gender equity, but 
instead a measure that combines gender equity with a country’s level of development 
(Gaye et al. 2010; Dijkstra & Hanmer 2000). Last, the number of clustering units in 
the multilevel model was low with a sample of 29 countries, leading to concerns 
regarding statistical power.6 Overall, the results of this analysis provide some 
suggestive evidence that gender inequity is a risk factor for men’s health. However, 
methodological issues limit the strength of the findings.  
 
A further multilevel study undertaken by Van de Velde et al. (2013) analysed the 
relationship between gender equality and depression in men and women across 
European countries. Data were taken from the third round of the European Social 
Survey and included 18,306 men and 21,585 women nested in 25 countries. Gender 
equality was measured with the GEM and its sub-measures, including political 
participation and decision-making power, economic participation and decision-
making power, and power over economic resources. Depressive symptoms were 
measured using a version of the Centre for Epidemiologic Depression scale. 
Covariates at the individual level included age, a squared term for age, employment 
status, educational level, household income, marital status and co-habitation, and the 
presence of children under 12 in the household. A country level measure of income 
inequality in the form of the Gini coefficient was also modelled.   
 
The findings suggest that greater overall gender equality, and gender equality as 
measured by the sub-measures of political participation and power over resources are 
                                                
6 See discussion of sample size for cluster units in multilevel models in Chapter 5. 
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associated with lower levels of depression (Van de Velde et al. 2013). However, in 
contrast, the sub-measure of gender equality in economic participation is associated 
with higher levels of depression. Cross-level interaction effects with gender suggest 
similar effects for men and women. Further analysis of a number of sub-groups in the 
population distinguished by employment status, poverty status, cohabitation and 
presence of small children showed similar effects. The authors conclude that ‘a more 
equal gender distribution of power at the macro-level has benefits for the mental 
health of the entire population, not just women’ (Van de Velde et al. 2013, 695).  
 
The study is strengthened by the utilisation of what is reported to be a validated and 
reliable mental health measure and the inclusion of income inequality in modelling. It 
is also strengthened by its multilevel approach. The study has a number of 
limitations. A first limitation is the use of the GEM. As noted above, the GEM 
favours higher income countries, and also does not capture important aspects of 
gender inequity (Charmes & Wieringa 2003; Cueva Beteta 2006; Dijkstra 2002; Gaye 
et al. 2010). A second limitation of the study is that it uses a cross-sectional design. 
Finally, the study has a small number of units at the country level (n = 25). Despite 
these limitations, the study provides support for the theory that gender inequity is a 
risk factor for men’s health.  
 
A further multilevel study by Torsheim et al. (2006) investigated compositional and 
contextual sources of cross-national gender differences in subjective health 
complaints in male and female adolescents. The sample included 125,732 adolescents 
aged between 11 and 15 from 29 countries in Europe and North America. The GEM 
and GDI were included as predictors in modelling. While the investigation was 
focused on gender health differences, a relevant finding was that boys’ absolute 
levels of subjective health complaints were negatively correlated with the GEM, in 
some age groups. No relationship was noted for the GDI. The limitations of the GEM 
and the GDI have been previously noted.  
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The preceding analyses have all been cross-sectional in design. As discussed above, 
cross-sectional studies are unable to exclude the possibility of reverse causation, and 
may not allow appropriate time lags between exposure and outcome. A study that did 
analyse the temporal relationship between gender equity and health in men at the 
international level was undertaken by Backhans et al. (2012). The authors set out to 
examine the effect of gender policy clusters and specific policies on the gender gap in 
mortality from external causes and circulatory disease in 22 OECD countries between 
1973 and 2008. As well as modelling the gender gap in mortality the authors also 
modelled sex-specific outcomes. Policy clusters represent different orientations in 
gender policies in terms of social security provisions, parental leave and taxation 
systems. A mixed effects modelling approach was utilised with years of measurement 
at level one and countries at level two. As well as the effects of policy clusters the 
authors also examined the effects of income inequality and gender equality measured 
by the GEM.  
 
Among the relevant findings was that compared to the male breadwinner cluster, 
‘characterised by a gender ideology of male privilege based on a gendered division of 
labour’ (2012, 4), the earner-carer and compensatory breadwinner clusters showed a 
larger decrease in male circulatory disease mortality (2012, 8). Of further note is that 
the GEM was associated with a significant decrease in external cause mortality over 
time (2012, 7).  
 
The study has a number of limitations. First, the actual extent of gender inequity in 
each policy cluster was not measured. Second, the gender inequity measure utilised 
was the GEM with it previously identified limitations. Third, the modelling included 
GDP, which, in the case of modelling the GEM, could be seen as overcorrection. 
Fourth, both the Gini coefficient and GEM were time invariant. As such, the effects 
of changes in these variables were not modelled. Last, the outcomes were measured 
and modelled at the country rather than individual level, raising the issue of the 
ecological fallacy.   
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The preceding studies have generally been supportive, though in many cases weakly, 
of the hypothesis that gender inequity is a risk factor for men’s health. A number of 
further studies are not supportive. Stanistreet et al. (2007) investigated the 
relationship between measures of women’s empowerment and men’s and women’s 
death through injury and poisoning in an analysis of 24 European Union (EU) and 
two European Economic Area countries in addition to Switzerland. Women’s 
empowerment was measured with nine variables: female unemployment in the female 
labour force as a ratio of male unemployment in the male labour force; the ratio of 
male to female earned income; female economic activity rate as a percentage of male 
economic activity rate; maternity leave benefits; weeks of maternity leave; female 
legislators, senior officials and managers as a percentage of the total; the female to 
male ratio for average years of schooling; women in government at a ministerial level 
as a percentage of the total; and seats in parliament held by women as a percentage of 
the total (2007, 259). The outcome measure was the age-standardised rate of death by 
injury and poisoning. A GDP measure was included in the regression model as a 
covariate.  
 
Almost all measures of women’s empowerment were not associated with the outcome 
measures once three Baltic states, which had considerably higher mortality rates, 
were excluded from the models. However, female economic activity as a percentage 
of male economic activity was a significant predictor of men’s death rates, with 
higher women’s economic activity associated with higher men’s mortality by injury 
and poisoning. The study therefore does not support the hypothesis that gender 
inequity is a risk factor for men’s health. In contrast, it suggests that improvements in 
some aspects of gender equity may increase men’s health risks.  
 
In discussing their findings, Stanistreet et al. (2007, 263) suggest that they are 
consistent with the proposition that improvements in gender equality may lead men to 
engage in risky or self-destructive compensatory behaviours as women threaten 
hegemonic masculinities by increasingly occupying traditionally masculine roles. The 
results of this study make an interesting contrast with the study by Stanistreet, 
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Bambra and Scott-Samuel (2005) discussed above, which provides evidence that 
patriarchy increased men’s health risks at the international level. However, in that 
case the outcome was all cause mortality, rather than cause specific mortality, and the 
sample included economically developing countries. It is possible that the effects of 
gender inequity on men may vary by the specific mortality measure considered and 
the level of economic development of the country concerned. It is however important 
to note that the currently described study is limited by its cross-sectional and 
ecological design, and by not allowing for potential confounding factors such as 
income inequality (2007, 264). 
 
In another study, Bogdanovica et al. (2011) investigated a range of national 
characteristics, including levels of public sector corruption, economic development, 
social inclusion, quality of life and the importance of religion as predictors of 
smoking prevalence in EU countries. Included in these national characteristics was a 
measure of gender inequality in the form of the GEM. The initial analysis found that 
higher gender inequality was correlated with higher smoking prevalence (rs = –0.416; 
p = 0.034). However, the association disappeared in a regression model with 
backwards exclusion based on the variables significant in univariate analysis. In an 
additional regression analysis of longstanding EU member states, as opposed to 
recently joined member countries, the GEM was the last variable retained and was 
close to significance (p = 0.078).7  
 
The study was limited by its cross-sectional, ecological design and the utilisation of 
the GEM as the gender inequality measure. Importantly, the study did not provide 
sex-specific results, thus limiting inferences that can be made regarding men. Of 
interest is that the study is one of the few to focus on health-related behaviours at the 
cross-national level. Overall, it does not provide evidence of an effect of gender 
inequity on smoking prevalence.  
 
                                                
7 It is assumed that the direction of effect is the same as in the correlation analysis; however, 
the results are not provided in detail in the published paper. 
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In summary, a number of analyses at the international level provide relevant findings 
for examining the question of whether gender inequity is a risk factor for men’s 
health. Overall, the findings are generally supportive, though in many cases only 
weakly so. There are also cases where gender inequity is associated with better health 
for men. Multiple methodological limitations restrict the strength of inferences that 
can be made from these findings. These limitations will be discussed in more detail at 
the end of the chapter.  
4.2 National and State-Level Analyses 
Studies of gender inequity and men’s health at the national or state level within 
nations are limited. Two studies undertaken at the state level in the US provide 
relevant findings. First, Kawachi et al. (1999) undertook a cross-sectional, ecological 
analysis of women’s status and men’s and women’s mortality and morbidity, as 
measured by self-reported activity limitations, across the 50 US states. Women’s 
status measures were derived from the Status of Women in the States (SWS) report 
(IWPR 1996), and included measures of political participation, employment and 
earnings, economic autonomy, and reproductive rights.  
 
The authors report that state-level women’s status scores were negatively correlated 
with men’s mortality rates: ‘–0.64 for political participation, –0.60 for women’s 
economic autonomy, –0.42 for employment and earnings and –0.27 for reproductive 
rights’ (Kawachi et al. 1999, 28). They also report that this relationship persisted in 
multivariate regression modelling for political participation, employment and 
earnings, and economic autonomy in a model adjusted for income inequality. The 
results tables suggest that the association for the political participation measure 
persisted in a multivariate model that also included median income and poverty, and 
that the employment and earnings association persisted in a model that also included 
poverty. Activity limitation in men was also negatively correlated with women’s 
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status: ‘–0.49 for political participation, –0.34 for employment and earnings, –0.46 
for economic autonomy and –0.20 for reproductive rights’ (1999, 29). However, the 
authors report that this relationship disappeared after multivariate regression 
modelling that adjusted for income inequality, poverty rates and median income. 
 
The study has a number of limitations with reference to the focus of this thesis. First, 
it is ecological and cross-sectional in design. Second, the political participation, 
employment and earnings, and economic autonomy measures combine absolute and 
relative measures. Absolute measures of women’s position may not adequately 
capture inequalities between men and women (Roberts 2012). This is illustrated by 
the theoretical case in which two states with low absolute levels of women’s 
education have very different levels of men’s education (Roberts 2012). This issue is 
dealt with in detail in Chapter 6. 
 
A strength of the study is that it includes income inequality as a confounder. The 
study is also notable for being one of the first to investigate in a detailed manner the 
impacts of women’s status on men’s and women’s health. Overall, it provides 
evidence that some aspects of gender inequity may be risk factors for men’s 
mortality. Importantly, the authors note that ‘The processes by which patriarchy and 
unequal status for women might spill over into worse health status for men therefore 
need to be further explored’ (Kawachi et al. 1999, 30). 
 
In a further US study, Roberts (2012) examined the relationship between state-level 
gender equality and health-damaging alcohol consumption in men and women. The 
primary focus of the study is whether gender equality is associated with alcohol 
consumption among women. Roberts also extends this analysis both theoretically and 
empirically to men. The study is multilevel and cross-sectional and includes 48 states 
in fully adjusted models, and between 77,620 to 133,080 men, depending on the 
outcome measure. A range of gender equality measures was utilised, including 
women’s socioeconomic status; gender equality in socioeconomic status (a measure 
that relies on relative sub-measures); reproductive rights; violence against women 
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policies; and political participation. These measures were derived largely from the 
SWS report (IWPR 2004), but also included supplementary sources. The outcome 
measures include drinker status, drinking frequency, number of occasions of five or 
more drinks consumed, volume consumed and risky drinking. Covariates at the state 
level included income inequality, median state income and percentage of population 
identifying as Evangelical Protestant or Mormon. Covariates at the individual level 
included age, race, income (apparently household), education, employment and 
marital status.  
 
The results for men in fully adjusted models were largely non-significant. However, 
of the significant results, gender equality in socioeconomic status was negatively 
associated with the frequency measure and the volume measure, and the reproductive 
rights measure was associated with decreased odds of risky drinking (OR 0.92).  
 
The study is strengthened by its utilisation of a multilevel approach, and by including 
a measure of income inequality as a covariate. Further, it clearly conceptualises the 
difference between relative and absolute measures of women’s position and develops 
two different measures of socioeconomic position to reflect this. It is also one of the 
few studies to address health-related behaviours.  
 
The study is limited by its cross-sectional design. Further, it is questionable whether 
it is appropriate to include a state-level measure of religion as measured by the 
percentage Evangelical Protestant/Mormon. This measure may be collinear with 
some gender inequality measures such as reproductive rights. For example, 
Evangelical Protestant and Mormon groups tend to be more likely to believe that 
access to abortion should be illegal (Pew Research Center 2008). Further, a state-
level measure of religious composition does not necessarily capture how religiosity 
influences behaviours at the individual level. There is evidence of variability in 
adherence to religious proscriptions on alcohol consumption in the US (Michalak, 
Trocki & Bond 2007). Overall, the study provides some limited support for the 
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suggestion that gender inequity is associated with worse alcohol-related health 
behaviours in men.  
 
A further study of note by Hemström (1999) undertook a time series analysis to 
investigate changes in excess male mortality in Sweden from 1945 to 1992. The focus 
of the analysis was on the gender mortality gap. However, it also investigated factors 
impacting on absolute male mortality levels. The findings suggest that the measures 
of male/female wage ratio and female labour force participation are not associated 
with male mortality. However, this analysis was only bivariate, limiting the 
importance of this study.  
 
Overall, national and state-level analyses within nations that have investigated the 
effects of gender inequity on men’s health are limited. However, there is some 
evidence of an effect on alcohol consumption patterns and mortality.  
4.3 Municipal and Community-Level Analyses  
Several studies that focus on the municipal and community level are relevant to this 
thesis. Stephenson (2010) undertook a cross-sectional, multilevel study that examined 
the relationship between community-level gender equity and men’s high-risk sexual 
activity across eight African countries. Separate three-level models were run for each 
country with men clustered within households and communities. Community level 
gender inequity related measures included the extent women’s employment and 
education relative to men, men’s attitudes to domestic violence and decision-making, 
and women’s age at marriage and at first childbirth. Covariates included age, marital 
status, rural or urban residence, the age at first sex, educational level, employment 
status and household wealth.  
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The results suggest a large degree of heterogeneity across countries. However, in five 
of the countries greater equity of education was associated with less extramarital 
sexual risk taking; in four of the countries a greater level of equity in employment 
was associated with less extramarital sexual risk taking; and in three countries more 
patriarchal attitudes to domestic violence and male decision-making were associated 
with increased risk taking. The findings show that living in a community where 
women marry and give birth at an older age is also associated with less extramarital 
sexual risk taking in some countries. 
 
In a further relevant study, Backhans, Lundberg and Månsdotter (2007) investigated 
whether aspects of gender equality are associated with levels of sickness and 
disability and life expectancy. The study utilised aggregate data for the years 2000 to 
2004 from 289 Swedish municipalities. The authors set out to test the hypothesis that 
higher levels of gender equality would lead to a convergence of health measures 
between men and women due to a convergence of welfare resources, roles and stress, 
and health behaviours. They utilised multiple measures of gender equality, broadly 
assessing political participation, division of labour and economic resources. The 
outcome measures were the number of compensated days per insured person for 
sickness absence and disability, as well as life expectancy. Covariates included the 
local tax rate, a measure of wealth redistribution, total employment rate, 
socioeconomic composition measured by post-secondary education, age structure, the 
proportion of students, and share of foreign-born individuals (Backhans, Lundberg & 
Månsdotter 2007, 1897–98).  
 
The authors found a strong pattern of increased gender equality being associated with 
higher levels of sickness and disability for men (Backhans, Lundberg & Månsdotter 
2007, 1898), with most, though not all, of the measures in fully adjusted models. The 
pattern for life expectancy was less clear. However, a number of measures within all 
three realms of gender equality were associated with reduced life expectancy. Thus, 
this study provides evidence that greater gender equity may be a risk factor for men’s 
health. The authors propose various explanations for this finding, including that there 
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may be a different effect of being in a state of gender equality than moving towards a 
state of gender equality. They note:  
 
This mix of ‘unfinished equality’ might be particularly damaging for 
health, both compared to an earlier state and a later possible stage of 
gender equality: for women, who have become more burdened, and for 
men, who have been reluctant to change and who, as a group, have lost 
many of their old privileges. (Backhans, Lundberg & Månsdotter 2007, 
1901) 
 
Alternatively, they speculate that it ‘could be that gender equality has “gone too far” 
and will not be beneficial for health even when realised’ (2007, 1901). The findings 
of this study are limited by the ecological and cross-sectional design. 
 
In a study that focuses on the municipal level, Anson (2003) undertook an ecological 
analysis of 589 Belgian municipalities to explore social factors that influence men’s 
and women’s mortality levels and also sex differences in mortality levels. The author 
used data linking the national census from 1991 with deaths and population 
movements to the end of 1996. The study was orientated to the study of broad social 
processes such as socioeconomic factors, household structure and immigration. 
However, it also included measures of relative educational and work status between 
men and women. Neither of these measures showed a statistically significant 
relationship with male mortality and numerical values were not reported.  
 
In summary, evidence from studies at the community and municipal levels is very 
limited and provides mixed results.  
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4.4 Workplace-Level Analyses 
Several studies at the workplace level provide findings relevant for this thesis. A 
study undertaken by Sörlin, Öhman and Lindholm (2011) examined whether gender 
equality was associated with patterns of sick leave absence in Swedish workplaces. 
The study included 53,204 persons in 123 companies and was ecological and cross-
sectional in design. Gender equality was measured via the Organizational Gender 
Gap Index (OGGI), a composite index of characteristics of the workplace that 
includes measures of equality of power and influence, economic equality and equal 
distribution of unpaid work. The outcome measure was periods of sickness absence 
of greater than 14 days; while covariates were age, education, income, full-time or 
part-time employment, and business sector (2011, 4).  
 
The authors found a greater risk for days on sickness benefits in gender equal 
companies as compared to gender unequal companies (OR 1.7 95% CI 1.6–1.8). The 
effect was greater for men (OR 1.8 95% CI 1.7–2.0) than for women (OR 1.4 95% CI 
1.3–1.5) (Sörlin, Öhman & Lindholm 2011, 6). The relationship was also seen for 
men in an adjusted model (OR 1.4 95% CI 1.3–1.5).  
 
The results suggest that gender equity may be associated with worse health for men. 
The authors argue that this may support a ‘convergence’ theory where ‘with greater 
gender equality men will show increased morbidity and reduced mortality, with the 
opposite outcome for women’ (Sörlin, Öhman & Lindholm 2011, 6). However, 
mortality was not investigated. The study has limitations in terms of its cross-
sectional and ecological design. However, a strength of the study is that it relied on a 
large and apparently good quality data set.  
 
In a related study, Sörlin et al. (2012) examined the relationship between both 
perceived and objectively measured gender equality at the company level and self-
rated health. The data included 1407 individuals from 21 companies in Sweden. 
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Gender equality was measured both by each participant’s subjective assessment of 
how equal his or her company was and by the OGGI composite index utilised in the 
previous study. The study was multilevel and cross-sectional in design. The 
composite measure of gender equality was not related to self-rated health in either 
men or women, but the self-rated measure of gender equality was associated with 
better self-rated health in women. In men, a similar pattern was observed for higher 
self-rated gender equality and better self-rated health, but the confidence intervals of 
the odds ratios included the value of one: rating of totally equal OR 1.65, 95% CI 
0.96–2.85 and quite equal OR 1.54, 95% CI 0.92–2.57.   
 
In a further study based in the workplace, Elwér et al. (2013) examined the effects of 
workplace gender equality on psychological distress. The study utilised data from the 
Northern Swedish Cohort, which ‘consists of all pupils who in 1981 attended, or 
should have attended, the last year of compulsory school (age 16 years) in all 
schools’ in a mid-sized Swedish town (Hammarström & Janlert 2012, 1546). The 
final data set included 715 individuals and was supplemented with information on 
workplace gender equality by combining a number of workplace measures into six 
clusters reflecting patterns of workplace equality. These were modelled for men and 
woman separately, taking in to account sociodemographic factors and previous levels 
of psychological distress.  
 
The authors found that, while increased gender equality was generally associated with 
lower levels of psychological distress for women, no effect was seen for men. A 
strength of the study was that it adjusted for a measure of psychological distress when 
the participants were younger. This reduced the possibility of an association being 
accounted for by reverse causation. However, the measures of gender equality 
included measures of workplace segregation. It is unclear if workplace segregation 
should be assigned the same importance as other measures of gender equality, given 
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that gender segregated workplaces do not necessarily imply inequities between men 
and women.8 
 
The issue of workplace segregation is also relevant to a study by Bryngelson, 
Hertzman and Fritzell (2011), who examined the effects of workplace gender 
composition on men’s and women’s risk of long-term absence due to sickness. The 
study was based on a Swedish sample that included 566 men and was longitudinal in 
design. The outcome was measured by full-time sickness absence of more than 31 
days. Gender composition was measured by proportion of females in the workplace. 
The results suggested that the gender composition of the workplace is not a factor in 
explaining the risk of long-term sickness absence, with a range of different workplace 
compositions associated with confidence intervals overlapping one in a fully adjusted 
model.  
 
Overall, studies of workplace gender inequity and men’s health are generally 
unsupportive of the hypothesis that gender inequity is a risk factor for men’s health. 
However, it is notable that these studies were based in Sweden, a country with lower 
relative levels of gender inequity (WEF 2013). 
4.5 Relationship and Individual-Level Analyses 
As the focus of this thesis is on contextual effects, literature investigating the effects 
of gender inequity measured at the relationship and individual level on men’s health 
is of less importance than the previously reviewed literature. However, a brief review 
is warranted, given that the relationship level impacts of gender inequity on men’s 
health may provide plausible pathways for the health effects of gender inequity on 
                                                
8 While labour force segregation is obviously tied to gender inequity in terms of restricted 
gender choices and different wages across industries, it is not clear that segregation 
necessarily implies inequity, as for example in the case of a female-owned and controlled 
workplace. 
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men more generally. The relationship level refers to gender inequity as it exists 
between men and women in intimate relationships. This term is more appropriate 
than the individual level as it identifies the social relations where the gender inequity 
occurs.  
 
Phillips and Hammarström (2011) investigated a range of determinants of self-rated 
health in data taken from the Northern Swedish Cohort that included 773 cohabiting 
or married individuals. Gender inequity was measured with a question to participants 
on their perceptions of the level of gender equity in the relationship. Modelling 
included a measure of earlier health status, education and financial strain. The authors 
found that, for men, gender inequity was predictive of poorer self-rated health, 
whereas socioeconomic measures were not predictive of self-rated health. A major 
limitation of the study is that the survey question did not clarify the direction of the 
gender inequity, thus leaving it as an assumption that the gender inequity was to the 
benefit of men.  
 
In a further study, Harryson, Novo and Hammarström (2012) undertook an analysis 
of the relationship between gender inequality in the private sphere and psychological 
stress. Data were also taken from the Northern Swedish Cohort and included 371 
women and 352 men. Gender inequality was measured by the participant’s report of 
the perceived level of gender inequality in the couple relationship, of time spent on 
household work, and of responsibility for domestic work and childcare (2012, 271). 
Modelling controlled for earlier levels of psychological distress, time in paid work, 
socioeconomic position and number of children. The authors found that, in men, 
perceptions of gender inequality in the relationship were associated with increased 
psychological distress (OR 3.51, 95% CI 1.69–7.31), and that taking less than half the 
responsibility for domestic work was associated with increased psychological distress 
(OR 2.25, 95% CI 1.24–3.91).  
 
In a related study that apparently utilised the same data set, Harryson, Strandh and 
Hammarström (2012) undertook an analysis of whether perceptions of gender 
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inequality in the relationship, responsibility for domestic work and relative 
socioeconomic position in the relationship were associated with psychological 
distress. Modelling corrected for previous levels of psychological distress and, in 
cases, for the number of children the participants lived with. In initial sex-stratified 
analysis the authors found that the perception of the relationship as not gender equal 
was associated with psychological distress for men in a crude analysis (OR 1.86, 95% 
CI 1.14–3.02). Only results for crude analysis were provided. The authors also found 
that, for men, undertaking less than half the responsibility for domestic work was 
associated with increased psychological distress in crude analysis (OR 2.14, 95% CI 
1.26–3.65) and adjusted analysis (OR 2.30, 95% CI 1.31–4.00). Interestingly, for men 
having a lower socioeconomic position than their partner was also associated with 
higher odds of psychological distress in an adjusted model (OR 1.92, 95% CI 1.04–
3.54).  
 
In further analyses data for men and women were pooled, so limited interpretation is 
possible with regards to men. However, ‘having less than half of the responsibility for 
domestic work and lower socioeconomic position than the partner was independently 
associated with higher ORs of psychological distress’ in a group that was mostly men 
(2012, 5). One limitation of this study is that the gender inequality question did not 
specify a direction of the benefits of the gender inequality.  
 
Bohlin et al. (2013) undertook an analysis of the association between perceptions of 
gender inequality in the couple relationship and reports of musculoskeletal pain in 
men and women. Data were taken from the Northern Swedish Cohort and included a 
sample of 364 women and 357 men. Gender inequality was measured by a subjective 
self-rating of how gender-equal the respondent considered the relationship to be. The 
outcome measure was self-report of musculoskeletal pain. Covariates included 
socioeconomic status, as measured by manual occupation, number of children, and 
activity in the labour market. The models were further examined with a variable for 
previous musculoskeletal pain at 30 years of age, as well as current levels of 
psychological distress.  
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The results show that perceptions of gender inequality were associated with 
musculoskeletal pain in men in models that included covariates and adjustment for 
musculoskeletal pain at age 30 (OR 1.46, 95% CI 1.08–1.96). A separate model 
found that the relationship between gender inequality and musculoskeletal pain was 
only partially attenuated by psychological distress. However, this result appeared to 
be for a sample not stratified by sex. An important limitation of this study is that there 
was no clarification of whether gender inequality was in favour of men.  
 
The preceding studies have largely relied on subjective perceptions of gender 
inequity for measurement. However, a further study raises questions as to the validity 
of such measures. A study by Sörlin et al. (2011) undertook a cross-sectional analysis 
of the association between gender equality at the relationship level and self-rated 
health in men and women. The data were drawn from a Swedish sample and analysis 
included 439 men and 246 women. Gender equality was measured in two different 
ways. First, self-perceived gender equality was measured by a question to the 
participants about perceptions of gender equality with their partners. Second, self-
reported gender equality was measured with a composite index constructed from 
responses regarding differences between partners across a range of domains in the 
relationship, including socioeconomic and employment factors, responsibility for 
household work, and the taking of parental leave.  
 
The authors found that ‘men who perceived their relationship as completely equal had 
significantly higher odds of reporting their health as good compared to men who 
perceived their relationship to be not equal’ (OR 5.19, 95% CI 1.81–14.82) (2011, 6). 
However, self-reported gender equality was not associated with better self-rated 
health. Of particular importance was the finding that there was ‘little agreement 
between the self-reported gender equality index and the self-perceived gender 
equality measure’ (Sörlin et al. 2011, 6). These results call into question previous 
findings regarding men’s health at the relationship level that have relied on self-
perceived measures. The authors note that:  
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…self-perceived gender equality among men is not a trust-worthy 
measure. Men who perceive they are gender equal have high odds of 
reporting good health, but there are no reasons to believe there is a 
causal relationship. (Sörlin et al. 2011, 9) 
 
A further study that relies on more objective measures of gender inequity was 
undertaken by Månsdotter et al. (2006). The authors undertook an analysis of 
Swedish couples in a data set including 98,240 individuals. Gender equality was 
estimated using relative indices for couples on a range of public and private measures 
derived from governmental data. Income and occupational position were selected as 
indicators of gender equality in the public sphere, and parental leave allowances and 
temporary childcare benefits were selected as indicators in the domestic sphere 
(Månsdotter et al. 2006, 617). The data were converted to ratios between the parents, 
and they were classified into five categories of degrees of inequality: ‘pronounced 
traditional’, ‘moderate traditional’, ‘equal’, ‘moderate untraditional’ and ‘pronounced 
untraditional’. The health outcomes were overall mortality and sickness absence. 
Covariates included ‘age, income, and absolute levels for each indicator of gender 
equality’ (Månsdotter et al. 2006, 618).  
 
The results were mixed, making interpretation difficult. In particular, a limited 
relationship is seen for mortality: only the ‘pronounced traditional’ and ‘pronounced 
untraditional’ for the temporary childcare measure were associated with increased 
mortality risk compared with the ‘equal’ category. With regards to sickness absence, 
in the public sphere, some traditional men had increased risks, while untraditional 
men had decreased risks. ‘Pronounced traditional’ men by temporary care also had 
increased risks. The authors argue that this supports both a convergence hypothesis, 
where more equal men take on tradition female health-protecting activities and a role 
expansion hypothesis, where more equal men benefit from multiple roles.  
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The previous studies have all been undertaken in Sweden. A study at the individual 
level from a different context was undertaken by Shannon et al. (2012), who 
examined the relationship between gender inequity beliefs and a range of HIV-related 
risk factors in parts of Botswana and in Swaziland. Gender inequity was measured by 
questions that addressed beliefs about sexual practices, domestic power and violence, 
and expectations regarding girls’ and boys’ education. Covariates included age, 
relationship status, education, annual household income, rural residence and risky 
alcohol use.  
 
The study found that higher gender inequity norms were associated with an increase 
in risky sexual practices in men. In adjusted models, higher gender inequity norms 
were associated with increased male-controlled sexual decision-making power (OR 
1.90, 95% CI 1.09–2.35), perpetration of rape (OR 2.19, 95% CI 1.22–3.51), 
unprotected sex with a non-primary partner (OR 1.90, 95% CI 1.14–2.31) and 
multiple/concurrent sex partners (OR 1.42, 95% CI 1.10–1.93). 
 
A final study that deserves comment utilises a novel approach to examining the 
relationship between gender equality and health. Backhans et al. (2009) examined 
whether the relationship between gender equality and health is impacted by the 
background context of gender equality. The authors hypothesised that those who live 
in congruence with the level of gender equality in their municipality experience 
health benefits compared to other groups (Backhans et al. 2009, 1389). Couples with 
children were selected from across Sweden and included 37,423 men and 37,616 
women in 279 municipalities (Backhans et al. 2009). A measure of gender equality at 
the couple level was constructed for the private sphere from the extent of equality in 
utilising parental leave and the temporary childcare benefit, and for the public sphere 
from the extent of equality in income and occupational position. A measure of gender 
equality at the municipal level was derived from sub-measures of gender equality in 
political participation, economic resources, occupational sex segregation and caring 
work. These two measures were then combined to provide a measure of couple-level 
gender equality in relation to the background municipal level of gender equality.  
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The results suggest that in the private sphere men who were gender equal in a gender-
equal municipality had lower levels of sick leave, while those less equal than their 
municipality had higher levels of sick leave. In the public sphere, in some cases, men 
who were more equal than the municipality had lower levels of sick leave, while 
those less equal than the municipality had higher levels of sick leave. Overall, the 
most consistent pattern in the results suggest that being a ‘laggard’ in terms of gender 
equality may be negative for a father’s health.  
 
In summary, studies that have examined gender inequity and men’s health at the 
relationship and individual level generally suggest that gender inequity is associated 
with poorer health for men. However, several limitations should be noted. First, 
almost all of the studies utilise data from Sweden. Second, many studies are also 
drawn from the Northern Swedish Cohort study; findings from this cohort may not be 
generalisable to other contexts. Third, studies have often relied on a measure of 
gender inequity based on subjective perceptions. The validity of such measures has 
been called into question (Sörlin et al. 2011). Fourth, in some cases, the direction of 
the gender inequity measure is not specified; while it is implied that the inequities 
favour men, this may not necessarily be the case.   
 
In addition to the above literature, there are also studies that examine the association 
between the division of labour within relationships and health. The ways that 
responsibilities such as childcare, housework and paid labour are divided between 
men and women within relationships is undoubtedly influenced by gender inequity. 
However, it is difficult to make inferences regarding gender inequity from these 
measures without taking into account the division of responsibilities across all facets 
of the relationship. For example, it is possible that gender inequities in specific areas 
can have different meanings in the broader context of the relationship. This limits the 
interpretability of the findings with regard to the focus of this thesis. However, the 
literature is suggestive and thus has been briefly reviewed where it examines the 
health effects on men. 
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Some studies suggest that men may receive health benefits from a more equitable 
division of household labour (van de Vijver 2007) and from taking on a greater role 
in childcare (Månsdotter, Backhans & Hallqvist 2008; Månsdotter & Lundin 2010; 
Månsdotter, Lundberg & Lindholm 2012; Månsdotter, Nordenmark & Hammarström 
2012; van de Vijver 2007). It also appears that men may receive health benefits when 
they perceive that the division of paid labour is fairer to them (Glass & Fujimoto 
1994; Voydanoff & Donnelly 1999), and when the division of paid and household 
labour in the relationship is more equitable (Kalmijn & Monden 2012).  
 
In contrast, a number of studies suggest that males may receive health benefits from 
the inequitable division of labour in relationships in favour of men (Bird 1999; Bird 
& Fremont 1991; Norström, Lindberg & Månsdotter 2012; Östlund et al. 2004).  
 
However, much of the literature provides mixed results. In a review of literature on 
the division of household labour, Shelton and John (1996, 316) note findings that 
men who share household labour experience more negative emotions, but that a 
number of studies find ‘no association between men’s housework roles and 
psychological well-being’. A number of further studies also suggest that women’s 
workforce participation has mixed effects on the health of husbands (Andrade, 
Postma & Abraham 1999; Orbuch & Custer 1995). Further, it appears that men may 
be more prone to depressive symptoms ‘when their partner perceived that they did 
less housework than they perceived they did’ (Strazdins, Galligan & Scannell 1997, 
229). Finally, a number of studies have found that the sharing of household 
responsibilities is not related to health in men (Robinson & Spitze 1992; Tao, Janzen 
& Abonyi 2010). 
 
Overall, literature regarding equity in the division of responsibilities within the 
couple relationship provides a highly inconsistent picture. It appears that in some 
cases men benefit and in some cases they suffer health costs from inequities within 
the couple relationship. However, it should be noted that the literature is highly 
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heterogeneous in terms of the ways that inequity has been measured and the range of 
responsibilities that have been considered in its measurement. This makes 
comparison difficult. Further, the results are often quite complex and difficult to 
interpret and often provide inconsistent patterns.  
 
A further issue is that many of these studies are now quite dated, and attitudes and 
household dynamics are likely to have undergone change in recent years, limiting the 
generalisability of the findings to the present-day context. Overall, these studies 
contribute little evidence to support the hypothesis that gender inequity is a risk factor 
for men’s health.  
4.6 Discussion 
A number of issues are apparent when considering the literature reviewed in this 
chapter. First, there are few studies that directly address the issue of whether gender 
inequity is a risk factor for men’s health. In many cases, studies have been 
theoretically focused on the health of women, but have also included men in the 
analysis. A second issue is that the literature is highly heterogeneous. Studies vary in 
how gender inequity has been measured, the social and geographic levels at which 
this measurement has occurred, the study designs utilised, the health outcomes 
studied, and the contexts in which the studies have taken place. Such heterogeneity 
makes interpretation of the evidence challenging. A third issue is that the literature 
has a number of important methodological limitations that restrict the strength of 
inferences that can be made from the findings. These limitations deserve fuller 
discussion.  
 
A first limitation of the literature is that many studies have utilised measures of 
gender inequity or women’s empowerment that have significant flaws. For example, 
the GEM, utilised in a number of international studies (Backhans et al. 2012; 
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Bogdanovica et al. 2011; Torsheim et al. 2006; Van de Velde et al. 2013; Varkey, 
Kureshi & Lesnick 2010), is calculated in a way that leads to higher income 
countries receiving higher scores regardless of women’s social position (Dijkstra 
2002; Gaye et al. 2010). It also does not measure many aspects of gender inequity 
(Charmes & Wieringa 2003; Cueva Beteta 2006). 
 
Similarly, the GDI utilised by Hopcroft and Bradley (2007) and Niëns and Lowery 
(2009) combines gender-related measures with a country’s level of human 
development and is strongly related to GDP (Dijkstra & Hanmer 2000; Gaye et al. 
2010). As a result, there is likely to be some collinearity between these measures and 
levels of wealth and development. This implies both a degree of measurement error, 
and also that an apparent effect of gender inequity may in fact be related to higher 
levels of economic development. In many studies, a wealth measure, such as GDP, 
has been included in the modelling. This may offer some correction for this effect. 
However, it may also lead to ‘overcorrection’ and obscure associations.  
 
Measures provided by the SWS report, utilised by Kawachi et al. (1999) and Roberts 
(2012), also raise concerns. These metrics combine both absolute and relative 
measures of women’s social position to measure women’s status at the US state level. 
This may be appropriate for measuring women’s status and aspects of the social 
environment that are of specific importance to women, such as access to reproductive 
services. However, these measures may not adequately capture inequities between 
men and women.9  
 
A second limitation of the literature is that many analyses utilise an ecological study 
design. As discussed previously, the inferential strength of ecological studies is 
limited by the existence of the ecological fallacy (Robinson 2009 [1950]; Selvin 
1958; Thorndike 1939). Multilevel studies provide a methodologically stronger 
approach to the study of exposure variables measured at the group level in cases 
                                                
9 Roberts (2012) was cognisant of this issue and also calculates a relative measure. 
  
 86 
where individual-level data exist (Diez Roux 2009; Hox 2010, Rasbash et al. 2009; 
Snijders & Bosker 2012; Subramanian, Jones & Duncan 2009). However, only a 
small number of studies have applied a multilevel approach (Hopcroft & Bradley 
2007; Roberts 2012; Sörlin et al. 2012; Stephenson 2010; Torsheim et al. 2006; Van 
de Velde et al. 2013).  
 
A third limitation of the literature is that most studies have been cross-sectional. As 
previously noted, cross-sectional studies are unable to exclude the possibility of 
reverse causation. Additionally, cross-sectional studies may not allow plausible time 
lags for the effects of exposures to manifest in the health outcomes modelled (Blakely 
& Woodward 2000). In many cases in the literature, cross-sectional studies have been 
used to model the relationship between gender inequity and outcomes such as all-
cause mortality and life expectancy. The causal impact of gender inequity on such 
outcomes is not likely to be immediate (Blakely & Woodward 2000). As such, cross-
sectional studies may not adequately model the theorised causal pathways.  
 
A fourth limitation of the literature is that, with exceptions (Kawachi et al. 1999; 
Roberts 2012; Van de Velde et al. 2013), studies have not included income inequality 
as a confounder. There is increasing evidence that income inequality is a predictor of 
population health when measured across large populations (see Chapter 3). Income 
inequality may be correlated with some measures of women’s status and may act as a 
confounder for the relationship between gender inequity and men’s health (Kawachi 
et al. 1999). As such, the lack of inclusion of income inequality in studies of gender 
inequity and men’s health leaves open the possibility of confounding.   
 
Alongside these methodological limitations, a further limitation of the literature is 
that relatively little attention has been given to the effects of gender inequity on 
health-related behaviours. Exceptions to this have been smoking (Bogdanovica et al. 
2011), alcohol consumption (Roberts 2012) and risky sexual practices (Niëns & 
Lowery 2009; Richardson et al. 2014; Shannon et al. 2012; Stephenson 2010). The 
theoretical approaches discussed in previous chapters (see Chapters 2 and 3) suggest 
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that health-related behaviours may play an important role in explaining how gender 
inequity could be a risk factor for men’s health. 
 
An additional limitation of the literature is that none of the studies were undertaken in 
the Australian context. That is, no studies investigated the issue in Australia itself, or 
included Australia in an international analysis.  
 
The above-noted issues limit the strength of the causal inferences that can be drawn 
from the empirical literature. However, in noting these limitations several 
observations can be made.  
 
The largest number of relevant studies has investigated gender inequity at the 
international level. These studies generally indicate a negative impact of gender 
inequity on men’s health. Of fourteen studies reviewed, only two provide 
unsupportive results. Importantly, the multilevel studies are supportive of this 
negative effect. However, it should be noted that in many cases the support provided 
by these studies is only weak.  
 
Studies examining gender inequity and men’s health at the state and national level are 
more limited. The two studies of gender inequity in the US provide some supportive 
findings. Importantly, both of these studies included income inequality as a 
confounder. Further, one of the studies is multilevel. However, the supportive 
findings are not seen for all health outcomes.  
 
Studies examining gender inequity and men’s health at the community and municipal 
levels are also limited. The results of these studies are mixed. While one study 
suggests that gender inequity is associated with worse health for men, another study 
suggests that gender equity is associated with worse health for men. A further study 
shows no effect.  
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Workplace-level studies generally show no association, but one study suggests that 
gender equity may be associated with increased health risks for men. However, the 
literature from the workplace is also limited.  
 
Findings from studies at the relationship level are also mixed. In terms of those 
studies that directly measure gender inequity, they are generally supportive of gender 
inequity being a risk factor for men’s health. However, there are also some mixed 
findings and the supportive evidence has tended to come from a Swedish setting, 
which raises issues of generalisability. A further important issue is that many of these 
studies have utilised subjective measures of gender inequity, rather than objective 
measures.  
 
The broader literature that examines aspects of shared responsibility for labour in the 
relationship is also mixed. While there is some support for benefits to men’s health 
from more equitable sharing of housework and labour, some studies suggest no effect 
or negative effects. The most consistent finding is that participation in childcare tends 
to be associated with better men’s health. However, again the supportive findings 
largely come from a Swedish setting where there are extensive supports for paternity 
leave (EFILWC 2007).  
 
An important overall finding is that, while the literature is not strongly supportive of 
a negative impact of gender inequity on men’s health, only a small number of studies 
suggest that gender inequity is associated with better health for men. As such, the 
results of this review reinforce the paradox identified at the beginning of this thesis: 
that men receive a range of social, economic and political benefits from the privileged 
social position accorded them by gender inequity, yet do not appear to experience 
commensurate health benefits.  
 
In summary, the findings of this review are inconclusive. Further empirical work 
needs to be undertaken to provide evidence to address the question of whether gender 
inequity is a risk factor for men’s health. Such work should take into account a 
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number of considerations. First, greater consideration should be given to the way in 
which gender inequity is measured. In particular, measures that do not clearly 
distinguish gender inequity from other socioeconomic factors should be avoided, and 
absolute measures of women’s social position should not be used to infer inequities 
between men and women.  
 
Second, multilevel analysis should be utilised in cases in which gender inequity is 
measured at the societal level and adequate data are available. Third, where possible, 
appropriate time lags between the measurement of gender inequity and the outcome 
of interest should be modelled. Fourth, income inequality should be included as a 
confounder in modelling of gender inequity across large populations. Last, given 
theoretical arguments suggesting that gender inequity may increase the likelihood of 
men undertaking poor health-related behaviours, there should be an increased focus 
on modelling the effects of gender inequity on such behaviours. 
4.7 Conclusion 
The preceding chapter has identified that there is currently insufficient evidence to 
make causal inferences regarding the effects of gender inequity on men’s health. It 
has also identified a number of limitations in the literature. These limitations provide 
a guide for issues to be addressed in future work. 
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Chapter 5. Methodological Considerations 
This chapter addresses a number of methodological issues important for the empirical 
analyses that form the second part of this thesis. First, it discusses the analytical 
approach with a specific discussion of ecological variables and multilevel modelling. 
Second, it addresses the question of how to measure gender inequity. In particular, it 
outlines a conceptualisation of gender inequity and discusses a range of measurement 
issues. It also identifies important measures of gender inequity. Third, the chapter 
discusses a number of important considerations for measuring men’s health. Last, the 
chapter addresses issues related to confounding and mediation effects, and identifies 
appropriate variables for inclusion in modelling.   
5.1 Analytical Approach 
Gender inequity manifests at many social levels. The focus of this thesis is on gender 
inequity at the broader societal level. There are several reasons for this focus. First, as 
was noted in the Introduction, many theorists have argued that gender inequity is 
sustained by a system of patriarchal power relations in which systemic social 
structures institutionalise men’s privileged social position (Lerner 1986; Reeves & 
Baden 2000, 28). These structures have been identified in institutions such as the 
state, the legislature, religion and legal systems (Connell 1995; Connell 2002; Ogle & 
Batton 2009).  
 
A second reason for the focus on broader societal level gender inequity is that, as 
elaborated upon in Chapters 2 and 3, many of the pathways linking gender inequity to 
men’s health are likely to involve societal level processes. For example, it has been 
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suggested that gender inequity may undermine social efficacy, reducing the ability of 
communities to attain appropriate health-related infrastructure.   
 
The investigation of the health effects of gender inequity at the societal level implies 
the need for what has been termed as an ‘ecological approach’ (Krieger 2011; 
McMichael 1999; Susser 1994). An ecological approach recognises the importance of 
social and environment factors in shaping health (McMichael 1999; Susser 1994). It 
also recognises that such factors can often only be meaningfully measured and 
modelled at higher levels of social aggregation (Diez Roux 1998; Diez Roux 2009; 
Susser 1994). Attempts to infer the effects of such processes from variables measured 
and modelled at lower levels of social aggregation may lead to incorrect conclusions 
being drawn (Diez Roux 1998; Riley 1963). This is illustrated by the ‘atomistic 
fallacy’, which occurs when inferences are inappropriately made about processes at 
the group level when data are limited to the individual level (Diez Roux 1998; Riley 
1963).  
 
Variables measured at the social or environmental level are referred to as ecological 
variables or contextual variables1 (Blakely & Woodward 2000; Diez Roux 1998; 
Susser 1994). Ecological variables may either be measured directly at the level of 
aggregation, or can be derived from summary measures of data from lower levels 
(Blakely & Woodward 2000; Diez Roux 1998; Diez Roux 2002). An example of a 
derived variable is the median income of a group of individuals.  
 
In Figure 5.1, Subramanian et al. (2009) provide a typology of study designs 
incorporating ecological variables. One of these is an ecological study. Ecological 
studies involve the measurement of both the exposure and outcome at the aggregate 
level (Diez Roux 2009; Porta 2008). Such studies have been widely used in the 
                                                
1 The term ‘contextual variable’ is sometimes reserved only for group-level variables derived 
from individual-level variables (Diez Roux 2002). In this case it is used to refer to all group-
level variables including those measured directly at the group level. 
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epidemiological literature and have the advantage of being able to investigate the 
effects of ecological exposures where only aggregate outcome data exist.  
 
 
Figure	  5.1	  Typology	  of	  Studies	  (from	  Subramanian	  et	  al.	  2009,	  349)	  
 
Asterisk	  signifies	  that	  this	  study	  is	  not	  practically	  utilised	  (see	  Subramanian	  et	  al.	  2009,	  349).	  
	  
However, the utility of ecological studies for making inferences about the effects of 
ecological variables on the health of individuals is undermined by the ecological 
fallacy. The ecological fallacy2 occurs when an association, or lack thereof, identified 
at the aggregate level is inferred to individuals (Robinson 2009 [1950]; Selvin 1958; 
Thorndike 1939). Such an inference is invalid, and in some cases, may lead to 
incorrect conclusions being drawn (Schwartz 1994). For example, in some cases, the 
effects of an association between an exposure and an outcome at the aggregate level 
can be reversed when the same association is modelled at the individual level (Diez 
                                                
2 The ‘ecological fallacy’ is a misnomer (Riley 1963; Susser 1973). A more appropriate name is 
the ‘aggregative fallacy’, given that the fallacy arises from the inference of associations at the 
aggregate level to the individual level, rather than an issue that inherently arises from 
ecological measures (see Macintyre & Ellaway 2000; Riley 1963; Subramanian et al. 2009; 
Susser 1994 for fuller discussion). 
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Roux 2002).3 As such, while ecological studies are a useful tool for examining health 
outcomes, the strength of the inferences that can be drawn from their findings is 
limited.  
 
A further study design incorporating ecological variables in the typology outlined in 
Figure 5.1 is a multilevel study. Multilevel studies allow for the modelling of 
variance, and factors explaining that variance, in data organised into multiple 
hierarchical ‘levels’ (Hox 2010; Rasbash et al. 2009; Snijders & Bosker 2012; 
Subramanian, Jones & Duncan 2009). Or applied to the case of individuals nested 
within groups, they allow the ‘simultaneous examination of between-group and 
within-group variability and the contribution of individual-level and group-level 
factors to both sources of variability’ (Diez Roux 2009, 54).4  
 
The ability of multilevel studies to simultaneously examine group and individual-
level factors leads to a number of distinct advantages for examining the effects of 
ecological variables on health. First, multilevel studies allow for the investigation of 
clustered data without violating assumptions of independence (Snijders & Bosker 
2012). This allows for the modelling of data structures where individuals are nested 
within groups, while satisfying statistical assumptions that the measures for each 
individual are statistically independent within the group. Second, multilevel studies 
allow inferences to be made about associations between ecological, or group-level, 
variables and individual-level outcomes without incurring the ecological fallacy 
(Subramanian, Jones & Duncan 2009).  
 
A third advantage of multilevel studies is that they allow for the concurrent modelling 
of contextual and compositional effects (Kawachi, Subramanian & Kim 2008; 
                                                
3 Robinson 2009 [1950] famously illustrated this by showing that the sign of a correlation 
between foreign birth and literacy within the US at the Census division and state level was the 
reverse of that at the individual level. 
4 It should be noted that while the focus of this discussion is on individuals clustered within 
groups, multilevel models can be applied to other data structures such as repeated measures in 
individuals (Rasbash et al. 2009).  
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Subramanian, Jones & Duncan 2009). A contextual effect refers to the effects of a 
variable measured at the group level on outcomes at the individual level; a 
compositional effect refers to between-group differences in an outcome that are 
attributable to the ‘characteristics of the individuals of which the groups are 
comprised’ (Diez Roux 2002, 588-9). The ability to concurrently model contextual 
and compositional effects allows for greater ascertainment that an apparent effect of a 
group-level variable on individual-level health is not explained by differences in the 
individuals who make up the distinct groups.  
 
The above-noted strengths of multilevel studies mean that they are well suited to 
examining the relationship between gender inequity and men’s health. They allow for 
the measurement of gender inequity at the societal level and for valid inferences to be 
made regarding health effects on the individual without incurring the ecological 
fallacy. They also allow for modelling to ascertain that apparent effects of gender 
inequity at the societal level are not accounted for by factors at the individual level. 
5.1.1 Considerations for Multilevel Models  
A two-level multilevel ‘random intercepts’ model with individuals at level one nested 
in groups (e.g. administrative areas) at level two can be expressed as: 
 
 𝑦!" = 𝑏! +   𝑏!𝑥!"   +   𝑏!𝑥!!   +   𝑢!! + 𝑒!" 
 
 
Where 𝑦!" represents the outcome for individual i in group j ; 𝑏! represents the constant 
or intercept; 𝑏!   represents a coefficient with a level one variable 𝑥!"    ; 𝑏!  represents a 
coefficient with a level two variable 𝑥!!    ; 𝑢!!  represents group-level residual variance 
(i.e. intercept variance) and 𝑒!" represents individual-level residual variance.  
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Multilevel-generalised linear models allow for the extension of multilevel modelling 
to discrete dependent variables (Hox 2010). Such models typically employ a link 
function, such as the logit function, to allow for modelling where the assumption of 
continuous data that are normally distributed is violated (Hox 2010, 112). A logistic 
multilevel model can be expressed as:  
 𝑙𝑜𝑔𝑖𝑡 𝜋!" =   𝑏!! +   𝑏!𝑥!" +   𝑏!𝑥!! 
 𝑏!! = 𝑏! +   𝑢!! 
 
An important aspect of multilevel models with binary outcome variables is that, 
unlike linear models, the partitioning of variance between different levels is not 
straight-forward (Merlo et al. 2006). This is because the area level residual variance 
is on a logistic scale, but the individual level residual variance is on the probability 
scale (Merlo et al. 2006 292–3).  
 
One approach to this problem is to use the latent variable method, which ‘converts 
the individual level variance from the probability scale to the logistic scale on which 
the area level variance is expressed’ (Merlo et al. 2006, 292). This allows for 
calculation of the intraclass correlation coefficient (ICC), a measure of the 
‘proportion of the total variance in the outcome that is attributable to the area level’ 
(Merlo et al. 2006, 291). In this case the ICC can be calculated as:  
 𝐼𝐶𝐶 = 𝑎𝑟𝑒𝑎  𝑙𝑒𝑣𝑒𝑙  𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒/  (𝑎𝑟𝑒𝑎  𝑙𝑒𝑣𝑒𝑙  𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 + 3.29) 
 
Where the value of 3.29 represents the individual level variance of a logistic 
distribution.  
 
However, as Merlo (2006, 292) notes:   
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These methods for computing the ICC in logistic models have their own 
statistical consistency. However, they are an attempt to apply to the 
logistic case notions that are based on the clear distinction between the 
individual level variance and the area level variance that exists in the 
linear case. As this distinction is not so clear in the logistic case, the 
interpretation of the ICC for dichotomous outcomes is difficult to 
understand in epidemiological terms. 
 
As such care is warranted in interpreting this value.  
5.1.2 Data Issues  
The utilisation of multilevel modelling raises a number of specific data issues. First, 
data sets with appropriately defined hierarchical structures may not always be 
available. Second, data sets need to be of sufficient size to meet power requirements. 
A particular issue is that there are sufficient numbers of group-level units. Several 
authors cite Kreft’s 30/30 rule of thumb: 30 groups of 30 individuals, as sufficient to 
satisfy power requirements if the interest is primarily in the fixed parameters (cited in 
Hox 2010; Subramanian, Jones & Duncan 2009). However, larger numbers at the 
group level are required to investigate cross-level interactions or the random part of 
models (Hox 2010).  
 
In the case of models with binary outcomes, greater numbers are required to 
compensate for the fact that these outcomes contain less information (Hox 2010). 
Moineddin, Matheson and Glazier (2007) suggest that multilevel logistic models 
require at least 50 groups with a group size of at least 50 individuals. However, they 
also note that the suggested group size may not be sufficient when there is a low 
prevalence of events (Moineddin, Matheson & Glazier 2007).  
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5.2 Measuring Gender Inequity  
Gender inequity is the primary epidemiological exposure of interest in this thesis. As 
such, consideration needs to be given to how it is best measured. This section 
addresses this issue. It first outlines a conceptualisation of gender inequity before 
discussing a range of measurement issues. It finishes by identifying important 
measures of gender inequity. 
5.2.1 Conceptualising Gender Inequity 
Adequately conceptualising gender inequity requires the recognition that it has a 
number of important attributes. First, gender inequity has multiple dimensions 
(Charmes & Wieringa 2003; Grown 2008; Grown, Rao Gupta & Kes 2005; 
Malhotra, Schuler & Boender 2002; Mason 1986). These relate to a variety of social 
realms including the legal system, the economic system, the sociocultural 
environment and the political system (Charmes & Wieringa 2003; Malhotra, Schuler 
& Boender 2002). There can be important interconnections between these 
dimensions (Charmes & Wieringa 2003); however, greater equity in one dimension 
will not necessarily translate into increased equity in other dimensions (Desai 2010; 
Grown 2008; Mason 1986; Whyte 1978). For example, women’s equity can be fully 
enshrined in law, but this may not translate into changes in women’s economic and 
political position.  
 
A second attribute of gender inequity is that it manifests at multiple social and spatial 
levels (Charmes & Wieringa 2003; Malhotra, Schuler & Boender 2002; Mason 
1986). These range from the household and community level through to the country 
and international level (Charmes & Wieringa 2003; Malhotra, Schuler & Boender 
2002; Mason 1986). As is the case with dimensions of gender inequity, there may be 
important connections between these different levels. However, in some cases, the 
extent of inequity at different levels may be only weakly related or even inversely 
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related (Mason 1986). For example, women may be involved with decision-making at 
the community level, but concurrently be excluded from political influence at the 
national level.  
 
The literature on women’s empowerment provides several useful models for 
conceptualising the multidimensional, multilevel nature of gender inequity (see 
Figures 5.2 and 5.3 below). Malhotra, Schuler and Boender (2002) distinguish six 
dimensions of women’s empowerment: economic, sociocultural, 
familial/interpersonal, legal, political and psychological, with levels extending from 
the household to the community and broader arenas. In an alternative model, 
Charmes and Wieringa (2003) identify the physical, sociocultural, religious, political, 
legal and economic spheres with levels that extend from the individual up to the 
global level.  
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Figure	  5.2	  Commonly	  Used	  Dimensions	  of	  Empowerment	  and	  Potential	  Operationalization	  in	  the	  
Household,	  Community,	  and	  Broader	  Arenas	  (from	  Malhotra,	  Schuler	  &	  Boender	  2002,	  13)	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Figure	  5.3	  Women's	  Empowerment	  Matrix	  (from	  Charmes	  &	  Wieringa	  2003,	  424)	  
 
 
 
A third attribute of gender inequity is that it is context specific (Desai 2010; Mason 
1986; Reeves & Baden 2000). That is, aspects of the social environment that imply 
gender inequity in one setting may have different implications in other settings 
(Malhotra, Schuler & Boender 2002). This is illustrated by the case of women’s 
labour force participation; increased participation by women in the labour force may 
not reduce gender inequity where women do not control their wages within the 
household (Mason 1986).  
 
A final quality of gender inequity is that it may vary across the life course. For 
example, in some cultures women gain power with increased age, and as a 
consequence, gender inequities may be less for older women (Mason 1986).  
5.2.2 From Conceptualisation to Measurement 
A number of measurement considerations flow from the conceptualisation of gender 
inequity outlined above. First, the multidimensional nature of gender inequity 
suggests the need for multiple measures to be used. The aim should be to identify 
inequities that arise across the full range of social realms. The models of gender 
empowerment just described provide a reference for a range of these realms.  
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The utilisation of multiple measures, in turn, raises a further complex consideration, 
which is the extent to which different measures of gender inequity should be 
combined into summary measures. The utilisation of summary measures, which 
combine multiple measures into one or more metrics, assumes that gender inequity 
can be reduced to a smaller number of measures, or even a singular measure. 
However, there is reason to be cautious with such an approach. Measures of gender 
inequity may vary independently of each other and greater equity in one realm may 
not necessarily translate into increased equity in other areas (Desai 2010; Grown 
2008; Mason 1986; Whyte 1978). As a result, it is possible that summary measures 
may obscure important aspects of gender inequity that do not follow overall patterns 
and consequently limit the ability to identify the health effects of specific aspects of 
gender inequity (Malhotra, Schuler & Boender 2002, 14).  
 
A further consideration is that the actual process of combining measures presents 
many challenges. These include decisions regarding appropriate measures to 
combine, how these measures should be weighted, and how to actually combine them 
mathematically (Grown 2008; Permanyer 2010). The debate on such methodological 
issues is ongoing and the validity of some summary measures has been called into 
question because of such methodological uncertainties (see Dijkstra 2002; Permanyer 
2010).  
 
However, while such concerns suggest caution with employing summary measures, 
they should not preclude their use. Summary measures of gender inequity have a 
number of important advantages. First, they provide easy-to-interpret metrics that 
draw attention to the issue (Grown 2008; Permanyer 2010). Second, summary 
measures provide a means for dealing with the issue of collinearity. Collinearity 
arises when a strong linear relationship exists between two or more regression 
variables in a regression model (Porta 2014, 51). It can lead to excessively complex 
analyses (Pickett & Pearl 2001) and unstable effect estimates (Rothman & Greenland 
1998). Most importantly, it can lead to difficulties in separating the effects of 
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different variables in a model (Rothman & Greenland 1998). Summary measures may 
overcome this issue by reducing highly correlated measures down to single measures.  
 
A third important advantage of summary measures is that they allow for the 
identification of underlying aspects of gender inequity that are not directly 
measurable. These may be identified by examining the underlying covariance 
structures between individual measures, such as occurs with factor analysis 
approaches (Bollen 2002). Additionally, the combination of measures may allow for 
the identification of additive or interaction effects between individual measures.  
 
One solution to the concerns raised by summary measures is to utilise them 
concurrently with the measures that have contributed to their calculation. This allows 
for the combining of measures of gender inequity only when it can be assured that 
doing so does not lead to important aspects of gender inequity and associations with 
outcomes being overlooked.   
 
Along with measurement issues that flow from the multidimensional nature of gender 
inequity are those related to its multilevel nature. As noted previously, gender 
inequity manifests at multiple levels that extend from the household up to the national 
and international level (Charmes & Wieringa 2003; Malhotra, Schuler & Boender 
2002). The level of measurement that is most appropriate will be dependent on the 
dimension of gender inequity that is of interest. For example, women’s political 
inequity is better measured at higher levels of social aggregation where political 
power is exercised, such as the community or national level. A related issue is the 
need for caution in inferring measures of gender inequity from analogous measures at 
different social levels. Such inferences may be invalid, given that gender inequity 
may have different meanings and effects at different levels (Mason 1986). 
 
Special care needs to be given when measuring gender inequity at the ecological 
level. Of primary importance is that the unit of aggregation is sensitive to the 
gradations of gender inequity in the study population (Diez Roux 1998). In particular, 
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pre-existing clustering units, such as political, administrative or statistical areas may 
not correspond to the spatial distribution of gender inequity in the population of 
interest (Blakely & Woodward 2000; Diez Roux 1998; Pickett & Pearl 2001; Riva, 
Gauvin & Barnett 2007). This can limit the identification of the full range of 
exposures to gender inequity in the study population and decrease the likelihood of 
identifying patterns of association (Blakely & Woodward 2000). The appropriate unit 
for aggregation may be dependent on the dimension of gender inequity of interest. 
For example, in cases where political or legal policies are of most interest 
administrative boundaries may be appropriate. However, in other cases such units 
may be insensitive to the extent of gender inequity throughout a population. For 
example, some aspects of gender inequity may be more evident at the community 
level.  
 
An interlinked concern is that of the modifiable areal unit problem, which suggests 
that different spatial aggregations of variables can show different relationships 
between those variables (Wong 2009). A concern is that researchers and 
policymakers can choose between different findings based on different spatial levels 
of aggregation to support their policy or theoretical position or agenda (Mobley, Kuo 
& Andrews 2008, 9). The modifiable areal unit problem is an ongoing concern in 
spatial analysis that limits the strength of findings (Wong 2009). Ideally, data can be 
aggregated at different levels to test for the existance of this problem (Mobley, Kuo 
& Andrews 2008).  
 
A further consideration for measuring gender inequity at the ecological level is the 
previously discussed issue of collinearity. There is a tendency for many factors to be 
closely related at higher levels of social aggregation (Diez Roux 2009). In some 
cases, it may be necessary to choose between variables for inclusion in analysis 
unless variables are combined (Blakely & Woodward 2000; Porta 2014).  
 
The context-specific nature of gender inequity also raises considerations for 
measurement. A principal assumption for the use of a specific measure of gender 
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inequity across multiple settings is that the measure has the same meaning in each of 
the settings. This assumption is not always justified. In particular, cultural differences 
may render measures insensitive to levels of gender inequity in some settings. This is 
highlighted by the previously noted example of women’s labour force participation. 
An increased level of such participation in settings where women do not control their 
wages within the home will have a different significance to one where women do 
control their wages (Mason 1986). Such concerns imply care with the selection of 
markers across culturally divergent populations. 
 
The possible variability of gender inequity across the life-course also implies 
measurement considerations. As has been noted, in some cultures, women’s social 
position varies by age, with older women gaining status and power relative to men 
(Mason 1986). In these cases, the extent of gender inequity may be less in older age 
groups. Where this is a concern, age-sensitive measures may be preferable.  
 
Alongside issues that flow from the above conceptualisation of gender inequity are a 
number of further measurement concerns. First, consideration needs to be given to the 
appropriateness of using absolute and relative measures of women’s social position to 
make inferences regarding the extent of gender inequity. The inference of inequities 
between men and women from absolute measures of women’s social position is 
potentially problematic (Dijkstra 2002; Roberts 2012). This is illustrated by the 
previously noted theoretical example in which women in two societies have 
equivalent levels of education, but that in one society this level is equal to that of 
men, while in the other it is markedly reduced in comparison to men (Roberts 2012). 
In such cases the use of absolute measures to infer an inequity is likely to be 
inappropriate.  
 
However, it is also important to acknowledge that men and women have different 
needs that must be satisfied to allow them to take part equally in society (Sen 1999; 
Sen 2003). An example of this is women’s access to reproductive services. In such 
cases relative measures may be meaningless.  
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The above concerns imply the need for the use of both relative and absolute measures 
of gender inequity. Which of these will be most appropriate will depend on the 
construct being measured. The default, however, should be to use relative measures 
unless the aspect of gender inequity is specific to one or other of the sexes. 
 
A further consideration for measuring gender inequity is dealing with cases in which 
gender inequities favour women. These cases present challenges when they are 
combined into summary measures. A primary concern is whether such measures 
should ‘compensate’ for measures where the inequities favour men (Dijkstra 2002; 
Dijkstra 2006). For example, if women achieve higher levels of tertiary education 
than men, should this compensate for women’s lower wages when calculating overall 
gender inequity? Allowing for such compensation may lead to large gender inequities 
in favour of women in one area obscuring large gender inequities in favour of men in 
other areas (Permanyer 2010). Permanyer (2010) has suggested that a partial 
compensation approach may be an appropriate way to deal with this issue. 
 
A concluding note regarding the measurement of gender inequity is that though a 
measurement approach allows for the use of quantitative statistical methods, with 
their multiple strengths, it also has limitations. As van Staveren (2012, 340) notes: 
any quantitative measure of a complex phenomenon, such as gender inequity, is 
severely limited as compared to a rich qualitative analysis.  
5.2.3 Important Gender Inequity Measures  
There are multiple measures that can be chosen to measure gender inequity. Some 
measures are, however, of greater importance given their influence across a wide 
range of dimensions and social levels. However, data for measuring all aspects of 
gender inequity are not always available (Dijkstra 2002; Grown 2008; Hedman, 
Perucci & Sundstrom 1996) and the feasibility of collecting new data also limits what 
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is possible to measure (Diez Roux 2009). In the following section, important 
measures of gender inequity for which data are available are identified. 
5.2.3.1 Educational Attainment  
Equity between men and women in the attainment of education is a fundamental 
measure of gender inequity (Dijkstra 2002). Greater levels of women’s education 
improves women’s political and economic position, as well as leading to greater 
autonomy and control within the home (Caldwell 1979; Caldwell 1986; Sen 1999; 
Sen 2003). Education has also been identified as important for reproductive outcomes 
(Caldwell 1986).  
5.2.3.2 Political Representation 
Women’s participation in the legislative process is an important measure of gender 
inequity (Dijkstra 2002). It is an indicator of the extent to which women are able to 
influence policy formation (Bolzehndahl & Brooks 2007). It is also symbolic and 
aspirational for women’s participation in broader social processes. Such measures are 
likely to influence many dimensions and levels of gender inequity.  
 
A number of limitations of this measure should be acknowledged. First, greater 
participation by women in the legislative process may not necessarily lead to gender 
equitable policies (Cueva Beteta 2006; Desai 2010; Grown 2008); women in 
parliament may not exercise decision-making power or even promote gender 
equitable policies (Charmes & Wieringa 2003; Grown 2008). Second, political 
representation at higher social levels, such as the national level, may not reflect 
political realities at the local level where women’s representation may be very 
different (Cueva Beteta 2006; Desai 2010). Third, political representation measures 
may reflect gender relations in only the most privileged sector of a population rather 
than across the society as a whole (Cueva Beteta 2006). Last, political representation 
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measures may be overly sensitive to the year of measurement as elections can have a 
marked impact on levels of women’s representation (Dijkstra 2002).  
5.2.3.3 Female Share in Professional, Administrative and Management Positions  
The level of women’s representation among professional, administrative and 
management positions captures important aspects of gender inequity. It provides a 
measure of women’s access to economic opportunities and decision-making power, 
and may also indicate the level of autonomy and power a women has within the 
household (Dijkstra 2002). An advantage of this measure is that, in contrast to 
political representation measures, it is less likely to be sensitive to the year of 
measurement (Dijkstra 2002, 306). A limitation is that, as with political 
representation, it may reflect gender relations in only the most privileged sections of 
society, rather than across society as a whole (Cueva Beteta 2006).  
5.2.3.4 Labour Force Participation 
The level of women’s participation in the labour force relative to men is an indicator 
of the extent of women’s economic independence, their access to power, and their 
autonomy in the household (Dijkstra 2002, 321). However, a number of limitations of 
this measure should be noted. First, labour force participation may not capture the 
extent to which women are underemployed, or unemployed, relative to men (Grown 
2008). Second, a degree of measurement error may arise because of the greater 
likelihood of women being part of the informal economy for which adequate data 
may not be available (Charmes & Wieringa 2003; Desai 2010). Third, the benefits of 
labour force participation may not arise if household labour is not shared with men. 
In this instance, great labour force participation may imply a double burden (Dijkstra 
2002).  
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5.2.3.5 Women’s Relative Earnings 
The level of women’s earnings relative to men is an important measure of gender 
inequity (Grown 2008). Greater relative earnings are likely to reflect women’s access 
to economic opportunities, and empowerment (Grown 2008, 108). However, it is 
important to note that, as with labour force participation, benefits may not occur in 
situations where women do not have control over their wages, or are 
disproportionately responsible for providing for children (Charmes & Wieringa 2003; 
Grown 2008; Mason 1986). 
5.2.3.6 Reproductive Rights 
The existence of adequate protections of women’s reproductive rights, as well as the 
ability to access reproductive health services, is an important measure of gender 
inequity (Malhotra, Schuler & Boender 2002). The absence of these provisions 
leads women to have reduced control over their bodies and a reduced ability to fully 
take part in economic, educational and political processes (Sen 1999). The 
satisfaction of reproductive health needs is particularly important due to its impacts 
on the development of children. In some cases, data regarding reproductive rights is 
available; for example, the Institute of Women’s Policy Research and the Guttmacher 
Institute in the US provide such data (Guttmacher Institute 2015; IWPR 1996; IWPR 
2004).  
5.3 Considerations for Measuring Men’s Health  
The following section outlines aspects of men’s health that deserve particular 
consideration. Section 5.3: 
1 highlights the importance of age in understanding men’s health patterns; 
2 identifies a number of causes of disease and death in men that deserve 
particular attention; 
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3 highlights health-related behaviours that contribute to men’s poor health; 
4 identifies some broader social factors that are important for understanding the 
social context that shapes men’s health.  
5.3.1 Age-Related Factors  
Age is an important consideration when attempting to measure men’s health. In 
particular, men display elevated mortality risks at younger ages (White 2008; White 
& Holmes 2006). This differential mortality at younger ages is an important 
contributing factor to the gender mortality gap (European Commission 2011).  
 
Figure 5.4 below provides an illustration of age-related factors with respect to 
mortality. It shows the median and range of ratios in rates of death between men and 
women across 44 countries. Several aspects of this figure deserve attention. First, 
men show disproportionately high rates of mortality across all age categories.5 
Second, the years of the mid teens through to early adulthood show particularly large 
median differences between men and women. Third, and perhaps most importantly, 
the mid teen and early to middle adult years are the age groups in which the largest 
extremes of ratio differences are evident for specific countries.  
 
                                                
5 It should be noted that women display an excess mortality risk at ages above the normal life 
expectancy of men (White 2008, 225).  
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Figure	  5.4	  Median	  Ratio	  Between	  Men	  and	  Women	  for	  44	  countries	  for	  Rates	  of	  Death	  from	  all	  
Causes	  by	  Age	  (taken	  from	  White	  2008,	  226	  —	  original	  White	  &	  Holmes	  2006,	  141)	  
 
 
A further aspect of the figure that deserves attention is that there is a large amount of 
variability between countries. In discussing the data for this figure White (2008, 225) 
notes that in the age groups 15–24 years and 25–34 years the rate of death for men in 
Estonia and Latvia was 4.5 times higher than that for women, whereas for Egypt, the 
Netherlands, and Hong Kong, the rate for men in the same age groups was less than 
twice that of women.  
 
The above aspects of the relationship between age and men’s mortality suggest that 
consideration should be given to analysing younger men separately to other age 
ranges to identify potential age-specific effects.  
5.3.2 Important Causes of Men’s Higher Mortality 
The elevated mortality of men is an aspect of men’s health that deserves particular 
attention. A number of causes of death appear to be important in explaining this 
pattern.  
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First, trauma-related causes of death are an important contributing factor to men’s 
higher mortality (AIHW [Australian Institute of Health and Welfare] 2011; European 
Commission 2011; White & Holmes 2006, Wong et al. 2006). In the US, one 
estimate suggests that traumatic deaths in men account for approximately one-third of 
the sex difference in years of potential life lost among whites and African-Americans, 
and half of the difference among Latinos (Wong et al. 2006, 749).  
 
There are multiple specific causes of traumatic death. These include homicide, 
suicide and accidental deaths from a range of causes such as road traffic accidents. 
The extent to which these specific causes contribute to death by trauma is highly 
varied. For example, within the US, sex differences in traumatic deaths in African-
Americans and Latinos are primarily due to homicide, while among whites, suicide 
and motor vehicle accidents are important (Wong et al. 2006, 749). At the 
international level, suicide is among the top three causes of death in young men in 
many countries, while in others its effects are small (White & Holmes 2006, 143).  
 
A further important aspect of traumatic death in men is that, while it is a major cause 
of death across many ages, it is a particularly important cause of death in younger age 
groups (White & Holmes 2006). For example, in Australia intentional self-harm is the 
leading cause of death in the 15–44 year age group (AIHW 2011).  
 
A second important cause of men’s high mortality is cardiovascular disease (AIHW 
2011; Eskes & Haanen 2007; European Commission 2011; White 2008; White & 
Holmes 2006; Wong et al. 2006). Evidence suggests that, in the US, cardiovascular 
disease is the second largest contributor to the sex difference in years of potential life 
lost (Wong et al. 2006, 746). It is also a leading cause of mortality for men in Europe 
and at the international level (European Commission 2011; White & Holmes 2006), 
while ischaemic heart disease is the leading cause of death in males in Australia 
(AIHW 2011).  
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There is a large amount of variability in the impacts of cardiovascular disease on men 
between countries. For example, in the 35–44-year age group Hong Kong and 
Sweden have less than 21 deaths per 100,000 population ,whereas Latvia had 169.9 
deaths (White & Holmes 2006, 144). It should also be noted that the impacts of 
cardiovascular disease on mortality are relatively small before the age of 35 (White & 
Holmes 2006). 
 
A further major contributor to men’s high mortality is cancer, particularly lung cancer 
(European Commission 2011; Wong et al. 2006). Wong et al. (2006, 746) found that, 
in the US, lung cancer accounts for 15% and 17% of the sex difference in years of 
potential life lost for whites and African-Americans respectively. Lung cancer is also 
an important cause of death for men in European countries (European Commission 
2011), and is the second largest underlying cause of death for men in Australia 
(AIHW 2011).  The incidence of lung cancer is strongly linked to cigarette smoking 
(WHO 2012). I will return to this issue below.  
5.3.3 Important Health Behaviours for Men 
Health-related behaviours are important in explaining men’s health patterns (AIHW 
2011; Courtenay 2003; Courtenay 2011; European Commission 2011; White 2008). 
Several deserve particular attention.  
 
The consumption of tobacco, primarily via smoking, is a significant issue for men. 
The proportion of deaths attributable to tobacco globally is 16% in men and 7% in 
women (WHO 2012). In the US, tobacco is estimated to be responsible for almost 
23% of deaths in men aged 30 and over (WHO 2012). In Europe, tobacco is the 
largest preventive cause of cancer death in men (European Commission 2011, 223). 
In Australia, tobacco smoking is the largest preventable cause of poor health and 
death (AIHW 2011, 19). Men are often more likely to smoke than women. For 
example, in Europe, men are more likely to be daily smokers than women in 28 out of 
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29 countries, with the average ratio of male to female daily smokers being 1.5:1 
(European Commission 2011, 90–1).  
 
The risky consumption of alcohol is also an important health issue for men. The 
harmful use of alcohol has been identified as a cause of more than 200 disease and 
injury conditions (WHO 2015c, webpage). It is a particularly important contributor to 
injury and death in younger men through road traffic accidents, violence and suicides 
(WHO 2015c). A further aspect of men’s alcohol consumption that deserves attention 
is mental and behavioural disorders due to the misuse of alcohol; there are three to 
four times more deaths in men than women from this cause (European Commission 
2011, 300).  
 
Poor diet is also an important health issue for men. Inadequate intake of fruit and 
vegetables is estimated to account for 2.8% of deaths worldwide, and approximately 
14% of gastrointestinal cancer deaths, 11% of ischaemic heart disease deaths and 9% 
of stroke deaths (WHO 2014, webpage). Poor diet is also a major contributor to 
obesity (WHO 2014). In both the US and across Europe, men’s diets are less healthy 
and also less nutritionally balanced than women’s diets (Courtenay 2011, 62–3; 
European Commission 2011, 119).  
 
A final health behaviour of particular significance is men’s inadequate use of health 
care services. Men are consistently less likely than women to access such services 
(Courtenay 2003; Courtenay 2011; White 2008). This contributes to disease and 
death in men that is avoidable (Courtenay 2011; European Commission 2011). There 
are multiple reasons for this underuse of services. For example, in the Australian 
context issues such as limited appropriate opening hours, a lack of male health 
professionals, discomfort in waiting room environments and stating the reason for 
attending, and social norms and values related to traditional masculinities have all 
been identified as important barriers (AIHW 2011, 44).   
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5.3.4 Broader Social Factors 
A final area that deserves attention is the broader social context that shapes men’s 
risk of disease and death. This thesis aims to contribute to understanding this context 
by examining the role of gender inequity. However, it is important to be aware that 
other social factors are also important. There are many such factors and a full 
examination of these is outside the bounds of this discussion (see Courtenay 2003 for 
a fuller examination). However, several factors deserve note.  
 
First, the work environment is a source of risk to men’s health. For example, in the 
US, while men make up only just over half the workforce, they experience 92% of 
fatal job-related injuries (Courtenay 2011, 110). In Europe the level is even higher, 
with men accounting for 95% of fatal workplace accidents (European Commission 
2011). In Australia, males make up 68% of accepted compensation claims for 
workplace injuries, diseases and conditions (AIHW 2011).  
 
A second area that deserves attention is the low level of social support available to 
men. For example, in the US, men have smaller social networks than women 
(Courtenay 2003). A lack of social support reduces men’s capacity to cope with 
negative life events and increases health risks (Courtenay 2003; European 
Commission 2011).  
5.4 Specifying an Analytical Model 
Gender inequity exists alongside many other factors that may impact on men’s health. 
Consideration needs to be given as to how such factors are incorporated into 
modelling to increase the strength of inferences that can be made from results. This 
section deals with such considerations.   
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A number of factors related to model specification can limit the strength of the causal 
assumptions that can be derived from epidemiological models. Of particular concern 
are issues of confounding, mediation and selection bias. Incorrect consideration of 
these factors has the potential to lead to bias in models investigating causal 
associations (Glymour 2006). I will elaborate on these cases below.  
 
Confounding arises when an ‘apparent association between an exposure and an 
outcome is accounted for by other variables that affect the outcome and are not 
affected by the exposure’ (Porta 2014, 55). Appropriately conditioning on 
confounders assists in identifying causal effects (Elwert 2013; Glymour 2006). 
Conditioning refers to introducing information about a variable into the analysis such 
as through controlling for a variable in a regression model, stratifying on a variable, 
performing a group-specific analysis or collecting data selectively, such as excluding 
particular groups from a survey (Elwert & Winship 2014).  
 
Mediation occurs via a variable that is on the causal pathway between an exposure 
and an outcome, and causes variation in the outcome and itself is caused to vary by 
the original exposure (Porta 2014, 152). Identification of mediators is important in 
ascertaining possible points of intervention in causal pathways that can be used to 
reduce the occurrence of disease. However, conditioning on a mediator raises the 
potential for ‘over-control bias’ where the causal relationship between an exposure 
and an outcome is not appropriately identified (Elwert 2013).  
 
Selection bias is the ‘[b]ias in the estimated association or effect of an exposure on an 
outcome that arises from the procedures used to select individuals into’ a study or 
analysis (Porta 2014, 258). Selection bias can be thought of as conditioning on a 
common effect of two variables, one of which is either an exposure or a cause of an 
exposure and the other is either the outcome or a cause of the outcome (Hernán, 
Hernández-Díaz & Robins 2004, 615). Such conditioning can lead to a spurious 
associations (Glymour 2006; Hernán, Hernández-Díaz & Robins 2004).  
 
  
 116 
One methodological tool that allows for consideration of the above concerns is 
directed acyclic graphs (DAGs) (Greenland, Pearl & Robins 1999). DAGs provide a 
means of graphically representing ‘statistical associations implied by a given set of 
assumptions about the causal structure relating variables’ (Glymour 2006, 393). This 
provides a means for appropriate consideration of study designs and also for 
identifying appropriate covariates for regression models and stratification (Glymour 
2006).  
 
DAGs are formed from letters representing specific random variables that are either 
observed or unobserved, and arrows implying causal relations between these 
variables (Elwert & Winship 2014, 34). An important aspect of DAGs is that cycles 
within the organisation of the letters and arrows cannot occur (Glymour 2006). This 
is based on the assumption that an outcome cannot cause an exposure, given that an 
exposure must temporally precede an outcome Glymour 2006). Further, an important 
aspect of a DAG is the lack of an arrow, which implies the assumption of no causal 
effect between variables (Elwert & Winship 2014).  
 
DAGs can have three basic configurations (see Figure 5.5), a chain suggesting 
causation, with possible mediating variables, a fork suggesting confounding bias, and 
inverted forks, where two effects ‘collide’ at the one variable (Elwert & Winship 
2014).  
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Figure	  5.5	  Basic	  Configurations	  of	  a	  DAG	  
 
Chain  
 
Confounder 
 
 
Collider  
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The analysis of the configuration of these elements in a DAG allows for the 
identification of pathways between variables that are open, suggesting statistical 
dependence (referred to as d-connected) and pathways that are closed, suggesting 
statistical independence (referred to as d-separated) (Elwert & Winship 2014). It also 
allows for the identification of appropriate variables for conditioning on to identify 
causal effects (Elwert & Winship 2014).  
 
An important concern is that conditioning on different types of variables in a DAG 
can have different effects. In particular, while conditioning on a variable can block 
the flow of association along a pathway, conditioning on a collider can open up the 
flow of association (Elwert & Winship 2014, 38). This has the potential to open up 
non-causal pathways between an exposure and an outcome, and can lead to spurious 
statistical associations (Glymour 2006). 
 
An important outcome of the elaboration of a DAG is the identification of a sufficient 
set of covariates to identify the causal relationship between an exposure and an 
outcome (Greenland, Pearl & Robins 1999). A sufficient set of covariates is ‘a set 
such that within strata of the covariates the statistical relation between exposure and 
outcome is unconfounded’ (Glymour 2006, 403). This allows for the blocking of non-
causal pathways between an exposure and an outcome, without blocking causal 
pathways (Elwert & Winship 2014, 38). 
 
The above considerations can become difficult to manage in complex models. 
Software can help with this process. In particular, Dagitty software (Textor, Hardt & 
Knüppel 2011) provides a means of identifying appropriate sets of variables for 
inclusion in the adjustment set. The following DAG (see Figure 5.6) was developed 
using Dagitty version 2.0. The green pathway between gender inequity and health 
represents the causal pathway. The red pathways represent biasing pathways. The 
grey node, social inequality, represents an unobserved variable.  
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Figure	  5.6	  Directed	  Acyclic	  Graph	  Representing	  the	  Relationship	  Between	  Gender	  Inequity	  and	  
Men's	  Health	  Incorporating	  the	  Effects	  of	  Other	  Social	  Inequalities	  
 
 
 
 
Several aspects of this DAG should be noted. First, the identification of the 
unmeasured variable of social inequality deserves some justification. As noted in 
Chapter 1, gender inequity is interrelated with a range of social inequalities, 
particularly those related to racial and ethnic categories and also socioeconomic 
position (Connell 2002; hooks 2000; Mason 1986; Sen & Östlin 2008; Weber & 
Parra-Medina 2003). However, the relationship between these social inequalities 
appears to be non-causal. There is variability between these different social 
inequalities in different contexts. The relatedness of these inequalities however can be 
interpreted to suggest the existence of an underlying social inequality, or at least 
acceptance of social inequality that acts as a common cause.  
 
A second aspect of the DAG that should be noted is that it does not adequately reflect 
the multilevel nature of the theorised relationship between gender inequity and men’s 
health. Instead gender inequity has been reduced to an individual level variable 
(Fleischer & Diez Roux 2008). A further limitation is that is does not depict the 
possible effect modification of socioeconomic inequality on the effect of gender 
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inequity on men’s health as was described in Chapter 3. DAGs are unable to reflect 
effect modification (Glymour 2005).  
 
Finally, the model does not place socioeconomic position on the causal pathway 
between gender inequity and men’s health. The assumption underlying this decision 
is that gender inequity is likely to improve the socioeconomic position of men. That 
is, while areas with greater gender inequity may be associated with greater levels of 
poverty, the direct effects of gender inequity may lead to improvements in men’s 
socioeconomic position. This is because men are advantaged relative to women 
within these areas. That is, it is possible that socioeconomic position acts as an 
‘inconsistent mediator’ for the effects of gender inequity on men’s health. 
Inconsistent mediation occurs ‘when the direct and mediated effects of an 
independent variable on a dependent variable have opposite signs’ (MacKinnon, 
Krull & Lockwood 2000, 3). It has been assumed that these effects are relatively 
minor in comparison to the other effects of socioeconomic position and, as such, they 
have been excluded from the model. 
 
Working from these assumptions the DAG of the outlined model suggests the 
following sufficient adjustment set for estimating the total effect of gender inequity 
on health: 
• income  
• education 
• racial/ethnic inequality 
• employment status 
• marital status 
• area-level socioeconomic position  
• income inequality 
 
This adjustment set serves as the basis for the model specification in later analyses in 
this thesis. The following section discusses the measures identified with a particular 
focus on challenges for measurement.  
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5.4.1 Income Inequality  
As illustrated in Figure 5.6 above, socioeconomic inequality has the potential to 
confound the relationship between gender inequity and men’s health. This may occur 
through direct effects, or effects that are mediated by socioeconomic position. In 
terms of the direct effects of socioeconomic inequality on men’s health an important 
measure to be considered for inclusion in modelling is income inequality.  
 
Income inequality is important for several reasons. First, it can act as a proxy measure 
of the extent of socioeconomic inequality. In particular, Wilkinson and Pickett (2006) 
argue that income inequality is important for health because it acts as a measure of 
the extent of class differentiation within a society. A further reason for the 
incorporation of income inequality into modelling is that, as outlined in Chapter 3, 
income inequality may act as an effect modifier on the relationship between gender 
inequity and men’s health.  
 
Income inequality can be measured in a number of ways. These include the decile 
ratio, the proportions of total income earned by a given percentage of bottom 
households, the Robin Hood Index, the Atkinson Index, forms of entropy index, the 
coefficient of variation, the Kakwani progessivity index and the Sen poverty measure 
(De Maio 2007; Kawachi & Kennedy 1997).  
 
A further commonly utilised measure of income inequality is the Gini coefficient. 
The Gini coefficient is a geometrically derived value from zero to one with zero 
representing perfect equality where all income is equally shared across entities, such 
as individuals or households, and a value of one representing perfect inequality where 
one entity receives all the income (Atkinson 1983; De Maio 2007). The Gini 
coefficient has the advantage of providing a single summary statistic for the income 
distribution (De Maio 2007, 850). It is also highly correlated with other income 
inequality measures, at least in some settings. For example, Kawachi and Kennedy 
(1997) found that the Gini coefficient was highly correlated at the US state level with 
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eight measures of income inequality (r = 0.95 or greater). A further advantage of 
utilising the Gini coefficient is that there is already a substantial body of evidence 
linking it to health (Kondo et al. 2009).  
 
A limitation of the Gini coefficient is that it does not distinguish between different 
kinds of inequality, such that different patterns of income distribution may be 
represented by similar values (De Maio 2007, 850; Kondo et al. 2009). Additionally, 
the Gini coefficient is most sensitive to changes in inequality in the middle of the 
income spectrum and, as such, correspondingly less sensitive to changes at the 
extremes (Cowell 2011).  
 
One issue to note when including income inequality in models is that individual-level 
income should also be included in the model. This allows for the theorised non-linear 
effects of income on health. This issue was discussed in Chapter 3. 
5.4.2 Racial and Ethnic Inequality 
As outlined in Figure 5.6, racial and ethnic inequalities have the ability to confound 
the relationship between gender inequity and men’s health. There are two important 
ways that this may occur. First, the classification of individuals by racial and ethnic 
categories may capture aspects of socioeconomic disadvantage that are not identified 
through other commonly used socioeconomic measures. An illustrative example is 
differences in wealth. Wealth is an important indicator of the extent of socioeconomic 
resources available to an individual (Lynch & Kaplan 2000). However, it is often not 
measured in surveys. Data from the US suggests that for any given level of income 
there can be large differences in wealth by racial and ethnic categories (Braveman et 
al. 2005).  
 
A second pathway through which racial and ethnic inequalities may confound the 
relationship between gender inequity and men’s health is via the direct health effects 
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of racial discrimination (Krieger 2006). There is evidence that self-reported racism 
and discrimination can impact on mental health and health-related behaviours 
(Paradies 2006). 
 
These pathways suggest the need for the inclusion of racial and ethnic categories in 
modelling. However, the utilisation of such categories requires careful consideration. 
A primary concern is that racial and ethnic categories are not assumed to reflect 
underlying biological distinctions (Krieger 2006; Winker 2004). Racial and ethnic 
categories are better conceived of as social constructions (Gómez 2013; Krieger 
2006), particularly as the distinctions between categories often reflect social 
processes intertwined with justifications for historical and present-day social 
inequalities (Gómez 2013, 11). 
 
A secondary concern is that racial and ethnic categories can mask cultural 
heterogeneity. An illustrative example is the ‘Hispanic’ category in the US. This 
category groups individuals who are highly culturally diverse and who may have 
different health risk profiles. In particular, the category includes both foreign-born 
and US-born Latinos. Unsurprisingly, there is evidence that these groups can display 
distinct health patterns (Minnis & Padian 2001).  
 
Data for individual-level racial and ethnic categories are available in many data sets. 
Ideally, contextual-level measures of racial and ethnic inequalities could also be 
incorporated into modelling.  
5.4.3 Individual-Level Socioeconomic Position  
There is extensive evidence that the socioeconomic position of an individual is a 
predictor of their health (Antonovsky 1967; Galobardes et al. 2006a; Galobardes et al. 
2006b; Glymour, Avendano & Kawachi 2014; Krieger, Williams & Moss 1997; Link 
& Phelan 1995; Lynch & Kaplan 2000; Marmot 2004; Marmot 2010; Marmot & 
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Wilkinson 1999). For almost all diseases, higher socioeconomic position is predictive 
of better health (Marmot 2004). In terms of the relationship between gender inequity 
and men’s health, individual-level socioeconomic position may act to mediate the 
confounding effects of socioeconomic and racial and ethnic inequalities. 
 
The measurement of socioeconomic position with regards to health is a complex 
undertaking. A number of issues deserve consideration. First, socioeconomic position 
cannot be measured directly. Instead it can only be inferred from indicators such as 
income, education, wealth, employment status, housing status and occupational class 
(Galobardes et al. 2006a; Galobardes et al. 2006b; Lynch & Kaplan 2000). However, 
as illustrated by Figure 5.7, the sensitivity of these indicators as measures of 
socioeconomic position will vary with life stage. For example, income may be a poor 
indicator of socioeconomic position in early adulthood and older adulthood when 
individuals are less likely to be active in the workforce (Galobardes et al. 2006a). As 
such, the use of indicators in isolation may lead to the mismeasurement of 
socioeconomic position.  
 
 
Figure	  5.7	  Examples	  of	  Indicators	  Measuring	  Life-­‐Course	  Socioeconomic	  Position	  (from	  Galobardes	  
et	  al.	  2006a,	  8)	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A second issue is that the effects of socioeconomic position on health are cumulative 
across the life-course (Marmot 2010). Additionally, there may also be critical phases 
in early development that are important for later health (Wilkinson & Marmot 2003). 
For example, socioeconomic position in childhood and during fetal development 
appear particularly important for later disease risk (Aizer & Currie 2014; Barker 
2004; Braveman et al. 2005; Galobardes et al. 2006b; Shonkoff et al. 2012). This 
suggests that cross-sectional measures of socioeconomic position may not fully 
capture the relationship between socioeconomic position and health (Gunasekara, 
Carter & Blakely 2011; Krieger, Williams & Moss 1997; Lynch & Kaplan 2000).  
 
A third issue with regards to the measurement of socioeconomic position is that some 
indicators, such as income, are prone to fluctuation (Krieger, Williams & Moss 
1997). Measuring these indicators at only one point in time may thus lead to 
mismeasurement (Krieger, Williams & Moss 1997). 
 
A fourth issue is that there may be non-linear relationships between some indicators 
and health (Krieger, Williams & Moss 1997). For example, income below a certain 
threshold may be particularly damaging for health as it limits the ability to satisfy 
basic material needs (Krieger, Williams & Moss 1997).  
 
A final issue to consider is the possibility of a reverse causation effect. As noted 
previously, reverse causation arises when the assumed causal relationship operates in 
the opposite direction to that which is apparent (Porta 2014, 249). With regard to 
socioeconomic position and health, reverse causation implies that health alters 
socioeconomic position instead of, or concurrently with, socioeconomic position 
impacting health. An example is the reduction in wages related to periods of illness 
(Galobardes et al. 2006a; Krieger, Williams & Moss 1997). While the causal 
association leading from health to socioeconomic position in most cases does not 
appear to be strong, it is not negligible (Galobardes et al. 2006a; Glymour, Avendano 
& Kawachi 2014; Link & Phelan 1995; Mackenbach 2006). Some measures of 
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socioeconomic position are more likely to be involved in a reverse causation effect 
than others. For example, poor health may lead to changes in income and 
employment status, but is unlikely to change educational status (Galobardes et al. 
2006a; Krieger, Williams & Moss 1997).  
 
The above complexities regarding the measurement of socioeconomic position with 
respect to health may be overcome, at least partially, in a number of ways. First, 
multiple indicators of socioeconomic position should be included in modelling. This 
increases the likelihood of accurate measurement of socioeconomic position (Krieger, 
Williams & Moss 1997). It is, however, important to be aware of the possibility of 
collinearity between measures. This necessitates investigation of correlations between 
indicators. Second, the possibility of non-linear relationships between socioeconomic 
position and health should be countenanced (Krieger, Williams & Moss 1997). Third, 
attempts should be made to measure socioeconomic position at multiple points in 
time (Krieger, Williams & Moss 1997; Lynch & Kaplan 2000). In cases where data 
are unavailable, or it is not feasible to collect such data, earlier socioeconomic 
position may be measured through proxy markers, such as parent’s socioeconomic 
position (Galobardes et al. 2006a; Krieger, Williams & Moss 1997).  
 
Below, a number of indicators of socioeconomic position are discussed.  
5.4.3.1 Income 
Income level is an important indicator of socioeconomic position (Galobardes et al. 
2006a; Krieger, Williams & Moss 1997; Lynch & Kaplan 2000). However, there are 
multiple limitations that should be borne in mind when using this indicator. First, as 
noted above, income is a relatively insensitive measure of socioeconomic position at 
younger and older ages where individuals are not active in the workforce (Galobardes 
et al. 2006a). Second, income is subject to volatility across the life-course and point 
estimates may be limited in capturing such fluctuation (Gunasekara, Carter & Blakely 
2011; Krieger, Williams & Moss 1997). Third, the relationship between income and 
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health may be non-linear, such that a particular increase in income may have different 
health effects for different parts of the income distribution (Krieger, Williams & 
Moss 1997).  
 
Several further issues that relate to the collection of income data should be 
acknowledged. First, when income is collected from survey data, participants may not 
report, or may inaccurately report income levels (Galobardes et al. 2006a). Second, 
income categories can be structured in ways that reduce the sensitivity of 
measurement. For example, the ‘top’ category of an income measure may combine 
levels of income that are many multiples of each other.  
 
A third concern with the collection of income data is that measurement error may 
arise if income data are collected at the household level. Household measures do not 
take into account differing household sizes. This issue may be partially overcome by 
the calculation of an equivalised income measure (OECD n. d.). However, such 
measures are, at best, approximations. Further, household measures do not allow for 
the possibility that resources and responsibilities are unequally shared within the 
household with women at particular risk of disadvantage (Charmes & Wieringa 2003; 
Sen 2003).  
5.4.3.2 Education  
Education is an important marker of socioeconomic position. Utilising educational 
levels to infer socioeconomic position has a number of benefits. Educational levels 
are easy to measure, relatively stable once attained, and are not impacted by the onset 
of poor health (Krieger, Williams & Moss 1997).  
 
However, there are also a number of limitations. First, the quality of education for 
any given level of attainment may vary (Lynch & Kaplan 2000). Second, the benefits 
of education may vary for different social groups (Lynch & Kaplan 2000). For 
example, economic returns on education may vary by race, ethnicity and gender 
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(Lynch & Kaplan 2000, 22). Last, the relationship between education and health is 
likely to be non-linear (Krieger, Williams & Moss 1997), with the achievement of 
particular educational milestones likely to imply large differences in socioeconomic 
position (Lynch & Kaplan 2000). It is possible that this may lead to a step-like 
relationship due to threshold effects (Krieger, Williams & Moss 1997).  
5.4.3.3 Workforce Participation  
Participation in the workforce is an indicator of socioeconomic position (Galobardes 
et al. 2006b). In particular, there is evidence that unemployment is damaging for 
health (Marmot 2010; Roelfs et al. 2011). This may occur through factors such as a 
lack of material resources, a loss of self-esteem and social isolation (Galobardes et al. 
2006b, 98).  
 
The modelling of workforce measures however needs to be treated with caution. In 
some cases pre-existing data sets included categories such as student and retired in 
workforce participation variables. There is no evidence that these factors are causal in 
themselves. However, they may be related to health through other factors such as age. 
As such, the inclusion of these categories in modelling without evidence for a causal 
effect increases the likelihood of spurious associations and reduces the likelihood of 
accurately estimating causal associations. A solution to this issue is to collapse these 
categories with reference to being unemployed.  
 
A further commonly included category in workforce participation measures is ‘unable 
to work’. Being unable to work is likely to be an outcome of poor health. 
Conditioning on an outcome of the outcome of interest may lead to over-control thus 
obscuring causal associations. A solution to this issue is to include this category in 
the collapsed category with all other categories that are not unemployed.  
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5.4.4 Area-Level Socioeconomic Position   
The confounding effects of socioeconomic and racial and ethnic inequalities on 
men’s health may also be mediated by area-level socioeconomic position. This is a 
measure of the differential socioeconomic position of groups of individuals, and is 
often measured by administrative boundaries, such as neighbourhoods or states.  
 
There is evidence that area-level socioeconomic position is a predictor of an 
individual’s health (Ellen, Mijanovich & Dillman 2001; Meijer et al. 2012; Pickett & 
Pearl 2001; Riva, Gauvin & Barnett 2007; Yen, Michael & Perdue 2009). However, 
the evidence for a health impact of area-level socioeconomic position is less 
substantial than that for individual-level socioeconomic position. It also appears that 
the relationship may depend on both the size and extent of economic development of 
the areas that socioeconomic position is measured across.  
 
At the international level there is strong evidence that area-level socioeconomic 
measures are important determinants of health. For example, there is a well-
established relationship between measures of wealth and health across countries 
(Wilkinson & Pickett 2009). However, this relationship appears to only be strong in 
less economically developed countries (Marmot & Wilkinson 2001; Wilkinson & 
Pickett 2009). Among developed countries, socioeconomic measures such as gross 
national product per capita (Marmot & Wilkinson 2001) and national income per 
person are not predictive of health (Wilkinson & Pickett 2009), although there is 
some contradictory evidence (Lynch et al. 2000).  
 
Within developed countries there is evidence that area-level socioeconomic position 
is predictive of health. However, the relationship appears to depend on the level of 
social aggregation at which socioeconomic position is measured. The evidence is 
strongest at lower levels of social aggregation, particularly neighbourhoods (Ellen, 
Mijanovich & Dillman 2001; Meijer et al. 2012; Pickett & Pearl 2001; Riva, Gauvin 
& Barnett 2007; Yen, Michael & Perdue 2009). At higher levels of social aggregation 
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the evidence is more mixed. For example, in a meta-analysis of multilevel studies of 
area-level socioeconomic status and health, Meijer et al. (2012, 1208) found an effect 
of area-level socioeconomic status on mortality after controlling for individual-level 
socioeconomic status.6 However, the effect was markedly attenuated at higher levels 
of social aggregation, with many studies showing a confidence interval overlapping 
one (Meijer et al. 2012). Of the two studies showing a confidence interval that did not 
overlap one, both were within city measurements, representing relatively small areas 
(Marinacci et al. 2004; Martikainen, Kauppinen & Valkonen 2003). Thus the 
evidence for an independent impact of area-level socioeconomic position on health is 
mixed for higher levels of social aggregation within countries.  
 
It should also be noted that not all reviews have found an association between area-
level socioeconomic position and health-related outcomes. For example, Karrifer-
Jaffe (2011, 84) undertook a systematic review of 41 studies of substance use in 
predominantly small areas and found that, while there was evidence that substance 
use outcomes cluster by geographic area, there was limited and conflicting support 
for a role of area-level disadvantage in increasing substance use. It is possible that the 
effects of area-level socioeconomic position vary according to health outcome.  
 
As such, the evidence for an effect of area-level socioeconomic position on health is 
less robust than that for individual-level socioeconomic position. However, there is 
sufficient evidence for an effect that it be considered for inclusion in modelling the 
effects of societal-level gender inequity on men’s health.  
 
Several issues deserve attention with regards to the measurement of area-level 
socioeconomic position for investigating health. First, different socioeconomic 
measures at the area level may be closely related, leading to the potential for 
collinearity (Diez Roux 2009). This suggests caution with the concurrent modelling 
of multiple area level socioeconomic measures (Blakely & Woodward 2000). A 
                                                
6 An additional relevant finding was that the effect was higher for men (Meijer et al. 2012). 
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second issue is that there may be non-linear relationships between area-level 
socioeconomic position and health (Ellen, Mijanovich & Dillman 2001). This was 
illustrated above by the non-linear relationship between country-level socioeconomic 
measures and health, and suggests sensitivity testing for non-linear relationships 
where they are suspected.  
 
A number of measures of area-level socioeconomic position exist, with several being 
of particular interest: 
 
• Area-Level Poverty: The proportion of the population in poverty can be 
utilised as a measure of area-level socioeconomic position (Krieger, Williams 
& Moss 1997). However, there are a number of shortcomings with this 
measure to consider. First, a focus on only those in poverty may not 
adequately capture the full range of socioeconomic differences between areas 
(Krieger, Williams & Moss 1997). For example, two areas may have similar 
proportions of the population in poverty, but have different levels of wealth. 
Second, the extent of the population in poverty does not carry information 
about the severity of that poverty (Krieger, Williams & Moss 1997). 
 
• Median Household Income: The median value of household income can be 
utilised as an area-level socioeconomic measure. A limitation of this measure 
with relevance to this thesis is that household income may potentially be 
related to the extent of women’s labour force participation, and thus to the 
level of gender inequity. This may occur because greater labour force 
participation by women may lead to greater household income through the 
pooling of resources.  
 
• GDP (per capita): Gross domestic product is a ‘measure of the value of final 
goods and services produced by a country during a period minus the value of 
imports’ (OECD 2014, 20). Gross domestic product per capita is the gross 
domestic product divided by the mid-year population (World Bank 2015, 
  
 132 
webpage). It is a commonly utilised ‘measure of average living standards or 
economic well-being’ (OECD 2014, 24). The advantage of utilising GDP is 
that it is not a measure of household income that may be associated with 
measures of gender inequity.  
5.4.5 Other Covariates: Marital Status 
A further important covariate for inclusion in modelling is martial status. A large 
body of evidence suggests that being married is beneficial for men’s health (Hu & 
Goldman 1990; Johnson et al. 2000; Manzoli et al. 2007; Wood, Avellar & Goesling 
2009).  
 
With regard to non-married and separated status, there is some evidence of 
differential health effects. For example, there appears to be an increased impact on 
mortality of divorce (Hu & Goldman 1990) and divorce/separation (Manzoli et al. 
2007) over other non-married states. However, these differential effects appear to 
vary by age (Hu & Goldman 1990; Johnson et al. 2000). With regards to 
cohabitation, it appears that the health effects may be dependent on socioeconomic 
factors. For example, in some cases cohabiting men of higher income and education 
have lower mortality risks than similar married men (Drefahl 2012). 
 
As such, marital status is an important covariate for inclusion in models of men’s 
health. Based on the evidence discussed, it appears reasonable to combine cohabiting 
and married men into a single category, while collapsing all separated and unmarried 
men into a second category.  
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5.5 Conclusion 
In summary, this chapter has outlined some of the methodological issues that are 
relevant for undertaking empirical studies of the relationship between gender inequity 
and men’s health. In particular, it has highlighted the benefits of using a multilevel 
modelling approach; it has outlined considerations for the measurement of gender 
inequity and identified important gender inequity measures; it has discussed a number 
of important aspects of men’s health; and last, the chapter has identified a number of 
important variables for inclusion in modelling.  
  
 134 
 
Chapter 6. Do Absolute Measures of Women’s 
Social Position Adequately Measure Gender 
Inequities? 
The Status of Women in the States (SWS) report produced by the US Institute for 
Women’s Policy Research (IWPR) (IWPR 1996; IWPR 2004) includes five 
composite measures of women’s status calculated at the state level: political 
participation, employment and earnings, social and economic autonomy, reproductive 
rights, and health and wellbeing. These measures have been utilised in a number of 
studies that investigate the impact of women’s position on health in the US (Chen et 
al. 2005; Kawachi et al. 1999; Koenen, Lincoln & Appleton 2006; McLaughlin et al. 
2011; Roberts 2012).1 On first impression, it appears that these measures are suitable 
for modelling the effects of gender inequity on men’s health. However, there is 
reason to question their appropriateness.  
 
The SWS report composite measures combine both absolute and relative measures of 
women’s position. Absolute measures are appropriate for measuring gender inequity 
in cases where no analogous measure exists for men, such as access to reproductive 
health services. However, as Roberts (2011; 2012) has suggested, absolute measures 
of women’s position may not adequately capture inequalities between men and 
women. This is illustrated by the theoretical case in which two countries have the 
same absolute levels of women’s education, but in one country this level is below that 
of men, while in the other country it is above that of men (Roberts 2012). 
 
                                                
1 Chen et al. (2005) do not use the measures directly, but follow the same methodology for 
developing measures. 
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As such, the use of measures of women’s absolute social position to infer inequalities 
between men and women may be a flawed practice. This is a concern as studies have 
used such measures to make inferences about the impact of gender inequity on health 
(Chen et al. 2005; Kawachi et al. 1999; Koenen, Lincoln & Appleton 2006; 
McLaughlin et al. 2011).  
 
The analysis in this chapter investigates these concerns. It does so by assessing 
whether absolute measures of women’s state-level social position are predictors of 
the relative differences between men and women using a correlation analysis. The 
findings of this investigation can be used to assess the utility of the composite 
measures from the SWS report for measuring gender inequity. They can also be used 
to inform researchers regarding how gender inequity should be measured.  
6.1 Method 
Three state-level measures of women’s absolute position were selected from the SWS 
2004 report. The measures chosen were: percentage of women registered to vote, 
percentage of women in the labour force and percentage of women with four or more 
years of college education. These measures reflect respectively a sub-measure of each 
of the composite measures of political participation, employment and earnings, and 
social and economic autonomy from the SWS report.  
 
For each measure a new data set was created with values for both men and women for 
each of the 50 states. As far as possible, these data were from the same sources, the 
US Census Bureau and the US Bureau of Labor Statistics, and were for similar time 
points (see Appendix A for details). The creation of this new data allowed the 
calculation of a relative measure of women’s position for each of the measures 
alongside the women’s absolute value.  
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The data were converted to percentage scores for males and females for each of the 
states. A relative measure of women’s social position was calculated by subtracting 
the women’s score from the men’s score for each state. The absolute measure of 
women’s social position was the women’s percentage score for each state. Pearson 
correlation coefficients were estimated between each of the relative and absolute 
measures of women’s social position for each of the three measures across all 50 
states. The measures for each state were also plotted graphically with a scatter plot. 
Data preparation and the scatter plots were undertaken with Excel version 14.4.3 
(Microsoft Corp 2015). The correlation coefficients were estimated with SPSS 
software Version 23 (IBM Corp. 2015). 
6.2 Results 
The descriptive statistics are provided in Table 6.1. Of note is that for the voter 
registration measure the mean was higher for women than men, suggesting an 
inequity in favour of women.  
 
Table	  6.1	  Descriptive	  Statistics	  
 
 
 
The correlations between women’s scores and the differences between men’s and 
women’s scores are provided in Table 6.2. The results suggest that neither the voter 
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registration or higher education measures for women were predictive of the 
differences between men and women. However, the women’s labour force 
participation measure was a predictor of the differences in men’s and women’s scores 
(r = –0.542).  
 
Table	  6.2	  Correlation	  Between	  State-­‐Level	  Women's	  Score	  and	  Difference	  Between	  Men’s	  and	  
Women’s	  Scores	  (W%	  correlated	  with	  M%	  minus	  W%)	  
 
 
Scatter plots for each of the measures are provided below with data points ordered by 
women’s absolute measures (Figures 6.1 to 6.3). The plots for voter registration and 
higher education are of particular note. In these cases the differences between men 
and women are generally relatively small within states, but are large for both men and 
women across states.  
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Figure	  6.1	  Percentage	  Voter	  Registration	  for	  States	  Ordered	  by	  Women	  
 
 
 
Figure	  6.2	  Percentage	  Labour	  Force	  Participation	  for	  States	  Ordered	  by	  Women	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Figure	  6.3	  Percentage	  Bachelor's	  Degree	  or	  Higher	  for	  States	  Ordered	  by	  Women	  
 
6.3 Discussion 
The aim of this study was to determine whether absolute measures of women’s status 
are appropriate for measuring gender inequity. The results suggest that this is not the 
case. For both the higher education and the voter registration measures, absolute 
measures for women were not predictive of differences between men and women. In 
the case of labour force participation there was a moderate correlation in the expected 
direction. As such, it would seem that using absolute measures of women’s labour 
force participation to infer gender inequity has some validity. However, the value of 
the correlation coefficient (r = –0.542) suggests that there is still a degree of 
difference between the measures. This suggests that the measures are not 
interchangeable.  
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A further important finding from the results was that, in some cases, the differences 
between men and women were relatively small at the state level, while there is a high 
level of between-state variation for both men and women. This is most clearly 
illustrated by the plotting of the higher education measure.  
 
This second finding suggests a further implication for the use of absolute measures of 
women’s social position to infer gender inequities: not only may absolute measures of 
women’s position fail to measure gender inequity, they may also lead to the 
conflation of gender inequities with area-level socioeconomic factors experienced by 
both men and women. Such mismeasurement can have large implications for study 
findings. It is also of particular pertinence to this thesis, given that it is focused on the 
health of men. It is possible that aggregate-level measures of women’s absolute social 
position may in fact act as proxy measures of area-level socioeconomic factors 
experienced by men.  
 
The SWS report (2004) incorporates both absolute and relative measures for the 
calculation of the political participation, employment and earnings, and social and 
economic autonomy composite measures. The results of this analysis suggest that 
these measures are not appropriate for examining gender inequities, particularly with 
reference to examining men’s health. The composite measure of reproductive rights 
refers to factors that are largely specific to women. In this case the issue of relative 
versus absolute measures does not arise.  
 
Several studies have used the SWS report as the basis to examine the impacts of 
women’s status on health. In some cases, the authors have used the results of these 
studies to draw conclusions about the impact of gender inequality on health (Chen et 
al. 2005; Kawachi et al. 1999). In the case of the reproductive rights measure this is 
appropriate. However, in the cases of the other measures this would seem 
unwarranted.  
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A further important finding in the results is that mean voter registration is higher for 
women than for men. Voter registration does not necessarily imply participation in 
voting, or significant political influence. However, the result does suggest an inequity 
that favours women. Dealing with this in a composite measure of gender inequity 
raises challenges (Dijkstra 2002; Dijkstra 2006; Permanyer 2010). One possibility is 
to truncate measures at zero for inequities in favour of women such as in the Global 
Gender Gap Report (WEF 2014). An alternative is to calculate a composite measure 
with partial compensation (see Permanyer 2010). In the case of the SWS political 
participation composite measure it appears that this issue was not dealt with (IWPR 
2004). 
6.4 Conclusion 
The SWS report provides a useful tool for measuring women’s social position. 
However, concerns have been raised as to whether the utilisation of absolute 
measures in the calculation of the report’s composite measures limits its applicability 
for measuring gender inequity (Roberts 2011; Roberts 2012). This investigation 
provides empirical support for this suggestion. Absolute measures of women’s social 
position are not necessarily good predictors of inequalities between men and women. 
Further, such measures may conflate the effects of  socioeconomic position with the 
effects of gender inequity. 
 
Researchers investigating gender inequities should give consideration to the 
appropriateness of using absolute measures of women’s position, and clearly 
distinguish women’s status from gender inequality and gender inequity. One 
suggestion is to use only relative measures unless measuring a construct that has no 
analogous measures for men, such as in the case of reproductive rights.  
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Chapter 7. Are Gender Inequity and Income 
Inequality Markers of the Same Social Process? 
The discussion in Chapter 3 highlighted a degree of confluence in theoretical 
explanations for the impact of gender inequity on men’s health and income inequality 
as a determinant of population health. It also suggested that gender inequity and 
income inequality are markers of the same underlying social process. In particular, it 
theorised that they may jointly measure the quality of the underlying psychosocial 
environment, or the extent of social efficacy. 
 
There is limited empirical literature available for assessing this proposition. 
Wilkinson and Pickett (2009) provide one relevant piece of evidence. These authors 
examined the relationship between women’s social position and income inequality 
across states within the US and also across developed countries. Their findings show 
that while there is a large amount of variance between women’s social position and 
income inequality, suggesting that other factors are also important, there is evidence 
that women’s social position and income inequality are significantly correlated. As 
such, they conclude that in more unequal societies women’s position is lower.  
 
However, there are limitations in Wilkinson and Pickett’s approach with respect to 
the question at hand. The US state-level analysis used a composite measure based on 
three measures from the SWS report: women’s political participation, women’s 
employment and earnings, and women’s social and economic autonomy. Such 
measures combine both absolute and relative measures of women’s social position. 
Additionally, the international analysis used a measure of women’s absolute, rather 
than relative, level of higher education.  
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As illustrated in Chapter 6, the use of absolute measures of women’s social position 
to gauge gender inequities may lead to the conflation of the effects of gender inequity 
with broader socioeconomic effects. Hence, the evidence provided by Wilkinson and 
Picket (2009) has limitations for drawing conclusions about the relationship between 
gender inequity and income inequality. 
 
A second piece of evidence comes from Kawachi et al. (1999), who found that the 
political participation and economic autonomy measures from the 1996 SWS report 
were both correlated with the state-level Gini coefficient (r = –0.49 and –0.36, 
respectively), but that the employment and earnings, and reproductive rights, 
measures were not. These measures again combine both absolute and relative 
measures that lead to the above-raised concerns.1  
 
As such, there is a limited amount of evidence to test the proposition that gender 
inequity and income inequality are markers of the same underlying social process 
with regards to health.  
 
The following analysis sets out to explore the question of whether gender inequity 
and income inequality do indeed measure the same underlying social process. It does 
so by undertaking a correlation analysis between the state-level Gini coefficient and 
state-level gender inequity measures. If the measures are highly correlated then this 
provides evidence that both gender inequity and income inequality are measuring the 
same underlying social process. If the measures are not strongly correlated, then this 
provides evidence that they are separate social processes.  
                                                
1 The reproductive rights index includes a number of absolute sub-measures. As this relates to a 
sex-specific need as opposed to an inequality, the same concerns do not apply.  
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7.1 Method 
The study investigated the relationship between measures of state-level gender 
inequity and income inequality. Two sets of US state-level measures of gender 
inequity were prepared. At this point, it is important to note that these gender inequity 
measures also serve as measures for subsequent analyses in this thesis. As such, they 
are outlined in detail in this chapter and in Appendix B. In subsequent chapters, they 
are described in limited detail.  
 
The first data set includes data from around 1996. These gender inequity measures 
are used for the analysis in Chapter 9. The second data set includes data from around 
2004.2 These gender inequity measures are used in the analyses in Chapters 8, 10 and 
11.  
 
Several measures were taken from the SWS reports for 1996 and 2004. Further 
measures were developed with reference to these from a range of other sources. A 
measure of state-level income inequality in the form of the Gini coefficient was also 
included for each data set. Details of these measures are outlined below. Further 
details of data sources and calculations are available in Appendix B.  
 
Data Set 1: 1996 Measures:  
• Higher Education: percentage of males relative to percentage of females 
aged 25 years and over with a Bachelor’s degree or higher; taken from US 
Census Bureau. 
 
                                                
2 The measures at both time points are broadly equivalent, but not exactly the same. For 
example, the management measure represents executive, administrative and managerial roles 
in data set 1, and management occupations in data set 2 (see Appendix B). 
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• Reproductive Rights: composite measure calculated from measures of 
women’s reproductive wellbeing and autonomy, including ‘abortion services 
without mandatory parental consent laws for minors, access to abortion 
services without a waiting period, public funding for abortion services under 
any circumstances if a woman is eligible, percent of counties that have at least 
one abortion provider, whether the governor or state legislature is pro-choice, 
public funding of infertility treatments, existence of a maternal stay law, and 
whether gay/lesbian couples can adopt’ (1996, 45). This measure was taken 
from the SWS report (IWPR 1996).  
 
• Provider Access: percentage of women aged 18–44 living in a county 
without an abortion provider (Henshaw 1998).3 
 
• Elected Office:  composite measure reflecting office-holding at the state and 
national levels. It reflects four components: the proportion of state 
representatives; state senators; state-wide elected executive officials and US 
representatives; and US senators and governors who are women (IWPR 1996, 
43). Percentages were converted to scores ranging from zero to one by 
dividing the value ‘for each state by the highest value for all states’ (IWPR 
1996, 43). Measures were combined after being ‘weighted according to the 
degree of political influence of the position’ (IWPR 1996, 43). For example, 
‘state representatives were given a weight of 1.0’, while ‘U.S. senators and 
state governors were each given a weight of 1.75’ (IWPR 1996, 43). 
 
• Management: percentage of males relative to percentage of females in 
executive, administrative and managerial roles; taken from US Bureau of 
Labor Statistics. 
 
                                                
3 This measure is different to that used in the calculation of the Reproductive Rights measure, 
but conforms to that used in SWS 2004 report (IWPR 2004). 
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• Business Ownership: male-owned businesses relative to female and equally 
owned businesses for 1997; taken from US Census Bureau. 
 
• Labour Force: relative measure of percentage of males to percentage of 
females in the labour force; taken from US Census Bureau. 
 
• Earnings Ratio: ratio of full-time, full year employed women’s to men’s 
earnings; taken from the SWS report. 
 
• Relative Poverty: percentage of female poverty relative to percentage of 
male poverty for year 1989; taken from US Census Bureau. 
 
• Income Inequality: family Gini coefficient for 1993; taken from the 
University of Texas Inequality Project. 
 
Data Set 2: 2004 Measures:  
• Higher Education: relative measure of percentages of men and women with 
a Bachelor’s degree or higher; taken from US Census Bureau.  
 
• Reproductive rights:  Composite measure incorporating a number of 
indicators including: ‘access to abortion services without mandatory parental 
consent or notification laws for minors; access to abortion services without a 
waiting period; public funding for abortions under any circumstances if a 
woman is income eligible; percent of women living in counties with at least 
one abortion provider; whether the governor and state legislature are pro-
choice; existence of state laws requiring health insurers to provide coverage of 
contraceptives; policies that mandate insurance coverage of infertility 
treatments; whether second parent adoption is legal for gay/lesbian couples; 
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and mandatory sex education for children in the public school system’ (IWPR 
2004, 63). Taken from the SWS report.  
 
• Provider: Percentage of women who live in a county with at least one 
abortion provider. It is a component measure of the reproductive rights 
composite measures (above). Derived from the SWS report.  
 
• Elected Office: Composite measure reflecting office-holding at the state and 
national levels for each state. It combines measures for proportion of office-
holders who are women at the following levels: state representatives; state 
senators; state-wide elected executive officials and US representatives; and 
US senators and governors (IWPR 2004, 61). These were weighted for degree 
of political influence (IWPR 2004). Taken from the SWS report.   
 
• Management: relative measure of percentages of employed men and women 
in management occupations; taken from US Census Bureau.  
 
• Business Ownership: percentage of male-owned businesses relative to 
female or equally owned; taken from US Census Bureau. 
 
• Labour Force: relative measure of percentages of men and women in the 
labour force; taken from US Census Bureau. 
 
• Earnings: median earnings of full-time, year-round employed men relative to 
women; taken from US Census Bureau. 
 
• Relative Poverty: relative measure of females and males below poverty level; 
taken from US Census Bureau. 
 
• Income Inequality: household Gini coefficient for 2004; taken from US 
Census Bureau. 
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All measures, including the Gini, were converted to z-scores. In all cases, gender 
inequity measures were calculated so that increasing values represent increasing 
inequity, thus varying in the same direction as the Gini coefficient.  
 
The state-level measures for the two time periods were analysed separately. Pearson 
correlation coefficients were calculated between each of the gender inequity measures 
and the Gini coefficient. This analysis was done with SPSS software Version 23 
(IBM Corp. 2015). Confidence intervals were calculated utilising the PSYCTC 
website (Evans 2015). Correlations were plotted graphically to identify non-linear 
associations.  
7.2 Results 
Table	  7.1	  Correlations	  Between	  Gini	  Coefficient	  and	  Gender	  Inequity	  Measures	  for	  US	  States	  (Data	  
Set	  1)	  
 
 
 
Table	  7.2	  Correlations	  Between	  Gini	  Coefficient	  and	  Gender	  Inequity	  Measures	  for	  US	  States	  (Data	  
Set	  2)	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The results (Tables 7.1 and 7.2) indicate a number of correlations between income 
inequality and the gender inequity measures where the confidence intervals do not 
overlap zero. However, the pattern of correlation is inconsistent. For the earlier 
period, there are four correlations. Of these, three are positive and one negative: 
elected office (r = 0.42), business ownership (r = 0.32), labour force participation (r = 
0.65) and relative poverty (r = –0.32). For the later period, there are also four 
correlations; two positive and two negative: business ownership (r = 0.41), labour 
force participation (r = 0.31), earnings (r = –0.37) and management (r = –0.36).  
 
Importantly, many of the associations are not consistent across both data sets. For 
example, while the elected office measure showed a moderate positive correlation in 
the first data set (r = 0.42), in the second data set a minimal relationship is noted (r = 
–0.02). Similarly, the earnings measure shows a minimal positive correlation in the 
first data set (r = 0.03), while it has a weak negative correlation in the second data set 
(r = –0.37). However, the labour force and business ownership measures are 
significantly positively correlated with income inequality in both data sets with 
coefficients between 0.31 and 0.65. 
 
Last, graphical plotting of the correlations did not reveal evidence of non-linear 
associations (results not shown).  
7.3 Discussion  
This analysis set out to investigate whether gender inequity and income inequality are 
measuring the same underlying social phenomena. The results suggest that, overall, 
this is not the case. Income inequality is correlated with only some of the gender 
inequity measures. Further, in some cases the sign of the significant correlations 
varies.  
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The results do, however, suggest that some aspects of gender inequity may be related 
to income inequality. The labour force participation and the business ownership 
measure showed consistent positive correlations across both data sets. It is possible 
that, together with income inequality, both of these measures capture an important 
aspect of the underlying social environment.  
 
However, another more straightforward explanation for the relationship is that these 
measures are related through household dynamics. This relationship may occur as 
follows: increasing gender inequity in both labour force participation and business 
ownership indicates the decreasing economic activity of women. This decreasing 
economic activity of women may lead to more divergence in income when measured 
at the household level due to a lower degree of compensation of low male incomes by 
women’s incomes.  
7.4 Conclusion  
The findings of this study suggest that the relationship between income inequality and 
gender inequity is complex. There is evidence of a relationship between income 
inequality and some measures of gender inequity, particularly inequities in labour 
force participation and business ownership. However, overall, the pattern of 
association is not consistent. This suggests that income inequality and gender 
inequity, for the most part, are measuring different underlying social phenomena. An 
implication of this finding is that income inequality should be included as a separate 
covariate in models examining gender inequity and health. 
  
 151 
 
Chapter 8. Does State-Level Gender Inequity 
Predict Men’s Self-Rated Health in the US? 
The aim of this chapter is to undertake an empirical analysis that addresses the 
primary research question guiding this thesis: Is gender inequity a risk factor for 
men’s health? The chapter does this by carrying out a multilevel analysis that 
examines the relationship between state-level measures of gender inequity and self-
rated health in a US sample. States in the US represent administrative units with 
distinct legal, political and socioeconomic cultures and policies. As such, they 
provide a unit that is able to capture a degree of the extent of the variance of gender 
inequity across US society.  
 
Previous empirical investigations suggest that, in the US, state-level measures of 
women’s social position are determinants of population health (Chen et al. 2005; 
Kawachi et al. 1999; Koenen, Lincoln & Appleton 2006; McLaughlin et al. 2011; 
Roberts 2012). Of particular importance is evidence that some state-level measures of 
women’s status predict mortality in men (Kawachi et al. 1999), and that state-level 
measures of gender inequality may be predictive of lower, and less risky, alcohol 
consumption in men (Roberts 2012). Refer to Chapter 4 for full details. 
8.1 Methods 
The study undertook a cross-sectional, multilevel analysis with individuals at level 
one nested within states at level two.   
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Data Sources 
Data for self-rated health and individual-level covariates were derived from the 
Behavioral Risk Factor Surveillance System (BRFSS) 2005 data set (CDC 2007; 
CDC 2015). The BRFSS is an annual telephone survey established by the CDC to 
study health risk behaviours, preventive health service use, and chronic health 
conditions in the US (CDC 2014).  
 
Data for state-level gender inequity measures and covariates were derived from a 
number of different sources. The first of these was the SWS report produced by the 
Institute of Women’s Policy Research (IWPR 2004). Additional state-level gender 
inequity measures and covariates were derived from the US Census Bureau and the 
US Bureau of Economic Analysis. These measures are outlined in Chapter 7 and refer 
to data set 2 that is based around the year 2004. Appendix B provides details on the 
sources and calculation of these variables.  
Outcome Measure 
• Self-Rated Health (SRH): SRH is a strong predictor of mortality (Idler & 
Benyamini 1997; Benyamini & Idler 1999; Benyamini et al. 2011; DeSalvo et 
al. 2006). To measure self-rated health, the BRFSS survey questionnaire asks 
respondents: Would you say that in general your health is excellent/very 
good/good/fair/poor? (CDC 2007, General Health). This study uses a 
dichotomised measure of excellent, very good or good health (0) versus fair or 
poor health (1).  
Gender Inequity Measures 
The following measures were utilised for the analysis in Chapter 7 (see Appendix B 
for full details). All measures reflect relative gender inequity, except in the case of the 
reproductive measures, where relative measures are not meaningful. 
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• Higher Education: relative measure of percentages of men and women with 
a Bachelor’s degree or higher; taken from US Census Bureau. 
 
• Reproductive Rights:  Composite measure reflecting women’s reproductive 
rights; taken from the SWS report.  
 
• Provider: Percentage of women who live in a county with at least one 
abortion provider. It is a component measure of the reproductive rights 
composite measure (above). Derived from the SWS report.  
 
• Elected Office: Composite measure reflecting office-holding at the state and 
national levels for each state; taken from the SWS report.   
 
• Management: relative measure of percentages of employed men and women 
in management occupations; taken from US Census Bureau.  
 
• Business Ownership: percentage of male-owned businesses relative to 
female or equally owned; taken from US Census Bureau. 
 
• Labour Force: relative measure of percentages of men and women in the 
labour force; taken from US Census Bureau. 
 
• Earnings: median earnings of full-time, year-round employed men relative to 
women; taken from US Census Bureau. 
 
• Relative Poverty: relative measure of females and males below poverty level; 
taken from US Census Bureau. 
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All measures were converted to z-scores. In all cases gender inequity measures were 
calculated so that increasing values represent increasing inequity.1 
Other State-Level Covariates 
• Income Inequality: Measured by the Gini coefficient (Atkinson 1983). 
Values were derived from US Census Bureau data and are reflective of 
household income inequality (see Appendix B for source). 
 
• Area-Level Socioeconomic Position: Measured with per capita real GDP. 
GDP is an economic measure that can be used to infer average standard of 
living or economic wellbeing (OECD 2010, 20). Values were derived from 
US Department of Commerce. A second measure of state median household 
income was also included for sensitivity testing. It reflects the three-year 
average from 2002 to 2004 in 2004 dollars. Derived from the US Census 
Bureau (see Appendix C for source). 
 
Both measures were standardised to z-scores to allow inter-comparability with the 
gender inequity measures.  
Individual-Level Covariates  
Individual-level covariates were taken from the BRFSS 2005 data set for the 
corresponding cases. The following variables were utilised: 
 
• Age: continuous variable measured in years: 18–99 years. 
 
                                                
1 It should be noted that with the calculation of these measures there were some cases where 
gender inequity favoured women; that is, specific state measures where women’s measures 
were ‘better’ than men’s measures. This occurred for four states with the higher education 
measure. Cases where gender inequity benefits women invert the interpretation of the 
measurement metric. However, since the number of cases was small, and only occurred with 
one of the gender inequity measures, the issue was not dealt with in calculations. 
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• Equivalised Household Income: A continuous variable calculated from the 
eight-category household income variable: less than $10,000; $10,000 to 
<$15,000; $15000 to <$20,000; $20,000 to <$25,000; $25,000 to <$35,000; 
$35,000 to <$50,000; $50,000 to <$75,000; $75,000 or more. The mid-point 
for each category was divided by the square root of the total number of 
persons in each household (OECD n. d.). The value of the top category was 
calculated using a Pareto distribution (Ligon 1994). Values were standardised 
to a z-score. Full details of calculations are provided in Appendix C. One 
concern with this measure was that the value for the top code calculated using 
a Pareto distribution was $286,319. This appeared excessive. Thus modelling 
with the income variable in the form of the initial categories was undertaken 
in sensitivity testing.  
 
• Education: four categories: (1) did not graduate high school; (2) graduated 
high school; (3) attended college or technical school; (4) graduated from 
college or technical school. 
 
• Race/Ethnicity: five categories: (1) white-non-Hispanic; (2) black-non-
Hispanic; (3) other race only-non-Hispanic; (4) multiracial-non-Hispanic; (5) 
Hispanic. 
 
• Marital Status: the full set of categories was recoded to two categories: (1) 
married or member of an unmarried couple versus (2) divorced, widowed, 
separated or never married. See Appendix Table C.1 for recoding process. 
The issue of categorising marital status is discussed in Chapter 5. 
 
• Employment Status: full set of categories recoded to two categories: (1) 
other versus (2) unemployed. See Appendix Table C.1 for recoding process. 
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Missing Data  
The full data set contained 131,879 cases nested in 50 states. A full case analysis led 
to the loss of approximately 12% of cases. This arose primarily due to missing data 
for income in approximately 10% of cases. For other variables, missing data was 
minimal (<=1%). The issue of missing data was dealt with in sensitivity analysis (see 
below). Details of missing cases by variable and also for income can be found in 
Appendix C.   
Analysis  
The full case data set consisted of 116,594 individuals nested within 50 states. 
Correlation coefficients were calculated with SPSS software version 21 (IBM Corp. 
2015) utilising the bivariate Pearson two-tailed analysis. Multilevel logistic 
regression analyses were undertaken with MLwiN version 2.31 (Rasbash et al. 2009). 
An initial null model was estimated to ascertain the existence of significant residual 
state-level variance. Subsequently, a separate model was estimated for each gender 
inequity measure: 
 𝑙𝑜𝑔𝑖𝑡(𝑠𝑟ℎ!") =   𝑐𝑜𝑛𝑠 +   𝑎𝑔𝑒!" + 𝑖𝑛𝑐𝑜𝑚𝑒!" +   𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛2!" +   𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛3!"+ 𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛4!" +   𝑟𝑎𝑐𝑒/𝑒𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦2!" +   𝑟𝑎𝑐𝑒/𝑒𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦3!"+   𝑟𝑎𝑐𝑒/𝑒𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦4!" +   𝑟𝑎𝑐𝑒/𝑒𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦5!" +   𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡  𝑠𝑡𝑎𝑡𝑢𝑠2!"+   𝑚𝑎𝑟𝑖𝑡𝑎𝑙  𝑠𝑡𝑎𝑡𝑢𝑠2!" +   𝑔𝑖𝑛𝑖! +   𝐺𝐷𝑃! +   𝑔𝑒𝑛𝑑𝑒𝑟  𝑖𝑛𝑒𝑞𝑢𝑖𝑡𝑦  𝑚𝑒𝑎𝑠𝑢𝑟𝑒! 
 
Categorical variables were fitted so that their coefficients represent log odds ratios 
with reference to category 1. Continuous variables, including state-level z-scores 
were grand mean centred in modelling.2 
 
                                                
2 The mean of z-scores calculated across states may be different to zero when added to the full 
data set 
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Estimation was undertaken using a second order penalised quasi-likelihood (PQL2) 
approach. PQL2 estimation provides the least biased estimates of a number of quasi-
likelihood methods and does not entail the large computational requirements of 
Markov Chain Monte Carlo (MCMC) or Bootstrapping techniques (Goldstein & 
Rasbash 1996; Rodriguez & Goldman 2001; Steele 2009). However, in some cases, 
PQL2 estimation may lead to biased results in comparison to these techniques 
(Rodriguez & Goldman 2001). To overcome such concerns, sensitivity testing was 
undertaken with MCMC estimation with one of the models to ascertain the accuracy 
of the PQL2 results (Steele 2009). The MCMC settings were a burn in of 5000 and 
100,000 iterations. 
 
Variants of the model were also run for the 18–64 years and 
65+ (65–99) years age groups. These analyses were undertaken given evidence that 
age may be an important factor in explaining men’s health profiles (see Chapter 5).  
 
The following sensitivity tests were also undertaken:  
 
• Sensitivity Model 1: 18+ years with original categories of household income 
substituted for equivalised household income. This analysis was undertaken 
because of the concerns raised above regarding the calculation of the 
equivalised household income measure.  
 
• Sensitivity Model 2: 18+ years with state median household income 
substituted for GDP. This analysis was undertaken given that median 
household income is commonly used as a measure of area-level 
socioeconomic position in models investigating state-level effects in the US 
(see Kondo et al. 2009).  
 
• Sensitivity Model 3: 18+ years with MCMC estimation compared to PQL2 
estimation for the reproductive rights model to ascertain if the use of PQL2 
estimation may have led to biased estimates.  
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• Sensitivity Model 4: selected models were re-estimated with multiple 
imputation of missing income data. This was undertaken with the REALCOM 
Impute software program (Carpenter, Goldstein & Kenward 2011). The 
software allows multiple imputation in two-level data sets. Estimation of a 
complex model with a large number of cases proved extremely 
computationally intensive. As such, a work-around was used for modelling 
the effects of missing data. This involved creating smaller data sets restricted 
by age (65+ years and 40–49 years), with missing data only on the variable of 
primary concern: income. All covariates were included in the imputation 
model. The settings for multiple imputation in REALCOM were a burn-in of 
1000 iterations, followed by 10,000 updates with 20 imputations. See 
Appendix C for discussion.   
 
Ethics exemption was provided by the Deakin University Human Research Ethics 
Committee (reference: 2013-022). 
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8.2 Results 
Table	  8.1	  Descriptive	  Statistics	  	  
 
 
  
 160 
Descriptive statistics are provided in Table 8.1. There is a consistent pattern of 
benefits in favour of men for all state-level gender inequity measures. However, it 
should be noted that in the case of the higher education measure some states did not 
follow the overall trend. In four states the level of the male population attaining four 
or more years of college was less than that for women: Alaska (87.53%), Kentucky 
(99.04%), South Dakota (98.20%) and Vermont (88.99%) (these results are not 
provided).  
 
Table	  8.2	  State-­‐Level	  Correlations	  
 
 
The results of the correlation analysis show a high number of statistically significant 
correlations between the gender inequity measures (see Table 8.2). These were all 
positive, with the exception of the correlation between labour force and management, 
which was negative (r = –0.398). The strongest correlation was between the 
reproductive rights composite measure and the provider measure (r = 0.733). This 
was expected, as the provider measure is a component of the reproductive rights 
composite measure. These two measures in turn had moderate positive correlations 
with the elected office, management and earnings measures (between r = 0.411 and 
r = 0.588). A further moderate positive correlation was noted between business 
ownership and relative poverty (r = 0.454). The higher education measure was 
moderately positively correlated with the labour force measure (r = 0.595); however, 
notably, it had only one other significant correlation: relative poverty (r = 0.291). A 
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number of further weak positive correlations were also present. An interesting 
observation is the large number of cases where the correlations between gender 
inequity measures were not statistically significant. 
 
The Gini showed a mixed pattern of statistically significant correlations with the 
gender inequity measures. It had a positive correlation with business ownership (r = 
0.407) and labour force (r = 0.311), and negative correlations with management (r= –
0.359) and earnings (r = –0.372). The GDP measure was significantly negatively 
correlated with reproductive rights (r = –0.537), provider (r = –0.587) and elected 
office (r = –0.369). The correlation between the Gini and GDP was not statistically 
significant (r = –0.01).  
 
 
Table	  8.3	  Odds	  Ratios	  (95%	  CI)	  for	  Reporting	  Poor/Fair	  versus	  Good/Very	  Good/Excellent	  SRH	  for	  
One	  Standard	  Deviation	  Increase	  in	  Gender	  Inequity	  z-­‐score	  in	  Multilevel	  Logistic	  Regression	  (full	  
regression	  results	  provided	  in	  Appendix	  Tables	  C.2–4)	  
 
 
 
The results of the logistic multilevel null model give a state-level variance of U0j = 
0.069 (s.e. 0.015). Using the Wald test statistic [(0.069/0.015)2 = 21.16] (Steele 2009) 
this is highly significant on a chi-squared distribution with 1 degree of freedom 
(p<0.001).   
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The ICC is estimated at (0.069/0.069+3.29 = 0.021). This suggests that 2.1% of the 
variance of the outcome measure is due to between state variance. However, the 
calculation of the ICC in logistic models is problematic and should be treated with 
caution (see discussion in Chapter 5).  
 
In the full model, the pattern of association between the gender inequity measures and 
self-rated health was mixed (see Table 8.3 and Appendix Tables C.2–4 for full 
regression results). A number of measures showed no statistically significant 
association with self-rated health: higher education, management, business ownership 
and relative poverty. However, several measures did show a significant association. 
Of these the strongest and most consistent was the provider measure. It was positively 
associated in all age ranges. The association was the strongest for the 65+ age group, 
with an odds ratio of 1.15 for each one standard deviation increase in the standardised 
gender inequity measure. Among the other measures the pattern of association was 
dependent on the age range modelled. For example, the reproductive rights measure 
was not significantly associated in the 18–64 age group, but was for the 18+ and 65+ 
age groups. The elected office measure was only significant in the 65+ age group. 
The labour force measure in contrast was only significant in the 18–64-year age 
group. Last, the earnings measure was significantly associated in the 18+ and 65+ age 
groups.  
 
Sensitivity testing with the income variable in its original, non-equivalised 
categorical form led to generally minor changes in the coefficients of the gender 
inequity variables (see Appendix Table C.5). The substitution of state median 
household income for state GDP also had little impact on the gender inequity self-
rated health associations. Attenuations of the coefficient values were generally small. 
However, these small changes led to the reproductive rights and earnings measures 
coefficients becoming marginally non-significant, while for the labour force measure 
they became significant (see Appendix Table C.6).  
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Sensitivity testing with the MCMC estimation algorithm did not lead to substantial 
changes in the model re-estimated (see Appendix Table C.7). The diagnostics for the 
MCMC estimation were judged to be adequately satisfied for the purpose of 
sensitivity testing. The effective sample size was 1312. Finally, analysis of subsets of 
data with multiple imputation of missing income data also did not lead to substantial 
attenuation of results. This suggests that a full case analysis was not likely to have 
biased the results (see Appendix Table C.8).  
8.3 Discussion 
This study investigated whether state-level gender inequity is a risk factor for men’s 
health. The results of the analyses provide mixed support for this proposition. A 
number of the gender inequity measures showed no statistically significant 
association with self-rated health in any of the models: higher education, 
management, business ownership and relative poverty. However, in contrast, a 
number of gender inequity measures did show a statistically significant association. 
All of these associations showed greater gender inequity associated with poorer self-
rated health. The most consistent association was seen for the reproductive health 
measures: reproductive rights and access to an abortion provider. In particular, the 
provider measure was associated with poorer self-rated health in all of the age ranges, 
with the strongest association seen for the oldest age group. Other associations 
included the elected office measure in older men, the labour force measure in 
working age men and the earnings measure in the ‘all ages’ and ‘older age’ groups. 
These results suggest that some aspects of gender inequity may be risk factors for 
men’s health. 
 
Sensitivity testing found that the results were relatively consistent with different 
modelling and estimation approaches. Specifically, modelling with income as a 
categorical value, and with median household income as the area-level measure of 
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socioeconomic position, led to relatively small changes in the models, although in the 
case of median state income this did in some cases affect the significance and non-
significance of the results. One issue with using median state income as a covariate is 
that it may capture the extent of the economic activity of women (via contributions to 
household income), thus perhaps being related with gender inequity. The results of 
modelling utilising the MCMC algorithm for estimation, and with imputation of the 
missing income data, also did not substantially attenuate the results.  
 
Effect sizes were small. For example, for the 65+ age group, the elected office 
measure was associated with a 16% increase in risk for the highest gender inequity 
state compared to the lowest. In the case of the provider measure the risk increase 
was 36% (see Appendix Table C.9 for calculations). These small effects, however, 
have important health implications as they represent population-wide exposures 
(Bentley & Kavanagh 2007; Subramanian et al. 2003). 
 
An interesting finding was that the relationship between measures of gender inequity 
and self-rated health appear to be age dependent. In most cases the strongest 
associations were noted in the older age group. The labour force measure was an 
exception with a significant association only for the working age men. The pattern of 
stronger effects at older ages is unexpected, given that health effects are often less 
obvious in older age groups due to the higher background level of poor health 
(Subramanian & Kawachi 2007). The reasons for this finding are not clear. There 
may be a cohort effect involving older age groups. Alternatively, it is possible that 
some gender inequity measures are markers for other social processes that impact 
disproportionately at older ages. It is not clear what such processes could be.  
 
The null findings could be accounted for in a number of ways. One possibility is that 
the measures failed to accurately capture the extent of gender inequity. This could 
have occurred for two reasons. First, some of the measures that were not statistically 
significant were measures of relatively limited sections of the population. For 
example, both the higher education and the management measures relate to only 
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relatively privileged groups. Further, the poverty measure in many states also relates 
to a relatively small section of the population. Thus, these measures may not be 
reflective of the level of gender inequity in the wider society. A second possible 
explanation for the inadequate measurement of gender inequity arises from the choice 
of the state as the unit of analysis. It is possible that this unit does not capture the 
spatial distribution of some aspects of gender inequity across US society, thus leading 
to under-estimation.  
 
A further issue of note is the mixed pattern of correlations for the gender inequity 
measures. While there were a high number of significant positive correlations, the 
number is lower than could be expected for variables supposedly measuring the same 
underlying social process. Of interest is that the economic measures of gender 
inequity were poorly correlated. For example, labour force participation was 
moderately positively correlated with higher education, but not with other measures 
such as earnings or business ownership. Further, the earnings measure was not 
significantly correlated with some other socioeconomic measures, such as education, 
business ownership or labour force participation. Additionally, the labour force, 
management correlation was negative (r = –0.398). These findings provide support 
for the suggestion that facets of gender inequity may vary independently of each 
other, rather then being highly interdependent.  
 
A further interesting finding is that the income inequality measure and the gender 
inequity in earnings measure are negatively correlated (r = –0.372). The reason why 
the extent of overall differences in household income and the extent of difference 
between men’s and women’s full-time earnings would be negatively correlated is not 
clear and deserves further consideration.  
 
The study has a number of strengths. First, it took a multilevel approach, allowing 
valid inferences about the association between gender inequity measured at the social 
level and individual health without incurring the ecological fallacy. Second, the data 
are from a large, good quality data set. Third, a wide range of measures of gender 
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inequity was used. Of particular importance, these measures focus on relative 
differences, with the exception of the reproductive measures. This overcomes some 
limitations of earlier studies that have used measures of women’s status (see Chapter 
6). Last, the study controlled for a large number of individual and state-level 
confounders. 
 
The study also has a number of limitations. First, the cross-sectional design is unable 
to disentangle the direction of causality between exposure and outcome. Further, 
though there may be short-acting pathways linking gender inequity to men’s self-
rated health, it is also possible that a cross-sectional study design did not allow a 
sufficient time lag for the full effects of the relationship to be seen.  
 
A second limitation is that the gender inequity variables were measured at the one 
social level. While some measures of gender inequity may be best captured at the 
state level, others may not. For example, the abortion provider measure of percentage 
of women living in a county with a provider may be best modelled at the county 
level. Further, measures such as labour force participation may have different 
magnitudes and impacts on men’s health when measured at the household level.  
 
A third limitation is the limited gradations of some of the categorical variables. For 
example, the measurement of household income was limited by a lack of gradation 
for the upper segment of the income spectrum with a top category of  >$75,000. 
Similar concerns exist with regards to the measurement of education where the 
highest category had the largest number of cases. These measurement limitations 
leave open the possibility of residual confounding. 
 
A fourth limitation is that income was measured at the household level, leaving open 
the possibility of confounding by household size. While this issue was partly 
overcome by calculation of an equivalised income measure, this represents an 
approximation.  
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A final concern is the possibility that the statistical model was mis-specified leading 
to the potential for over or under-conditioning on covariates and inadequate 
identification of a causal effect (see Chapter 5 for discussion and the specification of 
the analysis model).   
8.4 Conclusion 
This study provides evidence that state-level measures of gender inequity may be 
predictors of men’s self-rated health in the US. However, the relationship appears to 
be dependent on the measure of gender inequity modelled. 
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Chapter 9. Does State-Level Gender Inequity 
Predict Men’s Mortality in the US?  
The aim of this chapter is to examine whether gender inequity is a predictor of men’s 
mortality. It does so by way of a multilevel analysis that investigates the relationship 
between state-level gender inequity and mortality in men in the US.  
9.1 Methods  
Study Sample 
The study was based on data from the National Longitudinal Mortality Study 
(NLMS) (US Census Bureau 2013). This US national study is designed to examine 
the effects of differences in demographic and socioeconomic characteristics on 
mortality (US Census Bureau 2013, 1). It combines a random sample of the US non-
institutionalised population based on US Census Bureau data, including from the 
Current Population Surveys (CPS), with death certificate information to allow 
identification of mortality status and the cause of death (US Census Bureau 2013, 1). 
The current study uses File 6b of the NLMS Public Use Microdata Sample, which is 
an extract of the full NLMS study (US Census Bureau 2013). The file incorporates 
data from the CPS in the early 1990’s and has a six-year follow-up (US Census 
Bureau 2013). Permission to use this data was provided by the US Census Bureau on 
completion of a user agreement.1  
                                                
1 In accordance with the agreement the following statement is included: ‘This [thesis] uses data 
obtained from the public-use file of the National Longitudinal Mortality Study. The file is 
provided to persons interested in research by the U.S. Census Bureau.  The views expressed in 
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Data for state-level measures were derived from a number of different sources. The 
first was the 1996 SWS report produced by the Institute of Women’s Policy Research 
(IWPR 1996). Additional state-level measures were derived from the US Census 
Bureau, the US Bureau of Labor Statistics, the University of Texas Inequality Project, 
the US Bureau of Economic Analysis and the Guttmacher Institute. Appendix B 
provides details on the sources of these variables.  
Outcome Measure 
The outcome measure was dead or alive at the end of a six-year follow-up. This was 
ascertained from death certificates available through the National Center for Health 
Statistics (US Census Bureau 2013, 1). 
Gender Inequity Measures 
The following measures were utilised for the analysis. These are from data set 1 in 
Chapter 7 and are based around the year 1996 (see Appendix B for full details).  
 
• Higher Education: percentage of males relative to percentage of females 25 
years and over with a Bachelor’s degree or higher; taken from the US Census 
Bureau. 
 
• Reproductive Rights: composite measure assessing women’s ability to 
determine whether of not they have children; taken from the SWS report 
(IWPR 1996, 31).   
 
                                                                                                                                      
this [thesis] are those of the authors and do not necessarily reflect the views of the National 
Longitudinal Mortality Study, the Bureau of the Census, or the project sponsors: the National 
Heart, Lung, and Blood Institute, the National Cancer Institute, the National Institute on 
Aging, and the National Center for Health Statistics.’ 
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• Provider Access: percentage of women aged 18–44 living in a county 
without an abortion provider (Henshaw 1998).2 
 
• Elected Office: composite measure reflecting office-holding at the state and 
national levels; taken from the SWS report (IWPR 1996).  
 
• Management: percentage of males relative to percentage of females in 
executive, administrative and managerial roles; taken from the US Bureau of 
Labor Statistics. 
 
• Business Ownership: male-owned businesses relative to female and equally 
owned businesses for 1997; taken from US Census Bureau. 
 
• Labour Force Participation: relative measure of percentage of males to 
percentage of females in the labour force; taken from US Census Bureau. 
 
• Earnings: ratio of full-time, full-year employed women’s to men’s earnings, 
taken from the SWS report (IWPR 1996). 
 
• Relative Poverty: percentage of female poverty relative to percentage of 
male poverty for year 1989; taken from US Census Bureau. 
 
All measures were converted to z-scores. In all cases gender inequity measures were 
calculated so that increasing values represent increasing inequity. 
State-Level Covariates 
• Income Inequality: Measured by the Gini coefficient (Atkinson 1983). 
Values were derived from University of Texas Inequality Project. Values 
                                                
2 This measure is different to that used in the calculation of the Reproductive Rights measure, 
but conforms to that used in the 2004 SWS report utilised for the analysis in Chapter 7. 
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represent the family Gini coefficient. The state-level family Gini coefficient 
was found to be highly correlated with the state-level household Gini 
coefficient (see Appendix B).  
 
• Area-Level Socioeconomic Position: Measured by per capita real GDP. 
Values were retrieved from the US Department of Commerce, Bureau of 
Economic Analysis (see Appendix D for data source). 
 
Both measures were standardised to z-scores to allow inter-comparability with the 
gender inequity measures.  
Individual-Level Covariates  
• Age: continuous variable 18–90 years (top coded). 
 
• Income: Family income (adjusted for inflation to 1990 dollars) as a 
percentage of the 1990 poverty level for family size and number of children; 
21 categories, modelled as a continuous variable.  
 
• Education: highest grade completed at time of interview as defined by 14 
categories; modelled as a continuous variable. 
 
• Race/Ethnicity: categorical variable recoded to white (1), black (2) or other 
(3) (see Appendix Table D.1 for recoding).  
 
• Marital Status: categorical variable recoded to in married relationship (1) or 
not in married relationship (2) (see Appendix Table D.1 for recoding).  
 
• Employment Status: categorical variable recoded to unemployed (1) or other 
(2) (see Appendix Table D.1 for recoding). 
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Data Preparation  
The data had a partial three-level nested structure with a subset of individuals nested 
within households as well as states: 24,760 cases were identified as being additional 
to the arbitrary primary cases at the household level. This represented a small 
proportion of the overall sample and did not warrant a three-level analysis. However, 
this household clustering undermines the assumption of independence (Rasbash et al. 
2009; Snijders & Bosker 2012). As such, these additional cases (ordered by 
individual identifier) were deleted so that each case in the data set was taken from a 
distinct household. Deletion of additional within-household cases led to the loss of 
12.3% of cases. A comparison of the data sets suggested that there was little change 
across all relevant variables in the sample after the deletion of the additional cases. 
For example, the mean age before removal of these cases was 43.62 years; after 
removal, the mean age was 43.50 years (results not shown).  
 
Cases with missing data were deleted to allow full case analyses. The only variable 
with missing data was the employment status variable with 1239 cases. Deletion of 
these cases led to a loss of less than 1 per cent of cases. The full data set included 
174,703 individuals nested within 50 states. 
Data Analysis  
Correlations were calculated with SPSS version 22 (IBM Corp. 2015) utilising the 
bivariate Pearson two-tailed analysis. Multilevel logistic regression modelling was 
undertaken with MLwiN version 2.31 (Rasbash et al. 2009).3 An initial null model 
was estimated to ascertain that there was significant state-level variance. 
Subsequently, each gender inequity measure was modelled in a separate model:  
 
                                                
3 A logistic regression approach was used rather than the more usual time to event analysis 
because the data set had no information on loss to follow-up. 
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𝐿𝑜𝑔𝑖𝑡(𝑚𝑜𝑟𝑡𝑎𝑙𝑖𝑡𝑦!")  ~  𝑐𝑜𝑛𝑠 +   𝑎𝑔𝑒!" +%𝑝𝑜𝑣𝑒𝑟𝑡𝑦!" +   𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛!" +   𝑟a𝑐𝑒/𝑒𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦2!"+   𝑟𝑎𝑐𝑒/𝑒𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦3!" +   𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡  𝑠𝑡𝑎𝑡𝑢𝑠2!" +   𝑚𝑎𝑟𝑖𝑡𝑎𝑙  𝑠𝑡𝑎𝑡𝑢𝑠2!"+   𝑔𝑖𝑛𝑖! +   𝐺𝐷𝑃! +   𝑔𝑒𝑛𝑑𝑒𝑟  𝑖𝑛𝑒𝑞𝑢𝑖𝑡𝑦  𝑚𝑒𝑎𝑠𝑢𝑟𝑒! 
 
 
Continuous variables, including state-level z-scores were grand mean centred in 
modelling.4 Categorical variables were fitted so that their coefficients represent log 
odds ratios with reference to category 1.  
 
Separate modelling was performed for each of the following age groups:  
 
• Model 1a: 18+ (18–90 years)  
 
• Model 1b: 18–64 years 
 
• Model 1c: 65+ (65–90 years). 
 
 
These age groups were used to explore whether effects of gender inequity were 
different for different ages. Previous discussion has noted that health patterns in 
younger men may be different to that in older men (see Chapter 5). Further, analysis 
in Chapter 8 suggested that there may be age specific effects.  
 
Estimation was undertaken with a PQL2 approach. PQL2 estimation provides the 
least biased estimates of a number of quasi-likelihood methods and does not entail the 
large computational requirements of MCMC or Bootstrapping techniques (Goldstein 
& Rasbash 1996; Rodriguez & Goldman 2001; Steele 2009). However, in some 
cases, PQL2 estimation may lead to biased results in comparison to these techniques 
(Rodriguez & Goldman 2001). To overcome such concerns, sensitivity testing was 
                                                
4 The mean of z-scores calculated across states may be different to zero in the full data set. 
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undertaken with MCMC estimation for a specific model to ascertain the accuracy of 
the PQL2 results (Steele 2009). The MCMC settings were a burn-in of 5000 and 
100,000 iterations.  
 
The study was provided with ethics exemption by the Deakin University Human 
Research Ethics Committee (reference: 2014-152). 
  
 175 
9.2 Results 
Table	  9.1	  Descriptive	  Statistics	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Table	  9.2	  Correlations	  
 
 
The descriptive statistics suggest a consistent pattern of gender inequity in favour of 
men for all measures (see Table 9.1). The results of the correlation analysis show a 
large number of significant correlations between state gender inequity variables (see 
Table 9.2). These were all positive, with the exception of labour force and relative 
poverty (r = –0.309). The most consistent pattern of correlations arose from the 
earnings measure. It was weakly correlated with the higher education (r = 0.387), the 
elected office measure (r = 0.311) and the labour force measure (r = 0.318). It was 
moderately correlated with the reproductive rights (r = 0.456) and provider access 
(r = 0.485) measures. A second pattern of correlation was seen for the business 
ownership measure with elected office (r = 0.457), management (r = 0.448) and 
relative poverty (r = 0.578). A further pattern of correlations was seen between the 
higher education measure and reproductive rights (r = 0.281), labour force (r = 0.509) 
and earnings (r = 0.387). A correlation pattern was also seen for the provider access 
measure: reproductive rights (r = 0.597), elected office (r = 0.461) and earnings (r = 
0.485). An important finding was that a large number of measures showed no 
statistically significant correlation.  
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In terms of the state-level covariates, there was a mixed pattern of correlations 
between the Gini and the gender inequity measures: elected office (r = 0.421), 
business ownership (r = 0.316), labour force (r = 0.652) and relative poverty  
(r = –0.318). The GDP measure was negatively correlated with reproductive rights  
(r = –0.412), provider access (r = –0.642), elected office (r = –0.434) and earnings  
(r= –0.398). The Gini and GDP were not significantly correlated.  
 
Table	  9.3	  Odds	  Ratios	  (95%	  CI)	  for	  Mortality	  for	  One	  Standard	  Deviation	  Increase	  in	  Gender	  
Inequity	  z-­‐score	  in	  Multilevel	  Logistic	  Regression	  (full	  regression	  results	  provided	  in	  Appendix	  Table	  
D.2–4)	  
 
 
State-level variance for the logistic multilevel null model was U0j = 0.026 (s.e. = 
0.006). Using the Wald test statistic (0.026/0.006)2 = 18.78, this was highly 
significant on a chi-squared distribution with 1 degree of freedom (p<0.001) (Steele 
2009).  
  
The ICC is estimated at (0.026/0.026+3.29 = 0.007). This suggests that approximately 
1% of the variance of the outcome measure is due to between state variance. 
However, the interpretation of the ICC in logistic multilevel models should be treated 
with caution (see discussion in Chapter 5).  
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In the full models, the pattern of association between the gender inequity variables 
and mortality was mixed (see Table 9.3 and also Appendix Tables D.2–4 for full 
regression tables). Around half (4 out of 9) of the measures showed a statistically 
significant association in at least one age group. In all cases greater gender inequity 
was associated with greater mortality. The elected office, business ownership, 
earnings and relative poverty measures were all positively associated in the ‘all ages’ 
(18–90) and the ‘working age’ (18–64 years) models. Only the earnings and relative 
poverty measures were statistically significantly associated in the 65+ age group.  
 
The results of the 65+ model should be treated with some caution. Initial modelling 
of this age group suggested that state-level residual variance was close to non-
significant in a model including only individual-level covariates (see Appendix Table 
D.5). As such, there may be insufficient variance at the state level to model state-
level predictors.  
 
Results of sensitivity testing comparing PQL2 and MCMC estimation for the elected 
office model showed almost identical results (see Appendix Table D.6). The MCMC 
diagnostic criteria suggested that appropriate parameters for estimation had been 
satisfied. This suggests that the choice of estimation did not have a major influence 
on the results. 
 
The effect sizes were small. However, as the odds ratio is for a one-unit increase in 
the standardised score, the total increase in risk for the statistically significant 
measures was substantial. For example, in the 18–64 age group model the absolute 
risk for the state with highest level of gender inequity in the elected office measure 
was 47% greater than for the state with the lowest level. In the case of the relative 
poverty measure the difference was 43% (see Appendix Table D.7).  
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9.3 Discussion  
This study set out to examine whether measures of state-level gender inequity are 
predictors of men’s mortality. The results provide some mixed evidence to support 
this proposition. Many gender inequity measures showed no statistically significant 
association between gender inequity and mortality. However, a number of gender 
inequity measures did show statistically significant associations. The elected office, 
business ownership, earnings and relative poverty measures all showed statistically 
significant effects in the all age adult and working age adult models. Only the 
earnings and relative poverty measures were statistically significant in the older age 
group. In all cases these associations were positive, suggesting that increases in these 
aspects of state-level gender inequity increase the risk of mortality.  
 
Assuming causality, the effects are of sufficient size to have an important population 
health implication. As noted, the absolute risk increase for the states with the highest 
versus the lowest measures on the elected office and relative poverty measures was 
47% and 43% respectively. These risk increases are important as gender inequity 
represents an exposure for the broad population. 
 
The results are unlikely to have been biased by the choice of estimation techniques, 
as both PQL2 and MCMC estimation showed similar results. One concern with the 
results, however, is that the state-level variance in the 65+ year model was low and 
tended towards being non-significant. It is possible that the data set for this age group 
lacked sufficient power to adequately model state-level predictors.    
 
A notable finding is that there is inconsistency between the measures of gender 
inequity that were predictors in this chapter and those that were predictors in the 
previous chapter, which examined self-rated health (see Chapter 8). Only the elected 
office and the earnings measures were consistently statistically significant in both 
studies. However, the elected office measure was statistically significant for the all 
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age adult and working age adult men in this study, whereas it was only statistically 
significant for the older men (65+ years) in the previous study. The earnings measure 
was statistically significant in all of the age brackets for this study, but was only 
statistically significant for the all age adult men and older men in the previous study. 
In some cases the above inconsistencies were due to borderline significance of 
results, and may be the result of power limitations.  
 
A further inconsistency with the findings from the previous study regards the gender 
inequity measures related to reproduction; both showed significant positive 
associations in the previous study, however, neither the reproductive rights nor 
provider access measures were statistically significant in this study, although the 
provider measure showed a consistent positive association.  
 
There was also inconsistency with regards to the findings for the labour force 
measure. It was statistically significantly associated with self-rated health in the 
previous study in working age men, and otherwise showed a positive association. 
However, in this study, the sign of the effects changed, though none were statistically 
significant. It is possible that these inconsistencies between studies relate to changes 
in aspects of gender inequity that occurred between time periods. Another possibility 
is that the pathways related to gender inequity are different for mortality and self-
rated health. 
 
The results from this study were also inconsistent with those from the previous study 
in terms of age group specific effects. The gender inequity associations with self-
rated health were most consistent in the older (65+ years) age group, whereas they 
were least consistent in the oldest age group in this study (65+ years).  
 
In terms of the correlations, a few issues deserve comment. As in the previous study, 
there was a mixed pattern of correlations within the gender inequity measures. 
Generally, there were a high number of significant positive correlations. However, 
there are also many cases where no statistically significant correlation is seen. This is 
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surprising, given that the variables are supposedly measuring the same underlying 
social process. This provides increased support for the suggestion that aspects of 
gender inequity may vary independently of each other.  
 
Of particular note is the strength of the positive correlation between the earnings 
measure and a range of the other gender inequity measures. It is possible that this is a 
particularly important aspect of gender inequity. Finally, the strong negative 
relationship between the GDP measure and a range of gender inequity measures 
suggests that GDP and aspects of gender inequity are related.  
 
This study has a number of strengths. First, the data are from a large, good-quality 
data set. Second, the study took a multilevel approach. As such, it was able to 
measure and model gender inequity at the societal level and to make valid inferences 
about its impact on health at the individual level without incurring the ecological 
fallacy. Third, it used a range of measures of gender inequity. These were relative 
measures, with the exception of the reproductive measures. As such, the study 
overcomes some limitations of earlier studies that have used measures such as 
women’s status that do not necessarily capture inequities between men and women 
(see Chapter 6). Fourth, the socioeconomic measures of income and education were 
measured with a high number of categories. This reduces the likelihood of residual 
confounding. Last, the study modelled a large number of potential individual and 
state-level confounders.  
 
This study also has a number of limitations. First, the follow-up period of six years is 
relatively short for mortality. It is possible that this was not an adequate amount of 
time for the theorised effects of gender inequity to manifest in the population. 
Second, all-cause mortality was utilised as the outcome measure, rather than cause-
specific mortality. A cause-specific approach would better test the theory that gender 
inequity is related to health risk behaviours in men. However, low numbers of cause-
specific deaths for these forms of mortality at the state level prevented this approach.  
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A third limitation is that gender inequity was measured at only one social level. It is 
possible that the state may not have been the most meaningful geographic level to 
measure all of the measures of gender inequity in this population. For example, while 
states may be important units in terms of some political and economic policies, the 
variation in other aspects of gender inequity may not accord to state boundaries. For 
example, the abortion provider measure may be better captured at the county level. 
Further, the relationship between a gender inequity measure and health may be 
different at different social levels. For example, aspects of gender inequity may be 
particularly important for men at the household level.  
 
Finally, a limitation of the study is that though the individual-level income measure 
takes into account family size and composition, it is possible that resources are 
unevenly distributed within the family (Sen 2003) thus implying a degree of 
mismeasurement.  
9.4 Conclusion  
This study provides evidence that state-level measures of gender inequity may be 
predictors of men’s mortality in the US. However, the relationship appears to depend 
on the gender inequity measure modelled. 
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Chapter 10. Does Gender Inequity Interact with 
Income Inequality to Impact on Men’s Health? 
The theoretical discussion in Chapter 3 suggested the possibility of an interaction 
effect between income inequality and gender inequity with regards to men’s health. 
That is, that the effect of gender inequity on men’s health may be different for 
different levels of income inequality (or vice-versa). The following analysis sets out 
to test this proposition. 
 
Preceding analyses in this thesis have utilised discrete outcome variables. The 
modelling of interaction terms in regression models with discrete outcome variables 
introduces complexities in interpretation, particularly as the magnitude and sign of 
the interaction term may vary across difference values of the independent variables in 
the model (see Ai & Norton 2003).1 A solution to these concerns is to model the data 
with a continuous outcome. This condition can be met with the data examining self-
rated health if the outcome measure is kept in its initial five-category form. Such an 
approach does, however, raise a number of concerns. First, it assumes that there is 
equidistance between each of the five categories: excellent, very good, good, fair and 
poor. This may be a problematic assumption. However, there is evidence that self-
rated health forms a continuum from poor to average through to good health 
(Manderbacka, Lahelma & Martikainen 1998, 212). A further concern is that this 
outcome variable is limited to only a small number of values. However, for an 
exploration of the possibility of an interaction effect this approach was assumed to be 
appropriate, with caveats on inferential assumptions.  
                                                
1 Discussions with a number of experts failed to clarify if the concerns raised by Ai and Norton 
(2003) extend to logistic multilevel models. Given this lack of clarity, and the increased 
interpretability of interaction terms in linear models, the decision was made to undertake 
modelling with a continuous outcome variable. 
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10.1 Methods 
The study undertook a cross-sectional, multilevel analysis of US data with individuals 
at level 1 nested within states at level 2. Data preparation adhered to the process 
undertaken in Chapter 8 for the study of state-level gender inequity and self-rated 
health with one modification: the original non-dichotomised variable from the 
BRFSS 2005 data set (CDC 2007) was utilised as the outcome variable. This variable 
measures health with the question: Would you say that in general your health is 
excellent/very good/good/fair/poor? (CDC 2007, General Health). In this case the 
five categories were used in their original form: 1 = excellent to 5 = poor. The 
categories Don’t Know/Not Sure and Refused were converted to missing. The cases 
with missing data on this variable only represented 0.36%	  of	  all	  cases.	   Covariates and 
gender inequity measures were the same as in the Chapter 9. They are listed below 
for reference.  
Gender Inequity Measures 
The following measures were utilised for the analysis. These measures are from data 
set 2 in Chapter 7 and are based around the year 2004 (see Appendix B for full 
details).  
 
• Higher Education: relative measure of percentages of men and women with 
a Bachelor’s degree or higher; taken from US Census Bureau.  
 
• Reproductive Rights:  Composite measure incorporating a variety of 
women’s reproductive rights indicators; taken from SWS report. 
 
• Provider Access: Percentage of women who live in a county with at least one 
abortion provider. It is a component measure of the reproductive rights 
composite measure (above). Derived from the SWS report.  
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• Elected Office: Composite measure reflecting office-holding at the state and 
national levels for each state; taken from the SWS report.   
 
• Management: relative measure of percentages of employed men and women 
in management occupations; taken from US Census Bureau.  
 
• Business Ownership: percentage of male-owned businesses relative to 
female or equally owned; taken from US Census Bureau. 
 
• Labour Force: relative measure of percentages of men and women in the 
labour force; taken from US Census Bureau. 
 
• Earnings: percentage of median earnings of full-time, year-round employed 
men relative to women; taken from US Census Bureau. 
 
• Relative Poverty: relative measure of females and males below poverty level; 
taken from US Census Bureau. 
 
All measures were converted to z-scores. In all cases, gender inequity measures were 
calculated so that increasing values represent increasing inequity. 
State-Level Covariates 
• Income Inequality: Measured by the Gini coefficient (Atkinson 1983). 
Values were derived from US Census Bureau data and are reflective of 
household income inequality (see Appendix B for data source).  
 
• Area-Level Socioeconomic Position: Measured with per capita real GDP. 
Values were derived from US Department of Commerce (see Appendix C for 
data source).   
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Both measures were standardised to z-scores to allow inter-comparability with the 
gender inequity measures.  
Individual-Level Covariates  
Individual level covariates were taken from the BRFSS 2005 data set for the 
corresponding cases. The following variables were utilised: 
 
• Age: continuous variable: 18–99 years. 
 
• Equivalised Household Income: a continuous variable calculated from the 
eight-category household income variable: less than $10,000; $10,000 to 
<$15,000; $15,000 to <$20,000; $20,000 to <$25,000; $25,000 to <$35,000; 
$35,000 to <$50,000; $50,000 to <$75,000; $75,000 or more. These values 
were equivalised for household size. See Appendix C for full details.  
 
• Education: four categories: (1) did not graduate high school; (2) graduated 
high school; (3) attended college or technical school; (4) graduated from 
college or technical school. 
 
• Race/Ethnicity: five categories: (1) white-non-Hispanic; (2) black-non-
Hispanic; (3) other race only non-Hispanic; (4) multiracial-non-Hispanic; (5) 
Hispanic. 
 
• Marital Status: the full set of categories was recoded to two categories: (1) 
married or member of an unmarried couple versus (2) divorced, widowed, 
separated or never married. See Appendix Table C.1 for recoding process.  
 
• Employment Status: full set of categories recoded to two categories: (1) 
other versus (2) unemployed. See Appendix Table C.1 for recoding process. 
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Missing Data  
The full data set contained 131,879 cases nested in 50 states. A full case analysis led 
to the loss of approximately 12% of cases (n = 116594). This arose primarily due to 
missing data for income in approximately 10% of cases. For other variables missing 
data were minimal (<= 1%). Previous sensitivity analysis in Chapter 8 suggested that 
missing income data did not substantially bias results.  
 
Data preparation was undertaken with SPSS version 23.0 (IBM 2015) and MLwiN 
2.31 (Rasbash et al. 2009). Modelling was undertaken with MLwiN 2.31. An initial 
null model was estimated to ascertain if there was significant between state variance. 
Subsequently, a full model was run for each of the gender inequity variables 
independently. In cases where both the beta coefficients for the Gini and the gender 
inequity measure were significant, or close to significant, a further model with an 
interaction term was run. The full model with interaction term was:  
 
 𝑠𝑟ℎ!"   ~  𝑐𝑜𝑛𝑠 +   𝑎𝑔𝑒!" + 𝑖𝑛𝑐𝑜𝑚𝑒!" +   𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛2!" +   𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛3!" + 𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛4!"+   𝑟𝑎𝑐𝑒/𝑒𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦2!" +   𝑟𝑎𝑐𝑒/𝑒𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦3!" +   𝑟𝑎𝑐𝑒/𝑒𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦4!"+   𝑟𝑎𝑐𝑒/𝑒𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦5!" +   𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡2!" +   𝑚𝑎𝑟𝑖𝑡𝑎𝑙  𝑠𝑡𝑎𝑡𝑢𝑠2!" +   𝑔𝑖𝑛𝑖!+   𝐺𝐷𝑃! +   𝑔𝑒𝑛𝑑𝑒𝑟  𝑖𝑛𝑒𝑞𝑢𝑖𝑡𝑦  𝑚𝑒𝑎𝑠𝑢𝑟𝑒! +   𝑔𝑖𝑛𝑖!∗   𝑔𝑒𝑛𝑑𝑒𝑟  𝑖𝑛𝑒𝑞𝑢𝑖𝑡𝑦  𝑚𝑒𝑎𝑠𝑢𝑟𝑒! 
 
 
Continuous variables, including state-level z-scores, were grand mean centred in 
modelling.2 Categorical variables were fitted so that their coefficients represent log 
odds ratios with reference to category 1.  
 
Estimation was undertaken with the iterative generalised least squares estimator. 
Further sensitivity analysis was conducted on a specified model with the MCMC 
                                                
2 The mean of z-scores calculated across states may be different to zero in the full data set. 
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estimator with a burn in of 5000 and 50,000 iterations. Post-analysis modelling of the 
level 1 and level 2 residuals was undertaken to check for normality. 
 
Ethics exemption was provided by the Deakin University Human Research Ethics 
Committee (reference: 2013-022).  
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10.2 Results 
Table	  10.1	  Descriptive	  Statistics	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Table	  10.2	  Summary	  of	  Interaction	  Effects	  from	  Linear	  Multilevel	  Models	  for	  SRH	  
 
 
The state-level variance for the initial null model was: U0j = 0.015 (s.e. = 0.003). The 
likelihood ratio statistic is (350853-349772=1081) suggesting strong evidence of 
between state effects. However, the effect is only modest with the ICC at 
(0.015/0.015+1.174) = 0.013. This suggests that 1.3% of the total variance is between 
states.	  
 
In full models the Gini measure was statistically significant in all models (see 
Appendix Table E.1 for full regression table). The higher education, management, 
business ownership, labour force and relative poverty measures were not at, or close 
to, statistical significance as predictors in the initial full models, and as such these 
models were not progressed to full models with an interaction term.  
 
The results for the interaction models are displayed in Table 10.2. Only the 
interaction terms for the provider and the earnings measures were statistically 
significant: (0.027 s.e 0.008) and (0.023 s.e. 0.008) respectively. However, both of 
the reproductive rights and elected office measures showed a similar pattern, but did 
not reach significance. The interaction effects for the provider and earnings models 
are plotted in Figures 10.1 & 10.2.  
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Figure	  10.1	  Plot	  of	  interaction	  for	  Provider*Gini	  for	  +1/-­‐1	  Standard	  Deviation	  of	  z-­‐scores	  
 
 
 
Figure	  10.2	  Plot	  of	  interaction	  for	  Earnings*Gini	  for	  +1/-­‐1	  Standard	  Deviation	  of	  z-­‐scores	  
 
 
 
Sensitivity testing with the MCMC estimator for the earnings model adequately 
satisfied the estimator diagnostics and did not lead to notable model changes (see 
Appendix Table E.2). The self-rated health measure was skewed with the poor health 
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category accounting for only 5.2% of the total cases, while excellent health accounted 
for 19.5% of cases (see Table 10.1). However, normality plots suggest that the 
residual terms at the individual and state levels were broadly normal with minor 
departures from normality at the extreme values (see Appendix Figures E.1–2).  
10.3 Discussion 
This study set out to investigate whether there is an interaction effect between 
measures of gender inequity and income inequality with regards to men’s health. An 
interaction effect was found for the provider and earnings measures. In both cases, 
the interaction terms were in the expected direction with increasing gender inequity 
and income inequality interacting to increase the risk of worse rather than better self-
rated health. Additionally, the reproductive rights and elected office measures 
displayed a similar pattern, but did not reach significance.  
 
These results provide some limited support for the theoretical proposition in Chapter 
3 — that gender inequity and income inequality interact to impact negatively on a 
range of factors that increase risks for men’s health. However, out of the nine gender 
inequity measures modelled only two showed the expected effect. As such, it is 
possible that the results reflect a chance finding rather than a real causal effect.  
 
This study has a number of strengths that have been discussed more fully in relation 
to the analysis of self-rated health (see Chapter 8). These include the utilisation of a 
multilevel approach and a large, good-quality data set; the utilisation of a wide range 
of measures of gender inequity, and the inclusion of many potential confounders at 
the individual and state level.  
 
This study also has a number of limitations that have been discussed more fully in 
relation to the previous study of self-rated health. These include that the study is 
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limited by the cross-sectional design; that gender inequity is measured at only one 
social level; that there are limited gradations of some of the categorical variables, 
raising the possibility of residual confounding; and that individual income is 
approximated through an equivalisation approach. As previously noted, a further 
limitation specific to this study is the utilisation of self-rated health as a continuous 
outcome variable with only five values.   
 
Finally, it is important to note that the results were unable to provided evidence for 
one or other of the specific pathways that were outlined in Chapter 3. That is, whether 
the theorised effect occurs primarily through psychosocial pathways, or through 
broad social processes impacting the attainment of appropriate investments in health-
related services and infrastructure. Further analysis would need to include measures 
linked to specific pathways to make these distinctions.  
10.4 Conclusion 
This study provides some evidence that specific aspects of gender inequity may 
interact with income inequality to increase the risk of men reporting worse health. 
However, this effect was only seen for a small number of the measures, suggesting 
caution in drawing conclusions. 
  
 194 
 
 
Chapter 11. Does State-Level Gender Inequity 
Predict Men’s Health-Related Behaviours in the 
US? 
The aim of this chapter is to investigate whether gender inequity is a predictor of poor 
health-related behaviours in men. As outlined in Chapter 2, a number of theoretical 
approaches suggest that the dynamics of a society that is not gender equitable may 
lead men to engage in riskier health behaviours and to provide inadequate attention to 
their health needs. It is possible that these pathways could explain the association 
between measures of gender inequity and men’s health outcomes seen in previous 
chapters in this thesis.  
 
As noted in Chapter 4, few studies have directly investigated the relationship between 
gender inequity and health-related behaviours in men. One example is Roberts 
(2012), who found some evidence that, in the US, higher state-level gender inequality 
in socioeconomic status is associated with higher men’s alcohol consumption in 
terms of frequency and volume, and that an improved state-level reproductive rights 
measure was associated with lower levels of men’s risky drinking (see Chapter 4). 
Robert’s findings are strengthened by the utilisation of both a multilevel approach 
and also the utilisation of relative measures of gender inequality. However, these 
findings relate to only one health-related behaviour.  
 
The following analysis attempts to build on these findings. It investigates the 
association between state-level gender inequity and men’s health-related behaviours 
in the US.  
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11.1 Methods 
The study undertook a cross-sectional, multilevel analysis in the US with individuals 
at level 1 nested within states at level 2.   
Data Sources 
Data for health behaviours and individual-level covariates were derived from the 
BRFSS 2005 data set (see Chapter 8 for description). Data for state-level gender 
inequity measures and covariates were derived from a number of different sources, 
including the 2004 SWS report (IWPR 2004), the US Census Bureau and the US 
Bureau of Economic Analysis. The gender inequity measures were calculated as 
relative measures, except in the case of measures related to reproduction. Appendix B 
provides details on the sources and calculation of these variables. 
Health-Related Behaviours 
• Smoking Status: Tobacco is estimated to kill half of its users and in the US it 
is estimated to be responsible for 23% of deaths in those aged 30 and over 
(World Health Organization [WHO] 2012, 374; WHO 2015a, webpage). 
Measured by adults who identified as current smokers.   
 
• Inadequate Fruit and Vegetable Consumption: Inadequate intake of fruit 
and vegetables is estimated to account for 2.8% of deaths worldwide, and for 
approximately 14% of gastrointestinal cancer deaths, 11% of ischaemic heart 
disease deaths and 9% of stroke deaths (WHO 2014, webpage). The WHO 
currently recommends consumption of five portions of fruits and vegetables 
per day (WHO 2015d). Measured by whether ‘Consumed five or more 
servings of fruits or vegetables per day’ (CDC 2007, _FV5SRV).  
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• Physical Inactivity: One of the leading risk factors for death worldwide and a 
key risk factor for cardiovascular disease, cancer and diabetes (WHO 2015b). 
The WHO currently recommends that adults aged 18–64 should do at least 
150 minutes of moderate intensity physical activity, or at least 75 minutes of 
vigorous physical activity throughout the week (2015b, webpage). Measured 
by whether achieved ‘moderate physical activity defined as 30 or more 
minutes per day for 5 or more days per week, or vigorous activity for 20 or 
more minutes per day on 3 or more days’ (CDC 2007, _RFPAMOD).  
 
Risky Alcohol Consumption: Harmful alcohol consumption accounts for 
5.9% of deaths globally. Additionally, ‘5.1% of the global burden of disease 
and injury is attributable to alcohol’ (WHO 2015c, webpage). The current 
definition of ‘heavy’ or ‘high-risk drinking’ for men in the US is the 
consumption of ‘more than 4 drinks on any day or more than 14 per week’; 
the current definition of binge drinking for men in the US is the consumption 
within two hours of five or more drinks (US Department of Agriculture and 
US Department of Health and Human Services 2010, 31).  
 
In this study, risky alcohol consumption was measured by: 
 
• Heavy drinkers: adult men who have more than two drinks per day 
(CDC 2007). 
• Binge drinkers: adult men who have had five or more drinks on one 
occasion in the last 30 days (CDC 2007). 
 
All outcome measures were dichotomous and coded as 0 for healthier behaviour and 
1 for less healthy behaviour.  
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Gender Inequity Measures 
The following measures were utilised for the analysis. These measures are from data 
set 2 in Chapter 7 and are based around the year 2004 (see Appendix B for full 
details).  
 
• Higher Education: relative measure of percentages of men and women with 
a Bachelor’s degree or higher; taken from US Census Bureau.  
 
• Reproductive Rights:  composite measure of reproductive rights; taken from 
the 2004 SWS report. 
 
• Provider Access: percentage of women who live in a county with at least one 
abortion provider; taken from the 2004 SWS report. 
 
• Elected Office: composite measure reflecting office-holding at the state and 
national levels for each state; taken from the 2004 SWS report. 
 
• Management: relative measure of percentages of employed men and women 
in management occupations; taken from US Census Bureau.  
 
• Business Ownership: percentage of male-owned businesses relative to 
female or equally owned; taken from US Census Bureau. 
 
• Labour Force: relative measure of percentages of men and women in the 
labour force; taken from US Census Bureau. 
 
• Earnings: percentage of median earnings of full-time, year-round employed 
men relative to women; taken from US Census Bureau. 
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• Relative Poverty: relative measure of females to males below poverty level; 
taken from US Census Bureau. 
 
All measures were converted to z-scores. In all cases the gender inequity measures 
were calculated so that increasing value represents increasing inequity. 
State-Level Covariates 
• Income Inequality: Measured by the Gini coefficient (Atkinson 1983). 
Values were derived from US Census Bureau data and are reflective of 
household income inequality (see Appendix B for details of source).   
 
• Area-Level Socioeconomic Position: Measured with per capita real GDP. 
Values were derived from US Department of Commerce — Bureau of 
Economic Analysis data (see Appendix C for details of source).  
 
Both measures were converted to z-scores to allow inter-comparability with the 
gender inequity measures. 
Individual-Level Covariates  
Individual level covariates were taken from the BRFSS 2005 data set for the 
corresponding cases. The following variables were utilised: 
 
• Age: continuous variable; 18–99 years. 
 
• Equivalised Household Income: a continuous variable calculated from the 
eight-category household income variable: less than $10,000; $10,000 to 
<$15,000; $15,000 to <$20,000; $20,000 to <$25,000; $25,000 to <$35,000; 
$35,000 to <$50,000; $50,000 to <$75,000; $75,000 or more. The mid-point 
for each category was divided by the square root of the total number of 
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persons in each household (OECD n. d.). The value of the top category was 
calculated using a Pareto distribution (Ligon 1994). Values were standardised 
to a z-score. Full details of calculations are provided in Appendix C.  
 
• Education: four categories: (1) did not graduate high school; (2) graduated 
high school; (3) attended college or technical school; (4) graduated from 
college or technical school. 
 
• Race/Ethnicity: five categories: (1) white-non-Hispanic; (2) black non-
Hispanic; (3) other race only non-Hispanic; (4) multiracial non-Hispanic; (5) 
Hispanic. 
 
• Marital Status: the full set of categories was recoded to two categories: (1) 
married or member of an unmarried couple versus (2) divorced, widowed, 
separated or never married. See Appendix Table C.1 for recoding process.  
 
• Employment Status: full set of categories recoded to two categories: (1) 
other versus (2) unemployed. See Appendix Table C.1 for recoding process. 
Missing Data 
A large number of cases had variables with missing data. The number of cases with 
missing data on the independent variables was generally small (i.e. <= 1%), with the 
exception of the income variable (approx. 10%). The number of cases with missing 
data on the dependent variables was also generally small. However, in the case of 
physical inactivity it was 5.5%. A data set was prepared with all cases with data 
missing on the independent variables removed, but cases with missing data on the 
dependent variables included. This allowed modelling of separate dependent 
variables without unnecessary loss of cases. The greatest loss of cases in full case 
analyses due to missing data occurred when modelling the physical inactivity 
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dependent variable. A full case analysis led to a loss of approximately 16% of initial 
cases due to missing data on both the dependent and independent variables.  
Analysis  
The full data set consisted of 116,941 individuals nested within 50 states. Previous 
investigation in Chapter 8 undertook a correlation analysis of the state-level variables 
and, as such, this analysis was not duplicated here. Multilevel logistic regression 
analyses were undertaken with MLwiN version 2.31 (Rasbash et al. 2009). An initial 
null model for each outcome measure was estimated to ascertain significant between 
state variance. Subsequently, a separate model was estimated for each gender 
inequity variable:  
 𝐿𝑜𝑔𝑖𝑡(ℎ𝑒𝑎𝑙𝑡ℎ  𝑏𝑒ℎ𝑎𝑣𝑖𝑜𝑢𝑟!")  ~  𝑐𝑜𝑛𝑠 +   𝑎𝑔𝑒!" + 𝑖𝑛𝑐𝑜𝑚𝑒!" +   𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛2!"+   𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛3!" + 𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛4!" +   𝑟𝑎𝑐𝑒/𝑒𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦2!"+   𝑟𝑎𝑐𝑒/𝑒𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦3!" +   𝑟𝑎𝑐𝑒/𝑒𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦4!" +   𝑟𝑎𝑐𝑒/𝑒𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦5!"+   𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡  𝑠𝑡𝑎𝑡𝑢𝑠2!" +   𝑚𝑎𝑟𝑖𝑡𝑎𝑙  𝑠𝑡𝑎𝑡𝑢𝑠2!" +   𝑔𝑖𝑛𝑖! +   𝐺𝐷𝑃!+   𝑔𝑒𝑛𝑑𝑒𝑟  𝑖𝑛𝑒𝑞𝑢𝑖𝑡𝑦  𝑚𝑒𝑎𝑠𝑢𝑟𝑒! 
 
Continuous variables, including state-level z-scores were grand mean centred in 
modelling.1 Categorical variables were fitted so that their coefficients represent log 
odds ratios with reference to category 1. Estimation was undertaken with a PQL2 
approach.  
 
Ethics exemption was provided by the Deakin University Human Research Ethics 
Committee (reference: 2013-022).  
                                                
1 The mean of z-scores calculated across states may be different to zero in the full data set. 
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11.2 Results  
Table	  11.1	  Descriptive	  Statistics	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Table	  11.2	  Odds	  Ratios	  (95%	  CI)	  for	  One	  Standard	  Deviation	  Increase	  in	  Gender	  Inequity	  z-­‐score	  in	  
Multilevel	  Logistic	  Regression	  (for	  full	  regression	  results	  see	  Appendix	  Tables	  F.1–5)	  
 
 
 
State-level variance for the null models was: binge drinking  (U0j = 0.061 s.e. 0.013); 
heavy drinking (U0j = 0.057 s.e. 0.013); smoker (U0j = 0.035 s.e. 0.008); fruit and 
vegetable consumption (U0j = 0.033 s.e. 0.007); and physical inactivity (U0j = 0.043 
s.e. 0.009). In all cases the Wald test statistic was above the level of statistical 
significance for a chi-square distribution with one degree of freedom (Steele 2009).  
 
The results for the full models of each outcome variable were very mixed (see Table 
11.2 and Appendix Tables F.1–5 for full regression results). With regards to higher 
risk alcohol consumption the results suggest that increasing gender inequity either has 
no significant association with either binge or heavy drinking, or that it has a 
protective effect. In the case of binge drinking, increasing gender inequity in labour 
force participation was associated with a reduced odds ratio (0.88), while in the case 
of heavy drinking the provider measure was associated with a reduced odds ratio 
(0.86).  
 
In terms of smoking, the pattern of association was mixed. A majority of gender 
inequity measures showed no significant association with smoking status. However, 
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the reproductive rights, provider and elected office measures were all significantly 
associated with an increased odds ratio (1.06, 1.06, 1.04 respectively). In contrast, the 
higher education measure was significantly associated with a reduced odds ratio 
(0.96).  
 
With regards to fruit and vegetable consumption, most gender inequity variables 
showed no statistically significant association. However, the reproductive rights and 
provider measures both showed an increased odds ratio of low fruit and vegetable 
consumption with increasing gender inequity (1.07, 1.09 respectively).  
 
The physical inactivity measure showed a more consistent pattern of association. The 
majority of gender inequity measures showed a statistically significant positive 
association. Only the higher education, labour force and earnings measures showed 
no statistically significant association, although the earnings measures showed a 
lower 95% confidence interval of 1.00.   
11.3 Discussion 
This analysis examined state-level measures of gender inequity as predictors of men’s 
health-related behaviours in the US. The mixed results suggest that the relationship is 
complex and dependent on the behaviour in question. For risky alcohol consumption 
the models suggest that increasing state-level gender inequity is either not associated 
with patterns of behaviour, or is associated with a reduced likelihood of undertaking 
those behaviours. This finding does not support the general proposition that gender 
inequity leads to poorer health-related behaviours in men.  
 
On the other hand, the results for fruit and vegetable consumption, physical inactivity 
and smoking do provide more support for the hypothesis. With regard to fruit and 
vegetable consumption, the results suggest that gender inequity, in terms of 
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reproductive rights and provider access, increases the risk of low consumption. It is 
also notable that the management and earnings measures were close to statistical 
significance with a positive association, although business ownership was close to 
statistical significance with a negative association.  
 
The results for physical inactivity were the most supportive, with seven of the nine 
gender inequity measures showing a statistically significant or borderline statistically 
significant positive association. In the case of smoking status the results were 
somewhat mixed. While increasing gender inequity in reproductive rights, provider 
access and elected office was associated with an increasing likelihood of being a 
smoker, the higher education gender inequity measure was borderline protective.  
 
What could account for the mixed findings?  
One possible explanation for the mixed findings is the influence of religious factors. 
The US is exceptional among developed countries in its high levels of religiosity 
(Pew Research Center 2008). Further, some states have large denominational 
differences. These denominations may have belief systems that support particular 
social practices related to gender inequity and concurrently to proscribe certain health 
behaviours.  
 
An illustrative example is the state of Utah where estimates suggest that 58% of the 
population identifies as Mormon as compared to some other states where the estimate 
is less than 0.5% (Pew Research Center 2008). Individuals who identify as Mormon 
are more likely than the average to believe that abortion should be illegal (Pew 
Research Center 2008). Such belief systems may be correlated with measures such as 
the reproductive rights composite measure: Utah ranks 37th on the state reproductive 
rights measure in the 2004 SWS report (IWPR 2004, 43). Individuals who identify as 
Mormon are also highly likely to follow proscriptions against alcohol consumption 
(Michalak, Trocki & Bond 2007; Pew Research Center 2012). As such, religious 
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beliefs and practices may explain the relationship between gender inequity and lower 
risky alcohol consumption.  
 
The confounding of gender inequity and health-related behaviours by religious 
factors is of particular importance in understanding men’s health given that religious 
adherence appears to alter men’s behaviours more than women’s behaviours (Idler 
2011, 371). The pattern could also extend to other health behaviours, such as smoking 
and fruit and vegetable consumption, given that these behaviours are also linked to 
religious factors (Idler 2011). However, the same overall pattern of gender inequity 
being associated with a lower risk of poorer health-related behaviours was not seen 
for these measures.2 Instead gender inequity was associated with an increased risk. In 
these cases it may be that the effect of gender inequity on health-related behaviours 
was ‘suppressed’ by the effect of religious factors.  
 
In identifying the importance of religious beliefs in understanding the relationship 
between gender inequity and men’s health it is important to be cognisant of the fact 
that the relationship between these factors is complex. Even within religious 
denominations more strongly opposed to legal abortion, many individuals do not hold 
concordant beliefs (Pew Research Center 2008). Further, the relationship between 
religion and health-related behaviours is also complex (Idler 2011). There is great 
heterogeneity in both belief systems with regard to health behaviours and variability 
in adherence to proscriptions against behaviours (Michalak, Trocki & Bond 2007). 
The issue of confounding by religious factors is discussed in more detail in Chapter 
12.  
 
This study has a number of strengths that have previously been elaborated upon. 
First, it used a large, good-quality data set. Second, it took a multilevel approach, 
allowing valid inferences about the association between gender inequity measured at 
                                                
2 Though the higher education measure was significantly associated with reduced smoking risk, 
the reproductive rights, provider and elected office measures were significantly associated 
with increased risk.  
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the social level and individual-level health-related behaviours without incurring the 
ecological fallacy. Third, it used a wide range of measures of gender inequity. Of 
particular importance, these measures focus on relative differences, with the 
exception of the reproductive measures. Last, the analysis included a large number of 
individual and state-level confounders in modelling.  
 
This study also has a number of limitations. First, the cross-sectional design limits 
assumptions about causality. A second limitation is that the gender inequity variables 
were measured at the same social level, which may not have been the most 
appropriate level for all aspects of gender inequity. A third limitation is that the large 
gradations of some of the categorical independent variables such as education and 
income leave open the possibility of residual confounding. A fourth limitation is that 
the income variable was originally measured at the household level, leaving open the 
possibility of confounding by household size and composition. The calculation of an 
equivalised income measure may have helped to overcome this issue, but it is still an 
approximation.  
 
A final limitation is that no modelling was undertaken to deal with the issue of 
missing data. It is possible that a full case analysis led to biased estimates. However, 
the level of missing cases was generally small, except for the income variable. 
Previous analysis in Chapter 8 suggested that missing data for the income variable 
did not bias estimates. However, in that case it was for the outcome of self-rated 
health. It is possible that a different relationship exists for the health-related 
behaviours modelled in this chapter.  
11.4 Conclusion 
This study provides evidence that gender inequity may be an important factor in 
shaping health-related behaviours in men. However, the relationship appears to be 
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complex and dependent on the aspect of gender inequity and the specific health 
behaviour investigated. 
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Chapter 12. Discussion  
The aim of this thesis was to investigate the following questions: Is gender inequity a 
risk factor for men’s health? And, is the relationship between gender inequity and 
men’s health explained by men’s health-related behaviours? To address these 
questions the thesis took a multilevel approach and investigated the effects of gender 
inequity when measured at the societal level. 
 
The following chapter discusses the findings of these investigations and places them 
in the context of the broader literature. It begins by discussing the findings with 
reference to the questions that served to motivate the thesis. It then highlights a 
number of alternative explanations for the findings that deserve consideration. 
Finally, it discusses the strengths, limitations, contributions and implications of the 
thesis, before outlining suggestions for future work.  
12.1 Discussion of the Findings  
The following discussion addresses the findings of the thesis with reference to the 
questions outlined in Chapter 1.   
12.1.1 Is Gender Inequity a Risk Factor for Men’s Health Outcomes?  
The first question to address in light of the overall findings is whether they support 
the primary hypothesis of the thesis: that gender inequity is a risk factor for men’s 
health. The findings do provide some support for this hypothesis. Measures of gender 
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inequity were associated with an increased risk of poorer self-rated health and higher 
mortality. However, a number of aspects of the findings deserve consideration.  
 
First, the expected pattern of association was not consistently found for all measures 
of gender inequity; for both self-rated health and mortality many measures of gender 
inequity showed no apparent association. Second, with the exception of the earnings 
measure, the pattern of association was inconsistent for the different health outcomes. 
These two aspects of the findings suggest the possibility that only certain aspects of 
gender inequity are important for men’s health. They also suggest that there may be a 
different effect for different health outcomes.  
 
The most salient finding was that no measures of greater gender inequity were 
significantly associated with a decreased risk for either of the health outcomes 
explored. This suggests that men do not receive a health benefit from gender inequity, 
at least in terms of self-rated health and mortality.  
 
The results support previous findings from the literature, particularly with reference 
to the US. As noted in the review of the empirical literature in Chapter 4, studies of 
this issue where gender inequity has been measured across larger areas have found 
that gender inequity is generally predictive of poorer health in men. For example, of 
the studies that have examined the impact of gender inequity on men’s health at the 
international, national, or state levels, of seventeen studies reviewed, only three 
provide unsupportive results. Importantly, the multilevel studies are supportive of this 
negative effect. 
 
These results add to the previous findings. They also support the previous findings 
from the US. For example, in an ecological study, Kawachi et al. (1999) found that 
some state-level measures of women’s status were predictive of lower mortality in 
men, but did not affect days of activity limitation. In a further ecological study, 
Holter (2014) found that measures of gender equality at the state level were 
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associated with a lower risk of violent death in men. As such, these results strengthen 
the case for gender inequity being a risk factor for men’s health.  
 
An important issue to address is whether the effects are of sufficient size to have 
population health implications. The coefficient values for the gender inequity effects 
are small. However, when considered across the full range of the exposure they are 
large enough to suggest a considerable population health effect. For example, in the 
study of self-rated health (see Chapter 8) the state-level risk of reporting worse, rather 
than better, self-rated health was 36% higher for the state with the lowest level of 
access to an abortion provider compared to the state with the highest level. In the 
study of mortality (see Chapter 9) the state-level risk was 47% higher in the state with 
the lowest level of women in elected office when compared with the state with the 
highest level. In addition, a number of other gender inequity measures showed more 
modest effects. As noted previously, even small effects may have important health 
implications when they represent population-wide exposures (Bentley & Kavanagh 
2007; Subramanian et al. 2003).  
 
12.1.2 Is the Relationship between Gender Inequity and Men’s Health Explained 
by Men’s Health-Related Behaviours? 
The second question to be addressed in light of the findings is whether gender 
inequity increases the risk of poor health-related behaviours in men. The findings 
suggest that some aspects of gender inequity are important for shaping health-related 
behaviours. However, the relationship appears to be complex.  
 
As predicted, some aspects of gender inequity were associated with poorer health 
behaviours. This was seen for a range of gender inequity measures in relation to the 
risk of smoking, inadequate fruit and vegetable consumption, and physical inactivity. 
However, the reverse pattern was also seen. This was most clearly illustrated with 
higher risk alcohol consumption where aspects of gender inequity were protective. 
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Further, some aspects of gender inequity were related concurrently with better and 
worse health-related behaviours. For example, the provider measure was significantly 
associated with a decreased risk of heavy drinking and an increased risk of being a 
smoker, inadequate fruit and vegetable consumption and physical inactivity. As such, 
a complex pattern emerges that is apparently dependent, at least in part, on the health 
behaviour in question and the aspect of gender inequity that is being investigated.  
 
These findings challenge a central theoretical assumption of this thesis: that gender 
inequity is associated with poorer health-related behaviours in men. As was discussed 
in Chapter 2, a major theme common to theoretical approaches that can be used to 
explain how gender inequity may be a risk factor for men’s health is that gender 
inequity leads to poorer health-related behaviour in men. In particular, a masculinities 
and health approach argues that men’s poor health-related behaviours are tied to 
men’s attempts to legitimise their superior social position with regards to women and 
other men. It appears instead that gender inequity may be associated with both better 
and worse health behaviours.  
 
An implication of this finding is that health-related behaviours may not fully mediate 
the association between gender inequity and health outcomes. The investigations 
undertaken in this thesis do not provide sufficient evidence to draw conclusions 
regarding this issue. A more satisfactory approach would have been to model a 
mediation effect. However, this modelling was outside of the scope of the thesis. The 
mixed pattern of association between the gender inequity measures and health-related 
behaviours does though raise this possibility. If this is the case, then other pathways 
may be important. The theoretical discussion in Chapters 2 and 3 provides plausible 
models that are not dependent on health behaviours. Of importance are material 
factors, processes related to the psychosocial environment and the extent of social 
efficacy. 
 
It is difficult to comment on these results with reference to previous findings as, with 
the exception of risky sexual behaviours, there has been limited previous empirical 
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work examining the impact of gender inequity on men’s health related behaviours 
when gender inequity is measured at the broad social level (see Chapter 4). However, 
one interesting finding is that of Roberts (2012) who found that some measures of 
state-level gender equality were predictors of lower alcohol consumption and less 
risky alcohol consumption in men, though for most measures there was no 
association. These findings are at odds with those from the current thesis. An 
important aspect of Roberts’ study is that it included a measure of religious influence. 
This may explain the inconsistency in the results. However, much more work will be 
required to fully understand this issue.  
 
One factor that has been noted as a possible explanation for the complexity of the 
relationship between gender inequity and health behaviours is the influence of 
religion. As discussed in Chapter 11, it is possible that the relationship between 
gender inequity and risky alcohol intake is confounded by religious proscriptions on 
alcohol consumption. These factors may extend to other health-related behaviours. 
Religious factors therefore need to be given more attention with regard to theories 
explaining a relationship between gender inequity and men’s health, at least in the 
US. I will return to the issue of religious factors in more detail below.  
 
Finally, it should be noted that, as with the health outcome measures, many aspects of 
gender inequity showed no apparent influence on health-related behaviours. This 
suggests that only specific aspects of gender inequity are of importance. 
12.1.3 Specific Gender Inequity Effects of Note 
A number of findings deserve specific attention. First, gender inequity in earnings 
was a consistent predictor of men’s self-rated health and mortality. This is an 
interesting finding, especially when considered alongside the large body of evidence 
suggesting that income inequality is a risk factor for health (see Chapter 3). An 
obvious assumption is that gender inequity in earnings is a marker of the same effect. 
Several findings from the thesis, however, indicate that this is not the case. First, the 
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analysis in Chapter 7 found that the earnings measure was either not correlated with, 
or negatively correlated with, the Gini measure (see Tables 7.1 and 7.2). Second, in 
regression modelling, the earnings measure showed an effect independently from the 
Gini measure. Hence, it appears that gender inequity in earnings has an independent 
effect on men’s health.  
 
It should also be noted that the earnings measure was not significantly associated 
with any of the health-related behaviours. As such, if it does have a causal effect on 
health outcomes, it may not be mediated by health-related behaviours. 
 
A second finding of interest is that the higher education measure was not a predictor 
of health outcomes. This is unexpected given evidence of the fundamental importance 
of women’s educational levels for the health of populations (Caldwell 1986; 
Erdoğan, Yildirim & Tosuner 2012; Flegg 1982). There are several possible 
explanations for this finding. One possibility is that measuring gender inequity in 
only those with a higher education measures gender inequity among only a limited 
segment of the population rather than the population as a whole. The mean level of 
higher educational attainment in 2005 across states was 25.5% in women and 27.4% 
in men (see Table 6.1). As such, it may be that the use of a measure of contextual 
gender inequity in education derived from only a limited section of the population did 
not adequately capture the extent of gender inequity in education in society as a 
whole.  
 
Alternatively, gender inequity in education may only be important for health in less 
economically developed countries. A final possibility is that the higher education 
measure is not a sensitive measure of gender inequity because the differences 
between men and women within states are relatively small (see Chapter 6).  
 
A third finding that deserves attention is that the gender inequity measures related to 
reproduction were predictors in a number of models. The access to an abortion 
provider measure was the strongest predictor of self-rated health, while the 
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reproductive rights measure was also predictive in some models. On this point one is 
tempted to reflect on the classic work of Caldwell (1986), who linked the exceptional 
improvements in life expectancy seen in Kerala in India, Sri Lanka and Costa Rica in 
past decades to specific social factors including levels of women’s autonomy and 
education. Of particular relevance, Caldwell highlighted the role that women’s 
unusual sexual freedoms may have played in providing the cultural background for 
such achievements. For example, he noted that while women in Kerala were married 
at puberty, historically it had been acceptable for them to take addition sexual 
partners. He also noted that many studies have identified ‘the relaxed sexual morality 
of women before and after marriage’ in the upland Sinhalese society (1986, 185), and 
that, although the position of women in Costa Rica was not as exceptional, chastity 
was not highly valued and that up to a quarter of all births were illegitimate.  
 
Thus, there is an interesting parallel between the findings in this thesis and Caldwell’s 
arguments. Perhaps there is something about women’s freedom regarding 
reproductive issues that has an important social influence on factors that affect health. 
However, before over-interpreting this finding, it is important to note that a 
statistically significant relationship for the reproductive measures was only found in 
the study of self-rated health. In the study of mortality (see Chapter 9) the 
associations, though following a similar pattern, did not reach significance. A more 
complex pattern was seen with health-related behaviours where the abortion provider 
measure was associated with a decreased risk of heavy drinking, but an increased risk 
of smoking, inadequate fruit and vegetable consumption, and physical inactivity. 
There are therefore limits to the strength of conclusions that can be drawn from this 
observation. Nevertheless, it is an interesting observation and perhaps deserves future 
consideration. 
 
A final finding of interest is that the state-level socioeconomic measures of GDP and 
household median income were not significant predictors in a number of models. Of 
particular note is that the abortion provider measure largely removed the effect of 
GDP in the self-rated health study (see Chapter 8) and that the GDP per capita 
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measure was often non-significant in the mortality study (see Chapter 9). These 
findings strengthen the case that area-level measures of socioeconomic position are 
not predictors of health at higher levels of social aggregation within countries (see 
discussion in Chapter 5). They also raise the question of whether the more 
consistently observed effect of socioeconomic position at the neighbourhood level is 
robust to the concurrent inclusion of area-level measures of income inequality and 
gender inequity in models.  
12.1.4 What Could Account for the Null Findings? 
There were many null findings in each of the analyses. A number of factors could 
account for this. First, as suggested above with regards to the higher education 
measure, some measures may have only captured the extent of gender inequity in 
specific sectors of the population rather than in the population as a whole. It is 
notable that both the higher education and management measures were not associated 
with the health outcomes and only associated with one of the health behaviours. 
Similar to the higher education measure, the management measure also captures only 
a small segment of the population. The average state-level proportion of those 
involved in management occupations was only 11% of men and 7% of women in the 
second data set of gender inequity measures developed in Chapter 7 (results not 
shown). As such, the null findings for each of these measures may result from them 
not capturing the extent of gender inequity in the broader population.  
 
A second possible explanation for the large number of null findings is the 
mismeasurement of gender inequity at the ecological level. The ecological level for 
the analyses was the state. As has been argued, the state in the US is a unit of analysis 
that may capture differentials in gender inequity across the population in relation to 
political and economic processes, and also legal frameworks. However, a ‘true’ 
mapping of gender inequity among the US population may only partially conform to 
state boundaries; historic and cultural factors related to religion, migration and social 
movements may have led to a large degree of both heterogeneity within states and 
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homogeneity across some state borders. The potential lack of sensitivity to the spatial 
distribution of gender inequity may have caused underestimation of the full range of 
exposures to gender inequity in the population, and consequently may have led to 
underestimation of effects (Blakely & Woodward 2000; Diez Roux 1998; Pickett & 
Pearl 2001; Riva, Gauvin & Barnett 2007). 
 
A third possible explanation for the null findings is that the modelling of single 
dimensions of gender inequity may have been inadequate to capture its broader 
underlying extent. In particular, there may be additive effects or interaction effects 
between the different gender inequity measures. It is possible that summary measures 
may have shown stronger results.  
 
A final, obvious explanation for the null findings is that there is no causal relationship 
between some aspects of gender inequity and men’s health. It is also important to 
note that each study involved multiple analyses, thus increasing the chance of 
identification of spurious associations.  
12.1.5 What is the Relationship between Gender Inequity and 
Income Inequality with Regard to Men’s Health? 
A secondary focus of this thesis has been the relationship between gender inequity 
and income inequality with regard to men’s health. The theoretical discussion in 
Chapter 3 made a number of suggestions about ways in which these factors could be 
related. In particular, it suggested that gender inequity and income inequality could be 
markers of a common underlying social process. It was also suggested that there may 
be an interaction effect whereby increased income inequality acts as an effect 
modifier to heighten the negative health effects of gender inequity.  
 
The findings provide some evidence to deal with these propositions. First, with regard 
to whether gender inequity and income inequality measure the same underlying social 
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process, the results from Chapter 7 suggest that, in general, this is not the case. When 
correlations were examined, many measures of gender inequity showed no apparent 
relationship with income inequality. Further, of the measures that were correlated, the 
sign of the correlations was both positive and negative. 
 
However, while it appears that there is no overall relationship, there is evidence that 
specific measures of gender inequity may be related to income inequality. In 
particular, gender inequity in labour force participation and women’s business 
ownership showed consistent positive correlations with income inequality. It is 
possible that these measures point to deeper social processes that are also captured by 
measures of income inequality.  
 
An alternative explanation is that these measures are associated with income 
inequality because they affect how income is distributed at the household level. For 
example, greater women’s labour force participation may act to ‘even out’ 
inequalities between men’s wages due to the pooling of resources. This may lead to 
reductions in income inequality when measured at this level. A similar process may 
also underlie the relationship between gender inequity in business ownership and 
income inequality.  
 
With regards to the second theoretical proposition raised in Chapter 3, that there may 
be an interaction effect between gender inequity and income inequality, the findings 
do provide some limited support. The results of the interaction analysis in Chapter 10 
suggest that some aspects of gender inequity interact with income inequality to 
heighten risks to men’s self-rated health. The interaction effect was seen for the 
abortion provider and earnings measures. The interaction terms for the reproductive 
rights and elected office measures were also close to statistical significance.  
 
The identification of an interaction effect between measures of gender inequity and 
income inequality with regards to men’s health appears to be a novel finding. It 
provides some support for the theoretical approaches discussed and developed in 
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Chapter 3. However, it should also be noted that out of the nine gender inequity 
measures modelled only two showed a clear effect. As such, it is possible that the 
results reflect a chance finding rather than a causal relationship.  
12.2 Alternative Explanations 
It is possible that the aspects of gender inequity shown to be associated with men’s 
health are not causal, but instead are markers of other social processes that impact 
men’s health. Several warrant consideration.  
12.2.1 Socioeconomic Factors  
The introduction to this thesis noted that gender inequity is interrelated with a range 
of other social inequalities that impact on health. This raises the possibility that 
gender inequity is related to health because it is a marker of these processes rather 
than being a casual factor in itself. However, the modelling in the analyses controlled 
extensively for the effects of other social inequalities. At the individual level, models 
included the socioeconomic measures of income and education, and also racial and 
ethnic categories. At the state level, models included a measure of area-level 
socioeconomic position and income inequality. The continued effect of some aspects 
of gender inequity after such extensive controls suggests an independent effect. 
However, this explanation cannot be completely discounted. It is possible that 
residual confounding may be present due to the inadequate measurement of these 
social inequalities.  
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12.2.2 Progressive Political Regimes 
Outside of its relationship with the direct effect of socioeconomic factors, the extent 
of gender inequity in a society may be a marker of wider political processes that are 
important for men’s health. For example, Bolzehndahl and Brooks (2007) found 
evidence that women’s political representation and labour force participation are 
important factors in increasing welfare state spending. Also, Wyndow, Li and Mattes 
(2013) showed that aspects of women’s empowerment, including labour force 
participation, educational attainment and fertility, are important drivers of the 
democratisation process. These processes have in turn been found to be associated 
with improved population health outcomes. For example, in a review of 73 studies at 
the country level Muntaner et al. (2011) found that Left and egalitarian political 
traditions and also democracy were associated with improved population health.  
 
There are multiple pathways that could lead from these processes to improved 
population health outcomes: increasing investments in health-related infrastructure; 
improved levels of social capital and psychosocial markers, and an openness to new 
knowledge and ideas that are beneficial for health. More generally, Clark and Peck 
(2012, 833) argue that ‘gender egalitarian governments may buffer males against the 
greater health risks they face when experiencing poverty’.  
 
Thus, with regards to the findings of this thesis, it is possible that the states that have 
displayed the greatest advances in women’s rights have also experienced greater and 
earlier democratic progress, stronger Left and egalitarian political traditions, and a 
greater development of welfare systems, which in turn have led to improvements in 
health. In suggesting the possibility of these broad political processes with reference 
to the US it would be remiss not to note the possible importance of processes related 
to slavery. These processes have had a profound impact on shaping the historical 
evolution of states within the US (Subramanian et al. 2009). 
  
 220 
12.2.3 Religious Factors 
The potential for religious factors to confound the relationship between gender 
inequity and men’s health has been touched on a number of times throughout this 
thesis and deserves a fuller discussion. It is of particular salience given that the 
empirical analyses were based on data from the US, which is notable for its high level 
of religiosity (Pew Research Center 2008).  
 
The possible confounding of the relationship between state-level gender inequity and 
men’s health by religious factors arises from three interrelated observations. First, 
there are large denominational differences between US states (Pew Research Center 
2008). As noted previously, an illustrative example is the state of Utah where 
estimates suggest that 58% of the population identify as Mormon, compared to many 
states where the estimate is less than 0.5% (Pew Research Center 2008). Second, 
there are denominational differences in health-related behaviours and health 
outcomes. For example, some denominations have proscriptions on tobacco and 
alcohol consumption, or have dietary regimes that reduce saturated fat consumption 
(Idler 2011; Michalak, Trocki & Bond 2007; Pew Research Center 2012). In addition 
to these behaviours, there also appear to be differences in denominational mortality 
patterns (Idler 2011).  
 
The third relevant observation is that there is some evidence of denominational 
differences in beliefs that relate to aspects of gender inequity. For example, 
individuals who identify as Evangelical Protestant, Mormon and Jehovah’s Witness 
show a particularly high tendency to believe that abortion should be illegal (Pew 
Research Center 2008). Additionally, Utah, notable for its large Mormon population, 
ranks 37th on the state reproductive rights measure in the 2004 SWS report (IWPR 
2004). 
 
The above observations may give rise to confounding if the relationship between 
denominational differences in health and denominational differences in beliefs 
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regarding gender inequity is non-random at the state level. There is evidence that this 
is the case. For example, as noted above, individuals who identify as Evangelical 
Protestant or Mormon show a particularly high tendency to believe that abortion 
should be illegal (Pew Research Center 2008). These same denominations, in some 
cases, proscribe particular behaviours that can increase risks to health, such as alcohol 
and tobacco consumption (Idler 2011; Michalak, Trocki & Bond 2007; Pew Research 
Center 2012).  
 
As such, it is plausible that the relationship between state-level gender inequity and 
men’s health is confounded by religious denominational factors. However, the effect 
of this potential confounding is not straightforward. One possible effect is to 
‘suppress’ the relationship between gender inequity and men’s health. That is, 
religious denominational factors may weaken the observed relationship between 
gender inequity and men’s health because areas with greater levels of gender inequity 
could also contain more individuals who follow religious proscriptions against health 
damaging behaviours such as alcohol and tobacco consumption. Thus, the association 
between gender inequity and men’s health and health-related behaviours may be 
weakened by the effect of religious denominational differences across states.  
 
The above explanation suggests a plausible pathway for the confounding of the 
relationship between gender inequity and men’s health by religious factors. However, 
this explanation should be treated with some caution for a number of reasons.  
 
First, the relationship between religious denominations and gender inequity has not 
been clearly established. In this discussion, the only evidence that has been provided 
is in regards to attitudes to reproductive issues. Other aspects of religious 
denominational beliefs may not be associated with gender inequity.  
 
Second, while there appears to be an established relationship between religious 
denominations and health-related behaviours, the relationship with health outcomes is 
not always consistent. As noted above, there is evidence that some denominations 
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have reduced health risks. For example Idler (2011) found in a review of the literature 
that a number of religious denominations display reduced mortality. However, in 
other studies the differential effects of denominational measures on health outcomes 
are not as clear. For example, Musick, House and Williams (2004, 210) found that 
there were no differences in mortality risk when they modelled indicators of 
conservative Protestant, moderate Protestant, liberal Protestant, Catholic and other 
versus no affiliation. Further, Kim, Smith and Kang (2014, 18 of pdf ) found in a US 
sample that in comparison to mainline Protestants, Catholics, Jews and other religious 
groups have a lower risk of mortality, but that black Protestants, Evangelical 
Protestants, and those who report no religion showed no difference.  
 
A further study by Sullivan (2010) of mortality in older adults in the US suggests that 
a large part of denominational differences are removed by the inclusion of 
socioeconomic and sociodemographic measures in modelling. Further, the inclusion 
of health behaviours in modelling led to a loss of differences between Evangelical 
and mainline Protestants, though differences for Catholics and black Protestants 
remained. Of particular relevance was that Evangelical Protestants had a higher 
mortality risk before behavioural factors (smoking and alcohol consumption) were 
included in the model. This does not suggest that these behaviours are associated with 
a protective effect for these groups. 
 
A third reason to be cautious with such a confounding model is that there is a large 
degree of heterogeneity in religious beliefs and practices within denominational 
categories in the US, and categorising individuals by religious affiliation is likely to 
incur a large degree of measurement error. Some of this heterogeneity is a 
consequence of the allocation of diverse religious traditions into a single category. 
For example, Evangelical Protestantism includes many distinct sub-families and 
social beliefs (Pew Research Center 2008; Sowinska 2007). An additional source of 
heterogeneity is that identification with a religious denomination does not necessarily 
imply assumption of a particular set of beliefs or adherence to proscriptions on 
health-related behaviours (Michalak, Trocki & Bond 2007; Pew Research Center 
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2008). For example, even within religious groups strongly opposed to abortion, not 
all individuals hold such beliefs (Pew Research Center 2008).1 Also, many 
individuals do not follow the proscriptions of their identified denomination against 
the consumption of alcohol (Michalak, Trocki & Bond 2007).  
 
An additional factor that deserves consideration is the effect of attendance. There is 
strong evidence that the apparent protective effects of religiosity on health are due to 
the effects of greater social participation (Idler 2009; Musick, House & Williams 
2004; Shor & Roelfs 2013). Any attempt to explain the possible confounding of the 
relationship between gender inequity and men’s health by religious factors will need 
to take this explanation into account. 
 
The above discussion suggests a need to gain a greater understanding of the effects of 
religious denominational factors on men’s health. However, this is complicated by a 
lack of data. The US Census Bureau generally does not collect data on religion due to 
legal limitations and policy decisions (Pew Research Center 2008). State-level 
measures of proportions of religious groups are, however, available. For example, the 
Pew US Religious Landscape Survey report (Pew Research Center 2008) and 
supplementary data provide state-level measures of religious denominational 
composition. However, the response rate for the telephone survey for this report was 
only 24% (2008). Further, the use of ecological measures of religious factors to infer 
effects on health raises the potential inferential limitations associated with the 
ecological fallacy (Robinson 2009 [1950]; Selvin 1958; Thorndike 1939).  
 
In summary, there is the potential for religious denominational factors to confound 
the relationship between state-level measures of gender inequity and men’s health 
and health-related behaviours in the US. The possible effect is to suppress the 
relationship when modelled at the state level. However, this requires more 
                                                
1 It should be noted that even in nominally conservative religious groups within the US there 
has been an active feminist movement as illustrated by the Evangelical feminist movement 
(Sowinska 2007). 
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investigation. It should also be noted that such an effect may be specific to the US 
and may not arise in other contexts less shaped by religious factors.  
12.2.4 Other Explanations 
The above factors present as the most obvious alternative explanations for the 
association between gender inequity and men’s health. However, they do not exhaust 
the possibilities. There are a range of other factors that deserve consideration, such as 
levels of social cooperation, openness to change, levels of social alienation, the extent 
of self-efficacy, and levels of individual and social autonomy and control (Marmot 
2004). A final possibility is that gender inequity is acting as a proxy for underlying 
health-related social factors that are as yet unidentified.  
12.3 Strengths 
The empirical work undertaken in this thesis has a number of strengths. First, the 
major studies utilised large, high-quality data sets. Further, relative measures of 
gender inequity were used in cases where this was appropriate. Such an approach 
reduces the likelihood of conflating measures of gender inequity with other 
socioeconomic measures (see Chapter 6).  
 
The research was also strengthened by employing a multilevel approach to model the 
relationship between gender inequity and men’s health. This allowed for 
measurement of gender inequity at the broad social level. It also allowed for 
inferences to be made about effects on individual-level health without incurring the 
ecological fallacy. As noted in the review of the empirical literature (see Chapter 4), 
only a small number of studies examining the relationship between societal-level 
measures of gender inequity and men’s health have utilised a multilevel approach.  
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The independent modelling of a range of measures of gender inequity also added 
rigour by potentially uncovering effects that would otherwise have been hidden with 
the modelling of composite measures.  
 
A final strength of this thesis is that income inequality was incorporated into the 
statistical modelling. Given the evidence for an impact of income inequality on health 
(see Chapter 3), there is a good rationale for its inclusion in epidemiological 
modelling in appropriate situations. 
12.4 Limitations 
A number of limitations of the empirical investigations undertaken in this thesis 
should be noted. Of importance are those that may have led to the mismeasurement of 
gender inequity.  
 
A primary limitation is that gender inequity was modelled with single measures. It is 
possible that, while indicative, these single measures do not adequately capture the 
full extent of gender inequity. As noted in the discussion regarding the measurement 
of gender inequity in Chapter 5, the creation of summary measures should be treated 
with caution, given evidence that measures of women’s social position vary 
independently of each other. On the other hand, it is also possible that summary 
measures may capture the additive effects of specific aspects of gender inequity.  
 
A further limitation is that gender inequity was only measured and modelled at one 
social level. As has been argued, state-level measures in the US are important in 
reflecting facets of gender inequity related to political, economic and legal processes. 
However, they may not capture important aspects of gender inequity or its 
relationship with men’s health that operate at other social levels. For example, the 
relationship between labour force participation and men’s health may be quite 
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different at the household level. The measurement of gender inequity at one social 
level may therefore provide only a partial picture of the health effects of gender 
inequity. 
 
A related issue is that the utilisation of the state as the unit of ecological measurement 
may have led to underestimation of the extent of differences in gender inequity across 
US society. As discussed above, it is possible that states do not correspond to the 
spatial distribution of gender inequity in the US (Pickett & Pearl 2001; Riva, Gauvin 
& Barnett 2007) and, as such, may not be units that are sensitive to the gradations of 
gender inequity (Blakely & Woodward 2000). Such issues may have led to under-
identification of the effects of gender inequity on men’s health (Blakely & Woodward 
2000).  
 
A further measurement related limitation is that only single time point measures of 
gender inequity were used. This gives rise to the potential for mismeasurement, 
particularly when measures are prone to volatility. For example, the proportion of 
women in the legislature may change significantly from one election to the next. This 
volatility may lead to over or underestimation of gender inequity.  
 
Finally, with regards to the measurement of gender inequity, the measures employed 
may not have accurately captured the extent of women’s real ability to take part in 
society on equal terms with men. Equal access to social, economic and political 
resources does not necessarily imply control of such resources and control over one’s 
life (Desai 2010, 10; Malhotra, Schuler & Boender 2002; Mason 1986, 292). Greater 
numbers of women in legislative positions may not necessarily translate into the 
exercise of power by women (Charmes & Wieringa 2003; Grown 2008). Greater 
women’s earnings may also not be of significant benefit if women do not have 
control over their income (Grown 2008). Some authors have argued that the concept 
of gender empowerment is superior for measuring women’s social position as it 
acknowledges the importance of both ‘agency’ and the ‘process’ of progressing from 
a state of gender inequity to gender equity (Malhotra, Schuler & Boender 2002, 7). 
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However, there are many difficulties with measuring agency, particularly at higher 
levels of social aggregation (Desai 2010; Malhotra, Schuler & Boender 2002, 29). It 
is possible that more sophisticated measures may be developed to measure aspects of 
agency at the ecological level in the future. 
  
Alongside measurement issues, some other limitations should be noted. First, there 
was limited modelling of the temporal relationship between gender inequity and 
men’s health. The analyses were either cross-sectional, or relied on relatively short 
follow-up periods. Though the relationship between gender inequity and measures 
such as self-rated health and health-related behaviours may be seen over short 
periods, it is possible that the effects of gender inequity may take long periods to fully 
manifest. As such, the true causal effect may not have been identified.  
 
A second limitation is that the findings may not be generalisable to other populations 
or settings. The US, which served as the exclusive focus of the empirical analyses, 
has a number of cultural factors that make it distinct from other economically 
developed countries. As noted, religious factors, which may be linked to the extent of 
gender inequity, are more pronounced in the US than in many other countries. 
Further, some developed countries have lower levels of gender inequity, and the 
effects on men may be reduced, or take on different forms in these cases. Particular 
caution is also warranted in generalising these findings to economically developing 
countries; the social processes related to health may be quite different in these 
settings.  
 
Finally, the analyses did not test specific theoretical pathways. As such, the findings 
cannot be used to provide evidence for any of the particular pathways outlined in 
Chapter 2.  
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12.5 What Contributions Does this Thesis Make to the 
Literature? 
This thesis makes a number of contributions. First, it highlights theoretical pathways 
that provide plausible explanations for how gender inequity could be a risk factor for 
men’s health and identifies links between these approaches. It also links this literature 
with the theoretical literature that suggests income inequality could impact health. 
This allows for a number of potentially useful theoretical insights (see Chapter 3). 
 
The thesis also provides possibly the first in-depth review of the empirical literature 
on the relationship between gender inequity and men’s health and identifies a number 
of shortcomings in the current literature that should serve to guide further empirical 
work.  
 
Further, it highlights the need for better conceptualisation and measurement of gender 
inequity. In particular, it identifies the potential inadequacy of utilising absolute 
measures of women’s social position to infer inequities between men and women. 
This issue has been raised previously (Roberts 2012). However, analysis in this thesis 
provides empirical support for such concerns.  
 
The issue of the relationship between gender inequity and men’s health is also 
addressed using a multilevel approach. As has been discussed, this approach is 
particularly appropriate for investigating this issue, but has only been utilised in a 
limited number of previous studies.  
 
Finally, and most importantly, the thesis provides evidence of an association between 
aspects of gender inequity and men’s health outcomes and health-related behaviours. 
This builds upon previous evidence of such an association and may point to a causal 
relationship. If this relationship is not causal, then the findings of this thesis may 
contribute to discovering other factors that are.  
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12.6 Implications of the Findings 
This thesis has made a contribution to research that attempts to understand the factors 
leading to the poor health of men. It has highlighted that gender inequity may be an 
important cause of men’s poor health and may also be inter-linked with other social 
processes that impact on men’s health. This knowledge provides impetus for future 
research. It should also inform the development of health promotion programs.  
 
More broadly, the findings of this research can inform social debates around gender 
inequity. The possibility that men also suffer negative effects from gender inequity 
should not be the basis to motivate social changes to ameliorate gender inequity. 
However, the understanding of the impacts of gender inequity more broadly can 
make an important contribution to the debates for both men and women. 
Understanding the social processes that individuals are part of, and the positives and 
negatives of these processes, is important for informing debates and decisions that 
impact on the future development of societies.   
 
However, it should also be noted that the findings are currently limited. Using such 
findings to concretely recommend social policy would seem unwarranted, and also 
has the potential to do harm. As such, care is required in advocating social policies 
based on limited evidence.  
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12.7 Future Research 
The theoretical discussion and empirical findings from this thesis have a number of 
implications for future research. First, they imply that the question of whether gender 
inequity carries risks for men’s health deserves more attention. Such work may 
contribute to gaining an understanding of the apparent paradox of men’s 
disproportionately high levels of mortality and has the potential to inform 
interventions that improve population health. In considering population health 
interventions, it is also important to be cognisant of the potential for these 
interventions to concurrently improve women’s health. 
 
The findings also indicate the need for a greater awareness that those who benefit 
from social inequalities may also suffer negative health effects from social 
inequalities. Social epidemiology focuses almost exclusively on attempting to explain 
how and why those who are disadvantaged suffer poorer health (O’Campo & Dunn 
2011). There is good reason for this, given the strong patterning of disease along lines 
of social disadvantage. Such an approach, however, can render researchers insensitive 
to cases that do not follow this overall pattern, and may also lead them to overlook 
the fact that while some groups benefit from the maintenance of relatively privileged 
social positions, the same groups may also bear costs. That is, health benefits and 
health costs of any social arrangement may exist concurrently. Taking a broader 
perspective may allow a better understanding of how social factors shape health. It 
may also encourage an analysis that focuses on social systems as a whole.  
 
A greater effort should be made to combine the theoretical literature on gender 
inequity and men’s health with the broader health inequalities literature. There is 
potential to generate novel theoretical insights from this process. Several of the 
theoretical approaches relating to gender inequity and men’s health resonate with 
themes in the broader social inequalities literature. Two examples illustrate this: First, 
several approaches highlight the importance of psychosocial factors for health. 
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Second, there is a large degree of overlap between structural pluralist, social capital 
and neo-materialist approaches in regards to the importance of social efficacy in 
providing for the health needs of communities.  
 
Greater care also needs to be given to how gender inequity is measured. A particular 
issue is the use of absolute measures of women’s social position to draw conclusions 
regarding gender inequity. As illustrated in Chapter 6, absolute measures of women’s 
social position are not necessarily predictive of the extent of inequalities between 
men and women. Further, absolute measures of women’s social position may act as 
proxy measures for social inequalities experienced by both men and women. As such, 
they may conflate the effects of gender inequity with other social inequalities. The 
potential consequence of this approach is that gender inequity is mismeasured, and, in 
turn, that invalid inferences are made about the effects of gender inequity on the 
health of both men and women.  
12.8 Suggestions for Future Work 
The findings above suggest a number of considerations for future work on this topic. 
First, studies should explore the relationship between gender inequity and men’s 
health with a focus on other health outcomes, particularly those that have the 
strongest links to theoretical approaches. A prime candidate for this would be 
morbidity or mortality linked to high-risk behaviours, given theoretical approaches 
arguing that men utilise such behaviours in defining their social position. There is 
evidence that homicide, motor vehicle accidents and suicide account for between one-
third and one-half of the sex difference in years of potential life lost across ethnic 
categories in the US (Wong et al. 2006). These outcomes present as an important area 
for future research (see Stanistreet et al. 2007 for a previous example).  
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A further area that deserves attention is mental health. This may be a particularly 
interesting test of the hypothesis that gender inequity is a risk factor for men’s health, 
given that psychological distress and depressive disorders present as aspects of health 
where men appear to be healthier than women (Hyde 2014; Macintyre, Hunt & 
Sweeting 1996; Piccinelli & Wilkinson 2000; Seedat et al. 2009). There is also good 
reason to investigate the impacts of gender inequity on boy’s and men’s health 
through its effect on reproductive outcomes. As noted in Chapter 2, there is extensive 
evidence linking women’s social position to reproductive outcomes. However, the 
studies have generally relied on samples from economically developing countries. 
There is potential to further investigate these processes in economically developed 
countries.  
 
As well as investigating other health outcomes, future work should focus on specific 
population subgroups. There is evidence that higher male mortality is largely 
attributable to disproportionately high mortality levels in specific male sub-
populations, rather than in the male population in general (Luy & Gast 2014, 143). It 
is possible that a more focused examination of male sub-populations may provide a 
greater understanding of the relationship between gender inequity and men’s health. 
An area of focus should be men in disadvantaged social positions, given that 
socioeconomic differences appear to be important in explaining men’s higher 
mortality (Luy & Gast 2014). The importance of the mortality rates of men in 
disadvantaged social positions in explaining sex mortality gaps in developed 
countries has long been noted (Nathanson & Lopez 1987).  
 
Future research should also examine the effects of a range of other measures of 
gender inequity. The appropriate measures for investigation will depend, in part, on 
the populations of interest. For example, legal frameworks that are protective of 
women’s rights may be important in the context of economically developing 
countries.  
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The investigation of other measures of gender inequity should also include summary 
measures. As discussed in Chapter 5, there is reason to be cautious with such 
measures as they may obscure the effect of particular aspects of gender inequity. 
However, summary measures also have the potential to reduce overly complex 
analyses, particularly when measures are closely related, such as socioeconomic 
measures (Pickett & Pearl 2001). They also have the potential to identify underlying 
aspects of gender inequity that are not directly measurable. One approach that should 
be investigated to examine the relationship between specific measures of gender 
inequity is latent variable modelling (Bollen 2002). Combining this with multilevel 
modelling presents an optimal approach to examining the relationship between 
societal measures of gender inequity and men’s health. The implementation of such 
an approach previously has been limited (see Roberts 2012 for an example). 
 
There is also a need for the measurement and modelling of gender inequity at other 
levels of social aggregation and in other settings. One area that deserves attention is 
the international level. Countries show marked differences in the extent of gender 
inequity across a range of different dimensions (Social Watch n. d.; UNDP 2011; 
World Bank 2011; WEF 2014). As noted in the review of the empirical literature in 
Chapter 5, a limitation of many studies at the international level is that they employ 
an ecological study design. As such, these studies have limited inferential strength 
due to the existence of the ecological fallacy. Further work at this level that uses a 
multilevel approach is warranted. Of particular interest is examining whether the 
relationship between gender inequity and men’s health is different for distinct levels 
of economic development. Other levels of interest include the community, workplace 
and relationship levels. While each of these levels has received some attention, the 
bulk of this work has come from Sweden. Examining the relationship between gender 
inequity and men’s health at these levels in other contexts is called for.  
  
Future work should incorporate a greater temporal component into study designs 
where appropriate data exists. This allows for stronger inferences about the direction 
of causation. It also allows for the modelling of plausible time lags between the 
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exposure to gender inequity and the health outcome of interest. In taking this 
approach, it is important to be aware of the fact that different health outcomes may 
have quite different etiological time lags linking them to the theorised effects of 
gender inequity (Lynch et al. 2004). For example, infant mortality is likely to have 
significantly shorter times lags than heart disease (Lynch et al. 2004; Wilkinson and 
Pickett 2006). It is worth noting that studies from the income inequality literature 
suggest that the effect of income inequality is more evident when time lags are taken 
into account (Blakely et al. 2000; Kondo et al. 2009; Kondo et al. 2012; Subramanian 
& Kawachi 2004; Zheng 2012). If gender inequity impacts on men’s health through 
similar pathways, it may also be most evident when similar lag effects are modelled.    
 
Religious factors also present as an area that deserves attention. The findings of this 
thesis suggest that religious factors may be confounders of the association between 
gender inequity and men’s health, particularly health behaviours. Future work should 
investigate this possibility. Such work could be particularly pertinent with regards to 
further developing masculinities and health theory. It is possible that the theory will 
need to be modified to account for the influence of religious factors.  
 
The development of theory more generally also presents as an area for future work. 
The theoretical discussion in Chapter 3 identified that there are important links 
between the theories for explaining how gender inequity could be a risk factor for 
men’s health and the broader social epidemiological literature, particularly the 
literature regarding income inequality. Further development of these links could lead 
to theoretical perspectives that offer better insights into how social factors shape the 
health of men. 
 
Finally, future research should investigate men’s health from a broader perspective. 
The introduction to this thesis highlighted an important question for social 
epidemiology to address: What accounts for men’s high levels of mortality and, in 
cases, high morbidity? Answering this question has the potential to make a large 
public health contribution. The approach in this thesis has been to focus on the 
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dynamics of gender inequity. However, other approaches are possible. One is to focus 
on socioeconomic factors more generally. While socioeconomic factors may not 
explain the relationship between gender inequity and men’s health, they may explain 
some of men’s mortality and morbidity patterns. In particular, it appears that men are 
more susceptible to socioeconomic and sociodemographic factors than women, 
particularly at younger ages (Anson 2003; Luy & Gast 2014; Mackenbach 2006; 
Marmot 2004). Thus, it is possible that men’s health patterns are a product of other 
socioeconomic factors besides gender inequity, or perhaps concurrently with gender 
inequity. This explanation deserves more attention.  
12.9 Concluding Comments 
This thesis began by identifying an apparent paradox in the epidemiological findings: 
that men receive a range of social, economic and political benefits from the privileged 
social position accorded them by gender inequity, yet they do not appear to receive 
commensurate health benefits. The aim of the thesis was to investigate one possible 
explanation for this finding: that gender inequity itself is a risk factor for men’s 
health. The findings lend some limited support to this proposition. It appears that 
some aspects of gender inequity may be predictors of poorer health outcomes in men, 
at least in the US context. However, the findings also suggest that the relationship is 
complex, and that health-related behaviours do not provide a simple explanation. A 
much larger body of work will be required before any causal conclusions can be 
drawn. 
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Appendix A. 
This Appendix relates to the investigations undertaken in Chapter 6. 
 
Data sources and calculation: 
 
Percentage in Labour Force 
Source: Table downloaded from US Bureau of Labor Statistics 
http://www.bls.gov/lau/table12full02.xls 
Refers to 2002 annual average 
Notes: percentage scores for civilian labour force by sex taken directly from 
spreadsheet.  
 
Four or More Years of College Education  
Source: American Fact Finder at US Census Bureau website 
http://factfinder2.census.gov/faces/nav/jsf/pages/index.xhtml 
2005 American Community Survey. File downloaded as Excel (B15002) 
Notes: for population 25 years and over absolute number for those with 
Bachelor’s degree, Master’s Degree, Professional School degree and Doctorate 
degree combined and divided by total reported population then multiplied by 100 
for each sex.   
 
Voter Registration  
Source: Voting and Registration in the Election of November 2000 tables 
https://www.census.gov/hhes/www/socdemo/voting/publications/p20/2000/tab04a
.xls 
Notes: percentage registered for male and female in each state taken directly from 
spreadsheet 
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Appendix B. 
This Appendix provides the details on the sources and calculation of the gender 
inequity and income inequality measures that are investigated in Chapter 7. These 
measures are also used in the subsequent analyses.  
Data Set 1: Measures in or close to 1996  
Higher Education: percentage of males 25 years and over with Bachelor’s 
degree or higher relative to percentage females 25 years and over with Bachelor’s 
degree or higher.  
1990 Census — Education in the US 
http://www.census.gov/prod/cen1990/cp3/cp-3-4.pdf  
Table 2 p. 15 
m/w*100 
 
Reproductive Rights: composite measure calculated from a measures of 
women’s reproductive wellbeing and autonomy, including ‘abortion services 
without mandatory parental consent laws for minors, access to abortion services 
without a waiting period, public funding for abortion services under any 
circumstances if a woman is eligible, percent of counties that have at least one 
abortion provider, whether the governor or state legislature is pro-choice, public 
funding of infertility treatments, existence of a maternal stay law, and whether 
gay/lesbian couples can adopt’ (IWPR 1996, 45). This measure was taken from 
the 1996 SWS report (IWPR 1996).  
 
Provider Access:1 percentage of women aged 18–44 living in a county without 
an abortion provider (Henshaw 1998). 
http://www.guttmacher.org/pubs/journals/3026398.html 
Table 5  
 
Elected Office: composite measure calculated to reflect the proportion of female 
office-holders at state and national level, taken from the SWS report (IWPR 1996).  
 
Management: percentage of males in executive, administrative and managerial 
roles relative to percentage of females in executive, administrative and managerial 
roles 
US Bureau of Labor Statistics — Geographic Profile of Employment and 
Unemployment, 1997 
http://www.bls.gov/opub/gp/pdf/gp97_complete.pdf 
Table 15 p. 66 m/w*100 
 
                                                
1 This measure is different to that used in the calculation of the Reproductive Rights 
measure, but conforms to that used in SWS 2004 report (IWPR 2004). 
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Business Ownership: male-owned businesses relative to female and equally 
owned businesses. 
Company Summary — 1997 Economic Census 
http://www2.census.gov/econ/sbo/97/e97cs-1.pdf 
Table 2 
m/(w+eq)*100 
 
 
 
Labour Force: percentage of males participating in the labour force relative to 
percentage of women participating in the labour force (civilian non-institutional 
population) 
Census Bureau Labor Force, Employment and Earnings No. 621 p. 397 
http://www.census.gov/prod/2/gen/96statab/labor.pdf  
m/w*100 
 
Earnings Ratio: ratio of full-time, full-year employed women’s to men’s 
earnings for 1989, taken from the SWS report (IWPR 1996).   
 
Relative Poverty: percentage female poverty relative to percentage male poverty 
for 1989. 
http://www.census.gov/hhes/www/poverty/data/census/1960/cphl187.html  
w/m*100 
 
Income Inequality: family Gini 1993 University of Texas Inequality Project  
http://utip.gov.utexas.edu/data.html 
Note: family Gini used in this case as household Gini not available. However, 
where household Gini is available it shows a strong correlation with family Gini; 
e.g., UTIP family Gini and Census household household Gini correlated 0.95 for 
1999 and 0.88 for 1989 (results not shown).  
 
 
Data Set 2: Measures in or close to 2004  
Higher Education  
Source: American Fact Finder at US Census Bureau website 
http://factfinder2.census.gov/faces/nav/jsf/pages/index.xhtml 
File downloaded as Excel (B15002) 
Calculation: Bachelors/Masters/Professional/Doctorate summed for each sex and 
divided by total population for sex, then male divided by female multiplied by 
(100) 
 
 
Reproductive Rights  
Source: Reproductive Rights Composite Index from SWS report 2004 Table 9, 
p. 43 
http://www.iwpr.org/publications/pubs/the-status-of-women-in-the-states 
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Abortion Provider  
Source: Reproductive Rights Index from SWS report 2004 Table 9, p. 43 
http://www.iwpr.org/publications/pubs/the-status-of-women-in-the-states 
 
 
 
Elected Office  
Source: Women in Elected Office Composite measure taken from 2004 SWS 
report Table 2, p. 13. It is a component measure of the Political Participation 
Composite Index 
http://www.iwpr.org/publications/pubs/the-status-of-women-in-the-states 
 
 
Management  
Source: American Fact Finder 2005 American Community Survey 
Sex by Occupation for the Civilian Employed Population 16 Years and 
Over Table B24010 
Calculation: Male Management Occupations divided by Male Population. Female 
Management Occupations divided by Female Population. Male result divided by 
Female result * 100 
From table selected ‘Management Occupations’. Superior to ‘Management, 
Business and Financial Occupations’ as this may include occupations that do not 
hold responsibility and power.  
 
 
Business Ownership  
Source: American Fact Finder — Survey of Business Owners 2002 Table  
SB0200A1 
Calculation: Number of firms with or without paid employees 
Male owned divided by (female+equally owned) *100 
 
 
Labour Force 
Source: American Fact Finder — Employment Status — 2005 American 
Community Survey S2301 
Calculation: Population 20 to 64 years: male percentage in labour force divided 
by female percentage labour force * 100 
 
 
Earnings  
Source: Table retrieved from American Fact Finder website:  
S2001-Earnings in the Past 12 Months (In 2005 Inflation-Adjusted Dollars) 2005 
American Community Survey — Median earnings FT year round 
Calculation: Male divided by female * 100 
 
 
Gender Inequity — Relative Poverty 
Source: American Fact Finder B17001: Poverty Status in the Past 12 Months by 
Sex by Age 
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Calculation: Table did not have separate male/female population so sex ratio was 
taken from table S0101 to calculate absolute populations of male and female. 
Then population with income in the past 12 months below poverty level divided 
by total population for male and female. Female % below poverty divided by 
male % below poverty and multiplied by 100 
 
 
Income Inequality 
Source: Household Income Inequality Measures Based on ACS Data: 2000–2005 
paper — US Census bureau — Gini 2004 
http://www.census.gov/hhes/www/income/publications/ACS%20inequality%20re
port%202000-2005_v2.pdf  
Table 5: State-Level Mean Household Income and Selected Income Inequality 
Measures, 2004 
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Appendix C. 
This Appendix provides supplementary information for Chapter 8. 
 
Data Sources — Additional State-Level Covariates  
 
GDP 
Source: Real per capita GDP by state (chained 2009 dollars) from US Department 
of Commerce — Bureau of Economic Analysis taken from table.  
http://www.bea.gov/itable/iTable.cfm?ReqID=70&step=1#reqid=70&step=1&isu
ri=1 
 
State-level median income 
Source: Taken from: Income, Poverty, and Health Insurance Coverage in the 
United States: 2004 US Census Bureau P60-229 
http://www.census.gov/prod/2005pubs/p60-229.pdf 
Table 9. Income of Households by State Using 2- and 3-Year-Average Medians: 
2002 to 2004 (Income in 2004 dollars), p. 23 
Income, Poverty, and Health Insurance Coverage in the United States: 2004 
Household Median Income 3-year average 2002–2004  
 
 
 
Notes on calculation of equivalised household income  
 
Calculated from the household income variable; eight categories of household 
income were provided from the BRFSS data set: less than $10,000; $10,000 to 
<$15,000; $15,000 to <$20,000; $20,000 to <$25,000; $25,000 to <$35,000; 
$35,000 to <$50,000; $50,000 to <$75,000; $75,000 or more. To calculate 
equivalised income a mid-point value was substituted for each of the categories. 
In the case of the top category a value was calculated utilising a Pareto 
distribution following Ligon (1994) — see below. Each of these values was 
divided by the square root of the total number of persons in each household 
(OECD n. d.).   
 
 
Calculation of dollar value for top category for income: 
 
Following paper by Ligon (1994) 
Calculate v=c-d/b-a=1.354 
a=log10 lower bound of category preceding top category=log10(50,000)= 
b=log10 lower bound top category=log10(75,000) 
c=log10sum of frequencies top two categories (22082+30160) 
d=log10 frequency top category (30160) 
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value=75000*(v/v-1)=286319 
 
Mid-point categories:  
 
INCOME2 Recode_1 less than $10,000  $5000 
INCOME2 Recode_2  $10,000 to <$15,000  $12500 
INCOME2 Recode_3 $15000 to <$20,000  $17500 
INCOME2 Recode_4 $20,000 to <$25,000  $22500 
INCOME2 Recode_5 $25,000 to <$35,000  $30000 
INCOME2 Recode_6 $35,000 to <$50,000  $42500  
INCOME2 Recode_7 $50,000 to <$75,000  $62500 
INCOME2 Recode_8 $75,000 or more   $286319 
 
 
Appendix	  Table	  C.1a	  Data	  Preparation	  —	  Recoding	  of	  Categorical	  Variables	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Appendix	  Table	  C.1b	  Data	  Preparation	  –	  Missing	  Cases	  
 
 
Appendix	  Table	  C.1c	  Data	  Preparation	  –	  Missing	  Cases	  by	  Income	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Sensitivity Testing: Notes on missing data imputation 
 
MLwiN requires full cases for analysis. For the full data set, approximately 12% 
of cases were lost due to missing data. The level of missing data for most 
variables was minimal (<= 1% of cases). However, for the income variable 
approximately 10% of data were missing. Missing data can lead to biased results. 
A solution to this issue is to undertake multiple imputation of missing data based 
on the assumption of missing at random (Carpenter, Goldstein & Kenward 2011). 
REALCOM software provides the functionality to undertake multiple imputation 
in multilevel data sets (Carpenter, Goldstein & Kenward 2011; Goldstein et al. 
2008). Multilevel multiple imputation is, however, computationally intensive. As 
such, the modelling of missing data for this study posed a challenge given that the 
models were complex and that the number of cases was large.  
 
To overcome this issue a ‘workaround’ method was utilised. Smaller age band 
restricted subsets of data were constructed with missing data only on the income 
variable to reduce the computational load.  
 
Model 1:  65+ years; this data set had 29,244 individuals nested in 50 states. The 
full case analysis has 25,052 individuals, representing a loss of approximately 
14% of cases due to missing data on the income variable. This was a higher 
percentage than the 18+ data set where approximately 10% of cases were lost due 
to missing income data. 
 
Model 2: 40–49 years; this data set had 26,487 men nested in 50 states. The full 
case analysis had 24,639 individuals, representing approximately 7% of cases lost 
due to missing income data.  
 
The settings for multiple imputation in REALCOM were a burn-in of 1000 
iterations, followed by 10,000 updates with 20 imputations (Carpenter, Goldstein 
& Kenward 2011). Original estimation models were undertaken with PQL2 
estimation.   
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Appendix	  Table	  C.2	  Multilevel	  Logistic	  Regression	  for	  SRH	  (18+	  yrs)	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Appendix	  Table	  C.3	  Multilevel	  Logistic	  Regression	  for	  SRH	  (18–64	  yrs)	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Appendix	  Table	  C.4	  Multilevel	  Logistic	  Regression	  for	  SRH	  (65+	  yrs)	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Appendix	  Table	  C.5	  Sensitivity	  Testing	  with	  Income	  in	  Original	  Categories	  (18+	  yrs)	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Appendix	  Table	  C.6	  Sensitivity	  Testing	  Household	  Median	  Income	  Instead	  of	  GDP	  (18+	  yrs)	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Appendix	  Table	  C.7	  Sensitivity	  Testing	  —	  Reproductive	  Rights	  Model	  with	  PQL2	  and	  MCMC	  
Estimator	  (18+	  yrs)	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Appendix	  Table	  C.8	  Missing	  Data	  Imputation	  Models	  for	  65+	  Years	  Reproductive	  Rights	  Model	  
and	  40–49	  Years	  Labour	  Force	  Model	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Appendix	  Table	  C.9	  Absolute	  Risk	  Calculation	  for	  Provider	  and	  Elected	  Office	  Models	  (65+	  yrs)	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Appendix D. 
This Appendix provides supplementary information for Chapter 9. 
 
Data Source for Additional State-Level Covariate 
 
GDP per capita 
Bureau of Economic Analysis  
Per capita real GDP by state 1993 (chained 1997 dollars) 
http://www.bea.gov/itable/iTable.cfm?ReqID=70&step=1#reqid=70&step=1&isu
ri=1 
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  D.1	  Data	  Preparation	  —	  Recoding	  of	  Categorical	  Variables	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Appendix	  Table	  D.2	  Multilevel	  Logistic	  Regression	  for	  Mortality	  (18+	  yrs)	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Appendix	  Table	  D.3	  Multilevel	  Logistic	  Regression	  for	  Mortality	  (18–64	  yrs)	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Appendix	  Table	  D.4	  Multilevel	  Logistic	  Regression	  for	  Mortality	  (65+	  yrs)	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Appendix	  Table	  D.5	  Multilevel	  Logistic	  Regression	  Model	  	  
—	  Individual	  Level	  Variables	  (65+	  yrs)	  
 
 
Appendix	  Table	  D.6	  Sensitivity	  Testing	  PQL2	  vs	  MCMC	  Estimation	  Elected	  Office	  Model	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Appendix	  Table	  D.7	  Absolute	  Risk	  Calculations	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Appendix E. 
This Appendix provides supplementary results for Chapter 10. 
Appendix	  Table	  E.1	  Multilevel	  Linear	  Regression	  for	  SRH	  (full	  models	  and	  interaction	  models)	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Appendix	  Table	  E.2	  Sensitivity	  Testing	  with	  IGLS/MCMC	  Estimation	  (full	  model	  +	  earnings*Gini	  
interaction	  term)	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Appendix	  Figure	  E.1	  Normality	  Plot	  for	  Individuals	  (full	  model	  +	  provider*Gini	  interaction	  term)	  
 
 
 
 
 
Appendix	  Figure	  E.2	  Normality	  Plot	  for	  States	  (full	  model	  +	  provider*Gini	  interaction	  term)	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Appendix F.  
This Appendix provides supplementary results for Chapter 11. 
Appendix	  Table	  F.1	  Multilevel	  Logistic	  Regression	  for	  Binge	  Drinker	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Appendix	  Table	  F.2	  Multilevel	  Logistic	  Regression	  for	  Heavy	  Drinker	  
 
  
  
 
295 
Appendix	  Table	  F.3	  Mulltilevel	  Logistic	  Regression	  for	  Smoker	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Appendix	  Table	  F.4	  Multilevel	  Logistic	  Regression	  for	  Inadequate	  Fruit	  and	  Vegetable	  Intake	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Appendix	  Table	  F.5	  Multilevel	  Logistic	  Regression	  for	  Physical	  Inactivity	  
 
	  
