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RESUMO 
 
Parametrização de Campo de Força Derivado de Cálculos Mecânico-Quânticos 
para o Cristal Líquido 4-Ciano-4’-Pentilbifenil 
 
 
Simulações de Dinâmica Molecular tornaram-se uma ferramenta indispensável no 
estudo de sistemas em fase condensada, incluindo sistemas líquido-Cristalinos, e 
na predição de propriedades dinâmicas. Cristais líquidos possuem um leque 
enorme de aplicações, mas o estudo teórico destes sistemas torna-se complicado 
devido ao seu tamanho, ao método utilizado para obtenção dos parâmetros do 
campo de força e, principalmente, à transferibilidade dos parâmetros para outro 
estado termodinâmico. Tendo isso em vista, este trabalho propõe uma metodologia 
para parametrizar campos de força derivados de cálculos mecânico-quânticos que 
possuam um grau de transferibilidade confiável. O sistema escolhido neste trabalho 
foi o 4’-Pentil- 4-Carbonitrila, também conhecido como 5CB, pois o mesmo já é 
utilizado em diversos aparelhos óptico-eletrônicos; a parametrização intramolecular 
foi feita com o programa JOYCE, e a intermolecular, com o programa PICKY. Os 
parâmetros intramoleculares obtidos mostraram uma boa descrição da geometria 
interna do sistema, contribuindo para a parametrização intermolecular, a qual 
obteve uma excelente descrição de propriedades termodinâmicas. Este trabalho 
corrobora para a hipótese de que campos de força derivados de cálculos mecânico- 
quânticos podem descrever diferentes fases termodinâmicas com um alto grau de 
confiabilidade. 
 
 
Palavras-chaves: Cristal Líquido, Campo de Força, JOYCE, PICKY 
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ABSTRACT 
 
Parametrization of Quantum Mechanical derived Force Field for the Liquid Crystal 4-
Cyano-4’-Pentylbiphenyl 
 
Simulations using Molecular dynamics have become a powerful tool in the study of 
systems in condensed phase, including liquid-crystalline systems, and in the 
prediction of dynamical properties. Liquid Crystals have many applications, but the 
theoretical study of these systems is more complex because of their size, the 
method that was used in the force field parametrization and, mainly, because in 
most of the cases parameters cannot be transferred to another thermodynamical 
state. With that in mind, this work propose a methodology to parametrize force fields 
derived from quantummechanical calculations and which can be transferred to other 
thermodynamical state without losing important information. The chosen system in 
this work was the 4-Cyano-4’-Pentylbiphenyl, also known as 5CB, which have been 
used in many optical-electronic device and the intramolecular parametrization was 
done with the JOYCE program and the program PICKY was used in the 
intermolecular parametrization. The intramolecular parameters obtained show a 
good description of the internal geometry, contributes to the intermolecular 
parametrization, with we obtained an accurate description of the thermodynamical 
and physical chemical properties. This work corroborate to the hypothesis that force 
field derived from quantum-mechanical calculations can describe different 
thermodynamical states without losing important information. 
 
 
Key-Words: Liquid Crystals, Force Field, JOYCE, PICKY. 
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1 INTRODUÇÃO 
 
Materiais na natureza podem ser divididos em três diferentes fases, ou 
estados da matéria, dependendo da mobilidade que cada átomo ou molécula 
apresenta. A fase sólida, onde forças intermoleculares fazem com que os átomos 
possuam posições fixas, ordem, e uma periodicidade bem definida.  Porém, na fase 
líquida as moléculas ainda se encontram aglomeradas, mas não possuem mais uma 
estrutura fixa, não há mais nenhum grau de ordem e nenhuma periodicidade, podendo 
assim assumir qualquer forma. Assim como no líquido, a fase gasosa não possui 
forma fixa e apresenta baixa resistência a compressão, uma vez que há espaço 
significativo entre os átomos, ou moléculas, para se aproximarem. 
Apesar dessas três fases serem bem definidas, a transição entre elas em 
alguns materiais não é linear e clara e existem um grande número de outras fases 
intermediárias. Uma categoria de moléculas que apresentam transições 
intermediarias é os cristais líquidos.  Tais moléculas possuem uma ordem e 
periodicidade semelhante, ou levemente menor, que a de um sólido mas interagem 
com campos magnéticos, elétricos e possuem propriedades ópticas semelhantes à de 
um líquido. 
Cristais Líquidos são muito conhecidos atualmente por suas diversas 
aplicações: tanto na ciência e na tecnologia por cientistas, quanto em sua ampla 
utilização - em televisões, calculadoras, relógios e outros aparelhos eletrônicos - por 
pessoas em geral. Contudo o conhecimento da existência desta classe de moléculas 
não é recente.  Tais moléculas existem há, aproximadamente, 128 anos, e, desde a 
sua descoberta, diversos estudos foram e estão sendo realizados para melhor o 
entendimento sobre elas1. 
O aparecimento de um cristal líquido e suas fases, também conhecidas como 
mesofases, ocorre entre o sólido cristalino e o líquido isotrópico, podendo apresentar 
diferentes conformações e orientações moleculares em cada mesofase, com 
diferentes comprimentos e larguras. Esses cristais podem ser divididos em duas 
categorias: a primeira são os liotrópicos, os quais consistem em dois ou mais 
componentes que exibem as propriedades líquido-cristalinas em certas concentrações 
específicas. Muitas moléculas anfifílicas, que possuem uma parte hidrofílica e uma 
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parte hidrofóbica, possuem fases líquido-cristalinas liotrópicas dependendo do volume 
das regiões hidrofílicas e hidrofóbicas; o exemplo mais comum desta categoria de 
cristal líquido é o sabão. A segunda categoria são os termotrópicos, os quais as 
transições entre mesofases dependem da faixa de temperatura em que se encontram. 
Se a temperatura for muito alta, a agitação térmica destrói o ordenamento líquido-
cristalino das moléculas, e, se a temperatura for muito baixa, a maioria dos materiais 
tornar-se-á um cristal. Grande parte dos cristais líquidos termotrópicos são compostos 
de moléculas do tipo rod-like (cilíndrica) e são os mais aplicados em aparelhos óptico-
eletrônicos.  A Figura 1, a seguir, mostra uma representação da forma rod-like e disk-
like  
 
Figura 1 - Representação de uma molécula do tipo rod-like (a) e representação de uma 
molécula do tipo disk-like (b) 
 
Muitos cristais líquidos termotrópicos apresentam diferentes fases conforme 
a temperatura varia. Em especifico, cristais líquidos tipo rod-like, às vezes chamados 
de mesogênicos, apresentam diferentes fases esméticas, seguidas por uma fase 
nemática antes de assumirem a forma de líquido isotrópico conforme a temperatura 
aumenta, como é mostrado na figura 2. 
 
 
1. Figura 2 - (a) Sólido Cristalino. (b) Fase Esmética-C. (c) Fase Esmética-A. (d) Fase Nemática. 
(e) Líquido Isotrópico. Fonte: Woltman, S. J.; Crawford, G. P.; Jay, G. D. Liquid Crystals: 
Frontiers in Biomedical Applications (World Scientific, Hackensack), 2007. 
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Apesar de a fase esmética ter um grau maior de ordenação, pois é a mais 
próxima da fase cristalina, é a fase nemática que possui maior aplicação em 
dispositivos ópticos-eletrônicos. Em especifico, o cristal líquido 4-Ciano-4’-
Pentilbifenil, conhecido como 5CB, é um cristal líquido termotrópico utilizado em 
dispositivos óptico-eletrônicos, e também é utilizado como um sensor em 
biossistemas. O 5CB pertence à família dos n-CB, em que n indica o número de 
carbonos presentes na parte alquilica da molécula, e possui uma transição da fase 
sólido cristalino para fase nemática em 18°C, e da fase nemática para fase líquido 
isotrópico em 35°C. Devido sua vasta aplicabilidade em aparelhos óptico-eletrônicos, 
o 5CB foi escolhido como molécula teste para a implementação das metodologias 
descritas neste trabalho. 
 
 
1.1 LINHA DO TEMPO DOS CRISTAIS LÍQUIDOS 
 
Em 1888, Friedrich Reinitzer estava estudando o ponto de fusão de derivados 
de colesterol extraídos da cenoura  e já havia sintetizado vários ésteres de colesterol. 
Utilizando um microscópio de polarização, o cientista constatou as cores violeta e azul 
em ambas transições de fase no benzoato de cloresterio; com isso, pôde concluir que 
essas substâncias possuíam uma característica inusitada: a uma certa temperatura, 
essas substâncias passavam de uma estrutura sólida cristalina para um líquido opaco; 
em temperaturas um pouco mais elevadas, esse líquido opaco se transformava em 
um líquido opticamente claro. Em 1889, Otto Lehmann e Friedrich Reinitzer 
publicaram o artigo Uber fließende Kristalle; por consequência, Reinitzer ficou 
conhecido por ter descoberto cristais líquidos, e Lehmann, por fundar a pesquisa em 
cristais líquidos2. No mesmo ano, o químico Carl Krauch publicou o artigo Die Prüfung 
chemischer Reagenzien auf Reinheit; este foi o primeiro artigo de análise química em 
cristais líquidos, comprovando a pureza dos compostos descobertos e sintetizados 
por Lehmann e Reinitzer3. Dessa forma, abriu-se uma grande demanda dessas novas 
substâncias, e em 1904 elas já eram listadas em catálogos para estudos científicos. 
Uma contribuição extremamente importante para o entendimento dos cristais líquidos 
foi feita por Georges Friedel que, em 1922, publicou o artigo de revisão Mesomorphic 
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states of metter, no qual descreve 42 cristais líquidos e caracteriza as fases esmética, 
nemática e colesterica através das texturas de orientações homogêneas e 
homeotrópicas. Friedel também investigou misturas de cristais líquidos, estudou seus 
diagramas de fase e explicou transições entre mesofases quando as substâncias 
liquido-cristalinas são aquecidas1.  
No fim dos anos 70, Chandrasekhar determinou que nem todos os cristais 
líquidos possuem estrutura tipo cilíndrica (rod like), mas que possuem também 
estrutura tipo disco (disc like)1.  
No início dos anos 90, ocorreu um enorme crescimento com a utilização de 
cristais líquidos em notebooks e computadores de mesa graças ao uso de LCDs – 
inicialmente monocrômicos, mas logo em seguida coloridos. Hoje em dia, mais de 
quatro bilhões de pessoas utilizam LCD em seus aparelhos de comunicação e 
acredita-se que essa tecnologia vai ser dominante até o fim da década1 
Não se encontrou ainda um limite para a aplicação dos diferentes tipos de 
cristais líquidos nos dispositivos óptico-eletrônicos, pois, com o decorrer do tempo, 
novas tecnologias baseadas nessas moléculas têm sido desenvolvidas para aumentar 
o desempenho dos dispositivos e reduzir o custo de energia. 
 
 
1.2 CRISTAIS LÍQUIDOS NA MEDICINA 
 
Os cristais líquidos conseguem auxiliar no diagnóstico de problemas na 
corrente sanguínea, de tumores, de patologias, além de auxiliarem na gestação e em 
teste de drogas no organismo². Na determinação de problemas na corrente 
sanguínea, por exemplo, o cristal líquido consegue identificar pequenas mudanças no 
gradiente de temperatura que é causado por um fluxo descontinuo de sangue, o que 
auxilia na localização do problema e diminui incertezas em relação ao diagnóstico. 
A primeira aplicação de cristais líquidos na medicina foi feita por James 
Fergason, em 1958, na qual ele utilizou cristais líquidos colestéricos como indicadores 
de temperatura4.  
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1.2.1 Biosensores utilizando cristais líquidos na fase nemática 
 
A interação entre a superfície de um cristal líquido com um  biossistema é uma 
das chaves para desenvolver biosensores usando cristais líquidos na fase nemática5-
9pois tal interação causa uma reorientação do cristal líquido na interface, por 
consequência, ocorrendo uma mudança nas propriedades ópticas do cristal líquido. O 
método mais utilizado é a imobilização do cristal líquido em uma superfície sólida 
como um sensor para amostras biológicas, no qual 5CB é utilizado com mais 
frequência, uma vez que ele consegue agir como sensor para diversos tipos de bio-
sistemas, tais como DNA, Proteínas, Bactérias, Vírus, fosfopeptídeos, eventos de 
binding proteína-peptídeo8,10-17.  
 
 
1.3 DINÂMICA MOLECULAR NO ESTUDO ESTRUTURAL DE SISTEMAS 
 
Simulações de Dinâmica Molecular (DM) são ferramentas poderosas para o 
estudo de sistemas organizados como os cristais líquidos. O rápido incremento das 
facilidades computacionais tornou possível a realização de simulações de DM de 
sistemas compostos por centenas de moléculas de tamanho médio e durante longos 
tempos de simulação, pois, segundo a lei de Moore, o número de transistores em um 
circuito integrado dobra, aproximadamente, a cada dois anos. Com isso, simulações 
do vírus STMV, o qual possui 1 milhão de átomos e foi simulado durante 50 ns, 
tornaram-se possíveis. Tal simulação, em um computador comum, duraria certa de 35 
anos, mas, devido ao grande avanço computacional, foi possível de ser realizada em 
uma escala temporal adequada18.  
Diferentes métodos de amostragem têm sido utilizados em diversos sistemas 
biológicos com o intuito de determinar estados de transição, estruturas primárias e 
secundárias de proteínas, interações proteína-ligante, entre outras informações de 
interesse19 Determinar a estrutura de um possível estado de transição de uma reação 
é uma tarefa complicada e de extrema importância para o desenho de novos fármacos 
e processos catalíticos industriais19, tendo em vista que, uma vez conhecida a 
estrutura do sistema em estudo, diversas informações podem ser extraídas desta 
estrutura. Para os cristais líquidos, o conhecimento estrutural da mesofase é essencial 
para sua aplicação e compreensão.  
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1.4 MÉTODOS QUÂNTO-MECÂNICOS PARA SISTEMAS COM ELEVADO 
NUMERO DE ELÉTRONS 
 
Um dos objetivos da química quântica tem sido conseguir reproduzir, o melhor 
possível, a energia de correlação eletrônica, aproximando-se, assim, da “solução 
exata” da equação de Schroedinger, seja ela relativística ou não.  Apesar de não haver 
solução analítica, existem métodos que conseguem reproduzir entre 97% e 99% da 
energia de correlação, como o método CCSD(T), o qual é considerado por muitos com 
o gold standard da química quântica 20. No entanto, uma vez que o número de elétrons 
no sistema é extremamente elevado, métodos Coupled Cluster, Configuration 
Interaction e outros métodos, por exemplo, tornam-se extremamente custosos 
computacionalmente, havendo um crescimento exponencial no custo computacional 
que é proporcional ao número de funções de base presentes na molécula, e isso 
acarreta limitações sobre as metodologias mecânico-quânticas que possam ser 
aplicáveis na descrição de grandes sistemas, mais especificamente no caso dos 
cristais líquidos. 
Uma maneira de reduzir o custo computacional é realizando a reestruturação 
do hamiltoniano original e a substituição de algumas partes do mesmo por operadores 
efetivos; tal metodologia de cálculo é baseada na teoria do funcional de densidade 
(DFT). Segundo Hohenberg & Kohn, é possível obter toda informação presente na 
função de onda ψ, a partir da densidade eletrônica |ψ|² do estado fundamental, se 
houver o conhecimento da forma dos funcionais corretos. Em outras palavras, existe 
uma relação de correspondência entre a densidade eletrônica do sistema e a sua 
energia. Um grande avanço nesses métodos foi feito por Kohn & Sham, em 1965, 
quando mostraram que a energia cinética deveria ser calculada com um conjunto de 
orbitais, utilizados para representar a densidade eletrônica. Apesar de diversos 
estudos na busca de funcionais, o funcional para a energia de correlação ainda é 
desconhecido, mas certas aproximações podem ser feitas para obter um resultado 
aceitável. Além disso, é possível realizar um refinamento na obtenção da energia de 
correlação, ao fazer o funcional de troca e correlação dependente também da primeira 
derivada da densidade eletrônica e adicionar a segunda derivada.21 
Metodologias de cálculos baseadas em DFT têm sido muito utilizadas para o 
estudo de diversos sistemas, uma vez que o nível de teoria é semelhante ao nível 
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Hartree-Fock, apesar de os resultados serem muito melhores. Por isso, é 
frequentemente utilizada para o estudo de sistemas com um grande número de 
átomos, nos quais certos níveis de cálculo tornariam o custo computacional 
extremamente elevado. Tendo isso em vista, neste trabalho, diversas metodologias 
foram utilizadas com o intuito de obter a melhor informação possível sem elevar 
drasticamente o custo computacional.  
 
 
1.5 CAMPOS DE FORÇA DE PRIMEIRA E SEGUNDA GERAÇÃO 
  
O sucesso de um campo de força está relacionado com a precisão com a qual 
consegue descrever as propriedades termodinâmicas e dinâmicas de um dado 
sistema. Como é mencionado no trabalho de Bielscki et al.23, pode-se dividir os 
campos de forças em duas categorias: os de primeira geração – que foram 
parametrizados até o fim de 1980 e são baseados em dados experimentais – e os de 
segunda geração – que surgiram nos anos 90 como consequência do aumento da 
capacidade computacional e da limitação da informação experimental. Nos campos 
de força de segunda geração, cálculos mecânicos quânticos, geralmente a nível 
Hartree-Fock, são utilizados, parcial ou totalmente, na obtenção dos parâmetros a 
serem utilizados nos campos de força. Nas suas versões mais radicais, nas quais o 
nível de cálculo mecânico quântico é mais elevado, estão os denominados métodos 
QMD-FF (Quantum-Mechanically Derived Force Fields)22-24, que utilizam somente 
informações derivadas de métodos quânticos de estrutura eletrônica na 
parametrização do campo de força. 
A utilização de cálculos de estrutura eletrônica para parametrização do CF 
intramolecular tem sido proposta por diversos grupos e empregada nos CFs mais 
utilizados25-27. O uso de cálculos de estrutura eletrônica para o CF intermolecular é 
muito mais custoso devido ao fato de que é necessária a obtenção de uma grande 
quantidade de resultados de energia em função da geometria. Esses cálculos devem 
empregar um método pós-Hartree-Fock ou a Teoria do Funcional da Densidade 
(DFT), capaz de incorporar uma fração relevante da energia de correlação com 
objetivo de descrever razoavelmente a energia de dispersão.  
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Campos de força clássicos utilizam um potencial efetivo de dois corpos e 
incluem o efeito do terceiro corpo como uma média dos demais componentes do 
sistema. Tal abordagem mostrou não ser eficiente na descrição de sistemas liquido-
cristalinos28, entretanto estudos realizados com a molécula de benzeno63 mostraram 
que um CF intermolecular parametrizado a partir de cálculos quânticos é capaz de 
gerar um potencial de dois corpos acurado o suficiente para reproduzir diversas 
propriedades tanto da fase cristalina quanto da fase líquida. O desempenho geral 
deste CF é comparável ao obtido por um potencial efetivo OPLS ajustado para 
reproduzir a densidade experimental e a entalpia de vaporização do benzeno líquido 
e outros sistemas aromáticos e heteroaromáticos.  
No caso de moléculas maiores, como, por exemplo, polímeros e cristais 
líquidos, o ajuste dos parâmetros do CF pode ser muito dispendioso 
computacionalmente, o que torna esta abordagem difícil de ser empregada. Por outro 
lado, a transferibilidade de parâmetros de moléculas menores não permite a retenção 
de um grau suficiente de especificidade química. Além do mais, os parâmetros de um 
CF são ajustados para um estado termodinâmico bem definido (geralmente do líquido 
isotrópico), assim, é improvável que eles mantenham o mesmo padrão de qualidade 
para diferentes condições termodinâmicas.  Uma das possibilidades é adotar uma 
parametrização dos CFs baseada em cálculos mecânico quânticos29, tanto para o 
monômero quanto para o dímero de uma molécula de interesse. Estes potenciais 
modelos, derivados de cálculos de estrutura eletrônica, podem ser, então, 
empregados para simulações de DM das propriedades de fase. Um esquema para 
esta abordagem está resumido no esquema 1: 
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Esquema 1: Metodologia usada para parametrização de um QMD-FF. 
Com os avanços tecnológicos, foi possível realizar simulações de dinâmica 
molecular da fase condensada das moléculas de tamanho médio e grande. Em 
paralelo com o crescimento da computação, um grande esforço tem sido dedicado à 
procura de Campos de Força (CF) “realísticos”, capazes de reter a maior parte da 
descrição da identidade química das moléculas que caracterizam as fases de um 
sistema. Por isso fez-se necessário o desenvolvimento de métodos de parametrização 
de campos de força intramolecular e intermolecular que descrevam melhor a fase 
condensada, de forma que consigam reter o máximo de informações sobre o sistema.  
A validação bem-sucedida de diversos sistemas e de diversos observáveis 
experimentais relevantes é necessária para comprovar a confiabilidade da 
abordagem. Em caso de sucesso, fica aberta a possibilidade de exploração das 
capacidades preditivas da metodologia, tanto no cálculo de propriedades não 
facilmente acessíveis ao experimento, como na previsão de propriedades de materiais 
ainda não sintetizados. Considerando que o número de sistemas estudados é ainda 
relativamente pequeno, considera-se necessária a realização de testes adicionais da 
metodologia, buscando aperfeiçoá-la e evidenciar suas virtudes e limitações. 
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2 FUNDAMENTAÇÃO TEÓRICA 
  
 
2.1 ABORDAGEM QUÂNTO-MECÂNICA PARA ENERGIA INTERMOLECULAR 
 
Há duas técnicas que podem ser adotadas para cálculos da energia 
intermolecular. A primeira é utilizando a aproximação da polarização30-33. Com isso, 
as contribuições de troca e sobreposição, as quais surgem da função de onda total 
antissimétrica, não são levadas em consideração, uma vez que, considerando as 
energias envolvidas, esses termos não podem ser considerados, em um curto 
alcance, como uma pequena perturbação.  
Se A e B são dois sistemas isolados, é possível escrever o hamiltoniano não 
perturbado de A + B como: 
 
   H0 = H
𝐴 + H𝐵      (1) 
 
a função de onda não perturbada como: 
 
    Ψ0 = 𝜓0
𝐴𝜓0
𝐵    (2)  
 
e a energia como: 
 
      E0 = E0
𝐴 + E0
𝐵        (3) 
 
Sendo 𝜓0
𝑘(k=A,B) satisfaz a equação de Schrödinger para cada sistema 
isolado. 
 
Com isto, para distâncias médias e longas, a energia de interação 
intermolecular pode ser vista como um operador de perturbação V. Aplicando V na 
função de onda 𝜓0 , considerando apenas termos de primeira ordem, é possível obter 
a energia eletrostática.  
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    𝐸𝑒𝑙 = 〈Ψ0|𝑉|Ψ0〉      (4) 
 
Desse modo, nota-se que a energia eletrostática é aditiva aos pares, pois é 
derivada da interação da distribuição de carga permanente entre dois monômeros.  
Outro termo intermolecular clássico, interação por indução, surge quando 
estados excitados de segunda ordem são considerados, podendo ser escrito como: 
  
    
   𝐸𝑖𝑛𝑑 = ∑
⟨𝜓0
𝐴𝜓0
𝐵
|𝑉|𝜓𝑖
𝐴𝜓0
𝐵
⟩²
𝐸𝑖
𝐴−𝐸0
𝐴𝑖≠0 − ∑
⟨𝜓0
𝐴𝜓0
𝐵
|𝑉|𝜓0
𝐴𝜓𝑗
𝐵
⟩²
𝐸𝑗
𝐵−𝐸0
𝐵𝑗≠0   (5) 
 
Sendo o termo 𝜓𝑗
𝑘,k=(A,B) o i-ésimoauto-estado de 𝐻𝑘, com energia 𝐸𝑘. O 
primeiro termo do somatório acima é devido à polarização induzida da molécula B em 
A, enquanto o segundo somatório é de A em B. Devido ao fato da interação por 
indução ser um termo quadrático, ela não é aditiva aos pares. 
Infelizmente, a aproximação da polarização não converge sem a inclusão dos 
termos de troca e sobreposição, fazendo com que seja necessário o uso de outras 
teorias mais complexas, como a Symmetry Adapted Perturbation Theory 
(SAPT)34,35.Porém a aplicação da mesma em moléculas de tamanho médio ou grande 
ainda é algo em desenvolvimento e com um custo computacional ainda elevado. 
  
A outra técnica para cálculo de energias intermoleculares é considerar que a 
energia de interação 𝐸 é expressa como uma diferença entre a energia do dímero 𝐸0
𝐴𝐵 
e os dois monômeros isolados. Ou seja: 
 
   𝐸 = 𝐸0
𝐴𝐵 − (𝐸0
𝐴 + 𝐸0
𝐵)     (6) 
 
Apesar dessa aproximação não ser o melhor método para computar a energia 
de interação, pois 𝐸0
𝐴𝐵 , 𝐸0
𝐴 e 𝐸0
𝐵 são da ordem de 103kJ/mol-105 kJ/mol e energias de 
interação são <50 kJ/mol e pode haver o erro da sobreposição de base. As vantagens 
deste método é que não há problemas de convergência, efeitos de repulsão e troca 
são devidamente considerados e a única limitação quanto-mecânica é o tamanho do 
sistema. 
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2.2 ENERGIA DE UM CAMPO DE FORÇA 
 
A energia total de um sistema Etot, de um sistema com Nmol é computada em 
uma simulação clássica através da contribuição de dois termos, como mostra a 
equação (3): 
 
𝐸𝑡𝑜𝑡 = 𝐸𝑖𝑛𝑡𝑒𝑟 + 𝐸𝑖𝑛𝑡𝑟𝑎
𝑁𝑚𝑜𝑙    (7) 
 
Sendo 𝐸𝑖𝑛𝑡𝑒𝑟e 𝐸𝐼𝑛𝑡𝑟𝑎
𝑁𝑚𝑜𝑙  as energias de interações entre as diferentes moléculas 
presentes no sistema e o somatório da energia de cada molécula, respectivamente.  
O termo 𝐸𝐼𝑛𝑡𝑟𝑎
𝑁𝑚𝑜𝑙  diz respeito ao somatório da energia interna, Eintra, de todas 
moléculas. i.e. 
 
 
     𝐸𝐼𝑛𝑡𝑟𝑎
𝑁𝑚𝑜𝑙 = ∑ 𝑉𝑘
𝐼𝑛𝑡𝑟𝑎𝑁𝑚𝑜𝑙
𝐾=1     (8) 
 
 
Sendo 𝑉𝐾
𝐼𝑛𝑡𝑟𝑎 a energia interna da molécula K.  O potencial intramolecular é 
definido através de diferentes contribuições, como mostra a equação (5): 
 
  𝑉𝐼𝑛𝑡𝑟𝑎 = 𝐸𝑠𝑡𝑟𝑒𝑐ℎ + 𝐸𝑏𝑒𝑛𝑑 + 𝐸𝑅𝑡𝑜𝑟𝑠 + 𝐸𝐹𝑡𝑜𝑟𝑠 + 𝐸𝑛𝑏
𝑖𝑛𝑡𝑟𝑎 + 𝐸𝐶𝑜𝑢𝑝𝑙   (9) 
 
2.2.1 Energia de estiramento 
  
𝐸𝑠𝑡𝑟𝑒𝑐ℎ  é o potencial que descreve o estiramento entre dois átomos A e B 
quaisquer. De uma forma simples, é possível escrever o potencial como uma 
expansão de Taylor centrada nos comprimentos de ligações naturais 𝑟𝜇
0. O potencial, 
quando expandido até a segunda ordem, possui a seguinte forma: 
𝐸𝑠𝑡𝑟𝑒𝑐ℎ(𝑟𝜇 − 𝑟𝜇
0) = 𝐸(0) +
𝑑𝐸
𝑑𝑟
(𝑟𝜇 − 𝑟𝜇
0) +
1
2
𝑑²𝐸
𝑑𝑟²
(𝑟𝜇 − 𝑟𝜇
0)²   (10) 
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As derivadas, quando avaliadas em 𝑟 = 𝑟0 e 𝐸(0), são normalmente zero, pois 
são o ponto zero para a escala de energia. O termo de segunda ordem é zero quando 
a expansão é em volta do valor de equilíbrio. Com isso, o potencial de estiramento 
assume a forma do oscilador harmônico. 
 
  𝐸𝑠𝑡𝑟𝑒𝑎𝑐ℎ =
1
2
∑ 𝑘𝜇
𝑠(𝑟𝜇 − 𝑟𝜇
0)²
𝑁𝑙𝑖𝑔
𝜇     (11) 
 
Sendo 𝑘𝜇
𝑠 a constante de força entre a ligação dos átomos. 
A forma harmônica do potencial de estiramento é a mais simples e é suficiente 
para determinar a maioria das geometrias no equilíbrio. Certamente, em certos tipos 
de sistemas condensados, a utilização do potencial harmônico gera certo erro do valor 
experimental. Por consequência, um aprimoramento do potencial de estiramento é 
necessário, e o processo mais direto é a inclusão de termos de ordem superior na 
expansão de Taylor. 
 
𝐸𝑠𝑡𝑟𝑒𝑐ℎ = 𝑘𝜇
2(𝑟𝜇 − 𝑟𝜇
0)
2
+ 𝑘𝜇
3(𝑟𝜇 − 𝑟𝜇
0)³ + 𝑘𝜇
4(𝑟𝜇 − 𝑟𝜇
0)4 + ⋯       (12) 
 
O contraponto é que mais parâmetros precisam ser determinados para a 
utilização da equação (12), e a expansão polinomial não possui um “limite de 
correção”. A constante 𝑘𝜇
3 ,não harmônica, normalmente possui um valor negativo e, 
caso a expansão seja truncada no terceiro termo,  a mesma irá divergir, podendo 
causar uma quebra nas ligações se a geometria inicial estiver muito distante da 
geometria de equilíbrio. 
Para limitar um estiramento de ligação que tende ao infinito, é necessário que 
a energia convirja para um determinado valor através da energia de dissociação. Um 
potencial que satisfaz essa condição é o de Morse36, porém foge do escopo deste 
trabalho a utilização de tais potenciais, pois, para cada tipo de ligação entre pares de 
átomos, existem pelo menos dois parâmetros a serem determinados, 𝑘𝜇
𝑠 e 𝑟𝜇
𝑠. Os 
termos de ordem maior e de potenciais mais acurados, como o de Morse, necessitam 
de mais parâmetros para que possam ser utilizados. 
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2.2.2 Energia de deformação ângular 
 
𝐸𝑏𝑒𝑛𝑑 é a energia necessária para torcer um ângulo formado entre três átomos 
ligados. Similar a energia de estiramento, a energia de torção é também expandida 
como uma série de Taylor, centrada nos ângulos naturais das ligações e utilizada 
como um termo de segunda ordem, gerando também uma aproximação harmônica. 
 
 
  𝐸𝑏𝑒𝑛𝑑 =
1
2
∑ 𝑘𝜇
𝑏(𝜃𝜇 − 𝜃𝜇
0)²
𝑁𝑎𝑛𝑔
𝜇   (13) 
 
 
Uma vez que a expansão harmônica é adequada para a maioria das 
aplicações, em alguns casos, assim como no estiramento, pode-se considerar termos 
de terceira, de quarta ou de ordem maior com o intuito de gerar bons resultados. 
Porém, para a maioria das moléculas, apenas há o deslocamento de apenas alguns 
graus do ângulo natural, então a inclusão de termos de ordem maior que a harmônica 
geralmente não acarreta grandes melhorias.  
 
2.2.3 Energia dos Diedros 
 
𝐸𝑅𝑡𝑜𝑟𝑠 é o potencial que descreve a mudança na energia em uma rotação de 
ligação entre um par de átomos contidos em um diedro.  Como um diedro é definido 
entre os planos de duas ligações, para sistemas extremamente rígidos, como anéis 
aromáticos, é possível descrever o comportamento torcional por um potencial 
harmônico entre os ângulos das ligações que formam o diedro, como comentado 
anteriormente na seção 2.2.2. 
 
 
  𝐸𝑅𝑡𝑜𝑟𝑠 =
1
2
∑ 𝑘𝜇
𝑡 (𝜙𝜇 − 𝜙𝜇
0)²𝑁𝑅𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠𝜇        (14) 
 
Porém, por construção, o ângulo de torção é periódico e, então, por 
consequência, a energia potencial torcional também deve sê-lo. Por isso, 
diferentemente dos outros potencias, é mais sensato que a modelagem deste 
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potencial seja feita através de uma expansão de funções periódicas, como por 
exemplo, por uma série de Fourier. 
 
 
𝐸𝐹𝑡𝑜𝑟𝑠 = ∑ ∑ 𝑘𝑗𝜇
𝑑 [1 + cos (𝑛𝜇
𝑗𝛿𝜇 − 𝛾𝑗
𝜇)]
𝑁𝑐𝑜𝑠𝜇
𝑗=1
𝑁𝐹𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙
𝜇       (15) 
 
Sendo 𝑁𝑐𝑜𝑠𝜇  o número de funções cosseno utilizadas para descrever o 
potencial  do diedro 𝛿𝜇.   
 
2.2.4 Potencial não-ligante intramolecular 
 
Para se obter uma descrição do potencial intramolecular acurada, é 
necessário contabilizar o maior número de interações possíveis, mesmo aquelas entre 
átomos não ligados. Para conseguir descrever tais interações, uma contribuição 
intramolecular para termos não ligados, usa-se, normalmente, um potencial  do tipo 
Lenard-Jones e tipo Coulomb, como mostra a equação (16). 
 
  
 
𝐸𝑛𝑏
𝑖𝑛𝑡𝑟𝑎 = ∑ ∑ 4𝜀𝑖𝑗
𝑖𝑛𝑡𝑟𝑎 [(
𝜎𝑖𝑗
𝑖𝑛𝑡𝑟𝑎
𝑟𝑖𝑗
)
12
− (
𝜎𝑖𝑗
𝑖𝑛𝑡𝑟𝑎
𝑟𝑖𝑗
)
6
]
𝑁𝑛𝑏
𝑗=𝑖+1
𝑁𝑛𝑏
𝑖=1 + ∑ ∑
𝑞𝑖𝑞𝑗
𝑟𝑖𝑗
𝑁𝑛𝑏
𝑗=𝑖+1
𝑁𝑛𝑏
𝑖=1    (16) 
 
No primeiro termo da equação (16), vale notar que diferente dos termos do 
potencial intermolecular, os índices i e j, ocorrem sobre átomos da mesma molécula; 
por isso, i≠j, para evitar possíveis interações consigo mesmo. Outro ponto importante 
é que os parâmetros 𝜀𝑖𝑗
𝑖𝑛𝑡𝑟𝑎e 𝜎𝑖𝑗
𝑖𝑛𝑡𝑟𝑎 não precisam ser os mesmos que os de interação 
Lennard-Jones intermolecular, os quais são empregados em simulações de dinâmica 
molecular e podem ser utilizados em diferentes tipos de potenciais, como Morse e 
Buckingham; mas o potencial de Lennard-Jones 12-6 apresenta bons resultados para 
a maioria dos sistemas. 
O segundo termo da equação (16) diz respeito à energia eletrostática, a qual 
completa o termo de interações não-ligantes. Sua origem é devido à distribuição 
interna dos elétrons, criando partes positivas e negativas no esqueleto molecular e na 
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sua aproximação mais simples. Isso pode ser feito assumindo cargas parciais para 
cada átomo. Pode-se também incorporar momentos multipolos, cargas flutuantes ou 
até mesmo a polarizabilidade do átomo, mas, como acontece com os termos 
comentados anteriormente, o número de parâmetros a serem determinados e fitados 
aumenta drasticamente, uma vez que em alguns casos apenas o cálculo de estrutura 
eletrônica é capaz de providencias certos parâmetros. Por isso, o potencial de 
coulomb é utilizado e consegue descrever com boa precisão diversos sistemas. 
  
 
2.2.5 Energia dos termos cruzados 
 
O último termo da equação (9), 𝐸𝐶𝑜𝑢𝑝𝑙, diz respeito ao acoplamento entre os 
termos que descrevem a expressão geral da energia de um campo de força,  pois, 
uma vez que há variação no ângulo de uma ligação hipotética, há uma variação no 
comprimento da ligação e no ângulo dos diedros, dos qual essa ligação faz parte. 
Estes termos são escritos como uma expansão da série de Taylor de primeira ordem 
e descrevem os possíveis acoplamentos entre os termos, como se mostra abaixo: 
 
 
  𝐸𝜇𝜈
𝑠𝑡𝑟−𝑠𝑡𝑟(𝑟𝜈 , 𝑟𝜇) = 𝑘𝜇𝜈
𝑠𝑠 (𝑟𝜇 − 𝑟𝜇
0)(𝑟𝜈 − 𝑟𝜈
0)   (17) 
    
  𝐸𝜇𝜈
𝑏𝑛𝑑−𝑏𝑛𝑑(𝜃𝜈 , 𝜃𝜇) = 𝑘𝜇𝜈
𝑏𝑏(𝜃𝜇 − 𝜃𝜇
0)(𝜃𝜈 − 𝜃𝜈
0)            (18) 
  
  𝐸𝜇𝜈
𝑠𝑡𝑟−𝑏𝑛𝑑(𝜃𝜈 , 𝑟𝜇) = 𝑘𝜇𝜈
𝑠𝑏(𝑟 − 𝑟𝜇
0)(𝜃𝜈 − 𝜃𝜈
0)      (19) 
 
 𝐸𝜇𝜈
𝑠𝑡𝑟−𝑡𝑜𝑟𝑠(𝑟𝜇, 𝛿𝜈) = ∑ 𝑘𝜇𝜈
𝑠𝑡 (𝑟𝜇 − 𝑟𝜇
0)[𝑠𝑒𝑛(𝑛𝑗
𝜈𝛿𝜈 − 𝛾𝑗
𝜈)]
𝑁
𝑠𝑒𝑛𝜈
𝑖
𝑗=1     (20) 
 
 
𝐸𝜇𝜈
𝑏𝑛𝑑−𝑡𝑜𝑟𝑠(𝜃𝜇, 𝛿𝜈) = ∑ 𝑘𝜇𝜈
𝑏𝑡(𝜃𝜇 − 𝜃𝜇
0)[𝑠𝑒𝑛(𝑛𝑗
𝜈𝛿𝜈 − 𝛾𝑗
𝜈)]
𝑁
𝑠𝑒𝑛𝜈
𝑖
𝑗=1     (21) 
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𝐸𝜇𝜈
𝑡𝑜𝑟𝑠−𝑡𝑜𝑟𝑠(𝛿𝜇, 𝛿𝜈) = ∑ ∑ 𝑘𝜇𝜈
𝑡𝑐 {[𝑠𝑒𝑛(𝑛𝑗
𝜇𝛿𝜇 − 𝛾𝑗
𝑖)][𝑠𝑒𝑛(𝑚𝑘
𝜈𝛿𝜈 − 𝛾𝑘
𝑖 )]
𝑁
𝑠𝑒𝑛𝜈
𝑖
𝑘=1
𝑁
𝑠𝑒𝑛𝜇
𝑖
𝑗=1 } 
            (22) 
Vale ressaltar que todos os termos mencionados acima são somatórios de 
contribuições de uma coordenada interna, mas podem ser expressados como funções 
de outras coordenadas internas. 
     
 
 2.2.6 Energia intermolecular 
 
Analisemos agora o primeiro termo da equação (7),𝐸𝐼𝑛𝑡𝑒𝑟, o qual descreve a 
repulsão ou atração entre átomos não ligados, este termo é usualmente descrito por 
um potencial do tipo Lennard-Jones (𝐸𝐿−𝐽) e Couloumb (𝐸𝐶𝑜𝑢𝑙). Ou seja, podemos 
escrever 𝐸𝐼𝑛𝑡𝑒𝑟da seguinte forma: 
 
 𝐸𝐼𝑛𝑡𝑒𝑟 = 𝐸𝐿−𝐽 + 𝐸𝐶𝑜𝑢𝑙     (23) 
 
Sendo, 𝐸𝐿−𝐽 = 4𝜀𝑖𝑗 [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
12
− (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
]e 𝐸𝐶𝑜𝑢𝑙 =
𝑞𝑖𝑞𝑗
𝑟𝑖𝑗
  (24)  
 
Pode-se ver facilmente que o termo 𝐸𝐿−𝐽 é zero para distâncias Inter atômicas 
muito grandes, e, para distâncias curtas, assume um papel repulsivo. O aspecto 
repulsivo, do ponto de vista quanto-mecânico, só ocorre por haver a sobreposição de 
uma função de onda 𝜓𝑖 do átomo i com 𝜓𝑗 do átomo j. Em distâncias intermediárias, 
o potencial de Lennard-Jones pode assumir características atrativas entre as 
interações dipolo-dipolo, grande parte disto se deve à energia de correlação. Já o 
segundo termo, 𝐸𝐶𝑜𝑢𝑙, é o potencial de Coulomb, o qual descreve a interação entre 
duas cargas pontuais, é uma das funções centrais de um campo de força. Há outros 
potenciais, diferentes dos de Coulomb e Lennard-Jones, que podem ser usados para 
descrever a interação intermolecular entre dois corpos e obter uma expressão 
analítica mais flexível, melhorando a representação da superfície de energia potencial 
de interação quanto mecânica, tais como: Potencial de Morse, Buckingham, Gay-
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Berne anisotrópico, entre outros; mas suas expressões fogem do escopo deste 
trabalho, pois não foram utilizados. 
Vale ressaltar que a contribuição da equação (24) para um par molecular AB 
qualquer é dada pelo somatório dos termos de dois corpos, contabilizando todas 
interações aos pares possíveis entre o Núcleo de A e B. 
 
 
2.3 ENERGIA INTERMOLECULAR VS ENERGIA DE LIGAÇÃO 
 
Apesar da semelhança entre a energia de ligação e intermolecular, faz-se 
necessário ressaltar a diferença entre estes termos, os quais podem ser confundidos 
facilmente. 
A energia de ligação, ∆𝐸𝑙𝑖𝑔, entre dois monômeros A e B pode ser computada 
como: 
   ∆𝐸𝑙𝑖𝑔 = 𝐸𝐴𝐵 − (𝐸𝐴
0 + 𝐸𝐵
0)         (25) 
 
Por outro lado, a energia intermolecular, ∆𝐸𝑖𝑛𝑡𝑒𝑟, entre os monômeros A e B, 
em uma conformação genérica, é: 
 
  ∆𝐸𝑖𝑛𝑡𝑒𝑟 = 𝐸𝐴𝐵 − (𝐸𝐴 − 𝐸𝐵)         (26) 
 
Combinando as equações (19) e (20), é fácil ver que a energia intramolecular 
do par AB é:  
 
  ∆𝐸𝐴𝐵
𝑖𝑛𝑡𝑟𝑎 = 𝐸𝐴𝐵 − 𝐸𝐴𝐵
0                     (27) 
 
Consequentemente, uma vez que a flexibilidade é considerada e que a 
formação da molécula AB está em uma conformação diferente da conformação de 
equilíbrio  ∆𝐸𝑖𝑛𝑡𝑒𝑟 incluem-se os termos de relaxação e distorção dos monômeros A/B, 
devido à formação do complexo AB, o qual depende explicitamente das coordenadas 
internas dos monômeros A e B. 
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2.4 CRISTAIS LÍQUIDOS 
 
Uma fase líquido-cristalina ou mesofase37pode ser definida38-41 como um 
quarto estado da matéria, no qual as propriedades variam entre as de um sólido e as 
de um líquido isotrópico. Como já comentado na seção 1, mesofases são regidas pela 
temperatura ou pelos efeitos do solvente, formando, assim, cristais líquidos 
termotrópicos ou liotrópicos, respectivamente.  
A classificação de cristal líquido como um estado da matéria, implica a 
existência de temperaturas de transição bem definidas, que descrevem o intervalo de 
transição entre uma mesofase e outra. O diferente nível de organização molecular 
pode ser utilizado para fazer uma primeira classificação entre os tipos de fases 
condensadas. Em um sólido cristalino, o centro de massa das moléculas, em média, 
fica localizado em posições e periodicidades bem definidas, o eixo de inércia 
molecular oscila em posições de equilíbrio, e o cristal, então, é completamente 
orientado. Com isso, a fase sólida possui uma ordem tridimensional, ao passo que, na 
fase líquido isotrópico, o fator entrópico é dominante, pois as forças intermoleculares 
não são fortes o suficiente para conter as moléculas em uma “rede”, deixando-as, 
então, livres para rotar e transladar aleatoriamente. 
Com isso, todo cristal líquido deve satisfazer duas condições: 
 
I. Deve possuir algum grau de ordem orientacional. 
II. Essa ordem posicional deve ser reduzida ou inexistente. 
 
Com a existência de uma orientação molecular preferida, é possível definir um 
diretor, ?⃑? , e, se existe um ângulo 𝜃 que define  um eixo molecular formado com ?⃑? , um 
parâmetro de ordem 𝑃2 pode ser definido como:  
 
            𝑃2 =
1
2
< (3𝑐𝑜𝑠2(𝜃) − 1 >  (28)  
 
Sendo o símbolo <> uma média sobre todas as moléculas. 
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Pode-se perceber facilmente que, para um sólido cristalino, 𝑃2 = 1 e, para o 
líquido isotrópico, 𝑃2 = 0. Com isso, todas mesofases podem ser caracterizadas por 
0 < 𝑃2 < 1. 
Como uma consequência da presença da ordem de orientação parcial, a 
maioria das propriedades dos cristais líquidos, como permissividade dielétrica, 
susceptibilidade magnética ou refração ótica dupla, são anisotrópicas e devem ser 
descritas por tensores de segunda ordem. 
 
 
2.5  OTIMIZAÇÃO DOS PARAMETROS INTRAMOLECULARES. 
 
 Existem diversas rotas para obtenção dos parâmetros intramolecular que são 
adotadas por diferentes campos de força. Nesta secção é comentado, brevemente, 
como o programa JOYCE67 obtém os melhores parâmetros intramolecules, através da 
suposição de que a molécula se encontra em um mínimo de energia. Com isso, os 
melhores parâmetros que descrevem o movimento interno de uma molécula, segundo 
o JOYCE67, são aqueles que minimizam a equação abaixo:     
      
         𝐼 = ∑ 𝐼𝑔
𝑁𝑔
𝑔=0           (29) 
 
tal que:           
  𝐼 = 𝑊𝑔[(𝐸𝑔 − 𝐸0) − 𝑉𝑔]
2
+ ∑
𝑤𝐾𝑔
′
3𝑁−6
[𝐸𝐾𝑔
′ − 𝑉𝐾𝑔
′ ]²3𝑁−6𝐾=1 + ∑
2𝑤𝐾𝑔
"
(3𝑁−6)(3𝑁−5)
[𝐸𝐾𝐿𝑔
" − 𝑉𝐾𝐿𝑔
" ]²3𝑁−6𝐾≤𝐿
                    (30) 
  Onde os índices K, L contam sobre todas as coordenadas normais e 
incluem todos os modos, menos os rotacionais e translacionais. 𝐸𝑔 é a energia total 
obtida com o cálculo quanto-mecânico e 𝐸0 é a energia da geometria inicial (g=0). 
𝐸𝐾𝑔
′ e 𝐸𝐾𝑔
"  são os gradientes de energia em uma dada geometria.  𝑉, 𝑉′ e 𝑉"são as 
energias calculadas pelas equações do campo de força. Por fim, 𝑊,𝑊′e 𝑊"ponderam 
os diferentes termos da função de mérito e podem ser escolhidos pelo usuário. Todos 
os termos são normalizados para tornar as constantes 𝑊𝑖  independente do número 
de átomos na molécula. 
 Entretanto, para utilização da equação (30), é necessário que haja conversão 
de coordenadas das derivadas da energia, pois elas são expressas em coordenadas 
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cartesianas, mas os campos de força e a equação (30) utilizam coordenadas normais. 
Tal conversão pode ser feita pela expansão da derivada energia em função das 
coordenadas cartesianas e normais, respectivamente. Uma demonstração detalhada 
pode ser encontrada na Ref 55. 
  
 
2.6 PARAMETRIZAÇÃO INTERMOLECULAR 
 
 A parametrização do campo de força intermolecular é a etapa que requer mais 
custos computacionais e é o passo determinante no estudo da fase condensada, já 
que o mesmo descreve as interações das moléculas no sistema condensado. Na 
utilização em cristais líquidos, é de extrema importância que o campo da força 
intermolecular consiga detalhar o sistema para que haja uma boa descrição da 
orientação molecular nas mesofases. 
 
 2.6.1 OTIMIZAÇÃO DOS PARAMETROS INTERMOLECULARES 
 
 Um procedimento de amostragem proposto segundo a sugestão de Akin-Ojo et 
al62 foi utilizado e os procedimentos aqui comentados foram realizados pelo programa 
PICKY56. 
 Para a obtenção dos parâmetros, foi definido um somatório das geometrias dos 
dímeros ponderado entre a diferença de energia quanto-mecânica e a gerada pelo 
campo de força. 
  
 
   𝐼𝑖𝑛𝑡𝑒𝑟 =
∑ [(𝛥𝐸𝑔
𝑖𝑛𝑡𝑒𝑟−𝐹𝐹𝑔
𝑖𝑛𝑡𝑒𝑟[P𝑖𝑛𝑡𝑒𝑟])2]𝑒−𝛼𝛥𝐸𝑔
𝑖𝑛𝑡𝑒𝑟𝑁𝑔𝑒𝑜𝑚
𝑔=1
∑ 𝑒
−𝛼𝛥𝐸𝑔
𝑖𝑛𝑡𝑒𝑟𝑁𝑔𝑒𝑜𝑚
𝑔=1
   (31) 
 
 Onde g conta sobre todas 𝑁𝑔𝑒𝑜𝑚geometrias dos dímeros amostrados, α é uma 
ponderação do tipo Boltzmann e P𝑖𝑛𝑡𝑒𝑟é o tipo de potencial intermolecular escolhido. 
 Os melhores parâmetros intermoleculares que descrevem o sistema são os que 
satisfazem a condição apresentada abaixo: 
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𝜕𝐼
𝜕𝑃𝛼
= 0, ∀𝛼      (32) 
 
 
 
 2.6.2 AMOSTRAGEM (INDICE DE DIFERENCIAÇÃO)  
 
 Utilizar dinâmica molecular descarta o problema da amostragem de estruturas 
rígidas e melhora a seleção das geometrias, o que é fundamental na parametrização 
de um campo de força que descreve a fase condensada. Entretanto, como realizar a 
escolha entre um dímero e outro não é algo trivial e é um passo importante na 
parametrização.  
 Idealmente, a melhor amostragem é aquela que explora todo o espaço 
configuracional, homogeneamente. Porém, sabe-se que isso é uma tarefa impossível, 
e no ponto de vista da fase condensada, há dois principais motivos. Primeiro é que 
esse procedimento é extremamente custoso computacionalmente. Segundo é que 
procuramos por campos de força que descreva a fase condensada, logo não é útil 
escolher configurações que não encontramos na fase condensada. Com isso em 
mente, o índice de diferenciação (DI) foi implementado no programa PICKY56. 
 O índice de diferenciação varia de 0% a 100% e tem como principal tarefa 
quantificar o quão diferente dois dímeros são. Quando DI=0 isso indica que os dois 
dímeros são exatamente iguais, e quando DI=1 isso indica que eles são 
completamente diferentes. 
 Para computar o DI é necessário fornecer as coordenadas nucleares de ambos 
monômeros que formam os dímeros em uma referência fixa, as massas dos núcleos 
envolvidos e a energia de interação para cada dímero na configuração amostrada, um 
eixo molecular longo ?̂?𝑛, um eixo molecular curto ?̂?𝑛, um tensor de inércia ?̂?𝑛para cada 
monômero e um versor ?̂?𝑛𝑚 que conecta os centros de massa dos monômeros. 
 Com isso, o DI final é computado como: 
                              𝐷𝐼 = 𝑘𝑐𝐷𝐼𝑐𝑜𝑟𝑒 + 𝑘
𝑓𝐷𝐼𝑓𝑙𝑒𝑥 + 𝑘
𝐼𝑛𝐷𝐼𝐼𝑛 + 𝑘
𝐹𝐹𝐷𝐼𝐹𝐹              (33) 
 23 
 
 Sendo 𝑘𝛼 (𝛼 = 𝑐, 𝑓, 𝐼𝑛, 𝐹𝐹) constantes de ponderação e podem ser escolhidas 
arbitrariamente. 
𝐷𝐼𝑐𝑜𝑟𝑒 contabiliza a diferença relativa na orientação dos monômeros e é obtido através 
da média de 4 termos. 
 
     𝐷𝐼𝑐𝑜𝑟𝑒 = 
(𝐴+𝐵+𝐶+𝐷)
4
    (34) 
 
Tal que:  
     𝐴 =  
1
2
 |(?̂?𝐴. ?̂?𝐵) − (?̂?𝛼 . ?̂?𝛽)|   (35) 
 
     𝐵 =  
1
2
 |(?̂?𝐴. ?̂?𝐴𝐵) − (?̂?𝛼. ?̂?𝛼𝛽)|  (36) 
 
     𝐶 = 
1
2
 |(?̂?𝐵. ?̂?𝐴𝐵) − (?̂?𝛽 . ?̂?𝛼𝛽)|  (37) 
   
     𝐷 =  
1
2
 |(?̂?𝐴. ?̂?𝐵) − (?̂?𝛼. ?̂?𝛽)|   (38) 
 
Os índices A e B são referentes ao dímero que está sendo amostrado, os índices α e 
β são referentes a todos os dímeros já aceitados durante a amostragem. 
A segunda contribuição,  𝐷𝐼𝑓𝑙𝑒𝑥 , depende da diferença na geometria interna de cada 
monômero que está sendo comparado. 
 
      𝐷𝐼𝑓𝑙𝑒𝑥 =
(𝐸+𝐹+𝐺)
3
    (39) 
 
Tal que:  
   𝐸 =
1
2𝑁𝑔𝑒𝑜𝑚
∑ |(?̂?𝑖[𝐴]. ?̂?𝑖[𝐵]) − (?̂?𝑖[𝛼]. ?̂?𝑖[𝛽])|
𝑁 𝑠𝑒𝑔𝑚
𝑖=1   (40) 
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   𝐹 =
1
2𝑁𝑔𝑒𝑜𝑚
∑ |
(𝑑𝑖[𝐴]+𝑑𝑖[𝐵])−(𝑑𝑖[𝛼]+𝑑𝑖[𝛽])
𝑑𝑖
𝑚𝑎𝑥 |
𝑁 𝑠𝑒𝑔𝑚
𝑖=1    (41) 
  
 Os termos 𝐸 e 𝐹 são os que comparam o movimento de cadeias flexíveis, por 
exemplo: cadeias alifáticas. 𝑁𝑠𝑒𝑔𝑚 é definido pelo alongamento da cadeira flexível, ?̂?𝑛 
é o versor correspondente,  𝑑𝑛 é o comprimento de cada segmento, obtido para cada 
monômero e 𝑑𝑖
𝑚𝑎𝑥 é a distância máxima considerada. 
O termo 𝐺 contabiliza a diferença na geometria interna de cada monômero devido a 
distorção nas coordenadas rígidas (comprimentos de ligações, ângulos e diedros 
rígidos). 
    𝐺 =
(𝐺𝑏𝑜𝑛𝑑𝑠+𝐺𝑎𝑛𝑔𝑙𝑒𝑠)
2
     (42) 
 
Tal que: 
 
 𝐺𝑏𝑜𝑛𝑑𝑠 =
1
2𝑁𝑏𝑜𝑛𝑑𝑠𝐶𝑏𝑜𝑛𝑑𝑠
∑ [(𝜉𝑖(𝐴) − 𝜉𝑖(𝛼))
2
+ (𝜉𝑖(𝐵) − 𝜉𝑖(𝛽))
2
]
𝑁𝑏𝑜𝑛𝑑𝑠
𝑖  (43) 
   
 
       𝐺𝑎𝑛𝑔𝑙𝑒 =
1
2𝑁𝑎𝑛𝑔𝑙𝑒𝑠𝐶𝑎𝑛𝑔𝑙𝑒𝑠
∑ [(𝛿𝜒𝑖(𝐴) − 𝛿𝜒𝑖(𝛼))
2
+ (𝛿𝜒𝑖(𝐵) − 𝛿𝜒𝑖(𝛽))
2
]
𝑁𝑎𝑛𝑔𝑙𝑒𝑠
𝑖   (44) 
 
 Sendo 𝜉𝑛 um deslocamento  do valor de equilibro da ligação e 𝛿𝜒𝑛 indica um 
deslocamento do valor de equilíbrio do ângulo, 𝑁𝑏𝑜𝑛𝑑𝑠 e 𝑁𝑎𝑛𝑔𝑙𝑒 indicam o número de 
ligações e ângulos em cada monômero, respectivamente. 𝐶𝑛 é uma constante de 
normalização que garante que os valores finais fiquem dentro do intervalo [0,1]. 
O terceiro termo 𝐷𝐼𝐼𝑛 é obtido através da comparação dos tensores de inércia, 𝐼𝐴𝐵 e 
𝐼𝛼𝛽, dos dois dímeros.     
    𝐷𝐼𝐼𝑛 =
|𝑇𝑟[𝐼𝐴𝐵]− 𝑇𝑟[𝐼𝛼𝛽]|
max [𝑇𝑟[𝐼𝐴𝐵],[𝑇𝑟[𝐼𝛼𝛽]]
    (45) 
 
Sendo, 𝑇𝑟  o traço do tensor de inércia. 
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O último termo que contribui para DI é 𝐷𝐼𝐹𝐹, o qual realiza uma comparação entre as 
energias intermoleculares (𝐹𝐹𝑛
𝑖𝑛𝑡𝑒𝑟) entre os pares de dímeros (AB e αβ) 
 
    𝐷𝐼𝐹𝐹 = |
𝐹𝐹𝐴𝐵
𝑖𝑛𝑡𝑒𝑟−𝐹𝐹𝛼𝛽
𝑖𝑛𝑡𝑒𝑟
𝐸𝑚𝑎𝑥−𝐸𝑚𝑖𝑛
|    (46) 
 
Sendo 𝐸𝑚𝑎𝑥 e 𝐸𝑚𝑖𝑛 os limites de energia em que a amostragem é realizada. 
3 PROCEDIMENTO COMPUTACIONAL 
 
 
Para a parametrização do campo de força intramolecular, foi feita uma 
otimização e um cálculo de frequência utilizando o programa GAUSSIAN0942. 
Realizou-se um cálculo DFT, utilizando um funcional híbrido B3LYP com uma base 
cc-pvDz, com um critério de convergência rigoroso, Verytight e método de integração 
Ultrafine, sem simetria, e as cargas foram salvas em um arquivo .fchk.  
 Para facilitar a parametrização do 5CB, sítios de equivalência foram criados, 
como mostra a figura abaixo: 
 
Figura 3: Nomenclatura adotada para o 5CB.  
 
Uma vez terminado normalmente o cálculo, foi utilizado o programa JOYCE67 
para a parametrização do campo de força intramolecular, o qual é dividido em três 
etapas respectivamente, step 0, step 1 e step2. Primeiramente foi criado um diretório 
chamado: Step0, onde foram colocados os seguintes arquivos: arquivo fchk, gerado 
no cálculo de otimização de frequência; arquivo de input do JOYCE67, criado utilizando 
vim com o nome: joyce.5cb.inp; e um arquivo de topologia, contendo apenas os 
parâmetros intermoleculares. 
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Uma vez que o step 0 é, resumidamente, uma reescrita das coordenadas da 
molécula alvo, ao final do step 0, um arquivo chamado joyce.new.top é gerado com 
as coordenadas internas reescritas segundo os parâmetros especificados no arquivo 
de Input. Com isso, um diretório chamado step 1 foi criado com os seguintes arquivos: 
arquivo top, criado no step 0; e arquivo .txt de coordenadas internas, pois é no step 1 
que as coordenadas rígidas são parametrizadas. 
O arquivo contendo as coordenadas internas foi copiado para dentro do 
arquivo de topologia. Uma primeira corrida deste step foi feita para posterior correção 
de quaisquer frequências negativas de ligações. 
Uma vez terminado o primeiro processo, um arquivo .txt, chamado 
suggdeps.txt, é criado, no qual contém possíveis sugestões para correções de 
frequências negativas. Para realizar uma primeira correção das frequências negativas 
das coordenadas rígidas, as seguintes estratégias foram adotadas para corrigir este 
problema e evitar redundâncias. 
 
I. Todas coordenadas internas propostas pelo JOYCE67 foram 
cuidadosamente consideradas, eliminadas ou substituídas se necessário. 
II. Todas coordenadas internas foram renumeradas para evitar 
possíveis redundâncias e deixar o processo mais dinâmico. 
III. Todos os diedros rígidos foram agrupados, e um potencial 
harmônico foi atribuído aos mesmos. Muitos diedros aromáticos, sugeridos 
pelo JOYCE67 como C-C-C-H, foram eliminados. 
IV.   Diedros não rígidos foram mantidos no final do ordenamento, 
uma vez que os mesmos foram otimizados no step2. 
V. Interação Lennard-Jones não ligante foi utilizada nos carbonos do 
grupo pentil e nos carbonos do anel benzênico para evitar um curvamento do 
grupo pentil sobre o anel benzênico. 
 
Como o step 2 é a parametrização de coordenadas flexíveis, uma varredura 
dos dihedros envolvendo o grupo pentil foi realizado sob as seguintes condições: 
 
I. Todos diedros envolvendo os carbonos do grupo pentil sofreram 
uma rotação de 30° até completarem 360°. 
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II. Cada varredura foi feito utilizando B3LYP/cc-pvDz com as 
mesmas condições do cálculo de frequência e otimização feitos 
anteriormente. 
  
As coordenadas flexíveis, as quais foram inalteradas durante o step 1, foram 
então parametrizadas durante o step2, seguindo as seguintes estratégias: 
 
I. O número de cossenos necessários foi aumentado para quatro, e 
as diferentes multiplicidades foram retiradas um antigo estudo computacional 
do 5CB.43 
II. As constantes harmônicas foram mantidas fixas para as 
coordenadas flexíveis.  
 
Ao fim da parametrização intramolecular, um arquivo Joyce.new.top foi criado 
pelo programa com os parâmetros intramoleculares otimizados.  
Para dar início à parametrização dos parâmetros intermoleculares, o 
arquivo.log, do cálculo de otimização e frequência, foi convertido utilizando o 
programa babel61 para um arquivo .gro, e a nomenclatura devidamente alterada para 
o nome da molécula alvo deste trabalho, 5cb. 
Para a construção da caixa que foi utilizada na simulação, o comando genbox 
foi utilizado, o qual inseriu 1000 moléculas do 5CB, por tentativa, em uma caixa de 
12nm. 
Uma vez que a caixa de simulação estava pronta, os parâmetros iniciais para 
a parametrização do campo de força do 5CB foram retirados do OPLS44-50 e, para 
realizar a minimização de energia do sistema, foi utilizado o algoritmo steepest 
descent do GROMACS51-53 com um cut-off de 1.5 nm, usando Berendsen como 
termostato e barostato, durante 100000 steps e, posterior à finalização da 
minimização, três simulações de dinâmica molecular foram feitas para equilibrar o 
sistema a uma temperatura de 340 K, cada uma com uma duração de 5ns, com um 
passo de integração de 0.001 ps, cutt-off 1.5nm, porém utilizando V-rescale65, como 
termostato, e Parrinello-Rahman66, como barostato. O sistema foi considerado 
equilibrado e pronto para ser utilizado na parametrização intermolecular quando houve 
a convergência da densidade e do RMSD. 
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O programa PICKY56 foi utilizado para obtenção dos parâmetros 
intermoleculares. Um esquema da parametrização, dividido em duas rotas – Rota I e 
Rota II – é mostrado abaixo:  
 
Esquema 2: Estratégia de parametrização adotada pelo programa PICKY 
 
Ambas as rotas já foram implementadas por Giacomo Prampolini e 
colaboradores.54,55 Devido ao fato de que Monte Carlo possui um custo computacional 
mais elevado do que o da Dinâmica Molecular, apenas a rota I foi realizada neste 
trabalho. Como se pode notar, pelo esquema 2, até que haja a convergência dos 
parâmetros intermoleculares, é necessário que se realizem diversos ciclos do PICKY56 
até que o campo de força final esteja pronto.  
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Como o programa PICKY56 mostra os dímeros da trajetória da Dinâmica 
Molecular, o primeiro ciclo realiza uma amostragem mais genérica do espaço 
configuracional, seguindo os seguintes parâmetros: 
 
 
 
 
 Rmax= 7 Å 
 Rmin= 0 Å 
 Emax= 70kJ/mol 
 Emin= -100kJ/mol 
 Ndimer=50 
 axisL= 1 16 
 axisS= 14 18 
 DI_threshhold=5% 
 QM_method mp2 
 QM_basis specific 5cb 
 
Em outras palavras, 50 dímeros foram amostrados, possuindo um distância 
máxima entre os centros de massa de até 7 angstrons, em um intervalo de energia de 
-100 kJ/mol e 70kJ/mol em que os dímeros fossem, pelo menos, 5% diferentes dos já 
amostrados. Os Termos axisL e axisS são vetores definidos em cada molécula, sendo 
axisL um eixo longo que vai do átomo 1 até o átomo 16, e axisS, um eixo curto que 
vai do átomo 14 até o 18, ou seja, do átomo de nitrogênio até o carbono 7 (C7) e entre 
os dois átomos de carbono 1 (C1). Os últimos dois termos definem o nível de cálculo 
a ser utilizado nos dímeros e a base a que será utilizada, respectivamente. 
A base 5cb utilizada nos cálculos dos dímeros é: 6:31G (αc=0,25, αN=0,31), 
sendo αk (k=C,N) o coeficiente de polarização parametrizado por Hobza para o 
carbono56,57 e do nitrogênio parametrizado pelo nosso grupo. 
O cálculo de cada dímero foi realizado no Istituto di Chimica dei Composti 
Organometallici (ICCOM) po CNR,  onde cada dímero necessitou de 60GB de 
memória RAM e 12 processadores. 
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Foram necessários 5 ciclos para a convergência dos parâmetros. Os ciclos 2, 
3, 4 e 5 foram divididos em duas amostragens, uma atrativa e uma repulsiva. Em cada 
amostragem, 50 dímeros eram selecionados em cada região, totalizando, assim, 100 
dímeros por ciclo e um total de 450 dímeros amostrados em todo procedimento. 
Abaixo seguem os parâmetros de amostragem dos quatro outros ciclos: 
 
Esquema 3: Parâmetros utilizados na amostragem dos dímeros durante os ciclos dois, três, 
quatro e cinco. Os raios estão em Å, energias em kJ/mol, DI em porcentagem. 
  
Durante os ciclos dois, três, quatro e cinco foi adicionado a ponderação para 
o índice de diferenciação dos dímeros. Para o 5 cb, 40 10 20 30 significa: 
 40% da diferença dos dímeros foi obtida comparando a orientação 
relativa dos monômeros. 
 10% da diferença dos dímeros foi obtida comparando a geometria 
interna de cada monômero. 
 20% da diferença dos dímeros foi obtida comparando os tensores 
de inércia entre pares de dímeros. 
 30% da diferença dos dímeros foi obtida comparando a diferença 
de energia intermolecular entre pares de dímeros. 
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Durante os ciclos, foi observado o desvio padrão do programa, Δ𝑃, para 
garantir que a convergência dos parâmetros e as simulações de dinâmica molecular 
fossem feitas utilizando o programa GROMACS.52-54 Para o cálculo de interações 
eletrostáticas foi utilizado o método PME (Particle Mesh Ewald) com um cutoff de 1.4 
nm para interações de Van der Waals, cada simulação durou 5ns, a pressão foi 
mantida em 1 bar utilizando o barostato de Parrinello-Rahman e a temperatura foi 
mantida em 340K utilizando o termostato v-rescale. A temperatura de 340K foi 
escolhida para garantir um número maior de diferentes conformações do 5CB durante 
a amostragem. 
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4 RESULTADOS 
 
4.1 RESULTADOS INTRAMOLECULARES 
 
 O campo de força intramolecular ajustado pelo programa JOYCE67, já 
comentado na seção 3, apresenta os melhores parâmetros intramoleculares para o 
5CB, os quais são mostrados na tabela abaixo. 
PARÂMETROS DE ESTIRAMENTO DO 5CB 
CI r0(Å) ks (kJ mol-1 Å-2) 
N=Cn* 0,1165 11342 
Cn-Cb 0,1436 3277 
Cb=C1 0,1407 3023 
C1=C2 0,1392 3295 
C2=C3 0,1409 3048 
C3-C4 0,1485 2600 
C4=C5 0,1407 3010 
C5=C6 0,1395 3332 
C6=C7 0,1404 3049 
C7-C8 0,1512 2277 
C8-C9 0,1541 1942 
C9-C9 0,1532 2108 
C9-C9 0,1533 2108 
C9-Ct 0,1530 2226 
C1-H1 0,1091 3374 
C2-H2 0,1091 3348 
C5-H5 0,1092 3323 
C6-H6 0,1094 3280 
C8-H8 0,1104 3063 
C9-H9 0,1105 2997 
C9-H9 0,1105 2997 
C9-H9 0,1107 2997 
C9-H9 0,1107 2997 
C9-H9 0,1106 2997 
C9-H9 0,1106 2997 
Ct-Ht 0,1103 3104 
Tabela 1: Parâmetros de estiramento do 5CB. * N=Cn é representado aqui como uma ligação dupla, 
mas apenas de uma forma pictórica.Ligações do tipo Ca=Cb e Cb=Ca foram representadas apenas 
por um dos pares, uma vez que são equivalentes. 
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 Pode-se notar que as constantes de força, ks, e o raio natural entre os átomos 
presentes nas ligações, r0, estão de acordo com o que se espera. Ligações do tipo π, 
que possuem um menor raio entre os átomos, apresentam uma constante de força 
maior devido à proximidade dos átomos e à sobreposição das funções de onda ali 
presentes. Ligações do tipo σ apresentam a mesma tendência, mas com constantes 
de força próxima às constantes de força das ligações duplas, uma vez que é mais fácil 
ocorrer quebra da ligação π do que da ligação σ. 
 
  
 Lembrando que as ligações C8-C9 e C9-C9 encontram-se próximas do anel 
aromático e com isso há o efeito da nuvem eletrônica do anel aromático no carbono 
oito, causando, assim, uma diminuição significativa na constante de força da ligação, 
como observado na tabela 1. 
  
PARÂMETROS DE DEFORMAÇÃO ANGULAR DO 5CB 
CI Θ0(graus) kB (kJ mol-1 rad-2) 
N=Cn-Cb 180 436 
C1-Cb-C1 119,29 345 
Cn-Cb=C1 120,35 701 
Cb=C1=C2 120,08 609 
C1=C2=C3 120,08 659 
C2=C3=C2 117,90 508 
C2=C3-C4 121,32 659 
C3-C4=C5 121,17 496 
C4=C5=C4 117,69 526 
C4=C5=C6 121,01 631 
C5=C6=C7 121,32 653 
C6=C7=C6 117,63 572 
C6=C7-C8 121,17 555 
C7-C8-C9 113,16 627 
C8-C9-C9 113,27 483 
C9-C9-C9 113,57 582 
C9-C9-Ct 113,29 627 
Cb=C1-H1 119,58 290 
C2=C1-H1 120,34 354 
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  (Continuação) 
PARÂMETROS DE TORÇÃO ANGULAR DO 5CB 
CI Θ0(graus) kB (kJ mol-1 rad-2) 
C1=C2-H2 119,11 377 
C3=C2-H2 119,55 286 
C4=C5-H5 119,68 288 
C6=C5-H5 119,29 345 
C5=C6-H6 119,25 353 
C7=C6-H6 119,42 288 
C7-C8-H8 109,46 366 
H8-C8-C9 109,01 381 
C8-C9-H9 109,05 389 
C9-C9-H9 109,67 381 
C9-Ct-Ht 111,53 359 
H8-C8-H8 106,47 343 
H9-C9-H9 105,85 345 
Ht-Ct-Ht 107,36 311 
Tabela 2: Parâmetros de torção angular do 5CB. Ligações do tipo Ca=Cb=Cc e Cc=Cb=Ca foram 
representadas apenas por um dos pares, uma vez que são equivalentes. 
 
 Observa-se pela tabela 2 que o ângulo das ligações θ, assim como as 
constantes de força kB, estão em concordância com os valores esperados para cada 
tipo de ligação. Partes lineares da cadeira do 5CB, como a ligação Nitrogênio- 
Carbono, correspondem ao ângulo esperado de 180°; carbonos do grupo pentil ligado 
ao esqueleto do 5CB possuem ângulo de 107.36°, o qual corresponde ao que se 
espera de uma geometria tetraédrica (109.5°).  Aqui, novamente vale ressaltar, que 
as ligações envolvendo os átomos C8-C9-C9 (vide figura 3) apresentam uma variação 
dos valores esperados devido ao efeito do anel aromático. 
 Devido ao alto número e tipos de diedros do 5CB, a separação em diferentes 
tabelas foi feita.  
DIEDROS RIGIDOS TRATADOS COM POTENCIAL HARMONICO 
CI Φ0 (graus) kT (kJ mol-1 rad-2) 
C1=Cb=C1=C2 0,0 7 
Cb=C1=C2=C3 0,0 45 
C1=C2=C3=C2 0,0 30 
C5=C4=C5=C6 0,0 27 
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  (continuação) 
DIEDROS RIGIDOS TRATADOS COM POTENCIAL HARMONICO 
CI Φ0 (graus) kT (kJ mol-1 rad-2) 
C5=C6=C7=C6 0,0 5 
N-Cb=C1-H1 0,0 106 
H1-C1=C2-H2 0,0 19 
H5-C5=C6-H6 0,0 11 
Cb-Cn—C1—C1* 0,0 658 
C1=C2—Cb—H1* 0,0 205 
C2=C3—C1—H2* 0,0 490 
C2=C1—C3—H2* 0,0 473 
C3=C2—C2—C4* 0,0 318 
C7=C6—C6—C8* 0,0 570 
C5=C6—C4—H5* 0,0 515 
C6=C7—C5—H6* 0,0 520 
Tabela 3: Parâmetros de torção angular dos diedros rígidos do 5CB tratados com potencial 
harmônico. Diedros com * são diedros impróprios. Diedros equivalentes foram representados apenas 
por um exemplo, uma vez que os mesmos são equivalentes. 
Pode-se notar na tabela 3 que há uma forte coerência entre os valores das constantes 
de força de diedros semelhantes, corroborando para o fato de que o campo de força 
intramolecular está descrito com uma alta precisão. 
 
DIEDROS FLEXIVEIS  
CI Φ0 (graus) kT (kJ mol-1 rad-2) 
C2=C3-C4-=C5 0,0 1.91 
C6=C7-C8-C9 0,0 1.39 
C7-C8-C9-C9 0,0 7.6 
C8-C9-C9-C9 0,0 6.9 
C9-C9-C9-Ct 0,0 7.1 
C9-C9-Ct-Ht 0,0 4.9 
Tabela 4: Parâmetros de torção angular dos diedros flexíveis do 5CB tratados com uma s. Diedros 
equivalentes foram representados apenas por um exemplo, uma vez que os mesmos são 
equivalentes. 
 
 Tratando-se de diedros flexíveis, uma varredura rotando os diedros 
apresentados abaixo, de 30° em 30°, foi utilizada para todas possibilidades de 
rotações e de suas energias. 
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Tabela 5: Nomeação dos diedros que foram realizados as varreduras com uma variação de 30° por 
cálculo. 
 
Figura 4: Comparação das varreduras feitas pelo JOYCE (pontos vermelhos), GAUSSIAN09 (Azul 
claro) e mecânica molecular (azul escuro).  
A figura 4 mostra como se dá a variação no ângulo dos diedros do 5CB. Nota-se no 
diedro phi que os mínimos de energia se encontram entre 30 e 40 graus, o que era 
esperado do ângulo entre bifenila. O perfil torcional do diedro Delta1 está de acordo 
com o que é esperado da literatura60, na qual a geometria mais estável é aquela em 
que a cadeia alquílica encontra-se formando um ângulo de 90° com o anel aromático.
 Os diedros Delta 2, Delta 3 e Delta 4. Eles corroboram com o que se espera 
Diedro Nome 
C2=C3-C4-=C5 Phi 
C7-C8-C9-C9 Delta 1 
C8-C9-C9-C9 Delta 2 
C9-C9-C9-Ct Delta 3 
C9-C9-Ct-Ht Delta 4 
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da rotação de carbonos em uma cadeira alquílica. A geometria mais estável é aquela 
em que os carbonos do diedro encontram-se na conformação anti.  Com isso, nota-se 
uma descrição acurada da geometria interna e dos possíveis graus de liberdade 
presentes no 5CB. 
 Para impedir que a cadeia alquílica se aproximasse demais dos anéis 
aromáticos, causando assim uma representação das estruturas não condizente com 
a realidade, as seguintes interações foram empregadas: 
CI σ (nm) ε (kJ/mol) 
C4  -  C9 0.3525 0.0500 
C5  -  C9 0.3525 0.0500 
C6  -  C9 0.3525 0.0500 
C4  -  Ct 0.3525 0.0500 
C5  -  Ct 0.3525 0.0500 
C6  -  Ct 0.3525 0.0500 
C7  -  Ct 0.3525 0.0500 
Tabela 6: Interações não ligantes intramoleculares empregadas no 5CB. 
 
 Para testar a consistência do campo de força intramolecular gerado pelo 
JOYCE67, duas simulações de dinâmica molecular, a vácuo, foram feitas a 298K e 
1000K, para observar se haveria distorções ou quebra de ligações.  
  Para garantir que o campo de força intramolecular conseguisse representar 
o máximo possível de um sistema real, uma comparação entre os modos normais 
gerados pelo JOYCE67 foi feita com os modos gerados pelo programa GAUSSIAN09 
para garantir que as frequências vibracionais estivessem de acordo com o que se 
esperava. JOYCE67 conseguiu reproduzir os valores de frequências vibracionais com 
precisão, como mostra a figura 5, obtendo um desvio padrão de apenas 81,45 cm-1. 
 38 
 
Figura 5: Comparação dos modos normais gerado pelo JOYCE e os gerados pelo GAUSSIAN09 (QM). 
 
4.2 RESULTADOS INTERMOLECULARES 
 
 Apesar do grande uso, algumas propriedades físico-química do 5CB ainda 
não foram determinadas experimentalmente; a mais comum é a densidade. Por isso, 
as densidades de cada ciclo foram comparadas durante parametrização com a 
densidade experimental da fase isotrópica (ρI) e da fase nemática (ρN) para garantir 
que a parametrização do campo de força estivesse reproduzindo apropriadamente o 
observado experimentalmente. 
 
 
  
 
 
Tabela 7: σp é o desvio padrão do PICKY em kJ/mol, ΔP é o critério de convergência, que mede a 
diferença (em kJ/mol) entre as IPES dos CFs de dois ciclos consecutivos, ρ é a densidade (kg/m³) a 
340K. 
 
Ciclos Dímeros σp ΔP ρ  
1 50 1,489 1,7435 986,64 
2 150 1,308 3,6815 988,95 
3 250 1,415 0,9675 983,74 
4 350 1,252 0,8552 969,86 
5 450 1,209 0,1885 967,54 
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 Ao todo foram utilizados 450 dímeros diferentes para a obtenção do campo 
de força, pois o programa PICKY56 compara os dímeros que estão sob seleção com 
todos os outros já aceitos anteriormente. Todos os dímeros selecionados foram 
extraídos de simulações de dinâmica molecular feitas a uma temperatura de 340K, 
para garantir um número maior de diferentes conformações moleculares. 
 Pode-se observar na tabela 7 que o desvio padrão do PICKY56 (σp) não possui 
uma variação muito grande, pois isso é consequência do elevado número de 
parâmetros que o programa otimiza a cada ciclo. Uma vez que o programa compara 
os valores do ciclo n com os do ciclo n-1, há uma limitação imposta em cada ciclo que 
determina quanto cada um dos parâmetros intermoleculares podem variar. 
 
Ciclo Variação máxima permitida 
1 10% 
2 20% 
3 50% 
4 100% 
5 100% 
  
Tabela 8: Porcentagem máxima permitida em cada ciclo para a variação dos parâmetros 
intermoleculares. Inicialmente, os parâmetros podem variar em até 10% do seu valor inicial, 
aumentando para 20% no ciclo 2 e assim sucessivamente. 
 
 
 Essa restrição é imposta, pois o número de dímeros amostrados nos primeiros 
ciclos não é suficientemente grande para realizar uma análise e um ajuste dos 
parâmetros com precisão. Por isso, nota-se um leve aumento no desvio padrão (σp) 
entre os ciclos 2 e 3, um forte decaimento entre os ciclos 3 e 4, devido ao número de 
dímeros amostrados ser já suficientemente grande para o ajuste dos parâmetros. 
 Apesar da baixa variação em σp, a ferramenta usada para critério de 
convergência dos parâmetros é ΔP e um valor limite de 0.5 kJ/mol foram utilizados 
como critério para convergência do campo de força. O parâmetro ΔP analisa e 
compara a superfície de energia potencial do ciclo n com do ciclo (n-1) dentro de um 
raio mínimo definido em 2.5 Å. Com isso, é possível comparar, entre os ciclos, os 
valores de máximos e mínimos de energia durante a parametrização, como é 
mostrado na tabela abaixo: 
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Ciclo 1 
Num. Pontos 415433 
Max/Min. Energia do Ciclo 0 (kJ/mol) 236,558 -41,962 
Max/Min. Energia do Ciclo 1 (kJ/mol) 240,119 -43,354 
Média de Erro Absoluto 0,8534 
 
Ciclo 2 
Num. Pontos 415434 
Max/Min. Energia do Ciclo 1 (kJ/mol) 240,119 -43,354 
Max/Min. Energia do Ciclo 2 (kJ/mol) 143,947 -46,881 
Média de Erro Absoluto 0,7540 
 
Ciclo 3 
Num. Pontos 415435 
Max/Min. Energia do Ciclo 2 (kJ/mol) 143,947 -46,881 
Max/Min. Energia do Ciclo 3 (kJ/mol) 246,019 -49,832 
Média de Erro Absoluto 0,3551 
 
Ciclo 4 
Num. Pontos 415435 
Max/Min. Energia do Ciclo 3 (kJ/mol) 246,019 -49,832 
Max/Min. Energia do Ciclo 4 (kJ/mol) 203,343 -49,538 
Média de Erro Absoluto 0,3158 
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Ciclo 5 
Num. Pontos 415435 
Max/Min. Energia do Ciclo 4 (kJ/mol) 203,343 -49,538 
Max/Min. Energia do Ciclo 5 (kJ/mol) 208,488 -49,538 
Média de Erro Absoluto 0,1202 
Tabela 9: Comparação entre máximos e mínimos das superfícies de energia potencial dos ciclos n e 
(n-1). Ciclo 0 é considerado apenas a etapa de equilibrarão do sistema. 
 
 
 Pode-se notar facilmente que há uma convergência nos valores mínimos de 
energia das superfícies de energia potencial, mas os valores de máximo apenas 
aproximam-se, não havendo a convergência para um valor exato, pois uma 
amostragem adequada em uma região de máximo, para obter quantificar o caráter 
repulsivo, ainda é um desafio para o PICKY56, uma vez que uma região de máximo do 
5CB possui estruturas relativamente complexas para os cálculos quânticos e, em 
alguns casos, configurações que podem não condizer com a realidade observada.  
 Com isso, os melhores parâmetros intermoleculares extraídos da superfície 
de energia potencial do ciclo 5 que descrevem o 5CB foram: 
 
Átomo Carga (C) σ (nm) ε (kJ/mol) 
N -0,372456 0,2850 2,0681 
Cn 0,283859 0,4098 0,0555 
Cb 0,000181 0,2983 1,2887 
C1 -0,160650 0,3275 0,5495 
C2 -0,041693 0,3450 0,4415 
C3 0,000000 0,3220 0,1722 
C4 0,000000 0,3046 2,2970 
C5 -0,145619 0,3651 0,1712 
C6 -0,117825 0,3202 0,9067 
C7 -0,000178 0,2994 2,3196 
C8 -0,000170 0,4838 0,0050 
C9 -0,006226 0,3672 0,3138 
Ct -0,392512 0,3407 0,3976 
H1 0,135983 0,3054 0,0050 
H2 0,096685 0,2241 0,1161 
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H5 0,128180 0,2912 0,0050 
H6 0,087201 0,2934 0,0050 
H8 0,037192 0,2316 0,0967 
H9 0,017958 0,2966 0,0050 
Ht 0,117766 0,3037 0,0050 
Tabela 10: Parâmetros intermoleculares finais para os tipos de átomos do 5CB obtidos através do 
processo de parametrização descrito na secção 3. Nota-se que as cargas dos átomos C3 e C4 foram 
mantidas nulas para que o sistema possa carta total igual a zero. 
 
 
  A variação dos parâmetros intermoleculares ao longo da parametrização 
encontra-se no apêndice. 
 
 
 4.3 PROPRIEDADES FÍSICO-QUÍMICAS E ESTRUTURAIS 
 
 Nesta seção serão apresentados os cálculos das propriedades físico-
químicas para o cristal líquido 5CB em diferentes condições termodinâmicas e a 
tentativa de determinar a região de transição sólido (S) -nemático (N) -isotrópico (I),  
pois, como já comentado na seção 2.4, sistemas líquidos cristalinos só podem ser 
definidos claramente por tensores de segunda ordem. 
 
 
4.3.1 DENSIDADE 
  
 Apesar de não ser um parâmetro de segunda ordem, a densidade é uma 
informação importante para os experimentalistas. Aqui são apresentados diferentes 
valores de densidade que abrangem os estados sólido, nemático e isotrópico, 
respectivamente, conforme a figura 6. 
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Figura 6: Avaliação da densidade do 5CB em diferentes temperaturas. As linhas tracejadas na vertical 
são as temperaturas de transição S-N e N-I, respectivamente. As margens de erro são tão pequenas 
quanto os símbolos utilizados 
 
 
  A Figura 6 corrobora com o que foi comentado na secção 2.4 deste trabalho, 
que apenas propriedades que apresentam tensores de segunda ordem conseguem 
identificar com clareza transições de mesofases. A curva de ρ x T é suave, 
apresentando uma leve variação na região nemática, o que pode servir como 
indicação de que pode haver uma transição nesta faixa de temperatura. 
 No entanto é possível comparar os valores de densidades obtidos com os 
valores existentes, como mostra a tabela abaixo. 
 
 Experimental Ref. 59 QMD-FF Desvio Exp. 
ρ (308K) 1006,9664 ------- 991,34 1,55 
ρ (300K) 102058 1085±0,03 1000,92 1,87 
ρ (320K) 99558 1063±0,04 982,70 1,23 
Tabela 11: Comparação entre as densidades geradas neste trabalho com valores anteriores. Os 
valores de densidades estão em kg/m³. ρ a 300 K é referente a fase nemática, ρ a 308 K corresponde 
a transição entre a fase nemática e isotrópica e ρ a 320 K é referente a fase isotrópica. 
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 Pode-se notar pela tabela 11 que o erro do campo de força criado neste 
trabalho é menor que 2% do valor experimental, 1.87% para fase nemática, 1.23% 
para fase isotrópica e 1,55% da temperatura de transição nemática-isotrópico. Essa 
diferença entre os erros é esperada, pois o campo de força foi parametrizado 
considerando apenas estruturas presentes na fase isotrópica a 340 K mas a alta 
precisão do campo de força apresenta em diferentes estados termodinâmicos pode já 
ser notada. 
 Apesar da densidade não conseguir detectar com clareza a transição para a 
fase nemática, a precisão em reproduzir densidades experimentais em diferentes 
temperaturas daquela na qual o campo de força foi produzido é extremamente alta, 
considerando que a transferibilidade de parâmetros de um estado termodinâmico para 
outro é um problema crucial de muitos campos de força.  Sendo assim, isso corrobora 
para a hipótese de campos de força derivados de cálculos mecânico-quânticos são 
independentes da temperatura e os parâmetros podem ser transferidos para 
diferentes estados termodinâmicos e manterem uma alta precisão. 
 
 
4.3.2 VARIAÇÃO ÂNGULAR DO 5CB 
 
 Para fazer uma avaliação do movimento da estrutura do 5CB, foram definidos 
dois vetores ao longo da estrutura do 5CB para analisar o movimento da molécula ao 
longo das simulações em diferentes temperaturas, como: (i) N-C4-(ii) Ct, C7-C8-Ct. 
Os vetores têm o intuito de analisar como diferentes regiões do 5CB variam conforme 
a temperatura é alterada: (i) é referente à estrutura como um todo, e (ii) é referente 
apenas à região flexível. 
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Figura 7: Variação angular do vetor formado pelos átomos N-C4-Ct função da temperatura. As linhas 
tracejadas na vertical indicam são as temperaturas de transição S-N e N-I, respectivamente. 
 
  
  
 
  
  
 
 
 
 
Figura 8: Variação angular do vetor formado pelos átomos C7-C8-Ct em função da temperatura. As 
linhas tracejadas na vertical indicam são as temperaturas de transição S-N e N-I, respectivamente. 
 
 Pode-se ver, na figura7, que o movimento da molécula como um todo não 
apresenta uma variação significativa até a transição da fase nemática para a fase 
isotrópica, pois transições envolvendo mesofases são muito suaves quando 
comparadas com transições entre fases, do tipo sólido – líquido.  Entretanto, na figura 
8 é mais notável uma variação angular da parte aquílica do 5CB, uma vez que a 
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mesma é a parte do 5CB que possui mais de graus de liberdade. Ainda assim, não é 
possível correlacionar a variação angular da cadeia perto da temperatura de transição 
com as mudanças de fases, mas é possível obter informações preliminares sobre um 
possível intervalo de transição. 
 
4.3.3 COEFICIENTE DE EXPANSÃO TÉRMICO 
 
 Uma vez que cristais líquidos, como 5CB, são usados em aparelhos ótico-
eletrônicos, e que os mesmos estão expostos diariamente a diferentes temperaturas, 
informações que relacionam volume e temperatura são importantes para a melhor 
utilização dos cristais líquidos. O valor de α foi computado através do coeficiente 
angular das curvas de ln(ρ) X T em 310,320 e 330K. 
 
Tabela 12: Comparação de valores do coeficiente de expansão térmico do 5CB a 320K. O Valor 
experimental foi retirado da Ref.58. 
 
 A proximidade do valor de α obtido nesse trabalho e do valor experimental 
encontrado na literatura é extremamente alta quando comparado com o valor teórico 
obtido por Ivo Cacelli et al44. Apesar do erro ser de 23.97% do valor experimental, o 
mesmo é drasticamente menor do que o valor teórico existente, que é de 85.71%. 
 A precisão do coeficiente de expansão térmico encontrado neste trabalho 
corrobora para a hipótese de que um campo de força derivado de cálculos mecânico 
quânticos pode ser transferido para outro estado termodinâmico sem que haja perda 
significativa da precisão do mesmo.  
  
 
 
 
α (10-3K-1) 
Experimental58 Ref. 59 QMD-FF 
0.7 1.3 0.8678 
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 4.3.4 ENERGIA DE ATIVAÇÃO PARA DIFUSÃO.  
 
 Uma vez que não foi possível computar o parâmetro de segunda ordem (P2), 
optou-se por identificar a transição de fases pela estabilidade de cada uma das fases. 
Para isso, foi computada a energia de ativação para difusão de cada uma das fases 
do 5CB. Sabe se que: 
      𝐷 = 𝐷0𝑒
−Δ𝐻𝑚
𝑅𝑇⁄    (47) 
Então, pode-se achar a energia de ativação para difusão (Q) através da equação 
abaixo: 
      ln(𝐷) = ln(𝐷0) −
𝑄
𝑅𝑇
   (48) 
Pode-se achar a energia de ativação para difusão de cada fase computando o gráfico 
ln(D) x 1/T. 
Se o 5CB segue um regime Fickiano, o gráfico de ln(D)x1/T deve apresentar uma reta, 
não mostrando diferença na energia de ativação para difusão de cada uma das fases. 
Caso o 5CB não siga o regime de Fick, será possível identificar diferenças na energia 
de ativação para difusão perto da transição de cada fase, como é mostrado na figura 
9.  
 48 
 
 
Figura 9: Variação da energia de ativação para difusão em diferentes temperaturas. A unidade de 
ln(D) está em 1x10 -10 m²/s para facilitar a visualização. As linhas tracejadas na vertical indicam as 
temperaturas de transição S-N e N-I, respectivamente. 
 
 Com isso, pode-se identificar que há uma diferença significativa na energia de 
ativação para difusão de cada fase, podendo notar com clareza que há uma transição 
Sólido- Nemático e Nemático- Líquido Isotrópico perto da região de transição 
experimental. 
 
 Os coeficientes de difusão foram extraídos da parte linear do MSD e 
computados através da relação de Einstein. 
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Figura 10: MSD do 5CB em diferentes temperaturas.  
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5 CONCLUSÃO  
 
 
 Durante este trabalho foram testadas, pela primeira vez, as metodologias dos 
programas JOYCE e PICKY em um sistema liquido cristalino de tamanho elevado. 
Devido ao elevado tamanho da molécula do 5CB, uma descrição mecânico-quântica 
acurada de toda região intramolecular não era viável há alguns anos atrás.  
 Estudos anteriores utilizando o JOYCE na molécula de 5CB só foram possíveis, 
pois houve a implementação do método de fragmentação (FRM)60. Porém, devido ao 
recente avanço computacional, foi possível realizar a parametrização da molécula 
inteira e obter um campo de força intramolecular mais realístico.  
 Outro ponto que contribui para o campo de força intramolecular mais realístico 
foi o tratamento dado às frequências vibracionais, a implementação de diedros rígidos 
com o potencial harmônico, a expansão por série de Fourier dos diedros flexíveis e a 
adição de funções cossenos mostrou bons resultados para as frequências 
vibracionais, quando comparadas com as geradas pelo GAUSSIAN09. Os resultados 
mostraram que campos de forças derivados de cálculos quânticos podem descrever 
com consistência sistemas complexos, pois frequências vibracionais negativas não 
são ignoradas na parametrização.   
 Pode-se notar que todas as curvas apresentaram uma alta concordância dos 
valores gerados pelo JOYCE, GAUSSIAN09 e as mecânicas moleculares realizadas. 
Encontrou-se o comportamento esperado para uma cadeia alquílica ligada a um anel 
aromático e uma cadeira alquilicanormal.   
 Dessa forma, a implementação do JOYCE na molécula do 5CB, sem utilizar 
o método de fragmentação, mostrou-se bastante eficiente e precisa na descrição 
intramolecular do sistema e pode ser feita sem elevados recursos computacionais. 
 O processo de parametrização do campo de força intermolecular pelo 
programa PICKY mostrou-se mais complexo, pois nunca tinha sido aplicado para 
sistemas com o tamanho do 5CB. Porém o programa mostrou-se eficaz na obtenção 
dos parâmetros intermoleculares, pois houve a convergência do desvio padrão (σp) e  
apresentou valor de ΔP bastante baixo na comparação entre as superfícies de energia 
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potencial. A comparação entre os mínimos e máximos mostrou-se consistente, uma 
vez que houve a convergência dos valores de mínimo entre os ciclos e uma boa 
aproximação entre os valores de máximo nos ciclos finais.  
 Com isso, os parâmetros obtidos para o 5CB puderam ser considerados de 
alta confiança, pois reproduziram com alta precisão os valores de densidade 
experimental, tanto na fase nemática quanto na fase isotrópica. Além disso, o campo 
de força mostrou ser independente da temperatura que é utilizada na simulação, pois 
foi parametrizado a 340K, mas pode reproduzir com alta precisão propriedades em 
diferentes temperaturas.  
 Dessa forma, o campo de força gerado pelo PICKY mostrou que os 
parâmetros gerados por ele podem ser transferíveis, sem alterar muito o resultado, de 
um estado termodinâmico A para um estado B, ao passo que a transferibilidade de 
parâmetros em campos de forças não derivados de cálculos quânticos é uma grande 
limitação dos mesmos, podendo acarretar resultados muito afastados dos valores 
experimentais. 
 Apesar de não haver muitos valores experimentais para o 5CB isolado, a 
concordância dos valores experimentais com os dados gerados pelo campo de força 
neste trabalho foi alta. Mostrando, assim, que o campo de força é independente da 
temperatura em que a simulação será efetuada. 
 Além disso, a transição entre as fases sólida, nemática e liquida isotrópica 
conseguiu ser detectada com precisão através da energia de ativação para difusão 
das diferentes fases, corroborando mais ainda para a hipótese de que campos de 
força derivados de cálculos mecânico quânticos são independentes da temperatura. 
 Foi possível mostrar que campos de força derivados de cálculos mecânico 
quânticos podem possuir parâmetros transferíveis e podem ser aplicados em sistemas 
liquido-cristalinos, uma vez que os mesmos apresentam um algo grau de 
complexibilidade em termos de simulação computacional.   
 A aplicação de campos de força, semelhantes ao criado neste trabalho, em 
sistemas liquido cristalinos pode ser de extrema importância para a melhor descrição 
dos mesmos, pois a necessidade de obtenção de parâmetros que consigam lidar com 
sistemas semelhantes ao 5CB ou maiores que ele ainda é grande. Podendo assim 
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abrir uma porta para simulação mais precisa de sistemas maiores, auxiliando ainda 
mais no estudo desses sistemas e reduzindo o gasto experimental com tais reagentes.  
 Pretende-se estender este trabalho ao ampliar o programa MePhAn (Meso 
Phase Analyzer), o qual foi originalmente desenvolvido por Giacomo Prampolini, para 
aplicação na determinação de transições de mesofases, uma vez que o programa 
atualmente lê diferentes trajetórias, mas não as geradas pelo GROMACS. 
 Tem-se o intuito de parametrizar novos campos de força para outros cristais 
líquidos com as metodologias testadas neste trabalho e utilizar, posteriormente, o 
MePhAn para conseguir uma descrição teórica completa de diferentes cristais 
líquidos. 
 Por fim, este trabalho mostrou que as metodologias de parametrização do 
campo de força com os programas JOYCE e PICKY possuem uma alta precisão na 
utilização em sistemas com um elevado número de átomos e na descrição de sistemas 
líquidos cristalinos através de simulações de dinâmica molecular, podendo, assim, 
serem aplicadas futuramente em outros sistemas de interesse químico.  
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APÊNDICE A- Parametros intermoleculares para o 5CB em cada ciclo da 
parametrização. 
- Ciclo 0: 
Átomo Carga (C) σ (nm) ε (kJ/mol) 
N -0,430 0,3200 0,71128 
Cn 0,395 0,3650 0,62760 
Cb 0,035 0,3550 0,29288 
C1 -0,115 0,3550 0,29288 
C2 -0,115 0,3550 0,29288 
C3 0,000 0,3550 0,29288 
C4 0,000 0,3550 0,29288 
C5 -0,115 0,3550 0,29288 
C6 -0,115 0,3550 0,29288 
C7 -0,115 0,3550 0,29288 
C8 -0,005 0,3500 0,27614 
C9 -0,120 0,3500 0,27614 
Ct -0,180 0,3500 0,27614 
H1 0,115 0,2420 0,12552 
H2 0,115 0,2420 0,12552 
H5 0,115 0,2420 0,12552 
H6 0,115 0,2420 0,12552 
H8 0,060 0,2500 0,12552 
H9 0,060 0,2500 0,12552 
Ht 0,060 0,2500 0,12552 
 
- Ciclo 1:  
Átomo Carga (C) σ (nm) ε (kJ/mol) 
N -0,461949 0,3352 0,7824 
Cn 0,358178 0,3295 0,6900 
 61 
 
Cb 0,031737 0,3352 0,3222 
C1 -0,125547 0,3312 0,3222 
C2 -0,125547 0,3425 0,3222 
C3 0,00000 0,3805 0,3222 
C4 0,00000 0,3423 0,3222 
C5 -0,102720 0,3479 0,3222 
C6 -0,110953 0,3398 0,3222 
C7 -0,125547 0,3541 0,3222 
C8 -0,005459 0,3150 0,3038 
C9 -0,120085 0,3268 0,2485 
Ct -0,160780 0,3150 0,2485 
H1 0,127453 0,2260 0,1381 
H2 0,127453 0,2280 0,1381 
H5 0,120066 0,2349 0,1381 
H6 0,127453 0,2597 0,1381 
H8 0,054407 0,2647 0,1130 
H9 0,056743 0,2640 0,1130 
Ht 0,066497 0,2433 0,1130 
 
- Ciclo 2: 
Átomo Carga (C) σ(nm) ε (kJ/mol) 
N -0,416332 0,2682 0,6303 
Cn 0,279859 0,3443 0,8280 
Cb 0,024782 0,3480 0,3866 
C1 -0,131990 0,3311 0,3866 
C2 -0,103828 0,3503 0,3864 
C3 0,000000 0,3369 0,3866 
C4 0,000000 0,3400 0,3866 
C5 -0,084869 0,3220 0,3866 
C6 -0,100796 0,3375 0,3866 
C7 -0,103314 0,3459 0,3866 
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C8 -0,004528 0,3098 0,3618 
C9 -0,098868 0,3238 0,1988 
Ct -0,198560 0,2520 0,1988 
H1 0,148560 0,2383 0,1105 
H2 0,119098 0,2268 0,1105 
H5 0,103347 0,2438 0,1657 
H6 0,099040 0,2345 0,1657 
H8 0,042636 0,2591 0,0904 
H9 0,057358 0,2591 0,0904 
Ht 0,062719 0,2572 0,0904 
 
-Ciclo 3: 
Átomo Carga (C) σ (nm) ε (kJ/mol) 
N -0,376308 0,2893 0,9313 
Cn 0,257818 0,3474 1,2364 
Cb 0,014238 0,2748 0,5780 
C1 -0,122029 0,3486 0,2163 
C2 -0,044753 0,3389 0,5796 
C3 0,000000 0,2582 0,5796 
C4 0,000000 0,3243 0,5799 
C5 -0,108472 0,3337 0,5799 
C6 -0,086654 0,3270 0,5451 
C7 -0,044412 0,3142 0,5799 
C8 -0,002216 0,3522 0,3139 
C9 -0,086716 0,3536 0,1920 
Ct -0,253740 0,3398 0,0994 
H1 0,100705 0,2564 0,0553 
H2 0,114740 0,2337 0,0553 
H5 0,083324 0,2407 0,0828 
H6 0,079265 0,2450 0,0828 
H8 0,046956 0,2716 0,0452 
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H9 0,048993 0,2699 0,0455 
Ht 0,081549 0,2469 0,0717 
 
 
-Ciclo 4: 
Átomo Carga (C) σ (nm) ε (kJ/mol) 
N -0,373465 0,2883 1,8626 
Cn 0,285593 0,3827 0,1441 
Cb 0,000196 0,3022 1,0559 
C1 -0,161396 0,3326 0,4326 
C2 -0,045871 0,3413 0,5033 
C3 0,000000 0,3045 0,2939 
C4 0,000000 0,3163 1,1564 
C5 -0,126688 0,3498 0,3435 
C6 -0,119365 0,3133 1,0542 
C7 -0,000204 0,3070 1,1598 
C8 -0,000136 0,4328 0,0333 
C9 -0,036372 0,3577 0,3835 
Ct -0,379709 0,3428 0,1988 
H1 0,132411 0,3025 0,0059 
H2 0,111663 0,2297 0,0746 
H5 0,108606 0,2931 0,0054 
H6 0,077417 0,2969 0,0057 
H8 0,043849 0,2392 0,0904 
H9 0,030063 0,3048 0,0050 
Ht 0,118404 0,2793 0,0097 
 
