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Abstract
Understanding the dynamics of an infectious disease, such as malaria, helps us to reduce
the number of deaths and to achieve better control of its spread. Mathematical models
can help to predict the outcomes of new ideas for containing disease spread. This
thesis constitutes an extension of previous attempts to understand, via mathematical
modelling, the dynamics of mosquito populations and malaria.
We propose 5 distinct non-linear age dependent mathematical models. The first
model uses, as a starting point, an approach to modelling nonlinear effects in age-
structured models due to Gurtin and MacCamy [31]. However, the model we derive
(which takes the form of a system of delay differential equations) is much more com-
plex. We demonstrate analytical results on linear stability of both zero and positive
equilibria in various cases. We then examine a more complex equation which incor-
porates competition among larval mosquitoes. Furthermore, results on boundedness
of solutions and on the existence of positive equilibria are proved. Numerical simula-
tions show that for specific values of several parameters three equilibrium points can
be achieved as well as that the equilibria decrease as we increase the larval competition
coefficient. In the second mathematical model, we examine a neutral delay differential
equation. This specific type of equation is consequent upon the assumption that an
adult mosquito lays a batch of eggs immediately upon maturation, followed possibly by
further batches (not necessarily containing the same number of eggs) on reaching the
particular ages τi + nτ , n = 1, 2, . . ., with no egg laying in between these ages. This
models the idea that egg laying follows blood meals. A particular case is the case when
adult mosquito lays all of its eggs immediately on maturation, and none at all later in
life. In that case the non-trivial equilibrium is locally stable but the roots of the charac-
teristic equation are not bounded away from the imaginary axis. More generally, with
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adults laying eggs at ages τi + nτ , we may show under some conditions that the unique
positive equilibria is linearly stable. Results on the existence of positive equilibria and
boundedness of solutions are proved in this general case.
Moving to the third mathematical model of the thesis, in Chapter 4, we examine two
strains for the mosquito population, the vulnerable and the resistant strain. This model
is based on the assumption that mosquitoes may become resistant to insecticides. One
particular idea that we examine is the possibility that the parameter values such as the
per-capita death rate, maturation time and the kernel g(a) which describes the adult
mosquito egg laying activity are different in the two strains. We present analytical
results on the global stability of the zero equilibrium and the linear stability of the
boundary equilibrium. Numerical simulations show that for several parameter values
either of the two strains can win the competition and drive the other one to extinction.
In Chapter 5, the fourth mathematical model that we propose has similarities to the
model of Chapter 4 but also allows the possibility of an adult vulnerable mosquito
to die due to the insecticide. We propose a model for the case of an insecticide that
attacks a mosquito with increasing potency as it ages, eventually giving us a system
of four-integral equations. We compare two kinds of insecticides, late-life acting (LLA)
insecticides and conventional insecticides, and try to find under what circumstances the
LLA insecticide will slow down the evolution of insecticide resistance.
The final part of the thesis examines the interaction between the host (human) and
the vector (mosquito). Our fifth model provides analytical and numerical results for
an eight-dimensional system of equations, consisting of two differential equations and
six integral equations. For this model we find a set of conditions sufficient for the
eradication of malaria.
Keywords and AMS Classification Codes: mosquito; malaria; larvae; population model;
age-structure; neutral delay equation; stability; delay.
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Chapter 1
Introduction
1.1. Motivation
The main goal of this section is to prepare the reader by introducing some interesting
biological and historical facts about the disease. Malaria is a serious and occasionally
deadly infectious mosquito-borne disease that affects humans, some other primates and
some birds, the malaria parasites are transferred to them through the biting of mos-
quitoes. For further reading on infectious diseases, readers are referred to the following
papers [22, 25, 34, 86]. Malaria is caused by parasites of the Plasmodium class [90],
a specific type of mosquito which feeds on human blood. Several plasmodium species
can infect humans, of which the most serious is the P. falciparum [90]. It is crucial for
this particular parasite to be treated carefully and in the early stages otherwise there
is a significant possibility of death. Almost 85 − 90% of all malaria deaths are due to
this parasite. As mentioned above there are various parasites of the Plasmodium class
(more than one hundred), but the five main kinds are : P. falciparum, P. vivax, P.
ovale, P. malarie and P. knowlesi [14, 15, 90]. The parasite with the highest occur-
rence is considered to be P. vivax , with 65-75 million cases annually [55]. The life cycle
in all 5 species is similar, their main differences is in the characteristics of the mal-
aria parasite which can influence the occurrence and its impact on human populations.
As an example, the parasites P. vivax and P. ovale can remain in the liver cells for
lengthy periods (weeks, months or even years), progressively worsening the likely course
of disease in the human. Other species of the parasite are more commonly associated
with non-human primates, for example P. Knowlesi which commonly affects long tailed
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macaques in South-East Asia, although it may occasionally infect humans. Spread of
malaria from non-human primates to humans is commonly known as zoonotic malaria
[15]. Although P. knowlesi malaria is currently rare and not usually dangerous to hu-
mans, recent studies suggest that this type of malaria could become more of a concern
to humans in the near future, [18, 75].
The World Health Organization (WHO), an organization of the United Nations which
deals with worldwide public health, announced in 2015 that there were approximately
200-450 million cases and 580000-850000 deaths due to malaria, the majority in Africa
[33, 77, 87], and most cases were children under the age of 5 and pregnant women. This
can also been examined from Figure 1.2, this graph is taken from [66] and represents
the death rate of malaria per 100’000s population. It is estimated that 3 billion people,
almost half of the world’s population, live in areas at risk of malaria transmission in 106
countries worldwide. Figure 1.3 shows the countries where malaria transmission still
occurs (the countries coloured in blue and light blue). In addition (see Figure 1.2) the
main areas of infection are in third world countries, primarily in the African continent
and secondly in Asia. Africa is the perfect home for mosquitoes. The combination of the
warm climate together with the large number of stagnant water bodies provides an ideal
environment for mosquitoes to lay eggs. Malaria parasites require warmth in order to
fully develop and be transmitted to humans. Having this in mind, it is no surprise that
in recent years many papers have focused on the effect that environmental conditions,
particularly climate change, have on malaria transmission (see, for example,[46, 61, 62,
65]) since variables such as temperature, moisture and rainfall all have a major effect
on the population of the vector of the disease [52]. The falciparum parasite is very
common indeed in areas south of the Sahara desert. This, combined with other problems
including poverty and inadequate access to health care, result in approximately 90% of
all deaths due to malaria occuring in sub-Saharan Africa [14, 90].
It is the female adults of the mosquito genus anopheles that host the malaria parasite
and are therefore the malaria vector in humans. A picture of it can be seen in Figure
1.1. Malaria parasites are spread when mosquitoes bite in the pursuit of blood meals.
In addition to the nectar and plant juices they consume to gain energy, they need
blood meals which are gained from piercing human or animal skin. Blood meals are
the most significant requirement for the development of eggs since blood is a source of
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Figure 1.1: Female anopheles mosquito [14]
protein. For the majority of people, an anopheles mosquito bite is followed by a latency
stage of about 7-30 days before the first symptoms (the first symptoms are also known
as the primary attack [7]) appear in the infected person. These symptoms include
fever, tiredness, vomiting, flu like illness, headaches and sometimes death [14, 86]. It
is important to mention that during fever the lowest probability of survival has been
found in children affected by the disease, due to the fact that the fever lasts several days
and their immune system becomes weaker day after day. In the book [86] an additional
note on some other symptoms is given. The term latency period is described as the
time between the exposure to the disease and the time when symptoms first appear
and the individual becomes infectious. The precise duration of the incubation period
(latency) depends on the strain of the parasite, [15, 90]. As an example, if a person is
infected by a mosquito carrying P. vivax or P. oval, those parasites can reside in the
liver of the infected person for several months or even years, and as soon as they start
invading the red blood cells of their system the person will start to feel unwell. Shorter
incubation periods are observed in the most fatal parasite, P. falciparum. More about
the incubation period can be found in the paper of Charlwood and Killeen [17, 42].
Malaria is not considered as a new-modern world disease. Documents show that its
history dates back to at least 4500 years ago [14] . Similar symptoms to those of malaria
have been found in historical records of early civilisations as the Ancient Greeks and the
Roman Empire. The origin of the word “malaria” is Italic, “mala aria”, which means
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Figure 1.2: Malaria death rate per 100 000’s population worldwide.
“bad air”. This characterisation was given in the first place by the ancient Romans who
believed that malaria was generated by bad air, and particularly by foul smells from
swamps and stagnant waters. Such ideas persisted until the 19th century when Charles
Laveran, a French physician who won the Nobel prize, identified the malaria parasite.
Shortly afterwards Sir Ronald Ross discovered that the parasite can be transmitted
from an infected human to a mosquito; this observation was made in 1897. More notes
regarding the important work of Ross will be given in the subsection on Mathematical
Models.
1.2. Life Cycle of malaria parasite
The malaria parasite is a complicated living thing with a sophisticated life cycle. The
main difference that the mosquito vector has, compared to the human host, is that
the mosquito does not suffer from the presence of the parasites. Malaria parasites are
spread when mosquitoes bite in the pursuit of blood meals. After a blood meal, malaria
parasites develop and multiply in the cells of the liver, and later in red blood cells. The
presence in red blood cells implies the possibility of transmission through blood trans-
fusion, organ transplant and the shared use of needles [1]. The life cycle of the malaria
parasite comprises 3 stages, namely the sporozoite, the merezoite and gametocyte stage,
and in all stages the presence of either the mosquito or human or even both is required.
More specifically, the first and third stages involve both human and mosquito, whereas
17
Figure 1.3: Malaria endemic countries [90]
the second stage requires only the human host [14, 15]. Parasites in mosquito saliva,
also called sporozoites, enter the bloodstream as a consequence of a mosquito bite and
enter the liver of the human. Next the parasite reproduces in an asexual manner in the
cells of the liver. The duration of this stage depends on the parasite and it is called
exoerythrocytic [15]. The final stage of the process is the development of the merozoites
from the sporozoites. Merozoites then proceed into the bloodstream of the infected
person and start to infect the person’s red blood cells [15]. At this particular point,
when the parasite has invaded the red blood cells, the symptoms of the disease start to
appear. Once the merozoites enter the bloodstream a number of them start reproducing
using the old infected red bloods cells as incubators and then invade the younger cells,
whereas the rest of the parasites undergo a sexual manner procedure resulting in the
production of the gametocyte parasite. This particular parasite is then split into two
types: the micro-gametocytes which is the male form and the macro-gametocytes, the
female form. Next, when an uninfected mosquito bites an infected person the gamet-
ocytes enter into the stomach of the mosquito, next the micro-gametocytes invade the
macro-gametocytes and form the zygote [14]. The zygotes then develop to ookinetes
which grow in a sexual manner to finally become oocysts, depending on the strain of
the mosquito a certain amount of days need to pass in order for the oocysts to free
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sporozoites. The released sporozoites then move to the salivary glands of the mosquito
until the next blood meal of the mosquito. As soon as the mosquito injects the malaria
parasite into a human body a new life cycle will commence. Figure 1.4 shows the full
malaria parasite life cycle [14].
Figure 1.4: Life cycle of malaria parasite. Taken from [14].
1.3. Malaria Strategies and Treatments
Even though we mentioned earlier the importance of a warm climate in order for the
malaria parasite to fully develop, the disease does not occur in many warmer countries.
Large parts of Europe and North America have climates ideal for anopheles mosquitoes
to survive. However, public measures and eradications programmes have successfully
eradicated malaria from these regions of the world [14]. Until the early 1950s malaria
was endemic in southern parts of the United States. The man who was responsible for
the reduction of the spread of the disease in the U.S was Dr. L.L. Williams who in
1947 was in charge of the National Eradication Programme. In the last several decades
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significant reductions have been achieved. The malaria incidence rate has dropped by
approximately 35% worldwide. In addition, over half of malaria-endemic countries have
reduced the number of new cases by an impressive 70% [14]. The WHO has made
significant steps toward the goal of eradicating malaria worldwide, but in spite of all
these encouraging facts there are still millions of people suffering from malaria [28].
Malaria still kills 300,000 children under 5 years old, a small child dies about every 30
seconds. Moreover, factors such as climate change give rise to a concern that malaria
might be able to re-establish itself in regions in which it used to be endemic.
Next, we will talk about the various treatments and strategies currently used or in
development. The majority of them are controlled and operated by a program called
RBM (Roll Back Malaria). The main methods of treatment are split into three cat-
egories: 1) strategies to control the vector of malaria; 2) use of anti-malaria drugs, and
3) development of vaccines [48, 84]. Beginning with the first category the main tools
currently used are indoor spraying, insecticide treated bed nets and insecticides [88].
Insecticide-treated bed nets
Insecticide-treated bed nets are bed nets that have been treated with an insecticide.
These nets build a defensive barrier around the beds of people and are considered the
most prominent tool for malaria control since they effectively reduce the interaction
between mosquito and human [88]. It has been shown that this method has had a
significant impact in reducing the numbers of deaths in children below age 5. The
research of Greenwood [28] suggests that insecticide treated bed nets reduce the number
of malaria cases by approximately 50% compared with unprocessed nets. However, one
of the biggest disadvantages of this tool is that the only insecticide currently approved
for use in nets is pyrethoid [16], and it is now known that the mosquitoes are becoming
resistant to it. Pyrethoid resistance is becoming widespread all over Africa [13, 19, 39,
68, 78]. As an additional example to the resistance on insecticides used in bed nets
the reader may refer to the paper of Mathias [53], where the example of evolution to
resistance in Kenya over just a few years is reviewed. For fuller information on the use
of insecticide-treated bed nets, the reader may refer to [45].
IRS
Another method that is currently in use is known as IRS (indoor residual spraying).
As its name suggests, this procedure involves covering the walls and surfaces of the
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house with a residual resistance [48]. In order for the IRS to be practical, it must be
applied to a large percentage of households in an area. This method has resulted in a
reduction in the number of malaria cases in southern Africa by approximately 50%, and
has eliminated the disease from many other countries [88]. As with bed nets, a problem
with this approach is that mosquitoes are evolving resistance to the insecticides.
Insecticides
Although the use of insecticides such as DDT (dichlorodiphenyltrichlorocthane), dis-
covered in 1939 by Paul Muller, is an effective and cheap method for controlling malaria
that gives good initial results, mosquitoes can become resistant to insecticides surpris-
ingly quickly [35]. In Koella [43] it is suggested that the useful lifespan of an insecticide,
in areas of widespread use, is approximately 5 years. In a recent research program it
was observed that the female anopheles insecticide-resistant population had increased
from 0 to 20% percent in only 3 years [63]. This highlights one of the major issues in
malaria control, that of the management of insecticide resistance [69, 36, 40, 81]. As
Koella states in his paper [44], finding a way to block the development of resistance
would constitute major progress toward the effective control of malaria. However, the
development of new insecticides has to be considered alongside the issue of how we use
insecticides [69, 21, 57, 64, 68], since simply developing a new one will only give short
term results. Using them very intensively tends to speed up the evolution of resist-
ant mosquito strains. In 1950, an eradication program started but it failed worldwide
because of the resistance of mosquitoes to insecticides, and also because of resistance
of malaria parasites to anti-malaria drugs, and because the campaign never included
Africa which is the continent where malaria is most common [57, 74, 81]. The program
was abandoned completely in 1972 [11].
1.3.1. Late-life-acting insecticides
One particularly novel idea, due to Read [71], is that insecticides should somehow target
only old mosquitoes. According to Read [70] the useful lifespan of an insecticide can
be raised if the insecticide targets only old mosquitoes, this kind of insecticide is called
LLA (late-life-acting) insecticide. The main idea of the LLA insecticide, is that the
insecticide would start to act on the mosquito late in its life after it has laid most of its
eggs. Currently, two ways are under consideration by which an insecticide could target
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an older mosquito. The first way is with the use of entomopathogenic fungi. In the paper
of Matthew Thomas [54], fungal biopesticides are compared with current insecticides
(which are in widespread use). The results in that paper show that entomopathogenic
fungi have the potential to kill an adult mosquito after some delay, not immediately
on contact. The idea is to let the mosquito lay most of its eggs and then kill it as it
approaches old age. Only older mosquitoes can transmit malaria, due to the relatively
long duration of the latency stages of the parasite compared to the adult life-span of
the mosquito. If the timing could be right, i.e. the mosquito is killed after it has laid
most of its eggs but before it starts to transmit malaria, then there is reduced selection
pressure favouring the evolution of resistance. Therefore, hopefully, resistance would
evolve more slowly without any loss of malaria control.
Using entomopathogenic fungi as insecticide is still under investigation, there are still
various and critical concerns to be resolved. An alternative possibility is to use current
insecticides in a reduced dose. Again, this would be to exploit the fact that only older
mosquitoes transmit malaria, due to the long duration (relative to the mosquito adult
life span) of the developmental time of the parasite in the mosquito. If insecticides
could selectively target only old mosquitoes that have already laid most of their eggs
then, with no loss of disease control, there will be less selection pressure favouring the
evolution of resistant strains. This should increase the expected useful lifespan of a
particular insecticide, delaying the need to develop a new one, and possibly even open
up the possibility of using existing insecticides at lower doses with no loss of malaria
control. This would be because a gradual accumulation over time of low insecticide
doses would result in the insecticide killing the mosquito only when it reaches old age,
precisely the stage at which the mosquito becomes a dangerous malaria transmitting
individual.
Anti-Malaria drugs
Moving to the second category, the correct use of prescription anti-malaria drugs leads
to the cure of malaria and all the parasites to be eliminated in general. It is important,
however, to use the correct type of drug and period of treatment, otherwise the disease
may continue and the parasites may become resistant to the drug. Apparently the
biggest hurdle with the use of drugs is that in many poor countries people cannot afford
them or cannot complete the whole course of treatment. If the parasites in the infected
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human’s body are not completely destroyed, it will be the more resistant ones that
survive and the next generation of parasites will be carrying the genes for resistance.
In bacterial infections you have the same problem. People do not always complete their
treatment, which allows the more resistant bacteria to survive and then reproduce,
raising the problem commonly known as antibiotic resistance. Several malaria control
strategies involve the use of antimalarial drugs, the most famous being the mass drug
administration (MDA). MDA is the medication of the whole population in an area
without examination for infection. However the WHO does not favour this kind of
strategy, because of the lack of evidence for an overall benefit and the high risk of
parasites becoming resistant to the drug when it is applied to large numbers of people [8].
Similar strategies date back to the early 1930’s.
Vaccines
Even though current treatments and techniques used to fight malaria have accomplished
significant successes in reducing the number of deaths, they have not succeeded in
completely eradicating the disease. Having that in mind, the necessity for development
of an effective vaccine is important [67, 72] and is currently a hot topic in malaria
research. Several potential vaccines are under examination. In a promising recent trial,
the vaccine (RTS,S) was given to African children with encouraging results [80].
1.4. Mathematical Modelling of Malaria
Mathematical models play an important role in predicting dynamics of an infectious
disease [10]. They give us information on how the process of infection of the population
is related to the process of infection of the individual. Mathematical modelling is a
tool that can be used to predict the effect of candidate mosquito and malaria control
strategies [12]. It can be used to compare the effects of various control strategies and to
help make policy decisions. The term epidemiology refers to an area of biology which
makes use of mathematical modelling in order to understand the dynamics of a disease.
The six main types of mathematical model are the following: SI, SIS, SIR, SIRS, SEIR,
SEIRS [37]. Those models are also known as compartmental models and are considered
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developments of the original model due to Kermack and McKendrick [41].
S = susceptible class
I = infectious class
E = exposed class
R = recovered class.
In addition to these variables some researchers also make use of the term M which is
the variable representing the immunity transferred from a mother to her child while she
is pregnant [38].
SI
SI models can be considered the simplest of compartmental deterministic models for an
infectious disease. In an SI model, as soon as an individual becomes infected it also
becomes infectious and transfers directly from the susceptible S class to the infectious
I class. The individual then remains infectious in the I class for the rest of its life.
There is no exposed E class and, so an SI model can only be reasonable in the case of
a disease that has a very short incubation time (for example, common cold and sore
throat). Note the distinction between infected and infectious. The individual becomes
infected at the point when they acquire the virus or bacterium that will make them
ill, and they become infectious (often coinciding with the onset of symptoms) after the
latency stage of the disease has completed.
SIS
An SIS model is similar to an SI one. The main difference is that an individual who is
in the infectious class may recover and re-enter the susceptible class. It is also assumed
that recovered individuals will not gain immunity to the disease. This kind of model is
often suitable for diseases that are sexually transmitted. A simple model of this kind is
dS
dt
= bI − aSI
dI
dt
= aSI − bI,
where a is the infection rate and b the per-capita recovery rate. This kind of model,
together with the simple SI model, is used in the paper of Tumwiine [82] to describe
24
the host (SIS model) and the vector (SI model).
SIR
A simple SIR model, like the one shown below, assumes that an infectious individual
will recover and gain immunity, as a result it does not return to the susceptible class.
A simple SIR model is
dS
dt
= −aSI
dI
dt
= aSI − bI
dR
dt
= bI
where a is the infection rate and b is the per-capita recovery rate, and as a consequence
the mean time spent in the infectious compartment is 1/b.
SEIRS
Finally, the SEIRS model outlines the dynamics of a disease in which an individual,
after acquiring infection, is, for a time, in the exposed compartment. This models the
latency time of the disease between the instant of infection and the subsequent onset
of symptoms. In an SEIRS model an individual recovers from the disease and acquires
immunity, but not forever. After a while the individual re-enters the susceptible S class.
Models with an exposed E class are particularly important in diseases which have a very
long latency time relative to the life expectancy. For humans, a latency time of several
years would need to be accounted for in the model because over such a long time interval
the risk of the individual dying from another cause is not low enough to be ignored. A
situation in which the model would not really need an E class would be the common
cold, because the latency time for that case is only a couple of days.
In Figure 1.5 a represents the rate of infectious, b is the rate at which exposed indi-
viduals become infectious (and symptoms begin to appear), c is the rate that infectious
individuals recover and d is the rate at which recovered individuals return to the sus-
ceptible class.
Mathematical modelling of malaria is by no means a new field. Ronald Ross, in 1911,
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Figure 1.5: SEIRS mathematical model.
published his book: “The Prevention of Malaria”, which presents elementary but in-
sightful mathematical models that support his claim that malaria can be eliminated by
reducing the number of mosquitoes and, very importantly, that the mosquito biting rate
and per-capita adult mortality are key parameters [73]. MacDonald, [49], [50] and [51],
continued Ross’s work showing, in particular, that reducing the number of mosquitoes
has only a moderate effect especially in areas of high transmission. The following system
of ordinary differential equations is known as the Ross-MacDonald model and it models
the interaction between infectious mosquitoes and humans:
dIh
dt
= αpmhIm(1− Ih
Th
)− dhIh,
dIm
dt
= αphm(Tm − Im) Ih
Th
− dmIm.
The parameter α is the rate of mosquito biting. The parameter pmh is the transmission
coefficient for mosquitoes to humans, incorporating the probability that if an infectious
mosquito bites a susceptible human then the person actually becomes infected with the
parasite. Similarly, phm is the transmission coefficient for humans to mosquitoes, incor-
porating the probability that a bite of an infectious human by a susceptible mosquito
will result in infection of the mosquito. The variables Ih(t) and Im(t) are the numbers
of infectious humans and mosquitoes, respectively, and Th and Tm (constants) are the
total numbers of humans and female mosquitoes. Finally, the terms dh and dm are
the per-capita natural death rates for infectious humans and mosquitoes. Another im-
portant parameter in the field of epidemiology is the basic reproduction number, most
commonly notated by R0. This quantity gives information regarding the dynamics of
the disease transmission and can give us information on how to eradicate it. The basic
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reproduction number for the Ross-MacDonald model is
R0 =
α2pmhphmTm/Th
dhdm
.
One can easily show that if the reproduction number is less than 1, the disease will tend
to eradication. Even though the Ross-MacDonald model is considered as a simple model
since many biological facts are not included, it can still provide useful information on the
dynamics of malaria transmission and spread. However, it has its limitations as it does
not incorporate factors such as the incubation period or immunity. Over the years, and
following the work of Ross and MacDonald, new proposals for the control and eradication
of malaria have been proposed, and a review of models of varying degrees of complexity
can be found in [52]. One of the most important models was proposed by Anderson
[3]. Anderson’s model was the first to include the reproduction of parasites within
the human (host). In addition to his work, Anderson also proposed another model in
which immunity is independent of the period of exposure [4]. Moreover, several models
make the assumption that immunity is temporary and that, after losing it, individuals
return to the susceptible class again [83]. Many other modellers have ignored immunity
completely [82]. In the paper of Aron [6], it is assumed that immunity is increasing by
the times we become infectious. Besides the models that incorporate immunity, many
others have examined the biological factors involving the age of the mosquito and how
it affects resistance to insecticides [24, 85]. Finally, many models incorporate malaria
by introducing additional differential equations to represent the human host. Relevant
previous work include the papers by [58, 67]. Mathematical modelling can help us to
predict the likely impact of these novel approaches that have been proposed to tackle
insecticide resistance without loss of malaria control.
1.5. Structure of the PhD thesis
This thesis is made up of Chapters. Throughout the thesis, female mosquitoes are
considered to have two life stages. The first is the larval stage which is considered to
include all pre-adult stages. Mosquito larvae inhabit aquatic environments and feed on
micro-organisms near the water surface. We define τi to be the total duration of the
larval stage. The second stage is the adult stage, which starts immediately after the
larval stage is complete, and during this stage mosquitoes may lay eggs. The duration
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of each stage depends on the species and on weather conditions. The lifespan of a
female mosquito varies from as little as a week to 1-2 months. Figure 1.4 shows the
characteristics of the main human malaria parasites.
In Chapter 2 we introduce a simple non-linear age-dependent model, which we reduce
to a system of three ordinary differential delay equations. The procedure we follow is,
in its early stages, similar to that of Gurtin and MacCamy [30] and [31]. Chapter 2 is
organised as follows: we start by examining the case in which there is no competition
among larvae. In this situation the linear stability of the non-trivial equilibrium is
complex but tractable. Then we investigate the possibility that larvae are subject to
intra-specific competition. This leads to the system of ordinary differential equations
(2.62) − (2.64), and equation (2.62) has similarities to the one suggested in the paper
of Gourley and Liu [26] (pg 135, equation (2.8)), as a very simple model for situations
in which the larval individuals of a species are in competition.
Chapter 3 explores the case in which a female adult mosquito lays a first batch of eggs
immediately upon maturation, with further batches at the particular later instants in
time at which the mosquito attains the ages τi+nτ , n = 1, 2, . . ., and no egg laying at all
between these ages. The batches do not all have to have the same number of eggs, and an
important special case is that in which all but the first (immediately upon maturation)
have none at all. The idea here is to model the fact that egg laying in mosquitoes does
not happen continuously in time but follows blood meals. The heart of this Chapter is
equation (3.17). The central results of this Chapter are: firstly, if an adult mosquito
lays all of its eggs immediately after maturing, with no further egg laying, then the
non-trivial positive equilibrium is locally stable, and secondly that the real parts of the
roots of the characteristic equation in the general case are always negative, see Theorem
3.5.5. Numerical simulations of equation (3.18) for several parameter combinations are
carried out.
Chapter 4 deals with the case when we split the mosquito population into two strains,
vulnerable and resistant (to insecticide). In both strains we assume that mosquitoes
begin to lay eggs as soon as they mature. The age-dependent model introduced will
eventually reduce to a system of 4 equations, two of them will be delay differential
equations and the other two will be integral equations. For this model we establish, the
global stability of the zero equilibrium and the local stability of the boundary equilibria
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(in such equilibria the vulnerable strain is driven to extinction). The characteristic
equation we obtain for this case is of the family of equations. All of the numerical
simulations are made for specific cases of kernels. In order to be able to use the command
dde23 in MATLAB, it was necessary to rewrite our system into a system of 4 delay
differential equations. This can be easily done by introducing 2 new variables. Results
on boundedness, positivity and persistence are given.
Chapter 5 is motivated by the earlier work done in Chapter 4. Here, the variables
are exactly the same as those of Chapter 4. The main difference is that we introduce a
function δ(a) of age a, which is the per-capita insecticide-induced mortality. The main
aim of this chapter is to formulate a model for a mosquito population subject to an
insecticide that works more efficiently against older mosquitoes than younger adults.
The model we develop is more complex than the one in the previous chapter, but it still
consists of the same number of equations. For this model the tricky part is the linear
analysis of the equilibrium in which the vulnerable strain is extinct. Even though we
adopt the same methodology as in Chapter 4, the calculations are more complicated.
Furthermore it is necessary to rework the system and obtain a system of differential
equations with delays, but without integral terms, suitable for simulation using the
Matlab dde23 routine. The reworked system is only an approximation of the original
system, and we investigate how the two systems compare in terms of their stability
properties.
In Chapter 6, we aim to introduce the human population and malaria disease dy-
namics into our modelling. The human population as well as the mosquito population
is modelled using an SIS approach. An SIS approach is a simple one in some ways, as
we noted above, but the modelling in this chapter involves age structure which is a very
significant complication. Humans often recover from malaria and therefore the model
involves a recovery term for humans who may survive and re-enter the susceptible class
after a while. As in the earlier chapters, we begin with the common von-Foerster partial
differential equations as a standard starting point for the rigorous derivation of a model
involving age-structure. The von-Foerster partial differential equations always contain
in their left hand sides the operator
∂
∂t
+
∂
∂a
which can be interpreted as “differentiation following a population cohort” and derived
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using a simple Taylor series argument using the fact that age and time advance at the
same rate. The model can be formulated as a system of 8 equations, two of which are
for the human population. The central theorem of Chapter 6 is Theorem 6.3..5, which
presents conditions sufficient for the eradication of malaria.
Finally, Chapter 7 summarises the main conclusions of my PhD thesis, and outlines
the possible topics for future work.
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Chapter 2
Mosquito egg laying continuous
but age-dependent
This chapter presents a mathematical model for a stage-structured mosquito population
incorporating intra-specific competition among adults (and possibly also among larvae)
with an egg laying rate u(t, 0) that incorporates a dependence both on the total adult
population A(t) and also on adult age.
Let A(t) denote the total number of female adult anopheles mosquitoes, and let
u(t, a) be the rate at time t at which adult mosquitoes pass through age a. The function
u(t, a) has the additional interpretation of being the density at time t of age a so that,
for infinitesimal da, u(t, a) da is the number of mosquitoes of age between a and a+ da.
Following standard age-structured modelling approaches (see, for example, Metz and
Diekmann [56]), the adult population u(t, a) satisfies the following von-Foerster partial
differential equation (a self-contained derivation follows further down):
∂u(t, a)
∂t
+
∂u(t, a)
∂a
= −µ(A(t), a)u(t, a), a > τi, (2.1)
where τi is the maturation age, i.e. the age at which the larval mosquito metamorphoses
into an adult. Thus, τi is the total duration of the first three stages of the life cycles
(egg, larva and pupa). In (2.1), µ(A(t), a) denotes the survival function (the per-capita
death rate for adults). Equation (2.1) is based on equations (1.1) on page 199 of Gurtin
and MacCamy [31]. We can derive equation (2.1) as follows. We know that da/dt = 1
(age and time advance together), so a mosquito of age a at time t is of age a + δt at
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time t+ δt. So
u(t+ δt, a+ δt) = u(t, a)− µ(A(t), a)u(t, a)δt
because the mosquitoes at time t + δt of age a + δt are precisely those that at time t
were aged a, minus those that died during the time interval [t, t+ δt] which we assume
to be equal to µ(A(t), a)u(t, a)δt. A Taylor expansion gives
u(t, a) + δt
∂u
∂t
+ δt
∂u
∂a
+O(δt2) = u(t, a)− µ(A(t), a)u(t, a)δt
and, letting δt→ 0, we obtain (2.1).
For larval mosquitoes,
∂u(t, a)
∂t
+
∂u(t, a)
∂a
= −µiu(t, a), 0 < a < τi, (2.2)
where µi is the per-capita mortality coefficient for mosquito larvae (the subscript i
stands for immature). Equation (2.2) does not incorporate competition among larvae
because the death rate µiu(t, a) is proportional only to u(t, a). Incorporation of an
additional quadratic mortality term as shown below:
∂u(t, a)
∂t
+
∂u(t, a)
∂a
= −µiu(t, a)−mu(t, a)2, 0 < a < τi (2.3)
is a possible, but simplistic, way to model competition by changing the per-capita death
rate from µi to µi +mu(t, a) which is density dependent. This way of modelling intra-
specific competition among larvae assumes that an individual larva competes only with
others of its own exact age - clearly an unrealistic assumption. This particular issue was
recently addressed by Liu, Ro¨st and Gourley [47] who allowed an individual larva to
compete with all other larvae, allowing for the fact that in some populations individuals
may experience competition pressure only from older individuals who intimidate them
(this can be an issue in populations subject to cannibalism).
The initial condition for model (2.1) is
u(0, a) = u0(a) (2.4)
where u0(a) is the given initial age distribution. The total number of sexually mature
adult mosquitoes is
A(t) =
∫ ∞
τi
u(t, a) da. (2.5)
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We let B(t) be the birth rate (egg laying rate), and assume that this is given by an
expression of the form
B(t) = u(t, 0) =
∫ ∞
τi
β(A(t), a)u(t, a) da, (2.6)
where β(A(t), a), which we could call the maternity function, describes how the total
egg laying rate depends on the total number of adult mosquitoes A(t) and how the rate
for a particular mosquito depends on its age.
We assume that
µ(A(t), a) = µ(A(t)) with µ(A) increasing and µ(0) > 0 (2.7)
β(A(t), a) = g(a)β0(A(t)) with β0(0) > 0 and β0(A) positive and decreasing. (2.8)
Recall that µ(A) is the per-capita death rate for the adults (not their overall death
rate), so the assumption µ(0) > 0 is reasonable.
Note also that (2.6) implies that the egg laying rate B(t) is automatically zero if
there are no adult mosquitoes, since in that situation we have u(t, a) = 0 when a > τi.
It is therefore unnecessary (and inappropriate) to have β0(0) = 0. The appropriate
assumptions on β0(·) are that β0(0) > 0 and β0(A) decreases as the number of adult
mosquitoes A increases. This is because as A increases mosquitoes face increasing
competition among themselves to find food for their own survival, and as a consequence
egg laying activity declines. Finally, note that equation (2.7) assumes that the survival
function is independent of age.
The function g(a) in (2.8) describes how egg laying activity for a particular mosquito
will depend on its age. It would be reasonable, for example, for g(a) to rise sharply from
zero as a rises above τi, and after reaching some maximum to decline toward zero as
a→∞, modelling decline in egg laying as the mosquito approaches old age. A function
g(a) with such properties is expression (2.17), and this is the case we consider in detail
in this chapter. In the following chapter we consider a very different choice for g(a)
to address a different issue: mosquito egg laying may happen only at particular ages
because it is associated with the ingestion of a blood meal.
2.1. Reformulation to delay equations
We aim to convert system (2.1)–(2.2) to a system of nonlinear delay differential equa-
tions. Then we study the existence and uniqueness of positive equilibria of that system,
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and the linear stability of those equilibria and the zero equilibrium. Later we examine
the more complex case when juveniles experience intra-specific competition as described
by (2.3).
Before proceeding to a particular choice for g(a) we present the following lemma
which is for general g(a).
Lemma 2.1..1. Assume µ(A(t), a) = µ(A(t)), let u(t, a) be a solution of (2.1)–(2.2)
and g(a) be a general function such that
u(t, a)g(a)→ 0 as a→∞. (2.9)
Define
G(t) =
∫ ∞
τi
g(a)u(t, a) da, (2.10)
H(t) =
∫ ∞
τi
g˙(a)u(t, a) da. (2.11)
Then
H(t) = G˙(t) + µ(A(t))G(t)− g(τi)B(t− τi)e−µiτi , (2.12)
B(t) = β0(A(t))G(t). (2.13)
Proof. Differentiating (2.10), and using (2.1),
G˙(t) = −
∫ ∞
τi
(
g(a)
∂u(t, a)
∂a
+ g(a)µ(A(t), a)u(t, a)
)
da, (2.14)
and applying integration by parts to the first term, and using (2.9), equation (2.14)
becomes
G˙(t) + µ(A(t))G(t)− g(τi)u(t, τi) = H(t). (2.15)
In equation (2.15) we also make use of assumption (2.7). Next we can calculate u(t, τi)
in terms of u(t − τi, 0), i.e., in terms of B(t − τi), with the help of equation (2.2) by
solving that equation using the method of integration along characteristics. To do that,
first introduce the function uξ(a) = u(a + ξ, a) for τi > a and ξ > 0. Differentiating
uξ(a), and using (2.2),
duξ(a)
da
=
[
∂u(t, a)
∂t
+
∂u(t, a)
∂a
]
t=a+ξ
= −[µiu(t, a)]t=a+ξ.
Hence
duξ(a)
da
= −µiuξ(a).
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Therefore
uξ(a) = uξ(0)e−µia.
Putting ξ = t− a, it is easy to see that
u(t, a) = u(t− a, 0)e−µia = B(t− a)e−µia for a < τi. (2.16)
Thus, using (2.16), (2.15) can be rewritten as
G˙(t) + µ(A(t))G(t)− g(τi)B(t− τi)e−µiτi = H(t).
By combining (2.10), (2.6) and (2.8) it is straightforward to see that
B(t) = β0(A(t))G(t).
The proof is complete.
2.2. The case g(a) = α2(a − τi)e−α(a−τi) without competition among
larvae
In this section we consider the specific case when
g(a) = α2(a− τi)e−α(a−τi), (2.17)
where α, τi are positive constants. This choice for g(a) implies that mosquitoes of age
exactly τi (the age of maturation) do not lay eggs but, after that age, egg laying increases
with age a up to a point and then decreases towards zero as mosquitoes approach old
age. As the parameter α increases, egg laying activity becomes more strongly weighted
towards young adult mosquitoes.
Figure 2.1 shows the function g(a) for various values of τi. As α increases the
maximum of g(a) increases but the interval of values of a over which g(a) is significant
becomes narrower, implying that if α is large most egg laying is attributable to young
adults in a narrow age interval.
If α =∞ then a mosquito lays all its eggs as soon as it matures and none thereafter.
As α→∞, g(a) −→ δ(a− τi) where δ(·) denotes the Dirac delta function.
Expression (2.17) has similarities to the birth rate function usually associated with
the famous Nicholson’s blowflies equation [29], but we emphasize that in that context
the ecological motivation for the choice is very different.
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Note that∫ ∞
τi
α2(a− τi)e−α(a−τi) da =
∫ ∞
0
α2ae−αa da = 1 for each fixed α > 0.
So
∫∞
τi
g(a) da = 1 for any α > 0. Moreover, g(a) −→ 0 as α −→∞ for any fixed a > τi.
This combination of properties of g(a) confirms the above claim that, as α → ∞,
g(a) −→ δ(a− τi).
Differentiation of (2.17) gives
g˙(a) = (a− τi)[−α3e−α(a−τi)] + α2e−α(a−τi)
so that the value amax at which g(a) is maximised is given by
amax = τi +
1
α
. (2.18)
The maximum of g(a) is αe which tends to infinity as α −→ ∞ (note also that, in this
limit, amax → τi).
Note also that, as α −→∞,
B(t) → β0(A(t))
∫ ∞
τi
δ(a− τi)u(t, a) da
= β0(A(t))u(t, τi)
which is proportional to the maturation rate u(t, τi) and reflects the fact that, in this
limiting case, all eggs are laid on maturation.
Next we proceed with the reformulation of model (2.1)–(2.2) into delay equations,
for the case when g(a) is given by (2.17). We define the auxiliary variable
K(t) =
∫ ∞
τi
g(a)u(t, a) da =
∫ ∞
τi
α2(a− τi)e−α(a−τi)u(t, a) da. (2.19)
Note that K(t) is defined by the same integral as G(t) in (2.10). We use the notation
G(t) where we want g(a) to remain a general function, and K(t) where g(a) is given
by (2.17). Differentiating (2.19) gives
K˙(t) =
∫ ∞
τi
α2(a− τi)e−α(a−τi)
(
−∂u
∂a
− µ(A(t))u(t, a)
)
da
= −µ(A(t))K(t)−
∫ ∞
τi
α2(a− τi)e−α(a−τi)∂u
∂a
da
= −µ(A(t))K(t)−
(
−α2
∫ ∞
τi
[− α(a− τi)e−α(a−τi) + e−α(a−τi)]u(t, a) da) .
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Figure 2.1: In this figure α = 0.25. Solid line is for the case τi = 5, dashed line is
for τi = 10 and dotted line is for τi = 15. The values for the duration of the larval
stage were taken from [14]. Increasing α increases the maximum point but decreases
the “width” of the hump, i.e. decreases the interval of values of a in which g(a) is above
a given value.
Therefore,
K˙(t) = −µ(A(t))K(t)− αK(t) + αM(t), (2.20)
where
M(t) =
∫ ∞
τi
αe−α(a−τi)u(t, a) da. (2.21)
Differentiating (2.21) gives
M˙(t) = −µ(A(t))M(t) + αu(t, τi)− αM(t), (2.22)
using the same ideas as those that led to (2.20). Using (2.5), and assuming that
u(t,∞) = 0, we find that the total number A(t) of adult mosquitoes satisfies
A˙(t) = u(t, τi)− µ(A(t))A(t).
Thus, model (2.1)–(2.2) reduces to the following system of equations in the case when
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g(a) is given by (2.17):
A˙(t) = u(t, τi)− µ(A(t))A(t),
K˙(t) = −µ(A(t))K(t)− αK(t) + αM(t),
M˙(t) = −µ(A(t))M(t) + αu(t, τi)− αM(t).
(2.23)
Note that, up to this point, although the analysis is for a specific g(a), it does not use
equation (2.2) which is the equation for the development of the juveniles. We compute
u(t, τi) from (2.16), obtaining that u(t, τi) = B(t − τi)e−µiτi . Furthermore, combining
equations (2.6), (2.8) and (2.19) we get that
u(t, τi) = e
−µiτiβ0(A(t− τi))K(t− τi), (2.24)
where u(t, τi) is the maturation rate at time t, e
−µiτi is the probability of surviving the
larval stage and β0(A(t − τi))K(t − τi) is the birth rate at time t − τi. Therefore, on
substituting (2.24), we see that we have converted model (2.1)–(2.2) into the system of
delay differental equations
A˙(t) = e−µiτiβ0(A(t− τi))K(t− τi)− µ(A(t))A(t), (2.25)
K˙(t) = −µ(A(t))K(t)− αK(t) + αM(t), (2.26)
M˙(t) = αe−µiτiβ0(A(t− τi))K(t− τi)− µ(A(t))M(t)− αM(t). (2.27)
To summarise, the reformulated model (2.25)–(2.27) is relevant to the situation in which
g(a) is given by (2.17) and there is no competition among larvae (so that larval develop-
ment is determined by (2.2)). In the remainder of this section we establish boundedness
of solutions of (2.25)–(2.27), the linear stability of the trivial equilibrium of the system
and the stability of its positive equilibria.
2.2.1. Boundedness of solutions of (2.25)–(2.27)
Recall that µ(A) is a continuous and non-decreasing function and β0(A) is a continuous,
positive and decreasing function. From (2.19), K(t) ≤ αeA(t) using the fact that
max
a≥τi
α2(a− τi)e−α(a−τi) = α/e.
Therefore, from (2.25),
A˙(t) ≤ e−µiτiβ0(A(t− τi))α
e
A(t− τi)− µ(A(t))A(t). (2.28)
Our main boundedness result is the following
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Proposition 2.2..1. Suppose that one of the following holds:
(i) the function Aβ0(A) is bounded and µ(A) is a non-decreasing and continuous
function;
(ii) β0(A) is a non-increasing and continuous function and µ(A) increases with A
without bound.
Then the variables A(t), K(t) and M(t) satisfying (2.25)-(2.27) remain bounded for all
t.
Proof. We consider cases (i) and (ii) in turn.
(i) If Aβ0(A) is bounded then there exists L > 0 such that Aβ0(A) ≤ L for all A ≥ 0.
Then
A˙(t) ≤ α
e
e−µiτiL− µ(A(t))A(t) ≤ α
e
e−µiτiL− µ(0)A(t)
and, as a consequence,
lim sup
t→∞
A(t) ≤ αe
−µiτiL
eµ(0)
which establishes the boundedness of A(t) in case (i).
(ii) For this case, we argue by contradiction. Suppose that A(t) is unbounded. Then
there exists a sequence tj → ∞ such that A(tj) → ∞, A˙(tj) ≥ 0 and A(t) ≤ A(tj) for
all t ≤ tj and all j. Evaluating (2.28) at t = tj ,
0 ≤ A˙(tj) ≤ e−µiτiβ0(A(tj − τi))α
e
A(tj − τi)− µ(A(tj))A(tj)
≤ e−µiτiβ0(0)α
e
A(tj)− µ(A(tj))A(tj).
Therefore
µ(A(tj)) ≤ e−µiτiβ0(0)α
e
.
But A(tj)→∞ and µ(A) increases with A without bound. Therefore this is a contra-
diction and A(t) is bounded. Since K(t) ≤ (α/e)A(t), K(t) is also bounded. Finally,
expression (2.21) implies that M(t) ≤ αA(t), and therefore M(t) is bounded.
2.2.2. Stability of the zero solution
We examine the behaviour of solutions near the equilibrium (A,K,M) = (0, 0, 0) of
system (2.25)–(2.27). This equilibrium turns out to be locally stable under certain
assumptions.
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Theorem 2.2..2. Suppose that assumptions (2.7)–(2.8) hold, together with
α2e−µiτiβ0(0) < (µ(0) + α)2. (2.29)
Then the equilibrium (A,K,M) = (0, 0, 0) of system (2.25)–(2.27) is locally asymptot-
ically stable.
Proof. Close to this equilibrium point the linearisation of system (2.25)–(2.27) is
A˙(t) = e−µiτiβ0(0)K(t− τi)− µ(0)A(t), (2.30)
K˙(t) = −µ(0)K(t)− αK(t) + αM(t), (2.31)
M˙(t) = αe−µiτiβ0(0)K(t− τi)− µ(0)M(t)− αM(t), (2.32)
where we have used the Taylor expansion
β0(A(t− τi)) = β0(0) + β˙0(0)A(t− τi) +O(A2)
and similarly for µ(A(t)). To solve (2.30)-(2.32), we use the ansatz (A,K,M) =
(c1, c2, c3)e
λt where c1, c2, c3 are constants. This gives
λc1e
λt = e−µiτiβ0(0)c2eλ(t−τi) − µ(0)c1eλt
λc2e
λt = −µ(0)c2eλt − αc2eλt + αc3eλt
λc3e
λt = αe−µiτiβ0(0)c2eλ(t−τi) − µ(0)c3eλt − αc3eλt.
Writing this system in matrix form and evaluating the determinant of the matrix, and
setting that determinant equal to zero, results in the characteristic equation
(λ+ µ(0))[(λ+ µ(0) + α)2 − α2e−µiτiβ0(0)e−λτi ] = 0. (2.33)
The equilibrium (0, 0, 0) will be locally stable if it is the case that Reλ < 0 for all roots
λ of the characteristic equation (2.33). The roots are λ = −µ(0) < 0 together with the
roots λ of
(λ+ µ(0) + α)2 = α2e−µiτiβ0(0)e−λτi . (2.34)
First we discuss the real roots of (2.34), which we can analyse graphically. If (2.29)
holds then all real roots of (2.34) satisfy λ < 0. Figure 2.2 shows the graphs of P (λ)
and Q(λ) against λ, where P (λ) = (λ+µ(0) +α)2 and Q(λ) = α2e−µiτiβ0(0)e−λτi . The
graph shows that the two curves intersect at a negative λ whenever (2.29) holds. Thus,
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Figure 2.2: Plots of the left and right hand sides of (2.34) against λ, where the blue line
represents the function P (λ) and the red line represents the function Q(λ). Any real
roots of that equation are negative if (2.29) holds. Parameter values (taken from [14] )
were τi = 10, µi = 0.3, µ(0) = 0.5 and β0(0) = 1.
if (2.29) holds the prediction is that the mosquitoes go extinct. Equation (2.34) also
has complex roots, but the dominant root is real. This follows from a well known result
to be found in Smith [76], which is applicable here because of the particular structure
of the linearised system (2.30)-(2.32), in particular, the fact that the delayed terms all
have positive coefficients and so do the undelayed off diagonal terms. This is a situation
that often arises in the linearisation about a zero equilibrium but not, in general, at
the linearisation about any other equilibrium. So, here we have that the dominant root
of the characteristic equation is a real number λ∗, and any complex root λ satisfies
Reλ < λ∗. The proof is complete.
One interpretation of (2.29) is that it holds if α is sufficiently small. Biologically, the
implication of this is that mosquitoes are delaying their egg laying. If they do this too
much, they will go extinct.
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2.2.3. Existence and uniqueness of positive equilibria
Next we determine the conditions under which system (2.25)–(2.27) has a positive equi-
librium. The characteristic equation associated with the linearisation about such an
equilibrium is much more difficult to analyse. In some circumstances the dominant
eigenvalue of the linearisation is still real, but there is no longer a guarantee of this.
A search for positive equilibria of system (2.25)-(2.27) reveals that such equilibria
satisfy
e−µiτiβ0(A∗)K∗ = µ(A∗)A∗ (2.35)
µ(A∗)K∗ + αK∗ = αM∗ (2.36)
αe−µiτiβ0(A∗)K∗ = µ(A∗)M∗ + αM∗. (2.37)
Combining (2.35) and (2.37),
M∗ =
αµ(A∗)A∗
µ(A∗) + α
. (2.38)
Rearranging (2.36) gives
K∗ =
αM∗
µ(A∗) + α
. (2.39)
Combining (2.35), (2.38) and (2.39),
α2e−µiτiβ0(A∗) = (µ(A∗) + α)2. (2.40)
We therefore define
R(A) = α2e−µiτiβ0(A)− (µ(A) + α)2, (2.41)
and search for roots A∗ > 0 of the equation R(A) = 0. Such roots correspond to
positive equilibria. Conditions sufficient for the existence and uniqueness of such a root
are presented below.
Proposition 2.2..3. Assume that µ(0) > 0, β0(0) > 0 and α
2e−µiτiβ0(0) > (µ(0)+α)2.
Assume also that one of the following holds:
(i) β0(A) is a strictly decreasing and continuous function of A for all A ≥ 0, limA→∞ β0(A) =
0, and µ(A) is a non-decreasing continuous function;
(ii) β0(A) is constant but µ(A) is a continuous function that strictly increases with A
without bound.
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Then there exists a unique root A∗ > 0 of the equation R(A) = 0, where R(A) is defined
by (2.41), and therefore a unique positive equilibrium of system (2.25)–(2.27).
Proof. Obviously R(0) > 0, and R(A) < 0 for A sufficiently large (the latter follows
from the fact that (i) or (ii) holds by hypothesis). Therefore, by the intermediate value
theorem, the equation R(A) = 0 has at least one strictly positive root.
To show uniqueness, differentiate (2.41). For all A ≥ 0,
R˙(A) = α2e−µiτi β˙0(A)− 2(µ(A) + α)µ˙(A) < 0, (2.42)
again because hypothesis (i) or (ii) holds. Thus there is only one root A∗ > 0 to the
equation R(A) = 0, and therefore precisely one positive equilibrium.
2.2.4. Stability of positive equilibria
Having shown that a unique equilibrium (A∗,K∗,M∗) exists under certain conditions,
we next examine its local stability. The following result, which can be found in [20], is
useful.
Theorem 2.2..4 (Routh-Hurwitz conditions). All the roots of the cubic equation λ3 +
c1λ
2 +c2λ+c3 = 0 are negative, or have negative real parts, if and only if c1 > 0, c3 > 0
and c1c2 > c3.
Our next result establishes stability for the case when α is sufficiently large.
Theorem 2.2..5. Suppose that (A∗,K∗,M∗) is an equilibrium of (2.25)–(2.27) such
that A∗ > 0,K∗ > 0,M∗ > 0 satisfy (2.35)–(2.37). Then, the equilibrium is locally
asymptotically stable if α is sufficiently large.
Proof. Note using (2.19) that
K(t)→
∫ ∞
τi
δ(a− τi)u(t, a) da = u(t, τi) as α→∞. (2.43)
Therefore, for large α system (2.23) becomes
A˙(t) = K(t)− µ(A(t))A(t),
K˙(t) = −(µ(A(t)) + α)K(t) + αM(t),
M˙(t) = αK(t)− (µ(A(t)) + α)M(t),
(2.44)
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a system without delay that we regard as an approximation to system (2.25)–(2.27) that
should work well for large α. Setting A = A∗+A(t), K = K∗+K(t) andM = M∗+M(t),
where A(t), K(t) and M(t) are small perturbations, gives the linearised system
A˙(t) = −κA(t) +K(t),
K˙(t) = −r1A(t)− qK(t) + αM(t),
M˙(t) = −r2A(t) + αK(t)− qM(t),
with
κ = µ(A∗) + µ˙(A∗)A∗, q = µ(A∗) + α, r1 = µ˙(A∗)K∗, r2 = µ˙(A∗)M∗.
This linearised system gives rise to the following characteristic equation, corresponding
to trial solutions proportional to eλt:
λ3 + (κ+ 2q)λ2 + (q2 − α2 + 2qκ+ r1)λ+ κ(q2 − α2) + r2α+ r1q = 0. (2.45)
The constant term κ(q2 − α2) + r2α + r1q is positive, since q > α. The same holds
for the coefficients of λ and λ2. To check the Routh-Hurwitz conditions for stability, it
remains to show that c1c2 > c3, i.e.
[(µ(A∗) +A∗µ˙(A∗)][(2(µ(A∗) + α)(µ(A∗) +A∗µ˙(A∗)) +K∗µ˙(A∗)]
+2(µ(A∗) + α)[(µ(A∗) + α)2 − α2)] + 4(µ(A∗) + α)2[µ(A∗) +A∗µ˙(A∗)]
+(µ(A∗) + α)K∗µ˙(A∗) > M∗µ˙(A∗)α.
The reason this inequality holds is that the last term in the LHS is exactly equal to the
RHS (see the expression for K∗ in (2.39)) and the other terms in the LHS are positive.
Therefore, c1c2 > c3 does hold, the Routh-Hurwitz conditions are satisfied and therefore
all roots of (2.45) have negative real parts. Therefore, the equilibrium (A∗,K∗,M∗) is
linearly stable if α is sufficiently large.
Remark. In the limit as α→∞, system (2.25)–(2.27) can be recast as the neutral
delay differential equation
A˙(t) = β0(A(t− τi))e−µiτi [A˙(t− τi) + µ(A(t− τi))A(t− τi)]− µ(A(t))A(t). (2.46)
This is because, for large α, we have system (2.44), the first equation of which yields
K(t) = A˙(t) + µ(A(t))A(t).
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If this expression for K(t) is used in (2.25) then we obtain (2.46). Equation (2.46) is
similar to an equation proposed by Gourley and Kuang [23] (equation (2.10), pg 4657).
That paper constitutes further development of a novel approach to modelling a popu-
lation originally due to Bocharov and Hadeler [9] leading to neutral delay differential
equations.
Next we examine the behaviour of a positive equilibrium in the situation when α
is not necessarily large. In Appendix A stability properties for equations of the form
A˙(t) = e−µiτiB(A(t − τi)) − µaA(t) are examined. This type of equation is similar to
the one we derived (2.25). The proof of the next theorem will follow some of the steps
described in Smith [76], also summarized in Appendix A of this thesis.
Theorem 2.2..6. Let (A∗,K∗,M∗) be an equilibrium of system (2.25)–(2.27) with
A∗ > 0, K∗ > 0, M∗ > 0 satisfying (2.35)–(2.37). Such a non-zero equilibrium
(A∗,K∗,M∗) is locally asymptotically stable if it is sufficiently close to the zero equilib-
rium and τi is sufficiently small.
Proof. Setting A(t) = A∗ + A(t), K(t) = K∗ +K(t) and M(t) = M∗ +M(t), with
A(t), K(t) and M(t) being small perturbations, yields the linearization of the A,K,M
equations:
A˙(t) = e−µiτiβ0(A∗)K(t− τi) + e−µiτi β˙0(A∗)K∗A(t− τi)
−(µ(A∗) + µ˙(A∗)A∗)A(t)
K˙(t) = −µ˙(A∗)K∗A(t)− (α+ µ(A∗))K(t) + αM(t)
M˙(t) = αe−µiτiβ0(A∗)K(t− τi) + αe−µiτi β˙0(A∗)K∗A(t− τi)− µ˙(A∗)M∗A(t)
−(α+ µ(A∗))M(t).
We solve the linearised system using the usual ansatz (A,K,M) = (c1, c2, c3)e
λt, where
c1, c2 and c3 are constants. This gives
c1λ = e
−µiτiβ0(A∗)e−λτic2 + e−µiτi β˙0(A∗)e−λτic1K∗
−(µ(A∗) + µ˙(A∗)A∗)c1
c2λ = −µ˙(A∗)K∗c1 − (α+ µ(A∗))c2 + αc3
c3λ = αe
−µiτiβ0(A∗)e−λτic2 + αe−µiτi β˙0(A∗)K∗e−λτic1 − µ˙(A∗)M∗c1
−(α+ µ(A∗))c3.
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Solutions with (c1, c2, c3) 6= (0, 0, 0) exist for values of λ satisfying the following rather
difficult characteristic equation:[
λ+ µ(A∗) +A∗µ˙(A∗)− e−(λ+µi)τi β˙0(A∗)K∗
][
(λ+ α+ µ(A∗))2 − α2e−(λ+µi)τiβ0(A∗)
]
+ e−(λ+µi)τiβ0(A∗)
[
µ˙(A∗)K∗(λ+ α+ µ(A∗)) + α
(
µ˙(A∗)M∗ − αe−(λ+µi)τi β˙0(A∗)K∗
)]
= 0.
(2.47)
A general study of this characteristic equation appears to be intractable, but progress is
possible for the case when the equilibrium (A∗,K∗,M∗) is close to the zero equilibrium,
i.e. near to the bifurcation at which the zero equilibrium loses its stability and a non-zero
equilibrium comes into existence. To examine the situation near to that bifurcation, we
set
α2e−µiτiβ0(0) = (µ(0) + α)2 + ε (2.48)
where ε is a small positive number. If ε = 0 the zero equilibrium is marginally stable,
and for small ε > 0 the zero equilibrium is just unstable, and a non-zero equilibrium
(A∗,K∗,M∗) exists the components of which are all expected to be small. We will show
that this small non-zero equilibrium is locally asymptotically stable.
Next, we calculate the steady state components (A∗,K∗,M∗) in terms of ε. To
emphasize the dependence of the steady state on ε, we henceforth call it (Aε
∗,Kε∗,Mε∗).
We assume that it can be computed using perturbation expansions of the form
Aε
∗ = εA∗1 + ε
2A∗2 + · · · ,
Kε
∗ = εK∗1 + ε
2K∗2 + · · · ,
Mε
∗ = εM∗1 + ε
2M∗2 + · · · .
(2.49)
Substituting the first expansion of (2.49) into (2.40),
α2e−µiτiβ0(εA∗1 + ε
2A∗2 + · · · ) = (µ(εA∗1 + ε2A∗2 + · · · ) + α)2. (2.50)
Expanding (2.50) using Taylor series,
α2e−µiτi [β0(0) + (εA∗1 + · · · )β˙0(0)] = [µ(0) + α+ (εA∗1 + · · · )µ˙(0)]2
= (µ(0) + α)2 + 2(µ(0) + α)(εA∗1 + · · · )µ˙(0) +O(ε2).
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Using the fact that α2e−µiτiβ0(0) = (µ(0) + α)2 + ε,
(µ(0) + α)2 + ε+ α2e−µiτi(εA∗1 + · · · )β˙0(0) +O(ε2) = (µ(0) + α)2 +
2(µ(0) + α)(εA∗1 + · · · )µ˙(0) +O(ε2).
Comparing coefficients of ε and solving for A∗1 gives
A∗1 =
1
2(µ(0) + α)µ˙(0)− α2e−µiτi β˙0(0)
. (2.51)
Note that A∗1 > 0 (this follows from inequality (2.42)). Using (2.51) in (2.38) and (2.39)
gives expansions for M∗ε and K∗ε :
M∗ε = ε
αµ(0)
µ(0) + α
· 1
2(µ(0) + α)µ˙(0)− α2e−µiτi β˙0(0)
+O(ε2) =: εM∗1 +O(ε
2),
K∗ε = ε
α2µ(0)
(µ(0) + α)2
· 1
2(µ(0) + α)µ˙(0)− α2e−µiτi β˙0(0)
+O(ε2) =: εK∗1 +O(ε
2).
Next we consider the characteristic equation (2.47) in the case when the non-zero steady
state is (A∗,K∗,M∗) = (A∗ε,K∗ε ,M∗ε ) as computed above (keeping only O(ε) terms).
All β0(A
∗) terms are Taylor expanded as β0(0) + εA∗1β˙0(0), and then β0(0) is replaced
using expression (2.48), which has the effect of introducing additional ε dependence.
Of course, the roots λ of the characteristic equation depend on . Since we are close
to the bifurcation we have a small positive equilibrium and the zero equilibrium is
just unstable. This suggests that solutions might diverge slowly away from the zero
equilibrium and slowly towards the non-zero equilibrium nearby, suggesting in turn the
existence of a real negative eigenvalue close to zero. We now confirm that this is the
case by looking for an eigenvalue of the form
λ = ελ1
with λ1 to be determined. The characteristic equation, written in terms of ε as just
described, with simplification to retain only O(ε) terms, assumes the form[
µ(0) + 2εA∗1µ
′(0) + λ1ε− e−µiτiεK∗1 β˙0(0)
]
×
[(
µ(0) + α+ ελ1 + εA
∗
1µ
′(0)
)2 − α2e−µiτi(1− ελ1τi)(β0(0) + εA∗1β˙0(0))]
+ e−µiτiβ0(0)
[
µ′(0)εK∗1 (µ(0) + α) + α
(
µ′(0)εM∗1 − αe−µiτi β˙0(0)εK∗1
)]
= 0.
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Next we compare powers of ε, recalling that β0(0) depends on ε through (2.48). Com-
paring constant terms (powers of ε0) yields no information. Comparing powers of ε with
the help of (2.48) yields
µ(0)
(
2(µ(0) + α)(λ1 +A
∗
1µ
′(0))− α2e−µiτiA∗1β˙0(0) + λ1τi(µ(0) + α)2
)
= −(µ(0) + α)
2
α2
(
µ′(0)K∗1 (µ(0) + α) + αµ
′(0)M∗1 − α2e−µiτi β˙0(0)K∗1
)
.
Inserting the expressions we have for A∗1, K∗1 and M∗1 and solving for λ1 gives, after
some algebra, the rather simple expression λ1 = −2µ(0). Therefore, the linearisation at
the small positive equilibrium (A∗ε,K∗ε ,M∗ε ) has a real negative eigenvalue close to zero
of the form λ = −2εµ(0) +O(ε2) as anticipated, which suggests that this equilibrium is
locally stable at least for sufficiently small ε.
However, the rather complicated characteristic equation (2.47) will also have complex
roots, and it is important to know if these have real parts smaller than the negative real
root just found. There is no simple direct way to establish that this is the case, but there
are indirect approaches that ultimately rely on functional analytic theory (particularly
the Krein Rutman theorem). Page 110 of the book by Smith [76] describes a condition
sufficient for the dominant root of the characteristic equation associated with a scalar
delay equation to be a real number, and page 117 of that book states how the ideas
generalise to coupled systems. It is necessary to look for a quasipositive matrix B, which
we take to be of the following form:
B =

−µ1 0 0
−µ˙(A∗)K∗ −µ2 0
−µ˙(A∗)M∗ + α 0 −µ3
 (2.52)
provided µ˙(A∗) = 0 and α ≥ 0. According to Smith [76], if one can show that
Lφ−Bφ(0) > 0 whenever 0 <µ φ,
where <µ denotes an appropriately defined partial ordering, and L is the operator that
defines the right hand side of the linearisation of the system at the equilibrium, then
the dominant eigenvalue of the linearisation is a real number. Here, we have
Lφ−Bφ(0) =
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
e−µiτiβ0(A∗)K(−τi) + e−µiτi β˙0(A∗)K∗A(−τi)− (µ(A∗) + µ˙(A∗)A∗)A(0) + µ1A(0)
−(α+ µ(A∗))K(0) + αM(0) + µ2K(0)
αe−µiτiβ0(A∗)K(−τi) + αe−µiτi β˙0(A∗)K∗A(−τi)− (α+ µ(A∗))M(0) + µ3M(0)
 .
where φ(0) = (A(0),K(0),M(0))T . We need to check that all three components of the
above vector are ≥ 0 for all (A,K,M)T such that A ≥ 0, K ≥ 0 and M ≥ 0 with each
component of (A,K,M)e−Bs being non-decreasing on s ∈ [−τi, 0]. Since B is a diagonal
matrix (if µ(A) is constant, which are constant) we have
e−Bs =

eµ1s 0 0
0 eµ2s 0
0 0 eµ3s
 ,
and so we require each component of
(A,K,M)

eµ1s 0 0
0 eµ2s 0
0 0 eµ3s

to be non-decreasing on s ∈ [−τi, 0]. In other words
A(s)eµ1s, K(s)eµ2s, M(s)eµ3s
should all be non-decreasing in s ∈ [−τi, 0]. For such functions,
A(−τi)e−µ1τi ≤ A(0),
K(−τi)e−µ2τi ≤ K(0),
M(−τi)e−µ3τi ≤ M(0).
For functions A ≥ 0, K ≥ 0 and M ≥ 0 satisfying the above three inequalities, the first
component of Lφ−Bφ(0) is
e−µiτiβ0(A∗)K(−τi) + e−µiτi β˙0(A∗)K∗A(−τi) + [µ1 − µ(A∗) + µ˙(A∗)A∗]A(0)
≥ e−µiτiβ0(A∗)K(−τi) + e−µiτi β˙0(A∗)K∗A(0)eµ1τi + [µ1 − µ(A∗) + µ˙(A∗)A∗]A(0)
≥ [µ1 − µ(A∗) + µ˙(A∗)A∗ + e−µiτi β˙0(A∗)K∗A(0)eµ1τi ]A(0).
We need to find µ1 such that the coefficient of A(0) in the above expression is positive.
The second component of Lφ−Bφ(0) is
[µ2 − (α+ µ(A∗))]K(0) + αM(0),
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and this is positive if we choose µ2 > α + µ(A
∗). The third component of Lφ− Bφ(0)
is µ3. Let,
f(µ1) = µ1 − µ(A∗) + µ˙(A∗)A∗ + e−µiτi β˙0(A∗)K∗eµ1τi ,
and recall that A∗ and K∗ depend on τi. Note that if τi is sufficiently small then f(µ1)
is increasing in µ1 for small µ1, and decreasing for large µ1, since β˙0(A
∗) < 0. Therefore
f(µ1) has a global maximum and we want to show that this maximum is positive. For
this proof we will need to assume that µ1 is the value at which f(µ1) is maximised.
0 = 1 + τie
−µiτi β˙0(A∗)K∗eµ1τi .
Solving for µ1 and since we require µ1 > 0 we get that
eµiτi
τi
> −β˙0(A∗)K∗,
which holds either for τi sufficiently large or sufficiently small. However τi cannot be
large because otherwise the condition α2e−µiτiβ0(0) > (µ(0) + α)2, which is required
for the existence of A∗, is not satisfied. So the only possibility is to have τi sufficiently
small such that the above inequality holds. Note that A∗ and K∗ depend on τi but the
RHS of the inequality approaches a finite limit as τi → 0 whereas the LHS approaches
infinity, so the inequality can hold for τi sufficiently small. We conclude that if τi is
small enough such that
eµiτi
τi
> −β˙0(A∗)K∗,
then there exists µ1 > 0 such that f(µ1) > 0, as desired. Under these circumstances the
dominant root of the characteristic equation (2.47) is indeed the negative real number we
found earlier, the small positive equilibrium is locally stable and the proof is complete.
Further discussion of the technique used in the proof of Theorem 2.2..7 can be found in
Appendix B.
2.3. The case g(a) = α2(a− τi)e−α(a−τi) with larval competition
The previous subsection examined the case without competition among mosquito larvae.
However, in many insect and amphibious species the larvae do compete among them-
selves, particularly for food. The competition can become intense and even include
cannibalistic behaviour as individuals fight for preferential access to food.
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Again we let A(t) denote the number of female adult anopheles mosquitoes and we
assume that, for adults, the age density u(t, a) satisfies
∂u(t, a)
∂t
+
∂u(t, a)
∂a
= −µ(A(t))u(t, a), a > τi. (2.53)
We no longer use (2.2) for the age density of larvae since we now wish to model com-
petition among those larvae. We do this in a simple way by making use of (2.3):
∂u(t, a)
∂t
+
∂u(t, a)
∂a
= −µiu(t, a)−mu(t, a)2, 0 < a < τi (2.54)
where m is the competition coefficient. The initial condition for (2.53)–(2.54) is the
same as in the previous section. We also use the same birth law:
B(t) = u(t, 0) =
∫ ∞
τi
β(A(t), a)u(t, a) da = β0(A(t))
∫ ∞
τi
g(a)u(t, a) da
with the same assumptions on β0(·) and µ(·) as in (2.7)–(2.8). The following lemma is
actually for a general g(a), not just the case mentioned in the subheading, but includes
some of the calculations we will need for reformulation into a system of delay equations.
Lemma 2.3..1. Assume (2.7) holds and let u(t, a) satisfy (2.53)–(2.54). Let g(a) be
any general function such that
u(t, a)g(a)→ 0 as a→∞. (2.55)
Define
G(t) =
∫ ∞
τi
g(a)u(t, a) da, (2.56)
H(t) =
∫ ∞
τi
g˙(a)u(t, a) da. (2.57)
Then
H(t) = G˙(t) + µ(A(t))G(t)− g(τi) µie
−µiτiβ0(A(t− τi))G(t− τi)
(1− e−µiτi)mβ0(A(t− τi))G(t− τi) + µi(2.58)
B(t) = β0(A(t))G(t). (2.59)
Proof. Similarly to the proof of Lemma 2.2..1, we differentiate (2.56) and use (2.53)
to get
G˙(t) = −
∫ ∞
τi
(
g(a)
∂u(t, a)
∂a
+ g(a)µ(A(t), a)u(t, a)
)
da.
Therefore
G˙(t) + µ(A(t))G(t)− g(τi)u(t, τi) = H(t). (2.60)
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Next we calculate u(t, τi) in terms of u(t−τi, 0) and this is where things change, since we
must use (2.54) rather than (2.2). We again introduce the function uξ(a) = u(a+ ξ, a)
for t > a and ξ > 0. Differentiating uξ(a), and using (2.54), we obtain
duξ(a)
da
= −µiuξ(a)−m(uξ(a))2.
Solving this for uξ(a) in terms of uξ(0) = u(ξ, 0) gives
u(a+ ξ, a) =
µiu(ξ, 0)e
−µia
µi +mu(ξ, 0)(1− e−µia) .
Choosing a = τi and ξ = t− τi, and noting that u(t, 0) = β0(A(t))G(t), gives
u(t, τi) =
µie
−µiτiβ0(A(t− τi))G(t− τi)
µi + (1− e−µiτi)mβ0(A(t− τi))G(t− τi) . (2.61)
Inserting this expression into (2.60) gives
G˙(t) + µ(A(t))G(t)− g(τi) µie
−µiτiβ0(A(t− τi))G(t− τi)
µi + (1− e−µiτi)mβ0(A(t− τi))G(t− τi) = H(t).
The process for reformulating into a system of delay differential equations is much
the same as in the previous section so we summarise only briefly. First note that
system (2.23) still holds, for the reasons given just after it. Its derivation made no use
of the equation for developing larvae (i.e. of u(t, a) for the case when 0 < a < τi). We
need to have an expression for u(t, τi) in system (2.23) in terms of the state variables
A, K and M , where K and M are again defined by (2.19) and (2.21). Recall that K(t)
is defined by the same integral as G(t), but we use the notation K(t) for the particular
case when g(a) = α2(a−τi)e−α(a−τi). Thus, u(t, τi) is given by expression (2.61) with G
replaced by K. Thus, for the case when larvae are subject to competition as modelled
by (2.54), the reformulated model is
A˙(t) =
µie
−µiτiβ0(A(t− τi))K(t− τi)
µi + (1− e−µiτi)mβ0(A(t− τi))K(t− τi) − µ(A(t))A(t) (2.62)
K˙(t) = −µ(A(t))K(t)− αK(t) + αM(t) (2.63)
M˙(t) =
αµie
−µiτiβ0(A(t− τi))K(t− τi)
µi + (1− e−µiτi)mβ0(A(t− τi))K(t− τi) −M(t)(µ(A(t)) + α) (2.64)
Equation (2.62) resembles a model proposed in Gourley and Liu [47], who derived
an alternative to the logistic equation for use in situations where juveniles experience
competition.
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2.3.1. Boundedness of solutions of (2.62)–(2.64)
This subsection considers a fundamental property of solutions of model (2.62)-(2.64),
the boundedness of its solutions. We can establish this boundedness under only very
minimal assumptions because the competition term (the m term) helps us to prove
boundedness, even though it makes the model look more complicated. Define
f(x) =
µie
−µiτix
µi + (1− e−µiτi)mx.
Differentiating gives
f˙(x) =
µ2i e
−µiτi
(µi + (1− e−µiτi)mx)2 > 0
so f(x) is increasing. Moreover
f(∞) = µie
−µiτi
(1− e−µiτi)m.
Now, assuming only that µ(A) is increasing with µ(0) > 0, it follows from (2.62) that
A˙(t) = f(β0(A(t− τi))K(t− τi))− µ(A(t))A(t)
≤ f(∞)− µ(0)A(t).
Therefore
lim sup
t→∞
A(t) ≤ f(∞)
µ(0)
=
µie
−µiτi
(1− e−µiτi)mµ(0) , (2.65)
so A(t) is bounded. Furthermore, M˙(t) ≤ αf(∞)− (µ(0) + α)M(t), and so
lim sup
t→∞
M(t) ≤ αf(∞)
µ(0) + α
so M(t) is bounded. Lastly, K˙(t) ≤ −(µ(0) + α)K(t) + α supt≥0M(t) and therefore
lim sup
t→∞
K(t) ≤ α supt≥0M(t)
µ(0) + α
.
Since supt≥0M(t) <∞ we have that K(t) is bounded.
2.3.2. Stability of the zero solution
We prove the following theorem on the linear stability of the zero equilibrium of system
(2.62)-(2.64).
Theorem 2.3..2. Suppose that (2.7)–(2.8) holds, and that
α2e−µiτiβ0(0) < (µ(0) + α)2. Then the equilibrium (A,K,M) = (0, 0, 0) of system
(2.62)-(2.64) is locally asymptotically stable.
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Proof. The linearization of system (2.62)-(2.64) at the equilibrium (0, 0, 0) is
A˙(t) = e−µiτiβ0(0)K(t− τi)− µ(0)A(t)
K˙(t) = −µ(0)K(t)− αK(t) + αM(t)
M˙(t) = αe−µiτiβ0(0)K(t− τi)− (µ(0) + α)M(t).
The rest of the proof is exactly the same as that of Theorem 2.2..2, since the linearised
systems encountered in the two theorems are identical.
2.3.3. Existence and uniqueness of positive equilibria
The procedure we will follow will be similar to that of Section 2.2.1, but the pres-
ence of the larval competition term makes the search for equilibria more difficult. The
main difference is the possibility for multiple equilibria consequent upon the presence of
competition among larvae. The components of an equilibrium of system (2.62)-(2.64)
satisfy
µ(A∗)A∗ =
µie
−µiτiβ0(A∗)K∗
µi + (1− e−µiτi)mβ0(A∗)K∗
(µ(A∗) + α)K∗ = αM∗
(µ(A∗) + α)M∗ = α
µie
−µiτiβ0(A∗)K∗
µi + (1− e−µiτi)mβ0(A∗)K∗ .
Combining these three equations yields a single equation for A∗:
α2µie
−µiτiβ0(A∗) = µi(µ(A∗) + α)2 + α2µ(A∗)A∗(1− e−µiτi)mβ0(A∗) (2.66)
which is best solved numerically for various values of m to explore the circumstances
under which multiple equilibria may coexist. In Figure 2.3, G(A) represents the function
in the right hand side of equation (2.66). It turns out from Figure 2.3 that for some
values of m the model may have multiple positive equilibria while for other values it
may have only one equilibrium point. More precisely, as we increase the competition
coefficient m the equilibrium point moves to the left. Furthermore for specific values of
µi, α and τi we can achieve three equilibrium points and again the equilibrium points
move to the left as we increase m.
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Figure 2.3: Plots of G(A) and F (A), the right and left hand sides of (2.66), for several
values of m with multiple equilibrium points. The other parameter values were taken
from [14]. In the first figure the dotted line represents the left hand side of equation
(2.66) whereas the solid lines represent the function G(A) for several values of m. The
same holds and for the second figure. However the left hand side of the equation is now
represented by the blue solid line and the parameter values are now changed, that is
the reason why the two functions now intersect in three different points.
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Chapter 3
Egg laying at particular ages only
This chapter considers a very different approach to modelling egg laying by mosquitoes,
recognising that egg laying tends to follow the ingestion of blood meals. An approach
to modelling egg laying that takes this into account is to assume that a mosquito lays
a batch of eggs when it reaches certain particular ages (with no egg laying at all in
between those ages). The egg laying ages are taken to be τi, the age of maturation, and
the subsequent ages τi+nτ , n = 1, 2, . . . . This assumes that a mosquito ingests a blood
meal on maturation (or, in practice, very soon after) and then lays a batch of eggs. This
batch is the batch associated with the attainment of maturation age τi. Further egg
laying events, associated with later blood meals, happen at intervals of time of duration
τ . It should be noted that although egg laying for a particular mosquito effectively
becomes a discrete-time activity, egg laying still happens continuously in time for the
whole population, since it will contain mosquitoes of all ages.
The number of female adult mosquitoes is again given by
A(t) =
∫ ∞
τi
u(t, a) da. (3.1)
Again we assume the following equation for adults:
∂u(t, a)
∂t
+
∂u(t, a)
∂a
= −µ(A(t))u(t, a), a > τi, (3.2)
and, for larvae,
∂u(t, a)
∂t
+
∂u(t, a)
∂a
= −µiu(t, a), 0 < a < τi. (3.3)
Here, µ(A(t)) is the per-capita death rate for adults and µi the same for juveniles. The
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egg laying rate is again given by the integral
u(t, 0) =
∫ ∞
τi
β(A(t), a)u(t, a) da (3.4)
with β(A(t), a) = g(a)β0(A(t)).
The difference between this chapter and the previous is that we now take g(a) to be
given by
g(a) =
∞∑
n=0
κnδ(a− (τi + nτ)). (3.5)
which is very different from the expression g(a) = α2(a− τi)e−α(a−τi) considered in the
previous chapter. If, in the latter expression, α = ∞ and, in expression (3.5), κ0 = 1
and κj = 0 for all j ≥ 1, then both kernels reduce to δ(a− τi). In this particular case,
all eggs are laid by a mosquito at its maturation age τi with no subsequent egg laying.
Note that
Figure 3.1: Plot of g(a) =
∑∞
n=0 κnδ(a− (τi + nτ)) in the case τi = τ = 1.
∫ ∞
τi
g(a) da =
∞∑
n=0
κn
∫ ∞
τi
δ(a− (τi + nτ)) da =
∞∑
n=0
κn.
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So that the kernel is normalised such that
∫∞
τi
g(a) da = 1, we assume that
∞∑
n=0
κn = 1. (3.6)
We assume the initial data has the form
u(0, a) = u0(a) ≥ 0, a ≥ 0 (3.7)
where the initial age distribution u0(a) is given.
At the heart of this chapter is the model we derive for the number of adults A(t),
which turns out to be of the neutral type, at least for large times. It is known as a
neutral delay differential equation and is classed as neutral because of the presence of
terms that involve both delay and the derivative of the state variable. In most delay
equations that appear in the literature, the terms involving derivatives do not involve
delay. Involvement of delay in such terms is a significant complication.
3.1. Formal derivation of a limiting equation for A(t)
With g(a) given by (3.5),
u(t, 0) = β0(A(t))
∫ ∞
τi
∞∑
n=0
κnδ(a− (τi + nτ))u(t, a) da (3.8)
= β0(A(t))
∞∑
n=0
κnu(t, τi + nτ). (3.9)
Also, from (3.1) and (3.2),
A˙(t) = u(t, τi)− µ(A(t))A(t), (3.10)
and, from (3.3),
u(t, τi) = u(t− τi, 0)e−µiτi provided t > τi. (3.11)
Therefore
A˙(t) = e−µiτiu(t− τi, 0)− µ(A(t))A(t) for t > τi. (3.12)
Combining (3.9) and (3.12) gives, for t > τi,
A˙(t) = e−µiτiβ0(A(t− τi))
∞∑
n=0
κnu(t− τi, τi + nτ)− µ(A(t))A(t). (3.13)
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The model derivation proceeds by finding expressions for u(t − τi, τi + nτ) in terms of
either the state variable A(t) or the given initial age distribution u0(a).
Applying the method of integration along characteristics to (3.2) yields
u(a+ ξ, a) = u(τi + ξ, τi)e
− ∫ aτi µ(A(η+ξ)) dη, a > τi. (3.14)
Putting a = τi + nτ and ξ = t− τi − (τi + nτ) gives, for t > τi + nτ ,
u(t− τi, τi + nτ) = u(t− τi − nτ, τi)e−
∫ τi+nτ
τi
µ(A(η+t−2τi−nτ)) dη
= u(t− τi − nτ, τi)e−
∫ nτ
0 µ(A(η+t−τi−nτ)) dη.
(3.15)
From (3.10),
u(t− τi − nτ, τi) = A˙(t− τi − nτ) + µ(A(t− τi − nτ))A(t− τi − nτ) (3.16)
and therefore for t → ∞ the following limiting equation, a neutral delay equation,
applies:
A˙(t) =e−µiτiβ0(A(t− τi))
∞∑
n=0
κne
− ∫ nτ0 µ(A(η+t−τi−nτ)) dη
× [A˙(t− τi − nτ) + µ(A(t− τi − nτ))A(t− τi − nτ)]− µ(A(t))A(t).
(3.17)
The reason why it only holds in the limit when t → ∞ is because of the condition
t > τi + nτ arising in an intermediate step. This condition depends on the summation
index n and becomes increasingly severe as n increases. We shall address this problem
in a fully rigorous way in the next section. Since (3.17) holds in the limit when t→∞,
we shall assume it correctly determines the model equilibria and can be used to study
their linear stability and other large time properties of the model. Equation (3.17) is a
rare example of such an equation having a rigorous derivation and arising in the context
of a real ecological scenario. In ecologically realistic cases the κn coefficients will be zero
for all n above a certain finite value, since there will be an upper limit on how many
times a mosquito can consume blood meals and lay eggs before it dies. In such cases,
(3.17) is a fully correct model for all t above some finite value.
Equation (3.17) is a neutral delay equation. Other situations in which a structured
population model has been reduced to a neutral delay equation can be found in [9], [23]
and [32]. In Gourley and Kuang [23], such a model is rigorously derived for a species
that has long larval and short adult life stages.
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Remark 1. If κ0 = 1 and κn = 0 for all n ≥ 1, the kernel g(a) becomes δ(a − τi)
and (3.17) becomes
A˙(t) = e−µiτiβ0(A(t− τi))[A˙(t− τi) + µ(A(t− τi))A(t− τi)]− µ(A(t))A(t). (3.18)
Equation (3.18) is similar to equation (39) on page 224 of Bocharov and Hadeler [9].
That paper considered the general principles by which structured population models can
be reduced to systems of ordinary or delay differential equations, with special emphasis
to how neutral delay equations can arise in that way.
3.2. The full initial value problem for A(t)
Equation (3.17) is formally correct in the limit as t→∞, and can be used to study the
equilibria of the model and their linear stability. We now derive a model that is valid
for all t > 0 and uses the prescribed initial data (3.7). The model we derive in this
section is the version that should be considered to establish properties of the solution
that must hold over all t (such as positivity of solutions), as opposed to asymptotic
properties such as stability of equilibria.
We first show that, for t ∈ (0, τi), equation (3.19) holds. Any larger t must belong to
an interval of the form t ∈ (τi +Nτ, τi + (N + 1)τ) for some integer N ≥ 0, and we shall
show that the differential equation applying on that interval is equation (3.21) below.
Thus, the differential equation that determines A(t) depends on what interval t is in.
We begin by recalling that (3.10) always holds, for any t. Now suppose t ∈ (0, τi).
Solving (3.3) by integrating along characteristics, and using (3.7), gives u(t, τi) = u0(τi−
t)e−µit for t ∈ (0, τi). Therefore, by (3.10),
A˙(t) = u0(τi − t)e−µit − µ(A(t))A(t) for t ∈ (0, τi). (3.19)
Any larger t satisfies t ∈ (τi + Nτ, τi + (N + 1)τ) for some integer N ≥ 0. We refer
back to the derivation of (3.17) which made use of (3.15), an expression valid only
for t > τi + nτ . We now need an expression for u(t − τi, τi + nτ) that is valid when
τi < t < τi + nτ . Solving (3.2) by integration along characteristics, and using (3.7),
yields that, for τi < t < τi + nτ ,
u(t− τi, τi + nτ) = u0(2τi + nτ − t) exp
{
−
∫ t−τi
0
µ(A(η)) dη
}
(3.20)
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provided that the argument of u0 remains above τi, which gives rise to the restriction
t < τi+nτ . For τi < t < τi+nτ expression (3.20), rather than (3.15), is used to replace
the term u(t−τi, τi+nτ) in (3.13). The implication is that, for a given t, the summation
must be split into two summations depending on how the term u(t−τi, τi+nτ) in (3.13)
is being handled. The outcome is that the adult population A(t) satisfies a succession of
differential equations depending on what interval t is in. For t ∈ (τi+Nτ, τi+(N+1)τ),
N = 0, 1, 2, . . . , we find that A(t) satisfies
A˙(t) =e−µiτiβ0(A(t− τi))
( N∑
n=0
κne
− ∫ nτ0 µ(A(η+t−τi−nτ)) dη
× [A˙(t− τi − nτ) + µ(A(t− τi − nτ))A(t− τi − nτ)]
+
∞∑
n=N+1
κnu0(2τi + nτ − t)e−
∫ t−τi
0 µ(A(η)) dη
)
− µ(A(t))A(t).
(3.21)
Note that N and t go to infinity together, and in this limit the term involving
∑∞
n=N+1
goes to zero and equation (3.21) becomes (3.17).
3.3. Positivity
We show that, provided the initial age distribution u0(a) ≥ 0, the number of adults
A(t) remains non-negative for all time. To prove positivity it is essential to use the full
initial value problem of Section 3.2.. The strategy we use is similar to that of Gourley
and Kuang [23] (Theorem 1, page 4658).
Theorem 3.3..1. Suppose the initial age distribution u0(a) is non-negative for all a ≥ 0,
and let A(t) satisfy (3.19) for t ∈ (0, τi) and (3.21) for t > τi. Then A(t) ≥ 0 for all
t > 0.
Proof. We first show that A(t) ≥ 0 for t ∈ (0, τi). On this interval A(t) satisfies
(3.19) and therefore
A˙(t) ≥ −µ(A(t))A(t), 0 < t < τi.
Moreover, A(0) ≥ 0 sinceA(0) = ∫∞τi u0(a) da ≥ 0. Integration yields that, for t ∈ (0, τi),
A(t) ≥ A(0) exp
{
−
∫ t
0
µ (A(s)) ds
}
≥ 0. (3.22)
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Next we show that A(t) ≥ 0 for t ∈ (τi, τi+τ), on which interval equation (3.21) becomes
A˙(t) =e−µiτiβ0(A(t− τi))
(
κ0
[
A˙(t− τi) + µ(A(t− τi))A(t− τi)
]
+
∞∑
n=1
κnu0(2τi + nτ − t)e−
∫ t−τi
0 µ(A(η)) dη
)
− µ(A(t))A(t).
(3.23)
From (3.10),
A˙(t− τi) + µ(A(t− τi))A(t− τi) = u(t− τi, τi) = u0(2τi − t)e−µi(t−τi).
Substituting this into (3.23) yields that, for t ∈ (τi, τi + τ),
A˙(t) =e−µiτiβ0(A(t− τi))
(
κ0 u0(2τi − t)e−µi(t−τi)
+
∞∑
n=1
κnu0(2τi + nτ − t)e−
∫ t−τi
0 µ(A(η)) dη
)
− µ(A(t))A(t).
Therefore A˙(t) ≥ −µ(A(t))A(t) for t ∈ (τi, τi + τ). Since A(τi) ≥ 0, the previous
argument gives A(t) ≥ 0 for all t ∈ (τi, τi+τ). On the next time interval, the differential
equation for A(t) changes but the argument remains the same, and it can be continued
to include all positive times.
3.4. Existence and uniqueness of positive equilibria
For now, we consider equation (3.17). As noted earlier it is the asymptotically autonom-
ous limiting equation, in the limit when t → ∞, of the “true” model. i.e. the model
considered in Section 3.2.. As such, it is expected to be a good description of the dy-
namics of the variable A(t) for large times, and therefore in particular it should correctly
determine the equilibria and their stability.
Proposition 3.4..1. Suppose that µ(·) is a strictly increasing differentiable function
satisfying µ(0) > 0. Suppose that β0(0) > 0 and that β0(·) is a strictly decreasing
differentiable function satisfying limA→∞ β0(A) = 0. Suppose also that
1
β0(0)
< e−µiτi
∞∑
n=0
κne
−nτµ(0). (3.24)
Then the steady states of model (3.17) are zero and the unique positive root A∗ of
e−µiτi
∞∑
n=0
κne
−nτµ(A∗) =
1
β0(A∗)
. (3.25)
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Proof. Equilibria of (3.17) satisfy
e−µiτiβ0(A∗)
( ∞∑
n=0
κne
−nτµ(A∗)
)
µ(A∗)A∗ = µ(A∗)A∗ (3.26)
so one possibility is that A∗ = 0. Any other equilibria satisfy (3.25). The RHS of (3.25)
is increasing while the LHS is decreasing. It is easy to see that assumption (3.24) implies
the existence of a unique positive equilibrium A∗ satisfying (3.25).
3.5. Stability of equilibria of equation (3.17)
We examine the steady states of (3.17) and their linear stability, assuming that β0(A)
is a decreasing function and µ(A) is an increasing function with β0(0) > 0 and µ(0) > 0
as in the previous chapter. It turns out that if female mosquitoes lay all of their eggs
immediately on maturation, and none thereafter, then the positive equilibrium A∗ > 0
is linearly stable. Analysis of the general model (i.e. with κn kept as general non-
negative numbers satisfying only (3.6)) is tractable up to a point, but it is very difficult
to determine conditions sufficient for the roots of the characteristic equation of the
linearisation about a positive equilibrium to all have negative real parts. What makes
it difficult seems to be the distribution of the eigenvalues of the linearisation which, in
the case of a neutral delay equation such as (3.17), can accumulate on the imaginary
axis (as we confirm later, in Theorem 3.5..3).
We begin this stability investigation by considering a particular case that facilitates
greater analytic progress. It is the case in which the κn are chosen such that g(a) =
δ(a− τi) and the model becomes (3.18).
3.5.1. The case κ0 = 1 and κn = 0 for all n ≥ 1
We consider the case when κ0 = 1 and κn = 0 for all n ≥ 1. This reduces the
model to equation (3.18). In this situation any non-zero equilibrium A∗ > 0 satisfies
e−µiτiβ0(A∗) = 1, which follows from (3.25).
It is necessary to consider separately the cases when β0(A) is constant and non-
constant, starting with the former. Then we consider the case when β0(A) is non-
constant, more precisely, when β0(A) is a strictly decreasing function. If a positive
equilibrium A∗ > 0 exists then, letting ε = −e−µiτi β˙0(A∗)µ(A∗)A∗ (note ε > 0), we
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may show that if ε > 0 is sufficiently small the roots of the characteristic equation of
the linearisation about A∗ all satisfy Reλ < 0.
The case when β0(A) is constant
For this case, let β0(A) ≡ β∗0 . This case actually consists of two further sub-cases,
depending on whether e−µiτiβ∗0 = 1, when any valueA∗ is an equilibrium, or e−µiτiβ∗0 6= 1
in which case the model has no positive equilibria. The next few lines of calculation
apply to either case. Let
M(t) = A˙(t) + µ(A(t))A(t). (3.27)
Using (3.18), equation (3.27) is transformed into
M(t) = e−µiτiβ∗0M(t− τi). (3.28)
Applying the Laplace transform to (3.28), we obtain (after a substitution)
Mˆ(s) = e−µiτiβ∗0
[ ∫ ∞
−τi
e−s(τi+ξ)M(ξ) dξ
]
,
where the hat denotes Laplace transform and s is the transform variable. On splitting
up the integral into two integrals, one for ξ ∈ [−τi, 0] and the other for ξ ∈ [0,∞), we
obtain
Mˆ(s) =
e−µiτiβ∗0
∫ 0
−τi e
−s(τi+ξ)M0(ξ) dξ
1− β∗0e−τi(s+µi)
, (3.29)
where M0(ξ), ξ ≤ 0, is the initial data for M(ξ). Using the inversion formula for the
Laplace transform,
M(t) =
1
2pii
∫ σ+i∞
σ−i∞
est
[
e−µiτiβ∗0
∫ 0
−τi e
−s(τi+ξ)M0(ξ) dξ
1− β∗0e−τi(s+µi)
]
ds (3.30)
where the real number σ is chosen to strictly exceed the supremum of the real parts of
all the poles of the integrand. Those poles are located at the points s ∈ C such that
β∗0e−τi(s+µi) = 1.
Case (i): e−µiτiβ∗0 = 1. In this case any value A∗ > 0 is an equilibrium and the
poles satisfy e−sτi = 1, and are therefore located at the points s = sk where sk = 2piikτi ,
k ∈ Z. The residue of the integrand at the pole s = sk is given by
Res [integrand of (3.30), s = sκ] =
[
numerator
derivative of denominator
]
s=sk
=
1
τi
∫ 0
−τi
e
2piik
τi
(t−ξ)
M0(ξ) dξ.
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By Cauchy’s residue theorem,
M(t) =
∞∑
k=−∞
1
τi
∫ 0
−τi
e
2piik(t−ξ)
τi M0(ξ) dξ.
It follows that the differential equation for A(t) becomes
A˙(t) =
∞∑
k=−∞
1
τi
∫ 0
−τi
e
2piik(t−ξ)
τi M0(ξ) dξ − µ(A(t))A(t), (3.31)
where M0(ξ) = A˙0(ξ) + µ(A0(ξ))A0(ξ) and A0(ξ), ξ ∈ [−τi, 0], is the initial data for
A(t). Let
P (t) =
∞∑
k=−∞
Pk(t),
where
Pk(t) =
1
τi
∫ 0
−τi
e
2piik(t−ξ)
τi M0(ξ) dξ.
Note that Pk(t)→ 0 as k →∞, by the Riemann-Lebesgue lemma. Note also that P (t)
is periodic of period τi, and
A˙(t) = P (t)− µ(A(t))A(t). (3.32)
Also, since P (t) is defined solely in terms of the initial data A0(ξ) for A(t), we may
regard P (t) as a given periodic function.
If A0(ξ), ξ ∈ [−τi, 0], is constant then so is M0(ξ), with the implication that Pk(t) ≡ 0
when k 6= 0, and it follows that P (t) is constant (the same constant as M0(ξ), in fact)
and the differential equation for A(t) assumes the form
A˙(t) = (constant)− µ(A(t))A(t).
Therefore A(t) approaches an equilibrium which depends on the constant and therefore
on the initial data A0(ξ), ξ ∈ [−τi, 0], for A(t).
In the case of non-constant M0(ξ) we can show that A(t) evolves to a periodic
solution. We do this as follows. Let Pmax = maxt∈R P (t) and Pmin = mint∈R P (t).
Then A˙(t) ≤ Pmax − µ(0)A(t), so that
lim sup
t→∞
A(t) ≤ Pmax
µ(0)
.
Let K be any real number such that K > Pmaxµ(0) , and suppose that A(0) ≤ K. Then
A(t) ≤ K for all t > 0, because if this were false there would exist t∗ > 0 such that
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A(t∗) = K and A˙(t) ≥ 0. But
A˙(t∗) ≤ Pmax − µ(0)K < 0,
giving a contradiction. So A(t) ≤ K for all t > 0 and, in particular, A(τi) ≤ K. So
far, we have that A(0) ≤ K ⇒ A(τi) ≤ K. Next, we claim that if ε > 0 is sufficiently
small then A(0) ≥ ε ⇒ A(τi) ≥ ε. We prove this claim by contradiction. If it is false,
then for any ε > 0 there exists a solution Aε(t) with the property that Aε(0) ≥ ε but
Aε(τi) < ε. Then, there must be a point t
∗ such that A(t∗) = ε and A˙(t) ≤ 0. But
0 ≥ A˙(t) = P (t∗)− µ(A(t∗))A(t∗) = P (t∗)− µ(ε)ε ≥ Pmin − µ(ε)ε
which is a contradiction if ε is sufficiently small. Now let ρ(·) be the Poincare´ map, i.e.,
the operator that maps A(0) to A(τi). Let
g(ξ) = ξ − ρ(ξ).
Then g(ε) = ε− ρ(ε). But ρ(ε) is A(τi) in the case when A(0) = ε. Thus ρ(ε) ≥ ε, and
therefore g(ε) = ε−ρ(ε) ≤ 0. Similarly, ρ(K) ≤ K and so g(K) = K−ρ(K) ≥ K−K =
0. By the intermediate value theorem, the equation g(ξ) = 0 has a root ξ∗ ∈ [ε,K]. We
then have ρ(ξ∗) = ξ∗ which means that if A(0) = ξ∗ then A(τi) = ξ∗. Since ρ(0) = ρ(τi),
we also have A˙(0) = A˙(τi). Then τi replaces 0 as the origin of time and it follows that
A(t) is periodic (and non-trivial, since A(t) ≥ ε > 0).
Case (ii) e−µiτiβ∗0 6= 1. In this case, expression (3.30) still holds. As noted earlier
the model has no positive equilibria in this case, so we might expect that A(t) would
either grow without bound or tend to zero, depending on parameters. We first determine
the behaviour of M(t) using (3.30). The poles of the integrand are now determined by
e−τi(s+µi)β∗0 = 1, so that
s = sk = −µi + 1
τi
lnβ∗0 +
2piik
τi
, k ∈ Z.
So, unlike in case (i), the roots no longer sit on the imaginary axis. They all satisfy
Re s > 0 if β∗0e−µiτi > 1, and Re s < 0 if β∗0e−µiτi < 1. The residue of the integrand
of (3.30) at s = sk is given by
Res [integrand of (3.30), s = sκ] =
1
τi
∫ 0
−τi
e
(t−ξ)(−µi+ 1τi lnβ
∗
0+
2piik
τi
)
M0(ξ) dξ
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so that, by Cauchy’s residue theorem,
M(t) =
∞∑
k=−∞
1
τi
e
(−µi+ 1τi lnβ
∗
0+
2piik
τi
)t
∫ 0
−τi
M0(ξ)e
−( 1
τi
lnβ∗0−µi+ 2piikτi )ξdξ.
Thus, M(t)→∞ as t→∞ if β∗0e−µiτi > 1, and M(t)→ 0 if β∗0e−µiτi < 1. Recall that
A˙(t) = M(t)− µ(A(t))A(t), so if M(t)→ 0 then clearly A(t)→ 0 as t→∞. We claim
that if M(t) → ∞ then A(t) → ∞. Given K > 0 there exists T > 0 such that, when
t ≥ T , M(t) ≥ K. Therefore, when t ≥ T ,
A˙(t) ≥ K − µ(A(t))A(t).
Let K be the unique solution of the equation K − µ(K)K = 0, which exists since µ(A)
satisfies µ(0) > 0 and is increasing in A. Then elementary theory of one dimensional
ODE’s and a simple comparison argument yield that
lim inf
t→∞ A(t) ≥ K.
This is true for arbitrarily large K, since K grows with K without bound. Hence
A(t)→∞ as t→∞ when β∗0e−µiτi > 1.
The case when β0(A) is non-constant.
We begin by linearising (3.18) about a non-zero equilibrium A∗. Setting A(t) = A∗ +
A(t), with A(t) small, yields the linearised equation
A˙(t) = e−µiτiβ0(A∗)[A˙(t− τi) + µ(A∗)A(t− τi) + µ˙(A∗)A∗A(t− τi)]
+e−µiτi β˙0(A∗)µ(A∗)A∗A(t− τi)− µ(A∗)A(t)− µ˙(A∗)A∗A(t).
(3.33)
Substituting the usual ansatz A(t) = eλt into (3.33), and using the fact that equilibria
satisfy e−µiτiβ0(A∗) = 1, we obtain a characteristic equation that can be put into the
form
λ+ µ(A∗) + µ˙(A∗)A∗ =
e−µiτie−λτi β˙0(A∗)µ(A∗)A∗
1− e−λτi .
We assume that the function β0(A) decreases with A only very slowly, and let
ε = −e−µiτi β˙0(A∗)µ(A∗)A∗, (3.34)
so that ε > 0 is small. Using (3.34) the characteristic equation can be written as
λ+ c = e−λτi(λ+ c− ε) (3.35)
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where
c = µ(A∗) + µ˙(A∗)A∗. (3.36)
Characteristic equations having the appearance (3.35) are not completely new and have
been considered, for example, in [24]. We will show that all roots of the characteristic
equation (3.35) have negative real part. For some parameter values the equation may
have only complex roots.
A few comments will motivate our thinking. Note first that if, in fact, β˙0(A) ≡ 0 then
β0(A) is constant and therefore ε = 0, but that implies that the equation e
−µiτiβ0(A) = 1
cannot, in general, be solved for A (i.e., in general there is no equilibrium A∗). However,
even where there is no steady state we can still solve the characteristic equation (3.35).
With ε = 0 it has λ = 0 as one of its roots. Now imagine we change the function β0(A)
from a function satisfying β˙0(A) ≡ 0 to one that is slowly decreasing, so that ε is now
a small positive number. Then, provided e−µiτiβ0(0) > 1 and e−µiτiβ0(∞) < 1, there
will exist an equilibrium A∗ > 0 which we would expect to be very large, since β0(A)
is decreasing very slowly. In other words, the positive equilibrium A∗ appears via a
bifurcation at a zero eigenvalue, and A∗ appears at infinity. The characteristic equation
is (3.35), and when β˙0(A) ≡ 0 it has λ = 0 as a root but the model has no positive
equilibrium A∗. In this situation it turns out that all roots are on the imaginary axis,
except for one real negative root. To see this, note that the characteristic equation in
the case when β˙0(A) ≡ 0, has roots λ given by
λ = −µ(A∗)− µ˙(A∗)A∗
e−λτi = 1.
Therefore, there are infinitely many roots λ = 2kpii/τi, k ∈ Z, on the imaginary axis.
We are interested in what happens to these roots on the imaginary axis when ε is
changed from zero to a small positive number (i.e. β0(A) is now a slowly decreasing
function such that e−µiτiβ0(0) > 1 and e−µiτiβ0(∞) = 0, and a positive equilibrium A∗
does exist). We first show that in this situation all roots λ of (3.35) satisfy Reλ < 0, and
then we use perturbation theory to determine where precisely these roots are located
when ε > 0 is small.
Proposition 3.5..1. When ε > 0 is sufficiently small the characteristic equation (3.35)
has no roots on the imaginary axis.
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Proof. Assume, for a contradiction, that (3.35) has a root of the form λ = iw with
w real. Then
iw + c = e−iwτi(iw + c− ε).
Taking the complex conjugate,
−iw + c = eiwτi(−iw + c− ε).
Multiplying these equations gives that c = ε/2. For sufficiently small ε this is a con-
tradiction, for the following reason. Recall that c is defined by (3.36) and note that
the positive equilibrium A∗ will depend on ε, and therefore so does c. However, we
always assume that µ(A) is increasing and it follows that c ≥ µ(0), so that c cannot
tend to zero as ε→ 0. Therefore, for sufficiently small ε the equation c = ε/2 produces
a contradiction.
In the next theorem we prove that, for ε > 0 sufficiently small, all roots λ of the
characteristic equation (3.35) satisfy Reλ < 0, suggesting stability of the non-zero
equilibrium A∗.
Theorem 3.5..2. Suppose A∗ > 0 is an equilibrium of (3.17) satisfying (3.25). Then
A∗ is linearly stable in the case when κ0 = 1 and κn = 0 for all n ≥ 1, provided ε > 0
is sufficiently small, where ε is defined by (3.34).
Proof. Assume, for contradiction, that the characteristic equation (3.35) of the
linearisation about A∗ has a root λ∗ = x+ iy such that x ≥ 0. Taking the square of the
modulus of (3.35) gives
(x+ c)2 + y2
(x+ c− ε)2 + y2 = e
−2τix, (3.37)
where x = Reλ∗ and y = Imλ∗. For ε > 0 sufficiently small the left hand side of (3.37)
exceeds 1 but the right hand side is bounded by 1, since x ≥ 0. This is a contradiction.
Assuming that strict negativity of the real parts of all eigenvalues guarantees local
stability, the proof is complete.
The next result uses perturbation theory to determine the actual distribution of the
eigenvalues λ of the linearisation about the positive equilibrium A∗ in the situation
when ε > 0 is sufficiently small, showing that the eigenvalues are not bounded away
from the imaginary axis. The latter is a consequence of the fact that, for a given ε > 0,
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expression (3.38) below satisfies
Reλεk = −
cτiε
c2τ2i + 4pi
2k2
→ 0 as |k| → ∞.
Such a distribution of eigenvalues is a consequence of the fact that the delay differential
equation is of neutral type. For any small positive ε all roots of the characteristic
equation have negative real part, and all but one are extremely close to the imaginary
axis and approach it as ε→ 0.
Theorem 3.5..3. For sufficiently small ε > 0 the roots of the characteristic equation
(3.35) consist of a real negative root together with infinitely many complex roots, all
close to the imaginary axis, of the form
λεk =
2piki
τi
+
( −cτi + 2piki
c2τ2i + 4pi
2k2
)
ε+O(ε2) + · · · , k ∈ Z. (3.38)
Proof. As ε changes from 0 to a small positive value, the root that is at λ = −c
when ε = 0 moves to a nearby point, and this is the real negative root.
Regarding the complex roots, let λ0k = 2kpii/τi, k ∈ Z, be those roots of the charac-
teristic equation that lie exactly on the imaginary axis in the case when ε = 0. Assume
that when ε changes from 0 to a small positive value the root that was at λ0k moves to
a nearby point in C, say to λεk. We estimate λεk using perturbation theory by writing
λεk =
2kpii
τi
+ ελ
(1)
k + ε
2λ
(2)
k + · · · .
We substitute this into (3.35), obtaining(
c+
2kpii
τi
+ ελ
(1)
k + ε
2λ
(2)
k + · · ·
)
(1−e−ετiλ(1)k e−ε2τiλ(2)k · · · ) = −ε(e−τiελ(1)k e−ε2τiλ(2)k · · · ).
Taylor expanding the exponentials and comparing the ε0 terms yields no information,
but coefficients of ε yield
λ
(1)
k =
−cτi + 2piki
c2τ2i + 4pi
2k2
.
Therefore, the root that is at λ0k when ε = 0 is given by (3.38) for small positive ε.
Theorem 3.5..4. Suppose that µ(·) is a strictly increasing differentiable function sat-
isfying µ(0) > 0. Suppose that β0(0) > 0 and that β0(·) is a strictly decreasing dif-
ferentiable function satisfying limA→∞ β0(A) = 0. Last, suppose that the hypotheses of
Proposition 3.4.1 hold. Then the unique positive equilibrium is linearly stable.
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Proof Let λ = x + iy be a root of the characteristic equation (3.35). We need to
show that x < 0. Putting λ = x+ iy into (3.35), and rearranging,
(x+ c+ iy)(x+ c− ε− iy)
(x+ c− ε)2 + y2 = e
−xτi cos(yτi)− ie−xτi sin(yτi).
Separating the real and imaginary parts gives
(x+ c)(x+ c− ε) + y2
(x+ c− ε)2 + y2 = e
−xτi cos(yτi)
yε
(x+ c− ε)2 + y2 = e
−xτi sin(yτi).
Squaring and adding,(
(x+ c)(x+ c− ε) + y2
)2
+ ε2y2(
(x+ c− ε)2 + y2
)2 = e−2xτi .
Suppose, for a contradiction, that x ≥ 0. Then the right hand side e−2xτi is less than or
equal to 1, since τi > 0. However, if x ≥ 0 then the left hand side of the above equation
strictly exceeds 1. To see this, note that
(x+ c)(x+ c− ε) + y2 > (x+ c− ε)2 + y2, (3.39)
since ε > 0, so that(
(x+ c)(x+ c− ε) + y2
)2
+ ε2y2(
(x+ c− ε)2 + y2
)2 ≥
(
(x+ c)(x+ c− ε) + y2
)2
(
(x+ c− ε)2 + y2
)2 > 1
using (3.39). This contradiction shows that x = Reλ < 0 and therefore the equilibrium
is locally stable.
Figures 3.2–3.3 show the results of some simulations of equation (3.18). We observe
that as the maternity function increases the new equilibrium tends to a higher value,
whereas as it decreases it tends to a lower value.
3.5.2. The case of general κn satisfying (3.6)
We move to the case of general non-negative κn satisfying (3.6). Let A
∗ be a positive
equilibrium of (3.17). Linearising the system about the equilibrium point A∗, by setting
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Figure 3.2: Simulation of (3.18). A(t) is plotted against t, with τi = 10, µi = 0.3, µ(A) =
0.0045A+0.01 and β0(A) = 100e
−3.4A. For these parameter values Theorem 3.5..4 holds.
The solution approaches the equilibrium A∗ = 0.47. Since this is the case when κ0 = 1
and κn = 0 for all n ≥ 1, the inequality of Proposition 3.4.1 becomes β0(0)e−µiτi > 1
and the equation for A∗ becomes e−µiτi = 1/β0(A∗).
A(t) = A(t) +A∗, yields the linearised equation
A˙(t) = e−µiτi
(
β0(A
∗)
∞∑
n=0
κne
−nτµ(A∗)
[
A˙(t− τi − nτ) + (µ(A∗) +A∗µ˙(A∗))A(t− τi − nτ)
−µ(A∗)A∗µ˙(A∗)
∫ nτ
0
A(η + t− τi − nτ)dη
]
+ β˙0(A
∗)A(t− τi)µ(A∗)A∗
∞∑
n=0
κne
−nτµ(A∗)
)
− (µ(A∗) +A∗µ˙(A∗))A(t),
where we use the fact that the equilibria satisfy (3.26). The usual ansatz A(t) = eλt
leads to the following characteristic equation to be solved for λ:
λ+ c = e−µiτi
(
β0(A
∗)
∞∑
n=0
κne
−nτµ(A∗)
[
e−λ(τi+nτ)(λ+ c)
−µ(A∗)A∗µ˙(A∗)e
−λτi(1− e−λnτ )
λ
]
+β˙0(A
∗)µ(A∗)A∗e−λτi
∞∑
n=0
κne
−nτµ(A∗)
) (3.40)
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Figure 3.3: Simulation of (3.18). A(t) is plotted against t, with τi = 10, µi = 0.3, µ(A) =
0.0158A+0.01 and β0(A) = 100e
−1.2A. For these parameter values Theorem 3.5..4 holds.
The solution approaches the equilibrium A∗ = 1.34.
where c is again given by (3.36). In this situation of general κn it is very difficult to
study the complex roots of the characteristic equation, but we can prove the following
theorem concerning its real roots.
Theorem 3.5..5. Suppose that µ(·) is a strictly increasing differentiable function satis-
fying µ(0) > 0. Suppose that β0(0) > 0 and that β0(·) is a strictly decreasing differenti-
able function satisfying limA→∞ β0(A) = 0. Then any real roots λ of the characteristic
equation (3.40) must be negative.
Proof
Assume, for a contradiction, that the characteristic equation (3.40) has a real positive
root. Using the fact that e−µiτiβ0(A∗)
∑∞
n=0 κne
−nτµ(A∗) = 1, we can rewrite equation
(3.40) as
λ+ c = e−µiτiβ0(A∗)
∞∑
n=0
κne
−nτµ(A∗)
[
e−λ(τi+nτ)(λ+ c)
−µ(A∗)A∗µ˙(A∗)e
−λτi(1− e−λnτ )
λ
]
+
β˙0(A
∗)µ(A∗)A∗e−λτi
β0(A∗)
.
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Since
−µ(A∗)A∗µ˙(A∗)e
−λτi(1− e−λnτ )
λ
≤ 0
for any real λ, it follows that
λ+ c ≤ e−µiτiβ0(A∗)
∞∑
n=0
κne
−nτµ(A∗)e−λ(τi+nτ)(λ+ c) +
β˙0(A
∗)µ(A∗)A∗e−λτi
β0(A∗)
.
Assume, for a contradiction, that λ ≥ 0. Since e−λτi ≤ 1 the above inequality becomes
λ+ c ≤ e−µiτiβ0(A∗)
∞∑
n=0
κne
−nτµ(A∗)e−λnτ (λ+ c) +
β˙0(A
∗)µ(A∗)A∗e−λτi
β0(A∗)
.
Then
λ+ c ≤ e−µiτiβ0(A∗)(λ+ c)
∞∑
n=0
κne
−nτµ(A∗) +
β˙0(A
∗)µ(A∗)A∗e−λτi
β0(A∗)
and therefore
λ+ c ≤ λ+ c+ β˙0(A
∗)µ(A∗)A∗e−λτi
β0(A∗)
.
This is clearly a contradiction because β˙0(A
∗) < 0 and therefore the RHS of the above
inequality is less than the LHS. Therefore, any real root of the characteristic equation
(3.40) must be negative.
3.5.3. The case κ1 = 1 and κn = 0 for all n 6= 1
Another interesting case that can be considered in detail is when κ1 = 1 and κn = 0 for
all n 6= 1. In this case, (3.17) becomes
A˙(t) = e−µiτiβ0(A(t− τi))e−
∫ τ
0 µ(A(η+t−τi−τ)) dη[A˙(t− τi − τ)
+µ(A(t− τi − τ))A(t− τi − τ)]− µ(A(t))A(t).
(3.41)
The individual parts of this expression can be interpreted as follows:
A˙(t− τi − τ) + µ(A(t− τi − τ))A(t− τi − τ) = maturation rate at time t− τi − τ
e−µiτi = probability that current generation survive to maturation
e−
∫ τ
0 µ(A(η+t−τi−τ)) dη = probability that previous generation lived long enough after they matured
to be able to lay eggs
β0(A(t− τi)) = egg laying rate at time t− τi.
The characteristic equation of the linearisation about A∗ in this case can be put into
the form
λ+ c = e−λ(τi+τ)(λ+ c)− εe−λτie−τµ(A∗) − µ(A∗)A∗µ˙(A∗)e−λτi
(
1− e−λτ
λ
)
(3.42)
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where we have used the steady state equation
e−µiτie−τµ(A
∗) =
1
β0(A∗)
(3.43)
and the expression for ε, expression (3.34). Thus, even if β˙0 = 0 (so that ε = 0), there
is still the possibility of a positive steady state A∗, provided µ(A∗) is an increasing
function. This difference arises because the equation determining the steady state now
involves µ(A), which is not the case in the situation with κ0 = 1 and κn = 0 for all
other n. If κ1 = 1 then an adult mosquito lays its eggs τ units of time after maturing
(not immediately on maturation), and during the time when the adult is aged between
τi and τi+τ the adult may die. The function µ(A), modelling death of adults, therefore
becomes relevant.
Complex roots of the characteristic equation (3.42) will be considered using a graph-
ical technique (based the principle of the argument) but first we present a simple theorem
on its real roots.
Theorem 3.5..6. Suppose that µ(·) is a strictly increasing differentiable function sat-
isfying µ(0) > 0. Then the characteristic equation (3.42) has no real roots satisfying
λ ≥ 0.
Proof
Assume there is a real root with λ ≥ 0. Due to the fact that µ˙(A∗) > 0 and −1−e−λτλ < 0
for all real λ (where, in the case λ = 0, we define this fraction by taking a limit), from
the characteristic equation (3.42) we find that
λ+ c < (λ+ c)e−λ(τi+τ) ≤ λ+ c, (3.44)
a contradiction.
With a view to considering its complex roots, let the characteristic equation (3.42)
be written in the form
1 = e−λ(τi+τ) − εe
−λτie−τµ(A∗)
λ+ c
− µ(A∗)A∗µ˙(A∗)e−λτi
(
1− e−λτ
λ(λ+ c)
)
.
Write this in the form ∆(λ) = 0 where
∆(λ) = 1− e−λ(τi+τ) + εe
−λτie−τµ(A∗)
λ+ c
+ µ(A∗)A∗µ˙(A∗)e−λτi
(
1− e−λτ
λ(λ+ c)
)
. (3.45)
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Let ΓR be the semicircular contour in C of radius R defined by
ΓR =
{
λ = Reiθ : θ ∈
[
−pi
2
,
pi
2
]}
∪ {λ = iy : y ∈ [R,−R]}. (3.46)
The number of roots of the characteristic equation ∆(λ) = 0 in the right half of the
complex place is related to the total change in the argument of ∆(λ) as λ traverses
the contour ΓR, for a suitably large value of R. If this total change is zero then the
characteristic equation has no roots in the right half plane. The total change in the
argument has to be figured out from an inspection of the curve {∆(λ) : λ ∈ ΓR},
which therefore needs to be accurately plotted using Matlab. The portion of the curve
{∆(λ) : λ ∈ ΓR} attributable to the curved part of ΓR is given by
y = Im ∆(Reiθ), x = Re ∆(Reiθ), θ ∈
[
−pi
2
,
pi
2
]
,
which we plot in the (x, y) plane. On the same axes, we add the curve
y = Im ∆(iw), x = Re ∆(iw), w ∈ [R,−R]
attributable to the straight part of ΓR which is parametrised by λ = iw with w ∈ [R,−R]
(note that ΓR has to be traversed in the anticlockwise sense so the straight part is
traversed from top to bottom; hence w ∈ [R,−R] rather than [−R,R]).
From (3.45), we get that
∆(iw) = 1− e−iw(τi+τ) + εe
−iwτie−τµ(A∗)
iw + c
+
µ(A∗)A∗µ˙(A∗)e−iwτi(1− e−iwτ )
iw(iw + c)
, (3.47)
and
∆(Reiθ) = 1− e−Reiθ(τi+τ) + εe
−Reiθτie−τµ(A∗)
Reiθ + c
+
µ(A∗)A∗µ˙(A∗)e−Reiθτi(1− e−Reiθτ )
Reiθ(Reiθ + c)
.
(3.48)
The real and imaginary parts of these expressions were computed within Matlab. In the
case of (3.48), which has exponentials within exponentials, they are quite complicated
expressions.
Figure 3.5 provides a closer examination of Figure 3.4 near the origin which is where
we particularly need to see the detail, since what matters is whether the curve {∆(λ) :
λ ∈ ΓR} encloses the origin. For the particular parameter values chosen, it does not
enclose the origin. The total change in the argument of ∆(λ), as λ traverses the contour
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Figure 3.4: Plot of ∆(λ) defined by (3.45), as λ traverses the closed contour ΓR defined
by (3.46) in the case R = 10. We took β0(x) = 30000e
−0.1x and µ(x) = e
x
1000 + 0.5494.
The parameter values were τi = 12, µi = 0.8, τ = 0.5 and the equilibrium value is
A∗ = 4.0542. The red curve represents the graph of Im ∆(Reiθ) against Re ∆(Reiθ) for
θ ∈ [−pi/2, pi/2], whereas the blue graph is the graph of Im ∆(iw) against Re ∆(iw).
The red curve is attributable to the curved part of ΓR.
ΓR, is therefore zero and therefore the characteristic equation ∆(λ) = 0 has no roots in
the right half plane in C.
In Figure 3.6 we have increased R to R = 100. This has been done in order to ensure
that as we increase R to larger values the situation (regarding whether the curve encloses
the origin or not) does not change. Figure 3.7 again shows that it does not enclose the
origin although it does get very close to it.
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Figure 3.5: Zoom of Figure 3.4 near the origin (0, 0).
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Figure 3.6: Plot of ∆(λ) defined by (3.45), as λ traverses the closed contour ΓR defined
by (3.46) in the case R = 100. We took β0(x) = 30000e
−0.1x and µ(x) = e
x
1000 + 0.5494.
The parameter values were τi = 12, µi = 0.8, τ = 0.5 and the equilibrium value is
A∗ = 4.0542.
79
Figure 3.7: Zoom of Figure 3.6 near the origin (0, 0).
80
Chapter 4
Insecticide resistance: targeting
all adult mosquitoes
Previous chapters of the thesis have been concerned entirely with modelling the life
cycle of the mosquito. Where the analysis became complicated, this was essentially
because we incorporated age-dependent aspects. Moreover, some of these aspects were
not trivial to model, and the equations not trivial to analyse. This was particularly true
in the case of a mosquito population in which eggs are laid only on attaining particular
ages, corresponding to the consumption of blood meals at particular intervals in time
(and hence age) after the first blood meal on maturation.
In this chapter we will consider the effects of insecticiding on adult mosquitoes and
the evolution of resistance to insecticide in the mosquito population. To do this we
assume the population comprises two strains. Each mosquito is either vulnerable to
insecticide and belongs to the V class, or it is resistant to insecticide and belongs to the
R class. When we say resistant, we do not mean the mosquito is completely resistant
to insecticide; in fact it may only be slightly more resistant than the vulnerable. It is
assumed that resistance began at the start of time with a single genetic mutation that
caused a vulnerable mosquito to produce a resistant offspring. We assume that this
mutation does not happen again but we study the spread of the resistant strain in the
population. It is, in fact, essentially a study of competition between two strains with
the aim to find which strain wins the competition. This need not necessarily be the res-
istant strain (though this is what we normally expect in nature). Resistance may come
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at a cost. Often the cost is reduced adult longevity which is, of course, a disadvantage
and may actually result in the vulnerable strain winning the competition, driving the
resistant to extinction. After the start of time we assume that vulnerability and res-
istance are both inheritable traits so the offspring of a resistant mosquito are resistant
and the offspring of a vulnerable mosquito are all vulnerable to insecticide (total egg
laying rates, however, still depend on the total number of mosquitoes V (t)+R(t) due to
competitive effects - see expressions (4.12) and (4.13) ahead). We assume that vulner-
able and resistant mosquitoes look the same and are identical in terms of characteristics
such as feeding behaviour, mobility and the search for breeding sites. Biting rates for
vulnerable and resistant strains can be different but this becomes relevant only when
we introduce the human population and malaria disease dynamics in Chapter 6.
In the present chapter the insecticiding is modelled simply through having different
values µva and µra for the per-capita mortalities of vulnerable and resistant adult mos-
quitoes, respectively. However, we also allow for the possibility that the larvae of the
two strains may have different per-capita mortalities µvl and µrl (and, in fact, different
maturation times τv and τr) even though we think of the insecticide as targeting adults.
Even though the larvae are not targeted by insecticide, larvae of the resistant strain still
carry the genes for resistance. We do not wish to assume that those genes necessarily
express themselves only in adulthood, because it is well known that a genetic mutation
can have more than one consequence. We wish to allow for the possibility that the genes
for insecticide resistance in adults may express themselves in larvae as well, perhaps via
altered characteristics such as a longer developmental time. This may be part of the
price paid for the acquisition of the trait of resistance.
The following chapter, Chapter 5, has an age-dependent term δ(a) which explicitly
stands for death due to insecticide, as distinct from other forms of death, for adult
vulnerable mosquitoes. This becomes necessary in Chapter 5 because in that chapter
the aim is to study the effect of an insecticide that targets only older mosquitoes.
4.1. Model Derivation
We let V (t) and R(t) denote respectively the total numbers of female adult mosquitoes
that are vulnerable (V ) and resistant (R) to insecticide. Immature (larval) vulnerable
or resistant mosquitoes are defined as those of ages less than τv and τr respectively,
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while female adult vulnerable and resistant mosquitoes have ages exceeding τv and
τr, respectively. Letting v(t, a) and r(t, a) denote the densities of the vulnerable and
resistant strains at time t of age a, and using a standard age-structured modelling
approach, we may write
∂v
∂t
+
∂v
∂a
= −µvav(t, a), a > τv, (4.1)
∂r
∂t
+
∂r
∂a
= −µrar(t, a), a > τr, (4.2)
as a model for the adult mosquito population. In (4.1) and (4.2), µva and µra are
the per-capita death rates for adult vulnerable and resistant mosquitoes. The larval
mosquitoes are assumed to be governed by
∂v
∂t
+
∂v
∂a
= −µvlv(t, a), 0 < a < τv, (4.3)
∂r
∂t
+
∂r
∂a
= −µrlr(t, a), 0 < a < τr, (4.4)
where µvl and µrl are the per-capita natural death rates for larval mosquitoes of the
vulnerable and resistant strains. The total numbers of adults of the two strains at time
t are given by
V (t) =
∫ ∞
τv
v(t, a) da, (4.5)
R(t) =
∫ ∞
τr
r(t, a) da. (4.6)
By differentiation, and assuming that v(t,∞) = 0 and r(t,∞) = 0, we can easily show
that (4.5) and (4.6) satisfy
V˙ (t) = v(t, τv)− µvaV (t), (4.7)
R˙(t) = r(t, τr)− µraR(t), (4.8)
where v(t, τv) and r(t, τr) are the maturation rates of the two strains. Using the method
of integration along characteristics, applied to (4.3), it can be proven that
v(t, τv) = v(t− τv, 0)e−µvlτv (4.9)
with a similar expression for r(t, τr). Therefore, equations (4.7) and (4.8), after substi-
tuting v(t, τv) and r(t, τr), become
V˙ (t) = v(t− τv, 0)e−µvlτv − µvaV (t), (4.10)
R˙(t) = r(t− τr, 0)e−µrlτr − µraR(t). (4.11)
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The quantities v(t, 0) and r(t, 0) are respectively the births rate for vulnerable and
resistant mosquitoes. We assume these are given by expressions of the form
v(t, 0) = β0
(
V (t) +R(t)
) ∫ ∞
τv
gv(a)v(t, a) da, (4.12)
r(t, 0) = β0
(
V (t) +R(t)
) ∫ ∞
τr
gr(a)r(t, a) da, (4.13)
where β0(·) > 0 is a decreasing positive function. The term β0
(
V (t) +R(t)
)
represents
the competitive effect, tending to lower birth rates as the total number of mosquitoes
V (t) +R(t) increases, since when numbers are high there is intense competition among
all adult mosquitoes for food, and this tends to lower egg laying rates. The kernels gv(a)
and gr(a) describe the age-dependent aspect of adult mosquito egg laying activity. For
example, it could be considered reasonable to assume that, for a particular mosquito,
egg laying activity is maximised relatively soon after its maturation, and then declines
as the mosquito approaches old age. The specific expressions we shall later choose for
gv(a) and gr(a) encapsulate this idea.
It turns out to be useful for the birth rates to be state variables of our model. We
therefore define new state variables Nv and Nr as
Nv(t) = v(t, 0) = β0
(
V (t) +R(t)
) ∫ ∞
τv
gv(a)v(t, a) da, (4.14)
Nr(t) = r(t, 0) = β0
(
V (t) +R(t)
) ∫ ∞
τr
gr(a)r(t, a) da, (4.15)
and let
v(0, a) = v0(a) ≥ 0, r(0, a) = r0(a) ≥ 0, a ≥ 0, (4.16)
be the given initial age distributions for each strain. Therefore, our equations (4.10)
and (4.11) become
V˙ (t) = e−µvlτvNv(t− τv)− µvaV (t), (4.17)
R˙(t) = e−µrlτrNr(t− τr)− µraR(t). (4.18)
We aim to have a system of four equations in all to be solved as a coupled system for
Nv, Nr, V and R. Next, we determine an integral equation for Nv(t). It is necessary
to split the interval of integration in (4.14) into three subintervals and rewrite (4.14) in
the form
Nv(t) = β0
(
V (t)+R(t)
)[ ∫ t
τv
gv(a)v(t, a) da+
∫ t+τv
t
gv(a)v(t, a) da+
∫ ∞
t+τv
gv(a)v(t, a) da
]
.
(4.19)
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For the first integral we aim to write v(t, a) in terms of v(τv + t− a, τv). Using equation
(4.1), and applying the method of integration along characteristics, we obtain
v(t, a) = v(τv + t− a, τv)e−µva(a−τv). (4.20)
Next note that v(t, τv) = Nv(t − τv)e−µvlτv ; this result is easily obtained by using the
larval equation (4.3) and applying the method of integration along characteristics. For
the first integral in (4.19) the appropriate expression for v(t, a) is therefore
v(t, a) = Nv(t− a)e−µvlτve−µva(a−τv) , t > a.
For the second integral in (4.19) we still have that equation (4.20) holds. But this time
(essentially because we now have a > t), v(t, a) is given by an expression involving the
initial age distribution:
v(t, a) = v0(a− t)e−µvl(τv+t−a)e−µva(a−τv),
noting also that a− t ≤ τv in the second integral.
For the third integral in (4.19), a− t ≥ τv and, this time,
v(t, a) = v0(a− t)e−µvat,
since, in the third integral, a and a − t are both ≥ τv. Therefore, (4.19) becomes an
integral equation which can be viewed as determining Nv(t) in terms of V (t) + R(t),
valid for t ≥ τv:
Nv(t) = β0
(
V (t) +R(t)
)[ ∫ t
τv
gv(a)Nv(t− a)e−µvlτve−µva(a−τv) da
+
∫ t+τv
t
gv(a)v0(a− t)e−µvl(τv+t−a)e−µva(a−τv) da+
∫ ∞
t+τv
gv(a)v0(a− t)e−µvat da
]
.
(4.21)
Applying the same ideas to Nr(t), we derive:
Nr(t) = β0
(
V (t) +R(t)
)[ ∫ t
τr
gr(a)Nr(t− a)e−µrlτre−µra(a−τr) da
+
∫ t+τr
t
gr(a)r0(a− t)e−µrl(τr+t−a)e−µra(a−τr) da+
∫ ∞
t+τr
gr(a)r0(a− t)e−µrat da
]
.
(4.22)
We now have a closed system to solve. It consists of equations (4.17)–(4.18) and (4.21)–
(4.22). Its properties will be considered in the next sections.
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4.2. Positivity and Boundedness
4.2.1. Positivity
Theorem 4.2..1. Suppose that β0(·) > 0, gv(·) > 0 and gr(·) > 0. Suppose also that
the initial age distributions v0(a) ≥ 0 and r0(a) ≥ 0 are continuous and that neither of
them is identically zero. Then, all four components V (t), R(t), Nv(t) and Nr(t) of the
solution of system (4.17), (4.18), (4.21) and (4.22) remain non-negative for all t > 0.
Proof
We first establish that Nv(t) ≥ 0. First note that, even if Nv(t) starts off zero, it cannot
remain identically zero for all times, since otherwise the last two terms of (4.21) would
imply that v0(a) = 0 for all a ≥ 0, a contradiction. Thus, Nv(t) must become positive.
If, subsequently, there were an instant t∗ such that Nv(t∗) = 0, then all three terms in
the right hand side of (4.21) would have to be zero at time t = t∗. In particular, this
would again produce the contradiction v0(a) = 0 for all a ≥ 0. The situation for Nr(t)
is similar. Having shown non-negativity of Nv(t) and Nr(t), note from (4.17) and (4.18)
that V˙ (t) ≥ −µvaV (t) and R˙(t) ≥ −µraR(t), so that V (t) ≥ V (0)e−µvat ≥ 0 for all
t ≥ 0 and similarly for R(t). Here we use that V (0) = ∫∞τv v(0, a) da ≥ 0 and similarly
for R(0) ≥ 0.
4.2.2. Boundedness
Theorem 4.2..2. Suppose that gv(·) and gr(·) are bounded and that v0(·), r0(·) ∈
L1[0,∞). Suppose also that β0(x) is a decreasing and non-negative function and is
such that xβ0(x) is a bounded function for x ∈ [0,∞). Then, all four components
V (t), R(t), Nv(t) and Nr(t) of the solution of system (4.17), (4.18), (4.21) and (4.22)
remain bounded for all t, for arbitrary non-negative initial data.
Proof
For a > τv and using (4.9), we can prove that
v(t, a) = e−µva(a−τv)e−µvlτvNv(t− a).
Substituting this result into equation (4.5) gives
V (t) =
∫ ∞
τv
Nv(t− a)e−µvlτve−µva(a−τv) da,
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and so (4.21) becomes, using β0
(
V (t) +R(t)
) ≤ β0(V (t)) since β0(·) is decreasing,
Nv(t) ≤ β0
(
V (t)
)[ ∫ t
τv
gv(a)Nv(t− a)e−µvlτve−µva(a−τv) da
+
∫ t+τv
t
gv(a)v0(a− t)e−µvl(τv+t−a)e−µva(a−τv) da+
∫ ∞
t+τv
gv(a)v0(a− t)e−µvat da
]
.
Consider the last two terms first. If we bound all the exponentials by 1, then the last
two terms, taken together, are bounded by∫ ∞
t
gv(a)v0(a− t) da,
which, on making the substitution a− t = ξ, equals∫ ∞
0
gv(t+ ξ)v0(ξ) dξ.
But, by Fatou’s Lemma,
lim sup
t→∞
∫ ∞
0
gv(t+ ξ)v0(ξ) dξ ≤
∫ ∞
0
(
lim sup
t→∞
gv(t+ ξ)
)
v0(ξ) dξ
= lim sup
t→∞
gv(t)
∫ ∞
0
v0(ξ) dξ
< ∞
because gv(·) is bounded and v0(·) ∈ L1[0,∞). So there exists K such that, for all t ≥ 0,∫∞
0 gv(t+ ξ)v0(ξ) dξ ≤ K. Therefore
Nv(t) ≤ β0
(
V (t)
)[ ∫ t
τv
gv(a)Nv(t− a)e−µvlτve−µva(a−τv) da+K
]
,
so that
Nv(t) ≤
[ ∫ t
τv
gv(a)Nv(t− a)e−µvlτve−µva(a−τv) da+K
]
β0
(∫ ∞
τv
Nv(t− a)e−µvlτve−µva(a−τv) da
)
≤
[
K +
(
sup
a∈[0,∞)
gv(a)
)∫ ∞
τv
Nv(t− a)e−µvlτve−µva(a−τv) da
]
× β0
(∫ ∞
τv
Nv(t− a)e−µvlτve−µva(a−τv) da
)
.
Since xβ0(x) is bounded (by hypothesis), we have xβ0(x) ≤ K1 for all x and, in partic-
ular,(∫ ∞
τv
Nv(t− a)e−µvlτve−µva(a−τv) da
)
β0
(∫ ∞
τv
Nv(t− a)e−µvlτve−µva(a−τv) da
)
≤ K1,
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so that
Nv(t) ≤ Kβ0
(∫ ∞
τv
Nv(t− a)e−µvlτve−µva(a−τv) da
)
+
(
sup
a∈[0,∞)
gv(a)
)
K1
≤ β0(0)K +K1 sup
a∈[0,∞)
gv(a)
so that Nv(t) is bounded. The proof of boundedness of Nr(t) is similar. To show
boundedness of V (t), note that
V (t) =
∫ ∞
τv
Nv(t− a)e−µvlτve−µva(a−τv) da
≤
(
sup
t≥0
Nv(t)
)
e−µvlτv
[e−µva(a−τv)]a=τva=∞
µva
=
e−µvlτv
µva
sup
t≥0
Nv(t),
so that V (t) is bounded. The proof of boundedness of R(t) is similar.
4.3. Existence and stability of equilibria
The model can be considered to have equilibria in the limit when t → ∞ and the
analysis of this section will usually be carried out in this limit. When t → ∞ the
last two integrals in the right hand sides of (4.21)–(4.22) approach zero. Therefore, we
assume that t is large and work with the following equations, assuming they are a good
approximation to (4.21)–(4.22):
Nv(t) = β0
(
V (t) +R(t)
) ∫ t
τv
gv(a)Nv(t− a)e−µvlτve−µva(a−τv) da, (4.23)
Nr(t) = β0
(
V (t) +R(t)
) ∫ t
τr
gr(a)Nr(t− a)e−µrlτre−µra(a−τr) da. (4.24)
In an equilibrium, Nv(t) = N
∗
v , Nr(t) = N
∗
r , V = V
∗ and R = R∗ and we also formally
replace the upper limit of integration in (4.23) and (4.24) by ∞. If N∗v > 0 and N∗r > 0
then the following must both hold:
β0(V
∗ +R∗)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv) da = 1,
β0(V
∗ +R∗)
∫ ∞
τr
gr(a)e
−µrlτre−µra(a−τr) da = 1.
Thus, in general an equilibrium with N∗v > 0 and N∗r > 0 will not exist. Such an
equilibrium can only exist if the integrals appearing in the above two equations are
equal, which is unlikely.
More progress is possible by seeking an equilibrium in which one of the two mosquito
strains is absent. We are particularly interested in the possibility of an equilibrium with
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V ∗ = 0 and R∗ > 0, since usually in nature the resistant strain is expected to go to
fixation. In such an equilibrium, N∗v = 0 and R = R∗, where R∗ satisfies
e−µrlτrN∗r = µraR
∗.
Since R∗ > 0 we also haveN∗r > 0, and the second integral equation (4.24) at equilibrium
becomes
1 = β0(R
∗)
∫ ∞
τr
gr(a)e
−µrlτre−µra(a−τr) da, (4.25)
which determines R∗. The existence of a root R∗ > 0 to this equation is not automatic
but is addressed in Proposition 4.3..1. After that, Proposition 4.3..2 addresses the
existence of a boundary equilibrium of the opposite kind (i.e. one with V ∗ > 0 and
R∗ = 0). The proofs of both are elementary and are omitted.
Proposition 4.3..1. Suppose that β0(·) is a strictly decreasing, non-negative function
such that β0(∞) = 0 and
β0(0)
∫ ∞
τr
gr(a)e
−µrlτre−µra(a−τr) da > 1.
Then there is a unique equilibrium with R∗ > 0 and V ∗ = 0.
Proposition 4.3..2. Suppose that β0(·) is a strictly decreasing, non-negative function
such that β0(∞) = 0 and
β0(0)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv) da > 1.
Then there is a unique equilibrium with V ∗ > 0 and R∗ = 0.
The following result also holds true, and is easy to prove.
Proposition 4.3..3. Suppose that β0(·) is a strictly decreasing, non-negative function
such that β0(∞) = 0. If the following both hold:
β0(0)
∫ ∞
τr
gr(a)e
−µrlτre−µra(a−τr) da ≤ 1,
β0(0)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv) da ≤ 1,
then the model has only the zero equilibrium.
We conjecture that, where the model has only the zero equilibrium, that equilibrium
is globally stable. However, we are only able to prove this in the situation when the
inequalities in Proposition 4.3..3 are replaced by strict inequalities. This is done in the
following section.
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4.3.1. Global stability of the zero equilibrium
Theorem 4.3..4. Suppose that β0(·) is a strictly decreasing, non-negative function such
that β0(∞) = 0. If the following inequalities both hold:
β0(0)
∫ ∞
τr
gr(a)e
−µrlτre−µra(a−τr) da < 1, (4.26)
β0(0)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv) da < 1, (4.27)
then the zero equilibrium (R∗, V ∗, N∗r , N∗v ) = (0, 0, 0, 0) is globally asymptotically stable.
Proof
Let ε > 0 be given. Then there exists T > 0 such that, when t ≥ T ,∫ t+τv
t
gv(a)v0(a− t)e−µvl(τv+t−a)e−µva(a−τv) da+
∫ ∞
t+τv
gv(a)v0(a− t)e−µvat da < ε.
For t ≥ T , using (4.21) and the fact that β0(·) is decreasing,
Nv(t) ≤ β0(0)
[ ∫ t
τv
gv(a)Nv(t− a)e−µvlτve−µva(a−τv) da+ ε
]
≤ β0(0)
[ ∫ ∞
τv
gv(a)Nv(t− a)e−µvlτve−µva(a−τv) da+ ε
]
.
Since the kernel gv(a) is non-negative, Nv(t) ≤ Nv(t) where
Nv(t) = β0(0)
[ ∫ ∞
τv
gv(a)Nv(t− a)e−µvlτve−µva(a−τv) da+ ε
]
.
Taking the Laplace transform gives
L{Nv}(s) =β0(0)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv)
[
e−asL{Nv}(s)
+
∫ 0
−a
e−s(a+ξ)Nv(ξ) dξ
]
da+
β0(0)ε
s
where L is the Laplace transform operator and s is the transform variable. On rearran-
ging,
L{Nv}(s) =
β0(0)
∫∞
τv
gv(a)e
−µvlτve−µva(a−τv)[
∫ 0
−a e
−s(a+ξ)Nv(ξ) dξ] da+
β0(0)ε
s
1− β0(0)
∫∞
τv
gv(a)e−µvlτve−µva(a−τv)e−as da
and we can conclude that Nv(t) → 0 as t → ∞ if all the poles of L{Nv}(s) satisfy
Re s < 0. The poles of L{Nv}(s) are at s = 0 and at the values of s satisfying
β0(0)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv)e−as da = 1. (4.28)
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Now suppose that
β0(0)
∫ ∞
τr
gr(a)e
−µrlτre−µra(a−τr) da < 1,
β0(0)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv) da < 1.
The second of these inequalites implies that all the roots of (4.28) satisfy Re s < 0,
because if there exists a root s∗ with Re s∗ ≥ 0 then
1 =| 1 | ≤ β0(0)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv)e−a(Res
∗) da
≤ β0(0)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv) da,
which contradicts (4.32). So, all the poles of L{Nv}(s) satisfy Re s < 0 except for the
pole at s = 0. As t→∞ we are therefore left with the residue at the pole at s = 0. By
the final value theorem for the Laplace transform
lim
t→∞Nv(t) = lims→0
sL{Nv}(s)
=
β0(0)ε
1− β0(0)
∫∞
τv
gv(a)e−µvlτve−µva(a−τv) da
.
Since Nv(t) ≤ Nv(t) we have
lim sup
t→∞
Nv(t) ≤ lim
t→∞Nv(t) =
β0(0)ε
1− β0(0)
∫∞
τv
gv(a)e−µvlτve−µva(a−τv) da
.
Since ε > 0 was arbitrary, lim supt→∞Nv(t) = 0, and so Nv(t)→ 0 as t→∞. Similarly
Nr(t)→ 0 as t→∞ and it follows that (V (t), R(t))→ (0, 0) as t→∞.
4.3.2. Stability of the boundary equilibria
In this section we consider the linear stability of an equilibrium of the form (V,R) =
(0, R∗), with R∗ > 0. In such an equilibrium the vulnerable mosquito strain is absent,
perhaps because the resistant strain has driven it to extinction. It might seem reason-
able to expect such an equilibrium to be stable, since resistant strains tend to take over.
However, this is not automatic because there may be a price to pay for becoming resist-
ant to an insecticide (for example, resistant mutants may have reduced adult longevity).
This issue raises the possibility that the vulnerable strain could win the competition
between the two strains, exploiting any advantages it has over the resistant. The res-
istant strain does win under certain conditions which are stated in Theorem 4.3..5.
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Recall that an equilibrium of the form (V,R) = (0, R∗), with R∗ > 0, only exists if
the conditions of Proposition 4.3..1 hold. We next consider the linear stability of such
an equilibrium. Theorem 4.3..5 holds for general gv(a) but is for a particular choice of
gr(a).
Theorem 4.3..5. Suppose that the hypotheses of Proposition 4.3..1 hold, and that
gr(a) = αre
−αr(a−τr). Suppose also that the following inequalities hold, in which gv(a)
is a general function:
β0(R
∗)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv) da < 1, (4.29)
αre
−µrlτr
αr + µra
√
3
2
R∗2β˙0(R∗)
2
+
3
2
β0(R∗)2 + 2R∗β0(R∗)|β˙0(R∗)| < 1, (4.30)
β0(R
∗)αre−µrlτr
(
1 +
αr
αr + µra
)
+ max
(
1
µra
, 1
)
αre
−µrlτrµraR∗|β˙0(R∗)|
(αr + µra)
< 1. (4.31)
Then the equilibrium of system (4.17), (4.18), (4.21) and (4.22) in which (V,R) =
(0, R∗), with R∗ > 0, is linearly stable.
Proof
Linearisation of the Nv equation gives, in the limit when t→∞,
Nv(t) = β0(R
∗)
∫ ∞
τv
gv(a)Nv(t− a)e−µvlτve−µva(a−τv) da.
To find the characteristic equation try Nv(t) = e
λt. This gives
1 = β0(R
∗)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv)e−λa da.
Suppose it has a root λ∗ with Reλ∗ ≥ 0. With this λ∗, taking the absolute value and
noting that |e−λ∗a| = e−(Reλ∗)a ≤ 1,
1 ≤ β0(R∗)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv) da.
This contradicts (4.29). Therefore all roots λ of the characteristic equation satisfy
Reλ < 0 and therefore Nv(t) → 0 as t → ∞. The V equation (4.17) becomes, in the
limit when t→∞, V˙ (t) = −µvaV (t) and so V (t)→ 0 as t→∞.
We still have to prove that R(t) → R∗ as t → ∞. In this limit, since V (t) has gone
to zero, the limiting form of the Nr integral equation (4.22) is
Nr(t) = β0(R(t))
∫ ∞
τr
gr(a)Nr(t− a)e−µrlτre−µra(a−τr) da.
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We also have that
R˙(t) = e−µrlτrNr(t− τr)− µraR(t).
The steady state value for Nr is N
∗
r , satisfying
e−µrlτrN∗r = µraR
∗. (4.32)
Linearising about R = R∗ and Nr = N∗r by setting Nr = N∗r + N r and R = R∗ + R,
with the overbars denoting small perturbations, gives
N r(t) = β˙0(R
∗)µraR∗R(t)
∫ ∞
τr
gr(a)e
−µra(a−τr) da
+ β0(R
∗)
∫ ∞
τr
gr(a)e
−µrlτre−µra(a−τr)N r(t− a) da
R˙(t) = e−µrlτrN r(t− τr)− µraR(t),
where we have used (4.32). Trying the usual ansatz (N r, R) = (c1, c2)e
λt, some algebra
gives the following characteristic equation to be solved for λ:
1 = β˙0(R
∗)µraR∗
e−(λ+µrl)τr
λ+ µra
∫ ∞
τr
gr(a)e
−µra(a−τr) da+β0(R∗)
∫ ∞
τr
gr(a)e
−µrlτre−µra(a−τr)e−λa da.
(4.33)
Let the characteristic equation (4.33) be written in the form ∆(λ) = 0, where
∆(λ) = 1− β˙0(R∗)µraR∗ e
−(λ+µrl)τr
λ+ µra
∫ ∞
τr
gr(a)e
−µra(a−τr) da
−β0(R∗)
∫ ∞
τr
gr(a)e
−µrlτre−µra(a−τr)e−λa da.
(4.34)
Note first that ∆(λ) is analytic in Reλ ≥ 0, so ∆(λ) has no poles satisfying Reλ ≥ 0.
Let ΓR be the semicircular contour in C of radius R defined by
ΓR =
{
λ = Reiθ : θ ∈
[
−pi
2
,
pi
2
]}
∪ {λ = iy : y ∈ [R,−R]}. (4.35)
From a standard result of complex variable theory, the number of roots of the charac-
teristic equation ∆(λ) = 0 satisfying Reλ ≥ 0 is given by the contour integral
lim
R→∞
1
2pii
∫
ΓR
∆˙(λ)
∆(λ)
dλ
which equals
1
2pi
[
arg ∆(λ)
]
ΓR
, (4.36)
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where the notation in (4.36) means the total change in the argument arg ∆(λ) as λ goes
around ΓR in the anticlockwise sense.
The curve {∆(λ) : λ ∈ ΓR} is a closed curve in C, since ΓR is closed. The total
change in arg ∆(λ), as λ describes ΓR, will be zero if the curve {∆(λ) : λ ∈ ΓR} does
not enclose the origin for all R sufficiently large. To investigate this, for various large
values of R we draw accurate graphs of Im ∆(λ) against Re ∆(λ) as λ goes around the
semicircular contour ΓR, and examine whether the curve winds around the origin or
not. If it does not then
[
arg ∆(λ)
]
ΓR
is zero.
These curves are parametric plots in which λ is the parameter which has to traverse
ΓR. Mathematically R is infinite, but this type of investigation can only realistically
be carried out numerically and therefore various large but finite values for R are used.
The closed contour ΓR consists of a semicircular part and a straight part. The portion
of the curve {∆(λ) : λ ∈ ΓR} attributable to the curved part of ΓR is given by
y = Im ∆(Reiθ), x = Re ∆(Reiθ), θ ∈
[
−pi
2
,
pi
2
]
,
which we plot in the (x, y) plane. On the same axes, we add the curve
y = Im ∆(iw), x = Re ∆(iw), w ∈ [R,−R]
attributable to the straight part of ΓR which is parametrised by λ = iw with w ∈ [R,−R]
(note that ΓR has to be traversed in the anticlockwise sense so the straight part is
traversed from top to bottom; hence w ∈ [R,−R] rather than [−R,R]). A large value
of R is selected. It is necesary to use an explicit choice for the kernel gr(a); we choose
gr(a) = αre
−αr(a−τr). From equation (4.34), we obtain
Re ∆(iw) = 1− β˙0(R
∗)µraR∗e−µrlτrαr
(
µra cos(wτr)− w sin(wτr)
)
(µ2ra + w
2) (αr + µra)
−β0(R
∗)αre−µrlτr(αr + µra) cos(wτr)
(αr + µra)2 + w2
+
β0(R
∗)αre−µrlτrw sin(wτr)
(αr + µra)2 + w2
;
(4.37)
Im ∆(iw) =
β˙0(R
∗)µraR∗e−µrlτrαr
(
µra sin(wτr) + w cos(wτr)
)
(µ2ra + w
2) (αr + µra)
+
β0(R
∗)αre−µrlτr(αr + µra) sin(wτr)
(αr + µra)2 + w2
+
β0(R
∗)αre−µrlτrw cos(wτr)
(αr + µra)2 + w2
.
(4.38)
Similarly, with λ = Reiθ to describe the curved part of ΓR, and gr(a) = αre
−αr(a−τr),
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we obtain from (4.34):
Re ∆(Reiθ) = 1− β˙0(R
∗)µraR∗e−Rτr cos θe−µrlτrαr
(
µra cos(Rτr sin θ) +R cos(Rτr sin θ + θ)
)(
(R cos θ + µra)2 +R2 sin
2 θ
)
(αr + µra)
−β0(R
∗)αre−µrlτr(αr + µra +R cos θ)e−Rτr cos θ cos(Rτr sin θ)
(αr + µra +R cos θ)2 +R2 sin
2 θ
+
β0(R
∗)αre−µrlτrR sin θ sin(Rτr sin θ)e−Rτr cos θ
(αr + µra +R cos θ)2 +R2 sin
2 θ
;
(4.39)
Im ∆(Reiθ) =
β˙0(R
∗)µraR∗e−Rτr cos θe−µrlτrαr
(
µra sin(Rτr sin θ) +R sin(Rτr sin θ + θ)
)(
(R cos θ + µra)2 +R2 sin
2 θ
)
(αr + µra)
+
β0(R
∗)αre−µrlτr(αr + µra +R cos θ)e−Rτr cos θ sin(Rτr sin θ)
(αr + µra +R cos θ)2 +R2 sin
2 θ
+
β0(R
∗)αre−µrlτrR sin θ cos(Rτr sin θ)e−Rτr cos θ
(αr + µra +R cos θ)2 +R2 sin
2 θ
.
(4.40)
Since our intention is to prove stability of the equilibrium (0, R∗) under certain con-
ditions, we want to show that the characteristic equation ∆(λ) = 0 has no roots in
the right half plane in C and therefore we want to show that the total change in the
argument of ∆(λ) as λ traverses ΓR, namely
[
arg ∆(λ)
]
ΓR
, is zero.
The graphs in Figures. 4.1 and 4.2 show a typical scenario. They look the same but
are for two different large values of the radius R of the contour ΓR. Mathematically
R should be infinite but for computational purposes a large finite value must be used;
we chose it as R = 1000 for Figure. 4.1. Increasing R tenfold (see Figure. 4.2) does
not change the graph except for some fine detail near to the point (1, 0). However, a
localised change in a tiny neighbourhood away from the origin is not important. What
matters is whether or not the loops enclose the origin. They do not, in the case of the
particular parameter values chosen (see the caption to Figure. 4.1). The large scale
features of the graph do not change as we increase R tenfold from 1000, and this assures
us that we have chosen R large enough.
The properties of the curve {∆(λ) : λ ∈ ΓR} shown in Figure. 4.1 indicate how we
might analytically determine conditions that are sufficient for the loops never to enclose
the origin. Clearly, it is sufficient (though not necessary) to prove that Re ∆(λ) > 0 for
all λ ∈ ΓR, for a sufficiently large R. Therefore we aim to show that Re ∆(iw) > 0 for
all w ≥ 0 and Re ∆(Reiθ) > 0 for all θ ∈ [−pi2 , pi2 ].
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To prove that Re ∆(iw) > 0 for all w ≥ 0 under certain conditions, we begin by
rewriting (4.37) as
Re ∆(iw) = 1− αre−µrlτr
{(
β˙0(R
∗)µ2raR∗
(µ2ra + w
2)(αr + µra)
− β0(R
∗)(αr + µra)
(αr + µra)2 + w2
)
cos(wτr)
−
(
wβ˙0(R
∗)µraR∗
(µ2ra + w
2)(αr + µra)
+
β0(R
∗)w
(αr + µra)2 + w2
)
sin(wτr)
}
.
Using that A cosx+B sinx ≤ √A2 +B2,
Re ∆(iw) ≥ 1−αre−µrlτr
√(
β˙0(R∗)µ2raR∗
(µ2ra + w
2)(αr + µra)
− β0(R
∗)(αr + µra)
(αr + µra)2 + w2
)2
+ w2
(
β˙0(R∗)µraR∗
(µ2ra + w
2)(αr + µra)
+
β0(R∗)
(αr + µra)2 + w2
)2
.
Since β˙0(R
∗) < 0,(
β˙0(R
∗)µ2raR∗
(µ2ra + w
2)(αr + µra)
− β0(R
∗)(αr + µra)
(αr + µra)2 + w2
)2
≤
( |β˙0(R∗)|R∗
(αr + µra)
+
β0(R
∗)
αr + µra
)2
,
and
w2
(
β˙0(R∗)µraR∗
(µ2ra + w
2)(αr + µra)
+
β0(R∗)
(αr + µra)2 + w2
)2
≤ w2
(
β˙0(R∗)
2
µ2raR
∗2
(µ2ra + w
2)2(αr + µra)2
+
β0(R∗)2
[(αr + µra)2 + w2]2
)
≤ 1
2(αr + µra)2
(
R∗2β˙0(R∗)
2
+ β0(R
∗)2
)
where for the last step we have used that each denominator exceeds its cross-product
w2 term, so we retain only that term. Therefore, for all w ≥ 0,
Re ∆(iw) ≥ 1− αre−µrlτr
√( |β˙0(R∗)|R∗
αr + µra
+
β0(R∗)
αr + µra
)2
+
1
2(αr + µra)2
(
R∗2β˙0(R∗)
2
+ β0(R∗)
2
)
,
and we conclude after some further calculations that Re ∆(iw) > 0 for all w ≥ 0 if
αre
−µrlτr
αr + µra
√
3
2
R∗2β˙0(R∗)
2
+
3
2
β0(R∗)2 + 2R∗β0(R∗)|β˙0(R∗)| < 1,
which is inequality (4.30).
We also need to prove that Re ∆(Reiθ) > 0 for all θ ∈ [−pi2 , pi2 ]. Due to the symmetry
of the graphs shown in Figs. 4.1 and 4.2, it is sufficient to establish this for θ ∈ [0, pi2 ],
for a sufficiently large R. Look at the denominators of (4.39). Provided R ≥ 1,
(R cos θ + µra)
2 +R2 sin2 θ = R2 + 2µraR cos θ + µ
2
ra ≥ R2 + µ2ra ≥ R+ µ2ra
and similarly
(αr + µra +R cos θ)
2 +R2 sin2 θ ≥ R+ (αr + µra)2.
Moreover, for all R ≥ 0,
µra +R
R+ µ2ra
≤ max
(
1
µra
, 1
)
.
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As a result, the following inequality holds:
β˙0(R∗)µraR∗e−Rτr cos θe−µrlτrαr
[
µra cos(Rτr(sin θ)) +R cos(Rτr(sin θ) + θ)
]
(
(R cos θ + µra)2 +R2 sin2 θ
)
(αr + µra)
≤ max( 1
µra
, 1)
αre−µrlτrµraR∗|β˙0(R∗)|
αr + µra
.
Next, we rewrite the last two terms in the right hand side of (4.39) in the form
−β0(R
∗)αre−µrlτrR cos(θ +Rτr sin θ)e−Rτr cos θ
(αr + µra +R cos θ)2 +R2 sin
2 θ
−β0(R
∗)αre−µrlτr(αr + µra) cos(Rτr sin θ)e−Rτr cos θ
(αr + µra +R cos θ)2 +R2 sin
2 θ
.
For the above expression the following inequality holds:
−β0(R
∗)αre−µrlτrR cos(θ +Rτr sin θ)e−Rτr cos θ
(αr + µra +R cos θ)2 +R2 sin
2 θ
− β0(R
∗)αre−µrlτr (αr + µra) cos(Rτr sin θ)e−Rτr cos θ
(αr + µra +R cos θ)2 +R2 sin
2 θ
≥
− (αr + µra)β0(R
∗)αre−µrlτr
R+ (αr + µra)2
− β0(R
∗)αre−µrlτrR
R+ (αr + µra)2
.
Also, for all R ≥ 0,
−(αr + µra)β0(R
∗)αre−µrlτr
R+ (αr + µra)2
− β0(R
∗)αre−µrlτrR
R+ (αr + µra)2
≥ −β0(R
∗)αre−µrlτr
αr + µra
− β0(R∗)αre−µrlτr
= −β0(R∗)αre−µrlτr
(
αr
αr + µra
+ 1
)
.
Summing up, we end up with the following inequality:
Re ∆(Reiθ) ≥ 1−β0(R∗)αre−µrlτr(1+ αr
αr + µra
)−max
(
1
µra
, 1
)
αre
−µrlτrµraR∗|β˙0(R∗)|
αr + µra
.
In order to have Re ∆(Reiθ) > 0 for all θ ∈ [−pi2 , pi2 ], the following inequality must hold:
β0(R
∗)αre−µrlτr(1 +
αr
αr + µra
) + max(
1
µra
, 1)
αre
−µrlτrµraR∗|β˙0(R∗)|
αr + µra
< 1
which explains the origin of assumption (4.31) in the statement of the Theorem.
Corollary If µvl = µrl and τv = τr, µva = µra + δ where δ > 0 and gv(a) = gr(a),
and the hypothesis of Proposition 4.3..1 hold, then the resistant strain takes over, ie,
the equilibrium (V,R) = (0, R∗) is stable.
Proof
Under the above assumptions,
β0(R
∗)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv) da = β0(R∗)
∫ ∞
τr
gr(a)e
−µrlτre−(µra+δ)(a−τr) da
< β0(R
∗)
∫ ∞
τr
gr(a)e
−µrlτre−µra(a−τr) da = 1,
by (4.25). Therefore (4.29) holds and therefore Theorem 4.3..5 applies.
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Figure 4.1: Plot of ∆(λ) defined by (4.34), as λ traverses the closed contour ΓR defined
by (4.35), in the case R = 1000. We took gr(a) = αre
−αr(a−τr) and β0(x) = 1000e−0.5x.
The parameter values were τr = 12, µra = 0.15, αr = 0.35 and µrl = 0.45. Note that
this curve does not enclose the origin and therefore as ΓR is traversed the total change
in the argument of ∆(λ), namely
[
arg ∆(λ)
]
ΓR
, is zero. Therefore, for these particular
parameter values, all roots of the characteristic equation (4.33) have negative real parts
and the equilibrium (V,R) = (0, R∗) is locally stable. The second graph is a zoom of
the first graph, the red curve being the graph of Im ∆(Reiθ) against Re ∆(Reiθ) for
θ ∈ [−pi/2, pi/2]. This red curve is attributable to the curved part of ΓR, and shrinks
out of existence as R→∞.
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Figure 4.2: Another plot of the curve described in the caption to Fig 4.1, this time
taking R = 10000. Again the lower graph is a zoom of the upper one. Fig. 4.1 & Fig.
4.2 look identical on a large scale, the only difference is in the fine detail near to the
point (1,0). This change cannot be seen other than by looking at the zooms. Increasing
R from 1000 to 10000 has not changed the large-scale features of the graph at all. What
matters is whether the curve encloses the origin or not, and clearly it does not. We do
not expect that a further increase to R would change the situation. Our conclusion is
that the characteristic equation has no roots in the right half of the complex plane and
therefore, for the parameter values referred to in the caption to Fig 4.1, the equilibrium
(0, R∗) is locally stable.
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4.4. Persistence
In this section we prove that, when the trivial equilibrium of system (4.17), (4.18),
(4.21) and (4.22) is unstable, the total population V (t) + R(t) of mosquitoes is uni-
formly weakly persistent.
We call our result weak persistence because we have lim sup rather than lim inf
in (4.41). Inequality (4.41) allows the population to reach arbitrarily low levels but
implies that it keeps “bouncing back” and does not tend to zero. An inequality of
the form (4.41) with lim inf instead of lim sup would imply strong persistence because
it would imply that for all sufficiently large times the solution is bounded away from
zero, and therefore cannot attain arbitrarily low levels. In the phrase uniformly weakly
persistent, the meaning of the word uniform is that ε in (4.41) does not depend on
the initial conditions provide these satisfy the non-negativity assumptions stated in
Theorem 4.4..1.
Theorem 4.4..1. Suppose at least one of the following inequalities holds
β0(0)
∫ ∞
τr
gr(a)e
−µrlτre−µra(a−τr) da > 1,
β0(0)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv) da > 1.
Then there exists some ε > 0 such that
lim sup
t→∞
(
V (t) +R(t)
) ≥ ε, (4.41)
for all solutions of (4.17), (4.18), (4.21), (4.22), such that V (θ) ≥ 0, R(θ) ≥ 0, Nv(θ) ≥
0 and Nr(θ) ≥ 0 for all θ ≤ 0 and
Nv(θ) > 0 for some θ ∈ [−τv, 0],
Nr(θ) > 0 for some θ ∈ [−τr, 0].
Proof
Suppose that the statement of the theorem is false. Then, for any sufficiently small
ε > 0, there exists a solution V ε(t), Rε(t), N εv (t), N
ε
r (t) of system (4.17), (4.18), (4.21),
(4.22) such that
lim sup
t→∞
(
V ε(t) +Rε(t)
)
< ε.
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For sufficiently large t, V ε(t) + Rε(t) ≤ ε and therefore, since β0(·) is decreasing, from
(4.21),
N εv (t) ≥ β0(ε)
∫ t
τv
gv(a)N
ε
v (t− a)e−µvlτve−µva(a−τv) da,
N εr (t) ≥ β0(ε)
∫ t
τr
gr(a)N
ε
r (t− a)e−µrlτre−µra(a−τr) da.
We replace the upper limits on the integrals by ∞ and assume that this is justified by
the largeness of t. Taking the Laplace transform of each inequality, with s the transform
variable and s assumed to be real (the Laplace transform can be applied to inequalities
only when s is real) we obtain
L{N εv}(s) ≥ β0(ε)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv)
[
e−asL{N εv}(s) +
∫ 0
−a
e−s(a+ξ)N εv (ξ) dξ
]
da,
L{N εr }(s) ≥ β0(ε)
∫ ∞
τr
gr(a)e
−µrlτre−µra(a−τr)
[
e−asL{N εr }(s) +
∫ 0
−a
e−s(a+ξ)N εr (ξ) dξ
]
da.
Therefore
L{N εv}(s) ≥ β0(ε)L{N εv}(s)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv)e−as da,
and similarly for L{N εr }(s). The Laplace transform terms then cancel giving
1 ≥ β0(ε)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv)e−as da,
and another similar inequality. These inequalities hold for all sufficiently small ε > 0
and all real s > 0. Letting s↘ 0 and ε↘ 0 yields that the following must both hold:
1 ≥ β0(0)
∫ ∞
τv
gv(a)e
−µvlτve−µva(a−τv) da,
1 ≥ β0(0)
∫ ∞
τr
gr(a)e
−µrlτre−µra(a−τr) da,
and this contradicts the hypothesis of the theorem.
4.5. Numerical Simulations
4.5.1. The case gv(a) = αve
−αv(a−τv) and gr(a) = αre−αr(a−τr)
For the purposes of numerical simulation it is necessary to introduce specific functional
forms for gv(a) and gr(a). As mentioned earlier, it seems reasonable to suppose that,
for a particular mosquito as it goes through its adult life, its egg laying activity will be
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higher when it is a relatively young adult than when it is entering old age, and so we
choose gv(a) = αve
−αv(a−τv) and gr(a) = αre−αr(a−τr) which satisfy
∫∞
τv
gv(a) da = 1
and
∫∞
τr
gr(a) da = 1 for any given αv > 0 and αr > 0. Equation (4.23) becomes
Nv(t) = β0
(
V (t) +R(t)
) ∫ t
τv
αve
−αv(a−τv)Nv(t− a)e−µvlτve−µva(a−τv) da.
We write this in the form
Nv(t) = β0(V (t) +R(t))X(t) (4.42)
with
X(t) =
∫ t
τv
αve
−αv(a−τv)Nv(t− a)e−µvlτve−µva(a−τv) da.
Using the substitution ξ = t− a, this becomes
X(t) = αve
−µvlτv
∫ t−τv
0
e−(αv+µva)(t−ξ−τv)Nv(ξ) dξ.
Differentiating gives
X˙(t) = αve
−µvlτv
[ ∫ t−τv
0
−(αv + µva)e−(αv+µva)(t−ξ−τv)Nv(ξ) dξ +Nv(t− τv)
]
and therefore
X˙(t) = αve
−µvlτvNv(t− τv)− (αv + µva)X(t).
Similarly for the Nr(t) equation we let
Y (t) =
∫ t
τr
αre
−αr(a−τr)Nr(t− a)e−µrlτre−µra(a−τr) da.
Differentiating this yields
Y˙ (t) = αre
−µrlτrNr(t− τr)− (αr + µra)Y (t),
so the system to be solved consists of the following equations
V˙ (t) = e−µvlτvβ0
(
V (t− τv) +R(t− τv)
)
X(t− τv)− µvaV (t) (4.43)
R˙(t) = e−µrlτrβ0
(
V (t− τr) +R(t− τr)
)
Y (t− τr)− µraR(t) (4.44)
X˙(t) = αve
−µvlτvβ0
(
V (t− τv) +R(t− τv)
)
X(t− τv)− (αv + µva)X(t) (4.45)
Y˙ (t) = αre
−µrlτrβ0
(
V (t− τr) +R(t− τr)
)
Y (t− τr)− (αr + µra)Y (t). (4.46)
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This form of the model has the advantage that it is written in purely differential form.
Although there are delays, there are no longer any integral equations. This form of the
model is more amenable than the original to numerical simulation using MATLAB.
Numerical simulations of the above version of the model confirm all the stability
results while yielding information on the dynamics in parameter situations not covered
by the theorems. For numerical simulation we also choose an appropriate expression for
the decreasing, positive function β0(x).
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Figure 4.3: Simulation of the equations (4.43) and (4.44) from the system (4.43)–(4.46).
V (t) and R(t) are plotted against t, V (t) is denoted by the blue solid curve whereas the
R(t) variable by the red dotted curve. Parameter values are: µva = 0.2, µra = 0.15,
τv = 8, τr = 12, µvl = 0.4, µrl = 0.6, αv = 0.35, αr = 0.25, and we choose β0(x) as
β0(x) = 100e
−0.00001x. This simulation shows the vulnerable mosquito strain winning
the competition, driving the resistant strain to extinction. This might seem contrary to
what we expect but it can happen in some circumstances. A resistant mutant usually
pays a price for becoming resistant (we call this the cost of resistance). The parameter
values are chosen so that the conditions of Proposition 4.3..2 are satisfied. For these
parameter values the cost of resistance is reduced adult longevity, in other words, higher
per capita adult mortality for the resistant strain (note that µra is considerably larger
than µva).
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Figure 4.4: Simulation of the equations (4.43) and (4.44) from system (4.43)–(4.46).
V (t) and R(t) are plotted against t, V (t) is denoted by the blue solid curve and R(t) by
the red dotted curve. Parameter values are µva = 0.2, µra = 0.1, τv = 10, τr = 8, µvl =
0.8, µrl = 0.375, αv = 0.35, αr = 0.25 as well as the function β0(x) = 100e
−0.00001x.
These parameter values satisfy the hypotheses of Proposition 4.3..1. This time the
resistant strain wins and as a result the vulnerable strain is driven to extinction. The
vulnerable mosquitoes have died out and the resistant mosquitoes become dominant
after a period of about 30 days has passed.
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Figure 4.5: Simulation of the equations (4.43) and (4.44) from system (4.43)-(4.46).
V (t) and R(t) are plotted against t, V (t) is denoted by the blue solid curve and R(t)
by the red dotted curve. The parameter values that have been used are: µva = 0.2,
µra = 0.1, τv = 10, τr = 12, µvl = 0.8, µrl = 0.6, αv = 0.35, αr = 0.25 as well as
the function β0(x) = 100e
−0.00001x. These parameter values satisfy the hypotheses of
Proposition 4.3..3. For this case both strains are driven to extinction, but the vulnerable
strain goes extinct about three times as fast as the resistant. Extinction of the resistant
strain has been achieved by reducing the probability of resistant mosquitoes surviving
the larval stage, which has been done by increasing µrl and τr from the values used in
Figure 4.4.
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Figure 4.6: Simulation of the equations (4.43) and (4.44) from system (4.43)–(4.46).
V (t) and R(t) are plotted against t, V (t) is denoted by the blue solid curve and R(t)
by the red dotted curve. Parameter values: µva = 0.2, µra = 0.1, τv = 10, τr = 8,
µvl = 0.8, µrl = 0.375, αv = 0.35, αr = 0.25 and we take β0(x) = 100e
−0.00001x. These
parameter values actually do not satisfy the hypotheses of Theorem 4.3..5, which shows
that stability of the steady state (V,R) = (0, R∗) actually holds in a wider parameter
space than that described by Theorem 4.3..5. The conditions in Theorem 4.3..5 are
sufficient for stability, but they are not necessary.
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Chapter 5
Insecticide that targets only older
mosquitoes
This chapter aims to formulate a model for an insecticide that works more efficiently
against older mosquitoes. The reason this might seem a good idea is that older mos-
quitoes have already laid most of their eggs, and therefore an insecticide that targets
old mosquitoes imposes less selection pressure favouring insecticide resistance, so that
resistance should evolve more slowly. We model the effect of an insecticide with such
properties by having a function δ(a) to represent per-capita insecticide-induced mortal-
ity. This function δ(a) is taken to be an increasing function of the age a of the mosquito.
Therefore, as a mosquito ages, its chances of being killed by the insecticide increase.
An alternative interpretation is that, if the mosquito’s death is due to insecticide, this
is because of the accumulation over time of a large number of small insecticide doses
each of which would not be enough, by itself, to be lethal.
5.1. Model Derivation
As in the previous chapter, V (t) represents the total number of vulnerable (to insect-
icide) mosquitoes at time t, and R(t) the number of insecticide-resistant mosquitoes.
The functions v(t, a) and r(t, a) represent the densities of vulnerable and resistant mos-
quitoes of age a, respectively. Therefore, for adult mosquitoes their densities satisfy the
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following age-structured population equations:
∂v
∂t
+
∂v
∂a
= − [µva + δ(a)] v(t, a), a > τv, (5.1)
∂r
∂t
+
∂r
∂a
= −µrar(t, a), a > τr, (5.2)
where, in equation (5.1), µva is the per-capita natural death rate for vulnerable adult
mosquitoes and, in (5.2), µra has the same meaning for resistant adult mosquitoes. The
function δ(a) represents age-dependent per-capita mosquito mortality due to insecticide.
Since we assume only vulnerable mosquitoes are killed by insecticide, this function
appears only in the v equation. The parameters τv and τr represent the total durations
of the larval stages for mosquitoes of the vulnerable and resistant strains, respectively.
Of course, larvae themselves are not actually targeted by insecticide (in the present
model), but since vulnerability and resistance are inheritable traits, an individual larva
still has the genes for one or the other. For larval mosquitoes, we let µvl and µrl be the
per-capita death rates for the vulnerable and resistant strains, respectively. Therefore,
for larval mosquitoes,
∂v
∂t
+
∂v
∂a
= −µvlv(t, a), 0 < a < τv, (5.3)
∂r
∂t
+
∂r
∂a
= −µrlr(t, a), 0 < a < τr. (5.4)
The total numbers of vulnerable and resistant adult mosquitoes are given by
V (t) =
∫ ∞
τv
v(t, a) da, (5.5)
R(t) =
∫ ∞
τr
r(t, a) da, (5.6)
and, for reasons given in the previous chapter, we again assume that the mosquito birth
rates are given by expressions of the form
v(t, 0) = β0
(
V (t) +R(t)
) ∫ ∞
τv
gv(a)v(t, a) da, (5.7)
r(t, 0) = β0
(
V (t) +R(t)
) ∫ ∞
τr
gr(a)r(t, a) da, (5.8)
where β0(·) is a decreasing, positive function. As in the previous chapter, we write
Nv(t) = v(t, 0) = β0
(
V (t) +R(t)
) ∫ ∞
τv
gv(a)v(t, a) da, (5.9)
Nr(t) = r(t, 0) = β0
(
V (t) +R(t)
) ∫ ∞
τr
gr(a)r(t, a) da. (5.10)
109
We can calculate v(t, a) and r(t, a) from equations (5.1) and (5.2) respectively, using
the method of integration along characteristics.
For a > τv let v
ξ(a) = v(a+ ξ, a). Then, using (5.1), we get
dvξ(a)
vξ(a)
= −[µva + δ(a)]da.
Integrating over (τv, a) and setting ξ = t− a gives
v(t, a) = v(τv + t− a, τv)e−
∫ a
τv
[µva+δ(a)] da.
But, from (5.3), v(τv + t− a, τv) = v(t− a, 0)e−µvlτv so
v(t, a) = v(t− a, 0)e−µvlτve−
∫ a
τv
[µva+δ(a)] da = Nv(t− a)e−µvlτve−
∫ a
τv
[µva+δ(a)] da.
Therefore, using (5.5),
V (t) =
∫ ∞
τv
Nv(t− a)e−µvlτve−
∫ a
τv
[µva+δ(a)] da da.
Similarly,
R(t) =
∫ ∞
τr
Nr(t− a)e−µrlτre−µra(a−τr) da.
For a closed system in which the state variables are V,R,Nv, Nr we need two further
equations. We obtain these using the birth laws, using calculations similar to those of
the previous chapter. For large times, using the approximated integral equation for Nv
and the expression for v(t, a),
Nv(t) = β0(V (t) +R(t))
∫ t
τv
gv(a)Nv(t− a)e−µvlτve−
∫ a
τv
[µva+δ(a)]da da.
Similarly,
Nr(t) = β0
(
V (t) +R(t)
) ∫ t
τr
gr(a)Nr(t− a)e−µrlτre−µra(a−τr) da.
For the case of an insecticide that attacks a mosquito with increasing potency as it ages,
we therefore propose the following model:
V (t) =
∫ ∞
τv
Nv(t− a)e−µvlτve−
∫ a
τv
[µva+δ(a)] da da (5.11)
R(t) =
∫ ∞
τr
Nr(t− a)e−µrlτre−µra(a−τr) da (5.12)
Nv(t) = β0
(
V (t) +R(t)
) ∫ t
τv
gv(a)Nv(t− a)e−µvlτve−
∫ a
τv
[µva+δ(a)]da da (5.13)
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Nr(t) = β0
(
V (t) +R(t)
) ∫ t
τr
gr(a)Nr(t− a)e−µrlτre−µra(a−τr) da. (5.14)
In (5.13) the term e−µvlτv is the probability that a vulnerable mosquito survives the
larval stage. The exponential term involving an integral with limits τv and a is the
probability that the mature adult mosquito then survives both natural and insecticide-
induced death to reach age a at time t.
5.2. Positivity and Boundedness
We present a result on the positivity of solutions of (5.11)–(5.14).
Theorem 5.2..1. Suppose that β0(·) > 0, gv(·) > 0 and gr(·) > 0. Then, solutions
V,R,Nv, Nr of system (5.11)–(5.14), subject to non-negative initial data, remain non-
negative for all t > 0.
Proof
The proof for Nv(t) and Nr(t) is similar to the situation of Theorem 4.2..1. Positivity
of V (t) for all positive times is straightforward since the integrand of (5.11) contains
only non-negative terms.
The following theorem concerns boundedness.
Theorem 5.2..2. Suppose gv(·) and gr(·) are bounded functions. Suppose also that
β0(x) is a decreasing and non-negative function and is such that xβ0(x) is a bounded
function for x ∈ [0,∞). Last suppose that the function δ(·) is increasing and is such
that δ(0) > 0. Then all four components V (t), R(t), Nv(t) and Nr(t) of the solution of
system (5.11)–(5.14) remain bounded for all t.
Proof
Equation (5.13) becomes, using the fact that β0
(
V (t) +R(t)
) ≤ β0(V (t)), since β0(·) is
decreasing,
Nv(t) ≤ β0
(
V (t)
) ∫ t
τv
gv(a)Nv(t− a)e−µvlτve−
∫ a
τv
[µva+δ(a)]da da.
Substituting (5.11) into the above inequality gives
Nv(t) ≤ β0
(∫ ∞
τv
Nv(t− a)e−µvlτve−
∫ a
τv
[µva+δ(a)]da da
)∫ ∞
τv
gv(a)Nv(t−a)e−µvlτve−
∫ a
τv
[µva+δ(a)]da da.
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Since by hypothesis xβ0(x) is bounded, there is a κ1 > 0 such that xβ0(x) ≤ κ1 for all
x and, in particular,
β0
(∫ ∞
τv
Nv(t− a)e−µvlτve−
∫ a
τv
[µva+δ(a)]da da
)∫ ∞
τv
Nv(t−a)e−µvlτve−
∫ a
τv
[µva+δ(a)]da da ≤ κ1.
It follows that
Nv(t) ≤
(
sup
a∈[0,∞)
gv(a)
)
κ1,
using that gv(a) is bounded. Therefore, Nv(t) is bounded. The proof of boundedness
of Nr(t) is similar. In order to show boundedness of V (t), note that
V (t) =
∫ ∞
τv
Nv(t− a)e−µvlτve−
∫ a
τv
[µva+δ(a)]da da
≤ sup
t≥0
(
Nv(t)
)
e−µvlτv
∫ ∞
τv
e−
∫ a
τv
[µva+δ(a)]da da.
Since δ(a) is an increasing function, e−δ(a) ≤ e−δ(0). Therefore
V (t) ≤ sup
t≥0
(
Nv(t)
)
e−µvlτv
∫ ∞
τv
e−
∫ a
τv
[µva+δ(0)]da da
= sup
t≥0
(
Nv(t)
)
e−µvlτv
∫ ∞
τv
e
−
(
µva+δ(0)
)
(a−τv)
da
=
e−µvlτv supt≥0
(
Nv(t)
)
µva + δ(0)
.
and so V (t) is bounded. The proof of boundedness of R(t) is similar.
5.3. Existence and stability of equilibria
The next result concerns the existence of an equilibrium in which the vulnerable strain
is extinct. As explained previously, we are interested in the existence and stability of
such an equilibrium because in nature we anticipate that a resistant strain will usually
go to fixation.
Proposition 5.3..1. Suppose that the hypotheses of Proposition 4.3..1 hold. Then sys-
tem (5.11)–(5.14) has a unique steady state of the form (V,R,Nv, Nr) = (0, R
∗, 0, N∗r )
with R∗ > 0 and N∗r > 0. Moreover, R∗ satisfies (4.25) and N∗r satisfies
e−µrlτrN∗r = µraR
∗.
112
Proof. This is similar to the corresponding result of the previous chapter. The fact
that R∗ satisfies (4.25) follows from (5.14). The relationship between R∗ and N∗r follows
from (5.12).
In the next result we present conditions that are sufficient to ensure that the zero
solution of system (5.11)–(5.14) is globally asymptotically stable.
Theorem 5.3..2. Suppose that δ(a) is increasing and that β0(·) is a strictly decreasing,
non-negative function such that β0(∞) = 0. If the following inequalities both hold:
β0(0)
∫ ∞
τv
gv(a)e
−µvlτve−(µva+δ(0))(a−τv) da < 1, (5.15)
β0(0)
∫ ∞
τr
gr(a)e
−µrlτre−µra(a−τr) da < 1, (5.16)
then the zero equilibrium (V ∗, R∗, N∗v , N∗r ) = (0, 0, 0, 0) of (5.11)–(5.14) is globally
asymptotically stable.
Proof
Using the fact that β0(·) is decreasing, equation (5.13) becomes
Nv(t) ≤ β0(0)
∫ ∞
τv
gv(a)Nv(t− a)e−µvlτve−
∫ a
τv
[µva+δ(a)]da da
≤ β0(0)
∫ ∞
τv
gv(a)Nv(t− a)e−µvlτve−[µva+δ(0)](a−τv) da.
Since the kernel gv(a) is positive, Nv(t) ≤ Nv(t) where
Nv(t) = β0(0)
∫ ∞
τv
gv(a)Nv(t− a)e−µvlτve−[µva+δ(0)](a−τv) da.
Taking the Laplace transform gives
L{Nv}(s) = β0(0)
∫ ∞
τv
gv(a)e
−µvlτve−[µva+δ(0)](a−τv)
(
e−asL{Nv}(s)+
∫ 0
−a
e−s(a+ξ)Nv(ξ) dξ
)
da
Rearranging gives
L{Nv}(s) =
β0(0)
∫∞
τv
gv(a)e
−µvlτve−[µva+δ(0)](a−τv)
∫ 0
−a e
−s(a+ξ)Nv(ξ) dξ da
1− β0(0)
∫∞
τv
gv(a)e−µvlτve−[µva+δ(0)](a−τv)e−as da
where L is the Laplace transform operator and s is the transform variable. We can
conclude that Nv(t) → 0 as t → ∞ if all the poles of L{Nv}(s) satisfy Re s < 0. The
poles of L{Nv}(s) are at the values of s satisfying
β0(0)
∫ ∞
τv
gv(a)e
−µvlτve−(µva+δ(0))(a−τv)e−as da = 1. (5.17)
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Now suppose that (5.15) holds. This inequality implies that all roots of (5.17) satisfy
Re s < 0, because if there exists a root s∗ with Re s∗ ≥ 0 then
1 ≤ β0(0)
∫ ∞
τv
gv(a)e
−µvlτve−(µva+δ(0))(a−τv)e−aRe s da
≤ β0(0)
∫ ∞
τv
gv(a)e
−µvlτve−(µva+δ(0))(a−τv) da,
which contradicts (5.15). So all the poles of L{Nv}(s) satisfy Re s < 0. Therefore
Nv(t)→ 0 as t→∞. Since Nv(t) ≤ Nv(t) we have
lim sup
t→∞
Nv(t) ≤ lim
t→∞Nv(t) = 0.
So lim supt→∞Nv(t) = 0, and so Nv(t)→ 0 as t→∞. Similarly Nr(t)→ 0 as t→∞.
It follows from (5.11) and (5.12) that (V (t), R(t))→ (0, 0) as t→∞.
Our next result establishes that, under some assumptions, the steady state (0, R∗, 0, N∗r )
is linearly stable. It will be useful to compare the effect of what we call a late-life-acting
insecticide (i.e. the kind of insecticide under consideration in this chapter, modelled
using a function δ(a) that increases with age a) with a conventional insecticide that
indiscriminately targets all adult mosquitoes and arises as a particular case by taking
δ(a) as a constant. Let δlla(a) (subscript standing for “late-life-acting”) denote a choice
of δ(a) that realistically models the effect of a late-life-acting insecticide. Such a choice
should satisfy δlla(τv) = 0 and be such that δlla(a) strictly increases with a for all a > τv.
Let δconv(a) (subscript standing for “conventional”) denote a choice of δ(a) appropriate
for a conventional insecticide that targets all adult mosquitoes indiscriminately. Such a
choice will, in fact, be independent of a so we have δconv(a) = δconv for some constant
δconv > 0.
The proof of the following theorem is presented only briefly as it is similar to that of
Theorem 4.3..5. As with that theorem, it requires a particular choice for the kernel gr(a)
because we encounter the same difficult characteristic equation that was encountered
in Theorem 4.3..5, which is too complicated to consider in the case of a general gr(a).
However, the other kernel gv(a) can be kept general.
Theorem 5.3..3. Suppose that the hypotheses of Proposition 5.3..1 hold and that gr(a) =
αre
−αr(a−τr). Assume also that:
β0(R
∗)e−µvlτv
∫ ∞
τv
gv(a)e
− ∫ aτv (µva+δ(a)) da da < 1, (5.18)
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αre
−µrlτr
αr + µra
√
3
2
R∗2β˙0(R∗)
2
+
3
2
β0(R∗)2 + 2R∗β0(R∗)|β˙0(R∗)| < 1, (5.19)
β0(R
∗)αre−µrlτr
(
1 +
αr
αr + µra
)
+ max
(
1
µra
, 1
)
αre
−µrlτrµraR∗|β˙0(R∗)|
(αr + µra)
< 1. (5.20)
Then the steady state (V,R,Nv, Nr) = (0, R
∗, 0, N∗r ) of system (5.11)–(5.14) is linearly
stable.
Proof
Linearising system (5.11)–(5.14) about the equilibrium point (V,R,Nv, Nr) = (0, R
∗, 0, N∗r )
by setting V = V , R = R∗ + R, Nv = Nv and Nr = N∗r + N r, where the quantities
with overbars are small perturbations, yields a system that decouples. In particular, we
have the following linearised system determining V and Nv
V (t) =
∫ ∞
τv
Nv(t− a)e−µvlτve−
∫ a
τv
(µva+δ(a))da da,
Nv(t) = β0(R
∗)
∫ ∞
τv
gv(a)Nv(t− a)e−µvlτve−
∫ a
τv
(µva+δ(a))da da,
where the upper limit on the integral in (5.13) has been replaced by∞, which is justified
by the fact that we are concerned with the stability of an equilibrium and are therefore
taking limits as t→∞. Setting Nv(t) = eλt in the second of the above equations gives
Fδ(λ) = 1, (5.21)
where
Fδ(λ) = β0(R
∗)
∫ ∞
τv
gv(a)e
−λae−µvlτve−
∫ a
τv
(µva+δ(a))da da (5.22)
and the subscript δ on Fδ(λ) emphasizes the fact that the characteristic equation de-
pends on the choice of the function δ(a). The structure of the linearised system (the
kernels of integration being positive) leads us to expect that the dominant eigenvalue
(the root λ of (5.21) with greatest real part) is a real number and therefore we restrict
attention to the real roots of the characteristic equation (5.21). The dominant real root
of (5.21) is negative if inequality (5.18) holds. This is fairly obvious when one notes
that Fδ(λ) is a decreasing function of λ ∈ R, and that (5.18) implies that Fδ(0) < 1.
Therefore Nv(t)→ 0 as t→∞ and, consequently, V (t)→ 0 as t→∞.
Finally, we need to prove that R → R∗ and Nr → N∗r as t → ∞. We can do
this by considering the limiting form of equations (5.12) and (5.14) when V (t) has
gone to zero (and is therefore formally replaced by zero). In that limit, those two
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equations form a coupled system determining R(t) and Nr(t), and this two-equation
system does not involve δ(a). The usual ansatz (N r(t), R(t)) = (c1, c3)e
λt yields the
following characteristic equation
β0(R
∗)
∫ ∞
τr
gr(a)e
−λae−µrlτre−µra(a−τr) da
+ β˙0(R
∗)µraR∗
e−µrlτre−λτr
λ+ µra
∫ ∞
τr
gr(a)e
−µra(a−τr) da = 1,
which has been encountered previously. The rest of the proof exactly follows the proof of
Theorem 4.3..5, so we omit the details but note that they give rise to inequalities (5.19)–
(5.20).
The next result establishes conditions under which a late-life-acting insecticide will
slow down the evolution of mosquitoes towards insecticide-resistance.
Theorem 5.3..4. A late-life-acting insecticide, denoted by δ(a) = δlla(a), drives the
mosquito population to resistance more slowly than a conventional insecticide δ(a) =
δconv if the following inequality holds:
β0(R
∗)e−µvlτv
∫ ∞
τv
gv(a)e
−(µva+δconv)(a−τv) da < β0(R
∗)e−µvlτv
∫ ∞
τv
gv(a)e
− ∫ aτv (µva+δlla(a))da da < 1.
(5.23)
Proof
As previously noted, if Fδ(0) < 1 for some choice of the function δ(a) then the dominant
root of the characteristic equation is negative. Letting Fδconv(λ) and Fδlla(λ) correspond
respectively to conventional and late-life-acting insecticides, and letting λconv and λlla
be the respective dominant eigenvalues, we may note that if
Fδconv(0) < Fδlla(0) < 1, (5.24)
then
λconv < λlla < 0, (5.25)
which implies that the resistant strain evolves to fixation more quickly in the case of a
conventional insecticide than in the case of a late-life-acting insecticide. This is because λ
originates from the trial solution eλt which, when we compare the two different negative
λ values (5.25), will approach zero more slowly in the case of λlla since it is closer to
zero. Finally, note that inequality (5.24) holds if and only if (5.23) holds.
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Remark A realistic choice for a late-life-acting insecticide would be a function δlla(a)
satisfying δlla(τv) = 0, and δlla(a) increasing for all a > τv and lima→∞ δlla(a) = δconv.
For such a choice the left inequality of (5.23) holds automatically.
5.4. Numerical Simulations
Let gv(a) = αve
−αv(a−τv) and, with this choice, let X(t) be the integral in (5.13) so that
Nv(t) = β0(V (t) +R(t))X(t)
with
X(t) =
∫ t
τv
αve
−αv(a−τv)Nv(t− a)e−µvlτve−
∫ a
τv
(µva+δ(a)) da da.
Substituting ξ = t− a, this becomes
X(t) =
∫ t−τv
0
αve
−αv(t−ξ−τv)Nv(ξ)e−µvlτve−
∫ t−ξ
τv
(µva+δ(a)) da dξ.
Differentiating this expression gives
X˙(t) =
∫ t−τv
0
αvNv(ξ)e
−µvlτv
[
e−αv(t−ξ−τv)
(
− (µva + δ(t− ξ))
)
e−
∫ t−ξ
τv
(µva+δ(a)) da
− αve−αv(t−ξ−τv)e−
∫ t−ξ
τv
(µva+δ(a)) da
]
dξ + αvNv(t− τv)e−µvlτv .
Simplifying,
X˙(t) =− (αv + µva)X(t) + αve−µvlτvNv(t− τv)−
∫ t−τv
0
αvNv(ξ)e
−µvlτvδ(t− ξ)e−αv(t−ξ−τv)
× exp
(
−
∫ t−ξ
τv
(
µva + δ(a)
)
da
)
dξ.
To make further progress, we consider the case when
δ(a) =

0, when a < τv,
c(a− τv), when a > τv.
This choice models the idea that the insecticide has no effect on mosquito larvae but has
an effect of increasing potency on adults as they age. It turns out that, with this choice
for δ(a), if c is small then the system of integral equations can be well approximated
by a system of ordinary differential equations with delay (but without integral terms)
that is amenable to numerical simulation. Note that, in the integral, ξ ≤ t − τv so
t− ξ ≥ t− (t− τv) = τv and therefore δ(t− ξ) = c(t− ξ − τv). Let
X1(t) =
∫ t−τv
0
αvNv(ξ)e
−µvlτvc(t− ξ − τv)e−αv(t−ξ−τv)e−
∫ t−ξ
τv
(µva+c(a−τv)) da dξ
117
so that
X˙(t) = −(αv + µva)X(t) + αve−µvlτvNv(t− τv)−X1(t).
Differentiating the expression for X1(t) gives
X˙1(t) =
∫ t−τv
0
αvNv(ξ)e
−µvlτv
×
[
c(t− ξ − τv)e−αv(t−ξ−τv)
{
−
(
µva + c(t− ξ − τv)
)
e−
∫ t−ξ
τv
(µva+c(a−τv)) da
}
+
{
c(t− ξ − τv)(−αve−αv(t−ξ−τv)) + ce−αv(t−ξ−τv)
}
e−
∫ t−ξ
τv
(µva+c(a−τv)) da
]
dξ.
Therefore
X˙1(t) =− (µva + αv)X1(t) + cX(t)
−
∫ t−τv
0
αvNv(ξ)e
−µvlτvc2(t− ξ − τv)2e−αv(t−ξ−τv)e−
∫ t−ξ
τv
(µva+c(a−τv)) da dξ
which we write in the form
X˙1(t) = −(µva + αv)X1(t) + cX(t)−X2(t), (5.26)
where X2(t) is the integral term. These calculations suggest that we define
Xn(t) =
∫ t−τv
0
αvNv(ξ)e
−µvlτvcn(t−ξ−τv)ne−αv(t−ξ−τv)e−
∫ t−ξ
τv
(µva+c(a−τv)) da dξ (5.27)
for n ≥ 1. Differentiating (5.27) gives
X˙n(t) =
∫ t−τv
0
αvNv(ξ)e
−µvlτv
×
[
cn(t− ξ − τv)ne−αv(t−ξ−τv)
(
− µva − c(t− ξ − τv)
)
e−
∫ t−ξ
τv
(µva+c(a−τv)) da
+
{
cn(t− ξ − τv)n(−αve−αv(t−ξ−τv)) + cnn(t− ξ − τv)n−1e−αv(t−ξ−τv)
}
×e−
∫ t−ξ
τv
(µva+c(a−τv)) da
]
dξ
so that
X˙n(t) = −(µva + αv)Xn(t) + cnXn−1(t)−Xn+1(t)
for each n ≥ 1. We proceed on the assumption that c is small, and note that Xn(t) gets
smaller as n increases. Based on this assumption, we neglect the X2(t) term in (5.26)
and, as an approximation to that equation, we write
X˙1(t) = −(µva + αv)X1(t) + cX(t). (5.28)
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This is justified by estimating the orders of magnitude of the terms of (5.26), noting
that X1(t) = O(c), cX(t) = O(c) whereas X2(t) = O(c
2) for small c, so that (5.28)
should be a good approximation to (5.26) for sufficiently small c.
Next, we follow a similar process to find an equation in differential form for the vari-
able V (t). This involves starting from the beginning with equation (5.1), but replacing
δ(a) by c(a− τv). This gives
∂v
∂t
+
∂v
∂a
= − [µva + c(a− τv)] v(t, a), a > τv. (5.29)
Using (5.5) and (5.29), we obtain
V˙ (t) = v(t, τv)− µvaV (t)−
∫ ∞
τv
c(a− τv)v(t, a) da.
From previous calculations, v(t, τv) = Nv(t − τv)e−µvlτv . Since we also have Nv(t) =
β0
(
V (t) +R(t)
)
X(t), we find that
V˙ (t) = β0
(
V (t− τv) +R(t− τv)
)
X(t− τv)e−µvlτv − µvaV (t)− S1(t),
where
S1(t) =
∫ ∞
τv
c(a− τv)v(t, a) da.
Differentiating the above expression gives
S˙1(t) = −µvaS1(t) + cV (t)− S2(t) (5.30)
where
S2(t) =
∫ ∞
τv
c2(a− τv)2v(t, a) da.
This suggests that we define
Sn(t) =
∫ ∞
τv
cn(a− τv)nv(t, a) da, n ≥ 0. (5.31)
Differentiating (5.31) gives
S˙n(t) = −µvaSn(t)− Sn+1(t) + ncSn−1(t).
The terms in the right hand side of this have orders of magnitude O(cn), O(cn+1) and
O(cn) respectively, suggesting that we could neglect the Sn+1(t) term. In particular, for
n = 1, this suggests that for small enough c the following equation should work well:
S˙1(t) = −µvaS1(t) + cV (t)
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(noting that S0 = V ). This is (5.30) with the S2 term neglected.
The next step is to proceed similarly with regard to the variables R(t) and Nr(t), i.e.,
to derive equations in differential form for either these variables or others that replace
them. Starting with R(t), it can be easily shown using equations (5.2), (5.4) and (5.6)
that
R˙(t) = e−µrlτrNr(t− τr)− µraR(t)
where (5.4) has been used to show that r(t, τr) = r(t− τr, 0)e−µrlτr . For the Nr(t) vari-
able, we first rewrite equation (5.14) replacing the general function gr(a) by αre
−αr(a−τr).
This gives
Nr(t) = β0
(
V (t) +R(t)
) ∫ t
τr
αre
−αr(a−τr)Nr(t− a)e−µrlτre−µra(a−τr) da. (5.32)
We write this in the form
Nr(t) = β0
(
V (t) +R(t)
)
Y (t)
with
Y (t) =
∫ t
τr
αre
−αr(a−τr)Nr(t− a)e−µrlτre−µra(a−τr) da.
Substituting ξ = t− a gives
Y (t) =
∫ t−τr
0
αre
−αr(t−ξ−τr)Nr(ξ)e−µrlτre−µra(t−ξ−τr) dξ.
Differentiating,
Y˙ (t) =
∫ t−τr
0
αre
−µrlτrNr(ξ)
(
− (αr +µra)e−(αr+µra)(t−ξ−τr)
)
dξ+αrNr(t− τr)e−µrlτr .
Simplifying this gives
Y˙ (t) = −(αr + µra)Y (t) + αre−µrlτrNr(t− τr).
The outcome of these calculations is the following system, which for small c is assumed to
be a reasonable approximation to the original system of four integral equations (5.11)–
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(5.14):
V˙ (t) = β0
(
V (t− τv) +R(t− τv)
)
X(t− τv)e−µvlτv − µvaV (t)− S1(t) (5.33)
R˙(t) = e−µrlτrβ0
(
V (t− τr) +R(t− τr)
)
Y (t− τr)− µraR(t) (5.34)
X˙(t) = −(αv + µva)X(t)
+αve
−µvlτvβ0
(
V (t− τv) +R(t− τv)
)
X(t− τv)−X1(t) (5.35)
X˙1(t) = −(µva + αv)X1(t) + cX(t) (5.36)
Y˙ (t) = −(αr + µra)Y (t)
+αre
−µrlτrβ0
(
V (t− τr) +R(t− τr)
)
Y (t− τr) (5.37)
S˙1(t) = −µvaS1(t) + cV (t). (5.38)
The procedure described above involved the introduction of infinitely many new vari-
ables Xn(t), n ≥ 1 and Sn(t), n ≥ 0. In principle we could retain all these variables
which would result in a system of infinitely many equations each of which would look
like an equation of the above system of six equations. The purpose of this procedure
was to obtain a system of differential equations with delays, but without integral terms,
suitable for numerical simulation using widely utilised MATLAB routines for simulat-
ing such systems. Obviously, for numerical simulation, we must have a finite number of
equations and the above system can be considered as a lowest order approximation of
the original system (5.11)–(5.14). We could include the neglected terms X2(t) and S2(t)
which should improve accuracy at the expense of increasing the order of the system.
Linear stability of the zero solution of (5.33)–(5.38)
The linearisation about the zero solution (V,R,X,X1, Y, S1) = (0, 0, 0, 0, 0, 0) of system
(5.33)–(5.38) is
V˙ (t) = β0(0)e
−µvlτvX(t− τv)− µvaV (t)− S1(t)
R˙(t) = e−µrlτrβ0(0)Y (t− τr)− µraR(t)
X˙(t) = −(αv + µva)X(t) + αve−µvlτvβ0(0)X(t− τv)−X1(t)
X˙1(t) = −(µva + αv)X1(t) + cX(t)
Y˙ (t) = −(αr + µra)Y (t) + αre−µrlτrβ0(0)Y (t− τr)
S˙1(t) = −µvaS1(t) + cV (t).
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It can easily be seen that Y (t) → 0 as t → ∞ if αre−µrlτrβ0(0) < µra + αr. If this
holds then also R(t)→ 0 as t→∞. The third and fourth equations of the system need
to be considered together. Trying the usual ansatz eλt, we get after some algebra the
following characteristic equation:
(λ+ αv + µva)
(
λ+ αv + µva − αvβ0(0)e−τv(λ+µvl)
)
+ c = 0.
It can be shown graphically that, for sufficiently small c, any real root of the above
characteristic equation will be negative if
αv + µva > αvβ0(0)e
−τvµvl − c
αv + µva
.
If this inequality holds then (X(t), X1(t)) → (0, 0). The first and last equations of the
system need to be considered together. These two equations assume a simple form in
the limit when t → ∞, since we already know that X(t) → 0. Trying again the usual
ansatz we get the following simple characteristic equation
(λ+ µva)
2 + c = 0
so that λ = −µva ± i
√
c and Reλ < 0. This leads to the following theorem.
Theorem 5.4..1. If c is sufficiently small and the inequalities
αv + µva > αvβ0(0)e
−τvµvl − c
αv + µva
(5.39)
αre
−µrlτrβ0(0) < µra + αr (5.40)
both hold, then the zero steady state of system (5.33)–(5.38) is locally asymptotically
stable.
Now compare the above theorem with Theorem 5.3..2 which concerns the stability
(global stability in the case of Theorem 5.3..2) of the zero steady state of the original
system of integral equations. The inequalities of Theorem 5.3..2, in the case when
gv(a) = αve
−αv(a−τv) and gr(a) = αre−αr(a−τr), reduce to
β0(0)
∫ ∞
τv
αve
−αv(a−τv)e−µvlτve−µva(a−τv) da < 1,
β0(0)
∫ ∞
τr
αre
−αr(a−τr)e−µrlτre−µra(a−τr) da < 1.
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These inequalities become αvβ0(0)e
−µvlτv < αv + µva and αrβ0(0)e−µrlτr < αr + µra.
Thus, for our particular choices of gv(a) and gr(a) and δ(a), the conditions of The-
orem 5.3..2 closely approximate those of Theorem 5.4..1.They are not expected to be
identical, since Theorem 5.4..1 is concerned with the approximating system rather than
the original system.
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Figure 5.1: Simulation of equations (5.33) and (5.34) from system (5.33)–(5.38). V (t)
and R(t) are plotted against t, V (t) is denoted by the blue solid curve and R(t) by the
red solid curve. In this figure we have taken τv = 10, τr = 12, µvl = 0.5, µrl = 0.7,
µva = 0.2, µra = 0.1, αv = 0.3, αr = 0.1, c = 0.0005 and β0(x) = 2500e
−0.00001x.
Parameter values are chosen such that Theorem 5.4.1 does not hold, and the simulation
shows that only the resistant strain is driven to extinction. The situation is similar to the
one in Figure 4.3, however, in contrast with that figure, in this case the convergence to
equilibrium is very slow and the oscillatory nature of the convergence is very apparent.
For these parameter values, V ∗ = 2.35× 105.
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Figure 5.2: Simulation of equations (5.33) and (5.34) from system (5.33)–(5.38). V (t)
and R(t) are plotted against t, V (t) is denoted by the blue solid curve and R(t) by the
red solid curve. Parameter values: τv = 10, τr = 12, µvl = 0.5, µrl = 0.7, µva = 0.2,
µra = 0.1, αv = 0.3, αr = 0.1, c = 0.005 and β0(x) = 2500e
−0.00001x. As in Figure 5.1
the vulnerable strains wins the competition and the resistant strain goes extinct. The
changes in the parameter values have resulted in a sustained limit cycle for V (t). The
resistant strain has gone extinct after about 60 days.
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Figure 5.3: Simulation of equations (5.33) and (5.34) from system (5.33)–(5.38). V (t)
and R(t) are plotted against t, V (t) is denoted by the blue solid curve and R(t) by the
red solid curve. Parameter values: τv = 15, τr = 10, µvl = 0.67, µrl = 0.55, µva = 0.2,
µra = 0.1, αv = 0.3, αr = 0.1, c = 0.00000005 and β0(x) = 2500e
−0.00001x. This time
the winning strain is the resistant, and the vulnerable has gone extinct after roughly
25 days. The main reason for this change was the adjustment made in the parameter
values τv, τr, µrl and µvl. As a result, e
−µvlτv < e−µrlτr and therefore a resistant larval
mosquito has a higher probability of surviving the first stage of life than a vulnerable
one. Note the small value used for c. The time-scale on which the solution oscillates
appears to be related to c (the frequency increases with c).
126
Figure 5.4: Simulation of equations (5.33) and (5.34) from system (5.33)–(5.38). V (t)
and R(t) are plotted against t, V (t) is denoted by the blue solid curve and R(t) by the
red solid curve. Parameter values: τv = 12, τr = 10, µvl = 0.95, µrl = 0.4, µva = 0.2,
µra = 0.1, αv = 0.3, αr = 0.1, c = 0.000005 and β0(x) = 2500e
−0.00001x. As in Figure
5.3 the vulnerable strain is driven to extinction after about 25 days and the resistant
strain becomes dominant. Even though the initial value of the V (t) population is larger
than the corresponding value for Figure 5.3, the vulnerables are driven to extinction in
roughly the same amount of time in each case. This has been achieved by reducing even
more the probability of vulnerable juveniles surviving the larval stage.
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Figure 5.5: Simulation of equations (5.33) and (5.34) from system (5.33)–(5.38). V (t)
and R(t) are plotted against t, V (t) is denoted by the blue solid curve and R(t) by the
red solid curve. In this figure we have taken τv = 12, τr = 10, µvl = 0.75, µrl = 0.75,
µva = 0.2, µra = 0.1, αv = 0.3, αr = 0.1, c = 0.0000005 and β0(x) = 25e
−0.000001x. Both
strains are driven to extinction since the parameter values chosen satisfy the assumptions
of Theorem 5.3.2. The vulnerable mosquito population dies out after around 20-25 days,
and the resistant strain after 50 days. In this figure β0(0) has been reduced to β0(0) = 25
in order for the assumptions of Theorem 5.3.2 and Theorem 5.4.1 to hold.
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Chapter 6
Insecticide resistance model with
malaria
Our main aim in this chapter is to produce an eight-dimensional system of delay differ-
ential equations that extends the ideas of previous chapters to incorporate the human
population and malaria disease dynamics. In malaria, humans are considered as hosts
and mosquitoes as vectors. We will retain two mosquito strains: vulnerable and resistant
(to insecticide).
It has to be stressed at the outset that a mosquito is now subject to two kinds of
susceptibility. It may be susceptible to either infection with the malaria parasite, or
to insecticide. Up to this point we have not incorporated malaria. The reason we
hitherto used the word vulnerable to describe a mosquitos vulnerability to insecticide,
was so that we could reserve the word susceptible to have its usual meaning in disease
epidemiology, namely, “susceptible to a disease” (in this case, malaria). The word
infectious is always a reference to malaria. Thus, from now on, we may need to speak of
a “vulnerable susceptible mosquito” which is a mosquito that is vulnerable to insecticide
and susceptible to malaria. A “resistant infectious mosquito” is resistant to insecticide
but carries the malaria parasite and is an infectious malarial mosquito. Of course, there
are also “resistant susceptible” and “vulnerable infectious” mosquitoes.
The notation to be used is defined in the table to follow, and is briefly explained here.
We denote respectively by Vs(t) and Vi(t) the numbers of vulnerable susceptible and
vulnerable infectious mosquitoes at time t. Similarly, Rs(t) and Ri(t) are the numbers
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of resistant susceptible and resistant infectious mosquitoes. We introduce
Mtotal = Vs + Vi +Rs +Ri, (6.1)
where Mtotal is the total mosquito population at time t.
Regarding the human population, we divide it into susceptible and infectious com-
partments. The variables Hs(t) and Hi(t) respectively denote the numbers of suscept-
ible and infectious humans at time t. An important difference between the human and
mosquito populations is that infectious humans may recover from malaria. Recovered
humans return immediately to the susceptible class. Malarial mosquitoes remain infec-
tious until death. The total human population at time t is given by
Htotal = Hs +Hi. (6.2)
Malaria actually has a latency time in mosquitoes and a (different) latency time in
humans. There are ways by which this could be incorporated, for example, by including
additional variables representing the numbers of exposed (latent) humans, vulnerable
and resistant mosquitoes. The model to be described in this chapter does not incorporate
these latency times. The reason is that it is already a very complicated model, requiring
several pages of detailed calculation just to derive.
Malaria transmission can occur when a female adult infectious mosquito bites a
susceptible human, or when a susceptible mosquito bites an infectious human. Human
to human transmission occurs via the mosquitoes and therefore any such transmission
always requires two mosquito bites. This will be reflected in the conditions we later
obtain for the eradication of malaria, where it is always the square of the biting rate
that matters. This highlights the importance of any measures that can be taken to
reduce mosquito bites.
6.1. Derivation of the model
We propose and derive the following model
H˙s(t) =Bh
(
Hs(t) +Hi(t)
)
− µhsHs(t) + σHi(t)− bvβvhHs(t)Vi(t)
Hs(t) +Hi(t)
− brβrhHs(t)Ri(t)
Hs(t) +Hi(t)
(6.3)
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Figure 6.1: How the malaria parasite is transmitted between human and mosquito
H˙i(t) = −
(
µhi + σ
)
Hi(t) +
bvβvhHs(t)Vi(t)
Hs(t) +Hi(t)
+
brβrhHs(t)Ri(t)
Hs(t) +Hi(t)
(6.4)
Vs(t) =
∫ ∞
τv
Nvs(t− a)e−µvlτve
− ∫ aτv
[
µvsa+δs(a)+
bvβhvHi(a+t−a)
Hs(a+t−a)+Hi(a+t−a)
]
da
da. (6.5)
Vi(t) =
∫ ∞
τv
bvβhv
∫ a
τv
Hi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)e
− ∫ aa (µvia+δi(η)) dηNvs(t− a)e−µvlτv
× exp
(
−
∫ a
τv
µvsa + δs(a) +
bvβhvHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
da
)
da da
(6.6)
Rs(t) =
∫ ∞
τr
Nrs(t− a)e−µrlτre−
∫ a
τr
µrsa+
brβhrHi(a+t−a)
Hs(a+t−a)+Hi(a+t−a) da da (6.7)
Ri(t) =
∫ ∞
τr
brβhr
∫ a
τr
Hi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)e
−µria(a−a)Nrs(t− a)e−µrlτr
× exp
(
−
∫ a
τr
µrsa +
brβhrHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
da
)
da da.
(6.8)
Nvs(t) = β0
(
Vs(t) + Vi(t) +Rs(t) +Ri(t)
)
×
[ ∫ t
τv
gvs(a)Nvs(t− a)e−µvlτv
× exp
(
−
∫ a
τv
[
µvsa + δs(a) +
bvβhvHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
]
da
)
da
+
∫ t
τv
gvi(a)bvβhv
∫ a
τv
Nvs(t− a)e−µvlτv
× exp
(
−
∫ a
τv
[µvsa + δs(a) +
bvβhvHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
] da
)
× Hi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)e
− ∫ aa [µvia+δi(η)] dη da
]
da
(6.9)
131
Nrs(t) = β0
(
Vs(t) + Vi(t) +Rs(t) +Ri(t)
)
×
[ ∫ t
τr
grs(a)Nrs(t− a)e−µrlτr
× exp
(
−
∫ a
τr
[
µrsa +
brβhrHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
]
da
)
da
+
∫ t
τr
gri(a)brβhr
∫ a
τr
Nrs(t− a)e−µrlτr
× exp
(
−
∫ a
τr
[µrsa +
brβhrHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
] da
)
× Hi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)e
−µria(a−a) da
]
da.
(6.10)
Next, we proceed to derive equations (6.3)–(6.10). Let vs(t, a) and rs(t, a) denote the
densities of vulnerable and resistant susceptible mosquitoes at time t of age a respect-
ively, and vi(t, a) and ri(t, a) denote the vulnerable and resistant infectious mosquitoes
at time t of age a. For larval mosquitoes, which are always susceptible and do not
interact with humans, we have
∂vs
∂t
+
∂vs
∂a
= −µvlvs(t, a), 0 < a < τv, (6.11)
∂rs
∂t
+
∂rs
∂a
= −µrlrs(t, a), 0 < a < τr. (6.12)
The densities vi(t, a) and ri(t, a) are both identically zero during the larval stage, because
larvae are never infectious. However, adult mosquitoes bite humans and may acquire
the malaria parasite. Vulnerable adult mosquitoes have ages a > τv and therefore
∂vs
∂t
+
∂vs
∂a
= −
[
µvsa + δs(a)
]
vs(t, a)− bvβhvvs(t, a)Hi(t)
Hs(t) +Hi(t)
, a > τv, (6.13)
∂vi
∂t
+
∂vi
∂a
= −
[
µvia + δi(a)
]
vi(t, a) +
bvβhvvs(t, a)Hi(t)
Hs(t) +Hi(t)
, a > τv. (6.14)
Similarly, resistant mosquitoes have ages a > τr and so
∂rs
∂t
+
∂rs
∂a
= −µrsars(t, a)− brβhrrs(t, a)Hi(t)
Hs(t) +Hi(t)
, a > τr, (6.15)
∂ri
∂t
+
∂ri
∂a
= −µriari(t, a) + brβhrrs(t, a)Hi(t)
Hs(t) +Hi(t)
, a > τr. (6.16)
These last two equations lack the δs(a), δi(a) terms, since those describe mortality due
to insecticide and therefore feature only in the equations for vulnerable mosquitoes. For
both vulnerable and resistant mosquitoes, the assumption about malaria transmission is
that it is described by the law of mass action normalised by total host (human) density.
This explains the terms involving the biting rates bv, br and the transmission coefficients
(the β quantities) that incorporate the probability that a bite actually transmits malaria.
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Vs(t) Number of vulnerable mosquitoes susceptible to malaria infection at time t
Vi(t) Number of vulnerable malaria-infectious mosquitoes at time t
Rs(t) Number of resistant mosquitoes susceptible to malaria infection at time t
Ri(t) Number of resistant malaria-infectious mosquitoes at time t
Hs(t) Number of humans susceptible to malaria infection at time t
Hi(t) Number of malaria-infectious humans at time t
µvl Per-capita death rate for vulnerable larval mosquitoes
µrl Per-capita death rate for resistant larval mosquitoes
µvsa Per-capita death rate for vulnerable susceptible adult mosquitoes
µvia Per-capita death rate for vulnerable infectious adult mosquitoes
µrsa Per-capita death rate for resistant susceptible adult mosquitoes
µria Per-capita death rate for resistant infectious adult mosquitoes
µhs Per-capita death rate for susceptible humans
µhi Per-capita death rate for infectious humans
δs(a) Per-capita insecticide-induced mortality of vulnerable susceptible adult mosquito
δi(a) Per-capita insecticide-induced mortality of vulnerable infectious adult mosquito
bv Biting rate for adult vulnerable mosquitoes
br Biting rate for adult resistant mosquitoes
τr Maturation time for resistant mosquitoes
τv Maturation time for vulnerable mosquitoes
βhv Transmission coefficient for malaria parasite from human to vulnerable mosquito.
βhr Transmission coefficient for malaria parasite from human to resistant mosquito.
βvh Transmission coefficient for malaria parasite from vulnerable mosquito to human.
βrh Transmission coefficient for malaria parasite from resistant mosquito to human.
σ Per-capita rate at which humans recover from malaria
Table 6.1: Description of state variables, parameters and meanings of subscripts
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The total numbers of susceptible and infectious vulnerable adult mosquitoes at time
t are given by
Vs(t) =
∫ ∞
τv
vs(t, a) da , Vi(t) =
∫ ∞
τv
vi(t, a) da. (6.17)
For resistant mosquitoes the total numbers are
Rs(t) =
∫ ∞
τr
rs(t, a) da , Ri(t) =
∫ ∞
τr
ri(t, a) da. (6.18)
In malaria, newborn mosquitoes are always susceptible and they remain so through the
larval stage. We need expressions for the birth rates Nvs(t) and Nrs(t) for vulnerable
susceptibles and resistant susceptibles, respectively. We assume these are given by
expressions of the form
Nvs(t) = vs(t, 0) = β0
(
Vs(t) + Vi(t) +Rs(t) +Ri(t)
)[ ∫ ∞
τv
gvs(a)vs(t, a) da
+
∫ ∞
τv
gvi(a)vi(t, a) da
] (6.19)
Nrs(t) = rs(t, 0) = β0
(
Vs(t) + Vi(t) +Rs(t) +Ri(t)
)[ ∫ ∞
τr
grs(a)rs(t, a) da
+
∫ ∞
τr
gri(a)ri(t, a) da
]
,
(6.20)
where β0(·) is a decreasing positive function. The β0(·) term in front of the integrals
represents a lowering of the egg laying rate at higher densities due to competition
among all mosquitoes for food, as in previous models. Again as in previous models,
the integrals with kernels such as gvs(a) in (6.19) describe the age-dependent aspect of
mosquito egg-laying behaviour. With four such kernels in all, we recognise that these
egg-laying characteristics may differ between vulnerable and resistant mosquitoes, and
between susceptibles and infectious mosquitoes. In (6.19) the first integral totals up the
contribution to egg laying from vulnerable susceptibles, and the second from vulnerable
infectious mosquitoes. Expression (6.20) is interpreted similarly but accounts for egg
laying by mosquitoes of the resistant strain.
Using equation (6.13), and letting vξs(a) = vs(a+ ξ, a), gives us
dvξs(a)
vξs(a)
= −
[
µvsa + δs(a) +
bvβhvHi(a+ ξ)
Hs(a+ ξ) +Hi(a+ ξ)
]
da.
Integrating both sides over the interval (τv, a) gives
vξs(a) = v
ξ
s(τv)e
− ∫ aτv
[
µvsa+δs(a)+
bvβhvHi(a+ξ)
Hs(a+ξ)+Hi(a+ξ)
]
da
.
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As a result, we get that
vs(a+ ξ, a) = vs(τv + ξ, τv)e
− ∫ aτv
[
µvsa+δs(a)+
bvβhvHi(a+ξ)
Hs(a+ξ)+Hi(a+ξ)
]
da
.
Therefore, for a > τv, taking ξ = t− a,
vs(t, a) = vs(τv + t− a, τv)e
− ∫ aτv
[
µvsa+δs(a)+
bvβhvHi(a+t−a)
Hs(a+t−a)+Hi(a+t−a)
]
da
. (6.21)
In order to find vs(τv + t− a, τv), we make use of (6.11), giving us
vs(τv + t− a, τv) = vs(t− a, 0)e−µvlτv .
Using that vs(t− a, 0) = Nvs(t− a) (from (6.19)) and making use of the expression for
Vs(t) in (6.17), we get
Vs(t) =
∫ ∞
τv
Nvs(t− a)e−µvlτve
− ∫ aτv
[
µvsa+δs(a)+
bvβhvHi(a+t−a)
Hs(a+t−a)+Hi(a+t−a)
]
da
da. (6.22)
The derivation of the expression for Vi(t) in the model follows the same process but the
calculations are more complicated since it involves working with both variables vi(t, a)
and vs(t, a). If we define v
ξ
i (a) = vi(a+ ξ, a) and use (6.14), we get that
dvξi (a)
da
+ [µvia + δi(a)]v
ξ
i (a) =
bvβhvvs(a+ ξ, a)Hi(a+ ξ)
Hs(a+ ξ) +Hi(a+ ξ)
.
Multiplying both sides by the integrating factor gives us
d
da
[vξi (a)e
∫ a
c (µvia+δi(η)) dη] = bvβhve
∫ a
c (µvia+δi(η)) dη
vs(a+ ξ, a)Hi(a+ ξ)
Hs(a+ ξ) +Hi(a+ ξ)
where c is arbitrary, and will cancel out later. Integrating between τv and a,
vξi (a)e
∫ a
c (µvia+δi(η)) dη−vξi (τv)e
∫ τv
c (µvia+δi(η)) dη = bvβhv
∫ a
τv
vs(a+ ξ, a)Hi(a+ ξ)
Hs(a+ ξ) +Hi(a+ ξ)
e
∫ a
c (µvia+δi(η)) dη da.
Since larvae are always susceptible, vi(t, a) = 0 for a ∈ [0, τv]. Thus vξi (τv) = 0 and
vξi (a) = bvβhv
∫ a
τv
vs(a+ ξ, a)Hi(a+ ξ)
Hs(a+ ξ) +Hi(a+ ξ)
e−
∫ a
a (µvia+δi(η)) dη da. (6.23)
We put ξ = t− a. Also, from (6.21) and the calculation just below it,
vs(a+t−a, a) = Nvs(t−a)e−µvlτv exp
(
−
∫ a
τv
µvsa+δs(a)+
bvβhvHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
da
)
.
(6.24)
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Putting together (6.23), (6.24) and the expression for Vi(t) in (6.17),
Vi(t) =
∫ ∞
τv
bvβhv
∫ a
τv
Hi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)e
− ∫ aa (µvia+δi(η)) dηNvs(t− a)e−µvlτv
× exp
(
−
∫ a
τv
µvsa + δs(a) +
bvβhvHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
da
)
da da.
(6.25)
The inner integral in (6.25) accounts for all possible ages of infection a ∈ (τv, a) whereas
the outer integral accounts for all ages a ∈ (τv,∞) that describe adulthood. The various
parts of the integrand can be interpreted as follows:
• Nvs(t− a) is the birth rate for vulnerable mosquitoes at time t− a;
• e−µvlτv = probability that a vulnerable mosquito survives the larval stage;
• the exponential term involving the integral over a ∈ (τv, a) is the probability that
a mosquito remains alive and in the susceptible class up to the age a at which the
mosquito becomes infectious;
• the exponential term involving the integral over η ∈ (a, a) is the probability that
the mosquito, having become infectious at age a, remains alive as an infectious
mosquito up to age a at time t;
• The remainder of the integrand bvβhv Hi(a+t−a)Hs(a+t−a)+Hi(a+t−a) is the per-capita infec-
tion rate at time t−a+a. Recall that a is the age of infection, therefore a mosquito
of age a at time t became infectious at time t− a+ a and was therefore subject to
the prevailing conditions at that time, hence the evaluation of Hi and Hs at time
t− a+ a.
Continuing with the model derivation, a similar application of the ideas just described
leads to the following equations concerning the variables Rs and Ri:
Rs(t) =
∫ ∞
τr
Nrs(t− a)e−µrlτre−
∫ a
τr
µrsa+
brβhrHi(a+t−a)
Hs(a+t−a)+Hi(a+t−a) da da,
Ri(t) =
∫ ∞
τr
brβhr
∫ a
τr
Hi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)e
−µria(a−a)Nrs(t− a)e−µrlτr
× exp
(
−
∫ a
τr
µrsa +
brβhrHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
da
)
da da.
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Next, we derive equation (6.9) of the model (the derivation of (6.10) is similar). To
derive the expression for Nvs(t) in (6.9) we split the interval of integration in (6.19) into
three subintervals:
Nvs(t) = β0
(
Vs(t) + Vi(t) +Rs(t) +Ri(t)
)[ ∫ t
τv
(
gvs(a)vs(t, a) + gvi(a)vi(t, a)
)
da
+
∫ t+τv
t
(
gvs(a)vs(t, a) + gvi(a)vi(t, a)
)
da+
∫ ∞
t+τv
(
gvs(a)vs(t, a) + gvi(a)vi(t, a)
)
da
]
.
We assume that the last two of these integrals tend to zero as t→∞ so that, when t is
large, the above equation is well approximated by
Nvs(t) = β0
(
Vs(t) + Vi(t) +Rs(t) +Ri(t)
) ∫ t
τv
(
gvs(a)vs(t, a) + gvi(a)vi(t, a)
)
da. (6.26)
But
vs(t, a) = Nvs(t− a)e−µvlτve−
∫ a
τv
[µvsa+δs(a)+
bvβhvHi(a+t−a)
Hs(a+t−a)+Hi(a+t−a) ] da, (6.27)
and
vi(t, a) = bvβhv
∫ a
τv
Nvs(t− a)e−µvlτv
× exp
{
−
∫ a
τv
[
µvsa + δs(a) +
bvβhvHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
]
da
}
× Hi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)e
− ∫ aa [µvia+δi(η)] dη da.
(6.28)
Therefore, if we substitute (6.27) and (6.28) into (6.26), we get
Nvs(t) = β0
(
Vs(t) + Vi(t) +Rs(t) +Ri(t)
)× [ ∫ t
τv
gvs(a)Nvs(t− a)e−µvlτv
× exp
{
−
∫ a
τv
[
µvsa + δs(a) +
bvβhvHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
]
da
}
da
+
∫ t
τv
gvi(a)bvβhv
∫ a
τv
Nvs(t− a)e−µvlτv
× exp
{
−
∫ a
τv
[µvsa + δs(a) +
bvβhvHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
] da
}
× Hi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)e
− ∫ aa [µvia+δi(η)] dη da da
]
.
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In the same way, we derive:
Nrs(t) = β0
(
Vs(t) + Vi(t) +Rs(t) +Ri(t)
)× [ ∫ t
τr
grs(a)Nrs(t− a)e−µrlτr
× exp
{
−
∫ a
τr
[
µrsa +
brβhrHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
]
da
}
da
+
∫ t
τr
gri(a)brβhr
∫ a
τr
Nrs(t− a)e−µrlτr
× exp
{
−
∫ a
τr
[µrsa +
brβhrHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
] da
}
× Hi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)e
−µria(a−a) da da
]
.
The derivation of model (6.3)–(6.10) is complete.
6.2. Existence of a malaria-free equilibrium
In a malaria free-equilibrium of system (6.3)–(6.10),
Hi = Vi = Ri = 0,
and
Hs = H
∗
s , Vs = V
∗
s , Rs = R
∗
s, Nvs = N
∗
vs and Nrs = N
∗
rs.
The equations determining these steady state components are:
Bh(H
∗
s ) = µhsH
∗
s ,
V ∗s = N
∗
vse
−µvlτv
∫ ∞
τv
e−
∫ a
τv
(
µvsa+δs(a)
)
da da,
R∗s =
N∗rse−µrlτr
µrsa
,
N∗vs = β0(V
∗
s +R
∗
s)
∫ ∞
τv
gvs(a)N
∗
vse
−µvlτve−
∫ a
τv
(
µvsa+δs(a)
)
da da.
The last of these equations follows from (6.9), but the upper limit of t on that equation
has been replaced by ∞, on the basis that we are considering steady states and their
stability and are therefore working in the limit when t→∞.
If N∗vs 6= 0, the last of the above equations yields
1 = β0(V
∗
s +R
∗
s)
∫ ∞
τv
gvs(a)e
−µvlτve−
∫ a
τv
(
µvsa+δs(a)
)
da da. (6.29)
Similarly (using (6.10)), in a steady state with N∗rs 6= 0 we necessarily have
1 = β0(V
∗
s +R
∗
s)
∫ ∞
τr
grs(a)e
−µrlτre−µrsa(a−τr) da. (6.30)
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Equations (6.29) and (6.30) are, in general, incompatable. For all but special parameter
values they will not both hold simultaneously. But this simply means that we do not, in
general, have a malaria-free equilibrium in which the vulnerable and resistant mosquito
strains coexist. We are, however, mainly interested in the situation of a malaria-free
equilibrium in which the vulnerable mosquito strain is extinct (perhaps because the
resistant strain has driven it to extinction). In such an equilibrium, N∗vs = V ∗s = 0 while
R∗s is determined from
1 = β0(R
∗
s)
∫ ∞
τr
grs(a)e
−µrlτre−µrsa(a−τr) da.
Then, N∗rs is found from R∗s =
N∗rse−µrlτr
µrsa
and H∗s from Bh(H∗s ) = µhsH∗s .
6.3. Stability of Equilibria
This section aims to present conditions sufficient for (i) local stability of a malaria-free
equilibrium in which the vulnerable mosquito strain is extinct, and (ii) global eradication
of malaria.
6.3.1. Local stability of a malaria-free equilibrium
The next theorem presents conditions sufficient for the local linear stability of a malaria-
free equilibrium of the form (H∗s , 0, 0, 0, R∗s, 0, 0, N∗rs), i.e. an equilibrium in which there
are only susceptible humans and resistant susceptible mosquitoes. In such an equilib-
rium there are no vulnerable mosquitoes. However, the stability of the equilibrium is
tested to perturbations that allow for the introduction of small numbers of infectious
vulnerable mosquitoes, as well as infectious resistant mosquitoes and infectious humans
(and, of course, small perturbations of the susceptible variables from their respective
steady state values). Similarly to some previous theorems, it uses a particular choice
for one of the kernels, grs(a), while keeping gvs(a) general. System (6.3)–(6.10) actually
contains two other kernels, gvi(a) and gri(a), that feature nowhere in the conditions
of Theorem 6.3..1. This is because inequality (6.31) is already sufficient to ensure that
Hi(t)→ 0 as t→∞. We carry out all subsequent analysis in this limit, and it facilitates
the study of a simpler system in which the kernels gvi(a) and gri(a) do not feature.
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Theorem 6.3..1. Assume that β0(·) is a decreasing, positive, differentiable function,
that grs(a) = αrse
−αrs(a−τr) and that the following inequalities hold:
µhi + σ >
b2rβhrβrhR
∗
s
H∗sµria
, (6.31)
B˙h(H
∗
s ) < µhs, (6.32)
β0(R
∗
s)e
−µvlτv
∫ ∞
τv
gvs(a)e
− ∫ aτv (µvsa+δs(a)) da da < 1, (6.33)
αrse
−µrlτr
αrs + µrsa
√
3
2
R∗s
2β˙0(R∗s)
2
+
3
2
β0(R∗s)
2 + 2R∗sβ0(R∗s)|β˙0(R∗s)| < 1, (6.34)
β0(R
∗
s)αrse
−µrlτr
(
1 +
αrs
αrs + µrsa
)
+ max
(
1
µrsa
, 1
)
αrse
−µrlτrµrsaR∗s|β˙0(R∗s)|
(αrs + µrsa)
< 1.
(6.35)
Then the malaria-free equilibrium in which the vulnerable mosquito strain is extinct,
namely
(
Hs(t), Hi(t), Vs(t), Vi(t), Rs(t), Ri(t), Nvs(t)Nrs(t)
) ≡ (H∗s , 0, 0, 0, R∗s, 0, 0, N∗rs)
of system (6.3)–(6.10) is locally asymptotically stable.
Proof
We linearise system (6.3)–(6.10) about the above equilibrium in the usual way by setting
Hs(t) = H
∗
s +Hs(t),
Hi(t) = H i(t),
Vs(t) = V s(t),
Vi(t) = V i(t),
Rs(t) = R
∗
s +Rs(t),
Ri(t) = Ri(t),
Nvs(t) = Nvs(t),
Nrs(t) = N
∗
rs +N rs(t),
where the variables with overbars are small perturbations. The linearisation of the
system leads to substantial simplification due to decoupling. In fact, when we linearise
the equations for Hi, Vi, Ri, we find that those variables are determined from the closed
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subsystem
H˙ i(t) = −(µhi + σ)H i(t) + bvβvhV i(t) + brβrhRi(t)
V i(t) =
∫ ∞
τv
bvβhv
∫ a
τv
H i(a+ t− a)
H∗s
Nvs(t− a)e−
∫ a
a (µvia+δi(η)) dηe−µvlτv
× exp
(
−
∫ a
τv
(µvsa + δs(a)) da
)
da da
l 0
Ri(t) =
∫ ∞
τr
brβhr
∫ a
τr
H i(a+ t− a)
H∗s
e−µria(a−a)N∗rse
−µrlτre−µrsa(a−τr) da da.
The reason why the middle expression, for V i(t), linearises as zero is because H i and
Nvs are both small perturbations and, as usual, when we linearise we neglect products
of small quantities. The situation arises because we are linearising specifically about a
malaria-free equilibrium in which the vulnerable mosquito strain is extinct. So we obtain
a single integro-differential equation for H i(t):
H˙ i(t) =− (µhi + σ)H i(t)
+ b2rβhrβrh
N∗rs
H∗s
e−µrlτr
∫ ∞
τr
∫ a
τr
H i(a+ t− a)e−µria(a−a)e−µrsa(a−τr) da da.
(6.36)
We solve (6.36) using the usual ansatz H i(t) = e
λt, and after some calculations this
leads to the following characteristic equation which must be solved for λ:
λ+ µhi + σ =
b2rβhrβrhe
−µrlτrN∗rs
H∗sµrsa(µria + λ)
. (6.37)
The malaria-free equilibrium under discussion will be linearly stable if Reλ < 0 for
all roots λ of the characteristic equation. The fact that the delay terms in (6.36) are
described by an integral with a positive kernel leads us to expect that the dominant root
of the characteristic equation (6.37) is real. In fact, simple graphical arguments reveal
that, due to inequality (6.31), equation (6.37) has just a single real root that is negative
(but note that we use the relationship R∗s = N∗rse−µrlτr/µrsa here). This establishes
that, in the linearised approximation near the malaria-free equilibrium,
(
H i(t), V i(t), Ri(t)
)→ (0, 0, 0) as t→∞. (6.38)
We now show that (
V s(t), Nvs(t)
)→ (0, 0) as t→∞.
141
In the limit as t → ∞ the integral equation for Nvs(t) in system (6.9) becomes, after
linearising and noting that the second (long) term of (6.9) linearises as zero since it
involves the product of small variables Nvs and Hi,
Nvs(t) = β0(R
∗
s)
∫ ∞
τv
gvs(a)Nvs(t− a)e−µvlτve−
∫ a
τv
(µvsa+δs(a)) da da.
Apart from notation, this is identical to a linearised equation that was encountered in
the proof of Theorem 5.3..3 . Therefore, by comparison with Theorem 5.3..3 and its
proof, if
β0(R
∗
s)e
−µvlτv
∫ ∞
τv
gvs(a)e
− ∫ aτv (µvsa+δs(a)) da da < 1,
then Nvs(t)→ 0 as t→∞. It follows from (6.5) that we also have Vs(t)→ 0 as t→∞.
Finally we need to show that
(
Hs(t), Rs(t), Nrs(t)
)→ (H∗s , R∗s, N∗rs) as t→∞.
Starting with equation (6.3) for H˙s(t), in view of (6.38) we have that the limiting form
of the Hs equation as t→∞ is the one-dimensional ODE
H˙s(t) = Bh
(
Hs(t)
)− µhsHs(t).
It follows from the assumption B˙h(H
∗
s ) < µhs that Hs(t) → H∗s in the linearised ap-
proximation. Therefore we may simply replace Hs(t) by H
∗
s in the equations for Rs
and Nrs before linearising those equations. Using also that Hi(t)→ 0, the Rs equation,
equation (6.7), becomes, in the limit as t→∞,
Rs(t) =
∫ ∞
τr
Nrs(t− a)e−µrlτre−µrsa(a−τr) da,
and the Nrs equation, equation (6.10), becomes
Nrs(t) = β0
(
Rs(t)
) ∫ ∞
τr
grs(a)Nrs(t− a)e−µrlτre−µrsa(a−τr) da
in the limit when t → ∞. Apart from notation, these equations (or the differential
equations equivalent to them) arise in the proof of Theorem 4.3..5 (and therefore also
in Theorem 5.3..3) and we may therefore say that, by reference to inequalities (4.30)–
(4.31), and adapting the notation to our current problem, if (6.34) and (6.35) hold then
Nrs(t)→ N∗rs and Rs(t)→ R∗s as t→∞, in the linearised theory.
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6.3.2. Global eradication of malaria
We present conditions sufficient to ensure that
Hi(t) → 0, Vi(t) → 0 and Ri(t) → 0 as t → ∞ as solutions of the full non-linear
system (6.3)–(6.10). Such a result implies that the numbers of infectious humans and of
infectious mosquitoes (both vulnerable and resistant) go to zero as t→∞. The central
result of this section is Theorem 6.3..5. It is not a theorem on the global stability of an
equilibrium. Instead, it simply presents conditions sufficient to ensure that malaria is
eradicated, leaving open the question of how the variables for the susceptible populations
behave in the limit as t → ∞. Those variables don’t necessarily approach equilibrium
values.
The strategy is to bound some of the terms in (6.4), (6.6) and (6.8) with a view
to obtaining differential or integral inequalities and then using a comparison argument.
The outcome is Theorem 6.3..5. First we establish the necessary results on boundedness.
Proposition 6.3..2. Suppose that gvs(·) and gvi(·) are bounded and that β0(x) in sys-
tem (6.3)–(6.10) is a decreasing, non-negative function such that xβ0(x) is a bounded
function of x ∈ [0,∞). Then the component Nvs(t) has an upper bound, which we call
N supvs .
Proof
From equation (6.9), for large times t we get the following inequality (this includes
replacing the upper limit t on the integral in (6.9) by ∞):
Nvs(t) ≤ β0
(
Vs(t)
) ∫ ∞
τv
sup
(
gvs(a)
)
Nvs(t− a)e−µvlτv
× exp
(
−
∫ a
τv
[
µvsa + δs(a) +
bvβhvHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
]
da
)
da
+β0
(
Vi(t)
)× ∫ ∞
τv
sup
(
gvi(a)
)
bvβhv
∫ a
τv
Nvs(t− a)e−µvlτv
× exp
(
−
∫ a
τv
[µvsa + δs(a) +
bvβhvHi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)
] da
)
× Hi(a+ t− a)
Hs(a+ t− a) +Hi(a+ t− a)e
− ∫ aa [µvia+δi(η)] dη da
]
da,
where we have used that β0(·) is decreasing, so that
β0
(
Vs(t) + Vi(t) +Rs(t) +Ri(t)
) ≤ β0(Vs(t))
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and
β0
(
Vs(t) + Vi(t) +Rs(t) +Ri(t)
) ≤ β0(Vi(t)).
Making use of equations (6.22) and (6.25), the above inequality can be rewritten as
follows:
Nvs(t) ≤ ε1β0
(
Vs(t)
)
Vs(t) + ε1β0
(
Vi(t)
)
Vi(t)
where ε1 = sup
(
gvs(a)
)
and ε1 = sup
(
gvi(a)
)
. Since xβ0(x) is bounded (by hypothesis),
there exists κ1 > 0 such that xβ0(x) ≤ κ1 for all x and, in particular,
β0
(
Vs(t)
)
Vs(t) ≤ κ1, β0
(
Vi(t)
)
Vi(t) ≤ κ1,
so that
Nvs(t) ≤ ε1κ1 + ε1κ1 = (ε1 + ε1)κ1 := N supvs .
The proof is complete.
Proposition 6.3..3. Suppose that grs(·) and gri(·) are bounded and that β0(x) in system
(6.3)–(6.10) is a decreasing and non-negative function such that xβ0(x) is a bounded
function of x ∈ [0,∞). Then the component Nrs(t) has an upper bound, which we call
N suprs .
The proof of this proposition is omitted, being similar to the proof of the previous
proposition.
Proposition 6.3..4. Let Htotal(t) = Hs(t) +Hi(t), and suppose that there exists δ > 0
such that Bh(H) > max(µhs, µhi)H whenever 0 < H < δ. Then
Htotal = lim inf
t→∞ Htotal(t) ≥ δ. (6.39)
Proof
By adding equations (6.3) and (6.4), we get
H˙total(t) = Bh
(
Htotal(t)
)− µhsHs(t)− µhiHi(t). (6.40)
Using that µhs, µhi ≤ max(µhs, µhi), we have
H˙total(t) ≥ Bh
(
Htotal(t)
)−max(µhs, µhi)Htotal(t). (6.41)
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Let Htotal = lim inft→∞Htotal(t) and assume (for a contradiction) that Htotal = 0. By
the fluctuation lemma there exists a sequence of times tn →∞ such that
Htotal(tn) → Htotal = 0 as n → ∞ and H˙total(tn) ≤ 0 for each n. Evaluating (6.41) at
time t = tn,
0 ≥ H˙total(tn) ≥ Bh
(
Htotal(tn)
)−max(µhs, µhi)Htotal(tn).
For n sufficiently large, we have Htotal(tn) < δ and therefore
Bh
(
Htotal(tn)
)
> max(µhs, µhi)Htotal(tn)
and the above inequality yields
0 > max(µhs, µhi)Htotal(tn)−max(µhs, µhi)Htotal(tn)
= 0.
which is a contradiction. It follows from this contradiction that
Htotal = lim inf
t→∞ Htotal(t) > 0.
Next we prove that, in fact, Htotal ≥ δ. In the application of the fluctuation lemma just
discussed, the sequence of times tn can be chosen such that H˙total(tn) → 0 as n → ∞,
in addition to Htotal(tn)→ Htotal. Evaluating (6.41) at time t = tn
H˙total(tn) ≥ Bh
(
Htotal(tn)
)−max(µhs, µhi)Htotal(tn).
Letting n→∞, and using that H˙total(tn)→ 0,
0 ≥ Bh
(
Htotal
)−max(µhs, µhi)Htotal. (6.42)
Now suppose that Htotal < δ. Then, by hypothesis,
Bh
(
Htotal
)
> max(µhs, µhi)Htotal,
which contradicts (6.42). It follows from this contradiction that in fact,
Htotal ≥ δ. The proof is complete.
With the help of Propositions 6.3..2 and 6.3..4 we may present the main theorem of
this section.
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Theorem 6.3..5. Suppose the hypotheses of Propositions 6.3..2 and 6.3..4 hold and, in
addition, that
µhi + σ >
b2vβhvβvhN
sup
vs e−µvlτv
H inftotal
∫ ∞
τv
∫ a
τv
e−
∫ a
a (µvia+δi(η)) dηe−
∫ a
τv
(µvsa+δs(a)) da da da
+
b2rβhrβrhN
sup
rs e−µrlτr
H inftotalµrsaµria
.
(6.43)
Then the solution of system (6.3)–(6.10) is such that
(
Hi(t), Vi(t), Ri(t)
)→ (0, 0, 0) as t→∞.
Proof
The general strategy of this proof is to use a comparison argument to bound the
solutions of the full nonlinear system (6.3)–(6.10) by solutions of a simpler linear system
that can be studied using a characteristic equation. In this way, we can use linear theory
to obtain a fully rigorous nonlinear result that does not require Hi, Vi and Ri to be
small.
In equation (6.4) we use that Hs(t)Hs(t)+Hi(t) ≤ 1 to obtain
H˙i(t) ≤ −(µhi + σ)Hi(t) + bvβvhVi(t) + brβrhRi(t). (6.44)
We showed in Proposition 6.3..4 that there exists a positive lower bound for Htotal(t)
which we now call H inftotal, so that Htotal(t) ≥ H inftotal for all t ≥ 0. We also showed that
there exists an upper bound N supvs for Nvs(t), such that Nvs(t) ≤ N supvs for all t ≥ 0.
Using these bounds, equations (6.6) and (6.8) become the inequalities
Vi(t) ≤ bvβhv
H inftotal
∫ ∞
τv
∫ a
τv
Hi(a+ t− a)e−
∫ a
a (µvia+δi(η)) dηN supvs e
−µvlτv
× exp
{
−
∫ a
τv
(µvsa + δs(a)) da
}
da da
(6.45)
and
Ri(t) ≤ brβhr
H inftotal
∫ ∞
τr
∫ a
τr
Hi(a+ t− a)e−µria(a−a)N suprs e−µrlτre−µrsa(a−τr) da da, (6.46)
where N suprs is an upper bound on Nrs(t), so that Nrs(t) ≤ N suprs for all t ≥ 0. Recall that,
in our linear stability result (Theorem 6.3..1), the integral equation for Vi(t) linearised as
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Vi(t) l 0 because we were particularly interested in a malaria-free equilibrium with the
vulnerable mosquito strain extinct. As a consequence of that assumption, the linearised
integral equation for Vi(t) ended up containing a product of small quantities, and such
products are neglected in linearised theory. But now we are aiming for a result on the
global eradication of malaria, without regard to the issue of which or both mosquito
strains survive. As a consequence we have to work with the integral inequalities for
both Vi(t) and Ri(t), and of course we do not linearise any terms.
Since the integrals in the right hand sides of (6.45) and (6.46) have positive kernels,
and the Vi and Ri terms of (6.44) have positive coefficients, we can employ a comparison
argument in which we replace ≤ by = in inequalities (6.44)–(6.46) and study the system
of differential and integral equations thus obtained. If solutions of that system approach
zero, then so do solutions of the inequalities (6.44)–(6.46). We use the same notation(
Hi(t), Vi(t), Ri(t)
)
to denote a solution of the differential equation system associated
with the inequalities (6.44)–(6.46) in the sense described above of replacing ≤ by = in
each of the three inequalities. Seeking solutions of the associated system of differential
equations of the form
(
Hi(t), Vi(t), Ri(t)
)
= (c1, c2, c3)e
λt, we obtain
(λ+ µhi + σ)c1 = bvβvhc2 + brβrhc3,
c2 =
bvβhvN
sup
vs e−µvlτv
H inftotal
∫ ∞
τv
∫ a
τv
c1e
λ(a−a)e−
∫ a
a (µvia+δi(η)) dηe−
∫ a
τv
(µvsa+δs(a)) da da da,
c3 =
c1brβhrN
sup
rs e−µrlτr
H inftotalµrsa(λ+ µria)
.
Combining these equations yields a characteristic equation to be solved for λ:
λ+ µhi + σ
=
b2vβhvβvhN
sup
vs e−µvlτv
H inftotal
∫ ∞
τv
∫ a
τv
eλ(a−a)e−
∫ a
a (µvia+δi(η)) dηe−
∫ a
τv
(µvsa+δs(a)) da da da
+
b2rβhrβrhN
sup
rs e−µrlτr
H inftotalµrsa(λ+ µria)
.
(6.47)
Note that this resembles the simpler characteristic equation (6.37) that was encountered
in the linearised analysis about the malaria-free equilibrium in which the vulnerable
mosquito strain is extinct. The differences are that the last term in the above charac-
teristic equation has N suprs and H inftotal whereas in the linearised theory the corresponding
quantities are N∗rs and H∗s . We are now dealing with upper and lower bounds rather
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than steady state values, and this is a consequence of the fact that we are aiming for
a global convergence result. Also, of course, the above characteristic equation contains
an additional term not present in (6.37). This is a consequence of the fact that we
are no longer focussing on convergence towards a malaria-free equilibrium in which the
vulnerable strain is extinct. Note that the right hand side of (6.47) is decreasing as
a function of λ ∈ R, for λ ≥ 0 at least. The left hand side of (6.47) increases in λ.
Therefore, if we initially consider just the real roots of (6.47), all such roots are negative
if inequality (6.43) holds. This is easily seen from a simple graphical argument, once
we note that when inequality (6.43) holds the left hand side of (6.47) exceeds the right
hand side when λ = 0. Finally, we remark that the previously mentioned structure of
the linear system of inequalities guarantees that the dominant root of the characteristic
equation be real, which justifies our restriction to the study of its real roots. Since these
are negative,
(
Hi(t), Vi(t), Ri(t)
) → (0, 0, 0) as t → ∞ and the proof of the theorem is
complete.
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Chapter 7
Conclusion
In Chapter 1, which was the Introduction, we described relevant previous work on
malaria and on the mathematical modelling of infectious diseases.
In the first part of this thesis we presented an examination of the linear stability
of the equilibria of a system of non-linear delay differential equations based on ideas
comparable to those of [31]. We proved that solutions of the system are always bounded
under some realistic assumptions. We studied the existence of positive equilibria for the
system and established conditions which ensure that a non-trivial equilibrium exists.
We presented some conditions that are sufficient for the linear stability of a positive
equilibrium.
We also extended our model to include the possibility of competition among juveniles
(larvae). We do so via a modelling approach that assumes each larva competes only
with others of its own exact age. Such an assumption allows us to write down an age
structured equation for the development of the larvae of such a form that we can still
convert to a system of delay equations from which the number of adults can be determ-
ined. For the model with larval competition the main complication in the structure of
the solution set is the possibility (in some parameter regimes) for three non-zero equi-
libria to coexist. As we increase the parameter that measures the intensity of the larval
competition these equilibria decrease. Numerical simulations at the end of Chapter 2
confirm the findings of the analytical study. For parameter regimes in which the model
with larval competition has no additional non-zero equilibria, the dynamics of the model
are qualitatively similar to those of the model without larval competition. Future work
on the larval competition aspect could also include more realistic approaches (see [47])
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to modelling competition among mosquito larvae. The simple approach we used in this
thesis assumes that an individual larva competes only with others of its own exact age.
Chapter 3 considers a different approach to modelling egg laying by adult mosqui-
toes by considering the possibility that batches of eggs are suddenly laid when the adult
mosquito reaches particular ages, with no egg laying in between those ages. The batches
need not all contain the same number of eggs. This assumption about egg laying res-
ults in a neutral delay differential equation to be solved for the number A(t) of adult
mosquitoes. The two main results of this chapter are Theorem 3.5..4 & Theorem 3.5..5.
Though not necessarily a good approximation to reality, it is possible to make greater
analytic progress by restricting to the particular case in which all eggs are laid imme-
diately on maturation. This scenario is an extreme approximation to the idea that the
mosquito may lay most of its eggs as a young adult, very soon after maturation. In that
situation we can show that the non-zero equilibrium point is linearly stable. We also
gave consideration to the actual distribution of the eigenvalues of the linearisation in
this particular case, showing that, even though all eigenvalues λ satisfy Reλ < 0, they
are not bounded away from the imaginary axis. This type of distribution of the eigenval-
ues arises only in neutral delay differential equations. For non-neutral delay equations
there is a well known theorem stating that, although there are (usually) infinitely many
eigenvalues, only a finite number of them can be to the right of any particular vertical
line in the complex plane. Neutral delay equations do not have such a property. For the
more general case in which egg laying occurs not only on maturation but with further
batches when the mosquito attains particular ages, the linear stability problem is much
more difficult but manageable.
The results described in the previous paragraph are about the local linearised stability
of equilibria. Good results on global stability are more difficult to obtain, but this thesis
does have some results of this kind. In Chapter 4 we proved, under some conditions,
global asymptotic stability of the equilibrium in which both the vulnerable and resistant
mosquito strains are extinct. And Chapter 6 contains a result (Theorem 6.3.5) providing
sufficient conditions for the global eradication of malaria. Those conditions guarantee
that the variables Hi(t), Vi(t) and Ri(t) approach zero as t→∞ regardless of the initial
conditions, but it is not a result on the global asymptotic stability of an equilibrium,
since it says nothing about how the variables for the susceptible populations behave as
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t increases.
In Chapter 4 we studied how resistance to insecticide might evolve in a mosquito
population by formulating and analysing a four-dimensional system of equations, two
differential equations and two integral equations. The mosquito population was divided
into two strains that have different degrees of susceptibility to insecticide: the vulnerable
strain and the resistant strain. The positivity and boundedness of all four components
of the system was shown, in addition to the existence of the zero equilibrium as well as
the boundary equilibria. Sufficient conditions for global stability of the zero equilibrium
were presented. Moreover, we proved under some conditions the linear stability of the
(0, R∗) equilibrium, something that translates to a win for the resistant strain. Even
though it sounds logical for the vulnerable strain to become extinct and the resistant to
win the competition, it is not a guaranteed outcome. The resistant strain may pay a price
for becoming resistant to insecticide (we call this the costs of resistance) and this price
may include a reduced adult life-span which is clearly a disadvantage to the resistant
strain. It leads to the possibility that the vulnerable strain might win the competition
and some of our simulations show that this can happen for suitable parameter values.
The analysis of the characteristic equation of the linearisation required the use of the
argument principle and a visual inspection of a certain curve to see if it encloses the
origin or not. The study of the characteristic equation thus involved both analytical
and numerical aspects. It is common for characteristic equations of the linearisations of
delay equations to be so complicated that good results cannot be expected from purely
analytic treatment.
We have introduced in Chapter 5 a model, consisting entirely of integral equations,
for a late-life-acting insecticide that works with increasing efficiently against a mosquito
as it ages. This was achieved using the increasing function δ(a) of age a to model the
per-capita insecticide-induced mortality for adults of the vulnerable strain. This very
explicit age-dependent aspect to the modelling led to integral equations as the most
suitable way to formulate the model, but starting as always with the standard von-
Foerster age-structuring modelling approach. An important outcome of the analysis in
this chapter is the theoretical verification that a late-life-acting insecticide will drive
the population to insecticide resistance more slowly than a conventional insecticide that
indiscriminately targets all adult mosquitoes. The idea of a Late-Life-Acting insecticide
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can be consider to have application and in other vector-borne diseases, such as West
Nile virus, yellow fever and Zika virus. This is due to the fact that all of the above
diseases have as common that can be transmitted by mosquitoes. However we are not
sure if the procedures that applied in this thesis can be directly related with these
diseases and that they will produce the same results. This is because each disease have
different characteristics and parameters to take into consideration, as an example the
Zika virus can be spread from a pregnant woman to her child or that the mosquitoes
that are responsible for the spread the of West Nile fever are usually infected when
they feed on infected birds. We also showed that it is possible to have a system of six
ODEs that approximate the integral equations, and more ODEs could be added that
would improve the accuracy of the approximation. The approximating ODE version of
the model is more suitable for numerical simulation. Those simulations indicated that
either the vulnerable or resistant strain could win the competition, or both could be
eradicated. Although the resistant strain is the stronger one in the sense that it has
more resistance to insecticide, it may be the weaker strain in other ways as we already
noted above. Where a particular strain wins, it may evolve to either an equilibrium
value or a limit cycle.
Chapter 6 deals with the interaction of the host and the vector. We have shown the
existence of a malaria-free equilibrium. There could be more than one such equilibrium
but we are particularly interested in a malaria-free equilibrium in which the vulnerable
mosquito strain is extinct, because in nature we usually expect the resistant strain to
win even though (as noted above) there are circumstances in which the vulnerable strain
could win. The two main results of this chapter are to do with the local stability of a
malaria-free equilibrium and the global eradication of malaria. Even though the system
involves many equation, the study of the local stability of a malaria-free equilibrium
is tractable. What makes it tractable is the fact that in a malaria-free equilibrium
the equilibrium values of many of the 8 components are zero. The most important
result of Chapter 6 is the theorem on the global eradication of malaria under certain
conditions. It provides conditions sufficient for the infectious variables Hi, Vi and Ri to
all tend to zero. It says nothing about the evolution of the susceptible variables so it
is not a result on the global asymptotic stability of an equilibrium, but we can at least
say that malaria is eradicated and this is independent of the initial conditions. This
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theorem was proved using a comparison argument that involves bounding the solutions
of the nonlinear model by those of a certain linear model which can be studied using
linear theory. In this way we can use linear theory to obtain a rigorous result about
the dynamics of the solutions of a nonlinear system. One aspect that we did not take
into consideration, and can be regarded as a topic for future work, is the incorporation
of the latency times for both human and mosquito. Also although our model includes
a per-capita recovery rate σ for humans, it is assumed that those recovered humans
immediately re-enter the susceptible class Hs. We could include the possibility of a
temporary immunity. However, the model of Chapter 6 already has 8 equations and
is already hard to derive and study. Incorporation of latency times and the possibility
of temporary immunity following recovery would add additional compartments to the
model, and therefore increase the number of equations even more.
Another aspect that could be considered as a topic for future work is the spatial
variation of the disease, as a consequence of the capacity of adult mosquitoes to spread
out in space, and to expand their living areas. Factors such as changes in land use and
climate change can affect how the anopheles mosquito, the vector for malaria, will be
geographically distributed in future. For example, Alimi et al [2] discusses range expan-
sion of mosquitoes in northerly parts of South America and Olson et al [60] specifically
discusses the implications of deforestation in Brazil. These issues are also relevant to
other vector borne diseases such as dengue fever. Armstrong et al [5] study range ex-
pansion of the Asian tiger mosquito into parts of the USA, particularly northeastern
parts due to temperature changes, and Tavecchia et al [79] have studied the same spe-
cies in parts of Europe. Temperature increases with global warming not only expand
the inhabitable regions for malarial mosquitoes but can also affect malaria transmission
in other ways, for example, the infection rates can rise as temperature increases. With
global warming, mosquitoes can inhabitat regions at higher elevations which is a major
concern since mosquito avoidance was originally one reason for the emergence of higher
elevation cities (and there are many of these in interior parts of Africa). Thus, spatial
variations in mosquito densities are undoubtedly important but they have not been
considered in this thesis. Insect dispersal is a complex process (Okubo and Levin [59])
and the interaction of dispersal with time delays is also complex (Gourley and Wu [27])
but the need for models that include spatial effects is clear.
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Appendix A
Stability result for a model of the
form A˙(t) = G(A(t− τ ))− µaA(t)
For the model
A˙(t) = e−µiτiB(A(t− τi))− µaA(t), (A.1)
with B(0) = 0, it is known that if e−µiτiB˙(0) > µa and e−µiτiB(A) < µaA for A suffi-
ciently large, then the zero equilibrium is unstable and at least one non-zero equilibrium
A∗ exists.
In this appendix we show that if the condition e−µiτiB˙(0) > µa holds by only a small
margin, i.e. if
e−µiτiB˙(0) = µa + ε, (A.2)
with ε > 0 a small number, then the positive equilibrium Aε
∗ is also small and is locally
stable.
First we calculate Aε
∗ in the above scenario using perturbation theory. Now, Aε∗
satisfies
0 = e−µiτiB(Aε∗)− µaAε∗, (A.3)
to which we seek a solution of the form Aε
∗ = εA1∗ + ε2A2∗ + · · · . Substituting this
into (A.3) gives
µa(εA1
∗ + ε2A2∗ + · · · ) = e−µiτiB(εA1∗ + ε2A2∗ + · · · )
= e−µiτi
[
(εA1
∗ + ε2A2∗ + · · · )B˙(0) + 1
2
ε2A∗
2
1 B¨(0) +O(ε
3)
]
= (εA1
∗ + ε2A2∗ + · · · )(µa + ε) + 1
2
e−µiτiε2A∗
2
1 B¨(0) +O(ε
3).
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Comparing coefficients of ε and of ε2 gives
µaA1
∗ = µaA1∗,
µaA2
∗ = A1∗ + µaA2∗ +
1
2
e−µiτiA∗
2
1 B¨(0).
Therefore
A1 = − 2
e−µiτiB¨(0)
(A.4)
and so for sufficiently small ε the small non-zero equilibrium A∗ε is given, in the case of
a general egg laying rate B(·), by
Aε
∗ = − 2ε
e−µiτiB¨(0)
+O(ε2). (A.5)
We linearise about the steady state Aε
∗ for ε small. Let A(t) = Aε∗ +A(t), where A(t)
is small. Substituting into (A.1) and linearising gives
A˙(t) = e−µiτiB˙(Aε∗)A(t− τi)− µaA(t). (A.6)
Substituting the usual ansatz A(t) = eλt into (A.6) gives the characteristic equation
λ+ µa = e
−µiτiB˙(Aε∗)e−λτi . (A.7)
Recall that e−µiτiB˙(0) > µa, so clearly B˙(0) > 0 and also, by continuity, B˙(Aε∗) > 0
for ε sufficiently small, since Aε
∗ would be close to zero. Therefore the coefficient
of the delayed term in the linearised equation is positive and so the dominant root
of the characteristic equation is real, by Smith [76]. If e−µiτiB˙(Aε∗) < µa then the
dominant root λ∗ of the characteristic equation is negative, and any complex roots
satisfy Reλ < λ∗. The condition
e−µiτiB˙(Aε∗) < µa
therefore guarantees linear stability of the small positive equilibrium A∗ε. Since ε is
small it can be written in the approximate form
e−µiτiB˙
(
− 2ε
e−µiτiB¨(0)
)
< µa
or, after a Taylor expansion,
e−µiτi
[
B˙(0)− 2εB¨(0)
e−µiτiB¨(0)
]
< µa.
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On using (A.2), this simplifies to µa−ε < µa which holds automatically, since ε > 0. We
have shown that for small ε the small positive steady state A∗ε is locally stable without
further conditions.
We may check the above calculations in the particular case when B(A) = pAe−qA.
In that case B¨(0) = −2pq, and so (A.5) becomes
Aε
∗ =
ε
e−µiτipq
+O(ε2).
But also, in this case, e−µiτiB˙(0) = e−µiτip = µa + ε. Therefore
Aε
∗ =
ε
q(µa + ε)
=
ε
qµa
(
1 +
ε
µa
)−1
l ε
qµa
+O(ε2). (A.8)
Moreover, when B(A) = pAe−qA the inequality e−µiτiB˙(0) > µa becomes e−µiτip >
µa and the condition e
−µiτiB˙(0) = µa + ε becomes e−µiτip = µa + ε. The equation
determining the non-zero equilibrium becomes
pe−qAe−µiτi = µa
the solution A∗ε of which is
A∗ε =
1
q
ln
(
pe−µiτi
µa
)
which can be written in the form
A∗ε =
1
q
ln
(
1 +
ε
µa
)
=
1
q
(
ε
µa
− 1
2
ε2
µa2
+ · · ·
)
using the expansion ln(1 + x) = x − x22 + x
3
3 + · · · . This is consistent with (A.8) and
therefore with (A.5), the expression we obtained for A∗ε in the case of a general B(·).
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Appendix B
Non-quasimonotone systems of
delay equations
Some results on delay equations, particularly in relation to the stability of equilibria,
can be obtained more simply if the system of delay equations have a quasi-monotone
structure. Not all systems have such a structure, but properties of the solutions in-
cluding stability of equilibria can sometimes still be derived if the system generates a
monotone semiflow with respect to some non-standard partial ordering rather than the
usual standard ordering (i.e. with the usual meaning of ≤).
In a Banach space, any cone generates a partial ordering. Usually a subscript is
applied to the ≤ sign to remind the reader that ≤ does not have its usual meaning.
A particular partial ordering having special importance in delay equations is called the
exponential ordering, and it arises as follows. Let C be the Banach space of continuous
functions on [−r, 0] with the supremum norm. Let µ be a given real number and define
a cone Kµ by
Kµ = {φ ∈ C : φ ≥ 0 and φ(s)eµs is non-decreasing on [−r, 0]}.
The exponential ordering is denoted ≤µ. By φ ≤µ ψ we mean that ψ − φ ∈ Kµ, i.e.
φ ≤µ ψ ⇐⇒ φ ≤ ψ and (ψ(s)− φ(s))eµs is non-decreasing on [−r, 0].
Now suppose we are considering a linearised system of delay equations of the form
y˙(t) = Lyt, (B.1)
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where L = df(vˆ), vˆ is the equilibrium about which the system has been linearised, and
yt(θ) = y(t+ θ), θ ≤ 0. (B.2)
Consider the scalar case for the moment. Suppose that a real number µ can be found
such that
Lφ+ µφ(0) > 0 whenever 0 <µ φ. (B.3)
Then we have the following (Theorem 6.4.1 on page 110 of Smith [76]).
Theorem 2.0..1. If condition (B.3) holds then the dominant root, of the characteristic
equation associated with the linearised system (B.1), is a real number.
Pages 116–117 of Smith [76] explain how the above theory generalises to systems of
delay equations and their linearisations. The main change is to replace the scalar −µ by
a quasi positive matrix B, by which we mean any matrix with non-negative off-diagonal
entries, and to replace condition (B.3) by
Lφ > Bφ(0),
whenever φ is such that φ(s)e−Bs is non-decreasing on [−r, 0], or, for differentiable
functions,
φ˙(s) ≥ Bφ(s)
but recall that B is now a matrix. It can be difficult to satisfy such conditions, but if
they do hold then the dominant eigenvalue of the linearisation is real.
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