Following the definition of a root basis of an affine root system, we define a base of the root system of an affine Lie superalgebra to be a linearly independent subset B of its root system such that each root can be written as a linear combination of elements of B with integral coefficients such that all coefficients are nonnegative or all coefficients are nonpositive. Characterization and classification of bases of root systems of affine Lie algebras are known in the literature; in fact, up to ±1-multiple, each base of an affine root system is conjugate with the standard base under the Weyl group action. In the super case, the existence of those self-orthogonal roots which are not orthogonal to at least one other root, makes the situation more complicated. In this work, we give a complete characterization of bases of a twisted affine root supersystem. We precisely describe and classify them.
Introduction
The concept of a base is crucial to study highest weight modules of finite dimensional basic classical simple Lie superalgebras and affine Lie (super)algebras. The purpose of this work is finding a characterization and giving the classification of bases of the root systems of twisted affine Lie superalgebras; affine Lie superalgebras are the super version of affine Lie algebras which have been defined, constructed and classified by J.W. Van de Lour [8] in 1986 . In what follows we briefly recall their structure and classification:
Suppose that n is a positive integer and I = {1, . . . , n}. Let τ be a subset of I and A be a nonzero indecomposable symmetrizable n × n-matrix with complex entries (in which by symmetrizable, we mean that A has a decomposition A = DB with an invertible diagonal matrix D and a symmetric matrix B), satisfying the following:
if a i,j = 0, then a j,i = 0; if a i,i = 0, then i ∈ τ ; if a i,i = 0, then a i,i = 2; if a i,i = 0, then a i,j (resp. a i,j /2) is a nonpositive integer for i ∈ I \ τ (resp. i ∈ τ ) with i = j.
Fix a complex vector space H of dimension n+corank(A) and denote its dual space with H * . Then there exist linearly independent subsets Π := {α i | i ∈ I} ⊆ H * andΠ := {α i | i ∈ I} ⊆ H such that α j (α i ) = a i,j (i, j ∈ I).
Let G(A, τ ) be the Lie superalgebra generated by {e i , f i | i ∈ I} ∪ H subject to the following relations:
for i, j ∈ I and h, h ′ ∈ H, where δ i,j denotes the Kronecker delta. There is a unique maximal ideal i of G(A, τ ) intersecting H trivially. The Lie superalgebra G := G(A, τ )/i is called an affine Lie superalgebra if it is not of finite dimension but of finite growth; see [8, §6.1] . By a convention, the images of e i , f i and h (i ∈ I, h ∈ H) in G(A, τ ) under the canonical projection map are denoted again by e i , f i and h, respectively. Then G is generated by {e i , f i | 1 ≤ i ≤ n} ∪ H. The Lie superalgebra G has a root space decomposition with respect to H. Moreover, Π is a subset of the corresponding root system R and each element of R is written as a Z-linear combination of elements of Π whose coefficients are all nonnegative or all are nonpositive; we refer to Π as the standard base of R. Elements of R are called roots and roots corresponding to even and odd part of G are called respectively even and odd. As for affine Lie algebras, affine Lie superalgebras are constructed using an affinization process: Suppose that g := g 0 ⊕ g 1 is a finite dimensional basic classical simple Lie superalgebra with a Cartan subalgebra h ⊆ g 0 . Suppose that κ is a nondegenerate supersymmetric invariant even bilinear form on g and σ is an automorphism of g of order k. Since σ preserves g 0 as well as g 1 , we have
in which ζ is the k-th primitive root of unity. Then
is a subalgebra of the current superalgebra g ⊗ C[t ±1 ]. Set is an affine Lie superalgebra and H is a Cartan subalgebra of G . The Lie superalgebra G is denoted by X (k) where X is the type of g and X = A(ℓ, ℓ). The definition of A(ℓ, ℓ) (1) is a little bit different. The Lie superalgebra X (k) is called twisted if k > 1 and it is called non-twisted if k = 1. Twisted and non-twisted affine Lie superalgebras cover all affine Lie superalgebras. We refer to the root system R of G , an affine root supersystem. Define δ to be the functional on H vanishing on (( [0] g∩h)⊗1)⊕Cc and mapping d to 1. IfṘ is the root system of g,Ṙ + Zδ is the root system of G = X (1) .
Using the form κ on g, one has a nondegenerate supersymmetric invariant even bilinear form on G which in turn, induces a symmetric bilinear form (·, ·) on the dual space H * of H . Moreover, if G is twisted, for nonnegative integers m and n as in the following table and V := span R R, there are ǫ i , δ p ∈ V (1 ≤ i ≤ m, 1 ≤ p ≤ n) such that (ǫ i , ǫ j ) := δ i,j , (δ p , δ q ) := −δ p,q , (ǫ i , δ p ) := 0, (δ, V ) = {0}, G is one of the Lie superalgebras in the first column of the following table and R is correspondingly expressed as follows: Table 1 .
Type R A(2m,2n−1) (2) (n = 0)
Zδ ∪ Zδ ± {ǫ i , δ j , ǫ i ± ǫr, δ j ± δs, ǫ i ± δ j | i = r, j = s} ∪ (2Z + 1)δ ± {2ǫ i | 1 ≤ i ≤ m} ∪ 2Zδ ± {2δ j | 1 ≤ j ≤ n} A(2m−1,2n−1) (2) m, n = 0, (m, n) = (1, 1) Zδ ∪ Zδ ± {ǫ i ± ǫr, δ j ± δs, δ j ± ǫ i | i = r, j = s} ∪ (2Z + 1)δ ± {2ǫ i | 1 ≤ i ≤ m} ∪ 2Zδ ± {2δ j | 1 ≤ j ≤ n} A(2m,2n) (4) (n, m) = (0, 0)
Zδ ∪ Zδ ± {ǫ i , δ j | 1 ≤ i ≤ m, 1 ≤ j ≤ n} ∪ 2Zδ ± {ǫ i ± ǫr, δ j ± δs, δ j ± ǫ i | i = r, j = s} ∪ (4Z + 2)δ ± {2ǫ i | 1 ≤ i ≤ m} ∪ 4Zδ ± {2δ j | 1 ≤ j ≤ n} D(m+1,n) (2) (n = 0)
Zδ ∪ Zδ ± {ǫ i , δ j | 1 ≤ i ≤ m, 1 ≤ j ≤ n} ∪ 2Zδ ± {2δ j , ǫ i ± ǫr, δ j ± δs, δ j ± ǫ i | i = r, j = s} where we make a convention that if m = 0 or n = 0, then their corresponding expressions disappear. We set
(nonsingular roots) and mention that the existence of nonzero nonsingular roots is a phenomena which does not occur for affine Lie algebras.
We recall that the Weyl group of an affine root (super)system R is the group generated by linear transformations σ α , for nonzero real roots α, on V = span R R mapping β ∈ V to β − 2 (β,α) (α,α) α. As all nonzero nonsingular roots are odd and two times of an odd real root is an even real root we call σ α 's (α ∈ R × re ) even reflections. Following the definition of a root basis of an affine root system; see [3, §5.9], we define a base of the root system R of an affine Lie superalgebra G to be a linearly independent subset B of R such that each element of R can be written as a linear combination of elements of B with integral coefficients such that all coefficients are nonnegative or all coefficients are nonpositive.
Characterization and classification of bases of root systems of affine Lie algebras are known in the literature; in fact, up to ±1-multiple, each base of an affine root system is conjugate with the standard base under the Weyl group action; see [3, Pro. 5.9] . The existence of nonsingular roots in the super case makes the situation more complicated.
In [6] , V. Serganova defines a base 2 of R to be a linearly independent subset B of R such that for each α ∈ B, there are root vectors x α and y α corresponding to α and −α respectively such that {x α , y α | α ∈ B} ∪ H generates the affine Lie superalgebra G and [x α , y β ] = 0 for α = β; we refer to such a base as an S-base. It is trivial that each S-base is a base in our sense.
One of the most important differences between bases and S-bases is that bases are purely combinatorial objects while the algebraic feature of an affine Lie superalgebra gets involved to define S-bases.
The author in [6] introduces "odd reflections" to get a similar result as in nonsuper case to describe S-bases; more precisely, for a nonsingular root α of an S-base B, she defines a map
called an odd reflection and shows that for an S-base B and a nonsingular root α ∈ B, s α (B) is also an S-base of R, moreover, up to ±1-multiple, each S-base of R is obtained from B by iterating the action of odd and even reflections [6, Thm. 8.3 & Lem. 2.4] .
In contrast to an even reflection which depends only on a nonzero real root, an odd reflection based on a nonzero nonsingular root, depends also on an S-base to which the root belongs., i.e., to get all S-bases, one needs to choose an S-base Π and form all S-bases obtained from Π by even reflections as well as odd reflections based on nonsingular roots of Π and then form all obtained S-bases from each of these new S-bases and continue this process.
In this work, we give a complete characterization of bases of a twisted affine root supersystem R. We precisely describe and classify them. As a by-product, we show that for twisted affine root supersystems, there is no difference between bases and S-bases.
To have a better view of what we have in this paper, let us state our main theorem: Suppose that R is a twisted affine root supersystem (see Table 1 ) and keep the same notation as above. We define
for 1 ≤ i, j ≤ m and 1 ≤ p, q ≤ n. For α ∈ R with (α, α) * = 0, the quasi-reflection r α (based on α) is defined to be the linear automorphism of V mapping a ∈ V to a − 2 (a,α) * (α,α) * α. The subgroup W of the group of automorphisms of V generated by {r α | α ∈ R; (α, α) * = 0} is called the quasi-Weyl group of R.
and for S ⊆ V, we set supp(S) := α∈S supp(α).
and assume Π is as in the following table: Table 2 .
Then Π is a base of R and each base of R is of the form ±Π. In particular, each base of R is an S-base. Moreover, for each type, bases in different rows are not conjugate under quasi-Weyl group W of R and bases of the same form of each row are conjugate under W.
Bases of twisted affine root supersystems
Suppose G is a twisted affine Lie superalgebra with Cartan subalgebra H and root system R; keep the same notation as in Introduction, recall the form (·, ·), ǫ i 's, δ p 's, Table 1 and that V = span R R. Definition 2.1.
(i) A linearly independent subset of R is called a base of R if each element of R can be written as a linear combination of elements of Π with integeral coefficients such that all coefficients are nonnegative or all coefficients are nonpositive. The set of nonzero roots of R ∩ span Z ≥0 Π (resp. R ∩ span Z ≤0 Π) is denoted by R + (Π) (resp. R − (Π)) and their elements are called positive (resp. negative) roots. (ii) A linearly independent subset Π of R is called an S-base if for each α ∈ Π, there are nonzero root vectors x α and y α corresponding to α and −α respectively such that {x α , y α | α ∈ Π} ∪ H generates the affine Lie superalgebra G and [x α , y β ] = 0 for α = β.
Proof. If α, 2α ∈ R and 2α ∈ Π, then α ∈ 1 2 Π which is a contradiction. Also if kδ ∈ Π for some k ∈ Z, then for α ∈ Π \ Zδ, α − 4kδ ∈ R has been written as a Z-linear combination of the elements of Π with the opposite signs which is a contradiction.
also an S-base of R. (iii) Suppose that Π is an S-base of R and σ is an odd reflection based on a nonsingular root of Π. Then σ(Π) is also an S-base of R.
is a finite set, then B is an S-base.
Proof. (i) follows from the definition.
(ii) Suppose that α is a nonzero real root. Replacing α with 2α if it is necessary, we assume α is an even real root. Fix e α ∈ G α and f α ∈ G −α such that (e α , [e α , f α ], f α ) is an sl 2 -triple. Define θ α := exp(ad eα )exp(−ad fα )exp(ad eα ).
Then θ α ia an automorphism of G and we have
. Assume Π is an S-base. Using part (i) and Lemma 2.
(iii) See Lemma 3.1 of [6] .
(iv) Using Lemma 4.4 of [6] together with parts (ii) and (iii) and the same argument as in [6, Lem. 4.5] , we get that B or −B is obtained from Π by even and odd reflections. Therefore parts (ii) and (iii) imply that B is an S-base.
We mention that the twisted affine root supersystem R is not necessarily preserved by the quasi-Weyl group of R; e.g., in each of the types listed in Table 1 , r ǫi−δp (2δ p ) = 2ǫ i ∈ R, for 1 ≤ i ≤ m and 1 ≤ p ≤ n. But one can easily verify the following lemma.
is also a base of R.
S ζ,η,p,q :=r ζ−η+pδ r ζ−η+qδ , and T ζ,η,p,q := r ζ+η+pδ r ζ−η+qδ .
Proof. It easily follows using a direct verification together with Lemma 2.4.
2.1.
Type A(2m, 2n) (4) . Seṫ
(span R S, (·, ·) * , S) is the root system of D
m+n+1 . Using Lemma 2.2, each base of R is a base of S and conversely each base of S is a base of R. So for θ i (1 ≤ i ≤ ℓ) as in Theorem 1.1 (see Table 2 for further assumptions), we have
1} is a base of S (and so a base of R). Moreover, the quasi-Weyl group of R is the Weyl group of S and so from affine Lie theory, up to ±1-multiple, all bases of R are conjugate under quasi-Weyl group; in particular, all bases of R are of the form Π or −Π. Next suppose ∆ is the standard base of R (which is also a base of S), then again using affine Lie theory, for each base ∆ ′ of S (or equivalently of
is finite. Therefore, we get using Lemma 2.3 that ∆ is an S-base. This in particular completes the proof of Theorem 1.1 for R = A(2m, 2n) (4) .
2.2.
Type D(m + 1, n) (2) . One can prove Theorem 1.1 using the same argument as in the previous case.
Type
). We recall that ℓ = m + n and setṠ
Then (V, (·, ·) * , S) is the root system of B (1) m+n and (V, (·, ·) * , T ) is the root system of A
In what follows, we call elements of (
, extra-long roots of R and denote by W the quasi-Weyl group of R. Proposition 2.6. If Π ⊆ R is a base of T, then Π is a base of R and conversely, each base of R containing an extra long root is a base of T.
Conversely, suppose that Π is a base of R containing an extra long root α, then by Lemma 2.2, α = 2rǫ i + 2kδ + δ for some r ∈ {±1}, 1 ≤ i ≤ m and k ∈ Z. Seṫ
Since Π is a basis of V, by Lemma 2.2, there is an element of Π of the form tδ p0 +ρ for some t ∈ {±1} and ρ ∈ Zδ∪
and r i 's (resp. s i 's) are all non-negative or all non-positive. We have
If tδ p0 − ρ + tδ is a positive root that is for all i, s i ≥ 0, then 2tδ p0 + tδ ∈ span Z ≥0 Π contradicting (2.4). So tδ p0 − ρ + tδ is a negative root; in other words s i ≤ 0 for all i. Using (2.4), we get that 0 < 1 + s 2 ≤ 1. This implies that s 2 = 0. Therefore,
Lemma 2.7. Assume θ i 's and Π are as in Theorem 1.1. Then Π is a base of R and
Proof. We have two cases:
In this case, the result follows easily from Proposition 2.6 and affine Lie theory as Π is a base of
which is the root system of A
2ℓ .
Therefore, for t ∈ {±1}, k ∈ Z ≥0 and 2 ≤ i ≤ m + n, we have
We are done using this together with the fact that supp(
The following theorem completes the proof of Theorem 1.1 for the case under consideration: Table  2 . In particular, if
are bases of R and up to conjugacy under quasi-Weyl group, ±Π 1 and ±Π 2 are the only bases of R.
Proof. (i) Suppose that B is a base of R. Two cases can happen: Either B contains an extra long root or it is contained in S. Case 1. B contains an extra long root: We first mention that Π 1 is a base of T and that under the Weyl group action of T, each base of T is conjugate with Π 1 or −Π 1 . If W 1 is the Weyl group of T, then W 1 equals with the group generated by the reflections based on the elements of Π
B is a base of R contained in S: In this case, B is a base of S; in particular, B is either conjugate with Π 2 or −Π 2 under the Weyl group action of S. But Weyl group of S is a subgroup of W, so there is w ∈ W with w(Π 2 ) = ±B. Set
This completes the proof.
(ii) Suppose that ∆ is the standard base of R, then by part (i) and Lemma 2.7,
we get the result using Lemma 2.3. (2) . Suppose that m, n are two positive integers with (m, n) = (1, 1) and assume R is the root system of A(2m − 1, 2n − 1) (2) ; in other words,
where i = j run over {1, . . . , m} and p = q run over {1, . . . , n}. Set
and recall (·, ·) * from ( †) in Introduction and that ℓ = m + n. Proposition 2.9. Recall θ i 's and Π from Theorem 1.1.
we get that (span R S, (·, ·) * , S) is the root system of D (1) ℓ and Π is a base of S. One knows that the set S + of positive roots of S with respect to Π is
To complete the proof, it is enough to show that for all 1 ≤ i ≤ ℓ,
We first assume supp(θ i ) ⊆ {ǫ j | 1 ≤ j ≤ m}. Then i = 1 and so for k ≥ 0, using (2.9), we have
we have i = ℓ and so by (2.9), we have
Π and so we are done.
(ii)-(iv) Suppose Π is as in the statements. To simplify our argument, we also denote the Π introduced in (ii), (iii) and (iv) respectively by B 2 , B 3 and B 4 . Let k ∈ Z >0 and 1 ≤ i = j ≤ ℓ, then we have the following table:
We shall show that the bases introduced in Proposition 2.9 are the only bases of R. Let us start with stating two facts which are easily verified and we use them frequently in the sequel: 
Proof. Suppose to the contrary that α := 2sδ i + 2kδ and β := 2s ′ δ j + 2k ′ δ, for some 1 ≤ i, j ≤ n, s, s ′ ∈ {±1} and k, k ′ ∈ Z, are two distinct elements of Π. We have
which is a contradiction. Also if α := 2sǫ i + 2kδ + sδ and β := 2s ′ ǫ j + 2k ′ δ + s ′ δ, for some 1 ≤ i, j ≤ m, s, s ′ ∈ {±1} and k, k ′ ∈ Z, are two distinct elements of Π, then as above
which is a contradiction. This completes the proof.
Lemma 2.11. Suppose that α, β 1 , β 2 , β 3 ∈ R such that for 1 ≤ i ≤ 3, (α, β i ) * = 0 and with respect to (·, ·) * , β 1 , β 2 and β 3 are mutually orthogonal. Then there are 1 ≤ i, j ≤ 3 with i = j such that supp(β i ) = supp(β j ) and |supp(β i )| = |supp(β j )| = 2.
Proof. Since for each 1 ≤ i ≤ 3, (α, β i ) * = 0, we have supp(α) ∩ supp(β i ) = ∅. But |supp(α)| ≤ 2, so there are i, j with i = j such that supp(α)∩supp(β i )∩supp(β j ) = ∅. This together with Fact 1 completes the proof.
Corollary 2.12. There is no subset S of R such that (span R S, (·, ·) * , S) is an irreducible finite root system of type E 6,7,8 .
Proof. To the contrary, assume there is a subset S of R such that (span R S, (·, ·) * , S) is a finite root system of type E 6,7,8 . The Dynkin diagram of S has a sub-diagram as
By Lemma 2.11, there are 1 ≤ i = j ≤ 3 with supp(β i ) = supp(β j ) and |supp(β i )| = |supp(β j )| = 2. Without loss of generality, we assume i = 2 and assume supp(β 2 ) = {ǫ, η}. Since (β 2 , γ 2 ) * = 0, supp(γ 2 ) ∩ supp(β 2 ) = ∅. If supp(γ 2 ) = supp(β 2 ), then (β 2 , γ 2 ) * = 0 implies that there is r ∈ {±1} such that sgn(ǫ; β 2 ) = r sgn(ǫ; γ 2 ) and sgn(η; β 2 ) = r sgn(η; γ 2 ).
This implies that β 2 − rγ 2 ∈ Zδ. But (·, ·) * is nondegenerate on span R S, so β 2 = rγ 2 which is a contradiction. Therefore, |supp(γ 2 ) ∩ supp(β 2 )| = 1 which together with the fact that supp(β 2 ) = supp(β j ) implies that (γ 2 , β j ) * = 0, a contradiction. ∩ (B − B) which is a contradiction and in the latter case, we have s 1 ǫ + sη + (−p + q + k)δ = −α + β + γ which is an element of R written as a linear combination of the elements of a base of R with coefficients of opposite sign, a contradiction. Finally, if r = r 1 , then r = s 1 and the same argument as above with changing the role of α and β gives a contradiction. This completes the proof.
(b)(ii) Assume γ 1 and γ 2 are two distinct elements of B \ {α, β} with η ∈ supp(γ 1 ) ∩ supp(γ 2 ). Since β − γ 1 , β − γ 2 ∈ R, using part (b)(i) together with Fact 2, we have (2.10) sgn(η; γ 1 ) = −sgn(η; β) and sgn(η; γ 2 ) = −sgn(η; β).
If supp(γ 1 ) = supp(γ 2 ), then (2.10) implies that γ 1 −γ 2 ∈ R which is a contradiction. So supp(γ 1 ) = supp(γ 2 ). Suppose supp(γ 1 ) = supp(γ 2 ) = {η, ξ}. If sgn(ξ; γ 1 ) = sgn(ξ; γ 2 ), (2.10) implies that γ 1 − γ 2 ∈ Zδ ⊆ R ∩ (B − B) which is a contradiction. Therefore, sgn(ξ; γ 1 ) = −sgn(ξ; γ 2 ), so we have
This is a contradiction as (·, ·) * is nondegenerate on span R B. This completes the proof.
(b)(iii) To the contrary, assume η ∈ supp(γ) for some γ ∈ B \ {α, β, θ}. We first mention that using Lemma 2.10, supp(θ) = supp(γ). Since γ − θ, θ − β, α − γ ∈ R and ǫ ∈ supp(γ) ∪ supp(θ) (see part (b)(i)), we have sgn(η; γ) In what follows we shall show that up to ±1-multiple, the bases introduced in Proposition 2.9 are the only bases of R of type A(2m − 1, 2n − 1) (2) , (m, n) = (1, 1). From now on, we denote the bases introduced in the last four rows of Table 2 Then r ℓ · · · r 1 (R) ⊆ R; in particular, Π ′ := r 1 · · · r ℓ (Π) is a base of R; see Lemma 2.4 and Corollary 2.5. Moreover, Π ′ is of the form B i . Setting θ ′ i := r 1 · · · r ℓ (θ i ), we have supp(θ ′ i ) = {υ i } with sgn(υ i ; θ ′ i ) = 1. This completes the proof. Definition 2.16. Recall θ i 's and k i 's from Theorem 1.1 and assume Π is fine of the form B j for some 1 ≤ j ≤ 4. Suppose for each 1 ≤ i ≤ ℓ, supp(θ i ) = {υ i }. In this case, we denote Π by (j; υ 1 , . . . , υ ℓ ; k 1 , . . . , k ℓ ).
(i) We say an element w of the quasi-Weyl group W of R preserves the nature of Π if w(Π) is a base of R of the from B j with supp(θ i ) = supp(w(θ i )) for all i. (ii) We say Π is t-admissible (1 ≤ t ≤ ℓ) if k 1 = · · · = k t = 0; in this case, we denote Π by (j; υ 1 , . . . , υ ℓ ; k t+1 , . . . , k ℓ ). Proof. (i) Set w := r υt+1−υt+2 r υt+1−υt+2+kt+1δ , then by Corollary 2.5, w(B) is a base of R. Moreover,
(ii) It follows from (i) together with an induction process that there is w ∈ W such that w preserves the nature of B and B ′ := w(B) is an (ℓ − 1)-admissible base. So B ′ = (j; υ 1 , . . . , υ ℓ ; k ′ ℓ ). We continue the proof in the following cases: • j = 2. In this case, we have υ ℓ ∈ {δ p | 1 ≤ p ≤ n} and
If k ′ ℓ is odd, set w 0 := r 2υ ℓ +(k ′ ℓ +1)δ , then using Lemma 2.4 and Corollary 2.5, w 0 (B ′ ) is a base of R,
− υ ℓ and we are done in this case. Also if k ′ ℓ is even, we set w 0 := r 2υ ℓ r 2υ ℓ +k ′ ℓ δ . We have again that w 0 (B ′ ) is a base of R and moreover, we have
This completes the proof for j = 2.. • j = 3. In this case, we have υ ℓ ∈ {ǫ i | 1 ≤ i ≤ m} and
ℓ is even, then as above w 0 (B ′ ) is an ℓ-admissible base.
• j = 4. In this case, we have
Setting
and that w 0 (B ′ ) is an ℓ-admissible base; see Lemma 2.4 and Corollary 2.5. Proof. Using Lemma 2.17(ii), without loss of generality, we assume B and B ′ are ℓ-admissible. So there are distinct elements υ 1 , . . . , υ ℓ as well as distinct elements
We next assume w 2 , . . . , w t (1 ≤ t ≤ ℓ − 2) have been defined and set
We claim that
We use an induction process to do this; by definition, we have
Since υ 1 , . . . , υ ℓ are distinct, we have υ j = υ t+1 . Also υ j = α t+1 as otherwise by the induction hypothesis, we have w t · · · w 2 (υ ′ t+1 ) = α t+1 = υ j = w t · · · w 2 (υ ′ j ) which in turn implies that υ ′ t+1 = υ ′ j , a contradiction. Therefore, w t+1 (υ j ) = υ j and so we have using induction hypothesis that
This completes the proof of (2.11). Now set w := w ℓ · · · w 2 , we have w(B ′ ) = B as we desired. Case 2. General Case: We recall Lemma 2.4 and Corollary 2.5 and set
Then for υ ′′
Then for υ ′′′ (2.7) . Assume W B is the subgroup of quasi-Weyl group W of R generated by the quasi-reflections based on the elements of B. Set S := W B B and assume (span R S, (·, ·) * , S) is an irreducible finite root system with base B, then it is of one of types A r (r ≥ 1), D r (r ≥ 4) or C r (r ≥ 2).
Proof. If B ∩ R lg = ∅, then S ⊆ R. So using Corollary 2.12, S is not of type E 6, 7, 8 . Since bases of finite root systems of types F 4 and B r (r ≥ 3) contain at least two long roots and B contains at most one long root, we get that S is not neither of type B r (r ≥ 3) nor of type F 4 . Also as the ratio of the lengths of the roots in S is 1, 1/2 or 2, S is not also of type G 2 .
Lemma 2.20. Suppose that Π is a base of R and α ∈ Π is a long root. Suppose B ⊆ Π \ {α} is such that for S := W B B, (span R S, (·, ·) * , S) is an irreducible finite root system of rank r and B is a base of S.
• supp(αr−1) = supp(αr) and (αr−1, αr) * = 0, (a) There are α 1 , α 2 , α 3 ∈ R and distinct elementsζ 1 ,
• supp(α2) = supp(α3) and (α2, α3) * = 0, • for 1 ≤ i ≤ 2, sgn(ζi+1; αi) = −sgn(ζi+1; αi+1), • sgn(ζ2; α2) = sgn(ζ2; α3),
Proof. (i) By our assumption, B is a base of a finite root system of type D r . Suppose B = {α 1 , . . . , α r } with the corresponding Dynkin diagram Convention. If r = 4, changing the indices if necessary and using Lemma 2.11, we assume supp(α r ) = supp(α r−1 ).
Step 1. We have supp(α r ) = supp(α r−1 ) : It follows from the above convention, Lemmas 2.11 and 2.13(b)(i) together with the fact that if r > 4, we have (α r−4 , α r ) * , (α r−4 , α r−1 ) * = 0 while (α r−4 , α r−3 ) * = 0.
Step 2. For 1 ≤ i < j ≤ r − 2, we have supp(α i ) ∩ supp(α j+1 ) = ∅ : Suppose to the contrary that 1 ≤ i < j ≤ r − 2 and supp(α i ) ∩ supp(α j+1 ) = ∅. Since (α i , α j+1 ) * = 0, we have supp(α i ) = supp(α j+1 ) and using Lemma 2.13(b)(i), for γ ∈ B \ {α i , α j+1 }, (γ, α i ) * = 0 if and only if (γ, α j+1 ) * = 0. But if j = r − 2, (α i , α j+2 ) * = 0 while (α j+1 , α j+2 ) * = 0, a contradiction. Also if j = r − 2, using
Step 1, we have supp(α i ) = supp(α j+1 ) = supp(α j+2 ) which contradicts Lemma 2.13(b)(i).
Step 3.
) and sgn(η; α i ) = r sgn(η; α i+1 ). But this implies that α i − rα i+1 ∈ Zδ. Since (·, ·) * is nondegenerate on span R B, we have α i − rα i+1 = 0 which is a contradiction.
Step 4. Use Steps 1-3 to pick distinct elementsζ i ∈ {ǫ t , δ p | 1 ≤ t ≤ m, 1 ≤ j ≤ n} (1 ≤ i ≤ r) withζ i ∈ supp(α i ) and for 1 ≤ i ≤ r−2, supp(α i )∩supp(α i+1 ) = {ζ i+1 }. For 1 ≤ i ≤ r−2, sgn(ζ i+1 ; α i ) = −sgn(ζ i+1 ; α i+1 ) as otherwise, α i −α i+1 ∈ R which is a contradiction (see Fact 2) . Similarly, sgn(ζ r−1 ; α r−2 ) = −sgn(ζ r−1 ; α r ). This implies that sgn(ζ r−1 ; α r−1 ) = sgn(ζ r−1 ; α r ) and so sgn(ζ r ; α r−1 ) = −sgn(ζ r ; α r ) (see Fact 1).
(ii) is similarly proved. (iii),(iv) Suppose B = {α 1 , . . . , α r } such that the corresponding Dynkin diagram of S is as follows:
As in Step 3 of the proof of part (i), for
} and as in the proof of Step 4 of part (i), sgn(ζ i+1 ; α i ) = −sgn(ζ i+1 ; α i+1 ) for 1 ≤ i ≤ r − 1. This completes the proof ifζ i 's are distinct. Now assumeζ i 's are not distinct. Then there are 1 ≤ i < i + 1 < j ≤ r with supp(α i ) ∩ supp(α j ) = ∅. Since (α i , α j ) * = 0, we have supp(α i ) = supp(α j ). Assume supp(α i ) = supp(α j ) = {ζ, η}. Using Lemma 2.13(a),(b)(i), we assume sgn(ζ; α i ) = −sgn(ζ; α j ), sgn(η; α i ) = sgn(η; α j ) and
We know (α i , α i+1 ) * = 0 and (α j−1 , α j ) * = 0, so
This together with Lemma 2.13(b)(ii) implies that
Now if i = 1, since (α i−1 , α i ) * = 0, (2.12) implies that η ∈ supp(α i−1 ) which is a contradiction due to Lemma 2.13(b)(ii) and similarly, if j = r, we have (α j+1 , α j ) * = 0 which is a contradiction as above. So i = 1 and j = r; i.e., r = 3 and we are done. (iv) If S is of type A 3 , then one of the following happens: (a) There are r ∈ {0, 1}, k * ∈ Z and ζ 1 ,
Proof. (i) By Lemma 2.20(i), there are distinct elementsζ 1 , . . . ,ζ r ∈ {ǫ i , δ p | 1 ≤ i ≤ m, 1 ≤ p ≤ n}, k 1 , . . . , k r ∈ Z and α 1 , . . . , α r ∈ R such that supp(α i ) = {ζ i ,ζ i+1 } (1 ≤ i ≤ r − 1) and supp(α r ) = {ζ r−1 ,ζ r }. Also for
Since (α, B) * = {0}, supp(α) = {ζ j } for some 1 ≤ j ≤ r. Suppose j = 1, then since α − α j−1 , α − α j ∈ R, using Fact 2, we have sgn(ζ j ; α) = −sgn(ζ j ; α j ) and sgn(ζ j ; α) = −sgn(ζ j ; α j−1 ) which is a contradiction. So supp(α) = {ζ 1 } and as α − α 1 ∈ R, sgn(ζ 1 ; α) = −sgn(ζ 1 ; α 1 ). So α = −2η 1 + 2k 0 δ + rδ, for some k 0 ∈ Z and r ∈ {0, 1}. Set
Then we have
(ii)-(iv) are similarly proved. Proof. We carry out the proof through the following steps:
Step 1. Zδ ∩ span R S = Zδ ∩ span R B = {0} : To the contrary, assume Zδ ∩ span R B contains a nonzero element. Then there is a nonzero integer k such that kδ ∈ span R B. But
Since kδ ∈ span R B, 2kδ is a nonzero element of R belonging to span Z ≥0 B ∪ span Z ≤0 B. Therefore, we have one of the following: 
In this case, there are p, q ∈ Z, elements ζ 1 , ζ 2 of {ǫ i , δ p | 1 ≤ i ≤ m, 1 ≤ p ≤ n} and r 1 , r 2 ∈ {±1} such that α = 2r 1 ζ 1 + pδ and β = 2r 2 ζ 2 + qδ. Since α ∈ S, (α − β, α) * = 0. This in turn implies that ζ 1 = ζ 2 and r 1 − r 2 = 0, i.e., (p − q)δ = α − β ∈ span R S = span R B. Using Step 1, we get that p = q. It means that α = β.
and r 1 , r 2 , r 3 ∈ {±1} such that α = r 1 ζ 1 + r 2 ζ 2 + pδ and β = 2r 3 ζ 3 + qδ. If ζ 3 ∈ {ζ 1 , ζ 2 }, then 0 = (α − β, β) * = −4 which is a contradiction. So ζ 3 ∈ {ζ 1 , ζ 2 }, say e.g., ζ 3 = ζ 1 . So 0 = (α − β, β) * = ((r 1 − 2r 3 )ζ 3 + r 2 ζ 2 + (p − q)δ, 2r 3 ζ 3 + qδ) * = 2r 3 (r 1 − 2r 3 ) = 0, a contradiction. Case 3. α, β ∈ {±ǫ i ± ǫ j , ±δ p ± δ q , ±ǫ i ± δ p | 1 ≤ i = j ≤ m, 1 ≤ p = q ≤ n} + Zδ : Suppose that α = r 1 ζ 1 + r 2 ζ 2 + pδ and β = −r 3 ζ 3 − r 4 ζ 4 + qδ, for some p, q ∈ Z, elements ζ 1 , . . . , ζ 4 of {ǫ i , δ j | 1 ≤ i ≤ m, 1 ≤ p ≤ n} with ζ 1 = ζ 2 and ζ 3 = ζ 4 and r 1 , . . . , r 4 ∈ {±1}. We first assume {ζ 1 , ζ 2 } ∩ {ζ 3 , ζ 4 } = ∅. Since ζ 1 ∈ supp(α) and α ∈ S = W B B, we pick γ ∈ B with ζ 1 ∈ supp(γ). Since (α − β, γ) * = 0, there are r, s ∈ {±1}, k ∈ Z and 2 ≤ i ≤ 4 with rs = −r 1 r i and γ = rζ 1 + sζ i + kδ. Since
If r 1 + r 3 = 0, then r 1 = r 3 . So α − β = 2r 1 ζ 1 + r 2 ζ 2 + r 4 ζ 4 + (p − q)δ. As above, we find γ ∈ B with ζ 1 ∈ supp(γ), so we have (γ, α − β) = 0 which contradicts (B, α − β) * = {0}. So r 1 + r 3 = 0. Therefore, we have
Since ζ 2 ∈ supp(α) and α ∈ S = W B B, we pick γ ∈ B with ζ 2 ∈ supp(γ). But ζ 2 belongs to the support of an element θ ∈ B. Since (α − β, θ) * = 0, we get that r 2 + r 4 = 0. So using Step 1, we get that p − q = 0 and so α = β.
Step 3. S is a finite root system: Suppose B = {β 1 , . . . , β ℓ } and define
We get using Step 2 that the map ϕ is one to one. Moreover, for 1 ≤ i ≤ ℓ, 2(β,βi) * (βi,βi) * ∈ {0, ±1, ±2}. Therefore, S is finite; in particular, (span R S, (·, ·) * , S) is a finite root system.
Since S is a finite root system, it is a direct sum of irreducible finite root systems; say S = S1 ⊕ · · · ⊕ S k . Setting implies that 1 = 2r − s − t and s = t which is a contradiction.
Using
Step 4, without loss of generality, we assume (α, B 1 ) * = {0}.
Step 5. B 1 is a base of S 1 : We must prove that Since
where t i 's (resp. r i 's) are all non-positive or all non-negative with
r i α i and we have
using the same argument as in the proof of Proposition 2.6, we get r 3 = 0 and so 1 = 2t 3 , a contradiction.
Step 6. k = 1 : Suppose k ≥ 2. Recall that S 1 is an irreducible finite root system with base B 1 and that {0} = (α 1 , B 1 ) * ⊆ (α 1 , S 1 ) * . Using Lemma 2.19, we have the following cases: Case 1. S 1 is of type D r (r ≥ 4) : By Corollary 2.21(i) and
Step 5, there are
Now we have
(r + k * )δ = γ + 2α 1 + · · · + 2γ r−2 + α r−1 + α r .
Since {α, γ 1 , . . . , γ r } is linearly independent, k * + r = 0, so δ ∈ span Z B 1 ∪ {α}.
Case 2. S 1 is of type C r (r ≥ 2). We get a contradiction using the same argument as in Case 1.
Case 3. S 1 is of type A r (r = 3). By Corollary 2.21(iii) and
If 2 ≤ j ≤ r + 1 andζ j ∈ supp(B i ) for some i = 1, then there is β ∈ B i witḣ ζ j ∈ supp(β). Since (B 1 , B i ) * = {0}, we have (α j−1 , β) * = (α j , β) * = 0 and so by Fact 1, we have supp(α j−1 ) = supp(β) = supp(α j ) which is a contradiction. Therefore, contemplating Step 4. we have
But there are r 1 , . . . , r r+1 ∈ Z with
So using (2.15), 2r 1 = r 2 = · · · = r r+1 = 0, in other words, δ ∈ span Z ∪ k i=2 B i which is a contradiction as the form (·, ·) * is nondegenerate on span R S. Case 4. S 1 is of type A 3 : Using Corollary 2.21(iv) together with the same argument as in Cases 1 and 3, we get a contradiction. This completes the proof.
Step 7. If ℓ = 3, then S is not of type A : Since S = S 1 is of rank ℓ = m + n, if it is of type A, by Corollary 2.21(iii) and
Step 5, there are ℓ + 1 elements ζ 1 , . . . , ζ ℓ+1 of {±ǫ i , ±δ p | 1 ≤ i ≤ m, 1 ≤ p ≤ n} with ζ i = ±ζ j if i = j which is a contradiction.
Steps 3,5,6 and 7 together with Lemma 2.19 complete the proof. Lemma 2.23. Suppose that B is a base of R without long roots, then B is of the form ±B 1 . Set
Then Π is a base of R and each base of R which does not contain long roots is conjugate with ±Π under quasi-Weyl group.
Proof. That Π is a base of R follows from Proposition 2.9. Suppose that B is a base of R which does not contain long roots. Set S := ± {0, ǫ i ± ǫ j , δ p ± δ q , ǫ i ± δ p | 1 ≤ i = j ≤ m, 1 ≤ p = q ≤ n} + Zδ ={0, ±ξ i ± ξ j | 1 ≤ i = j ≤ ℓ} + Zδ.
Then (span R S, (·, ·) * , S) is the root system of D (1) ℓ and Π is a base of R. Since B is a subset of S, it is a base of S. So there is an element ω of the Weyl group of S such that ω(Π) = rB for some r ∈ {±1}. Setting
we have 2θ 1 − rδ, 2θ ℓ ∈ R and so supp(θ 1 ) ⊆ {δ p | 1 ≤ p ≤ n} and supp(θ ℓ ) ⊆ {ǫ i | 1 ≤ i ≤ m}.
This completes the proof as the Weyl group of S is a subgroup of the quasi-Weyl group of R.
Proposition 2.24.
(i) If Π is a base of R without long roots, then Π is of the form ±B 1 .
(ii) If Π is a base of R having a unique long root which belongs to {±2δ p | 1 ≤ p ≤ n} + 2Zδ, then Π is of the form ±B 2 . (iii) If Π is a base of R having a unique long root which belongs to {±2ǫ i | 1 ≤ i ≤ m} + 2Zδ + δ, then it is of the form ±B 3 . (iv) If Π is a base of R having two long roots, then it is of the form ±B 4 .
Proof. (i) See Lemma 2.23.
(ii) Using Theorem 2.22 and Corollary 2.21(i),(iv), we find k * ∈ Z and θ 1 , . . . , θ ℓ ∈ {±ǫ t , ±δ p | 1 ≤ t ≤ m, 1 ≤ p ≤ n} + Zδ with supp(θ i ) = {υ i } such that υ i 's are distinct and
Since δ ∈ span Z Π, it follows that k * = ±1. Also as
we get that 2θ ℓ + k * δ ∈ R and so υ ℓ ∈ {δ p | 1 ≤ p ≤ n}.
(iii) Using Theorem 2.22 and Corollary 2.21(i),(iv), we find k * ∈ Z and θ 1 , . . . , θ r ∈ {±ǫ t , ±δ p | 1 ≤ t ≤ n, 1 ≤ p ≤ m} + Zδ with supp(θ i ) = {υ i } such that υ i 's are distinct and
Since δ ∈ span Z Π, it follows that k * ∈ {0, −2}. Also as
we get that 2θ ℓ + k * δ ∈ R and so υ ℓ ∈ {ǫ i | 1 ≤ i ≤ m}. Therefore, if k * = 0, we are done. But if k * = −2, setting θ ′ i := θ i − δ (1 ≤ i ≤ ℓ), we have
(iv) Using Theorem 2.22 and Corollary 2.21(ii), we find k * ∈ Z and θ 1 , . . . , θ r ∈ {±ǫ t , ±δ p | 1 ≤ t ≤ n, 1 ≤ p ≤ m} + Zδ with supp(θ i ) = {υ i } such that υ i 's are distinct and Π = {−2θ 1 , θ i − θ i+1 , 2θ ℓ + k * δ | 1 ≤ i ≤ ℓ − 1}. Since δ ∈ span Z Π, it follows that k * ∈ {±1}. This completes the proof. Theorem 2.25. Suppose R = A(2m − 1, 2n − 1) (2) for some positive integers m, n with (m, n) = (1, 1). Then we have the following:
(i) Each base of R is of the form ±B j for some 1 ≤ j ≤ 4.
(ii) Set ξ i := δ i 1 ≤ i ≤ n, ǫ i−n n + 1 ≤ i ≤ ℓ and
Then Π 1 , . . . , Π 4 are bases of R and if Π is a base of R, then there is w ∈ W and 1 ≤ i ≤ 4 such that Π = ±w(Π i ).
(iii) Each base of R is an S-base.
Proof. (i) See Proposition 2.24.
(ii) follows from part (i), Lemma 2.23 and Proposition 2.9 together with Corollary 2.18.
(iii) Seṫ R := {0, ±2ǫ i , ±2δ p , ±ǫ i ± ǫ j , ±δ p ± δ q , ±ǫ i ± δ p | 1 ≤ i = j ≤ m, 1 ≤ p = q ≤ n} and assume Π is a base of R. Using part (i) together with Lemma 2.23 and Proposition 2.9, for each α ∈Ṙ, there is a positive integer N such that either 
