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Abstract
This article presents a number of technical tools and results that may be instrumental to discern the
nature of the Higgs particle. In scenarios where an additional strongly interacting sector is present in
the electroweak theory resulting in a composite Higgs and longitudinal components of the massive gauge
bosons, unitarity, analyticity and related techniques will be crucial to understand the properties of such a
sector. The situation today may be reminiscent of the pre-QCD days: a strongly interacting theory governs
the short-distances, but we have only access to long-distance experiment involving Nambu-Goldstone or
pseudo Nambu-Goldstone bosons. Like in those days we can only rely on symmetry and general properties
of field theory. Luckily, unlike in the pre-QCD days, we have now a much clearer idea of what we may be
after.
After presenting a classification of the various types of effective theories, we establish the criteria as to
under which conditions different representations are possible and their equivalence. We discuss in detail
the implications of analyticity, causality and unitarity; describe various unitarization methods and establish
the properties of dynamically generated resonances and form factors. The relation to effective Lagrangians
with explicit resonances is explained in the context of beyond the Standard Model (BSM) physics and the
Higgs effective field theory (HEFT). We discuss how various BSM models may be reduced to the HEFT
as well as implications from holography and lattice studies in establishing BSM phenomenology. The
methods presented are then applied to various processes relevant to disentangle the existence and nature
of an extended electroweak symmetry breaking sector visible in V V fusion: two-Higgs production, vector
resonances, γγ physics and top-antitop production.
1 Introduction
Assessing the nature of the Higgs-like boson discovered at the LHC [1, 2] in 2012 is probably the most urgent
task that particle theorists face in our time. Is the Higgs particle truly elementary? Or maybe, is there a
new scale of compositeness associated to it? Is the symmetry breaking sector (SBS) of the Standard Model
the ultimate origin of the masses of the elementary particles we know today or, on the contrary, there is
yet another layer of structure. If the latter possibility is realized in nature, then there should exist a new
strongly interacting sector, an extension of the Minimal Standard Model (MSM). Conventionally the term
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extended electroweak symmetry breaking sector (EWSBS) has been coined to describe this possibility. The
study of the EWSBS using some basic principles of Quantum Field Theory (QFT) and the analysis of potential
experimental consequences are the purpose of this work.
The lack of direct evidence for new states at the energies explored so far suggests that the scale associated
to the EWSBS may be substantially larger than the electroweak scale, the Fermi scale given by v = 246
GeV. But naturalness also suggests that the new EWSBS scale should not be too large. Otherwise the mass
of its lightest scalar resonance would become very difficult to sustain [3]. This makes studying the possible
experimental relevance of an EWSBS compelling at this time.
First of all let us review some reasons that make us believe that the existence of new physics beyond the
MSM in the form of an EWSBS is quite plausible.
Nothing would prevent the Higgs from being truly elementary and the MSM being realized in nature, but
then some fundamental questions of elementary particle physics would remain unanswered: there would be
no natural dark matter candidate —not even an axion, no hope of understanding the flavor puzzle and perhaps
even the vacuum of the theory could be unstable and jeopardize our whole picture of the universe (see [4] for
updated results). A frequently quoted argument is the hierarchy problem(see e.g. [5]), i.e. the fact that the
quadratically divergent Higgs mass is not protected by any symmetry and it would naturally be of the order of
the higher scale present in the theory when radiative corrections act via quantum loops are taken into account.
Actually the problem poses itself in its crudest version when the MSM is embedded in a larger theory where
higher mass states would be present. Compositeness has the capability of solving this puzzle in principle, and
this means new interactions and new strongly interacting degrees of freedom.
It is therefore reasonable to entertain the idea that a new EWSBS may exist in nature and that this sec-
tor could contain new strong interactions, presumably implemented by some non-abelian gauge group, not
necessarily QCD-like. As a result of these strong interactions some of the particles that we see today could
be composite. The Higgs, for instance, or the longitudinal components of the W and Z weak gauge bosons.
This possibility has some obvious aesthetical appeal as it would allow us to dispense with elementary spin
zero fields, for instance. The Higgs mechanism [6] would then be an effective description, not a fundamental
microscopic one, similarly to what we known to occur in superconductivity or superfluidity [7].
Strong interactions surely means the presence of a mass gap. Namely, there should be composite states
that are not continuously connected to the MSM degrees of freedom. This is certainly the case in QCD where
nucleons and mesons are substantially heavier than their constituents. The exception are of course Nambu-
Goldstone bosons (NGB). In the presence of global symmetries that are spontaneously broken, scalar massless
states appear. In the MSM the longitudinal components of the W and Z bosons are (in a sense that we will
qualify later) just that, NGBs of a SU(2)L × SU(2)R global symmetry, spontaneously broken to its diagonal
SU(2)L+R subgroup. The Higgs could be another NGB as well; then its low mass, when compared to the
compositeness scale, could be understood.
However, the Higgs particle is not massless. It can not be an exact NGB then. In exactly the same way as
pions are pseudo Nambu-Goldstone bosons (pNGB) because quarks are not exactly massless and therefore the
global SU(2)L×SU(2)R symmetry is not an exact one, the underlying global symmetry group in the extended
EWSBS need not be an exact invariance of the theory; some soft breaking terms might occur and those would
eventually provide a mass for the Higgs. Once the possibility of soft symmetry breaking terms is admitted, it
is clear that the compositeness scale cannot be arbitrarily high. If this were the case, the mass of the pNGB
—the Higgs in this case— would be phenomenologically inviable.
It is clear that there are very many possibilities for the microscopic theory underlying an extended EWSBS.
For instance, the Higgs could indeed be elementary and compositeness affects only the longitudinal degrees
of the massive weak vector bosons, like in the old technicolor scenario [8, 9], where one could dispose of a
Higgs particle altogether. This possibility is actually ruled out by electroweak precision parameter (S, T, U, ...)
measurements [10]. On the other hand, there could be more than one Higgs doublet, even in composite
scenarios, thus leading to many possibilities and a rich phenomenology. The lightness of the Higgs could
perhaps be understood as being due to the breakdown of conformal symmetry too. In addition, the microscopic
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theories leading to these phenomena at the weak scale are multiple. It is very challenging to try to learn about a
possible EWSBS from the existing data. While certainly no smoking gun exists, and it may be quite some time
before it is possibly found, it is very important to be very careful about what the signals could be and whether
they might be already hidden in present data and become visible when a larger luminosity is accumulated.
In this review we shall try to introduce the reader to a variety of methods that may be useful to understand
to what extend an EWSBS may be viable when the present experimental bounds are taken into account. The
techniques introduced here are to a very large extent borrowed from the pre-QCD days and this is no surprise.
After all, we may be in a situation where all we would see from the EWSBS are the pNGB bosons (the
Higgs, the longitudinalW ’s), while the production of vector resonances or other heavier states would not yet
be manifest. These techniques based on the use of effective Lagrangians —the modern version of current
algebra— combined with the requirements of causality, analyticity and unitarity may pave the way to unveil
the fundamental microscopic degrees of freedom, to set limits on such theories, or at least, to find hints that
the Higgs particle might be composite.
2 Effective theories, gauge interactions and global symmetries
We have just seen that there are many possibilities for a microscopic theory underlying an extended EWSBS.
Therefore trying to make definite phenomenological predictions out of this myriad of possibilities would look
absolutely hopeless. Luckily, this is not the case. The convenient tool to try to test the predictions of possible
new physics (NP), without actually having to run through all possible models are effective theories.
Effective theories (see e.g. [11,12]) consist in proposing a Lagrangian density that contains all the degrees
of freedom that are present (i.e. that can be produced) at a given energy. This Lagrangian density is organized
as an expansion in powers of energy and momentum, normalized by some characteristic high scale. This scale
may represent the scale of new physics, or some other technically convenient scale. In any case, a perturbative
treatment of this Lagrangian requires that the energies involved are below this scale.
The information about themicroscopic degrees of freedom or in fact about any state above the characteristic
high energy scale is encoded in a number of low energy constants, i.e. coefficients of the local operators in
the effective Lagrangian. At a given energy, typically only a certain number of operators need to be included
and accordingly, only a hopefully manageable number of low-energy constants play a relevant role. All the
information experimentally accessible could then be predicted by this finite number of constants. Reciprocally,
all we can learn from experiments in a given energy range will translate into measurements for the set of
relevant low-energy constants.
It is then a task for the theorist to try to relate the measure values of those coefficient to various families
of underlying theories. For instance, microscopic models based on the exchange of scalars lead to a pattern of
low-energy constants in QCD that is very different [13] from those where interactions are dominated by the
exchange of vector mesons. The latter turns out to be the case in QCD.
Of course one would have never guessed QCD from the low energy interactions of pions. But the QCD
chiral Lagrangian historically played a pivotal role in systematizing in a simple Lagrangian a plethora of
results known as current algebra at the time and were extremely useful to establish the global symmetry group
of strong interactions, semi-phenomenological models such as vector-meson dominance (VMD) [14] or hidden
symmetry models [15] that represented decisive steps in unveiling the properties of strong interactions and also
good calculational tools at low energies, uncalculable in perturbation theory in QCD. Effective QCD models
have also allowed for very many determinations of basic QCD parameters such as the number of colors, current
quark masses, QCD condensates and so on. There is thus much to be learned from effective theories if one
knows where to look for the relevant information.
In fact, at a given order in the energy expansion not all predictions of effective theories depend on the low
energy constants that collect information from the ultraviolet. There are universal predictions that actually test
the group structure and symmetries of the theory. They are very robust, but on the other hand they provide no
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information on the microscopic realization on these symmetries. Examples can be found e.g. in [16].
Symmetries, both gauge and global and their realization, are fundamental to establish an appropriate effec-
tive theory together with obvious requirements such as locality, Lorentz invariance and discrete symmetries.
On the other hand, the concrete realization of the effective theory is not that important in principle. By defini-
tion, any local Lagrangian containing the relevant degrees of freedom and the correct symmetries is equivalent
to any other, being related by field redefinitions that leave S-matrix elements invariant [17]. In practice of
course some parametrizations are more useful than others. We will return to this point later.
We shall assume from now on that the only gauge symmetry that is manifest in the effective theory is the
Standard Model (SM) gauge group SU(3)c×SU(2)L×U(1)Y . An eventual confining gauge group responsible
for the strongly interacting EWSBS will not be explicitly considered as it is expected that only singlet bound
states, if any, appear at low energies, exactly as the chiral Lagrangian of QCD contains only the (color-singlet)
pions.
Next one has to discuss the global symmetry of the theory as well as its vacuum breaking pattern that, we
just have emphasized, plays a fundamental role in setting up its low energy effective theory. We shall denote
by G the global symmetry group and by H its unbroken subgroup. As befits a relativistic theory [18], the
number of NGB will be nNGB = dimG− dimH .
There are some obvious restrictions on the global group. First of all it is obvious that it should include the
MSM global group SU(2)L × SU(2)R. Secondly, we need at least three NGB to reproduce the MSM field
content. A further requirement that we will impose upon the effective Lagrangians describing an extended
EWSBS is the existence of an unbroken SU(2) subgroup. This is the ‘custodial symmetry’, for which there
is ample experimental evidence. Within the larger global symmetry SU(2)L × SU(2)R, custodial symmetry
is just HC = SU(2)L+R = SU(2)V . We of course know that custodial symmetry is not exact. It explicitly is
broken by the electromagnetic interactions, that involve just one generator of SU(2)V and also by the Yukawa
couplings asMb 6= Mt, etc. Still the fact that the T parameter is quite close to zero [19] allows us to make this
simplifying hypothesis that makes sense at the present level of precision.
A rather unnatural situation would be to have three NGB, providing the longitudinal polarization of the
weak gauge bosons, generated through some dynamical mechanism (technicolor like) and yet a light Higgs
as an elementary singlet. From this point of view, given that the Higgs is light, it is presumed to be a pNGB
itself, and thus four is the minimal number of broken generators required. The Higgs itself would not be a
fundamental degree of freedom and the family of models where this situation takes place are termed Composite
Higgs Models (CHM).
3 The structure of composite Higgs models
Composite model extensions of the SM consist in a dynamical system which induces the electroweak sponta-
neous symmetry breaking (SSB) on the rest of the SM fields (gauge bosons, quarks and leptons). This SSB is
assumed to have a group of global symmetries G which, by means of some unspecified mechanism, is spon-
taneously broken to some subgroup H ⊂ G. According to the Nambu-Goldstone (NG) theorem, the space of
degenerate vacua is isomorphic to the coset space M = G/H . The massless m = dimM NGB fields can
be understood as properly normalized coordinates on this coset, and they dominate the low-energy dynamics
of the SBS. In addition, the (local) reparametrization invariance of QFT guarantees that this low-energy dy-
namics can depend only on the geometrical properties of the coset (scalar) spaceM which, as we will see, are
completely determined by G and H .
On the other hand, in order to make contact with the SM, we need to gauge the electroweak group GEW =
SU(2)L × U(1)Y which is required to be a subgroup of G, i.e. GEW ⊂ G. Then it is possible to gauge GEW
in the standard way. However, by doing so, the global G symmetry is explicitly broken, since gauge currents
and not gauged currents play a different role in the SBS dynamics. If we define S as the maximal subgroup
of G whose generators commute with all the GEW generators it turns to be the case that in gauging GEW the
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global symmetry G is explicitly broken to GEW × S. Therefore the GEW gauged group G is spontaneously
broken to H and explicitly to GEW × S [20].
The most general situation is symbolically represented in Fig. 1. Initially we have the exact global group
(with algebra G) G which is spontaneously broken to the subgroup H (with subalgebra H), giving rise to the
corresponding NGB parametrizing the coset G/H of degenerated vacua. When the electroweak group GEW
is gauged, the group G is also explicitly broken to GEW × S. In the general case we may have a non empty
intersection between theH andGEW generators and also between theH and S generators, but, by construction,
not between those of S and GEW . The original m = nNGB NGB now fall in three categories denoted by I ,
II and III in the figure. The NGB in region I are eaten by the electroweak gauge bosons and become the
would-be NGB (WBNGB) of the Higgs mechanism. The generator inH ∩GEW is associated to the unbroken
gauge group, which in this case is just the electromagnetic U(1)EM . The NGB in region II are not effected
by the gauging and continue being genuine NGB. In composite models the Higgs field h belong to this region
(its mass is eventually generated by a Weinberg-Coleman potential induced by one-loop interactions with the
gauge and fermionic sector or by other mechanism). Finally the NGB of region III are affected by the explicit
symmetry breaking and acquire masses of the order of the gauge coupling times a characteristic scale. In
any case, the explicit symmetry breaking produced by gauging GEW breaks the degeneracy of the vacua and
singles out an unique vacuum. This vacuum correspond to the H and GEW orientation which minimize the
energy of the system (vacuum alignment).
When dealing with composite Higgs models (CHM) the minimal case corresponds to having only one
NGB in region II , namely the Higgs field, and then the total number of original NGB is just 4 (Fig. 2). In
Table 1 it is possible to find some examples of 3 (no-Higgs electroweak model) and 4-dimensional composite
Higgs coset spaces which could give rise to minimal composite Higgs models (MCHM). As discussed above,
one interesting property that the unbroken H may possess is having the custodial (isospin) symmetry group
HC = SU(2)L+R as a subgroup, i .e. HC ⊂ H . This guarantees T ≃ 0 as emphasized above.
4 The geometry and dynamics of composite Higgs models
Once the groups G andH are given, the low-energy dynamics of the NGB is almost completely determined in
terms of the M = G/H geometry [21]. Let H i be the H generators (i = 1, 2, ...h), Xa (a = 1, 2, ..., m) the
broken generators associated to the NGB and T = (H,X) the complete set of G generators denoted by TA
(A = 1, 2, ..g). AssumingG and H to be compact and simple groups the generator commutation relations can
be written as:
[H i, Hj] = iCijkH
k (1)
[H i, Xa] = iCiabX
b
[Xa, Xb] = iCabiH
i + iCabcX
c
In most of the physics applications theM space is symmetric. This means that there is a G automorphism
Σ which is involutive (Σ2 = 1) with H being Σ-invariant (maximal if G is compact). Then it is possible to
arrange things so that the Cabc structure constants vanish, i.e. the commutator of any two X generators is a
linear combination of H but not ofX generators. Obviously Σ has two eigenvalues (1 and −1) corresponding
to the H and X generators. In the case of chiral perturbation theory (ChPT) or the massless electroweak
Lagrangian the physical interpretation of Σ is spatial parity. In the general case custodial symmetry implies
HC = SU(2)L+R ⊂ H with R and L having the standard parity related interpretation.
If the low-energy dynamics of the CHM model is determined entirely by G and H it should be possible to
describe it in terms of geometrical quantities only, and in particular, in a way independent of the coordinates
chosen to parametrize the scalar manifoldM = G/H . This is consistent with the reparametrization invariance
of the S-matrix elements in QFT. In the following we are going to find a Lagrangian (action) depending only
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Figure 1: Symbolic representation of the SBS patterns in composite Higgs models. Upper and lower diagrams
correspond to the ungauged and gauged cases respectively.
on the NGB fields and having the minimum possible number of derivatives since we are interested in the
low-energy regime. In order to build such a Lagrangian first of all we choose some coordinates πα(α =
1, 2, ..., m = dimM) on M , such that πα = 0 corresponds to the chosen vacuum state in M (after the G
symmetry is explicitly broken). A M point with coordinates πα will correspond to some G element l(π)
which is the canonical representative of element (a class) of M . Notice that we have many ways to assign
a representative to a class in M , and each choice defines a map l(π) : G/H → G. For example a typical
choice can be l(π) = exp(iπαδαaXa) but there are infinite many other possibilities, all them related by some
analytical change of coordinates on theM scalar manifold.
Each element g ∈ G admits a left decomposition of the form g = lh, where l is a representative of a class
in G/H and h ∈ H (a similar right factorization is also possible). The left action of an element g ∈ G on l(π)
can be written as
gl(π) = l(π′)h(π, g) (2)
with h(π, g) ∈ H . Now if p ∈ M is the point labeled with coordinates π and p′ (labeled by π′) is the result of
the transformation g ≃ 1 + iθATA ∈ G on p. Then there must be some non-linear transformation
π′α = πα + ξαA(π)θ
A (3)
where ξα are the Killing vectors associated with the infinitesimal symmetry action ofG on the scalar manifold
M . In particular this means that they fulfill the G algebra
{ξA, ξB} = CABCξC (4)
where {X, Y } is the Lie bracket
{X, Y }α = Xγ ∂Y
α
∂πγ
− Y γ ∂X
α
∂πγ
. (5)
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Figure 2: Symbolic representation of the SBS pattern in minimal composite models.
introducing the infinitesimal transformation h(π, g) ≃ 1 + iθAΩA = 1 + iθAΩiAH i it is not difficult to obtain
ξαA(π)
∂l(π)
∂πα
= iTAl(π)− il(π)ΩA. (6)
Following the Callan, Coleman, Wess and Zumino (CCWZ) method [21] we introduce the G algebra element
l−1dl which can be written as
l−1dl = (ωiα(π)H
i + eaα(π)X
a)dπα = ωiH i + eaXa = ω + e. (7)
Notice that ea are m = nNGB independent forms that can be understood as a vielbein defined on the M
manifold. ωi is usually known as the canonicalH connection and will be useful later to couple fermions to the
NGB. From Eq.2 it is quite easy to obtain the transformation equations for ω and e
ω′(π) = h(π, g)ω(π)h−1(π, g) + h(π, g)dh−1(π, g) (8)
e′(π) = h(π, g)e(π)h−1(π, g)
i.e. the canonical connection transforms like a gauge field under the H group.
From the vielbein ea = eaαdπ
α we can define a metric onM as usual
gαβ = f
2eaαe
a
β (9)
which, due to the transformation equations above, isG invariant. This means that this metric hasG as isometry
group and thus the ξA are the corresponding Killing vectors. Thus for this metric the G transformations are:
g′αβ(π) = gαβ(π) (10)
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Under some technical conditions to be given below and given the value of the dimensional constant f (setting
the size of the manifold in energy units), the metric is essentially unique. Now it is very easy to find the G
invariant and covariant (in the M and Minkowski space sense) Lagrangian describing the low-energy NGB
dynamics
L0 = 1
2
gαβ∂µπ
α∂µπβ (11)
where the metric has been normalized so that gαβ = δαβ + O(π2) and then the first term is the properly
normalized NGB kinetic term. A system described by this Lagrangian is called non-linear σ model (NLSM).
The corresponding action is also G invariant meaning
S0[π] =
∫
dx
1
2
gαβ(π)∂µπ
α∂µπβ = S0[π
′] (12)
It is important to stress that, in spite of its simple form, this action gives rise to a very complex non-trivial
dynamics since it contains interactions for any even number of NGB. All these couplings are proportional to
p2/f 2 where f is some dimensional parameter appearing in the metric gαβ(π)which provides the energy scale.
Therefore, the very low energy NGB dynamics of two theories with the same spontaneous symmetry
breaking pattern G → H is essentially the same. At higher energies, when other p2/f 2 powers become
relevant, we have to consider new terms in the effective Lagrangian [22]. For example, at order (p2/f 2)2 one
can consider terms like
L = L0 + c1(gαβ∂µπα∂µπβ)2 + c2(gαβ∂µπα∂νπβ)2 + ... (13)
When we move out from the low-energy limit, the NGB dynamics is no longer fully determined by theM
geometry since it depends as well on the couplings c1, c2, ... which encode the information about the micro-
scopic underlying physics. In principle, these couplings could be obtained by matching a more fundamental
UV completion theory at some scale Λ, if it is available and computable. Alternatively, they could also be
fitted from the experiment.
From the commutation relations for the generators of two compact groups G and H , it is easy to realize
that the broken generators Xa span a linear representation of the subgroup H and as a consequence the NGB
transform linearly under the H , but in general non-linearly under the whole G. However, this linear H could
be reducible. If this is the case, the Xa generators decompose in r irreducible sectors and the same happens
with the associated vielbein which also transform independently under H . In this case the most general G
invariantM metric is:
gαβ =
r∑
i=1
f 2i e
ai
α e
ai
β . (14)
Then the metric is determined uniquely by G, H and the set of dimensional constants f1, f2, ..., fr.
One can also consider the possibility of having non-compactG orH . WhenG is not compact, its generator
metric is not positive defined in general, i. e. trTATB = ǫAδAB/2 with ǫA = ±. In this case, provided H is
compact, it is possible to adjust the signs of the fi parameters so that the NGB kinetic term is well defined (this
is the situation in the last example in Table 3 whereM = H4 = SO(1, 4)/SO(4)). However, for non-compact
H , this is not possible in general.
The geometric formalism introduced above makes it possible to couple fermionic matter fields to NGB in
a G invariant way as follows. Let ψi be some fermionic fields belonging to some linear representation of the
subgroupH with generators Hi. Then the Lagrangian:
Lm = ψ¯iγµ(Dµ + ωµ)ψ, (15)
with ωµ = ω
i
α∂µπ
αHi, isG invariant. However, in the case where the fermions fields are chiral, some subtleties
related to reparametrization anomalies must be taken into account for nNGB ≥ 4 in the quantum version of the
theory (see last reference in [21] for a complete exposition of this issue).
8
G H M = G/H Cus. Sym. NGB
SU(2)L × SU(2)R SU(2)L+R S3 Yes 3
SU(3) SU(2)L × U(1)Y SU(3)/SU(2)L × U(1)Y No 4
SU(2)2 × U(1) SU(2)L+R SU(2)2 × U(1)/SU(2)L+R Yes 4
SU(3)× SU(2)R SU(2)2 × U(1) SU(3)× SU(2)R/SU(2)2 × U(1) Yes 4
SO(5) SO(4) S4 Yes 4
SO(1, 4) SO(4) H4 Yes 4
Table 1: Possible coset spaces with 3 and 4 NGB’s (SU(2)2 = SU(2)L × SU(2)R).
Concerning the quantum version of the NLSM some comments are in order. First the generating functional
W [J ] of the connected π Green functions is
eiW [J ] =
∫
[dπ
√
g]ei(S[π]+<Jπ>) (16)
where S[π] is the NLSM action (including higher order terms), g is the M metric determinant [23] and <
Jπ >=
∫
dxJαπ
α . Obviously, with these definitions both the action and the path integral measure are M
covariant and G invariant. On the other hand, it should be noted that the term 〈Jπ〉 is not M covariant.
However, it can be replaced by
∫
dxΓαJ
α where Γα is defined as Γα = ∂S/∂π
α where S is the geodesic
distance from the M origin (vacuum) to the point with coordinates πα. Then both Γ and the external source
J transforms like M vectors and W [J ] are completely defined as an M covariant and G invariant object. In
the general case πα = Γα + O(π2) so that one can always chose πα = Γα which amounts to a change of M
coordinates with no effect on the on-shell S matrix elements.
By exponentiating the
√
g factor included in the measure one gets an extra piece in the NLSM Lagrangian
given by
∆L = − i
2
δD(0)tr log g (17)
Where the δD(0) is to be understood as
∫
dDk/(2π)D withD being the space-time dimension
∫
dx =
∫
dDx.
However, by using dimensional regularization (D = 4− ǫ) the above dDk integral vanishes and we can simply
forget about the measure factor in the path integral [24]. In addition dimensional regularization preserves the
gauge (BRST) invariance to be introduced in the next section thus simplifying enormously the renormalization
program.
From the above generating functional it is possible to derive the Feynman rules for perturbation theory.
Using dimensional regularization, and working up to some given number of derivatives, the number of counter
terms needed for the renormalization program is finite and they are G invariant as in ordinary massless chiral
perturbation theory. Also G invariance appears as the level of Green functions in the form of a set of Ward
identities satisfied by these functions.
5 Including electroweak interactions
In order to establish contact with the SM it is necessary to gauge the electroweak group GEW = SU(2)L ×
U(1)Y in the NLSM described by the general Lagrangian
L = 1
2
gαβ(π)∂µπ
α∂µπβ + higher derivative terms (18)
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which is globally G invariant and covariant in the space-time and in the coset spaceM sense. Gauging GEW
can be achieved in the standard way by introducing the appropriate gauge boson fields and covariant deriva-
tives. As discussed above this will produce an explicit breaking of the G symmetry to the GEW × S group,
with S being the maximal G subgroup commuting with the GEW generators. The resulting spectrum will be
a consequence of the relative orientation between H and GEW after the alignment produced by this explicit
symmetry breaking and other possible physical effects (one-loop coupling to gauge bosons, fermions, reso-
nances,...). A successful CHM must produce massiveW± and Z and a massless photon out of this alignment
by means of the Higgs mechanism [6].
Let us start from a SBS system with spontaneous symmetry breakingG→ H (we assume for simplicityG
andH to be compact) so that the dynamics of the corresponding NGB is described by the globally G invariant
Lagrangian above. Now we consider the electroweak gauge subgroup GEW = SU(2)L × U(1)Y ⊂ G with
generators T a¯L (a¯ = 1, 2, 3) and Y respectively with commutation relations
[T a¯L, T
b¯
L] = iǫa¯b¯c¯T
c¯
L. (19)
and
[T a¯L, Y ] = 0. (20)
Following the standard procedure, we introduce the W µ = −igT a¯LW a¯µ and the Yµ = −ig′BµY connections
and thenW a¯µ and Bµ are the SU(2)L and U(1)Y gauge bosons. Then GEW gauge transformations of the NGB
and the electroweak gauge boson fields are
π′α(x) = πα(x) + lαa¯ (π)ǫ
a¯
L(x) + y
α(π)ǫY (x) (21)
W ′a¯µ (x) = W
a¯
µ (x) +
1
g
∂µǫ
a¯
L(x)− ǫa¯b¯c¯ǫb¯L(x)W c¯µ(x)
B′µ(x) = Bµ(x) +
1
g′
∂µǫY (x)
where lαa¯ (π) and y
α are the Killing vectors associated to the electroweak groupGEW and thus their Lie brackets
(the closure relations) are given by
{la¯, lb¯} = ǫa¯b¯c¯lc¯ (22)
and
{la¯, y} = 0. (23)
Now the non-linear σ model Lagrangian above can be made GEW gauge invariant by replacing the NGB
field derivatives by covariant derivatives defined as:
∂µπ
α → Dµπα = ∂µπα − glαa¯ (π)W a¯µ − g′yα(π)Bµ. (24)
The GEW gauged non-linear σ model can be described by the Lagrangian
LG¯ = LYM +
1
2
gαβ(π)Dµπ
αDµπβ + higher covariant derivative terms (25)
where the pure Yang-Mills term LYM for the gauge bosons has been added. By using the Killing vector
commutators above it is easy to show that the above Lagrangian is GEW gauge invariant. If the CHM is well
defined (having an appropriate GEW and H missalignement) one can recover the well known mass matrix
eigenstatesW±µ , Zµ and Aµ from the gauged Lagrangian, in terms of g, g
′ and v.
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6 The Higgs Effective Field Theory
Let us start from the MSM Lagrangian turning off the gauge fields and the Yukawa couplings
L = 1
2
∂µH
†∂µH − λ(H†H − v
2
2
)2 (26)
where λ is the Higgs self-coupling, v ≃ 246 GeV, is the vacuum expectation value (VEV) and H is the Higgs
doublet that can be parametrized in terms of four real scalar fields φi (i = 1, 2, 3, 4) as
H =
1√
2
(
φ2 + iφ1
φ4 − iφ3
)
. (27)
Introducing the multiplet φT = (φ1, φ2, φ3, φ4) the Lagrangian above can be written as
L = 1
2
∂µφ
T∂µφ− λ
4
(φTφ− v2)2. (28)
This Lagrangian is SO(4) invariant with φ belonging to the fundamental representation and has an energy
minimum on the constant field configurations φTφ = v2 which defines the manifold M = S3 associated to
the SSB pattern SO(4)/SO(3) = SU(2)L×SU(2)R/SU(2)L+R where SU(2)L×SU(2)R is the chiral group
containing the electroweak gauge group SU(2)L × U(1)Y and SU(2)L+R is the custodial group. By choosing
the vacuum state as φT = (0, 0, 0, v) and introducing the Higgs field σ as φ4 = v + σ we have
L = 1
2
∂µ~φ · ∂µ~φ+ 1
2
∂µσ∂
µσ − λ
4
(σ2 + 2vσ + ~φ · ~φ)2, (29)
where ~φ = (φ1, φ2, φ3) and we get a Higgs massM
2
σ = 2λv
2.
Another very interesting field parametrization of the SBS of the SM is the following. Let
φ = (1 +
h
v
)Π (30)
with
Π =
(
~π√
v2 − π2
)
. (31)
Clearly ΠTΠ = v2 so that ~π parametrizes a S3 sphere of radius v and consequently the three ~π fields can
be understood as NGB associated to the SSB SO(4) → SO(3). Notice that they transform linearly under
the unbroken SO(3). Also φTφ = (v + h)2 so that h is a radial excitation of the S3 sphere which is just a
reparametrization of the Higgs H field (polar Higgs). In terms of these new fields the Lagrangian reads
L = 1
2
(1 +
h
v
)2gab∂µπ
a∂µπb +
1
2
∂µh∂
µh− λ
4
(h2 + 2vh)2, (32)
where a = 1, 2, 3 and gab is the S
3 metric
gab(π) = δab +
πaπb
v2 − π2 . (33)
From this point of view the Higgs Effective Field Theories (HEFT) can be considered as a generalization of
the MSM [25]. The (ungauged and not coupled to fermions) HEFT Lagrangian has the general form
L = 1
2
F (h)gab(π)∂µπ
a∂µπb +
1
2
∂µh∂
µh− V (h) (34)
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where F (h) is an analytical function of h with F (0) = 1
F (h) = 1 + 2a
h
v
+ b(
h
v
)2 + ... , (35)
and obviously
FSM(h) = (1 +
h
v
)2. (36)
As in the MSM case gab is typically the S
3 metric (we will see one exception later) and V (h) is an analytical
arbitrary Higgs potential
V (h) = v4
∞∑
n=3
Vn
(
h
v
)n
. (37)
The HEFT Lagrangian can be written in a more compact and geometrical suggestive form as follows. Let us
define π4 = h and α, β, ... = 1, 2, 3, 4). Then
L = 1
2
gαβ(π)∂µπ
α∂µπβ − V (h) (38)
with the new metric
gαβ(π) =
(
F (h)gab(π) 0
0 1
)
. (39)
This is the metric of the scalar spaceM which has a coordinate π4 = h with fiber S
3. The Lagrangian above
is just the Lagrangian of a NLSM considered in previous sections. The MSM corresponds to the flat case
M = R4 but more generallyM can be an homogeneous spaceM = G/H corresponding to some CHM. For
example if one considers the minimal Higgs composite model (MHCM) based on the groups G = SO(5) and
H = SO(4), thenM = G/H = S4.
In many situations it is possible to consider an apparently different generalization of the SM model called
Standard Model effective field theory (SMEFT). It consists of an operator expansion written in terms of the
SU(2) Higgs doublet H (or the φ SO(4) multiplet) including all the higher dimension operators O
(d)
i of
arbitrary dimension d according to some UV scale Λ. Keeping only the terms with two field derivatives one
has
L = 1
2
∂µH
†∂µH +
1
Λd−4
∑
i
c
(d)
i O
(d)
i (40)
which in terms of the φ fields can be written as:
L = 1
2
[
J(
φTφ
Λ2
)∂µφ
T∂µφ+
1
Λ2
H(
φTφ
Λ2
)(φT∂µφ)(φ
T∂µφ)
]
. (41)
By introducing the metric tensor
gαβ(φ) = J(
φTφ
Λ2
)δαβ +H(
φTφ
Λ2
)
φαφβ
Λ2
(42)
the two-derivative part of the SMEFT can be written as
L = 1
2
gαβ(φ)∂µφ
α∂µφβ (43)
with J(0) = 1 and H(0) = 0, which is the NLSM or the two-derivative part of some HEFT. Therefore the
SMEFT can be considered as a particular case of HEFT (this is true also taking into account higher derivative
12
terms). Then the point is: when can a particular HEFT be written in the form of a SMEFT? Or in other words:
when a particular HEFT can be written in terms of the SU(2) doubletH or the SO(4)multiplet φ? The answer
is the following [25]: given some four-dimensional HEFT scalar manifold with metric gαβ(π) (with h = π
4),
it is possible to find a field reparametrization so that the Lagrangian can be written in terms of the doubletH or
multiplet φ whenever there exists a SO(4) invariant point onM . Equivalently this happens if and only if there
is a h∗ root of F (h). This is not always the case, but it happens in many important situations. For example,
in the case of the MSM FSM(h∗) = 0 has the solution h∗ = −v and clearly it can be written in terms of H
transforming linearly under SU(2)L+R.
Finally it is interesting to mention that the HEFT Lagrangian can be extended to include additional scalar
fields which are singlets under the SU(2)L+R custodial symmetry by passing from h to h
I , (I = 1, 2, 3.., L)
[25]. The generalization of Eq. 34 is in this case:
L = 1
2
F (h)gab(π)∂µπ
a∂µπb +
1
2
gIJ(h)∂µh
I∂µhJ − V (h) (44)
where h now refers to the set of custodial symmetry singlets h = (h1, h2, ..., hL), gIJ(h) is a new metric in the
h space with gIJ(0, 0, ..., 0) = δIJ , F (h) an analytical function of h
I/v with F (0, 0, ..., 0) = 1 and V (h) is
some appropriate function on hI . In a similar way we can introduce the coordinates πα for α = I + 3 so that
πα = (π1, π2, π3, h1, h2, ..., hL). Then the extended HEFT Lagrangian can be written [25] as follows:
L = 1
2
gαβ(π)∂µπ
α∂µπβ − V (h) (45)
where α, β = 1, 2, ..., 3 + L and the metric:
gαβ(π) =
(
F (h)gab(π) 0
0 gIJ(h)
)
. (46)
7 The MCHM
One paradigmatic example of the above ideas is provided by the MCHM [26] with scalar manifold M =
G/H = SO(5)/SO(4) = S4. In this model the gauge group is contained in the subgroup H ′ = SU(2)L ×
SU(2)R = SO(4)
′ (GEW ⊂ H ′), which is different from the spontaneously unbroken subgroup H = SO(4)
(missalignment). The H ′ = SO(4)′ group is defined as the invariant group of the R5 vector
Φ′0 = f

0
0
0
0
1
 . (47)
with f being the scale of the G to H symmetry breaking. On the other hand H = SO(4) is defined as the
invariant group of a different vector Φ0 pointing to another direction
Φ0 = f

0
0
0
s
c
 . (48)
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where s = sin θ and c = cos θ and
sin θ =
v
f
(49)
with v < f and θ being the missalignment angle.
The scalar Lagrangian can be written in terms of the real multiplet Φ ∈ R5 as:
L = 1
2
∂µΦ
T∂µΦ (50)
with the constraint Φ ∈ S4 (ΦTΦ = f 2). Introducing the coordinates ωα (α = 1, 2, 3, 4), Φ ∈ S4 can be
written as
Φ = f

ω1
ω2
ω3
cω4 + sχ
−sω4 + cχ
 . (51)
where
χ =
√
f 2 −
∑
α
(ωα)2 (52)
and then the Lagrangian is:
L = 1
2
gαβ(ω)∂µω
α∂µωβ (53)
with
gαβ(ω) = δαβ +
ωαωβ
f 2 −∑α(ωα)2 . (54)
Finally, by introducing the fields πa (a = 1, 2, 3) and h as
ωa = πa
f
v
sin(θ +
h
f
) (55)
and
ω4 = f
(
cχ sin(θ +
h
f
)− s cos(θ + h
f
)
)
(56)
we have
L = 1
2
F (h)gab∂µπ
a∂µπb +
1
2
∂µh∂
µh (57)
where a = 1, 2, 3 gab is the S
3 metric
gab(π) = δab +
πaπb
v2 − π2 (58)
provided
F (h) =
f 2
v2
sin2(θ +
h
f
). (59)
Therefore the low-energy dynamics of the MCHM is a particular instance of HEFT (the particular form of the
potential V (h) depends on the details of the model). On the other hand, it is possible to solve the equation
F (h∗) = 0 to find h∗ = −θf . Therefore, the MCHM is also a SMEFT, i.e. its scalar sector can be written
completely in terms of the SU(2) doubletH .
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8 Geometry and low energy dynamics: some examples
From the Lagrangian of the (ungauged) HEFT in Eq. 34 it is possible to obtain very important information
about the low-energy NGB behavior. As commented above, the NGB dynamics in that regime can only depend
on the geometry of the scalar spaceM = G/H , in particular it depends on the metric gαβ which in turn depends
only on the gab(π) the and the function F (h) appearing in the HEFT Lagrangian. For example, it is possible
to compute the scalar curvature R of the four dimensional manifoldM which is given by [25]:
R =
6
F (h)
[
1
v2
− 1
2
d2F (h)
dh2
]
. (60)
On the other hand it is also possible to compute the tree level (low-energy) amplitude for elastic NGB elastic
scattering
T (πaπb → πcπd) = s
v2
(1− a2)δabδcd + t
v2
(1− a2)δacδbd + u
v2
(1− a2)δadδbc (61)
or the inelastic process
T (πaπb → hh) = s
v2
(a2 − b)δab. (62)
These amplitudes can be considered as the ChPT Weinberg Low-energy theorems translated to the SBS of the
SM in the HEFT framework. Obviously theM geometry and the low-energy dynamics are strongly correlated
[25]. In order to clarify further this issue in the following we will consider some particular examples of HEFT.
• The Higgsless Model.
It corresponds to the degenerate case where G = SU(2)L × SU(2) and H = SU(2)L+R and therefore
the scalar manifold M = S3 is three dimensional (no h field). This is the case of the old electroweak
chiral Lagrangians [27] which had a structure very close to two-flavors ChPT. Now F = 0 which means
a = b = 0 and then
T (πaπb → πcπd) = s
v2
δabδcd +
t
v2
δacδbd +
u
v2
δadδbc (63)
and obviously
T (πaπb → hh) = 0. (64)
• The MSM.
Next example is theMSM itself. In this case the scalar manifold is flat (M = R4) and the scalar curvature
vanishes (R = 0). Also we have a = b = 1, the SBS dynamics is weakly interacting and the amplitudes
of the elastic and inelastic processes vanish at lowest order in the chiral expansion
T (πaπb → πcπd) = T (πaπb → hh) = 0. (65)
• Dilaton models.
This is a very general class of models where the Higgs field h is assumed to be the NGB (dilaton)
associated to the spontaneous breaking of the scale symmetry [28]. In many of these models one has
F (h) = (1 +
h
f
)2 (66)
which means
a2 = b =
v2
f 2
<< 1 (67)
15
and a non-constant scalar curvature
R(h) =
6
v2(1 + h
f
)2
(1− v
2
f 2
). (68)
In particular
R(0) =
6
v2
(1− v
2
f 2
) > 0 (69)
for v < f . The tree-level amplitudes are
T (πaπb → πcπd) = s
v2
(1− v
2
f 2
)δabδcd +
t
v2
(1− v
2
f 2
)δacδbd +
u
v2
(1− v
2
f 2
)δadδbc (70)
and
T (πaπb → hh) = 0. (71)
• The MCHM.
In this class of models M = SO(5)/SO(4) = S4. This is a maximally symmetric space having g =
dimSO(5) = 10 isometries which is the maximum number for a four-dimensional space. The constant
scalar curvature is:
R =
12
f 2
> 0 (72)
and from the F (h) one has
a2 = 1− v
2
f 2
b = 1− 2 v
2
f 2
. (73)
and therefore the tree-level amplitudes
T (πaπb → πcπd) = s
f 2
δabδcd +
t
f 2
δacδbd +
u
f 2
δadδbd (74)
and
T (πaπb → hh) = s
f 2
δab. (75)
Notice that both amplitudes have the same form due to the scalar spaceM = S4 symmetries.
• TheM = H4 = SO(1, 4)/SO(4)model:
This is a model based on the MCHM but with some relevant differences. Trading the G group SO(5)
by SO(1, 4) we have two important effects. First SO(1, 4) is not compact and second the M = H4 =
SO(1, 4)/SO(4) scalar space is also unbounded and has negative curvature [29]. The Lagrangian has
the same form than the general HEFT, but now the metric is
gab(π) = δab − πaπb
v2 + π2
(76)
where a, b = 1, 2, 3. Notice that the NGB kinetic term is well defined. On he other hand, in this model
we have
F (h) =
f 2
v2
sinh2(sinh−1
v
f
+
h
f
) (77)
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and then
a2 = 1 +
v2
f 2
b = 1 + 2
v2
f 2
. (78)
This space is also maximally symmetric with constant negative scalar curvature
R = −12
f 2
< 0. (79)
The low-energy amplitudes are
T (πaπb → πcπd) = − s
f 2
δabδcd − t
f 2
δacδbd − u
f 2
δadδbc (80)
and
T (πaπb → hh) = − s
f 2
δab. (81)
Therefore, negative curvature produces a completely different behavior of the low-energy amplitudes so
that dynamics is closely tied to scalar-space geometry. Formally, moving form M = S4 to M = H4
amounts to the substitution f 2 by −f 2
9 Gauging the Electroweak group in HEFT
Now it is possible to introduce the electroweak GEW = SU(2)L × U(1)Y gauge bosons as usual. Using the
real multiplet φ in the MSM we have
Lg = L0 + LYM (82)
with
L0 = 1
2
(Dµφ)
TDµφ− λ
4
(φTφ− v2)2. (83)
The covariant derivative is defined by
Dµφ = (∂µ − 1
2
gMkLW
k
µ −
1
2
g′MYBµ)φ = (∂µ + Vµ)φ (84)
where W kµ and Bµ are the SU(2)L and U(1)Y gauge fields respectively and g and g
′ are the corresponding
gauge couplings. The generators can be represented by the matrices
M1L =

0 0 0 −
0 0 − 0
0 + 0 0
+ 0 0 0
 , M2L =

0 0 + 0
0 0 0 −
− 0 0 0
0 + 0 0
 , M3L =

0 − 0 0
+ 0 0 0
0 0 0 −
0 0 + 0
 (85)
and
MY =

0 − 0 0
+ 0 0 0
0 0 0 +
0 0 − 0
 . (86)
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Then it is easy to check [T iL, T
j
L] = iǫijkT
k
L and [T
k
L, TY ] = 0. The Yang-Mills Lagrangian is defined as
usual as
LYM = −1
4
W iµνW
iµν − 1
4
BµνB
µν (87)
with
W iµν = ∂µW
i
ν − ∂νW iµ + gǫijkW jµW kν (88)
and
Bµν = ∂µBν − ∂νBµ. (89)
Using again the spherical-polar coordinates φ′α = (πa, h) the covariant derivative becomes
Dµφ = Dµ
(
(1 +
h
v
)Π
)
=
Π
v
∂µh+ (1 +
h
v
)∂µΠ+ (1 +
h
v
)VµΠ (90)
so that it is obvious that, unlike the scalar doublet H˜, the polar Higgs field h is a SU(2)L × U(1)Y singlet.
This covariant derivative transforms like a vector under space-time andM space transformations. In particular
we have
Dµφ
α =
∂φα
∂φ′β
Dµφ
′β. (91)
withDµφ
′α = (Dµπa, ∂µh). In terms of these coordinates, the general Lagrangian for the gauged HEFT is
L = 1
2
F (h)gab(π)Dµπ
aDµπb +
1
2
∂µh∂
µh− V (h) (92)
or
L = 1
2
F (h)
[
Dµ~π ·Dµ~π + (~π ·Dµ~π)(~π ·D
µ~π)
v2 − π2
]
+
1
2
∂µh∂
µh− V (h) (93)
This Lagrangian is both space-time and M scalar, and it is GEW gauge invariant too. Now using the diffeo-
morphism S3 ≃ SU(2) it can be written as
L = v
2
4
F (h)TrDµU
†DµU +
1
2
∂µh∂
µh− V (h) (94)
where
U(x) =
√
1− π
2
v2
+ i
πaτa
v
. (95)
and
DµU = ∂µU +
1
2
igW iµτ
iU − 1
2
ig′BiµUτ
3, (96)
where τa are the familiar Pauli matrices.
Parametrizing the U(x) SU(2)-fields in a different way, as for example
U = exp
(
i
waτa
v
)
(97)
boils down to a change of coordinates on the scalar manifold S3. This form of the Lagrangian is particu-
larly useful in the unitary gauge where the NGB fields πa (or wa) are absorbed by a gauge transformation
so that U(x) = 1. In this gauge it is very simple to read the SM tree-level mass matrix from the gauged
HEFT Lagrangian. The well known eigenstates are W±µ = (W
1
µ ∓ iW 2µ )/
√
2 with mass MW = gv/2, Zµ =
18
cos θWW
3
µ − sin θaBµ with massMZ = MW/ cos θW , and the massless photon Aµ = sin θWW 3µ + cos θWBµ
where tan θW = g
′/g.
Including the gauge pieces and expanding the function F (h) as well as the leading terms in the Higgs
potential one gets
L = −1
4
W iµνW
i µν − 1
4
BµνB
µν +
1
2
∂µh∂
µh− M
2
H
2
h2 − d3(λv)h3 − d4λ
4
h4 (98)
+
v2
4
(
1 + 2a
(
h
v
)
+ b
(
h
v
)2
+ ...
)
TrDµU
†DµU +
13∑
i=0
ai(h)Oi .
Recall that in this parametrization the Higgs field h is a gauge and SU(2)L × SU(2)R singlet. We have also
included higher dimensional operators constructed using the same symmetry principles.
These operators Oi include the complete set of O(p4) operators defined in [30, 31]. For later use we note
that only two O4 and O5 will contribute toWLWL scattering in the custodial limit:
O4 = Tr [VµVν ] Tr [V µV ν ] O5 = Tr [VµV µ] Tr [VνV ν ] , (99)
where Vµ = (DµU)U
†. When writing Eq. (98) we have assumed the well-established chiral counting rules to
limit the number of operators to theO(p4) ones. Note that because the Higgs field in this representations is an
SU(2) singlet, the coefficients ai can actually be arbitrary functions of h as indicated in Eq.98.
10 Equivalence of representations
Effective Lagrangians for describing the Higgs and gauge bosons were first introduced in its present form in
the LEP days [27], where they were mostly used to parametrize the so-called oblique corrections.
The effective Lagrangian approach has the advantage of being model-dependent in a very controlled way,
as the model dependence enters only via a finite number of low energy constants. A drawback is that number
of constants beyond the leading order operators is usually large and the choice of a convenient basis is often
subject of intense debate [32].
In practice in the literature one encounters basically two types of effective theories: those based in a
linear realization (SMEFT) and those where the Golstone bosons transform non-linearly, as is generically the
case in HEFT. We have already seen when the SMEFT is possible, as it is the case in the MSM. In practice
then in the MSM case or simple modifications of it, linear and non-linear parametrizations of the effective
theory coexist. As befits a field redefinition, for on-shell S-matrix elements all parametrizations give formally
identical results [17]. What is the point then of the debate?
This coexistence of linear and non-linear sigma models predates QCD and goes back actually to the 60s
where the linear and non-linear sigma models were introduced [33, 34] to describe low-energy strong inter-
actions between pions and nucleons. Ignoring here the fermionic fields altogether a simplified version of the
Lagrangian, with a SU(2)L × SU(2)R invariance, is
L = iψ¯L 6∂ψL + iψ¯R 6∂ψR − gψ¯LΣψR − gψ¯RΣ†ψL − V (TrΣ†Σ) (100)
where
Σ(x) = σ(x)I + iπa(x)τa (101)
This Lagrangian is invariant under the linear transformations
Σ(x)→ ΩLΣ(x)Ω†R, ψ(x)L → ΩLψ(x)L, ψ(x)R → ΩRψ(x)R. (102)
The ground state of the potential
V (ρ) =
λ
4
(ρ2 − v2)2, ρ ≡ 1
2
Tr Σ†Σ (103)
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is achieved when ρ = v, implying from (101)
√
σ2 + ~π2 = v. Alternatively, we could have parametrized the Σ
matrix as Σ = ρU(w), where U is a unitary matrix depending on three unconstrained parameters as in Eq.97.
At the minimum of the potential Σ = v U(w). Of course there are infinitely many other parametrizations.
Of all possible SU(2) related vacua one conventionally chooses the one with σ(x) = v, πa(x) = 0 in one
case, or wa(x) = 0, i.e. U(w) = I , in the other one.
When fluctuations above the vacuum state are taken into account, ρ becomes a dynamical variable and
one can replace v → v + ρ (non-linear representation), or v → v + σ (linear representation), implying that
(v + σ)2 + ~π2 is now unconstrained and the redefined σ and πa are all dynamical. Plugging the previous
expressions back in Eq.100 we arrive at two different Lagrangians, depending on the chosen representation
L = iψ¯ 6∂ψ − gvψ¯ψ − gσψ¯ψ + ig~πψ¯~τγ5ψ − V (σ, π), (104)
or
L = iψ¯ 6∂ψ − g(v + ρ)ψ¯LU(w)ψR − g(v + ρ)ψ¯RU †(w)ψL,−V (ρ), (105)
respectively. Note thatmσ = mρ =
√
2λv2. In the first case the symmetry is linearly realized, but requires the
additional field σ, even if it happens to be very massive when λ is large. In the second case the symmetry is
non-linearly realized (on the fields wa) and ρ is inessential in the large λ limit and could be removed from the
Lagrangian.
In the limit where λ becomes very large, the σ particle is not in the low-energy spectrum and the non-linear
sigma model, where the chiral symmetry is non-linearly realized, emerges naturally as a natural descripction.
Yet, the spectrum of Eq.104 and Eq.105 are identical as are all observables, no matter the value of Λ. This
is, as it should be, the relation between the two sets of variables which is just a field redefinition. However
it is clear from the previous discussion that Eq.105 provides a more suitable description when the σ particle
is heavy because decoupling occurs naturally in those variables. Note that in the original description, the
spectrum consists of one complex SU(2) doublet, while in Eq.104 we have one triplet and one singlet (the σ).
The situation becomes reversed if the σ particle is light; a linear realization becomes then natural.
For any value of the σ mass, being related by a field redefinition, the two models are strictly equivalent.
The information on the mass and couplings of the σ particle is encoded in the respective coefficients of higher
dimensional operators. When all terms are considered, both descriptions, the linear and the non-linear one, are
absolutely equivalent and logically provide identical S-matrix elements.
However, any truncation at a given dimensionality necessarily leads to different results. This may or may
not be relevant depending on the observable. For instance in the SMEFT effective Lagrangian, an anomalous
(i.e. resulting from a possible EWSBS) contribution to the triple gauge boson vertex appears at dimensionality
6, while in order to find a contribution to the quadruple vertex one has to go to dimension 8. This may
(incorrectly) make us believe that the latter is expected to be smaller than the former. Of course this need not
to be so. In fact in the non-linear realization both contributions appear in operators of chiral (and engineering)
dimension four. The quartic vertex is described by the operators O4 and O5 of Eq.99, while the triple gauge
boson vertex gets a contribution from the operators
O2 = ig
′
2
BµνTr [T [V
µ, V ν ]], O3 = −ig
2
Tr [Wµν [V
µ, V ν ]], (106)
with T = Uτ 3U † and Wµν = ~Wµν ~τ2 . These are all operators of dimension four, as indicated. This suggests
that the corresponding coefficients a2, a3, a4 and a5 have a similar origin and size, and this is indeed the case
in many situations (technicolor-like models, heavy Higgs,... [35]). In models where the underlying physics is
left-right symmetric, a2 = −a3.
Another interesting operator of dimension four in the non-linear realization is
O1 = i
2
gg′BµνTr [TW
µν ]. (107)
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This operator, that contributes to the S parameter of the oblique corrections [36, 37], has a counterpart of
dimension 6 in the linear realization, a fact that might hint that its contribution to the S parameter might be
small [38]. In fact this is not the case, as this operator corresponds to a ‘blind direction’ in the SMEFT (but it
is perfectly fine and of natural size in the non-linear HEFT). The interested reader is invited to see the quoted
references for more details on the effective electroweak chiral Lagrangian, as the previous construction is
known.
Thus in the same way that in QCD the low energy constants are to a large extent saturated by vector and
axial-vector exchange rather than by scalar exchange, and the non-linear representation seems better suited to
describe pion physics than the linear sigma model, one should expect that the nature of NP to some extent may
privilege some effective descriptions in front of others.
A relevant discussion on the previous points can be found in [39].
11 HEFT for other breaking patterns
Now we would like to address the question as to how general is the construction presented in previous sections
to describe an extended EWSBS. We have seen in the previous discussion that larger symmetry groups could
be adopted and consequently additional Goldstone bosons may exist, while in the previous developments, both
in the linear and non-linear realizations, we have just written the fields that remain light at low energies and
the only symmetry that is manifestly incorporated into the effective Lagrangian is (apart from the electroweak
gauge symmetry) the global SU(2)L×SU(2)R symmetry of the MSM. Indeed, should more Goldstone bosons
exist, they could be included in a larger unitary matrix. However, all these would-be Goldstone bosons eventu-
ally should acquire masses, drop from an extended unitary matrix and could be parameterized by a polynomial
expansion.
In order to set the discussion, let us review in general terms the construction of effective Lagrangians in
other cases.
We assume that the underlying dynamics is governed by some confining gauge groupGH (from hypercolor
group not to be confused with the global group G). This gauge group acts on some microscopic degrees of
freedom (some elementary scalars, or, more naturally, fermions). These degrees of freedom belong to some
representation R of GH . If R is real or pseudo-real, the fermions are chiral and the global flavor symmetry
group is SU(N). A condensate of the form 〈ψiψj〉 can get a vacuum expectation value. This leads to the
possible breaking patterns (we assume that condensation takes place for all “flavors”, simultaneously; other
partial breaking patterns would certainly be possible):
• If 〈ψiψj〉 is symmetric: SU(N)→ SO(N)
• If 〈ψiψj〉 is antisymmetric: SU(N)→ Sp(N)
• Otherwise, ifR is complex, fermions are not chiral, the global symmetry groupG is SU(N)L×SU(N)R
and the unbroken group is SU(N)L+R ≡ SU(N)V .
Let us start with the SU(N)L × SU(N)R → SU(N)V pattern. This case is analogous to the SSB pattern
that we have described in detail in previous sections when the Higgs is absent. If N = 2 or N = 3 they
are rather familiar breaking patterns in QCD. More NGB than those required for the electroweak theory are
generated if N > 2. We will choose as building block of the corresponding effective theory the matrix-
valued field H ≡ ξΣξ, where ξ is an element of the corresponding coset SU(N) × SU(N)/SU(N). The
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matrix Σ describes the vacuum; in this case Σ = fIN is the conventional choice (all are related by SU(N)
transformations). However, one may include scalar fields in the unbroken SU(N)V sector too
Σ = fIN + iT
aσa, (108)
also including singlet perturbations f → f + σ. Note that the subindices L and R do not necessarily have the
familiar meaning, at least unless fermions are introduced.
The most general lagrangian that can be constructed with the matrix field H and that contains terms up to
dimension four is of the type:
L =1
4
Tr
(
DµHD
µH†
)
+
b
2
Tr
[
M(H +H†)
]
+
M2
2
Tr
(
HH†
)− λ1
2
Tr
[
(HH†)2
]− λ2
4
[
Tr
(
HH†
)]2
+
c
2
(detH + detH†) +
d1
2
Tr
[
M(HH†H +H†HH†)
]
+
d2
2
Tr
[
M(H +H†)
]
Tr
(
HH†
)
. (109)
The terms proportional to b, d1 and d2 are soft breaking terms (proportional to a mass matrix), while the
one proportional to c is of dimension four only for SU(2). Of course higher dimensionality terms can be
constructed. The fields σ, σa are heavy. Integrating them out eventually leads to an effective theory of the
non-linear sigma model type, Eq.98.
We note that, excluding the mentioned terms, this Lagrangian is not very different from the one presented
in Eqs. (26) and (29), but written in a matrix language that allows for the inclusion of more degrees of freedom.
Let us now consider the case SU(N)→ SO(N) or SU(N)→ Sp(N). In this case we define H ≡ ξΣξ−1
with the following transformations:
ξ → ξ′ = gξh−1, Σ→ Σ′ = hΣh−1, H → H ′ = gHg−1, (110)
where h = h(π, g) is an element of the unbroken subgroup (see Sect. 4) and g an element of the global group
G.
The minimal case corresponding to this breaking pattern is SU(4)→ Sp(4). Sp(4) is in fact isomorphic to
SO(5) and contains an SU(2)×SU(2) subgroup. The breaking (see Table 1) produces five Goldstone bosons.
One of them (singlet under the SU(2) × SU(2) subgroup) needs to be made massive (it might be considered
as a suitable dark matter candidate) while the other four would give rise to the three WL plus the (initially
massless) Higgs [40]. In the minimal case
Σ = f
(
0 I2
−I2 0
)
≡ fJ. (111)
The SU(2) × SU(2) is made manifest in this choice of the vacuum by selecting among the 10 generators
of Sp(4) that have to fulfill the condition J−1X⊺J = −X the following six (three antisymmetric and three
symmetric)
J1 =
i
2
(
0 σ3
−σ3 0
)
, J2 =
i
2
(
0 σ1
−σ1 0
)
, J3 =
1
2
(
σ2 0
0 σ2
)
, (112)
K1 =
−1
2
(
0 σ1
σ1 0
)
, K2 =
i
2
(
0 σ3
σ3 0
)
, K3 =
i
2
(
I2 0
0 I2
)
. (113)
The combinations Li = Ji ± iKi form two independent representations of the SU(2) algebra. The matrix-
valued field Σ also contains “modulus” (f → f + σ) as well as other excitations in the unbroken directions,
similarly to the case previously discussed above.
Like in the MCHM, the presence of a misalignement in the gauge group with respect to Σ will produce the
breaking of the gauge symmetries (see next section).
22
Note that the minimal SO(5) → SO(4) does not correspond to any of the above, as it cannot be realized
with fermions as microscopic degrees of freedom. This will be discussed in the context of holography in the
next section.
We now refer the reader to Fig 1. In the so-called non-minimal models (such as the ones we have just
described) region II in that plot may contain one or more additional massless Goldstone boson (that is, addi-
tional to the Higgs), and region III in the same figure may contain pseudo-Goldstone bosons. Having states
in region II or III is contingent upon the corresponding commutation relations among the various generators.
The situation is described in Sect. 3.
It is well known that the higgs in the MSM is a singlet under the custodial group SU(2)L+R; therefore
lies in region II. This is also the case in the SO(5) → SO(4) model where the custodial group is the SO(3)
subgroup, whose generators commute with the one associated to h as can be seen e.g. in Eq.51.
Phenomenologically, having states in region II other than the Higgs could be worrisome from a phenomeno-
logical point of view because it would be very difficult or impossible to find mechanisms that would make them
so massive to be able to escape detection. If these states were to exist, they could be described by a HEFT of
the type described at the end of Sect.6. Of course, like in the Higgs case in CHM, there is the possibility that
these states may acquire a mass through explicitit breaking terms that render the initial global symmetry G an
approximate one.
On the contrary, possible PNGB in region III would be naturally massive, with masses proportional to the
electroweak gauge couplings, as the corresponding generators do not commute with GEW , times a large scale
and they would not be present in the low-energy HEFT..
12 The input from Holography
It is a fact that our knowledge about the dynamics and spectrum of strongly interacting theories such as the
ones that may describe an extended EWSBS at the microscopic level is rather fragmentary. An exception
would scaled-up QCD models, even though these are not particularly favoured phenomenologically. This lack
of knowledge is particularly acute for models where the global symmetry G cannot be realized with Dirac
fermions at the microscopic level, such as e.g. G = SO(5) and H = SO(4) ≃ SU(2) × SU(2), i.e. the
MCHM that provides the most economical way to preserve the custodial symmetry. Yet it is often implicitly
assumed that the spectrum in such models can be inferred from what we have learned in QCD.
One can get a relatively accurate description of QCD using the so-called bottom-up holographic models,
where space-time is extended with an additional dimension z, and assumed to be described by an anti-de Sitter
(AdS) metric. The value z = 0 corresponds to the UV brane, where the theory is assumed to be described by
a conformal field theory (CFT), as befits a critical point of QCD at short distances. In the IR the holographic
model should reproduce the fact that QCD breaks conformality, becoming a confining theory. Strictly speaking
the obtained results correspond to the large Nc (or Ntc) limit, but they are assumed to remain valid at finite
values of Nc.
Originally inspired by formal developments in supergravity [41], the bottom-up holographic models remain
to this day conjectural. Nevertheless, they can provide a relatively accurate description of several facets of
QCD. It seems reasonable to try these techniques to get some information on theories whose dynamics is
unknown.
In order to implement the holographic treatment one should introduce an infrared brane, i.e. to restrict the
metric of a model to be a slice of the AdS metric; this is the hard wall (HW) proposal [42]. The second way is
to make the AdS metric smoothly cut-off at large z [43]. This is referred to as the soft wall (SW) model.
The holographic MCHM with breaking pattern SO(5) → SO(4) was first proposed in [44] using a HW
approach. In these models the gauge symmetry of the SM is extended to the bulk and the symmetry breaking
pattern relies on the two branes being introduced. The Higgs is associated with the fifth component of gauge
fields in the direction of the broken gauge symmetry. The Higgs potential is absent at the tree-level and is
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determined by quantum corrections (dominantly gauge bosons and top quarks at one-loop level). In [44–46] a
complete calculation of the Higgs potential and analysis of several electroweak observables (S, T, Z → bb)
was done, with an emphasis on the way SM matter fields are embedded into the 5D model.
Here we shall report on a SW model introduced in [47], laying emphasis on an alternative way to realize
the global symmetry breaking pattern and to introduce spin zero fields. The SO(5) → SO(4) breaking
happens in the bulk Lagrangian of the scalar fields, reminiscent of the one of the generalized sigma model
used for QCD [48]. The Goldstone bosons are introduced explicitly and there is no gauge-Higgs unification
characteristic to the former studies in the SW framework [49]. Quite differently from the methods of [44, 49],
the dynamics responsible for the SO(5)→ SO(4) breaking is entirely ‘decoupled’ from the SM gauge fields.
The latter are treated as external sources that do not participate in the strong dynamics (except eventually
through mixing of fields with identical quantum numbers). In fact, promotion of the electroweak bosons into
the bulk may result in tension with the holographic treatment being supposedly valid only in the regime of a
strong coupling. Although specifics to the particular model are being discussed, the methods presented here
can be generalized to other breaking patterns.
We will not treat the SM matter fields at all and bypass the relevant issue of a possible generation of a
perturbative Higgs potential that turns the originally massless Higgs into a pseudo-Goldstone boson and gen-
erates a value for the misalignment angle θ introduced in Section 7. We will not consider either the naturalness
problem [50] or the origin of the hierarchy of the various scales involved because our purpose is describing the
strong dynamics behind the composite sector, the resulting spectrum and verifying the fulfillment the expected
current algebra properties, together with the existing constraints from electroweak precision measurements.
The treatment presented here is inspired by various bottom-up holographic approaches to QCD [42, 43, 51],
but the spectrum and several properties are different. Breaking patterns of the form SO(N)→ SO(N−1) can
be treated in exactly the same way —obviously they generate more than 4 NGB and are therefore not minimal.
SO(4) ≃ SU(2) × SU(2) is the minimal structure to preserve the custodial symmetry and have exactly one
Higgs doublet in the coset.
The MCHM is characterized by a missalignement angle between the global unbroken H and the gauged
subgroups. This coupling is relevant for the hWW coupling (see Sect. 7). The experimental bound on the
misalignment angle in the conventional MCHM is sin θ ≤ 0.34 (see below), assuming the coupling of the
Higgs to gauge bosons to be κv = cos θ, even though this identification will need to be revised in the context
of this type of models.
As emphasized, we treat the SM gauge fields perturbatively on the UV brane and consider them as sources
of the vector currents of SO(5) with the same quantum numbers, thus
L4D = L˜str.int. + LSM + J˜a µW aµ + J˜Y µBµ, (114)
where the tilde on the Lagrangian of the strongly interacting sector and its currents (Jaµ and J
Y
µ ) signifies the
realization of the misalignment through the rotation of the SO(5) generators,
TA(θ) = r(θ)TA(0)r−1(θ), with r(θ) =
13×3 0 00 cos(θ) sin(θ)
0 − sin(θ) cos(θ)
 , A = 1, ..., 10. (115)
In order to have less free parameters it is essential to make an assumption on the microscopic structure of the
strongly interacting sector. This can be achieved by constructing the two-point correlators of the corresponding
operators and matching their short-distance expansion to the holographic result. At the microscopic level, one
cannot reproduce a SO(5) global symmetry with Dirac (techni)fermions [40]. Therefore in the present case
one chooses to define a fundamental theory made out of massless scalar fields in order to determine the scalar
operators and the conserved currents and to match the normalizations of spin zero and spin one sectors. Other
possibilities for the fundamental degrees of freedom are conceivable, but the one considered here is the simplest
one.
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We choose a scalar field of rank 2, sαβ, then the Lagrangian invariant under the global SO(5) transforma-
tion is:
L = 1
2
∂µsαβ∂
µs⊤βα −
1
2
m2sαβs
⊤
βα. (116)
We can construct a scalar invariant sαγsγα, giving a scalar operator Oαβsc (x) = sαγsγβ with dimension∆ = 2,
spin p = 0; and a Noether current i[TA, s]αβ∂
µs⊤βα giving a vector operator OA µvec (x), with ∆ = 3, p = 1.
The 5D masses for the fields dual to these operators follow the general formula from the AdS/CFT dictionary
M2R2 = (∆ − p)(∆ + p − 4) [41]. In the end holography provides all the necessary n-point functions of
the composite operators to calculate self-energies for the SM gauge bosons and analyze possible effective
interactions and mixings between EW and composite degrees of freedom.
The 5D AdS metric is given by
gMNdx
MdxN =
R2
z2
(ηµνdx
µdxν − d2z), (117)
where R is the AdS radius and the convention for the Minkowski space is ηµν = diag(1,−1,−1,−1). The
SO(5) invariant action takes the following form
S5D =− 1
4g25
∫
d4xdz
√−ge−Φ(z)TrFMNFMN (118)
+
1
ks
∫
d4xdz
√−ge−Φ(z)Tr
[
DMH
⊤DMH −M2HH⊤ −M2(HD⊤ +H⊤D)
]
.
The normalization constants have the dimensionality [g25] = [ks] = L; and following the SW holographic
approach we have introduced a dilaton exponent withΦ(z). The 5Dmass of the scalar fieldH(x, z) isM2R2 =
−4, while the vector fields AM should get zero mass if conformal symmetry holds in the UV brane. The
dynamical breaking from SO(5) to SO(4) happens in the scalar sector due to a function f(z) appearing in the
nonlinear parameterization of H
H(x, z) = ξΣξ†, Σ(x, z) =
(
04×4 0
0 f(z)
)
+ iT aσa(x, z), ξ(x, z) = exp
(
iπi(x, z)T̂ i√
2f(z)
)
. (119)
We enumerate the SO(5) generators denoting the ones of the unbroken SO(4) sector as T a, a = 1, ..., 6 and
the rest which are broken T̂ i, i = 1, ..., 4. For the vector fields we have AM = A
A
MT
A = AaMT
a + AiM T̂
i.
The matrix field D is introduced in Eq. (118) to provide an explicit soft breaking that is used in order
to fine-tune to zero the masses of the would-be Goldstone bosons πi, as the boundary conditions make them
naturally massive. It is parameterized by a function b(z) as
D =
(
04×4 0
0 b(z)
)
. (120)
The summary of ansa¨tze functions is: Φ(z) = κ2z2, f(z) = f · κz, b(z)/f(z) = µ1 + µ2 · κz, where
we determine µ1 = µ2 = −1 from the massless condition for the Goldstone bosons, while f and κ are the
parameters of the model. We choose the Az = 0 gauge which is standard for SW models in QCD.
From the quadratic part of the 5D Lagrangian we can get the masses of the composite resonances in 4D
and the two-point correlators of the composite operators. For the properties of the 4D resonances we look
for the normalizable solutions of equations of motion subject to the Dirichlet boundary condition at z = ε.
For the correlators we can use the AdS/CFT prescription on the variation of the on-shell 5D action that is
holographically connected to the 4D partition function lnZ4D defined via
Z4D[φO] =
∫
[Ds] exp{i
∫
d4x[Lstr.int.(x) + gV φAOµ(x)OA µvec (x) + gSφαβO (x)Oβαsc (x)]}. (121)
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The constants gV (ditto for gS) describe the relative strength of the coupling of the sources representing strongly
interacting states with respect to the (perturbative) gauge fields (not displayed above, see Eq.114). For two-
point functions gV and gS can be absorbed into other constants and play no relevant role.
Consider e.g. the vector sector. The 5D vector fields can be represented as Kaluza–Klein (KK) infinite
towers of 4D massive states with specific z-profiles holographically provided. The 4D masses explicitly
depend on the model, and in the present context we have (V and A correspond to unbroken and broken
directions in resemblance to vectors and axial-vectors of QCD)
M2V (n) = 4κ
2(n+ 1), M2A(n) = 4κ
2
(
n + 1 +
(g5Rf)
2
2ks
)
, n = 0, 1, 2, .... (122)
The vector correlators, after subtracting the generic ambiguities of a form C0 + C1q
2, take the following
form
ΠV (q
2) =
∑
n
q4F 2V
M2V (n)(−q2 +M2V (n))
, ΠA(q
2) =
∑
n
q4F 2A(n)
M2A(n)(−q2 +M2A(n))
− F 2; (123)
F 2V =
2Rκ2
g25
, F 2A(n) =
2Rκ2
g25
n + 1
n + 1 + (g5Rf)
2
2ks
, F 2 =
2Rκ2
g25
∑
n
(g5Rf)2
2ks
n+ 1 + (g5Rf)
2
2ks
(124)
A similar analysis applies for the part of the Lagrangian with the scalar fields. The masses of the KK radial
excitations in the unbroken scalar and broken Goldstone sectors are
M2σ(n) = 4κ
2(n + 1), M2π(n) = 4κ
2n, n = 0, 1, 2, .... (125)
i
∫
d4xeiqx〈Oas/p(x)Obs/p(0)〉 = δabΠS/G(q2), (126)
ΠS(q
2) =
∑
n
F 2σ
q2 −M2σ(n)
, ΠG(q
2) =
∑
n
F 2π
q2 −M2Π(n)
; F 2σ =
16κ2R
ks
, F 2π =
16κ2R
ks
. (127)
The free parameters g25 and ks can be matched to a single parameter of the 4D strongly interacting sector.
The large Q2 limit of the listed correlators should be compared with the one obtained by the usual field theory
methods in 4D. We find
ks
R
=
64π2
5Ntc
,
g25
R
=
8π2
5Ntc
. (128)
12.1 Two point functions and mixings
In the effective Lagrangian (114) a subgroup SU(2)′ × U(1)′ ⊂ SO(4)′ is already gauged because the SM
fields W aµ and Bµ couple to the particular currents of the strongly interacting sector. They are among the
vector currents that are holographically connected to the vector composite fields. Let us name the first three
operators of the unbroken vector sectorOaLµ (x) and the last three –OaRµ (x). ThenW aµ couples to Jaµ = g√2OaLµ
and Bµ to J
Y
µ =
g′√
2
O3Rµ , as we assume the hypercharge to be Y = T3R . Hence, we may include to the 4D
partition function the following terms quadratic in the external sources W and B: W µ〈J˜Lµ (q)J˜Lν (−q)〉W ν ,
W µ〈J˜Lµ (q)J˜Rν (−q)〉Bν , Bµ〈J˜Rµ (q)J˜Rν (−q)〉Bν . The relevant quadratic contribution of the 4D effective action
26
sin Θ=0.34
sin Θ=0.2
sin Θ=0.1
Figure 3: The (sin θ, fR,Ntc) parameter region allowed by the S parameter constraints. From [47]
.
is
Seff4D ⊃
∫
d4q
[(
qµqν
q2
− ηµν
)
1
4
Πdiag(q
2)(g2W 1µW
1
ν + g
2W 2µW
2
ν + g
2W 3µW
3
ν + g
′2BµBν)
+
(
qµqν
q2
− ηµν
)
1
4
ΠLR(q
2)gg′W 3µBν
]
, (129)
Πdiag(q
2) =
1 + cos2 θ
2
ΠV (q
2) +
sin2 θ
2
ΠA(q
2), (130)
ΠLR(q
2) = sin2 θ
(
ΠV (q
2)− ΠA(q2)
)
(131)
The diagonal self-energies result in the mass terms for the gauge fields in a small q2 limit
M2W =
g2
4
sin2 θF 2, M2Z =
g2 + g′2
4
sin2 θF 2, M2γ = 0. (132)
The left-right two-point function defines the S parameter of Peskin and Takeuchi [37]. In terms of the masses
and decay constants of the vector composite states it gets a form (in our description FV (n) = FV for all values
of n)
S = 4π sin2 θ
[∑
n
F 2V (n)
M2V (n)
−
∑
n
F 2A(n)
M2A(n)
]
. (133)
All other electroweak oblique parameters are vanishing or naturally small in the considered model.
At the same time, the structure of the correlation functions provides the mixing between gauge bosons and
composite resonances. For instance, for theW field we have (Dµν = ✷ηµν − ∂µ∂ν)
+
g√
2
W aµ (x)Dµν
∑
n
FV
MV (n)
[
1 + cos θ
2
AaL ν(n)(x) +
1− cos θ
2
AaR ν(n)(x)
]
− g√
2
W aµ (x)Dµν
∑
n
FA(n)
MA(n)
sin θ√
2
Aabr ν(n)(x). (134)
Mixing is not very significant numerically.
The masses of the composite resonances are governed by the scale of parameter κ. The latter can be
constrained from the experimental values known for quantities of Eqs. (132) and (133). The first provides a
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particular equation that combines the model parameters κ, sin θ, fR, Ntc. The latter should be considered as
an expression of the S parameter in terms of sin θ, fR, Ntc. Assuming [52] −0.06 ≤ S ≤ 0.16 one obtains
the areas these parameters may span as depicted in Fig. 3. By saturating the S bound. one can see from
Table 2 that the proposed programe can actually accommodate rather light values for the ground statesMV (0)
andMA(0) of order 1− 2 TeV, but higher masses are certainly not excluded.
Consider fixing any two parameters among (sin θ, fR, Ntc), then the growth of the third parameter results
in smaller κ and a possibility of lower masses. Indeed, an unlimited growth in fR results in unlikely small
masses for sin θ . 0.1. However, higher values of other two parameters soon face the upper experimental limit
of the S parameter.
12.2 Three point functions
We focus now on some particular couplings. Let us consider e.g. the hWW vertex. To get the direct coupling
of this kind we modify the 5D Lagrangian with a redefined covariant derivative
DµH(x, z) = ∂µH(x, z)− i[Aµ(x, z), H(x, z)]− i[X˜µ(x), H(x, z)] (135)
where we include gauge boson fields in the bulk through the rotated field X˜µ = X
a
µr
−1(θ)T a(0)r(θ). It is
important that Xµ is assumed to be z-independent. W is X
L α
µ =
g√
2
W αµ . This modification results in a
particular three point vertex WWπ4 in 5D. The 4D vertex is obtained integrating out the z-dimension using
the Kaluza–Klein representation of π4 and flat profiles of W . Recognizing n = 0 mode of π4 as the Higgs
field we get
L4D ⊃ ghWW
2
hW 1,2µ W
1,2µ, ghWW =
g2 sin θ
2
κ(fR)
√
R
ks
·
√
π
2
cos θ. (136)
We shall not dwell further into this matter here, but we note that this expression differs from the naive one.
12.3 QCD-like models
In the rest of this section we turn to briefly review some recent analysis that shows how difficult it is to get
realistic composite Higgs models that fulfill all the phenomenological constraints with scaled-up versions of
QCD or similar models. The following summarizes a recent interesting discussion [53]. The stuation is very
different from the MCHM just described.
The holographic model in question is the Dynamic AdS/QCD model which is described in detail in [54].
The action is
S5D = −
∫
d4xdz
√−gTr
[
1
ks
|DH|2 +M2(r)|H|2 + 1
4g25
(F 2V + F
2
A)
]
, (137)
Table 2: Different predictions of the minimal vector masses for sin θ = 0.25 and 0.30. From [47]
.
sin θ Ntc fR MV (0), TeV MA(0), TeV
0.25 2 9.1 0.89 2.20
0.25 3 5.2 1.21 1.99
0.25 4 3.9 1.37 1.92
0.25 10 2.0 1.66 1.86
0.30 2 5.5 1.26 2.14
0.30 3 3.7 1.50 2.03
0.30 4 2.9 1.61 1.99
0.30 10 1.6 1.81 1.96
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The theory lives in a geometry described by the metric (Poincare´ coordinates are used to parametrize de Sitter
space)
ds2 =
r2
R2
dx2 +
R2
r2
dz2, r2 = z2 + |TrH|2R4 (138)
Here z is the holographic coordinate dual to energy scale, and H is a field containing the meson excitations,
as above, dual to the fermion condensate. Fluctuations ofH around its vacuum expectation value describe the
pseudoscalar and scalar excitations as in the previous model. The vector and axial vector 5D fields V and A
will eventually describe towers of vector and axial resonances, dual to the vector and axial-vector currents,
expressed in terms of the fermionic degrees of freedom.
H is included in the metric definition in order to provide a back-reaction on the metric and communicates
the mass gap to the mesonic spectrum as it breaks conformal invariance, which is restored if H = 0. M2(r)
is a renormalization group scale/radially dependent mass term whose running can be fixed from the running
of the gauge coupling in the theory of interest. The ansatz eventually includes IR fixed points for appropriate
choices of Nc and the number of fermion speciesNf ,computed at the two-loop order. Notice that according to
the usual holographic procedure, M2R2 = −3, so departures from this value indicate an additional breaking
of conformal invariance.
The above action is similar to the ones used to describe holographic QCD within a bottom-up approach.
For such a description including a soft-wall cut-off, see e.g. [55].
The spectrum of the theory is found by looking at linearized fluctuations of the fields about the vacuum.
By substituting the corresponding wave functions back into the action and integrating over the variable z, the
decay constants can also be determined, just as in the previous model. The normalization constants g5 and ks
are determined, as before, by matching to the gauge theory expectations for the vector-vector, axial-axial and
scalar-scalar correlators in the UV of the theory.
The results of the analysis, borrowed from [53], in summary are the following: after imposing the necessary
EW precision bounds, the technicolor theories that emerge enter the strong coupling at a very large scale before
settling on an IR fixed point that triggers symmetry breaking at the 1 TeV range or so. It was found that the IR
theory constructed in the way described is largely independent of the UV theory. The bound states are in the 4
TeV range. Such theories are therefore beyond the reach of the current LHC searches. In a sense such theories
display in an extreme way the issues that any extension of the standard model that addresses the hierarchy
problem must now encounter - to make the Higgs light there must be tuning at one part in 100 or so and new
states must be pushed to high scale.
In conclusion, it seems fair to say that no bottom-up holographic model is fully satisfactory. For one, soft
wall models do not have a satisfactory operator product expansion as they exhibit a would-be dimension 2
condensate that is forbidden in a gauge-invariant field theory. Hard wall models typically do not show Regge-
like trajectories for the tower of resonances, a behavior that is well established in non abelian gauge theories.
In any case, there are several free parameters and, worse, the modelization itself is not unique. It is therefore
difficult to attach realistic error bars to the predictions that are derived by means of holographic techniques.
13 The input from lattice field theory
Technicolor theories [8, 9] provide an elegant mechanism for dynamical electroweak symmetry breaking. A
fermion condensate is generated in a QCD-like manner. This is coupled to EW currents and the Fermi scale v
can be generated much like the pion decay constant fπ appears in QCD. As it is well known, the EW bosons
get a small part of their mass from the familiar chiral symmetry in QCD. In this rather economic mechanism
the longitudinal degrees of freedom of theW,Z eat the only three Goldstone bosons that are produced in the
spontaneous breaking of SU(2)L.
The idea of EW symmetry breaking being due to the existence of a new strongly interacting sector at
the TeV scale beyond the SM was proposed many years ago, but the simplest models obtained by a naive
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rescaling of QCD are inadequate since they are in contradiction with the experimental evidence of precision
EW tests [10]. More importantly, realistic models should contain an additional light scalar degree of freedom–
the Higgs. Therefore, to be acceptable candidates for phenomenology, such theories need to be different from
scaled-up versions of QCD.
Walking and conformal technicolor theories have been proposed (see e.g. [56]) as possible candidates.
These theories may exhibit an IR fixed point, or at least an ample region where the beta function is close to
zero and the theory does not ‘run’, at least significantly. Such theories may then also provide a convenient
arena for the Extended Technicolor (ETC) ideas, suggesting that the mechanisms of generation of a mass for
SM fermions and gauge bosons are analogous. Such a possibility is ruled out in the simplest technicolor due
to obvious current algebra arguments.
The dynamics of these theories should be sufficiently different from QCD so that they would not violate
the experimental constraints. In particular, the idea of using models with matter fields in representations other
than the fundamental near the onset of the conformal window has been advocated [57]. As an example one can
mention the so-called Minimal Walking Technicolor theory, based on the gauge group SU(2) with two Dirac
fermions in the adjoint representation. This is “minimal” in the sense that having only 2 flavors provides the
estimated minimal value of the Peskin-Takeuchi S parameter among all theories of this type, with matter fields
in one representation only.
In such a model, fermion condensation triggers electroweak symmetry breaking. In addition, if a nearly
conformal sector is present, the spectrum of states at the electroweak scale could then contain a narrow scalar
resonance, the pseudo-Goldstone boson of conformal symmetry breaking, with Higgs-like properties. If the
conformal sector is strongly coupled, this pseudo-dilaton may be the only new state accessible at high energy
colliders.
In Sect. 8 we already discussed some properties of the resulting model and the prospects for distinguishing
this mode from a minimal Higgs boson at the LHC and ILC lay mostly in the cubic self-interactions and a
potential enhancement of couplings to massless SM gauge bosons [28].
In the previous section we described a QCD-like model where the running and the corresponding mass
anomalous dimension was gotten from two-loop calculations (and we saw that the spectrum of possible vector
resonances was moved to the high UV region). However, in order to get more accurate predictions, numerical
lattice work is still required. See e.g. [58] and references therein.
14 Quantization. The Equivalence Theorem
With few exceptions, in the previous sections we have been dealing with a classical gauged Lagrangian. Per-
turbative quantization of gauge theories can be accomplished by the Faddeev-Popov method. This requires
the introduction of a set of appropriate gauge fixing functions f i with i = 1, 2, 3, 4 and adding to the classical
Lagrangian the gauge fixing terms
LGF = − 1
2ξW
3∑
i=1
(f i)2 − 1
2ξB
(f 4)2 (139)
where ξW and ξB are the so called gauge-fixing parameters. In the case of electroweak gauge theories with
SSB it is particularly convenient to choose the so called t’Hooft, Rξ or renormalizable gauges, which have the
form
f i = ∂µW iµ −
gvξW
2
πi, i = 1, 2, 3.
f 4 = ∂µBµ +
g′vξB
2
π3. (140)
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The addition of these gauge-fixing terms with these gauge-fixing functions have the virtue of canceling the
bilinear terms appearing in the classical Lagrangian connecting NGB and gauge-boson fields. This cancellation
makes the physical interpretation of the Lagrangian much more transparent.
The Faddeev-Popov ghost term is given by
LFP =
3∑
i,j=1
c†i (x)
δf i
δǫjL
cj(x) + c
†
4(x)
δf 4
δǫY
c4(x), (141)
where ǫL and ǫY are the gauge transformation parameters and ci(x) are the ghost fields (in fact c4(x) is de-
coupled). After adding the gauge-fixing and the Faddeev-Popov terms, the gauge SU(2)L×U(1)Y invariance
is lost but it is replaced by BRST symmetry [59]. This invariance gives rise to the Slavnov-Taylor identities,
which encode the original gauge symmetry of the classical action and ensures the gauge invariance of the phys-
ical observables, in particular the S-matrix elements. After adding the gauge-fixing and Faddeev-Popov terms
the Lagrangian is no longerM covariant. However it is possible to keep the covariant formalism by defining
appropriate (non-linear) gauge-fixing functions (see [60] for details). In any case, the S-matrix elements are
independent of the coordinates used to parametrize the scalar space M and thus we can use the above linear
gauge-fixing function to obtain the Feynman rules needed for perturbative calculations.
One of the most important consequences of the Faddeev-Popov method used for spontaneously broken
gauge theories with Rξ gauge fixing functions is the following. In this gauge one is doing the path integral on
the gauge fields by forcing, for example, the constraint: fi = 0 or ∂
µW iµ = MW ξWπ
i. On the other hand the
longitudinal polarization vectors of the massive gauge bosons are given by
ǫµL(k) =
kµ
M
+ vµ(k), (142)
where kµ = (Ek, ~k), M = MW ,MZ , v
µ = O(M/Ek) and Ek =
√
~k2 +M2. Therefore, at high energies
(E >> M), the path integral is done under the constraint W iL ∼ iξWπi. Thus, when computing the on-shell
S matrix elements of processes containing longitudinal components of the electroweak gauge bosons WL or
ZL, both in the initial or the final state, at high energies compared with MW and MZ , one can perform the
substitution of the these longitudinal components by the corresponding would-be NGB. This general result is
known as the Equivalence Theorem (ET) [61]. In spite of its apparently simple explanation, a formal proof is
somewhat complicated when more than one longitudinal gauge boson is involved or we go beyond the tree level
(see [62] for details). The ET is based on the Slavnov-Taylor identities resulting from the BRST invariance of
the Lagrangian used in the Faddeev-Popov method (the gauge invariant classical Lagrangian plus gauge fixing
and Faddeev-Popov terms). A typical example of the applicability of the ET is the following relation for the
longitudinal gauge boson on-shell scattering amplitude in the CM frame
T
(
W+L ,W
−
L → ZZ
)
= T
(
π+π− → π0π0)+O(M√
s
)
. (143)
where π± = (π1∓iπ2)/√2 and π0 = π3. In the following we will make use in some cases of the the ET for the
computation of the amplitudes of different processes at CM energies larger thanMW andMZ (and henceMh
too). This is because the computation of amplitudes involving NGB is much simpler than the corresponding
computation of amplitudes involving longitudinal components of gauge bosons. In turn, these amplitudes are
supposed to be dominant at high energies (compared with the ones involving transverse gauge bosons) if the
SBS of the SM is strongly interacting, in particular giving rise to resonances that could be probed at the LHC
in the next years.
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15 Electroweak Chiral Perturbation Theory with a light Higgs for VV,
hh and Vh scattering
In this section we address the problem of the computation of the relevant scattering amplitudes for electroweak
gauge bosons V = W±, Z and the Higgs h for the study of the SBS of the SM at the LHC energies. Assuming
a strongly interacting SBS and s >> M2V ,M
2
H , the longitudinal components VL of the gauge bosons dominate
the amplitudes and also it is possible to use the Equivalence Theorem. Then we can identify the W+L ,W
−
L
and ZL with the GB w
+, w− and w0 = z and, assuming custodial symmetry, we can set the gauge couplings
g = g′ = 0 by using the Landau gauge to avoid NGB-Ghost coupling. Finally we neglect the effect of
fermions. Under these conditions the relevant Lagrangian for ww, hh and wh scattering up to next to leading
order (NLO) is
L = 1
2
(
1 + 2a
h
v
+ b
(
h
v
)2)
∂µω
a∂µωb
(
δab +
ωaωb
v2
)
+
1
2
∂µh∂
µh
+
4a4
v4
∂µω
a∂νω
a∂µωb∂νωb +
4a5
v4
∂µω
a∂µωa∂νω
b∂νωb +
g
v4
(∂µh∂
µh)2
+
2d
v4
∂µh∂
µh∂νω
a∂νωa +
2e
v4
∂µh∂
νh∂µωa∂νω
a, (144)
where we have used the squared root SU(2) coset parametrization
U(x) =
√
1− ω
2
v2
+ i
ωaτa
v
. (145)
instead of the more common exponential U(x) = exp(iωaτa/v). As discussed in detail [63] , this election
gives rise to different Feynman rules and diagrams. However, in agreement with the reparametrization theorem
of QFT [17], the on-shell S-matrix elements are the same, being the computations with the squared root
parametrization much simpler. Also we have added three new operators with chiral couplings d, e and g.
Those operators are order O(p4) and must be introduced to absorb the divergencies appearing in the one-loop
amplitudes for the ww→ hh and hh→ hh processes.
Starting from wawb → wcwd scattering, due to the custodial symmetry, the amplitude has the general form
T (wawb → wcwd) = A(s, t, u)δabδcd + A(t, s, u)δacδbd + A(u, t, s)δadδbc . (146)
By defining the charge states w± = (w1 ∓ iw2)/√2 and z = w0 we have the relations
A(w+w− → zz) = A(s, t, u) (147)
A(w+w− → w+w−) = A(s, t, u) + A(t, s, u)
A(zz → zz) = A(s, t, u) + A(t, s, u) + A(u, t, s).
Now we can expand A(s, t, u) in a similar way to ordinary ChPT. Up to the one-loop level one has
A = A(0) + A(1) · · · = A(0) + A(1)tree + A(1)loop . . . , (148)
where A(0) is order O(p2) and A(1) is order O(p4). From the Lagrangian above it is easy to compute the tree
level part
A(0)(s, t, u) + A
(1)
tree(s, t, u) = (1− a2)
s
v2
+
4
v4
[
2a5s
2 + a4(t
2 + u2)
]
. (149)
The one-loop part is much more involved because of the large number of Feynman graphs. Using dimensional
regularization withD = 4− ǫ and following [64] one has
A
(1)
loop(s, t, u) =
1
36(4π)2v4
[F1(s, t, u)s
2 + (a2 − 1)2(g(s, t, u)t2 + F2(s, u, t)u2)] (150)
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with auxiliary functions
F1(s, t, u) = [20− 40a2 + 56a4 − 72a2b+ 36b2]
+ [12− 24a2 + 30a4 − 36a2b+ 18b2]Nε
+ [−18 + 36a2 − 36a4 + 36a2b− 18b2] log
(−s
µ2
)
+ 3(a2 − 1)2
[
log
(−t
µ2
)
+ log
(−u
µ2
)]
(151)
F2(s, t, u) = 26 + 12Nε − 9 log
[
− t
µ2
]
− 3 log
[
− u
µ2
]
(152)
where
Nǫ =
2
ǫ
+ log 4π − γ . (153)
This result agrees with the one in [65] when the limit MH going to zero is taken and can be obtained by
using algebraic manipulation software such as FeynRules, FeynArts and Formcalc in succession, or equivalent
codes.
Next we can consider the process wawb → hh. In this case custodial symmetry dictates the amplitude’s
general form
M(s, t, u)ab = M(s, t, u)δab (154)
A similar computation to the one described above for the elastic case gives
M (0)(s, t, u) +M
(1)
tree(s, t, u) = (a
2 − b) s
v2
+
2d
v4
s2 +
e
v4
(t2 + u2) (155)
that takes a one-loop correction
M
(1)
loop(s, t, u) =
a2 − b
576π2v2
[
F ′1(s, t, u)
s2
v2
+
a2 − b
v2
[F ′2(s, t, u)t
2 + F ′2(s, u, t)u
2]
]
(156)
where
F ′1(s, t, u) = −8[−9 + 11a2 − 2b]− 6Nε[−6 + 7a2 − b] (157)
+ 36(a2 − 1) log
[
− s
µ2
]
+ 3(a2 − b)
(
log
[
− t
µ2
]
+ log
[
− u
µ2
])
and F ′2(s, t, u) = F2(s, t, u). Due to the time reversal symmetry of the interaction considered here the same
amplitudes describes also the process hh→ wawb.
Finally, the tree level hh→ hh elastic amplitude is
T (0)(s, t, u) + T
(1)
tree(s, t, u) =
2g
v4
(s2 + t2 + u2) , (158)
and the one-loop one is:
T
(1)
loop(s, t, u) =
3(a2 − b)2
2(4π)2v4
[
T (s)s2 + T (t)t2 + T (u)u2
]
. (159)
where
T (s) = 2 +Nε − log
(
− s
µ2
)
. (160)
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All those amplitudes have to be renormalized. This can be done in a relatively easy way due to the fact that all
the particles involved in the approximation considered here are massless. That implies that no wave function,
vacuum expectation value v, or masses need renormalization. In fact, it is not difficult to realize that all the
divergences can be absorbed by renormalizing the bare chiral couplings: a4, a5, g, d and e. For example, by
using theMS scheme, the renormalized couplings are defined as:
ar4 = a4 +
Nǫ
192π2
(1− a2)2
ar5 = a5 +
Nǫ
768π2
(2 + 5a4 − 4a2 − 6a2b+ 3b2)
gr = g +
3Nǫ
64π2
(a2 − b)2
dr = d− Nǫ
192π2
(a2 − b)(7a2 − b− 6)
er = e +
Nǫ
48π2
(a2 − b)2. (161)
Notice that the couplings a and b do not require renormalization. A trivial consistency check of these equations
is the minimal SM where a = b = 1 which, being renormalizable, does not require any additional chiral
coupling. Also the renormalization of a4 and a5 agrees with [65].
In terms of the renormalized couplings, the amplitudes read
ww → ww
A(s, t, u) =
s
v2
(1− a2) + 4
v4
[2ar5(µ)s
2 + ar4(µ)(t
2 + u2)] (162)
+
1
16π2v4
(
1
9
(14a4 − 10a2 − 18a2b+ 9b2 + 5)s2 + 13
18
(a2 − 1)2(t2 + u2)
− 1
2
(2a4 − 2a2 − 2a2b+ b2 + 1)s2 log −s
µ2
+
1
12
(1− a2)2(s2 − 3t2 − u2) log −t
µ2
+
1
12
(1− a2)2(s2 − t2 − 3u2) log −u
µ2
)
ww→ hh and hh→ ww
M(s, t, u) =
a2 − b
v2
s+
2dr(µ)
v4
s2 +
er(µ)
v4
(t2 + u2)
+
(a2 − b)
576π2v4
{[
72− 88a2 + 16b+ 36(a2 − 1) log −s
µ2
+ 3(a2 − b)
(
log
−t
µ2
+ log
−u
µ2
)]
s2
+ (a2 − b)
(
26− 9 log −t
µ2
− 3 log −u
µ2
)
t2
+ (a2 − b)
(
26− 9 log −u
µ2
− 3 log −t
µ2
)
u2
}
(163)
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and finally hh→ hh
T (s, t, u) =
2gr(µ)
v4
(s2 + t2 + u2) (164)
+
3(a2 − b)2
32π2v4
[
2(s2 + t2 + u2)− s2 log −s
µ2
− t2 log −t
µ2
− u2 log −u
µ2
]
.
where we have explicitly exhibited the renormalization scale µ dependence of the renormalized couplings.
On the other hand, as we do not have wave-function renormalization, the amplitudes above are just S-matrix
elements and they must be renormalization scale (µ) invariant. This means that the explicit µ dependence has
to be compensated by the µ dependence of the chiral couplings. From this simple fact it not difficult to find
the renormalization group equations:
ar4(µ) = a
r
4(µ0)−
1
192π2
(1− a2)2 log µ
2
µ20
ar5(µ) = a
r
5(µ0)−
1
768π2
[
3(a2 − b)2 + 2(1− a2)2] log µ2
µ20
gr(µ) = gr(µ0)− 3
64π2
(a2 − b)2 log µ
2
µ20
dr(µ) = dr(µ0) +
1
192π2
(a2 − b) [(a2 − b)− 6(1− a2)] log µ2
µ20
er(µ) = e(µ0)− 1
48π2
(a2 − b)2 log µ
2
µ20
. (165)
From the above result for ww → hh, using crossing symmetry, it is possible to obtain the renormalized
amplitude for the wh→ wh process too. In this case we have
N(ωI3h→ ωI′3h) = N(s, t, u)δI3I′3 (166)
where I = 1 and I3 are the custodial isospin and the corresponding third component and
N(s, t, u) =
a2 − b
v2
t +
2dr(µ)
v4
t2 +
er(µ)
v4
(s2 + u2) (167)
+
a2 − b
576π2v4
[(72− 88a2 + 16b+ 36(a2 − 1) log −t
µ2
+ 3(a2 − b)(log −s
µ2
+ log
−u
µ2
))t2
+ (a2 − b)(26− 9 log −s
µ2
− 3 log −u
µ2
))s2
+ (a2 − b)(26− 9 log −u
µ2
− 3 log −s
µ2
))u2].
16 NLO partial waves
For further study of the unitarity and analytic properties of the amplitudes it is useful to project them on the
different I (custodial isospin) and J (angular momentum ) partial waves. For ww → ww elastic scattering
there are three custodial-isospin AI amplitudes (I = 0, 1, 2) which are defined as
T0(s, t, u) = 3A(s, t, u) + A(t, s, u) + A(u, t, s) (168)
T1(s, t, u) = A(t, s, u)− A(u, t, s)
T2(s, t, u) = A(t, s, u) + A(u, t, s) .
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The partial waves are given by
tIJ(s) =
1
64 π
∫ 1
−1
d(cos θ)PJ(cos θ) TI(s, t, u) . (169)
The corresponding chiral expansion is
tIJ(s) = t
(0)
IJ (s) + t
(1)
IJ (s) + . . . , (170)
where the first two terms (NLO) have the general form
t
(0)
IJ (s) = KIJs
t
(1)
IJ (s) =
(
BIJ(µ) +DIJ log
s
µ2
+ EIJ log
−s
µ2
)
s2 . (171)
where BIJ(µ) depends on the a4(µ) and a5(µ) renormalized chiral constants (in the following we will omit
the r superindex in the renormalized chiral couplings). The tIJ(s) independence on the renormalization scale
implies
BIJ(µ) = BIJ(µ0) + (DIJ + EIJ) log
µ2
µ20
. (172)
The values of the different parameters for all non-vanishing different IJ channels up to NLO can be ob-
tained easily from the ww→ ww amplitudes [64]
Scalar-isoscalar IJ = 00:
K00 =
1
16πv2
(1− a2)
B00(µ) =
1
9216π3v4
[
101(1− a2)2 + 68(a2 − b)2 + 768{7a4(µ) + 11a5(µ)}π2
]
D00 = − 1
4608π3v4
[
7(1− a2)2 + 3(a2 − b)2]
E00 = − 1
1024π3v4
[
4(1− a2)2 + 3(a2 − b)2] . (173)
Vector-isovector IJ = 11:
K11 =
1
96πv2
(1− a2)
B11(µ) =
1
110592π3v4
[
8(1− a2)2 − 75(a2 − b)2 + 4608{a4(µ)− 2a5(µ)}π2
]
D11 =
1
9216π3v4
[
(1− a2)2 + 3(a2 − b)2]
E11 = − 1
9216π3v4
(1− a2)2 . (174)
Scalar-isotensor IJ = 20:
K20 = − 1
32πv2
(1− a2)
B20(µ) =
1
18432π3v4
[
91(1− a2)2 + 28(a2 − b)2 + 3072{2a4(µ) + a5(µ)}π2
]
D20 = − 1
9216π3v4
[
11(1− a2)2 + 6(a2 − b)2]
E20 = − 1
1024π3v4
(1− a2)2 (175)
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Tensor-isoscalar IJ = 02:
K02 = 0
B02(µ) =
1
921600π3v4
[
320(1− a2)2 + 77(a2 − b)2 + 15360{2a4(µ) + a5(µ)}π2
]
D02 = − 1
46080π3v4
[
10(1− a2)2 + 3(a2 − b)2]
E02 = 0 . (176)
And tensor-isotensor I = J = 2:
K22 = 0
B22(µ) =
1
921600π3v4
[
71(1− a2)2 + 77(a2 − b)2 + 7680{a4(µ) + 2a5(µ)}π2
]
D22 = − 1
46080π3v4
[
4(1− a2)2 + 3(a2 − b)2]
E22 = 0 . (177)
Partial waves with angular momentum J = 3 and higher are at least O(s3) and vanish at NLO. Other com-
binations are impossible when custodial and Bose symmetry are taken into account, which forbids various
couplings that would be allowed otherwise.
The partial waves for the ww → hh and hh → hh processes are computed in a similar way but now only
in the isospin zero channel I = 0 since the Higgs h is an isosinglet.
The proper normalization of the ww isoscalar state I = 0 introduces a 1/
√
3 factor and the sum over
the three contributing charge combinations (+−,−+, 00) a factor 3, so that for the isoscalar amplitude is
M0(ww→ hh) =
√
3M(s, t, u). Then the partial waves have again the general form
mJ(s) = K
′
Js+
(
B′J(µ) +D
′
J log
s
µ2
+ E ′J log
−s
µ2
)
s2 + . . . (178)
and the non-vanishing parameters up to NLO are
Scalar-isoscalar IJ = 00:
K ′0 =
√
3
32πv2
(a2 − b)
B′0(µ) =
√
3
16πv4
[
d(µ) +
e(µ)
3
]
+
√
3
18432π3v4
(a2 − b) [72(1− a2) + (a2 − b)]
D′0 = −
√
3(a2 − b)2
9216π3v4
E ′0 = −
√
3(a2 − b)(1− a2)
512π3v4
(179)
Tensor-isoscalar IJ = 02:
K ′2 = 0
B′2(µ) =
e(µ)
160
√
3πv4
+
83(a2 − b)2
307200
√
3π3v4
D′2 = −
(a2 − b)2
7680
√
3π3v4
.
E ′2 = 0 . (180)
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For the hh→ hh channel T0(hh→ hh) = T (s, t, u) and the partial waves aJ have again the same form
aJ(s) = K
′′
Js+
(
B′′J(µ) +D
′′
J log
s
µ2
+ E ′′J log
−s
µ2
)
s2 + . . . (181)
with the scalar-isocalar channel IJ = 00:
K ′′0 = 0
B′′0 (µ) =
10g(µ)
96πv4
+
(a2 − b)2
96π3v4
D′′0 = −
(a2 − b)2
512π3v4
E ′′0 = −
3(a2 − b)2
1024π3v4
(182)
and the tensor-isoscalar IJ = 02:
K ′′2 = 0
B′′2 (µ) =
g(µ)
240πv4
+
77(a2 − b)2
307200π3v4
D′′2 = −
(a2 − b)2
5120π3v4
E ′′2 = 0 . (183)
Finally, for the wh→ wh reaction we only have the isovector-(axial)vector channel I = J = 1 up to NLO.
The partial-wave is defined as
n11(s) =
1
32π
∫ 1
−1
xM(s, t, u) dx. (184)
Notice that we have now a divisor 32 instead of 64 since the particles in the initial and final states are not
identical. In any case the partial wave have the same form
n11(s) = K
′′′
11s+
(
B′′′11(µ) +D
′′′
11 log
s
µ2
+ E ′′′11 log
−s
µ2
)
s2 + . . . (185)
with [66]:
K ′′′11 =
a2 − b
96πv2
(186)
B′′′11(µ) =
er(µ)− 2d(µ)
96πv4
− a
2 − b
110592π3v4
(
150(1− a2)− 83(a2 − b))
D′′′11 =
a2 − b
4608π3v4
(
3(1− a2)− (a2 − b))
E ′′′11 = −
(a2 − b)2
9216π3v4
.
As it can be seen in all the cases the functionsB′(µ),B′′(µ) andB′′′(µ) are in all analogous toB(µ) depending
on different combinations of the renormalized chiral couplings and with similar evolution equations given in
Eq.172. By using these evolution equations it is possible to check that all the partial waves above are µ
independent.
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17 Analyticity and unitarity
The partial waves tIJ(s), mJ(s), aJ(s) and n11(s) have to fulfill a number of properties coming from well es-
tablished first principles of QFT. In particular (micro)causality and probability conservation lead to analiticity
and unitarity, which set important conditions on the mathematical form on the partial waves [67]. First of all,
the partial waves are analytical functions of the complex Maldelstam-s and must have an unitarity or right cut
(RC) along the positive real axis starting at the threshold at s = 0. The physical values are then obtained just
on the upper side of this cut s = E2CM + iǫ. Also the cos θ integration appearing in the partial-wave definition
(169 gives rise to a left cut (LC) on the negative part of the real axis. For physical s values unitarity requires
a set of non-trivial relations between the different partial waves. Because of the angular momentum and weak
isospin symmeties, the reaction matrix is block-diagonal
T (s) =

T00 0 0 0 0
0 T02 0 0 0
0 0 T11 0 0
0 0 0 T20 0
0 0 0 0 ...
 , (187)
where TIJ(s) are the partial-waves matrices. For example, for I = 0 and J = 0, 2 we have
T0J (s) =
(
t0J(s) mJ(s)
mJ(s) aJ(s)
)
. (188)
For I 6= 0 there is no mixing with the hh channel so that
TIJ(s) = tIJ(s) (189)
i.e. the reaction matrices have just one single element. Now unitarity requires
ImT (s) = T (s)T †(s). (190)
in the physical region, i. e. on the RC.
From this equation it is possible to obtain a set of relations involving different partial waves. For I = 0
and J = 0 or J = 2 we have
Im t0J = |t0J |2 + |mJ |2 (191)
ImmJ = t0Jm
∗
J + tJa
∗
J
Im aJ = |mJ |2 + |aJ |2 .
However these relations are not respected by perturbation theory. For example, at the one-loop level one has
Im t
(1)
0J = |t(0)0J |2 + |m(0)J |2
Imm
(1)
J = a
(0)
0Jm
(0)
J +M
(0)
J T
(0)
J
Im t
(1)
J = |m(0)J |2 + |a(0)J |2
thus indicating a breakdown of unitarity at high energies. This fact sets very strong limitations to the appli-
cability of pertubative results in the interesting physical region around or higher one TeV of center of mass
energy ECM .
For the elastic ww→ ww channels with I = J = 1 and I = 2, J = 0 the unitarity condition is just
Im tIJ = |tIJ |2 I 6= 0 (192)
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and at the one-loop or NLO level
Im t
(1)
IJ = |t(0)IJ |2 I 6= 0 . (193)
Due to the manifest loss of unitarity in the TeV region for many processes, if one solely relies on pertur-
bation theory, the experimental bounds that can be derived from experiment concerning higher dimensional
operators that typically give rise to contributions that violate unitarity pretty quickly are potentially overesti-
mated. Sometimes severely overestimated. To avoid this pitfall one must make comparison with experiment
using amplitudes that do exhibit a unitary behavior. Because after all we know that the fundamental theory that
gives rise to those low-energy coefficients is unitary. Several methods to restore unitarity will be presented in
the coming sections.
18 The Inverse Amplitude Method
Let us concentrate on the following in these elastic channels. The fact that the partial waves are analytic
functions of the variable s in the whole complex plane makes it possible to write the dispersion relation (DR)
t(s) = Ks+
s2
π
∫ ∞
0
ds′ Im t(s′)
s′2(s′ − s− iǫ) +
s2
π
∫ 0
−∞
ds′ Im t(s′)
s′2(s′ − s− iǫ) +
s2
2πi
∫
C∞
ds′t(s′)
s′2(s′ − s) (194)
where C∞ is the circunference at the infinite oriented anticlockwise and we have omitted the I and J indices
for simplicity [60, 68].
On the other hand, the DR for the partial-wave amplitude expanded up to NLO, that is, truncated up to
order s2, tNLO(s) = t(0)(s) + t(1)(s), can be written as
tNLO(s) = Ks+
s2
π
∫ Λ2
0
ds′ Im t(1)(s′)
s′2(s′ − s− iǫ) +
s2
π
∫ 0
−Λ2
ds′ Im t(1)(s′)
s′2(s′ − s− iǫ) +
s2
2πi
∫
CΛ
ds′t(1)(s′)
s′2(s′ − s) . (195)
where CΛ is a circumference of radius Λ
2 and Λ is an UV regulator. Then the integrals can be easlly computed
1
π
∫ Λ2
0
ds′ Im t(1)(s′)
s′2(s′ − s− iǫ) = E log
−s
Λ2
1
π
∫ 0
−Λ2
ds′ Im t(1)(s′)
s′2(s′ − s− iǫ) = D log
s
Λ2
1
2πi
∫
CΛ
ds′t(1)(s′)
s′2(s′ − s) = B(µ) +D log
Λ2
µ2
+ E log
Λ2
µ2
(196)
so that the dispersion relation for tNLO(s) in Eq. (195) reproduces Eq. (171). Notice the consistency check of
the dispersion relation and the interplay with renormalized chiral couplings, since the integral over the circle
trades the UV-cutoff scale Λ by the renormalization scale µ.
The Inverse AmplitudeMethod (IAM) [69] provides a way to improve perturbation theory in order to fulfill
the unitarity and analytical constraints exactly. It was developed for ordinary ChPT for mesons [70] and later
applied to the unitarization of the one-loop would-be NGB scattering amplitudes (see [71] and third reference
in [69]) long before the Higgs was discovered.
In order to see how it works one considers the auxiliary function
W (s) ≡ (t
(0)(s))2
t(s)
. (197)
By construction it has the same analytic structure as t(s) up to possible poles coming from t(s) zeroes. Also
one hasW (s) = Ks+O(s2) and
ImW (s) = −[t(0)(s)]2 (198)
40
on the RC. Neglecting the possible pole contribution an excellent approximation is:
W (s) = Ks+
s2
π
∫ Λ2
0
ds′ ImW (s′)
s′2(s′ − s− iǫ) +
s2
π
∫ 0
−Λ2
ds′ ImW (s′)
s′2(s′ − s− iǫ) +
s2
2πi
∫
CΛ
ds′W (s′)
s′2(s′ − s) . (199)
Now the essential point is that the definition of W (s) in Eq. (197) makes it possible to compute the unitarity
(RC) integral exactly since ImW (s) = −K2s2 = Eπs2 there. The LC integral cannot be computed exactly
but it can be computed perturbatively using
ImW (s) ≃ − Im t(1)(s). (200)
to find
W (s) ≃ Ks−Ds2 log s
Λ2
−Es2 log −s
Λ2
+
s2
2πi
∫
CΛ
ds′W (s′)
s′2(s′ − s) . (201)
This equation is trivially solved byW (s) = t(0)(s)− t(1)(s) which is quite remarkable sinceW (s) in Eq.197
is defined from the exact partial wave t(s). Therefore one finally has the IAM amplitude written as
t(s) ≃ tIAM(s) = (t
(0)(s))2
t(0)(s)− t(1)(s) . (202)
This amplitude obtained with the IAM has a number of interesting properties which are important to re-
member:
• First, it has the proper analytical structure with the right cuts. In particular unitarity on the RC produces
a second Riemann sheet. Poles in this so-called unphysical sheet have a natural interpretation as dynam-
ically generated resonances. However poles in the first or physical sheet (ghosts) are not allowed and
they must be understood as artifacts of the model if they appear.
• The IAM partial waves are obtained entirely from the one-loop or NLO approximation. Thus the results
depend only on the renormalized chiral couplings and are UV and IR finite and renormalization scale
independent.
• They satisfy exact elastic unitarity on the RC,
Im tIAM = tIAM(tIAM)∗ . (203)
• When expanded at low energy, they match the NLO amplitude
tIAM(s) = tNLO(s) +O(s3). (204)
• Finally, the IAMmethod can be extended to the coupled channel case too [72] particularly if the particles
appearing in the different channels are all of them massless to avoid overlapping left and right cuts. This
is the case here since we are considering the NGB and the h particle as massless. From the perturbative
expansion
TIJ = T
(0)
IJ + T
(1)
IJ + . . . (205)
a natural generalization of the IAM method gives
T IAMIJ = T
(0)
IJ (T
(0)
IJ − T (1)IJ )−1T (0)IJ (206)
which satisfies exact multichannel elastic unitarity on the RC
ImT IAMIJ = T
IAM
IJ (T
IAM
IJ )
†. (207)
In addition the matrix elements of T IAMIJ enjoy all the already mentioned desirable properties of the
elastic IAM. This coupled-channel IAM is particularly useful in the isoscalar channels where the ωω
and hh pairs can be strongly coupled.
41
The IAM has been extensively used to describe the low-energy meson-meson scattering where it has proven
to be extremely successful. With a very small set of parameters, it is able to describe many different channels
including their first resonances [72].
19 The N/D method
There are other possibilities for implementing full unitarity and analyticity in the one-loop results. In partic-
ular a well-known alternative that we also consider here is the N/D method [73]. There are many ways for
applying it depending on the problem at hand. Here we will follow an approach which is particularly suited to
perturbation theory. To start with we will consider first the elastic ww scattering. The main assumption of the
N/D method is that the corresponding partial waves can be written as
t(s) =
N(s)
D(s)
(208)
where the numerator function N(s) has only a LC and the denominator function D(s) only a RC in such a
way that t(s) has the expected analytical structure. Thus ImN(s) = 0 on the RC and ImD(s) = 0 on the LC.
Now elastic unitarity requires ImD(s) = −N(s) on the RC and we also have ImN(s) = D(s) ImA(s)
on the LC. It is then possible in principle to write two coupled dispersion relations for N(s) and D(s). In the
simplest case, using the normalizationD(0) = 1 one has
D(s) = 1− s
π
∫ ∞
0
ds′N(s′)
s′(s′ − s− iǫ) (209)
N(s) =
s
π
∫ 0
−∞
ds′D(s′) ImA(s′)
s′(s′ − s− iǫ) . (210)
More generally, one may need DR with a number of subtractions.
One possibility for exploiting the above coupled equations for N(s) and D(s) is using some recursive
method. For example, starting from some approximateN0(s) function featuring a LC (for example a tree level
result) we can obtainD0(s) by integration on the RC. Then a first approximation for the partial wave would be
t0(s) = N0(s)/D0(s). To continue the procedure one can now insert D0(s) in the second coupled equation to
get the new a N1(s) yielding t1(s) = N1(s)/D1(s) and so on. Under some conditions depending on theN0(s)
choice and not to be discussed here, this procedure will converge to a solution of the DR. Even more in many
cases the simplest approximation t(s) ≃ N0(s)/D0(s) could be considered appropriate enough.
However, introducing the NLO results of HEFT in the N/D method is far from trivial for various reasons. If
one wants to use the N/D method starting from perturbation theory the first problem to solve is how to choose
N0(s) in a renormalization scale invariant way. To solve this problem we split t
(1)(s) in two pieces, one having
only a RC and the other only a LC and being both µ-independent. Thus we define
tL(s) ≡
(
B(µ)
D + E
+ log
s
µ2
)
Ds2
tR(s) ≡
(
B(µ)
D + E
+ log
−s
µ2
)
Es2. (211)
Obviously t(1)(s) = tL(s)+ tR(s) and it is not difficult to check that both, tL and tR, are renormalization scale
(µ) independent. In addition, on the RC (the physical region), perturbative unitarity reads Im t(1) = Im tR =
(t(0))2. Another useful definition is
g(s) =
1
π
(
B(µ)
D + E
+ log
−s
µ2
)
. (212)
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This function is µ-independent and analytical on the whole complex plane but for a RC. On this RC (i.e. for
s = E2CM + iǫ) we have Im g(s) = −1. Then it is not difficult to find the perturbative expansion
t(s) = t(0)(s) + tL(s)− (t(0)(s))2g(s) +O(s3) . (213)
Now we can apply perturbation theory to the N/D method. Our starting point is
N0(s) ≡ t(0)(s) + tL(s) . (214)
This function has a LC but no RC, it has information about the chiral couplings and, finally, it is µ independent.
Now to obtain a UV-finite integral three subtractions are required. Thus we can write
D0(s) = 1 + h1s+ h2s
2 − s
3
π
∫ ∞
0
ds′[t(0)(s) + tL(s)]
s′3(s′ − s− iǫ) . (215)
The N/D partial wave in lowest order approximation can be written as
t(s) ≃ tN/D(s) = N0(s)
D0(s)
. (216)
Then it is possible to show that an appropriate election of the constants h1 and h2 allows us to get [67]:
D0(s) = 1− tR(s)
t(0)(s)
+
π
2
(g(s)2Ds2 = 1− tR(s)
t(0)(s)
− tL(−s)tR(s)
2(t(0)(s))2
. (217)
This amplitude is UV and IR finite, it is µ independent, it has the right analytical structure, it satisfies
elastic unitarity exactly
Im tN/D(s) = |tN/D(s)|2 (218)
on the RC and finally it is compatible with the NLO computation since
tN/D(s) = t(0)(s) + t(1)(s) +O(s3). (219)
Thus these properties are the same that we found for the IAM. In fact it is possible to show that this amplitude
converges to the IAM amplitude whenever tL ≪ t(0).
As for the IAM it is possible to generalize the N/D method to the multichannel case needed for the I = 0
(J = 0, 2) processes where the ww state couples to the hh channel. According to [74] we write the matrix
relation
TIJ(s) = [DIJ(s)]
−1NIJ(s) . (220)
To generalize our previous result for the single channel case, we start again from the perturbative expansion at
NLO. By suppressing the I and J indices and by using an obvious matrix notation we define
N0(s) = T
(0)(s) + TL(s) (221)
and then it is possible to find the DR solution
D0(s) = 1− TR(s)[T (0)(s)]−1 − 1
2
TR(s)[T
(0)(s)]−2TL(−s) (222)
It is not difficult to check that the partial waves in this equation fulfill exact elastic coupled-channel unitarity
on the RC,
ImTN/D = TN/D
(
TN/D
)†
(223)
and reproduce the low-energy expansion up to the one-loop level
TN/D(s) = T (0)(s) + T (1)(s) + ... (224)
The TN/D(s) partial-wave amplitudes have all the required properties including unitarity and analyticity.
They have a LC and RC and also they can be extended to the second Riemann sheet. For some regions of the
coupling space some they have poles there that can be understood as dynamical resonances.
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20 Comments on the K-matrix method
Finally we will comment on another popular unitarization method known as the K-matrix method [75] (see
also [76] for a recent review in the context of this work). The K-matrix is defined in terms of the S matrix as
S =
1− iK/2
1 + iK/2
. (225)
Obviously the unitarity of the S operator is equivalent to K Hermiticity. In practice the S matrix is obtained
in the form of some expansion: S = 1+S(1)+S(2)+ . . . . The truncation of this expansion typically produces
an approximate S matrix which is not unitary. However one can instead expandK asK = K(1) +K(2) + . . .
and introduce this (truncated Hermitian) series into Eq. (225) to find a new series for S,
S = 1 + S˜(1) + S˜(2) + . . . , (226)
which is exactly unitary at any order. Normaly the K-matrix method is used in terms of partial waves. Given
some unspecified elastic process t(s) one starts from some approximate estimation t0(s) real in the physical
region and therefore not unitary (typically the tree level result). Then the K-matrix unitarized partial wave is
tK0 (s) =
t0(s)
1− it0(s) . (227)
In this way unitarity is satisfied again in the physical region,
Im tK0 =
∣∣tK0 ∣∣2 . (228)
However it is very important to stress that this K-matrix partial wave has not the appropriate analytical
structure and consequently it is lacking the RC and the second Riemann (unphysical) sheet. Therefore it cannot
produce poles that could be understood as resonances as we will see below. Previous experience in hadron
physics clearly shows one can describe hadronic resonances by using for example the IAM method [70, 72].
The original K-matrix method cannot reproduce these hadronic resonances and should be considered as less
appropriate than other methods that are, not only unitary, but also analytical, as is the case of the IAM or N/D
methods.
The K-matrix method can be improved as follows by using the analytical function g(s) defined above in the
context of the N/D method. The proper RC is introduced by performing the formal substitution: −i→ g(s) in
the K-matrix method to get the so called improved K-matrix (IK) amplitude [67]
tIK(s) =
t0(s)
1 + g(s)t0(s)
. (229)
This new amplitude is, not only unitary, but also analytical on the whole complex plane but for a RC, which
allows for analytical continuation to the second Riemann sheet, making possible the existence of poles as in
the IAM or N/D methods [77]. However, this improved IK method can be considered as a particular instance
of the N/D and therefore it will not be discussed anymore in this work.
In order to show an example of the agreement of the different unitarizations methods we show in Fig.4
the I = J = 0 amplitudes for parameter values giving rise to a scalar resonance at 0.9 TeV. The resonance
appears for all the channels: elastic ww, elastic hh and cross-channel ww → hh for the IAM, N/D and
IK methods. However the old K-matrix produces a completely different results because the lack of proper
analytical behavior.
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Figure 4: Resonant Scalar-isoscalar amplitudes (from left to right, elastic ww, elastic hh, and cross-channel
ww→ hh), for a = 0.88, b = 3, and all NLO parameters set to 0 at a scale µ = 3 TeV. Note that, as explained
in the text, the old K-matrix method gives different results because its complex-s plane analytic structure is
not the correct one. The IAM, N/D and IK methods agree quite well for the three channels, at least up to the
resonance energy. Figure taken from [67].
21 Dynamically generated resonances
One of the more interesting properties of the IAM and N/D partial waves is the possibility of finding poles
in the second or unphysical Riemann sheet just under the real axis for some regions of the parameter (chiral
coupling) space. This is because those poles have a natural interpretation as dynamically generated resonances
which are expected in any strongly interacting system such as the SBS of the SM model considered in this
work. On the other hand it is clear that the non-trivial analytical behavior appearing around the physical region
in our amplitudes (cuts, branches and sheets) is coming exclusively from the log(−s/µ) factors. With the usual
definition of the first Riemann sheet log(z) = log(|z|) + i arg(z) (with the arg(z) cut lying along the negative
real axis), the second Riemann sheet below the RC definition becomes
logII(−z) = log(|z|) + i[arg(z)− π]. (230)
This formula allows us to continue the IAM and the N/D partial waves to the second Riemann sheet and
then to look for poles by locating zeroes in the corresponding denominators (see for example [67]). Another
possibility is based in the realization that, given some analytical elastic amplitude defined in principle on the
first (physical) Riemann sheet t(s) = tI(s), the second Riemann sheet in the region below the physical region
can be obtained as [78]
tII(s) =
t(s)
1− 2it(s) . (231)
Therefore the position of the resonances under the real physical s axis (RC) are located at points sR solving
the equation
t(sR) +
i
2
= 0. (232)
Now we can define the mass M and the width Γ of the corresponding resonance as sR = M
2 − iΓM which
implies sR = |sR|e−iθ with θ > 0 and tan θ = γ = Γ/M . Clearly the particular form of the resonance Eq.232
depends on the unitarization method. Thus one has for the IAM method
t(0)(sR)− t(1)(sR)− 2i(t(0)(sR))2 = 0 (233)
and for the N/D method:
t(0)(sR)− tR(sR) + 1
2
g(sR)t
(0)(sR)tL(−sR)− 2it(0)(sR)(t(0)(sR) + tL(sR)) = 0. (234)
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Both resonance equations are renormalization scale (µ) independent. Also, as expected, they are different, but
they converge in the limit tL(sR)≪ 1, since t(1)(sR) = tR(sR) + tL(sR).
If we find a solution sR for some given channel IJ and some given unitarization method (IAM or N/D) in
the appropriate region M,Γ > 0, this solution will be a µ invariant function of the a, b and the renormalized
chiral parameters, i.e.
M = M(a, b, a4(µ), a4(µ), d(µ), e(µ), g(µ);µ) (235)
and
Γ = Γ(a, b, a4(µ), a5(µ), d(µ), e(µ), g(µ);µ). (236)
Then these functions must fulfill the renormalization group equations
dM
dµ
=
∂M
∂µ
+
∂M
∂a4
da4
dµ
+
∂M
∂a5
da5
dµ
+ ... = 0
and
dΓ
dµ
=
∂Γ
∂µ
+
∂Γ
∂a4
da4
dµ
+
∂Γ
∂a5
da5
dµ
+ ... = 0. (237)
In the case of coupled channels, the different amplitude matrix elements (partial waves) (TIJ)ij(s) corre-
spond to different reactions having the same quantum numbers IJ . Clearly, if there is a resonance in one of
the channels it should appear also in all the others since physically these resonances can be produced in any of
the j → i reactions. It is very easy to check that this is precisely the case in the IAM and N/D unitarization
methods. The reason is that both of them require the inversion of some matrix. Thus they always contain a
common denominator factor which is a determinant. The roots of these determinants in the second Riemann
sheet will define the resonance position common for all the different processes having the same I and J .
In addition to the poles in the second Riemann sheet (resonances) it is also possible that the IAM or the
N/D could produce poles in the physical (first) Riemann sheet for some regions of the chiral coupling space.
In this case, due to the Schwarz’s reflection principle, these spurious poles always come in pairs, one above
and one below, the real axis. However causality requires the partial waves to be analytic in the upper half-
plane (absence of tachyonic ghosts). Thus these poles are not acceptable and therefore the corresponding
regions of chiral parameter space are not allowed. May be there is not a well-defined UV completion of the
corresponding effective theory [79] or perhaps it is just a failure of the different approximations considered to
get the unitarized partial waves.
When dealing with resonances a particularly interesting situation happens in elastic channels when the
resonance is narrow. In this case the pole is close to real axis and the parameter γ = Γ/M is small γ << 1.
Then, by neglecting higher powers of γ, it is possible to solve the resonance equations above to compute
M and Γ. This turns to be equivalent to finding the zero of the real part of the partial wave denominator to
determineM and the usual formula for Γ in terms of the phase shift derivative obtained by assuming a Breit-
Wigner behavior of the partial wave close to the resonance position. More in detail, any elastic partial wave
t(s) fulfilling Im t = |t|2 in the physical region can be written as
t(s) = eiδ(s) sin δ(s) (238)
where δ(s) is the phase shift. Close to the the region s =M2 the Breit-Wigner form of the partial wave on the
physical region is
t(s) ≃ −MΓ
s−M2 + iΓM (239)
which implies:
Γ−1 =M
dδ(s)
ds
∣∣∣∣
s=M2
. (240)
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Then, in the elastic case and for γ << 1 we can find closed formulae for the resonance parametersM and Γ.
Using the IAM method we have
M2 =
K
B(M)
(241)
and
γ =
K2
B(M) +D + E
. (242)
For example, in the case of the vector channel V (I = J = 1) for ww elastic scattering it is possible to find
M2V =
1152π2v2(1− a2)
8(1− a2)2 − 75(a2 − b)2 + 4608π2(a4(MV )− 2a5(MV )) , (243)
ΓV =
(1− a2)
96πv2
M3V
[
1 +
(a2 − b)2
32π2v2(1− a2)M
2
V
]−1
, (244)
with a4(MV ) and a5(MV ) being the scale dependent parameters evaluated at the resonance scale µ = MV .
Thus, at least for the narrow resonance case, we can compute the mass and the width directly from the chiral
couplings (self-consistently evaluated at the resonance mass). Similar formulae can be obtained for the N/D
method.
As we have seen so far there are at least two acceptable unitarization methods (the IAM and the N/D).
Therefore one may ask which is the most appropriate to be used in phenomenological applications. The
answer depends on the considered channel for two reasons. First of all the the IAM method cannot be applied
for those channels whereKIJ = 0. In particular this is the case of the J = 2 channels. Second, the N/D cannot
be applied in the caseDIJ +EIJ = 0 because in this case it is not possible to define the splitting of t
(1) into tL
and tR. This happens for example in the vector channel of the elastic ww scattering in the Higgless QCD-like
model since then a = b = 0 and
D11 + E11 =
3
(96)2π3v4
(a2 − b)2. (245)
Thus the N/D method cannot be used in the vector channel whenever a2 = b. However it can be used in
the coupled isoscalar channel I = J = 0 and in the elastic I = 2, J = 0, and then both methods can be
applied giving similar results. However one could argue the superiority of the IAM, due to its simplicity, not
requiring the L and R splitting of the NLO matrix element. Then the elastic ww and the inelastic wh → wh
(I = J = 1) cases (vector and axial channels) should be better unitarized using the elastic IAM method to
avoid the instability in the region of parameter space close to D11 + E11 = 0 (as for example in a Higgsless
QCD-like theory and more importantly whenever a2 ≃ b as in the minimal SM or dilaton models). The
coupled IJ = 02 has K02 = 0 and then cannot be unitarized with the IAM method but can be unitarized with
the coupled-channel N/D, which is stable in the limit K02 = 0. Finally, for the elastic case I = 2 and J = 2,
also with K22 = 0, one can use the simpler elastic N/D method too. In this way, it is possible to unitarize all
non-vanishing channels appearing in the HEFT up to the one-loop level. The situation can be summarized as
follows:
• Scalar-isoscalar, IJ = 00: IAM or N/D (coupled channels).
• Vector-isovector, IJ = 11: IAM.
• Axial Vector-isovector, IJ = 11: IAM.
• Scalar-isotensor, IJ = 20: IAM or N/D.
• Tensor-isoscalar, IJ = 02: N/D (coupled channels).
• Tensor-isostensor, IJ = 22: N/D.
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22 Resonances as explicit degrees of freedom
In the previous section we have described how dynamically generated resonances may appear in the HEFT
through the unitarization of the scattering amplitudes by using DR. Of course effective Lagrangians explicitly
containing higher massive states as explicit resonances have a long tradition. In this section we will review
how to introduce the resonances directly in the Lagrangian of the HEFT as explicit degrees of freedom [13].
By doing so and then integrating them out one actually gets estimates for the coefficients of the higher
dimensional operators in the HEFT (the ai). In fact one can then reverse the process and, starting from these
values for the ai, use any of the available unitarization methods described above to ‘predict’ the masses and
couplings of the resonances integrated out previously. In general the masses are well reproduced [80] and this
may serve to some extent as a consistency check of the unitarization prescriptions.
What is then the advantage of using a unitarized HEFT in front of dealing with a Lagrangian containing
explicit scalar or vector resonances? The answer is obvious: not only the masses of the latter are predicted
as dynamical resonances, but also the widths and the couplings to the light degrees of freedom (the NGB). In
addition the amplitudes so obtained are unitary. Yet, it is very convenient to consider explicit resonances to
get a feeling of the corresponding values for the ai coefficients. And viceversa, if these are measured in an
experiment, to guess the spectrum of resonances.
In order to illustrate how it is possible to introduce resonances in this way we particularize to the coset
M = G/H whereG = SU(2)L×SU(2)L andH = SU(2)L+R [81]. The NGB are parametrized through U =
u2 = exp(i~τ ~π/v) where u(π) is an element of the coset M which under a g = (gL, gR) ∈ G transformation
behaves as
u(π)→ gLu(π)h†(π, g) = h(π, g)u(π)g†R. (246)
Here h(π, g) ∈ H is the compensating transformation that preserves the chosen coset representative [21]. The
electroweak gauge fields are introduced as usual through the covariant derivatives:
DµU = ∂µU +
1
2
igW iµτ
iU − 1
2
ig′BiµUτ
3 = ∂µU − iWˆµU + iUBˆµ (247)
and, by defining uµ = iuDµU †u = −iu†DµUu† = uµ†, the HEFT SU(2)L × U(1)Y gauge invariant La-
grangian can be written as
L = − 1
2g2
Tr WˆµνWˆ
µν − 1
2g′2
Tr BˆµνBˆ
µν +
v2
4
F (h)Truµu
µ +
1
2
∂µh∂
µh− V (h) (248)
where
Wˆµν = ∂µWˆν − ∂νWˆµ − i[Wˆµ, Wˆν ] (249)
and
Bˆµν = ∂µBˆν − ∂νBˆµ. (250)
Notice the breaking of the G symmetry by the gauge field Bˆµ. At the next-to-leading order (NLO) one has
to consider the one-loop corrections to the previous Lagrangian and the O(p4) new terms. Assuming parity
conservation and custodial symmetry those terms can be written as
L4 =
9∑
i=1
Fi(h)Oi (251)
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where Fi(h) are arbitrary analytical functions of h/v and the Oi operators can be defined for example as [82]:
O1 =
1
4
Tr (fµν+ f
+
µν − fµν− f−µν)
O2 =
1
2
Tr (fµν+ f
+
µν + f
µν
− f
−
µν)
O3 =
i
2
Tr (fµν+ [uµ, uν ])
O4 = Tr (uµuν) Tr (u
µuν)
O5 = Tr (uµu
µ) Tr (uνu
ν)
O6 =
1
v2
∂µh ∂
µhTr (uνu
ν)
O7 =
1
v2
∂µh∂νhTr (u
µuν)
O8 =
1
v4
∂µh ∂
µh ∂νh ∂
νh
O9 =
1
v
∂µhTr (f
µν
− uν) (252)
where for convenience the gauge strength tensors has been written as fµν± = u
†Wˆ µνu ± uBˆµνu†. The O(p4)
operators above correspond with those considered previously in this work by making the coupling constant
identification
a1 = F1(0)
a2 − a3 = F3(0)
a4 = F4(0)
a5 = F5(0)
d = F6(0)
e = F7(0)
g = F8(0). (253)
Now we will assume that the strongly interacting dynamics of the SBS of the SM generates heavy (of the
order one or several TeV) resonances. For definiteness we will consider only the case of vector V and axial-
vector A transforming as H triplets, i.e. R → hRh† for h ∈ H and R = V,A. In principle there are
several ways for introducing massive vector resonances in our Lagrangian, namely as Proca fields, by using
the hidden symmetry formalism, as gauge fields through the Higgs mechanism and finally as antisymmetric
tensors [13]. Here we will consider only this last method since it is probably the simplest one (comparison
with other methods can be found in [83]). Thus we introduce an antisymmetric tensor W µν = −W µν with a
free Lagrangian
LW = −1
2
∂µWµν ∂ρW
ρν +
1
4
M2WµνW
µν . (254)
Next we define the vector field:
Wµ =
1
M
∂νWνµ. (255)
From this definition and the antisymmetry ofW µν the Lorentz condition follows as an identity
∂µW
µ = 0. (256)
In addition from Eq.254 one obtains the the Proca equation
∂ρ(∂
ρW µ − ∂µW ρ) +M2W µ = 0 (257)
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which means that W µ really describes a spin-1 particle of mass M . In the following we will apply this
formalism to introduce explicitely in the HEFT Lagrangian the vector and axial triplets Vµ and Aµ with masses
MV andMA respectively. Thus, at leading order, the most general parity conserving andG invariant interaction
with one vector or axial-vector can be written in terms of the Lagrangian [84]:
LR = v
2
4
F (h)Truµu
µ
+
fV
2
√
2
Tr (Vµνf
µν
+ ) +
igV
2
√
2
Tr (Vµν [u
µuν])
+
fA
2
√
2
Tr (Aµνf
µν
− ) +
√
2λhA1 ∂µ
h
v
Tr (Aµνuν), (258)
where we have introduced the antisymmetric gauged strength tensor triplet Vµν as
Vµν = ∇µVν −∇νVµ , (259)
with
Vµ =
τaV aµ√
2
=
(
V 0µ√
2
V +µ
V −µ −V
0
µ√
2
)
(260)
and the covariant derivative is defined as:
∇µ = ∂µ + [Γµ, ] (261)
with
Γµ =
1
2
(
ΓLµ + Γ
R
µ
)
(262)
and
ΓLµ = u
†
(
∂µ + i
g
2
~τ ~Wµ
)
u , ΓRµ = u
(
∂µ + i
g′
2
τ 3Bµ
)
u†. (263)
Similar definitions hold for Aµν . These Vµν and Aµν should not be confused with any instance of the antisym-
metricWµν tensor mentioned above. We have also introduced the constants fV , gV fA and λ
hA
1 measuring the
intensity of the resonance coupling to the π and h particles. Now one can consider the NGB and h interac-
tions mediated by the V and A resonances. Those interactions are typically non local. However they can be
expanded as a series of local terms corresponding to different power of p2/M2V or p
2/M2A. Thus, by integrating
out these resonances (at the tree level), it is possible to find the contribution of the resonances to the Lagrangian
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in Eq.251 [82]. The result is given by
∆F1(0) =
f 2A
4M2A
− f
2
V
4M2V
.
∆F2(0) = − f
2
A
8M2A
− f
2
V
8M2V
∆F3(0) = −fV gV
2M2V
∆F4(0) =
g2V
4M2V
∆F5(0) = − g
2
V
4M2V
∆F6(0) = −(λ
hA
1 )
2v2
M2A
∆F7(0) =
(λhA1 )
2v2
M2A
∆F8(0) = 0
∆F9(0) = −fAλ
hA
1 v
M2A
. (264)
The same kind of computations can be done for resonances of other type such as scalars and pseudo-scalars
(singlet or triplets), tensor-isoscalar, scalar-isotensor and so on. Thus the coupling constants of the HEFT may
have in principle contributions from several of the first resonances present in the spectrum of the SBS.
23 Form factors
When dealing with resonance production at the LHC it is interesting to introduce the concept of form factors.
This is because there exsits the possibility for resonant production of ww pairs, not only through the elastic
process ww → R → ww (with w = w+, w− or z), but also more directly from the proton constituent quarks
through the process qq¯′ → V ∗ → R→ ww for V =W,Z. The same reasoning applies to resonant hw and hh
production. In this last case the amplitude can be computed from the perturbative SM result dressed with the
corresponding form factor FR(s). For example [66, 85]
T (qq¯′ → V ∗ → R→ ww) = TSM(qq¯′ → V ∗ → ww)FR(s). (265)
Clearly here the form factor FR(s) carry all the non-perturbative SBS physics giving rise to the resonant ww
rescattering. In the following we will concentrate on the case of vector and axial-vector resonances. This will
allow us to determine the effective couplings of these resonances to, say, V V fusion processes. For example
the vector form factor FV (s) is defined as
< W iL(k1)W
j
L(k2 | JkµV | 0 >= (k1 − k2)µFV (s)ǫijk (266)
where JkµV is the interpolating vector current with isospin k that creates the vector resonance and s = (k1+k2)
2.
This form factor can be computed in HEFT in a similar way as the scattering amplitudes for the NGB and the
h as a series of terms with increasing powers of s/v2
FV (s) = F
(0)
V (s) + F
(1)
V (s) + . . . (267)
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where:
F
(0)
V (s) = 1
F
(1)
V (s) = s
(
GV (µ) +HV log
−s
µ2
)
(268)
and
GV (µ) =
1
v2
(
−2F3(µ) + 1− a
2
36π2
)
HV = − 1− a
2
96π2v2
. (269)
Here F3 is defined as F3(0), i.e. the value of the function F3(h) for h = 0. In the formula above this F3 has
been renormalized to absorb the usual one-loop divergence by using dimensional regularization and the MS
renormalization prescription. Thus F3 becomes the renormalized scale dependent F3(µ). However FV (s)must
be renomalization scale independent (since it is observable). Then it is easy to find the µ dependence of F3(µ)
which is given by
F3(µ) = F3(µ0) +
1− a2
192π2
log
µ2
µ20
. (270)
As required by unitarity the form factor above has a cut on the positive real axis starting at the threshold forww
production which in this case is just s = 0. As for scattering partial waves this cut defines a second Riemann
sheet where possibly a pole could appear representing a dynamically generated resonance if it is located close
enough and below the real axis. Just on the cut (physical region s = E2 + iǫ) elastic unitarity requires also
ImFV = FV t
∗
11 (271)
together with the elastic unitarity condition for t11
Im t11 = |t11|2. (272)
The NLO computation for FV shown above satisfies this condition only perturbatively as expected. Thus it is
easy to check
ImF
(1)
V = F
(0)
V t
(0)
11 (273)
which amounts to the relation: K11 = −πHV .
In a similar way we can define the axial vector form factor FA(s) as
< W iL(k1)h(k2) | J iµA | 0 >= a(k1 − k2)µFA(s) (274)
where J iµA is the interpolating vector current with isospin i that creates the resonant A. Again we can expand
FA(s) by using HEFT as
FA(s) = F
(0)
A (s) + F
(1)
A (s) + . . . (275)
where:
F
(0)
A (s) = 1
F
(1)
A (s) = s
(
GA(µ) +HA log
−s
µ2
)
(276)
and
GA(µ) =
1
v2
(
−F9(µ)
a
+
a2 − b
36π2
)
HA = − a
2 − b
96π2v2
. (277)
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where we have used the same conventions with F8 than we did with F3 in the vector form factor. Now the
renormalization group evolution equation is
F9(µ) = F9(µ0) +
a(a2 − b)
96π2
log
µ2
µ20
. (278)
The analytical and unitary properties of the the axial form factor are analogous to that of the vector form factor.
More specifically the elastic unitarity conditions now read
ImFA = FV n
∗
11 (279)
with the elastic unitarity relation for n11
Imn11 = |n11|2. (280)
The NLO computation for FA fulfills:
ImF
(1)
A = F
(0)
A n
(0)
11 (281)
orK ′′′11 = −πHA.
In the case of vector or axial-vector dominance the form factors can also be obtained from a tree level
computation in HEFT models equipped with explicit resonances as discussed in the previous section. In this
case one finds
FV (s) = 1 +
fV gV
v2
s
M2V − s
FA(s) = 1 +
fAλ
hA
1
av2
s
M2A − s
. (282)
Assuming ww and wh to be the dominant decay channels for V and A respectively, it is also possible to find
the corresponding widths
ΓV =
g2VM
5
V
48πv4
ΓA =
(λhA1 )
2M5A
48πv4
. (283)
Then one can use this result to improve the form factors above to obtain Breit-Wigner-like formulae
FV (s) = 1 +
fV gV
v2
s
M2V − iMV ΓV − s
FA(s) = 1 +
fAλ
hA
1
av2
s
M2A − iMAΓA − s
. (284)
If one expands these form factors in powers of s/v2 and compares the first term with the HEFT NLO result it
is very easy to check the values for ∆F3(0) and ∆F8(0) given in Eq.264. Notice also that if we require the
form factor to vanish for very large energies s >> M2V ,M
2
A, we get the conditions
fV gV = v
2
fAλ
hA = av2. (285)
Further constraints on the parameters of the model can be obtained by considering the self-energies of the
V and A two-point currents correlators ΠV V and ΠAA. For underlying asymptotically free theories one has the
so-called Weinberg Sum Rules (WSR) [86]
1
π
∫ ∞
0
ds (ImΠV V (s)− ImΠAA(s)) = v2
1
π
∫ ∞
0
ds s (ImΠV V (s)− ImΠAA(s)) = 0 (286)
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The first WSR is valid also for theories with a non-trivial UV fixed point [37]. However the second one could
fail in some conformal or walking technicolor [56] models of the SBS of the SM. In any case in the resonance
model defined in Eq.258 the above WSR read [84]
f 2V − f 2A = v2
f 2VM
2
V − f 2AM2A = 0 (287)
which implies MV < MA. In addition, at the one-loop level, Eq.285 and the second WSR imply a =
M2V /M
2
A < 1 [87]. By using these high energy conditions it is possible to compute the ∆Fi(0) in terms
ofMV ,MA and v only.
Beyond the models including resonances explicitly one may wonder which are the mathematical properties
that the form factor F (s) = FV (s), FA(s)must fulfill starting from first principles. Ideally a fully realistic form
factor F (s) would have the following properties [66]: a) F (s) must be analytical in the whole complex plane
featuring just a right cut along the positive real axis starting at s = 0. b) Coincidence of any possible pole
in the second Riemann sheet with those of the corresponding elastic partial wave t11(s) or n11(s), since they
represent the same physical resonance. c) Elastic unitarity conditions on the physical region. d) Low-energy
behavior matching the HEFT expansion
F (s) = F (0)(s) + F (1)(s) +O(
s2
v4
). (288)
A very simple pair of functions fulfilling some of the conditions above is:
F˜V =
F
(0)
V
1− F (1)V /F (0)V
F˜A =
F
(0)
A
1− F (1)A /F (0)A
. (289)
Using perturbative unitarity it is easy to show that these form factors are exactly unitary and have the proper
analytical structure. However they do not have the property of having the poles in the second Riemann sheet
in the same place as the corresponding ww and wh elastic channels since they do not depend on the same
couplings.
From the elastic amplitude alone it is possible to build up a different form factor model. These new form
factors are given by:
F˜V =
1
1− t(1)11 /t(0)11
F˜A =
1
1− n(1)11 /n(0)11
. (290)
These form factors are unitary and have the same poles as the ones obtained by the IAM method. Nevertheless
they do not match the one-loop result at low-energies.
However a very simple function fulfilling all the conditions above can be found as follows: We start from
some partial waves t˜11(s) and n˜11(s) satisfying the appropriate analytical and unitary properties. In particular
Im t˜11 =| t˜ |2 (291)
Im n˜11 =| n˜ |2 (292)
on the physical region. Then we can define the unitarized form factors
F˜V = F
(0)
V + F
(1)
V
t˜11
t
(0)
11
. (293)
F˜A = F
(0)
A + F
(1)
A
n˜11
n
(0)
11
. (294)
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In particular, if we unitarize the partial waves by using the IAM method one has
F˜V = 1 + F
(1)
V
t
(0)
11
t
(0)
11 − t(1)11
F˜A = 1 + F
(1)
A
n
(0)
11
n
(0)
11 − n(1)11
. (295)
With this definitions it is possible to show that these unitarized form factors fulfill the four conditions above
and, in particular, the unitary conditions
Im F˜V = F˜V t˜
∗
11 (296)
Im F˜A = F˜An˜
∗
11 (297)
on the physical region. In order to prove these relations it is needed to use the perturbative unitarity relations for
the partial waves and the form factors. Then it is possible to find form factors with the correct mathematical
properties out of the NLO computations (although they feature a LC which should not be present in form
factors). In any case these unitarized form factors are very useful for phenomenology since the can be used to
build up physically realistic amplitudes for production of ww or wh final states (resonant or not) parametrized
in terms of the HEFT NLO parameters a, b and ai or Fi(0).
A further interesting point is that the three unitarizations methods in Eq.289, Eq.290 and Eq.295 become
the same under the mathematical conditions:
t
(1)
11 = F
(1)
V t
(0)
11
n
(1)
11 = F
(1)
A n
(0)
11 (298)
which are equivalent to the set of relations for the vector form factor:
D11 = 0
E11 = K11HV
B11(µ) = K11GV (µ) (299)
and for the axial form factor:
D′′′11 = 0
E ′′′11 = K
′′′
11H
′′′
A
B′′′11(µ) = K
′′′
11G
′′′
A(µ). (300)
In both cases the first equation boils down to neglecting the LC contribution to the elastic scattering amplitudes.
The second is always obeyed since it is a consequence of perturbative unitarity. The last one imposes a
particular relation between F3 (or F9) and the rest of coplings involved in the two different channels at some
given scale µ.
All the previous discussion concerning vector or axial form factors can be extended to other channels like
scalar-isoscalar, scalar-isostensor, tensor-isotensor etc. However the problem is more involved in those cases
since they require including mixing with hh states and/or using the N/D unitarization methods for the partial
waves scattering amplitudes.
24 Coupling NGB to the γγ system
We shall now apply the methods discussed in the previous sections to various processes of interest at the
LHC. We will study the fusion of two longitudinal gauge vector bosons to produce a diphoton final state,
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γγ → hh, the production of top pairs from longitudinal gauge vector fusion, hh production from tt¯, and
the phenomenologically very relevant case of vector resonance production in V V fusion. We will start with
diphoton processes.
In order to coupleW+L W
−
L and ZLZL pairs to γγ states at high energies (s >> M
2
W ,M
2
Z ,M
2
h) it is possible
to use the ET again. Then one is only interested (at least at the NLO) in NGB-γ interactions. These interactions
can then be obtained from the Lagrangian in Eq.94. By using again the squared root U(x) parametrization
U(x) =
√
1− ω
2
v2
+ i
ωaτa
v
, (301)
and keeping only the terms relevant for the NLO computation of the γγ → zz and γγ → w+w− processes,
the Lagrangian becomes [63]:
L2 = 1
2
∂µh∂
µh +
1
2
F (h)(2∂µω
+∂µω− + ∂µω
0∂µω0)
+
1
2v2
F (h)(∂µω
+ω− + ω+∂µω
− + ω0∂µω
0)2
+ ieF (h)Aµ(∂µω
+ω− − ω+∂µω−) + e2F (h)AµAµω+ω−,
(302)
where the photon field is given by Aµ = sin θWW
3
µ +cos θWBµ and as usual the absolute value of the electron
charge is e = gg′/
√
g2 + g′2. By using this Lagrangian at NLO for the processes mentioned above one can
expect to find divergences. In principle these divergences can be absorbed by renormalizing the couplings a1,
a2, a3 and cγ appearing in the dimension four counterterms (see [63]),
L4 = a1Tr(UBˆµνU †Wˆ µν) + ia2Tr(UBˆµνU †[V µ, V ν ])− ia3Tr(Wˆµν [V µ, V ν ])
− cγ
2
h
v
e2AµνF
µν + . . . , (303)
where Vµ = (DµU)U
† and
Wˆµν = ∂µWˆν − ∂νWˆµ + i[Wˆµ, Wˆν ], (304)
Bˆµν = ∂µBˆν − ∂νBˆµ, (305)
Fµν = ∂µAν − ∂νAµ, (306)
with Wˆµ = g ~Wµ~τ/2, Bˆµ = g
′Bµτ 3/2. In terms of the NGB fields Eq. (303) can be written as
L4 = e
2a1
2v2
FµνF
µν
(
v2 − 4ω+ω−)+ 2e(a2 − a3)
v2
Fµν
[
i
(
∂νω+∂µω− − ∂µω+∂νω−)
+eAµ
(
ω+∂νω− + ω−∂νω+
)− eAν (ω+∂µω− + ω−∂µω+)]− cγ
2
h
v
e2FµνF
µν . (307)
From the Lagrangian L = L2 + L4 it is possible to compute the amplitudes for γγ → zz and γγ → ω+ω− or
the inverse zz → γγ and ω+ω− → γγ (which are the same respectively due to time reversal invariance of the
interactions involved) up to NLO. The obtained amplitudes have the general form (see [63])
T (γγ → ωω) = e2 (ǫµ1ǫν2T (1)µν )A+ e2 (ǫµ1ǫν2T (2)µν )B, (308)
where the tensors are given by:(
ǫµ1ǫ
ν
2T
(1)
µν
)
=
s
2
(ǫ1ǫ2)− (ǫ1k2)(ǫ2k1) (309a)(
ǫµ1ǫ
ν
2T
(2)
µν
)
= 2s(ǫ1∆)(ǫ2∆)− (t− u)2(ǫ1ǫ2)− 2(t− u)[(ǫ1∆)(ǫ2k1)− (ǫ1k2)(ǫ2∆)] (309b)
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with ǫi(ki, λi) being the polarization vectors, λi the helicity and the ki the 4-momentum of each photon with
i = 1, 2; pi are the 4-momenta of the NGB (i = 1, 2) and ∆
µ = pµ1 − pµ2 .
For the neutral γγ → zz channel the LO vanishes because z is a neutral particle,
M(γγ → zz)LO = 0, (310)
and the NLO contribution is
A(γγ → zz)NLO =
2acrγ
v2
+
a2 − 1
4π2v2
≡ AN (311a)
B(γγ → zz)NLO = 0. (311b)
For the charged γγ → w+w− channel we have at LO
A(γγ → w+w−)LO = 2sB(γγ → w+w−)LO = −1
t
− 1
u
, (312)
and at NLO:
A(γγ → w+w−)NLO = 8(a
r
1 − ar2 + ar3)
v2
+
2acrγ
v2
+
a2 − 1
8π2v2
≡ AC (313a)
B(γγ → w+w−)NLO = 0. (313b)
One of the most interesting properties of these results is that, even being done at the one-loop level, they
are UV finite in the dimensional regularization scheme. This, in particular implies that the combinations of
couplings appearing in the amplitudes are renormalization group invariant, or in other words
crγ = cγ (314a)
ar1 − ar2 + ar3 = a1 − a2 + a3. (314b)
This µ independence on the renormalization scale µ can be independently checked [63].
In the CM frame it is possible to chose the coordinate axis so that
k1 = (E, 0, 0, E) k2 = (E, 0, 0,−E) (315a)
p1 = (E, ~p) p2 = (E,−~p) ∆ = p1 − p2 (315b)
~p = (px, py, pz) = E(sin θ cosϕ, sin θ sinϕ, cos θ). (315c)
So that we have: ǫi(±) · kj = 0 which simplifies Eqs. (309a) and (309b) to
ǫµ1 · ǫν2T (1)µν =
s
2
ǫ1 · ǫ2 , (316)
and since the would-be NGB are taken to be massless we also have
ǫµ1 · ǫν2T (2)µν = 2s(ǫ1 ·∆)(ǫ2 ·∆)− s2(cos θ)2(ǫ1 · ǫ2) . (317)
By choosing
√
2 ǫ1(±) = (0,∓1,−i, 0) and
√
2 ǫ2(±) = (0,∓1, i, 0)we have ǫ1(+) · ǫ2(−) = ǫ1(−) · ǫ2(+) =
0 and ǫ1(+) · ǫ2(+) = ǫ1(−) · ǫ2(−) = −1.
Now we can introduce the custodial SU(2)L+R isospin basis by using the appropriate Clebsch-Gordan
coefficients to obtain the matrix elements that follow. First we define theww states in the isospin basis | I, I3 >
as usual as | 1, 1 >= −w+, | 1, 0 >= w0 = z and | 1,−1 >= w−. Thus our isospin basis relevant for the
processes considered here is
| 0, 0 >= − 1√
3
(| w+w− > + | w−w+ > + | zz >) (318)
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and
| 2, 0 >= 1√
6
(
2 | zz > − | w+w− > − | w−w+ >) . (319)
In the following we will refer to zz as the neutral state (N) and w+w− as the charged state (C) and we define
T λ1λ2I ≡< I, 0|T |λ1λ2 >. Then we have
T λ1λ20 = −
1√
3
(
2T λ1λ2C + T
λ1λ2
N
)
(320a)
T λ1λ22 =
2√
6
(
T λ1λ2N − T λ1λ2C
)
. (320b)
And by using Eq. (311a) through 313b, we find:
T++0 = T
−−
0 =
e2s
2
√
3
(2AC + AN) T
++
2 = T
−−
2 =
e2s√
6
(AC − AN) (321a)
T+−0 = (T
−+
0 )
∗ =
4e2√
3
e2iϕ T+−2 = (T
−+
2 )
∗ =
4e2√
6
e2iϕ . (321b)
We can consider also the process γγ → hh. At the NLO, using the polarization vectors defined above, one
finds
R(γγ → hh) = e
2
8π2v2
(a2 − b)δλ1,λ2 . (322)
Notice that the LO vanishes since the Higgs is neutral. This amplitude is proportional to (a2 − b) and thus to
the LO amplitude ww→ hh so that the hh-γγ coupling proceeds through ww loops. As the final | hh > state
is an isospin singlet the non-vanishing isospin amplitudes
Rλ1λ2I =< hh|T (γγ → hh)|λ1λ2 > (323)
are:
R++0 = R
−−
0 =
e2
8π2v2
(a2 − b). (324)
24.1 Partial waves
As was the case in ww and hh scattering the NLO γγ processes amplitudes are unitary only at the perturba-
tive level and therefore they are not physically acceptable at higher energies. In order to study the unitarity
properties of the γγ → ww scattering amplitudes, it is useful to introduce the partial waves
pλ1λ2IJ =
1
128π2
√
4π
2J + 1
∫
dΩT λ1λ2I (s,Ω)YJ,Λ(Ω), Λ = λ1 − λ2, (325)
whose inverse is
T λ1λ2I (s,Ω) = 128π
2
∑
J
√
2J + 1
4π
pλ1λ2IJ YJ,Λ(Ω). (326)
As the photon is a spin-1 massless boson, Landau-Yang’s theorem forbids the partial wave with J = 1. Thus,
to NLO in the effective theory, the possible angular momenta are J = 0, 2. For J = 0, and taking into account
parity conservation, it is clear that our amplitude only couples to the positive parity state (| +− > + | −+ >
)/
√
2. Then we define
pI0 ≡ 1√
2
(
p++I0 + p
−−
I0
)
=
√
2p++I0 =
√
2p−−I0 . (327)
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For J = 2, the only non-vanishing contributions come from p+−I2 (Λ = +2) and p
−+
I2 (Λ = −2). The amplitudes
Λ = 0 vanish (see Eqs. (321a) and (321b)). Now we introduce
pI2 ≡ p+−I2 = p−+I2 . (328)
Thus the lowest order non-vanishing partial waves are:
p
(0)
00 =
αs
8
√
6
(2AC + AN ) p
(0)
02 =
α
6
√
2
(329a)
p
(0)
20 =
αs
8
√
3
(AC −AN ) p(0)22 =
α
12
(329b)
where we have introduced the fine structure constant α = e2/4π. Notice that the J = 0 partial waves are NLO
while the J = 2 ones are LO.
The hh final state is an isospin singlet, and only couples with J = 0 and positive parity states. The
corresponding partial waves are
r
(0)
I ≡
1√
2
(
r++I0 + r
−−
I0
)
=
√
2r++I0 . (330)
and then:
r
(0)
0 =
α
32
√
2π2v2
(a2 − b) . (331)
In all the equations above AC and AN must be taken from Eqs. (311) and 313.
24.2 Unitarization of the γγ amplitudes
In order to simplify the discussion we decouple the hh channel by setting a2 = b (we also set other couplings
between ww and hh to d = e = 0). The different amplitudes can be arranged in a 3× 3 matrix [88]:
TJ(s) =
t0J (s) 0 p0J(s)0 t2J (s) p2J(s)
p0J(s) p2J(s) 0
 +O(α2), (332)
where J can take the values 0 or 2, tIJ(s) are the (isospin conserving) elastic partial waves ωω → ωω and
pIJ(s) are the partial-wave projected γγ → ωω amplitudes. Notice that we are considering only the leading
order in the electromagnetic coupling α. For this reason we have taken < γγ|T |γγ >≃ 0. The unitarity
condition reads
ImTJ (s) = TJ(s)TJ(s)
† (333)
on the RC. Working to LO in α this unitary condition becomes;
Im tIJ = |tIJ |2 (334a)
Im pIJ = pIJt
∗
IJ . (334b)
The structure of these equations allows for a sequential solving of the unitarity equation. As we have already
shown, for the elastic ww → ww amplitude in the J = 0 partial-wave case can be achieved by the elastic IAM
method from the first two orders of the perturbative expansion tI0 = t
(0)
I0 + t
(1)
I0 + . . . ,
t˜I0(s) =
t
(0)
I0 (s)
1− t
(1)
I0 (s)
t
(0)
I0 (s)
. (335)
This amplitude has the correct analytic structure in the complex s plane and it may show resonances in the
second Riemann sheet below the RC, where it satisfies elastic unitarity. In addition it matches the chiral
expansion at low energies.
In order to unitarize pI0 we realize that the second Eq. (334) is the statement of Watson’s theorem, that sets
the p00 phase to that of ww final state rescattering. Then we can try the ansatz for the unitarized amplitude
p˜I0(s) = f(s)t˜
(0)
I0 (s)/tI0(s) with the function f(s) being real for real s. Matching the low-energy perturbative
result p˜I0 = p
(0)
I0 + ... we find f(s) = p
(0)
I0 (s)/t
(0)
I0 (s) and then the unitarized partial wave is
p˜I0 =
p
(0)
I0
t
(0)
I0
t˜I0 =
p
(0)
IO
1− t
(1)
I0
t
(0)
I0
. (336)
Taking the imaginary part on the RC it is easy to show that it fulfills the second unitary relation on Eq. (334),
Im p˜I0 =
p
(0)
I0
t
(0)
I0
Im t˜ =
p
(0)
I0
t
(0)
I0
|t˜|2 = p˜I0t˜∗I0. (337)
The unitarized amplitude above has all the good properties of the IAM unitarized amplitudes. In addition, if
for some values of the parameters there is a resonance in the second Riemann sheet of the t˜I0 partial-wave, the
same resonances appear also in the p˜I0 partial wave as it must happen with dynamically generated resonances.
In the case of the tensor J = 2 channel it is not possible to apply the IAM method. Notice that the pI2
are constant and also we have a vanishing LO elastic ww scattering amplitude t
(0)
I2 = KI2s since KI2 = 0.
However in this case we can use the N/D method to unitarize the partial waves. Then the unitarized elastic
ww amplitude is defined as
t˜ = tN/D =
tL(s)
1 + 1
2
g(s)tL(−s) , (338)
where we have omitted the I, J indices for simplicity and
g(s) =
1
π
(
B(µ)
D
+ log
−s
µ2
)
(339a)
tL(s) =
(
B(µ)
D
+ log
s
µ2
)
Ds2 = πg(−s)Ds2. (339b)
The B and D which appear in Eq. (339b) are the ones appearing in the corresponding NLO elastic ww
partial waves. Once the J = 2 elastic ww waves have been unitarized, it is easy to satisfy the second unitarity
relation in Eq. (334) by defining
p˜I2 =
p
(0)
I2
tL,I2
t
N/D
I2 , I = 0, 2. (340)
In the general a2 6= b case one has to consider also the coupling to the hh channel. The reaction matrix is
the 4× 4 matrix
TJ =

t0J mJ 0 p0J
mJ aJ 0 rJ
0 0 t2J p2J
p0J rJ p2J 0
 +O(α2) , (341)
where again, tIJ(s) are the partial waves ww → ww; mJ(s) the ww → hh partial wave; aJ(s) the elastic
hh → hh one; pIJ(s) the γγ → ωω ones and rJ(s) the γγ → hh. At leading order in α, unitarity implies on
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the RC
Im t0J = |t0J |2 + |mJ |2 (342a)
Im t2J = |a2J |2 (342b)
ImmJ = t0Jm
∗
J +mJa
∗
J (342c)
Im aJ = |mJ |2 + |aJ |2, (342d)
plus the γγ isoscalar amplitude relations
Im p0J = p0Jt
∗
0J + rJm
∗
J (343a)
Im rJ = p0Jm
∗
J + rJa
∗
J (343b)
and finally the isotensor block decouples from the isoscalar ones
Im t2J = |t2J |2 (344a)
Im p2J = p2Jt
∗
2J , (344b)
which is identical to Eq. (334) and to the a2 = b case. Therefore we concentrate in what follows only in the
first two blocks of unitary equations corresponding to isospin 0. Again all the previous unitary relations are
fulfilled only at the perturbative level by our NLO computations shown above.
In order to unitarize the NLO partial waves we first introduce the reaction submatrix for the strongly
interacting subchannels ww, hh→ ww, hh,
KJ =
(
t0J m0
m0 a0
)
≡
(
t m
m a
)
. (345)
This definition can be extended in a obvious way to K
(0)
J and K
(1)
J .
In the J = 0 case we can use the matricial generalization of the IAM method which yields a unitary K˜0
from the first two terms of the chiral expansion
K˜0 = K
(0)
0 (K
(0)
0 −K(1)0 )−1K(0)0 (346)
with:
K˜0 =
(
t˜ m˜
m˜ a˜
)
. (347)
This IAM approximation to the exactK0 in Eq. (345) is unitarity in the RC, i.e. Im K˜0 = K0K˜
†
0 , it is analytical
in the complex plane and it matches the NLO at low energies. Now introducing the doublet (p, r)T ≡ (p00, r0),
the unitary condition for these partial waves can be written as
Im
(
p
r
)
= K∗0 ·
(
p
r
)
. (348)
This equation can be solved by generalizing Eq. (336)(
p˜
r˜
)
≡ K˜0(K(0)0 )−1
(
p(0)
r(0)
)
. (349)
as can be easly checked by using the perturbative unitary relations.
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As in the a2 = b particular case, we cannot use the IAM method in the J = 2 channel. However we can
use the coupled channel version of the N/D method. The matricial N/D formula, analogous to Eq. (338), is
K˜2 =
[
1 +
1
2
G(s)FL(−s)
]−1
KL(s), (350)
where
G(s) =
1
π
[
B(µ)D−1 + log
−s
µ2
]
(351a)
KL(s) =
[
B(µ)D−1 + log
s
µ2
]
Ds2 = πG(−s)Ds2 (351b)
are the generalizations of Eqs. (339a) and following. Notice that we are in a coupled channel case in the
sense that ww → hh → ww rescattering takes place. However hh states do not couple to γγ for J = 2 (see
Eq. 324). Therefore in this case we need the matricial N/D method of Eq. 350 for unitarizing the ww → ww
partial waves, but the coupling with γγ states can be computed by using the (scalar) Eq. (340) which fulfills
the unitary relation
Im p˜I2 = p˜I2t˜
∗
I2. (352)
25 The HEFT for tt¯ production
In this section we address the processes W+L W
−
L → tt¯ or ZLZL → tt¯ (and also hh → tt¯) at energies that
are high when compared with MZ , MW and Mh. At these high energies we can use the ET and concentrate
only in the would-be NGB w±, z, h and the heavy quarks b and t. In particular we will consider the regime
M2t /v
2 ≪ √sMt/v2 ≪ s/v2. In this case we can consider, at least formally, Mt/v as a small parameter
and do the computations at the lowest non-trivial order in this parameter. This will simplify enormously the
computation of the amplitudes above (because of the significant smaller number of Feynman diagrams to be
taken into account) since at linear order in Mt/v no fermions loops need to be considered (only NGB and
the h internal lines appear at the one loop level). This in particular means that no wave-function or mass
renormalization is needed and amplitude renormalization requires only renormalization of the coupling of a
four-dimensional operator. Thus we make again the approximationMh =MZ = MW = 0 but withMt 6= 0.
Now we introduce heavy fermions in the HEFT. This will make possible the computation of the amplitudes
of processes such as W+L W
−
L → tt¯ or ZLZL → tt¯ (and also hh → tt¯) in the energy regime M2t /v2 ≪√
sMt/v
2 ≪ s/v2. The HEFT Lagrangian is then
L = v
2
4
F (h)Tr
[
(DµU)
†DµU
]
+
1
2
∂µh∂
µh− V (h)
+ iQ¯/∂Q− vG(h) [Q¯′LUHQQ′R + h.c.] , (353)
where the U(x) ∈ SU(2) is parametrized again as
U =
√
1− ω
2
v2
+ i
ω¯
v
, (354)
with ω¯ = τiω
i. In the fermionic sector (last line) of the Lagrangian in Eq. (353), the quark doublets are
Q(′) =
(
U (′)
D(′)
)
, (355)
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where the two Q components correspond to the up and down quark sectors
U = (u, c, t) , D = (d, s, b) . (356)
The Yukawa-coupling matrix in Eq. (353) can be written as
HQ =
(
HU 0
0 HD
)
. (357)
This matrix can be diagonalized by unitary transforming independently the right and left-handed up and down
quark flavor multiplets
UL,R = V UL,RU ′L,R, DL,R = V DL,RD′L,R, (358)
where V U,DL,R are four 3 × 3 unitary matrices. As it happens with F (h), the G(h) function is an arbitrary
analytical functions on the Higgs field h, which is usually parametrized as
G (h) = 1 + c1
h
v
+ c2
h2
v2
+ . . . (359)
In the rest of this work, these functions are only needed up to the quadratic terms. In the minimal SM we have
c1 = 1 and ci = 0 for i ≥ 2. The Yukawa part of the Lagrangian can be written as
LY = −G (h)
{√
1− ω
2
v2
(UMUU +DMDD)
+
iω0
v
(UMUγ5U − DMDγ5D)
+i
√
2
ω+
v
(ULVCKMMDDR − URMUVCKMDL)
+i
√
2
ω−
v
(
DLV †CKMMUUR −DRMDV †CKMUL
)}
(360)
with the charged NGB states given by ω± = (ω1 ∓ iω2)/√2, ω0 = ω3. VCKM = V UL,V D†L, is the Cabibbo-
Kobayashi-Maskawa matrix and the new quark fields U and D are the mass eigenstates with MU and MD
being the corresponding mass-matrices which are diagonal, real and positive.
Here we are interested in a scale of energies at which the only quark mass different from zero is the top
massMt and we will use the ET. Also we can take Vtb ≃ 1. Then the relevant Yukawa Lagrangian for us is
LY = −G(h)
{(
1− ω
2
2v2
)
Mttt¯
+
iω0
v
Mtt¯γ
5t− i
√
2
ω+
v
Mtt¯RbL + i
√
2
ω−
v
Mtb¯LtR
}
, (361)
where we have kept only O(ω2/v2) terms.
Finally, the relevant HEFT Lagrangian to describe the wawb → tt¯ and hh → tt¯ processes, in the regime
M2t /v
2 ≪Mt
√
s/v2 ≪ s/v2, is given by
L = 1
2
∂µh∂
µh−
(
1 + c1
h
v
+ c2
h2
v2
){(
1− ω
2
2v2
)
Mttt¯
+
i
√
2ω0
v
Mtt¯γ
5t− i
√
2
ω+
v
Mtt¯RbL + i
√
2
ω−
v
Mtb¯LtR
}
+
1
2
(
1 + 2a
h
v
+ b
(
h
v
)2)
∂µω
i∂µωj
(
δij +
ωiωj
v2
)
. (362)
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As we will see below the divergencies appearing at the one-loop level in the amplitudes of these processes can
be absorbed by renormalization of the to couplings gt and g
′
t of the four dimension operators
L4t = gtMt
v4
(∂µω
i∂µωj)tt¯+ g′t
Mt
v4
(∂µh∂
µh)tt¯. (363)
25.1 Tree level and one-loop contributions
At tree level, the scattering amplitude for wawb → tλ1 t¯λ2 is given by
Qtree (wawb → tλ1 t¯λ2) = √3(1− ac1 + gt
2
s
v2
)Mt
v2
u¯λ1(p1)v
λ2(p2)δab, (364)
where p1, p2 and λ1, λ2 are the top, antitop momenta and helicities respectively. The
√
3 factor is a color factor
since the tt¯ pair is produced in a color singlet state. At the one-loop level and using dimensional regularization
with dimensionD = 4− ǫ and at the lowestMt/v order, the amplitude is [89]
Q (wawb → tλ1 t¯λ2) = √3 (Qtree +Q1-loop)Mt
v2
u¯λ1vλ2δab, (365)
and:
Qtree(s) = 1− ac1 + gt
2
s
v2
(366)
Q1-loop(s) =
s
(4π)2v2
Ct
(
Nε + 2− log −s
µ2
)
(367)
where µ is an arbitrary renormalization scale and
Ct = (1− ac1)(1− a2) + c2(b− a2). (368)
Now it is possible to absorb the divergence in Eq. (367) by renormalizing the gt coupling, for example by using
theMS renormalization scheme. Now we define the renormalized coupling grt as
grt = gt +
Ct
8π2
Nǫ (369)
and the NLO is given by
QNLO(s) = Qtree (s) +Q1-loop (s) (370)
= 1− ac1 + s
v2
[
grt
2
+
Ct
(4π)2
(
2− log −s
µ2
)]
.
As we do not have any wave-function or mass renormalization, this amplitude must be observable and hence
µ-independent. Then it is very easy to find the renormalization group evolution equation
grt (µ) = g
r
t (µ0)−
Ct
8π2
log
(
µ2
µ20
)
. (371)
On the other hand, the non-vanishing spinor combinations of helicities appearing in the above amplitudes are
to the LO inMt/
√
s expansion
u¯+(p1)v
+(p2) = −u¯−(p1)v−(p2) =
√
s− 4M2t ≃
√
s, (372)
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where the helicity indices + and − refer to λ = +1/2 and λ = −1/2, respectively. Therefore, the non-
vanishing wawb → tt¯ amplitudes are given by
Q (wawb → t+t¯+) = −Q (wawb → t−t¯−) = √3QNLO(s)Mt√s
v2
δab. (373)
In a similar way we may consider the hh→ tt¯ annihilation. The result is
N (hh→ t+t¯+) = −2√3c2Mt√s
v2
+
√
3
s
v2
[
g′rt (µ)
2
− 3C
′
t
32π2
(
2− log −s
µ2
)]
Mt
√
s
v2
, (374)
where the renormalized coupling g′rt is defined as
g′rt = g
′
t −
3C ′t
(4π)2
Nε (375)
and
C ′t = (b− a2)(1− ac1). (376)
The renormalization group evolution equation is
g′rt (µ) = g
′r
t (µ0) +
3C ′t
(4π)2
log
(
µ2
µ20
)
. (377)
As in the previous reaction here we have also
N (hh→ t−t¯−) = −N (hh→ t+t¯+) . (378)
with vanishing amplitudes for the rest of helicity combinations.
25.2 Helicity amplitudes and unitarity
In order to study the unitarity behavior of the NLO amplitudes for tt¯ production from ww or hh pairs it is also
useful to perform a partial wave decomposition. As the t quark is a member of a custodial isospin doublet, a
tt¯ state can couple in principle to I = 0 or I = 1 ww or hh states (only to I = 0 in the second case). However
the amplitudes obtained for tt¯ production are parity conserving and the I = 1 case is excluded. Thus the tλ1 t¯λ2
states couple only to | I = 0 >=∑i | ωaωa > /√3 and hh states [89]. Even more, the initial state | I = 0 >
couples only to | S = 1, SZ = 0 >= (| +,+ > − | −,− >)/
√
2 tt¯ state. The corresponding partial waves
are given by
qJλ1λ2(s) =
1
64π2
∫
dΩDJ0λ (φ, θ,−φ)Q
(
ww → tλ1 t¯λ2) (379)
and
nJλ1λ2(s) =
1
64π2
∫
dΩDJ0λ (φ, θ,−φ)N
(
hh→ tλ1 t¯λ2) , (380)
where we have to consider the case J = 0 and λ = λ1 − λ2 = 0 only. Then, the partial wave corresponding to
the | S = 1, Sz = 0 > tt¯ state is given by
q =
1√
2
(q0++ − q0−−) =
√
2q0++, (381)
which can be expanded as:
q = q(0) + q(1) + . . . , (382)
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that have the form:
q(0) (s) = Kq
√
sMt, (383)
q(1) (s) =
(
Bq (µ) + Eq log
−s
µ2
)
s
√
sMt, (384)
with
Kq =
3
16πv2
(1− ac1) , (385)
Bq (µ) =
3
16πv4
[
gt(µ)
2
+
Ct
8π2
]
, (386)
Eq = − 3
16πv4
Ct
16π2
. (387)
In a similar way it is possible to obtain the J = 0 partial wave for the hh→ tt¯ reaction
n =
√
2n0++ = n
(0) + n(1) + . . . , (388)
where the first two terms have the same form than in the ww case. Using an obvious notation one gets in this
case
Kn = −
√
3c2
8πv2
, (389)
Bn (µ) =
√
3
16πv4
(
g′t(µ)
2
− 3C
′
t
16π2
)
, (390)
En =
√
3
16πv4
3C ′t
32π2
. (391)
Now we can collect all the ww, hh and tt¯ states J = 0 partial waves in the amplitude matrix:
T = T00 =
 t00 m0 qm0 a0 n
q n r
 . (392)
Obviously r is the appropriate tt¯ → tt¯ partial wave. However this partial wave is of order M2t /v2 and,
according to our approximation, it will be set to zero. The amplitude above is symmetric since all interactions
are time-reversal invariant. As all the particles involved are considered massless (in accordance with the use
of the ET) the matrix entries are analytical functions on the Mandelstam variable s with a unitarity RC starting
at s = 0 and a LC starting also at this point. As usual the physical partial waves are found on the RC along
s = E2CM + iǫ, where ECM is the reaction’s CM energy. For this physical s values the unitarity condition for
the T matrix reads
ImT = TT † (393)
which, in terms of the matrix elements, translates to:
Im t = |t|2 + |m|2 + . . . (394a)
Imm = tm∗ +mt∗ + . . . (394b)
Im a = |m|2 + |a|2 + . . . (394c)
Im q = tq∗ +mn∗ + . . . (394d)
Imn = mq∗ + an∗ + . . . (394e)
Im r = 0 + . . . (394f)
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where we neglect terms that are higher order in Mt/v. On the other hand the T matrix can be expanded
according to our previous computations as
T = T (o) + T (1) + ... (395)
Up to NLO the relations we get are the following:
Im t
(1)
00 =
∣∣∣t(0)00 ∣∣∣2 + ∣∣∣m(0)0 ∣∣∣2 (396a)
Imm
(1)
0 = t
(0)
00 m
(0)
0 (396b)
Im a
(1)
0 =
∣∣∣m(0)0 ∣∣∣2 (396c)
Im q(1) = t
(0)
00 q
(0) +m
(0)
0 n
(0) (396d)
Imn(1) = m
(0)
0 q
(0) (396e)
Im r(0) = 0, (396f)
as it can be checked case by case. The first three equations were obtained in [64]. The last two are equivalent
to
−πEQ = KKQ +K ′0KN ,
−πEN = K ′0KQ (397)
which can be explicitly obtained. This is a very non-trivial check of the computations since all the equations
above can be collected in
ImT (1) = T (o)T (o) (398)
i.e. we have unitarity at the perturbative level but it is broken as we rise the energy, limiting strongly the
applicability of these kind of computations in their simplest version.
However, at it happened in previous considered cases like ww, hh and γγ scattering, it is possible to
improve the situation by means of using an appropriate unitarization procedure. This unitarization method
will make it possible, not only to extend the validity of the NLO computations to higher energies, but also
to generate poles in the second Riemann sheet that will play the role of dynamical resonances. In order to
introduce the unitarization method we will start by considering the simpler particular case a2 = b. Then the
hh state decouples and the T matrix simplifies to
T =
(
t00 q0
q0 r0
)
≡
(
t q
q r
)
. (399)
In the physical region unitarity reads:
Im t = |t|2 +O
(
M2t
v2
)
(400a)
Im q = tq∗ +O
(
M3t
v3
)
(400b)
Im r = 0 +O
(
M2t
v2
)
. (400c)
In order to solve these unitarity constraints we can proceed as follows: first we solve Eq.396d by using the
elastic IAM method defining the unitarized amplitude
t˜ =
(t(0))2
t(0) − t(1) . (401)
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Next we introduce the unitarized ww → tt¯ partial wave as
q˜ = q(0) + q(1)
t˜
t(0)
. (402)
The amplitudes t˜ and q˜ fullfil the unitarity equations Im t˜ = t˜t˜∗ and Im q˜ = tq∗ in the physical region. They are
analytical functions on the complex variable s with a unitarity RC and also a LC. They match the perturbative
computation at low energies
t˜ = t(0) + t(1) + . . .
q˜ = q(0) + q(1) + . . . (403)
Finally, both functions can show a pole in the second Riemann sheet (resonance) for some regions of the
coupling space. A simple inspection of the t˜(s) and q˜(s) partial waves shows that, if that is the case, the
position of the pole is exactly the same for both processes as it must be (corresponding to the same I = J = 0
physical resonance).
With some more effort the unitarization method for tt¯ production can be extended to the a2 6= b case where
the hh state is also involved. Now we come back to the 3× 3 T matrix in Eq. (392)
T =
 t m qm a n
q n r
 (404)
where we have simplified the notation an obvious way. Now we introduce the submatrix
K ≡
(
t m
m a
)
, (405)
with chiral expansion
K = K(0) +K(1) + . . . (406)
with ImK(1) = K(0)K(0) on the RC (perturbative unitarity). By using the IAM method we introduce the
matrix
K˜ = K(0)(K(0) −K(1))−1K(0) (407)
which fulfills exact unitarity on the RC: Im K˜ = K˜K˜†. The rest of the unitary conditions can be written in a
condensed way
Im
(
q
n
)
= K
(
q∗
n∗
)
. (408)
At the perturbative level we have
Im
(
q(1)
n(1)
)
= K(0)
(
q(0)
n(0)
)
. (409)
By using this equation it is not difficult to show that the amplitudes(
q˜
n˜
)
=
(
q(0)
n(0)
)
+ K˜K(0)−1
(
q(1)
n(1)
)
(410)
fulfill the unitarity conditions in Eq. (408). In addition these partial waves have all the good properties men-
tioned above as analyticity in the whole complex plane, LC, RC, the possibility for developing poles in the
second Riemann sheet and they match the low-energy NLO result(
q˜
n˜
)
=
(
q(0)
n(0)
)
+
(
q(1)
n(1)
)
+ ... (411)
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Figure 5: The experimentally allowed parameter region of the HEFT allowed by current and past experiment.
From [91].
26 Resonance production in V V fusion
In this section we will describe the basic tools to study vector boson fusion beyond the MSM. Unlike in the
previous processes, we shall try to avoid using the ET as much as possible in the study of this process for
reasons that we will discuss below.
Let us begin by reviewing the experimental bounds on various parameters of the HEFT that play a role in
this process. The parameters a and b control the coupling of the Higgs to the gauge sector [90]. Couplings
containing higher powers of h/v or having more than four fields do not enter WW scattering at this order1
and they have not been included in (98). We have also introduced two additional parameters d3, and d4 that
parameterize the three- and four-point interactions of the Higgs field. We bear in mind that this is not the
most general form of the Higgs potential and in fact additional counter-terms are needed beyond the Standard
Model [64] but this does not affectWLWL scattering (see Sect 15).
In the custodial limit the other two low energy constants that enter in the calculation are the coefficienients
a4 and a5 of the O(p
4) HEFT, previously defined. The MSM case corresponds to setting a = b = d3 = d4 = 1
and a4 = a5 = 0. Current experimental analysis gives the bounds for a, a4 and a5 shown in Fig.5 (bounds
on a1, a2 and a3 are also given even if they are not very relevant for V V fusion; see below) The present data
clearly favours values of a close to the MSM value, while the a4 and a5 are still largely unbounded. The
parameter b is almost totally undetermined at present. Our a and a4,5 coefficients stand for a = 1 − ξcH/2,
a4 = ξ
2c11 and a5 = ξc6 of ref. [92]. cH range comes from the values of Set A in table 4 and c6,11 are from
table 8 of ref. [92].
The parameters a1, a2 and a3 enter the oblique and triple gauge coupling, respectively, as discussed before.
Bounds on the oblique corrections, henece on a1 are quite constraining [87], while the triple electroweak
gauge coupling has already been measured with a level of precision [93] similar to LEP. Some results on the
γγW+W− coupling are also available [94].
When a and b depart from their MSM values a = b = 1 the theory becomes unrenormalizable in the
conventional sense. As we already saw in previous sections, at the one-loop level WLWL scattering can
be rendered finite by a suitable redefinition of the coefficients a4 and a5 (together with v, MH , d3 and d4).
1a4 and a5 could for instance be functions of h/v but only their constant part is relevant at this order
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Figure 6: The plot shows the relative importance of the various polarizations inWZ scattering. Distributions
of the SM-EW background with the invariant mass of the WZ pair. The imposed cuts are |ηj1,j2| < 5 ,
ηj1 · ηj2 < 0 and |ηW,Z| < 2. The predictions for the various polarizations σAB of the final WZ pair as well
as the total unpolarized cross section are displayed separately. Starting from the upper to the lower lines they
correspond respectively to: σUnpol, σTT , σLT , σLL. The calculation is done in the MSM. From [91].
This renormalization procedure could be systematically extended, in principle to all orders, at the price of
introducing more and more higher dimensional counterterms.
If a resonance is present, in that region the process will be dominated by the scattering of the longitudinal
components WLWL but this does not mean at all that the scattering of transverse polarizations could be ne-
glected. In Fig.6 we show the contribution of the various polarizations to theWZ → WZ scattering process.
As it can be seen the contribution from transverse or mixed polarization initial states is very relevant, domi-
nant in fact. This is one of the reasons why a blind use of the ET may result in too qualitative results for this
important process.
Another reason for not trusting the ET in this particular process is that the lowest order partial wave t(0)(s)
vanishes for a = 1. This is a relevant point, as we know experimentally that a does not depart significantly
from that point, and it makes perfect sense to explore a range of values for a4 and a5 while keeping a very
close or equal to 1. Recall that if t
(0)
IJ vanishes the IAM method cannot be applied.
As emphasized in [31] when dealing with longitudinally polarized amplitudes, as opposed to using the
ET approximation, caution must be exercised to account for an ambiguity introduced by the longitudinal
polarization vectors that do not transform under Lorentz transformations as 4-vectors. Expressions involving
the polarization vector ǫµL cannot be cast in terms of the Mandlestam variables s, t, and u until an explicit
reference frame has been chosen, as they cannot themselves be written solely in terms of covariant quantities.
Obviously, amplitudes still satisfy crossing symmetries when they remain expressed in terms of the external
4-momenta. A short discussion on this point is placed in appendix C. This subtlety makes the discussion and
decomposition in fixed-isospin partial waves slightly more involved than the one presented above in Sects. 15
and 16.
A generic amplitude, A(W a(pa) +W b(pb) → W c(pc) +W d(pd)), can be written using isospin and Bose
symmetries as
Aabcd(pa, pb, pc, pd) = δabδcdA(pa, pb, pc, pd) + δacδbdA(pa,−pc,−pb, pd) (412)
+ δadδbcA(pa,−pd, pc,−pb),
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with
A+−00 = A(pa, pb, pc, pd) (413)
A+−+− = A(pa, pb, pc, pd) + A(pa,−pc,−pb, pd)
A++++ = A(pa,−pc,−pb, pd) + A(pa,−pd, pc,−pb).
The fixed-isospin amplitudes are given by
T0(s, t, u) = 〈00|S|00〉 = 3A+−00 + A++++ (414)
T1(s, t, u) = 〈10|S|10〉 = 2A+−+− − 2A+−00 − A++++
T2(s, t, u) = 〈20|S|20〉 = A++++ .
We shall also need the amplitude for the processW+W− → hh. Taking into account that the final state is an
isospin singlet and defining
A+− = A(W+(p+) +W−(p−)→ h(pc) + h(pd)) , (415)
the projection of this amplitude to the I = 0 channel gives
TH,0(s, t, u) =
√
3A+−. (416)
The partial wave amplitudes for fixed isospin I and total angular momentum J are given by Eq. 169. As
customary, in the analysis we will consider tree-level and one-loop corrections; namely
tIJ(s) = t
(0)
IJ (s) + t
(1)
IJ (s) . (417)
t
(0)
IJ (s) can be constructed from the above expressions by using crossing and isospin relations for the tree level
contributions of A+−00 (Fig. 7). The analytic results of A+−00 at tree-level are in appendix A. t(0)IJ (s) contains
the anomalous coupling a but b does not enter at tree-level. t
(1)
IJ (s) includes tree-level contributions from ai
counter-terms (see appendix A for analytic result) and the one-loop corrections to the diagrams in Fig.7. At
one-loop level, the b parameter enters t
(1)
IJ (s) through the one-loop expression of A
+−00 calculated in [65].
W+
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Z
Z
W+
W+
W−
Z
Z
W+
W+
W−
Z
Z
H
W+
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Z
Z
Figure 7: Diagrams contributing to A(s, t, u) at tree level.
26.1 Scrutiny of the tree-level amplitudes
For values of a different from 1, the behavior of the tree-level WLWL scattering amplitudes differs from the
MSM case a = 1 and the |tIJ | < 1 unitarity bound is violated pretty quickly. We shall see later how to
restore unitarity with the help of higher loops and counter-terms but in this subsection we concentrate on the
peculiarities of the tree level amplitudes t
(0)
00 , t
(0)
20 and t
(0)
11 . These partial wave amplitudes will be studied without
making use of the ET approximation. This is a key point since there are interesting kinematical features of t
(0)
IJ
that are missed in the ET approximation.
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26.1.1 Case a = 1
In Fig. 8 we plot the tree-level isoscalar partial wave amplitude t
(0)
00 (s) for WLWL → ZLZL as a function of
s. The external W legs are taken on-shell (p2 = M2 = M2W = M
2
Z). As we see from Fig. 8 the partial wave
amplitude has a rather rich analytic structure: a pole at s = M2H , a second singularity at the value s = 3M
2,
and a third one at s = 4M2 − M2H , invisible in the Fig. 8 as it happens to be multiplied by a very small
number. These singularities correspond to poles of the t and u channel diagrams in Fig. 7 that after the angular
integration to obtain the partial wave amplitudes behave as logarithmic divergences. The t and u channels are
absent in the ET approximation. Note that both singularities are below the physical threshold at s = 4M2.
Beyond the s = 3M2 singularity the amplitude for a = 1 is always positive.
In Fig. 8 we also plot the tree-level partial wave amplitude t
(0)
11 (s). Here, a pole at s = M
2 is visible, as
expected, along with the two kinematical sub-threshold singularities already mentioned. In Fig. 8 the t
(0)
00 and
t
(0)
11 amplitudes are also compared with the respective amplitudes obtained in ET approximation (computed
assuming M = 0). As can be seen the ET is inadequate at low energies as it fails in reproducing the rich
analytic structure of the amplitudes. The non-analyticity at s = 3M2 and s = 4M2−M2H due to sub-threshold
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Figure 8: Plot of t
(0)
00 (above) and t11 (below) for a = 1. A zoom on the lowest values of s shows the complete
analytic structure. The arrow indicates the position of one of the sub-threshold singularities that is invisible at
the scale of the plot.
singularities is also present in the t
(0)
20 partial wave amplitude (not depicted), corresponding like in the other
two cases to a (zero width) logarithmic pole. These sub-threshold singularities are genuine effects in the
WLWL → ZZ amplitudes, independent from the value of a, but they should be hardly visible at the LHC due
to the off-shellness of theWLWL → ZLZL amplitude on pp→ WWjj. The experimental process spreads the
logarithmic poles over a range of invariant masses. For instance, the singularity at s = M2 appears actually at
s =
∑
q2i −M2 ifW legs are off-shell.
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26.1.2 Case a < 1
The behaviour of the tree apmplitudes for a < 1 shows no zeroes beyond two sub-threshold singularities at
s = 3M2 and s = 4M2 −M2H . Amplitudes are positive and go to∞ as s increases. This clearly reflects the
non-unitary character of t
(0)
IJ amplitudes for a 6= 1. In Fig.9, we show as an example the t(0)11 (s) and t(0)20 (s)
amplitudes in the case a = 0.9. The equivalent amplitudes computed by making use of the ET are also shown
ET
Exact
0 200 400 600 800 1000 1200 1400
-0.15
-0.10
-0.05
0.00
0.05
0.10
0.15
s
R
e@
t 0
0D
Tree-Level: a=0.9
ET
Exact
60 80 100 120 140 160 180 200
-0.15
-0.10
-0.05
0.00
0.05
0.10
0.15
s
R
e@
t 0
0D
Zoom Ha=0.9L
H4M2-MH2 L12
ET
Exact
0 200 400 600 800 1000 1200 1400
-0.15
-0.10
-0.05
0.00
0.05
0.10
0.15
s
R
e@
t 1
1D
Tree-Level: a=0.9
ET
Exact
60 80 100 120 140 160 180 200
-0.15
-0.10
-0.05
0.00
0.05
0.10
0.15
s
R
e@
t 1
1D
Zoom Ha=0.9L
H4M2-MH2 L12
Figure 9: Plots of t
(0)
00 and t
(0)
11 for a = 0.9 and a zoom of the region at low s where the amplitudes are very
small. No additional zero appears and the amplitudes also show a non-unitary behaviour at large s. The nearly
invisible logarithmic singularity at s = 4M2 −M2H is indicated. The results in the ET approximation are also
indicated by a dotted line.
in Fig.9. Both in this a < 1 case and in the a > 1 one we see that the ET works reasonably well for large
values of s, but fails at low and moderate values.
26.1.3 Case a > 1
For a > 1 the partial wave amplitudes show new features. As shown in Fig.10 for a = 1.1 the amplitudes
t
(0)
00 (s) and t
(0)
11 (s) exhibit clearly non-unitary behaviours. In addition, for a > 1 the tree-level partial wave
amplitudes for t
(0)
IJ (s) have zeroes for values of s above threshold and well below the cut-off scale (3 TeV) of
our effective Lagrangian. For example for a = 1.3, the zeroes of t
(0)
11 (s) and t
(0)
20 (s) are at
√
s around 450 GeV.
The presence of zeroes for the tree-level amplitudes at low values of
√
s is an interesting point as it means that
around these zeroes the WLWL → ZLZL amplitudes are strongly suppressed for these values of a It may be
relevant to note that the t
(0)
00 and t
(0)
11 amplitudes are very small over a fairly extended range of values of s for
a range of values of a > 1 (particularly so in the isovector channel). These facts could perhaps be used to
set rather direct bounds on this particular coupling. This issue may deserve further phenomenological study
(however we will see that a > 1 leads to some inconsistencies that might rule out this range of values).
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Figure 10: Plot of t
(0)
00 and t
(0)
11 for a = 1.1 and a zoom on the low s region where the amplitude is very small.
Several additional zeroes appear above threshold and is not unitary. The ET result is shown by (red) a dotted
line.
26.2 Unitarization of the amplitudes
We will now proceed to use the IAM in order to unitarize the various partial waves we have just discussed.
For this we need, in addition to the tree-level amplitudes, the one-loop result t
(1)
IJ (s). We refer to [31] and
references therein for a more detailed discussion. We will ue theWLWL → ZLZL as our workhorse.
Up to now, a full fledged calculation of the one-loop t
(1)
IJ (s) contribution in Eq. (417) is not available for
arbitrary a and b. This would require the evaluation of over one thousand diagrams. A numerical calculation
is only available in [95] for the case a = b = 1 but it is not very useful for our purposes. For this reason,
to estimate the t
(1)
IJ (s) contribution in Eq. (417) we proceed in the following way. The analytic contribution
from a4, a5 terms is calculated exactly with longitudinally polarizedW and Z (appendix A) like the tree-level
contribution t
(1)
IJ (s) . The real part of t
(1)
IJ (s) will however be determined using the ET [61, 62]; i.e. we replace
this loop amplitude by the corresponding process w+w− → zz. For this part of the calculation we take q2 = 0
for external legs and set M = 0 but the Higgs mass is kept. The relevant diagrams of A(ww → zz) entering
t
(1)
IJ (s) were calculated in [65] where explicit expressions for the different diagrams for arbitrary values of
the couplings a and b can be found. As to the imaginary part of t
(1)
IJ (s) we can take advantage of the optical
theorem to circumvent the problem of using the ET approximation. In the I = 1, J = 1 and I = 2, J = 0
cases we can use the relations
Im t
(1)
IJ (s) = σ(s)|t(0)IJ (s)|2 , (418)
While for the I = 0 amplitude we also have a contribution from a two-Higgs intermediate state. Then
Im t00(s) = σ(s)|t00(s)|2 + σH(s)|m0(s)|2 , (419)
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with
σ(s) =
√
1− 4M
2
s
, σH(s) =
√
1− 4M
2
H
s
. (420)
whereM = MW ,MZ . We believe that for the purpose of identifying dynamical resonances, normally occur-
ring at s ≫ M2H the approximation of relying on the ET for the real part of the loops is fine. Note that the
dominant contribution to the real part for large s, of order s2, is controlled by the contribution coming from
couplings a4,5.
There is no really unambiguous way of applying the IAM to the case where there are coupled channels with
different thresholds. This will be relevant to us only in the t00 case as there is an intermediate state consisting
of two Higgs particles. Here we shall adhere to the simplest choice that consists in assuming to remain valid
also in this case. In addition, there is decoupling of the two I = 0 channels in the case a2 = b. We have
checked our results for different values of b, in particular we see that setting b = a2 does not give results for
the resonances eventually found that are noticeably different from those obtained for other values of b. Finally,
we have also explicitly checked the unitarity of the results using the optical theorem, which also validates a
posteriori the previous approximations.
26.3 Dynamical resonances
Making use of the IAM amplitudes one observes that new resonances appear in ample regions of the parameter
space of a4, a5. We will make a distinction between the cases a = b = 1, where the difference between the
HEFT and the MSM lies exclusively in the presence of a4 and a5, and the case a 6= 1, where the lowest
dimensional operator already differs from the MSM (and, in addition, one may have non-zero values for a4,
a5).
The case a = b = 1 was discussed extensively in [31] using the method presented here. Let us summarize
these findings. While any strongly interacting theory is expected to exhibit an infinite number of resonances,
including contributions up toO(p4), the expression of tIJ(s) consists of polynomials (modulo logs) of to order
s2 at most. Therefore, in each channel we expect to find one or two resonances at best —the lowest lying ones.
It should also be borne in mind that non-zero values for a4 or a5 do not necessarily signal the presence
of a non-perturbative, strongly interacting, EWSBS. If instead the EWSBS is of perturbative nature but very
massive, (the simplest possibility could be an extended scalar sector or two Higgs-doublet models with large
masses for all but the physical Higgs), integrating the massive states out would yield no-vanishing values
for the coefficients a4 and a5 [96]. The IAM unitarization method would in this case actually approximately
reproduce the masses of the particles that were originally integrated out [80].
We perform a scan for the values |a4| < 0.01 and |a5| < 0.01 and a and b fixed looking for the possible
presence of resonances. In the search of these dynamical resonances we use several methods. First we look
for a zero of the real part of the denominator of the partial wave and use the optical theorem to determine the
imaginary part —i.e. the width— at that location. A second method consists in searching directly for a pole
in the complex plane. Both methods give very similar results because the widths are generally quite small. It
should be stated that because of the way we compute the full amplitude, with separate derivations of the real
and the imaginary parts, the analytic continuation to the whole complex plane for s could be problematic had
the imaginary parts turned out to be large. In general proper resonances tend to reveal themselves in a rather
clear way. Some difficult cases present themselves for a > 1 when the putative resonance is close to one of
the zeroes of the tree-level amplitude that appear in this case and we had to study these situations carefully.
Physical resonances must have a positive width and are only accepted as genuine resonances if Γ < M/4.
Theories with resonances having a negative width violate causality and the corresponding values of the low
energy constants in the effective theory are to be rejected as leading to unphysical theories as no meaningful
microscopic theory could possibly lead to these values for the effective couplings [79].
In Fig. 11 (left), we present the results for our search in the case a = b = 1; that is, a point in parameter
space where the hWW and hhWW couplings are identical to the SM, but we allow for non-zero values for
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a4 and a5. The usual cutoff
√
s = 4πv ≃ 3 TeV has been imposed. We find that there is a region (shown
in red) where there are only scalar resonances, a region (in green) where there are only vector resonances, an
overlapping region where there are both, and finally a large region (in blue) in which the isotensor amplitude
develops unphysical and therefore must be excluded. There is also a region, centered around ai = 0, in which
there are no resonances. This point corresponds to theMSMwith a light Higgs boson, a theory which suffers no
problems of unitarity and therefore should not be expected to feature dynamical resonances from this method.
The absence of any features in this region is a nice consistency check that the IAM is not introducing them
when it should not.
Fig. 11 (left) has to be understood in the following way: typically an extended symmetry breaking scenario
has more resonances than just a light “Higgs”. There could be additional scalars, vector resonances, or even
higher spin states. The low-energy contribution from these states is parametrized by the ai. Fig. 11 (left), then,
addresses the following question: what range of parameters do we exclude if we assume that no additional
resonance is seen anywhere between the Higgs at 125 GeV and 4πv ≃ 3 TeV? The excluded region, then,
in a4, a5 parameter space looks very dramatic, because only values for a4 and a5 extremely close to zero are
acceptable, reflecting that the new states must be quite heavy, perhaps beyond the consistency cut-off of our
method (∼ 3 TeV, as mentioned).
Conversely, if a4 and/or a5 are different from zero, except for the above set of very small values, and do not
belong to the exclusion region, it is unavoidable that unitarity forces the existence resonances, even if a = 1.
Let us relax the condition of no resonance being observed and examine which is the exclusion region for
a4 and a5 that can be obtained by assuming that no new resonances exist, say, below 600 GeV (but resonances
may still exist above this energy). This is shown in Fig. 11 (right); the white area is the region of parameter
space where existing resonances are heavier than 600 GeV.
However note that the fact that resonances may be present implies nothing about their visibility. In fact the
dynamical resonances need not have signals with strengths comparable to that of a MSM Higgs boson of the
same mass or anything like that. This will be discussed in the next subsection.
The requirement that possible resonances originating from an EWSBS (either scalar or vector) should be
heavier than 600 GeV stems from the analysis of dilepton pair production using the full 8 TeV data. Even if the
would-be resonances produced are very narrow and only produced via V V fusion (and, assumed to decay only
in this channel) strict searches and analysis [97], indicate the absence of such resonances below this mass with
high certainty. In fact, this lower limit is very conservative because precision observables [87], including the
study of holographic models such as the one presented in Section 12, indicate that vector resonances should
be in all cases heavier than 1 TeV. This would reduce further the (white) area still allowed for a4 and a5.
Let us now consider the case where a < 1 (b is largely irrelevant in the discussion and we set b = a2 to
exclude coupled channels, even if this does not affect the IJ = 11 channel). Several values of a have also been
studied but we here present results only for a = 0.9, compatible with the experimental bounds on a and enough
to see the general trend. In fact as long as one remains relatively close to a = 1 the situation is qualitatively
similar. Like for a = 1 it is easy to find resonances in various channels. Most of them have the right causality
properties that make the theory acceptable. However, in the I = 2, J = 0 channel we see that there is a region
in the a4 − a5 plane where causality is violated. This corresponds to the shaded region in the lower part of
Fig. 12 and microscopic theories giving rise to these values for the low-energy parameters a4, a5 are again not
acceptable.
In Fig. 12 we show the region of parameter space in a4, a5 where isoscalar and isovector resonances exist
for the value a = 0.9 along with the isotensor exclusion region. The pattern here has some analogies with
the case a = 1 studied in [31] but proper2 resonances are somewhat harder to form, in particular in the vector
channel no resonance is found below 600 GeV for a = 0.9 in contrast to the a = 1 case. If no resonances are
found at the LHC all the way up to 3 TeV, the values of a4 and a5 in the coloured regions could be excluded
and then a4 and a5 should lie within the small central region in the left plot. Small as this regions is, it is
2Recall that resonances are required to have, in addition to the correct causal properties, Γ < M/4.
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Figure 11: Left: Regions with isoscalar and isovector resonances (and the isotensor exclusion region) up
to a scale 4πv ≈ 3 TeV. Right: same as in the left plot, but only showing regions of parameter space where
isoscalar/isovector resonances haveMS,V < 600GeV. These coloured regions of parameters can be considered
excluded for all practical purposes as explained in the text. Note that the range excluded even with this rather
loose condition is much larger than the one resulting from direct bounds shown in Fig.5.
noticeably larger than the one corresponding to a = 1, which was virtually non-existent. This is true even for
a = 0.95 which is very close to the MSM value a = 1.
In order to see what order of magnitude one should expect for the a4 and a5 coefficients we show how the
reverse process works: assuming that a resonance in the 1.8 to 2 GeV region is found, what is the allowed
range of coefficients so as to reproduce the properties of such resonance via the IAM. This exercise was made
on occasion of tentative evidence of a small enhancement in V V scattering at the LHC, later not confirmed.
After requiring a resonance in the vector channel with a mass in the quoted range one gets in a a4−a5 plane
the region shown on the left in Fig.13 for a = 1. An analogous procedure but assuming that the resonance is
the I = 0, J = 0 channel results in the allowed region in the a4 − a5 plane depicted on the right in the same
figure
We would like to emphasize the very limited range allowed for the parameters that is shown in the above
figures. The constants a4 and a5 lay in the small region |a4|, |a5| < 5 × 10−4 (this region includes of course
the MSM value a4 = a5 = 0 where obviously there are no resonances). Note that the much broader range
|a4|, |a5| < 0.02 is considered in most studies as still being phenomenologically acceptable. Indeed, setting
even a relatively loose bound for the mass of the resonance restricts the range of variation of the relevant
low-energy constants enormously.
In Fig.14, we give contours for the predicted masses and widths of the isovector resonances over the
a4 − a5 parameter space and various values of the hWW coupling a. To estimate the widths, we continue our
amplitudes into their second Riemann sheet and solve for the complex pole such that
t−1IJ (sR) = 0 , (421)
where sR is interpreted as
sR =
(
M2R − iMRΓR
)
. (422)
Fig.14 shows the masses and widths of the scalar and vector resonances obtained for a = 0.9. As we see,
in general they tend to be slightly heavier and broader when a departs from the a = 1 case. We emphasize that
the resonance in the scalar channel is additional to the Higgs at 125 GeV.
We note that for large estimated widths, these pole masses may separate slightly from those predicted by the
location where the phase shifts δIJ pass through (π/2). While vector resonance masses range from∼ 550GeV
to ∼ 3 TeV. The widths are particularly interesting: except for the largest masses, they are O(10 GeV) to
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Figure 12: For a = 0.9 and b = a2: (left) Regions with isoscalar and isovector resonances (and the isotensor
exclusion region) up to a scale 4πv ≈ 3 TeV. (right) Same but only showing isoscalar/isovector resonances in
whichMS,V < 600 GeV.
Figure 13: For a = 1 and b = 1: (a) allowed values for a4, a5 corresponding to a vector resonance with a mass
between 1.8 TeV and 2.2 TeV. Note the extremely limited range of variation that is allowed in the figure for
the low-energy constants. (b) Same for a scalar resonance. The corresponding widths as predicted by unitarity
are very small; a characteristic value in the vector channel is 20 GeV— quite narrow for such a large mass. In
the scalar channel are in the 70 to 100 GeV range. The dashed area is excluded on causality grounds stemming
from the I = 2 channel.
O(100 GeV); that is, very narrow. Obviously the inclusion of a light Higgs-like state substantially alters the
characteristics of the resonances produced by the IAM as compared to the old higssless case.
The case a > 1 appears to be pathological for nearly all values of a4, a5 investigated. One indeed finds
zeroes of the denominator of the IAM amplitude that would correspond to resonances provided that the nu-
merator does not vanish. This comment is relevant because many of the resonances present, particularly in the
vector channel, appear in region near the last (as s increases) zero of the amplitude and this requires particular
care. In fact for a set of values of a4 and a5 the determination as to whether a pole exists or not becomes
ambiguous.
When we continue our amplitudes into their second Riemann sheet to estimate the width and solve for the
complex pole we find that in various channels the imaginary part is such that it corresponds to a negative width.
When two poles in a given channel are found, one is acceptable but then the other one leads to acausal behav-
78
Figure 14: Masses (left) and widths (right) in GeV for vector resonances predicted from the unitarized partial
wave amplitudes ofWW → WW scattering. They are plotted as a function of a and the combination a4−2a5
that is the relevant one in this channel. All studied cases with vector resonances are such that no corresponding
scalar or tensor resonances appear. The white area denotes the region with resonances heavier than 3000 GeV,
beyond the validity of the effective theory. From [91].
ior (this can be proven analytically). For other values of the coupling the resonances are however perfectly
acceptable.
The result is that a very sizable part of the space of parameters is ruled out. In particular we have been
unable to find a bona fide I = 2 resonance for a = 1.1 and a = 1.3 and this seems to be the generic situation
for a > 1. This result is at odds with some dispersion relation analysis [104] claiming that theories having
a > 1 must show a dominance of the I = 2 channel and even a model with a I = 2 resonance is suggested.
An explanation for the discrepancy is given in appendix E.
26.4 Are these resonances visible?
One thing is having a resonance and a very different one is being able to detect it. Searching for new particles in
the LHC environment is extremely challenging and the statistics for V V fusion limited. As we will see below
the actual signal strength of the new resonances predicted is such that most cases are not currently being probed
in LHC Higgs searches —a situation that will change when substantially more luminosity is accummulated.
The previous considerations emphasize the importance of indirect measures of the couplings a4 and a5 by
searching for deviations in the cross-section that could be attributed to these anomalous coefficients. Measuring
these anomalous couplings will be one of the relevant tasks of future LHC runs. However, this will not be easy
either as the sensitivity to them with current statistics is low. In addition, a proper determination may require
unitarization in order to obtain realistic bounds. To make things worse, as we just saw, heavy resonances imply
small values for a4 and a5. If this is the range of values chosen by nature, their direct determination at the LHC
will be unfeasible.
The IAM method is able not only of predicting masses and widths but also their couplings to the WLWL
and ZLZL channels. In [31] the experimental signal of the different resonances was compared to that of a
MSM Higgs with an identical mass. Because the decay modes are similar (in the vector boson channels that
is) and limits on different Higgs masses are well studied this is a very intuitive way of presenting the results.
Let us, first of all, show a plot that will set the reader in the right frame of mind. In Fig.15 we show a
comparison of a vector and a scalar resonances generated via the IAM and the unitarization process. The
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Figure 15: The figure shows the relative contribution to theWLWL → WLWL cross section of a vector and a
scalar resonance obtained via the IAM method from a HEFT with values a = 1, a4 = 0.008, a5 = 0. These
values generate after unitarization both a scalar resonance at MS ≃ 500 GeV and MV ≃ 800 GeV. The
corresponding cross-sections are compared with that of a SM Higgs with massesMH = MS andMH = MV .
figure corresponds to the values a = 1, a4 = 0.008 and a5 = 0. With those values both a scalar and a
vector resonance are present. The plot depicts the cross-section for the process WLWL → WLWL showing
the corresponding peaks at the respective resonances. As we see, they are really narrow (for comparison we
also show the case whereMH = MV , the mass of the resonance, where the Higgs is very broad, melting as a
resonance). It is most interesting to compare the cross-section due to the scalar resonance present in this model
at a mass of approximately 500 GeV with the one due to the exchange of a (theoretical) SM Higgs of the same
mass. The experimental signal of the scalar resonance is much smaller. It is clear that this type of resonances
produced inWW scattering will be hard to see.
It should be borne in mind that the comparison is done only at the level of the t00 and t11 partial waves and
that the contribution from other partial waves to the process is neglected. Near the respective resonances the
former are dominant anyway.
One can be slightly more precise and use the effective W approximation (EWA [98]) to determine the
following quantities that are convenient for our purposes; namely we define the cross section coming from the
resonance region for a given resonance of massMR and width ΓR as
σpeakR ≡
∫ MR+2ΓR
MR−2ΓR
[
dMWW × dσR
dMWW
]
, (423)
where σR is the cross section resulting from the amplitudes unitarized by the IAM. For a SM Higgs with mass
MH set toMR and corresponding SM decay width ΓH , we also calculate
σpeakSM ≡
∫ MH+2ΓH
MH−2ΓH
[
dMWW × dσSM
dMWW
]
, (424)
where here σSM is calculated at tree level with the appropriate Higgs mass, whose width is included via the
replacementM2H → (M2H − iMHΓH). Using this information, we then define the ratio
Rpeak ≡
(
σpeakR
σpeakSM
)
, (425)
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which is a function of the coefficients ai.
The corresponding LHC cross-sections are given by
dσ
dM2WW
=
∑
i,j
∫ 1
M2
WW
∫ 1
M2
WW
/(x1s)
dx1dx2
x1x2s
fi(x1, µF )fj(x2, µF )
dLWW
dτ
∫ 1
−1
dσWW
d cos θ
d cos θ , (426)
where τ = sˆ/s = M2WW/(x1x2s) and where we assumed for this comparison
√
s = 8 TeV. We set the
factorization scale, µF , to theW -bosonmass and use the CTEQ6L1 parton distribution functions. The effective
luminosity for longitudinalW and Z bosons is given as
dLWW
dτ
=
( g
4π
)4(1
τ
)[
(1 + τ) ln
(
1
τ
)
− 2(1− τ)
]
. (427)
A factor of (1/2) should also be included in the final expression for the ZZ → ZZ amplitude to account for
the identical particle in the final state.
Finally, theWW scattering amplitude is defined in theWW rest frame as
dσWW
d cos θ
=
|A|2
32πM2WW
, (428)
where, for instance,
A(W+W− →W+W−) = 1
3
T0 +
1
2
T1 +
1
6
T2 (429)
and assuming dominance in the resonance region of a single partial wave,3
T0 ≈ 32πt00 (430)
T1 ≈ 32π(3t11 cos θ)
T2 ≈ 32πt20 .
The results for Rpeak over the a4 − a5 range considered are presented once again at the same benchmark
point as the previous figure (but with a = 0.9) and are shown in Fig. 16. The figure gives the comparison
with the SM calculation using Higgs boson masses set to those of the scalar and vector resonances. At lighter
masses (in this case, that of the scalar), a corresponding Higgs signal would still be much more visible than
that of these new dynamical resonances. It should be noted, however, that at higher masses, such as that
of the vector resonance in this figure, the Higgs width becomes very broad, making the direct comparison
less obvious as its signal is more diluted. It is of course difficult to draw firm conclusions from the previous
analysis, but it is clear that it is going to be difficult to detect this type of resonances coupling only to V V pairs
at the LHC. Although the comparison with the Higgs is possibly misleading for the reasons that have been
mentioned (basically that resonances are expected in a region where a Higgs with an analogous mass has a
huge width, while the resonances under discussion are generally very narrow), we are tempted to provisionally
conclude that detection of resonances in V V scattering will be unfeasible at the LHC until a sufficiently large
number of events are collected. This important issue will be discussed in considerably more detail in the next
section.
27 LHC phenomenology
In order to see one example of how the methods shown in this work can be applied efficiently to the phe-
nomenological description of processes where the dynamics of a possible strongly interacting SBS of the SM
is involved, we will consider here the resonant elastic WZ scattering at the LHC (see Fig.17).
3We emphasize that this approximation is only valid near a resonance, in the continuum a large number of partial waves contribute
-the partial wave expansion converges very slowly.
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Figure 16: Ratio of WW scattering cross section due to dynamical resonances with that of SM with Higgs
boson of the same mass for (a) scalar and (b) vector resonances, taken in the “peak” region as defined in the
text.
Figure 17: Graphical representation of the pp → WZjj process at the LHC, at the parton level, by means of
WZ →WZ scattering. Figure taken from [91].
As discussed previously there are two different ways for introducing resonances in the HEFT. First; one can
use an analytical unitarization method like the IAM or N/D and look for the region of the coupling parameter
space where poles are developed in the second Riemann sheet close enough to the real axis to be understood as
dynamical resonances. The second way is introducing the resonance fields explicitly in the HEFT Lagrangian
as independent degrees of freedom. In this case one is forced to introduce also new couplings and parameters
describing the main properties of these resonances.
A possible mixed approach is the one considered in [91] for the study of WZ elastic scattering through
vector (I = J = 1) resonance production. In that reference the authors use the IAM method in the region of
the a, b, a4 and a5 parameter space that gives rise to a dynamical vector resonance. Then the position of the
pole determines the mass and the width of the resonance and the residue the coupling to the WZ initial and
final states. In Table 3 it is possible to see selected benchmark points (BP) corresponding to different values of
the relevant parameters and the masses and widths of the produced I = J = 1 resonance (obtained with some
approximations to be explained bellow). Given these parameters one can build up a HEFT model with explicit
resonances. Notice that this is the inverse procedure to that of obtaining the couplings by integrating out the
resonances explicitly introduced in the HEFT Lagrangian. In any case this mixed approach is very convenient
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Figure 18: Cross section σ(WLZL → WLZL) from the EChL (HEFT). The predictions at leading order,
EChL
(2)
tree, and next to leading order, EChL
(2+4)
loop , are displayed separately. The HEFT coefficients are set here
to a = 0.9, b = a2, a4 = 9.5 × 10−4 and a5 = −6.5 × 10−4. The prediction of the SM cross section is also
included, for comparison. Taken from [91].
to be incorporated in Monte Carlo algorithms (MC) to be used to make contact with LHC phenomenology.
This is because usually MCs work with Feynman diagrams and not with analytical and unitary partial waves
on which the IAM or the N/D methods are based. In the following the mixed method will be refered to as
IAM-MC.
Starting from the gauged HEFT Lagrangian it is possible in principle to compute de WLZL → WLZL
amplitude directly without using the ET, i.e. by considering Feynman diagrams with external electroweak
bosons lines equipped with the corresponding polarization vectors and taking the physical values forMW ;MZ
and MH different from zero. This amplitude is then obtained as a formal expansion in powers of the external
momenta:
A(WLZL →WLZL) = A(0)(WLZL → WLZL) + A(1)(WLZL →WLZL) + ... (431)
HereA(0) = A
(2)
tree is the tree level LO (O(p2)). A(1) is the tree level NLO (O(p4)) plus the one-loop corrections
coming from the O(p2)) HEFT Lagrangian:
A(1)(WLZL →WLZL) = A(4)tree(WLZL → WLZL) + A(2)1−loop(WLZL →WLZL). (432)
The tree contribution A
(2)
tree =EChL
(2)
tree can be computed in terms of a, a4 and a5 (notice that b does not
contribute to the tree level result) by using for example FeynArts [99] and FormCalc [100]. As far as we know
the complete one-loop A
(1)
1−loop computation is not yet available. However, following [31, 65], it is possible
to estimate this contribution as follows. The real part is computed by using the ET and the imaginary part
is computed from the tree level result by making use of the optical theorem. In the following we will refer
to this estimation of the NLO result as EChL
(2+4)
loop . In Fig.18 we show the WLZL → WLZL cross section
corresponding to EChL
(2)
tree, EChL
(2+4)
loop and the MSM for some choice of the a, b, a4 and a5 parameters. As
can be seen, the MSM, being a weakly interacting and unitary theory, predicts an almost flat cross section.
However, departure from the MSM by using HEFT (EChL) gives rise to very strongly interacting models with
increasing cross sections with energy [101]. Both the LO and the NLO eventually break unitarity bounds (about
2 TeV in the example chosen in the figure). This shows the need for complementing the HEFT predictions
with unitarization methods based in dispersion relations, as described in this work, in order to provide realistic
predictions for the LHC.
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From the these HEFT amplitudes A(0)(WLZL → WLZL) and A(1)(WLZL → WLZL) it is also possible
to apply the IAM method (the preferred unitarization method for the vector channel) to obtain the resonance
parameters corresponding to the different benchmark points shown in Table.3. There it is possible to see that
for different sets of experimentally allowed couplings one can obtain relatively narrow vector resonances with
masses MV in the range 1.5 TeV to 2.5 TeV. For these benchmark points no other resonances (isoscalar or
isotensor) are present. However notice that vector resonances can be present even in the case a = b = 1
provided a4 and a5 are different from zero, thus indicating departure from the MSM and at the same time
strongly interacting SBS.
BP MV (GeV) ΓV (GeV) gV (M
2
V
) a a4 · 104 a5 · 104
BP1 1476 14 0.033 1 3.5 −3
BP2 2039 21 0.018 1 1 −1
BP3 2472 27 0.013 1 0.5 −0.5
BP1’ 1479 42 0.058 0.9 9.5 −6.5
BP2’ 1980 97 0.042 0.9 5.5 −2.5
BP3’ 2480 183 0.033 0.9 4 −1
Table 3: Choice of benchmark points (BP) of dynamically generated vector resonances. The mass, MV , width, ΓV ,
coupling to gauge bosons, gV (MV ), and relevant corresponding HEFT couplings a, a4 and a5. b is fixed to b = a
2. This
table is generated using the FORTRAN code that implements the EChL+IAM framework from [31, 65].
As commented above, the use of Monte Carlo generators like MadGraph requires introducing a Lagrangian
language. Therefore, instead of working with scattering amplitudes reconstructed from the unitarized partial
waves one can work, for example, with the Lagrangian in Eq.258 which includes explicitly a vector resonance.
In the case of a strongly interacting SBS modification of the MSM we expect the longitudinal modes of the
electroweak bosons to be dominant over the transverse modes. Then we can set fV = 0 and also neglect the
axial vector couplings. In this case the only parameters needed are MV , ΓV and gV . These three parameters
can be obtained from the IAM method as explained above. The coupling gV can be obtained by comparison
of the I = J = 1 partial wave amplitude computed with the IAM method and with the Lagrangian in Eq.258
on the resonance. For example, by using the ET one would find g2V = 2(a4 − 2a5). Alternatively one can use
the relations found by integrating out the vector resonance field, namely a4 = −a5 = g2V /4. Both methods
disagree by about 50%. In any case, using a constant value for gV , even though it may give a satisfactory
answer above and on top of the resonance, would produce a bad behavior of the amplitude at higher energies
s > MV . In fact the I = J = 1 partial wave breaks unitarity in the TeV region, or even below, depending on
the precise value of the couplings. Of course this is a consequence of using the HEFT plus vector resonance
Lagrangian at the tree level. It is possible to fix this problem partially in the IAM-MC model by allowing gV
to be a function on s, i.e. by introducing the running effective coupling gV (s). In order to get the effective
coupling gV of the effective Lagrangian Eq.258 we impose the matching at the level of the partial waves
by identifying the tree level predictions from the HEFT theory equipped with resonances with the unitarized
amplitude ∣∣∣tHEFT(2)tree11 (s = M2V )∣∣∣ = ∣∣∣tunit.11 (s = M2V )∣∣∣ . (433)
Solving (numerically) this Eq.433 for the given values of (a, a4, a5) and the corresponding values of (MV ,ΓV )
leads to the wanted solution for gV . In order to have a feeling of the sort of values one gets, we show below in
Table.3 and Fig.19 some values obtained for the coupling gV (see Eq.258 from unitarization inWZ scattering.
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Figure 19: The effective coupling of a vector resonance of mass MV in the WZ channel as a function of the
parameters a and the combination a4 − 2a5, relevant in the vector channel. Our fifteen selected scenarios lay
approximately over the contour lines of fixed MV , 1500 GeV (circles), 2000 GeV (squares), and 2500 GeV
(triangles), and have values for a fixed, respectively, to 0.9 (biggest symbols, corresponding to BP1’, BP2’ and
BP3’), 0.925, 0.95, 0.975 and 1 (smallest symbols, corresponding to BP1, BP2, and BP3). All studied cases
with vector resonances are such that no corresponding scalar or tensor resonances appear. The stripped area
denotes the region with resonances heavier than 3000 GeV.
In addition, in [91] it is shown that a good description of the IAM results in the context of the IAM-MC
framework can be obtained by introducing the gV coupling function in terms of the t and u variables:
g2V (z) = g
2
V (M
2
V )
M2V
z
for s < M2V ,
g2V (z) = g
2
V (M
2
V )
M4V
z2
for s > M2V , (434)
with z = t, u corresponding to the t, u channels, respectively, in which the resonance is propagating.With this
choice it is possible to simulate the IAM results with the Lagrangian formalism at the tree level which is more
adapted for Monte Carlo algorithms for LHC event generators. This modelization matches well with chiral
perturbation results and fulfills the Froissart bound too.
As an example it is possible to generate two runs for each benchmark point. One withW+Zjj as final state
and the other one including the final leptonic decaysW+ → l+ν, Z → l+l−. We set the cuts: 2 < |ηj1,j2| < 5,
ηj1 · ηj2 < 0, pj1,j2T > 20GeV and Mjj > 500GeV and an additional cut |ηW,Z| < 2 is used for the W+Zjj
final state run. We also set the cuts MZ − 10GeV < Mℓ+
Z
ℓ−
Z
< MZ + 10GeV, M
T
WZ ≡ MTℓℓℓν > 500GeV,
/pT > 75GeV and p
ℓ
T > 100GeV for the leptonis decays run. One can also compute two SM backgrounds:
pure SM-EW background q1q2 → q3q4W+Z scattering at order O(α2) and mixed SM-QCDEW, at order
O(ααS).
Now it is possible to make a prediction on the number of events expected at 14 TeV for different LHC
luminosities [102] (see Fig. 20) and the cross-sections can be found in Fig.21 for the value a = 0.9.
In order to estimate the statistical significance it is possible to use the standard expression σstatℓ = Sℓ/
√
Bℓ,
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where the signal is Sℓ = N
IAM−MC−NSM and the background is Bℓ = NSM. Considering the optimal ranges:
BP1 : 1325− 1450 GeV , BP2 : 1875− 2025 GeV , BP3 : 2300− 2425 GeV ,
BP1′ : 1250− 1475 GeV , BP2′ : 1675− 2000 GeV , BP3′ : 2050− 2475 GeV . (435)
forMTlllν one finds that the cases with a = 1 have smaller significances, and only the lightest resonancesMV =
1.5TeV (BP1) could be seen at ∼ 3σ with the highest luminosity (3000 fb−1). For heavier MV ∼ 2.5TeV it
seems difficult to observe resonances due to the poor statistics in the leptonic channels. Only for BP3’ it is
possible to get a significance > 2σ (for 3000 fb−1). Therefore semileptonic and fully hadronic channels seem
necessary to improve these statistical significances. The largest significances are obtained for a = 0.9 and
the lightest resonances, which corresponds to BP1’. In this case significances of ∼ 2.8σ, 5.1σ and 8.9σ are
predicted for LHC luminosities L = 300 fb−1, 1000 fb−1 and 3000 fb−1, respectively.
Notice the enormous dependence on a of the results. The equivalent plot of Fig. 21 for a = 1 would
show a lot less prominent signal. The interested reader can see [91] for more details. Recent work on the
W+W− → W+W− channel is also available [103]. In this case, the pure QCD background is overwhelming
but work still in progress reveals that specific kinematical cuts may help in isolating the relevant signal.
Figure 20: Predictions for the number of events, NIAM−MCWZ (left panel), and the statistical significance, σ
stat
WZ
(right panel), as a function of the parameter a forL = 3000 fb−1. The marked points correspond to our selected
BPs in Fig. 19. The two lines for each mass are computed by summing events within ±0.5 ΓV and ±2 ΓV ,
respectively.
28 Outlook
So far all experimental evidence points at the Minimal Standard Model, with an elementary scalar field re-
sponsible for the mass generation mechanism both for electroweak bosons and matter fields, as the ultimate
description of fundamental interactions. We know that this cannot be true: massive neutrinos and dark matter
do not fit in this picture. Let alone more theoretical issues such as the naturalness problem or the unification
with gravity. Were the MSM to be the ultimate answer, fundamental issues such as the final source of CP
violation or the flavour puzzle would remain unexplained too. There is then a widespread belief that there is
physics beyond the MSM. Hopefully this new physics may be not too far away.
Exploring a strongly interacting EWSBS is an obvious possibility. Some of the theoretical difficulties in
going BSM are alleviated if new strong interactions at the multi-TeV region exist, providing for some scale
of compositeness, both for the longitudinal degrees of freedom of the electroweak bosons and for the Higgs
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Figure 21: BP1’ (see table 3). W+Zjj in final state (left) vs. leptonic decay (right).
particle itself, and providing us, may be, with new dark matter candidates and a plethora of new states. We
know that this new scale cannot be too high, lest new fine tuning and hierarchy problems appear.
In the previous sections we have tried to provide tools to analyze, then verify or falsify, the existence of
this putative new strong sector. This is challenging as only the lightest part of its spectrum may be known
—the Nambu-Goldstone bosons associated to the spontaneous breaking of the new “flavor” sector. Yet, a
combination of old and new techniques allows us to corner quite precisely the possible new physics. The main
conclusion, at the phenomenological level, is that if an EWSBS exists at all, at least in its simplest form —not
connected to the matter sector—, it will be hard to find evidence of its presence at the LHC until substantially
more statistics in V V fusion or hh production accumulates. We should always bear in mind that non-existence
of proof is not the same as proof of non-existence. A strongly interacting EWSBS cannot be ruled out as of
today by any means.
The high energy physics community is debating today several options for a next machine, let it be an e+e−
linear collider capable of exploring the trilinear Higgs coupling in the potential or the top couplings, a 100 km
circular electron/hadron collider, or the high energy option for the LHC that would basically double the energy
reach. It is not clear which option is more competitive in terms of exploring BSM physics. Except possibly for
the linear collider in its lowest energy version, the methods presented in this report will be needed in all cases.
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A Tree-level scattering amplitudes
In the isospin limit, M = MZ = MW , and with massiveW , the tree-level and a4,5-dependent amplitude for
W+LW
−
L → ZLZL scattering is given by
Atree+aiW+W−→ZZ (p1, p2, p3, p4) = −2g2(1− g2a5)(ǫ1 · ǫ2)(ǫ3 · ǫ4) (436)
+g2(1 + g2a4)
[
(ǫ1 · ǫ4)(ǫ2 · ǫ3) + (ǫ1 · ǫ3)(ǫ2 · ǫ4)
]
+g2
{(
1
(p1 − p3)2 −M2
)[
−4
(
(ǫ1 · ǫ2)(p1 · ǫ3)(p2 · ǫ4) + (ǫ1 · ǫ4)(p1 · ǫ3)(p4 · ǫ2) +
(ǫ2 · ǫ3)(p3 · ǫ1)(p2 · ǫ4) + (ǫ3 · ǫ4)(p3 · ǫ1)(p4 · ǫ2)
)
+2
(
(ǫ2 · ǫ4)
(
(p1 · ǫ3)(p2 + p4) · ǫ1 + (p3 · ǫ1)(p2 + p4) · ǫ3
)
+
(ǫ1 · ǫ3)
(
(p2 · ǫ4)(p1 + p3) · ǫ2 + (p4 · ǫ2)(p1 + p3) · ǫ4
))
−(ǫ1 · ǫ3)(ǫ2 · ǫ4)
(
(p1 + p3) · p2 + (p2 + p4) · p1
)]
+ (p3 ↔ p4)
}
− g2M2
(
(ǫ1 · ǫ2)(ǫ3 · ǫ4)
(p1 + p2)2 −M2H
)
,
where ǫi = ǫL(pi). The analogous expression in the ET approximation is much simpler
Atree+ aiw+w−→zz(s) = −
( s
v2
)((a2 − 1)s+M2H
s−M2H
− 2
( s
v2
) (
a4(1 + cos
2 θ) + 4a5
))
(437)
For completeness, we also give the amplitude for theW+L W
−
L → hh scattering
AtreeW+W−→hh(p1, p1, q3, q4) = g
2
(
b
2
(ǫ1 · ǫ2)− 3aM
2
H
2(M2H − (p1 + p2)2)
(ǫ1 · ǫ2) (438)
+ a2
g2v2
4M2
(
(ǫ1 · (q3 − p1))(ǫ2 · (q3 − p1))−M2(ǫ1 · ǫ2)
M2 − (q3 − p1)2 + (q3 ↔ q4)
))
,
In the CM reference frame the expression for Atree+aiW+W−→ZZ(s, t, u) becomes
Atree+aiW+W−→ZZ(s, t, u) =
a2 (s− 2M2)2
v2 (M2H − s)
(439)
+
768M10 − 128M8(5s+ 4t) + 32M6 (7s2 + 8st+ 4t2)
v2 (s− 4M2)2 (M2 − t) (−3M2 + s+ t)
− 8M
4s (5s2 + 11st+ 4t2) +M2s2 (3s2 + 18st+ 14t2)− s3t(s+ t)
v2 (s− 4M2)2 (M2 − t) (−3M2 + s+ t)
+
8a5(s− 2M2)2 + 2a4(16M4 − 8M2s+ (1 + cos2 θ)s2))
v4
Recall that Atree+aiW+W−→ZZ(s, t, u) for the scattering of longitudinally polarizedW is not Lorentz invariant. The
expression above is valid in CM frame only.
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B Isospin decomposition and crossing
Let us write the amplitude for the process ab → cd, where wa, a = 1, 2, 3 are Goldstone fields in the I=1
representation of the isospin group in the following way
T abcd = Aδabδcd +Bδacδbd + Cδadδbc, (440)
where A = A(s, t, u), B = A(t, s, u) and C = A(u, t, s). This decomposition is the same as used in Eqs.
(146), (168) and (412), with slight changes in the notation.
The fixed isospin amplitudes can be expressed in terms of these functions as
T0 = 3A+B + C
T1 = B − C (441)
T2 = B + C
or conversely,
A =
1
3
(T0 − T2)
B =
1
2
(T1 + T2) (442)
C =
1
2
(T2− T1).
Then
T (w+w− → zz) = A = 1
3
(T0 − T2)
T (w+w− → w+w−) = A+B = 1
3
T0 +
1
2
T1 +
1
6
T2
T (zz → zz) = A+B + C = 1
3
T0 +
2
3
T2 (443)
T (w±z → w±z) = B = 1
2
(T1 + T2)
T (w±w± → w±w±) = B + C = T2
(444)
While it is obvious what crossing implies at the level of physical amplitudes involving the w±, z fields (see
Appendix C), at the level of fixed isospin amplitudes the relations are somewhat more cumbersome and better
expressed in terms of the so-called crossing matrices. If we introduce the vector
T¯ =
T0T1
T2
 (445)
then we have
T¯ (s, u) = CtuT¯ (s, t), T¯ (t, s) = CstT¯ (s, t), T¯ (u, t) = CsuT¯ (s, t), (446)
where
Ctu =
1 0 00 −1 0
0 0 1
 , Cst =

1
3
1 5
3
1
3
1
2
−5
6
1
3
−1
2
1
6
 , Csu =

1
3
−1 5
3
−1
3
1
2
5
6
1
3
1
2
1
6
 . (447)
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C The issue of crossing symmetry forWL
Let us clarify the issue of crossing symmetry of amplitudes with external WL’s. To this end let us consider
just the tree-level contribution in the MSM to the processes W+L W
−
L → W+L W−L and W+LW+L → W+LW+L ,
respectively.
To keep the formulae simple while making the point let us consider the limit s → ∞, −t → ∞ in the
first process, which is consistent except for cos θ ≃ 1, and expand inM2/s andM2/t. We borrow the results
from [62]. The resulting amplitude is
− g2
(
M2H
4M2
[
t
t−M2H
+
s
s−M2H
]
+
s2 + t2 + st
2st
− M
2
H
s
2M2Ht− s(s+ t)
(M2H − s)(M2H − t)
)
+ . . . . (448)
In the second process we expand in powers ofM2/u andM2/t. One then gets
− g2
(
M2H
4M2
[
t
t−M2H
+
u
u−M2H
]
+
u2 + t2 + ut
2ut
+
M2H
t + u
(t− u)2
(M2H − u)(M2H − t)
)
+ . . . . (449)
The two processes are related by crossing and one would naively think that the two amplitudes can be related
by simply exchanging s and u. While this is correct for the first two terms in both equations, it fails for the
third. If the reader is worried about the approximations made, more lengthy complete results are given in [62]
and they show the same features.
The reason is that while crossing certainly holds when exchanging the external four vectors, the reference
frame in which the two above amplitudes are expressed are different. In both cases they correspond to center-
of-mass amplitudes, but after the exchange of momenta the two systems are boosted one with respect to the
other. Writing the amplitudes in terms of s, t, u gives the false impresion that these expressions hold in any
reference system but this is not correct because the polarization vectors are no true four-vectors.
On the contrary, the amplitudes computed via the ET, containing only Golstone bosons, are manifestly
crossing symmetric when expressed in terms of Mandelstam variables because they are obtained, according to
the ET, by replacing ǫµL → kµ, which is obviously a covariant 4-vector.
D The origin of the logarithmic poles
Here we discuss the origins of the 3 singularities at s0 = M
2
H , s1 = 4M
2 − M2H and s2 = 3M2) entering
the tIJ(s) amplitudes. These singularities can be tracked back from the terms 1/(s −M2H), 1/(t −M2) and
1/(u−M2) in theW+L W−L → ZLZL amplitude in Eq. 439. The origin of the pole at s0 is fairly obvious and
needs no justification.
As for the other two singularities, the term 1/(t −M2) = 1/((−1 + cos θ)(−4M2 + s)/2 −M2) has a
pole at s3 for cos θ = −1 which under integration in cos θ to derive the partial wave amplitude tIJ(s) becomes
a logarithmic pole as well as for 1/(u −M2) = 1/((1 + cos θ)(−4M2 + s)/2 −M2) at cos θ = −1. This
explains the presence of s2 pole for tIJ(s) amplitudes.
The origin of the pole at s1 for tIJ(s) amplitudes is more complicated to see. First of all, let us notice that
the fixed-isospin amplitudes TI in Eq. 414 are combinations of the A
++00 = A(W+L W
−
L → ZLZL) in Eq. 439
and its crossed amplitude A++++ = A(W+L W
+
L → W+LW+L ). At this point, the term 1/(s −M2H) in A++00,
Eq. 439, trasforms for the crossed amplitudeA++++ into 1/(t−M2H) = (1/(−1+cos θ)(−4M2+s)/2−M2H).
Then, for cos θ = −1we have a pole at s1 and under integration on cos θ the amplitude tIJ(s) gets a logarithmic
pole at s1.
Note that these singularities are all below threshold. Note too that except for s0 they are absent in the ET
treatment. For the LHC they appear at values of s corresponding to the replacement 4M2 → ∑i q2i as the
externalW are typically off-shell.
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E Sum rule
In [104] the following sum rule was derived
1− a2
v2
=
1
6π
∫ ∞
0
ds
s
(
2σI=0(s)
tot + 3σI=1(s)
tot − 5σI=2(s)tot
)
, (450)
where σtotI is the total cross section in the isospin channel I . This interesting result was derived making full use
of the Equivalence Theorem and settingM = 0. As we have seen, at low s there are some relevant deviations
with respect to the ET predictions when using the proper longitudinal vector boson amplitudes and they affect
the analytic properties of the amplitude. We would like to see how this sum rule could be affected by these
deviations.
The technique used in [104] to derive the previous result was to define F (s, t, u) ≡ AtreeW+W−→ZZ(s, t, u)/s2,
consider the case t = 0, corrresponding to the forward amplitude, and compute the integral∮
dsF (s, t, u) (451)
using two different circuits: one around the origin and another one along the cuts in the real axis and closing
at infinity (this last contribution actually drops if the amplitudes are assumed to grow slower than s).
Applying the strict ET, each order in perturbation theory contributes to a given order in an expansion
in powers of s, t, u. Therefore if the integral is done in a small circle around the origin only the tree-level
amplitude Eq. (437) contributes and taking both contributions into account results in the result on the left hand
side of Eq. (450). On the other hand, the integral along the left cut can be related using crossing symmetry to
the one on the right cut and eventually leads to the right hand side of Eq. (450).
Formulae (436) and (437) show clearly that the analytic structure of the full result and the ET one are quite
different at low values of s. In the exact case and for the tree-level amplitude we have four poles for F (s, t, u).
We assume that s and t are independent variables and to make this visible we replace t→ t¯
s0 = 0 → Res(F (s0, t¯, u)) = 4a
2M2(M2 −M2H)
M4Hv
2
+
2t¯ (8M4 − 7M2t¯+ t¯2)
v2 (M2 − t¯) (t¯− 3M2)2
s1 = M
2
H → Res(F (s1, t¯, u)) = −
a2 (M2H − 2M2)2
M4Hv
2
s2 = 3M
2 − t¯ → Res(F (s2, t¯, u)) = −−27M
8 + 52M6t¯ +M4t¯2 + 2M2t¯3
v2 (t¯− 3M2)2 (M2 + t¯)2
s3 = 4M
2 → Res(F (s3, t¯, u)) = t¯ 10M
4 − 3M2t¯− 3t¯2
(M2 − t¯)(M2 + t¯)2v2 (452)∑
i=0,3
Res(F (si, t¯, u)) =
(3− a2)M2 − (1− a2)t¯
(M2 − t¯)v2 (453)
Note however that for s = s3 = 4M
2, the t variable is always zero, being t = −(1 − cos θ)(s − 4M2)/2,
and u = −(1 + cos θ)(s − 4M2)/2. This shows that s and t are dependent for some exceptional kinematical
points, for example when the inicial states are at rest (s = s3 = 4M
2). Therefore when s → s3, t→ 0. If we
set t¯ = 0 at the outset the sum of residues leads to∑
i=0,3
Res(F (si, t¯ = 0, u)) =
(3− a2)
v2
. (454)
which differs from the result quoted in [104]. The reason is clear when looking at Eq. (453): if we take the
limitM → 0 at the outset as is done in the strict ET approximation, we get one result, while if t¯ is set to zero
withM 6= 0, we get a different one.
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In addition, in a complete calculation (as opposed to the simpler ET treatment) it is not true that a given
order in the chiral expansion corresponds to a definite power of s. Therefore, when M is not neglected the
order s contribution will have corrections from all orders in perturbation theory. The contribution to the left
hand side of the integral, obtained after circumnavigating all the poles will then be of the form
3− a2 +O(g2)
v2
. (455)
Actually, the right cut changes too whenM is taken to be non-zero; it starts at s = 4M2 (which is not a pole
as we have just discussed because it has a vanishing residue). The left cut is not changed as for t = 0 the u
channel has a cut for s < 0 corresponding to u > 4M2.
Finally, as we have seen, crossing symmetry is not manifest (see appendix C) for the full amplitudes and it
is not possible to relate exactly the contribution along the left cut to the analogous integral along the right one.
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