Here we provide an example to illustrate steps (1) -(4) of the peeling procedure. The top plot in Supplementary Figure 1 shows the column sums for a 50 × 100 simulated data matrix X, as well as a horizontal line representing the mean of the column sums. Based on the column sums, the most significant marker for T gain (X) is k = 37. The bottom plot of Supplementary Figure 1 shows a heat map of a 50 × 100 binary matrix Y . An entry y ij of Y is 1 if the corresponding entry x ij is found in steps (1) -(4) of the peeling procedure; these are represented in the figure by white blocks. Otherwise y ij = 0, which correspond to the red blocks in the figure. The vertical blue lines represent the interval [a, b] from steps (1) and (2). We refer to this as the peak interval.
In Supplementary Figure 3 we compare the thresholds for T gain (X) and T loss (X) using Detailed Look and Quick Look. Here X is a bias-corrected version of the Wilms' tumor dataset of Natrajan et al. (2006) . The thresholds for both statistics are shown for 20 iterations of the peeling procedure.
Probe Bias in DNA Copy Number Data
We use DiNAMIC to analyze simulated 50 × 2000 data matrices that include probe bias. First we create 50 × 2000 matrices Y that contain null copy number values. The specific scheme for creating the matices Y is discussed in detail in the Null Simulation Studies section below. Here we simply note that Y = ((G1 − G2) * S) + N , where G1 and G2 are simulated with the instability-selection model, which is also discussed below. Next we use the chromosome 2 data from Kotliarov et al. (2006) to create a 50×2000 matrix W that contains probe bias. In particular, W is a 50×2000 submatrix of the matrix Resid(Z) described in the Methods section. The segmented matrix Seg(X) is obtained by applying DNAcopy to X = Y +W . We obtain an observed type I error of .2351 when we follow the procedure for analyzing null datasets at the α = .05 level, as outlined in the Implementation section of the paper.
We now discuss simulations that illustrate the effectiveness of our bias correction procedure. Let X = Y + W be the simulated copy number matrices with bias that were defined above. Then let X k be the matrix obtained by performing k iterations of the bias correction procedure. For example, X 0 = X, and X 1 = Seg(X). We may then view 
as a measure of goodness of fit. When we average over 50 simulated matrices X, Supplementary Figure 5 shows that k = 1 has a better fit than k = 0. However, repeating (1) - (5) does not yield improvements in fit.
Instability-Selection Model
The instability-selection model introduced by Newton et al. (1998) is a parametric model that has been used by a number of authors to model and simulate LOH data on a single chromosome in tumor tissue. Although we are interested in DNA copy number data, not LOH data, we use the instability-selection model as the basis for simulating copy number gains and losses under both the null and alternative hypothesis. The LOH data produced by the instability-selection model are inherently correlated, and we describe how the model can be used to simulate LOH data below. Later we indicate how simulated correlated copy number data can be obtained from simulated LOH data.
In the instability-selection model, LOH is assumed to follow a two-state Markov process with 1 = LOH and 0 = retention of heterozygosity (ROH). The model has a vector of parameters θ = (y, ω, δ, λ), where y represents the location of a tumor suppressor gene, ω is the probability of LOH at y, δ is the background probability of LOH at a marker infinitely far from y, and λ is the transition rate between regions of LOH and ROH. The null hypothesis is ω = δ.
Let x 1 , x 2 , . . . , x m represent marker locations, and write S(x k ) ∈ {0, 1} for the loss state at x k . We note that the model's transition probabilities, defined below, are used to simulate the loss states at neighboring markers conditional on the value of S(x k ). For convenience we restrict our discussion to the marker to the right of x k ; the marker to the left of x k is handled similarly. If markers x k and x k+1 are separated by a distance d, the transition probability between states S(x k ) = b and S(x k+1 ) = a is written
To simulate an n × m matrix of LOH data we begin by fixing marker locations x 1 , . . . , x m , as well as values of the parameters y, ω, δ, and λ. For convenience we suppose that y = x k for some k. For a given row we begin by simulating the value of S(y) = S(x k ) using a binomial random variable with probability ω. Conditioning on the value of S(x k ), we then simulate S(x k+1 ) using the transition probabilities defined above. S(x k+1 ) can be used to define S(x k+2 ), and the process continues until S(x m ) is defined. The loss states at the markers to the left of x k are defined similarly. We obtain n independent rows are generated by repeating this procedure n times.
Null Simulation Studies
A variety of simulated null datasets are created and subsequently analyzed with DiNAMIC in order to study its behavior under the null hypothesis that no recurrent CNAs are present. The simulated datasets include:
• 50 × 2000 matrices X = ((G1 − G2) * S) + N , where * denotes elementwise multiplication. Here G1 and G2 are independently generated under the instability selection model with equally spaced markers on the interval (0, 1), ω = δ = .05, λ = 50, and starting locations y 1 = .15 and y 2 = .6, respectively. Note that G1 − G2 represents a matrix of idealized copy number data in which the entries in a given row correspond to a Markov chain with three states (copy number = −1, 0, or 1). The transition probabilities for the Markov chain are derived from the instability-selection model. Element-wise multiplication by the matrix S is used to simulate adjustments in observed copy number arising from normal tissue contamination of tumor samples. The degree of normal contamination should be constant for a given sample, so each row of S is constant. It follows that all columns of S are identical, and we simulate these entries by taking a random sample of size n from a U nif orm(.7, .9) distribution. The entries of the matrix N are iid normal with mean 0 and standard deviation .25.
• Continuous segmented versions of X = ((G1 − G2) * S) + N , where the segmentation was performed by DNAcopy.
• A variant of X = ((G1 − G2) * S) + N in which the matrices G1 and G2 are generated using a common set of unequally spaced markers. A fraction of the markers, which ranges from 25% to 100%, are contained in one of eight equally spaced clumps of size .025. The remaining markers are uniformly distributed on the remaining intervals in (0, 1).
• 97 × 3288 matrices X, where the entries of each row X i· are serially correlated normal random variables with mean 0 and variance 1. In order to make the data structure as realistic as possible, the correlations of adjacent entries in X i· are fixed to equal the sample correlations between the corresponding columns of the Wilms' tumor dataset of Natrajan et al. (2006) .
Power Simulations and Peeling Accuracy
In the Implementation section we note that type I error is preserved when we analyze a variety of null datasets using DiNAMIC. Now we discuss power simulations based on datasets that are simulated under the alternative hypothesis. Following the notation introduced earlier, we begin by simulating 50 × 2000 matrices Y = ((G1 − G2) * S). Here G1 and G2 are independently generated using the instability selection model with equally spaced markers on the interval (0, 1), δ = .05, λ = 50, and y 1 = .15 and y 2 = .6, respectively. Initially we consider the case when one of G1 and G2 is simulated under the alternative hypothesis ω > δ and the other is simulated under the null hypothesis ω = δ. As in the null simulations, element-wise multiplication by S is used to simulate the effect of normal tissue contamination. We then create X = Y + W , where W is the 50 × 2000 matrix containing probe bias that was defined in the section Probe Bias in DNA Copy Number Data. Finally, we apply DiNAMIC to Seg(X), the bias-corrected version of X.
DiNAMIC detects the most aberrant locus in a given dataset, even if multiple CNAs are present. For this reason we believe that simulations based on a single alternative loci demonstrate DiNAMIC's power to detect CNAs. Simulating G1 under the alternative hypothesis corresponds to the situation where we have a single gain locus, while simulating G2 under the alternative means that we have a single loss locus. Power values are shown in Figure 3 of the paper when .10 ≤ ω ≤ .35.
Next we present a variant of the above scenario in which both G1 and G2 are simulated under the alternative hypothesis. Simulations with one gain and one loss locus use Y = (G1 − G2) * S, whereas simulations with two gain loci use Y = (G1 + G2) * S. The preceeding discussion shows that DiNAMIC has equal power to detect gains and losses, so simulations based on two loss loci should yield similar results to those obtained from two gain loci. Thus we do not consider this scenario.
To find both alternative loci we must use DiNAMIC to find the first alternative locus, peel it, then find the second alternative locus. Because of the randomness associated with the instability-selection model, the two most significant markers need not occur exactly at the alternative loci. However, the most significant marker should be close to the true location if ω − δ is large. We chose ω = .35 and δ = .05. We are interested in whether peeling the most significant marker affects the location of the next most significant marker, especially when two different loci (representing gains and losses, respectively) are in the same region. This situation is among the most challenging, as the presence of gain and loss loci in the same region can"cancel" each other and appear as normal copy number. Also, the presence of multiple loci of the same type (e.g. gain/gain) presents challenges as well, with an intermediate location potentially appearing as the most significant.
Let p 1 and p 2 represent the locations of the first two peeled markers, and suppose t 1 and t 2 are the locations of the true alternative loci. We measure the accuracy of the peeled markers by computing
If t 1 and t 2 are sufficiently close, then peeling the most significant marker could affect the next most significant marker. This would cause the accuracy of the second peeling to decrease, and in turn lead to large values of SS. However, the effect of the first peeling on the second should decrease as the distance between t 1 and t 2 increases. Thus SS should decrease as the distance between t 1 and t 2 increases, and beyond a certain distance threshold we expect to see only random variation in SS. In addition, peeling p 1 should have more of an effect on the location of p 2 if both alternative loci are gains, but less of an effect if one alternative locus is a gain while the other is a loss. Various distances between t 1 and t 2 are considered, where distance is measured by the number of markers between t 1 and t 2 . SS is then computed for each simulated matrix Seg(X). Because SS is sensitive to differences between p i and t j caused by the random nature of the instability-selection model, we compute a trimmed mean of the SS values, denoted T M SS, where we trim 20% of both the highest and lowest observations. Supplementary Table 1 shows the T M SS values for various spacings between the alternative loci. The results are as expected. For the gain/loss scenario, once the markers are sufficiently far apart (greater than 150 markers in the simulations), the TMSS stabilizes as the true locations can be clearly discerned. For the gain/gain scenario, the locations need to be at a greater distance (200 markers or more) for detecting both loci, as the peeling procedure for one locus can effectively nullify the resolution for the detecting the second locus (Supplementary Table 1 ).
Computation Times for Detailed Look and Quick Look
We use Detailed Look and Quick Look to analyze a bias-corrected version of the Wilms' tumor data of Natrajan et al. (2006) with 250 cyclic shifts. Supplementary Table 2 lists the computation time required to perform 10 or 20 iterations of both procedures using an Intel E5506 Xeon 2.13 GHz processor with 4 GB of RAM. Since Detailed Look recomputes the null distribution after each iteration of the peeling process, the computation 
