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COMPUTATION OF COHOMOLOGY OF LIE CONFORMAL
AND POISSON VERTEX ALGEBRAS
BOJKO BAKALOV, ALBERTO DE SOLE, AND VICTOR G. KAC
Abstract. We develop methods for computation of Poisson vertex algebra
cohomology. This cohomology is computed for the free bosonic and fermionic
Poisson vertex (super)algebras, as well as for the universal affine and Virasoro
Poisson vertex algebras. We establish finite dimensionality of this cohomol-
ogy for conformal Poisson vertex (super)algebras that are finitely and freely
generated by elements of positive conformal weight.
1. Introduction
In the papers [BDSHK18, BDSHK19, BDSHKV19], we laid down, with our col-
laborators, the foundations of the cohomology theory of vertex algebras. Recall
that, to any linear symmetric (super)operad P over a field F, one canonically asso-
ciates a Z-graded Lie superalgebra
W (P) =
∞⊕
k=−1
W k(P) , where W k(P) = P(k + 1)Sk+1 . (1.1)
The Lie bracket ofW (P) is defined via the ◦i-products of the operad P , see [Tam02]
or [BDSHK18] for details. An odd element X ∈ W 1(P) satisfying [X,X ] defines a
cohomology complex (W (P), adX), which is a differential graded Lie superalgebra.
The most well-known example of this construction is the Lie (super)algebra co-
homology. In this case one takes the operad Hom(V ), for which Hom(V )(n) =
Hom(V ⊗n, V ), where V is a fixed vector superspace, with the action of Sn permut-
ing the factors of V ⊗n, and the well known ◦i-products, see e.g. [BDSHK18]. Then
W (Hom(V )) is the Lie superalgebra of polynomial vector fields on V ∗. Further-
more, odd elements X ∈ W 1(Hom(ΠV )), where Π stands for reversing the parity,
such that [X,X ] = 0, correspond bijectively to Lie superalgebra structures on V ,
by letting
[a, b] = (−1)p(a)X(a⊗ b) , a, b ∈ V . (1.2)
The complex (W (Hom(ΠV )), adX) is then the Chevalley–Eilenberg cohomology
complex of the Lie superalgebra (1.2) with coefficients in the adjoint module. More-
over, given a V -module M , we extend the Lie superalgebra structure on V to
V ⊕M by taking on M the zero bracket. Then, the natural reduction of the com-
plex
(
W (Hom(Π(V ⊕M))), adX
)
produces the Chevalley–Eilenberg cohomology
complex of V with coefficients in M , see e.g. [DSK13]. Note that, although the co-
homology of V with coefficients in its adjoint module inherits the Lie superalgebra
structure from W (Hom(ΠV )), this is not the case for the reduction.
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The next example is the Lie conformal superalgebra cohomology developed in
[BKV99, DSK09, DSK13]. In this case, one considers the operad CHom(V ), where
V is a vector superspace with an even endomorphism ∂. Introduce the vector
superspaces
Vn = V [λ1, . . . , λn]/〈∂ + λ1 + · · ·+ λn〉 , (1.3)
where all λi have even parity and 〈Φ〉 stands for the image of the endomorphism
Φ. Then
CHom(V )(n) ⊂ HomF(V
⊗n, Vn) , (1.4)
consists of all maps Yλ1,...,λn : V
⊗n → Vn, satisfying the sesquilinearity property
(1 ≤ i ≤ n):
Yλ1,...,λn(v1 ⊗ · · · ⊗ ∂vi ⊗ · · · ⊗ vn) = −λi Yλ1,...,λn(v1 ⊗ · · · ⊗ vn) . (1.5)
The action of Sn on CHom(V )(n) is given by the simultaneous permutation of the
factors of V ⊗n and the λi’s. The construction of the products ◦i can be found in
[BDSHK18].
Then odd elements X ∈ W 1(CHom(ΠV )) bijectively correspond to skewsym-
metric λ-brackets on V , i.e., maps [· λ ·] : V
⊗2 → V [λ] satisfying sesquilinearity
[∂aλb] = −λ[aλb] , [aλ∂b] = (∂ + λ)[aλb] , (1.6)
and skewsymmetry
[aλb] = −(−1)
p(a)p(b)[b−λ−∂a] . (1.7)
Explicitly, this bijection is given by
[aλb] = (−1)
p(a)Xλ,−λ−∂(a⊗ b) . (1.8)
Finally, the condition [X,X ] = 0 is equivalent to the Jacobi identity
[aλ[bµc]]− (−1)
p(a)p(b)[bµ[aλc]] = [[aλb]λ+µc] . (1.9)
Recall that an F[∂]-module V , endowed with a map V ⊗ V → V [λ], a ⊗ b 7→
[aλb], satisfying conditions (1.6), (1.7), (1.9), is called a Lie conformal superalge-
bra (LCA) [K96]. Thus, taking for X ∈ W 1(CHom(ΠV )) the map corresponding
to the LCA structure on V defined by (1.8), we obtain the cohomology complex
(WLC(ΠV ), adX), with the structure of a differential graded Lie superalgebra. The
cohomology of this complex is the LCA cohomology complex with coefficients in the
adjoint module. By a reduction, mentioned above, one defines the LCA cohomology
complex of V with coefficients in an arbitrary V -module.
Yet another important to us example is the Poisson vertex (super)algebra (PVA)
cohomology [DSK13]. Recall that a PVA V is a vector superspace with an even
endomorphism ∂, equipped with a structure of a unital commutative associative
differential superalgebra, and a structure of an LCA, such that the Leibniz rule
holds
[aλbc] = [aλb]c+ (−1)
p(a)p(b)b[aλc] , a, b, c ∈ V . (1.10)
The PVA cohomology complex is constructed for a unital commutative associative
differential superalgebra V by considering the subalgebra
WPV(ΠV) =
∞⊕
k=−1
W kPV(ΠV) (1.11)
of the Lie superalgebra W (CHom(ΠV)), consisting of all maps Y satisfying, be-
sides the sesquilinearity property (1.5) and the Sk+1-invariance, the Leibniz rule
(3.6) below. Then odd elements X ∈ W 1PV(ΠV) correspond bijectively via (1.8) to
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skewsymmetric λ-brackets on V satisfying the Leibniz rule (1.10). The condition
[X,X ] = 0 is again equivalent to the Jacobi identity (1.9); hence such X correspond
bijectively to PVA structures on the differential algebra V . The resulting complex
(WPV(ΠV), adX) is called the cohomology complex of the PVA V with coefficients
in the adjoint module. As explained above, given a V-module M one defines the
corresponding cohomology complex with coefficients in M by a simple reduction
procedure. The corresponding cohomology is denoted by
HPV(V ,M) =
∞⊕
n=0
HnPV(V ,M) . (1.12)
We shift the indices by 1 as compared with (1.11) in order to keep the traditional
notation.
The main motivation for the present paper is the computation of the vertex
algebra cohomology introduced in [BDSHK18]. It is defined by considering the
operad Pch(V ), which is a local version of the chiral operad of Beilinson and Drinfeld
[BD04], associated to a D-module on a smooth algebraic curve X , by considering
X = F and the D-module translation equivariant. We showed that in this case the
operad Pch(V ) admits a simple description, which is an enhancement of the operad
CHom(V ) described above.
In order to describe this construction, let O⋆,Tn = F[zi − zj, (zi − zj)
−1]1≤i<j≤n.
For a vector (super)space V with an even derivation ∂, the superspace Pch(V )(n)
is defined as the set of all linear maps
Y : V ⊗n⊗O⋆,Tn → Vn , v1⊗· · ·⊗ vn⊗ f 7→ Yλ1,...,λn(v1⊗· · ·⊗ vn⊗ f) , (1.13)
satisfying the following two sesquilinearity properties (1 ≤ i ≤ n):
Yλ1,...,λn(v1⊗· · ·⊗(∂+λi)vi⊗· · ·⊗vn⊗f) = Yλ1,...,λn
(
v1⊗· · ·⊗vn⊗
∂f
∂zi
)
, (1.14)
and
Yλ1,...,λn(v1⊗· · ·⊗vn⊗(zi−zj)f) =
( ∂
∂λj
−
∂
∂λi
)
Yλ1,...,λn(v1⊗· · ·⊗vn⊗f) . (1.15)
(Note that (1.14) turns into (1.5) if f = 1.) In [BDSHK18] we also defined the
action of Sn on Pch(V )(n) and the ◦i-products, making Pch(V ) an operad.
As a result, we obtain the Lie superalgebra
Wch(V ) =W (Pch(V )) =
∞⊕
k=−1
W kch(V ) ,
see (1.1). We show in [BDSHK18] that odd elements X ∈ W 1ch(ΠV ) such that
[X,X ] = 0 correspond bijectively to vertex algebra structures on the F[∂]-module
V , such that ∂ is the translation operator. As before, this leads to the vertex
algebra cohomology
HVA(V,M) =
∞⊕
n=0
HnVA(V,M) ,
for any V -module M .
Now suppose that the F[∂]-module V is equipped with an increasing Z+-filtration
by F[∂]-submodules. Taking the increasing filtration of O⋆,Tn by the number of
divisors, we obtain an increasing filtration of V ⊗n ⊗ O⋆,Tn . This filtration induces
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a decreasing filtration of the superspace Pch(V )(n). The associated graded spaces
grPch(V )(n) form a graded operad.
On the other hand, in [BDSHK18] we introduced the closely related operad
Pcl(V ), which “governs” the Poisson vertex algebra structures on the F[∂]-module
V . The vector superspace Pcl(V )(n) is the space of linear maps (cf. (1.13))
Y : V ⊗n ⊗ G(n)→ Vn , v ⊗ Γ 7→ Y
Γ(v) , (1.16)
where G(n) is the space spanned by oriented graphs with n vertices, subject to
certain conditions. The corresponding Z-graded Lie superalgebra Wcl(ΠV ) =⊕∞
k=−1W
k
cl(ΠV ) is such that odd elements X ∈ W
1
cl(ΠV ) with [X,X ] = 0 pa-
rametrize the PVA structures on the F[∂]-module V by (cf. (1.8)):
ab = (−1)p(a)X•→•(a⊗ b) , [aλb] = (−1)
p(a)X• •λ,−λ−∂(a⊗ b) . (1.17)
Assuming that V is endowed with an increasing Z+-filtration by F[∂]-submodules,
we have a canonical linear map of graded operads
grPch(V )→ Pcl(grV ) . (1.18)
We proved in [BDSHK18] that the map (1.18) is injective. The main result of
[BDSHK19] is that this map is an isomorphism provided that the filtration of V is
induced by a grading by F[∂]-modules. If, in addition, this filtration of V is such
that grV inherits from the vertex algebra structure of V a PVA structure, and grM
inherits a structure of a PVA module over grV (see [Li04, DSK05]), then as a result,
the vertex algebra cohomology is majorized by the classical PVA cohomology:
dimHnch(V,M) ≤ dimH
n
cl(V,M) . (1.19)
Finally, the obvious inclusion of Lie superalgebrasWPV(ΠV) →֒ Wcl(ΠV) induces
an injective map in cohomology, and we prove in [BDSHKV19] that this map is an
isomorphism, provided that as a differential algebra, V is an algebra of differential
polynomials. Hence, we obtain from (1.19) the following inequality:
dimHnch(V,M) ≤ dimH
n
PV(grV, grM) , (1.20)
provided that as a differential algebra, grV is an algebra of differential polynomials.
The inequality (1.20) is one of our motivations to study and compute PVA
cohomology. Another motivation comes from the theory of integrable systems of
Hamiltonian PDE. As explained in the introduction to [DSK13], given a differential
algebra V endowed with two compatible PVA structures, the Lenard–Magri scheme
of integrability can be infinitely extended, provided that H1PV(V ,V) = 0 for one of
the PVA structures. Furthermore, the whole cohomologyHPV(V ,V) is computed in
[DSK13] in the case when the PVA structure is “quasiconstant.” The main tool for
this computation is the basic complex, which is a covering complex of the complex
WPV(ΠV). The cohomology of the basic complex is easier to compute; then, using
the cohomology long exact sequence, one derives information on the cohomology in
question. This idea has been utilized already in [BKV99, BDSK09, DSK09].
In the present paper, we use this idea to compute the cohomology of the most
important examples of PVA’s arising in conformal field theory. All these examples
are conformal PVA’s, i.e., there exists a Virasoro element L, so that
[LλL] = (∂ + 2λ)L+
c
12
λ3 ,
4
for some c ∈ F (called the central charge), with the properties that
[Lλ · ]|λ=0 = ∂ and
d
dλ
[Lλ · ]|λ=0 is diagonalizable.
This allows us to construct the diagonalizable energy operators E˜ on the basic
complex and E on the PVA complex, compatible with the maps of the long exact
sequence connecting them. Based on this, we prove the main theorem of the paper
(Theorem 3.26) stating that the eigenvalues of the energy operator E onHPV(V ,M)
can be only 0 or 1, provided that the conformal PVA V , as a differential algebra,
is an algebra of differential polynomials. This theorem, along with formula (3.38)
for the eigenvalues of E (conformal weights), puts stringent conditions on the PVA
cohomology.
Using this, we prove, for example, that the cohomology of the PVA of free
fermions Fh is trivial (Theorem 4.7):
dimHPV(Fh,Fh) = δn,0 , n ≥ 0 . (1.21)
Another result is the computation of cohomology of the affine PVA Vkg of nonzero
level k ∈ F, associated to an arbitrary finite-dimensional Lie algebra g with a non-
degenerate invariant symmetric bilinear form (Theorem 4.10):
HnPV(V
k
g ,V
k
g ) ≃ H
n(g,F)⊕Hn+1(g,F) , n ≥ 0 . (1.22)
In particular, taking for g an abelian Lie algebra, we recover the cohomology of the
free boson PVA, described separately for pedagogical reasons in Theorem 4.2, and
previously computed in [DSK12].
In a similar way, we compute the cohomology of the Virasoro PVA Virc for any
central charge c ∈ F (Theorem 4.17):
dimHnPV(Vir
c,Virc) =
{
1 , for n = 0, 2, 3,
0 , otherwise.
(1.23)
Note that our Theorem 3.13 relates the cohomology of an LCA R and the coho-
mology of the associated PVA S(R). The LCA cohomology of the main examples
was computed already in [BKV99] for centerless LCA’s, and in Section 2 we derive
it for the central extensions using Proposition 2.11. This is used in the proof of
Theorem 4.17.
The interpretation of the LCA and PVA cohomology in degree 0, 1 and 2, given
by Theorems 2.9 and 3.12 respectively, allows us to compute the Casimirs, deriva-
tions and first-order deformations. For example, formulas (1.21), (1.22) and (1.23)
show that the Casimirs are trivial for the PVA’s Fh, V
k
g with k 6= 0 and g simple,
and for Virc for any c; all their derivations are innner; the first-order deformations
are trivial for Fh and are the obvious ones for V
k
g with k 6= 0 and g simple, and for
Virc.
Finally, the inequality (1.20) applied to all these examples provides information
on the cohomology of the corresponding vertex algebras. For example, we obtain
that for the vertex algebra of free fermions, for the universal affine vertex algebra
of nonzero level associated to a simple Lie algebra, and for the universal Virasoro
vertex algebra of central charge c, all Casimirs are trivial, all derivations are in-
ner, and all first-order deformations are the obvious ones (see e.g. [K96] for the
construction of these vertex algebras).
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From Theorem 3.26 and formula (3.38), we deduce Theorem 3.29, which states
that for a conformal PVA V which, as a differential algebra, is an algebra of differen-
tial polynomials on generators of positive conformal weight, all cohomology spaces
HnPV(V ,V) are finite dimensional. The inequality (1.20) implies the same claim for
any conformal vertex algebra, freely and strongly generated by elements of positive
conformal weight. This applies, for example, to the universal W -algebras W k(g, f)
of non-zero level k, see e.g. [DSK06].
In our next publication, we plan to address the problem of exact computation of
cohomology of freely and strongly generated conformal vertex algebras and of their
simple quotients.
Throughout the paper, the base field F is a field of characteristic 0, and, unless
otherwise specified, all vector (super)spaces, their tensor products and Hom’s are
over F; the parity of a vector superspace will be denoted by p. We denote by Z+
the set of non-negative integers.
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funds n. RM116154CB35DFD3 and RM11715C7FB74D63. All three authors were
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2. Lie conformal algebra cohomology
In this section, we review the definitions of a Lie conformal superalgebra, a
module over it, and its cohomology. We also calculate the cohomology in the main
examples, based on the results of [BKV99].
2.1. Lie conformal algebras. In this subsection, we recall the definitions of a
Lie conformal superalgebra (henceforth abbreviated LCA) and a module over it
[K96, DAK98]. We also recall the main examples.
Definition 2.1. Let R be a vector superspace with parity p, endowed with an even
endomorphism ∂. A Lie conformal superalgebra (LCA) structure on R is a bilinear,
parity preserving λ-bracket R⊗R→ R[λ], a⊗ b 7→ [aλb], satisfying (a, b, c ∈ R):
L1 [∂aλb] = −λ[aλb], [aλ∂b] = (λ+ ∂)[aλb] (sesquilinearity);
L2 [aλb] = −(−1)
p(a)p(b)[b−λ−∂a] (skewsymmetry);
L3 [aλ[bµc]]− (−1)
p(a)p(b)[bµ[aλc]] = [[aλb]λ+µc] (Jacobi identity).
A module over the LCA R is a vector superspaceM with an even endomorphism ∂,
endowed with a bilinear, parity preserving λ-action R⊗M →M [λ], a⊗m 7→ aλm,
satisfying (a, b ∈ R, m ∈M):
M1 (∂a)λm = −λaλm, aλ(∂m) = (λ+ ∂)(aλm);
M2 aλ(bµm)− (−1)
p(a)p(b)bµ(aλm) = [aλb]λ+µm.
Throughout the paper, for an F[∂]-module R, we will denote by
∫
: R → R/∂R
the canonical quotient map. Recall that when R is an LCA, the vector superspace
R/∂R carries a canonical Lie superalgebra structure with bracket[∫
a,
∫
b
]
=
∫
[aλb]|λ=0 , a, b ∈ R .
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Moreover, any R-module M has the structure of a Lie superalgebra module over
R/∂R given by (∫
a
)
m = aλm|λ=0 , a ∈ R , m ∈M .
Example 2.2 (Free superboson LCA). Let h be a finite-dimensional superspace,
with parity p, and a supersymmetric nondegenerate bilinear form (·|·). By su-
persymmetry of the form we mean that (a|b) = (−1)p(a)p(b)(b|a) for a, b ∈ h and
(a|b) = 0 whenever p(a) 6= p(b). The free superboson LCA corresponding to h is
the F[∂]-module
Rbh = F[∂]h⊕ FK , where ∂K = 0 , p(K) = 0¯ ,
endowed with the λ-bracket
[aλb] = λ(a|b)K for a, b ∈ h , K central (2.1)
(uniquely extended to Rbh ⊗R
b
h by the sesquilinearity axioms). In the case when h
is purely even, i.e., p(a) = 0¯ for all a ∈ h, the LCA Rbh is called the free boson LCA.
Example 2.3 (Free superfermion LCA). Let h be a finite-dimensional superspace,
with parity p, and a super-skewsymmetric nondegenerate bilinear form (·|·). Now
we have (a|b) = −(−1)p(a)p(b)(b|a) for a, b ∈ h and (a|b) = 0 whenever p(a) 6= p(b).
The free superfermion LCA corresponding to h is the F[∂]-module
Rfh = F [∂]h⊕ FK , where ∂K = 0 , p(K) = 0 ,
endowed with the λ-bracket
[aλb] = (a|b)K , K central (2.2)
(uniquely extended to Rfh ⊗ R
f
h by the sesquilinearity axioms). In the case when
p(a) = 1¯ for all a ∈ h, the LCA Rfh is called the free fermion LCA.
Example 2.4 (Affine LCA). Let g be a Lie algebra with a nondegenerate invariant
symmetric bilinear form (· | ·). The corresponding affine LCA is the purely even
F[∂]-module
Cur g = F[∂]g⊕ FK , where ∂K = 0 ,
endowed with the λ-bracket given on the generators by
[aλb] = [a, b] + (a|b)λK , a, b ∈ g , K central. (2.3)
Example 2.5 (Virasoro LCA). The Virasoro LCA is the purely even F[∂]-module
RVir = F[∂]L⊕ FC , where ∂C = 0 ,
endowed with the λ-bracket
[LλL] = (∂ + 2λ)L+
1
12
λ3C , C central. (2.4)
The importance of the last two examples stems from the fact that the LCA’s
Cur g = Cur g/FK for g simple and R¯Vir = RVir/FC exhaust all simple LCA’s,
which are finitely generated as F[∂]-modules [DAK98].
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2.2. LCA cohomology. Throughout the paper, we shall use the following nota-
tion: for a vector superspace with parity p, we denote by p¯ = 1 − p the opposite
parity. Given a moduleM over the LCA R, the corresponding cohomology complex
is constructed as follows [BKV99, DSK13]. For k ≥ −1, a (k+1)-cochain of R with
coefficients in M is a linear map
Y : R⊗(k+1) −→M [λ0, . . . , λk]/〈∂ + λ0 + · · ·+ λk〉 , (2.5)
where 〈Φ〉 denotes the image of the endomorphism Φ, satisfying the sesquilinearity
conditions (0 ≤ i ≤ k):
Yλ0,...,λk(a0 ⊗ · · · ⊗ (∂ai)⊗ · · · ⊗ ak) = −λiYλ0,...,λk(a0 ⊗ · · · ⊗ ak) , (2.6)
and the symmetry conditions (0 ≤ i < k):
Yλ0,...,λi,λi+1,...,λk(a0 ⊗ · · · ⊗ ai ⊗ ai+1 ⊗ · · · ⊗ ak)
= (−1)p¯(ai)p¯(ai+1)Yλ0,...,λi+1,λi,...,λk(a0 ⊗ · · · ⊗ ai+1 ⊗ ai ⊗ · · · ⊗ ak) .
(2.7)
(Note that (2.7) is indeed a symmetry condition with respect to the parity p¯, but
in the purely even case p = 0¯ it is in fact skewsymmetry.)
We let W kLC(R,M) be the vector superspace of (k + 1)-cochains, with parity p¯
induced by the parity p¯ = 1− p of R and M , letting all λi be even. For example,
W−1LC (R,M) = M/∂M , W
0
LC(R,M) = HomF[∂](R,M) , (2.8)
while W 1LC(R,M) can be identified with the space of λ-brackets Y : R⊗R→M [λ]
that satisfy the sesquilinearity L1 and symmetry with respect to p¯ (cf. L2). We let
WLC(R,M) =
⊕
k≥−1
W kLC(R,M) . (2.9)
Note that in the case when R and M are purely even, the parity p¯ of W kLC(R,M)
is k mod 2Z.
The LCA cohomology differential d : W k−1LC (R,M) → W
k
LC(R,M), for k ≥ 0, is
defined by (cf. [DSK13, Eq. (4.19)])
(dY )λ0,...,λk(a0 ⊗ · · · ⊗ ak) =
k∑
i=0
(−1)γiaiλiY
λ0,
i
.ˇ..,λk
(a0⊗
i
ˇ. . . ⊗ak)
+
∑
0≤i<j≤k
(−1)γijY
λi+λj ,λ0,
i
.ˇ..
j
.ˇ..,λk
([aiλiaj]⊗ a0⊗
i
ˇ. . .
j
ˇ. . . ⊗ak) ,
(2.10)
where
γi = p¯(ai)(p¯(Y ) + p¯(a0) + · · ·+ p¯(ai−1) + 1) + 1
γij = p¯(Y ) + p¯(ai)(p¯(a0) + · · ·+ p¯(ai−1) + 1) + p¯(aj)(p¯(a0)+
i
ˇ. . . +p¯(aj−1)
)
.
(2.11)
In particular, if R is purely even, then
γi = k + i+ 1 and γij = k + i+ j + 1 , (2.12)
(note that formulas [DSK13, (2.18) and (4.20)] are not quite correct: the overall
factor there should be (−1)k+1 instead of (−1)k). If all ai’s are odd, then
γi = 1 and γij = p¯(Y ) . (2.13)
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Proposition 2.6 ([BKV99, BDAK01, DSK09]). Eq. (2.10) defines an odd endo-
morphism of the vector superspace WLC(R,M) of degree 1, such that d
2 = 0.
Definition 2.7. Given a module M over the LCA R, the cohomology of the com-
plex (WLC(R,M), d) is called the LCA cohomology of R with coefficients in M :
HLC(R,M) =
⊕
n≥0
HnLC(R,M) ,
HnLC(R,M) = Ker
(
d|Wn−1
LC
(R,M)
)
/d
(
Wn−2LC (R,M)
)
.
(2.14)
Remark 2.8. Recall that, for an operad P , the subspace W ⊂ P of symmetric
elements carries the structure of a Lie superalgebra [Tam02]. As explained in the
introduction and in [BDSHK18], for M = R the space P of maps (2.5) satisfying
the sesquilinearity conditions (2.6) has the structure of an operad, with parity p¯
induced by the opposite parity of R, with some natural actions of the symmetric
groups, and with some natural composition maps. The space WLC(R,R) coincides
with the subspace of symmetric elements in P , hence it is naturally a Z-graded Lie
superalgebra. LCA structures on R bijectively correspond to odd (with respect to
the parity p¯) elements X ∈ W 1LC(R,R) such that [X,X ] = 0, and the cohomology
differential (2.10) is d = adX . In the case of an arbitrary R-module M , the space
WLC(R,M) is obtained as a reduction of the operad P for the split abelian extension
R⊕M of R, and in general does not carry a Lie superalgebra structure.
2.3. Low degree cohomology. Let R be an LCA and M be an R-module. A
Casimir element is an element
∫
m ∈ M/∂M such that R−∂m = 0. Denote by
Cas(R,M) ⊂M/∂M the space of Casimir elements. Note that Cas(R,R) = {
∫
a ∈
R/∂R | [aλR]|λ=0 = 0}.
A derivation from R to M is an F[∂]-module homomorphism D : R → M such
that
D[aλb] = (−1)
p(D)p(a) aλD(b) + (−1)
1+(p(D)+p(a))p(b) b−λ−∂D(a) , (2.15)
for all a, b ∈ R. We say that a derivation is inner if it has the following form:
D∫
m
(a) = (−1)1+p(m)p(a)a−∂m for some
∫
m ∈M/∂M . (2.16)
Denote by Der(R,M) the space of derivations from R toM , and by Inder(R,M) the
subspace of inner derivations. In the special case when M = R, we have the usual
definition of a derivation and an inner derivation of the LCA R as an F[∂]-module
endomorphism D such that
D[aλb] = [(Da)λb] + (−1)
p(D)p(a)[aλ(Db)] , (2.17)
and, respectively,
(ad a)b = a(0)b = [aλb]|λ=0 . (2.18)
Theorem 2.9 ([BKV99, DSK09]). Let R be a Lie conformal algebra, and M be
an R-module. Then:
(a) H0(R,M) = Cas(R,M).
(b) H1(R,M) = Der(R,M)/ Inder(R,M).
(c) H2(R,M) is the space of isomorphism classes of F[∂]-split extensions of the
LCA R by the R-module M , where M is viewed as an LCA with zero λ-
bracket. In particular, H2(R,R) parameterizes the equivalence classes of first-
order deformations of R that preserve the F[∂]-module structure.
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2.4. Central extensions. An element C ∈ R is called central if [CλR] = 0 (or,
equivalently, [RλC] = 0). In particular, F[∂]C ⊂ R is an LCA ideal and one can
consider the quotient LCA R¯ = R/F[∂]C. The element C ∈ R is called torsion if
P (∂)C = 0 for some nonzero polynomial P (∂).
Lemma 2.10. Let R be an LCA and M be an R-module. Suppose C ∈ R is a
torsion element and consider R¯ = R/F[∂]C. Then:
(a) C acts trivially on any R-module M . In particular, C is central in R.
(b) R¯ is an LCA, and an R-module is the same as an R¯-module.
(c) For k ≥ 1, any (k + 1)-cochain Y ∈ W kLC(R,M) vanishes when one of its
arguments lies in F[∂]C.
Proof. Part (a) follows from the sesquilinearity axiom (cf. [DAK98]), and part (b)
follows immediately from (a). Similarly, if P (∂)C = 0, by the sesquilinearity con-
dition (2.6), we have
P (−λi)Yλ0,...,λk(a0 ⊗ · · · ⊗ C ⊗ · · · ⊗ ak) = 0 ∈M [λ0, . . . , λk]/〈∂ + λ0 + · · ·+ λk〉
≃M [λ0, . . . , λk−1] .
This proves (c). 
Proposition 2.11. Let R be an LCA, let C ∈ R be a torsion element, and consider
the quotient LCA R¯ = R/F[∂]C. Let M be a module over the LCA R. Then:
(a) We have canonical linear maps
W 0LC(R¯,M) →֒W
0
LC(R,M) ,
W kLC(R¯,M)
∼
−→W kLC(R,M) for k 6= 0 .
(2.19)
(b) We have canonical linear maps
H1LC(R¯,M) →֒ H
1
LC(R,M) ,
H2LC(R¯,M)։ H
2
LC(R,M) ,
HnLC(R¯,M)
∼
−→ HnLC(R,M) for n 6= 1, 2 .
(2.20)
(c) Let P (∂) ∈ F[∂] be the minimal monic polynomial that annihilates C, and let
U =
{
u ∈M
∣∣P (∂)u = 0} .
If R splits, as an F[∂]-module, as R ≃ R¯⊕ F[∂]C, then(
dimH1LC(R,M)− dimH
1
LC(R¯,M)
)
+
(
dimH2LC(R¯,M)− dimH
2
LC(R,M)
)
= dimU .
(2.21)
Note that, in the left-hand side of (2.21), both summands are non-negative by
part (b).
Proof. For every k ≥ −1, we have the canonical injective map
W kLC(R¯,M) →֒ W
k
LC(R,M) , Y¯ 7→ Y = Y¯ ◦ π , (2.22)
obtained by composing with the quotient map π : R⊗(k+1) ։ R¯⊗(k+1):
Rk+1 R¯k+1 M [λ0, . . . , λk]/〈∂ + λ0 + · · ·+ λk〉 .
π
Y
Y¯
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For k = −1, this map is obviously a bijection, since W−1LC (R,M) = W
−1
LC (R¯,M) ≃
M/∂M . Let k ≥ 0 and let Y ∈ W kLC(R,M). For k ≥ 1, Lemma 2.10(c) implies
that Y factors to a map Y¯ ∈W kLC(R¯,M), hence (2.22) is surjective. For k = 0, the
image of the map (2.22) is{
Y ∈ HomF[∂](R,M)
∣∣Y (F[∂]C) = 0} ⊂ HomF[∂](R,M) = W 0LC(R,M) .
This proves part (a).
It is immediate to check that the action of the differential d given by (2.10)
commutes with the map (2.22). Claim (b) is then an obvious consequence of (a).
Finally, we prove (c). Under the assumption that R ≃ R¯⊕F[∂]C as F[∂]-modules,
we have
W 0LC(R,M) = HomF[∂](R,M)
= HomF[∂](R¯,M)⊕HomF[∂](F[∂]C,M) ≃W
0
LC(R¯,M)⊕ U .
(2.23)
By looking at the kernel of d on both sides of (2.23), we get
dim
(
Ker d
∣∣
W 0
LC
(R,M)
)
= dim
{
Y − u
∣∣Y ∈W 0LC(R¯,M), u ∈ U, dY = du}
= dim
(
Kerd
∣∣
W 0
LC
(R¯,M)
)
+ dim
(
Ker d|U
)
+ dim
(
dW 0LC(R¯,M) ∩ dU
)
.
Hence,
dimH1LC(R,M)− dimH
1
LC(R¯,M) = dimKer
(
d|U
)
+ dim
(
dW 0LC(R¯,M) ∩ dU
)
.
(2.24)
By looking at the image of d on both sides of (2.23), we get
dim(dW 0LC(R,M)) = dim
(
dW 0LC(R¯,M) + dU
)
= dim
(
dW 0LC(R¯,M)
)
+ dim(dU)− dim
(
dW 0LC(R¯,M) ∩ dU
)
.
Hence,
dimH2LC(R,M)−dimH
2
LC(R¯,M) = − dim(dU)+dim
(
dW 0LC(R¯,M)∩dU
)
. (2.25)
Combining equations (2.24) and (2.25), we get (2.21), thus completing the proof.

Corollary 2.12. Consider an LCA R that splits, as an F[∂]-module, as R ≃
R¯ ⊕ F[∂]C, where C ∈ R is a torsion element. Let M be an R-module, which is
torsion-free as an F[∂]-module. Then HnLC(R,M) ≃ H
n
LC(R¯,M) for all n ≥ 0.
2.5. Basic LCA cohomology complex. In this subsection, we review the basic
LCA cohomology complex, which was introduced in [BKV99] in the purely even
case. As before, let R be an LCA and M be an R-module.
For k ≥ −1, a basic (k + 1)-cochain of R with coefficients in M is a linear map
(cf. (2.5))
Y˜ : R⊗(k+1) −→M [λ0, . . . , λk] , (2.26)
satisfying the sesquilinearity conditions (2.6) and the symmetry conditions (2.7).
We let W˜ kLC(R,M) be the superspace of basic (k+1)-cochains, with parity p¯ induced
by the opposite parities p¯ = 1− p of R and M , and let
W˜LC(R,M) =
⊕
k≥−1
W˜ kLC(R,M) . (2.27)
11
For a basic (k + 1)-cochain Y˜ , we define
(∂Y˜ )λ0,...,λk(a0 ⊗ · · · ⊗ ak) = (∂ + λ0 + · · ·+ λk)Y˜λ0,...,λk(a0 ⊗ · · · ⊗ ak) , (2.28)
which is obviously again a basic (k + 1)-cochain. Thus, we have endomorphisms ∂
of W˜ kLC(R,M) for all k ≥ −1.
Lemma 2.13 ([BKV99]). The endomorphism ∂ of W˜ kLC(R,M) is injective for all
k ≥ 0.
Proof. See [BKV99, Proposition 2.1]. 
Consider the quotient map
π : M [λ0, . . . , λk]։M [λ0, . . . , λk]/〈∂ + λ0 + · · ·+ λk〉 . (2.29)
Clearly, if Y˜ satisfies equations (2.6) and (2.7) in M [λ0, . . . , λk], then so does π ◦ Y˜
in M [λ0, . . . , λk]/〈∂+λ0 + · · ·+λk〉. Hence, composing with π gives a well-defined
linear map
W˜ kLC(R,M)→ W
k
LC(R,M) , Y˜ 7→ Y = π ◦ Y˜ . (2.30)
Since π ◦ (∂Y˜ ) = 0, it induces a linear map
W˜ kLC(R,M)/∂W˜
k
LC(R,M)→W
k
LC(R,M) , Y˜ + 〈∂〉 7→ Y = π ◦ Y˜ . (2.31)
Lemma 2.14 ([DSK13]). (a) The map (2.31) is injective for all k ≥ −1.
(b) Suppose that, as an F[∂]-module, R is a direct sum of a torsion module and a
free module. Then the map (2.31) is surjective for k = −1 and all k ≥ 1.
(c) If R is free as an F[∂]-module, then the map (2.31) is surjective for k = 0 as
well.
Proof. See Proposition 6.5 and Remark 6.6 in [DSK13]. 
The basic LCA cohomology differential d˜ is defined again by (2.10), viewed as
an equation in M [λ0, . . . , λk].
Lemma 2.15. (a) Formula (2.10) defines a map d˜ : W˜ k−1LC (R,M)→ W˜
k
LC(R,M).
(b) d˜(∂Y˜ ) = ∂(d˜ Y˜ ).
(c) d˜2 = 0.
(d) π ◦ (d˜ Y˜ ) = d(π ◦ Y˜ ).
Proof. Parts (a), (b) and (c) are proved in [BKV99, Lemma 2.1] in the even case,
and in [DSK13] in the super case. Part (d) is obvious. 
Definition 2.16. Given a module M over the LCA R, the cohomology of the
complex
(
W˜LC(R,M), d˜
)
is called the basic LCA cohomology of R with coefficients
in M :
H˜LC(R,M) =
⊕
n≥0
H˜nLC(R,M) ,
H˜nLC(R,M) = Ker
(
d˜|
W˜n−1
LC
(R,M)
)
/d˜
(
W˜n−2LC (R,M)
)
.
(2.32)
Due to Lemma 2.15, we have a short exact sequence of complexes
0→ ∂W˜LC(R,M)→ W˜LC(R,M)→ W˜LC(R,M)/∂W˜LC(R,M)→ 0 , (2.33)
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which leads to a long exact sequence of cohomology. By Lemma 2.14, in the case
when R is free as an F[∂]-module, we obtain the long exact sequence [BKV99]:
0→ H0
(
∂W˜LC(R,M)
)
→ H˜0LC(R,M)→ H
0
LC(R,M)→
→ H1
(
∂W˜LC(R,M)
)
→ H˜1LC(R,M)→ H
1
LC(R,M)→
→ H2
(
∂W˜LC(R,M)
)
→ H˜2LC(R,M)→ H
2
LC(R,M)→ · · · .
(2.34)
Note that, by Lemma 2.13, we also have Hn
(
∂W˜LC(R,M)
)
≃ H˜nLC(R,M) for all
n ≥ 1. As a consequence, we obtain the following result.
Proposition 2.17 (cf. [BKV99]). Let R be an LCA, which is free as an F[∂]-
module, and let M be an R-module. Suppose that H˜nLC(R,M) = 0 for all n ≥ 0.
Then HnLC(R,M) = 0 for all n ≥ 0.
2.6. Lie derivatives, contractions and Cartan’s formula. For a ∈ R and
Y˜ ∈ W˜ kLC(R,M), we define the Lie derivative of Y˜ by a, as the linear map
aλY˜ : R
⊗(k+1) →M [λ0, . . . , λk, λ] ,
given by the formula (cf. [BKV99, Section 5]):
(aλY˜ )λ0,...,λk(a0 ⊗ · · · ⊗ ak) = aλ
(
Y˜λ0,...,λk(a0 ⊗ · · · ⊗ ak)
)
+
k∑
i=0
(−1)δi Y˜λ0,...,λ+λi,...,λk(a0 ⊗ · · · ⊗ [aλai]⊗ · · · ⊗ ak) ,
(2.35)
where
δi = p(a)
(
p¯(Y˜ ) + p¯(a0) + · · ·+ p¯(ai−1) + 1
)
+ 1 . (2.36)
In particular,
δi = 1 if p(a) = 0¯ , (2.37)
and
δi = p¯(Y˜ ) if p(a) = p(a0) = · · · = p(ak) = 1¯ . (2.38)
It is easy to check that aλY˜ satisfies the sesquilinearity (2.6) and symmetry (2.7);
hence, aλY˜ can be viewed as an element of W˜
k
LC(R,M)[[λ]]. Note that the linear
map aλ : W˜
k
LC(R,M)→ W˜
k
LC(R,M)[[λ]] has parity p(a).
Proposition 2.18. For a ∈ R and Y˜ ∈ W˜ kLC(R,M), we have:
(a) (∂a)λY˜ = −λaλY˜ and aλ(∂Y˜ ) = (∂ + λ)(aλY˜ ) in W˜
k
LC(R,M)[[λ]];
(b) aλ(bµY˜ )− (−1)
p(a)p(b)bµ(aλY˜ ) = [aλb]λ+µY˜ in W˜
k
LC(R,M)[[λ, µ]].
In other words, formula (2.35) endows W˜ kLC(R,M) with the structure of an R-
module, for every k ≥ −1, if we allow formal power series in λ for the action.
Proof. This can be checked by a straightforward computation, which is left to the
reader. Another proof can be obtained by using the relationship to the cohomology
of the annihilation Lie algebra and the well-known action of a Lie algebra on its
cohomology complex (see [BKV99]). 
We also define the contraction of Y˜ ∈ W˜ kLC(R,M) by a ∈ R, as the linear map
ιλ(a)Y˜ : R
⊗k →M [λ0, . . . , λk−1, λ] ,
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given by (
ιλ(a)Y˜
)
λ0,...,λk−1
(a0 ⊗ · · · ⊗ ak−1)
= (−1)p¯(a)p¯(Y˜ ) Y˜λ,λ0,...,λk−1(a⊗ a0 ⊗ · · · ⊗ ak−1) .
(2.39)
As before, it is easy to check that ιλ(a)Y˜ satisfies the sesquilinearity (2.6) and
symmetry (2.7); hence, we can view ιλ(a) as a map
ιλ(a) : W˜
k
LC(R,M)→ W˜
k−1
LC (R,M)[[λ]] , a ∈ R , (2.40)
Note that ιλ(a) is a linear map of parity p¯(a).
Proposition 2.19 (cf. [BKV99]). On the basic complex W˜LC(R,M), we have Car-
tan’s formula
aλ =
[
ιλ(a), d˜
]
:= ιλ(a) d˜− (−1)
p¯(a)d˜ ιλ(a) , a ∈ R . (2.41)
Proof. Same as the proof of Proposition 2.18. 
Corollary 2.20. The action of the LCA R on the basic complex W˜LC(R,M) given
by the Lie derivatives commutes with the differential d˜, and it induces a trivial
action on its cohomology. In other words, if we write aλ =
∑
n≥0 a(n)λ
n/n! for
a ∈ R, then all linear operators a(n) act as zero on H˜LC(R,M).
By Proposition 2.18(a), for a ∈ R we have [∂, aλ] = −λaλ. Hence, the zero mode
a(0) = aλ|λ=0 ∈ End W˜
k
LC(R,M) commutes with ∂. In fact, the formula (2.35) for
the 0-th mode gives a well-defined linear operator, of parity p(a), on the complex
WLC(R,M):
(a(0)Y )λ0,...,λk(a0 ⊗ · · · ⊗ ak) = a(0)
(
Yλ0,...,λk(a0 ⊗ · · · ⊗ ak)
)
+
k∑
i=0
(−1)δiYλ0,...,λk(a0 ⊗ · · · ⊗ (a(0)ai)⊗ · · · ⊗ ak) ,
(2.42)
where δi are as in (2.36). By Proposition 2.18(b), we also have [a(0), b(0)] =
(a(0)b)(0). Hence, (2.42) gives a representation of the Lie superalgebra R/∂R on
the complex WLC(R,M).
For a ∈ R, we also have a well-defined contraction operator ι0(a) : W
k
LC(R,M)→
W k−1LC (R,M), of parity p¯(a), given by (cf. (2.39))(
ι0(a)Y
)
λ0,...,λk−1
(a0 ⊗ · · · ⊗ ak−1)
= (−1)p¯(a)p¯(Y ) Y0,λ0,...,λk−1(a⊗ a0 ⊗ · · · ⊗ ak−1) .
(2.43)
Proposition 2.21. We have Cartan’s formula on WLC(R,M):
a(0) = [ι0(a), d] := ι0(a) d− (−1)
p¯(a)d ι0(a) , a ∈ R . (2.44)
Consequently, the action of the Lie superalgebra R/∂R on WLC(R,M) by zero
modes commutes with the differential d and induces the trivial action on the coho-
mology HLC(R,M).
Proof. The proof is straightforward from the definitions. 
For the rest of this section, we discuss the cohomology of the Virasoro and the
affine LCA’s.
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2.7. Cohomology of the Virasoro LCA. In this subsection, we will compute
the cohomology of the Virasoro LCA RVir from Example 2.5. First, consider the
Virasoro LCA at central charge zero, namely R¯Vir = RVir/FC = F[∂]L with the
λ-bracket [LλL] = (∂ + 2λ)L. Its cohomology was computed in [BKV99]. The
coefficients will be taken in the trivial R¯Vir-module F (where both L and ∂ act by
zero) or in the modules M∆ for ∆ ∈ F. The latter are free of rank one over F[∂]
and are given by:
M∆ = F[∂]v , Lλv = (∂ +∆λ)v , ∆ ∈ F . (2.45)
Proposition 2.22 ([BKV99]). We have
dimHnLC(R¯
Vir,F) =
{
1, for n = 0, 2, 3,
0, otherwise,
(2.46)
dimHnLC(R¯
Vir,M1−(3r2±r)/2) =

2, for n = r + 1,
1, for n = r, r + 2,
0, otherwise,
(2.47)
and HnLC(R¯
Vir,M∆) = 0 if ∆ 6= 1− (3r
2 ± r)/2 for any r ∈ Z.
The cohomology of the LCA RVir can be obtained from Propositions 2.11 and
2.22.
Theorem 2.23. We have
dimHnLC(R
Vir,F) =
{
1, for n = 0, 3,
0, otherwise,
(2.48)
dimHnLC(R
Vir,M1−(3r2±r)/2) =

2, for n = r + 1,
1, for n = r, r + 2,
0, otherwise,
(2.49)
and HnLC(R
Vir,M∆) = 0 if ∆ 6= 1− (3r
2 ± r)/2 for any r ∈ Z.
Proof. Due to Proposition 2.11 and Corollary 2.12, we only need to consider the
cohomologyHnLC(R
Vir,F) for n = 1, 2. For the RVir-moduleM = F, we have U = F
and (
dimH1LC(R
Vir,F)− dimH1LC(R¯
Vir,F)
)
+
(
dimH2LC(R¯
Vir,F)− dimH2LC(R
Vir,F)
)
= 1
(2.50)
(see (2.21)). By Theorem 2.9(c) and Proposition 2.22, we have H2LC(R¯
Vir,F) = FY ,
where
Yλ0,λ1(L⊗ L) =
λ30
12
+ 〈λ0 + λ1〉
is the 2-cocycle giving the central extension RVir. However, the image of Y in
H2LC(R
Vir,F) under the surjective map (2.20) is trivial, because Y = dZ for the
1-cochain Z on RVir defined by
Zλ0(L) = 〈λ0〉 , Zλ0(C) = 1 + 〈λ0〉 .
Therefore, H2LC(R
Vir,F) = 0. Then (2.50) gives H1LC(R
Vir,F) = H1LC(R¯
Vir,F) =
0. 
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Remark 2.24. By the proof of Theorem 7.1 in [BKV99], the nontrivial 3-cocycle
Y ∈ H3LC(R
Vir,F) is given explicitly by
Yλ1,λ2,λ3(L⊗ L⊗ L) = (λ1 − λ2)(λ1 − λ3)(λ2 − λ3) + 〈λ1 + λ2 + λ3〉 .
As a special case of Theorem 2.23, since the adjoint representation of R¯Vir is
M2, we deduce that its cohomology is trivial:
HnLC(R
Vir, R¯Vir) = HnLC(R¯
Vir, R¯Vir) = 0 , for all n ≥ 0 . (2.51)
2.8. Cohomology of the affine LCA. Throughout this subsection, g will be a
finite-dimensional simple Lie algebra. We will compute the cohomology of the affine
LCA Cur g from Example 2.4. Denote by Cur g = F[∂]g the affine LCA at level 0,
with the λ-bracket [aλb] = [a, b] for a, b ∈ g.
First, consider the trivial module F, where ∂ also acts by zero. It is well known
(see e.g. [C55]) that the Lie algebra cohomology of g with coefficients in F is given
by the g-invariants in the exterior algebra:
H•(g,F) =
(∧•
g∗
)g
, (2.52)
and is generated as an algebra by homogeneous elements of degrees 2mi + 1 (i =
1, . . . , rankg), where mi are the exponents of g.
Proposition 2.25 ([BKV99]). If g is a finite-dimensional simple Lie algebra, we
have
HnLC(Cur g,F) ≃ H
n(g,F)⊕Hn+1(g,F) , n ≥ 0 .
Explicitly, under this isomorphism, a Lie algebra n-cocycle α ∈ Hn(g,F) corre-
sponds to the n-cocycle Y ∈Wn−1LC (Cur g,F) defined by
Yλ1,...,λn(u) = α(u) + 〈λ1 + · · ·+ λn〉 , u ∈ g
⊗n .
A Lie algebra (n+ 1)-cocycle ϕ ∈ Hn+1(g,F) corresponds to the unique n-cocycle
Y = π ◦ Y˜ ∈ Wn−1LC (Cur g,F), where Y˜ ∈ W˜
n−1
LC (Cur g,F) has the form
Y˜λ1,...,λn(u) =
n∑
j=1
fj(u)λj , u ∈ g
⊗n , fj ∈ (g
⊗n)∗ ,
and satisfies
(d˜Y˜ )λ0,...,λn(v) = (λ0 + · · ·+ λn)ϕ(v) , v ∈ g
⊗(n+1) .
Proof. This follows from [BKV99, Theorem 8.1] and its proof. 
Using Proposition 2.11, we can find the cohomology of Cur g with trivial coeffi-
cients.
Theorem 2.26. If g is a finite-dimensional simple Lie algebra, then
dimH0LC(Cur g,F) = 1 , H
1
LC(Cur g,F) = H
2
LC(Cur g,F) = 0 (2.53)
and
HnLC(Cur g,F) = H
n
LC(Cur g,F) ≃ H
n(g,F)⊕Hn+1(g,F) , n ≥ 3 . (2.54)
Proof. The proof is the same as that of Theorem 2.23. 
16
For any g-module V , we have the Cur g-module MV defined by
MV = F[∂]V , aλv = av , a ∈ g , v ∈ V . (2.55)
In the case when V is an irreducible g-module, the cohomology of Cur g with coef-
ficients in MV was computed in [BKV99, Section 8.2]. In order to recall the result,
we first need to remind some notation and results on affine Lie algebras (see [K90]).
Let us denote by h, W , ρ, θ, h∨, respectively, a fixed Cartan subalgebra, the
Weyl group, the half-sum of positive roots, the highest root, and the dual Coxeter
number of g. Let gˆ = g[t, t−1]⊕FK⊕Fd be the affine Kac–Moody algebra associated
to g. Let hˆ = h ⊕ FK ⊕ Fd, and denote by λ¯ ∈ h∗ the restriction of λ ∈ hˆ∗ to h.
Recall that the simple roots of gˆ are αˆ0 = δ − θ and αˆi = αi (i = 1, . . . , rankg),
where αi are the simple roots of g and δ is the null root of gˆ (which corresponds
to the central element K under the isomorphism hˆ∗ ≃ hˆ). Then ρˆ ∈ hˆ∗ is defined
by the property that 〈ρˆ, αˆi〉 = 1 for all i. We can take ρˆ = ρ + h
∨Λ0, where Λ0 is
the 0-th fundamental weight, defined by 〈Λ0, αˆi〉 = δi,0 for all i. The affine Weyl
group Wˆ is the semidirect product of W and the group of translations tγ , where γ
is in the Z-span of the long roots of g. Recall that tγλ = λ¯ + 〈λ,K〉γ for λ ∈ hˆ
∗.
Finally, for wˆ ∈ Wˆ , we denote by ℓ(wˆ) the length of wˆ.
For Λ ∈ h∗, we define ℓ(Λ) as ℓ(wˆ) if we can write Λ = wˆρˆ− ρˆ for some wˆ ∈ Wˆ ,
and ℓ(Λ) = +∞ if such wˆ does not exist. Note that
wˆρˆ− ρˆ = wρ− ρ+ h∨γ , for wˆ = tγw , w ∈W . (2.56)
An important special case is when Λ = θ, the highest weight of the adjoint rep-
resentation. Then the simple reflection rαˆ0 ∈ Wˆ satisfies rαˆ0 ρˆ = ρˆ − αˆ0. Hence,
θ = rαˆ0 ρˆ− ρˆ and
ℓ(θ) = 1 . (2.57)
For an irreducible g-module V , we let ℓ(V ) = ℓ(Λ) if V is finite dimensional with
highest weight Λ. When V is an infinite-dimensional irreducible g-module, we let
ℓ(V ) = +∞.
Proposition 2.27 ([BKV99]). With the above notation, for any irreducible g-mod-
ule V , we have
HnLC(Cur g,MV ) ≃ H
n−ℓ(V ∗)(g,F) , n ≥ 0 ,
where V ∗ is the contragredient g-module, and we let Hn = 0 for all n < 0, including
n = −∞.
Proposition 2.28. We have
HnLC(Cur g,Cur g) ≃ H
n−1(g,F) , n ≥ 0 , (2.58)
where we let Hn = 0 for n < 0. In particular, all derivations of Cur g are inner
and all first-order deformations are trivial.
Explicitly, for a Lie algebra (n − 1)-cocycle β ∈
(∧n−1
g∗
)g
, the corresponding
n-cocycle Y ∈Wn−1LC (Cur g,Cur g) is given by
Yλ0,...,λn−1(a0 ⊗ · · · ⊗ an−1) =
n−1∑
i=0
(−1)iβ(a0∧
i
ˇ. . . ∧an−1)λiai , ai ∈ g . (2.59)
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Proof. The adjoint module is Cur g = Mg. For V = g, we have V
∗ ≃ V and
Λ = θ. Then (2.58) follows from Proposition 2.27 and (2.57). One can check that
the isomorphism is given by (2.59) by a direct calculation. We will give a more
conceptual proof later, by using PVA cohomology (see Remark 4.16 below). 
The following result is an immediate consequence of Corollary 2.12 and Propo-
sition 2.27.
Theorem 2.29. With the above notation, for any finite-dimensional simple Lie
algebra g and an irreducible g-module V , we have
HnLC(Cur g,MV ) ≃ H
n−ℓ(V ∗)(g,F) , n ≥ 0 , (2.60)
where we let Hn = 0 for all n < 0, including n = −∞. In particular,
HnLC(Cur g,Cur g) ≃ H
n−1(g,F) , n ≥ 0 . (2.61)
3. Poisson vertex algebra cohomology
In this section, we review the definitions of Poisson vertex algebras (PVA), their
modules and cohomology. We establish a relationship between LCA and PVA
cohomology. We prove a theorem that the Virasoro conformal weight in cohomology
can be only 0 or 1, which is used in the next Section 4 to compute the cohomology
of our main examples.
3.1. Poisson vertex algebras. We start by recalling the basic definitions.
Definition 3.1. Let V be a commutative associative unital differential superalgebra
with parity p, with an even derivation ∂. A Poisson vertex superalgebra (PVA)
structure on V is an LCA λ-bracket V ⊗ V → V [λ], a ⊗ b 7→ [aλb], such that the
following left Leibniz rule holds (a, b, c ∈ R):
L4 [aλbc] = [aλb]c+ (−1)
p(b)p(c)[aλc]b.
By the skewsymmetry L2, this axiom is equivalent to the right Leibniz rule
L4’ [abλc] = (e
∂∂λa)[bλc] + (−1)
p(a)p(b)(e∂∂λb)[aλc].
A module M over the PVA V is a vector superspace endowed with a structure
of a module over the differential algebra V , denoted by a ⊗m 7→ am, and with a
structure of a module over the LCA V , denoted by a⊗m 7→ aλm, satisfying
M3 aλ(bm) = [aλb]m+ (−1)
p(a)p(b)b(aλm);
M3’ (ab)λm = (e
∂∂λa)(bλm) + (−1)
p(a)p(b)(e∂∂λb)(aλm).
A PVA V is called graded if there is a grading by F[∂]-submodules
V =
⊕
n∈Z+
V [n] ,
such that (m,n ∈ Z+)
V [m]V [n] ⊂ V [m+ n] , [V [m]λV [n]] ⊂ (V [m+ n− 1])[λ] . (3.1)
If V is a graded PVA, a V-module M is graded if there is a grading by F[∂]-
submodules
M =
⊕
n∈Z+
M [n] ,
such that (m,n ∈ Z+)
V [m]M [n] ⊂M [m+ n] , V [m]λM [n] ⊂ (M [m+ n− 1])[λ] . (3.2)
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Notice that every PVA is a module over itself, called the adjoint module.
3.2. Universal PVA over an LCA. Given an LCA R, there is the canonical
universal PVA V(R) over R constructed as follows. As a commutative associa-
tive superalgebra it is V(R) = S(R), the symmetric superalgebra over R, viewed
as a vector superspace. The endomorphism ∂ ∈ EndR uniquely extends to an
even derivation of the superalgebra V(R). Moreover, the λ-bracket on R extends
uniquely to a PVA λ-bracket on V(R) by the Leibniz rules L4 and L4’. Note that
the universal PVA V(R) over the LCA R is automatically graded, by the usual
symmetric superalgebra degree.
If C ∈ R is such that ∂C = 0 and c ∈ F, then C is central and V(R)(C−c) ⊂ V(R)
is a PVA ideal, so we can consider the quotient PVA
Vc(R) = V(R)/V(R)(C − c) .
Using the above constructions, we obtain, starting from Examples 2.2–2.5, the
corresponding PVA’s.
Example 3.2 (Free superboson PVA). Let h be a finite-dimensional superspace,
with parity p, and a supersymmetric nondegenerate bilinear form (·|·), as in Ex-
ample 2.2. The universal PVA over the free superboson LCA Rbh is the symmetric
superalgebra
V(Rbh) = S
(
F[∂]h⊕ FK
)
,
endowed with the λ-bracket defined on generators by (2.1) and extended uniquely
to V(Rbh) by the left and right Leibniz rules L4 and L4’ and the sesquilinear-
ity conditions L1. This is a graded PVA by the usual polynomial degree, where
deg(∂na) = degK = 1 for a ∈ h.
The free superboson PVA is the quotient of V(Rbh) by the ideal V(R
b
h)(K − 1):
Bh = V
1(Rbh) = S
(
F[∂]h
)
,
with the λ-bracket as in (2.1) with K = 1. Note that, since the relation K − 1 is
not homogeneous, the free superboson PVA Bh is not graded (though V(R
b
h) is).
When h is purely even, Bh is called the free boson PVA. In that case, it is
isomorphic, as a differential algebra, to the algebra of differential polynomials in N
generators:
Bh = F
[
u
(n)
i
∣∣ i = 1, . . . , N, n ∈ Z+] , u(n)i = ∂nui ,
where {u1, . . . , uN} is an F-basis of h.
Example 3.3 (Free superfermion PVA). Let h be a finite-dimensional superspace,
with parity p, and a super-skewsymmetric nondegenerate bilinear form (·|·), as
in Example 2.3. The universal PVA over the free superfermion LCA Rfh is the
symmetric superalgebra
V(Rfh) = S
(
F[∂]h⊕ FK
)
,
with the λ-bracket defined on generators by (2.2) and extended uniquely to V(Rfh)
by the left and right Leibniz rules L4 and L4’ and the sesquilinearity conditions L1.
This is a graded PVA by the usual polynomial degree, where deg(∂na) = degK = 1
for a ∈ h.
The free superfermion PVA is the quotient of V(Rfh) by the ideal V(R
f
h)(K − 1):
Fh = V
1(Rfh) = S
(
F[∂]h
)
,
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with the λ-bracket as in (2.2) with K = 1. When h is purely odd, Fh is called just
the free fermion PVA. In that case, it is isomorphic, as a differential algebra, to
the algebra of differential polynomials in N odd generators:
Fh =
∧(
u
(n)
i
∣∣ i = 1, . . . , N, n ∈ Z+) , u(n)i = ∂nui ,
where {u1, . . . , uN} is an F-basis of h.
Example 3.4 (Affine PVA). As in Example 2.4, let g be a Lie algebra with a
nondegenerate symmetric invariant bilinear form (· | ·). The universal PVA over
the affine LCA Cur g is the (purely even) symmetric algebra
V(Cur g) = S
(
F[∂]g⊕ FK
)
,
endowed with the λ-bracket defined on generators by (2.3) and extended uniquely
to V(Cur g) by the left and right Leibniz rules L4 and L4’ and the sesquilinear-
ity conditions L1. This is a graded PVA by the usual polynomial degree, where
deg(∂na) = degK = 1 for a ∈ g.
The affine PVA at level k ∈ F is defined as the quotient of V(Cur g) by the ideal
V(Cur g)(K − k):
Vkg = V
k(Cur g) = S
(
F[∂]g
)
,
with the λ-bracket as in (2.3) with K = k. As a differential algebra, it is isomorphic
to the algebra of differential polynomials
Vkg = F
[
u
(n)
i
∣∣ i = 1, . . . , N, n ∈ Z+] , u(n)i = ∂nui ,
where {u1, . . . , uN} is an F-basis of g.
Example 3.5 (Virasoro PVA). The universal PVA over the Virasoro LCA RVir
from Example 2.5 is the (purely even) algebra of polynomials
V(RVir ) = F
[
C,L(n)
∣∣n ∈ Z+] ,
with the even derivation ∂ given by
L(n) = ∂nL , ∂C = 0 ,
endowed with the λ-bracket defined on generators by (2.4) and extended uniquely
to V(RVir ) by the left and right Leibniz rules L4 and L4’ and the sesquilinear-
ity conditions L1. This is a graded PVA by the usual polynomial degree, where
degL(n) = degC = 1.
The Virasoro PVA of central charge c ∈ F is the quotient of V(RVir ) by the ideal
V(RVir )(C − c):
Virc = Vc(RVir ) = F
[
L(n)
∣∣n ∈ Z+] , L(n) = ∂nL ,
with the λ-bracket as in (2.4) with C = c.
Proposition 3.6. Let R be an LCA and consider the universal PVA V(R). Let
M be an F[∂]-module.
(a) A structure of a PVA V(R)-module on M is the same as a structure of an LCA
R-module on M , R⊗M →M [λ], a⊗m 7→ aλm, together with an F[∂]-module
homomorphism R⊗M →M , a⊗m 7→ am, such that (a, b ∈ R, m ∈M):
a(bm) = (−1)p(a)p(b)b(am) , (3.3)
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satisfying the compatibility condition given by the left Leibniz rule M3 (a, b ∈ R,
m ∈M):
aλ(bm) = [aλb]m+ (−1)
p(a)p(b)b(aλm) . (3.4)
(b) Let C ∈ R be such that ∂C = 0 and let c ∈ F. A structure of a PVA Vc(R)-
module on M is the same as a structure of an LCA R-module on M , R⊗M →
M [λ], a⊗m 7→ aλm, together with an F[∂]-module homomorphism R⊗M →M ,
a ⊗m 7→ am, satisfying conditions (3.3) and (3.4), and such that Cm = cm
for every m ∈M .
Proof. The proof is straightforward. It is omitted since we will not use the state-
ment in the rest of the paper. 
3.3. PVA cohomology. As in Section 2.2, for a vector superspace with parity p,
we denote by p¯ = 1 − p the opposite parity. Given a module M over the PVA V ,
the corresponding cohomology complex (WPV(V ,M), d) is defined as follows. We
let
WPV(V ,M) =
⊕
k≥−1
W kPV(V ,M) , (3.5)
where W kPV(V ,M) ⊂W
k
LC(V ,M) is the subspace of cochains Y satisfying the Leib-
niz rules:
Yλ0,...,λk(a0 ⊗ · · · ⊗ bici ⊗ · · · ⊗ ak)
= (−1)p(bi)(p¯(Y )+p¯(a0)+···+p¯(ai−1))(e∂∂λi bi)Yλ0,...,λk(a0 ⊗ · · · ⊗ ci ⊗ · · · ⊗ ak) (3.6)
+ (−1)p(ci)(p(bi)+p¯(Y )+p¯(a0)+···+p¯(ai−1))(e∂∂λi ci)Yλ0,...,λk(a0 ⊗ · · · ⊗ bi ⊗ · · · ⊗ ak) ,
for all i = 0, . . . , k and aj , bi, ci ∈ V .
For example (cf. (2.8)):
W−1PV(V ,M) = M/∂M , W
0
PV(V ,M) = Der
∂(V ,M) , (3.7)
where the second space is the space of linear maps Y : V →M , commuting with ∂
and satisfying the Leibniz rule
Y (ab) = (−1)p(a)p¯(Y )a Y (b) + (−1)p(b)(p(a)+p¯(Y ))b Y (a) . (3.8)
Furthermore,W 1PV(V ,M) can be identified with the space of λ-brackets Y : V⊗V →
M [λ] satisfying the sesquilinearity conditions L1, symmetry with respect to the
opposite parity p¯ = 1− p (cf. L2), and the right Leibniz rule L4’.
Lemma 3.7. (a) Let R be a subset of a PVA V, which generates it as a differential
algebra. Then any (k + 1)-cochain Y ∈ W kPV(V ,M) is uniquely determined by
its restriction to R⊗(k+1).
(b) Any (k + 1)-cochain Y ∈ W kPV(V ,M), with k ≥ 0, vanishes whenever one of
its arguments is the unit 1 ∈ V.
Proof. Part (a) follows immediately from the Leibniz rule (3.6) and the sesquilin-
earity conditions (2.6). For part (b), the case k ≥ 1 follows from Lemma 2.10 since
∂1 = 0. For k = 0, we plug a = b = 1 in (3.8) and obtain Y (1) = 0. 
Proposition 3.8 ([DSK13]). The differential d in equation (2.10) preserves the
subspace WPV(V ,M) ⊂WLC(V ,M), which then becomes a cohomology complex.
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Definition 3.9. Given a moduleM over the PVA V , the cohomology of the complex
(WPV(V ,M), d) is called the PVA cohomology of V with coefficients in M :
HPV(V ,M) =
⊕
n≥0
HnPV(V ,M) ,
HnLC(V ,M) = Ker
(
d|Wn−1
PV
(V,M)
)
/d
(
Wn−2PV (V ,M)
)
.
(3.9)
Remark 3.10. There are three closely related types of cohomology attached to a
PVA V . The first is the PVA cohomology of Definition 3.9. The second is the
variational Poisson cohomology, which is defined in [DSK13] when V is an algebra
of differential functions, and it coincides with the PVA cohomology when V is an
algebra of differential polynomials. Finally, the third is the classical Poisson coho-
mology, defined in [BDSHK18]; it appears naturally as a classical limit of the chiral
cohomology of a vertex algebra. As shown in [BDSHKV19], all three cohomology
theories are isomorphic when V is an algebra of differential polynomials.
3.4. Low degree cohomology. Let V be a PVA and M be a V-module. As in
Section 2.3, a Casimir element is an element
∫
m ∈ M/∂M such that V−∂m = 0.
Denote by Cas(V ,M) ⊂M/∂M the space of Casimir elements.
A derivation from the PVA V to the V-module M is an F[∂]-module homomor-
phism D : R→M satisfying the Leibniz rule (3.8), which is also a derivation from
the LCA V to M , i.e., it satisfies (2.15). We say that a derivation is inner if it has
the form (2.16). Denote by Der(V ,M) the space of derivations from V toM , and by
Inder(V ,M) the subspace of inner derivations. Note that D ∈ Der(V) = Der(V ,V)
if and only if D is a derivation of both the product and the λ-bracket of V , com-
muting with ∂. The inner derivations of V are those of the form a(0) = [aλ · ]|λ=0.
Remark 3.11. Writing
[aλb] =
∑
n≥0
λn
n!
a(n)b , a, b ∈ V , (3.10)
we see from the Leibniz rule that the linear operators a(n) are derivations of the
product of V , for every n ≥ 0.
The following result is an exact analogue of Theorem 2.9.
Theorem 3.12 ([DSK13]). Let V be a PVA and M be a V-module. Then:
(a) H0(V ,M) = Cas(V ,M).
(b) H1(V ,M) = Der(V ,M)/ Inder(V ,M).
(c) H2(V ,M) is the space of isomorphism classes of F[∂]-split extensions of the
PVA V by the V-module M , where M is viewed as a (non-unital) PVA with
zero associative product and λ-bracket. In particular, H2(V ,V) parameterizes
the equivalence classes of first-order deformations of V that preserve the product
and the F[∂]-module structure.
3.5. Relation between LCA and PVA cohomology.
Theorem 3.13. Let R be an LCA and consider the universal PVA V(R).
(a) For every module M over the PVA V(R), we have a canonical isomorphism of
complexes
(WLC(R,M), d)
∼
−→ (WPV(V(R),M), d) . (3.11)
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(b) Let C ∈ R be such that ∂C = 0, let R¯ = R/FC be the corresponding quotient
LCA, and let Vc(R) = V(R)/V(R)(C − c) be the corresponding quotient PVA.
Let M be a module over the PVA Vc(R). Then, we have natural embeddings of
complexes (cf. Proposition 2.11)
WLC(R¯,M) ⊂WLC(R,M) and WPV(V
c(R),M) ⊂WPV(V(R),M) ,
and the isomorphism (3.11) restricts to an isomorphism of complexes
(WLC(R¯,M), d)
∼
−→ (WPV(V
c(R),M), d) . (3.12)
Proof. By definition, an element Y ∈W kLC(R,M) for k ≥ −1 is a linear map
Y : R⊗(k+1) →M [λ0, . . . , λk]/〈∂ + λ0 + · · ·+ λk〉
satisfying the sesquilinearity and symmetry conditions (2.6), (2.7). Note that the
Leibniz rule (3.6) is symmetric with respect to exchanging bi and ci. Moreover, if
we plug in the i-th position in Y the product bi(cidi) or (bici)di, we get the same
answer:
± (e∂∂λi bi)(e
∂∂λi ci)Yλ0,...,λk(a0 ⊗ · · · ⊗ di ⊗ · · · ⊗ ak)
± (e∂∂λi bi)(e
∂∂λidi)Yλ0,...,λk(a0 ⊗ · · · ⊗ ci ⊗ · · · ⊗ ak)
± (e∂∂λi ci)(e
∂∂λidi)Yλ0,...,λk(a0 ⊗ · · · ⊗ bi ⊗ · · · ⊗ ak) .
Hence, by the universal property of the symmetric algebra S(R), the map Y
uniquely extends to a linear map
Ŷ : V(R)⊗(k+1) →M [λ0, . . . , λk]/〈∂ + λ0 + · · ·+ λk〉 ,
which vanishes when one of its arguments lies in F1 and satisfies the Leibniz rules
(3.6). It is not hard to check, inductively on the polynomial degrees, that the
resulting map Ŷ still satisfies the sesquilinearity and symmetry conditions (2.6),
(2.7). Hence, Ŷ lies in W kPV(V(R),M). This gives a bijection W
k
LC(R,M) →
W kPV(V(R),M), mapping Y 7→ Ŷ , thanks to Lemma 3.7. The fact that the dif-
ferential d defined by (2.10) commutes with taking the restriction to R⊗(k+1) is
immediate. Hence, we have an isomorphism of complexes, as claimed in (a).
To say that Y lies in W kLC(R¯,M) ⊂ WLC(R,M) is the same as saying that Y
vanishes when one of its arguments is C. But by Lemma 3.7(b) this is the same as
saying that Ŷ vanishes when one of its arguments lies in V(R)(C− c). In turn, this
is equivalent to say that Ŷ lies in W kPV(V
c(R),M). Claim (b) follows. 
We have the following analogue of Proposition 2.11.
Proposition 3.14. Let V be a PVA and C ∈ V be such that ∂C = 0. Consider
the quotient PVA Vc = V/V(C−c), where c ∈ F. Let M be a module over the PVA
V such that Cm = cm for every m ∈M . Then:
(a) We have canonical linear maps
W 0PV(V
c,M) →֒W 0PV(V ,M) ,
W kPV(V
c,M)
∼
−→W kPV(V ,M) for k 6= 0 .
(3.13)
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(b) We have canonical linear maps
H1PV(V
c,M) →֒ H1PV(V ,M) ,
H2PV(V
c,M)։ H2PV(V ,M) ,
HnPV(V
c,M)
∼
−→ HnPV(V ,M) for n 6= 1, 2 .
(3.14)
(c) Let U = Ker(∂|M ), and assume that, as a differential algebra, V ≃ F[C]⊗ V
c.
Then (
dimH1PV(V ,M)− dimH
1
PV(V
c,M)
)
+
(
dimH2PV(V
c,M)− dimH2PV(V ,M)
)
= dimU .
(3.15)
Note that, in the left-hand side of (3.15), both summands are non-negative by
part (b).
Proof. The proof is the same as the proof of Proposition 2.11. For part (c) we use
the fact that, under the assumption that V splits as V ≃ F[C] ⊗ Vc, we have (cf.
(2.23))
W 0PV(V ,M) =W
0
PV(V
c,M)⊕ U , (3.16)
by the Leibniz rule (3.8) and Lemma 3.7. 
Proposition 3.15. Let R¯ be a Lie conformal algebra that is free as an F[∂]-module,
and let R = R¯⊕FC be its LCA central extension by an element C such that ∂C = 0.
Consider the universal enveloping PVA V = V(R) and its quotient Vc = V/V(C−c),
for c ∈ F.
(a) If the central extension R of R¯ is trivial, then
dimHnPV(V ,V
c) = dimHnPV(V
c,Vc) + δn,1 , n ≥ 0 . (3.17)
(b) If the central extension R of R¯ is nontrivial, then
dimHnPV(V ,V
c) = dimHnPV(V
c,Vc)− δn,2 , n ≥ 0 . (3.18)
Proof. Note that, as differential algebras, V ≃ F[C] ⊗ Vc and Vc ≃ S(R¯) is an
algebra of differential polynomials. In particular, U = Ker(∂|Vc) = F1. We can
then apply Proposition 3.14 to get that either (3.17) or (3.18) holds. Moreover, by
(3.13) and (3.16), W kPV(V
c,Vc) and W kPV(V ,V
c) differ only at k = 0, and
W 0PV(V ,V
c) = W 0PV(V
c,Vc)⊕ FZ ,
where Z is uniquely defined by Zλ(R¯) = 0 and Zλ(C) = 1. For a, b ∈ R¯, we have
(dZ)λ,µ(a⊗ b) = Zλ+µ([aλb]) = αλ(a⊗ b) + 〈∂ + λ+ µ〉 ,
where αλ : R¯⊗ R¯→ F[λ] is the 2-cocycle defining the central extension R:
[aλb]
R = [aλb]
R¯ + αλ(a⊗ b)C , a, b ∈ R¯ .
The claim follows. 
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3.6. Basic PVA cohomology complex. Now we will review the basic PVA co-
homology complex introduced in [DSK13]. The discussion in this subsection will
be similar to the case of basic LCA cohomology from Section 2.5.
Let V be a PVA and M be a V-module. We let W˜ kPV(V ,M) be the vector
superspace, with parity p¯ induced by the opposite parities p¯ = 1 − p of V and M ,
consisting of all linear maps
Y˜ : V⊗(k+1) →M [λ0, . . . , λk] , (3.19)
satisfying the sesquilinearity conditions (2.6), the symmetry conditions (2.7) and
the Leibniz rules (3.6) (where all the equations are now in the spaceM [λ0, . . . , λk]).
Elements of W˜ kPV(V ,M) are called basic (k + 1)-cochains of V with coefficients in
M .
Remark 3.16. Suppose that the PVA V is a superalgebra of differential polyno-
mials in the even or odd variables ui, where i is in some (possibly infinite) index
set I. Then, by sesquilinearity and Leibniz rules, an element Y˜ ∈ W˜ kPV(V ,M)
is uniquely determined by its values on the generators ui. In other words, Y˜ is
uniquely determined by the (arbitrary) collection of polynomials
Y˜λ0,...,λk(ui0 ⊗ · · · ⊗ uik) ∈ M [λ0, . . . , λk] , (3.20)
for i0, . . . , ik ∈ I, satisfying only the symmetry condition (2.7).
The same formula (2.28), as in the LCA case, defines an action of ∂ on the
spaces W˜ kPV(V ,M). Moreover, ∂ is injective on W˜
k
PV(V ,M) for k ≥ 0 by Lemma
2.13. Recall the map π defined by (2.29). Then we have the following analogue of
Lemma 2.14.
Lemma 3.17. We have a well-defined linear map
W˜ kPV(V ,M)→W
k
PV(V ,M) , Y˜ 7→ π ◦ Y˜ . (3.21)
(a) The map (3.21) has kernel ∂W˜ kPV(V ,M). Hence (3.21) induces an injective
linear map
W˜ kPV(V ,M)/∂W˜
k
PV(V ,M) →֒ W
k
PV(V ,M) .
(b) Suppose that, as a differential superalgebra, V is a superalgebra of differential
polynomials in even or odd variables. Then (3.21) is surjective for all k ≥ −1.
Hence, we get an isomorphism
W˜ kPV(V ,M)/∂W˜
k
PV(V ,M)
∼
−→ W kPV(V ,M) .
Proof. Clearly, if Y˜ satisfies equations (2.6), (2.7) and (3.6) in M [λ0, . . . , λk], so
does π ◦ Y˜ in M [λ0, . . . , λk]/〈∂+λ0+ · · ·+λk〉. Hence, composing with π defines a
linear map W˜ kPV(V ,M)→W
k
PV(V ,M). Claim (a) is proved in [DSK13, Proposition
7.3(c)].
Claim (b) is obvious for k = −1, hence to prove it we may assume that k ≥ 0.
Let Y ∈ W kPV(V ,M). We construct its preimage Y˜ ∈ W˜
k
PV(V ,M) as follows. For
every ℓ = 0, . . . , k, we have the identification
ιℓ : M [λ0, . . . , λk]/〈∂ + λ0 + · · ·+ λk〉
∼
−→M [λ0,
ℓ
ˇ. . ., λk] ⊂M [λ0, . . . , λk] , (3.22)
obtained by replacing λℓ by −λ0−
ℓ
ˇ. . . −λk − ∂. Obviously, we have
π ◦ ιℓ = id for every ℓ = 0, . . . , k . (3.23)
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By assumption, V = F
[
u
(n)
i
]
is a superalgebra of differential polynomials. We
let (cf. [DSK13, Remark 6.6]):
Y˜λ0,...,λk(ui0 ⊗ · · ·⊗uik) =
1
k + 1
k∑
ℓ=0
ιℓ
(
Yλ0,...,λk(ui0 ⊗ · · ·⊗uik)
)
∈ M [λ0, . . . , λk] .
It is immediate to check that Y˜ satisfies the symmetry conditions (2.7), since Y does.
By Remark 3.16, Y˜ extends uniquely to a linear map Y˜ : V⊗(k+1) →M [λ0, . . . , λk]
using the sesquilinearity conditions and the Leibniz rules. Hence, Y˜ is a well-defined
element of W˜ kPV(V ,M). By equation (3.23), π ◦ Y˜ and Y have the same value on all
ui0⊗· · ·⊗uik ; therefore they must coincide: π◦Y˜ = Y . This proves surjectivity. 
The basic PVA cohomology differential d˜ : W˜ k−1PV (V ,M)→ W˜
k
PV(V ,M) is defined
again by (2.10), viewed as an equation in M [λ0, . . . , λk]. Then Lemma 2.15 holds
as well. We let
W˜PV(V ,M) =
⊕
k≥−1
W˜ kPV(V ,M) . (3.24)
Definition 3.18. Given a module M over the PVA V , the cohomology of the
complex
(
W˜PV(V ,M), d˜
)
is called the basic PVA cohomology of V with coefficients
in M :
H˜PV(V ,M) =
⊕
n≥0
H˜nPV(V ,M) ,
H˜nPV(V ,M) = Ker
(
d˜|
W˜n−1
PV
(V,M)
)
/d˜
(
W˜n−2PV (V ,M)
)
.
(3.25)
Remark 3.19. Note that, by definition, the basic PVA complex
(
W˜PV(V ,M), d˜
)
is
a subcomplex of the basic LCA complex
(
W˜LC(V ,M), d˜
)
, where in the latter, V is
viewed as an LCA.
Having a short exact sequence of complexes
0→ ∂W˜PV(V ,M)→ W˜PV(V ,M)→ W˜PV(V ,M)/∂W˜PV(V ,M)→ 0 (3.26)
leads to a long exact sequence of cohomology. Under the assumptions of Lemma
3.17, we have (3.26); hence, we obtain the long exact sequence
0→ H0
(
∂W˜PV(V ,M)
)
→ H˜0PV(V ,M)→ H
0
PV(V ,M)→
→ H1
(
∂W˜PV(V ,M)
)
→ H˜1PV(V ,M)→ H
1
PV(V ,M)→
→ H2
(
∂W˜PV(V ,M)
)
→ H˜2PV(V ,M)→ H
2
PV(V ,M)→ · · · .
(3.27)
By Lemmas 2.13 and 2.15(b), we have
Hn
(
∂W˜PV(V ,M)
)
≃ H˜nPV(V ,M) , n ≥ 0 . (3.28)
Hence, as an immediate consequence, we obtain from (3.27) the following.
Proposition 3.20. Assume that, as a differential superalgebra, V is a superalgebra
of differential polynomials in even or odd variables, and that H˜nPV(V ,M) = 0 for
all n ≥ 0. Then HnPV(V ,M) = 0 for all n ≥ 0.
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For a ∈ V and Y˜ ∈ H˜kPV(V ,M), we define aλY˜ and ιλ(a)Y˜ by the same formulas
(2.35) and (2.39), respectively, as in the LCA case. Obviously, if Y˜ satisfies the
Leibniz rule (3.6), then so does ιλ(a)Y˜ . By Cartan’s formula (2.41), the same holds
for aλY˜ (or this can be easily checked directly). Thus, we obtain an LCA action
of V (viewed as an LCA) on the basic PVA complex W˜PV(V ,M), where the λ-
action is by formal power series in λ. As before, this induces a trivial action on the
basic PVA cohomology H˜PV(V ,M); see Corollary 2.20. To summarize, we get the
following PVA analogue of Corollary 2.20 and Proposition 2.21.
Proposition 3.21. (a) The λ-action aλY˜ of V on the basic complex W˜PV(V ,M)
commutes with the differential d˜, and it induces a trivial action on its coho-
mology.
(b) We have a Lie algebra action of V/∂V on WPV(V ,M), given by the zero modes
(of parity p(a)):
(a(0)Y )λ0,...,λk(a0 ⊗ · · · ⊗ ak) = a(0)
(
Yλ0,...,λk(a0 ⊗ · · · ⊗ ak)
)
+
k∑
i=0
(−1)δiYλ0,...,λk(a0 ⊗ · · · ⊗ (a(0)ai)⊗ · · · ⊗ ak) ,
(3.29)
where δi are as in (2.36). We also have well-defined contraction operators
ι0(a) : W
k
PV(V ,M)→W
k−1
PV (V ,M), of parity p¯(a), given by:(
ι0(a)Y
)
λ0,...,λk−1
(a0 ⊗ · · · ⊗ ak−1)
= (−1)p¯(a)p¯(Y ) Y0,λ0,...,λk−1(a⊗ a0 ⊗ · · · ⊗ ak−1) .
(3.30)
The following Cartan’s formula holds on WPV(V ,M):
a(0) = [ι0(a), d] := ι0(a) d− (−1)
p¯(a)d ι0(a) , a ∈ V . (3.31)
Thus, the action of the Lie algebra V/∂V on WPV(V ,M) by the zero modes
(3.29) commutes with the differential d and induces the trivial action on the
cohomology HPV(V ,M).
3.7. Virasoro element and conformal weights. The following notion will play
an important role through the rest of the paper.
Definition 3.22. A Virasoro element in a PVA V is an even element L ∈ V such
that
[LλL] = (∂ + 2λ)L+
c
12
λ3 , for some c ∈ F (the central charge of L) ,
(cf. Examples 2.5 and 3.5), and such that
L(0) := [Lλ · ]
∣∣
λ=0
= ∂ , and L(1) :=
d
dλ
[Lλ · ]
∣∣
λ=0
∈ EndV is diagonalizable.
(3.32)
A PVA V is called conformal if it is endowed with a Virasoro element L ∈ V . One
also says that a ∈ V has conformal weight ∆(a) ∈ F if it is an eigenvector of L(1)
of eigenvalue ∆(a). A PVA-module M over V is called conformal with respect to
the Virasoro element L ∈ V if
LM(0) := (Lλ · )
∣∣
λ=0
= ∂M , and LM(1) :=
d
dλ
(Lλ · )
∣∣
λ=0
∈ EndM is diagonalizable.
(3.33)
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As before, one says that m ∈ M has conformal weight ∆(m) ∈ F if it is an eigen-
vector of LM(1) of eigenvalue ∆(m).
We also extend the notion of conformal weight to the spaces of polynomials V [λ]
and M [λ] by letting ∆(aλn) = ∆(a) + n (i.e., we assign to λ conformal weight 1
and extend in the obvious way). In other words, the conformal weights in M [λ] are
the eigenvalues of the operator
E := LM(1) + λ
d
dλ
. (3.34)
Throughout the remainder of this subsection, we let V be a conformal PVA and
M be a conformal V-module.
Lemma 3.23. Let a ∈ V and m ∈ M have conformal weights ∆(a) and ∆(m).
Then:
(a) the unit element 1 ∈ V has conformal weight ∆(1) = 0;
(b) ∆(∂a) = ∆(a) + 1, and ∆(∂m) = ∆(m) + 1;
(c) ∆(aλm) = ∆(a) + ∆(m)− 1;
(d) ∆(am) = ∆(a) + ∆(m).
Proof. Part (a) is obvious, and (b) follows from the sesquilinearities L1 and M1.
For part (c), by the Jacobi identity M2, we have
LM(1)(aµm) =
d
dλ
([Lλa]λ+µm)
∣∣
λ=0
+
d
dλ
aµ(Lλm)
∣∣
λ=0
= (L(1)a)µm+
d
dµ
(L(0)a)µm+ aµ(L
M
(1)m)
= (∆(a) + ∆(m))aµm−
d
dµ
(µaµm)
= (∆(a) + ∆(m)− 1)aµm− µ
d
dµ
(aµm) .
Then (c) follows from (3.34). Claim (d) is an immediate consequence of the Leibniz
rule M3. 
Lemma 3.24. The linear operator
E := LM(1) +
k∑
i=0
λi
d
dλi
, (3.35)
is a diagonalizable even endomorphism of M [λ0, . . . , λk], which leaves invariant the
image of the operator ∂ + λ0 + · · · + λk. Hence, it induces a diagonalizable even
endomorphism, still denoted by E, on the quotient space
M [λ0, . . . , λk]/〈∂ + λ0 + · · ·+ λk〉 .
Proof. By Lemma 3.23(b), we have the following commutation rule
E ◦ (∂ + λ0 + · · ·+ λk) = (∂ + λ0 + · · ·+ λk) ◦ (E + 1) . (3.36)
The claim follows. 
We will call the operator E given by (3.35) the energy operator, and its eigenval-
ues will be called conformal weights. We denote by ∆(P (λ0, . . . , λk)) the eigenvalue
of the eigenvector P (λ0, . . . , λk).
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Consider the cohomology complex WPV(V ,M) and define the linear operator E
on it by
(EY )λ0,...,λk(a0 ⊗ · · · ⊗ ak) = (E + k + 1)
(
Yλ0,...,λk(a0 ⊗ · · · ⊗ ak)
)
−
k∑
i=0
Yλ0,...,λk(a0 ⊗ · · · ⊗ L(1)ai ⊗ · · · ⊗ ak) ,
(3.37)
which we will call again the energy operator. By Lemma 3.24, E is diagonalizable
on WPV(V ,M). As before, we call conformal weights the eigenvalues of the energy
operator E in (3.37), and we denote by ∆(Y ) the eigenvalue of the eigenvector
Y ∈ W kPV(V ,M). By (3.37), we have:
∆(Yλ0,...,λk(a0 ⊗ · · · ⊗ ak)) = ∆(Y ) + ∆(a0) + · · ·+∆(ak)− k − 1 . (3.38)
Lemma 3.25. The energy operator E ∈ EndWPV(V ,M), defined by (3.37), com-
mutes with the differential d : W k−1PV (V ,M) → W
k
PV(V ,M) in (2.10). As a conse-
quence, E induces a diagonalizable endomorphism in cohomology:
E ∈ EndHkPV(V ,M) .
Proof. Since the linear operator E ∈ EndW kPV(V ,M) is diagonalizable, it suffices
to prove that if Y ∈ W k−1PV (V ,M) is an eigenvector of E with eigenvalue ∆(Y ),
then dY ∈ W kPV(V ,M) is also an E-eigenvector with the same eigenvalue. Let then
a0, . . . , ak ∈ V have conformal weights ∆(a0), . . . ,∆(ak). By equation (3.38) and
Lemma 3.23, we have:
∆
(
aiλiY
λ0,
i
.ˇ..,λk
(a0⊗
i
ˇ. . . ⊗ak)
)
= ∆(ai) + ∆(Y
λ0,
i
.ˇ..,λk
(a0⊗
i
ˇ. . . ⊗ak))− 1
= ∆(Y ) + ∆(a0) + · · ·+∆(ak)− k − 1 ,
(3.39)
and
∆
(
Y
λi+λj ,λ0,
i
.ˇ..
j
.ˇ..,λk
([aiλiaj]⊗ a0⊗
i
ˇ. . .
j
ˇ. . . ⊗ak)
)
= ∆(Y ) + ∆([aiλiaj])
+ ∆(a0)+
i
ˇ. . .
j
ˇ. . . +∆(ak)− k = ∆(Y ) + ∆(a0) + · · ·+∆(ak)− k − 1 .
(3.40)
Combining (3.39) and (3.40), and recalling the definition (2.10) of the differential
d, we get that
∆((dY )λ0,...,λk(a0 ⊗ · · · ⊗ ak))−∆(a0)− · · · −∆(ak) + k + 1
is well defined, it is independent of the L(1)-eigenvectors a0, . . . , ak, and it is equal
to ∆(Y ). Recalling (3.35), this precisely means that dY is an eigenvector of E of
eigenvalue ∆(Y ), i.e., dY has conformal weight ∆(dY ) = ∆(Y ). 
As before, we call conformal weights the eigenvalues of E in HPV(V ,M) and we
denote by ∆([Y ]) the conformal weight of the cohomology class [Y ] ∈ HkPV(V ,M).
The following result will be the main tool, in the next Section 4, for computing
PVA cohomology in all the examples considered.
Theorem 3.26. Let V be a conformal PVA and M be a conformal V-module.
Assume that, as a differential superalgebra, V is a superalgebra of differential poly-
nomials in even or odd variables. Then the energy operator E ∈ EndHPV(V ,M)
is diagonalizable with only eigenvalues 0 and 1.
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In the proof of the theorem, we will use the LCA action Lλ of the element L ∈ V
on the basic PVA complex W˜PV(V ,M); see Section 3.6. We define the energy
operator on W˜PV(V ,M) by
E˜ =
d
dλ
Lλ
∣∣
λ=0
= L(1) , (3.41)
the coefficient of λ in the map Lλ defined by (2.35). Note that, by Cartan’s formula
(2.41), E˜ commutes with the action of d˜ (cf. Corollary 2.20).
Lemma 3.27. The energy operator E˜ is given explicitly by (3.37), where we replace
E with E˜ and view both sides as elements of M [λ0, . . . , λk].
Proof. By (3.41) and (2.35), we have
(E˜Y˜ )λ0,...,λk(a0 ⊗ · · · ⊗ ak) =
d
dλ
(LλY˜ )λ0,...,λk(a0 ⊗ · · · ⊗ ak)
∣∣∣
λ=0
= LM(1)
(
Y˜λ0,...,λk(a0⊗· · ·⊗ak)
)
−
k∑
i=0
d
dλ
Y˜λ0,...,λ+λi,...,λk(a0⊗· · · [Lλai] · · ·⊗ak)
∣∣∣
λ=0
= LM(1)
(
Y˜λ0,...,λk(a0⊗· · ·⊗ak)
)
−
k∑
i=0
Y˜λ0,...,λi,...,λk(a0⊗· · ·⊗ (L(1)ai)⊗· · ·⊗ak)
−
k∑
i=0
d
dλi
Y˜λ0,...,λi,...,λk(a0 ⊗ · · · ⊗ (∂ai)⊗ · · · ⊗ ak) .
By the sesquilinearity condition (2.6), the last term above becomes(
k + 1 +
k∑
i=0
λi
d
dλi
)
Y˜λ0,...,λi,...,λk(a0 ⊗ · · · ⊗ ak) ,
thus proving the claim. 
Lemma 3.28. (a) The energy operator E˜ is diagonalizable on W˜ kPV(V ,M).
(b) If Y˜ ∈ W˜ kPV(V ,M) is an eigenvector of E˜ with eigenvalue ∆, then ∂Y˜ is an
eigenvector of E˜ with eigenvalue ∆+ 1.
(c) For Y˜ ∈ W˜ kPV(V ,M), we have
π ◦ (E˜ Y˜ ) = E(π ◦ Y˜ ) . (3.42)
(d) As a consequence, if Y˜ ∈ W˜ kPV(V ,M) is an eigenvector of E˜ with eigenvalue
∆, then π ◦ Y˜ is an eigenvector of E with the same eigenvalue ∆.
Proof. All of these claims are immediate consequences of the definitions and of
Lemma 3.27. 
Proof of Theorem 3.26. By Corollary 2.20, the energy operator E˜ induces a trivial
action on the basic PVA cohomology. Hence, for any cohomology class [Y˜ ] ∈
H˜k+1PV (V ,M), its representative Y˜ ∈ W˜
k
PV(V ,M) is a sum of E˜-eigenvectors and we
can pick it of eigenvalue 0, i.e., E˜Y˜ = 0.
Recall that, by Lemmas 2.13 and 2.15(b), the map ∂ is an isomorphism of com-
plexes from W˜PV(V ,M) to ∂W˜PV(V ,M) in degree ≥ 0. Then, for k ≥ 0, a cohomol-
ogy class [Z˜] ∈ Hk+1(∂W˜PV(V ,M)) has a representative of the form Z˜ = ∂Y˜ for
some Y˜ ∈ W˜ kPV(V ,M) with E˜Y˜ = 0. Hence, by Lemma 3.28(b), we get E˜Z˜ = Z˜.
As part of the long exact sequence (3.27), we have for each k ≥ 0:
H˜kPV(V ,M)
ϕ
−→ HkPV(V ,M)
ψ
−→ Hk+1
(
∂W˜PV(V ,M)
)
.
Let us prove that the maps ϕ and ψ are compatible with the actions of the energy
operators E and E˜:
ϕ ◦ E˜ = E ◦ ϕ , E˜ ◦ ψ = ψ ◦ E . (3.43)
By definition, the map ϕ is given by
ϕ([Y˜ ]) = [π ◦ Y˜ ] .
Hence, by Lemma 3.28(c), we have
(ϕ ◦ E˜)([Y˜ ]) = ϕ([E˜Y˜ ]) = [π ◦ E˜Y˜ ] = [E(π ◦ Y˜ )] = (E ◦ ϕ)([Y˜ ]) ,
proving the first equation in (3.43). Next, recall the definition of the connecting
homomorphism ψ. By the surjectivity of π, any element of HkPV(V ,M) is of the
form [π ◦ Y˜ ] for some Y˜ ∈ W˜ k−1PV (V ,M), and d˜Y˜ lies in ∂W˜
k
PV (V ,M). Then,
ψ([π ◦ Y˜ ]) = [d˜Y˜ ] .
Again by Lemma 3.28(c), we have
(ψ ◦ E)([π ◦ Y˜ ]) = ψ([E(π ◦ Y˜ )]) = ψ([π ◦ (E˜Y˜ )]) = [d˜(E˜Y˜ )]
= E˜[d˜Y˜ ] = (E˜ ◦ ψ)([π ◦ Y˜ ]) ,
proving the second equation in (3.43).
Now consider an element [Y ] ∈ HkPV(V ,M) with EY = ∆Y , where ∆ ∈ F and
assume that ∆ 6= 0 or 1. Since ∆ 6= 1, we have ψ([Y ]) = 0. Hence, [Y ] = ϕ([Y˜ ]) is
in the image of ϕ. But ∆ 6= 0 implies [Y˜ ] = 0; therefore, [Y ] = 0, completing the
proof of the theorem. 
Theorem 3.29. Let V be a conformal PVA, which as a differential superalgebra
is a superalgebra of differential polynomials in finitely many even or odd variables
with positive (rational or real if R ⊂ F) conformal weights. Let M be a conformal
V-module, which is finitely generated as a module over the differential superalgebra
V. Then dimHnPV(V ,M) <∞ for all n ≥ 0.
Proof. By assumption, as a differential superalgebra,
V = F
[
u
(n)
i
∣∣ i = 1, . . . , N, n ∈ Z+] , u(n)i = ∂nui .
Let ∆V ∈ Q (or R) be such that 0 < ∆(ui) ≤ ∆V for all i = 1, . . . , N . Let
{m1, . . . ,mL} be a set of generators of M as a module over the differential superal-
gebra V , which are eigenvectors of LM(1). Every vector in M is a linear combination
of monomials of the form
m = u
(k1)
i1
· · ·u
(ks)
is
mj , 0 ≤ s , 1 ≤ j ≤ L , 0 ≤ kt , 1 ≤ it ≤ N (1 ≤ t ≤ s) .
By Lemma 3.23, we have
∆(m) = ∆(mj) +
s∑
t=1
(∆(uit) + kt) .
This implies that dimMδ <∞ for every δ ∈ F, where Mδ is the span of all vectors
m ∈M such that δ −∆(m) is a positive (rational or real) number.
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By Lemma 3.7(a), any n-cocycle Y ∈ Wn−1PV (V ,M) is uniquely determined by
its values on the generators:
Y i1,...,inλ1,...,λn := Yλ1,...,λn(ui1 ⊗ · · · ⊗ uin) ∈M [λ1, . . . , λn]/〈∂ + λ1 + · · ·+ λn〉 .
By (3.38) and Theorem 3.26, we can replace Y with an equivalent cocycle (denoted
again Y ) such that
∆
(
Y i1,...,inλ1,...,λn
)
= ∆(Y ) + ∆(ui1) + · · ·+∆(uin)− n ≤ n(∆V − 1) + 1 .
Thus,
Y i1,...,inλ1,...,λn ∈Mn(∆V−1)+1[λ1, . . . , λn]/〈∂ + λ1 + · · ·+ λn〉 .
Hence, the space of all such n-cocycles is finite dimensional. 
4. Computations of PVA cohomology
In this section, we compute the cohomology of several examples of Poisson vertex
algebras. For each of them, we first show that the PVA is conformal (see Definition
3.22) and then use Theorem 3.26.
4.1. Cohomology of the free superboson PVA. Consider the free superboson
PVA Bh introduced in Example 3.2. We shall denote by Πh the vector super-
space h with reversed parity. Recall that, by assumption, the bilinear form (· | ·) is
supersymmetric and h0¯ ⊥ h1¯. This implies
(a|b) = (−1)p(a)(b|a) , a, b ∈ h . (4.1)
Moreover, since (·|·) is nondegenerate, it induces an isomorphism of vector super-
spaces h∗ ≃ h.
Let {u1, . . . , uN} be a basis for h homogeneous with respect to parity, and
{u1, . . . , uN} be its dual basis, so that (ui|u
j) = δji . Then for every a ∈ h, we
have
a =
N∑
j=1
(uj |a)u
j =
N∑
j=1
(a|uj)uj . (4.2)
Proposition 4.1. The PVA Bh is conformal with central charge 0 and the Virasoro
vector
L =
1
2
N∑
j=1
ujuj (4.3)
(which is independent of the choice of basis). The generators a ∈ h of Bh have
conformal weight ∆(a) = 1.
Proof. First, in order to check (3.32), we compute for a ∈ h, using the left Leibniz
rule L4, (2.1) and (4.2):
[aλL] =
1
2
N∑
j=1
(
[aλu
j ]uj + (−1)
p(uj)[aλuj]u
j
)
=
1
2
N∑
j=1
(
(a|uj)uj + (−1)
p(uj)(a|uj)u
j
)
λ = aλ .
Hence, by skewsymmetry, [Lλa] = (∂ + λ)a, so that L(0)a = ∂a and L(1)a = a.
Then (3.32) follows from the fact that L(0) and L(1) are derivations of the product
in Bh and Bh is generated as a differential algebra by h.
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Next, we compute [LλL] using the Leibniz rule L4 and the fact that ∂ is a
derivation of the product:
[LλL] =
1
2
N∑
j=1
[Lλu
j]uj +
1
2
N∑
j=1
uj [Lλuj ]
=
1
2
N∑
j=1
(
(∂ + λ)uj
)
uj +
1
2
N∑
j=1
uj
(
(∂ + λ)uj
)
= (∂ + 2λ)L .
This completes the proof. 
Theorem 4.2. For the free superboson PVA Bh, we have
HnPV(Bh,Bh) ≃ (S
n(Πh))∗ ⊕ (Sn+1(Πh))∗ , n ≥ 0 .
Explicitly, an element α + β ∈ (Sn(Πh))∗ ⊕ (Sn+1(Πh))∗ corresponds under this
isomorphism to the n-cocycle Y ∈Wn−1PV (Bh,Bh), uniquely defined by
Yλ1,...,λn(u) = α(u) +
N∑
j=1
β(u ⊗ uj)uj + 〈∂ + λ1 + · · ·+ λn〉 , u ∈ h
⊗n .
Proof. First, note that by Lemma 3.7(a), every n-cochain Y is uniquely determined
by its restriction to h⊗n. By (3.38) and Theorem 3.26, every cohomology class in
HnPV(Bh,Bh) has a representative Y such that
∆
(
Yλ1,...,λn(u)
)
= ∆(Y ) = 0 or 1 , u ∈ h⊗n .
By definition (see (3.35)), this means that Y has the form
Yλ1,...,λn(u) = α(u) +
N∑
j=1
β(u⊗ uj)uj +
n∑
i=1
γ(u⊗ ei)λi + 〈∂ + λ1 + · · ·+ λn〉 ,
(4.4)
for u ∈ h⊗n and for some linear maps
α : h⊗n → F , β : h⊗(n+1) → F , γ : h⊗n ⊗ Fn → F ,
where {e1, . . . , en} is the standard basis for F
n. Notice that α and β are uniquely
determined from Y , while γ is determined up to adding γ¯ ⊗ ǫ, where γ¯ : h⊗n → F
is an arbitrary linear map and ǫ : Fn → F is the linear map given by ǫ(ei) = 1 for
all i = 1, . . . , n.
The symmetry conditions (2.7) for Y can be translated in terms of the linear
maps α, β and γ as follows. The maps α and β are invariant with respect to the
usual action of the symmetric group Sn on the vector superspace (Πh)
⊗n (where
we add a minus sign every time we exchange two odd factors):
α ∈ (Sn(Πh))∗ , β ∈ (Sn(Πh) ⊗Πh)∗ ,
while γ satisfies the Sn-equivariance
γ(σ(u)⊗ eσ(i)) = γ(u⊗ ei) , σ ∈ Sn , u ∈ (Πh)
⊗n , i = 1, . . . , n . (4.5)
The map γ is defined modulo elements of the form γ¯ ⊗ ǫ, where γ¯ ∈ (Sn(Πh))∗.
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Using the definition of the differential (2.10), the λ-bracket (2.1), and Lemma
3.7(b), we can write down an explicit formula for dY . If Y is as in (4.4), we have
for ai ∈ h:
(dY )λ0,...,λn(a0 ⊗ · · · ⊗ an)
=
n∑
i=0
N∑
j=1
(−1)γiλi(ai|uj)β(a0⊗
i
ˇ. . . ⊗an ⊗ u
j) + 〈∂ + λ1 + · · ·+ λn〉 (4.6)
=
n∑
i=0
(−1)p¯(ai)(p¯(ai+1)+···+p¯(an))β(a0⊗
i
ˇ. . . ⊗an ⊗ ai)λi + 〈∂ + λ1 + · · ·+ λn〉 ,
where γi is given by (2.11). For the last equality, we used (2.11), (4.1), (4.2), and
the fact that all nonzero summands satisfy p¯(Y ) = p¯(β) + p¯(uj), p¯(β) = p¯(a0) +
· · ·+ p¯(an), and p¯(uj) = p¯(ai).
Let us denote by An−1, Bn−1 and Cn−1 the subspaces of Wn−1PV (Bh,Bh) consist-
ing of n-cohains Y corresponding to maps α, β and γ, respectively. By (4.6), we
have
d(An−1) = 0 , d(Bn−1) ⊂ Cn , d(Cn−1) = 0 .
Hence,
HnPV(Bh,Bh) ≃ A
n−1 ⊕Ker(d : Bn−1 → Cn)⊕ Cn−1/d(Bn−2) .
By definition, dY = 0 if and only if all coefficients in front of λi in the right-hand
side of (4.6) are equal. This is equivalent to the condition that β ∈ (Sn+1(Πh))∗.
Finally, we claim that d(Bn−1) = Cn. Indeed, denote the standard basis for
Fn+1 by {e0, . . . , en}. By (4.5) (with n replaced by n + 1), an Sn+1-equivariant
linear map γ : (Πh)⊗(n+1) ⊗ Fn+1 → F is uniquely determined by the linear map
β ∈ ((SnΠh)⊗Πh)∗ , β(u⊗ a) = γ(u⊗ a⊗ en) .
Then, by (4.6), the element Y ∈ Bn−1 associated to β maps to γ under the differ-
ential d. This completes the proof of the theorem. 
Remark 4.3. When h is purely even, we can identify the symmetric powers Sn(Πh)
with the exterior powers
∧n
h. In this case, Theorem 4.2 was proved in [DSK12].
Corollary 4.4. (a) Every Casimir element of the PVA Bh is a linear combination
of
∫
1 and
∫
ui (i = 1, . . . , N).
(b) Every derivation of the PVA Bh is a linear combination of an inner derivation
and derivations of the form
∂
∂ui
,
∑
n∈Z+
(
ui(n)
∂
∂u
(n)
j
+ (−1)p¯(ui)p¯(uj)uj(n)
∂
∂u
(n)
i
)
, 1 ≤ i ≤ j ≤ N ,
where, as before, a(n) = ∂na.
4.2. Cohomology of the free superfermion PVA. Consider now the free su-
perfermion PVA Fh, defined in Example 3.3. Let again {u1, . . . , uN} be a basis for
h, which is homogeneous with respect to parity, and let {u1, . . . , uN} be its dual
basis, so that (ui|u
j) = δji . Note that (4.2) still holds, but now
(a|b) = −(−1)p(a)(b|a) , a, b ∈ h . (4.7)
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Proposition 4.5. The PVA Fh is conformal with central charge 0 and the Virasoro
vector
L =
1
2
N∑
j=1
(∂uj)uj (4.8)
(which is independent of the choice of basis). The generators a ∈ h of Fh have
conformal weight ∆(a) = 1/2.
Proof. The proof is similar to that of Proposition 4.1. First, by the left Leibniz
rule L4, the sesquilinearity L1, (2.2), (4.2) and (4.7), we have for a ∈ h:
[aλL] =
1
2
N∑
j=1
(
λ(a|uj)uj + (−1)
p(uj)(a|uj)∂u
j
)
=
1
2
(λ − ∂)a .
Hence, from skewsymmetry, [Lλa] = (∂ +
1
2λ)a, which implies (3.32) and ∆(a) =
1/2.
Next, using the Leibniz rule L4 and the sesquilinearity L1, we compute:
[LλL] =
1
2
N∑
j=1
[Lλ(∂u
j)]uj +
1
2
N∑
j=1
(∂uj)[Lλuj ]
=
1
2
N∑
j=1
(
(∂ + λ)
(
∂ +
1
2
λ
)
uj
)
uj +
1
2
N∑
j=1
(∂uj)
((
∂ +
1
2
λ
)
uj
)
= (∂ + 2λ)L .
For the last equality, we used that ∂ is a derivation of the product and that
N∑
j=1
ujuj = 0 . (4.9)
To prove (4.9), notice that its left side is independent of the choice of basis. If
we start with the basis {uj}j=1,...,N , then its dual basis is {(−1)
p(uj)+1uj}j=1,...,N .
Hence,
N∑
j=1
ujuj =
N∑
j=1
(−1)p(uj)+1uju
j = −
N∑
j=1
ujuj ,
which completes the proof. 
Let Φ: h → h∗ be the vector superspace isomorphism given by Φ(v)(a) = (v|a)
for v, a ∈ h. The Lie superalgebra gl(h) can be identified with h ⊗ h∗, so that its
standard representation on h is given by (u ⊗ ϕ) · a = ϕ(a)u. After applying Φ,
we have gl(h) ≃ h ⊗ h and it acts on h by (u ⊗ v) · a = (v|a)u. Let us embed the
symmetric square S2h into h⊗ h via the map
uv 7→ u⊗ v + (−1)p(u)p(v)v ⊗ u , u, v ∈ h .
Then S2h is a subalgebra of the Lie superalgebra gl(h), isomorphic to
spo(h) =
{
x ∈ gl(h)
∣∣ (x · a|b) + (−1)p(x)p(a)(a|x · b) = 0 for all a, b ∈ h} (4.10)
(see [K77]). We shall need the following lemma.
Lemma 4.6. The map that sends x ∈ S2h ⊂ Fh to x(0) ∈ EndFh corresponds, via
the identification S2h ≃ spo(h), to a representation of the Lie superalgebra spo(h)
on Fh, which coincides with the standard representation when restricted to h.
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Proof. Take x = uv ∈ S2h ⊂ Fh, where u, v ∈ h. Using again the right Leibniz rule
L4’, the sesquilinearity L1, and (2.2), we see that
[xλa] = [(uv)λa] = (e
∂∂λu)(v|a) + (−1)p(u)p(v)(e∂∂λv)(u|a)
= (v|a)u + (−1)p(u)p(v)(u|a)v = x · a
is precisely the standard action of x ∈ spo(h) on a ∈ h. Then, in particular,
x(0)a = x · a as claimed.
To show that we have a representation of spo(h) on Fh, notice that [x(0), y(0)] =
(x(0)y)(0), so we only need to prove that x(0)y = [x, y] for x, y ∈ spo(h). Taking
y = ab for a, b ∈ h, we find:
[xλy] = [xλ(ab)] = [xλa]b+ (−1)
p(x)p(a)a[xλb]
= (x · a)b+ (−1)p(x)p(a)a(x · b) = [x, y] ,
which completes the proof. 
Now we can determine the cohomology of the free superfermion PVA Fh.
Theorem 4.7. We have
H0PV(Fh,Fh) ≃ F
∫
1 , HnPV(Fh,Fh) = 0 , n ≥ 1 .
Proof. By Lemma 3.7(a), any n-cochain Y is uniquely determined by its restriction
to h⊗n. By (3.38) and Theorem 3.26, every cohomology class in HnPV(Fh,Fh) has
a representative Y such that
∆(Yλ1,...,λn(u)) +
n
2
= ∆([Y ]) = 0 or 1 , u ∈ h⊗n . (4.11)
Since ∆(Yλ1,...,λn(u)) ≥ 0 (see (3.35)), we obtain that Y is trivial for n ≥ 3. We
will consider separately the three cases n = 0, 1 and 2.
For n = 0, a 0-cocycle Y ∈ Fh/∂Fh is the same as a Casimir element (see
Theorem 3.12(a)). Since ∆(Y ) = 0 or 1, we have that Y ∈ F
∫
1 or Y =
∫
x for
some x ∈ S2h. But, by Lemma 4.6, x(0) 6= 0 for every nonzero x ∈ S
2h. Hence, any
Casimir element is a scalar multiple of
∫
1. This proves that H0PV(Fh,Fh) ≃ F
∫
1,
as claimed.
For n = 1, formula (4.11) implies that Yλ(u) = β(u) for u ∈ h, where β : h → h
is a linear map. A simple calculation using (2.10), (2.2) and Lemma 3.7(b) gives
(dY )λ0,λ1(a0 ⊗ a1) = (−1)
γ0(a0|β(a1)) + (−1)
γ1(a1|β(a0)) + 〈λ0 + λ1〉
= (−1)p(a1)
(
(β(a0)|a1) + (−1)
p(β)p(a0)(a0|β(a1))
)
+ 〈λ0 + λ1〉 ,
(4.12)
where ai ∈ h and the γi are given by (2.11). Hence, dY = 0 if and only if β ∈ spo(h).
However, all elements of spo(h) correspond to coboundaries, because they give inner
derivations, due to Lemma 4.6. We conclude that H1PV(Fh,Fh) = 0.
Finally, consider the case n = 2. In this case (4.11) implies that any 2-cocycle
Y is equivalent to a cocycle of the form
Yλ0,λ1(a0 ⊗ a1) = γ(a0 ⊗ a1) + 〈λ0 + λ1〉 , a0, a1 ∈ h ,
for some linear map γ : S2(Πh) → F. All such maps are cocycles. By (4.12), the
vector space of coboundaries is isomorphic to gl(h)/spo(h). Since
dimS2(Πh) = dim gl(h)− dim spo(h) ,
we conclude that H2PV(Fh,Fh) = 0. This completes the proof. 
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Corollary 4.8. (a) Every Casimir element of the PVA Fh is a scalar multiple
of
∫
1.
(b) Every derivation of the PVA Fh is inner.
(c) Any first-order deformation of Fh that preserves the product and the F[∂]-
module structure is trivial.
4.3. Cohomology of the affine PVA. Consider now the affine PVA Vkg at level
k ∈ F from Example 3.4, where g is a finite-dimensional Lie algebra with a nonde-
generate symmetric invariant bilinear form (·|·). Let {u1, . . . , uN} be a basis for g,
and {u1, . . . , uN} be its dual basis with respect to (·|·).
Proposition 4.9. For k 6= 0, the PVA Vkg is conformal with central charge 0 and
the Virasoro vector
L =
1
2k
N∑
j=1
ujuj (4.13)
(which is independent of the choice of basis). The generators a ∈ g of Vkg have
conformal weight ∆(a) = 1.
Proof. Using the left Leibniz rule L4, (2.3) and (4.2), we compute for a ∈ g:
[aλl] =
1
2k
N∑
j=1
(
[a, uj]uj + u
j [a, uj] + kλ(a|u
j)uj + kλ(a|uj)u
j
)
= λa .
In the second equality, we used that the Casimir element
∑N
j=1 u
juj ∈ S
2g is
invariant under the adjoint action of g:
N∑
j=1
(
[a, uj]uj + u
j [a, uj]
)
= 0 .
Hence, by skewsymmetry, [Lλa] = (∂ + λa). The rest of the proof is exactly the
same as for Proposition 4.1. 
Theorem 4.10. For any finite-dimensional Lie algebra g with a nondegenerate
symmetric invariant bilinear form, and any nonzero level k ∈ F, we have
HnPV(V
k
g ,V
k
g ) ≃ H
n(g,F)⊕Hn+1(g,F) , n ≥ 0 .
Explicitly, an element [α] + [β] ∈ Hn(g,F) ⊕ Hn+1(g,F) corresponds under this
isomorphism to the n-cocycle Y ∈Wn−1PV (V
k
g ,V
k
g ), uniquely defined by
Yλ1,...,λn(u) = α(u) +
N∑
j=1
β(u ⊗ uj)uj + 〈∂ + λ1 + · · ·+ λn〉 , u ∈ g
⊗n .
Proof. Since ∆(a) = 1 for all a ∈ g, the portion of the proof of Theorem 4.2
that does not involve the differential d translates verbatim to the current case. In
particular, every n-cocycle Y is equivalent to one of the form
Yλ1,...,λn(u) = α(u)+
N∑
j=1
β(u⊗uj)uj+
n∑
i=1
γ(u⊗ei)λi+ 〈∂+λ1+ · · ·+λn〉 , (4.14)
for u ∈ g⊗n and some linear maps
α :
∧n
g→ F , β : (
∧n
g)⊗ g→ F , γ :
(
(Πg)⊗n ⊗ Fn
)Sn
→ F ,
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where {e1, . . . , en} is the standard basis for F
n.
Denote by An−1, Bn−1 and Cn−1 the subspaces of Wn−1PV (V
k
g ,V
k
g ) consisting of
n-cohains Y corresponding to maps α, β and γ, respectively. Using (2.10), (2.3),
and Lemma 3.7(b), we see that
d(An−1) ⊂ An , d(Bn−1) ⊂ Bn ⊕ Cn , d(Cn−1) ⊂ Cn .
Notice that the action of d on An−1 corresponds to applying the Lie algebra co-
homology differential to α, viewed as an n-cochain for the Lie algebra g with co-
efficients in F. As in the proof of Theorem 4.2, this gives the summand Hn(g,F)
inside HnPV(V
k
g ,V
k
g ).
We next concentrate on the subcomplex B• ⊕ C•. For Y ∈ Bn−1, denote by
d1Y ∈ B
n and d2Y ∈ C
n the projections of dY on Bn and Cn, respectively. Notice
that d2 : B
n−1 → Cn coincides with the map d|Bn−1 from the proof of Theorem
4.2. In particular, d2 is surjective. As a consequence, we can assume that
Yλ1,...,λn(u) =
N∑
j=1
β(u ⊗ uj)uj + 〈∂ + λ1 + · · ·+ λn〉 , u ∈ g
⊗n , (4.15)
where d2Y = 0.
Recall from the proof of Theorem 4.2 that the condition d2Y = 0 is equivalent
to the skewsymmetry of β, i.e., β ∈ (
∧n+1
g)∗. Then for Y as in (4.15) and ai ∈ g,
we find
(d1Y )λ0,...,λn(a0 ⊗ · · · ⊗ an) =
n∑
i=0
(−1)n+i+1
N∑
ℓ=1
β(a0⊗
i
ˇ. . . ⊗an ⊗ u
ℓ) [ai, uℓ]
+
∑
0≤i<j≤n
(−1)n+i+j+1
N∑
ℓ=1
β([ai, aj]⊗ a0⊗
i
ˇ. . .
j
ˇ. . . ⊗an ⊗ u
ℓ)uℓ .
Using that
N∑
ℓ=1
uℓ ⊗ [a, uℓ] = −
N∑
ℓ=1
[a, uℓ]⊗ uℓ , a ∈ g ,
we see that the restriction of d1 to (
∧n+1
g)∗ coincides with the Lie algebra coho-
mology differential for g with coefficients in F. This completes the proof. 
Remark 4.11. Theorem 4.10 can be easily generalized to the superalgebra case. In
the special case when g is an abelian Lie superalgebra, we recover Theorem 4.2.
Remark 4.12. Assume that g is a finite-dimensional simple Lie algebra. Note that
β in (4.14) can also be viewed as a linear map β :
∧n
g→ g, and the differential d1
coincides with the Lie algebra cohomology differential with coefficients in g. Using
that Hn(g, g) = 0, we can therefore assume that β = 0 in equation (4.14). In this
way one can prove directly that
HnPV(V
k
g ,V
k
g ) ≃ H
n
LC(Cur g,F) ,
which is consistent with Proposition 2.25. However, this isomorphism does not hold
when g is abelian.
Corollary 4.13. Let g be a finite-dimensional Lie algebra with a nondegenerate
symmetric invariant bilinear form, and k ∈ F be nonzero.
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(a) Every Casimir element of the PVA Vkg has the form
∫
(α1 + c), where α ∈ F
and c ∈ Z(g), the center of the Lie algebra g.
(b) Every derivation of the PVA Vkg is a sum of an inner derivation and a derivation
that acts on the generators of Vkg as D1(a) +D2(a), a ∈ g, where D1 : g → F
is such that D1([g, g]) = 0 and D2 : g→ g is such that
D2[a, b] = [D2a, b] + [a,D2b] , (D2a|b) + (a|D2b) = 0 , a, b ∈ g ,
i.e., D2 ∈ Der(g) ∩ o(g).
Proof. This follows from the definitions and the proof of Theorem 4.10. 
Remark 4.14. Let g be a finite-dimensional Lie algebra with a nondegenerate sym-
metric invariant bilinear form. Then Corollary 4.13 and Theorem 4.10 imply the
following well-known isomorphisms:
H1(g,F) =
(
g/[g, g]
)∗
≃ Z(g) ,
H2(g,F) ≃
(
Der(g) ∩ o(g)
)/
Inder(g) .
Explicitly, c ∈ Z(g) corresponds to the 1-cocycle α(a) = (a|c), andD ∈ Der(g)∩o(g)
corresponds to the 2-cocycle β(a⊗ b) = (Da|b), for a, b ∈ g.
Corollary 4.15. Let g be a finite-dimensional simple Lie algebra, and k ∈ F be
nonzero.
(a) Every Casimir element of the PVA Vkg is a scalar multiple of
∫
1.
(b) Every derivation of the PVA Vkg is inner.
(c) Up to equivalence, any first-order deformation of Vkg , which preserves the prod-
uct and the F[∂]-module structure, corresponds to a scalar multiple of the 2-
cocycle given by Yλ0,λ1(a0 ⊗ a1) = λ0(a0|a1) + 〈∂ + λ0 + λ1〉 for a0, a1 ∈ g.
Remark 4.16. Let g be a finite-dimensional simple Lie algebra. Any Lie algebra
cocycle β ∈
(∧n−1
g∗
)g
gives a PVA cochain Z ∈Wn−2PV (V
k
g ,V
k
g ) defined by
Zλ1,...,λn−1(a1⊗· · ·⊗an−1) = β(a1∧· · ·∧an−1)L+〈∂+λ1+ · · ·+λn−1〉 , ai ∈ g .
Using that dβ = 0 in the Lie algebra cohomology complex and [aλL] = λa for
a ∈ g, we find that dZ = Y is given by equation (2.59) from Proposition 2.28.
This proves that dY = 0 in both the PVA and LCA cohomology complexes. We
claim that Y is not exact in LCA cohomology. Indeed, if Y = dX for some X ∈
Wn−2LC (Cur g,Cur g), then ∆(X) = ∆(Y ) = 2 implies that X has the form
Xλ1,...,λn−1(u) = ∂f(u) +
n−1∑
i=1
gi(u)λi + 〈∂ + λ1 + · · ·+ λn−1〉 , u ∈ g
⊗(n−1) ,
for some linear maps f, gi : g
⊗(n−1) → g. Setting ∂ = −λ1 − · · · − λn−1, we can
assume that f = 0. Then it is straightforward to compute dX and see that dX 6= Y .
4.4. Cohomology of the Virasoro PVA. Recall the Virasoro PVA Virc of cen-
tral charge c ∈ F, defined in Example 3.5. Obviously, it is conformal with Virasoro
vector L and ∆(L) = 2.
Theorem 4.17. For every central charge c ∈ F, we have:
HnPV(Vir
c,Virc) ≃ HnLC(R¯
Vir,F) =
{
F [Y n] , for n = 0, 2, 3,
0 , otherwise,
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where
Y 0 = 1 + 〈∂〉 =
∫
1 ,
Y 2λ0,λ1(L⊗ L) = λ
3
0 + 〈∂ + λ0 + λ1〉 ,
Y 3λ0,λ1,λ2(L⊗ L⊗ L) = (λ0 − λ1)(λ0 − λ2)(λ1 − λ2) + 〈∂ + λ0 + λ1 + λ2〉 .
Proof. By (3.38) and Theorem 3.26, every cohomology class in HnPV(Vir
c,Virc) has
a representative Y such that
∆(Yλ0,...,λn−1(L
⊗n))− n = ∆(Y ) = 0 or 1 , (4.16)
hence
∆(Yλ0,...,λn−1(L
⊗n)) ≤ n+ 1 . (4.17)
Recall that, as a differential algebra,
Virc = F
[
L(i)
∣∣ i ∈ Z+] , L(i) = ∂iL ,
and ∆(L(i)) = i + 2. Moreover, ∆(ab) = ∆(a) + ∆(b).
For n = 0, we have Y ∈ Virc/∂Virc, and (4.16) implies ∆(Y ) = 0 or 1. Hence,
Y is a scalar multiple of Y 0 =
∫
1, which is a Casimir element for Virc.
Suppose now that n ≥ 1. Note that, by (2.7),
Yλ0,...,λn−1(L
⊗n) ∈ Virc[λ0, . . . , λn−1]/〈∂ + λ0 + · · ·+ λn−1〉
is skewsymmetric with respect to λ0, . . . , λn−1. Under the isomorphism
Virc[λ0, . . . , λn−1]/〈∂ + λ0 + · · ·+ λn−1〉 ≃ Vir
c[λ1, . . . , λn−1] ,
we can replace λ0 by −∂ − λ1 − · · · − λn−1 and assume that
Yλ0,...,λn−1(L
⊗n) ∈ Virc[λ1, . . . , λn−1]
is independent of λ0, and that it is skewsymmetric with respect to λ1, . . . , λn−1.
Every skewsymmetric polynomial of λ1, . . . , λn−1 is divisible by
∏
1≤i<j≤n−1(λi −
λj); hence, has degree ≥
(
n−1
2
)
.
Since
(
n−1
2
)
≥ n− 2 for all n ≥ 1, we see from (4.17) that Y has the form
Yλ0,...,λn−1(L
⊗n) = α(λ0, . . . , λn−1)1 + β(λ0, . . . , λn−1)L
+ γ(λ0, . . . , λn−1)∂L+ 〈∂ + λ0 + · · ·+ λn−1〉 .
(4.18)
Here α, β and γ are polynomials with coefficients in F. Note that α is defined and
is skewsymmetric modulo λ0 + · · · + λn−1. After replacing ∂L with −(λ0 + · · · +
λn−1)L in (4.18), we can assume that γ = 0. Then β is uniquely determined and
is skewsymmetric in F[λ0, . . . , λn−1].
As above, we have deg β ≥
(
n
2
)
≥ n− 1, with equality only for n = 2. But (4.17)
implies
n+ 1 ≥ deg β +∆(L) ≥ (n− 1) + 2 ,
which means that if β 6= 0, then deg β = n − 1, hence n = 2 and β(λ0, λ1) =
(λ0 − λ1)b for some b ∈ F. Consider the 1-cochain Z ∈ W
0
PV(Vir
c,Virc) defined by
Zλ(L) = L+ 〈∂ + λ〉. Then
(dZ)λ0,λ1(L ⊗ L) = [Lλ0Zλ1(L)]− [Lλ1Zλ0(L)]− Zλ0+λ1([Lλ0L])
= (λ0 − λ1)L +
c
12
(λ30 − λ
3
1) + 〈∂ + λ0 + λ1〉 .
(4.19)
Replacing Y with Y − b dZ, we can assume that β = 0 in (4.18).
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We have shown that every n-cocycle for Virc is equivalent to a cocycle Y such
that
Yλ0,...,λn−1(L
⊗n) = α(λ0, . . . , λn−1)1 + 〈∂ + λ0 + · · ·+ λn−1〉 . (4.20)
We claim that if Y = dX for some (n− 1)-cochain X , then X can be replaced with
a cochain that also satisfies (4.20) for some α (with n replaced by n − 1). Since
∆(Y ) = ∆(X) = 0 or 1, by the above discussion, we see that X has the form (4.18)
with γ = 0, for some α, β (again with n replaced by n− 1). But, as above, β may
be nonzero only when n− 1 = 2. In this case,
Xλ0,λ1(L⊗ L) = α(λ0, λ1)1 + (λ0 − λ1)bL+ 〈∂ + λ0 + λ1〉 ,
for some b ∈ F. Comparing this with (4.19), we obtain that X−b dZ has no L-term.
This proves the claim, as Y = dX = d(X − b dZ).
Therefore, we can reduce the coefficients in the cohomology to F. By Theorem
3.13(b), we obtain HnPV(Vir
c,Virc) ≃ HnLC(R¯
Vir,F). The rest of the proof follows
immediately from Proposition 2.22 and Remark 2.24. 
Corollary 4.18. For every c ∈ F, we have:
(a) Every Casimir element of the PVA Virc is a scalar multiple of
∫
1.
(b) Every derivation of the PVA Virc is inner.
(c) Up to equivalence, any first-order deformation of Virc, which preserves the
product and the F[∂]-module structure, corresponds to a scalar multiple of the
2-cocycle given by Yλ0,λ1(L⊗ L) = λ
3
0 + 〈∂ + λ0 + λ1〉.
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