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Higher education leads to higher lifetime earnings but comes at an ever increasing
cost. Yet programs such as ”Declining by Degrees [1]” demonstrate that many stu-
dents do not receive what they pay for. Consequently, the stakeholders in education
are increasing the demand to demonstrate student-learning gains. For example, the
recent engineering accreditation program, ABET 2000 [2] [3] placed strong emphasis
on assessment. The program level assessment concerns have impact at the classroom
and individual instructor level. Most research institution instructors are concerned
about student learning but are rewarded more for research. Yet instruction can be
a research enterprise. What can individual instructors do to identify what course
components contribute most to the desired student learning?
Personal experiences as a student and an instructor motivated this study. A
statistics course on regression required a class project. Physics 1313, an inquiry
based physics course serving primarily elementary education majors, provided a nat-
ural object for this study. The project examined unique variation between course
components and the midterm exam. The course component with the highest unique
variation with the exam was the best exam performance predictor. The effect of on-
line quizzes was interesting because during the previous summer it was determined
that exam scores with online quizzes were equivalent to exam scores without pre-
lab quizzes. The goal of the project was to determine if pre-lab quizzes were good
predictors of exam performance.
The results proved surprising. The quizzes and the exams shared little unique vari-
1
ation. This indicated the online quizzes were a poor predictor of exam performance.
What was surprising was the only predictor that shared a large unique variation with
the exam scores was homework. Online quizzes, labs, and moon observations shared
little unique variation with the exam scores (less than 1 percent). It was expected
that homework would be a predictor of exam performance because homework ques-
tions and exam questions had the same format; but it was expected other components
would share more variation with the exam scores. As a result of this research, online
quizzes in Physics 1313 were eliminated in the spring 2007 semester.
The successful application of regression techniques in Physics 1313 raises the ques-
tion if similar studies to measure the effectiveness of course components have been
performed on entry-level physics courses? An extensive literature review revealed that
research on the effectiveness of course components is open for study. Prior studies
have been limited to a few predictor variables in the first semester of physics. Only
the relationship between these predictor variables and the exams has been explored.
The relationship between the different course components has not been explored. The
relationship between the course components and other non-course component factors
(ability, learning styles, and student physics attitude) has not been examined. Until
recently there has not been a standard exam for second semester conceptual knowl-
edge. Essentially, no research has been done for the second semester introductory
physics course.
This topic is important because Physics tends to be a challenging subject. There
is a need to identify possible variables that could lead to student success. If relation-
ships between variables are known it might be possible identify students who might
encounter trouble. Due to the lack of thorough prior research and a need to know
relationships among variables, investigating the exam predictors in a second semester




2.1 Introduction to the Literature Review
It is important to know the factors that predict exam performance because it
becomes possible to help students before they encounter problems. Factors that have
been shown useful for predicting exam performance in first semester physics courses
include: math ability [4] [5], student attitude about physics [6] [7] [8] [8] [9], high
school physics background [5] [10] [11] [12] [13], and gender [12] [14] [15] [16] [17]
[18] [19] [20] [21]. These factors are not controlled by the instructor. Factors that
the instructor can control include teaching style [20] [22] [23] [24] [25] [26] [27]
[28] [29] [30] [31] [32]and course components. This literature review will focus on
work that has evaluated the effectiveness of course components. Most reviewed stud-
ies examine the relationship between performance on course components and exams.
2.2 Literature Review
Griffith’s [33] study examined the correlation between homework and several vari-
ables in both algebra and calculus-based physics courses. This study ran for two
semesters. Griffith found that the homework had larger significant correlations with
quantitative exams questions than qualitative exam questions. He also found the
homework had significant positive correlations with the math pre-test for the calculus-
based physics course, but the results were a non-significant negative correlation for
the algebra-based physics course. There were no correlations between a science rea-
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soning test and performance on the homework for both the algebra and calculus-based
physics courses.
Pritchard [34] examined whether online homework was a predictor of final exam
performance in an introductory mechanics course. The web-based homework system,
MasteringPhysics, offered problems hints, simpler problems, criticism for incorrect
answers, and penalties for every hint. The predictor variables were: the time students
take to complete the problem (T), hints given (h), incorrect answers with advice (ia),
and solutions requested (s).
They found the fraction of problems completed in less than 2.5 minutes (pfr) had
a negative correlation with exam performance (r = -0.37). This indicated the more
problems completed in less than 2.5 minutes the worse the exam performance. This
suggested a lack of effort, so the authors removed these scores from the analysis and
used it as a separate predictor variable. Pritchard did not state what variables were
significant predictors, but the final exam prediction equation was:
f = −0.394T − 0.228h− 0.078ia− 0.062s− 0.472pfr + 0.991 (2.1)
Pollack’s [35] focus was factors that affected student gain on the Force and Motion
Conceptual Evaluation [36] (FCME) in a first semester calculus-based physics course.
The FCME is a standard exam given in first semester physics courses. The course
structure included use of personal response systems (clickers), McDermott’s Tutorials
in Physics, [37] homework, traditional homework, and attendance. Pollack found low
correlations between the normalized gain on the FCME and course components. The
squared correlation coefficient indicated the tutorial homework shared 4.8 percent
variation with the gain. Every other course element shared a smaller amount of
common variation with the gain. Non-course component factors such as a math pre-
test (6.25 percent) and student physics attitude (4 percent) proved to explain more
variation than most course components. The analysis was questionable because the
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author did not state significance
Bonham’s [38] study compared exam performance in calculus-based physics courses.
One course completed homework online, the other course used traditional homework.
The online questions, which used WebAssign, were typically open ended calculations,
but there were some multiple choice questions and short essays. The traditional
homework questions were end of the chapter questions. The results indicated that
students using WebAssign performed better (p<0.05) on the homework average and
the quantitative exam problems than the traditional homework students.
Bonham ran a hierarchical regression in a calculus-based physics course where
ability variables were entered in the first step, and the homework was entered in the
second step. The variables entered in the first step included university GPA, SAT
math score, FMCE pre-test, and homework method. Entering homework method
(traditional, online) into the regression is questionable because homework method is
a categorical variable. This predictor set accounted for 46 percent of the variation
of the exam scores. The next predictor set included homework average, gender, and
ethnicity. Gender and ethnicity are categorical predictors, so entering these variables
in the regression is questionable. The new predictor accounted for 53 percent of the
variation in exam scores.
Once all of the variables were entered in the regression the standardized regression
coefficients indicated that ability variables were better predictors of exam performance
than homework. The best predictor of both qualitative and quantitative exam per-
formance was the SAT math score, followed by GPA, FMCE pre-test, and homework.
These four predictors all reached statistical significance (p<0.001).
Bonham had similar results in an algebra-based physics course. Higher scores on
physics exams in courses where the homework is completed online is consistent with
Bonham’s calculus-based physics course, Morote’s [39], and the Dufresne’s [40] results.
Dufresne argued that students scored higher on exams when the homework is online
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because more time is spent on the homework, the students know immediately if their
answer is correct and the student can attempt problems repeatedly. In Bonham’s
study 46.2 percent of the students in the web-based courses spent over four hours
a week working on homework, while only 4.2 percent of the traditional homework
students did.
The hierarchical regression results in Bonham’s study were similar to the calculus-
based physics results. GPA, SAT math score, and the categorical predictor homework
method were entered in the first step. These variables accounted for 48 percent of
the variation. Homework and the categorical predictor’s gender and ethnicity were
entered in the second step. The variation now accounted for by the predictors was
51 percent, indicating the new set of predictors added 3 percent to the explained
variation. Bonham did not mention if this increase was significant.
After all the predictors were entered in the regression the unstandardized regres-
sion coefficients indicated that the best predictor of exam performance was the ability
variables. The SAT math score was the best predictor, followed by university GPA,
and homework. This indicates that student ability is a better predictor of exam per-
formance than the performance of the students. Another conclusion is the results
were similar even though the analysis was done on different courses. This says that





3.1 Why Physics 1214
The purpose of this study is to evaluate Physics course components and other
variables that can be used to predict Physics 1214 exam performance. This might
allow the professor to identify students who may struggle in the course by finding
significant predictors of exam performance. It should be noted that if a variable is
a predictor it does not indicate that variable caused the exam performance. It only
indicates that a relationship exists. It also should be noted that if a variable is not
significant then that does not mean that the variable is not important. A professor
might have another goal for that variable besides predicting exams. Clickers, for
example, might be used as a way of taking attendance and the professor might not
care if a relationship exists between clicker scores and exam performance.
The study was carried out in Physics 1214, but conclusions might be extended
to other lower-level Physics courses because it takes similar skills to succeed in these
courses. After performing this study it will be interesting to see if the results are
different from first semester physics courses. Students in a second semester physics
course have already successfully passed a physics course, so they might have a better
idea of what to do to succeed than a first semester Physics student. This might lead
to different variables being predictors of exam performance. It is also interesting to
see if the results are the same, because students tend to have less incoming knowledge
concerning second semester topics as compared to first semester topics. [41] [42]
I chose Physics 1214 for several reasons. It is a second semester algebra-based
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physics course and no studies similar to this study exist for a second semester physics
course. Second, Physics 1214 incorporated components including homework, labs,
pre-class quizzes, HBL activities, and the personal response system clickers (PRS)
that provide excellent quantitative data. Finally the sample population of students
was sufficient to allow many statistical analysis , but not so large that managing the
data was troublesome.
3.2 Measured Variables
In this section the variables that were measured are briefly discussed. More detail
on the variables is given in the method section of chapter five.
Dependent variables -Physics 1214 exam average
Independent variables-
Pre-test assessment Predictor Variables: (1) Homework average, (2) Lab
average, (3) HBL average
Homework is typically given in Physics because faculty believe it is training for
the exam. There seems to be a relationship between homework and exams in first
semester Physics. Homework has shown an important predictor of exam performance
in first semester Physics courses. [40] [33] [38] This seems to be true whether the
homework is completed online or on paper. Any study that involves predicting exam
performance should include homework.
All homework was completed online using the MasteringPhysics web system. This
allowed the students immediate feedback. Students were allowed to attempt incorrect
solutions again with a small penalty. The fall semester only had quantitative prob-
lems. The spring semester included both quantitative problems and multiple choice
questions.
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Labs are considered an integral part of a student’s education process because
the lab allows the student to see the principles studies in class. It would seem that
there should be a relationship between the performance in lab and exam performance.
There has not been a study to examine this relationship.
The lab average was the average calculated for the lab portion of the course. This
average consisted of the average of ten labs and one lab exam.
Another predictor variable was the Hypothesis Based Learning (HBL) [43] [44]
average. In these writing intensive activities the students were shown something
interesting, and then were free to investigate their explanation for the interesting
event on their own. The HBL average was determined from HBL activities in the
spring semester. There has not been an investigation of integrating HBL in the classes.
HBL would be an example of students applying their Physics content knowledge, so
there should be a relationship between HBL performance and exam performance.
Aptitude Predictor Variables: (1) MPEX (2) University GPA (3) Math ability
(ACT subscore), (4) Science ability (ACT subscore), (5) Physics 1 grade
The Maryland Physics Expectations Survey (MPEX) was administered as a pre-
test and a post-test. The post-test may not be a good variable to use as a predictor
variable because it is taken at the end of a course. It is hard to predict an event if
the event has already occurred. This variable was chosen mostly because it might be
interesting to see how the student attitude after a semester of instruction is related
to their performance. The MPEX measures how much students think like expert
physicists. This survey is discussed in more detail in this chapter, but there has been
a relationship between gains in a student attitude and gains in first semester Physics
performance. [35]
The student’s university GPA was taken at the beginning of the semester that
they were enrolled in Physics 1214. GPA is measure of student motivation.
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Students who work hard enough to have a good GPA will probably continue
working hard in Physics. GPA has shown to be an excellent predictor for a first
semester Physics exam. [38]
Science and math ability have been theorized to be important in Physics
performance. Bonham found that the SAT math score was the best predictor
variable. [38] Others have found math ability to be important predictors [4] [5], and
Griffith found it non-significant [33]. There has not been a lot of research on the
research of science ability and exam performance.
The math and science ACT subscore from when the student enrolled in the
university were used as predictor variables. The next predictor variable was the first
semester physics course final cumulative grade.
Effort Predictor Variables (1) Lab attendance (2) Exam Help Session
Attendance, (3) Time Spent in the Physics Helproom, (4) Clicker average/class
attendance, (5) Pre-class quiz average
Most of these variables have not been investigated in Physics before this study.
The only variable that the was found in the literature was lecture attendance, which
was not related to gain in a first semester Physics course. [35] No other variable
has been investigated yet, but they are all a measure of the effort and motivation
that a student puts in a class. Randy Moore argued that student motivation is
one of the most important factors in success. He argued that motivation can be
measured by attendance in labs, help sessions, course participation, and voluntary
summer sessions. [45] [46] [47] He showed high correlations between attendance and
and performance in introductory biology courses. Physics probably does not work
differently. If a student is willing to put effort in a class, then one would expect that
student to score highly on a Physics exam.
The clicker average was the average score of the clicker questions. The clicker
questions were multiple choice questions that were asked during class. The students
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received full credit for attempting the questions. This meant the clickers were used
to take class attendance.
The lab attendance measured how many time students missed lab. Students were
allowed one drop. There are only ten labs, so every lab after this would significantly
lower the students lab grade. The students who are willing to come to lab every time
to ensure their grade does not drop should perform well on exams.
Exam help sessions were offered at night within a week of the exam. Students were
not required to attend the help sessions. The number of times that students attended
the help session was a predictor variable. There has not been a study in Physics to
test help sessions, but Moore found that there was a large correlation between the
number of biology help sessions attended and final grade. He also found that students
who attended at least one help session usually earned a higher course grade. [48] While
attending only one help session would not help on all course material, he speculated
that students who attend help sessions were motivated and also would complete the
other course related activities.
The Physics Department has a helproom where students can get help on physics
from graduate students. The total time that the students spent in the helproom was
an additional predictor variable. There has not been any research on the role of a
helproom, but it should work in a similar manner to what Moore found for the help
sessions. Motivated students who are doing what the course assignments probably
will take advantage of the helproom.
The pre-class quizzes were only measured in the fall semester. These questions
were essay questions. Students received full credit for attempting these problems.
This meant their score was either 1 for an attempt or a 0 if they did not attempt the
question. An average score was determined from these scores. This score is a measure
of student effort. It is very easy to earn a high grade on the course component with
little effort. The students who are willing to make sure they do not miss these
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assignment should also be willing to do the work in the course.
Learning Style
Students understand information differently depending on their learning style. It
has been demonstrated using both the Myers-Briggs and the Felder-Silverman model
that course performance differences can occur depending on learning style. [49] [50]
It should be investigated if differences occur in Physics.
The Index of learning styles measures student learning styles using the Felder-
Silverman learning style model. This predictor variable will be discussed in more
detail in a later section.
3.3 Data Collection
The participants in this study were students enrolled in the Physics 1214 course
during the Fall 2007 and Spring 2008 semester. The population is non-physical science
majors (zoology, biology, animal science, etc.). The enrollment for Physics 1214
averages two hundred students.
The study was explained to the students in ten minutes on the first day of class.
Survey data was collected during the first lab. The MPEX post-test was given the
last week of lab, a lab which normally does not take the entire allowed time.
The instructor provided course averages for each student. Once all data were
obtained the student names were replaced with identifier tags. This process was
approved by the IRB (AS0758).
Due to limited participation in the fall, the MPEX and ILS were given during
the first day of lecture in the Spring. The MPEX was also given as a post-test in
the last week of lecture. Administering the surveys in class ensured higher partici-
pation. It also addressed the concern that the Fall students who had participated in
lab surveys may not done so seriously because they could leave lab early. No such
perceived reward existed because class was conducted after all the students completed
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the surveys.
3.4 Maryland Physics Expectations Survey
The Maryland Physics Expectations Survey (MPEX) [51] is a thirty-four question
survey that examines student attitudes about physics. The survey creators defined
student attitude about physics by how much the student responds like an ”expert
physicist”. The expert physicist response was determined from university instructors
that attended a workshop at Dickenson College. For an answer to be considered an
”expert response” eighty percent of the instructors had to agree on the answer.
The answers to survey questions range from strongly disagree to strongly agree on
a five point Likert scale. The survey is traditionally given as a pre-test and post-test
to measure student attitude changes after one semester of instruction. The results
are aligned with the expert’s response. A favorable response would agree with an
expert, and an unfavorable response would disagree. The higher the MPEX score the
more one responds like an expert. Remarkably students tend to shift away from the
expert’s response after one semester of instruction.
The MPEX questions are grouped into six categories. Each category addresses a
specific question. The categories along with favorable and unfavorable responses are:
(1) Independence Link - This link examines the process used to learn physics.
Research Question - Do students passively receive information from an instructor or
do they use an active process to gain their own understanding?
Favorable Response - The students take responsibility for constructing their own
understanding.
Unfavorable Response - The students take what is given by the teacher or textbook
without evaluation.
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Independence Questions-1, 8, 13, 14, 17, 27
(2)Coherence Link - The coherence link examines the structure of physics.
Research Question -Is physics a collection of isolated facts or is it a single coherent
system?
Favorable Response - Physics is a connected, consistent framework.
Unfavorable Response - Physics is nothing more than a set of unrelated facts.
Coherence Questions-12, 15, 16, 21, 29
(3) Concept Link - The concept link determines student beliefs about the content of
physics knowledge.
Research Question -Is physics a bunch of formulas or is physics the concepts behind
the formulas?
Favorable Response - The student focuses on understanding ideas and concepts.
Unfavorable Response - The student focuses on memorizing and using formulas.
Concepts Questions-4, 19, 26, 27, 32
(4) Reality Link - The reality link examines the connection between the material
learned in the classroom and physical reality.
Research Question -Is physics related or unrelated to activities in everyday life?
Favorable Response - The ideas in physics are relevant and useful.
Unfavorable Response - Ideas learned in the classroom have little relevance in the
real world.
Reality Questions-10, 18, 22, 25
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(5) Math Link - The math link determines student beliefs about the relationship
between math and physics.
Research Question - Are the formulas mathematical calculations that represent
nothing physical or do the calculations represent physical reality?
Favorable Response - Mathematics is a convenient way to represent physical
phenomena.
Unfavorable Response - There is no relation between physics and math.
Math Questions-2, 6, 8, 16, 20
(6) Effort Link - The effort link measure the activities that students should do to be
successful in physics.
Research Question -Are the students expected to think carefully and evaluate what
they are doing?
Favorable Response - Students make an effort to use available information.
Unfavorable Response - Students do not use available information.
Effort Questions-3, 6, 7, 24, 31
3.5 Learning Styles
Students do not learn in an identical manner. A teaching method that is effective
for one student may be ineffective for another. The reason for this is each student
has a different learning style.
Larkin [52] defines learning style as a biologically and developmentally imposed set
of personal characteristics that make a particular teaching method effective for some
and ineffective for others. Dunn [40] [52] describes learning styles as the way that
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each learner begins to concentrate, process, and retain new and difficult information.
Dunn states, ”Learning style is a combination of affective, cognitive, environmental,
and physiological responses and is a function of heredity and experience, including
strengths and limitations that develop individually over a life span.”
An instructor should care about their students’ learning styles. Students with
different learning styles will respond to instruction differently [53] [54] [55] [56] [57].
The method that information is presented may increase student performance. For ex-
ample, one study [58] demonstrated that students in an atomic physics course gained
a deeper conceptual understanding when a computer graphically demonstrated con-
cepts such as atomic orbitals and molecular dynamics. This technique demonstrated
these students understand the concepts better visually.
3.6 Choosing a Learning Style Model for Research
I considered several good review articles to help select a learning style model. [59] [60] [61].
Three criteria when choosing a model are.
(1) Use in literature - It is important to choose a learning style model that is used in
the field. There are many research models, so it would not be a good idea to pick a
model that may not be familiar to fellow researchers.
(2) Reliability of the survey - Because the reliability of several learning style models
was questioned, I considered reliability to be important.
(3) Focus of the model - Each model has its own focus, so it was important to
ensure that the focus of the learning style model matched the research goals.
There has been little research on learning styles research in Physics Education Re-
search. I based my selection on engineering education research. The Kolb model [23] [52] [62],
Myers-Briggs [52] [53] [54] [55] [56] [60] [62] [63], Dunn and Dunn [52] [22] [64] [65] [66] [67],
and Felder Silverman models [30] [62] [64] [50] [68]met my first criteria.
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The learning style model that I used in this study was the Felder-Silverman model.
It has been shown to be reliable [69] [70] [71]in engineering education research, it was
self scored, and it was free to use by academic institutions. An additional reason
to choose the Felder-Silverman model is the dimensions match up well with the way
that Physics is taught. Dimensions focus on doing activities which is something most
Physics teachers try to do. Lab activities are an example of this, as well as clickers,
discussion sections are other forms of active learning. Another dimension focuses on
visual or verbal learning. Most Physics professors try to do demonstrations. Another
dimension focuses on learners who like the ”big picture”. Physics professors worry
about the students understanding the ”big picture”.
The Kolb model was not chosen because it only has two dimensions which leads
to four different styles. The dimensions are basically the active/reflective dimension
and the sensing/intuitive dimension. By choosing the Felder-Silverman over the Kolb
model two dimensions and an additional twelve learning styles are gained. Myers-
Briggs is a well known personality test. The problem with the Myers-Briggs is it is
to long. A similar argument can be made against the Dunn and Dunn model. Both
of the surveys have at over fifty questions.
3.7 The Felder-Silverman Model
The five dimensions of the Felder Silverman model [30] [62] [64] [50] [68]are:
(1)Sensing/Intuitive: This dimension describes how people perceive the world.
Sensors are people who gather data directly through their senses. They like facts
and data, and prefer solving problems using standard methods that do not involve
complications. They work slowly but are not careless. Intuition involves indirect
perception such as imagination and hunches and intuitors are those who like
principles, theories, innovation, complications, and they dislike repetition. Intuitors
like complications and grasp concepts quickly. They work quickly but can be
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careless. Everyone uses both dimensions, but people tended to favor one of the two
dimensions.
(2) Visual/Verbal (Auditory): There are three possible ways that people
receive information. Visual refers to sights, pictures, diagrams and symbols.
Auditory refers to sounds and words. Visual learners tend to remember what they
see, and auditory learners tend to remember what they hear. Most students that
are in college are visual, yet most traditional teaching techniques are auditory.
(3) Active/Reflective: Active learners involve doing something (explaining,
discussing, and testing) with the external world with the information that is
presented. Active learners are more likely to be experimentalists. Active learners
prefer to work in groups. They do not function well in lectures because they are
forced to be passive. A reflective learner examines the information introspectively.
Reflective learners tend to become theorists. Lectures are not good for either style.
Reflective learners do not function well in lectures because there is not an
opportunity to think about the information that is presented. The categories are
independent, but there is a large overlap between active learners and sensors, and
reflective learners and intuitive people.
(4) Sequential/Global: Sequential learners prefer things to be taught in a
step-by-step method. They can work with material that they partially understand.
Global learners want to know the big picture. If they partially understand
something they will struggle. Global learners sometimes will perform better if the
simple material is skipped and the focus is on more difficult material. Global
learners tend to struggle more in school. They feel bad that they struggle with
material that their fellow students perform well on.
(5) Inductive/Deductive: Induction is a reasoning process that goes from
particulars to generalities. This is the natural human learning style. People do not
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come into the world with a set of principles. They observe the world and then draw
inferences. Deduction is a reasoning process that goes from generalities to
particulars. Deduction is the natural teaching style for the sciences. Instructors
start with principles and then work down to applications. Most Physics instructors
teach using deduction.
3.8 The Index of Learning Styles
Felder designed a 44 question survey called the Index of Learning Styles [72]
(ILS) to measure learning styles. This survey tests the first four dimensions (ac-
tive/reflective, sensing/intuitive, visual/verbal, sequential/global) of the Felder-Silverman
Model. Felder chose not to measure the inductive/deductive dimension because col-
lecting data on this dimension proved difficult. The ILS is shown to be reliable.
[69] [70] [71] Students are grouped into learning style categories based on the four
measured dimensions.
The method to score the ILS is given in Appendix B.4.
3.9 The Learning Styles of the Sample
The learning styles of the participants in the survey are shown in table 3.1 and
table 3.2. A 1 X 2 Chi-square analysis was used to determine if there are significant




Table 3.1: Learning styles for Fall 2007 participants.
It is interesting to note that every student who was an active student is also a
sensing student, and every student who is a reflective student is also an intuitive
student. There are significant differences for male students in the active/reflective
dimension. Male students are typically active students. There are significant differ-
ences for male students in the sensing/intuitive dimension, where male students were
sensing. Both male and female students are visual students. Female students tended
to be sequential learners.
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Spring 2008 Results
Table 3.2: Learning styles for Spring 2008 participants.
Just like in the fall results every student who was active was sensing, and every
student who was reflective was also intuitive (Table 3.2). The results are consistent
with the fall results. More results reached significance probably because the sample




Research Questions and Results
4.1 Method Fall 2007 Semester
The participants for this study were sixty-six volunteers enrolled in a second
semester algebra-based Physics course during the fall 2007 semester. Thirty-two of
the students were male, and thirty-four students were female.
The criterion variable for all research questions was the average exam score for
the three exams. To be consistent with the weighting from the course, the final was
weighted 1.6 times greater than the first two exams. The exams consist of conventional
homework style problems. Measures from four course components were also recorded:
(1) homework average, (2) lab average, and (3) clicker score average, and (4) pre-class
quiz average. All course component averages are derived at the end of the semester.
The ability variables used in this study included: (1) GPA at the beginning of the
fall 2007 semester, (2) ACT science score, and (3) ACT math score. Finally, two
different surveys were administered. The MPEX and the ILS were given in the first
week. The MPEX was also given the last week of the semester. Lab attendance and
class attendance was also measured. Only students who completed the course are
included in this study. A Backward Stepwise Regression was used to eliminate non-
significant predictor variables. The fifth research question uses all significant exam
predictors from the previous four research questions.
A complete review of the statistical methods used in the study is given in Appendix
C.
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4.2 Method Spring 2008 Semester
The spring participants were 201 volunteers enrolled in a second semester algebra-
based Physics course during the spring 2008 semester. 108 of the students were male,
and 93 students were female.
The data collection for the Spring 2008 semester is similar to the Fall 2007
semester. The average exam score is the performance measure with the final be-
ing weighted 1.5 times greater than the other exams. The same predictor variables
were collected during the spring semester as the fall semester with a few exceptions.
The pre-class quizzes were not collected, but instead Hypothesis Based Learning
(HBL) data was measured. The HBL activities were open inquiry activities where
the students would develop an explanation for observations. Other new data that
was collected included: Physics 1 grade, help session attendance, and time spent in
the Physics helproom.
The exams in the spring semester consisted of three sections. The first section
consisted of homework-style problems where students calculated a numerical answer.
The second section was multiple choice conceptual problems. The final section of
the exam consisted of essay problems. The analysis for the spring semester included
analysis on the total exam score, the homework-style section, the multiple choice
problems, and the essay section
4.3 Research Question 1
Research Question 1: What Physics 1214 course component averages are significant
predictors of Physics 1214 exam performance?
Yfall = βHW xHW + βLabxLab + βClickxClick + βquizxquiz (4.1)
Yspring = βHW xHW + βLabxLab + βClickxClick + βHBLxHBL (4.2)
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Backward Stepwise Regression was used to determine the course components that
significantly predicted exam performance. The unique variation or squared semi-
partials of each predictor variable with the average exam score was determined. The
larger the squared semi-partial, the better the variable was at predicting exam per-
formance. All four course components were initially entered in the regression, with
the worst non-significant predictor removed until only significant predictors remained.
The homework was completed online using MasteringPhysics. The lab average was
determined using the labs at Oklahoma State University. These labs are standard
”cookbook style” labs where students follow a set of instructions to complete the lab.
The clicker score was determined from multiple choice in-class clicker questions. Stu-
dents received full credit on the clicker questions if they attempted the problem, so it
measured attendance. The pre-class quizzes were short answer conceptual questions
that were completed online prior to class. Full credit was given if the students had a
reasonable attempt at these problems.
Pre-class quizzes were not collected during the Spring 2008 semester. Hypothesis
Bases Learning (HBL) activities were collected. These activities focused more on
science process rather than correct answers. Students would see a observation and
then try to devise a test using the scientific method to test the observation.
4.3.1 Fall 2007 Research Question 1 Results
Backward stepwise regression analysis determined the significant course compo-
nent predictors of exam performance. In the first step all course components were
entered into the regression. After three steps of elimination, the only variable entered
into the regression in the last step was the lab score. The lab score was the only
significant predictor of exam performance. It accounted for a significant 23.8 percent
of the variation in exam scores [F(1,64) = 20.019; p < 0.001]. The results are sum-
marized in table 4.1.
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Fall 2007 Results
Table 4.1: Fall 2007 Results-Course Component Backward Stepwise Regression Re-
sults.
Table 4.2 displays bivariate correlations, and means and standard deviations, for
the variables in research question one. As noted there, some predictor variables were
significantly correlated, and correlated with the criterion variable, with predictors
sharing variance ranging from 10.6 percent to 58.2 percent, and predictors sharing
variance with the criterion variable ranging from 3.7 percent to 23.8 percent.
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Fall 2007 Results
Table 4.2: Fall 2007 Results-Correlations for Course Components.
4.3.2 Spring 2008 Research Question 1 Results
Backward stepwise regression analysis was used to find significant course compo-
nent predictors of exam performance. All of the course components were entered into
the regression in the first step. The average clicker score was the worst exam perfor-
mance predictor. The average clicker score was eliminated from the regression after
the first step. The second step indicated homework, HBL, and labs were significant
predictors of exam performance. They accounted for 24.3 percent of the variation in
exam scores, a significant amount [F(3,197) = 21.111; p < 0.001]. The results are
summarized in table 4.3.
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Spring 2008 Results
Table 4.3: Spring 2008-Course Component Backward Stepwise Regression Results.
Bivariate correlations, means and standard deviations, for the variables in research
question one are shown in table 4.4. As noted there, some predictor variables were
significantly correlated, and correlated with the criterion variable, with predictors
sharing variance ranging from 0 percent to 9.3 percent, and predictors sharing variance
with the criterion variable ranging from 2.8 percent to 17.2 percent.
Spring 2008 Results
Table 4.4: Spring 2008-Correlations for Course Components.
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The spring professor designed the exams so that it consisted of homework style
problems, multiple choice questions, and essays. The analysis was repeated where
the course components were used to predict performance on each portion of the
exam. Each section of the exam was successfully predicted using some of the course
components ([FHW (3,197) = 12.607; p < 0.001], [FMC(3,196) = 19.880; p < 0.001],
[FEssay(2,198) = 24.902; p < 0.001]). The course components explained 16.1 per-
cent of the homework-style variation, 23.3 percent of the variation in multiple choice
problems, and 20.1 percent of the variation in essay scores.
The homework and labs were significant predictors on all portions of the exam.
The HBL average was a significant predictor on the homework style problems and
the multiple choice questions. The clickers were not predictors on any three portions
of the exam.
The order of significant predictors was the same for the multiple choice and es-
say sections of the exam. The clickers were not a predictor, followed by the HBL,
homework average, and the lab average. The HBL was a better predictor than the




Table 4.5: Spring 2008-Course Component Backward Stepwise Regression Results-
Homework-Style Problems.
Spring 2008 Results




Table 4.7: Spring 2008-Course Component Backward Stepwise Regression Results-
Essay Questions.
Spring 2008 Results
Table 4.8: Spring 2008-Correlations for Course Components.
4.3.3 Research Question 1 Analysis
Regression results indicated that the course components could be used to predict
Physics 1214 exam performance. The lab average was the best course component
predictor in both of the semesters. The lab uniquely explained 23.8 percent of the
exam variation in the fall semester, and 12.1 percent of the exam variation in the
spring.
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Analysis on the performance in labs has not been done before in any study, so
there is no literature with which to compare this surprising result. The question is
why did this result occur. It was the best significant predictor for both semesters,
so the results are consistent. One problem with regression is that it only gives the
relationship between variables, it does not explain why the relationship occurred.
Reasons can be speculated and then tested using different analysis.
One possible reason that the lab was the best predictor is it is a measure of student
motivation. It is not hard to earn a decent grade in lab, but you do have to give good
consistent effort to earn a high grade. The students who are willing to give the effort
rather than settle for a low A or high B are probably the same students who will do
whatever it takes to earn a high grade on the exam.
Another possible reason the lab was a good predictor is because the environment
is more controlled than the homework environment. Students usually do not bring
their textbook and there is no internet access in the labs. The equipment is several
feet from the nearest group, so interactions between groups is minimal. This limits
the student resources to their lab partner or the teaching assistant. The student
also faces a time limit because they need to finish the lab before they leave. This
environment is more similar to the exam than the homework. The students may
collaborate with whoever they wish when they complete the homework. This means
the homework grade may be less of an indication of the individual student knowledge
than the lab average.
The homework was a significant predictor during the spring semester explain-
ing 4.7 percent of the variation in exam scores. The homework average was not a
significant predictor during the fall semester, but it was the last variable that was
eliminated. The spring result is similar to other studies [40] [33] [38]. Most of the
studies in the literature review found the homework to be a predictor of exam per-
formance. This makes sense because the goal of homework is for students to learn
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problem solving techniques that are then applied in an exam. It is surprising that
the homework was also not a predictor in the fall. There are no obvious differences
between the homework that was assigned in the fall and spring. Both semesters got
their homework from the problems in the textbook. The students then completed
their homework online using the MasteringPhysics system.
The HBL average was a significant predictor in the spring semester, but it was
the worst significant predictor explaining 2.6 percent of the exam variation. It would
make sense that HBL was a good predictor because it forced the students to think
critically about Physics. There was a large writing component to this assignment
which forced the student to think about how their solutions were presented. The
students also did not have a large collaborative opportunity because the only people
they could get help from is their immediate neighbor. They could not seek help
from the internet because this was the first time that these HBL activities have been
attempted, so there was no website to find answers.
The clickers were nonsignificant predictors both semesters. The clickers essen-
tially measured student attendance. If the student attempted the problem then they
received credit. The student had to be in class to attempt the problem. This result
is consistent with a study found in the literature for first semester Physics. [35] This
seems to go against what seems logical about attendance. It seems that the more
people attend the better their score should be, but that does not seem to be the case.
Perhaps it is not the number that is important but the fact that students are willing
to miss class. Attendance is an effort measurement. Students who are not willing to
miss class probably are also willing to do what it takes to get a good grade. ANOVA
analysis for the spring semester found that the average of the students who had per-
fect attendance (0.6582) scored better (p=0.007) on the exam than students who were
willing to miss class at least one time (0.6112). ANOVA analysis also revealed signifi-
cant (p=0.031) GPA differences between students with perfect attendance (3.37) and
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students who are willing to miss class at least once (3.13). A more interesting result
showed that student who had perfect attendance had significantly higher exam scores
(0.6582 versus 0.5775, p=0.002) and GPA (3.37 versus 2.91, p=0.001)than students
who were willing to miss class once. There was not enough data to do similar analysis
in the fall semester.
These results indicate that there is not a predictive relationship between atten-
dance and exam performance, but attendance is still important. Attendance is an
effort measurement. The students have to be willing to go to class. The impor-
tance of attendance is also found in biology where Moore argued that attendance
reflects motivation, and motivation is one of the most important factors in student
performance. [47] Future research should examine this issue more.
The pre-class quizzes were also a non-significant predictor of exam performances.
These quizzes might be good predictors if they were graded for accuracy. It is possible
that the results might mirror the lab results. Even if students can earn a grade easily,
the students who are willing to put in the effort to make sure they get a high score
might perform better on exams. Future research might focus on analyzing if these
variables are successful predictors if they are graded for correctness.
The homework average and lab average were significant predictors of the multiple
choice questions, homework style problems, and essays even though these type of
exam questions are different styles. The HBL average successfully predicted multiple
choice questions and homework style problems. This indicated that the same predic-
tors successfully predicted different styles of exam questions. This possibly occurred
because the three sections of the exam were highly correlated. This indicates that
students who performed well on one section of the exam performed well on the other
sections of the exam. The correlations are shown in table 4.9.
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Spring 2008 Results
Table 4.9: Spring 2008-Correlations among test sections.
After analyzing the data several interesting things became apparent. The spring
semester had more significant predictors than the fall semester. This may have been
due to the small sample size in the fall semester. Another interesting thing that was
the order of importance of the predictors was the same even though the exam format
was different. The exams were just homework style problems in the fall, but the
spring exams included essays, multiple-choice questions, and problems. The lab was
the best predictor, followed by the homework. The clickers were always the worst
predictor of exam performance.
It is possible to predict exam performance using the course components. If a
professor wants to identify students who might potentially have trouble on exams then
they should look at students who are performing poorly on the labs or homework.
The significant exam performance predictors are summarized in the figure 4.1.
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Fall 2007 and Spring 2008 Results
Figure 4.1: Significant Predictors of Exam performance
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4.4 Research Question 2
Research Question 2: What ability variables are significant predictors of Physics 1214
exam performance?
Y = βGPAxGPA + βMathxMath + βSciencexScience (4.3)
Backward Stepwise Regression was used to eliminate the non-significant ability
variables until only significant predictor variables remained. The ability variables
used include: ACT math score, ACT science score, and GPA. The GPA was taken at
the beginning of the semester that the students participated in the study.
4.4.1 Fall 2007 Research Question 2 Results
The significant ability variable exam performance predictors were found using
Backward Stepwise Regression. The ability variables that were entered in the first
step included: GPA at the beginning of the semester, ACT math score, and ACT
science score. The squared semi-partial of the ACT math score was not significant, so
that variable was not included in further analysis. The GPA and ACT science score
were significant predictors of exam performance and accounted for a significant 56.5
percent of the variation in exam scores [F(2,52) = 33.716; p <0.001]. The results are
summarized in table 4.10.
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Fall 2007 Results
Table 4.10: Fall 2007-Ability variables Backward Stepwise Regression Results.
Table 4.11 displays bivariate correlations, means, and standard deviations for the
ability variables. Predictors shared variation with other predictors ranged from 2.2
percent to 46.2 percent, and predictors shared variation with the criterion variables
ranged from 23.9 percent to 40.6 percent.
Fall 2007 Results
Table 4.11: Fall 2007-Ability variables correlations.
4.4.2 Spring 2008 Research Question 2 Results
Backward Stepwise Regression was used to determine the significant ability vari-
able predictors of Spring 2008 exam performance. The ability variables were the same
as the fall semester. The ACT math score was not a significant predictor of exam
performance. It was eliminated in further analysis. The GPA and ACT science score
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were the only significant predictors of exam performance. They accounted for 56.5
percent of the variation in exam scores, a significant amount [F(2,160) = 78.313; p
<0.001]. The results are summarized in table 4.12.
Spring 2008 Results
Table 4.12: Spring 2008-Ability variables Backward Stepwise Regression Results.
Table 4.13 displays bivariate correlations, means and standard deviations, for the
ability variables used in research question two. Predictor-to-predictor shared variation
ranged from 18.9 percent to 37.0 percent, and criterion-to-predictor shared variation
ranged from 19.8 percent to 46.9 percent.
Spring 2008 Results
Table 4.13: Ability variables correlations.
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The analysis was repeated for the three sections of the exam. The ability variables
significantly predicted each of the sections of the exam ([FHW (1,196) = 93.597; p <
0.001], [FMC(2,159) = 57.077; p < 0.001], [FEssay(1,196) = 74.905; p < 0.001]). The
variables explained 32.3 percent of the variation in homework-style problems, 41.8
percent of the variation in multiple choice problems, and 27.6 percent of the variation
in essay questions.
The GPA was a significant predictor for all three sections of the exam and was
always the best predictor. The ACT science score was a significant predictor only for
the multiple choice section of the exam. The ACT math score was not a significant
predictor for any exam sections. The results are summarized in the tables below in
tables 4.14-4.17.
Spring 2008 Results




Table 4.15: Ability variables backward stepwise regression results-Multiple Choice.
Spring 2008 Results
Table 4.16: Ability variables backward stepwise regression results-Essay Questions.
Spring 2008 Results
Table 4.17: Correlations for Ability Variables.
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4.4.3 Research Question 2 Analysis
The ability variables were better predictors of exam performance than the course
components. The ability variables explained over 50 percent of the variation in exam
scores. The course components only explained around 20 percent of the variation in
exam scores.
The university GPA at the beginning of the semester that the student enrolled in
Physics 1214 was the best course component predictor in both of the semesters that
were tested. The GPA uniquely explained 32.6 percent of the exam variation in the
fall semester, and 29.7 percent of the exam variation in the spring. The results are
not too different from literature. In first semester Physics courses GPA was shown in
Bonham’s study to be the second best predictor. [38] The courses in this study and
Bonham’s study were run in a similar manner where homework was completed online.
The online homework used in the literature was Webassign as opposed to Mastering
Physics in the courses studied here. The major difference between this study and
Bonham’s study is how the math ability was measured. They used the SAT and it
was by far the best predictor. This study used the ACT to measure math ability.
So perhaps the reason that this study is different from the study in literature is that
the SAT math score might be a much better predictor of Physics exam performance
than the ACT math score. Future research could investigate if there are differences
in prediction ability between the ACT math and the SAT math exams.
It should not be surprising the GPA was a good predictor variable. GPA is a
measure of how much a student is willing to work. If a student is willing to work
hard they will have a high GPA. A student who works hard in their other courses
is likely to continue working hard in Physics. It is also not surprising that GPA is
a better predictor than the ACT score. The GPA reflects how hard a student is
working currently at the university, and the ACT reflects the ability of the students
when they were in high school.
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The ACT science score was a significant predictor during both semesters. The
ACT science in the fall semester explained 15.8 percent of the variation in exam
scores, and it explained 2.6 percent of the exam score variation in the spring semester.
This is consistent with literature results. There has not been a study in literature
using the ACT or SAT, but investigators have shown that science reasoning tests
designed by the authors could be used to predict exam performance. [33] [14]
The ACT math score was a non-significant predictor in the both semesters. This
is interesting because professors worry that the math ability of students is related
to course performance, and this would indicate that are better exam predictors than
math ability. This does not mean that there is no relationship between math ability
and exam performance. There are large significant correlations between the ACT
math score and the average exam score. The reason that the ACT math score is
not a significant predictor is the exam variation that the ACT math score explains is
already explained by the GPA and the ACT science score. This is demonstrated by
the small ACT math squared semi-partial which indicates the ACT math score by
itself explains a small amount of exam variation.
This result might be the most surprising result of this study. Most Physics pro-
fessors feel that strong math skills is required for success in Physics. The literature
results are mixed. Some literature agrees with this. Bonham [38]found the SAT
math score was the best predictor variable. Other research found grades in math
courses were sometimes a successful predictor. [5] [4] Other research showed math
pre-test scores were not successful predictors. [33] One possible explanation to the
inconsistent results is math may not be as good of a predictor of exam success as
once thought. Most mathematical concepts that is used in these courses is algebra
and trigonometry. Students should have seen these concepts before they encounter
them in Physics. If students have not seen these math concepts, it is still not a ma-
jor problem because these concepts are usually reviewed in the Physics class. Math
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score may not be a good predictor since the mathematical concepts are not extremely
difficult and are reviewed in class. Future research should investigate this surprising
result in more detail. The physics exam takes place within the framework of a course,
so it might be better to use performance in math courses as a predictor of success on
physics exams.
It is interesting that the order of importance of the predictors was the same for
both semesters even though the exam format was different. The GPA was the best
predictor, followed by the ACT science score. The ACT math score was always the
worst predictor of exam performance. It was also interesting that the same predictors
were significant on all three portions of the exam. This is not too surprising since the
three section were highly correlated.
It is possible to predict exam performance using the ability variables. If a professor
wants to identify students who might potentially have trouble on exams then they
should look at students who have a low GPA or who performed poorly on the ACT
science exam. These variables explained more variation in exam scores than the
course components. This is not surprising because these variables measure the ability
of a student. The results of this research question are summarized in figure 4.2.
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Fall 2007 and Spring 2008 Results
Figure 4.2: Fall 2007-Significant Predictors of Exam performance
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4.5 Research Question 3
Research Question 3: What behavioral variables are significant predictors of Physics
1214 exam performance?
Y = βMPEXPOST xMPEXPOST + βMPEXPRExMPEXPRE + βACT/REF xACT/REF
+ βSEN/INxSEB/IN + βSEQ/GLOxSEQ/GLO + βV IS/V ERxV IS/V ER (4.4)
The behavioral variables used to predict exam performance in this study were the
MPEX and the ILS. The MPEX was taken in the first and last week of the semester,
and the ILS was taken in the first week. A Backward Stepwise Regression was used
to determine the successful Physics exam performance predictors.
4.5.1 Fall 2007 Research Question 3 Results
Backward Stepwise Regression was used to find the behavioral variables that can
predict exam performance. The MPEX was given as both a pre- and post-test.
The Index of Learning Styles was given at the beginning of the semester. Each of
the four learning style scales was used to predict exam performance. After all non-
significant predictor variables were eliminated, only the active/reflective dimension
and the MPEX pre-test remained. They accounted for 26.9 percent of the variation
in exam scores, a significant amount [F(2,60) = 11.046; p <0.001]. The results are
summarized in table 4.18.
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Fall 2007 Results
Table 4.18: Fall 2007-Backward stepwise regression results
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Table 4.19 displays bivariate correlations, means, and standard deviations for the
behavioral variables used in research question three. Some correlations reached sta-
tistical significance, with the variation between predictors ranging from 0 percent to
58.4 percent, and the variation between the criterion and predictor variables ranging
from 0.1 percent to 21.4 percent.
Fall 2007 Results
Table 4.19: Fall 2007-Correlations between the variables
4.5.2 Spring 2008 Research Question 3 Results
Backward Stepwise Regression was used to see what behavioral variables can
predict exam performance. All of the variables were entered in the regression in the
first step. Unfortunately each step failed the linear assumption of regression, so any
analysis on this data is questionable. The results are summarized in table 4.20.
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Spring 2008 Results
Table 4.20: Backward stepwise regression results
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Bivariate correlations are displayed for the behavioral variables used in research
question three. Means and standard deviations are given on the diagonal. A few
correlations reached statistical significance, with variation between predictors rang-
ing from 0 percent to 27.4 percent, and criterion-predictor variation ranging from 0
percent to 2.4 percent.
Spring 2008 Results
Table 4.21: Correlations between the variables
The process was repeated on each of the three sections of the exam. Unfortu-
nately every step failed the linear assumption of regression, so analysis on this data
is questionable.
Spring 2008 Results
Table 4.22: Correlations Results.
49
4.5.3 Research Question 3 Analysis
The behavioral variables explained the variation in exam scores just as well as
the course components in the fall, but in the spring did a poor job of explaining
the variation in exam scores. The behavioral variables explained 26.9 percent of the
variation in exam scores in the fall, and just 2.2 percent in the spring. The reason
the spring results may have done a horrible job predicting exam performance was
because the spring results failed the linear assumption of regression (Appendix C.6),
so any analysis of the spring results is questionable.
In the fall the active/reflective dimension was the best predictor of exam scores.
The active/reflective dimension uniquely explained 21.1 percent of the exam varia-
tion in the fall semester. It had a negative correlation with the exam scores which
suggested the more reflective a student was the higher they scored on the exam. This
might have occurred because exams seem to favor reflective students because active
students are forced to be passive during exams. This also may have showed that it
is important to be an abstract thinker in Physics because a lot of ideas in Physics is
abstract.
The active/reflective dimension was a significant predictor in the fall, so it might
seem likely that the sensing/intuitve dimension would be a significant predictor. Ev-
ery student who was a sensing student was also an active student, and every student
who was a reflective student was also intuitive. The reason that the results were not
the same was the two dimensions were not highly correlated. For example, this means
a student with a high active score was not necessarily a high scoring sensing student.
There has not been Physics research on learning styles, so there is no way of
knowing if this is consistent with the first semester studies. It is a not surprising
that there was no relationship between exam performance and the visual/verbal di-
mension. Classes in physics are taught utilizing both dimensions, so there should
not be much of a relationship. It is also not surprising there is no relationship with
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the sequential/global dimension. Physics courses are typically taught in a way that
utilizes both dimensions. Professors are typically worried about the ”big picture”,
but classes are also often taught in a structured manner where one idea logically leads
to the next idea. Since one dimension is not a particularly favored, then there should
not be a major surprise that there is no relationship.
The MPEX pre-test was a significant predictor in the fall semester. It explained
7.2 percent of the variation in exam scores. This indicated that students who thought
like expert physicists at the beginning of the semester performed better on exams.
The idea that Physics attitude is important is somewhat consistent with literature.
Perkins [6] found that gain in some Physics courses was related to Physics attitude.
This results should make sense. Students who think like a Physicist should perform
better. These students are thinking in a similar manner to the professor who designed
the test. This might mean they are more likely to give the answer that the professor
expects. The MPEX results also indicate that these students seek understanding
rather than memorization. This is another possible explanation for the predictive
relationship.
The MPEX post-test was barely a significant predictor in the spring semester. The
MPEX post-test explained 2.2 percent of the variation in exam scores. The other
variables were not significant predictors of exam performance. Since the linearity
assumption failed, this result is questionable.
The relative order of eliminated predictors were similar. The visual/verbal dimen-
sion was the worst predictor, followed by a MPEX score (post-test for fall, pretest for
spring) the sensing/intuitive dimension, and the sequential/global dimension.
Most of the behavioral variables are poor predictors of exam performance. A
possible reason for this is Physics is a class that is traditionally taught using all
learning methods. There are active components in Physics labs, discussion sections,
and clickers, but the lectures are often designed to favor reflective learning. A similar
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argument can be made for the sensing/intuitive dimension. The other two dimen-
sions have already been discussed. A professor would probably be better examining
the ability variables to predict exam performance. If a professor wanted to use the
behavioral variables then they should use the active/reflective dimension.
4.5.4 More Analysis on Learning Styles
Since learning styles proved to be a poor predictor of Physics 1214 exam per-
formance, it was decided to investigate the role of learning styles in more detail.
A one-way ANOVA was used on each course component to determine if significant
performance differences occurred due to learning style. Most ANOVA assumptions
(independence, normality, and homogeneity of variance)were passed. The analysis
was repeated in the few occasions when the homogeneity of variance assumption
failed.
4.5.5 Results-Active/Reflective Dimension
The data was analyzed using a one-way ANOVA where each course component
was tested for performance differences due to the active/reflective learning style. The
only significant result in the fall semester was exam performance [F(1,63) = 7.650; p
=0.007]. This analysis indicated that reflective students had a higher average exam
score than active students. There were no differences in performance due to learning
style for any of the other course components.
In the spring semester the only significant result was homework [F(1,180) = 9.516;
p =0.002] where active students scored higher than reflective students. There were
no performance differences due to the active/reflective dimension for any of the other
course components. The results are summarized in table 4.23 and table 4.24.
The homework, clicker, and homework style exam problems failed the homogene-
ity of variance assumption for ANOVA, but the previous results were confirmed using
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the non-parametric statistic Mann Whitney. The advantage of using this statistic
is the data does not have to pass the homogeneity of variance test. There was a
significant difference on homework performance [Z = -3.190; p =0.001] where active
students scored higher than reflective students. There was not a significant perfor-
mance difference for clickers [Z = -0.745; p =0.456] or homework-style exam problems
[Z = -1.372; p =0.170].
Fall 2007 Results
Table 4.23: Fall 2007-ANOVA analysis for active/reflective dimension.
Spring 2008 Results
Table 4.24: Spring 2008-ANOVA analysis for active/reflective dimension.
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4.5.6 Results-Sensing/Intuitive Dimension
Course component performance differences due to the sensing/intuitive learning
style was tested using a one-way ANOVA. For both semesters every student who
was an active student from the previous analysis was a sensing student, while every
student who was a reflective student was an intuitive student. This meant the analysis
from the previous section did not change. The significant result in the fall was exam
performance [F(1,63) = 7.650; p =0.007]. This indicated that intuitive students had
a higher average exam score than sensing students. There were no differences in
performance due to learning style for any of the other course components.
The significant result in the spring semester was homework [F(1,180) = 9.516;
p =0.002] where sensing students scored higher than intuitive students. The sens-
ing/intuitve dimension did not cause significant performance differences for any other
course component.
The homework, clicker, and homework style exam problems failed the homogene-
ity of variance assumption for ANOVA. The non-parametric statistic Mann Whitney
confirmed the ANOVA results. There were significant differences on homework per-
formance [Z = -3.190; p =0.001], but there was no performance differences on clickers
[Z = -0.745; p =0.456] or homework-style exam problems [Z = -1.372; p =0.170].
4.5.7 Results-Visual/Verbal Dimension
The data was analyzed using a one-way ANOVA. Performance differences for each
course components was tested for significant differences due to the visual/verbal learn-
ing style dimension. No results were significant for either semester. This indicated
that there were no differences in performance due to the visual /verbal learning style
dimensions for any of the course components. The results are summarized in Table
4.25 and table 4.26.
The homework failed the homogeneity of variance test in the fall semester, but
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the results were confirmed using Mann-Whitney [Z = -0.245; p =0.806]
Fall 2007 Results
Table 4.25: Fall 2007-ANOVA analysis for visual/verbal dimension.
Spring 2008 Results
Table 4.26: Spring 2008-ANOVA analysis for visual/verbal dimension.
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4.5.8 Results-Global/Sequential Dimension
The data was analyzed using a one-way ANOVA where each course components
was tested for performance differences due to the global/sequential learning style.
The significant results were homework performance [F(1,63) = 10.475; p =0.002] and
pre-class quiz performance [F(1,63) = 8.420; p =0.005]. There were no differences in
performance due to learning style for any of the other course components.
The homework, pre-class quizzes, and clickers failed homogeneity of variance tests
so these results were confirmed using the non-parametric statistic Mann-Whitney.
There were significant performance differences on the homework due to learning style
[Z = -2.758; p =0.0062]. The sequential students performed better than global stu-
dents. There also was significant performance differences on the pre-class quiz due to
learning style [Z = -2.607; p =0.009]. This indicated that sequential students scored
higher on the pre-class quizzes than global students. There were no performance
differences on the clicker average [Z = -1.443; p =0.149].
The only course components in the spring semester that had significant differences
due to the global/sequential dimension were the clickers and the labs. Sequential stu-
dents tended to score higher on both course components than global students. There
were no significant performance differences for any of the other course components.
Clickers, labs, and essay questions failed the homogeneity of variance test, but
the results were confirmed using the Mann-Whitney test. Sequential students scored
higher on clickers [Z = -2.267; p = 0.023] and on the lab [Z = -2.224; p =0.026].
There were no differences on the essay questions [Z = -0.032; p = 0.974].
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Fall 2007 Results
Table 4.27: Fall 2007-ANOVA analysis for global/sequential dimension.
Spring 2008 Results
Table 4.28: Spring 2008-ANOVA analysis for global/sequential dimension.
4.5.9 Learning Style Conclusions
The ANOVA results indicated that performance differences occurred a few times
due to student learning style, but the majority of the time there was no difference
due to learning styles. This means that an instructor may not need to be con-
cerned with student learning styles when teaching Physics. No learning style seems
to have an advantage over another learning style. The students tend to earn the same
grade regardless of learning styles. As discussed earlier, a possible explanation why
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the learning styles performed the same was most Physics professors utilize multiple
teaching methods in their courses.
Further investigation should be conducted using a different learning style model
to see if there are similar results.
4.6 Research Question 4
Research Question 4: What other variables are the significant predictors of Physics
1214 exam performance?
Y = βLABATT xLABATT +βHELPATT xHELPATT +βPHY S1xPHY S1+βHELPROOMxHELPROOM
(4.5)
The variables used in this research question were analyzed only for the spring
semester. These variables were variables that were suggested during the oral qualifier
exam, that is why the analysis is only for the spring semester. The variables used
in this question include: lab attendance, attendance in exam help sessions, the time
that the student spent in the Physics helproom, and the Physics 1114 grade.
The lab attendance score was the number of times that the students missed lab.
The attendance in the help sessions was the number of help sessions that the students
attended. The Oklahoma State Physics Department Society of Physics Students held
help sessions before each of the four exams. Students who attended signed a sheet at
the help session to indicate their attendance. The students received no extra credit for
attending the help sessions and were not required to attend. The time the students
spent in the helproom was the total time in hours that each individual student spent
in the helproom. The Physics department provides a room where students can ask
teaching assistants for help on Physics problems or concepts. Students who used the
helproom signed a sheet indicating when they arrived and left. The Physics 1114
grade was the total grade at the end of the semester.
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4.6.1 Spring 2008 Research Question 4 Results
Backward Stepwise Regression was used to find variables that predict exam per-
formance. All of the variables were entered in the regression in the first step. Initially
the worst predictor of exam performance was the lab attendance, followed by help
session attendance, and time spent in the Physics helproom. The only significant
predictor was the Physics 1 grade. It accounted for 50.6 percent of the variation in
exam scores, a significant amount [F(1,157) = 161.043; p <0.0001]. The results are
summarized in the table below.
Spring 2008 Results
Table 4.29: Spring 2008-Backward stepwise regression results
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Bivariate correlations, means, and standard deviations are displayed for the vari-
ables used in research question four. It should be noted that some correlations reached
statistical significance, with predictor-to-predictor shared variance ranging from 0.3
percent to 20.0 percent, and criterion-to-predictor variance ranging from 0.5 percent
to 54.5 percent.
Spring 2008 Results
Table 4.30: Spring 2008-Correlations between the variables
The process was repeated using the three sections of the exam. Performance
was successfully predicted on all three sections ([FHW (1,157) = 128.152; p < 0.001],
[FMC(2,155) = 68.860; p < 0.001], [FEssay(1,157) = 49.776; p < 0.001]), but the
Physics 1114 grade was usually the only significant predictor variable. These variables
explained 44.9 percent of the variation in the homework-style problems, 47.0 percent
of the variation in multiple choice problems, and 24.1 percent of the variation in essay
questions.
The Physics 1114 grade was a significant predictor on all three sections of the
exam. The time spent in the Physics helproom was barely a significant predictor for
the multiple choice section. The lab attendance and help session attendance were not
significant predictor variable for any of the sections of the exam.
The order that the variables were eliminated was the same for the homework-style
problems and the essay questions. The time spent in the helproom was eliminated
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first, followed by help session attendance, and the lab attendance. The results are
shown in the tables below.
Spring 2008 Results
Table 4.31: Backward stepwise regression results-Homework-Style Problems.
Spring 2008 Results
Table 4.32: Backward stepwise regression results-Multiple Choice Questions.
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Spring 2008 Results
Table 4.33: Backward stepwise regression results-Essay Questions.
Spring 2008 Results
Table 4.34: Correlation Results.
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4.6.2 Research Question 4 Analysis
Overall these variables did a poor job of explaining the variation in exam scores.
The lab attendance, help session attendance, and time spent in the helproom were
all non-significant predictors of exam performance. The Physics 1114 grade was an
excellent predictor of exam performance. It explained 50.6 percent of the variation in
exam scores. There is not research in literature indicating if prior performance in first
semester Physics relates to performance in second semester Physics, but there is simi-
lar research. Sadler [10] found that the high school Physics course is a good predictor
of university Physics performance. Both Sadler’s study and my study demonstrated
that prior Physics performance can predict future Physics performance. This result
also demonstrates the importance of student motivation. If a student works hard in
the past then they will probably continue working hard in future courses.
The attendance variables also did a poor job of predicting each section of the
exam. The Physics 1114 grade predicted all three sections of the exam. The only
other variable to predict a section of the exam was the time spent in the helproom,
which predicted the multiple choice section of the exam. Just like the previous three
research questions it seems that if a variable is a good predictor of one section of the
exam then it will predict the other sections of the exam even though the style of the
sections is different.
These variables seemed to explain close to the same amount (around 45 percent) of
the variation in homework-style problems and multiple choice questions, but explained
24.1 percent of the variation of essay questions. This indicates that these variables
did not do as good of a job at predicting essay questions.
A possible reason that the variables other than Physics 1114 grade may have been
poor predictors is low student participation. Twenty eight students attended at least
two help sessions, and nineteen students spent more the 7.5 hours in the Physics
helproom. The reason the lab attendance was a bad predictor was students rarely
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missed more than one time. The students had one drop, but any other absence would
be a zero. When there is only ten labs and one exam a single unexcused absence
would almost cost the student a letter grade. This caused students to rarely miss
more than one time.
Research should focus on the motivation of the student. Rather than investigating
the number of absences, the focus should be if there are differences in performance if
a student is willing to attend a help session at least once. If a student is willing to
attend a help session, even though they are not required to attend, may indicate their
motivation is higher. This might lead to higher exam scores. ANOVA analysis on
the spring semester found no performance differences if a student attends at least one
help session versus not attending any help session. When the number is increased to
two help sessions there were significant performance differences (p=0.002). Students
who attended at least two help sessions performed better (0.6838) than students who
attended less than two help sessions (0.6114). This gets back to student motivation.
Attending only two help sessions would not help the students on all four exams, but
it does indicate that a student is willing to work to earn their grade.
Similar research focused on performance differences between people who are will-
ing to spend at least one hour in the helproom compared to people who do not attend
helproom office hours. ANOVA results indicated that there were no performance dif-
ferences between people willing to spend one hour compared to people who do not go
to office hours. There also were no performance differences for students who spend
five hours in the helproom. There were significant (p=0.008) performance differences
for students who spend at least 7.5 hours (0.6870) as compared to students who spend
less than 7.5 hours (0.6125). This again indicates that students who are motivated
will earn high grades.
The results for both the help session and the time spent in office hours shows
that while these variables may not be predictors, they still give valuable insight into
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student motivation. The number may not be important, but the motivated students
who are willing to put the effort in the course do perform better than students who
do not put the extra effort into the class. The predictor variables are summarized in
figure 4.3.
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Fall 2007 and Spring 2008 Results
Figure 4.3: Significant Predictors of Exam performance
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4.7 Research Question 5
Research Question 5: What are the significant predictors of Physics 1214 exam per-
formance?
Yfall = βMPEXPRExMPEXPRE + βACT/REF xACT/REF + βLABxLAB
+ βSCIENCExSCIENCE + βGPAxGPA (4.6)
Yspring = βHOMEWORKxHOMEWORK +βLABxLAB +βHBLxHBL+βSCIENCExSCIENCE
+ βGPAxGPA + βMPEXPOxMPEXPO + βPHY S1xPHY S1 (4.7)
The predictor variables used in this research question are the significant exam
predictors from the previous four research questions. A Backward Stepwise Regression
is used to eliminate all non-significant exam predictor variables.
4.7.1 Fall 2007 Research Question 5 Results
In the final analysis all significant predictor variables from the previous questions
were entered into the regression. Backward Stepwise Regression eliminated non-
significant variables until only significant variables remained. The variables included
in the analysis included: lab average, GPA, ACT science score, the sensing/intuitive
dimension and the MPEX pre-test.
The first non-significant predictor that was eliminated was the lab average, fol-
lowed by the MPEX pre-test, and the active/reflective dimension. The only significant
exam performance predictors were the GPA and ACT science score. They accounted
for 56.5 percent of the variation in exam scores, a significant amount [F(2,52) =
33.719; p < 0.001]. The results are summarized in table 4.35.
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Fall 2007 Results
Table 4.35: Fall 2007-Backward stepwise regression results.
Table 4.36 displays bivariate correlations, and means and standard deviations, for
the variables in research question five. Some predictor variables were significantly
correlated, and correlated with the criterion variable. Some correlations reached
statistical significance, with predictor-to-predictor shared variance ranging from 0.4




Table 4.36: Fall 2007-Correlations between the variables.
4.7.2 Spring 2008 Research Question 5 Results
The variables included in the analysis included: homework average, lab average,
HBL average, GPA, ACT science score, Physics 1 grade, and the MPEX post-test.
Backward Stepwise Regression was used to eliminate all non-significant predictor
variables until only significant predictor variables remained.
The first variable removed was the MPEX post-test, followed by the HBL average,
and then the ACT Science score. The significant predictors were the homework




Table 4.37: Spring 2008-Backward stepwise regression results.
Bivariate correlations, means, and standard deviations are displayed for the vari-
ables used in research question five. Some correlations reached statistical significance,
with predictor-to-predictor shared variance ranging from 0 percent to 63.4 percent,
and criterion-to-predictor variance ranging from 2.1 percent to 51.8 percent. The
results are summarized in table 4.38.
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Spring 2008 Results
Table 4.38: Spring 2008-Correlations between the variables.
The analysis was repeated for each of the three sections of the exam. The predictor
variables were successful at predicting each of the sections of the exam ([FHW (3,155)
= 55.384; p < 0.001], [FMC(3,130) = 49.527; p < 0.001], [FEssay(2,155) = 85.583; p
< 0.001]). The variables explained 51.7 percent of the variation in homework-style
problems, 53.3 percent of the variation in multiple choice problems, and 52.5 percent
of the variation in essay questions.
The Physics 1114 grade was always the best predictor of exam performance, and
the lab grade was the second best predictor for all three sections of the exam. The
essay questions had no other significant performance predictors. The ACT science
score was a predictor of the multiple choice questions, and the homework success-
fully predicted the homework-style exam problems. There were no other significant
predictors of any of the sections of the exam.
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Spring 2008 Results








Table 4.41: Spring 2008-Backward stepwise regression results-Essay Questions.
Spring 2008 Results
Table 4.42: Spring 2008-Correlations between the variables-Homework Style.
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Spring 2008 Results
Table 4.43: Spring 2008-Correlations between the variables-Multiple Choice.
Spring 2008 Results
Table 4.44: Spring 2008-Correlations between the variables-Essay.
4.7.3 Research Question 5 Analysis
The results (summarized in figure 4.4) indicated that the ability of the student was
the best method of predicting exam performance. The only variables that predicted
exam performance in the fall was the university GPA and the ACT science score.
The GPA was the best predictor variable. Students who performed well in university
courses prior to taking Physics continued to perform well. No course component
was a significant exam performance predictor. These results are somewhat consistent
with Bonham’s results for a first semester algebra-based Physics course. [38] Bonham
found that ability variables were the best predictor, but his ability variables were
different. He found that the SAT math was the best predictor. Possible reasons for
this difference was discussed in the research question 2 analysis. In the spring the
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ability variables GPA and Physics 1114 grade were significant predictor variables. The
significant course component predictors were the lab grade and the homework average.
The overall best predictor in the spring was the Physics 1114 grade. This means
students who performed well in Physics 1114 continue to perform well in Physics
1214. The second best predictor was the lab grade, followed by the GPA, and then
the homework average. Again these results are similar to Bonham’s result for a first
semester Physics Course.
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Fall 2007 and Spring 2008 Results
Figure 4.4: Significant Predictors of Exam performance
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Student learning style poorly predicted exam performance. The active/reflective
dimension was not significant in the fall, and no learning style variables tested sig-
nificant in research question three for the spring semester. This would indicate that
there is no relationship between exam performance and learning style. One interpre-
tation is a professor may not need to be too concerned with the learning styles of
the students. An alternate interpretation is there are not differences due to student
learning styles because the method that Physics is traditionally taught incorporates
many learning styles.
Student attitude in Physics was also a poor predictor of exam performance. The
MPEX pre-test was a non-significant predictor in the fall, and the MPEX post-test
was non-significant in the spring. This result indicates the students who perform well
in courses do not necessarily think in the same manner as a physicist. There is no
relationship between course performance and the way that students think about the
physical world either before or after instruction. This may have occurred because
student attitude is not as important a factor as ability and motivation. Exams test
content knowledge not student attitude think. This may give the appearance that
the faculty are not concerned with student attitude, just correct answers. This means
the students worry about getting the concepts correct rather than a way of thinking.
The attitude results not being related to exam performance is somewhat consistent
with the results of Perkins. [6] A difference between Perkin’s study and this study
is the number of variables. Perkins only compared the test results to student gain.
There were not other variables. If Perkins had more variables then attitude may have
not been a relationship. He also had inconsistent results. There were only significant
gains in two of the four courses that he surveyed. Difference between this study and
Perkins also could have been from different surveys. He used a survey that was similar
to the MPEX called the CLASS. [73] Pollack [35] did incorporate more variables in
his study and found no significant correlation between student attitude and student
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performance.
The two semesters were fairly similar with the ability/effort variables being the
best predictors and the behavioral variables not significant predictors. The course
components were different between the two semesters. There were more predictors in
the spring semester. A possible explanation for this is the exam format was different,
so perhaps the students studied differently which lead to different significant course
component variables.
It is interesting to examine the various sections of the exam for the spring semester.
The Physics 1114 grade predicted all three sections and the lab average predicted the
homework style questions and the multiple choice section of the exam. This would
indicate that there is some consistency in the sections of the exams. It is interesting to
note that each section of the exam had one unique predictor variable. The homework
style questions had the homework average as a predictor variable. Both the homework
style section of the exam and the homework was focused on solving problems. The
multiple choice section of the exam had the ACT science score as a predictor variable.
Both of these exams are multiple choice exams. This means the three sections of
the exam had common predictor variables and unique predictor variables where the
student performs activities that are similar to that section of the exam.
Based on the results presented here, it appears that the traditional course compo-
nents are not the best predictors of exam performance. An instructor would hope to
be able to predict the exam performance using the course components. This would
indicate a relationship exists between daily activities and exam performance. Unfor-
tunately that is not happening consistently. The course components are not doing as
good of a job of predicting the exam performance as ability or motivation. Only two
course components were significant over the two semesters tested. Exam performance
can be explained mostly by student ability and motivation. Students who perform
well in Physics 1114 or in other courses continue getting high scores. Additionally
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an instructor would hope their course trains the way the student thinks about the
physical world, but there is not a relationship between student attitude and course
performance.
4.8 Discussion and Future Research
The results of this study has introduced several interesting new research questions.
One of the more interesting results was that the physics lab was a better predictor
of exam performance than the homework. One possibility for this is the conditions
that the lab were administered were similar to the exam conditions. Students had
to finish the labs within a time limit. The students were also limited on where they
can get help. Students in the lab only had their lab partner a teaching assistant
as a source for help. When students attempt homework they have other textbooks,
other students, faculty, graduate students in the helproom, and the internet as means
to get help. So one possible reason that the lab was the best predictor was it was
administered in a way that is similar to the exam. To test this students could be
forced to complete their homework in a discussion section setting, and then see if the
homework predicts exam performance as well as the labs.
Another possible explanation to the why the lab was a good predictor is student
motivation. It is not hard to get a good grade on the lab, but it is hard to earn a high
A. The students who are willing to put the effort in this class are probably the same
students who are willing to study and earn exam grades. This situation could be
reproduced by giving homework questions in class. Design the questions and grading
so that it is easy to earn an B, but it is hard to get a high A. If student motivation
is an important predictor than this will probably show up as a predictor.
Another interesting result from this study was the ACT math score being a poor
predictor of exam performance. Most physics faculty believe that math ability and
performance are highly correlated. Some faculty give a math pre-test so the students
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can decide if they are ready to take the course. These results would indicate that
this may not be necessary, but more research should focus on this question. It is a
possibility that standardized test conditions may be so different from class conditions
that it would not be a good predictor. Another reason that the math result may have
been a poor predictor is it has been several years since most of the students took the
ACT. Research should focus on more recent math achievements. Possibilities include
giving the students a math pre-test or using their GPA in math courses as exam
performance predictors.
An interesting direction from this study for future research would be to repeat the
research on learning styles using a different learning style model. This study indicated
that a Physics professor should not be concerned with student learning styles. This
may have occurred because most Physics courses are designed to implement many
learning style methods. This may not be true in other subject areas. This may be
why the research is inconsistent with research on other subjects, so research using a
different learning style model should be performed.
Other future research questions could investigate more second semester exam pre-
dictors. One possible predictor might be paper-based homework. The homework used
in this study was all completed on the MasteringPhysics web system. The problems
on the exam were all completed on paper, so it would be interesting to determine if
paper-based homework does a better job of predicting exam performance. Another
possible course component predictor could be group-work activities. These activities
could be designed so it is easy to earn a B, but hard to earn an A. If the results are
similar to the lab then students who are willing to put in the effort should perform
well on the exam. A final possible predictor could be the science GPA of students
who take a Physics course. Science GPA might be a better indicator of exam per-
formance because students are more interested in their science courses as compared
to general education courses. This might make the GPA a better predictor of exam
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performance.
In the spring I plan on podcasting my lectures on iTUnes U, and investigating
how this change effects the results. If motivation is really the important factor behind
student success then I expect that the number of times students who are motivated
an watch the podcasts should be able to predict exam performance. This also might
make attendance a better predictor because some students might decide that they do
not need to come to class because of the podcasts.
Future research also should investigate significant predictors in the other Physics
courses. These results should be generalizable because it takes similar skills to succeed
in these general Physics courses. These results were similar to first semester algebra-
based Physics research. My results were fairly consistent with Bonham’s [38] results.
We did not used the same predictor variables. In both cases ability or motivation
variables were the best predictor variables. There has not been a first semester study
that used as many predictors as this study did,so it would be interesting to go in more
detail for a first semester Physics course. It would also be interesting to examine
calculus-based Physics courses and see if similar results occur.
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4.9 Project Summary
This study will be the first study that addresses the following topics:
1. All significant measurable course component predictors were identified. The best
course component predictor of Physics 1214 exam performance was determined.
The lab was a significant predictor in both semesters. The homework was a
significant predictor in the spring. No other course components were significant
predictors of exam performance. The lab may have been a good predictor because
the lab has a controlled environment. Another explanation to the lab is it is a good
measure of motivation. Students who are willing to work hard in the lab probably
work hard in class.
2. The role of academic ability in predicting exam scores was determined. In both
semesters the ACT science score and GPA were significant predictors of exam
performance. The GPA is another example of student motivation being a good
predictor of exam performance.
3. The relationship between student behavior variables and the exam performance
was found. In the fall semester both the active/reflective dimension and the MPEX
pre-test could predict exam performance. In the spring semester the MPEX
post-test predicted exam performance. Student learning styles and how much a
student thinks like an ”expert physicist” are poor predictors of exam performance.
A possible explanation for this is the professor rarely worries about teaching a
thinking method while teaching class.
4. It was found there was not many performance differences on the course
components due learning styles. This possibly occurred because Physics is taught in
a manner that incorporates multiple learning styles. This means no student is
shown preferential treatment. The subjects in the literature always were taught
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where a particular learning style was unintentionally favored.
5. It was determined what other factors could be used to predict exam performance.
Time spent in the helproom, class attendance, lab attendance, and exam help
session attendance could not be used to predict exam performance. These variables
were important measures of motivation even if they were poor predictors. There
were significant performance differences between students who had perfect
attendance and students who missed at least one class. Students who did not miss
class outperformed students without perfect attendance. There were also
performance differences between students who attended two exam review session
and students who attended less sessions. Students with who attended two helps
sessions scored higher on exams. Finally students who spent at least 7.5 hours in
the helproom scored higher on exams than students who spent less time.
6. The student’s performance in Physics 1114 could be used to predict exam
performance. This also could be a measure of motivation. Students who were
motivated in the past continue to stay motivated.
7. The only variable that was a consistent predictor when all of the significant
predictors was combined in a research question during the two semesters was the
GPA. The reason that the fall semester probably did not have many predictors was
the small sample size. If the sample size was larger the results might have been
more consistent with the spring results. The best predictor of Physics 2 exam
performance appeared to be either the GPA or the Physics 1 grade.
8. The style of questions asked in the spring semester varied from homework-style,
multiple choice or essay questions, but essentially the same predictor variables
predicted the different sections of the exam. The Physics 1 grade and the lab were
consistent predictors.
9. The different sections of the exam usually varied by one variable. The homework
predicted homework style questions, and the ACT science score predicted the
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multiple choice questions. This means that the variable that was different for the
sections of the exam utilizes similar skills as that portion of the exam.
This is the only study that author is aware of that has investigated a second
semester Physics course. No first semester studies have used as many predictor
variables as this study. The result that ability variables are better predictors of
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A.1 Consent Form Fall Semester
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I have attached copies of some of the instruments that will be used in this study along





B.2 Expert Response to MPEX
1. Disagree 18. Agree
2. Disagree 19. Disagree
3. Agree 20. Disagree
4. Disagree 21. Disagree
5. Agree 22. Disagree
6. Agree 23. Disagree
7. Agree 24. Disagree
8. Disagree 25. Agree
9. Disagree 26. Agree
10. Disagree 27. Disagree
11. Agree 28. Disagree
12. Disagree 29. Disagree
13. Disagree 30. Agree
14. Disagree 31. Agree
15. Disagree 32. Agree
16. Disagree 33. Disagree
17. Disagree 34. Agree
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B.4 Scoring the ILS
This is the method to determine the learning style as determined by Felder. For
each question place a one in the appropriate blank and then sum the number of a’s
and b’s.
Now subtract the smaller of the two sums from the larger of the two sums and
place the letter of the larger letter next to the difference. This will determine how
active or reflective a learner is.
Act/Ref = (larger − smaller)(letteroflargervalue) (B.1)
If the score is between one and three then the learner is fairly well balanced. If the
score is between five and seven then there is a moderate preference. The student will
learn more easily using techniques that favor this style. If the score is between nine
and eleven then there is a strong preference for one of the styles, and the student may
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encounter difficulty if this style is not used in instruction. Use the same procedure
for the other learning categories.
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For statistical purposes Felder suggested scoring an (a) response as a 1, and a (b)
response as a 0. This means that a student’s possible score on a dimension ranges
between 0 and 11. So, for example, on the active/reflective dimension (a) responses
represent an active preference and (b) responses represent a reflective preference. The
suggested scoring method for statistical analysis becomes: a score of 0 to 1 represents
a strong reflective preference, 2 or 3 represents a moderate reflective perspective, 4 or
5 a mild preference for reflective, 6 or 7 a mild preference for active, 8 or 9 a moderate
preference for active, and 10 or 11 a strong preference for active. This scoring system





A brief statistics review is given in this section for the benefit of readers unfamiliar
with advanced training in statistics. This review will not demonstrate calculations,
but explain techniques used in the literature review and this study. Each statistical
technique answers a specific research question. The goal in any study is to match the
technique and research question. The techniques reviewed are:
1. Correlation- What is the relationship between two variables?
2. Regression - Can a set of predictor variables predict the criterion variable?
3. Analysis of Variance (ANOVA) - Are the mean differences between groups
significant?
Each technique will be discussed in more detail.
C.1 Correlation
The Pearson correlation coefficient [75] [76] [77] [78](r) gives the relationship be-
tween two variables. It is possible to have strong, weak, or no correlation. As an
example let’s consider the correlation between exam grade and homework grade (as
seen below). A strong positive correlation indicated students that scored high on
the exam also scored high on the homework. A strong negative correlation indicated
students who scored high on the exam scored low on the homework, and students
who scored high on the homework scored low on the exams. No correlation indi-
cated there is no meaningful relationship between the two variables. The Pearson
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correlation coefficient is given by:
r =
∑
(xi − x)(yi − y)
SxSy
(C.1)
where xi and yi are the individual scores, x and y are the means of the two vari-
ables, and Sxand Sy are the respective standard deviations. The standard deviations








N − 1 (C.3)
The possible values for correlation range from -1 to +1. The correlation values give
both the direction of the correlation and the strength. The direction of the correlation
is given by the sign of the correlation coefficient. A positive correlation means that
high scores for one variable correspond with high scores on another variable, and low
scores on one variable correspond with low scores on another variable. A negative
correlation means that high scores on one variable correspond with a low score on
the other variable. Examples of positive and negative correlations are shown in figure
C.1. The other information that the correlation coefficient gives is the strength of the
correlation. The closer the value of the correlation coefficient is to | 1 | the stronger
the correlation. Examples of strong and weak correlations are given below in figure
C.1.
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Figure C.1: Positive, Negative, and Weak Correlation
Correlation does not explain why relationships between variables occur, it only
determines if a relationship between two variables exist. The Pearson correlation coef-
ficient is rarely interpreted. The interpreted value is the coefficient of determination
(r2). The coefficient of determination represents the shared or explained variation
between two variables. For example, if (r2) for the earlier example was 0.48, then 48
percent of the variation between the homework and exams were shared. The shared
variation is shown in figure 2 by area 2. The unexplained variation between two
variables is found by:
UnexplainedV ariation = 1− r2 (C.4)
The unexplained variation for the example would be 0.52. This is interpreted as
52 percent of the variation in the exam score was not due to the homework, it was
due to other unmeasured variables. This is shown in the figure below by area 1.
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Figure C.2: Correlations among two variables
The correlation coefficient is tested for significance with a t-test. The null
hypothesis tested is there is no correlation among the two variables (r = 0). The






where N is the total number the number of data values in the data set. This
observed value is tested against a critical t-value at the following degrees of freedom:
df = N − 2 (C.6)
The degrees of freedom represent how much the deviations are able to vary from
each other. If the observed t-value is greater than the critical value than the null
hypothesis of no correlation among the two sets of data is rejected.
C.2 Simple Regression
There is one predictor variable (independent variable) and one criterion vari-
able (dependent variable) in simple regression. [75] [76] [77] [78] The goal of simple
regression is to predict the criterion variable from the predictor variable. This is
accomplished using a prediction equation where the predictor variable has a weight
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(regression coefficient) attached to it. There are two types of regression coefficients.
The β-weight is the standardized regression coefficient. It has no scales (no units)
which allows for comparisons among predictors within the study. This weight is more
important in multiple regression because there are several predictor variables. The
second weight is the b-weight or unstandardized regression coefficient. The relation-





where Sy and Sxare the standard deviations of y and x. The scales are reattached to
the unstandardized regression coefficient when the β-weight is multiplied by the
standard deviations. The scales allow a researcher to make comparisons to
unstandardized regression coefficients stated in literature.
Once the regression coefficients are found it is possible to form two prediction
equations. The standardized prediction equation is given by:
Y = βx (C.8)
The unstandardized prediction equation is found from:
Y = bx + a (C.9)
where the y-intercept (a) is found from:
a = Y − bx (C.10)
Both the prediction equation and the correlation coefficient are tested for significance
using an F-test. The F-test is given by:
F =
r2/k
(1− r2)/(N − k − 1) (C.11)
where r is the correlation coefficient, k is the number of predictor variables (always
one for a simple regression), and N is the number of data values in the study. The F
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value is then tested against a critical F value at (dfregression, dfresidual). These df are
determined by
dfregression = k (C.12)
dfresidual = N − k − 1 (C.13)
The goal is to beat the critical value which means the null hypothesis of the two
variables not being related is rejected. When comparing the F value and critical
value the table will give a p-value. This is the probability of making a mistake.






where b is the unstandardized regression coefficient found above and Sb is the standard




(xi − x)(yi − y)∑
(xi − x)2 (C.15)
The t-value is then compared to a critical value atdfresidual. T-values larger than two
are typically significant. To test the regression coefficients using an F-test the t-value
would have to be converted to an F-value using the relation:
F = t2 (C.16)
This value is then tested against a critical value at (1, dfresidual). Again the goal is to
beat the critical value.
C.3 Multiple Regression
Several predictor variables are used to predict the criterion variable in multiple
regression. [75] [76] [77] [78] Predictions are made by forming a prediction equation
where the predictor variables are weighted by regression coefficients. The regression
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coefficients are either standardized or unstandardized. The standardized regression
coefficients (β-weights) do not have scales which allow comparisons of predictor vari-
ables in the study. The larger β-weights are better predictors of the criterion variable.
If comparisons to variables in other studies are desired then the unstandardized regres-
sion coefficients (b-weights) are used. Comparisons are possible because the b-weights





where Sy is the standard deviation of the criterion variable, and Sxi is the standard
deviation of the predictor variable.
Prediction equations are formed using the regression coefficients. The standardized
prediction equation is given by:
Y = β1x1 + β2x2 + . . . + βNxN (C.18)
The unstandardized prediction equation is given by:
Y = a + b1x1 + b2x2 + . . . + bNxN (C.19)
The intercept is given by::
a = Y − b1x1 − b2x2 − . . .−−bNxN (C.20)
A benefit of running multiple regression is the coefficient of determination (R2) is
found. This value is also referred to as the squared multiple correlation coefficient.
The squared multiple correlation coefficient represents the amount of variation in the
criterion variable that is shared with the predictor set. The shared variation between
the predictor set and the criterion variable is shown in the figure below by areas
1+2+3. The unexplained variation is given by:
UnexplainedV ariation = 1−R2 (C.21)
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The unexplained variation is shown by area 7. Both the shared variation and
unexplained variation is interpreted in the same manner as in correlation.
Another method to determine the best predictor variable is to find the squared
semi-partials. The squared semi-partials represent the unique variation that the cri-
terion variable has with a predictor variable. This is shown by area 1 for variable 2,
and area 3 for variable 1.
Figure C.3: Correlations among three variables
Both the prediction equation and the correlation coefficient are tested for signifi-
cance using an F-test. The F-test is given by:
F =
R2/k
(1−R2)/(N − k − 1) (C.22)
where R is the correlation coefficient, k is the number of predictor variables (always
one for a simple regression), and N is the number of data values in the study. The F
value is then tested against a critical F value at (dfregression, dfresidual). These df are
determined by
dfregression = k (C.23)
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dfresidual = N − k − 1 (C.24)
The goal is to beat the critical value which means the null hypothesis of the two
variables not being related is rejected. When comparing the F value and critical
value the table will give a p-value. This is the probability of making a mistake.






where b is the unstandardized regression coefficient found above and Sb is the standard
error of the regression coefficient. The t-value is then compared to a critical value
atdfresidual. T-values larger than two are typically significant. To test the regression
coefficients using an F-test the t-value would have to be converted to an F-value using
the relation:
F = t2 (C.26)
This value is then tested against a critical value at (1, dfresidual). Again the goal is to
beat the critical value.
C.4 Backward Stepwise Regression
The goal of backward stepwise regression [75] is to maximize the squared corre-
lation coefficient by eliminating non-significant predictors. The procedure initially
enters all of the variables into the regression. The worst predictor is eliminated, one
predictor at a time, until only significant predictors remain. The worst predictor is
determined by examining either the squared semi-partials or the standardized regres-
sion coefficients. When only significant predictors remain the squared semi-partials
are used to determine which variable has the most shared variation with the depen-
dant variable. The prediction equation and the squared multiple correlation coefficient
can also be found. Let’s consider an example with five predictor variables (X1, X2,
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X3, X4, and X5). Initially all five variables are entered into the regression. After
the regression X1, X2, and X3 were significant, and X4 and X5 were non-significant.
The worst predictor, determined by the lowest standardized regression coefficients,
between X4 and X5 is eliminated. For the purpose of this example let’s assume X4
was a worse predictor than X5, so X4 is eliminated from future analysis. The re-
gression is now run again. After the regression X1, X2, and X3 were significant, X5
was non-significant. X5 would now be eliminated and the regression is run again. At
this time let’s assume the remaining three variables are significant. At this time the
squared semi-partials are used to determine which variable has the most shared vari-
ation with the dependant variable. The prediction equation and the squared multiple
correlation coefficient can also be found.
C.5 Analysis of Variance
Analysis of variance [79] (ANOVA) determines if mean differences between groups
are significant. The differences are tested for significance using an F-test. An F-test
is a ratio of the effect of the treatment divided by the error. This F-value is then
compared to a critical F-value. The mean differences between groups are significant
if the calculated F-value is larger than the critical value. ANOVA only answers if
the means are different. To obtain estimates of the strength of effect ω2 needs to be
determined. Small effects occur when 0.01 ≤ ω2 < 0.06. A medium effect occurs
when 0.06≤ ω2 < 0.15. A large effect occurs if ω2 > 0.15. If the assumptions of
ANOVA are failed then a possibility is to use Mann-Whitney U, the non-parametric
counterpart to ANOVA. [80] It tests if there are significant differences between two
variables by comparing the sum of the ranks. Each score is ranked with 1 going to
the smallest variable, 2 to the next smallest, until all of the scores are ranked. The
ranks are then summed and compared for differences.
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C.6 Regression Assumptions
In order to use regression techniques assumptions have to be tested. If these
assumptions are failed then it is not appropriate to use that statistic. For regression
the assumptions are:
(1) The first regression assumption is that the independent variables are fixed. This
means that someone else can use the same scales that we use in our study. This
assumption is not hard to meet.
(2) The next assumption is the independent variables are measured without error.
Again this assumption is not hard to meet. Reliability data on the surveys could be
presented to show that we meet this assumption.
(3) The correct mathematical model is used in the analysis. This basically says that
there are no missing variables. A literature review of appropriate variables could
solve this assumption
(4) The regression of Y on X is linear. To test this assumption the predicted values
vs. actual values would be plotted. When this is plotted if the assumption is met
then there should be a nice linear flow to the data.
Figure C.4: Linear assumption for regression.
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(5) The next assumption deals with errors. This is the same three assumptions used
in a simple ANOVA (independence, normality, and homogeneity of variance). The
first assumption would be independence. This says that the scores in the data set
are unrelated. The second assumption is normality. This says that scores are
symmetric around the mean. The last assumption is homogeneity of variance. This
says that the scores are spread around the mean the same. To test for the error
assumption, plot the predicted values vs. the residuals (y-y’). If this assumption is
met then there should be a nice spherical pattern (figure 5).
Figure C.5: Error for regression.
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APPENDIX D
Test of Regression Assumptions One Through Three
The first three regression assumptions are not hard to meet. There is nothing
special about my scales. Anyone could use the same set of scales. The surveys
have been shown to be reliable, so the error assumption is not a problem. From the




Test of Regression Assumption Four and Five for Research Question
One-Fall 2007 Data
Step 1-All variables are included in the regression. This includes homework average,
lab average, PRS score, and pre-class quizzes.
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Fall 2007 Question 1-Assumption Four
Figure E.1: Step 1-All variables entered.
Fall 2007 Question 1-Assumption Five
Figure E.2: Step 1-All variables entered.
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Fall 2007 Question 1-Assumption Four
Figure E.3: Step 2-The clicker score was removed.
Fall 2007 Question 1-Assumption Five
Figure E.4: Step 2-The clicker score was removed.
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Fall 2007 Question 1-Assumption Four
Figure E.5: Step 3-The pre-class quizzes were removed.
Fall 2007 Question 1-Assumption Five
Figure E.6: Step 3-The pre-class quizzes were removed.
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Fall 2007 Question 1-Assumption Four
Figure E.7: Step 4-The homework average was removed.
Fall 2007 Question 1-Assumption Five
Figure E.8: Step 4-The homework average was removed.
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E.1 Test of Regression Assumption Four and Five for Research
Question One-Spring 2008 Data
Step 1-All variables are included in the regression. This includes homework average,
lab average, PRS score, and HBL average.
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Spring 2008 Question 1-Assumption Four
Figure E.9: Step 1-All variables entered.
Spring 2008 Question 1-Assumption Five
Figure E.10: Step 1-All variables entered.
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Spring 2008 Question 1-Assumption Four
Figure E.11: Step 2-The clicker score was removed.
Spring 2008 Question 1-Assumption Five
Figure E.12: Step 2-The clicker score was removed.
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Spring 2008 Question 1-Assumption Four
Figure E.13: Step 3-The HBL score was removed.
Spring 2008 Question 1-Assumption Five
Figure E.14: Step 3-The HBL score was removed.
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E.1.1 Analysis
The predicted score versus actual score seems to have a nice linear flow to them.
Low predicted scores match up with low actual score, and high predicted scores match
up with high actual scores. Due to this assumption four is satisfied. The predicted




Test of Regression Assumption Four and Five for Research Question
Two-Fall 2007 Data
Step 1-All variables are included in the regression. This includes ACT math score,
ACT science score, and university GPA.
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Fall 2007 Question 2-Assumption Four
Figure F.1: Step 1-All variables entered.
Fall 2007 Question 2-Assumption Five
Figure F.2: Step 1-All variables entered.
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Fall 2007 Question 2-Assumption Four
Figure F.3: Step 2-The ACT math was removed.
Fall 2007 Question 2-Assumption Five
Figure F.4: Step 2-The ACT math was removed.
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F.1 Test of Regression Assumption Four and Five for Research
Question Two-Spring 2008 Data
Step 1-All variables are included in the regression. This includes ACT math score,
ACT science score, and university GPA.
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Spring 2008 Question 2-Assumption Four
Figure F.5: Step 1-All variables entered.
Spring 2008 Question 2-Assumption Five
Figure F.6: Step 1-All variables entered.
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Spring 2008 Question 2-Assumption Four
Figure F.7: Step 2-The ACT math was removed.
Spring 2008 Question 2-Assumption Five
Figure F.8: Step 2-The ACT math was removed.
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F.1.1 Analysis
These graphs seem to have a nice linear flow to them. Low predicted scores match
up with low actual score, and high predicted scores match up with high actual scores.
Due to this assumption four is satisfied. The predicted score versus residual seems to
have a circular pattern. Due to this assumption five is satisfied.
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APPENDIX G
Test of Regression Assumption Four and Five for Research Question
Three-Fall 2007 Data
Step 1-All variables are included in the regression. This includes MPEX pre-test
score, MPEX post-test score, and the score for each of the four dimensions of the
Index of Learning Styles.
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Fall 2007 Question 3-Assumption Four
Figure G.1: Step 1-All variables entered.
Fall 2007 Question 3-Assumption Five
Figure G.2: Step 1-All variables entered.
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Fall 2007 Question 3-Assumption Four
Figure G.3: Step 2-The visual score was removed.
Fall 2007 Question 3-Assumption Five
Figure G.4: Step 2-The visual score was removed.
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Fall 2007 Question 3-Assumption Four
Figure G.5: Step 3-The MPEX post-test score was removed.
Fall 2007 Question 3-Assumption Five
Figure G.6: Step 3-The MPEX post-test score was removed.
142
Fall 2007 Question 3-Assumption Four
Figure G.7: Step 4-The sensing score was removed.
Fall 2007 Question 3-Assumption Five
Figure G.8: Step 4-The sensing score was removed.
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Fall 2007 Question 3-Assumption Four
Figure G.9: Step 5-The sequential score was removed.
Fall 2007 Question 3-Assumption Five
Figure G.10: Step 5-The sequential score was removed.
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G.1 Test of Regression Assumption Four and Five for Research
Question Three-Spring 2008 Data
Step 1-All variables are included in the regression. This includes MPEX pre-test
score, MPEX post-test score, and the score for each of the four dimensions of the
Index of Learning Styles.
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Spring 2008 Question 3-Assumption Four
Figure G.11: Step 1-All variables entered.
Spring 2008 Question 3-Assumption Five
Figure G.12: Step 1-All variables entered.
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Spring 2008 Question 3-Assumption Four
Figure G.13: Step 2-The visual score was removed.
Spring 2008 Question 3-Assumption Five
Figure G.14: Step 2-The visual score was removed.
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Spring 2008 Question 3-Assumption Four
Figure G.15: Step 3-The sequential score was removed.
Spring 2008 Question 3-Assumption Five
Figure G.16: Step 3-The sequential score was removed.
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Spring 2008 Question 3-Assumption Four
Figure G.17: Step 4-The sensing score was removed.
Spring 2008 Question 3-Assumption Five
Figure G.18: Step 4-The sensing score was removed.
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Spring 2008 Question 3-Assumption Four
Figure G.19: Step 5-The MPEX pre-test score was removed.
Spring 2008 Question 3-Assumption Five
Figure G.20: Step 5-The MPEX pre-test score was removed.
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Spring 2008 Question 3-Assumption Four
Figure G.21: Step 6-The active score was removed.
Spring 2008 Question 3-Assumption Five
Figure G.22: Step 6-The active score was removed.
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G.1.1 Analysis
The fall graphs seem to have a nice linear flow to them. Low predicted scores
match up with low actual score, and high predicted scores match up with high actual
scores. Due to this assumption four is satisfied. The spring graphs however do not
seem to have a linear flow, and probably should not be analyzed. The predicted




Test of Regression Assumption Four and Five for Research Question
Four-Spring 2008 Data
Step 1-All variables are included in the regression. This includes lab attendance, help
session attendance, time spent in the helproom, and Physics 1 grade.
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Spring 2008 Question 4-Assumption Four
Figure H.1: Step 1-All variables entered.
Spring 2008 Question 4-Assumption Five
Figure H.2: Step 1-All variables entered.
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Spring 2008 Question 4-Assumption Four
Figure H.3: Step 2-The lab attendance was removed.
Spring 2008 Question 4-Assumption Five
Figure H.4: Step 2-The lab attendance was removed.
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Spring 2008 Question 4-Assumption Four
Figure H.5: Step 3-The help session attendance was removed.
Spring 2008 Question 4-Assumption Five
Figure H.6: Step 3-The help session attendance was removed.
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Spring 2008 Question 4-Assumption Four
Figure H.7: Step 4-The time spent in the helproom was removed.
Spring 2008 Question 4-Assumption Five
Figure H.8: Step 4-The time spent in the helproom was removed.
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H.0.2 Analysis
The spring graphs seem to have a nice linear flow to them. Low predicted scores
match up with low actual score, and high predicted scores match up with high actual
scores. Due to this assumption four is satisfied. The fall graphs however do not seem
to have a linear flow, and probably should not be analyzed. The predicted score versus
residual seems to have a circular pattern. Due to this assumption five is satisfied.
158
APPENDIX I
Test of Regression Assumption Four and Five for Research Question
Five-Fall 2007 Data
Step 1-All variables are included in the regression. This includes MPEX pre-test,
active score, lab score, ACT science score, and GPA.
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Fall 2007 Question 5-Assumption Four
Figure I.1: Step 1-All variables entered.
Fall 2007 Question 5-Assumption Five
Figure I.2: Step 1-All variables entered.
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Fall 2007 Question 5-Assumption Four
Figure I.3: Step 2-The lab score was removed.
Fall 2007 Question 5-Assumption Five
Figure I.4: Step 2-The lab score was removed.
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Fall 2007 Question 5-Assumption Four
Figure I.5: Step 3-The MPEX pre-test was removed.
Fall 2007 Question 5-Assumption Five
Figure I.6: Step 3-The MPEX pre-test was removed.
162
Fall 2007 Question 5-Assumption Four
Figure I.7: Step 4-The active score was removed.
Fall 2007 Question 5-Assumption Five
Figure I.8: Step 4-The active score was removed.
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I.1 Test of Regression Assumption Four and Five for Research Question
Five-Spring 2008 Data
Step 1-All variables are included in the regression. This includes Physics 1 grade,
time spent in the helproom, lab score, homework score, ACT science score, and GPA.
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Spring 2008 Question 5-Assumption Four
Figure I.9: Step 1-All variables entered.
Spring 2008 Question 5-Assumption Five
Figure I.10: Step 1-All variables entered.
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Spring 2008 Question 5-Assumption Four
Figure I.11: Step 2-The MPEX Post was removed.
Spring 2008 Question 5-Assumption Five
Figure I.12: Step 2-The MPEX Post was removed.
166
Spring 2008 Question 5-Assumption Four
Figure I.13: Step 3-The HBL score was removed.
Spring 2008 Question 5-Assumption Five
Figure I.14: Step 3-The HBL score was removed.
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Spring 2008 Question 5-Assumption Four
Figure I.15: Step 4-The ACT Science was removed.
Spring 2008 Question 5-Assumption Five
Figure I.16: Step 4-The ACT Science was removed.
168
I.1.1 Analysis
The graphs seem to have a nice linear flow to them. Low predicted scores match
up with low actual score, and high predicted scores match up with high actual scores.
Due to this assumption four is satisfied. The predicted score versus residual seems to
have a circular pattern. Due to this assumption five is satisfied.
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APPENDIX J
Test of Assumptions for homework style problems
J.1 Test of Regression Assumption Four and Five for Research
Question One-Homework-Style Problems
Step 1-All variables are included in the regression. This includes homework average,
lab average, PRS score, and HBL average.
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Homework-Style Problems Question 1-Assumption Four
Figure J.1: Step 1-All variables entered.
Homework-Style Problems Question 1-Assumption Five
Figure J.2: Step 1-All variables entered.
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Homework-Style Problems Question 1-Assumption Four
Figure J.3: Step 2-The clicker score was removed.
Homework-Style Problems Question 1-Assumption Five
Figure J.4: Step 2-The clicker score was removed.
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J.2 Test of Regression Assumption Four and Five for Research
Question two-Homework-Style Problems
Step 1-All variables are included in the regression. This includes ACT science score,
ACT math score, and GPA.
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Homework-Style Problems Question 2-Assumption Four
Figure J.5: Step 1-All variables entered.
Homework-Style Problems Question 2-Assumption Five
Figure J.6: Step 1-All variables entered.
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Homework-Style Problems Question 2-Assumption Four
Figure J.7: Step 2-The ACT math score was removed.
Homework-Style Problems Question 2-Assumption Five
Figure J.8: Step 2-The ACT math score was removed.
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Homework-Style Problems Question 2-Assumption Four
Figure J.9: Step 3-The ACT science score was removed.
Homework-Style Problems Question 2-Assumption Five
Figure J.10: Step 3-The ACT science score was removed.
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J.3 Test of Regression Assumption Four and Five for Research
Question three-Homework-Style Problems
Step 1-All variables are included in the regression. This includes the MPEX pre-test,
MPEX post-test, and the four learning style dimensions.
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Homework-Style Problems Question 3-Assumption Four
Figure J.11: Step 1-All variables entered.
Homework-Style Problems Question 3-Assumption Five
Figure J.12: Step 1-All variables entered.
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Homework-Style Problems Question 3-Assumption Four
Figure J.13: Step 2-The sensing/intuitive dimension was removed.
Homework-Style Problems Question 3-Assumption Five
Figure J.14: Step 2-The sensing/intuitive dimension was removed.
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Homework-Style Problems Question 3-Assumption Four
Figure J.15: Step 3-The sequential/global dimension was removed.
Homework-Style Problems Question 3-Assumption Five
Figure J.16: Step 3-The sequential/global dimension was removed.
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Homework-Style Problems Question 3-Assumption Four
Figure J.17: Step 4-The visual/verbal dimension was removed.
Homework-Style Problems Question 3-Assumption Five
Figure J.18: Step 4-The visual/verbal dimension was removed.
181
Homework-Style Problems Question 3-Assumption Four
Figure J.19: Step 5-The active/reflective dimension was removed.
Homework-Style Problems Question 3-Assumption Five
Figure J.20: Step 5-The active/reflective dimension was removed.
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Homework-Style Problems Question 3-Assumption Four
Figure J.21: Step 6-The MPEX pre-test was removed.
Homework-Style Problems Question 3-Assumption Five
Figure J.22: Step 6-The MPEX pre-test was removed.
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J.4 Test of Regression Assumption Four and Five for Research
Question four-Homework-Style Problems
Step 1-All variables are included in the regression. This includes the lab attendance,
help session attendance, time spent in the helproom, and Physics 1114 grade.
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Homework-Style Problems Question 4-Assumption Four
Figure J.23: Step 1-All variables entered.
Homework-Style Problems Question 4-Assumption Five
Figure J.24: Step 1-All variables entered.
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Homework-Style Problems Question 4-Assumption Four
Figure J.25: Step 2-The time spent in the helproom was removed.
Homework-Style Problems Question 4-Assumption Five
Figure J.26: Step 2-The time spent in the helproom was removed.
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Homework-Style Problems Question 4-Assumption Four
Figure J.27: Step 3-The help session attendance was removed.
Homework-Style Problems Question 4-Assumption Five
Figure J.28: Step 3-The help session attendance was removed.
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Homework-Style Problems Question 4-Assumption Four
Figure J.29: Step 4-The lab attendance was removed.
Homework-Style Problems Question 4-Assumption Five
Figure J.30: Step 4-The lab attendance was removed.
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J.5 Test of Regression Assumption Four and Five for Research
Question five-Homework-Style Problems
Step 1-All variables are included in the regression. This includes the homework grade,
HBL grade, lab grade, GPA, MPEX post-test, and Physics 1114 grade.
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Homework-Style Problems Question 5-Assumption Four
Figure J.31: Step 1-All variables entered.
Homework-Style Problems Question 5-Assumption Five
Figure J.32: Step 1-All variables entered.
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Homework-Style Problems Question 5-Assumption Four
Figure J.33: Step 2-The MPEX post-test was removed.
Homework-Style Problems Question 5-Assumption Five
Figure J.34: Step 2-The MPEX post-test was removed.
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Homework-Style Problems Question 5-Assumption Four
Figure J.35: Step 3-The GPA was removed.
Homework-Style Problems Question 5-Assumption Five
Figure J.36: Step 3-The GPA was removed.
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Homework-Style Problems Question 5-Assumption Four
Figure J.37: Step 4-The HBL grade was removed.
Homework-Style Problems Question 5-Assumption Five
Figure J.38: Step 4-The HBL grade was removed.
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J.5.1 Analysis
With the exception of research question three, the graphs seem to have a nice
linear flow to them. Low predicted scores match up with low actual score, and high
predicted scores match up with high actual scores. Due to this assumption four is
satisfied. The predicted score versus residual seems to have a circular pattern on all
of the research questions. Due to this assumption five is satisfied.
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APPENDIX K
Test of Assumptions for multiple choice questions
K.1 Test of Regression Assumption Four and Five for Research
Question One-Multiple Choice Problems
Step 1-All variables are included in the regression. This includes homework average,
lab average, PRS score, and HBL average.
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Multiple Choice Problems Question 1-Assumption Four
Figure K.1: Step 1-All variables entered.
Multiple Choice Problems Question 1-Assumption Five
Figure K.2: Step 1-All variables entered.
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Multiple Choice Problems Question 1-Assumption Four
Figure K.3: Step 2-The clicker score was removed.
Multiple Choice Question 1-Assumption Five
Figure K.4: Step 2-The clicker score was removed.
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K.2 Test of Regression Assumption Four and Five for Research
Question two-Multiple Choice Problems
Step 1-All variables are included in the regression. This includes ACT science score,
ACT math score, and GPA.
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Multiple Choice Problems Question 2-Assumption Four
Figure K.5: Step 1-All variables entered.
Multiple Choice Problems Question 2-Assumption Five
Figure K.6: Step 1-All variables entered.
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Multiple Choice Problems Question 2-Assumption Four
Figure K.7: Step 2-The ACT math score was removed.
Multiple Choice Problems Question 2-Assumption Five
Figure K.8: Step 2-The ACT math score was removed.
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K.3 Test of Regression Assumption Four and Five for Research
Question three-Multiple Choice Problems
Step 1-All variables are included in the regression. This includes the MPEX pre-test,
MPEX post-test, and the four learning style dimensions.
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Multiple Choice Problems Question 3-Assumption Four
Figure K.9: Step 1-All variables entered.
Multiple Choice Problems Question 3-Assumption Five
Figure K.10: Step 1-All variables entered.
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Multiple Choice Problems Question 3-Assumption Four
Figure K.11: Step 2-The MPEX pre-test was removed.
Multiple Choice Problems Question 3-Assumption Five
Figure K.12: Step 2-The MPEX pre-test was removed.
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Multiple Choice Problems Question 3-Assumption Four
Figure K.13: Step 3-The active/reflective dimension was removed.
Multiple Choice Problems Question 3-Assumption Five
Figure K.14: Step 3-The active/reflective dimension was removed.
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Multiple Choice Problems Question 3-Assumption Four
Figure K.15: Step 4-The sequential/global dimension was removed.
Multiple Choice Problems Question 3-Assumption Five
Figure K.16: Step 4-The sequential/global dimension was removed.
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Multiple Choice Problems Question 3-Assumption Four
Figure K.17: Step 5-The sensing/intuitive dimension was removed.
Multiple Choice Problems Question 3-Assumption Five
Figure K.18: Step 5-The sensing/intuitive dimension was removed.
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Multiple Choice Problems Question 3-Assumption Four
Figure K.19: Step 6-The visual/verbal dimension was removed.
Multiple Choice Problems Question 3-Assumption Five
Figure K.20: Step 6-The visual/verbal dimension was removed.
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K.4 Test of Regression Assumption Four and Five for Research
Question four-Multiple Choice Problems
Step 1-All variables are included in the regression. This includes the lab attendance,
help session attendance, time spent in the helproom, and Physics 1114 grade.
208
Multiple Choice Problems Question 4-Assumption Four
Figure K.21: Step 1-All variables entered.
Multiple Choice Problems Question 4-Assumption Five
Figure K.22: Step 1-All variables entered.
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Multiple Choice Problems Question 4-Assumption Four
Figure K.23: Step 2-The help session attendance was removed.
Multiple Choice Problems Question 4-Assumption Five
Figure K.24: Step 2-The help session attendance was removed.
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Multiple Choice Problems Question 4-Assumption Four
Figure K.25: Step 3-The lab attendance was removed.
Multiple Choice Problems Question 4-Assumption Five
Figure K.26: Step 3-The lab attendance was removed.
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K.5 Test of Regression Assumption Four and Five for Research
Question five-Multiple Choice Problems
Step 1-All variables are included in the regression. This includes the homework
grade, lab grade, HBL grade, GPA, ACT science score, time spent in the helproom,
and Physics 1114 grade.
212
Multiple Choice Problems Question 5-Assumption Four
Figure K.27: Step 1-All variables entered.
Multiple Choice Problems Question 5-Assumption Five
Figure K.28: Step 1-All variables entered.
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Multiple Choice Problems Question 5-Assumption Four
Figure K.29: Step 2-The homework grade was removed.
Multiple Choice Problems Question 5-Assumption Five
Figure K.30: Step 2-The homework grade was removed.
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Multiple Choice Problems Question 5-Assumption Four
Figure K.31: Step 3-The GPA was removed.
Multiple Choice Problems Question 5-Assumption Five
Figure K.32: Step 3-The GPA was removed.
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Multiple Choice Problems Question 5-Assumption Four
Figure K.33: Step 4-The HBL average was removed.
Multiple Choice Problems Question 5-Assumption Five
Figure K.34: Step 4-The HBL average was removed.
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Multiple Choice Problems Question 5-Assumption Four
Figure K.35: Step 5-The time spent in the helproom was removed.
Multiple Choice Problems Question 5-Assumption Five
Figure K.36: Step 5-The time spent in the helproom was removed.
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K.5.1 Analysis
With the exception of research question three, the graphs seem to have a nice
linear flow to them. Low predicted scores match up with low actual score, and high
predicted scores match up with high actual scores. Due to this assumption four is
satisfied. The predicted score versus residual seems to have a circular pattern on all
of the research questions. Due to this assumption five is satisfied.
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APPENDIX L
Test of Assumptions for essay questions
L.1 Test of Regression Assumption Four and Five for Research
Question One-Essay Problems
Step 1-All variables are included in the regression. This includes homework average,
lab average, PRS score, and HBL average.
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Essay Problems Question 1-Assumption Four
Figure L.1: Step 1-All variables entered.
Essay Problems Question 1-Assumption Five
Figure L.2: Step 1-All variables entered.
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Essay Problems Question 1-Assumption Four
Figure L.3: Step 2-The clicker score was removed.
Essay Question 1-Assumption Five
Figure L.4: Step 2-The clicker score was removed.
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Essay Problems Question 1-Assumption Four
Figure L.5: Step 3-The HBL average was removed.
Essay Question 1-Assumption Five
Figure L.6: Step 3-The HBL average was removed.
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L.2 Test of Regression Assumption Four and Five for Research
Question two-Essay Problems
Step 1-All variables are included in the regression. This includes ACT science score,
ACT math score, and GPA.
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Essay Problems Question 2-Assumption Four
Figure L.7: Step 1-All variables entered.
Essay Problems Question 2-Assumption Five
Figure L.8: Step 1-All variables entered.
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Essay Problems Question 2-Assumption Four
Figure L.9: Step 2-The ACT math score was removed.
Essay Problems Question 2-Assumption Five
Figure L.10: Step 2-The ACT math score was removed.
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Essay Problems Question 2-Assumption Four
Figure L.11: Step 2-The ACT science score was removed.
Essay Problems Question 2-Assumption Five
Figure L.12: Step 2-The ACT science score was removed.
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L.3 Test of Regression Assumption Four and Five for Research
Question three-Essay Problems
Step 1-All variables are included in the regression. This includes the MPEX pre-test,
MPEX post-test, and the four learning style dimensions.
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Essay Problems Question 3-Assumption Four
Figure L.13: Step 1-All variables entered.
Essay Problems Question 3-Assumption Five
Figure L.14: Step 1-All variables entered.
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Essay Problems Question 3-Assumption Four
Figure L.15: Step 2-The sensing/intuitive was removed.
Essay Problems Question 3-Assumption Five
Figure L.16: Step 2-The sensing/intuitive was removed.
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Essay Problems Question 3-Assumption Four
Figure L.17: Step 3-The active/reflective dimension was removed.
Essay Problems Question 3-Assumption Five
Figure L.18: Step 3-The active/reflective dimension was removed.
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Essay Problems Question 3-Assumption Four
Figure L.19: Step 4-The sequential/global dimension was removed.
Essay Problems Question 3-Assumption Five
Figure L.20: Step 4-The sequential/global dimension was removed.
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Essay Problems Question 3-Assumption Four
Figure L.21: Step 5-The visual/verbal dimension was removed.
Essay Problems Question 3-Assumption Five
Figure L.22: Step 5-The visual/verbal dimension was removed.
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Essay Problems Question 3-Assumption Four
Figure L.23: Step 6-The visual/verbal dimension was removed.
Essay Problems Question 3-Assumption Five
Figure L.24: Step 6-The visual/verbal dimension was removed.
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L.4 Test of Regression Assumption Four and Five for Research
Question four-Essay Problems
Step 1-All variables are included in the regression. This includes the lab attendance,
help session attendance, time spent in the helproom, and Physics 1114 grade.
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Essay Problems Question 4-Assumption Four
Figure L.25: Step 1-All variables entered.
Essay Problems Question 4-Assumption Five
Figure L.26: Step 1-All variables entered.
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Essay Problems Question 4-Assumption Four
Figure L.27: Step 2-The time spent in the helproom was removed.
Essay Problems Question 4-Assumption Five
Figure L.28: Step 2-The time spent in the helproom was removed.
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Essay Problems Question 4-Assumption Four
Figure L.29: Step 3-The help session was removed.
Essay Problems Question 4-Assumption Five
Figure L.30: Step 3-The help session was removed.
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Essay Problems Question 4-Assumption Four
Figure L.31: Step 4-The lab attendance was removed.
Essay Problems Question 4-Assumption Five
Figure L.32: Step 4-The lab attendance was removed.
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L.5 Test of Regression Assumption Four and Five for Research
Question five-Essay Problems
Step 1-All variables are included in the regression. This includes the homework grade,
lab grade, GPA, and Physics 1114 grade.
239
Essay Problems Question 5-Assumption Four
Figure L.33: Step 1-All variables entered.
Essay Problems Question 5-Assumption Five
Figure L.34: Step 1-All variables entered.
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Essay Problems Question 5-Assumption Four
Figure L.35: Step 2-The homework average was removed.
Essay Problems Question 5-Assumption Five
Figure L.36: Step 2-The homework average was removed.
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Essay Problems Question 5-Assumption Four
Figure L.37: Step 3-The GPA was removed.
Essay Problems Question 5-Assumption Five
Figure L.38: Step 3-The GPA was removed.
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L.5.1 Analysis
With the exception of research question three, the graphs seem to have a nice
linear flow to them. Low predicted scores match up with low actual score, and high
predicted scores match up with high actual scores. Due to this assumption four is
satisfied. The predicted score versus residual seems to have a circular pattern on all
of the research questions. Due to this assumption five is satisfied.
L.6 ANOVA Assumptions
There are several assumptions that must be met in order to run a one-way
ANOVA. The assumptions for a one-way ANOVA are independence, normality, and
homogeneity of variance.
1. The first assumption would be independence. Meeting this assumption is easy.
To ensure independence results on the surveys the students are not allowed to
discuss the survey with each other while completing the survey. 2. The second
assumption is normality. There are several ways to test for normality. In the
behavioral sciences if n ≥ 12 per group then normality is met. 3. The last
assumption is the variances are equal (homogeneity of variance). You can test for
this by either using a Levene test or the Hartley F-max test. We hope to fail the
null hypothesis that the variances are equal.
L.7 ANOVA Assumptions for Research Question Three
The first two assumptions are easily met. The students did not talk while taking
the surveys assuring the data is independent. Every category has at least twelve so
normality is met. The focus will be on assumptions three. SPSS tests for homogeneity
of variance, so assumption is easy to test. The results are summarized below.
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Fall 2007
Figure L.39: Active/Reflective ANOVA assumption three
Spring 2008
Figure L.40: Active/Reflective ANOVA assumption three
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Fall 2007
Figure L.41: Global/Sequential ANOVA assumption three
Spring 2008
Figure L.42: Global/Sequential ANOVA assumption three
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Fall 2007
Figure L.43: Visual/Verbal ANOVA assumption three
Spring 2008
Figure L.44: Visual/Verbal ANOVA assumption three
The assumption is passed most of the time. Mann-Whitney U replaces ANOVA
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