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EXISTENCE AND REGULARITY OF SOLUTIONS TO
MULTI-DIMENSIONAL MEAN-FIELD STOCHASTIC
DIFFERENTIAL EQUATIONS WITH IRREGULAR DRIFT
MARTIN BAUER AND THILO MEYER-BRANDIS
Abstract. We examine existence and uniqueness of strong solutions of multi-
dimensional mean-field stochastic differential equations with irregular drift coeffi-
cients. Furthermore, we establish Malliavin differentiability of the solution and show
regularity properties such as Sobolev differentiability in the initial data as well as
Hölder continuity in time and the initial data. Using the Malliavin and Sobolev differ-
entiability we formulate a Bismut-Elworthy-Li type formula for mean-field stochastic
differential equations, i.e. a probabilistic representation of the first order derivative
of an expectation functional with respect to the initial condition.
Keywords. McKean-Vlasov equation · mean-field stochastic differential equation ·
weak solution · strong solution · uniqueness in law · pathwise uniqueness · singular
coefficients · Malliavin derivative · Sobolev derivative · Hölder continuity · Bismut-
Elworthy-Li formula.
1. Introduction
Let (Ω,F ,F,P) be a complete filtered probability space. Throughout the man-
uscript let T > 0 be a finite time horizon. Consider the mean-field stochastic
differential equation, hereafter for short mean-field SDE,
dXxt = b
(
t, Xxt ,PXxt
)
dt+ σ
(
t, Xxt ,PXxt
)
dBt, t ∈ [0, T ], X
x
0 = x ∈ R
d, (1)
where b : [0, T ]×Rd×P1(R
d)→ Rd is the drift coefficient, σ : [0, T ]×Rd×P1(R
d)→
Rd×n the diffusion coefficient, and PXxt ∈ P1(R
d) denotes the law of Xxt with
respect to the measure P. Here, B = (Bt)t∈[0,T ] is n-dimensional Brownian motion
and P1(R
d) is the space of probability measures over (Rd,B(Rd)) with finite first
moment.
Mean-field SDE (1), also called McKean-Vlasov equation, originates in the study
on multi-particle systems with weak interaction and traces back to works of Vlasov
[35], Kac [24], and McKean [31]. In recent years the interest in mean-field SDEs
increased due to the work of Lasry and Lions [27] on mean-field games and the
related application in the fields of Economics and Finance, for example in the
study of systemic risk, see e.g. [12], [13], [19], [20], [21], [25], and the cited sources
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therein. Carmona and Delarue developed subsequently the theory on mean-field
games in a mere probabilistic environment, cf. [7], [8], [9], [10], [11], and [14].
In this paper the focus lies on existence and uniqueness as well as regularity
properties of solutions to multi-dimensional mean-field SDEs with additive noise,
i.e. equations of the form
dXxt = b
(
t, Xxt ,PXxt
)
dt+ dBt, t ∈ [0, T ], X
x
0 = x ∈ R
d, (2)
where B is d-dimensional Brownian motion. In particular, we are interested in
irregular drift coefficients b that are merely measurable in the spatial variable.
Existence and uniqueness of solutions to mean-field SDEs have been discussed
in several works, cf. for example [2], [3], [4], [5], [15], [17], [23], [29], [30], and [33].
Li and Min show in [29] the existence of a weak solution for a path dependent
mean-field SDE, where the drift b is assumed to be bounded and continuous in
the law variable. Under the additional assumption that b admits a modulus of
continuity they prove uniqueness in law of the solution. In [33], the authors derive
existence of a pathwisely unique strong solution for drift coefficients b of at most
linear growth that are continuous in the law variable with respect to the total
variation metric. In order to prove their result, Mishura and Veretennikov use an
approach similar to Krylov in his analysis of stochastic differential equations, cf.
[26]. The one-dimensional case of mean-field SDE (2) is considered in [2]. There,
we show that mean-field SDE (2) has a Malliavin differentiable pathwisely unique
strong solution for drift coefficients b admitting a modulus of continuity in the law
variable and having a decomposition
b(t, y, µ) := bˆ(t, y, µ) + b˜(t, y, µ), (3)
where bˆ is merely measurable and bounded and b˜ is of at most linear growth
and Lipschitz continuous in the spatial variable. We remark that in [2] the de-
composition (3) is required to establish regularity properties such as Malliavin
differentiability of the strong solution, whereas for mere existence of a strong so-
lution it suffices to assume the drift coefficient to be of at most linear growth and
continuous in the law variable, see also Theorem 3.7 below.
Regularity properties of solutions to mean-field SDEs are investigated for exam-
ple in [2], [5], and [16]. In [5] and [16], the authors derive Malliavin differentiability
of solutions to mean-field SDE (1) for regular coefficients b and σ. Further, they
examine in the case of regular coefficients differentiability of the solution with re-
spect to the initial value. In their analysis they use the notion of Lions derivative
which denotes the derivative with respect to a measure. We derive in [2] Malliavin
differentiability, Sobolev differentiability in the initial data, and Hölder continuity
in time and initial data for the one-dimensional mean-field SDE (2) but for drift
coefficients that are merely Lipschitz continuous in the law variable and admit a
decomposition (3). In particular, we prove Sobolev differentiability in the initial
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data without using the notion of Lions derivative. Lastly, we show that the ex-
pectation functional E[(Φ(XxT )] is Sobolev differentiable with respect to x, where
Xx is the unique strong solution of mean-field SDE (2) and Φ : R → R satisfies
merely some integrability condition. Further, we derive a Bismut-Elworthy-Li type
formula for the derivative ∇xE[(Φ(X
x
T )].
1
The main objective of this paper is to extend the results obtained in [2] to
the multi-dimensional case. More precisely, at first we show existence of a strong
solution for drift coefficients b that are merely measurable, of at most linear growth,
and continuous in the law variable. Here, we proceed as in [2] to show first existence
of a weak solution by applying Girsanov’s theorem and Schauder’s fixed point
theorem, and then resort to existence results of SDE’s to guarantee the existence
of a strong solution. Under the additional assumption that b admits a modulus of
continuity in the law variable pathwise uniqueness of the solution is derived. If the
drift coefficient b is bounded and continuous in the law variable, we further show
that the strong solution of the multi-dimensional mean-field SDE (2) is Malliavin
differentiable. Finally, for b being merely bounded and Lipschitz continuous in the
law variable, Sobolev differentiability in the initial data and Hölder continuity in
time and intitial data as well as a Bismut-Elworthy-Li type formula are derived.
The main difference compared to the one-dimensional case in [2] in the courses of
the proofs of Sobolev differentiability, Hölder continuity, and the Bismut-Elworthy-
Li formula is that there does not exist a representation of the Malliavin derivative
by means of integration with respect to local time. Instead, we derive in a first
step for regular drift coefficients b the relation
∇xX
x
t = DsX
x
t ∇xX
x
s +
∫ t
s
DrX
x
t ∇xb(r, y,PXxr )
∣∣∣
y=Xxr
dr, 0 ≤ s ≤ t ≤ T,
where (DsX
x
t )0≤s≤t≤T is the Malliavin derivative and (∇xX
x
t )0≤t≤T the Sobolev
derivative of the strong solution Xx of mean-field SDE (2). Afterwards we use this
relation to derive the pursued regularity properties for irregular drift coefficients b
by applying an approximational approach.
The paper is structured as follows. In Section 2 we give the definitions of the
assumptions applied on the drift function b. Section 3 contains the main result on
existence of a pathwisely unique solution. Afterwards, we discuss the properties of
Malliavin and Sobolev differentiability as well as Hölder continuity in Sections 4.1
to 4.3, respectively. The paper is closed by deriving a Bismut-Elworthy-Li type
formula in Section 5.
2. Notation and Assumptions
Subsequently we list some of the most frequently used notations.
• {ek}1≤k≤d is the standard basis of R
d consisting of the unit vectors.
1Here, ∇x denotes the Jacobian with respect to the variable x.
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• C1,1b (R
d) is the space of continuously differentiable functions f : Rd → Rd
with bounded and Lipschitz continuous partial derivatives.
• C∞0 (R
d) denotes the space of smooth functions with compact support.
• L∞
(
[0, T ], C1,Lb
(
Rd ×P1
(
Rd
)))
is the space of functions f : [0, T ]× Rd ×
P1
(
Rd
)
→ Rd such that
– t 7→ f(t, y, µ) is bounded uniformly in y ∈ R and µ ∈ P1
(
Rd
)
– (y 7→ f(t, y, µ)) ∈ C1,1b (R
d) uniformly in t ∈ [0, T ] and µ ∈ P1
(
Rd
)
– µ 7→ f(t, y, µ) is Lipschitz continuous uniformly in t ∈ [0, T ] and
y ∈ Rd.
• δ0 denotes the Dirac measure in 0.
• Lip1
(
Rd,R
)
denotes the set of functions f : Rd → R that are Lipschitz
continuous with Lipschitz constant 1.
• The Kantorovich metric on the space P1(R
d) is defined by
K(µ, ν) := sup
h∈Lip1(R
d,R)
∣∣∣∣∫
Rd
h(y)(µ− ν)(dy)
∣∣∣∣ , µ, ν ∈ P1 (Rd) .
• We write E1(θ) . E2(θ) for two mathematical expressions E1(θ), E2(θ)
depending on some parameter θ, if there exists a constant C > 0 not
depending on θ such that E1(θ) ≤ CE2(θ).
• ‖ · ‖∞ sup norm over all variables
• ‖ · ‖ is the euclidean norm
• ∇x is the Jacobian in the direction of the variable xR
d, ∇k is the Jacobian
in the direction of the k-th variable, ∂x is the (weak) partial derivative in
the direction of the variable x ∈ R, ∂k is the (weak) partial derivative in
the direction of ek.
• We define the weight function
ωT (y) := exp
{
−
‖y‖2
4T
}
, y ∈ Rd, (4)
and the weighted L2-space L2(Rd;ωT ) as the space of functions f : R
d → Rd
such that (∫
Rd
‖f(y)‖2ωT (y)dy
)1
2
<∞.
In the following we give conditions on the drift function
b : [0, T ]× Rd × P1(R
d)→ Rd
that we use frequently throughout the paper.
We say that the function b is of linear growth, if there exists a constant C > 0
such that for every t ∈ [0, T ], y ∈ Rd, and µ ∈ P1(R
d)
‖b(t, y, µ)‖ ≤ C (1 + ‖y‖+K(µ, δ0)) . (5)
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The function b is said to be continuous in the third variable (uniformly with
respect to the first and second variable), if for every µ ∈ P1(R
d) and ε > 0 there
exists δ > 0 such that for all ν ∈ P1(R
d) with K(µ, ν) < δ, we have for all t ∈ [0, T ]
and y ∈ Rd
‖b(t, y, µ)− b(t, y, ν)‖ < ε. (6)
The drift coefficient b admits a modulus of continuity (in the third variable), if
there exists a continuous function θ : R+ → R+ with
∫ z
0 (θ(y))
−1dy = ∞ for all
z ∈ R+ such that for every t ∈ [0, T ], y ∈ R
d, and µ, ν ∈ P1(R
d)
‖b(t, y, µ)− b(t, y, ν)‖2 ≤ θ
(
K(µ, ν)2
)
. (7)
We say the drift coefficient b is Lipschitz continuous in the third variable (uni-
formly with respect to the first and second variable), if there exists a constant
C > 0 such that for all t ∈ [0, T ], y ∈ Rd, and µ, ν ∈ P1(R
d)
‖b(t, y, µ)− b(t, y, ν)‖ ≤ CK(µ, ν). (8)
3. Existence and Uniqueness of Solutions
In this section we investigate under which of the assumptions specified in Sec-
tion 2 on the drift coefficient b mean-field SDE (2) has a (strong) solution and
moreover, in which case this solution is unique. Let us recall the definitions of
weak and strong solutions as well as weak and pathwise uniqueness.
Definition 3.1 (Weak Solution) A six-tuple (Ω,F ,F,P, B,Xx) is called weak
solution of mean-field SDE (2), if
(i) (Ω,F ,F,P) is a complete filtered probability space and F = {Ft}t∈[0,T ] satis-
fies the usual conditions of right-continuity and completeness,
(ii) B = (Bt)t∈[0,T ] is d-dimensional (F,P)-Brownian motion,
(iii) Xx = (Xxt )t∈[0,T ] is an a.s. continuous, F-adapted, R
d-valued process which
satisfies P-a.s. equation (2).
Definition 3.2 (Strong Solution) A strong solution of mean-field SDE (2) is
a weak solution (Ω,F ,FB,P, B,Xx) where FB is the filtration generated by the
Brownian motion B and augmented with the P-null sets.
Remark 3.3. In the following we merely speak of Xx as a weak and a strong
solution of mean-field SDE (2), respectively, if there is no ambiguity concerning
the stochastic basis (Ω,F ,F,P, B).
Definition 3.4 (Uniqueness in Law) A weak solution (Ω,F ,F,P, B,Xx) of
mean-field SDE (2) is said to be weakly unique or unique in law, if for any other
weak solution (Ω˜, F˜ , F˜, P˜, B˜, Y x) of (2) with the same initial condition Xx0 = Y
x
0 ,
it holds that
PXx = P˜Y x .
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Definition 3.5 (Pathwise Uniqueness) A weak solution (Ω,F ,F,P, B,Xx) of
mean-field SDE (2) is said to be pathwisely unique, if for any other weak solution
Y x with respect to the same stochastic basis (Ω,F ,F,P, B) with the same initial
condition Xx0 = Y
x
0 , it holds that
P (∀t ≥ 0 : Xxt = Y
x
t ) = 1.
Remark 3.6. Since for strong solutions of mean-field SDE’s of type (2) the no-
tions of pathwise uniqueness and uniqueness in law are equivalent (cf. [2, Remark
2.11]), we merely speak of a unique strong solution, if a strong solution is unique
in any of the two senses.
The following result provides sufficient conditions allowing for irregular drift
coefficients b such that mean-field SDE (2) has a (unique) strong solution. Note
that in [33, Proposition 2] a similar result on the existence of a strong solution
of mean-field SDE (2) is derived where the authors assume drift coefficients of at
most linear growth that are continuous in the law variable with respect to the
topology of weak convergence. Here, in contrast to [33], we assume continuity in
the law variable merely with respect to the Kantorovich metric and provide a more
direct alternative of proof that is not based on approximation arguments.
Theorem 3.7 Suppose the drift coefficient b : [0, T ]×Rd×P1(R
d)→ Rd is of at
most linear growth (5) and continuous in the third variable (6). Then, mean-field
SDE (2) has a strong solution.
If in addition b is admitting a modulus of continuity (7), the solution is unique.
Proof. First note that identically to [2, Theorem 2.3] one can show that under the
assumptions of linear growth (5) and continuity in the third variable (6) on the
drift coefficient b, mean-field SDE (2) has a weak solution (Xxt )t∈[0,T ] for any finite
time horizon T > 0. In particular, PXx ∈ C([0, T ];P1(R
d)) and due to Lemma A.1
for every p ≥ 1
E
[
sup
t∈[0,T ]
‖Xxt ‖
p
]
<∞. (9)
In order to show the existence of a strong solution, consider the stochastic differ-
ential equation
dY xt = b
PX (t, Y xt ) dt+ dBt, t ∈ [0, T ], Y
x
0 = x ∈ R
d, (10)
where bPX (t, y) := b(t, y,PXxt ) for all t ∈ [0, T ] and y ∈ R
d. Due to the work
of Veretennikov [34] it is well-known that SDE (10) has a unique strong solution
(Yt)t∈[0,τ ] up to the time of explosion τ > 0. Since X
x is a weak solution of SDE
(10) on the interval [0, T ], both processes Xx and Y x must coincide on the interval
[0, τ ], due to uniqueness of the solution Y to SDE (10). But due to condition (9),
Xx is almost surely finite on the interval [0, T ] and thus Y x is also almost surely
finite on the interval [0, T ]. Consequently, Y x is a strong solution of SDE (10) on
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the interval [0, T ] which coincides pathwisely and in law with Xx. In particular,
for all t ∈ [0, T ]
PYt = PXt ,
and thus, SDE (10) and mean-field SDE (2) coincide and Y x is a strong solution
of mean-field SDE (2).
If in addition b admits a modulus of continuity (7), it can be shown analogously
to [2, Theorem 2.7] that the weak solution of mean-field equation (2) is unique
in law. This in fact yields a unique associated SDE (10). In addition with the
uniqueness of the strong solution to SDE (10), this yields a unique strong solution
of mean-field equation (2). 
4. Regularity Properties
4.1. Malliavin Differentiability. Similar to the existence of a strong solution,
the property of being Malliavin differentiable transfers directly from the solution
Y x of SDE (10) to the solution Xx of mean-field SDE (2). Thus, we immediately
get from [32, Theorem 3.3] the following result.
Theorem 4.1 Suppose the drift coefficient b : [0, T ] × Rd × P1(R
d) → Rd
is continuous in the third variable (6) and bounded. Then, the strong solution
(Xxt )t∈[0,T ] of mean-field SDE (2) is Malliavin differentiable.
4.2. Sobolev Differentiability. In this section we consider the unique strong
solution of mean-field SDE (2) as a function in the initial value x, i.e. for every
t ∈ [0, T ] we consider the function x 7→ Xxt . More precisely, we are interested in
the existence of the first variation process (∇xX
x
t )t∈[0,T ] in a weak (Sobolev) sense.
Let us first recall the definition of the Sobolev space W 1,2(U) and then state the
main result of this section.
Definition 4.2 Let U ⊂ Rd be an open and bounded subset. The Sobolev
space W 1,2(U) is defined as the set of functions u : Rd → Rd, u ∈ L2(U), such that
its weak derivative belongs to L2(U). Furthermore, the Sobolev space is endowed
with the norm
‖u‖W 1,2(U) = ‖u‖L2(U) +
d∑
k=1
‖∂ku‖L2(U).
We say a stochastic process X is Sobolev differentiable in U , if for all t ∈ [0, T ],
X ·t belongs P-a.s. to W
1,2(U).
Theorem 4.3 Suppose the drift coefficient b : [0, T ] × Rd × P1(R
d) → Rd is
Lipschitz continuous in the third variable (8) and bounded. Let (Xxt )t∈[0,T ] be the
unique strong solution of mean-field SDE (2) and U ⊂ Rd be an open and bounded
subset. Then, for every t ∈ [0, T ]
(x 7→ Xxt ) ∈ L
2
(
Ω,W 1,2(U)
)
.
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The remaining part of this subsection is devoted to the proof of Theorem 4.3.
We start by showing that the result does hold for regular drift coefficients b. Sub-
sequently, we define a sequence {bn}n≥1 of regular functions that approximate the
irregular drift coefficient b from Theorem 4.3 and prove that the strong solutions
{Xn,x}n≥1 to the corresponding mean-field SDEs converge strongly in L
2(Ω) to
the solution Xx of (2). Concluding we get by showing that {Xn,x}n≥1 is weakly
relatively compact in the space L2 (Ω,W 1,2(U)) that Xx is Sobolev differentiable
as a function in the initial value x.
Proposition 4.4 Let the drift coefficient b ∈ L∞
(
[0, T ], C1,Lb
(
Rd ×P1
(
Rd
)))
and let (Xxt )t∈[0,T ] be the unique strong solution of mean-field SDE (2). Then, for
all t ∈ [0, T ] the map x 7→ Xxt is a.s. Lipschitz continuous and consequently weakly
and almost everywhere differentiable.
Proof. The proof is equivalent to the proof of [2, Proposition 3.5]. 
Corollary 4.5 The map x 7→ b(s, y,PXxs ) is Lipschitz continuous for all t ∈
[0, T ] and y ∈ Rd under the assumptions of Proposition 4.4 and thus weakly and
almost everywhere differentiable. Moreover, for every 0 ≤ s < t ≤ T
∇xX
x
t = DsX
x
t ∇xX
x
s +
∫ t
s
DrX
x
t ∇xb(r, y,PXxr )
∣∣∣
y=Xxr
dr. (11)
Proof. Similar to the proof of [2, Proposition 3.5] it can be shown that x 7→
b(s, y,PXxs ) is Lipschitz continuous for all t ∈ [0, T ] and y ∈ R
d. Furthermore,
consider the linear affine ODE
Zt = Id +
∫ t
0
∇2b
(
s,Xxs ,PXxs
)
Zs +∇xb
(
s, y,PXxs
) ∣∣∣
y=Xxs
ds. (12)
First note that ∇xX
x
t is a solution of ODE (12). Moreover, by assumption
‖∇2b‖∞ ≤ C1 < ∞ for some constant C1 > 0 and since x 7→ X
x
s is Lipschitz
continuous for all s ∈ [0, T ] we get
∥∥∥∥∇xb (s, y,PXxs ) ∣∣∣y=Xxs
∥∥∥∥ ≤ d∑
k=1
lim
x
(k)
0 →x
(k)
∥∥∥∥∥∥∥∥
b
(
s,Xxs ,PXxs
)
− b
(
s,Xxs ,P
X
x0
(k)
s
)
x(k) − x
(k)
0
∥∥∥∥∥∥∥∥
.
d∑
k=1
lim
x
(k)
0 →x
(k)
K
(
PXxs ,PXx0
(k)
s
)
∣∣∣x(k) − x(k)0 ∣∣∣ . 1,
where x0
(k) = x + 〈x0 − x, ek〉. Therefore, ‖∇xb(s, y,PXxs )|y=Xxs ‖∞ ≤ C2 < ∞ for
some constant C2 > 0 and consequently, ODE (12) has the unique solution ∇xX
x
t .
On the other hand, the Malliavin derivative DsX
x
t , 0 ≤ s < t ≤ T , is the unique
solution to the homogeneous ODE
DsX
x
t = Id +
∫ t
s
∇2b
(
r,Xxr ,PXxr
)
DsX
x
r dr.
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Consequently, we get that the Malliavin derivative has the explicit representation
DsX
x
t = exp
{∫ t
s
∇2b
(
r,Xxr ,PXxr
)
dr
}
,
and the first variation process has the representation
∇xX
x
t = D0X
x
t
(
Id +
∫ t
0
(D0Xr)
−1 ∇xb
(
r, y,PXxr
) ∣∣∣
y=Xxr
dr
)
.
Thus, we get
DsX
x
t ∇xX
x
s = D0X
x
t
(
Id +
∫ s
0
(D0Xr)
−1 ∇xb
(
r, y,PXxr
) ∣∣∣
y=Xxr
dr
)
= D0X
x
t +
∫ s
0
DrXt∇xb
(
r, y,PXxr
) ∣∣∣
y=Xxr
dr
= ∇xX
x
t −
∫ t
s
DrXt∇xb
(
r, y,PXxr
) ∣∣∣
y=Xxr
dr.
Rearranging yields equation (11). 
Now consider a general drift coefficient b which fulfills the assumptions of The-
orem 4.3, namely Lipschitz continuity in the third variable (8) and boundedness,
and let Xx be the corresponding unique strong solution of mean-field SDE (2).
Due to standard approximation arguments there exists a sequence of approximat-
ing drift coefficients
bn ∈ L
∞
(
[0, T ], C1,Lb
(
(Rd ×P1
(
Rd
)))
, n ≥ 1, (13)
with supn≥1 ‖bn‖∞ ≤ C < ∞ such that bn → b pointwise in every µ and a.e. in
(t, y) with respect to the Lebesgue measure. We denote b0 := b and assume that
the drift coefficients bn are Lipschitz continuous in the third variable (8) uniformly
in n ≥ 0. We define the corresponding mean-field SDEs
dX
n,x
t = bn
(
t, X
n,x
t ,PXn,xt
)
dt+ dBt, t ∈ [0, T ], X
n,x
0 = x ∈ R
d, (14)
which admit unique Malliavin differentiable strong solutions due to Theorem 3.7
and Theorem 4.1. Moreover, the solutions {Xn,x}n≥1 are Sobolev differentiable in
the initial condition x by Proposition 4.4. Subsequently, we show that (Xn,xt )t∈[0,T ]
converges to (Xxt )t∈[0,T ] in L
2(Ω,Ft) as n→∞.
Proposition 4.6 Suppose the drift coefficient b : [0, T ] × Rd × P1(R
d) → Rd
is Lipschitz continuous in the third variable (8) and bounded. Let (Xxt )t∈[0,T ] be
the unique strong solution of mean-field SDE (2). Furthermore, {bn}n≥1 is the ap-
proximating sequence as defined in (13) and (Xn,xt )t∈[0,T ], n ≥ 1, the corresponding
unique strong solutions of (14). Then, there exists a subsequence {nk}k≥1 ⊂ N
such that
X
nk,x
t −−−→
k→∞
Xxt , t ∈ [0, T ],
strongly in L2(Ω,Ft).
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Proof. In [32, Corollary 3.6] it is shown in the case of SDEs that for every t ∈ [0, T ]
the sequence {Xn,x}n≥1 is relatively compact in L
2(Ω,Ft). Due to Theorem 4.1
the proof therein can be extended to the case of mean-field SDEs under the as-
sumptions of Proposition 4.6. Thus, for every t ∈ [0, T ] we can find a subsequence
{nk(t)}k≥1 such that X
nk(t),x
t converges to some Yt strongly in L
2(Ω,Ft). Follow-
ing the same ideas as in the proof of [2, Proposition 3.8] it can be shown that the
subsequence {nk(t)}k≥1 can be chosen independent of t ∈ [0, T ]. Moreover, the
proof of [2, Proposition 3.9] can be readily extended to the multi-dimensional case
which yields that {Xnk,xt }k≥1 converges weakly in L
2(Ω,Ft) to the unique strong
solution X
x
t of the SDE
dX
x
t = b
(
t, X
x
t ,PYt
)
dt+ dBt, t ∈ [0, T ], X
x
0 = x ∈ R
d. (15)
Due to uniqueness of the limit we get that Y xt
d
= X
x
t for all t ∈ [0, T ]. Consequently,
SDE (15) is identical to mean-field SDE (2) and thus {Xnk,xt }k≥1 converges strongly
in L2(Ω,Ft) to Xt = Yt = X t for every t ∈ [0, T ]. 
Remark 4.7. For the sake of readability we assume subsequently without loss of
generality that for every t ∈ [0, T ] the whole sequence {Xn,xt } converges strongly
in L2(Ω,Ft) to X
x
t .
Lemma 4.8 Let (Xn,xt )t∈[0,T ], n ≥ 1, be the unique strong solutions of mean-
field SDEs (14). Then, for any compact subset K ⊂ Rd and p ≥ 2,
sup
n≥1
sup
t∈[0,T ]
ess sup
x∈K
E[‖∇xX
n,x
t ‖
p]≤ C,
for some constant C > 0.
Proof. In the course of this proof we make use of representation (11), namely
∇xX
n,x
t = D0X
n,x
t +
∫ t
0
DrX
n,x
t ∇xb(r, y,PXn,xr )
∣∣∣
y=Xn,xr
dr, n ≥ 1.
First note that due to [32, Lemma 3.5] and the uniform boundedness of bn in
n ≥ 1, we have that
sup
n≥1
sup
s,t∈[0,T ]
sup
x∈K
E[‖DsX
n,x
t ‖
p]≤ C1 <∞, (16)
for some constant C1 > 0. Moreover, we get that
E
[∥∥∥∥∫ t
0
∇xbn(r, y,PXn,xr )
∣∣∣
y=Xn,xr
dr
∥∥∥∥2p
]
.
d∑
k=1
d∑
j=1
E
[(∫ t
0
∣∣∣∂x(k)b(j)n (r, y,PXn,xr )∣∣∣y=Xn,xr dr
)2p]
.
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Following the proof of [2, Lemma 3.10], we get due to the assumption (µ 7→
bn(t, y, µ)) ∈ Lip(P1(R
d)) for every t ∈ [0, T ] and y ∈ Rd uniformly in n ≥ 1 that
E
[(∫ t
0
∣∣∣∂x(k)b(j)n (r, y,PXn,xr )∣∣∣y=Xn,xr dr
)2p]
. 1 +
∫ t
0
ess sup
x∈conv(K)
E
[∣∣∣∂x(k)Xn,(j),xr ∣∣∣] dr.
All things considered we get that
ess sup
x∈conv(K)
E[‖∇xX
n,x
t ‖
p
]
1
p . 1 +
∫ t
0
ess sup
x∈conv(K)
E[‖∇xX
n,x
r ‖
p]
1
pdr.
Here, conv(K) is the closure of the convex hull of the set K. Noting that t 7→
ess sup
x∈conv(K) E[‖∇xX
n,x
t ‖
p] is integrable over [0, T ] and Borel measurable, cf. [2,
Lemma 3.10] for more details, allows for the application of Jones’ generalization
of Grönwall’s inequality [22, Lemma 5], and thus we get that
ess sup
x∈K
E[‖∇xX
n,x
t ‖
p]
1
p ≤ ess sup
x∈conv(K)
E[‖∇xX
n,x
t ‖
p]
1
p <∞.

Proof of Theorem 4.3. The proof is equivalent to the proof of [2, Theorem 3.3]
but for the sake of completeness we present it in the following. Consider the
unique strong solutions {Xn,x}n≥1 of mean-field SDEs (14) and the unique strong
solution Xx of mean-field SDE (2). Subsequently, we show that {Xn,x}n≥1 is
weakly relatively compact in L2(Ω,W 1,2(U)) and then identify the weak limit Y :=
limk→∞X
nk in L2(Ω,W 1,2(U)) with Xx, where {nk}k≥1 is a suitable subsequence.
Note first that due to Lemma A.1 and Lemma 4.8
sup
n≥1
sup
t∈[0,T ]
E
[
‖Xn,xt ‖
2
W 1,2(U)
]
<∞,
and therefore, {Xn,xt }n≥1 is weakly relatively compact in L
2(Ω,W 1,2(U)), see e.g.
[28, Theorem 10.44]. Thus, there exists a subsequence {nk}k≥0, such that X
nk,x
t
converges weakly to some Yt ∈ L
2(Ω,W 1,2(U)) as k → ∞. Define for every
t ∈ [0, T ]
〈Xnt , φ〉 :=
∫
U
X
n,x
t φ(x)dx,
for some arbitrary test function φ ∈ C∞0 (U) and denote by φ
′ its first derivative.
Then we get by Lemma A.1 that for all measurable sets A ∈ F and t ∈ [0, T ]
E [1A〈X
n
t −Xt, φ
′〉] ≤ ‖φ′‖L2(U)|U |
1
2 sup
x∈U
E
[
1A‖X
n,x
t −X
x
t ‖
2
] 1
2
<∞,
where U is the closure of U . Hence, we get by Proposition 4.6 that
lim
n→∞
E [1A〈X
n
t −Xt, φ
′〉] = 0,
MULTI-DIMENSIONAL MFSDES WITH IRREGULAR DRIFT 12
and thus,
E[1A〈Xt, φ
′〉] = lim
k→∞
E[1A〈X
nk
t , φ
′〉] = − lim
k→∞
E [1A 〈∇xX
nk
t , φ〉] = −E [1A 〈∇xYt, φ〉] .
Consequently,
P-a.s. 〈Xt, φ
′〉 = −〈∇xYt, φ〉 . (17)
It is left to show as in [1, Theorem 3.4] that there exists a measurable set Ω0 ⊂ Ω
with full measure such that (x 7→ Xxt ) has a weak derivative on the subset Ω0.
In order to show this we choose a sequence {φn}n≥1 ⊂ C
∞
0 (R) which is dense in
W 1,2(U) and a measurable subset Ωn ⊂ Ω with full measure such that (17) if
fulfilled on Ωn where φ is replaced by φn. Then Ω0 :=
⋂
n≥1 Ωn is a full measure
set such that (x 7→ Xxt ) has a weak derivative on it. 
Closing the part on Sobolev differentiability we consider the function x 7→
b
(
t, y,PXxt
)
and show that it is weakly differentiable. In Section 5 the weak deriv-
ative ∇xb
(
t, y,PXxt
)
is used in the Bismut-Elworthy-Li formula. Further, we give
a remark on the connection to the Lions derivative.
Proposition 4.9 Suppose the drift coefficient b : [0, T ]×Rd×P1(R
d)→ Rd is
Lipschitz continuous in the third variable (8) and bounded. Let (Xxt )t∈[0,T ] be the
unique strong solution of mean-field SDE (2) and U ⊂ Rd be an open and bounded
subset. Then for every 1 < p <∞, t ∈ [0, T ], and y ∈ Rd,(
x 7→ b
(
t, y,PXxt
))
∈W 1,p(U).
Proof. Using the proof of Lemma 4.8 the result follows equivalently to [2, Propo-
sition 3.11]. Nevertheless for completeness we give the proof here.
Consider the approximating sequence {bn}n≥1 of the drift function b as defined
in (13) and let (Xn,xt )t∈[0,T ], n ≥ 1, be the corresponding unique strong solutions of
mean-field SDEs (14). For the sake of readability we denote bn(x) := bn
(
t, y,PXn,xt
)
for every n ≥ 0. First note that {bn}n≥1 is weakly relatively compact in W
1,p(U),
since by Lemma A.1 and the proof of Lemma 4.8
sup
n≥1
‖bn‖W 1,p(U) <∞,
and thus the sequence is weakly relatively compact by [28, Theorem 10.44]. Thus,
there exists a subsequence {nk}k≥1 and g ∈W
1,p(U) such that bnk converges weakly
to g as k →∞.
Let φ ∈ C∞0 (U) be an arbitrary test-function with first derivative φ
′. Define
〈bn, φ〉 :=
∫
U
bn(x)φ(x)dx.
We get due to Lemma A.1 that
〈bn − b, φ
′〉 ≤ ‖φ′‖Lp(U)|U |
1
p sup
x∈U
‖bn(x)− b(x)‖ <∞.
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Here, U is the closure of U . Further, by Proposition 4.6∥∥∥bn (t, y,PXn,xt )− b (t, y,PXxt )∥∥∥ (18)
≤
∥∥∥bn (t, y,PXn,xt )− bn (t, y,PXxt )∥∥∥ + ∥∥∥bn (t, y,PXxt )− b (t, y,PXxt )∥∥∥
≤ CK
(
PXn,xt ,PX
x
t
)
+
∥∥∥bn (t, y,PXxt )− b (t, y,PXxt )∥∥∥ −−−→n→∞ 0,
which yields limn→∞〈bn − b, φ
′〉 = 0. Therefore,
〈b, φ′〉 = lim
k→∞
〈bnk , φ
′〉 = − lim
k→∞
〈
b′nk , φ
〉
= −〈g′, φ〉 ,
where b′nk and g
′ are the first variation processes of bnk and g, respectively. 
Remark 4.10. Note that by the proof of Proposition 4.9 the process ∇xb is
bounded, i.e.
‖∇xb‖∞ ≤ C <∞, (19)
for some constant C > 0.
Remark 4.11. Due to Lemma A.1 the law of the unique strong solution Xx of
mean-field SDE (2) is in the space P2(R
d) of probability measures with finite second
moment. Thus, restraining the domain of the drift function b to [0, T ]×Rd×P2(R
d)
enables the introduction of the Lions derivative ∇µb(t, y, ·) for every t ∈ [0, T ] and
y ∈ Rd. For an introduction to this topic we refer the reader to [6]. The analysis
in [5] and [16] of the first variation process ∇xX
x
t suggests that the representation
∇xb
(
t, y,PXxt
)
= E
[
∇µb
(
t, y,PXxt
)
(Xxt )∇xX
x
t
]
holds. Note that the Lions derivative entails an additional variable which is here
denoted by ∇µb (·) (X
x
t ).
4.3. Hölder continuity. Concluding the section on regularity properties, we show
Hölder continuity in time and space of the unique strong solution (Xxt )t∈[0,T ] of
mean-field SDE (2).
Theorem 4.12 Suppose the drift coefficient b : [0, T ] × Rd × P1(R
d) → Rd
is Lipschitz continuous in the third variable (8) and bounded. Let (Xxt )t∈[0,T ] be
the unique strong solution of mean-field SDE (2). Then, for every compact subset
K ⊂ Rd there exists a constant C > 0 such that for all s, t ∈ [0, T ] and x, y ∈ K,
E
[
‖Xxt −X
y
s ‖
2
]
≤ C
(
|t− s|+ ‖x− y‖2
)
.
In particular, there exists a continuous version of the random field (t, x) 7→ Xxt
with Hölder continuous trajectories of order α < 1
2
in t ∈ [0, T ] and α < 1 in
x ∈ Rd.
The proof of Theorem 4.12 is analogous to the proof of [2, Theorem 3.12] and
uses the following lemma.
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Lemma 4.13 Suppose the drift coefficient b : [0, T ] × Rd × P1(R
d) → Rd is
Lipschitz continuous in the third variable (8) and bounded. Let (Xxt )t∈[0,T ] be the
unique strong solution of mean-field SDE (2). Then, for every compact subset
K ⊂ Rd and p ≥ 1, there exists a constant C > 0 such that
sup
t∈[0,T ]
ess sup
x∈K
E [‖∇xX
x
t ‖
p] ≤ C.
Proof. The result follows immediately by Lemma 4.8 and Fatou’s lemma. 
5. Bismut-Elworthy-Li type formula
In this section we establish an integration by parts formula of Bismut-Elworthy-
Li type. More precisely, we consider the functional x 7→ E [Φ(Xxt )], where Φ merely
fulfills some integrability condition, and show that it is weakly differentiable. More-
over, we give a probabilistic representation of the derivative ∇xE [Φ(X
x
t )].
Theorem 5.1 Suppose the drift coefficient b : [0, T ] × Rd × P1(R
d) → Rd
is Lipschitz continuous in the third variable (8) and bounded. Let (Xxt )t∈[0,T ] be
the unique strong solution of mean-field SDE (2), K ⊂ Rd be a compact subset,
Φ ∈ L2(Rd;ωT ), and ωT is as defined in (4). Then, for every open subset U ⊂ K,
t ∈ [0, T ], and 1 < q <∞,
(x 7→ E [Φ(Xxt )]) ∈W
1,q(U),
and for almost all x ∈ K
∇xE[Φ(X
x
T )] = E
[
Φ(XxT )
∫ T
0
(
a(s)∇xX
x
s +∇xb
(
s, y,PXxs
)
|y=Xxs
∫ s
0
a(u)du
)
dBs
]
,
(20)
where a : R→ R is any bounded, measurable function such that∫ T
0
a(s)ds = 1.
Proof. First assume that Φ ∈ C1,1b (R
d) and let {bn}n≥1 and {X
n,x}n≥1 be defined
as in (13) and (14), respectively. Due to Proposition 4.6 it is readily seen that
E[Φ(Xn,xT )]−−−→n→∞
E[Φ(XxT )], (21)
for every t ∈ [0, T ] and x ∈ K. Equivalently to [2, Lemma 4.1] it can be shown
that E[Φ(Xn,xt )] is weakly differentiable in x and
∇xE[Φ(X
n,x
T )]= E[Φ
′(Xn,xT )∇xX
n,x
T ].
Furthermore, using the representation (11) we get for any bounded measurable
function a : R→ R with
∫ T
0 a(s)ds = 1 that
∇xX
n,x
T =
∫ T
0
a(s)
(
DsX
n,x
T ∇xX
n,x
s +
∫ T
s
DrX
n,x
T ∇xbn(r, y,PXn,xr )
∣∣
y=Xn,xr
dr
)
ds
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=
∫ T
0
a(s)DsX
n,x
T ∇xX
n,x
s ds +
∫ T
0
∫ T
s
a(s)DrX
n,x
T ∇xbn(r, y,PXn,xr )
∣∣
y=Xn,xr
drds.
Now we look at each term individually starting by the first one. Note first that
Φ(Xn,xT ) is Malliavin differentiable and thus using the chain rule yields
E
[
Φ′(Xn,xT )
∫ T
0
a(s)DsX
n,x
T ∇xX
n,x
s ds
]
= E
[∫ T
0
a(s)DsΦ(X
n,x
T )∇xX
n,x
s ds
]
.
Since s 7→ a(s)∇xX
n,x
s is an adapted process and by Lemma 4.8
E
[∫ T
0
‖a(s)∇xX
n,x
s ‖
2
ds
]
<∞,
the application of the duality formula [18, Corollary 4.4] yields
E
[∫ T
0
a(s)DsΦ(X
n,x
T )∇xX
n,x
s ds
]
= E
[
Φ(Xn,xT )
∫ T
0
a(s)∇xX
n,x
s dBs
]
.
Considering the second term note first that due to (16) and (19)
sup
r,s∈[0,T ]
E
[∥∥∥∥Φ′(Xn,xT )a(s)DrXn,xT ∇xbn(r, y,PXn,xr )∣∣∣y=Xn,xr
∥∥∥∥]<∞.
Consequently, the integral∫ T
0
∫ T
0
E
[
Φ′(Xn,xT )a(s)DrX
n,x
T ∇xbn(r, y,PXn,xr )
∣∣∣
y=Xn,xr
]
drds
exists and is finite by Tonelli’s Theorem. Thus, the order of integration can be
swapped and we obtain by using once more the duality formula [18, Corollary 4.4]
that
E
[
Φ′(Xn,xT )
∫ T
0
∫ T
s
a(s)DrX
n,x
T ∇xbn(r, y,PXn,xr )
∣∣∣
y=Xn,xr
drds
]
= E
[∫ T
0
DrΦ(X
n,x
T )∇xbn(r, y,PXn,xr )
∣∣∣
y=Xn,xr
∫ r
0
a(s)dsdr
]
= E
[
Φ(Xn,xT )
∫ T
0
∇xbn(r, y,PXn,xr )
∣∣∣
y=Xn,xr
∫ r
0
a(s)dsdBr
]
.
Putting all together we obtain representation (20) for Φ ∈ C1,1b (R
d) where b and
Xx are substituted by bn and X
n,x, respectively.
Next, we show that representation (20) is valid also for b and Xx. Let ϕ ∈
C∞0 (U). We prove subsequently that∫
U
ϕ′(x)E[Φ(XxT )]dx
= −
∫
U
ϕ(x)E
[
Φ(XxT )
∫ T
0
(
a(s)∇xX
x
s +∇xb
(
s, y,PXxs
)
|y=Xxs
∫ s
0
a(u)du
)
dBs
]
dx.
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Using (21) we have that∫
U
ϕ′(x)E[Φ(XxT )]dx
= − lim
n→∞
∫
U
ϕ(x)E
[
Φ(Xn,xT )
∫ T
0
(
a(s)∇xX
n,x
s +∇xbn(s, x)
∫ s
0
a(u)du
)
dBs
]
dx
= − lim
n→∞
∫
U
ϕ(x)E
[
Φ(Xn,xT )
∫ T
0
a(s)∇xX
n,x
s dBs
]
dx
− lim
n→∞
∫
U
ϕ(x)E
[
Φ(Xn,xT )
∫ T
0
∇xbn(s, x)
∫ s
0
a(u)dudBs
]
dx
=: − lim
n→∞
An − lim
n→∞
Cn,
where bn(s, x) := bn
(
s, y,PXn,xs
)
|y=Xn,xs , n ≥ 0. For An we further get that
An =
∫
U
ϕ(x)E
[
(Φ(Xn,xT )− Φ(X
x
T ))
∫ T
0
a(s)∇xX
n,x
s dBs
]
dx
+
∫
U
ϕ(x)E
[
Φ(XxT )
∫ T
0
a(s) (∇xX
n,x
s −∇xX
x
s ) dBs
]
dx
+
∫
U
ϕ(x)E
[
Φ(XxT )
∫ T
0
a(s)∇xX
x
s dBs
]
dx
=: An(I) + An(II) +
∫
U
ϕ(x)E
[
Φ(XxT )
∫ T
0
a(s)∇xX
x
s dBs
]
dx.
Note that An(I) and An(II) converge to 0 due to Proposition 4.6 and Lemma 4.8,
and the proof of Theorem 4.3, respectively.
For Bn let us first define the measure change
dQn
dP
:= E
(
−
∫ T
0
bn
(
s,Xn,xs ,PXn,xs
)
dBs
)
, n ≥ 0.
Note that under Qn the processes Xn,x is Brownian motion. Hence, we get with
EnT := E
(∫ T
0
bn
(
s, Bxs ,PXn,xs
)
dBs
)
, n ≥ 0,
that
Cn − C0 =
∫
U
ϕ(x)
(
E
[
Φ(BxT )
∫ T
0
∇xbn(s, x)
∫ s
0
a(u)dudBs E
n
T
]
− E
[
Φ(BxT )
∫ T
0
∇xb0(s, x)
∫ s
0
a(u)dudBs E
0
T
])
dx
−
∫
U
ϕ(x)
(
E
[
Φ(BxT )
∫ T
0
∇xbn(s, x)
∫ s
0
a(u)du bn
(
s,Bxs ,PXn,xs
)
ds EnT
]
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− E
[
Φ(BxT )
∫ T
0
∇xb0(s, x)
∫ s
0
a(u)du b
(
s,Bxs ,PXxs
)
ds E0T
])
dx
=: Cn(I)− Cn(II),
where bn(s, x) := bn
(
s, y,PXn,xs
)
|y=Bxs , n ≥ 0. Considering Cn(I) we have due to
(19)
Cn(I) .
∫
U
ϕ(x)
E [∫ T
0
∣∣∣∇xbn (s, y,PXn,xs )−∇xb (s, y,PXxs )∣∣∣2y=Bxs ds
] 1
2
+ E
[∣∣∣EnT − E0T ∣∣∣2]) dx.
The first term converges to 0 due to the proof of Proposition 4.9 whereas the
second term converges to 0 due to Lemma A.2. Furthermore, for Cn(II) we have
Cn(II) .
∫
U
ϕ(x)
(
Cn(I) + E
[
Φ(BxT )
∫ T
0
∣∣∣bn (s,Bxs ,PXn,xs )− b (s,Bxs ,PXxs )∣∣∣ ds
])
dx,
which converges to 0 due to (18) and dominated convergence. Thus equation (20)
holds for Φ ∈ C1,1b (R
d).
Lastly, we show that equation (20) holds true for Φ ∈ L2(Rd;ωT ). In order
to show this, define a sequence {Φn} ⊂ C
1,1
b (R
d) by standard arguments which
approximates Φ with respect to the norm L2(Rd;ωT ). Note first that
E
[∥∥∥∥∥Φ(XxT )
∫ T
0
(
a(s)∇xX
x
s +∇xb
(
s, y,PXxs
)
|y=Xxs
∫ s
0
a(u)du
)
dBs
∥∥∥∥∥
]
(22)
≤ E
[
‖Φ(XxT )‖
2
] 1
2
× E
∥∥∥∥∥
∫ T
0
(
a(s)∇xX
x
s +∇xb(s,X
x
s ,PXxs )|y=Xxs
∫ s
0
a(u)du
)
dBs
∥∥∥∥∥
2

1
2
≤ E
[
‖Φ(BxT )‖
2 E
(∫ T
0
b(s, Bxs ,PXxs )dBs
)] 1
2
× E
[∫ T
0
∥∥∥∥a(s)∇xXxs +∇xb(s,Xxs ,PXxs )|y=Xxs ∫ s
0
a(u)du
∥∥∥∥2 du
] 1
2
. E
[
‖Φ(BxT )‖
2
] 1
2
<∞,
where we have used Lemma 4.8 and (19). Thus, expression (22) is well-defined.
Furthermore, it is readily seen that
E[Φn(X
x
T )]−−−→n→∞
E[Φ(XxT )].
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Thus, for any test function ϕ ∈ C∞0 (R
d) we have that∫
U
ϕ(x)E[Φ(XxT )]dx
= − lim
n→∞
∫
U
ϕ′(x)E
[
Φn(X
x
T )
∫ T
0
(
a(s)∇xX
x
s +∇xb(s, x)
∫ s
0
a(u)du
)
dBs
]
dx
. − lim
n→∞
∫
U
ϕ′(x)E
[
(Φn(X
x
T )− Φ(X
x
T ))
2
] 1
2
dx
−
∫
U
ϕ′(x)E
[
Φ(XxT )
∫ T
0
(
a(s)∇xX
x
s +∇xb(s, x)
∫ s
0
a(u)du
)
dBs
]
dx
= −
∫
U
ϕ′(x)E
[
Φ(XxT )
∫ T
0
(
a(s)∇xX
x
s +∇xb(s, x)
∫ s
0
a(u)du
)
dBs
]
dx,
where b(s, x) := b(s, y,PXxs )|y=Xxs . Consequently, equation (20) holds for Φ ∈
L2(Rd;ωT ). 
Appendix A. Technical Results
Consider the (mean-field) stochastic differential equation
dX
x,µ
t = b (t, X
x,µ
t , µt) dt+ dBt, t ∈ [0, T ], X
x,µ
0 = x ∈ R
d, (23)
where µ ∈ C([0, T ];P1(R
d)). The following lemmas can be proven similar to [2,
Lemma A.1 & Lemma A.6].
Lemma A.1 Suppose the drift coefficient b : [0, T ]×Rd×P1(R
d)→ Rd is of at
most linear growth (5) and Xx,µ is a solution of SDE (23). Then, for every p ≥ 1
and any compact subset K ⊂ Rd
sup
x∈K
E
[
sup
t∈[0,T ]
‖b (t, Xx,µt , µt) ‖
p
]
<∞.
In particular,
sup
x∈K
E
[
sup
t∈[0,T ]
‖Xx,µt ‖
p
]
<∞.
Moreover, for a set of measures EC := {µ ∈ C([0, T ];P1(R)) : supt∈[0,T ] K(µt, δ0) ≤
C}, where C > 0 is some constant, and every p ≥ 1
sup
x∈K
E
[
sup
t∈[0,T ]
sup
µ∈EC
‖b (t, Xx,µt , µt) ‖
p
]
<∞.
Lemma A.2 Suppose the drift coefficient b : [0, T ] × Rd × P1(R
d) → Rd is
Lipschitz continuous in the third variable (8) and bounded. Let (Xxt )t∈[0,T ] be the
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unique strong solution of mean-field SDE (2). Furthermore, {bn}n≥1 is the approx-
imating sequence of b as defined in (13) and (Xn,xt )t∈[0,T ], n ≥ 1, the corresponding
unique strong solutions of mean-field SDEs (14). Then for any p ≥ 1
E
[∣∣∣∣∣E
(∫ T
0
bn(t, B
x
t ,PXn,xt )dBt
)
− E
(∫ T
0
b(t, Bxt ,PXxt )dBt
)∣∣∣∣∣
p] 1
p
−−−→
n→∞
0.
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