To find a minimal expression of a boolean function includes a step to select the minimum cost cover from a set of implicants. Since the selection process is an NP-complete problem, to find an optimal solution is impractical for large input data size. Neural network approach is used to solve this problem. We first formalize the problem, and then define an "energy function" and map it to a modified Hopfield network, which will automatically search for the "minima. Simulation of simple examples shows the proposed neural network can obtain good solutions most of the time.
INTRODUCTION
gic minimization is to simplify a boolean funcion so that the implementation cost can be reduced. Among the different techniques, two-level minimization is the most well-understood one and has a wide application in the design of Programmable Logic Array (PLA) [2] . This technique normally involves two basic procedures: the generation of Prime Implicants (PIs), and the selection of PIs. The generation of PIs can be exhaustive, as in traditional Quine-McCluskey method [15] and in McBoole [6] , or heuristic, as in Espresso [2] . Once the PIs are found, we need to select a subset that can cover the function completely and has a minimal total cost. This selection process is an NP-complete problem [9] and may take exponential computation time to obtain an optimal answer. Although certain pre-processing techniques, such as column reduction, row reduction [14] and partition [17] , can reduce the size of the input table, there is no effective way to obtain the optimal solution from the reduced table.
A neural network is an interconnected network of a large number of simple processors [18] . Although neural networks are primarily used for information processing and biological modeling, it has been shown that neural networks can collectively compute good solutions to a wide range of complex optimization problems, such as Traveling Salesman, 3-Satisfiability, etc. [11] [12] [20] [19] . Since it is possible to implement the massive neural network in a VLSI chip [16] in the future, neural networks can be an alternative approach to obtain answer for some "hard" computational problems. In this paper, we investigate the possibility of applying neural network approach to solve the coverage problem. We first formalize this problem and define the "energy function", and then derive network configuration accordingly.
The remaining of the paper is organized as follows: Section 2 gives an overview on neural network and its application to optimization; Section 3 shows the formulation of the network; Section [16] . The analog version of the neuron is shown in Figure l(b) . The two steps now can be described as duj(t)/dt _,in=lWijUi(t)--Oj and vj(t)= gi(uj(t)). The time unit here is normalized to the RC time constant of the integrator. The analog neuron can also be extended to a nonlinear one by generalizing the fist part: duj(t)/dt fi(v l(t),..., v,,(t)). In the remaining discussion, we will use the analog version. While the primary research interests in neural network are concentrated in the information processing and biological modeling, it has been shown that the neural network can collectively compute good solutions to complex optimization problems [19] . This approach comes from the observation that in certain properly designed networks, the dynamic of the networks will force the network to converge to a minimal energy state [10] .
If we can map the problem solution to this minimal energy state, the network can "automatically" solve the optimization problem.
The procedure listed below (extended over [7] ) outlines the basic steps of this approach:
introduce a set of variable {Vl(t), v2 (t),..., v,(t)} to represent the quantities to be optimized.
width of the "linear" region (the region with a value close to 0.5) and ensures that the output moves away from the "undetermined" area. Since steps (1) to (5) only guarantee that the network converges to a local minima, sometimes we may need to apply relaxation techniques, such as simulated annealing, to obtain a global minima [1, 13] . Relaxation can be thought as "coarse searching", which will help the network to escape from local minima.
Formal Description of the Network
With the formal description, a neural network can be constructed as follows: The implementation derived from section 3.1 is shown in Figure 2 The D is chosen to be 11.1. In this configuration, the activation function (denoted by a square box) is complicated and hard to implement. Further, computation to obtain
A better alternative implementation is shown in Figure 3 . In this configuration, we simplify the implementation of original neurons by distributing the This network is similar to the one used in [20] . Table 2 , which is adopted from [15] .
{P2, P3, P6} and {P1, P2, Ps} are the two optimal selections. This is a difficult case since the table is cyclic and no heuristic rules, such as essential PI, Figure 5 .
SUMMARY
In this paper, we apply the neural network approach to obtain the minimal cost coverage of a given PI-vertex In the current form, the major problem of this approach is the required computation time. Simulating the neural network is essentially using numerical analysis to solve a set of non-linear partial differential equations, which is computation intensive. This limits the total number of PIs to a small number and makes it not feasible for large practical problems.
However, this scheme may be an attractive alternative when the analog neural network VLSI is available [16] . The 
