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LYAPUNOV-TYPE CONDITIONS AND STOCHASTIC DIFFERENTIAL
EQUATIONS DRIVEN BY G-BROWNIAN MOTION
XINPENG LI, XIANGYUN LIN, AND YIQING LIN
Abstract. This paper studies the solvability and the stability of stochastic differential equations
driven by G-Brownian motion (GSDEs). In particular, the existence and uniqueness of the solution
for locally Lipschitz GSDEs is obtained by localization methods, also the stability of such GSDEs
are discussed with Lyapunov-type conditions.
1. Introduction
Recently, Peng [12] set up a framework of a time consistent sublinear expectation associated with a
new type of Brownian motion that draws a lot of attention. This sublinear expectation, named G-
expectation, is primarily defined as a sublinear functional E[·] on a well-posed space Cb,lip(Ω), which
is the collection of all bounded and Lipschitz functions on the canonical space Ω := C[0,∞). Under
the G-expectation, the canonical process B is seen to be a G-Brownian motion whose increments are
zero-mean, independent, and G-normal distributed. Observed in a later work of Denis-Hu-Peng [4],
this type of sublinear expectations can be regarded as the supreme of linear expectations over a weakly
compact subset of martingale measures and thus, induces a capacity on Ω. Accordingly, the notion of
“quasi-sure” (q.s.) related to this capacity is brought to this framework.
As the foundation of the G-stochastic calculus, Peng also introduces the G-Itoˆ integral in his pi-
oneer work [12]. Indeed, this integral is first defined pathwisely as the Riemann-Stieltjes sum on
[0, T ] for all “adapted” step process formed by random variables in Cb,lip(Ω). And then, owing to the
G-Itoˆ inequality, this definition can be extended to the M2G-norm (similar to the classical M
2-norm)
closure of the step process space. Following Peng’s work, related topics in the G-stochastic analysis
are systematically developed by many authors.
In particular, some authors are interested in the stochastic differential equation driven by G-
Brownian motion (GSDE), which has a similar form as its counterpart in the classical framework,
however, holds in a q.s. sense:
(1.1) Xt = x+
∫ t
0
f(s,Xs)ds+
∫ t
0
h(s,Xs)d〈B〉s +
∫ t
0
g(s,Xs)dBs, 0 ≤ t ≤ T, q.s.,
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where 〈B〉 is the quadratic variation of the G-Brownian motion. Under the Lipschitz assumptions on
the coefficients, Peng [12] and Gao [5] have proved the wellposedness of such equation with the fixed-
point iteration. Moreover, Bai-Lin [2] has studied the case when coefficients are integral-Lipschitz and
Lin [9, 10] considers the reflected GSDEs with some good enough boundaries. We observe in these
papers the Lipschitz structure of the coefficients and the condition on the reflecting boundary make
sure that the solution X and g(·, X·) live in the space of good integrands defined by Peng [12].
In contrast to the existing results on GSDEs, the focus of the present paper is on (1.1) with local
Lipschitz coefficients under a Lyapunov-type condition, while detailed discussion to this kind of clas-
sical stochastic differential equations (SDEs) can be found, for example, in Has’minskiˇi [6]. Following
a standard procedure, we shall apply the localization technique to approximate the solution of this
equation, however, one can see that the localized coefficient will be eliminated from the integrand
space defined in [12], since it may be no longer “continuous” in ω somehow. Thanks to the work of
Li-Peng [8], the space of suitable integrands are essentially expanded, which requires less regularity
and only “local integrability”. Indeed, Li-Peng first extend the definition of the G-Itoˆ integral for all
step process formed by bounded random variable, and verify that in their case the G-Itoˆ inequality
still holds true, so that this definition can be extended by the completion under the M2G-norm. Due to
this extension, one can consider the G-Itoˆ integral for such process 1[0,τ ](·), where τ is an F
B-stopping
time taking values in [0, T ] and thus, the G-Itoˆ integral is said to be well defined in [8] on an even
larger class M2w([0, T ]) by stopping techniques. Taking advantage of these results, we deduce that this
kind of GSDEs are well posed on M2w([0, T ]). Particularly, we define the truncated GSDEs that are
uniform Lipschitz, and carefully choose the stopping times in order to construct a consistent localized
sequence. Finally, the Lyapunov-type condition ensures that the solution can be approximated path-
wisely.
Another task of this paper is to consider the stability of the GSDEs under perturbations of the ini-
tial value, which shows a rough picture of asymptotic behavior of GSDEs under certain conditions. We
recall Has’minskiˇi [6] and Mao [11] for details in this topic for SDEs. In the G-framework, quasi-sure
exponential stability of a linear GSDE has been considered in Zhang-Chen [14] and the (exponential)
moment stability of GSDEs has been studied by Hu-Ren-Xu [7] with a particular Lyapunov function
(independent of h and g). In what follows, we obtain the sufficient conditions for the moment stability
by means of a general Lyapunov function and investigate the relation between the moment stability
and the quasi-sure stability for GSDEs. Moreover, a property of G-Brownian motion is obtained at
the end of this paper.
This paper is organized as follows: Section 2 provides preliminaries in the G-framework for our
further discussion; in Section 3 we conclude the main idea in [8] and explain the stopping techniques
in the G-framework; Section 4 studies the solvability of local Lipschitz GSDEs while Section 5 shows
the stability results for such equations; in the appendix, Proposition 1.4 in IV-1 of [12] is generalized,
which is essential for our argument.
2. Preliminaries
We first recall some notions and results of G-expectation and the related spaces of random vari-
ables and stochastic processes. The reader interested in more detailed description of these notions
and results is referred to Denis-Hu-Peng [4], Gao [5], Li-Peng [8] and Peng [12].
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Let Ω be the space of all Rd-valued continuous paths with ω0 = 0 equipped with the distance
ρ(ω1, ω2) :=
∞∑
N=1
2−N (( max
t∈[0,N ]
|ω1t − ω
2
t |) ∧ 1),
and let Bt(ω) := ωt be the canonical process.
Set
Lip(Ω) := {ϕ(Bt1 , · · · , Btn) : n ≥ 1, 0 ≤ t1 ≤ · · · ≤ tn <∞, ϕ ∈ Cb,lip(R
d×n)},
where Cb,lip(R
d×n) the collection of all bounded and Lipschitz functions on Rd×n.
Fixing a sublinear monotone function G: Sd → R, the related G-expectation on (Ω, Lip(Ω)) can be
constructed in the following way: for each ξ ∈ Lip(Ω) with the form
ξ = ϕ(Bt1 , Bt2 −Bt1 , · · · , Btn −Btn−1), 0 ≤ t1 < t2 < · · · < tn,
define
E[ξ] := u1(0, 0),
where u1(0, 0) ∈ R is obtained via the following procedure: for k = n, · · · , 1, uk := uk(t, x;x1, · · · , xk−1)
is a function of (t, x) with the parameter (x1, · · · , xk−1) ∈ R
d×(k−1), which is the solution of the fol-
lowing G-heat equation defined on [tk−1, tk)× R
d:
∂uk
∂t
−G(D2uk) = 0
with terminal condition
uk(tk, x;x1, · · · , xk−1) = uk+1(tk, x;x1, · · · , xk−1, x),
where un+1(tn, x;x1, · · · , xn−1, x) := ϕ(x1, · · · , xn−1, x). Note that under this E[·], the canonical pro-
cess (Bt)t≥0 is a G-Brownian motion (see §III-2 in [12]).
We denote by LpG(Ω) the completion of Lip(Ω) under the natural norm || · ||p := E[| · |
p]
1
p . For each
t ∈ [0,∞), we list the following notations:
• Ωt := {ω·∧t : ω ∈ Ω};
• Ft := B(Ωt);
• L0(Ω): the space of all B(Ω)-measurable real functions;
• L0(Ωt): the space of all B(Ωt)-measurable real functions;
• Bb(Ω): all bounded elements in L
0(Ω); Bb(Ωt) := Bb(Ω) ∩ L
0(Ωt);
• Cb(Ω): all continuous elements in Bb(Ω); Cb(Ωt) := Cb(Ω) ∩ L
0(Ωt).
We can extend the domain of G-expectation E[·] from Lip(Ω) to L
0(Ω) by the procedure introduced
in [4], i.e., constructing an upper expectation E¯[·]:
E¯[X ] := sup
P∈PG
EP[X ], X ∈ L0(Ω),
where PG is a weakly compact family of martingale measures on (Ω,B(Ω)). This upper expectation
coincides with the G-expectation E[·] on Lip(Ω) and thus, on its completion L
1
G(Ω). Naturally, a
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Choquet capacity can be defined by:
C¯(A) := sup
P∈PG
P(A), A ∈ B(Ω),
and the notation of “quasi-surely” (q.s.) is introduced as follows:
Definition 2.1. A set A ∈ B(Ω) is called polar if C¯(A) = 0. A property is said to hold quasi-surely
if it holds outside a polar set.
We note that the following Borel-Cantelli Lemma, Markov’s inequality and Upwards convergence
theorem also holds for such Choquet capacity and upper expectation (Lemma 5, Lemma 13 and
Theorem 10 in [4])
Lemma 2.2. Let X ∈ L0(Ω) satisfying E¯[|X |p] <∞, for p > 0. Then, for each a > 0,
C¯({|X | > a}) ≤
E¯[|X |p]
ap
.
Lemma 2.3. Let {An}n∈N ⊂ B(Ω) such that
∞∑
n=0
C¯(An) <∞.
Then, lim supn→∞An is a polar set.
Theorem 2.4. Let {Xn}n∈N ⊂ L
0(ΩT ) be a sequence such that X
n ↑ X, q.s., and there exists a
P ∈ PG with E
P[X0] > −∞, then E¯[Xn] ↑ E¯[X ].
We also have Fatou’s lemma (Lemma 2.11 in Bai-Lin [2]) in the G-framework:
Lemma 2.5. Assume that {Xn}n∈N is a sequence in L
0(Ω) and for a Y ∈ L0(Ω) satisfying E¯[|Y |] <∞
and all n ∈ N, Xn ≥ Y , q.s., then
E¯[lim inf
n→∞
Xn] ≤ lim inf
n→∞
E¯[Xn].
In order to introduce stopping time in G-framework, Li-Peng [8] first consider the process space
generalized by Bb(Ω) and define the related Itoˆ’s integral. Let L
p
∗(Ω) be the completion of Bb(Ω), and
consider the following type of simple processes:
M0b ([0, T ]) = {η : ηt(ω) =
N−1∑
i=0
ξi(ω)1[ti,ti+1)(t),
∀N ∈ N, 0 = t0 < · · · < tN = T, ξi ∈ Bb(Ωti), i = 0, · · · , N − 1}.
Definition 2.6. For p ≥ 1, we denote by Mp∗ ([0, T ]) the completion of M
0
b ([0, T ]) under the following
norm:
‖η‖p :=
(
E¯
[
1
T
∫ T
0
|ηt|
pdt
])1/p
.
Here below is the definition of the G-Itoˆ integral. In the sequel, Ba denotes the inner product of
a ∈ Rd and B, which is still a G-Brownian motion, and σ
aa
T := E¯[(a, B1)
2].
Definition 2.7. For each η ∈M0b ([0, T ]), we define the Itoˆ type integral
I[0,T ](η) =
∫ T
0
ηtdB
a
t :=
N−1∑
k=0
ξk(B
a
tk+1 −B
a
tk).
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Then, the linear mapping I[0,T ] on M
0
b ([0, T ]) can be continuously extended to I[0,T ] : M
2
∗ ([0, T ]) →
L2∗(ΩT ) and for each η ∈M
2
∗ ([0, T ]), we define
∫ T
0 ηtdB
a
t := I[0,T ](η).
We notice that Gao [5] proves the G-Itoˆ integral X· =
∫ ·
0
ηsdB
a
s has a continuous C¯-modification,
for any η ∈ M2G(0, T ) ⊂ M
2
∗ ([0, T ]), where M
2
G([0, T ]) is defined in [12] by the completion of simple
process formed by random variables in Cb,lip(Ω). In fact, this result still holds for η ∈ M
2
∗ (0, T ),
that is to say, there exists X¯ which is continuous in t pathwisely and C¯(|Xt − X¯t| 6= 0) = 0 for all
t ∈ [0, T ]. Furthermore, we can deduce the following proposition, so that we do not care the choice of
the t-continuous C¯-modification for the G-Itoˆ integral (
∫ t
0
ηsdBs)0≤t≤T .
Proposition 2.8. Suppose that X and X ′ are two processes that have t-continuous paths and for
each t ∈ [0, T ], Xt = X
′
t, q.s.. Then, X and X
′ are indistinguishable in the q.s. (indistinguishable,
for short in the rest part of this paper).
3. Localisation techniques and extension of the G-Itoˆ type integral
In this section, we follow Li-Peng [8] to define the G-Itoˆ type integral for a certain type of locally
integrable processes and generalize some results in [8]. The notion of stopping times always refer to
the ones with respect to F .
Definition 3.1. For fixed p ≥ 1, a stochastic process η is said to be in Mpw([0, T ]), if it is associated
with a sequence {σm}m∈N of stopping times incresing to infinity such that
η1[0,σm∧T ] ∈M
p
∗ ([0, T ]), ∀m ∈ N.
Remark 3.2. One can easily deduce from this definition that
(3.1)
∫ T
0
|ηt|
pdt <∞, q.s..
This definition is a slight modification of original one in [8]. We can define the related Itoˆ’s integral
in the similar way.
For a given η ∈ M2w([0, T ]) associated with {σm}m∈N, we note τm := σm ∧ T and consider the
t-continuous C¯-modification of (
∫ t
0 ηs1[0,τm](s)dB
a
s )0≤t≤T . For each m, n ∈ N, n > m, by Lemma 4.2
in [8] and the continuity of the paths of the G-Itoˆ integral, we can find a polar set Aˆm,n, such that for
all ω ∈ (Aˆm,n)c, the following equality holds:∫ t∧τm
0
ηsdB
a
s (ω) =
∫ t
0
ηs1[0,τm](s)dB
a
s (ω)
=
∫ t
0
ηs1[0,τm](s)1[0,τn](s)dB
a
s (ω)(3.2)
=
∫ t∧τm
0
ηs1[0,τn](s)dB
a
s (ω), 0 ≤ t ≤ T.
Define a polar set
Aˆ :=
∞⋃
m=1
∞⋃
n=m+1
Aˆm,n.
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For each m ∈ N and (ω, t) ∈ Ω× [0, T ], we set
Xmt (ω) :=


∫ t
0
ηs1[0,τm](s)dB
a
s (ω) , ω ∈ Aˆ
c ∩ Ω¯;
0 , otherwise.
For each ω ∈ Aˆc and m, n ∈ N, n > m, Xn(ω) ≡ Xm(ω) on [0, τm(ω)]. Therefore, we can define
unambiguously a process by stipulating that it equal to Xm on [0, τm(ω)].
Definition 3.3. Giving η ∈M2w([0, T ]), for each (ω, t) ∈ Ω× [0, T ], we define∫ t
0
ηsdB
a
s (ω) := limm→∞
Xmt (ω).
Remark 3.4. For η ∈ Mpw([0, T ]), where p ≥ 2, associated with {σm}m∈N, define Xt :=
∫ t
0 ηsdBs,
then X stays in Mpw([0, T ]), where the sequence of stopping times can be chosen as {σm}m∈N.
At the end of this section, we generalize the BDG type inequality in [8] for η ∈M2w([0, T ]).
Lemma 3.5. Let η ∈ Mpw([0, T ]), the following inequality holds: for p > 0, there exists Cp > 0
depends only on p, such that
E¯
[
sup
0≤s≤t
∣∣∣∣
∫ s
0
ηudB
a
u
∣∣∣∣
p]
≤ Cpσ
p/2
aa
TE¯
[(∫ t
0
|ηs|
2ds
)p/2]
.
Proof: Suppose η is associated with stopping times {σm}m∈N, then we have
E¯
[
sup
0≤s≤t
∣∣∣∣
∫ s
0
ηu1[0,σm∧T ]dB
a
u
∣∣∣∣
p]
≤ Cpσ
p/2
aa
TE¯
[(∫ t
0
|ηs|
21[0,σm∧T ]ds
)p/2]
≤ Cpσ
p/2
aa
TE¯
[(∫ t
0
|ηs|
2ds
)p/2]
.
Since
∫ ·
0
ηtdB
a
t has continuous paths,
sup
0≤s≤t
∣∣∣∣
∫ s
0
ηu1[0,σm∧T ]dB
a
u
∣∣∣∣
p
= sup
0≤s≤t
∣∣∣∣
∫ s∧σm∧T
0
ηudB
a
u
∣∣∣∣
p
→ sup
0≤s≤t
∣∣∣∣
∫ s
0
ηudB
a
u
∣∣∣∣
p
, q.s..
Finally, Fatou’s lemma (Lemma 2.5) gives desired result. 
4. Locally Lipschtiz G-stochastic differential equations
In this section, we study the solvability of the following n-dimensional stochastic differential equation
driven by d-dimensional G-Brownian motion:
(4.1) Xt = x+
∫ t
0
f(s,Xs)ds+
∫ t
0
h(s,Xs)d〈B,B〉s +
∫ t
0
g(s,Xs)dBs, 0 ≤ t ≤ T, q.s.,
where x ∈ Rn is the initial value and 〈B,B〉 = (〈Bi, Bj〉)i,j=1,...,d is the mutual variation matrix of B.
In a first stage, we consider this equation under the so-called uniformly Lipschitz conditions:
(H1) For some p ≥ 2 and each x ∈ Rn, f(·, x), hij(·, x), gj(·, x) ∈Mp∗ ([0, T ];R
n), i, j = 1, . . . , d;
(H2) The coefficients f , h and g are uniformly Lipschitz in x, i.e., for each t ∈ [0, T ] and x, x′ ∈ Rn,
|f(t, x)− f(t, x′)|+ ||h(t, x)− h(t, x′)||+ ||g(t, x)− g(t, x′)|| ≤ CL|x− x
′|,
where || · || is the Hilbert-Schmidt norm of a matrix.
We notice that the domain of coefficients here is a little larger than the ones in Gao [5] and Peng
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[12], however, the same method as in [5] can be applied to prove the uniqueness and existence theorem
as follows:
Theorem 4.1. Let (H1) and (H2) hold. Then, for any p ≥ 2, there exists a unique process X ∈
Mp∗ ([0, T ];Rn) that has t-continuous paths and satisfies the GSDE (4.1). Denote by Xx and Xy the
solutions starting with x, y ∈ Rn, then there exists C > 0 that depends only on p, T and CL, such
that
E¯[ sup
t∈[0,T ]
|Xxt −X
y
t |
p] ≤ C|x − y|p.
Remark 4.2. Similarly to Lemma 5.1 in Bai-Lin [2], we have the following assertion: suppose that
for some p ≥ 1, ζ is a function such that ζ(·, x) ∈ Mp∗ ([0, T ];Rn), for each x ∈ Rn and that ζ(·, ·) is
uniformly Lipschitz in x, then for each X ∈ Mp∗ ([0, T ];R
n), ζ(·, X·) is an element in M
p
∗ ([0, T ];R
n).
This result ensures that (4.1) is well defined.
In what follows, we consider such a GSDE, whose coefficients satisfy both a locally Lipschitz
condition and a Lyapunov’s type condition. Here below are two assumptions that we concern: from
now on, we adopt the Einstein notation.
(H2’) The coefficients f(·, ·), hij(·, ·), gj(·, ·) : [0, T ]×Rn → Rn are deterministic functions continuous
in t and locally Lipschitz in x, i.e., for each x, x′ ∈ {a : |a| ≤ R}, there exists a positive constant CR
that depends only on R, such that for each t ∈ [0, T ],
|f(t, x)− f(t, x′)|+ ||h(t, x) − h(t, x′)||+ ||g(t, x)− g(t, x′)|| ≤ CR|x− x
′|.
(H3’) There exist a deterministic nonnegative Lyapunov function V ∈ C1,2([0, T ]× Rn), such that
inf
|x|≥R
inf
t∈[0,T ]
V (t, x)→∞, as R→∞,
and for some constant CLY > 0 and all (t, x) ∈ [0, T ]× R
n,
LV (t, x) ≤ CLY V (t, x),
where L is a differential operator defined by
LV = ∂tV + ∂xνV f
ν +G
( (
∂xνV · (h
νij + hνji) + ∂2xµxνV · g
µigνj
)d
i,j=1
)
.
Remark 4.3. The coefficients f , hij , gj, i, j = 1, . . . , d, are continuous in t and thus uniformly
continuous on [0, T ], so for each x ∈ Rn, f(·, x), hij(·, x), gj(·, x) ∈MpG([0, T ];R
n) ⊂Mp∗ ([0, T ];R
n),
for any p ≥ 1.
Lemma 4.4. For each X ∈ M1w([0, T ];R
n) that has continuous paths and for each function V ∈
C1,2([0, T ]× Rn), we have η(V,X) ∈Mpw([0, T ]; S
d), for any p ≥ 1, where
ηij· (V,X) := ∂xνV (·, X·)(h
νij(·, X·) + h
νji(·, X·)) + ∂
2
xµxνV (·, X·)g
µi(·, X·)g
νj(·, X·).
Proof: Similarly to the proof of Theorem 5.4 in Li-Peng [8], we can find a sequence of stopping times
{σm}m∈N satisfying Definition 3.1, such that on [0, σm], |X | is bounded by m. It is obvious that
X1[0,σm] ∈M
p
∗ ([0, T ];R
n), for any p ≥ 1.
Noticing that ∂xµV , ∂
2
xµxνV , h
ij and gj, µ, ν = 1, . . . n, i, j = 1, . . . , d, are bounded and uniformly
continuous on compact sets, we can approximate these functions uniformly on [0, T ] × B(0,m) by
Cb,lip([0, T ];R
n) ones and thus, we have ηij·∧σm(V,X) ∈ M
p
∗ ([0, T ]), for any p ≥ 1, which implies the
desired result. 
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Theorem 4.5. Let (H2’) and (H3’) hold. Then, for any p ≥ 2, there exists a unique solution of the
GSDE (4.1) in Mpw([0, T ];R
n) that has t-continuous paths on [0, T ], and the following estimate holds:
E¯[V (t,Xxt )] ≤ e
CLY TV (0, x).
Proof: Existence. For each N ∈ N, we first consider the following truncated GSDE:
(4.2) XNt = x+
∫ t
0
fN(s,XNs )ds+
∫ t
0
hN(s,XNs )d〈B,B〉s +
∫ t
0
gN (s,XNs )dBs, 0 ≤ t ≤ T, q.s.,
where fN , (hij)N and (gj)N , i, j = 1, . . . , d, are defined in the following way:
ζN (t, x) =
{
ζ(t, x) , if |x| ≤ N ;
ζ(t, Nx/|x|), if |x| > N.
It is easy to verify that fN , hN and gN are all bounded functions and uniformly Lipschitz in x. Then,
by the result of Lipschitz GSDEs with coefficients in MpG([0, T ];R
n), for example in [5] and [?], the
truncated GSDE (4.2) admits a unique solution XN ∈MpG([0, T ];R
n), for any p ≥ 2, whose paths are
t-continuous.
Define a sequence of stopping times by
τN := inf{t : |X
N
t | ≥ N} ∧ T,
which satisfies {τN ≤ t} ∈ Ft. Thanks to Lemma ??, we can deduce from (4.2) that
XNt∧τN = x+
∫ t
0
fN (s,XNs )1[0,τN ](s)ds
+
∫ t
0
hN (s,XNs )1[0,τN ](s)d〈B,B〉s +
∫ t
0
gN (s,XNs )1[0,τN ](s)dBs
= x+
∫ t
0
fN+1(s,XNs )1[0,τN ](s)ds
+
∫ t
0
hN+1(s,XNs )1[0,τN ](s)d〈B,B〉s +
∫ t
0
gN+1(s,XNs )1[0,τN ](s)dBs
= x+
∫ t∧τN
0
fN+1(s,XNs )ds
+
∫ t∧τN
0
hN+1(s,XNs )d〈B,B〉s +
∫ t∧τN
0
gN+1(s,XNs )dBs, 0 ≤ t ≤ T, q.s..
On the other hand, by the definition of XN+1, we have
XN+1t∧τN = x+
∫ t∧τN
0
fN+1(s,XN+1s )ds+
∫ t∧τN
0
hN+1(s,XN+1s )d〈B,B〉s
+
∫ t∧τN
0
gN+1(s,XN+1s )dBs, 0 ≤ t ≤ T, q.s..(4.3)
By the uniqueness of the solution to the truncated GSDE (4.3), for each N ∈ N, XN and XN+1 are
distinguishable on [0, τN ]. This also implies that the sequence {τN}N∈N are q.s. increasing.
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Now we aim to show that
(4.4) C¯
( ∞⋃
N=1
{ω : τN (ω) = T }
)
= 1.
Because |XN· | never exceeds N on [0, τN ], we have
f(t,XNt )1[0,τN ](t) = f
N(t,XNt )1[0,τN ](t); h(t,X
N
t )1[0,τN ](t) = h
N (t,XNt )1[0,τN ](t);
g(t,XNt )1[0,τN ](t) = g
N (t,XNt )1[0,τN ](t), 0 ≤ t ≤ T,(4.5)
where the right-hand side are Mp∗ ([0, T ];R
n) processes (cf. Lemma 4.2 in [8]), for any p ≥ 2. As a
result,
XNt∧τN = x+
∫ t∧τN
0
fN (s,XNs )ds+
∫ t∧τN
0
hN(s,XNs )d〈B,B〉s +
∫ t∧τN
0
gN(s,XNs )dBs
= x+
∫ t∧τN
0
fN (s,XNs )1[0,τN ](s)ds
+
∫ t∧τN
0
hN (s,XNs )1[0,τN ](s)d〈B,B〉s +
∫ t∧τN
0
gN(s,XNs )1[0,τN ](s)dBs
= x+
∫ t
0
f(s,XNs )1[0,τN ](s)ds
+
∫ t
0
h(s,XNs )1[0,τN ](s)d〈B,B〉s +
∫ t
0
g(s,XNs )1[0,τN ](s)dBs, 0 ≤ t ≤ T, q.s..
Then, applying G-Itoˆ’s formula (cf. Theorem 5.4 in [8]) to Φ(t∧τN , X
N
t∧τN ) := exp(−CLY (t∧τN ))V (t∧
τN , X
N
t∧τN ), we have
Φ(t ∧ τN , X
N
t∧τN )− Φ(0, x)
=
∫ t∧τN
0
(∂tΦ(s,X
N
s ) + ∂xνΦ(s,X
N
s )f
ν
s (s,X
N
s ))ds
+
∫ t∧τN
0
∂xνΦ(s,X
N
s )g
νj
s (s,X
N
s )dB
j
s(4.6)
+
∫ t∧τN
0
∂xνΦ(s,X
N
s )h
νij
s (s,X
N
s )
+
1
2
∂2xµxνΦ(s,X
N
s )g
µi
s (s,X
N
s )g
νj
s (s,X
N
s )d〈B
i, Bj〉s, q.s..
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Borrowing the notation in Lemma 4.4, the above equality can be written into
Phi(t ∧ τN , X
N
t∧τN )− Φ(0, x)
=
∫ t∧τN
0
∂tΦ(s,X
N
s ) + ∂xνΦ(s,X
N
s )f
ν
s (s,X
N
s ) +G
(
ηs(Φ, X
N )
)
ds
+
∫ t∧τN
0
∂xνΦ(s,X
N
s )g
νj
s (s,X
N
s )dB
j
s
+
∫ t∧τN
0
ηijs (Φ, X
N )d〈Bi, Bj〉s −
∫ t∧τN
0
G(ηs(Φ, X
N ))ds
=
∫ t
0
LΦ(s,XNs )1[0,τN ](s)ds+
∫ t
0
∂xνΦ(s,X
N
s )g
νj
s (s,X
N
s )1[0,τN ](s)dB
j
s
+
∫ t
0
ηijs (Φ, X
N )1[0,τN ](s)d〈B
i, Bj〉s −
∫ t
0
G(ηs(Φ, X
N)1[0,τN ](s))ds, q.s..
From (4.5) and the fact that ∂xV (t, x) is uniformly continuous in t and uniformly Lipschitz in x on
[0, T ]× B(0, N), it is readily observed that ∂νΦ(·, X
N
· )g
νj(XN· )1[0,τN ](·) ∈ M
p
∗ ([0, T ]), for any p ≥ 2
(cf. Proposition 3.11 in [8]). Then, we obtain
E¯
[∫ t
0
∂xνΦ(s,X
N
s )g
νj
s (s,X
N
s )1[0,τN ](s)dB
j
s
]
= 0.
On the other hand, η(Φ, X) ∈Mpw([0, T ]; S
d), for any p ≥ 1, which implies η(Φ, X)1[0,τN ] ∈M
p
w([0, T ]; S
d).
Here, we claim that
E¯
[ ∫ t
0
ηijs (Φ, X
N)1[0,τN ](s)d〈B
i, Bj〉s −
∫ t
0
G
(
ηs(Φ, X
N)1[0,τN ](s)
)
ds
]
≤ 0,
whose proof is postponed to the appendix (see Lemma 6.3). Hence,
E¯[Φ(T ∧ τN , X
N
T∧τN )]− Φ(0, x) ≤ E¯
[ ∫ T∧τN
0
LΦ(t,XNt )dt
]
.
Because LV ≤ CLY V implies LΦ ≤ 0,
E¯[V (T ∧ τN , X
N
T∧τN )] ≤ V (0, x) exp(CLY T ).
In particular, we have
E¯[1{τN<T}V (T ∧ τN , X
N
T∧τN )] ≤ V (0, x) exp(CLY T ).
Since XN has t-continuous paths, τN < T implies |X
N
T∧τN
| = N , q.s., from which we deduce
C¯({ω : τN (ω) < T }) inf
|x|≥N
inf
t∈[0,T ]
V (t, x) ≤ V (0, x) exp(CLY T ).
As N →∞, by (H3’), we obtain
1 ≥ lim
N→∞
C¯({ω : τN (ω) = T }) ≥ 1− lim
N→∞
C¯({ω : τN (ω) < T }) = 1.
Since {ω : τN (ω) = T } is increasing, the upwards convergence theorem yields (4.4). Therefore,
there exists a polar set A, such that for all ω ∈ Ac, the following assertion holds: one can find an
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N0(ω) that depends on ω, such that for all N ≥ N0(ω), N ∈ N, τN (ω) = T . Then, we define
(4.7) Xt(ω) =
{
X
N0(ω)
t (ω), 0 ≤ t ≤ T , ω ∈ A
c;
0 , ω ∈ A.
From the argument above, we have for each τN , X1[0,τN ] = X
N1[0,τN ] ∈ M
p
∗ ([0, T ];R
n) and thus,
X ∈Mpw([0, T ];R
n), for any p ≥ 2. Moreover,
Xt∧τN = X
N
t∧τN = x+
∫ t∧τN
0
fN(s,XNs )ds+
∫ t∧τN
0
hN (s,XNs )d〈B,B〉s +
∫ t∧τN
0
gN (s,XNs )dBs
= x+
∫ t∧τN
0
f(s,Xs)ds+
∫ t∧τN
0
h(s,Xs)d〈B,B〉s
+
∫ t∧τN
0
g(s,Xs)dBs, 0 ≤ t ≤ T, q.s.,
which implies that X satisfies (4.1).
Thanks to the positivity of CLY , we have for a fixed t ∈ [0, T ],
E¯[V (t ∧ τN , X
N
t∧τN )] ≤ V (0, x) exp(CLY T ).
Letting N → ∞, (4.4) and (4.7) yield V (t ∧ τN , X
N
t∧τN ) → V (t,Xt), q.s., then by Fatou’s Lemma we
can deduce
E¯[V (t,Xt)] ≤ V (0, x) exp(CLY T ).
Uniqueness. Suppose that X and X ′ ∈Mpw([0, T ];R
n) are two solutions of the GSDE (4.1) associated
with {µm}m∈N, and {µ
′
m}m∈N. Then, by the continuity of solutions, we can define a new sequence of
stopping times by τm := σm ∧ σ
′
m ∧ µm ∧ µ
′
m, where
σm := inf{t : |Xt| ≥ m} ∧ T, and σ
′
m := inf{t : |X
′
t| ≥ m} ∧ T, m ∈ N.
From the pathwise uniqueness of Lipschitz GSDEs, we know that X and X ′ are indistinguishable
on [0, τm], for each m ∈ N. Thus, the uniqueness of the GSDE (4.1) can be deduced from the fact
C¯(limm→∞{τm = T }) = 1. 
Remark 4.6. The equality (4.6) can be obtained in the following way: first applying G-Itoˆ’s formula
to Φ(t,XNt ), one can see that (4.6) holds q.s. for each t ∈ [0, T ]. Since the processes on both sides
of (4.6) have continuous paths, they are indistinguishable. Thus, (4.6) holds q.s. for any bounded
stopping time, such as t ∧ τ .
Example 4.7. In particular, locally Lipschitz GSDEs with a linear growth condition can be regarded
as a special case satisfying (H2’) and (H3’). For example, letting n = d = 1, suppose all the coefficients
are continuous in t, locally Lipschtz in x and for some K > 0,
xf(t, x) + xh(t, x) + |g(t, x)|2 ≤ K(1 + |x|2).
In this case, V can be defined by V (x) = CK(1 + |x|
2), where CK depends on Σ and K.
Example 4.8. In fact, (H2’) allows us to consider some GSDEs with polynomial growth coefficients.
Here is an example, which is similar to Duffing and van der Pol oscillators in random mechanics (see
Arnold [1] for more examples): letting n = 2 and d = 1, consider the following GSDE:
d
(
Xt
Yt
)
=
(
Yt
−αXt − βX
3
t − γYt
)
d〈B〉t +
(
0
σ
)
dBt,
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where α, β, γ and σ are positive constants. In this case, the Lyapunov function could be
V (x, y) = 1 +
1
2
y2 +
α
2
x2 +
β
4
x4.
5. Stability of G-stochastic differential equations
In this section, we study the moment stability of the G-stochastic system (4.1) under perturbations
of the initial value. Moreover, we consider the relationship between the moment stability and the
q.s. stability under the linear growth condition and obtain a property of the sample paths of the
G-Brownian motion.
In order to study the behavior of the solution to the GSDE (4.1) over an infinite horizon, we first
give the following definition:
Definition 5.1. We call X a global solution of the GSDE (4.1) if X has t-continuous paths on [0,∞)
and for each T > 0, X·∧T ∈M
2
w([0, T ];R
n) is a solution of the GSDE (4.1) on [0, T ].
Remark 5.2. Under (H2’) and (H3’), such a global solution exists, since we can first consider the
solution of the GSDE (4.1) on [0, N ], for each N ∈ N, and then concatenate all these solutions. The
uniqueness can be deduced in the light of the continuity of paths.
Throughout this section, we always consider the GSDE (4.1) with the locally Lipschitz condition
(H2’). Meanwhile, we shall limit ourselves to conditions for stability of the trivial solution X ≡ 0.
Accordingly, we assume that
(H4’)
f(t, 0) = h(t, 0) = g(t, 0) ≡ 0.
Definition 5.3. Denote by Xs,x the solution of the GSDE (4.1) starting with Xs = x, x ∈ R
n. The
trivial solution of this G-stochastic system in Rn is said to be
(i) p-stable, for some p > 0, if for each ε > 0, there exists a δ > 0, such that
sup
|x|≤δ
sup
t≥s
E¯[|Xs,xt |
p] < ε;
(ii) asymptotically p-stable, if it is p-stable and moreover
E¯[|Xs,xt |
p]→ 0, as t→∞;
(iii) exponentially p-stable, if for some positive constants C and λ
E¯[|Xs,xt |
p] ≤ C|x|pe−λ(t−s).
In particular, when p = 2, we call this system is (asymptotically, exponentially) stable in mean square.
Example 5.4. Letting n = 1 and d = 1, we consider the “population growth model” in the G-
framework, i.e. the following GSDE:
(5.1) Xxt = x+
∫ t
0
αXsds+
∫ t
0
βXsd〈B〉s +
∫ t
0
γXsdBs,
where α, β and γ are constants. The explicit solution of the above equation is given by Theorem 1.2
in §V-1 of [12]:
Xxt = x exp
(
αt+
(
β −
1
2
γ2
)
〈B〉t + γBt
)
.
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Thus, for any p > 0,
|Xxt |
p = |x|p exp
(
αpt+
1
2
p
(
2β + γ2(p− 1)
)
〈B〉t
)
E(γpB).
It is obviously that γpB satisfies Assumption 2.1 in Xu-Shang-Zhang [13], which implies that E(γpB) :=
exp(γpB − 12 (γp)
2〈B〉) is a G-martingale. Therefore, (a) if 2β + γ2(p − 1) ≥ 0 and α + 12σ
2
(
2β +
γ2(p− 1)
)
< 0, or (b) if 2β+ γ2(p− 1) < 0 and α+ 12σ
2
(
2β+ γ2(p− 1)
)
< 0, then the trivial solution
of the GSDE (5.4) is exponentially p-stable.
Similar to Theorem 4.5, the sufficient condition for the stability of the G-stochastic system (4.1)
will be given in terms of Lyapunov functions. Without loss of generality, we consider only the case
s = 0.
Theorem 5.5. Consider the G-stochastic system (4.1) with (H2’) and (H4’). Suppose that there
exists a function V (t, x) ∈ C1,2([0,∞)×Rn) such that for all t ≥ 0, some positive constant c1 and c2,
and some p > 0,
(5.2) c1|x|
p ≤ V (t, x) ≤ c2|x|
p.
Then,
(a) the trivial solution is p-stable, if
(5.3) LV ≤ 0,
(b) the trivial solution is exponentially p-stable, if there exists a λ > 0 such that for all (t, x) ∈
([0,∞)× Rn),
(5.4) LV (t, x) ≤ −λV (t, x).
Proof: Obviously, (H3’) is satisfied in both cases, so that fixing t > 0, we can follow the procedure in
the proof of Theorem 4.5 to construct the solution of the GSDE (4.1) on [0, T ] with the initial value
x, for some T > t. Meanwhile, the following inequality can be deduced:
E¯[V (t,Xxt )] ≤ V (0, x) exp(−λt).
Finanlly, (5.2) implies
E¯[|Xxt |
p] ≤
c2
c1
|x|p exp(−λt),
from which we can deduce both (a) and (b). 
Corollary 5.6. Let p > 0. Consider the stochastic system (4.1) with (H2’) and (H4’). Assume that
there exists a P ∈ Sn+, and constants α1 ∈ R, 0 ≤ α2 < α3, such that for all (t, x) ∈ [0,∞)× R
n,
xTPf(x, t) +G
(
(xTP (hij(x, t) + hji(x, t)))di,j=1 + g
T(x, t)Pg(x, t)
)
≤ α1x
TPx,
and
α22(x
TPx)2 ≤ 2G
(
gT(x, t)PTxxTPg(x, t)
)
≤ α23(x
TPx)2.
Then, the trivial solution is exponentially p-stable if (a) α1 < 0 and p < 2 + |α1|/α
2
3; or if (b)
0 ≤ α1 < α
2
2 and p < 2− 2α1/α
2
2.
Proof: Set V (x, t) := (xTPx)
p
2 . The fact P ∈ Sn+ implies
λ
p
2
min(P )|x|
p ≤ V (x) ≤ λ
p
2
max(P )|x|
p.
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By the definition of the differential operator L and the sub-additivity of the function G, we have
LV (x, t) ≤ p(xTPx)
p
2
−1
(
xTPf(x, t) +G
(
(xTP (hij(x, t) + hji(x, t)))di,j=1 + g
T(x, t)Pg(x, t)
))
+ 2p
(
p
2
− 1
)
(xTPx)
p
2
−2G
(
gT(x, t)PTxxTPg(x, t)
)
.
Then, if (a) holds true (without loss of generality, assuming p ≥ 2),
LV (x, t) ≤ −p
(
|α1| −
(p
2
− 1
)
α23
)
V (x, t);
if (b) holds true,
LV (x, t) ≤ −p
((p
2
− 1
)
α22 − α1
)
V (x, t).
In both cases, the exponentially p-stability follows from the previous theorem. 
Now we have the following examples to show the algebraic criteria for the exponential stability in
mean square of a linear G-stochastic system:
Example 5.7. Consider the following linear GSDE driven by a scalar G-Brownian motion:
(5.5) Xt = x+
∫ t
0
FXsds+
∫ t
0
HXsd〈B〉s +
∫ t
0
CXsdBs,
where F , H and C ∈ Rn×n. If there exists a matrix P ∈ Sn+, such that for any x ∈ R
n,
(5.6) xT
(
PF + In
)
x+G
(
xT(2PH + CTPC)x
)
≤ 0.
Then, one can verify that the Lyapunov function V (x) := xTPx satisfies (5.2) and (5.3) and thus, the
trivial solution is exponential stable in mean square.
Indeed,
DxV (x) = 2Px, D
2
xxV (x) ≡ 2P,
thus,
LV (x) = 2〈Px, Fx〉+G
(
〈2Px, 2Hx〉+ 〈2PCx,Cx〉
)
.
Obviously, if P satisfies (5.6), then
LV (x) ≤= −2|x|2.
In fact, (5.6) is the Riccati type inequality related to the stability problem of (5.5) in the G-
framework, but it is no longer a linear matrix inequality (LMI) because of the non-linearity of the
function G. However, a sufficient condition to ensure that P ∈ Sd+ satisfies (5.6) can be given by the
following system of LMIs: for some α ∈ R,{
2PH + CTPC ≤ αIn;
2PF + In ≤ −G(α)In.
In what follows, we shall consider a GSDE whose coefficients satisfy a linear growth condition.
Similar to the result in the classical framework, the exponentially p-stability of the trivial solution to
such a GSDE implies the q.s. exponential stability.
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Theorem 5.8. Consider the G-stochastic system (4.1) with (H2’), (H4’) and the following conditions:
for some K > 0 and all (t, x) ∈ [0,∞)× Rn,
(5.7) xTf(t, x) ∨ ||xTh(t, x)|| ∨ ||g(t, x)||2 ≤ K|x|2.
If the trivial solution is exponential p-stable, for some p > 0, namely, for all x ∈ Rn,
(5.8) E¯[|Xs,xt |
p] ≤ |x|p exp(−λ(t− s)),
where λ > 0. Then,
lim sup
t→∞
1
t
log(|Xs,xt |) ≤ −
λ
p
< 0, q.s.,
which implies that the trivial solution is q.s. exponentially stable.
Proof: Without loss of generality, we consider only the case s = 0. Applying G-Itoˆ’s formula to
(|Xxt |
2 + δ)
p
2 , we have for each m ∈ N,
(|Xxt |
2 + δ)
p
2 = (|Xxm−1|
2 + δ)
p
2 +
∫ t
m−1
p(|Xxu |
2 + δ)
p−2
2 (Xxu)
Tf(u,Xxu)du
+
∫ t
m−1
p(|Xxu |
2 + δ)
p−2
2 (Xxu)
Tg(u,Xxu)dBu
+
∫ t
m−1
p(|Xxu |
2 + δ)
p−2
2 (Xxu)
Thij(u,Xxu)
+
1
2
(
p(|Xxu |
2 + δ)
p−2
2 gi(u,Xxu)g
j(u,Xxu)
+ p(p− 2)(|Xxu |
2 + δ)
p−4
2 (Xxu )
µ(Xxu )
νgµi(u,Xxu)g
νj(u,Xxu)
)
d〈BiBj〉u, q.s..
From (5.7), we have
(|Xxt |
2 + δ)
p
2 ≤ (|Xxm−1|
2 + δ)
p
2 +
∫ t
m−1
pK(|Xxu |
2 + δ)
p
2 du+
∫ t
m−1
p(|Xxu |
2 + δ)
p−2
2 (Xxu)
Tg(u,Xxu)dBu
+ c(Σ)
∫ t
m−1
pK(|Xxu |
2 + δ)
p
2 +
pK
2
(
c(d) + c(n, d)|p− 2|
)
(|Xxu |
2 + δ)
p
2 du
≤ (|Xxm−1|
2 + δ)
p
2 + c1
∫ t
m−1
(|Xxu |
2 + δ)
p
2 du
+
∫ t
m−1
p(|Xxu |
2 + δ)
p−2
2 (Xxu)
Tg(u,Xxu)dBu,(5.9)
where c1 > 0 is a constant that depends only on n, d, p, K and Σ.
Then, we deduce by Lemma 3.5,
E¯
[
sup
m−1≤t≤m
∣∣∣∣
∫ t
m−1
p(|Xxu |
2 + δ)
p−2
2 (Xxu)
Tg(u,Xxu)dBu
∣∣∣∣
]
≤ CE¯
[(∫ m
m−1
p2(|Xxu |
2 + δ)(p−2)|(Xxu)
Tg(t,Xxu)|
2du
) 1
2
]
≤ CE¯
[((
sup
m−1≤t≤m
(|Xxt |
2 + δ)
p
2
) ∫ m
m−1
p2K(|Xxu |
2 + δ)
p
2 du
) 1
2
]
.
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On the other hand, by Young’s inequality, we can always find a constant c2 that depends on c1 such
that
E¯
[
sup
m−1≤t≤m
∫ t
m−1
p(|Xxu |
2 + δ)
p−2
2 (Xxu)
Tg(u,Xxu)dBu
]
≤
1
2
E¯
[
sup
m−1≤t≤m
(|Xxt |
2 + δ)
p
2
]
+ c2p
2KE¯
[∫ m
m−1
(|Xxt |
2 + δ)
p
2 dt
]
.(5.10)
Thanks to the positivity of (|Xx|2+δ)
p
2 , we apply Fubini’s theorem under each P ∈ PG to E
P[
∫m
m−1(|X
x
t |
2+
δ)
p
2 dt] and obtain
(5.11) E¯
[∫ m
m−1
(|Xxt |
2 + δ)
p
2 dt
]
≤
∫ m
m−1
E¯[(|Xxt |
2 + δ)
p
2 ]dt ≤ max{1, 2
p
2
−1}
∫ m
m−1
(E¯[|Xxt |
p] + δ
p
2 )dt.
We conclude from (5.8)-(5.11) that
E¯[ sup
m−1≤t≤m
|Xxt |
p] ≤ E¯[ sup
m−1≤t≤m
(|Xxt |
2 + δ)
p
2 ]
≤ 2max{1, 2
p
2
−1}E¯[|Xxm−1|
p] + c3
∫ m
m−1
E¯[|Xxt |
p]dt+ c′3δ
p
2
where c3, c
′
3 > 0 depends only on c1, c2 and p. Letting δ → 0, there exists a constant c4 depends only
on c3, c
′
3 and x, such that
E¯[ sup
m−1≤t≤m
|Xxt |
p] ≤ c4 exp(−λ(m− 1)).
Applying Markov’s inequality (Lemma 2.2) gives, for arbitrary ε ∈ (0, λ),
C¯
{
sup
m−1≤t≤m
|Xxt |
p > e−(λ−ε)(m−1)
}
≤ c4 exp(−ε(m− 1)),
which implies
∞∑
n=1
C¯
{
sup
m−1≤t≤m
|Xxt |
p > e−(λ−ε)(m−1)
}
<∞.
From Borel-Cantelli lemma (Lemma 2.3), we see that for q.s. every ω, there exists N0 := N0(ω), such
that for m ≥ N0(ω) and t ∈ [m− 1,m],
1
t
log(|Xxt |) =
1
pt
log(|Xxt |
p) < −
(λ− ε)(m− 1)
pm
,
Passing to limit as ε→ 0 and m→∞, we obtain the desired result. 
The next property of the paths of the G-Brownian motion follows from the theorem above.
Corollary 5.9.
|Bt|
t
→ 0, as t→∞, q.s..
Proof. Without loss of generality, we only prove this property for scalarG-Brownian motion. Consider
a particular case of Example 5.4, i.e. in (5.1), α = −1, β = 12 and γ = 1. Then, we calculate for some
0 < p < 2
σ2
,
E¯[|Xxt |
p] ≤ |x|p exp
(
− p(1−
pσ2
2
)t
)
.
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By Theorem 5.8, we obtain
lim sup
t→∞
1
t
log(|Xxt |) = lim sup
t→∞
1
t
log(| exp(−t+Bt)|) = −1 + lim sup
t→∞
Bt
t
≤ −(1−
pσ2
2
),
which implies lim supt→∞
Bt
t ≤
pσ2
2 . On the other hand, we consider α = −1, β =
1
2 and γ = −1 in
(5.1) and obtain lim inft→∞
Bt
t ≥ −
pσ2
2 . Letting p→ 0, we complete the proof.  Now we turn to
discuss the sufficient condition for the moment instability. In order to ensure the solvability of (4.1)
in the following theorem, we always assume Lipschitz conditions on its coefficients.
Theorem 5.10. Consider the G-stochastic system (4.1), whose coefficients are deterministic functions
continuous in t and Lipschitz in x. If there exists a function V (t, x) ∈ C1,2([0,∞)×Rn) such that for
all t ≥ 0, some positive constant c1, c2, and some q > 0,
(5.12) c1|x|
q ≤ V (t, x) ≤ c2|x|
q
and
(5.13) LV (t, x) ≥ λV (t, x).
Then, the trivial solution is exponentially q-instable, namely,
E¯[|Xs,xt |] ≥ C|x|
q exp(λ(t − s)).
Proof: Without loss of generality, we prove only the case s = 0. In the light of the property of the
solution of a Lipschitz GSDE, one can define a sequence of stopping times by τN := inf{t : X
x
t ≥ N},
such that Xx1[0,τN ] ∈M
p
∗ ([0, T ];R
n), for any p ≥ 1. Applying G-Itoˆ’s formula to Φ(t∧ τN , Xt∧τN ) :=
− exp(−λ(t ∧ τN ))V (t ∧ τN , Xt∧τN ), one can follow the proof of Theorem 4.5 and obtain
E¯[Φ(t,Xxt )] ≤ lim inf
N→∞
E¯[Φ(t ∧ τN , X
x
t∧τN )] ≤ Φ(0, x).
Thus,
E¯[V (t,Xxt )] ≥ V (0, x) exp(λt),
which implies
E¯[|Xxt |
q] ≥
c1
c2
|Xxt |
q exp(λt).

Example 5.11. Consider the linear GSDE (5.5), a sufficient condition to ensure that the trivial
solution is q-unstable can be given by the following system of LMIs: for some α ∈ R,{
2PH + CTPC ≥ αIn;
2PF − In ≥ −G(α)In.
6. Appendix
In the Appendix, we study the property of stochastic integrals with respect to the quadratic variation
process 〈B,B〉, and we obtain a generalized result of Proposition 1.4 in §IV-1 of Peng [12], for a
η ∈M1w([0, T ], S
d).
Lemma 6.1. Let η = (ηij)di,j=1 ∈M
1
∗ ([0, T ]; S
d) and Mt :=
∫ t
0 η
ij
s d〈B
iBj〉s −
∫ t
0 2G(ηs)ds. Then, for
each t ∈ [0, T ], Mt ≤ 0, q.s., thus E¯[Mt] ≤ 0.
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Proof: Without loss of generality, we prove only the case d = 1. By the definition, we know that 〈B〉
has continuous and increasing paths on [0, T ], q.s.. From Corollary 5.4 in §III-5 of Peng [12], we have,
for any 0 ≤ t1 ≤ t2 ≤ T , in the sense of L
1
G(ΩT ) (consequently in the sense of q.s.),
(6.1) σ2(t2 − t1) ≤ 〈B〉t2 − 〈B〉t1 ≤ σ
2(t2 − t1).
Thus, one can pick up a C¯-null set A, such that for each ω ∈ Ac, for each t1, t2 ∈ Q ∩ [0, T ], (6.1)
holds true, furthermore, by the continuity of the path, (6.1) indeed holds true for all t1, t2 ∈ [0, T ].
Therefore, 〈B〉·(ω) induce a finite measure on [0, T ], which is absolutely continuous w.r.t. the Lebesgue
measure. We denote by aˆ·(ω) the R-N derivative
d〈B〉t(ω)
dt , which is in [σ
2, σ2], λ-a.s.. As a result,
Mt(ω) :=
∫ t
0
ηs(ω)d〈B〉s(ω)−
∫ t
0
2G(ηs(ω))ds ≤ 0, q.s..
Taking E¯[·] on both sides, we obtain the desired result. 
Remark 6.2. In §2.4.1 of Lin [10], the following fact is proved: for η ∈ M1∗ ([0, T ]), the stochastic
integral of η w.r.t. 〈B〉 on [0, T ] can be defined in both the Lebesgue-Stieltjes sense and the sense
of a contracting mapping M1∗ ([0, T ]) → L
1
∗([0, T ]); these two definitions are indistinguishable in the
M1∗ (ΩT ) sense.
Furthermore, we can generalize this lemma to the case that η = (ηij)di,j=1 ∈M
1
w([0, T ]; S
d).
Lemma 6.3. Let η = (ηij)di,j=1 ∈M
1
w([0, T ]; S
d) and Mt :=
∫ t
0 η
ij
s d〈B
iBj〉s −
∫ t
0 2G(ηs)ds. Then, for
each t ∈ [0, T ], E¯[Mt] ≤ 0.
Proof: The definition of M is well posed because of (3.1) and the Lipschtiz continuity of the function
G. Suppose η is associated with the sequence of stopping time {σm}m∈N. Then,
Mt∧σm∧T =
∫ t∧σm∧T
0
ηijs d〈B
iBj〉s −
∫ t∧σm∧T
0
2G(ηijs )ds
=
∫ t
0
ηijs 1[0,σm∧T ](s)d〈B
iBj〉s −
∫ t
0
2G(ηs1[0,σm∧T ](s))ds ≤ 0, q.s..
Fatou’s Lemma implies
E¯[Mt] = E¯[ lim
m→∞
Mt∧σm∧T ] ≤ lim inf
m→∞
E¯[Mt∧σm∧T ] ≤ 0.

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