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Summary. Semantic decomposition results in a hierarchy of 
partitions uuhich are small enough to be easily understood, and large 
enough to be meaningful to a program tester. Each partition results 
in the elimination of at least one local variable from consideration 
during error analysis, which further simplifies, the testing process. 
Semantic decomposition reduces the complexity of the testing process, 
enhances the understandabi1ity of the program for the tester, and thus 
abstracts a program to a higher level. The' decomposition yields a 
plan for hierarchical testing which, if followed conscientiously, 
should result in faster and more thorough testing for 1arge or poorly-
structured programs. 
INTRODUCTION 
Software development is a very costly activity and is becoming 
increasingly costly relative to hardware cost. Consequently, a great 
deal of research has been devoted to reducing the time necessary for 
software development. Most of this research has been in the area of 
higher level language design, translators and translator writing 
systems, and operating systems. Additional work has been done on 
automatic flowcharting systems, debugging aids, database management 
systems and to a relatively small extent on testing aids[12]. Several 
studies[3,7,15] have determined that the testing activity represents 
about of the cost of program development. In addition, it has 
often been observed that program unreliability which results from 
inadequate testing is enormously costly. Consider the possible 
consequences of software failures on rocket launches, defensive 
missile systems, computerized air traffic control, as well . as 
applications such as airline reservation systems. Due to a 
recognition of the importance of the testing process, there ha? 
recently been an increased interest in finding w a y s of reducing, the 
costs of testing and the costs due to a lack of testing thoroughness. 
There continues to be a great deal of confusion surrounding the 
terms "testing" and "debugging." The following definitions will be 
used to distinguish between these terms for the remainder of this 
f=1 
paper. Testing j. s the process of attempting to reveal program eri .:n .. 
by m e a n s of running the program with various inputs and comparing 
outputs with expected results. Debugging is the process of 1 ocatinl-
and eliminating the causes of the errors revealed by the testin-
process. Testing activities include the determination of sufficient 
test data to thoroughly test a program, elimination of errors from th-
test data, determination of results which should be obtained l., 
running a correct, program on the test data, running the program uridyl 
test with the test data, and comparison • o,f actual results uj i s ' • 
expected results. 
R nontrivial program is one for which it is infeasible to supply 
all potential inputs as test data. Trivial programs may b • 
exhaustively tested by supplying all potential inputs. The biggest 
problem in testing is the determination of how to thoroughly te:-.' 
nontrivial programs. Thoroughness obviously cannot be equated with 
exhaustiveness since it is infeasible to exhaustively- test a 
* 
nontrivial program. It falls upon the program tester to consider 
attributes of both the problem being solved, and the program which 
attempts to solve it, in order to determine test data which represents 
as thorough a test as is feasible. 
In determining which attributes, or sections of code, in a program 
should be more thoroughly tested, a considerable problem occurs in 
\ arge.programs. In programs which are large, or not well-structured, 
the program complexity may be so great as to make it extremely 
difficult to determine which sections of code should be singled out 
for more testing. T h i s difficulty is intensified when the tester i-, 
not the program author, or if the tester has been away from tin? 
program for a while.• This problem can be considerably aided by the 
decomposition of a program into modules or partitions which are small 
enough to be easily tested, but which are 1arge enough to be 
meaningful to the program tester. 
SYNTRCTIC DECOMPOSITION 
-1 
Program partitioning or segmentation has been done in the 
past[13,14,16], but the motivation has been primarily toward breaking 
a program either arbitrarily, or based on syntactic or structural 
properties in order to obtain partitions not exceeding some specified 
size. This work was aimed at ease of use of segmented memory 
computers and in some cases reduction of interpage references for such 
computers. R structural segmentation technique has been proposed 'by 
Florentin[8] for simplifying proofs of program correctness. 
Essentially, this technique uses interval identification, described by 
Cocke and Schwartz[5] and Rllen[1], modified to produce intervals 
having a single entry, multiple exits, and all back loops coming into 
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the entry point. These structural segmentation m e t h o d s provide 
limited help to the program tester, primarily through tin-
identification of program loops, a program unit which is generally 
meaningful to the tester. 
The limitation of structural partitioning can be seen by examining 
Example 1.. Structural partitioning would identify the loop as an 
important subdivision of the program, not taking the significance of 
the variable SUM into account. R more helpful partitioning would 
identify the loop, together with the initialization of SUM, as a 
single important part of the program. Consideration of the identified 
sections of code, independently of the surrounding code, shows that a 
more meaningful partition is identified by considering variable usage 
than by considering only the physical program structure. 
Example 1 
sun=o.d 




R semantic decomposition is a partitioning which is based on the 
meaning of a program rather than the structure. In order to' identify 
meaningful sections of a program, semantic decomposition considers the 
nature of program variables. Program variables are highly significant 
to the tester since testing involves obtaining values of various 
variables at one or more times during program execution. Final ysis of 
the values is performed in order to determine whether any errors have 
been revealed. In order to simplify the testing process, semantic 
f=3 
decomposition identifies partitions for which fi-mor variables :»re Iju^v 
(contain v a l u e s which may he referenced) at the partition entries .^nd 
exits. By obtaining values for error analysis -solely at partition 
points, the tester has fewer values to obtain and analyze. Sifnil.-irly, 
if multiple test runs of a partition are performed, there are fewer 
variables to set at the start of a partition; test data for the 
partitions is less voluminous. In short, semantic decomposition of 
large programs identifies sections of code which are meaningful am.l 
easier to test. R theoretical motivation for this view, based on 
Software P h y s i c s , may be found in Rppendix R . 
CHRRRC TERIZRTION OF PROGRRM VRRIRBLES 
In order to reduce the number of busy variables at partition 
points, it is necessary to understand how program variables may be 
characterized by their busy conditions at entry and exit point-3. The 
following table represents the four distinct types of variables which 
correspond to al1 combinations of busy-on-entry and busy-on-exIt 
conditions. 
Busy-on-entry Busy-on-exit 
T y p e s S o m e None Some None 
Input X X 
Output X X 
Global X X 
Local X .X 
Inputs referenced within a possible partition remain busy-on-entry to 
the partition. Outputs assigned within a possible partition remain 
busy-on-exit. Globals referenced within a possible partition remain 
busy-on-entry as well as busy-on-exit. R local variable, however, may 
be not busy-on-entry and not busy-on-exit for a partition if a^ l I 
points at w h i c h the local variable is busy are contained within the 
partition. Thus, by choosing partitions in a way which causes -^ach 
partition to completely contain all code in which one or more locals 
are busy, a reduction in the number of busy variables at partition 
points is achieved. 
R program variable may be used for several purposes in a single 
program. P r o g r a m m e r s noting the need for several local variables 
f=4 
which are never active at the same time may attempt to optimise 
storage allocation for local variables by using a single identifier to 
represent several independent variables. The identification of 
independent uses of 1ocal variables would allow a separation of 
references to identifiers into the individual uses actually intended. 
Since semantic decomposition is based on how local variables are used, 
this separation would allow a better semantic decomposition to be 
found. R discussion of multiple-use variables (variable impurities) 
may be found in Appendix B . 
METHOD FOR SEMANTIC DECOMPOSITION 
Semantic decomposition of a source program may be achieved in four 
steps: 
1. Obtain directed graph from source program 
2. Detect and remove variable impurities 
3. Determine a connected subgraph (1ocal-subgraph), for each 
local variable, which contains all nodes in which the 
variable is busy 
4. Determine a hierarchical partitioning such that each member 
of a partition contains at least one 1ocal-subgraph. 
It should be noted that Step 1 is essentially incorporated into any 
compiler attempting global optimization, and is the only language 
dependent part of the process. Step 2 improves a semantic 
decomposition but is not strictly necessary. - Much of Step 3 is 
performed in the process of global optimization. Rn automa tr_ c 
sernantic decomposition system would be suitable for incorporation into 
many compilers, allowing users the option of obtaining a semantic 
decomposition whenever compiling a program. R stand-alone system 
could be created by providing a front-end for Step 1 oriented toward a 
specific language. 
The most crucial step in semantic decomposition is Step 4 since it. 
actually performs the desired partitioning.. In fact, if Step 4 could 
not be done, there would be very little point in performing the first 
three steps of semantic decomposition. The following Partitii.Tr 
Algorithm describes a method for performing Step 4. 
Parti lion Fll^ori thru: 
Initial assumption - identical subgraphs arrv reduced to a single • nli y 
in the subgraph list. 
P 1 . For each subgraph R in the subgraph list determine a list of the 
subgraphs which properly contain R . 
P 2 . Accumulate a list, 2LIST, of subgraphs which are not properly 
contained by any subgraph. 
P3. For each subgraph R in ZLIST, if R does not overl ap any rifch>rr 
subgraph in Z L I S T , then make R a member of the current partition; 
else make the union of all subgraphs, which, directly -jt 
indirectly, overlap R a member of the current partition. 
PI. Add each member of the current partition to a list oT 
unpartitioned subgraphs, SCNLST. 
P5. w h i l e SCNLST is not empty do 
begin 
R e m o v e next subgraph, B, from SCNLST. 
A c c u m u l a t e , a new subgraph list of all subgraphs properly 
contained in B . 
Delete B from future consideration as a containing subgraph. 
If the new subgraph list is not empty and if the complexity oi 
B Is greater than MRXCOM, then go to P1 . 
end 
PG. H a l t . 
In P 3 , a subgraph R in ZLIST is considered to directly overlap a 
subgraph B in ZLIST if they have at least one node in common. R 
subgraph R in ZLIST is considered to indirectly overlap a subgraph C 
in ZLIST if there exist subgraphs B1 Bn in ZLIST with n>1 such 
that R directly overlaps B1, B i directly overlaps Bi + 1 for 1<i<n-1, 
and Bn directly overlaps C . In P5d some measure of partition 
complexity and an upper bound (MRXCOM) on the desirable complexity for 
a partition is required. Some possible measures are as follows: 
1. Number of nodes in partition 
2. Number of statements in partition 
3. Number of branch points in partition. 
For demonstration purposes the first complexity measure was chosen and 
MRXCOM w a s set to 1 in order to achieve the fullest possible 
decomposition. 
fl hierarchical partitioning is achieved since each time a partition 
is found, the m e m b e r s of the partition became candidates for further 
partitioning. E a c h member of a partition contains at least one local -
subgraph since P3 accepts as a partition member only 1ocal- subgraphs 
or unions of 1ocal-subgraphs. The algorithm terminates because at 
each stage of partitioning, partition members have strict 1y 1 ess 
complexity than the entire partition being processed so every 





complex enough to further subdivide or they do not properly contajr 
any 1ocal-subgraphs. 
SEMRNTIC DECOMPOSITION OF R SAMPLE PROGRRtl 
F i g u r e 1 is a CDC FORTRAN program used as one of the test cases for 
semantic decomposition. It is a symbol table administration routine 
from a compiler. The column of integers, on the left side of Figure 
1, represents the node or block numbers from the directed graph. 
Figure 2 is a block table representing the interconnections between 
the blocks in the directed graph. The directed graph for this example 
can be constructed in an explicit form by using the node numbers from 
Figure 1 and the block table from Figure 2. The graph is not 
presented explicitly here since it does not reveal very much. Figure 
3 shows the characteristics of all program variables, and identifier 
all local variables including those derived from purification (see 
Rppendix B) . Figure 1 shows the initial 1ocal-subgraph table. Each 
subgraph table entry represents the 1ocal-subgraph corresponding to 
the local variable listed. Each 1ocal-subgraph is represented by a 
list of the nodes which make up the subgraph (all arcs between these 
nodes are assumed to be included in the subgraph). Figure 4 
represents the input to the final step of semantic decomposition, the 
partitioning. 
The following results are obtained at each stage, where Pi indicates 
the text representing the results from executing Step. Pi of the 
Partition Algorithm. 











10 1 , 3 , " 7 
11 2,5 
f=7 
P 2 . ZLIST - 1,2,6' 
P3. 1 overlaps 2 and 6, add 1U2U6 to partition 
Get p{1U2U6} 
P H . SCNLST - 1U2U6 










P 2 . ZLIST = 3,5,7 
P3. 3 overlaps 7, add 3U7 to partition 
5 does not overlap, add 5 to partition 
Get p(1U2U6{3U7, 5)} 
P H . SCNLST * 3U7,5 










P2. ZLIST = H 
P3. 4 does not overlap, add 4 to partition 
Get p{1U2U6{3U7{4),5}} 
P4. SCNLST = 5 , 4 
P5. Partitioning 5 
PI. Subgraph Contained in 
11 
P2. ZLIST =1-1 
P3. 11 does not overlap, add 11 to partition 
Get pClU2U6C3UY{i(},5{11}}} 
P4. SCNLST = 4 , 1 1 
P5. Partitioning 4 




P2. ZLIST = 8,9,10 
P3. 3 and 10 overlap, add 3U10 to partition 
9 does not overlap, add 9 to partition 
Get p{1U2U6(3U7(4{8U10,9}},5{11)}} 
P4. SCNLST = 1 1 f 8 U 1 Q , 9 
P5. 11 does not properly conatin any subgraph 
SCNLST = 3U10,9 
8U1 D does not properly contain any subgraph 
SCNLST = 9 
9 does not properly contain any subgraph 
SCNLST = empty 
PG. Halt.' 
Final Partition: p{1U2UG(3U7{4{6U10,9}},5{11}}) 
Figure 5 summarizes the final partition information. The 
hierarchical nature of the decomposition for even this relatively 
small example, is clearly revealed. The semantic significance of the 
revealed decomposition is fairly obvious. Host of the 1ocal variables-
are contained in the partitions consisting of nodes 4-15 and nodes 32-
38. The code corresponding to nodes 4-15 performs the function of 
packing the input characters from VEC into a single uuord, KEY, left 
justifying and truncating on the right at 10 characters. Significant 
subdivisions of this partition are 
7-10: pack input characters right justified and truncate, on right at 
10 characters 
12-14: left justify the packed characters. 
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The code corresponding to nodes 32-38 performs the function ul 
updating the attribute type inforrnation, TYPES, for an identifier in 
the symbol table at index I, The attribute to update is selected by 
the value of ISET upon entry to this partition, and ISET is reset to U 
before exit. 
It should be noted that not all partitions in the hierarchy are 
suitable for detailed testing. For example, nodes 1 - 3 9 , 4 3 4 
represent essentially the entire program, and very little would be 
gained from restricting testing to those nodes. Similarly, 7-10 am;! 
12-14 cover most of 7-14 so 7-14 would not be tested independently. 
Finally, 32-33 is at the level of being too small to be meaningful for 
testing, and w a s only detected because a complete decomposition w-s.--
called for. In general, complexity requirements would be set.high 
enough so that the partition 32-33 would not be present in the final 
hierarchy. 
REFINEMENT TO PRRTITION ALGORITHM 
The following steps would eliminate some uninteresting entries from 
the hierarchy, and could be inserted into the Partition Algorithm 
between P4 and P5. 
P4.5a. If there is only a single member of the current partition and, 
its complexity is within MINCOM of the complexity of the 
partition being subdivided or its complexity is less than 
M I N C O M , then eliminate the current partition from the 
hierarchy; 
P4.5b. E l s e , if the sum of the complexities of the members of the 
current partition is within MINCOM of the complexity of the 
partition being subdivided, then eliminate the partition being 
subdivided from the hierarchy. 
Here MINCOM is a lower bound on the desirable, complexity for a 
parti ti on. Note that these steps would be performed after the 
addition of the partition members to SCNLST, so further subdivision 
would not be prevented by the addition of these rules; only Step PSd 
may decide when to stop partitioning some section of the program. By 
adding ^hese steps to the Partition Algorithm and setting MINCOM to 3 
and MAXCOM to 7, the hierarchy of Figure 6 would be obtained from 
partitioning the program in Figure 1. F i g u r e 7 shows the code 
corresponding to the decomposition of Figure 6. 
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IMPROVEMENT IN FROGRRM DUE TO SEMRNTIC DECOMPOSITION 
Counting operators and operands for the unmodularized program[9,10] 
(see Rppendix R) and for the modularized version obtained by semantic 
decomposition shown in Figure 6, the following results w e r e obtained: 
V* N , 
Volume 
(bits) 
Unmodularized program 29 44 150 175 2012 
Decomposed program 
nodes 1-44 24 30 100 108. 1137 
nodes 32-38 G 1-3 21 26 200 
nodes 4-15 10 9 14 14 119 
nodes 7-10 8 . 12 14 20 147 
nodes 12-14 4 6 5 7 40 
The total volume for the decomposed version is 
V=1197+2Q0+119+1 47 + 40=1 703 bits. 
The decrease in volume of the decomposed program over the. 
unmodularized program is 
Decrease=(2012-1703)/2012=15.4%. 
The improvement due to semantic decomposition for this example 
represents a significant reduction in test effort. 
USES OF SEMANTIC DECOMPOSITION 
The trees in Figures 5 and S are drawn with arrows pointing up in 
order to indicate the order in which test cases for the program should 
be applied. The lowest level sections of code should be tested first. 
Then, successively higher level sections of code may be tested. 
Making use of the fact that lower level sections have already been 
tested makes the testing process easier as the testing proceeds up the 
tree. This corresponds to the hierarchical testing strategy discussed 
by Dijkstra[6]. The partitions derived from semantic decomposition 
are also useful units for analysis when proving assertions about 
programs. Logical points for placement of assertions are at partition 
entries and exits. These points are also logical places to insert 
comments. R program listing, annotated to show the semantic 
decomposition, would provide a unique form of documentation in itself. 
By studying a semantic decomposition, a program tester could identify 
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RPPENDIX A 
A theoretical motivation for expecting that testing effort can be 
reduced by semantic decomposition is based on results from Software 
Physics[2,9,10] (or Algorithm Dynamics). The basic definitions, ol 
Software Physics, for a program p are as follows: 
Number of distinct operators in p 
Number of distinct operands in p 
Total number of operator occurrences in p 
Total number of operand occurrences in p 
ty + , Number of distinct basic objects in p 
N 1 + N a , Number of basic object occurrences in p (also 
known as the length of the program p) 
The volume of a program p is defined by 
V P - N p l o g 2 7 ] p . 
In an obvious binary encoding, l o g 2 Y f bits are required to represent 
7|p distinct objects. R list of N p objects, each of which r e q u i r e -
log 2^p bits, may be represented in V p bits. 
Bayer[2] pointed out a relationship between program modularization 
and the effort to write a program. 
A modul arization M of a program p is a finite collection of module-., 
m which performs the same functions that p does. 
The volume of a modularization M of a program p .is defined by 
V? = J = I N m l o g a ^ . 
vitM 
A good modularization M of a program p is a modularization for 
which VJJcVp , that is, a good modul arization has smaller volume than 
the unmodularized program. 
Bayer[2] identifies two guidelines which should be followed when 
forming a modularization in order to obtain a good modularization. 
Guidel ine 1 : Minimize X ^ J "try to reduce the number of basic objects 
which are common to several modules. 
Guideline 2: Minimize code overhead due to modularization by providing 
hardware and software support. Examples of features 
causing overhead include saving and restoring registers, 








If -the effort to wr i te a program p is a monotonical 1 y increasing 
function of the v o l u m e of p, then a good m o d u l a r i z a t i o n reduces tht 
effort to wri te p. 
Additional d e f i n i t i o n s from S o f t w a r e P h y s i c s for an algorithm A are 
as foil oujs: 
- N u m b e r of distinct o p e r a t o r s required for the most succinct 
r e p r e s e n t a t i o n of A 
= N u m b e r of distinct operands required for the most succinct 
r e p r e s e n t a t i o n of A. 
The most succinct r e p r e s e n t a t i o n for an algorithm A might be w r i t t e n 
as 
01 02 ... O n *- A 11 12 ... Im 
w h e r e Oj is t h e j-th output, Ij is the j~th input, A 11 12 ... Im 
d e n o t e s e x e c u t i o n of the algorithm A on the specified inputs, and 
denotes a s s i g n m e n t of the r e s u l t s to the specified outputs. F o r this 
r e p r e s e n t a t i o n Ni = ^ = % = 2 - 1 for the algorithm name • 1 for the 
assignment symbol, and N A = ~ ^t = n+m = number of inputs + number 
of outputs. T h e v o l u m e of the most succinct .representation for an 
algorithm A is d e f i n e d by 
V ; = ( 2 + l f ) l o g a ( 2 * t f ) . 
T h e level of a program p w h i c h implements an algorithm A is defined by 
L p - V j / V p . 
Level is d e f i n e d in such a m a y that 0<Lp<1, and L p = 1 implies that 
program p is coded in a language w h i c h a l l o w s the m o s t succinct 
representation of this particular algorithm to be expressed. T h i s 
definition also c o r r e s p o n d s to the intuitive notion that if two 
programs i m p l e m e n t i n g the same algorithm have different v o l u m e s , the 
program having the smaller v o l u m e is at a higher level. 
N o t e that the p a r t i t i o n s found by semantic d e c o m p o s i t i o n reduce the 
number of busy v a r i a b l e s at partition entries and exits. T h i s r e d u c e s 
the number of v a r i a b l e s common to several partitions, that is, 
G u i d e l i n e 1 is followed, w h i c h leads to a good m o d u l a r i z a t i o n . 
f=15 
RESULTS: 
1. If the effort to test a program p is a monot ordeal 1 y incre^^inc 
function of the volume of p, then semantic decomposition reduces 
the effort to test p. 
2. If the level of a program p is a monotonical1v decreasing function 
of the volume of p, then semantic decomposition raises the level of 
p. This raising of .the level, or abstraction to a higher level, 
results in programs which are more meaningful to the programmer. 
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APPENDIX B 
R pure program variable is a variable which is used in only one 
sense within a program'. Pure inputs are busy on some entry, may be 
referenced within the program, but may not be assigned ^fter program 
entry. Pure outputs are assigned within the program, but are not 
otherwise referenced within the program. Pure globals may.only be 
referenced within the program, although new values may be assigned due 
to side effects of procedure calls from within the program. Pure 
locals may only be used to hold intermediate values for a single 
calculation. Rny other uses of a variable constitute impure uses. Rn 
impure use of a variable may be eliminated by creating a pure variable 
for each sense in which the impure variable is used. In Example 2a, 
variables I, 0, G, and L are used in more than one sense; in Example 
2b r pure variables have been introduced to eliminate these multiple 
uses. Note that the initial letter of each identifier is the same as 
the initial letter of.the apparent type of the identifier. The second 
identifier letter in the purified version is the same as the initial 
letter of the type of the pure variable. Numeric sequencing is used 
to differentiate between the two uses of the local variable. Here an 
impure . input has been decomposed into a pure input and a pure local; 
an impure output has been decomposed into a pure local and a pure 
output; an impure global has been decomposed into a pure input and a 
pure output; an impure local has been decomposed into two pure locals. 
The following table indicates the general decompositions of impure 
variables into pure variables. 






Types of obtained 
pure variables 
Input,Local (1 or more) 
Local (1 or m o r e ) > 0 u t p u t 
Input,Local(0 or more),Output 
Local(2 or more) 
The significance of the variable purification process, in the context 
of this paper, is that more local variable occurrences are revealed, 
allowing a better semantic decomposition to be found. 
1 This definition corresponds to Hal stead's Category 3 impurity[11] 




RERL L 1,1, G , O 
COMMON G 
L - 0 . 
100 L-L+1. 
0=1 
I". 5* (O+G/O) 
IFCRBS(1 .-I/O).GT.1.E-8.RND.L.LT.50.) G O TO 100 
L-RBSCI-O) 
G-RBSCSORTCG)-I) 
0 - 0 . 











O L = I L 
IL«.5* (OL+GI/OL) 




IF(LL2-LT.GO) 0 0 - 1 . 
FORTRAN R U L E S REQUIRE AN ASSIGNMENT II=IL IN ORDER TO 
PRESERVE THE SIDE EFFECT CRUSED BY RSSIGNMENT TO I 




C IHRSH - SYMBOL TABLE ROUTINES. 
INTEGER VECC1) 
C 










COMMON /OUINCOM/LCLOWN, NUMOUJN 
C 
DfiTR MRXTRB/256/,LRSTIN/256/,IBLNK/1R / 
INTEGER KEYS(256),TYPES(256),BSEDSP(256) ,BLI<PTS(32) 
INTEGER BLKOUJN (32) 
C 
C IHRSH - LOOKUP R NRME. 
1 IENTNO=1 
10 LEN=MINQ(KEND-KSTRT,10) , . 




8 D O 20 1=1,LEN 
9 IND=MOD(IND,2 8 8)+1 
9 ITEMP=ISHFTL(ITEMP,6).OR.VEC(IND) 
10 20 CONTINUE 
11 IF(LPAD.EO.O) GO TO 35 
12 DO 30 1=1,LPRD 
13 ITEMP=ISHFTL(ITEMP,6).OR.IBLNK 
14 30 CONTINUE 
15 35 KEY=ITEMP 
16 GO TO (50,200,50),IENTNO 
1 7 50 DO 100 I=LRSTIN,MRXTRB 
18 IF(KEYS(I).EQ.KEY) G O T O 150 
1 9 100 CONTINUE 
20 I=MAXTAB 
21 , 24 1 50 IF(I.NE.MRXTRB) G O T O (175,175,300),IENTNO 
22 INJURY=INJURY+1 
c** # * # L SYMBOL ENTRY NOT FOUND********************************** 
23 IF(IENTNO.EQ.3) GO TO 300 
































Figure 1, cont. 
175 IHflSH=BSEDSP(I) 
IF (ISET.GT. 0) G O TO 220 
RETURN 
C IDCLRR - DECLARE R N A M E . DOESNT CHECK FOR MULTIPLE DEFS. 
ENTRY IDCLRR 
IENTNO=2 
GO TO 10 
200 LRSTIN=LRSTIN-1 ' 
IF(LRSTIN.GT.0) G O TO 210 
IN JURY= IN JURY+;1; 
q**«** SYMBOL TRBLE OVERFLOW *********************** * * * t 
IHRSH=BSEDSP(MRXTAB} 
I=MRXTAB 
GO TO 220 
210 KEYS(LASTIN)=KEY 






IF(ISET.GT.0) GO TO 220 
RETURN 




GO TO 212 
C SET TYPES IF ISET=1,...,4. RESET NOT ALLOWED. 




GO TO (221,222,223,224),ITEMP1 
221 ITEMP=ITEMP+1000*IOTHER 
GO TO 225 
222 ITEMP=ITEMP+100*IFORM 
G O TO 225 
223 ITEMP=ITEMP+10*IFPARM 





C SYMTYP - READ TYPES INTO TYPDTR COMMON. 
f 2 
Figure 1, cont. 
3 IENTN0=3 
3 ISET=0 
GO TO 10 
2G 300 IOTHER=TYPES(I)/1000 





























































































41 , 42 
43 













































Figure 2. Block Table. 
<= 4 
Busy-on- Rpparent Number o 
Variable entry/exit Type Pure Local s 
BLK0U1N 1/1 G NO 0 
BSEDSP 1/1 G NO 0 
DISPS 1 /1 G NO 0 
I 0/0 L NO 3 
IBLNK 1/1 G YES 0 
IENTNO 0/0 L YES 1 
I FORM 1/1 G NO 0 
IFPflRM 1/1 G NO 0 
IHRSH 0/1 0 YES 0 
IND 0/0 L • YES 1 
INJURY 1/1 G NO 0 
IOTHER 1/1 • G NO 0 
ISET 1 /1 G NO 0 
I TEMP 0/0 L NO n £ 
ITEMP1 0/0 L ' YES 1 
ITVRL 1/1 G NO 0 
KEND 1 /o I YES 0 
KEY 0/0 L YES 1 
KEYS 1/1 G NO 0 
KSTRT 1/0 I YES 0 
LRSTIN 1/1 G NO 0 
LCLOIUN 1/1 G YES 0 
LEN 0/0 L YES 1 
LPRD . 0/0 L YES 1 
MHXTRB 1/1 G YES 0 
NUMOldN 1/1 G NO 0 
PRLVL 1/1 G YES 0 
STLVL 1/1 G YES 0 
TYPES 1 /1 G NO 0 
VEC 1/0 I YES 0 
Figure 3. Characteristics of Program Variables. 
f=5 
Subgraph Node N u m b e r s Local Variable 
1 1 -24 IENTNO 
2 17-27,30-38,43-44 1.3 
3 7-15 ITEMP.1 
4 7-14 LPGD 
5 32-38 ITEMP.2 
B 15-18,28-29,39 KEY 
7 4-10 LEN 
9 8-10 1.1 
9 12-14 1.2 
10 7-9 IND 
11 32-33 ITEMPI 
F i g u r e Local-subgraphs of Lookup "Procedure. 
















IENTNO U 1.3 U KEY 
ITEMP.1 U LEN 
LPflD 
1.1 U IND 
















i " i u 1 2-1 
Figure 6. Refined Partition Hierarchy 
Nod63 1-4 4 
IENTN0=1 
10 Reference nodes 4-15 
(Pack input characters from VEC into KEY, left justified and truncated 
on the right at 10 characters.) 
G O T O (50,200,50),IENTNO 
50 DO 100 IH_RSTIN,MRXTRB 
IF(KEYS(I).EQ.KEY) GO TO 150 
100 CONTINUE 
I=MRXTRB 
150 IFCI.NE.MRXTRB) G O T O (175,175,300),IENTNO 
INJURY=INJURY*1 
SYMBOL ENTRY NOT FOUND********************************** 
IF(IENTNO.EQ.3) GO TO 300 
175 IHRSH=BSEDSP(I) 
IF(ISET.GT.0) GO TO 220 
RETURN 
C IDCLRR - DECLRRE R NRME. DOESNT CHECK FOR MULTIPLE DEFS. 
ENTRY IDCLRR 
IENTNO=2 
GO TO 10 
200 LRSTIN=LRSTIN-1 
IF(LRSTIN.GT.D) GO TO 210 
INJURY=INJURY+1 
q#**** SYMBOL TR8LE OVERFLOW ********************************** 
IHRSH=BSEDSP(MRXTRB) 
I=MRXTRB 
GO TO 220 
210 KEYS(LRSTIN)-KEY 
IF(LCLOWN.EQ.1) GO TO 215 
DISPS(PRLVL)=DISPS(PRLVL)+1 
BSEDSP(LRSTIN)=ISHFTL(PRLVL,18)+DISPS(PRLVL) ' 
. 212 IHRSH=BSEDSP(LRSTIN) 
TYPES(LRSTIN)=0 
I=LRSTIN 
IF(ISET.GT.0) GO TO 220 
RETURN 
215 DISPS(1)=DISPS(1)+1 
BSEDSP(LRSTIN)=10000 0 0B+DISPS(1) 
BLKOUIN (STLVL-1) =BLKOWN (STLVL-1) +1 
NUMOWN=NUMOLUN+1 
GO TO 212 
C SET TYPES IF ISET=1 4. RESET NOT RLLOLUED. 
220 IF(I.EQ.MRXTRB) RETURN 
Figure 7. Decomposed Lookup Procedure. 
f=3 
Figure 1, cont. 
Reference nodes 32-38 
(Update attribute type information, TYPES, at index I in symbol t^bl 
ISET indicates the attribute to be updated, and is reset to 0.) 
RETURN 
ENTRY SYMTYP 
C SYMTYP - READ TYPES INTO TYPDTA COMMON. 
IENTNO-3 
ISET=0 
GO TO 10 










G O T O (221,222,223,224),ITEMP1 
221 ITEMP=ITEMP+1000*IOTHER 
GO TO 225 
222 ITEMP=ITEMP+100*IFQRM 
GO TO 225 
223 ITEMP=ITEMP+10*IFPRRM 




LEN=MIN0(KEND-KSTRT, 1 0) 
IF(LEN.LT.0) LEN=MIN0(LEN+ 288, 1 0) 
Reference nodes 7-10 
(Pack input characters right justified and truncated on the right 
10 characters.) 
IF(LPRD.EQ.0) GO TO 35 
Reference nodes 12-14 
(Left justify.) 
35 !<EY=ITEMP 





DO 20 1=1,LEN 
IND=MOD(IND, 2 3 8) +1 
ITEI1P=ISHFTL (ITEMP, G) . OR. VEC (IND) 
20 CONTINUE 
Nodes 12-14 
DO 30 1=1,LPRD 
ITEMP=I5HFTL(ITEMP,6).OR.IBLNK 
30 CONTINUE 
