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Sum m ary
Libraries are seeing growing num bers ofdigitized textualcorpora thatfrequently com e with
restrictionson theircontent.Com putationalanalysiscorporathatarelarge,whileofinterestto
scholars,canbecum bersom ebecauseofthecom binationofsize,granularityofaccess,andaccess
restrictions.Efficientm anagem entofsuchacollectionforgeneralaccessespeciallyunderfailures
dependsontheprim arystoragesystem .In thispaper,weidentifytherequirem entsofm anaging
forcom putationalanalysisam assivetextcorpusanduseitasbasistoevaluatecandidatestorage
solutions.Thestudybased onthe5.9 billion pagecollectionoftheHathiTrustdigitallibrary.O ur
findingsled to the choice ofCassandra3.xfortheprim aryback end store,which iscurrentlyin
deploym entintheHathiTrustResearchCenter.
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1 INTRO DUCTIO N
Librariesareincreasinglyconfronted withdigitizedtextualcorporathatcanbelarge.Forinstance,theM assDigitization? projectisattem ptingto
digitizeeverybook everprinted.The New YorkPublicLibraryhasaliving collection of757,072 digitized m aterialsasofFebruary2019 1.Provi-
sioningcom putationalanalysis(e.g.,textm ining,naturallanguage processing)ofalarge digitized collection oftextualcontentposesanum berof
challenges.Firstisthesizeofthecollection.TheHathiTrustdigitallibrary? holds5.9billionindividuallydigitizedpages,andpagelevelgranularityin
accesshasbeen statedbyresearchersoftheHathiTrustcollectionasaneed.Provisioningcom putationalanalysisisfurthercom plicatedbyaccess
restrictionson the contentbased on donorwishes,copyright,etc.A digitized textualcorpuswillcontain am ixofpublicdom ain and in-copyright
m aterialifthecontentisdrawnfrom librarysourcesandisbiggerthanahom ogeneouscorpora(e.g.,collectionoflettersofauthorRayBradbury).
Com putationalanalysisoftextsthatrespectsthe legalrestrictionson the textshascom e to be called non-consumptive research.Acceptable
research,undernon-consum ptiveresearch,isrestrictedtocom putationalanalysisthatisperform edononeorm orevolum es(digitizedtexts);unac-
ceptableresearch,ontheotherhand,isresearchinwhichahum anbeingreadsordisplayssubstantialportionsofanin-copyrightorrights-restricted
volum etounderstandexpressivecontentpresentedwithinthevolum e.Theterm "non-consum ptiveresearch"originatesintheAuthorsGuild,Inc.
andAssociationofAm ericanPublishers,Inc.et al.vsGoogleInc.Am endedSettlem entAgreem ent2 filedwiththeU.S.DistrictCourtSouthernDis-
trictofNew Yorkin2009.TheAm endedSettlem entAgreem entultim atelyfailed,butthenotionofnon-consum ptiveresearchwascontinued.The
term "non-consum ptiveresearch"isdefinedinsection1.93oftheSettlem entAgreem ent.
Servingalarge digitized textualcorpusforanalyticalanalysisisfarm orethan m anagingthe digitized textsthem selves.Related contentm ust
alsobe m anagedincludingrightsinform ation,bibliographic(sem antic),and structuralm etadata.The heterogeneouscontentneedsto seam lessly
interoperateforefficientdataaccesswhileadheringtothepolicyofnon-consum ptiveresearch.Addtionally,thetypesofdatainvolvedhavediffer-
entaccesspatterns.W hereassem anticm etadataisqueried,readsoftextualcontentarefrequentlyrandom accessforreasonswegivelater.This
1https://digitalcollections.nypl.org/
2Am ended Google Settlem ent, at the Internet Archive W ayback M achine (web.archive.org) by date of Dec 8, 2011 and URL of
http://www.googlebooksettlem ent.com /Am ended-Settlem ent-Agreem ent.zip
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heterogeneityofneedssuggestsapolyglotarchitectureandpersistence?.O urstudyisfocusedontheoptim alstoragesolutionforalargedigitized
textualcollectioninthecontextofapolyglotarchitecture.
In choosing an optim alstorage solution (which we’llalso referto asa "database")forlarge digitized textualcorpora,itisfrequently the per-
form ance ofthe database thatisthe m ajordecisive factor.Thishasbeen the conclusion ofa num berofstudiesincluding Lourenço et al.? who
synthesizesconclusionsfrom earliercom parativeevaluationsofSQ Land noSQ L datastoragesystem sincluding ?.Konstantinou et al.? conclude
thatHBaseprovidesthehighestthroughputcom pared to Cassandraand Riakwhile Rablet al.? found Cassandra’sthroughputto be consistently
betterthan Voldem ort,HBase,Redis,VoltDB and M ySQ L.Lourenço et al.? and Kashyap et al.? both notethatNoSQ L isconstantly evolving and
m ostevaluationsquicklybecom eobsolete.Rablet al.? com paresNoSQ LandSQ LdatastoresusingtheYCSB syntheticworkload.W hileinstructive,
theaccesspatternusedintheworkloadsandtherandom lygeneratedsyntheticdataarenotrepresentativeofdigitizedbooks.
Inadditiontoperform ance,however,therearequalitativefeaturesthatm atterinm akingachoice:thedatam odel,distributionarchitecture,and
failureresistance.
The three databasesthatwe study are allNoSQ L databases.W hile relationaldatabasesare strong and reliable solutionsforstoring m assive
textualdata,theywerenotincludedinourstudybecauseoftheuniquedem andsofourapplication:5.9billionpages,alargelysingle-writer,m ultiple
readeraccessm odel,andwidevariabilityin pagecountsacrossthebooksofthecollection.Thesizeofthecollection (6.1 billion pages)dem andsa
m ulti-nodesolutionand RDBM S’scalabilityislim itedbythestrongACID properties?? which areaninfrequentneed in oursingle-writer,m ultiple
readersetting.Too,booksvarywidelyon theirpagecounts.W hile pagescan be broken outin atable,the table willbe subjectto significantjoin
activitywhich willreduceperform ance.A com m onquerytypeisthefulltextquery,which,likenoSQ L,cannotbeefficientlysupportedbyRDBM S
andrequiresaseparateindex,m akingm anyoftheindexingbenefitsofRDBM Sunavailable.
W eadditionallydonotconsiderafilesystem solutionforasim ilarreason:6.2billionfilesstressestheavailability,scalingandresiliencefeatures
ofcom m oditynodes.
Thispaperisaevaluationofthreedatabasesolutionsform anagingam assivedigitalbookcollection3.W eillustratetheenvironm entthrough a
m odel,definetherequirem entsbasedontheHathiTrustResearchCenter4,andusetherequirem entstodeterm ineanoptim aldatastoragesystem .
Therem ainderofthispaperisorganizedasfollows.Section2 discussesthechallengesofm anagingrestricteddigitizedtextualcontent.Section
2.1proposesanarchitecturalm odeltoaddressthechallenges.Section3 analyzesthedatacharacteristicsandaccesspatternfordigitizedvolum es
andtheirm etadataandnarrowsdownthescopeofdifferenttypesofdatastoresthatcanm atchthedata/m etadata.Sections4 and5 arecom par-
ativeanalysesofpossiblechoices.Then section 6 sum m arizesthecom parativeanalysis.Section 7 drawson arealusecasefrom HathiTrust5 and
describesthearchitecturalm odel’sfitinthatenvironm ent.W econcludewithfuturework.
2 M OTIVATIO N
Therecentavailabilityofhistoricaldigitizedtextualcorporaisastrongm otivatorforresearcherswhocanm anipulatetextm iningtoolstodiscover
trends? and run statisticalm odels? on textsthatwerenotpreviously am enableto com putationalanalysis.Provisioningaccessto acollection of
m illionsofdigitizedbooks,m anyofwhichareundercopyright,requiresthatresearchersinteractthroughrem otelyhostedtoolsandqueriesasthey
cannotdownloadthecontenttotheirdesktops.ByFoster?,theinfrastructureforinteractionwithalargedigitizedtextualcorporaisaremotesecure
enclave,where physicalconstraintsare placed on data accessand export.Fosterdifferentiatesbetween air-gapped enclavesand secure rem ote
accessenclaves.Inthelatter,"theanalystconnectsrem otely,forexam pleoveravirtualprivatenetwork,tothesecureenclave.
Thetypesofinform ationthatm ustbem anagedbytheHathiTrustResearchCenterinprovisioningaccesstothedigitaltextsisasfollows:
• Digitized texts.Digitized textsconstitutethesignificantm ajorityofcontentin term sofbytes.Thebooksin theHathiTrustvaryin sizefrom
afew tensofpagestothousandsofpages,withanaveragevolum elengthof350pages.W ithacorpusofnearly16 m illionvolum es,billions
ofpagesm ustbe m anaged.Asshown earlier,the dom inantread accesspattern israndom ,and accesswithin avolum e isalwaysrandom .
W ritingism uchlessfrequentandwhenitoccurs,doessoasfull-volum ereplace.Readaccesscanbeatthevolum eorpagelevel.
• Rightsinformation.Rightsinform ationissm allin size,thoughthedom inantaccesspatternisalsorandom readbasedontheidentifierofthe
digitizedvolum e.Rightsinform ationisupdatedfrequently.
3W eusetheterm s"book","item "and"volum e"interchangeablytorefertoacoherentsetofpageswithabeginningandanend
4www.hathitrust.org/htrc
5HathiTrusthttp://hathitrust.org
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• Semantic metadata.Com plex m etadata,coded by librariansusing library-specificm etadata form ats(i.e.,M ETS,M ARC);used to describe
digitized unstructured content.Sem anticm etadataisdrawn prim arily from the bibliographicrecord ofabook asdeterm ined by the con-
tributinglibrary,thoughcanbeaugm ented withadditionalm etadatafrom othersources.Sem anticm etadataincludesm ostlybibliographic
inform ationsuchasauthornam es,title,etc.Theprim arycontentthatisusedinm anagingthedigitalcorpusisintheM ARC6 recordform .
• Structural metadata.Structuralm etadatadescribesthe structureofthe digitalobject:num berofpages,size ofeach page,pagechecksum ,
etc.Italsocom esfrom thecontributinglibraryintheform ofaM ETSrecord.Thisinform ationisusedtovalidatetheintegrityofthedigitized
content.
Theheterogeneousdataassethasseveraladditionalcharacteristicsworthnoting:First,copyright isa legal term, not amanagement strategy.The
copyrightstatusofatextisboundbyjurisdiction.O nebookm aybeboundbyUScopyrightlaw,andanotherbyEuropeancopyrightlaw.A researcher
incountryX m ayhaveaccessrightsthatdifferfrom researcherincountryY.Inaddition,thecopyrightstatusofabookm aychangeovertim edue
todeath,copyrightperiod,orphanstatuswherecopyrightstatuscannotbedeterm ined,furthercom plicatingm anagem ent.
Second,collection layout isnot optimized for computational analysis.TheHathiTrustdigitallibraryresidesinafilesystem andisorganizedaccording
to contributing organization (research library).Itusesthe deep directoryhierarchyorganization called aPairtree7.Thispairtree isduplicated to
anotherlocation (ourorganization)viaperiodicrsync.Thedataarethusorganized asatreewith them ain branchesallocated to thecontributing
libraries.Thisorganizationfacilitatesaddition ofcontent,becauseadditionsarebycontributinglibrary.Butthiscontributing-libraryorganization
failstoreflectanyknownlocalitypatternsbyresearchersinterestedincom putationalanalysis(e.g.,genre,publicationdate,author).Asaresult,all
readrequestsareeffectivelyrandom access.
Finally,theworkload exhibits bifurcation.A read requestfrom aresearcherisarequestforabatch ofitem sdescribed byaworksetofvolum es
a researcherisstudying.Thisworksetisobserved to be either1,000 orso booksforthe researcherwho isdrawing from the worksthey have
personallyread,orin the rangeof300,000 booksforthecom putationallyastuteresearcherwho m ay,forinstance,wantto m ineallthedigitized
contentwithLibraryofCongresssubclassofQ (sciencetexts.)Bothendsofthisbifurcatedworkloadm ustbehandledbythestoragesystem .Further,
clientrequestscanbeeithervolum eID basedorfeaturebased.Forfeature-basedrequests,sem anticm etadatasourcesneedtobeconsulted.Inall
cases,backendcom plexityshouldbetransparenttousers.
The processto requestdigitized volum esusually touchesalltypesofcontentthrough a m ulti-step process:1)query sem antic m etadata to
retrievevolum eidentifiers;2)validaterightsinform ationand3)retrievetextualcontentandstructuralm etadata.
2.1 System Architecture
A m odelfordatam anagem entiscapturedinFigure1 anddescribedbelow.Them odelcanbereadbottom totop,withingestsourceatthebottom
ofthefigureasWriter0 andWriter1 andresearcher’scom putationalinteractionatthetopasReaders.
IngestPageleveldataresideon diskin aPairtreeorganizationwithadeep filesystem hierarchyhavingasingleroot.Thenextleveldown from
therootarem ajorbranchesthatHathiTrustorganizesinto perlibrarybranches.Thatis,each m ajorbranch holdsdigitized contentthathasbeen
contributedbyoneacadem icorresearchlibrary.Thereisonem ajorbranchpercontributinglibrary.
Raw digitizedbooks/pagesinPairtreeform andaccom panyingsem anticm etadataarestream edfrom separatewritersandupdatedperiodically
when new O CR pagesforinstanceareproduced with betterqualityorfornewlydigitized books.Copyrightinform ation isingested and updated
periodicallyfrom aseparateauthoritativesource.Updateofrightsinform ationisdonefrequentlyinresponsetoactivem onitoringbytheprovider
ofcopyrightstatuschanges.
BackEndStorageThisPairtreeorganizationandthepage-levelfilegranularity(6.2billionfiles)m akesdiskstoragelessthanideal.Thesm allfiles
canoverwhelm afilesystem ;thewayinwhichthefilesareorganizedondiskdoesnothavebearingonthecontent-basedretrievalsthattextm ining
researcherswillhave.Inotherwords,contributinglibraryism eaninglesstoresearcherswhoareanalyzingtexts.
The large textcorpusm ightbe splitinto the publicdom ain portion and the in-copyrightportion.Butcopyrightstatusdependsnoton the the
countryin which thetextislocation,buton thecountryin which theuserislocated.Forexam ple,apublicdom ainvolum ewithrightsinform ation
”PDUS”isinthepublicdom aininUS,whichm eansforusersoutsidetheUS,thevolum eisnotinthepublicdom ain.Too,textswillhavetheirstatus
changed;thisism orefrequentanoccurrencewiththeHathiTrustcollectionthanonem ightim agine.
Rightsinform ationhasanaccesspatternthatisdifferentfrom them ain corpus,thusrightsarestored separatelyasshownin Figure1 .Foran
incom inguserrequesttoabatchofvolum es,firsttherightsinform ationischeckedagainstuseraccesslevel.Rightsinform ationisofsm allsizeand
needstobecheckedfrequentlysorequireslow latency.
6https://www.loc.gov/m arc/
7https://confluence.ucop.edu/display/Curation/PairTree
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FIGURE1 Architecturalm odelofHathiTrustResearchCenter.W riter0synchronizesdigitizedvolum esondiskalongwithm etadatafrom sources;
writer1 writesraw data/m etadatainto differentstores;W riter2 updatescopyrightinform ation periodically.Between thedatabasesand the two
typesofreadersisacom plexity-hidinglayer.
Sem anticm etadataistypicallysearchedon m ultiplebibliographicfields.Searchagainstsem anticm etadataisaprim arywayin whichusersfind
volum e identifiers.M ostofqueriesagainstsem anticm etadata are to the indexed fulltext.Structuralm etadata can be used to validate textual
contentforuserrequestsanddetectbitrotondisk.
FederationLayerSincedifferenttypesofdatacanbem anagedbym ultipledifferentstorageenginesusedinbackend,eachofwhichdesignedfor
aspecializeddataand accesspattern,interactionwith m ultiplestorageenginesefficientlybyprovidinguserswithaunifieddataaccessserviceto
hidebackendcom plexityispreferred.Usersonlyneedtointeractwiththestandardinterfacewhenim plem entingtheircustom analysisalgorithm s.
Anyfuturechangesofdatam anagem entsystem sinthebackendwouldnotrequirere-im plem entationofuseralgorithm s.
Non-consum ptiveAccessNon-consum ptiveuse ofdigitized booksrefersto com putationalanalysisofthe copyrighted contentthatiscarried
outin such awaythathum an consum ption oftextsisprohibited.O ne wayto im plem entnon-consum ptiveaccessisto use off-the-shelfanalysis
toolsthathavebeencertifiedtonotreturncopyrightedcontent.Anotheristoprovidearesearcherwithasecureenvironm entwhereshecaninstall
hertoolsandrunthem .TheDataCapsuleservice ? isusedinHTRC toprovidenon-consum ptiveaccesstotheHathiTrustcollection.A userchecks
outaCapsuleforaperiodoftim e.Networkportsareopenedtoallow installation,andthenclosedwhentheanalysistoolsactuallyaccessthedata.
AllresultsleavingtheCapsulearesubjecttom anualreview.
3 STO RAGE ALTERNATIVES
Becauseofthesheersizeofthetextualcorpus,thedifferingratesofupdate,and accesspatterns,thereisno one-size-fits-allstoragesystem that
canm anagethecontent,which suggestsapolyglotbackend.W ethusundertaketostudythedifferenttypesofdatastorestoselectthebestfitin
thism odel.
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3.1 Prim aryDataStorage
Bigdataapplicationshaverevolutionizedtheunderlyinginfrastructureforthestoragesystem .Highavailability,goodscalability,andfastkeyvalue
accesshavebecom estandard requirem entsforstoragesystem s.Forreasonsgiven earlier,wechosetocom pareacrossseveralNoSQ Loptions.A
NoSQ Lstoreisadistributedstoragesystem thatorganizesdatainaschem a-lessform atandrelaxestheconsistencyconstraintinRDBM Sinorder
toprovidehighavailability,autom aticscaling,resilienceunderfailure,etc.NoSQ Lstoresaregenerallyclassified intofourgroups:key-valuestore,
docum entstore,colum n-orientedstoreand graphdatabases?.Thedocum entpartitioned inverted indexisconsidered aspecialkindofdocum ent
store.Digitized item sarestandaloneentitiesexceptwhen theyparticipatein acollection (such asissuesin ajournal).Thusweelim inatefrom our
studythegraphstorewithitsm odelofnodesandconnectingedges,andfocusonthekey-valuestore,docum entstore,andcolum n-orientedstore.
Theoptionsconsideredareasfollows:
Key-valuestore.The Key-value store hasa com parativelysim ple data m odel.Rightsinform ation ofdigitized booksm apseach identifierofa
volum etotheaccesslevelinform ation (in shortstring),which fitskeyvaluem odel.Itisupdatedfrequentlyand isaccessedforallrequestsbefore
readingtextualcontent.Low latencyisim portantso thatrightsvalidation isnotthe perform ance bottleneck.Because ofthe sm allsize ofrights
inform ation,m em orybasedsolutioninadditiontokey-valuestoreisideal.Forexam ple,Redis?,anin-m em orybutpersistentondiskdatabase,can
begoodoption.However,key-valuem odelistoorestrictedfordigitizevolum eswithrichm etadata.
Docum entstore.Eachdocum entindocum entstorehasasetofkeyvaluepairswithnofixedschem a.Docum entstoresarehierarchicalinnature
becausedocum entscanbeem bedded.Docum entm odelactuallyfitsdigitized booksand structuralm etadataverywellifeachdigitized volum eis
seen asadocum entwith <pageSequence,pageContent> askeyvalue pairs.Structuralm etadataforeach digitized volum e can also be stored as
extrakeyvaluepairsinthesam edocum ent.Them ostpopularrepresentativeisM ongoDB.
Inverted index datastore.Inverted index is the m ostefficientstate ofthe artdata structure forfulltextsearch.Data is also organized in
docum ent-likeconceptualview withallfieldsindexed.Itisidealtobothstoreandindexsem anticfieldswithinvertedindex.
Colum n-orientedstore.Thedatam odelofcolum n-orientedstoresfitdigitizedvolum esandtheirstructuralm etadataaswell.Itgivesaconcep-
tualview ofabigtablewithflexibleschem awhereO CR pagesandstructuralm etadatafieldscanbeseenascolum ns.Sim ilarwithdocum entstore,
colum n-orientedstoresarealsowidelyusedforbigdataapplications.ThepopularrepresentativesareHBaseandCassandra.
3.2 Federated AccessLayer
M ultiplestoragesystem sareneededforheterogeneoustypesofdata,suggestingapolyglotsolutionforseam lessaccesstoheterogeneousstorage
solutions.W hiletherearebenefitsofapolyglotarchitecture,itsproblem sarealso wellknown?.To m akethebackend com plexitytransparentto
users,provideanunifieduserinterface,andenforcebestpracticeforoptim alqueryefficiency,afederatedlayerbetweenpolyglotbackendandnon-
consum ptiveclientsareneeded.Thisfederatedlayerneedsto1)exposeaunified interfacethatisbackend agnostic;2)optim izetheclientqueries
intoanoptim alplantoenforcethebestpracticebasedoncharacteristicsofdifferentdatastores;3)andbedistributed,highlyavailableandefficient
sothatno singlepointoffailureisintroducedand thecostofanextralayerism inim ized.Thethreeneedsofthefederatedlayerrequiresm apping
severaldatam odelsintoasingleunifiedm odel,generatinganoptim alqueryplanforthem ultipleNoSQ Lstores,and m akingthefederatedaccess
layeritselfdistributedandfailureresistant.
Differentdatam odelscanbeeitheraggregatedintoaunifiedself-definedresourcem odelsuchasO DBAPIresourcem odel? orm appedtorela-
tionalm odelsuch asApacheCalcite8 thatfurtherenablespluggablecustom queryplan to optim izequeryperform anceagainstpolyglotbackend.
InthecaseofHathiTrust,queriesthatread thetextualcontentofvolum eswithfilteringcriteriaon bibliographicm etadataand rightsinform ation
requirestheexecutionofm etadata-basedsub-queriestofindthelistofidentifierspriortoreadingprim arystoragesystem tom inim izetheam ount
ofdatareadandavoidbigjoins.Q ueriesaretypicallysentthroughRESTm ethods(e.g.GET,PUT,etc)andunifiedaccessserviceshouldbereplicated
forbothfunctionalityredundancyandworkloaddistribution.
4 DATABASEFEATURE CO M PARISO N
InHathiTrustResearchCenter,asinglelargecollectiondwarfsallothersupportingdatabases.Thusthedatastoragesystem ofthelargecollection
willdeterm inetheoverallperform anceofentiresystem .Bothsem anticm etadataandrightsinform ationarecom parativelysm allandcanbeserved
bym em orybasedsolutionswithlow latency.Theoverallsystem perform anceofm ostquerieslargelyrelieson theprim arydatastorefordigitized
volum es.
8https://calcite.apache.org
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Both document store and column-oriented store can accom m odate the data m odeland accesspattern requirem entsfordigitized volum esand
structuralm etadata.Fordocum entstore,MongoDBischosenasrepresentative.Forcolum n-orientedstore,wechooseHBaseandCassandrabecause
Cassandra isstrictly nota pure colum n-oriented store buta hybrid ofkey-value and colum n oriented store.To find the optim alsolution,m ore
detailedrequirem entswithcom parativestudy(bothqualitativeandquantitative)form ainstoragesystem sareneeded.
W eidentifiedsixrequirem entsforadatastoragesystem thatm anagestheBigDatatextualdataofHathiTrustwithitsaccessrestrictions.They
areasfollows:
High read throughputforrandom accessAsexplained earlier,forourusecase,theworkloadagainsttheprim arydatastorecanbeconsidered
random access.Additionally,clientrequestsfollow abifurcatedworkloadpattern:atypicalrequestwillbeforabout1,000volum esfortheuserthat
isanalyzingtextsthatarepartofthecorpusofbookstheyhaveactuallyread;orforthedigitalhum anitiesresearcherthatisbranchingoutintoBig
Data,therequestwillhaveasizeofabout300,000volum es.Thisis,forinstance,thesizeofallvolum esinHathiTrustin theLibraryofCongressQ
subclass(sciencetexts,seehttps://www.hathitrust.org/visualizations_callnum bers).Theprim arydatastoreisexpectedtogivehighthroughputfor
bothsizesofworkload.
Linearscalability Form ostcasesin realworld,itisdifficultto provision adequate resourcesin advance to dealwith allprojected growth in
contentand workload.In ourm odel,the digitized contentwillcontinue to grow asm ore booksare added to the corpus.Thissteadygrowth can
resultin insufficientstorageand slow queryresponse.Increasingworkloads,especiallyatthe1,000,000 request,can lead toslow queryresponse
evenwithouthostinghugeam ountofdata.Sothecapabilityofeasilyscalingoutthroughadditionofadditionalnodesisrequired.
Failure resistance Node failure isfrequently the norm foradistributed storagesystem thathostsahuge am ountofdata acrossanum berof
nodes.W henfailurehappens,clientsshouldstillbeabletoaccessdata,preferablywithnoobviousperceivedperform anceslowdown.
Flexibleschem aDigitized volum esvaryon thenum berofpagestheycontain and thefieldsofthestructuralm etadataarefrequentlyinconsis-
tentacrossvolum es.The docum entstoreand colum n-oriented storehave flexibledata m odeland m atch digitized volum eswith theirstructural
m etadata.
Server-sidefilteringServer-sidefilteringisnotastrictrequirem entbutpreferredforefficiency.Forexam ple,readingallnon-em ptypagesfora
setofvolum esrequiresfilteringbasedonpagesize.Ingeneral,filteringistheefficientsim plepreparationofdatawithinthedatastoragesystem to
reducetheoverallvolum eofdatathatisreturned.
Binding w ith com putationalfram ew ork Sim ilarwith filtering,binding ofa storage system to a com putationalfram ework isalso a preferred
feature.Bindingwithacom putationalfram eworklikeHadooporSparkenablesm ovingcom putationtothedataincaseswheredatasizesarelarge
(request>300,000volum es).Thecom putationalfram eworkcanbeseenasanextralayerbetweenthefederatedinterfaceanddatastorestoenrich
thesupportofqueriesthatism orecom plexandanalytical.Thoughthecom putationalfram eworkisnotreflectedinFigure1 ,itcanbeaddedifthe
prim arydatastoresupportsthebinding.
4.1 Candidatedatabases
Cassandra,HBase and M ongoDB com pare differently againstthe requirem entsofHathiTrust.Specifically,we com pare and contrastthe three
optionsontheirscalability,failureresistance,flexibleschem a,server-sidefilteringandcom putationalfram eworkbinding.Failureresistanceisalso
m easuredexperim entally,asisrandom accessperform ance.
CassandraCassandraisafullysym m etricpeer-to-peersysyem .Dataisevenlydistributed acrossaCassandraclusterthrough ahash on parti-
tionkeys.ThepeertopeerstructureallowsCassandra’slinearlyscalability ? through new nodesaddednew online.Virtualnodescanbalancedata
distribution acrossthe clusterwith heterogeneousnodesbased on node’scapacity.W ith sufficientreplication factorin addition to peerto peer
structure,bothdataredundancyandnodefunctionredundancycanbeguaranteedgivingahighdegreeoffailureresistance.Toschemaflexibility,with
latestCassandra3.x,dynam iccolum nscanholdfieldsatpagelevelandstaticcolum ncanholdm etadatafieldsatvolum elevel.Anddynam iccolum ns
canbeadded and droppedatanypointoftim e.O n server-sidefiltering,theCassandraQ ueryLanguage(CQ L)issyntacticallyasubsetofSQ L.CQ L
supportsWHERE clauseso thatfilteringcan be pushed down to Cassandranodes.Finally,Cassandraworkswith Sparkin supportofbindingwith
a computational framework bym eansofaconnector9 thatenablesSparktocreatenodelocalpartitionsbasedon aCassandratokenrangefordata
locality.
HBaseHBaseisanim plem entationofBigTable? thatusesaprim ary/repliam odel.HBasescalabilityallowsittoscaleoutbyaddingnew nodesto
hostm oreregionserversand HDFSdatanodes.However,forheterogeneousnodes,dataskew canoccurand causeweaknodestobeoverloaded
and strongnodesto be relatively idle.HBase failure resistancedependson HDFS fordata redundancy.To rem ove single pointoffailure fornode
functionredundancy,extrastandbyHM asterandsecondaryNam enodeareused.M orediscussionoffailureresistancewillbem entionedinquanti-
tativeanalysis.O nschemaflexibility,sim ilartoBigTable,m etadatafieldscanbeidentifiedwithcolum nfam ilyandcolum nqualifierthatcanbeadded
9https://github.com /datastax/spark-cassandra-connector
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TABLE1 Sum m ary
Throughput FailureResistance Scalability Fexible
Schem a
Sim ple
Filtering
Com putational
Fram ew orkBinding
Cassandra Second highest
atboth page and
volum elevel
1)No obvious perfor-
m ance degradation
withreadrepair;
2) Noticeable perfor-
m ance drop with read
repairoff
Theoretically linearly
scalable. Throughput
does not increase lin-
earlyunderaddednodes
withreadrepairon.
Yes M oderate
(CQ L)
Yes
HBase Lowest at both
page and volum e
level
System failwhen 2
outof6nodeskilled,
seeFigure5
Throughput fails to
increase linearly with
additionalnodes
Yes Nosupport Yes
M ongoDB Highest at both
page and volum e
level
Failuresnoticableto
clients of on-going
requests
O nly scale out specific
shards when num ber of
new nodestoadd issm aller
thannum berofshards
Yes(with
docsize
lim it)
Strong Yes
and rem oved atanypointoftim e.O n server-side filtering,HBase isabsentofdatatypes?.Further,itdoesnothavebuilt-in supportforsim plefil-
tering.Finally,on bindingwith a computational framework,HBase can integratewith Sparkthrough aconnector10;datalocalitycan beachieved by
co-locatingexecutorandregionservers.
M ongoDB M ongoDB isadocum entstoredistributed usingaprim ary/replicam odeland scalesoutthrough auto-sharding?.O n scalability,fora
M ongoDB sharded cluster,ifanew node isadded to ashard,the capacityofthisshard scalesoutinstead ofthe entire cluster.Itm eansthatthe
requeststhatfetchdatafrom othershardsdoesnotbenefitfrom thenew node.O n failureresistance,dataredundancyandnodefunctionredundancy
areachieved through replicasetsand m ultiplecopiesofroutersand configureservers.O n schema flexibility,M ongoDB asadocum entstoreuses
binaryserializationform at(BSO N)tostoredocum ents(GridFSisnotconsideredsinceitdoesnotfittherequireddatam odelandaccesspattern).
Nodocum entstructureisenforcedsothereisnoneedtodeclareschem abeforeinsertingdata.However,thesizelim itofaM ongoDB docum entis
enforcedtoavoidexcessiveuseofRAM byanysingledocum ent.O n server-sidefiltering,M ongoDB supportsalm ostallSQ Loperationsandhasbuilt-
inM apReduceforcondensinglargevolum esofdataintousefulaggregatedresults11.Finally,onbindingwith a computational framework,M ongoDB
canworkwithaparallelcom putingfram eworklikeSparkthrough aconnector12 through which Sparkisawareofthehashrangeofeachshard for
datalocality.
5 EXPERIM ENTALEVALUATIO N
O urexperim entalevaluationfocuseson read throughput forrandom accessand failureresistance.Fortheform er,wecom parethroughput(asqps or
queriespersecond)ofeach datastoreatthem axim um stable throughputlevel.Forthelatter,we m easurechangein throughput(drop ofqps)in
responsetonodefailures.
Readthroughput.W etestusingtwotypesofreads.Key-basedrecordreadingcorrespondstorandom accessatvolum elevel.Accessofspecific
fieldsbykeysand fieldnam es,thesecondtest,correspondstorandom accessforspecificpagesofvolum es.W eusetheYCSB ? benchm arktoolto
evaluatereadthroughput.
Failureresistanceperform ance.Sincefailureisthenorm fordistributedstoragesystem s??,weevaluateresilienceundernodefailuresbym an-
uallykillingnodes.W eallow adatastoretoreacham axim um stablethroughputaheavyworkload,thenkillanodeandm onitorsystem throughput
(qps)throughthedegradation.
Experim entdata W e use the HathiTrustcorpus,a copy ofwhich residesatthe HathitrustResearch Center?.Atthe tim e ofourtesting,the
corpuscontains15.6 m illiondigitizedvolum es.Thesum m aryofvolum esizesinzippedform atisshowninTable2 .W eselectasam pleof180,000
item sobtainedbym eansofrandom sam pling.
10https://github.com /hortonworks-spark/shc
11https://docs.m ongodb.com /v3.2/core/m ap-reduce/
12https://github.com /m ongodb/m ongo-spark
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TABLE2 Volum esizesacrossHathiTrustcollection
Stats Size(Kbytes)
M in 189
1stQ u 136
M edian 330
M ean 516
3rdQ u 664
M ax 26,583
TABLE3 M axim um StableThroughputforReads
DataStore Volum eLevelReadqps PageLevelReadqps
Cassandra 1,665 8,560
HBase 1,040 7,402
M ongoDB 2,166 9,373
5.1 TestEnvironm ent
Thetestenvironm entism adeupofsixm edium -sizedVM sfrom theNSF fundedJetstream environm ent13 usedasdatastores.Another4 m edium
VM sareused to run YCSB 0.12.0 clientswith HTRC custom workload.Each m edium VM has6 vCPUs,16 GB RAM and 60 GB localstorage.The
random lysam pled 180,000 volum esareingested into datastores.Allcandidatedatastoreinstancesareallocatedwith equalm em orysize(4GB)
andconfiguredwithareplicationfactorof3andSnappycom pression.
UsingApacheCassandra3.9,sixinstancesaredeployedtosixVM s.TheMurmur3Partitioner isusedtouniform lydistributedataacrosstheclus-
ter.W ith replication factorofthreeand SimpleStrategy,the firstreplicaisplaced based on thepartitionerand the othertwo replicasare placed
on the nextnodesin clockwise direction around the ring.Com paction enhancesread perform ance forLSM -tree based data storesso a m ajor
com pactionisrunafterdataingest.
TheHBaseinstallationusesHBase1.2.4withHadoop2.7.3andZookeeper3.4.9.Again,sixm edium VM sareusedtohostallHBasecom ponents.
EachVM runsanHBaseregion serverand anHDFSdatanode.Zookeeperisdeployed on 3 outofthe6 m edium VM s.An HM asterand aprim ary
nam enodecollocateonsam eVM .A backupm asterandasecondaynam enodearehostedonanotherVM .Replicationfactor3isguaranteedthrough
HDFS.A m ajorcom pactionisrunafteralldataisingestedtooptim izereadperform ance.
M ongoDB version 3.4 isused with theW iredTigerstorageengine.BecauseofM ongoDB’ssharded replicasetm odel,two shardsaredeployed
withhashed (M D5)shardingforevendatadistributionacrosstheshardedcluster.ThreeVM sareused foreachshardasreplicasetstoguarantee
threereplicas.ThreeVM sarechosentohostConfigServers.AllsixVM srunsm ongos/routerdaem onstoacceptrequests.The idfieldofM ongoDB
isindexedwithBTree.
5.2 Volum eLevelRandom Access
W efirstevaluaterandom accessofvolum es,in otherwords,wholebookaccess,foreachofthethreedatastoragesystem s.W edeployfourYCSB
clients.Thenum berofthreadsareadjustedtotunereadworkloads.EachYCSB clientloadsthelistofkeys(volum eidentifiers),shufflesthelistand
sendskey-basedrequestssynchronouslyoneafteranotherwithoutanythroughputlim it.Eachrequestisreturnedtherecordforitsspecifiedkey.
Cassandraclientsareconfiguredwithatokenawareloadbalancingpolicytosendrequeststothenodethathasalocalcopyofrequesteddatato
m inim izeinternaltrafficoverhead.Thereadconsistencylevelisconfiguredto1.HBaseclientsareregion-serveraware.Bydefault,theycontactthe
Zookeeperensem bleto gettheMETA tablelocation and cacheMETA tablethathasregion and region serverinform ation.Then thesubsequent
requestscontacttheregionserverservingthatregiondirectlywithoutgoingthroughlookupprocess.M ongoDB clientsbydefaultuseareadpref-
erencem odelprimary,thatis,allreadrequestsonlyhittheprim aryreplicasetofeachshard.Thisdoesnotfullyutilizeallnodessoweconfigureit
tonearest toevenlydistributerequeststoallnodesforeachshard.
Readthroughputattherecord/volum elevelinqueriespersecond(qps),seeFigure2 ,showsM ongoDB outperform ingCassandraandHBaseby
30% and108.2% respectively.Cassandraoutperform sCassandraby37.5%.Andthem axim um stablethroughputforeachislistedincolum ntwoof
Table3 .
13https://portal.tacc.utexas.edu/user-guides/jetstream
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FIGURE2 Record/volum elevelreadthroughput.Asafunctionofagrowingworkload,recordreadthroughputincreasestoam axim um stablelevel
foreachsystem .M ongoDB outperform sHBaseby108.2%.
FIGURE 3 Page(field)levelread throughput.Astheworkload increases,field read throughputsofdatastoresincreaseaccordinglyand attainsa
m axim um stablestatusat150threads;M ongoDB outperform sHBaseby26.6%
5.3 PageLevelRandom Access
W eevaluateread perform anceofpage-levelcontent.EachYCSB clientloadsalistofkeys,shufflesthelist,and sendskey-based requestswith10
specifiedfields(pagesequences)tofetch.The10fieldnam es,inthiscase10pagesequences,aregeneratedrandom lybetween1and300.Requests
are sentone afteranotherwith uniform distribution.The experim entresultforfield read in Figure3 ,showsthatM ongoDB perform sbestand
Cassandraperform sbetterthanHBaseattherecord/pagelevel.Thepage/recordlevelm axim um stablethroughputsareshownincolum nthreeof
Table3 .
5.4 FailureResistance
W etestfailureresistance,thatis,am easureofasystem ’sresiliencyinthefaceofnodelevelfailures.W euseavolum elevelworkloadandpusheach
NoSQ Ldatastoretoitsm axim um stablestatus.After100secondsatm axim um stablestatus,wem anuallykillanodeandm easuretheperform ance
in term sofoverallthroughput.W e then allow the system to run foranother100 secondsbefore killing a second node.Tim e intervalischosen
basedonourobservationthatperform ancecanstablizein100secondsforourexperim ents.Becausethereplicationfactoris3,clientrequestsare
expectedtoberespondedtowithatleastoneavailablereplica.
CassandraBecauseofthepeer-to-peerarchitecturethatisfullysym m etric,thereisnodifferenceinwhichnodestokill.Sotworandom nodesare
picked.TheresultofCassandrafailuretestisshowninred(withreadrepair)inFigure4 .W ecanseenoobviousperform ancedegradation.
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FIGURE 4 Im pactofread repair;Cassandra.W hen read repairisdisabled,the m axim um stable throughputishigherand degradeswith node
failures.W ithreadrepair,them axim um stablethroughputisloweranddoesnothaveobviousdegradationwithnodefailures.
Thereasonwhythereisnoobviousperform ancedegradationisrelatedtoreplicationfactorsandanti-entropyprocessofCassandra,aprocessof
com paringthedataofallreplicasandupdatingeachreplicatothenewestversion.EvenforreadconsistencylevelONE,aportionofreadrequests
arechosenforreadrepair,whichcausestheoverheadforoverallreadthroughput.W henanodeiskilled,thelostnodem akesthroughputlowerbut
on theotherhand,thereduced num berofreplicasincreasethethroughput,thereforeno obviousthroughputchangeshappen.Ifweturnoffread
repair,thenwecanseetheoverallthroughputarehigheratsaturationlevelandwhennodesarekilled,thereareobviousperform ancedegradation
asshownin Figure4 .Sinceanti-entropyprocessisanim portantcom ponentforCassandraconsistencym odel,itsperform anceim pactionshould
betakenintoconsideration.
HBaseAsHBaseconsistsofm anydifferentcom ponents,wetesttwo com binationsofcom ponentstokill.Case1:kill2 random nodesthathave
onlyregionserversanddatanodesrunning.Case2:killonlytheactiveHM asterandprim arynam enodeprocessesat50secondswithouttouching
any data node and region servers;then killa region serverat100 seconds.Figure 5 showsthe results.W e can tellthatwhen one ofsix data
nodesand region serversare killed,the overallperform ance dropsand then rises.W hen the second data node and region serverare killed,the
perform ancealsofirstdropstosom epointandrisesbackupbuttoalowerlevelcom paredtom axim um stablelevelby15%.
TheresultofthesecondHBasefailuretestism orecom plex.W henactiveHM asterandprim arynam enodearekilled,backupHM asterisnotified
to becom e active and secondary nam enode isnotified to be prim ary;backup HM astertriesto connectto HDFS while the secondary nam enode
hasnotbecom eprim aryyetso backup HM asterthrowsuncatched exception and crashes;afterashortwhile,secondarynam enode successfully
becom eprim ary.However,thisentireprocessdoesnotaffectclientsidebecauseclientsidehasMETA tablecachedatthefirstrequest.Thenafter
aregionserveriskilled,ZookeeperseesthefailurethroughheartbeatsandrequiresclientstohaltuntilaupdatedMETAtableisavailable.HM aster
should alsobenotified toreassignregionsservedbykilled regionserverto otheractiveregionserversand updateMETA table.Sinceboth active
andbackupHM astersaredown,regionreassignm entandMETA updateneverhappens.Therefore,theentiresystem isnotaccessibleandgives0
throughput.
MongoDBForM ongoDB,alsotwodifferentcasesaretested.Thefirstcaseistorandom lychoosetwonodesfrom thesam eshardtokill.Theother
caseistochooseonerandom nodefrom eachshardtokill.TheresultsareshowninFigure6 .Theresultsshowsthatthereisapredictablepattern
ofperform ancedegradationforM ongoDB,thatis,overallperform ancein term softhroughputdropsby1/6 oftheoriginalm axim um stablelevel.
Thoughtheperform ancedegradationism oreobviouscom paredtoCassandraandHBase,M ongoDB stillhasbetterreadthroughputevenwhen2
nodesoutof6 aredown.However,from perspectiveoffailurem askingofM ongoDB,clientsdo getqueryexceptionsforongoingrequestsatthe
m om entwhennodesarekilled,whichwouldneedahigherlayerofservicetohelp.
6 DISCUSSIO N
Allthreesystem sdiscussedhaveaflexibleschem aand tightbindingwithalargescalecom putationfram ework.However,from theperspectiveof
readthroughputforrandom access,failureresistance,scalabilityandserver-sidefiltering,thedatastoresbehavequitedifferently:
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FIGURE 5 ForHBase,1)W hen the firstdatanode and region serverarekilled at100 (seconds),throughputdropssignificantlyand then risesto
previouslevel;when thesecond datanode and region serverare killed attim e200,thereisobviousperform ance degradation and then ariseto
alowerlevelcom pared to initialm axim um levelby15%.2)W hen the active HM aster& prim arynam enode are killed at50 seconds,there isno
perform anceim pact;whenaregionserveriskilledat100,theentireclusterfailstoserveanyrequest.
FIGURE 6 ForM ongoDB,irrespectiveofwhetherthe killed nodesarefrom the sam eshard ordifferentshards,overallthroughputdropsby1/6
undernodefailure.
M ongoDB hasthebestreadperform anceatbothrecord/volum elevelandfield/pagelevel.Theshardedarchitecturerequiresm orenodestoscale
outtheentirecluster.W hennodefailureoccursandeachshardm aintainsworkingreplicas,readperform ancedropsandclientsnoticeexceptions.
Tohideexceptions,ahigherlayerofserviceaboveM ongoDB isneeded.M ongoDB hasthebestsupportforserver-sidefiltering.
Cassandrahasthe second bestread throughput.Itm akesuse ofany num berofextranodesto scale outthe entire cluster.The anti-entropy
m echanism cancauseinternaltrafficandthusslow downtheoverallreadthroughputbut,asasideeffect,m akesthenodefailureunnoticeablewhen
thereisatleastonereplicaonline.Cassandrahaslim itedcapabilityforserver-sidefilteringthroughCQ L.
HBase hasthe lowestread throughput.Anynum berofextranodescan be added asdatanode/regionserverto scale outthe cluster.However,
based on ourexperim ents,five datanode/region-serversgivesalm ostidenticalm axim um throughputto six serverseven when the regionsare
assignedevenly.Forfailureresistance,whendatanode/region-serversaredown,clientsexperienceashort-term perform ancedrop.A rarecasethat
som eregion servergoesdown afterHM asterand prim arynam enodecrash atthesam etim ecould m aketheentireclusternotaccessible.HBase
hasnosupportforserver-sidefilteringsoahigherlayerofserviceisneededforthefilteringrequirem ent.
M ongoDB givesthehighestrandom accessthroughputatboth volum eand pagelevelbutitsdistribution architecturerequiresm orenodesto
scaleoutcom paredtoCassandra.M ongoDB hasadocum entsizelim it(16M B forversion3.x)toavoidexcessiveuseofRAM byanysingledocum ent.
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W henaddingm orenodesisnotaproblem and docum entsizesaresm allerthan 16 M B,M ongoDB isthebestchoice.Thissizelim itisexpected to
increasebut,fornow,wedohavedigitizedvolum esover16M B asshowninTable2 .
W itham odestcom prom iseon readperform ance,CassandraistheoverallchoicefortheHathiTrustResearchCenteron thebasisofitseasein
scalabilityanditssuperiorityinm askingfailuresallthewhilestillgivinggoodreadperform anceandsupportforserver-sidefiltering.SeeagainTable
1 forasum m aryoffeaturesofthethreedatastores.
7 USECASE
W edescribeapracticalusecaseofhow researchersengageincustom analysisoftheHathiTrustcollectioninnon-consum ptiveway.W ealsoshow
how thepreviousstudiescanbesim plifiedwiththeproposedarchitecturalm odel.
M urdocket al.? usesanHTRC DataCapsuleforLatentDirichletAllocation(LDA)topicm odelingofthousandsoftexts.TheCapsulepositionin
the architecture m odelofFigure1 isatthe top as"review-guaranteed non-consum ptive".The overallworkflow carried outin the Capsuleisto
1)gatheralistofvolum e identifiersbysearchingan ApacheSolrfulltextindex,then usingatoolthatassem blesthetextsinto aworkset,2)using
theworkset,foreachvolum eidentifier,pullitstextintotheCapsule(whichisnow blockedforanykindofnetworkaccess),3)runLDA topicm odel
againsttheretrieved volum es.4)resultsareavailableforvisualizingwithin theCapsuleorexportingforvisualization outsidetheCapsule.Under
theproposedarchitecturalm odel,steps1)and 2)canbecom binedintoonestep.Further,rightsinform ation isalsoavailablewhich arecriticalfor
sciencereproducibility.
Underthehood,foraquery q thatretrievesvolum econtentswith m etadata-based search criteria,ifthenum berofvolum esin queryresultis
10,000,thebibliographicm etadatastorewillbequeriedonlyoncetoreturn10,000identifiers;theRightsdatabasewillbequeries10,000tim esto
getrightsinform ationforfinalresultreview requiredbynon-consum ptiverestriction;andtheprim arydatastoreisresponsibleforefficientlyand
reliablytransferringthetextualcontentsofthese10,000volum estothesecureenvironm ent(DataCapsule).For10,000key-valuelookupagainst
rightsdatabase and stream ingoftextualcontentfor10,000 volum es,optim ization like requestbatchingcan be used following bestpractice for
differentdatastoresto im proveoverallperform anceperform ance.Researchersneed nothaveto know m ultiplebackend datam odelsand learn
differentsetsofAPIsfordifferentdatastorestofollow thebestpracticesincetheentirebackendistransparentandtheorderingofexecutionsof
sub-queriescanbeoptim izedforresearchers.
8 CO NCLUSIO N & FUTUREW O RK
Bigdatam ixed-restrictedcollectionsposeuniquechallengesondatam anagem ent.W eproposeanarchitecturalm odelform ulti-billionpage,m ixed-
restricteddigitizedcontentthatprotectsthedatawhileallowingresearcherstobringtheiranalyticalcom putationstothedata.W eundertookthe
practicalexerciseofevaluatingstoragesystem sthattheproposedarchitecturedependsontoprovidereliableandefficientaccess.
There are severaldirectionsoffuture work:firstly,furtherstudyofdifferentdata m odelsforthe federated (polyglot)interface ispossible as
m orethanoneNoSQ Ldatam odelthataggregatesoverfederatedresourcesispossible.Too,becauseofthesizeofthecorpusandrestrictionsonits
digitalcontent,researchersm ovetheiranalysistoavirtualsecurecontainer.Perform ancecould beim provedifthesecureenvironm entcanm ore
closelyco-locatewiththestoragesystem tobetterutilizedatalocality.Finally,theim pactofbifurcatedworkloadwasgeneralizedintorandom read
butwasnotgivenextensivestudyheresincethedom inantresourcefor1,000volum ereadand300,000volum ereadcanbedifferentandresultin
differentperform ance.Sobifurcatedworkloadim pactcanbefurtherstudiedatscaleratherthanthesixm edium JetStream VM clusterusedinthis
study.
How tocitethisarticle:W illiam sK.,B.Hoskins,R.Lee,G.M asato,andT.W oollings(2016),A regim eanalysisofAtlanticwinterjetvariabilityapplied
toevaluateHadGEM 3-GC2,Q.J.R.Meteorol.Soc.,2017;00:1–6.
APPENDIX
ThebulkofHTRC dataisdigitizedtextualcontent.Foreachvolum e,theoriginalraw form atisazipfilenam edbyitsvolum eid(< volumeId.zip >).
Eachzipentryisapageofthevolum enam edbyitssequencenum ber(pageSequence.txt).
In experim entslistedin paperforchoosingstoragesystem forHTRC,Cassandra,HBaseand M ongDB arethreecandidates.A sam pleofHTRC
textualdataisingestedintothesestoragesystem sastestdatasetforefficiencytestatbothvolum elevelandpagelevelrandom access.
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CassandraDataM odelDetails
ForCassandra,HTRC dataisstored in Cassandracolum n fam ilyin the followingdatam odelforboth volum e levelrandom accessand pagelevel
random access.
1. Volum eID isusedaspartitionkey.
2. pagesequenceisusedasclusteringkey.
3. volum elevelm etadata(e.g.volum esize)isstoredinstaticcolum ns.
4. pagetextualcontentsarestoredindynam iccolum n"contents".
Tobem orespecific,theCQ Lstatem enttocreateaCassandraColum nfam ilyusedbyexperim entsinpapercanbewrittenasbelow:
String createTableStr="CREATE TABLE " + colum nFam ilyN am e + " ("
+ "volum eID text, "
+ "accessLevel int static , "
+ "language text static , "
+ "volum eByteCount bigint static , "
+ "volum eCharacterCount int static , "
+ "sequence text, "
+ "byteCount bigint , "
+ "characterC ount int , "
+ "contents text, "
+ "checksum text, "
+ "checksum Type text, "
+ "pageN um berLabel text, "
+ "PRIM ARY KEY (volum eID , sequence ))";
Forvolum e levelrandom access,readsare based on partition key.Forpage levelrandom access,readsare based on both partition key and
clusteringkey.
HBaseDataM odelDetails
ForHBase,HTRC dataisstoredinHBasetableinthefollowingdatam odelforbothvolum elevelrandom accessandpagelevelrandom access.
1. Volum eID isusedasrow key.
2. Pagecontentsareorganizedundercolum nfam ily"Contents".
3. Pagesequencesareusedascolum nqualifiers.
4. pagetextualcontentsarestoredincellslocatedbyvolum eid,"contents"colum nfam ilyand"sequence"qualifier.
Forvolum elevelrandom access,readsarebasedonrow keyandcolum nfam ilynam e.Forpagelevelrandom access,readsarebasedonbothrow
key,colum nfam ilynam eandspecifiedqualifiers.
M ongoDB DataM odelDetails
ForM ongoDB,HTRC dataisstoredinM ongoDB collectionwithanem beddeddocum entm odelforbothvolum elevelrandom accessandpagelevel
random access.EachM ongoDB BSondocum entisaHTRC volum ewiththefollowingdatam odel.
1. Volum eID isusedascustom M ongDB _id.
2. Eachpageisalsoadocum entem bededinthevolum edocum entwithpagesequenceasfieldnam e.
3. W ithinpagedocum ent,pagetextualcontentsarestoredin"contents"fieldalongwithotherpagelevelm etadata(e.g.checksum ).
Forvolum elevelrandom access,readsarebasedondocum ent_id.Forpagelevelrandom access,readsarebasedonbothdocum ent_idandpage
sequence.
