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Abstract
Given a real number α ∈ (0, 1), we define the Webster sequence of density α to
be Wα = (d(n − 1/2)/αe)n∈N, where dxe is the ceiling function. It is known that if
α and β are irrational with α + β = 1, then Wα and Wβ partition N. On the other
hand, an analogous result for three-part partitions does not hold: There does not exist
a partition of N into sequences Wα,Wβ,Wγ with α, β, γ irrational.
In this paper, we consider the question of how close one can come to a three-
part partition of N into Webster sequences with prescribed densities α, β, γ. We show
that if α, β, γ are irrational with α + β + γ = 1, there exists a partition of N into
sequences of densities α, β, γ, in which one of the sequences is a Webster sequence
and the other two are “almost” Webster sequences that are obtained from Webster
sequences by perturbing some elements by at most 1. We also provide two efficient
algorithms to construct such partitions. The first algorithm outputs the nth element
of each sequence in constant time and the second algorithm gives the assignment of
the nth positive integer to a sequence in constant time. We show that the results are
best-possible in several respects. Moreover, we describe applications of these results to
apportionment and optimal scheduling problems.
1 Introduction
1.1 Webster Sequences
A classical problem that arises in many contexts is the sequencing problem (see, for example,
Kubiak [20, p. vii]). Given a finite alphabet and a list of frequencies for these letters, we
seek to construct a sequence over the given alphabet in which each letter occurs with its
prescribed frequency as evenly as possible. This problem is equivalent to partitioning the
set of natural numbers N into sequences with prescribed densities as evenly as possible.
For a single sequence with density α, the “ideal” position of the nth element is n/α.
However, n/α is in general not an integer, so the best one can do is to assign the nth
element of the sequence to the nearest integer below or above n/α, i.e., to bn/αc or dn/αe.
This leads to the sequences
Bα =
(⌊n
α
⌋)
n∈N
and Bα =
(⌈n
α
⌉)
n∈N
.
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In fact, the former sequence is known as the Beatty sequence of density α [5]. More generally,
given a real number θ, the non-homogeneous Beatty sequence of density α and phase θ [29]
is defined as
Bα,θ =
(⌊
n+ θ
α
⌋)
n∈N
.
Note that Bα = Bα,0 and (assuming α /∈ Q) Bα = Bα,α, so Bα and Bα are both special cases
of Bα,θ.
In this paper, we focus on another special case, namely the sequence (assuming α /∈ Q)
(1.1) Wα = Bα,α−1/2 =
(⌊
n+ α− 1/2
α
⌋)
n∈N
=
(⌈
n− 1/2
α
⌉)
n∈N
,
which we call the Webster sequence of density α. The terminology is motivated by the con-
nection with the Webster method of apportionment (see Section 1.2). The Webster sequence
represents, in a sense, the “fairest” sequence among all sequences Bα,θ when measured by
the quantity
(1.2) ∆α,θ(n) = #{m ≤ n : m ∈ Bα,θ} − nα.
Indeed, it is easy to see (cf. Lemma 3.5(ii) below) that for the Webster sequence (i.e., when
θ = α− 1/2), the quantity supn |∆α,θ(n)| is minimal (and equal to 1/2).
As mentioned, the problem of sequencing letters from a given alphabet of size k is equiva-
lent to the problem of constructing a partition of N into k sequences with prescribed densities.
In the case k = 2, such partitions can be obtained using either Beatty or Webster sequences.
Theorem 1.1 (Beatty’s Theorem: Partition into two Beatty sequences [5]). Given positive
irrational numbers α, β with α + β = 1, the Beatty sequences Bα, Bβ partition N.
Theorem 1.2 (Partition into two Webster sequences [9, 29]). Given positive irrational num-
bers α, β with α + β = 1, the Webster sequences Wα,Wβ partition N.
It is known that these theorems do not generalize to three sequences if their densities
are irrational [39, 32, 11]. For rational densities α, β, γ, a partition into non-homogeneous
Beatty sequences exists only if {α, β, γ} = {1/7, 2/7, 4/7} (see [10] and [27]). This result is a
special case of Fraenkel’s Conjecture (see [10] or [20, Conjecture 6.22]), which characterizes
the k-tuples of densities (α1, . . . , αk) for which a partition into k non-homogeneous Beatty
sequences with the given densities exists. Fraenkel’s Conjecture has been proven for k =
3, 4, 5, 6 (see Altman [1], Tijdeman [38, 37], and Morikawa [27, 28]), but the general case
remains open.
In [13], we considered partitions of N into three Beatty sequences or small perturbations
of Beatty sequences and proved the following theorem.
Theorem 1.3 ([13, Theorem 4]). Given positive irrational numbers α, β, γ such that
max(α, β) < γ and α + β + γ = 1,
there exists a partition of N into sequences Bα, B˜β, B˜γ, where Bα is an exact Beatty sequence,
B˜β is obtained from the Beatty sequence Bβ by perturbing some elements by at most 1, and
B˜γ is obtained from the Beatty sequence Bγ by perturbing some elements by at most 2.
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The perturbation bounds 1 and 2 in this result are best-possible [13, Theorem 8].
In this paper, we consider the analogous question for Webster sequences and prove an
analog of Theorem 1.3. Our main result, Theorem 2.3, shows that when using Webster
sequences, perturbations of at most 1 are needed to obtain a three-part partition of N.
Thus, Webster sequences are more efficient in generating partitions than Beatty sequences
which require perturbations of up to 2 to obtain a partition. In fact, with our construction
of these partitions, the “average” perturbation needed is 1/4 (see Corollaries 7.3 and 7.4).
We also provide two efficient algorithms, Algorithm 2.5 and Algorithm 2.6, to generate
the partitions. The first algorithm outputs the nth element of each of the three sequences
and the second algorithm outputs the assignment of the nth natural number to a sequence,
both in constant time.
Our results have natural interpretations in the context of apportionment problems and
Just-In-Time sequencing problems. In the following sections, we describe some of these
applications.
1.2 Apportionment Methods
Suppose we have a union of k states, with relative populations α1, . . . , αk, respectively (so
that
∑
1≤i≤k αi = 1). We want to distribute n seats in the house to n representatives selected
from these k states. Denote by si the number of representatives selected from state i. The
numbers si must be nonnegative integers and satisfy
∑
1≤i≤k si = n. This problem is called
the Discrete Apportionment Problem. It has its origins in the problem of seat assignments to
the house of representatives in the United States. The goal is to assign the seats in the fairest
possible manner. While the “fairness” can be measured by various objective functions, most
measures in the literature involve the differences between the fair share of representatives
and the actual count of assigned representatives for each of the k states (i.e., the quantity
|si−nαi|). Some desirable properties of an apportionment method are the following. Details
and more properties can be found in Balinski & Young [3, Appendix A], Kubiak [20, Chapter
2.3], Pukelsheim [30], Jozefowska [17, Chapter 2], or Thapa [34, Section 2.3].
House Monotone: An apportionment method should have the property that the number
of seats of each state is non-decreasing when n increases. This prevents the Alabama paradox,
where increasing the number of seats in the house can result in a state losing seats [3, 16, 4].
Population Monotone: For any state i, the number of representatives from state i should
not decrease if αi increases.
Quota Condition: The “fair share” of seats for state i is nαi. We call this number the
quota for state i. We say an apportionment satisfies the quota condition if si ∈ {bnαic, dnαie}
for each i, i.e., if the actual number of seats assigned is within ±1 of the fair share.
The impossibility theorem of Balinski and Young [2, 3] states that it is in general not
possible to satisfy all the desirable requirements (including the three above) .
An important class of apportionment methods are divisor methods, which assign seats
according to the formula
si = d
(αi
λ
)
,
where d(x) is a rounding function and λ is a divisor chosen such that
∑k
i=1 si = n (see [3,
Appendix A], [30, Section 4.5], [18, Section 2.6], or [15, Appendix A]. All divisor methods
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are house and population monotone [3, Theorem 4.3 & Corollary 4.3.1], but in general they
do not satisfy the quota condition [3, Chapter 10].
A particular divisor method is Webster’s method, which specifies d(x) = dx− 1/2e as
the rounding function, i.e., αi/λ is rounded to the nearest integer [2]. Webster’s method has
several unique properties. It is the only divisor method that satisfies the quota condition
for k = 3 [2, Theorem 6]. It is the fairest method judged by natural criteria suggested by
real-life problems [2]. In the case k = 2 and irrational densities α, β, Webster’s method
generates the partition given by Theorem 1.2 into the sequences Wα and Wβ defined in (1.1)
(see [20, Section 5.6]). This justifies calling these sequences Webster sequences.
1.3 The Chairman Assignment Problem
A related problem is the Chairman Assignment Problem [36, 23, 6, 31]: Suppose a union
is formed by k states, with associated weights αi (so that
∑
1≤i≤k αi = 1). In each year,
a union chair is selected from one of these k states. We try to construct an assignment of
chairs such that the number of chairs selected from each state i in the first n years should
be as close as possible to its expected count nαi. More precisely, we seek an assignment ω
that minimizes the quantity
(1.3) D(ω) = sup
n∈N
sup
i=1,...,k
|Aω(i, n)− nαi|,
where Aω(i, n) denotes the number of chairs selected by ω from state i in the first n years.
It is known [23, 36] that infωD(ω) = 1−1/(2k−2) and Tijdeman [36] gave an algorithm
that generates, in linear time, the assignment that achieves this bound. Schneider [31]
gives an improvement of this bound in some special cases. In particular, when k = 2,
infωD(ω) = 1/2, and this bound is achieved by a partition into Webster sequences.
1.4 Just-In-Time Sequencing
Another closely related problem is the Just-In-Time (JIT) Sequencing Problem (see Joze-
fowska [17] and Kubiak [20]). In this problem, we seek to produce k types of products with
demands d1, . . . , dk ∈ N, respectively, such that
∑k
i=1 di = N . Assume that it takes one
unit of time to produce one product of any kind. Then, the production rate for product i
is αi = di/N and the “ideal” production for product i at time n is nαi. To measure the
deviation of the actual productions of products from their ideal productions, Miltenburg [24]
proposed the function
(1.4)
N
max
n=1
k
max
i=1
|ain − nαi|,
where ain denotes the actual production of product i in time n. Note that this is an analog of
(1.2) and (1.3). Other authors [8, 26, 14, 25, 4] considered various types of average deviations
such as
(1.5)
N∑
n=1
k∑
i=1
(ain − nαi)2
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and
(1.6)
k∑
i=1
di∑
n=1
(
yin − n− 1/2
αi
)2
,
where yin denotes the time when the nth copy of product i is produced. More general
measures have been proposed by Dhamala & Kubiak [7], Kubiak [19], Thapa & Silvestrov
[35], and Steiner & Yeomans [33]. Efficient algorithms to minimize the different types of
deviations defined above have been given by Kubiak & Sethi [21], Steiner & Yeomans [33],
and Inman & Bulfin [14]. Kubiak [20, Theorem 3.1] showed that, if one disregards the
possibility of conflicting assignments, then assigning the nth element of the ith sequence
to position d(n− 1/2)/αie is the optimal solution to a very general class of minimization
problems. Note that d(n− 1/2)/αie is exactly the nth term of the Webster sequence Wαi
defined in (1.1).
There are close connections between the JIT sequencing problem and the apportionment
problem. For example, the Inman-Bulfin algorithm for minimizing (1.6) is equivalent to
the Webster divisor method (see [4] and [18]). Moreover, the quota condition described in
Section 1.2 is equivalent to requiring (1.4) to be bounded by 1. Also, the “house monotone”
condition in the JIT problem means that the total number of products of each type produced
up to time n is a monotone function of n and thus is a natural requirement in this problem.
In Corollaries 7.3 and 7.4 we obtain, for the case k = 3, bounds for quantities analogous
to (1.4), (1.5), and (1.6), with nαi replaced by bnαi + 1/2c, the number of elements less than
or equal to n in the Webster sequence Wαi , and (n − 1/2)/αi replaced by d(n− 1/2)/αie,
the nth element of Wαi .
1.5 Outline of Paper
In Section 2, we state our main results, Theorems 2.3 and 2.4. Theorem 2.3 shows that,
under some mild conditions on α, β, γ, we can get a three-part partition of N into sequences
of densities α, β, γ by perturbing some elements of two of the Webster sequences Wα,Wβ,Wγ
by at most 1. Theorem 2.4 shows that this partition satisfies the quota condition. We give
two equivalent algorithms, Algorithms 2.5 and 2.6, that explicitly generate the partition
described in Theorem 2.3. Section 3 gathers some auxiliary lemmas and Sections 4-6 contain
the proofs of the main results. In Section 7, we determine the densities (probabilities) of the
perturbation errors. In Section 8, we show that our results are best-possible in several key
aspects. In Section 9, we present some additional results and open problems.
2 Main Results
2.1 Notations and Terminology
We use N to denote the set of positive integers, and we use capital letters A,B, . . . , to denote
subsets of N or, equivalently, strictly increasing sequences of positive integers. We denote
the nth elements of such sequences by a(n), b(n), etc.
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We denote the floor and ceiling of a real number x by
bxc = max{n ∈ N : n ≤ x},
dxe = min{n ∈ N : n ≥ x}.
We denote the fractional part of x by
{x} = x− bxc.
Given a set A ⊂ N, we denote the counting function of A by
(2.1) A(n) = #{m ≤ n : m ∈ A} (n ∈ N).
For convenience, we also define A(0) = 0.
Definition 2.1 (Webster sequences and almost Webster sequences). Let α ∈ (0, 1).
(i) We define the Webster sequence of density α as
Wα = (a(n))n∈N, a(n) =
⌈
n− 1/2
α
⌉
.(2.2)
(ii) We call a sequence W˜α = (a˜(n))n∈N an almost Webster sequence of density α if, for
any n ∈ N, the nth element of W˜α and nth element of Wα differ by at most 1. That
is, a sequence W˜α is an almost Webster sequence of density α if
(2.3) |a˜(n)− a(n)| ≤ 1 (n ∈ N).
Note that any Webster sequence is trivially an almost Webster sequence of the same
density.
Definition 2.2 (Quota Condition). We say that a sequence A ⊂ N satisfies the quota
condition if there exists an α ∈ (0, 1) such that
(2.4) A(n) = bnαc or dnαe (n ∈ N).
2.2 Statements of Results
Theorem 2.3 (Partition into one exact Webster sequence and two almost Webster se-
quences). Let α, β, γ satisfy
(2.5) α, β, γ ∈ R+ \Q, α + β + γ = 1, β < 1/2, α < γ.
Then there exists a partition of N into a Webster sequence, Wα, of density α and two almost
Webster sequences, W˜β and W˜γ, of densities β and γ, respectively. That is, there exist
sequences W˜α = (a˜(n))n∈N, W˜β = (˜b(n))n∈N, and W˜γ = (c˜(n))n∈N that partition N and
satisfy
a˜(n) = a(n) (n ∈ N),(2.6)
b˜(n)− b(n) ∈ {−1, 0, 1} (n ∈ N),(2.7)
c˜(n)− c(n) ∈ {−1, 0, 1} (n ∈ N),(2.8)
where (a(n))n∈N, (b(n))n∈N, (c(n))n∈N are the Webster sequences of densities α, β, γ, respec-
tively.
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In Section 8, we will show that this result is best-possible in the sense that the conditions
in (2.7) and (2.8) cannot be replaced by stronger conditions (see Theorem 8.3). In particular,
it is, in general, not possible to obtain a partition of N into two exact Webster sequences
and one almost Webster sequence with prescribed densities (see Theorem 8.2).
Theorem 2.4 (Quota Theorem). Let α, β, γ satisfy (2.5). Then there exists a partition of
N into three sequences with densities α, β, γ, respectively, satisfying the quota condition.
It is known that partitions into four or more sequences satisfying the quota condition do
not exist (see Theorems 2.4 and 2.6 in Chapter 2 of Kubiak [20] or Theorems 5 and 6 of
Balinski and Young [2]).
2.3 Partition Algorithms
In the following, we provide two equivalent algorithms that generate the partitions in Theo-
rem 2.3 and Theorem 2.4. We assume that α, β, γ satisfy condition (2.5). Note that condition
(2.5) implies
(2.9) α, β < 1/2 and γ > 1/4
and
(2.10) α + β/2 < 1/2 < γ + β/2.
We introduce the following notation that will appear frequently in the remainder of this
paper:
(2.11) un = {nα + 1/2}, vn = {nβ + 1/2},
where {x} denotes the fractional part of x. Note that our assumption α, β /∈ Q implies
(2.12) un /∈ αQ+ Z, vn /∈ βQ+ Z.
To prove (2.12), suppose un ∈ αQ+Z. Then nα+ 1/2 = αq + k for some q ∈ Q and k ∈ Z.
If q = n, then 1/2 = k, which contradicts k ∈ Z. If q 6= n, then α = (k−1/2)/(n− q), which
contradicts α /∈ Q.
The partition algorithms receive inputs α, β, γ, and output almost Webster sequences
W˜α, W˜β, W˜γ that partition N. Our first algorithm generates the nth element in each of the
sequences W˜α, W˜β, W˜γ.
Algorithm 2.5. Let W˜α = (a˜(n))n∈N and W˜β = (˜b(n))n∈N be defined by
a˜(n) = a(n),(2.13)
b˜(n) =

b(n) if um > α and vm < β;
b(n)− 1 if um < α and β/2 < vm < β;
b(n) + 1 if um < α and vm < β/2,
(2.14)
where m = b(n), and let W˜γ = N \ (Wα ∪ W˜β) = (c˜(n))n∈N.
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Our second algorithm outputs, for a given n ∈ N, the sequence to which n is assigned.
Algorithm 2.6. For any n ∈ N, let
(2.15) n ∈

W˜α if un < α;
W˜β if (un > α and vn < β) or (un > 1− α and vn > 1− β/2)
or (α < un < 2α and β < vn < 3β/2);
W˜γ otherwise.
In Section 4, we will prove that the two algorithms are equivalent.
Proposition 2.7. Algorithm 2.5 and Algorithm 2.6 generate the same sequences.
It is clear from the conditions in (2.15) and the fact that α < 1/2 (see (2.9)) that
W˜α ∩ W˜β = ∅ and W˜γ = N \ (W˜α ∪ W˜β). Thus, the three sequences W˜α, W˜β, W˜γ form indeed
a partition of N. Moreover, by (2.13) and (2.14), the sequences (a˜(n))n∈N and (˜b(n))n∈N
generated by this Algorithm 2.5 clearly satisfy the conditions (2.6) and (2.7) of Theorem 2.3
and thus, in particular, are almost Webster sequences. In Proposition 5.2, we will show that
the sequence (c˜(n))n∈N satisfies condition (2.8) and thus is also an almost Webster sequence.
We remark that Algorithm 2.5 gives the nth element of the sequences Wα, W˜β, W˜γ in
O(1) time. This is clear from (2.13) and (2.14) in the case of the sequences Wα and W˜β.
In the case of the sequence W˜γ, a similar characterization of c˜(n) proved in Proposition 6.2
below allows one to compute the nth term of W˜γ in time O(1). Similarly, Algorithm 2.6
gives the assignment of an element n to one of the three sequences W˜α, W˜β, W˜γ in constant
time. By contrast, most algorithms in the literature on scheduling problems are recursive
and therefore have run-time at least O(n).
3 Auxiliary Lemmas
In this section, we provide some useful identities regarding the floor and fractional part
functions and some elementary properties of Webster sequences. Most of these results are
analogous to results proved in [13, Section 3].
Lemma 3.1 (Floor and fractional part function identities [13, Lemma 9]). For any real
numbers x, y we have
bx+ yc = bxc+ byc+ δ({x}, {y}),
bx− yc = bxc − byc − δ({x− y}, {y}),
{x+ y} = {x}+ {y} − δ({x}, {y}),
{x− y} = {x} − {y}+ δ({x− y}, {y}),
{−x} = 1− {x},
b−xc = −x− 1 + {x},
where
(3.1) δ(s, t) =
{
1, if s+ t ≥ 1,
0, if s+ t < 1.
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Lemma 3.2 (Generalized Weyl’s Theorem). Let θ1, . . . , θk be real numbers such that the
numbers 1, θ1, . . . , θk are linearly independent over Q. Let η1, . . . , ηk be arbitrary real num-
bers. Then the k-dimensional sequence ({nθ1 +η1}, . . . , {nθk+ηk)}) is uniformly distributed
modulo 1 in Rk. That is, we have
lim
N→∞
1
N
#{n ≤ N : {nθi + ηi} < ti for i = 1, . . . , k} = t1 . . . tk (0 ≤ ti ≤ 1).
Proof. This is a special case of Theorem 6.3 in Chapter 1 of Kuipers and Niederreiter [22]
(see Example 6.1).
Corollary 3.3 (Uniform distribution of {nα+ 1/2}). Let α be an irrational number. Then
the sequence
{nα + 1/2}, n = 1, 2, 3, . . .
is uniformly distributed on the unit interval (0, 1).
Proof. Apply Lemma 3.2 with θ1 = α, η1 = 1/2.
Corollary 3.4 (Uniform distribution of pairs ({nα+1/2}, {nβ+1/2})). Let α, β be irrational
numbers such that 1, α, β are independent over Q. Then the pairs
({nα + 1/2}, {nβ + 1/2}), n = 1, 2, 3, . . .
are uniformly distributed on the unit square (0, 1)× (0, 1).
Proof. Apply Lemma 3.2 with θ1 = α, θ2 = β, η1 = η2 = 1/2.
Lemma 3.5 (Elementary properties of Webster sequences (cf. [13, Lemma 10])). Let α ∈
(0, 1) \ Q, and let Wα = (a(n))n∈N = (d(n − 1/2)/αe)n∈N = (b(n− 1/2)/αc + 1)n∈N be the
Webster sequence of density α.
(i) Membership criterion: For any m ∈ N we have
m ∈ Wα ⇐⇒ {mα + 1/2} < α.
(ii) Counting function formula: For any m ∈ N we have
Wα(m) = bmα + 1/2c,
where Wα(m) is the counting function of Wα.
(iii) Gap criterion: Given m ∈ Wα, let m′ denote the successor to m in the sequence
Wα. Let k = b1/αc. Then, m′ = m+ k or m′ = m+ k+ 1. Moreover, for any m ∈ N,
m ∈ Wα and m′ = m+ k ⇐⇒ {1/α}α < {mα + 1/2} < α;(3.2)
m ∈ Wα and m′ = m+ k + 1⇐⇒ {mα + 1/2} < {1/α}α.(3.3)
Note that by (2.12), equality cannot hold in (3.2) and (3.3).
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Proof. (i) We have
m ∈ Wα ⇐⇒ m = b(n− 1/2)/α + 1c for some n ∈ N
⇐⇒ m < (n− 1/2)/α + 1 < m+ 1 for some n ∈ N
⇐⇒ (m− 1)α < (n− 1/2) < mα for some n ∈ N
⇐⇒ (m− 1)α + 1/2 < n < mα + 1/2 for some n ∈ N
⇐⇒ {mα + 1/2} < α.
(ii) We have
Wα(m) = n⇐⇒ b(n− 1/2)/αc+ 1 ≤ m ≤ (b(n+ 1/2)/αc+ 1)− 1
⇐⇒ (n− 1/2)/α + 1 < m+ 1 < (n+ 1/2)/α + 1
⇐⇒ (n− 1/2) < mα < (n+ 1/2)
⇐⇒ n < mα + 1/2 < n+ 1
⇐⇒ bmα + 1/2c = n.
(iii) Suppose m = a(n) and m′ = a(n + 1) are successive elements in Wα. By Lemma 3.1,
we have
m′ −m = a(n+ 1)− a(n) =
⌊
n+ 1− 1/2
α
⌋
−
⌊
n− 1/2
α
⌋
=
⌊
1
α
⌋
+ δ
({
1
α
}
,
{
n− 1/2
α
})
.
Since δ
({
1
α
}
,
{
n−1/2
α
})
can only be 0 or 1 (see (3.1)), m′ must be equal to m+k or m+k+1,
where k = b1/αc. Note that
kα =
(
1
α
−
{
1
α
})
α = 1−
{
1
α
}
α.
Thus, using the results of part (i) we have
m ∈ Wα and m′ = m+ k ⇐⇒ m ∈ Wα and m+ k ∈ Wα
⇐⇒ {mα + 1/2} < α and {mα + 1/2 + kα} < α
⇐⇒ {mα + 1/2} < α and {mα + 1/2− {1/α}α} < α
⇐⇒ {1/α}α < {mα + 1/2} < α.
This proves the equivalence (3.2) in (iii). Observe that, by (i), m ∈ Wα is equivalent to
{mα + 1/2} ∈ (0, α). The equivalence (3.3) in (iii) then follows from the fact that m′ is
either m+ k or m+ k + 1.
4 Proof of the Equivalence of Two Algorithms
We assume α, β, γ satisfying condition (2.5). For any n ∈ N, define un, vn as in (2.11) (i.e.,
un = {nα + 1/2} and vn = {nβ + 1/2}).
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Lemma 4.1. For any n ∈ N,
un−1 =
{
un − α if un > α;
1 + un − α if un < α,
(4.1)
un+1 =
{
un + α− 1 if un > 1− α;
un + α if un < 1− α,
(4.2)
vn−1 =
{
vn − β if vn > β;
1 + vn − β if vn < β,
(4.3)
vn+1 =
{
vn + β − 1 if vn > 1− β;
vn + β if vn < 1− β.
(4.4)
Proof. Note that un−1 = {un − α}. If un > α, then un−1 = un − α. If un < α, then
−1 < un−α < 0, so un−1 = 1 +un−α. Since un cannot be equal to α by (2.12), this proves
(4.1). For (4.2), we use Lemma 3.1 to get un+1 = {un+α} = un+α−δ(un, α). By definition
(3.1), δ(un, α) = 1 if un + α > 1 and δ(un, α) = 0 if un + α < 1. Then (4.2) follows. (4.3)
and (4.4) follow by replacing α with β in (4.1) and (4.2).
Lemma 4.2. For any n ∈ N,
un+1 < α⇐⇒ un > 1− α,(4.5)
un−1 < α⇐⇒ α < un < 2α,(4.6)
vn+1 < β ⇐⇒ vn > 1− β,(4.7)
vn−1 < β ⇐⇒ β < vn < 2β.(4.8)
Proof. By (4.2), un > 1− α implies un+1 = un + α − 1 < α (since un < 1), and un < 1− α
implies un+1 = un +α > α (since un > 0). This proves (4.5). To prove (4.6), we use (4.1). If
un > α, then un−1 = un−α. In this case, un−1 < α is equivalent to α < un < 2α. If un < α,
then un−1 = 1 + un − α and thus un−1 < α is equivalent to un < min(α, 2α − 1), which is
impossible since un > 0 and α < 1/2 (see (2.9)). Therefore, we have
un−1 < α⇐⇒ α < un < 2α,
which proves (4.6). The relations (4.7) and (4.8) follow by replacing α by β in (4.5) and
(4.6).
Proof of Proposition 2.7. We will prove that Algorithm 2.5 is equivalent to Algorithm 2.6.
By Lemma 3.5(i) and the definition of un we have
n ∈ Wα ⇐⇒ un < α.
Thus, the sequence W˜α defined in Algorithm 2.6 is the Webster sequence Wα. Moreover, by
definition, the sequence W˜α in Algorithm 2.5 is also the Webster sequence Wα. Therefore,
the sequences W˜α generated by the two algorithms are the same. Also, in both algorithms,
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the third sequence, W˜γ, is defined as N \ (W˜α ∪ W˜β). Therefore, it remains to show that the
sequences W˜β constructed by the two algorithms are the same.
Observe from (2.14) that, when Algorithm 2.5 assigns n to W˜β, there are three possible
cases:
(4.9)

(I) un > α and vn < β,
(II) un+1 < α and β/2 < vn+1 < β,
(III) un−1 < α and vn−1 < β/2.
By Lemmas 4.1 and 4.2, one can check that the cases (I), (II), and (III) in (4.9) are equivalent,
respectively, to the three cases for n ∈ W˜β in Algorithm 2.6, i.e., to
(I’) un > α and vn < β,
(II’) un > 1− α and vn > 1− β/2,
(III’) α < un < 2α and β < vn < 3β/2.
The equivalence between Algorithm 2.5 and Algorithm 2.6 follows.
5 Proof of Theorem 2.4
5.1 The Key Propositions
We fix real numbers α, β, γ that satisfy condition (2.5) and assume Wα, W˜β, W˜γ are the three
sequences generated by Algorithm 2.5 that give a partition of N .
Let un, vn be defined by (2.11), (i.e., un = {nα + 1/2} and vn = {nβ + 1/2}) and define
wn analogously with respect to γ, i.e.,
(5.1) wn = {nγ + 1/2}.
Note that
wn = {n(1− α− β) + 1/2}(5.2)
= {−n(α + β) + 1/2}
= 1− {n(α + β)− 1/2}
= 1− {un + vn − 1/2}.
We define
Eβ(n) = W˜β(n)−Wβ(n),(5.3)
Eγ(n) = W˜γ(n)−Wγ(n).(5.4)
We will deduce Theorem 2.4 from Propositions 5.1 and 5.2 below, which characterize the
values of Eβ(n) and Eγ(n) in terms of the numbers un and vn.
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Proposition 5.1. For any n ∈ N, Eβ(n) ∈ {1,−1, 0} and
(5.5) Eβ(n) =

1 if un > 1− α and vn > 1− β/2;
−1 if un < α and vn < β/2;
0 otherwise.
The distribution of Eβ(n), in terms of the pairs (un, vn), is illustrated in Figure 1.
Figure 1: Distribution of Eβ(n) in terms of (un, vn).
Proposition 5.2. For any n ∈ N, Eγ(n) ∈ {1,−1, 0} and
(5.6) Eγ(n) =

1 if 3/2 < un + vn < 2 and (un < 1− α or vn < 1− β/2);
−1 if 0 < un + vn < 1/2 and ( un > α or vn > β/2);
0 otherwise.
The distribution of Eγ(n), in terms of the pairs (un, vn), is illustrated in Figure 2.
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Figure 2: Distribution of Eγ(n) in terms of (un, vn).
Proof of Theorem 2.4. We will show that the sequences W˜α, W˜β, W˜γ, generated by the par-
tition algorithms, satisfy the quota condition, that is,
W˜α(n) = bnαc or dnαe (n ∈ N),(5.7)
W˜β(n) = bnβc or dnβe (n ∈ N),(5.8)
W˜γ(n) = bnγc or dnγe (n ∈ N).(5.9)
To prove (5.7), note that, by definition, W˜α is the exact Webster sequence (i.e., W˜α =
Wα). Thus, for any n ∈ N, W˜α(n) = Wα(n) = bnα + 1/2c by Lemma 3.5(ii). It is obvious
that bnα + 1/2c is either bnαc or dnαe.
To prove (5.8), note that β is irrational, so we must have dnβe = bnβc + 1. Therefore,
(5.8) is equivalent to
(5.10) 0 ≤ W˜β(n)− bnβc ≤ 1.
By Proposition 5.1 and Lemma 3.5(ii), W˜β(n) = Wβ(n) + Eβ(n) = bnβ + 1/2c + Eβ(n), so
(5.10) is equivalent to
0 ≤ Eβ(n) + bnβ + 1/2c − bnβc ≤ 1⇐⇒ 0 ≤ Eβ(n) + δ({nβ}, 1/2) ≤ 1.
We consider the following three cases.
Case I: Eβ(n) = 0. By definition, δ({nβ}, 1/2) is either 0 or 1, so 0 ≤ Eβ(n) +
δ({nβ}, 1/2) ≤ 1.
Case II: Eβ(n) = 1. By Proposition 5.1, we have un > 1 − α and vn > 1 − β/2 in this
case. Thus, {nβ + 1/2} > 1 − β/2 > 1/2 as β < 1/2. This implies that {nβ} < 1/2,
which is equivalent to δ({nβ}, 1/2) = 0. Therefore, Eβ(n) + δ({nβ}, 1/2) = 1 and 0 ≤
Eβ(n) + δ({nβ}, 1/2) ≤ 1 is obtained.
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Case III: Eβ(n) = −1. By Proposition 5.1, we have un < α and vn < β/2. A similar
analysis as in Case II gives Eβ(n)+δ({nβ}, 1/2) = 0 and hence 0 ≤ Eβ(n)+δ({nβ}, 1/2) ≤ 1.
This proves (5.10) and thus proves (5.8).
Finally, (5.9) can be proved in a similar manner.
5.2 Proof of Proposition 5.1
It suffices to prove that for any m ∈ N,
(5.11) Eβ(m) =

1 if um > 1− α and vm > 1− β/2;
−1 if um < α and vm < β/2;
0 otherwise.
By Lemma 3.5(i), (2.14) is equivalent to
(5.12) b˜(n) =

b(n) if b(n) ∈ Wβ \Wα;
b(n)− 1 if b(n) ∈ Wα ∩Wβ and β/2 < vb(n);
b(n) + 1 if b(n) ∈ Wα ∩Wβ and vb(n) < β/2
By the construction of W˜β in (2.14), for all m such that m + 1,m,m − 1 /∈ Wβ, we have
W˜β(m) = Wβ(m) and thus Eβ(m) = 0. Therefore, it suffices to consider the following cases:
(I) m+ 1 ∈ Wβ, (II) m ∈ Wβ, (III) m− 1 ∈ Wβ.
Case I: m+1 ∈ Wβ. Then m+1 = b(n) for some n. By Lemma 3.5(iii), the gap between
any two successive elements in Wβ is at least 2, since β < 1/2. If b(n) /∈ Wα, then b˜(n) = b(n)
by (5.12). Therefore, W˜β(m) = Wβ(m) = n − 1 and thus Eβ(m) = 0. If b(n) ∈ Wα, then
Eβ(m) is nonzero only if b˜(n) = b(n) − 1, in which case Eβ(m) = W˜β(m) − Wβ(m) =
n− (n− 1) = 1. By (5.12), b˜(n) = b(n)− 1 if and only if
m+ 1 ∈ Wα ∩Wβ and β
2
< vm+1,
which, by Lemmas 3.5(i), 4.1 and 4.2, is equivalent to
um > 1− α and vm > 1− β
2
.
Case II: m ∈ Wβ. Then m = b(n) for some n. Similarly as in Case I, Eβ(m) is nonzero
only if b˜(n) = b(n) + 1, in which case Eβ(m) = −1. By (5.12), b˜(n) = b(n) + 1 holds if and
only if
m ∈ Wα ∩Wβ and vm < β
2
,
which is equivalent to
um < α and vm <
β
2
.
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Case III: m − 1 ∈ Wβ. Then m − 1 = b(n) for some n. By Cases I and II, we can
assume m + 1 /∈ Wβ and m /∈ Wβ. Then b(n − 1) ≤ m − 2 and b(n + 1) ≥ m + 2, so
b˜(n − 1) ≤ b(n − 1) + 1 ≤ m − 1 and b˜(n + 1) ≥ b(n + 1) − 1 ≥ m + 1. Therefore
W˜β(m) = n = Wβ(m) and hence Eβ(m) = 0.
Combining the three cases gives (5.11).
5.3 Proof of Proposition 5.2
Lemma 5.3. We have, for any n ∈ N,
Wα(n) +Wβ(n) +Wγ(n) = n− δ(un, vn) + δ({un + vn − 1/2}, 1/2),
where (see (3.1))
δ(s, t) =
{
1, if s+ t ≥ 1,
0, if s+ t < 1.
Proof. Using equation (5.2) and Lemma 3.1, we get
Wα(n)+Wβ(n) +Wγ(n)
= bnα + 1/2c+ bnβ + 1/2c+ bnγ + 1/2c
= n+ 3/2− un − vn − wn
= n+ 3/2− un − vn − (1− {un + vn − 1/2})
= n− un − vn + {un}+ {vn} − δ({un}, {vn}) + δ({un + vn − 1/2}, 1/2)
= n− δ(un, vn) + δ({un + vn − 1/2}, 1/2).
Proof of Proposition 5.2. From the construction of the algorithms, it is clearly thatWα, W˜β, W˜γ
partition N. Therefore, for any n ∈ N, we have
(5.13) W˜γ(n) = n−Wα(n)− W˜β(n) = n−Wα(n)−Wβ(n)− Eβ(n).
By Lemma 5.3,
(5.14) Wγ(n) = n−Wα(n)−Wβ(n)− δ(un, vn) + δ({un + vn − 1/2}, 1/2).
Subtract (5.14) from (5.13) to get
(5.15) Eγ(n) = W˜γ(n)−Wγ(n) = δ(un, vn)− δ({un + vn − 1/2}, 1/2)− Eβ(n).
By definition,
(5.16) δ(un, vn) =
{
1 if 1 < un + vn < 2;
0 if 0 < un + vn < 1.
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Moreover, the values of δ({un + vn − 1/2}, 1/2) can be characterized as follows:
δ({un + vn − 1/2}, 1/2) =

δ(un + vn + 1/2, 1/2) if 0 < un + vn < 1/2,
δ(un + vn − 1/2, 1/2) if 1/2 < un + vn < 3/2,
δ(un + vn − 3/2, 1/2) if 3/2 < un + vn < 2.
(5.17)
=
{
1 if 0 < un + vn < 1/2 or 1 < un + vn < 3/2,
0 if 1/2 < un + vn < 1 or 3/2 < un + vn < 2.
From (5.15), clearly Eγ(n) has only five possible values: 2, 1, 0, −1, or −2. We now prove
that only the values 1, 0, −1 are attained. For simplicity, denote δ1 = δ(un, vn), δ2 =
δ({un + vn − 1/2}, 1/2), and E = Eβ(n). Then
(5.18) Eγ(n) =

2 ⇐⇒ (δ1, δ2, E) = (1, 0,−1)
1 ⇐⇒ (δ1, δ2, E) = (0, 0,−1), (1, 0, 0), (1, 1,−1)
0 ⇐⇒ (δ1, δ2, E) = (0, 0, 0), (1, 1, 0), (1, 0, 1), (0, 1,−1)
−1 ⇐⇒ (δ1, δ2, E) = (0, 1, 0), (0, 0, 1), (1, 1, 1)
−2 ⇐⇒ (δ1, δ2, E) = (0, 1, 1).
Combining (5.16), (5.17) and (5.5) gives
Eγ(n) = 2⇐⇒ δ1 = 1 and δ2 = 0 and E = −1
⇐⇒ 1 < un + vn < 2
and (1/2 < un + vn < 1 or 3/2 < un + vn < 2)
and un < α and vn < β/2
⇐⇒ 3/2 < un + vn < 2 and un < α and vn < β/2.
Note that un < α and vn < β/2 implies un + vn < 1/2 which contradicts 3/2 < un + vn < 2,
so Eγ(n) = 2 is not possible. An analogous argument shows that Eγ(n) = −2 is never
attained either. Therefore, we get
(5.19) Eγ(n) ∈ {1, 0,−1}.
We next characterize Eγ(n) = 1. By (5.16), (5.17), and Proposition 5.1, Eγ(n) = 1 holds
in the following three cases:
(δ1, δ2, E) = (0, 0,−1)⇐⇒ 1/2 < un + vn < 1 and un < α and vn < β/2,
(δ1, δ2, E) = (1, 0, 0)⇐⇒ 3/2 < un + vn < 2 and (un < 1− α or vn < 1− β/2),
(δ1, δ2, E) = (1, 1,−1)⇐⇒ 1 < un + vn < 3/2 and un < α and vn < β/2.
Note that neither (δ1, δ2, E) = (0, 0,−1) nor (δ1, δ2, E) = (1, 1,−1) is possible by (2.10).
Thus,
Eγ(n) = 1⇐⇒ (δ1, δ2, E) = (1, 0, 0)(5.20)
⇐⇒ 3/2 < un + vn < 2 and (un < 1− α or vn < 1− β/2).
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Similarly as in the case Eγ(n) = 1, by (5.16), (5.17), and Proposition 5.1, Eγ(n) = −1
holds in the following three cases:
(δ1, δ2, E) = (0, 1, 0)⇐⇒ un + vn < 1/2 and (un > α or vn > β/2),
(δ1, δ2, E) = (0, 0, 1)⇐⇒ 1/2 < un + vn < 1 and un > 1− α and vn > 1− β/2,
(δ1, δ2, E) = (1, 1, 1)⇐⇒ 1 < un + vn < 3/2 and un > 1− α and vn > 1− β/2.
Note that neither (δ1, δ2, E) = (0, 0, 1) nor (δ1, δ2, E) = (1, 1, 1) is possible by (2.10). Thus,
Eγ(n) = −1⇐⇒ (δ1, δ2, E) = (0, 1, 0)(5.21)
⇐⇒ un + vn < 1/2 and (un > α or vn > β/2).
Combining (5.19), (5.20), and (5.21), we obtain (5.6).
6 Proof of Theorem 2.3
6.1 The Key Propositions
We fix real numbers α, β, γ that satisfy condition (2.5) and assume Wα, W˜β, W˜γ are the three
sequences generated by Algorithm 2.5 that give a partition of N.
To prove Theorem 2.3, we only need to show that the sequences W˜α, W˜β, W˜γ satisfy (2.6),
(2.7) and (2.8). For the sequence W˜α, this is trivial because W˜α = Wα by construction. For
the sequences W˜β and W˜γ, this follows from Proposition 6.1 and Proposition 6.2 below, which
give the desired error bounds for b˜(n) and c˜(n) and also provide complete characterizations
for the errors −1, 0, and 1, respectively.
Proposition 6.1. Given n ∈ N, let m = b(n). Then b(n)− b˜(n) ∈ {−1, 0, 1} and
(6.1) b(n)− b˜(n) =

−1 if um < α and vm < β/2;
0 if um > α and vm < β;
1 if um < α and β/2 < vm < β.
The distribution of b(n)− b˜(n), given by (6.1), in terms of the pair (un, vn), is illustrated
in Figure 3.
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Figure 3: Distribution of b(n)− b˜(n) in terms of (um, vm).
Proposition 6.2. Given n ∈ N, let m = c˜(n). Then c(n)− c˜(n) ∈ {−1, 0, 1} and
(6.2) c(n)− c˜(n) =

−1 if um > α and vm > β and (um > 2α or vm > 3β/2)
and um + vm < 3/2− γ;
0 if um > α and vm > β and (3/2− γ < um + vm < 3/2);
1 if 3/2 < um + vm < 2 and (um < 1− α or vm < 1− β/2).
The distribution of c(n)− c˜(n), given by (6.2), in terms of the pair (un, vn), is illustrated
in the example in Figure 4 (for the case when γ > 1/2).
Figure 4: Distribution of c(n)− c˜(n) in terms of (um, vm).
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6.2 Proof of Proposition 6.1
The fact b(n) − b˜(n) ∈ {−1, 0, 1} follows from the definition of b˜(n) in Algorithm 2.5. The
characterization of the errors b(n)− b˜(n) given in (6.1) is simply a restatement of (2.14).
6.3 Proof of Proposition 6.2
Lemma 6.3. For any n ∈ N,
n ∈ W˜γ ⇐⇒ un > α and vn > β(6.3)
and (un < 1− α or vn < 1− β/2)
and (un > 2α or vn > 3β/2).
Proof. By the construction of Algorithm 2.6 and Proposition 2.7, we have
n ∈ W˜α ⇐⇒ un < α,
n ∈ W˜β ⇐⇒ un > α and vn < β
or (un > 1− α and vn > 1− β/2)
or α < un < 2α and β < vn < 3β/2),
n ∈ W˜γ ⇐⇒ n /∈ (W˜α ∪ W˜β).
Therefore,
n ∈ W˜γ ⇐⇒ n 6∈ Wα and n 6∈ W˜β
⇐⇒ un > α and (un < α or vn > β)
and (un < 1− α or vn < 1− β/2)
and (un < α or un > 2α or vn < β or vn > 3β/2)
⇐⇒ un > α and vn > β
and (un < 1− α or vn < 1− β/2)
and (un > 2α or vn > 3β/2).
Lemma 6.4. For any n ∈ N,
c(n− 1) ≤ c˜(n).
Proof. We argue by contradiction. Suppose c˜(n) ≤ c(n − 1) − 1. Recall from Proposition
5.2 that Eγ(m) ∈ {−1, 0, 1} for any m. Then, by the monotonicity of the counting function
W˜γ(m) and the fact that Wγ(c(n− 1)− 1) = (n− 1)− 1 = n− 2, we have
n = W˜γ(c˜(n))
≤ W˜γ(c(n− 1)− 1)
= Wγ(c(n− 1)− 1) + Eγ(c(n− 1)− 1)
= n− 2 + Eγ(c(n− 1)− 1)
≤ n− 1,
which is a contradiction.
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Lemma 6.5. For any n ∈ N,
c˜(n) ≤ c(n+ 1).
Proof. We argue by contradiction. Suppose c˜(n) ≥ c(n+ 1) + 1. Then by the monotonicity
of the counting function W˜γ(m) and the fact that Wγ(c(n+ 1)) = n+ 1, we have
n− 1 = W˜γ(c˜(n)− 1))
≥ W˜γ(c(n+ 1))
= Wγ(c(n+ 1)) + Eγ(c(n+ 1))
= n+ 1 + Eγ(c(n+ 1))
≥ n,
which is a contradiction.
Lemma 6.6. For any n ∈ N,
c(n)− 1 ≤ c˜(n).
Proof. We argue by contradiction. Suppose c˜(n) ≤ c(n) − 2. We consider, separately, the
two cases for γ > 1/2 and γ < 1/2.
Suppose first that γ > 1/2. Then 1 < 1/γ < 2. Hence, by Lemma 3.5(iii), the gap
between any consecutive elements in Wγ is equal to either 1 or 2. Therefore, c(n) − 2 ≤
c(n − 1). By Lemma 6.4, we have c(n − 1) ≤ c˜(n), so c˜(n) ≤ c(n) − 2 implies c(n − 1) =
c(n)− 2 = c˜(n). Then,
n = W˜γ(c˜(n))
= W˜γ(c(n− 1))
= Wγ(c(n− 1)) + Eγ(c(n− 1))
= n− 1 + Eγ(c(n− 1)).
To obtain a contradiction, it now suffices to prove Eγ(c(n−1)) cannot be equal to 1. Denote
m = c(n− 1) = c˜(n), and suppose Eγ(m) = 1. Then by Proposition 5.2, we have
(6.4) 3/2 < um + vm < 2 and (um < 1− α or vm < 1− β/2).
By Lemma 3.5(iii), c(n − 1) = c(n) − 2 implies wm < {1/γ}γ = (1/γ − 1)γ = 1 − γ. Then
by the first part of (6.4) and (5.2),
wm < 1− γ ⇐⇒ 1− {um + vm − 1/2} < 1− γ
⇐⇒ 1− (um + vm − 3/2) < 1− γ
⇐⇒ um + vm > 3/2 + γ > 2,
which is not possible since um, vm ∈ (0, 1). This proves the result for the case γ > 1/2.
Now suppose γ < 1/2. By (2.9), we have
(6.5) 1/4 < γ < 1/2.
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Consider
n = W˜γ(c˜(n))
≤ W˜γ(c(n)− 2)
= Wγ(c(n)− 2) + Eγ(c(n)− 2)
= n− 1 + Eγ(c(n)− 2).
Denote m′ = c(n)− 2. To obtain a contradiction, it suffices to prove that Eγ(m′) can never
attain the value 1. Suppose Eγ(m
′) = 1. Then by the same reasoning as for (6.4), we have
(6.6) 3/2 < um′ + vm′ < 2 and (um′ < 1− α or vm′ < 1− β/2).
By Lemma 3.5(i), the condition m′ + 2 = c(n) ∈ Wγ is equivalent to wm′+2 < γ, which is
further equivalent to 1−{um′+2 + vm′+2− 1/2} < γ by (5.2). Using the identities in Lemma
3.1, we have
um′+2 = {um′ + 2α} = um′ + 2α− δ(u, 2α),
vm′+2 = {vm′ + 2β} = vm′ + 2β − δ(u, 2β).
Then,
1− {um′+2 + vm′+2 − 1/2} = 1− {um′ + 2α− δ(u, 2α) + vm′ + 2β − δ(u, 2β)− 1/2}
= 1− {um′ + vm′ + 2(1− γ)− 1/2}
= 1− {um′ + vm′ − 2γ − 1/2}.
Thus,
wm′+2 < γ ⇐⇒ 1− {um′ + vm′ − 2γ − 1/2} < γ.
By (6.5) and (6.6), we have 3/2 < um′ + vm′ < 2 and 1/4 < γ < 1/2. It implies 0 <
um′ + vm′ − 2γ − 1/2 < 1. Hence,
wm′+2 < γ ⇐⇒ 1− (um′ + vm′ − 2γ − 1/2) < γ
⇐⇒ um′ + vm′ > 3/2 + γ.
We now prove that this contradicts the condition (um′ < 1 − α or vm′ < 1 − β/2) in (6.6).
When um′ < 1− α, because β < 1/2 (see (2.9)), we must have
vm′ > 3/2 + γ − (1− α)
= 3/2− β
> 1,
which is not possible. When vm′ < 1 − β/2, because α < γ and α + β + γ = 1 (see (2.5))
imply that γ + β/2 > 1/2, we must have
um′ > 3/2 + γ − (1− β/2)
= 1/2 + γ + β/2
> 1,
which is again not possible. This gives the desired contradiction and thus completes the
proof.
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Lemma 6.7. For any n ∈ N,
if Eγ(n) = −1, then n ∈ Wγ;(6.7)
if Eγ(n) = 1, then n ∈ W˜γ.(6.8)
Proof. To prove (6.7), suppose we have Eγ(n) = −1. By Proposition 5.2, this implies
(6.9) 0 < un + vn < 1/2 and (un > α or vn > β/2).
By Lemma 3.5(i) and (5.2), n ∈ Wγ is equivalent to wn < γ, where wn = 1−{un + vn−1/2}
and γ = 1− α− β. Under the condition (6.9), we thus have
n ∈ Wγ ⇐⇒ 1− {un + vn − 1/2} < 1− α− β
⇐⇒ 1− (un + vn + 1/2) < 1− α− β
⇐⇒ un + vn > α + β − 1/2.
Therefore, it suffices to show
un + vn > α + β − 1/2.(6.10)
We consider the cases un > α and vn > β/2 in (6.9) separately. When un > α, since β < 1/2
by (2.9), we have
un + vn > un > α > α + β − 1/2,
which proves (6.10) in this case. When vn > β/2, since γ = 1−α− β > α by (2.5), we have
un + vn > vn > β/2 > α + β − 1/2,
which proves (6.10) in the case for vn > β/2.
Now we prove (6.8). Suppose Eγ(n) = 1 for some n. By Proposition 5.2, this implies
(6.11) 3/2 < un + vn < 2 and (un < 1− α or vn < 1− β/2).
Recall from Lemma 6.3 that
n ∈ W˜γ ⇐⇒ un > α and vn > β
and (un < 1− α or vn < 1− β/2)
and (un > 2α or vn > 3β/2)
Clearly Eγ(n) = 1 implies un > α, vn > β and (un < 1−α or vn < 1−β/2), since α, β < 1/2
and un, vn < 1. It suffices to prove that Eγ(n) = 1 also implies (un > 2α or vn > 3β/2). We
argue by contradiction. Suppose un < 2α and vn < 3β/2. Then, by (2.9), we have
un + vn < 2α +
3β
2
=
α
2
+
3
2
(1− γ)
<
1/2
2
+
3
2
(1− 1
4
)
=
11
8
.
which contradicts un + vn > 3/2 given by (6.11). This completes the proof.
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Lemma 6.8. For any n ∈ N,
(6.12) c˜(n) ≤ c(n) + 1.
Proof. We argue by contradiction. Suppose c˜(n) ≥ c(n) + 2. Then
n− 1 = W˜γ(c˜(n)− 1)(6.13)
≥ W˜γ(c(n) + 1)
= Wγ(c(n) + 1) + Eγ(c(n) + 1)
≥ n+ Eγ(c(n) + 1).
Note that (6.13) implies Eγ(c(n)+1) = −1 and Wγ(c(n)+1) = n. By Lemma 6.7, Eγ(c(n)+
1) = −1 implies c(n) + 1 ∈ Wγ and therefore Wγ(c(n) + 1) = n + 1, which contradicts
Wγ(c(n) + 1) = n.
Lemma 6.9. Given n ∈ N, set m = c˜(n). Then c(n)− c˜(n) = {−1, 0, 1} and
c(n)− c˜(n) =

−1 if m ∈ W˜γ and (Eγ(m) = −1 or (Eγ(m) = 0 and m /∈ Wγ));
0 if m ∈ W˜γ and Eγ(m) = 0 and m ∈ Wγ;
1 if m ∈ W˜γ and Eγ(m) = 1.
Proof. c(n) − c˜(n) = {−1, 0, 1} follows from Lemma 6.6 and Lemma 6.8. Moreover, by
the definition of Eγ(m) and Proposition 5.2, it is easy to see that the conditions on the
right imply the values of c(n) − c˜(n) on the left. It suffices to show that the different
values of c(n) − c˜(n) on the left imply the corresponding characterizations. Let m′ = c(n),
then W˜γ(m) = n = Wγ(m
′). By Lemma 6.6 and Lemma 6.8, −1 ≤ m − m′ ≤ 1, so
m′ ∈ {m− 1,m,m+ 1}. We break the discussion into three cases according to the value of
m′.
Case I: m′ = m. In this case, W˜γ(m) = n = Wγ(m), so Eγ(m) = W˜γ(m)−Wγ(m) = 0.
Case II: m′ = m+ 1. In this case,
Eγ(m) = W˜γ(m)−Wγ(m)
= W˜γ(m)−Wγ(m′ − 1)
= n− (n− 1)
= 1.
Case III: m′ = m− 1. In this case,
Eγ(m) = W˜γ(m)−Wγ(m)
= W˜γ(m)−Wγ(m′ + 1)
= 0 or − 1.
We see that when Eγ(m) = 0, there are two possible situations: c(n) − c˜(n) = −1 or
c(n) − c˜(n) = 0. The condition to differentiate them is whether m /∈ Wγ or m ∈ Wγ. This
gives the error characterization conditions in this lemma.
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Proof of Proposition 6.2. For convenience, we restate (5.6) and (6.3) here for m. (5.6) gives
Eγ(m) =

1 if 3/2 < um + vm < 2 and (um < 1− α or vm < 1− β/2);
−1 if 0 < um + vm < 1/2 and ( um > α or vm > β/2);
0 otherwise.
and (6.3) gives
m ∈ W˜γ ⇐⇒(um > α and vm > β)
and (um < 1− α or vm < 1− β/2)
and (um > 2α or vm > 3β/2).
Case I: c(n)− c˜(n) = 1. By Lemma 6.9, c(n)− c˜(n) = 1 is equivalent to
(6.14) m ∈ W˜γ and Eγ(m) = 1.
In fact, by Lemma 6.7, Eγ(m) = 1 implies m ∈ W˜γ, so (6.14) is equivalent to Eγ(m) = 1.
Thus,
c(n)− c˜(n) = 1⇐⇒ Eγ(m) = 1
⇐⇒ 3/2 < um + vm < 2 and (um < 1− α or vm < 1− β/2).
Case II: c(n)− c˜(n) = 0. By Lemma 6.9, c(n)− c˜(n) = 0 is equivalent to
m ∈ W˜γ and Eγ(m) = 0 and m ∈ Wγ.
Note that when m ∈ W˜γ, by Lemma 6.3 and Figure 2 in Proposition 5.2, we have
(6.15) Eγ(m) = 0⇐⇒ 1/2 < um + vm < 3/2.
Moreover, (5.2) and Lemma 3.5(i) give that
m ∈ Wγ ⇐⇒ wm < γ ⇐⇒ {um + vm − 1/2} > 1− γ.
Hence,
c(n)− c˜(n) = 0⇐⇒ m ∈ W˜γ and Eγ(m) = 0 and m ∈ Wγ.
⇐⇒ 1/2 < um + vm < 3/2 (since Eγ(m) = 0),
um > α, vm > β,
and (um < 1− α or vm < 1− β/2),
and um > 2α or vm > 3β/2 (since m ∈ W˜γ),
{um + vm − 1/2} > 1− γ (since m ∈ Wγ).
When we assume 1/2 < um + vm < 3/2, we have
{um + vm − 1/2} > 1− γ ⇐⇒ um + vm > 3/2− γ.
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Note that (um > 2α or vm > 3β/2) is already implied by um + vm > 3/2 − γ. Suppose
um < 2α and vm < 3β/2, then 2α+3β/2 > um+vm > 3/2−γ. It implies that α > γ, which
contradicts condition 2.5. Furthermore, (um < 1 − α or vm < 1 − β/2) is also redundant,
because if we assume (um > 1− α and vm > 1− β/2), then um + vm > 1− α+ 1− β/2 and
it implies um + vm > 1 + γ + β/2 > 3/2 by (2.10), which contradicts 1/2 < um + vm < 3/2
given by Eγ(m) = 0. Therefore, we get
c(n)− c˜(n) = 0⇐⇒ 1/2 < u+ v < 3/2
and um > α, vm > β
and um + vm > 3/2− γ
⇐⇒ um > α and vm > β and 3/2− γ < um + vm < 3/2.
Case III: c(n)− c˜(n) = −1. By Lemma 6.9,
c(n)− c˜(n) = −1⇐⇒ m ∈ W˜γ and (Eγ(m) = −1 or (Eγ(m) = 0 and m /∈ Wγ)).
From (6.15), we have
m ∈ W˜γ and (Eγ(m) = −1 or (Eγ(m) = 0 and m /∈ Wγ))
⇐⇒ m ∈ W˜γ and
(0 < um + vm < 1/2 and (um > α or vm > β/2)
or (1/2 < um + vm < 3/2 and {um + vm − 1/2} < α + β))
⇐⇒ m ∈ W˜γ and
(0 < um + vm < 1/2 and (um > α or vm > β/2)
or (1/2 < um + vm < 3/2 and um + vm < 3/2− γ)).
Consider the equivalent condition of m ∈ W˜γ in (6.3), observe that (um > 1 − α and vm >
1− β/2) implies um + vm > 3/2, so we can eliminate the second conjunct in the equivalent
condition for m ∈ W˜γ. Then we have
c(n)− c˜(n) = −1⇐⇒ m ∈ W˜γ and
(0 < um + vm < 1/2 and (um > α or vm > β/2)
or (1/2 < um + vm < 3/2 and um + vm < 3/2− γ))
⇐⇒ um > α and vm > β and (um > 2α or vm > 3β/2)
and (0 < um + vm < 1/2 and (um > α or vm > β/2)
or (1/2 < um + vm < 3/2 and um + vm < 3/2− γ))
⇐⇒ um > α and vm > β and (um > 2α or vm > 3β/2)
and (0 < um + vm < 1/2
or (1/2 < um + vm < 3/2 and um + vm < 3/2− γ))
⇐⇒ um > α and vm > β and (um > 2α or vm > 3β/2)
and um + vm < 3/2− γ.
which is the condition in (6.2). This completes the proof.
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7 Error Densities
Assume α, β, γ satisfy condition (2.5) and let Wα, W˜β, W˜γ be the output of Algorithm 2.5.
Assume, in addition, that
(7.1) 1, α, β are independent over Q.
Under this condition, by Corollary 3.4, the pairs (un, vn) = ({nα + 1/2}, {nβ + 1/2}) are
uniformly distributed on the unit square (0, 1) × (0, 1). Therefore, the densities1 of the
errors −1, 0, 1 in Propositions 5.1, 5.2, 6.1, and 6.1 can be expressed in terms of the areas of
corresponding regions in Figures 1, 2, 3, and 4. More precisely, if Ai is the area corresponding
to error i ∈ {−1, 0, 1} and Atotal = A−1 +A0 +A1, then the density Pi of error i is Ai/Atotal.
Theorem 7.1. We have
(7.2) Eβ(n) =

1 with probability αβ/2,
−1 with probability αβ/2,
0 with probability 1− αβ,
(7.3) Eγ(n) =

1 with probability 1/8− αβ/2,
−1 with probability 1/8− αβ/2,
0 with probability 3/4 + αβ.
Proof. From Figure 1, we get
Atotal = 1, A1 = A−1 =
αβ
2
, A0 = 1− αβ
and hence
P1 = P−1 =
αβ
2
, P0 = 1− αβ.
This proves (7.2).
For the error densities for Eγ(n), note that the point (α, β/2) in Figure 2 lies always
below the line un + vn = 1/2 because of (2.10). Similarly, (1− α, 1− β/2) lies always above
the line un + vn = 3/2. Therefore, from Figure 2, we get
Atotal = 1, A1 = A−1 =
1
8
− αβ
2
, A0 = Atotal − A1 − A−1 = 3
4
+ αβ
and hence
P1 = P−1 =
1
8
− αβ
2
, P0 =
3
4
+ αβ.
This proves (7.3).
We next turn to the densities for the values of b(n) − b˜(n) and c(n) − c˜(n) given in
Propositions 6.1 and 6.2.
1We say that f(n) = c holds with density (or probability) κ if limN→∞ 1N#{n ≤ N : f(n) = c} = κ.
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Theorem 7.2. We have
(7.4) b(n)− b˜(n) =

1 with probability α/2,
−1 with probability α/2,
0 with probability 1− α,
(7.5) c(n)− c˜(n) =

1 with probability (1/8− αβ/2)/γ,
−1 with probability (1/8− αβ/2)/γ,
0 with probability (γ − 1/4 + αβ)/γ.
Proof. From Figure 3, we get
Atotal = β, A1 = A−1 =
αβ
2
, A0 = β − αβ
and hence
P1 = P−1 =
α
2
, P0 = 1− α.
This proves (7.4).
For the error densities for c(n)−c˜(n), we first observe that in Figure 4, the point (2α, 3β/2)
always lies below the line un + vn = 3/2 − γ, because α + β/2 < 1/2. Thus, (2α, 3β/2) is
always enclosed by the triangle formed by lines un + vn = 3/2 − γ, un = α, and vn = β.
A similar argument shows that (1 − α, 1 − β/2) lies always above the line un + vn = 3/2.
Therefore, from Figure 4, we get
Atotal = (1− α)(1− β)− 2 · αβ
2
= γ,
A1 = A−1 =
1
8
− αβ
2
,
A0 = Atotal − A−1 − A1 = γ − 1
4
+ αβ,
and hence
P1 = P−1 =
1
γ
(
1
8
− αβ
2
)
,
P0 =
1
γ
(
γ − 1
4
+ αβ
)
,
This proves (7.5).
We next consider mean square errors. Define
Dβ = lim
N→∞
1
N
∑
n≤N
(W˜β(n)−Wβ(n))2(7.6)
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and let Dα, Dγ be defined analogously. Note that since Wα = W˜α, we have Dα = 0. Set
(7.7) Ω = Dα +Dβ +Dγ = Dβ +Dγ.
Then
(7.8) Ω = lim
N→∞
1
N
∑
n≤N
((W˜α(n)−Wα(n))2 + (W˜β(n)−Wβ(n))2 + (W˜γ(n)−Wγ(n))2).
The quantity Ω measures the overall deviation of the “ideal” assignment, given by the Web-
ster sequences Wα,Wβ,Wγ, from the actual assignment, given by the sequences W˜α, W˜β, W˜γ.
The sum over n ∈ N in (7.8) is the analog of the mean square deviation (1.5), with the “ideal”
counting function nαi in (1.5) replaced by the counting function Wαi(n) of the corresponding
Webster sequence.
Note that since, by Propositions 5.1 and 5.2, W˜β(n)−Wβ(n) ∈ {−1, 0, 1} and W˜γ(n)−
Wγ(n) ∈ {−1, 0, 1} (and W˜α(n)−Wα(n) = 0 ), the definition (7.8) is equivalent to
Ω = lim
N→∞
1
N
∑
n≤N
(|W˜α(n)−Wα(n)|+ |W˜β(n)−Wβ(n)|+ |W˜γ(n)−Wγ(n)|).
In the following corollary, we will show that Ω = 1/4, and thus Ω is independent of
α, β, γ.
Corollary 7.3. We have
0 < Dβ <
1
8
,
1
8
< Dγ <
1
4
,(7.9)
(7.10) Ω =
1
4
.
Proof. We first note that condition (2.5) implies that α, β satisfy β < 1/2 and β + 2α < 1
(see Figure 5). Conversely, any pair (α, β) that satisfies the latter conditions satisfies (2.5)
with γ = 1− α− β.
Figure 5: Range of (α, β) under condition (2.5).
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From (7.2) and (7.3) we have Dα = 0, Dβ = αβ and Dγ = 1/4 − αβ. It is easy to
see that the supremum and infimum of Dβ can only lie on the boundaries of the region in
Figure 5. Then, by examining the extrema of αβ on that region, it is not hard to obtain
that 0 < Dβ = αβ < 1/8 and letting α→ 1/4 and β → 1/2 (resp. α→ 0 and β → 0) shows
that these bounds are best-possible. Similarly, one can get 1/8 < Dγ = 1/4 − αβ < 1/4,
where the bounds are best-possible. Finally, (7.10) follows from
Ω = Dα +Dβ +Dγ
= αβ + 1/4− αβ
= 1/4.
Define
dβ = lim
N→∞
1
N
∑
n≤N
(b(n)− b˜(n))2(7.11)
and let dα, dγ be defined analogously. Note that since Wα = W˜α, we have dα = 0. Set
(7.12) ω = αdα + βdβ + γdγ = βdβ + γdγ.
Note that since b(n)− b˜(n) = {−1, 0, 1} by Theorem 7.2, we have
βdβ = β lim
N→∞
1
N
∑
n≤N
(b(n)− b˜(n))2
= β lim
N→∞
#{m ≤ N : m ∈ Wβ and m /∈ W˜β}
Wβ(N)
= lim
N→∞
1
N
#{m ≤ N : m ∈ Wβ and m /∈ W˜β}.
Similarly,
γdγ = lim
N→∞
1
N
#{m ≤ N : m ∈ Wγ and m /∈ W˜γ}.
Hence, the quantity ω has a natural interpretation as the density of integers m that are not
assigned to their ideal position in Wα, Wβ or Wγ. This quantity can also be interpreted
as an analog of the quantity (1.6) with (n − 1/2)/αi replaced by d(n− 1/2)/αie, the nth
term of the Webster sequence with density αi. The following corollary shows that, under the
assumptions (2.5) and (7.1), ω = 1/4, independent of α, β, γ.
Corollary 7.4. We have
0 < dβ <
1
2
,
1
4
< dγ <
1
2
,(7.13)
(7.14) ω =
1
4
.
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Proof. From (7.4) and (7.5), we have dα = 0, dβ = α and
dγ =
1/4− αβ
γ
=
1/4− αβ
1− α− β .
The bounds (7.13) for dβ are straightforward from Figure 5. For dγ, we note that ∂dγ/∂α
and ∂dγ/∂β are both positive. Thus, the infimum of dγ occurs when α → 0 and β → 0
and is equal to 1/4. Moreover, the supremum is approached at the boundary of the shaded
region in Figure 5, i.e., at the line α + 2β = 1 or the line β = 1/2 . At the line β = 1/2 we
have dγ = 1/2. At the line α + 2β = 1 we have
dγ =
1/4− (1− 2β)β
β
=
1
4β
− 1 + 2β,
and the maximal value of this function for β ≤ 1/2 is 1/2. This proves the bounds (7.13)
for dγ.
Finally, (7.14) follows from
ω = βdβ + γdγ
= βα + γ
1/4− αβ
γ
=
1
4
.
8 Optimality
In this section, we show that Theorem 2.3 is best-possible in several respects. Using a result
of Graham, we first show in Theorem 8.2 below that, under a mild linear independence
condition on the densities α, β, γ, a partition of N into three or more sequences can involve
at most one (exact) Webster sequence.
Lemma 8.1 (Graham [12]). Suppose Wα,Wβ are disjoint. Then either
(i) α/β is rational; or
(ii) there exist positive integers r, s such that rα + sβ = 1 and r ≡ s mod 2.
Proof. This is Fact 3 in [12], in a slightly different notation.
Theorem 8.2. Suppose α, β satisfy
(8.1) 1, α, β are linearly independent over Q.
Then there does not exist a partition of N into three or more sequences involving the two
exact Webster sequences Wα and Wβ.
Proof. We argue by contradiction. Suppose α, β satisfy (8.1) and Wα,Wβ are two exact
Webster sequences in a three-part partition of N. Then Wα,Wβ must be disjoint. Moreover,
(8.1) implies that α/β /∈ Q and that there do not exist r, s ∈ N with rα + sβ = 1. But this
contradicts Lemma 8.1.
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Next, we show that the error bounds −1 ≤ b˜(n) − b(n) ≤ 1 in Theorem 2.3 are best-
possible.
Theorem 8.3 (Optimality of error bounds). Suppose α, β, γ satisfy (2.5), (8.1) and in
addition,
(8.2) α > 1/3 and γ < 1/2.
Then there does not exist a partition of N into sequences Wα, W˜β, W˜γ such that
(8.3) c˜(n)− c(n) ∈ {−1, 0, 1} for all n ∈ N
and either
(8.4) b˜(n)− b(n) ∈ {−1, 0} for all n ∈ N
or
(8.5) b˜(n)− b(n) ∈ {0, 1} for all n ∈ N.
Proof. We argue by contradiction. We only consider the case (8.5), as the analysis for the
case (8.4) is similar. Suppose Wα, W˜β, W˜γ is a partition of N such that (8.3) and (8.5) hold.
Case I: α > 1/2. We will show that there exists an m such that
(8.6) m ∈ Wα ∩Wβ and m+ 1 ∈ Wα.
Assuming (8.6), we obtain a contradiction as follows. By Lemma 3.5(iii), we know that the
gap between any two consecutive elements in Wα is either b1/αc or b1/αc+1. Since α > 1/2,
the gap is either 1 or 2. When (8.6) holds, because m ∈ Wα∩Wβ and b˜(n)−b(n) ∈ {0, 1} for
all n, we must have that either m ∈ W˜β or m+ 1 ∈ W˜β, which contradicts the fact that Wα
and W˜β are disjoint. Therefore, it suffices to prove that there exists an m satisfying (8.6).
It is easy to check that Lemma 4.1 holds for any irrational α, β ∈ (0, 1). Then, Lemma
3.5(i) and Lemma 4.1 together give that the conditions (8.6) are equivalent to
(8.7)

um < α,
um > 1− α,
vm < β.
Since α > 1/2, 1 − α < α. Since, by assumption, 1, α, β are linearly independent over Q,
Corollary 3.4 implies that the sequence (um, vm) is uniformly distributed on the unit square.
Hence there exists an m such that (8.7), and therefore also (8.6), holds.
Case II: 1/3 < α < 1/2. We will show that there exists an m such that
(8.8) m ∈ Wα ∩Wβ,m+ 1 ∈ Wγ,m+ 2 ∈ Wα.
Assuming (8.8), we have m = b(n),m + 1 = c(k) for some n and k. Since m,m + 2 ∈ Wα,
and Wα, W˜β, W˜γ partition N, it follows that m,m + 2 /∈ W˜β and m,m + 2 /∈ W˜γ. By our
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assumptions (8.3) and (8.5), we then have b˜(n) ∈ {m,m+ 1} and c˜(k) ∈ {m,m+ 1,m+ 2}.
Since m,m+ 2 ∈ Wα, this implies b˜(n) = m+ 1 = c˜(k), contradicting the partition property.
Therefore, it suffices to prove that there exists an m satisfying (8.8).
Lemma 3.5(i) gives that
m ∈ Wβ ⇐⇒ vm < β.
Similarly as in (8.7), we have m+ 1 ∈ Wγ ⇐⇒ wm > 1− γ. From (5.2) we get
m+ 1 ∈ Wγ ⇐⇒ wm > 1− γ
⇐⇒ 1− {um + vm − 1/2} > 1− γ
⇐⇒ 1/2 < um + vm < γ + 1/2
or 3/2 < um + vm < 3/2 + γ.
By Lemma 3.5(i) and (iii),
m,m+ 2 ∈ Wα ⇐⇒ {1/α}α < um < α.
Therefore (8.8) is equivalent to
(8.9)

{1/α}α < um < α,
1/2 < um + vm < γ + 1/2 or 3/2 < um + vm < 3/2 + γ,
vm < β.
The region represented by (8.9) is shown in Figure 6.
Figure 6: Distribution of (um, vm) corresponding to (8.8).
To prove that the range (8.9) is not empty, we observe that the point (α, 1/2 − α) lies
always below the line vn = β, because 1/2− α− β = γ − 1/2 < 0. By Corollary 3.4 and the
linear independence of 1, α, β, for general n ∈ N, the pairs (un, vn) are uniformly distributed
modulo 1. Hence, there must exists an m satisfying (8.8). This completes the proof.
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9 Concluding Remarks
In this section, we discuss some possible generalizations and extensions of our results.
Necessity of the conditions in Theorem 2.3. Suppose β > 1/2 or α > γ. Let
W˜α, W˜β, W˜γ be the three sequences generated by Algorithm 2.5 that give a partition of
N. Then one can show that
(9.1) sup{|c˜(n)− c(n)|} ≥ 2.
Thus the conclusion of Theorem 2.3 does not hold for the sequences generated by Algorithm
2.5 if the conditions β < 1/2 and γ > α in Theorem 2.3 are not satisfied. However, it may
still be possible that, with a different construction, Theorem 2.3 remains valid under more
general conditions on β and γ.
Partitions into two exact Webster sequences and one almost Webster sequence.
By Theorem 8.2, in general it is not possible to partition N into two Webster sequences and
one almost Webster sequence with given densities α, β, γ. Nevertheless, for certain special
irrational triples (α, β, γ), we can obtain such a partition. In fact, we have the following
theorem, which is analogous to Theorem 1 in [13] and can be proved using similar methods.
Theorem 9.1. Suppose α, β, γ satisfy (2.5) and there exist positive integers r, s such that
(9.2) rα + sβ = 1, r ≡ s mod 2, r, s ≥ 2
If we define W˜γ = N \ (Wα ∪Wβ), then Wα,Wβ, W˜γ partition N. Moreover,
c˜(n)− c(n) ∈ {−1, 0, 1} (n ∈ N)
and thus W˜γ is an almost Webster sequence.
The case of finite sequences and rational densities. In real-life applications, we seek
to partition a finite sequence {1, 2, . . . , N} into sequences of length di with
∑k
i=1 di = N as
evenly as possible. Then the associated densities αi = di/N are rational, so our results do
not apply directly. However, since irrationals are dense in R, we can apply our algorithms to
obtain three-part partitions of {1, 2, . . . , N} into sequences with densities that are arbitrarily
close to the desired rational densities. These partitions can be expected to have similar
optimality properties as the partitions in our theorems.
Partitions into k sequences. A natural extension of our results would be partitions of
N into more than 3 sequences. However, by Theorem 8.2, in general at most one of them
can be a Webster sequence.
34
10 Acknowledgments
I am particularly grateful to Professor A.J. Hildebrand for providing motivation, supervision,
and suggestions on this research project in the past two years. Besides, I would also like
to express my gratitude to the opportunity provided by the Illinois Geometry Lab at the
University of Illinois, where this research originated in Spring 2018.
References
[1] Eitan Altman, Bruno Gaujal, and Arie Hordijk. Balanced sequences and optimal rout-
ing. J. ACM, 47(4):752–775, 2000.
[2] Michel L. Balinski and H. Peyton Young. The Webster method of apportionment. Proc.
Nat. Acad. Sci. U.S.A., 77(1, part 1):1–4, 1980.
[3] Michel L. Balinski and H. Peyton Young. Fair representation. Yale University Press,
New Haven, Conn., 1982. Meeting the ideal of one man, one vote.
[4] Joaqu´ın Bautista, Ramon Companys, and Albert Corominas. A note on the relation
between the product rate variation (PRV) problem and the apportionment problem.
Journal of the Operational Research Society, 47(11):1410–1414, 1996.
[5] Samuel Beatty. Problem 3173. Amer. Math. Monthly, 33(3):159, 1926.
[6] Don Coppersmith, Tomasz Nowicki, Giuseppe Paleologo, Charles Tresser, and Chai Wah
Wu. The optimality of the online greedy algorithm in carpool and chairman assignment
problems. ACM Trans. Algorithms, 7(3):Art. 37, 22, 2011.
[7] Tanka Nath Dhamala and Wieslaw Kubiak. A brief survey of just-in-time sequencing
for mixed-model systems. International Journal of Operations Research, 2(2):38–47,
2005.
[8] Tanka Nath Dhamala, Gyan Thapa, and Hong-Nian Yu. An efficient frontier for sum
deviation JIT sequencing problem in mixed-model systems via apportionment. Inter-
national Journal of Automation and Computing, 9(1):87–97, 2012.
[9] Aviezri S. Fraenkel. The bracket function and complementary sets of integers. Canadian
J. Math., 21:6–27, 1969.
[10] Aviezri S. Fraenkel. Complementing and exactly covering sequences. J. Combinatorial
Theory Ser. A, 14:8–20, 1973.
[11] Ronald L. Graham. On a theorem of Uspensky. Amer. Math. Monthly, 70:407–409,
1963.
[12] Ronald L. Graham. Covering the positive integers by disjoint sets of the form {[nα+
β]: n= 1, 2,}. Journal of Combinatorial Theory, series A, 15(3):354–358, 1973.
35
[13] A. J. Hildebrand, Xiaomin Li, Junxian Li, and Yun Xie. Almost Beatty partitions. J.
Integer Seq., 22(4):Art. 19.4.6, 34, 2019.
[14] Robert R. Inman and Robert L. Bulfin. Sequencing JIT mixed-model assembly lines.
Management Science, 37(7):901–904, 1991.
[15] Svante Janson. Asymptotic bias of some election methods. Ann. Oper. Res., 215:89–136,
2014.
[16] Svante Janson and Svante Linusson. The probability of the Alabama paradox. J. Appl.
Probab., 49(3):773–794, 2012.
[17] Joanna Jo´zefowska. Just-in-time scheduling: models and algorithms for computer and
manufacturing systems, volume 106. Springer Science & Business Media, 2007.
[18] Joanna Jo´zefowska, Lukasz Jo´zefowski, and Wieslaw Kubiak. Characterization of just
in time sequencing via apportionment. In Stochastic processes, optimization, and con-
trol theory: applications in financial engineering, queueing networks, and manufactur-
ing systems, volume 94 of Internat. Ser. Oper. Res. Management Sci., pages 175–200.
Springer, New York, 2006.
[19] Wieslaw Kubiak. Minimizing variation of production rates in just-in-time systems: A
survey. European Journal of Operational Research, 66(3):259–271, 1993.
[20] Wieslaw Kubiak. Proportional optimization and fairness, volume 127. Springer Science
& Business Media, 2008.
[21] Wieslaw Kubiak and Suresh P. Sethi. Optimal just-in-time schedules for flexible transfer
lines. International Journal of Flexible Manufacturing Systems, 6(2):137–154, 1994.
[22] Lauwerens Kuipers and Harald Niederreiter. Uniform distribution of sequences. Wiley-
Interscience [John Wiley & Sons], New York-London-Sydney, 1974. Pure and Applied
Mathematics.
[23] H. G. Meijer. On a distribution problem in finite sets. Nederl. Akad. Wetensch. Proc.
Ser. A 76=Indag. Math., 35:9–17, 1973.
[24] John Miltenburg. Level schedules for mixed-model assembly lines in just-in-time pro-
duction systems. Management Science, 35(2):192–207, 1989.
[25] John Miltenburg and Gordon Sinnamon. Scheduling mixed-model multi-level just-
in-time production systems. The International Journal of Production Research,
27(9):1487–1509, 1989.
[26] John Miltenburg, George Steiner, and Scott Yeomans. A dynamic programming algo-
rithm for scheduling mixed-model, just-in-time production systems. Mathematical and
Computer Modelling, 13(3):57–66, 1990.
[27] Ryozo Morikawa. On eventually covering families generated by the bracket function.
Bull. Fac. Liberal Arts, Nagasaki Univ., Natural Science, 23(1):17–22, 1982.
36
[28] Ryozo Morikawa. On eventually covering families generated by the bracket function IV.
Bull. Fac. Liberal Arts, Nagasaki Univ., Natural Science, 25(2):1–8, 1985.
[29] Kevin O’Bryant. Fraenkel’s partition and Brown’s decomposition. Integers, 3:A11, 17,
2003.
[30] Friedrich Pukelsheim. Proportional representation. Springer, 2017.
[31] Rudolf Schneider. On the chairman assignment problem. Discrete Math., 159(1-3):217–
222, 1996.
[32] Thoralf Skolem. On certain distributions of integers in pairs with given differences.
Math. Scand., 5:57–68, 1957.
[33] George Steiner and Scott Yeomans. Level schedules for mixed-model, just-in-time pro-
cesses. Management science, 39(6):728–735, 1993.
[34] Gyan Thapa. Optimization of just-in-time sequencing problems and supply chain logis-
tics. PhD thesis, Ma¨lardalen University, 2015.
[35] Gyan Thapa and Sergei Silvestrov. Supply chain logistics in multi-level just-in-time
production sequencing problems. Journal of the Institute of Engineering, 11(1):91–100,
2015.
[36] Robert Tijdeman. The chairman assignment problem. Discrete Math., 32(3):323–330,
1980.
[37] Robert Tijdeman. Exact covers of balanced sequences and Fraenkel’s conjecture. In
Algebraic number theory and Diophantine analysis (Graz, 1998), pages 467–483. de
Gruyter, Berlin, 2000.
[38] Robert Tijdeman. Fraenkel’s conjecture for six sequences. Discrete Math., 222(1-3):223–
234, 2000.
[39] J. V. Uspensky. On a problem arising out of the theory of a certain game. Amer. Math.
Monthly, 34(10):516–521, 1927.
Xiaomin Li, Harvard University, Lu Group, Maxwell Dworkin, 33 Oxford St, Cambridge,
MA 02138
E-mail address, Xiaomin Li: xiaominli@g.harvard.edu
37
