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Abstract
We propose balancing related numerically reliable
methods to compute minimal realizations of linear pe-
riodic systems with time-varying dimensions. The first
method belongs to the family of square-root methods
with guaranteed enhanced computational accuracy and
can be used to compute balanced minimal order realiza-
tions. An alternative balancing-free square-rootmethod
has the advantage of a potentially better numerical ac-
curacy in case of poorly scaled original systems. The
key numerical computation in both methods is the so-
lution of nonnegative periodic Lyapunov equations di-
rectly for the Cholesky factors of the solutions. For
this purpose, a numerically reliable computational al-
gorithm is proposed to solve nonnegative periodic Lya-
punov equations with time-varying dimensions.
1 Introduction
In the last few years there has been a constantly in-
creasing interest to develope numerical algorithms for
the analysis and design of linear periodic discrete-
time control systems with constant state-, input- and
output-vector dimensions [1, 6, 8, 11]. Areas where sig-
nificant theoretical results have been achieved for pe-
riodic systems with time-varying state dimensions are
the solution of the minimal realization problem [4, 3]
and robust pole assignment [7].
In this paper we develop balancing related numerical
methods to compute minimal realizations of linear pe-
riodic systems with time-varying dimensions. The first
method can be used to compute balanced minimal real-
izations and belongs to the family of square-root meth-
ods with guaranteed enhanced computational accuracy.
The matrices of the minimal realization are computed
using appropriate truncation matrices determined ex-
clusively using the Cholesky factors of the periodic
reachability and observability Gramians.
An alternative balancing-free square-root method for
minimal realization has the advantage of a potentially
better numerical accuracy in case of poorly scaled orig-
inal nonminimal systems. By avoiding the use of possi-
bly ill-conditioned balancing based truncation formulas
and by using instead well-conditioned transformations,
the accuracy of computations can be often significantly
improved. The second method extends the balancing-
free square-root approach for standard systems [10] to
periodic systems.
The key computation in the proposed computational
approaches is the solution of nonnegative periodic Lya-
punov equations directly for the Cholesky factors of
the Gramians. For this purpose, a numerically reliable
computational algorithm is proposed to solve nonneg-
ative periodic Lyapunov equations with time-varying
dimensions. The proposed algorithm is an extension of
a method proposed by the author for constant dimen-
sions [11].
2 Preliminaries
Consider the linear discrete-time K-periodic system
xk+1 = Akxk +Bkuk
yk = Ckxk
(1)
where the matrices Ak ∈ Rnk+1×nk , Bk ∈ Rnk+1×mk ,
Ck ∈ Rpk×nk and the integers nk, mk, pk are peri-
odic with period K ≥ 1. The transition matrix of the
system (1) is defined by the nj × ni matrix ΦA(j, i) =
Aj−1Aj−2 · · ·Ai, where ΦA(i, i) := Ini . The state tran-
sition matrix over one period ΦA(j + K, j) ∈ Rnj×nj
is called the monodromy matrix of system (1) at time
j and its eigenvalues are called characteristic multipli-
ers at time j. Note that Λ(ΦA(j + K, j)) has always
at least nj − n zero elements, where n := mink{nk}.
The rest of n eigenvalues are independent of time j and
form the core characteristic multipliers. The periodic
system (1) is asymptotically stable if all characteristic
multipliers belong to the open unit disk. For the defi-
nitions of reachability, observability and minimality of
periodic systems we use the corresponding notions from
[4] for general time-varying systems.
Definition 1. The periodic system (1) is reachable at
time k if
rankGk = nk, (2)
where Gk is the infinite columns matrix
Gk = [Bk−1 Ak−1Bk−2 · · · ΦA(k, i+ 1)Bi · · · ]. (3)
The periodic system (1) is completely reachable if (2)
holds for all k.
Definition 2. The periodic system (1) is observable at
time k if
rankFk = nk, (4)
where Fk is the infinite rows matrix
Fk =

Ck
Ck+1Ak
...
CiΦA(i, k)
...
 . (5)
The periodic system (1) is completely observable if (4)
holds for all k.
Definition 3. The periodic system (1) is minimal if it
is completely reachable and completely observable.
For an asymptotically stable periodic system, the
nk × nk reachability Gramian at time k is defined as
Pk :=
k−1∑
i=−∞
ΦA(k, i+1)BiBTi ΦA(k, i+1)
T = GkGTk ≥ 0,
where Gk is defined in (3). Similarly, the nk × nk ob-
servability Gramian at time k is defined as
Qk =
∞∑
i=k
ΦA(i, k)TCTi CiΦA(i, k) = F
T
k Fk ≥ 0.
Note that both Gramians are K-periodic matrices. Us-
ing the definitions of reachability and observability we
have the following results.
Proposition 1 The periodic system (1) is reachable at
time k iff Pk > 0 and is completely reachable iff Pk > 0
for k = 1, . . . ,K−1.
Proposition 2 The periodic system (1) is observable
at time k iff Qk > 0 and is completely observable iff
Qk > 0 for k = 1, . . . ,K−1.
Notation. For a K-periodic matrix Xk we use alter-
natively the script notation
X := diag (X0, X1, . . . , XK−1),
which associates the block-diagonal matrix X to the
cyclic matrix sequence Xk, k = 0, . . . ,K−1. This no-
tation is consistent with the standard matrix opera-
tions as for instance addition, multiplication, inversion
as well as with several standard matrix decompositions
(Cholesky, SVD). We denote with σX theK-cyclic shift
σX = diag (X1, . . . , XK−1, X0)
of the cyclic sequence Xk, k = 0, . . . ,K−1. By us-
ing the script notation, the periodic system (1) will be
alternatively denoted by the quadruple (A,B, C).
3 Square-root Minimal Realization
For an asymptotically stable periodic system the two
Gramians are nonnegative definite and satisfy nonneg-
ative (or positive) discrete periodic Lyapunov equations
(PDPLEs) as follows: the reachability Gramian P sat-
isfies the forward-time PDPLE
σP = APAT + BBT , (6)
while the observability Gramian Q satisfies the reverse-
time PDPLE
Q = ATσQA+ CTC. (7)
Let Tk ∈ Rnk×nk be a K-periodic invertible matrix.
Two periodic systems (A,B, C) and (A˜, B˜, C˜) related
by the transformation
(A˜, B˜, C˜) = (σT −1AT , σT −1B, CT ) (8)
are called Lyapunov-similar and (8) is called a Lya-
punov similarity transformation. The Gramians P˜ and
Q˜ of the transformed system (A˜, B˜, C˜) satisfy
P˜ = T −1PT −T , Q˜ = T TQT .
For a completely reachable and completely observable
(i.e., minimal) periodic system, T can be determined
such that the transformed Gramians are equal and di-
agonal and thus the transformed periodic system is
balanced [11]. The diagonal elements of the balanced
Gramians are called the Hankel singular values and are
the positive square-roots of the eigenvalues of the prod-
uct PQ. The maximum of them defines the Hankel-
norm of the given periodic system [1].
Let P = STS and Q = RTR be in Cholesky factor-
ized forms. For a minimal system, in analogy with the
standard case [9], we can use the singular value decom-
position
RST = UΣVT , (9)
to compute the balancing transformation matrix T and
its inverse T −1 as
T = STVΣ−1/2, T −1 = Σ−1/2UTR.
For an asymptotically stable non-minimal periodic sys-
tem (A,B, C), the balancing transformations are not
defined since the system is not completely reachable
and/or not completely observable. Thus, from Propo-
sition 1 or 2 follows that Σ in (9) is not invertible. We
will show how it is possible to determine a realization
of the given periodic system which is minimal, that is,
completely reachable and completely observable, and
moreover balanced. The main result (Theorem 1) of
this section can be seen as an extension to the periodic
case of a similar result in [10] for standard systems.
Let us write the singular value decomposition (9) at
each time instant k in the partitioned form
RkS
T
k = [Uk,1 Uk,2 ]
[
Σ˜k 0
0 0
]
[Vk,1 Vk,2 ]T , (10)
where Σ˜k ∈ Rrk×rk , Uk,1 ∈ Rnk×rk , Vk,1 ∈ Rnk×rk and
Σ˜k > 0. From the above decomposition define, with
Σ˜ = diag (Σ˜0, . . . , Σ˜K−1), the truncation matrices
L = Σ˜− 12UT1 R, T = STV1Σ˜−
1
2 ,
which are used to determine the reduced system ma-
trices
Â = σLAT , B̂ = σLB, Ĉ = CT . (11)
The following is the main theoretical result of the paper
(for the proof see the Appendix).
Theorem 1 The periodic system (Â, B̂, Ĉ) defined in
(11) is a balanced minimal realization of the system
(A,B, C).
The computation of the minimal realization relies ex-
clusively on square-root information (the Cholesky fac-
tors of Gramians) and this leads to a guaranteed en-
hancement of the overall numerical accuracy of com-
putations. The key computation in determining L and
T is the solution of the two PDPLEs (6) and (7) with
time-varying dimensions directly for the Cholesky fac-
tors of the Gramians. A numerically reliable procedure
for this purpose is discussed Section 5.
4 Balancing-free Square-root Minimal
Realization
To obtain a minimal realization from a non-minimal
one we do not actually need to obtain a balanced min-
imal realization since this could involve ill-conditioned
L and T matrices, if the original system is poorly bal-
anced. To avoid potential accuracy losses, an alter-
native is to use a balancing-free approach to compute
the two truncation matrices. A square-root balancing-
free approach can be easily devised analogously as
in case of standard systems [10]. Consider the QR-
decompositions
STV1 = T˜ X , RTU1 = Z˜Y, (12)
where X and Y are nonsingular matrices and T˜ and
Z˜ are matrices with orthonormal columns. With the
already computed T˜ we define the corresponding L˜ as
L˜ = (Z˜T T˜ )−1Z˜T . (13)
We have the following result analogous to Theorem 1.
Theorem 2 The periodic system
(A˜, B˜, C˜) := (σL˜AT˜ , σL˜B, CT˜ )
with L˜ and T˜ defined in (12) and (13) is a minimal
realization of the system (A,B, C).
The resulted system (A˜, B˜, C˜) is clearly not balanced.
However, it can be shown that it is Lyapunov-similar
to the balanced minimal realization (11). Since the
balancing-free square-root approach always constructs
well-conditioned truncation matrices, the use of this
method for poorly scaled systems leads certainly to an
improvement of the overall computational accuracy.
5 Solution of PDPLEs
The main computational problem to compute a min-
imal realization of an asymptotically stable periodic
system is the solution of a PDPLE of the form
UT U = AT σUT σUA+RTR (14)
directly for the Cholesky factor U , where Uk ∈ Rnk×nk ,
Ak ∈ Rnk+1×nk , Rk ∈ Rnk×nk , and the dimension nk
are periodic with periodK ≥ 1. To solve PDPLEs with
constant dimensions, numerically reliable algorithms
have been recently proposed in [11], representing ex-
tensions of a method for standard systems [5]. In this
section we describe an extension of the method of [11]
to solve PDPLEs with time-varying dimensions.
A straightforward embedding of the problem with time-
varying dimensions into a larger order problem with
constant dimension allows to solve the PDPLE (14) by
using algorithms for constant dimension [11]. Let n =
maxk{nk} and consider the extended n× n matrices
Ak,e =
[
Ak 0
0 0
]
, Rk,e =
[
Rk 0
0 0
]
, Uk,e =
[
Uk 0
0 0
]
,
(15)
where the zero matrices have appropriate dimensions.
Then it is easy to see that Ue is the solution of the
PDPLE
UTe Ue = ATe σUTe σUeAe +RTeRe (16)
with constant dimensions. The main drawback of this
approach is that working with extended matrices with
many zero elements leads to an unnecessary loss of
computational efficiency. Alternatively, an efficient ap-
proach can be devised which fully exploits the under-
lying problem structure.
In the approach which we propose, the key role plays
an extension of the periodic Schur decomposition (PSD)
of a cyclic product of square matrices and of the corre-
sponding algorithms for its computation [2, 6].
Proposition 3 Let Ak ∈ Rnk+1×nk , k = 0, 1, . . . ,K−
1, with nK = n0 be arbitrary matrices and let n =
mink{nk}. Then there exist orthogonal matrices Zk ∈
Rnk×nk such that the matrices A˜k = ZTk+1AkZk for
k = 0, . . . ,K−1 are block upper triangular
A˜k =
[
A˜k,11 A˜k,12
0 A˜k,22
]
, (17)
where A˜k,11 ∈ Rn×n, A˜k,22 ∈ R(nk+1−n)×(nk−n) for k =
0, 1, . . . ,K−1. Moreover, A˜K−1,11 is in a real Schur form
(RSF), A˜k,11 for k = 0, . . . ,K−2 are upper triangular
and A˜k,22 for k = 0, . . . ,K−1 are upper trapezoidal.
Proof: Let p be such that np = n and without loss of
generality we assume p = 0. Let U1 ∈ Rn1×n1 be an
orthogonal matrix such that
UT1 A0 =
[
A0,11
O
]
,
where A0,11 ∈ Rn×n . An upper triangular A0,11 results
for example from the QR decomposition of A0. For k =
1, . . . ,K−1, we successively determine the orthogonal
matrices Uk+1 ∈ Rnk+1×nk+1 such that each partitioned
matrix
UTk+1AkUk =
[
Ak,11 Ak,12
O Ak,22
]
is upper trapezoidal, Ak,11 ∈ Rn×n and Ak,22 ∈
R(nk+1−n)×(nk−n). At this moment, we redefine A0,11
from
UT1 A0UK−1 =
[
A0,11
O
]
.
Notice that, excepting the leading diagonal matri-
ces, the transformed matrices UTk+1AkUk have the re-
quested form in (17). To finish, we use the results of
[2] to determine the orthogonal matrices Qk ∈ Rn×n
which brings the product AK−1,11 · · ·A0,11 in RSF using
the associated PSD. The overall transformation matri-
ces Zk, achieving the desired form in (17), are given by
Zk = Uk · diag (Qk, I). 2
Note that by using the extended PSD instead of the
PSD of the product of extended matrices, a notable
reduction of computational costs could arise if the dif-
ference n − n is significant. It can be easily verified
that each Φ
A˜
(k + K, k) = ZTk ΦA˜(k + K, k)Zk is in a
particular RSF
Φ
A˜
(k +K, k) =
[
Φ
A˜11
(k +K, k) ×
0 0
]
.
and each Λ(Φ
A˜11
(k + K, k)) defines the set of n core
characteristic values (independent of k).
Let Z be an orthogonal Lyapunov transformation to
compute the extended PSD of the monodromy ma-
trix ΦA(K, 0) in the Proposition 3 and define A˜ =
σZTAZ and the upper triangular R˜ such that R˜T R˜ =
ZTRTRZ. The equation (14) becomes after premul-
tiplication with ZT and postmultiplication with Z
U˜T U˜ = A˜TσU˜TσU˜A˜+ R˜T R˜ (18)
where U˜ = UZ. After solving this reduced equation for
U˜ , the solution of (14) results as U = U˜ZT . In order to
simplify the notations, we assume in what follows that
the equation (14) is already in the reduced form (18)
and R is upper triangular.
Let us partition Ak, Uk and Rk analogously as
Ak =
[
Ak,11 Ak,12
0 Ak,22
]
, Uk =
[
Uk,11 Uk,12
0 Uk,22
]
,
Rk =
[
Rk,11 Rk,12
0 Rk,22
]
where the upper left blocks are p1 × p1 matrices (p1 =
1 or 2). Assuming U11 non-singular we can derive re-
cursive formulas which are analogous with those in the
case of constant dimensions. By rewriting (14) for the
partitioned matrices, we obtain
UT11U11 = AT11σUT11σU11A11 +RT11R11
U12 = MT1 σU12A22 +MT1 σU11A12 +MT2R12
UT22U22 = AT22σUT22σU22A22 +RT22R22 + YTY
(19)
where M1 = σU11A11U−111 , M2 = R11U−111 , and Y is
defined by the K-periodic matrix
Yk = Nk
[
Rk,12
Uk+1,11Ak,12 + Uk+1,12Ak,22
]
with each Nk satisfying
Pk = I2p1 −
[
Mk,2
Mk,1
] [
Mk,2
Mk,1
]T
= NTk Nk.
It can be shown that Pk = P 2k ≥ 0 and rankPk =
p1. Nk can be computed as Nk = QTk,2 from the QR-
decomposition[
Mk,2
Mk,1
]
=
[
Qk,1 Qk,2
] [ Vk
0
]
.
Thus by solving successively the first and second equa-
tion from (19) for U11 and U12, respectively, it remains
to solve the third equation, where each Uk,22 has lower
order nk − p1. After updating the Cholesky factoriza-
tion the resulting PDPLE for U22 has the same reduced
form as the starting equation. The only difference be-
tween this procedure and that one in [11] for constant
dimension is that after several steps some dimensions
become zero. In such cases, the computations can con-
tinue without any breaks because, we can freely assume
that the missing blocks in all matrices are zero matri-
ces. In rest, the algorithmic details are almost the same
as in case of the procedure for constant dimension, al-
though the efficient implementation for time-varying
dimensions certainly requires an increased bookkeep-
ing effort. For more details refer to [11].
Remark. To compute the Cholesky factors of the
reachability and observability Gramians a single com-
putation of the extended PSD of the monodromy ma-
trix ΦA(K, 0) is sufficient. In this way, the cost to solve
the two PDPLEs (6) and (7) is almost the same as the
cost of solving a single PDPLE.
6 Conclusion
We proposed a numerically sound approach to com-
pute minimal realizations of linear periodic systems
with time-varying dimensions. The proposed approach
relies on algorithms using exclusively square-root in-
formation in form of Cholesky factors of the Gramians
and therefore they have guaranteed enhanced compu-
tational accuracy. A square-root balancing-free vari-
ant has been derived, which we believe to be a com-
pletely satisfactory numerical approach to solve peri-
odic minimal realization problems. The key computa-
tion in the proposed approach is the numerical solution
of PDPLEs directly for the Cholesky factors of the solu-
tions. A numerically reliable computational algorithm
has been proposed to solve PDPLEs with varying di-
mension. This algorithm extends similar algorithms to
solve PDPLEs with constant dimension.
The proposed minimal realization methods for periodic
systems are not restricted to asymptotically stable pe-
riodic systems. For an unstable system, a simple scal-
ing can be used to enforce the stability of the starting
representation. For instance, it is possible to replace
only A0 by αA0, where 0 < α < 1 is chosen such that
αΦA(K, 0) has eigenvalues in the open unit disc. For
the modified system, we can apply either the square-
root or balancing-free square-root approach to deter-
mine a minimal system. Finally, the computed Â0 or
A˜0 needs to be rescaled to Â0/α or A˜0/α, respectively.
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A Proof of Theorem 1
Proof. The proof is in two steps. First we prove that
(Â, B̂, Ĉ) is a minimal balanced realization and then we
prove that it realizes the same input-output operator
as (A,B, C).
Let substitute P = STS in the equation (6) and pre-
multiply it by σL and postmultiply it by σLT to obtain
σ(LSTSLT ) = σLASTSATσLT + σLBBTσLT . (20)
It can be readily verified that
σ(LSTSLT ) = σΣ˜. (21)
From the equation (9) we also have
RSTV2 = 0. (22)
Now, we replace Q = RTR in the equation (7) and
premultiply this equation by VT2 S and postmultiply it
by STV2, to obtain, using also (22),
VT2 SATσRTσRASTV2 + VT2 SCT CSTV2 = 0.
It follows immediately that CSTV2 = 0 and also
σRASTV2 = 0. (23)
Using the identity V1VT1 + V2VT2 = I and (23), as well
as the expressions for L and T , the first term in the
right-hand side of (20) becomes successively
σLASTSATσLT = σLASTV1VT1 SATσLT + σΣ˜−
1
2σUT1 σRASTV2VT2 SATσRTσU1σΣ˜−
1
2
= σLAT Σ˜T TATσLT . (24)
Now, by using the definitions of Â and B̂ in (11), and
taking into account (21) and (24), (20) becomes
σΣ˜ = ÂΣ˜ÂT + B̂B̂T . (25)
In a similar way we can show that
Σ˜ = ÂTσΣ˜Â+ ĈT Ĉ (26)
and thus (Â, B̂, Ĉ) is balanced. Since Σ˜ > 0, from (25)
and (26) it follows that (Â, B̂, Ĉ) is completely reach-
able and completely observable, and thus also minimal
[4]. Moreover, the minimal system is also asymptoti-
cally stable.
To complete the proof it remains to show that the two
realizations (Â, B̂, Ĉ) and (A,B, C) achieve the same
input-output operator. To this end, we define the error
system (Ae,Be, Ce) by
Ak,e =
[
Ak 0
0 Âk
]
, Bk,e =
[
Bk
B̂k
]
, Ck,e =
[
Ck −Ĉk
]
.
The reachability Gramian Pe of the error system satis-
fies the periodic Lyapunov equation
σPe = AePeATe + BeBTe .
If we partition Pk,e in the form
Pk,e =
[
Pk,11 Pk,12
PTk,12 Pk,22
]
,
then we obtain immediately that P11 = STS, P22 = Σ˜,
and P12 satisfies the periodic Sylvester equation
σP12 = AP12ÂT + BB̂T . (27)
This equation has a unique solution guaranteed by the
asymptotic stability of both the non-minimal and min-
imal realizations.
After substituting B̂ in (11) into (27) we obtain
σP12 = AP12ÂT + BBTσLT .
Further, we substitute BBT = σSTσS −ASTSAT and
L = Σ˜− 12UT1 R in the above equation and rearrange the
terms to get
σ(P12 − STSRTU1Σ˜− 12 ) =
AP12ÂT −ASTSATσRTσU1σΣ˜− 12 . (28)
Using again the identity V1VT1 + V2VT2 = I and (23),
we become for the right-hand side of (28)
AP12ÂT −AST (V1VT1 + V2VT2 )SATσRTσU1σΣ˜−
1
2 =
A(P12 − STV1Σ˜ 12 )ÂT ,
where we also used the expression of Â in (11). Finally,
observing that
SRTU1 = VΣUTU1 = V1Σ˜,
we get from (28)
σ(P12 − STV1Σ˜ 12 ) = A(P12 − STV1Σ˜ 12 )ÂT ,
which has the unique solution
P12 = STV1Σ˜ 12 .
Thus, the reachability Gramian is given by
Pk,e =
[
STk Sk S
T
k Vk,1Σ˜
1
2
k
Σ˜
1
2
k V
T
k,1Sk Σ˜k
]
.
Similarly, we find that the observability Gramian is
Qk,e =
[
RTkRk −RTk Uk,1Σ˜
1
2
k
−Σ˜ 12k UTk,1Rk Σ˜k
]
.
A direct check shows that PeQe = 0 and therefore all
Hankel singular values are zero. Using operator theory
arguments [4], it results that the Hankel-operator as-
sociated to the error system is zero and thus the corre-
sponding input-output (Toeplitz) operator is also zero.
Thus the two systems realize the same input-output
operator. 2
