In this paper we obtain upper and lower bounds for the H 1 norm of the Kalman lter and RLS algorithm, with respect to prediction and ltered errors. These bounds can be used to study the robustness properties of such estimators. One main conclusion is that, unlike H 1 -optimal estimators which do not allow for any ampli cation of the disturbances, the least-squares estimators do allow for such ampli cation. This fact can be especially pronounced in the prediction error case, whereas in the ltered error case the energy ampli cation is at most four. Moreover, it is shown that the H 1 norm for RLS is data-dependent, whereas for LMS and normalized LMS the H 1 norm is simply unity.
Introduction
Since its inception in the early 1960's, the Kalman lter (and the closely related recursive-least-squares (RLS) algorithm) has played a central role in estimation theory and adaptive ltering. Recently, on the other hand, there has been growing interest in (so-called) H 1 estimation, with the belief that the resulting H 1 -optimal estimators will be more robust with respect to disturbance variation and lack of statistical knowledge of the exogenous signals. Therefore a natural question to ask is what the robustness properties of the Kalman lter and RLS algorithm are within the H 1 framework.
In an attempt to address this question, in this paper we obtain upper and lower bounds on the H 1 norm of the Kalman lter and RLS algorithm, with respect to prediction and ltered errors. These where F i 2 C n n , G i 2 C n m and H i 2 C p n are known matrices, x 0 , fu i g; and fv i g are unknown quantities and fy i g is the measured output. Moreover, fv i g can be regarded as measurement noise and fu i g as process noise or driving disturbance.
It is wellknown that the Kalman lter for computing the predicted estimates of the states, denoted byx i , (i.e.,x i is the least-squares estimate of x i , given fy j ; j < ig) is given bŷ We shall have the occasion to make use of both the identities in (2.6).
We can now state the main result of this paper. which is a very explicit, and quite surprising, bound. Thus the Kalman lter guarantees that the energy gain from the disturbances to the ltered errors never exceeds four.
This should be compared with the optimal energy gain 2 opt 1 obtained from an H 1 -optimal estimator 2]. Thus, for ltered errors, and from an H 1 point of view, H 2 -optimal estimators have a performance (roughly) four times worse than H 1 -optimal estimators.
(iv) The bounds of Theorem 1 are true for any value of N, and, in fact, they are also true when the upper limits of the sums in (2.7) and (2.8) for all fx 0 ; fu i ; v i g N i=0 g;which is the desired result.
To prove the upper bound of (2.8), for the ltered estimation errors, we need to proceed as follows. 
Proof of the Lower Bounds
Perhaps the most general way of computing a lower bound for the H 1 norm of the Kalman lter, or any other algorithm for that matter, is to compute the energy gain for some particular choice of disturbance signal, fx 0 ; fu i ; v i g N i=0 g. We shall presently see that the special choice of disturbance signal that yields the lower bound of Theorem 1 is that disturbance signal that minimizes the quadratic form J of (3.4), subject to the state-space constraints (2.1). To facilitate the presentation of the proof it will be convenient to introduce the following lemmas which are the straightforward counterparts of Lemmas 2 and 3, and whose proofs will therefore be omitted. Proceeding now with an argument similar to what was done in the prediction error case, leads ro the desired result.
RLS Adaptive Filtering
We are now in a position to specialize the result of Theorem 1 to the case of adaptive ltering. In adaptive ltering the model is given by
where d i is the observation, h T i = h i1 h i2 : : : h in is a known 1 n input vector, w is the unknown weight vector that we intend to estimate, and v i is an unknown disturbance signal.
The adaptive ltering problem can be regarded as a special case of a state-space estimation problem resulting from the parameters, where ?1 jw ?ŵ ?1 j 2 is a possible regularization term that re ects a priori knowledge as to how close w is to the initial estimateŵ ?1 . The special case where = 1, so that the rst term in the cost function of (5.5) disappears, is referred to as a pure least-squares problem. We will shortly have more to say about such problems.
As before let us de ne the following prediction and ltered estimation errors, e p;i = h T i w ? h T iŵji?1 and e f;i = h T i w ? h T iŵji?1 . The following result is now immediate. Remarks:
(i) Corollary 2 has an interesting interpretation: for large values of , the RLS algorithm is less robust with respect to prediction errors. In fact, we see that the (upper and lower bounds of the) H 1 norm grows as p . This is reminiscent of the robustness properties of LMS, where, as shown in 1], the learning rate had to be small enough to guarantee H 1 optimality.
More importantly, Corollary 2 shows that the pure least-squares problem (corresponding to = 1) can be highly nonrobust with respect to prediction errors.
(ii) From Corollary 3, for ltered errors, the RLS algorithm yields, Note that, as with the normalized LMS algorithm, the H 1 norm does not depend on 1].
The above result shows that, for ltered errors, least-squares algorithms are at most four times worse than H 1 -optimal algorithms (where opt = 1). This demonstrates an intermediate stage between the smoothed error case (which has access to all the observations, and where the H 1 and H 2 optimal lters coincide) and the prediction error case (which does not have access to current observations, and where the performance of LMS and RLS can be drastically di erent).
Conclusion
In this paper we obtained upper and lower bounds for the H 1 norm of the Kalman lter and RLS algorithm. These bounds may be used to study the robustness of these algorithms in di erent applications. Our results show that the H 1 norm of RLS depends on the input-output data (viz. on the fh i g), as opposed to the LMS and normalized LMS algorithms where the H 1 norm is independent of the data 1]. The bounds further show that, for prediction errors, the H 1 norm of RLS grows as the square-root of (where ?1 I is the regularization term in least-squares problems that re ects a priori knowledge of the weight vector), whereas for ltered errors, the H 1 norm of RLS (and the Kalman lter) is bounded by two.
