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a b s t r a c t
Wepropose a criterion for variable selection in discriminant analysis. This criterion permits
to arrange the variables in decreasing order of adequacy for discrimination, so that the
variable selection problem reduces to that of the estimation of suitable permutation and
dimensionality. Then, estimators for these parameters are proposed and the resulting
method for selecting variables is shown to be consistent. In a simulation study, we compute
proportions of correct classification after variable selection in order to gain understanding
of the performance of our proposal and to compare it to existing methods.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In applied statistical studies, it is common to collect data from the observation of a large pool of variables on a given
population. Then, it is of interest to select from that pool a few variables that are really adequate for further analysis. In the
context of discriminant analysis, several methods have been proposed in the literature for the variable selection problem.
Some of these methods are based on tests for the nullity of coefficients of the linear discriminant function or for additional
information (e.g., [9,12–14]), whereas others are based on theminimization (or maximization) of some criteria (e.g., [2,7,10,
14,17]). One of the drawbacks of methods of the first type is that the results of the related selection procedures depend on
the significance levels that are used for the tests. Moreover, and that is also the case for themethods of the second type, they
require efficient procedures for searching the variable subsets that are evaluated at each step. Indeed, there are 2d−1 distinct
subsets of d variables; so, an exhaustive search is computationally infeasible except for the cases with low dimensionality.
However, although traditional stepwise procedures can be improved so as to obtain faster methods (see [1]), it is now
well recognized (see, e.g., [5]) that the procedures that consider all possible variable subsets give better results for variable
selection. That is why Duarte Silva [5] proposed an adaptation of the well known leaps and bound algorithm (see [8]) in
order to compare, according to relevant criteria, variable subsets. This discussion reveals the interest of proposing a method
for variable selection in discriminant analysis which is not based on tests and which leads to an efficient and fast procedure.
In this paper, we propose amethod based on theminimization of a criterionwhich can be seen as ameasure of the loss of
information obtaining by selecting a variable subset. This criterion, that is introduced in Section 2, is used to arrange all the
variables in decreasing order of adequacy for discrimination, so that the variable selection problem reduces to that of the
estimation of suitable permutation and dimensionality. In Section 3, estimators for these parameters are given, so defining
our method for selecting variables which is then shown to be consistent. Also, a test for validation of a selected subset is
proposed; this test just is a particular case of the test of invariance of linear canonical analysis introduced in [15]. Section 4
is devoted to the presentation of some simulation results; for normal populations involving two groups, we computed post-
selection percentages of correct classification in order to evaluate the performance of the proposedmethodon a finite sample
and to compare it to existing methods. All the proofs of lemmas and theorems have been carried out in Section 5.
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2. Notations and preliminaries
For any Euclidean space F we denote by ⟨·, ·⟩F its inner product. As usual, the vector space of operators from F to another
Euclidean space G will be denoted by L (F ,G), or simply by L(F) when F = G. Throughout this paper, we make use of the
tensor product⊗ between vectors; for any Euclidean spaces F and G, it is defined as the bilinear map from F ×G toL (F ,G)
such that for all pairs (u, v) in F × G, u ⊗ v is the map h ∈ F → ⟨u, h⟩F v ∈ G. When u = v, we will write u⊗2 instead
of u⊗ u. This tensor product is related to some well known matricial operations; we refer to [4] for details on this subject.
For p ≥ 1 we denote by ⟨·, ·⟩Rp the usual Euclidean inner product in Rp and by ∥·∥Rp the associated norm. Let (Ω,A, P) be
a probability space and consider q mutually exclusive population groups G1, . . . ,Gq, that is a partition of Ω; we suppose
that for ℓ ∈ {1, . . . , q} the probability pℓ := P (Gℓ) is non null. Let X =

X (1), . . . , X (p)
T be a random vector defined on
(Ω,A, P) and valued into Rp where p ≥ 2. Denoting by E the mathematical expectation, we suppose E ∥X∥4Rp < +∞.
Then we consider the mean µ := E(X), and the covariance operator of X is given by V = E

(X − µ)⊗2

; from now on,
we suppose that this operator is invertible. Besides, we consider the conditional meansµℓ := E (X |Gℓ) (ℓ = 1, . . . , q), and
the covariance operator B := qℓ=1 pℓ (µℓ − µ)⊗2 between the groups. We are concerned with the problem of variable
selection for discriminant analysis of X , that is finding out a smaller number of components of X which are adequate for the
discrimination between the groupsG1, . . . ,Gq. This amounts to identifying the subset I0 of variables which do notmake any
contribution for the discrimination between the q groups, that is, variables of which the coefficients in all the discriminant
functions are null. Now, let λ1 ≥ · · · ≥ λp denote the eigenvalues of T = V−1B and let νi =

νi1, . . . , νip
T (for i = 1, . . . , p)
be an eigenvector of T associated with λi. Then, one knows (see, e.g., [13,6,9]) that, putting I = {1, . . . , p}, one has
I0 = {k ∈ I/∀ 1 ≤ i ≤ r, νik = 0} , (2.1)
where r denotes the rank of T . Therefore, the variable selection problem boils down to the estimation of I1 = I − I0;
from now on, we suppose that I1 is not empty and we are interested with the aforementioned estimation problem. We will
first characterize the set by means of a criterion which is introduced below. For any subset K of I , let AK be the projector
x = (xi)i∈I ∈ Rp → xK = (xi)i∈K ∈ Rcard(K) and put QK := A∗K

AKVA∗K
−1 AK where, for any operator T , we denote by T ∗ its
adjoint. Then, we consider the criterion
ξK =
q
ℓ=1
p2ℓ ∥(IRp − VQK ) (µℓ − µ)∥2Rp ,
where IRp denotes the identity of Rp.
Remark 2.1. Of course, the preceding eigenvectors νi (i = 1, . . . , p) of T are not unique. However the characterization of
I0 given in Eq. (2.1) holds whatever are the considered eigenvectors (see [6]). For convenience, we consider in this paper
eigenvectors of T which satisfy νi = V−1/2τi, where (τi)1≤i≤p is an orthonormal basis of Rp such that τi is an eigenvector of
T
′ = V−1/2BV−1/2 associated with λi. This will be useful for proving the characterization of I1 which is given below.
The following theorem gives the aforementioned characterization.
Theorem 2.1. For any subset K of I, we have ξK = 0 if and only if I1 ⊂ K .
Remark 2.2.
(1) This theorem shows that I1 is the minimal subset of I (in the inclusion sense) for which the above criterion is null. Then
in order to determine I1 one has to minimize this criterion over I .
(2) Connections with discriminant power will now be enlightened. Letting {uk; k ∈ I} be the canonical basis of Rp, and
denoting by EK (resp. EI−K ) the subspace of Rp spanned by {uk; k ∈ K} (resp. {uk; k ∈ I − K}), it is clear that
Rp = EK ⊕ EI−K , where⊕ denotes the direct orthogonal sum, and that IRp = AK + AI−K . Then, putting
µ
(1)
ℓ := AKµℓ, µ(2)ℓ := AI−Kµℓ, V11 := AKVA∗K and V21 := AI−KVA∗K ,
we have µℓ − VQKµℓ = µ(1)ℓ + µ(2)ℓ − (AK + AI−K ) VQKµℓ = µ(2)ℓ − V21V−111 µ(1)ℓ and, similarly, µ − VQKµ =
µ(2) − V21V−111 µ(1), where µ(1) := AKµ and µ(2) := AI−Kµ. Therefore, ξK = 0 if and only if µ(2)ℓ − V21V−111 µ(1)ℓ =
µ(2) − V21V−111 µ(1) for ℓ = 1, . . . , q, which is equivalent to
µ
(2)
1 − V21V−111 µ(1)1 = µ(2)2 − V21V−111 µ(1)2 = · · · = µ(2)q − V21V−111 µ(1)q . (2.2)
Eq. (2.2) has been shown in [6] to be the condition forwhich the subset of variables

X (i); i ∈ I − K carries no additional
information over and above that carried by the full set

X (i); i ∈ I for discriminating between the q groups, and to be
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equivalent to tr

V−111 B11

/tr

V−1B
 = 1, where B11 := AKBA∗K and tr denotes the trace operator. This ratio can be taken
as a measure of the relative discrimination power of the subset

X (i); i ∈ K (see [3]). Therefore, I1 is characterized as
the minimal subset of I which preserves the discrimination power of

X (i); i ∈ I.
(3) The above remarks also show that ξK = 0 if and only if there is no loss of the information (about discrimination power)
when the subset {Xi; i ∈ K} is selected. So, ξK can be seen as a measure of the loss of information obtained when this
subset is selected.
Examining all the 2p − 1 subsets of I in order to find I1 could be very laborious, especially when p is large. So it is of
interest to introduce a strategy which permits reducing the number of steps in the research of I1. This will be done below
by considering a further characterization which is deduced from Theorem 2.1. We say that a variable X (i) (i ∈ I) is adequate
for discrimination if i ∈ I1. Note that the equality ξI−{i} = 0 is equivalent to I1 ⊂ I − {i} (see Theorem 2.1), that is i ∈ I0.
Therefore, the real numbers ξKi , with Ki = I − {i}, can be seen as measures of variable adequacy for discrimination. A
variable X (i) is adequate for discrimination if ξKi > 0, and we will say that another variable X
(j) with j ≠ i is more adequate
for discrimination than X (i) if ξKj ≥ ξKi . Now, let us arrange the X (i)’s in nonincreasing order of adequacy; this is done by
considering a permutation σ of I which satisfies the following two properties:
(A1) ξKσ(1) ≥ ξKσ(2) ≥ · · · ≥ ξKσ(p);
(A2) ξKσ(i) = ξKσ(j) and i < j imply σ(i) < σ(j).
Condition (A2) means that variables having a same value for ξKi are arranged in increasing order of the corresponding
indices i; it ensures the unicity of σ . Since I1 is a non-empty set, there exists an integer s ∈ I which is equal to p when
I1 = I , and satisfying ξKσ(1) ≥ · · · ≥ ξKσ(s) > ξKσ(s+1) = · · · = ξKσ(p) = 0 when I1 ≠ I . Then, from the equivalence
ξKi > 0⇔ i ∈ I1, which is easily deduced from Theorem 2.1, we obtain:
Corollary 2.1. I1 = {σ(i); 1 ≤ i ≤ s}.
This shows that the estimation of I1 boils down to that of σ and s and can be achieved from rearranging I in nonincreasing
order of estimates of the ξKi ’s. This strategy yields a significant reduction of the number of steps in the estimation of I1. Let
X1, . . . , Xn be a training sample, that is an i.i.d. sample from X such that the group to which each observation belongs is
known. The fact that the i-th observation belongs to the group Gℓ will simply be denoted by i ∈ Gℓ and I{i∈Gℓ} will stand
for the characteristic function of this event. Let us consider X
(n) := n−1ni=1 Xi and V (n) := n−1ni=1(Xi − X (n))⊗2 =
n−1
n
i=1 X
⊗2
i − X (n)
⊗2
, and for ℓ ∈ {1, . . . , q}, N (n)ℓ = ni=1 I{i∈Gℓ}, X (n)ℓ = N (n)−1ℓ i∈Gℓ Xi. Then for any subset K of I ,
puttingQ (n)K := A∗K (AKV (n)A∗K )−1AK , we take as estimator of ξK the random variable
ξ (n)K = q
ℓ=1
N (n)ℓ
n
2 IRp −V (n)Q (n)K  X (n)ℓ − X (n)2Rp .
Now, wewill give a result which establishes strong consistency forξ (n)K as estimator of ξK and will be useful for determining
its asymptotic distribution. We consider the random vector Y = IG1 , . . . , IGqT = qℓ=1 IGℓeℓ, where for any A set we
denote by IA its characteristic function, and

e1, . . . , eq

is the canonical basis of Rq. Further, letm0 := (µ, 0) ∈ Rp+q and Z
be the Rp+q- valued random vector defined as Z = (X, Y ). Then the operatorΛ = E

(Z −m0)⊗2

can be written as
Λ =

V V12
V21 V2

where V12 = E (Y ⊗ (X − µ)) = V ∗21 and V2 = E

Y⊗2

. Similarly, considering Yi :=qℓ=1 I{i∈Gℓ}eℓ,m(n) := X (n), 0 and
Zi := (Xi, Yi) , i = 1, . . . , n, we introduce the random operator Λ(n) = n−1ni=1 Zi − m(n)⊗2 which can be written as
Λ(n) = V (n) V (n)12V (n)21 V (n)2

whereV (n)12 = n−1ni=1 Yi ⊗ Xi − X (n) = V (n)21 ∗ andV (n)2 = n−1ni=1 Y⊗2i . Let us denote by πxy (with (x, y) ∈ {1, 2}2)
the projector
T =

T11 T12
T21 T22

∈ L Rp+q → Txy ∈ L Rpy ,Rpx ,
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where p1 = p, p2 = q. For any ℓ ∈ {1, . . . , q} and any K ⊂ I , we consider the operator Φℓ,K : T ∈ L

Rp+q
 →
⟨π22(T )eℓ, eℓ⟩Rq
∆ℓ,KRp ∈ R, where∆ℓ,K = (IRp − VQK ) (µℓ − µ), and
Ψℓ,K : T ∈ L

Rp+q
 → (IRp − VQK ) −p−1ℓ ⟨π22(T )eℓ, eℓ⟩Rq (µℓ − µ)+ p−1ℓ π12(T )eℓ − π11 (T )QK (µℓ − µ) ∈ Rp.
Then, we have:
Theorem 2.2. For any K ⊂ I:
(i) ξ (n)K converges almost surely to ξK as n →+∞;
(ii) nξ (n)K = qℓ=1 Φ(n)ℓ,K U (n)+ pℓ Ψ (n)ℓ,K U (n)+√n∆ℓ,KRp2, where U (n) = √n Λ(n) −Λ and Φ(n)ℓ,Kn∈N∗ (resp.Ψ (n)ℓ,Kn∈N∗ ) is a sequence of random operators which converges almost surely uniformly toΦℓ,K (resp. Ψℓ,K ).
3. Selection of variables
In this section, we propose a method for selecting variables through the estimation of I1. According to Corollary 2.1, this
estimation problem reduces to that of σ and s. Estimators for these two parameters are proposed below and consistency
properties are established for them.
3.1. Estimation of σ and s
Let us consider a sequence (fn)n∈N∗ of functions from I to R+ such that there exists a real γ ∈ ]0, 1/2[ and a strictly
decreasing function f : I → R+ satisfying:
∀i ∈ I, lim
n→+∞ (n
γ fn (i)) = f (i). (3.1)
Then, recalling that Ki = I − {i}, we putφ(n)i =ξ (n)Ki + fn(i) (i ∈ I) (3.2)
and we take as estimator of σ the random permutation σ (n) of I such that φ(n)σ (n)(1) ≥ φ(n)σ (n)(2) ≥ · · · ≥ φ(n)σ (n)(p) and ifφ(n)σ (n)(i) =φ(n)σ (n)(j) with i < j, thenσ (n)(i) < σ (n)(j). Furthermore, we considerJ (n)i = σ (n)(j); 1 ≤ j ≤ i andψ (n)i =ξ (n)J(n)i + gn σ (n)(i) (i ∈ I) (3.3)
where (gn)n∈N∗ is a sequence of functions from I toR+ such that there exist a real β ∈ ]0, 1[ and a strictly increasing function
g : I → R+ satisfying:
∀i ∈ I, lim
n→+∞

nβgn (i)
 = g(i). (3.4)
Then, we take as estimator of s the random variable
s(n) = mini ∈ I/ψ (n)i = minj∈I ψ (n)j 

. (3.5)
Remark 3.1. The penalty terms fn(i) and gn
σ (n)(i)will ensure consistency for both estimatorsσ (n) ands(n). Many choices
can be made for fn and gn; for example, one can take fn(i) = n−1/4i−1 and gn(i) = n−3/4i; then Eqs. (3.1) and (3.4) hold with
γ = 1/4, β = 3/4, f (i) = i−1 and g(i) = i.
3.2. Consistency and variable selection procedure
The following theorem establishes consistency for the preceding estimators:
Theorem 3.1. The two following assertions hold:
(i) limn→+∞ P
σ (n) = σ  = 1;
(ii)s(n) converges in probability to s, as n →+∞.
When σ and s have been estimated as indicated above, the variable selection is achieved by taking the setI(n)1 =σ (n)(i); 1 ≤ i ≤s(n) as the estimator of I1. An easy application of Theorem 3.1 gives consistency for this variable
selection procedure. Indeed, from the inclusion
σ (n) = σ ∩ r (n) = r ⊂ I(n)1 = I1 and the above theorem, we obtain:
limn→+∞ P
I(n)1 = I1 = 1.
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3.3. Validation of a selected subset
When a subset of variables has been selected its validation as a subset containing variables which are adequate for
discrimination may be important. For doing that, we now introduce a test for adequacy of a subset of variables

X (i); i ∈ K
where K ⊂ I . It is the test for the hypothesisH0 : ξK = 0 against the hypothesisH1 : ξK > 0. We takeξ (n)K as test statistic
and, for any pair (i, j) in {1, . . . , q}2, we consider: Si = 1 + ⟨X − µ, V−1(µi − µ)⟩Rp , ηi/j(K) = E(Si (X − µ) ⊗ (X −
µj)|Gj), ρij(K) = E((SiSj)(X − µ)⊗2) and Vi = E((X − µi)⊗2 |Gi); then we have:
Theorem 3.2. Under H0, the sequence nξ (n)K converges in distribution, as n → +∞, to Q = qℓ=1 p2ℓ Wℓ,K2Rp , where
Wℓ,K

1≤ℓ≤q is a random variable valued into (R
p)q and having a centered normal distribution such that for (i, j) in {1, . . . , q}2:
E

Wj,K ⊗Wi,K
 = (IRp − VQK ) δijp−1i Vi − ηi/j (K)− ηj/i (K)∗ + ρij(K) (IRp − VQK )∗ , (3.6)
δ denoting the Kronecker symbol.
For a given (asymptotic) significance level α ∈ ]0, 1[, the approximated critical region of this test is defined as C (n)k (α) =
ω ∈ Ω; nξ (n)K (ω) > qα, where qα is a critical value satisfying P qℓ=1 p2ℓ Wℓ,K2Rp > qα = α. Sinceξ (n)K is a strongly
consistent estimator of ξK , this test is consistent in the sense that, underH1, one has limn→+∞ P

C (n)k (α)

= 1; the proof
is similar to that of Theorem 4.2 in [15]. Note that since

pℓWℓ,K

1≤l≤q has a centered normal distribution in (R
p)q ,Q is a
quadratic form of a normal random vector. In order to determine qα in practice, we may use the distribution function of Q
or an approximation of it. Both depend on the eigenvalues of the covariance operator of

pℓWℓ,K

1≤l≤q through formulas
given in [11]. Clearly, this covariance operator has the matrix expression

pipjΛ
(K)
ij

1≤i,j≤q
whereΛ(K)ij := E

Wj,K ⊗Wi,K

.
The terms involved in this matrix expression are unknown, so they are to be replaced by estimates. For example, one can
replace in the formula given in Eq. (3.6) each parameter by its empirical counterpart.
4. Simulation results
To check the efficacy of the proposed approach and to compare it with that of existing methods, a simulation study was
done.We considered the two group case aswell as an examplewithmore than two groups.We computed the post-selection
classification capacity (CC), that is the proportion of correct classification (obtained by using linear classifier) after variable
selection, from our method with penalty terms as defined in Remark 3.1 and from known methods. For the two group case,
these latter methods are those proposed in [7] based respectively on the estimated error rate of misclassification (ERC) and
Akaike’s information criterion (AIC), and the method given in [10] based on cross model validation (CMV). For the three
group case, we compared our approach to the GRASP method (see [16]) with greedy function based on the number of hits
obtainedwith Fisher’s classifier and stop criterion executed after 10 iterations. The datawas generated froma 5-dimensional
random vector X having a normal distribution with covariance matrix V . Denoting by µℓ the mean of X in the ℓ-th group
(ℓ = 1, 2, 3) and putting δjℓ = µj −µℓ, we tookµ1, µ2 andµ3 such that, for any pair (j, ℓ) ∈ {1, 2, 3}2 satisfying j ≠ ℓ, the
squared Mahalanobis distance δTjℓV
−1δjℓ equals a given value D2, with D ∈ [0, 3]. Three models were considered:
Model A: Two groups; V = I5 where I5 denotes the 5 × 5 identity matrix, µ1 = (0, 0, 0, 0, 0)T , and δ12 =
1√
6
D, 0, 1√
2
D, 0, 1√
3
D
T
.
Model B: Two groups; V = 12 (I5 + J) where J is the 5× 5 matrix with all elements equal to 1, µ1 = (0, 0, 0, 0, 0)T and
δ12 = 14 (D, 0, 2D, 0, 3D)T .
Model C: Three groups; V = 12 (I5 + J), µ1 = (0, 0, 0, 0, 0)T , µ2 = 14 (D, 0, 2D, 0, 3D)T and µ3 = 110 (7D, 0, 0, 0, 5D)T .
We computed the aforementioned classification capacity over 2000 replications. For each replication, two data sets were
generated:
(1) a training sample of size n. For models A and B, we took n = 50, 100, 200 and the two groups had sizes n1 = n2 = n/2.
Formodel C, we took n = 600 and the three groups had sizes n1 = n2 = n3 = 200. On this training sample, the different
methods were used for variable selection;
(2) a test sample having the same size than the training sample. On this sample, we computed the proportion of correct
classification obtained by using linear classifier based on the variables that were selected in the previous step.
The results are reported in Fig. 1(a)–(c) for model A, in Fig. 2(a)–(c) for model B and in Table 1 for model C. In the two group
cases, our method (DIRECT) gives the better results in the case of uncorrelated variables (Model A) as well as in that of
correlated variables (Model B). There is just a slight difference between the results of ERC and AIC, and they move closer to
that of DIRECT as the sample size increases. CMV gives the worst results. In the case of three groups (Model C), our method
outperforms the GRASP method whatever the number r of variables that are to be selected by this latter method, excepted
when D = 0.0.
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Fig. 1. Proportion of post-selection correct classification (classification capacity) versus squaredMahalanobis distance between populations. Case ofModel
A. (a) n = 50, n1 = n2 = 25 (b) n = 100, n1 = n2 = 50 (c) n = 200, n1 = n2 = 100.
Table 1
Classification capacity, over 2000 replications. The number of variables to be selected by the GRASP method is denoted by r .
D DIRECT GRASP
r = 1 r = 2 r = 3 r = 4
0.0 0.357 0.349 0.358 0.365 0.371
0.5 0.427 0.375 0.396 0.409 0.422
1.0 0.523 0.421 0.466 0.485 0.509
1.5 0.614 0.468 0.537 0.561 0.599
2.0 0.700 0.513 0.602 0.633 0.686
2.5 0.773 0.555 0.661 0.698 0.759
3.0 0.838 0.597 0.716 0.758 0.824
5. Proofs
5.1. Proof of Theorem 2.1
Consider the map L : x ∈ Rp → ⟨x, X − µ⟩Rp ∈ L2 (Ω,A, P), where ⟨·, ·⟩Rp denotes the usual Euclidean inner product
in Rp andL2 (Ω,A, P) is the usual space of real random variables having second order moments. Clearly, the adjoint L∗ of
L is defined by L∗(z) = E (z (X − µ)) for any z ∈ L2 (Ω,A, P), and we have V = L∗L. Furthermore, denoting by ΠE the
orthogonal projector onto a subspace E andbyR(S) the range of the operator S, wehaveΠR(LA∗K ) = LA∗K

AK L∗LA∗K
−1 AK L∗ =
LQK L∗; and since
L∗

IGℓ
 = E IGℓ (X − µ) = pℓ (µℓ − µ) (5.1)
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(a) Model B, n = 50, n1 = 25. (b) Model B, n = 100, n1 = 50.
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(c) Model B, n = 200, n1 = 100.
Fig. 2. Proportion of post-selection correct classification (classification capacity) versus squaredMahalanobis distance between populations. Case ofModel
B. (a) n = 50, n1 = n2 = 25 (b) n = 100, n1 = n2 = 50 (c) n = 200, n1 = n2 = 100.
it follows: ξK = qℓ=1 L∗ IL2 −ΠR(LA∗K ) IGℓ2Rp = qℓ=1 L∗ΠR(LA∗K )⊥ IGℓ2Rp , where IL2 is the identity of L2(Ω,
A, P) andR

LA∗K
⊥ denotes the orthogonal space ofR LA∗K . Therefore, we have ξK = 0 if and only if
∀ℓ ∈ {1, . . . , q} , L∗Π
R(LA∗K )
⊥

IGℓ
 = 0. (5.2)
Moreover, L∗Π
R(LA∗K )
⊥ = L∗Π
R(LA∗K )
⊥ΠR(L)⊥ + L∗ΠR(LA∗K )⊥ΠR(L) and since R(L)
⊥ ⊂ R LA∗K ⊥ and R(L)⊥ = ker (L∗), it
follows that
L∗Π
R(LA∗K )
⊥ = L∗Π
R(LA∗K )
⊥ΠR(L) = L∗ΠR(LA∗K )⊥

L∗
Ď L∗, (5.3)
where for any operator S we denote by SĎ itsMoore–Penrose inverse. Hence using Eq. (5.1) togetherwith Eq. (5.3), we obtain
L∗Π
R(LA∗K )
⊥

IGl
 = pℓ L∗ΠR(LA∗K )⊥ L∗Ď L∗LV−1 (µℓ − µ)
= pℓ L∗ΠR(LA∗K )⊥ΠR(L)LV
−1 (µℓ − µ)
= pℓ L∗ΠR(LA∗K )⊥LV
−1 (µℓ − µ) . (5.4)
Therefore, using Eq. (5.4) together with the following equalities (see, e.g., [4])
tr

u⊗
2

= ∥u∥2 and (Au)⊗ (Bv) = B (u⊗ v) A∗, (5.5)
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where u, v are vectors and A, B are linear maps, we obtain
q
ℓ=1
p−1ℓ
L∗Π
R(LA∗K )
⊥

IGℓ
2
Rp
= tr

L∗Π
R(LA∗K )
⊥LV−1BV−1L∗Π
R(LA∗K )
⊥L

.
Using the spectral decompositionV−1/2BV−1/2 =rj=1 λjτ⊗2j , where theλj’s are positive reals, and the equalities in Eq. (5.5),
we obtain
q
ℓ=1
p−1ℓ
L∗Π
R(LA∗K )
⊥

IGℓ
2
Rp
=
r
j=1
λj
L∗Π
R(LA∗K )
⊥LV−1/2τj
2
Rp
=
r
j=1
λj
L∗Π
R(LA∗K )
⊥Lνj
2
Rp
.
Consequently, Eq. (5.2) is equivalent to: L∗Π
R(LA∗K )
⊥Lνj = 0 (j = 1, . . . , r), which is equivalent to
∀j ∈ {1, . . . , r} , Π
R(LA∗K )
⊥Lνj = 0. (5.6)
Now, it remains to prove that Eq. (5.6) is equivalent to the inclusion I1 ⊂ K . Clearly, this inclusion is equivalent to
I − K ⊂ I0, that is:
∀j ∈ {1, . . . , r} , ∀k ∈ I − K , νjk = 0. (5.7)
Eq. (5.7) is equivalent to the existence of vectors βj ∈ Rcard(K) (j = 1, . . . , r) satisfying νj = A∗Kβj. Therefore, since
ker(L) = ker(V ) = {0}, the last equality coming from the invertibility of V , it follows that Eq. (5.7) is equivalent to:
∀j ∈ {1, . . . , r} , ∃βj ∈ Rcard(K), Lνj = LA∗Kβ , which is equivalent to Eq. (5.6).
5.2. Proof of Theorem 2.2
(i) By the strong law of large numbers X
(n)
ℓ , X
(n)
,V (n) and, therefore, Q (n)K converge almost surely to µℓ, µ, V and QK
respectively, as n →+∞. Then the almost sure convergence ofξ (n)K to ξK is obviously deduced.
(ii) For ℓ ∈ {1, . . . , q}, putting ∆(n)ℓ,K := IRp −V (n)Q (n)K  X (n)ℓ − X (n), it is easy to verify that
√
n∆(n)ℓ,K = (IRp − VQK )

−p−1ℓ
√
n
N (n)ℓ
n
− pℓ

X
(n)
ℓ − X (n)

+ p−1ℓ
√
n
N (n)ℓ
n

X
(n)
ℓ − X (n)

− pℓ (µℓ − µ)

−√n V (n) − V Q (n)K X (n)ℓ − X (n)

+√n∆ℓ,K .
On the other hand, we have
V12eℓ = E (⟨Y , eℓ⟩Rq (X − µ)) = E

IGℓ (X − µ)
 = pℓµℓ, (5.8)
⟨V2eℓ, eℓ⟩Rq = E
⟨Y , eℓ⟩2Rq = E IGℓ = pℓ, (5.9)V (n)12 eℓ = n−1ni=1⟨Yi, eℓ⟩Rq (Xi − X (n)) = n−1ni=1 I{i∈Gℓ} (Xi − X (n)) = n−1N (n)ℓ (X (n)ℓ − X (n)) and ⟨V (n)2 eℓ, eℓ⟩Rq =
n−1
n
i=1⟨Yi, eℓ⟩2Rq = n−1
n
i=1 I{i∈Gℓ} = n−1N (n)ℓ . Therefore,
√
n
N (n)ℓ
n
− pℓ

=
√
n
V (n)2 − V2 eℓ, eℓRq = π22 U (n) eℓ, eℓRq , (5.10)
√
n
N (n)ℓ
n

X
(n)
ℓ − X (n)

− pℓ (µℓ − µ)

= √n
V (n)12 − V12 eℓ = π12 U (n) eℓ;
thus
√
n∆(n)ℓ,K = Ψ (n)ℓ,K U (n)+√n∆ℓ,K (5.11)
where Ψ (n)ℓ,K (T ) = (IRp − VQK )(−p−1ℓ ⟨π22(T )eℓ, eℓ⟩Rq(X (n)ℓ − X (n)) + p−1ℓ π12(T )uℓ − π11(T )QK (X (n)ℓ − X (n))). Moreover,
nξ (n)K = qℓ=1 √nN(n)ℓn − pℓ ∥∆(n)ℓ,K∥Rp + pℓ∥√n∆(n)ℓ,K∥Rp2. Then from Eqs. (5.10) and (5.11) we deduce that nξ (n)K =
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ℓ=1
Φ(n)ℓ,K U (n)+ pℓ Ψ (n)ℓ,K U (n)+√n∆ℓ,KRp2, where Φ(n)ℓ,K is the random operator defined by Φ(n)ℓ,K (T ) =
⟨π22(T )eℓ, eℓ⟩Rq
∆(n)ℓ,KRp . Since X (n)ℓ ,V (n) and Q (n)K converge almost surely to µℓ, V and QK respectively as n → +∞ (see
(i))∆(n)ℓ,K converges also almost surely to∆ℓ,K as n →+∞. This clearly implies the almost sure uniform convergence ofΦ(n)ℓ,K
and Ψ (n)ℓ,K toΦℓ,K and Ψℓ,K , respectively.
5.3. A useful lemma
Nowwe introduce a lemmawhichwill be used in the proofs of Theorems 3.1 and 3.2.We denote by⊗ the tensor product
between operators of L

Rp+q

, associated with the Hilbert–Schmidt inner product defined by: ⟨T , S⟩ = tr (T S∗), and we
recall that we have introduced the Rp+q-valued random variable Z0 := (X, 0). Then we have:
Lemma 5.1. As n → +∞, the sequenceU (n) = √n Λ(n) −Λ converges in distribution to a r.v. U having a centered normal
distribution inL

Rp+q

, with covariance operator:
Γ = E

Z⊗
2 − E

Z⊗
2

− (Z − E(Z))⊗m−m⊗ (Z − E(Z))
+ (m− E(Z))⊗ (Z0 −m)+ (Z0 −m)⊗ (m− E(Z))
⊗2
.
Proof. It is easy to verify that
Λ(n) −Λ = n−1 n
i=1
Z⊗
2
i − E

Z⊗
2

−

Z
(n) − E(Z)

⊗ m(n) − E(Z)⊗ m(n) −m
− m(n) −m⊗ Z (n) −m⊗ Z (n) − E(Z)+ m(n) −m⊗ m(n) +m⊗ m(n) −m ,
where Z
(n) = n−1ni=1 Zi. Considering the L Rp+q × Rp+q-valued random variables W = Z⊗2 , X, Y and Wi =
Z⊗
2
i , Xi, Yi

, i = 1, . . . , n, and the operators L1 : (a, x, y) ∈ L

Rp+q
 × Rp+q → a ∈ L Rp+q , L2 : (a, x, y) ∈
L

Rp+q
 × Rp+q → (x, y) ∈ Rp+q and L3 : (a, x, y) ∈ L Rp+q × Rp+q → (x, 0) ∈ Rp+q, it is obvious that√
n(n−1
n
i=1 Z
⊗2
i − E(Z⊗2)) = L1(H(n)),√n(Z (n) − E(Z)) = L2(H(n)) and √n(m(n) − m) = L3(H(n)), where H(n) =√
n

n−1
n
i=1 Wi − E(W )

. Therefore we haveU (n) =ϕ(n) H(n), whereϕ(n) is the random operator defined by:
ϕ(n)(T ) = L1(T )− L2(T )⊗ m(n) − E(Z)⊗ L3 (T )− L3(T )⊗ Z (n) −m⊗ L2(T )+ L3(T )⊗ m(n) +m⊗ L3(T ).
Clearly, from the strong lawof large numbers, the sequencesm(n) and Z (n) converge almost surely tom andE(Z) respectively,
as n →+∞. Henceϕ(n) converges almost surely uniformly to the operator ϕ defined by:
ϕ(T ) = L1(T )− L2(T )⊗m− E(Z)⊗ L3(T )− L3(T )⊗ E(Z)−m⊗ L2(T )+ L3(T )⊗m+m⊗ L3(T ).
Further, from the central limit theorem inL

Rp+q
×Rp+q, the sequenceH(n) converges in distribution to aL Rp+q×Rp+q-
valued random variableH having a centered normal distributionwith covariance operator equal to that ofW . Consequently,
denoting by ∥·∥∞ the usual uniform convergence norm for operators, the inequalityϕ(n) H(n)− ϕ H(n)
L(Rp+q) ≤
ϕ(n) − ϕ∞ H(n)L(Rp+q)×Rp+q
shows thatϕ(n) H(n) − ϕ H(n) converges in probability to 0 as n → +∞. Thereforeϕ(n) H(n) and ϕ H(n) have the
same limiting distribution. Since ϕ is continuous (because it is linear from a finite dimensional space to another), ϕ
H(n)
converges in distribution to the r.v. U = ϕ(H) which has a centered normal distribution in L Rp+q, with covariance
operator equal to that of ϕ(W ), that isΓ = E

ϕ(W )⊗2. It remains to give an explicit form forΓ . Using the above definition
of ϕ we obtain
ϕ(W ) = Z⊗2 − E

Z⊗
2

− (Z − E(Z))⊗m− E(Z)⊗ (Z0 −m)
− (Z0 −m)⊗ E(Z)−m⊗ (Z − E(Z))+ (Z0 −m)⊗m+m⊗ (Z0 −m)
= Z⊗2 − E

Z⊗
2

− (Z − E(Z))⊗m−m⊗ (Z − E(Z))
+ (m− E(Z))⊗ (Z0 −m)+ (Z0 −m)⊗ (m− E (Z)) ;
and we conclude that Γ has the required expression. 
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5.4. Proof of Theorem 3.1
(i) Since
φ(n)σ (1) >φ(n)σ (2) > · · · >φ(n)σ (p) ⊂ σ (n) = σ, it suffices to prove that limn→+∞ P φ(n)σ (1) >φ(n)σ (2) > · · · >φ(n)σ (p)
= 1. There exist t ∈ I and (m1, . . . ,mt) ∈ I t such that m1 + · · · + mt = p, and ξKσ(1) = · · · = ξKσ(m1) > ξKσ(m1+1) = · · · =
ξKσ(m1+m2) > · · · > ξKσ(m1+···+mt−1+1) = · · · = ξKσ(m1+···+mt ) . Then considering the set E = {ℓ ∈ N∗; 1 ≤ ℓ ≤ t,mℓ ≥ 2} and
puttingm0 := 0 and Fℓ :=
ℓ−1
k=0 mk + 1, . . . ,
ℓ
k=0 mk − 1

(ℓ ∈ {1, . . . , t}), we obviously have
φ(n)σ (1) >φ(n)σ (2) > · · · >φ(n)σ (p) =

ℓ∈E

i∈Fℓ
φ(n)σ (i) >φ(n)σ (i+1)

∩
 
1≤ℓ≤t−1
φ(n)σ (m1+···+mℓ) >φ(n)σ (m1+···+mℓ+1)

with the convention

ℓ∈∅ Aℓ = Ω for any sequence (Aℓ) of subset ofΩ . Therefore, it remains to prove:
lim
n→+∞ P
 
1≤ℓ≤t−1
φ(n)σ (m1+···+mℓ) >φ(n)σ (m1+···+mℓ+1)

= 1 (5.12)
and
lim
n→+∞ P

ℓ∈E

i∈Fℓ
φ(n)σ (i) >φ(n)σ (i+1)

= 1. (5.13)
Proof of Eq. (5.12). If t = 1, then Eq. (5.12) is obviously obtained from the equalityℓ∈∅ φ(n)σ (m1+···+mℓ) >φ(n)σ (m1+···+mℓ+1)
= Ω . Now, let t > 1; since for any k = 1, . . . , t and any i = k−1j=0 mj + 1, . . . ,kj=0 mj, the sequenceξ (n)Kσ(i) converges
almost surely to ξKσ(i) as n →+∞ (see Theorem 2.2), it follows thatφ(n)σ (i) converges almost surely to γk := ξKσ(m0+···+mk−1+1)
as n → +∞. Note that for j ∈ {1, . . . , t − 1} one has γj > γj+1, then we can consider a real ε0 satisfying 0 <
ε0 < min1≤j≤t−1

γj − γj+1

/2. Then from the preceding almost sure convergences, we have P(lim infn∈N∗{φ(n)
σ(m1+···+mℓ)
>
γℓ − ε0}) = 1 and P(lim infn∈N∗{φ(n)
σ(m1+···+mℓ+1)
< γℓ+1 + ε0}) = 1 for ℓ = 1, . . . , t − 1. Further, since γℓ+1 + ε0 < γℓ − ε0,
we deduce thatφ(n)σ (m1+···+mℓ) > γℓ − ε0 ∩ φ(n)σ (m1+···+mℓ+1) < γℓ+1 + ε0 ⊂ φ(n)σ (m1+···+mℓ) >φ(n)σ(m1+···+mℓ+1)

;
therefore, P

lim infn∈N∗
φ(n)σ (m1+···+mℓ) >φ(n)σ (m1+···+mℓ+1) = 1. Since this latter property holds for any ℓ ∈ {1, . . . , t − 1}
we, consequently, obtain the equality P

lim infn∈N∗

1≤ℓ≤t−1
φ(n)σ (m1+···+mℓ) >φ(n)σ (m1+···+mℓ+1) = 1 which clearly
implies Eq. (5.12). 
Proof of Eq. (5.13). If E = ∅, then Eq. (5.13) is obviously obtained fromℓ∈∅i∈Fℓ φ(n)σ (i) >φ(n)σ (i+1) = Ω . Now suppose
that E ≠ ∅; first, we will show that for any ℓ ∈ E and any i ∈ Fℓ the sequence nγ
ξ (n)Kσ(i) −ξ (n)Kσ(i+1) converges in probability
to 0 as n →+∞. Using the assertion (ii) of Theorem 2.2, we obtain
nγ
ξ (n)Kσ(i) −ξ (n)Kσ(i+1) =A(n)i +B(n)i +C (n)i (5.14)
whereA(n)i = nγ−1qℓ=1 Φ(n)ℓ,Kσ(i) U (n)2 − Φ(n)ℓ,Kσ(i+1) U (n)2,
B(n)i = 2nγ−1 q
ℓ=1
pℓ
Φ(n)ℓ,Kσ(i) U (n) Ψ (n)ℓ,Kσ(i) U (n)+√n∆ℓ,Kσ(i)Rp
−Φ(n)ℓ,Kσ(i+1) U (n) Ψ (n)ℓ,Kσ(i+1) U (n)+√n∆ℓ,Kσ(i+1)Rp

,
and
C (n)i = nγ−1 q
ℓ=1
p2ℓ
Ψ (n)ℓ,Kσ(i) U (n)+√n∆ℓ,Kσ(i)2Rp − Ψ (n)ℓ,Kσ(i+1) U (n)+√n∆ℓ,Kσ(i+1)2Rp

.
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Denoting by ∥·∥∞ the usual uniform convergence norm for operators defined by ∥T∥∞ = supx≠0 (∥Tx∥ / ∥x∥) we have the
inequality
nγ−1
Φ(n)ℓ,Kσ(i) U (n)2 − Φ(n)ℓ,Kσ(i+1) U (n)2 ≤ nγ−1 Φ(n)ℓ,Kσ(i)2∞ + Φ(n)ℓ,Kσ(i+1)2∞
 U (n)2 ;
then from the almost sure convergence of Φ(n)ℓ,Kσ(i) (resp. Φ(n)ℓ,Kσ(i+1) ) to Φℓ,Kσ(i) (resp. Φℓ,Kσ(i+1) ), the convergence in
distribution of U (n) to a normal distribution (see Lemma 5.1) and the preceding inequality it follows that the sequence
nγ−1
Φ(n)ℓ,Kσ(i) U (n)2 − Φ(n)ℓ,Kσ(i+1) U (n)2 converges in probability to 0, as n → +∞. Consequently, A(n)i converges in
probability to 0 as n → +∞. By similar arguments we obtain the convergence in probability of bothB(n)i andC (n)i to 0,
as n → +∞. Therefore, from Eq. (5.14) we deduce that nγ
ξ (n)Kσ(i) −ξ (n)Kσ(i+1) converges in probability to 0 as n → +∞.
This convergence property together with Eqs. (3.1) and (3.2) implies that nγ
φ(n)σ (i) −φ(n)σ (i+1) converges in probability
to f (σ (i)) − f (σ (i+ 1)). We have ξKσ(i) = ξKσ(i+1) and from the properties of σ it follows that σ(i) < σ (i+ 1), and
since f is strictly decreasing, we obtain f (σ (i)) − f (σ (i+ 1)) > 0. We can, therefore, consider a real ε0 satisfying
0 < ε0 < f (σ (i))− f (σ (i+ 1)). The preceding convergence in probability implies that
lim
n→+∞ P

nγ
φ(n)σ (i) −φ(n)σ (i+1) > f (σ (i))− f (σ (i+ 1))− ε0 = 1,
and since the set {nγ (φ(n)σ (i)−φ(n)σ (i+1)) > f (σ (i))−f (σ (i+1))−ε0} is contained in {nγ (φ(n)σ (i)−φ(n)σ (i+1)) > 0} = {φ(n)(i) >φ(n)σ (i+1)},
we deduce that limn→+∞ P
φ(n)σ (i) >φ(n)σ (i+1) = 1. Since this latter equality holds for any ℓ ∈ E and any i ∈ Fℓ, we
consequently obtain Eq. (5.13). 
(ii) Since s(n) is valued into a subset of N, its convergence in probability to s, as n → +∞, is equivalent to
limn→+∞ P
s(n) = s = 1. We have
s(n) = s =  
1≤i<s
ψ (n)s < ψ (n)i 

∩
 
s<i≤p
ψ (n)s ≤ ψ (n)i 

with the convention

i∈∅ Ai = Ω for any family (Ai) of subsets ofΩ . It remains to prove
lim
n→+∞ P
 
1≤i<s
ψ (n)s < ψ (n)i 

= 1 (5.15)
and
lim
n→+∞ P
 
s<i≤p
ψ (n)s ≤ ψ (n)i 

= 1. (5.16)
Proof of Eq. (5.15). If s = 1, then Eq. (5.15) is obviously obtained from the equalityi∈∅ ψ (n)s < ψ (n)i  = Ω . Now suppose
that s > 1; for any i ∈ I , putting J (σ )i := {σ(j); 1 ≤ j ≤ i}, we have
σ (n) = σ ⊂ J (n)i = J (σ )i  ⊂ AJ(n)i = AJ(σ )i . Then, from
Assertion (i) of Theorem 3.1, we deduce that limn→+∞ P

AJ(n)i = AJi

= 1, which implies the convergence in probability of
AJ(n)i to AJ(σ )i as n →+∞. Furthermore, the inclusionσ (n) = σ ⊂ gn σ (n) (i)− gn (σ (i)) = 0 = nβ gn σ (n)(i)− gn (σ (i)) = 0 (5.17)
implies that gn
σ (n)(i) − gn (σ (i)) converges in probability to 0 as n → +∞. Since limn→+∞ (gn (σ (i))) = 0, we then
deduce that gn
σ (n)(i) converges in probability to 0 as n → +∞ and, consequently, that ψ (n)i converges in probability to
ξJ(σ )i
as n → +∞. For i ∈ {1, . . . , s− 1}, since ξJ(σ )i > 0 (because I1 is not included in J
(σ )
i when i < s; see Theorem 2.1),
we can consider a real ε0 satisfying 0 < ε0 < ξJ(σ )i
/2. Thus limn→+∞ P
ψ (n)i > ξJ(σ )i − ε0 = 1, and since ξJ(σ )s = 0
(because I1 = J (σ )s ; see Theorem 2.1) we also have limn→+∞ P
ψ (n)s < ε0 = 1. Then, from the inequality ε0 < ξJ(σ )i − ε0,
we deduce that limn→+∞ P
ψ (n)s < ψ (n)i  = 1; then Eq. (5.15) comes from the fact that this latter equality holds for any
i ∈ {1, . . . , s− 1}. 
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Proof of Eq. (5.16). If s = p, then Eq. (5.16) is obviously obtained from the equalityi∈∅ ψ (n)s ≤ ψ (n)i  = Ω . Now suppose
that s < p; then for any integer i ∈ {s+ 1, . . . , p}, we have from Eq. (3.3):
nβ
ψ (n)i − ψ (n)s  = nβ ξ (n)J(n)i −ξ (n)J(n)s

+ nβ gn σ (n)(i)− gn σ (n)(s) . (5.18)
First, let us show that for any k ∈ {s, . . . , p} the sequence nβξ (n)J(n)k converges in probability to 0 as n → +∞. The inclusionσ (n) = σ ⊂ J (n)k = J (σ )k  ⊂ nβ ξ (n)J(n)k −ξ (n)J(σ )k

= 0

together with Assertion (i) of Theorem 3.1 implies that nβξ (n)J(n)k −ξ (n)J(σ )k

converges in probability to 0 as n → +∞. Further, since we have I1 ⊂ J (σ )k (because k ≥ s) it follows
that ∆
ℓ,J(σ )k
= 0 for any ℓ ∈ {1, . . . , q} (because ξJ(σ )k = 0; see Theorem 2.1). Thus, nξ (n)J(σ )k converges in distribution toq
ℓ=1(Φℓ,J(σ )k
(U)+ pℓ∥Ψℓ,J(σ )k (U)∥Rp)
2 as n →+∞. Therefore, the equality nβξ (n)J(n)k = nβ(ξ (n)J(n)k −ξ (n)J(σ )k )+ nβ−1(nξ (n)J(σ )k ) shows
that nβξ (n)J(n)k converges in probability to 0 as n → +∞; so the required convergence property holds. We deduce that
nβ
ξ (n)J(n)i −ξ (n)J(n)s

converges in probability to 0 as n → +∞. Furthermore, Eq. (5.17) and Assertion (i) of Theorem 3.1
show that the sequence nβ

gn
σ (n)(i)− gn (σ (i)) converges in probability to 0 as n →+∞, and using Eq. (3.4)we deduce
that nβgn
σ (n)(i) converges in probability to g (σ (i)) as n → +∞. Consequently, from Eq. (5.18) it follows that
nβ
ψ (n)i − ψ (n)s  converges in probability to g (σ (i)) − g (σ (s)) as n → +∞. Since ξJ(σ )i = ξJ(σ )s = 0 and i > s we have
σ(i) > σ(s) (see (A2)) and we deduce from the properties of g that g (σ (i)) > g (σ (s)). Therefore, we can consider a real
ε1 satisfying 0 < ε1 < g (σ (i))−g (σ (r)) andwe have limn→+∞ P

nβ
ψ (n)i − ψ (n)s  > g (σ (i))− g (σ (s))− ε1 = 1. Fi-
nally, since

nβ
ψ (n)i − ψ (n)s  > g (σ (i))− g (σ (s))− ε1 ⊂ ψ (n)s ≤ ψ (n)i , wededuce that limn→+∞ P ψ (n)s ≤ ψ (n)i 
= 1. Then Eq. (5.16) comes from the fact that this latter equality holds for any i ∈ {s+ 1, . . . , p}. 
5.5. Proof of Theorem 3.2
Under H0 we have ∆ℓ,K = 0 (ℓ = 1, . . . , q), thus from Theorem 2.2 and Lemma 5.1 we deduce that nξ (n)K converges
in distribution to
q
ℓ=1 p
2
ℓ
Wℓ,K2Rp , as n → +∞, where Wℓ,K = Ψℓ,K (U). For any (i, j) ∈ {1, . . . , q}2, we have Λ(K)ij =
E(Wj,K⊗Wi,K ) = Ψi,KΓ Ψ ∗j,K = E((Ψj,K (D))⊗(Ψi,K (D))), whereD = Z⊗2−E(Z⊗2)−(Z−E(Z))⊗m−m⊗(Z−E(Z))+(m−
E(Z))⊗(Z0−m)+(Z0−m)⊗(m−E(Z)) = D0−E(D0), withD0 = Z⊗2−Z⊗m−m⊗Z+Z0⊗m+m⊗Z0−Z0⊗E(Z)−E(Z)⊗Z0.
Using the expressions
Z⊗
2 =

X⊗
2
Y ⊗ X
X ⊗ Y Y⊗2

, Z ⊗m =

X ⊗ µ Y ⊗ µ
0 0

Z0 ⊗m =

X ⊗ µ 0
0 0

, Z0 ⊗ E(Z) =

X ⊗ µ 0
X ⊗ E(Y ) 0

and the definition of Ψℓ,K we obtain from easy calculations
Ψℓ,K (D0) = (IRp − VQK )

−p−1ℓ IGℓµℓ + p−1ℓ IGℓ X − ⟨X − µ,QK (µℓ − µ)⟩Rp (X − µ)
+ ⟨µ,QK (µℓ − µ)⟩Rp µ− X

. (5.19)
Taking the expectation of the above relation and noticing that E (Z0) = m and E

IGℓX
 = pℓ µℓ, we obtain
Ψℓ,K (E (D0)) = (⟨µ,QK (µℓ − µ)⟩Rp − 1) (IRp − VQK ) µ. (5.20)
Under H0, we have (IRp − VQK ) (µℓ − µ) = 0 for any ℓ ∈ {1, . . . , q}, that is QK (µℓ − µ) = V−1 (µℓ − µ). Then using
Eqs. (5.19) and (5.20), we obtain
E

Ψj,K (D)
⊗ Ψi,K (D) = (IRp − VQK ) δijp−2i E IGi (X − µi)⊗2− E p−1j IGjSi X − µj⊗ (X − µ)
−E p−1i IGiSj (X − µ)⊗ (X − µi)+ E SiSj (X − µ)⊗2.
Then, using the fact that for any r.v. S one has E

IGℓS
 = pℓE (S|Gℓ)we obtain the required result.
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