Automatic decision and lane-keeping tasks are the most fundamental but important tasks in robot controlling researches. Concerned about the computing limitations of mobile robot platforms, an easily trainable method with low computational consumption and low latency is needed to solve this problem. An unsupervised conditional reflex learning network was proposed in this paper, which uses the conditional pattern to learn the conditional pattern and make decisions in an unsupervised manner. We used the convolutional spiking neural network to extract hidden features of road lanes, and then used the dopamine modulation mechanism to learn the decision-making information from the acquired features. In order to evaluate the quality of automatic decision-making models, two metrics were designed which are total deviation distance per second (TDDPS) and target achievement rate during training (TAR). In the process of training, neither labels were given to the convolutional spiking neural network, nor artificial decision-making information was assigned to the dopamine modulation layer. Simulation experiments showed that the proposed model has a state-of-the-art performance in a relatively complicated scenario and solves three limitations mentioned in previous works. Our work brought more biological inspiration into decision support systems, with the hope that the proposed method can promote the development of the bionic decision support system in hardware, especially in neuromorphic hardware.
I. INTRODUCTION
Automatic decision and lane-keeping tasks are the most fundamental but important tasks in robot controlling researches. Vision-based implementations of this kind of task are relatively economical and fast solutions without additional laser lidars or lane detectors. Generating decision information directly according to the input visual information is the major research focus recently. The appearance of Deep Q Network (DQN) made a great breakthrough in this field [1] . Wayve's team made a car capable of autonomous driving ability in a single day [2] , making reinforcement learning an important breakthrough in the Decision Support System (DSS) . While marveling at the stunts of DQN, its
The associate editor coordinating the review of this manuscript and approving it for publication was Justin Zhang . shortcomings should also be taken into consideration. The current problem in front of us is that the on-board systems of mobile robots have limited computation and energy resources. The computing power of robot systems is about 10-300 Million Floating-point Operations per Second (MFLOPS) and power is generally less than 200 W. The power of NVIDIA graphics card required for DQN application is generally between 180W and 250W, which means that DQN is not suitable for autonomous control of mobile robots. An easily trainable method with low computational consumption and low latency is needed to solve this problem.
Spiking neural network (SNN) [3] , [4] is the most suitable network for this kind of issue, and its behavior is similar to that of the nervous system observed in neurobiology. A decision model with biological plausibility works well in the on-board system of mobile robots. This kind of system VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ combines SNN with two types of hardware, which are one neural computing chip like TrueNorth [5] and one dynamic vision sensor (DVS) respectively. The DVS adopts the tech-nology that similar to human retinal imaging and outputs event-based spikes, leading to the properties of ultra-low delay, low-bandwidth, low redundant output and low power consumption [6] . Inspired by the decision-making and learning process of human brains, SNN can acquire the ability of self-learning and decision-making from the environment.
In neurobiology, synaptic plasticity depends not only on the impulse activity of pre-and postsynaptic neurons, which corresponds to the spike-timing-dependent plasticity (STDP) synaptic learning algorithm widely used in SNN [7] , but also on the regulation of neurohormones, such as acetylcholine [8] , norepinephrine [9] , serotonin [10] and dopamine [11] . Among these neurohormones, dopamine affects the human midbrain which has a close relationship with human learning [12] . The largest and most important source of dopamine is the Ventral Tegmental Area (VTA) in the midbrain, which is an important part of basal ganglia and plays an important role in the human action. Action Selection Theory (AST) [13] proposed that when a person or an animal is in a situation where there may be multiple behaviors, activity in the basal ganglia determines which of them is executed by releasing excitatory or inhibitory neurohormones.
Inspired by the aforesaid neurobiology, a model named CR-SNN (Convolutional Reward-modulated Spiking Neural Network) consists of a feature-extraction unit and a decision-making unit was proposed in our work. The convolutional spiking neural network was applied to extract hidden features of road lanes, and the dopamine modulation mechanism was used to learn the decision-making information from the acquired features. Two kinds of data were input into the model simultaneously, one is the conditional pattern (CP), instantiated as DVS impulse information, and the other is the unconditional pattern (UP), instantiated as the distance that the mobile robot deviated from the center line. The proposed model can learn decision information by itself according to CP and UP, and no UP was given to the model after training. In order to verify the validity of our model, a relatively complicated scenario was designed, including some curves with a small radius, a right-angle lane, and a straight lane that narrows suddenly. Two metrics were designed to evaluate the quality of the decision sup-port system, which are total deviation distance per second (TDDPS) and target achievement rate during training (TAR). Simulation experiments showed that the proposed model can implement decisions that previous works could not realize and has state-of-theart performance among methods with biological plausibility. In addition, results indicated that weight interval distribution tends to polarize gradually during training and most of the weights are set to values around zero, which means the model can remove redundancy automatically, and only a tiny number of neurons will fire, effectively reducing the computational consumption.
We summarize our contributions as follows:
• An unsupervised conditional reflex learning network architecture CR-SNN was proposed, which composes a feature-extraction unit and a decision-making unit. The feature-extraction unit was applied to extract lane features and the decision-making unit was applied to obtain wheel speeds of the mobile robot according to the number of two motor actuator neurons.
• Several insights and practical techniques that lead to the success of the combination of the feature-extraction unit and the decision-making unit were proposed. A temporal filter cascade method was adopted to achieve a short-term memory ability and an information sequence was collected and input into the feature extraction unit afterwards. Besides, noise-like data was input to the feature-extraction unit and trained in an unsupervised manner to establish an oscillation equilibrium in the first stage of training.
• The proposed CR-SNN model followed the rules of biological evolution and achieved better performance. In addition, some significant phenomena, for example, the model could remove redundancy automatically and had better robustness, can also be observed. The paper is organized as follows. In section II, related works about convolutional SNN and decision support systems biological plausibility are introduced. Metrics for evaluating decision support system are described in section III. The method of the proposed model is presented in section IV and section V. Simulation experiments and results are demonstrated in section VI, which is followed by the conclusion in section VII.
II. RELATED WORK
In this section, some work related to the proposed convolutional spiking neural network perceptron and dopamine-modulated decision-making unit is presented.
A. CONVOLUTIONAL SNN
Conventional processors like CPUs and GPUs specialize in processing dense, synchronously delivered data, but face intractability at sparse, asynchronous event streams. Convolutional Spiking Neural Networks (Convolutional SNNs) have inherent advantages in processing such event-based data. The work in [14] designed a deep SNN structure, comprising several convolutional (trainable with STDP) and pooling layers. Linear SVM classifiers with penalty parameter c = 1.0 were used for classification in their work. A deep spiking convolutional neural network (SpiCNN) composed of a hierarchy of stacked convolutional layers followed by a spatial pooling layer and a fully connected (FC) layer was proposed in [15] . SpiCNN is the first demonstration of a multilayered SNN using LIF neurons and the Poisson-distributed spike encoding scheme and it is fully trained by an unsupervised spike-based STDP learning. A model trained in two phases wherein, convolutional kernels are pre-trained in a layer-wise manner with unsupervised learning, followed by fine-tuning the synaptic weights with spike-based supervised descent backpropagation, was proposed in [16] . To reduce the difficulty of calculation, a simplified STDP was proposed and applied to convolutional spiking neural network, achieving an accuracy of 97.2% in the MNIST classification task [17] . In addition, some meaningful works have also been done to apply convolutional SNN to neuromorphic hardware. A 5-layer convolutional neural network (CNN) was applied in the SpiNNaker processor to recognize playing cards on prerecorded DVS events [18] . Energy-efficient deep networks (Eedn) algorithm proposed in [19] satisfied the TrueNorth architecture, achieving 96.5% out-of-sample accuracy in gesture recognition task with a latency of 150ms while consuming less than 200mW [20] .
However, SNNs trained by unsupervised method can only support shallow architectures. Recently, some works introduced backpropagation methods that widely used in the ANN domain to the SNN domain and made great progress. A group of convolutional SNNs are the converted versions of traditional DCNNs trained by backpropagation methods actually [21] - [23] . The main idea of conversion is to replace the DCNN computing unit with a spiking neuron whose fire rate is correlated with the output of that unit. However, the disadvantages of such spike-rate coding are the need for many spikes per image and the long computing time. In addition, the use of back-propagation (BP) algorithm and the characteristic of having both positive (excitatory) and negative (inhibitory) output synapses in a neuron are not biologically plausible [14] . Another group of works used spike-based back-propagation methods to train the convolutional SNNs [24] - [27] . The membrane potentials of spiking neurons were treated as differentiable signals in [24] , while discontinuities at spike time were considered as noise. Backprop error normalization and weight decay regularization were also proposed in their work to improve the stability of SNNs as well as their generalization capability. A general framework was proposed in [25] for arbitrary network architectures, neuron models and loss functions. A spike-based supervised gradient descent BP algorithm that employs an approximate (pseudo) derivative for the LIF neuron function is proposed in [26] . Backpropagation through time (BPTT) was adopted in [27] to work in a similar manner for recurrent spiking neural networks (RSNNs). Learning-to-learn (L2L) was also applicable to RSNNs similarly as for LSTM networks in their work.
In this work, the training process of the proposed decision support system can be divided into two stages: (1) train the feature-extraction unit with noise-like data generated randomly; (2) train the decision-making unit with event-based data captured by the DVS and dopamine signal obtained by the deviation distance. The detailed training process will be described in Section VI-A. The proposed feature-extraction unit implements a clustering task in the first stage of the training process because no label or modulation signal is given. The feature-extraction unit will output a similar spike pattern under the condition of inputting same lane information.
Clustering is the inherent advantage of the unsupervised learning method like STDP. Hence, a modified STDP was applied to train the convolutional spiking neural network for extracting lane feature, as described in Section IV-A. In the second stage of the training process, what the decision-making unit conduct is no longer a clustering task but a reinforcement task because the dopamine signal obtained by the deviation distance is provided to modulate changes of synaptic weights, as described in Section V-A.
B. CNN-SNN
The learning ability of SNN can achieve improvement in virtue of the powerful feature extraction ability of CNN. While SNN specializes in processing event-based spike information. A CNN-SNN (CSNN) model was proposed, combining feature learning ability of CNN with the cognition ability of SNN [28] . The CNN-SNN model can learn the encoded spatio-temporal representations of images in an event-driven way. In the CNN-SNN model, CNN acts as the V1 of the retina in human brains and the information extracted by CNN is transmitted to SNN after coding into spikes. SNN in CNN-SNN model acted as a classifier trained by STDP and winner-take-all (WTA) mechanism [29] .
C. DQN-SNN
Based on the peculiar property that single Integrate-and-Fire (IF) neuron in SNNs behaves very similar to Rectified Linear Unit (ReLU) in convolutional artificial neural networks (ANNs) [30] , pre-trained DQN can be transferred into SNN to realize a decision support system [31] . Indeed, this method input event-based spike and has the characteristics of SNN meanwhile. However, the approach of training DQN-SNN is still reached by backpropagation (BP) and then transfer the weights of DQN to SNN. This method does not have biological plausibility and may hard to be applied on the mobile platform, which manifests in twofold. Firstly, DQN needs to be trained in advance to create a state-action dataset and states may contain more than ten thousand samples in one decision scenario [31] . Secondly, deterioration of accuracy occurs when transferring weights to SNN with IF neurons.
D. BRAITENBERG VEHICLE
A Braitenberg vehicle is an agent which can autonomously move according to its inputs. Braitenberg's thought is the simplest model with biological plausibility, which is instructive. Inspired by the Braitenberg vehicle, whose conception is to have a simple neural network exhibiting seeming intelligent behavior [32] , [33] , some novel methods were proposed in [34] , [35] . The model in [35] also applied a DVS to acquire event-based input and proposed a method to simulate the DVS signal. However, their network only consists of 16 neurons, 12 of them being spike generators. Spike generators are divided into two groups that are connected to the left and right motor actuator neurons respectively. Weights of these connections are static and set manually, which means that their network is not capable of learning by itself. VOLUME 8, 2020 Four limitations are also presented in their paper: (1) The mobile robot does not drive straight but wiggles from one side of the lane to the other; (2) The model is not robust;
(3) The model cannot make correct decisions at the right-angle lane; (4) It is not possible to choose the desired direction at an intersection. In contrast, our network is trainable and addresses the first three limitations in the following three strategies:
• A temporal filter cascade is applied to capture a sequence of lane information, which enables the convolutional spiking neural network to obtain not only current environment information but also historical environment information.
• The convolutional spiking neural network used in our work can extract deep lane features in the sequence of lane information.
• The decision-making unit is modulated with dopamine, which enables the model to learn decision-making knowledge through conditional reflex learning. Besides, the spiking residual structure enhanced the nonlinear expression ability of the model.
E. R-STDP
Concurrently, recent works based on reward-modulated spike-timing-dependent plasticity (R-STDP) also used dopamine regulation, which is similar to our decision-making unit [36] - [42] . Dopamine is a classic neurotransmitter in neurobiology, inspired by which, a dopamine-modulated synaptic plasticity rule was used to reinforce associations between conditional and unconditional pattern. We used the same simulation tools in [36] , but our scenario and task are more complicated. Our scenario consists of curves with a small radius, a right angle and a straight lane that narrows suddenly. In such a scenario, our proposed model has larger RACC and less mean deviation than their work, reasons of which are mainly manifested in three aspects mentioned in Section II-D.
III. METRICS FOR EVALUATING DECISION SUPPORT SYSTEMS
To evaluate the quality of the decision support system, two metrics were designed which are total deviation distance per second (TDDPS) and target achievement rate during training (TAR).
A. TOTAL DEVIATION DISTANCE PER SECOND
TDDPS was designed for evaluating the dynamic performance of models during training. The ultimate goal of training is to make the moving path of mobile robot close to the target path under actions of the decision support system, i.e., min x t − o t 2 , where x t denotes the coordinate of the mobile robot at time t and o t denotes the target coordinate of the robot at the same time. In our work, the moving space of the robot is two-dimension, so
TDDPS calculates total deviation distance in a period of unit time (second): (1) where T c is a fixed period and we set T c = 1s in our work. A lower TDDPS value indicates the better performance of the decision support system. TDDPS is still not explicit enough to evaluate models intuitively, hence relative accuracy (RACC) was designed based on TDDPS. Suppose that N training cycles (the training cycle is defined in Section III-B) passed, we have a mean
If min T = 0, then RACC = 1. The name of RACC contains ''relative'' lies in that its value will never be 0 except approaching to 0 infinitely. Besides, when min T m and min T n are both very large, the performance of model m and model n is hard to distinguish and there is no need to distinguish because both models perform poorly. Only when min T m and min T n are both very small, the comparison between model m and model n makes sense, and RACC m , RACC n vary a lot in this case. Through the proposed RACC, the difference between the two models can be better distinguished.
B. TARGET ACHIEVEMENT RATE
TAR was designed to evaluate the training speed of models.
In a specific scenario, if the training speed of one decision support model is relatively fast, the count of reset times when the robot fails to move forward and is initialized to the original training status will be less correspondingly. In training cycles, two situations of reset exist. One is that the robot deviates the target path too far and it is forced to terminate the training cycle, in which case we use φ i = 0 to denote, the other is that the robot reaches the end point of the scenario and is reset to the starting point to start a new training cycle, in which case we use φ i = 1 to denote. Suppose that training cycles passed, we have a vector
A larger TAR value indicates a faster training speed of the decision support model.
IV. FEATURE-EXTRACTION UNIT
As shown in Fig. 1 , the proposed decision support model composed of two units, which are the feature-extraction unit and the decision-making unit respectively. After receiving event-based data I from DVS, the feature-extraction unit is abstracted into function f 1 (·) and features of the scenario that sent to the decision-making unit are obtained by F = f 1 (I ), which is marked in green box. The proposed feature-extraction unit applies a special convolutional ET l /r , n l /r , w l /r will be explained in section V-C. Lane information sequence is formed through a temporal filter cascade mechanism and input into the feature-extraction unit, where potential maps are extracted by convolutional layers and spike maps are emitted after pooling layers. Potentials obtained by the third convolutional layer are converted to Poisson-distributed spikes and input to the decision-making unit. Wheels speeds of the mobile robot are determined by the motor actuator neurons under the effect of the proposed unsupervised condition reflex learning method.
spiking neural network with at most one spike mechanism and a temporal filter cascade mechanism is used to keep short-term memory at the entrance of the unit. Potential maps extracted by the feature-extraction unit are converted to spikes with the Poisson-distributed encoding scheme and input to the decision-making unit. The decision-making unit marked in the orange box acts as f 2 (·) and the wheel speeds of the mobile robot can be defined as s = f 2 (F, D), where D denotes deviation distance. Lane features (conditional pattern) extracted by the feature-extraction unit can be mapped to correct wheel speeds of the mobile robot under the modulation of dopamine generated by deviation distances (unconditional pattern), and we call this process conditional reflex learning.
A. CONVOLUTIONAL SPIKING NEURAL NETWORK WITH AT MOST ONE SPIKE
Generally, there are two schemes for the vision-based lane-keeping task, one is ''RGB+ANN'', the other is ''DVS+SNN''. Deep learning and deep reinforcement learning in the ANN domain need to input RGB images to the network. However, the frequency of information generated by RGB cameras is generally 25-90 Hz, and much of the information between adjacent two frames of RGB images is repetitive and redundant, resulting in that only a small part of the changed information is valuable for the timely update of the decision-making. The ''RGB+ANN'' combination has the disadvantages of redundancy, high computation and high delay. The DVS used in this work is an event-based sensor that outputs spike signals with the frequency up to sever thousand Hz [6] . This characteristic of DVS is compatible with bioinspired SNN, therefore a convolutional SNN is used to extract lane feature in this work. The important characteristic of the bioinspired spiking neural network is that the information it processes is presented by spikes, which are generated over time, thus enhancing the network's ability to process spatio-temporal data. Another advantage of SNN lies in that its training method is suitable for unsupervised learning. In the process of training, neither labels were given to the convolutional spiking neural network, nor artificial decision-making information was assigned to the dopamine modulation layer. The training process of the model is completely based on the reward and punishment signals obtained according to the interaction between the mobile robot and the environment. The purpose of using bioinspired model in this work can be summarized as the following three points: (1) It is suitable for processing spatio-temporal signals and has low computational consumption and low latency; (2) It facilitates unsupervised learning to generate same features when inputting same lane information; (3) The whole data stream from inputting to outputting decision signal is spike, which avoids time consumption and precision loss of conversion between spike signals and numerical signals.
Convolutional SNNs with time-to-first-spike information coding and STDP-based learning rule can extract features in a relatively fast way. In this paper, we applied Spyke-Torch [17] , a simulation framework based on PyTorch [43] to build convolutional spiking neural network structure, which is optimized specifically for convolutional SNNs with at most one spike per neuron. SpykeTorch is compatible and integrated with PyTorch and obeys the same design language, which makes it possible to utilize almost all the PyTorch's functionalities either running on a CPU, or (multi-) GPU platform.
The proposed convolutional SNN model works with time steps rather than an exact time. Neurons in the convolutional SNN model emit at most one spike per stimulus and the first spike times of neurons are kept. Suppose that l th convolutional layer consists of C l feature map channels and each feature map constitutes of H l × W l neurons. T max denotes the maximum possible number of time steps and T c,h,w denotes the spike time of the neuron at position (h, w) of the feature map
The ∞ symbol means no spike will be emitted in the neuron. A four-dimensional binary spike-wave tensor S of size T max × C × H × W can describe the spike status:
Although neurons in the model emit at most one spike during T max time steps, repeating time in future time steps can make it possible to process all the time steps simultaneously and produce the corresponding outputs. An example of convolutional SNN during T max time steps is illustrated in Fig. 2 . Spike generates when potential is greater than the threshold after pooling.
Potentials in neurons of feature map channel c are calculated similarly to conventional CNN that P c = P c−1 * K c , where K c is the convolutional kernel of feature map channel c and it is updated according to a simplified STDP. The implementation of the simplified STDP function [17] in this convolutional model with time-to-first-spike coding is: Assuming that there are 3 feature maps, each feature map consists of 2 × 2 neurons. After a stimulus iteration, the dimension of the spike-wave tensor is 4 × 3 × 2 × 2. If a neuron at (h, w ) of feature map channel c emits a spike at time t = i , then at the interval from t = i to t = T max , this neuron will be marked with 1.
where W i,j is the weight change of synapse that connects postsynaptic neuron i and presynaptic neuron j, A + and A − are learning rate, LB and UB restrict lower bound and upper bound of synaptic weight W i,j respectively. The typical values of LB and UB are 0 and 1 respectively in our work. When W i,j is close to LB or UB, the changing rate of W i,j will slow down.
B. TEMPORAL FILTER CASCADE
A cascade of K delayed temporal filters is applied to capture a sequence of lane information, where K denotes the number of temporal filters. The output streams of all K temporal filters are concatenated to form the input sequence feature for the first convolutional layer. The neurons in these filters are configured to generate events stochastically, using a constant leak to decay the membrane potential linearly with time [20] . This stochastic decay is used to make the rate of temporal filter output events proportional to the time because the corresponding event was received at the filter input. With time elapsing, the ''short term memory'' forgets its input gradually. The temporal cascade enables the convolutional spiking neural network to obtain not only current environment information but also historical environment information. The ability to remembering history is important for later decisions. When choosing the number of temporal filters K , a tradeoff issue is necessary to be considered. Too little temporal filters cannot remember enough historical information, while too many temporal filters will cause decision delay. In this work, we choose K = 6 referred to [20] .
C. INPUT DATA
The DVS camera used in this work is simulated using the DVS128 model designed by iniLabs [6] that comes with the simulator V-REP [44] .This model produces events by saving camera images from the previous time-step in a buffer and computing the pixel intensity change between the buffer images and the current image. An event is created if the pixel change is larger than a certain threshold, which was set to 10% in our work.
The initial resolution of the DVS data is 128 × 128, but the data at the upper and lower parts of the sensor have little effect on the decision support system, where the information recorded by the DVS sensor is too far or too close to the mobile robot. Therefore, 40 lines of data on the upper part and 24 lines of data on the lower part is deleted, that is, only 64 lines of data on the middle part is retained. Then, the 64×128 data is transformed into 32×32 data with average pooling and input into the temporal cascade to form the input sequence. This process is illustrated in Fig. 3 .
D. NOISE-LIKE DATA
Training materials of traditional convolutional neural networks contain data with practical significance as well as their labels. Intuitively, the feature map extracted by CNNs has a certain similarity with the corresponding geometrical characteristic. However, in this paper, the function of the proposed convolutional SNN is not to gather input into feature maps with specific meanings, but to gather similar lane input into similar random feature maps and present the feature in the form of spikes, which can be viewed as a clustering task. The features obtained from the input do not require an explicit meaning but only need to show the similarity between the inputs, thus we built a dataset that looks novel to establish an oscillation equilibrium in the first stage of training, as shown in Fig. 4 . The dataset appears like a series of noise, composed of black and white binary pixels. The white pixels simulate the event information generated by DVS. The dataset contains 512,000 images, with 1024 rows and 5,000 columns, and the resolution of each image is 32 × 32. The i th row of the dataset consists of 5,000 images containing i random events. For example, 512th row contains 5,000 images, and among 1024 pixels in each image, 512 random pixels are white pixels presenting events, while the rest are black pixels.
E. TRAINING METHODS
This first-spike based convolutional SNN is trained layer by layer with an unsupervised manner. During the training process of the convolutional SNN in each layer, point-wise inhibition is applied to the potential of neurons. A point-wise inhibition mechanism is performed between feature maps. After inhibition, at most one neuron is restricted to fire at each position which is the neuron with the earliest spike time. If the spike times are the same, the neuron with the maximum potential will be chosen. As a result, the potential of all the inhibited neurons will be reset to zero. When one convolutional layer is well-trained, the point-wise inhibit mechanism will not be conducted to this layer in the later layers' training process.
The convolutional SNN in this feature-extraction unit consists of 1 input sequence layer, 3 convolutional layers and 2 pooling layers, as shown in Fig. 1 . All pooling layers conducts a max-pooling operation. After getting potentials from the last convolutional layer, the neuron within each pooling window will emit if both of the following conditions are satisfied: (1) its potential exceeds the threshold, (2) its potential is largest within each pooling window. The max-pooling operation is shown in Fig. 5 . The Detailed convolutional layer setting is shown in Table 1 , where µ denotes mean value of the initial random weights, σ denotes standard deviation of the initial random weights, ''thresh.'' is short for threshold, r denotes lateral inhibit radius, A + and A − denotes learning rate as mentioned in (5) .
The reason for choosing 3 convolutional layers is explained as follows. Neurons in the proposed convolutional SNN model emit at most one spike per stimulus (a sequence of lane information) and the first spike times of neurons are recorded. The deeper the neuron, the lower the probability of firing, which is an inherent property of the convolutional SNN in this mechanism. Exploration experiments showed that after one stimulus, about 40% of neurons in the first convolutional layer fire after pooling, 15% of neurons in the second convolutional layer are fired after pooling, and 5% of neurons (about 20 neurons) in the third convolutional layer hold the potential to fire. When it comes to the third layer, the number of neurons with enough potentials is a relatively moderate value, which can ensure the smooth operation of the decision-making unit. Hence the number of convolutional layers in this work is set as 3.
When extracting lane features, the low-dimensional feature obtained from the first convolutional layer may contain local lane information like the straight line, right angle or arc, hence a large receptive field is required. The kernel size in the first convolutional layer is set as 5 × 5. The second convolutional layer extracts the combined feature of the local lane information, so a small convolutional kernel (3 × 3) is selected to accelerating calculation. The third layer extracts the relationship between local combination features and the whole view, which may contain information like desired directions, hence a larger receptive field (5 × 5) is designed to obtain more comprehensive relationship information.
When training the proposed convolutional SNN layer by layer with the established dataset, 6 images are randomly selected from the noise-like dataset and put into temporal filter cascade to generate the input sequence in the first stage of training, as shown in Fig. 6(a) . After training with such noise-like data, the convolutional kernel of each layer is randomly fixed, which is similar to the self-excited oscillation equilibrium generated by random noise in human brains such as excitation-inhibition balance [45] . The proposed convolutional SNN trained barely with the noise-like data is also a distinguishing point with other works. Then event-based data captured by the DVS in 6 continuous time steps form the information sequence after the temporal filter cascade operation and input to the feature-extraction unit in the second stage of training, as shown in Fig. 6(b) .
To summarize, the task of feature-extraction unit is to extract a similar spatio-temporal pattern from similar input lane sequences, from which no special meaning may be seen, and then input the pattern into the decision-making unit for learning to guide the mobile robot to make similar and correct responses under similar input sequences. This characteristic is the same as the mechanism of the human visual cortex, which is activated by different light pattern respectively. For example, some simple cell neurons in the nucleus of the lateral geniculate nucleus only respond to horizontal lines, while some only respond to vertical lines [46] .
V. DECISION-MAKING UNIT
The proposed decision-making unit consists of 5 kinds of neuron layers and 2 modulation influencing areas, as shown in the orange box of Fig. 1 . The 5 kinds of neuron layers mentioned are feature receptor layer, hidden layer, motor actuator layer, distance receptor layer, VTA layer, and evolved layer. The hidden layer and feature receptor layer are connected to each other with the probability of 20% while others are connected in an all-to-all manner. It should be noted that the theory of the spiking neuron network adopted in the decision-making unit is completely different from that adopted in the feature-extraction unit. In this section, a decision rule that determines wheel speeds and a spiking residual structure used to compensate the spike activity reduction phenomenon are introduced. Then the dopamine-modulation mechanism, a most important part in the decision-making unit is proposed.
A. DECISION RULE
The dimension of the output of Conv. 3 is 15 × 40 × 4 × 4, including feature maps in 15 time-steps. Considering the characteristic that the first-spike based convolutional SNN can process spike patterns simultaneously in the last timestep, the feature maps of the last time-step are unfolded into one-dimensional data and the feature receptor layer of the decision-making unit should have the same size of this one-dimensional data. Therefore, there are 640 neurons in the feature receptor layer and these neurons are all built with the leaky integrate-and-fire model with alpha-function shaped synaptic currents [47] , [48] . The community of SNN has proposed several other neural models, like IF [49] , Adex [50] , Hodgkin-Huxley model [51] . However, the downswing of potential is neglected in IF and Adex model and the Hodgkin-Huxley model is too complicated to accelerating the calculation speed of the proposed decision support system. Weighing rationality against complexity, the LIF model with alpha-function shaped synaptic currents was chosen in the proposed system. Besides, the ''leaky'' characteristic of the LIF model can automatically remove redundant information to enhance the robustness of the system, which will be further demonstrated in Section VI-F. Potentials of the feature map accumulated by the third convolutional layer of the feature-extraction unit in the last is transferred to spikes using the Poisson-distributed encoding scheme and then input into the corresponding neuron in the feature receptor layer. Neurons of the feature receptor layer are connected to neurons in the motor actuator layer in an all-to-all manner.
The motor actuator layer contains two neurons, and rotation speeds of the left and right wheels of the mobile robot are determined by the number of spikes n l t and n r t generated by these two neurons respectively. During each simulation iteration, speeds of wheels can be calculated according to (6)- (7):
where m l/r t denotes the spike generation ratio of two motor actuator neurons, T sim represents the simulation time in one iteration, T ref is the refractor period of the LIF neurons in motor actuator layer.
where v l t and v r t are respectively corresponding to the rotational speeds of left and right wheels of the mobile robot at time t, v max and v min are upper bound and lower bound of base speed set manually, a t = m l t − m r t ∈ [−1, 1] , c = m l t − m r t 2 .
B. SPIKING RESIDUAL STRUCTURE
Multilayer LIF neurons applied in the proposed decisionmaking unit make it difficult for the useless lane feature to activate motor actuator neurons. This phenomenon occurs due to that the weights between neurons with useless lane feature inputs and motor actuator neurons cannot be continuously strengthened, gradually reducing to 0. The characteristic that removing useless redundant lane features in the proposed model enhances the robustness of the decision-making unit. However, as the number of LIF neuron layer increases, it is hard for motor actuator neurons to acquire enough spikes to emit. Hence the residual connection is added under the inspiration of ResNet [52] to prevent compromising the test performance by compensating the spike activity reduction phenomenon, as shown in the orange box of Fig. 1 . We believe that multilayer neurons must exist simultaneously with the residual connection in the structure of the decision-making unit to achieve a trade-off between accuracy and robustness. Besides, the frequency of spikes generated by neurons in the hidden layer is multiplied by a fixed frequency amplification factor k to prevent the spike extinction disaster. The process is expressed as f io = f h · k, where f h is the frequency of spike generated by the neuron in the hidden under the excitation of neurons in feature receptor layer, f io is the frequency of spikes that is finally sent to the neuron in the motor actuator layer.
C. DOPAMINE MODULATION MECHANISM
The offset error ε t = x t − o t 2 is fed into distance receptor neurons after the Poisson-distributed coding. Distance receptor layer contains 5 neurons, whose inputs respectively corresponding to {ε t , ε t−1 , ε t−2 , ε t−3 , ε t−4 }. If ε t does not exist, it will be replaced by 0. Considering that only one modulation condition exists in our model, one VTA neuron is set to determine the concentration of dopamine and it affects dopamine-modulation areas. The concentration of dopamine DA(t) that released by the VTA neuron is proportional to the count of spikes emitted by the VTA neuron, formulated by DA(t) = k d · n VTA . The concentration of dopamine that ultimately affects synapses can be formulated by:
where n is the concentration of dopamine that works in the synaptic gaps, τ d is a constant to control the exponential decrease rate of dopamine and we choose τ d = 100ms according to Garris' experiment [53] . The evolved layer is set under the inspiration of evolutionary theory in biology [54] , among which, the Pavlov's experiment is well-known. And the synaptic weights between evolved neurons and distance receptor neurons as well as that between evolved neurons and motor actuator neurons are fixed. The fixed synaptic weights are set manually by the reference to [36] , which imitates the prior knowledge exist in the brain. In human perceptual learning, a part of decision-making knowledge is acquired by senses such as vision and touch, and another part of decision-making knowledge is formed by conditioned reflection, which is the result of biological evolution. The feedforward spiking neural network composed by distance receptor layer, evolved layer and motor actuator layer behaves similarly to the instinctive reaction decision under the condition of deviation distance.
In the decision-making unit, the most important part is the design of the synaptic learning algorithm and we call it R 2 STDP (residual reward-modulated spike-timingdependent plasticity). The algorithm consists of two parts: one is the synaptic weight change learned by the STDP rule, which is called the eligibility trace, and the other is the modulation of dopamine calculated in (8) . The function of standard STDP effecting [55] , [56] on the synapse between pre-and postsynaptic neurons is expressed as:
where t = t pre − t post , t pre denotes the firing time of the presynaptic neuron, t post denotes the firing time of the postsynaptic neuron, A pre and A post specify the amplitude of synaptic weight change, τ pre and τ post indicates time constants of pre-and postsynaptic neurons respectively. When the postsynaptic neuron fires spikes after the presynaptic neuron, the synaptic eligibility trace between two neurons will show a trend of enhancement, and the shorter the interval between two spikes, the stronger this trend is. Eligibility trace formed by standard STDP is caused by conditional pattern, which is extracted by the feature-extraction unit from temporal DVS cascaded data. In addition to the conditional pattern, the unconditional pattern is also input into the decision-making unit. As mentioned above, the unconditional pattern causes the VTA neuron to release dopamine that acts on the synapses, whose concentration at time t is n(t). Under the modulation of dopamine, synaptic learning rule is:
where S i ( t) denotes the eligibility trace between the i th postsynaptic neuron and i th presynaptic neuron that mentioned in (9), S i−1 ( t) denotes the eligibility trace between the i th postsynaptic neuron and (i − 1) th presynaptic neuron. S i ( t) and S i−1 ( t) jointly form the residual structure, the eligibility trace of which acting on i th synapse is shown in Fig. 7 .
To intuitively express the function of each component in the decision-making unit, one neuron is abstracted from each layer and a microscopic schematic diagram of dopamine modulation structure is drawn in Fig. 8 . The basic dopamine modulation module between two layers is shown in Fig. 8(a) , which inputs the eligibility trace in the synapse and the concentration of dopamine released by the VTA neuron to obtain the membrane potential of the postsynaptic neuron. When the membrane potential exceeds the threshold, the postsynaptic neuron fires and the membrane potential returns to resting potential and no longer to be activated for a period. Fig. 8(b) shows the dopamine-modulation module with residual structure acts in the synapses among three layers. Compared with the basic dopamine-modulation module in Fig. 8(a) , this module adds input S i−1 ( t), which will be modulated by dopamine n(t) after being added to S i ( t). Fig. 8(c) shows the abstract connections from one feature receptor neuron to one motor actuator neuron. In one single abstract connection, two basic dopamine-modulation modules and one residual dopamine-modulation module are required. After getting DA(t), the concentration of dopamine n(t) in the synapses can be calculated according to (8) , which will further influence synaptic weights. The synapses connected to the left motor actuator neuron are applied dopamine with the concentration of −n(t) (corresponding to a penalty mechanism), while the synapses connected to the right motor actuator neuron are applied dopamine with the concentration of n(t) (corresponding to a reward mechanism). The effect of n(t) in corresponding synapses can be calculated according to (10) and the process of R 2 STDP synaptic learning algorithm is shown in Algorithm 1. Detailed settings of decision-making unit are shown in Table 2 , where τ m denotes membrane time constant, τ d denotes a constant to control the exponential decrease rate of dopamine that mentioned in (8) , V t denotes spike threshold, V r denotes resetting potential of the membrane, w min / w max denote lower / upper weight bound respectively and A pre , A post , τ pre , τ post are the parameters mentioned in (9) . Algorithm 1 R 2 STDP Synaptic Learning Algorithm Input: N : total iteration; W : initial weight array; 1: for it = 1 to N do 2: apply W to the decision-making unit; 3: apply the decision-making unit to the environment; 4: get d, p, reward from the environment; 5 : n = f (reward) according to (8); 6:Ŵ = W it according to (10); 7: W =Ŵ ; 8: if d > d limit or p > p limit then 9: reset d, p, reward 10: end if 11 To verify the validity of the proposed decision support system, we referred to the experimental methods in [36] and built four experimental scenarios using the V-REP simulation system [44] . Among these four experimental scenarios, three of them are consistent with those in [36] and the fourth one is designed specifically for the limitations proposed in [35] , which contains straight lanes, curve lanes with a small radius, a right-angle lane and a straight lane that narrows suddenly. Four scenarios are shown in Fig. 11 . The experimental mobile robot is Pioneer 3-DX equipped with DVS which is popular in the research community [57] - [59] .
The training process of the proposed decision support model can be divided into two stages: 1) Train the feature-extraction unit with noise-like data in an unsupervised manner. The noise-like data is created with a simple OpenCV script rather than obtained from the DVS where white pixels represent events and black pixels represent none, as shown in Fig. 4 . In this stage, no label is given and the feature-extraction unit is trained with modified STDP (a simplified version of STDP provided by SpykeTorch [17] ). Hence the feature-extraction unit conducts a clustering task and the purpose of this stage is to establish an oscillation equilibrium [45] . 2) Train the decision-making unit with dopaminemodulation STDP and the information sequence input into the feature-extraction unit is obtained by the DVS. In this stage, what the decision-making unit conduct is no longer a clustering task but a reinforcement task because the dopamine signal obtained by the deviation distance is provided to modulate changes of synaptic weights.
In the second stage of training, if the mobile robot moves away from the center line of the lane (i.e. the target route) more than 0.2m or the mobile robot reaches the end of the scenario, the position of the mobile robot will be reset to the start point. The initial weights of synapses are set as a random value between the interval [200, 201) . As the second stage of training process goes, the conditional pattern stimulus and unconditional pattern stimulus act on the decision support system simultaneously. There are 100,000 iterations during the training process. Due to the excellent design concept of SpykeTorch, the feature-extraction unit can be run on GPU.
In simulation experiments, we run the feature-extraction unit on a NVIDIA R TITAN XP GPU and run the decision-making unit on an Intel R Core i7-6850K CPU.
B. VISUALIZATION OF THE FEATURE-EXTRACTION UNIT
One experimental DVS spatio-temporal information sequence input into the feature-extraction unit and the corresponding output potential maps and spike maps are shown in Fig. 9 . In the SpykeTorch framework, potentials are accumulated by the convolutional layers and spikes are emitted by the pooling layers. Potential maps obtained by three convolutional layers in the last time step is shown in Fig. 9(a) . It can be observed that potential maps extracted by the first convolutional layer contain obvious lane features. While no obvious local lane feature except some edges and corners can be observed in the potential maps extracted by the second convolutional layer, which can be explained that the convolutional kernels in the second convolutional layer combines local lane information. Potential maps obtained by the third convolutional layer only have a size of 4 × 4 and these potential maps express concise information that combine relationships of local lane features obtained by the second convolutional layer. In the case of inputting a sequence of right-turning lane information, the membrane potentials of the leftmost neurons in the third layer are almost zero. Spike maps emitted by two pooling layers in the last time step is shown in Fig. 9(b) . Similar phenomena can be observed in these spike maps that low-level features contained in spike maps in the first layer and high-level features contained in spikes maps in the second layer.
C. VISUALIZATION OF THE DECISION-MAKING UNIT
When the extracted lane feature is input into the decision-making unit, the wheel speeds of the mobile robot are calculated by the number of spikes emitted by the motor actuator neurons in a single iteration according to (7) . The spiking pattern obtained in Fig. 9 is input into the decision-making unit, and the spikes generated by two motor actuator neurons are shown in Fig. 10 . Under the current lane feature condition, the left motor actuator neuron emits 11 spikes, while the right motor actuator neuron emits 6 spikes. According to (7) , the rotation speed of the left wheel is higher than that of the right wheel, so the mobile robot can make a correct decision.
D. TRAINING PERIOD
The proposed decision support system was trained in four scenarios mentioned in section VI-A. During the training process, three metrics mentioned in section III that represents the training performance of the model were recorded. In addition to the proposed CR-SNN, we also trained another four decision-making models, which are Braitenberg [35] , DQN [31] , DQN-SNN [31] , and R-STDP [36] .
An intuitive training process is shown in Fig. 11 which respectively describes scenario layout, training states and TDDPS of the proposed CR-SNN in each scenario. Four training states are drawn with the coordinates recorded by a V-REP script. Each of the four rows in the figure represents the situation during training in a scenario. The first column in each row is the layout of training scenarios and he first three scenarios were designed in [36] , and the fourth scenario was designed to challenge the limitations presented in [35] . The second column in each row records the training status of our proposed model in each scenario. Solid blue lines represent the movement trajectory of the mobile robot during the whole training process and red dots represent the reset point of the mobile robot. The reset of the mobile robot can be divided into two situations: one is that parameters of the model need to be reset due to the large deviation; the other is that the next training cycle needs to start when the end of the scenario is reached. The reset point caused by the first situation basically appears at the corner of the scene where new lane features appear and the decision-making unit needs to update the network weights. In these scenarios, after the model parameters are updated, the mobile robot will reach a further position in the next training cycle after resetting. Why the decision-making unit exhibits this phenomenon rather than the performance oscillation commonly observed in supervised methods is that the dopamine modulates the weights in the model to update towards right directions. When the mobile robot makes the correct decisions, the dopamine concentration GA(t) is positive and weights in the decision-making unit will develop toward the trend of the current eligibility trace. When the mobile robot makes a wrong decision, the dopamine concentration gradually decreases to a negative value, and weights in the network develop towards the direction opposite to the eligibility trace. The third column in each row records the TDDPS changes of the proposed model during the training process under various scenarios. The shadows indicate the range of TDDPS changing every 20s, and the solid lines indicate the smoothed TDDPS value according to TDDPS s t+1 moothed = TDDPS t · α + (1 − α) · TDDPS t+1 , where α is smooth rate and we set it as 0.9. From the four figures in the third column, we can see that our model has a high TDDPS value in the early training period but the TDDPS value gradually decreased in the middle and later training period. The reason for high TDDPS values of our model in the early training period is that there are 640 neurons in the lane feature receptor layer of the decision-making unit, which is more than that in [36] whose input layer has 128 neurons. The decision-making unit takes longer to train at the beginning. However, as the model gradually converges, the TDDPS value of the proposed model gets lower. A lower TDDPS value indicates the better performance of the decision support system, which means that the precision of the proposed decision support system is intuitively higher in the later training period.
To evaluate the accuracy of the decision support system, the RACC metric was designed, as mentioned in section III-A. In addition, TAR, a metric for evaluating the training speed of the model was designed, as mentioned in section III-B. The comparison of five models under there metrics is shown in Table 3 . Results of these models that cannot make autonomous decisions after all training iterations are not revealed in Table 3 . The training difficulty of scenarios 1 to 4 gradually increases. Among all training cycles (the concept of the training cycle is defined in Section III), the highest RACC of one training cycle was selected in Table 3 and weights were saved for testing after the end of this training cycle. When training in simple scenarios, the RACC values of five models differ little. When training in difficult scenarios, especially in scenario 4, the RACC value of our model is higher. Since the proposed model has higher complexity, and reset caused by decision failure occurs frequently in the early stage of training, our model has lower TAR in the first three scenarios, that is, the training speed is lower in simple scenarios. However, in the complex scenario 4, the TAR value of our model is higher, due to the fact that even in the middle stages of training, the model in [36] cannot make correct decisions to guide the robot to approach the termination. 
E. TESTING PERFORMANCE
In all four scenarios, we tested the proposed model and another four models which are Braitenberg [35] , DQN [31] , DQN-SNN [31] and R-STDP [36] . When testing the proposed model, no dopamine signal was given.
The testing results of five models in four scenarios are shown in Table 4 . The results were obtained by testing three models with different initialization weights. Braitenberg can only pass the test in scenario 1, thus one RACC value in scenario 1 is given in Table 4 . DQN and DQN-SNN failed the test in relatively difficult scenario 3 and scenario 4. Table 4 demonstrates that the proposed decision support model has the highest RACC value in all four scenarios.
Two representative scenarios are selected and distance curves to lane-center of the mobile robot in these scenarios are shown in Fig. 12 and Fig. 13 to show the testing performance more intuitively. Positive distances correspond to deviations to the right side of the lane, and negative distances correspond to deviations to the left side of the lane. On the right side of the figures, error distributions as well as mean error e are shown. In scenario 1, DQN has the largest mean deviation of e = 0.041m and the proposed CR-SNN has the smallest mean deviation of e = 0.003m. The error distributions of R-STDP and CR-SNN are more concentrated, and the deviation of the proposed CR-SNN is obviously smaller. It is worth noting that a significant lane-related deviation can be observed in the first three models in Fig. 12 , that is, deviations at the curve lanes are greater. In scenario 4, only R-STDP and CR-SNN can guide the mobile robot to reach the termination. Due to the addition of the right-angle lane and the lane that narrows suddenly, deviations in this scenario are generally larger than those in scenario 1, as shown in Fig. 13 . Similarly, the mean deviation of CR-SNN is lower than that of R-STDP. More importantly, the deviation curve of R-STDP fluctuates sharply in the section of the lane that narrows suddenly, while the whole deviation curve of CR-SNN is relatively smooth.
To explore whether spike emission of neurons in the proposed model matches the decision results during testing, spike emission of motor actuator neurons and the wheel speeds of the mobile robot under three special lane characteristics were recorded, as shown in Fig. 14. In the straight lane, there is little difference in the number of spikes emitted by the left and right motor actuator neurons, so the left wheel speed and the right wheel speed are very close. Even if there are some differences at some moments, it will adjust in the opposite direction at the next moment. In the right-turning curve lane, the number of spikes emitted by the left actuator neuron is almost always more than that of the right one, so the X. Guan, L. Mo: Unsupervised Conditional Reflex Learning Based on CSNN and Reward Modulation left wheel speed is almost always faster than the right wheel speed. Similarly, this phenomenon can be observed at the right-turning angle lane, but to a much greater extent that the right wheel speed of the mobile robot even reached negative values. In summary, the spiking pattern of neurons in our proposed model can enable the mobile robot to make correct decisions.
F. GENERALIZATION EVALUATION
To evaluate the generalization ability of the proposed CR-SNN, we trained R-STDP and CR-SNN in one scenario and tested them in the other three scenarios. A predictable phenomenon was found that only the model trained in scenario 4 could obtain good test results in all four scenarios, due to the loss of special lane features. The RACC value of four testing scenarios is shown in Fig. 15 . In all four scenarios, the testing accuracy of our model is higher, which indicates the proposed decision support system has better generalization performance.
G. ROBUSTNESS EVALUATION
Due to the ''leaky'' property of the LIF neuron model, when a neuron that obtained the useless lane feature is not excited for a long time, its membrane potential will drop to a low value, and it will be difficult for the neuron to be excited again. At the same time, the weight of the synapses connected to the neuron will gradually decline. This phenomenon is particularly evident in multilayer LIF neurons. However, as the layer of LIF neurons increases, it is difficult for motor actuator neurons to acquire enough spikes to emit. Hence the residual connection is applied to prevent compromising the test performance by compensating the spike activity reduction.
One obvious advantage of this kind of property is that the model can remove redundancy automatically. We divided the weight range [0, 3000] into 10 equal fractions to get 10 weight intervals. The process of weight distribution changing with iteration during training was recorded, as shown in Fig. 16 . At the beginning of training, the weight distribution is relatively scattered. As the number of iterations of the decision-making unit increases, the weight distribution gradually presents a polarization distribution. After about 50,000 iterations (50ms for one iteration), the model gradually reached stability gradually. An important finding is that most of the weights were around 0 at the end of the training, which means that the useless lane feature information (lane noise) obtained by the feature-extraction unit will be ignored by the decision-making unit and this characteristic indicates the robustness of the model to accommodate random lane noise.
To illustrate the improvement of robustness that comes from the combination of multilayer neurons and the residual connection, we calculated the standard deviation of test performances among different seeds in scenario 4 and compared it with that of the single-layer LIF neurons model proposed in [36] , as shown in Table 5 . e denotes mean deviation distance to the lance center. The comparison results showed that the standard deviation of the test performance of the combination of the multilayer LIF neurons and the residual connection was smaller, indicating better robustness.
VII. CONCLUSION
In this paper, an unsupervised conditional reflex learning model based on convolution spiking neural network and reward modulation mechanism was proposed. The model can realize the decision support system and guide the mobile robot to make correct motor responses. The feature-extraction unit stimulates the human cortex, which will output similar features when inputting a similar sequence of lane information. The decision-making unit uses the dopamine mechanism that allows synaptic weights to be updated towards right directions. Experiments indicated that the proposed model has a better scenario adaptability and higher RACC value than the previous works. This paper visualized the intermediate results of each part of the proposed model, making the model principle easier to understand. Another natural advantage of the proposed model to be emphasized is that it can automatically remove redundancy and has good robustness and generalization ability. Robustness is reflected in the fact that most weights are distributed near 0, which means that useless lane features or redundant noise will be ignored (similar to the role of dropout in the ANN domain). We trained our model in the fourth scenario and obtained higher RACC values when testing the model in all four scenarios, which proved the good generalization performance of the proposed model. The proposed decision support system is in line with the characteristics of biological evolution and we will improve the model to accommodate more complex environments in future works.
