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Abstract—We consider a free space optical (FSO) backhauling
system which consists of two base stations (BSs) and one central
unit (CU). We propose to employ non-orthogonal multiple access
(NOMA) for FSO backhauling where both BSs transmit at
the same time and in the same frequency band to the same
photodetector at the CU. We develop a dynamic NOMA scheme
which determines the optimal decoding order as a function of the
channel state information at the CU and the quality of service
requirements of the BSs, such that the outage probabilities of both
BSs are jointly minimized. Moreover, we analyze the performance
of the proposed NOMA scheme in terms of the outage probability
over Gamma-Gamma FSO turbulence channels. We further
derive closed-form expressions for the outage probability for
the high signal-to-noise ratio regime. Our simulation results
confirm the analytical derivations and reveal that the proposed
dynamic NOMA scheme significantly outperforms orthogonal
transmission and existing NOMA schemes.
I. INTRODUCTION
The ever-growing demand for higher data rates in the last
few decades places tremendous pressure on existing networks
and has become the main challenge and research focus for the
design of the next generation wireless communication systems
[1]. Therefore, larger bandwidths and more spectrally efficient
transmission schemes are needed to support the data rate
requirements of fifth generation (5G) wireless systems. Free
space optical (FSO) systems are considered to be promising
candidates for backhauling in 5G systems since they offer huge
bandwidths [1], [2]. In addition, FSO systems are inherently
secure and energy efficient [1].
Non-orthogonal multiple access (NOMA) has been pro-
posed for 5G systems to increase the spectral efficiency of
the radio access network compared to conventional orthog-
onal multiple access (OMA) [3]–[5], by multiplexing more
than one user on the same time-frequency resource [3], [4].
Moreover, NOMA provides massive connectivity and low
latency which are other important requirements for 5G systems
[3], [5]. It is also noted that the special case of two-user
downlink NOMA, termed as multi-user superposition trans-
mission (MUST), has been included in the 3rd Generation
Partnership Project (3GPP) Long Term Evolution Advanced
(LTE-A) standard [6]. Since in NOMA the superposition of
several users’ messages is received, successive interference
cancellation (SIC) is adopted at the receiver to separate and
decode the users’ messages [3], [5]. Note that for downlink
NOMA, the decoding order at the receivers is fixed whereas
in uplink NOMA, different decoding orders are possible [3].
In particular, in the literature, the decoding order of the users
is assumed to be either a priori fixed [7] or dynamic where,
for example, the user with higher instantaneous received signal
power is decoded first [8]. Moreover, for performance analysis
of NOMA systems, three assumptions are commonly made
regarding SIC reliability, namely the perfect, imperfect, and
worst-case SIC assumptions. Under the perfect SIC assump-
tion, it is assumed that while decoding the message of a
specific user, the interference from other users with higher
decoding order has been perfectly cancelled [5]. Under the
imperfect SIC assumption, if decoding the message of a user
is unsuccessful, its effect on the signal of other users with
lower decoding orders is taken into account as interference
[3], [5]. Under the worst-case SIC assumption, if decoding
the message of a user is unsuccessful, the decoding of the
messages of all users with lower decoding orders is assumed
to be unsuccessful [5], [8]. Note that imperfect SIC is a
more realistic assumption than perfect and worst-case SIC;
nevertheless, the latter two assumptions are widely adopted in
the literature due to their mathematical tractability.
In this paper, we investigate NOMA for FSO backhauling
in 5G systems. In particular, we assume that two base stations
(BSs) simultaneously send their data to a central unit (CU)
over FSO backhaul links. The main motivation for combining
FSO and NOMA is the objective to exploit the benefits of
both the high data rates enabled by FSO and the high spectral
efficiency introduced by NOMA. Another motivation is that
NOMA usually performs well when the powers received from
different transmitters are quite different [3]. This is typically
the case for FSO systems since the path loss of FSO links is
higher than that of radio frequency (RF) links, particularly in
adverse weather conditions, such as haze and fog. In this paper,
we propose a dynamic NOMA scheme which determines the
optimal decoding order, such that the outage probabilities of
both BSs are jointly minimized. We prove that the proposed
decoding order strategy is optimal under the perfect, imperfect,
and worst-case SIC assumptions. Moreover, we analyze the
system performance in terms of the outage probability of the
BSs over FSO Gamma-Gamma (G-G) turbulence channels.
We further derive closed-form expressions for the outage
probability in the high signal-to-noise ratio (SNR) regime.
Our simulation results confirm the analytical derivations and
reveal that the proposed dynamic NOMA scheme significantly
outperforms the fixed and dynamic NOMA schemes from the
literature.
We note that so far, NOMA has been mainly considered for
radio access, i.e., uplink or downlink transmission in a system
comprising several users and a BS, in RF [3]–[5], millimeter
wave [9], and visible light communication systems [10]. On
the contrary, in this paper, we consider NOMA for wireless
backhauling of two BSs to a CU. Moreover, except for the
recent paper [11], NOMA has not been considered previously
for use in FSO systems. Furthermore, unlike this paper, the
authors of [11] employ the well-known dynamic SIC scheme
which sorts the users for decoding according to their channel
qualities [8]. In other words, the dynamic NOMA in [11]
exploits only the channel state information (CSI) to determine
the decoding order whereas the proposed optimal NOMA
scheme takes both the CSI and the quality of service (QoS)
requirements of the BSs into account when determining the
optimal decoding order. Therefore, the performance analysis
in this paper is different from the one carried out in [11].
Furthermore, we provide a high SNR performance analysis
which was not offered in [11]. We derive conditions for the
BSs’ QoS requirements which determine whether or not the
outage probability exhibits an outage floor. Finally, we show
that the proposed optimal dynamic scheme outperforms the
dynamic scheme in [11].
II. SYSTEM AND CHANNEL MODELS
In this section, we present the system and channel models
adopted in this paper.
A. System Model
We consider an FSO backhauling system where two BSs
denoted by BS1 and BS2 wish to communicate with a single
CU over FSO links. We assume that the BSs and the CU
are fixed nodes mounted on top of buildings where a line-
of-sight between the BSs and CU is available. The CU is
equipped with a single photodetector (PD) with a circular
detection aperture of radius r. Moreover, each BS has a single
aperture directed towards the PD at the CU. We study NOMA
for FSO backhauling where the two BSs transmit their signals
to the CU at the same time and in the same frequency band.
The CU employs SIC to decode the BSs’ signals. We propose
dynamic-order decoding where the decoding order at the CU
is a function of the FSO channel conditions and the QoS
requirements of the BSs. In particular, we choose the decoding
order, such that the outage probability of the BSs is minimized.
B. Channel Model
We assume an intensity modulated direct detection (IM/DD)
FSO system. Particularly, after removing the ambient back-
ground light intensity, the signal intensity detected at the CU
is modelled as
y = h1x1 + h2x2 + n, (1)
where x1 and x2 are the optical signals transmitted by BS1
and BS2, respectively, and n is zero-mean real-valued additive
white Gaussian shot noise (AWGN) with variance δ2n caused
by ambient light. Moreover, h1 and h2 are the independent
positive real-valued channel coefficients from BS1 and BS2
to the CU, respectively. Furthermore, we assume an average
optical power constraint E{xi} ≤ Pi, where E{·} denotes
expectation.
In the following, we present the model for hi, i = 1, 2,
adopted in this paper. In particular, hi is affected by several
factors and can be modelled as follows
hi = ρh¯ihˆih˜i, (2)
where ρ is the responsivity of the PD and h¯i, hˆi, and h˜i
are the path loss, geometric loss, and atmospheric turbulence,
respectively. The models adopted for h¯i, hˆi, and h˜i are
presented in the following.
1) Path Loss: h¯i is deterministic and represents the power
loss over a propagation path of length di and is given by [12],
[13]
h¯i = 10
−κdi/10, (3)
where κ is the weather-dependent attenuation factor of the
FSO links.
2) Geometric Loss: hˆi is also deterministic and is caused
by the divergence of the optical beam between transmitter and
PD. It is modeled as [12], [13]
hˆi =
[
erf
( √
πr√
2φdi
)]2
, (4)
where erf(·) is the error function and φ is the divergence angle
of the beam.
3) Atmospheric Turbulence: We use the G-G model for the
atmospheric turbulence h˜i, since the G-G distribution is able
to accurately model a wide range of weak to strong turbulence
conditions [12]. In particular, the probability density function
(PDF) of h˜i is given by [14]
fh˜i(h˜i) =
2(αβ)(α+β)/2
Γ(α)Γ(β)
h˜
(α+β)/2−1
i Kα−β
(
2
√
αβh˜i
)
, (5)
where Γ(·) is the Gamma function, Kα−β(·) is the modified
Bessel function of the second kind, and α and β depend
on physical parameters such as the wavelength λfso and the
weather-dependent index of refraction structure parameter C2n
[13]. The cumulative distribution function (CDF) of h˜i is given
by
Fh˜i(h˜i) =
1
Γ(α)Γ(β)
G2,11,3
[
αβh˜i
∣∣∣1
α,β,0
]
, (6)
where Gc,da,b(·) is the Meijer’s G-function [15].
III. NOMA FOR FSO BACKHAULING
In this section, we first present the electrical signal-to-
interference-plus-noise ratio (SINR) at the CU. Subsequently,
we derive the optimal dynamic-order decoding strategy.
A. Electrical SINR at the CU
Since the capacity of a point-to-point IM/DD FSO link is
not known in general, we consider the following achievable
rate [16]
R(Γi) =
1
2
log2
(
1 +
e
2π
Γi
)
bits/symbol, (7)
where Γi is the SINR of BSi at the CU. We note that Γi
depends on the adopted decoding order. For future reference,
let o = (i, i′) denote the decoding order if BSi is decoded first
and BSi′ is decoded second. Moreover, assuming that BSi is
decoded second, Γi depends on whether the SIC is successful
or erroneous. To formally take the effect of the reliability of
SIC into account, we define binary variable s which is equal to
one if the decoding of the first signal is successful; otherwise,
it is equal zero. Using these definitions, under the perfect,
imperfect, and worst-case SIC assumptions [3], [5], [8], the
SINRs of the BSs are obtained as
Γ1 =


γ1
γ2 + 1
, if o = (1, 2)
γ1, if o = (2, 1) for perfect SIC
γ1
(1− s)γ2 + 1 , if o = (2, 1) for imperfect SIC
sγ1, if o = (2, 1) for worst-case SIC,
(8a)
Γ2 =


γ2
γ1 + 1
, if o = (2, 1)
γ2, if o = (1, 2) for perfect SIC
γ2
(1− s)γ1 + 1 , if o = (1, 2) for imperfect SIC
sγ2, if o = (1, 2) for worst-case SIC,
(9a)
where γ1 =
P 2
1
|h1|
2
δ2
n
and γ2 =
P 2
2
|h2|
2
δ2
n
.
B. Dynamic-Order Decoding
We assume that the BSs transmit with a fixed rate denoted
by Rthri , i = 1, 2, (in bits/symbol) regardless of the channel
conditions. Therefore, CSI is needed only at the CU. In this
case, outage probability is commonly adopted as performance
criterion [12]. Here, the decoding order is chosen according
to the CSI at the CU and the QoS requirements of the BSs.
In the following proposition, we provide the optimal decoding
order which minimizes the outage probabilities of the BSs,
P outi , i = 1, 2, under the perfect, imperfect, and worst-case
SIC assumptions, respectively.
Proposition 1: The optimal policy for the SIC decoding
order which jointly minimizes P out1 and P
out
2 is identical
under the perfect, imperfect, and worst-case SIC assumptions
and is given by
o =


(1, 2), if γˆ1 ≥ γthr1 & γˆ2 < γthr2
(2, 1), if γˆ1 < γ
thr
1 & γˆ2 ≥ γthr2
(1, 2) or (2, 1), otherwise,
(10)
where γˆ1 =
γ1
γ2+1
, γˆ2 =
γ2
γ1+1
, and γthri =
e
2pi
(
22R
thr
i − 1).
Proof: Please refer to Appendix A.
The main idea behind the optimal decoding strategy in
Proposition 1 is to choose the decoding order in which the
signal of the BS with better channel conditions and lower
QoS requirements is decoded first. To better understand Propo-
sition 1, we distinguish the following cases. Regardless of
the adopted decoding order, if γˆ1 ≥ γthr1 and γˆ2 ≥ γthr2
hold, both BSs are not in outage and if γˆ1 < γ
thr
1 and
γˆ2 < γ
thr
2 hold, both BSs are in outage. For the other two
possibilities γˆ1 ≥ γthr1 and γˆ2 < γthr2 or γˆ1 < γthr1 and
γˆ2 ≥ γthr2 , the optimal decoding orders are (1, 2) and (2, 1),
respectively, where SIC is always successful, i.e., s = 1.
Therefore, for the dynamic-order decoding strategy in (10),
the outage probabilities of the BSs do not depend on whether
perfect, imperfect, or worst-case SIC is assumed.
IV. PERFORMANCE ANALYSIS UNDER G-G TURBULENCE
In this section, we first analyze the outage probability for
arbitrary SNRs and then simplify the results for the high SNRs.
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Fig. 1. Illustration of the outage events for BSi (OEi), i = 1, 2, for the
optimal decoding order for γthr
1
γthr
2
< 1 (the left-hand side figure) and
γthr
1
γthr
2
≥ 1 (the right-hand side figure).
A. General Case
We emphasize that the outage probabilities of the BSs for
the optimal decoding order scheme in Proposition 1 do not
depend on the adopted SIC assumption, cf. Section III. In
particular, the outage probability of the BSs are given by
P out1 = Pr(Γ1 < γ
thr
1 ) (11a)
= Pr
(
γˆ1 < γ
thr
1 , γˆ2 < γ
thr
2
)
+ Pr
(
γˆ2 ≥ γthr2 , γ1 < γthr1
)
P out2 = Pr(Γ2 < γ
thr
2 ) (11b)
= Pr
(
γˆ1 < γ
thr
1 , γˆ2 < γ
thr
2
)
+ Pr
(
γˆ1 ≥ γthr1 , γ2 < γthr2
)
.
Fig. 1 schematically illustrates the outage events in the plane
of γ1-γ2, for the cases of γ
thr
1 γ
thr
2 < 1 and γ
thr
1 γ
thr
2 ≥ 1,
where lines γ2 =
γ1
γthr
1
− 1 and γ2 = γthr2 γ1 + γthr2 intersect
and do not intersect, respectively. Here, OEi = 1 and OEi =
0 indicate that an outage event occurs and does not occur
for BSi, i = 1, 2, respectively. In particular, from Fig. 1, an
outage occurs for BS1 in the red and blue regions, i.e., P
out
1 =
Pr (OE1 = 1,OE2 = 1)+Pr (OE2 = 0,OE1 = 1). Similarly,
an outage happens for BS2 in the red and yellow regions, i.e.,
P out2 = Pr (OE1 = 1,OE2 = 1) + Pr (OE1 = 0,OE2 = 1).
We first present the following lemma, which facilitates a
numerical evaluation of the outage probabilities in (11).
Lemma 1: Let X and Y be independent G-G random
variables (RVs) and a, b, c, and d be constants. The following
identities hold
f1(X,Y, a, b, c, d) , Pr
(
aX2
bY 2 + 1
≥ c, bY 2 < d
)
=
∫ √d/b
0
[
1− FX
(√
c(by2 + 1)/a
)]
fY (y)dy, (12)
f2(X,Y, a, b, c, d) , Pr
(
aX2
bY 2 + 1
≤ c, bY
2
aX2 + 1
≤ d
)
=
∫ ζ
0
FX
(√
c(by2 + 1)/a
)
fY (y)dy
−
∫ ζ
√
d/b
FX
(√( b
d
y2 − 1
)
/a
)
fY (y)dy, (13)
where ζ is a constant given by
ζ =
{√
d(1+c)
b(1−cd) , if cd < 1
∞, otherwise.
(14)
Moreover, FX(·) and fY (·) are the CDF and PDF of G-G RVs
X and Y and are given in (6) and (5), respectively.
Proof: Please refer to Appendix B.
We note that γ1 and γ2 are two independent RVs which
can be rewritten as e1h˜
2
1 and e2h˜
2
2, respectively, where ei =
P 2
i
h¯2
i
hˆ2
i
δ2
n
, i = 1, 2, is a constant and h˜1 and h˜2 are independent
G-G RVs. Therefore, using Lemma 1, the outage probability
of BSi given in (11) is obtained as follows
P out1 =f2
(
h˜1, h˜2, e1, e2, γ
thr
1 , γ
thr
2
)
+f1
(
h˜2, h˜1, e2, e1, γ
thr
2 , γ
thr
1
)
(15a)
P out2 =f2
(
h˜1, h˜2, e1, e2, γ
thr
1 , γ
thr
2
)
+f1
(
h˜1, h˜2, e1, e2, γ
thr
1 , γ
thr
2
)
. (15b)
Using the above expressions, we are able to numerically com-
pute the outage probabilities and verify our simulation results.
B. High SNR Regime
In this subsection, we provide an outage analysis for the
high SNR regime, i.e., when γ →∞ where γ = P 21δ2
n
=
P 2
2
δ2
n
.
Corollary 1: The outage probability of the BSs in the high
SNR regime, i.e., when γ → ∞, for the proposed optimal
dynamic NOMA scheme is given by
lim
γ→∞
P out1 =

F1
(
αβ
√
γthr
1
c1γ
)
, if γthr1 γ
thr
2 < 1
F2
(√
cγthr1
)
− F2
(√
c
γthr
2
)
, if γthr1 γ
thr
2 ≥ 1,
(16a)
lim
γ→∞
P out2 =

F1
(
αβ
√
γthr
2
c2γ
)
, if γthr1 γ
thr
2 < 1
F2
(√
cγthr1
)
− F2
(√
c
γthr
2
)
, if γthr1 γ
thr
2 ≥ 1,
(16b)
respectively, where c = c2c1 and ci = h¯
2
i hˆ
2
i , i = 1, 2. Moreover,
F1(x) and F2(x) are given by
F1(x) =
1
Γ(α)Γ(β)
[
Γ(β − α)
α
xα +
Γ(α− β)
β
xβ
]
(17)
F2(x) =
1
Γ(α)2Γ(β)2
G2,33,3
[
x
∣∣∣1−α,1−β,1
α,β,0
]
. (18)
Proof: Please refer to Appendix C.
Corollary 1 reveals that the proposed optimal dynamic
NOMA scheme exhibits two different asymptotic behaviors
depending on the QoS requirements. i) If γthr1 γ
thr
2 < 1 holds,
the outage probabilities do not exhibit an outage floor. We
note that one can further simplify the asymptotic expression
in (17) by neglecting the term associated with xα if α > β
or the term associated with xβ if α < β. Therefore, when
γthr1 γ
thr
2 < 1, the diversity order of the outage probabilities of
the BSs is 12 min{α, β}. ii) If γthr1 γthr2 ≥ 1 holds, the outage
probabilities have an outage floor. Note that the value of the
outage floor is the same for both BSs and depends on the ratio
TABLE I
SIMULATION PARAMETERS [13], [17].
Symbol Definition Value
δ2n Noise variance at the CU 10
−14 A2
R Responsivity of PD at the CU 0.5 1V
φ Laser divergence angle 2 mrad
r Aperture radius 10 cm
(α, β) Parameters of G-G fading (2.23, 1.54)
of the average channel gains, c, as well as the required QoS,
γthri .
Remark 1: Note that in NOMA, in general, the signal of the
BS which is decoded first always suffers from interference
from the other BS which may cause an outage floor in
high SNR. However, Corollary 1 reveals that under certain
conditions, i.e., γthr1 γ
thr
2 < 1, an outage floor does not occur
since in high SNR, the signal of at least one of the BSs can be
correctly decoded. In other words, in high SNR, for all channel
realizations where the signal of BS1 cannot be decoded first,
the signal of BS2 very likely can be correctly decoded first
instead, and vice versa.
V. PERFORMANCE EVALUATION
In this section, we first present our baseline and benchmark
schemes and subsequently we provide simulation results to
evaluate the performance of the proposed NOMA scheme.
A. Baseline and Benchmark Schemes
We consider the following benchmark/baseline schemes:
OMA: Here, BS1 is active half of the available time and
remains silent when BS2 is active in the other half of the
available time. In order to have a fair comparison with NOMA,
we scale the transmission rates of the BSs, such that the
average data rates of both schemes are equal, i.e., with OMA
the transmission rate of BSi is 2R
thr
i .
Fixed NOMA: We consider a simple NOMA scheme which
employs fixed-order decoding. Here, we assume the signal of
BS1, which is closer to the CU, is decoded first and the signal
of BS2 is decoded second.
Dynamic NOMA scheme in [11]: We consider the NOMA
scheme in [11] which performs dynamic SIC ordering based
on the instantaneous received powers from the BSs, i.e., the
signal of the BS with higher instantaneous received power is
decoded first.
Performance upper bound: To have a lower bound on the
outage probability, we assume that both BSs transmit concur-
rently; however, their signals can be decoded interference free
at the CU. Note that this provides an upper bound on the
performance of any NOMA and OMA scheme.
For the baseline NOMA schemes, we present the results
under the imperfect SIC assumption.
B. Simulation Results
Unless stated otherwise, the values of the FSO link param-
eters used in our simulations are given in Table I.
In Fig. 2, we plot the outage probability of the BSs
vs. optical transmit power P1 = P2 = P in dBm for
κ = 4.2 × 10−3 (haze), (d1, d2) = (1000, 2000) m, and
(Rthr1 , R
thr
2 ) = (0.1, 0.5) bits/symbol. We observe from Fig. 2
that for both baseline NOMA schemes, the outage probability
of one of the BSs has an outage floor whereas for the proposed
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Fig. 2. Outage probability of BS1 and BS2 vs. optical transmit power
P1 = P2 = P for (d1, d2) = (1000, 2000) m, (Rthr1 , R
thr
2
) = (0.1, 0.5)
bits/symbol, and κ = 4.2× 10−3 (haze).
dynamic NOMA, an outage floor does not occur for either BS.
This is due to the fact that the QoS requirements of the BSs
lead to γthr1 γ
thr
2 = 0.7945 < 1, cf. Corollary 1. In addition,
for OMA each BS is active half of the time, and thus, we
expect a maximum SNR loss of 3 dB with respect to the lower
bound which is consistent with the results shown in Fig. 2.
Note that since we plot the outage probability vs. the optical
transmit power, the slope of the outage curves for the proposed
NOMA scheme is β = 1.54 which is twice the diversity order
obtained in Corollary 1 for the electrical power. Moreover,
for the proposed dynamic NOMA, the outage probability of
BS1 is less than the outage probability of BS2 which is
due to the fact that both the distance from the CU and the
required QoS are less for BS1 than for BS2. Furthermore,
the performance of the proposed scheme is close to the lower
bound especially for high SNR, which reveals the effectiveness
of the proposed NOMA scheme and its relative resilience to
multiuser interference. Finally, we observe a perfect match
between simulation and numerical results, which validates our
derivations.
Next, we study the effects of different QoS requirements
and FSO weather conditions. For clarity of presentation, we
assume P1 = P2 = P dBm, d1 = d2 = 1000 m, and
Rthr1 = R
thr
2 which leads to P
out
1 = P
out
2 . Fig. 3 shows
the outage probability and the asymptotic outage probability
given in Corollary 1 for the proposed dynamic NOMA scheme
vs. the optical transmit power P for two different weather
conditions, i.e., κ = 0.43×10−3 (clear air) and κ = 20×10−3
(light fog). Here, we assume Rthri = R
thr
crt + ǫ, where R
thr
crt is
the critical rate given by Rthrcrt =
1
2 log2(1 +
e
2pi ) for which
γthr1 = γ
thr
2 = 1 holds. We can observe from Fig. 3 that as
expected, for ǫ < 0, i.e., γthr1 γ
thr
2 < 1, there is no outage
floor for high SNR and for ǫ ≥ 0, i.e., γthr1 γthr2 ≥ 1, an
outage floor exists. Moreover, this figure shows that the more
stringent the QoS requirements are, i.e., the higher Rthri , the
higher the outage probability becomes. Moreover, as expected,
as the weather conditions deteriorate, i.e., for larger values of
κ, the outage probability increases which manifests itself in an
SNR loss. Finally, all outage probability curves approach the
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asymptotic results derived in Corollary 1. Again, we observe
a perfect agreement between the numerical and simulation
results.
VI. CONCLUSION
In this paper, we considered NOMA for backhauling of two
BSs to a CU via FSO links. We derived an optimal dynamic
NOMA scheme which jointly minimizes the BSs’ outage
probabilities. Moreover, we analyzed the outage probability
for G-G turbulence and derived closed-form expressions in
the high SNR regime. Our simulation results validated the
analytical derivations and revealed that the proposed dynamic
NOMA scheme can achieve a considerable performance gain
compared to OMA as well as fixed and dynamic NOMA
schemes from the literature.
APPENDIX A
We distinguish the following four mutually exclusive cases
depending on the CSI and the QoS requirements of the BSs.
Case 1: γˆ1 ≥ γthr1 & γˆ2 < γthr2 : In this case, for decoding
order (1, 2), we obtain s = 1 whereas for decoding order
(2, 1), we obtain s = 0.
i) Under the perfect SIC assumption, we obtain Γ1 =
γˆ1 ≥ γthr1 and Γ1 = γ1 ≥ γthr1 for orders (1, 2) and
(2, 1), respectively, i.e., BS1 is not in outage regardless of the
decoding order. On the other hand, we obtain Γ2 = γˆ2 < γ
thr
2
for order (2, 1) which leads to an outage for BS2, whereas for
decoding order (1, 2), we obtain Γ2 = γ2 where BS2 may or
may not be in outage. Therefore, order (1, 2) is optimal.
ii) Under the imperfect SIC assumption, we obtain Γ1 =
γˆ1 ≥ γthr1 for both possible decoding orders, i.e., regardless
of the decoding order, BS1 is not in outage. On the other hand,
for decoding order (2, 1), we obtain Γ2 = γˆ2 < γ
thr
2 which
leads to an outage for BS2 whereas for decoding order (1, 2),
we obtain Γ2 = γ2 where BS2 may or may not be in outage.
Therefore, the optimal decoding order is (1, 2).
iii) Under the worst-case SIC assumption, for order (2, 1),
we obtain Γ1 = 0 < γ
thr
1 and Γ2 = γˆ2 < γ
thr
2 which leads to
an outage for both BSs. On the other hand, for order (1, 2),
we obtain Γ1 = γˆ1 ≥ γthr1 which means BS1 is not in outage.
Therefore, order (1, 2) is optimal.
Case 2: γˆ1 < γ
thr
1 & γˆ2 ≥ γthr2 : In this case, the optimal
order is (2, 1). The proof is similar to that for Case 1 after
switching the roles of BS1 and BS2.
Case 3: γˆ1 ≥ γthr1 & γˆ2 ≥ γthr2 : In this case, we obtain s =
1 for both decoding orders. This leads to Γi ≥ γthri , i =
1, 2, for both decoding orders under the perfect, imperfect,
and worst-case SIC assumptions. In other words, regardless
of the decoding order and the SIC assumption, both BSs will
not be in outage.
Case 4: γˆ1 < γ
thr
1 & γˆ2 < γ
thr
2 : In this case, we obtain s =
0 for both decoding orders. This leads to Γi < γ
thr
i , i =
1, 2, for both decoding orders under the perfect, imperfect,
and worst-case SIC assumptions. In other words, regardless
of the decoding order and the SIC assumption, both BSs will
be in outage.
The above decoding order strategy is concisely given in (10)
which completes the proof.
APPENDIX B
Due to space constraints, we provide the proof only for the
more involved case of f2(X,Y, a, b, c, d) and skip the proof for
f1(X,Y, a, b, c, d) which is similar. We note that for γ1 = aX
2
and γ2 = bY
2, f2(X,Y, a, b, c, d) corresponds to the region
with red color in Fig. 1. Therefore, we obtain
f2(X,Y, a, b, c, d) , Pr
(
aX2
bY 2 + 1
≤ c, bY
2
aX2 + 1
≤ d
)
= Pr

X ≤
√
c(bY 2 + 1)
a
,X ≥
√
b
dY
2 − 1
a


=
∫ ζ
0
Pr
(
X ≤
√
c(by2 + 1)
a
∣∣Y = y
)
fY (y)dy
−
∫ ζ
√
d/b
Pr

X ≤
√
b
dy
2 − 1
a
∣∣Y = y

 fY (y)dy
=
∫ ζ
0
FX
(√
c(by2 + 1)/a
)
fY (y)dy
−
∫ ζ
√
d/b
FX
(√( b
d
y2 − 1
)
/a
)
fY (y)dy, (19)
where ζ is the value of Y for the intersection of aX2/(bY 2+
1) = c and bY 2/(aX2 + 1) = d. Here, if cd < 1 holds, the
aforementioned functions intersect at a unique point resulting
in ζ = d(1+c)b(1−cd) , otherwise, the two functions do not intersect
and we have ζ =∞. This completes the proof.
APPENDIX C
Without loss of generality, we analyze only P out1 , since P
out
2
can be obtained straightforwardly after switching the roles of
BS1 and BS2. Using γˆ1 → γ1γ2 and γˆ2 →
γ2
γ1
which hold for
high SNR, (11a) can be written as P out1 = A + B where A
and B are as follows
A = Pr
(γ1
γ2
< γthr1 ,
γ2
γ1
< γthr2
)
B = Pr
(
γ1 < γ
thr
1 ,
γ2
γ1
≥ γthr2
)
. (20)
Now, we distinguish the following two cases:
Case 1: If γthr1 γ
thr
2 < 1 holds, A becomes zero and B ap-
proaches Pr
(
γ1 < γ
thr
1
)
. Moreover, after some manipulations
B = Fh˜1
(√
γthr
1
c1γ
)
, where Fh˜1(·) is the CDF of G-G RV h˜1
given in (6). Then, we approximate the CDF for high SNR, i.e.,
γ →∞, using the series expansion of the Meijer’s G-function
for small values,
√
γthr
1
c1γ
→ 0, [15, Eq. 9.303 and Eq. 9.14.1].
This approximation is given in (17) in Corollary 1.
Case 2: If γthr1 γ
thr
2 ≥ 1 holds, A is a non-zero constant which
dominates B for high SNR. In particular, A can be written as
Pr
(
1
γthr
2
< γ1γ2 < γ
thr
1
)
which is given in terms of the CDF of
the ratio of two G-G RVs, i.e., h˜1
h˜2
, in (18) in Corollary 1 [15,
Eq. 7.821.3]. This completes the proof.
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