In this paper, we mainly study the finite-time stability for a kind of uncertain fractional-order delay differential equations with noninstantaneous impulses. By using the Lyapunov functions along with the generalized Grönwall inequality, we present the new stability results for the considered equations. Finally, two examples are given to demonstrate the effectiveness of our theoretical results.
Introduction
Over the past two decades, fractional-order systems (FOSs) have been intensively studied due to its wide applications to various fields, especially in memory storage, dynamics mechanic, and communication engineering. As we know, stability theory is one of the most crucial themes in the qualitative theory of dynamical systems, and we can see the monographs [1, 2] and the papers [3] [4] [5] [6] [7] for Ulam-Hyers stability, [8] [9] [10] [11] for Lipschitz stability, [12] [13] [14] for asymptotic stability, and for other forms of stability. Further, for more details about some other properties of the solutions, we can see [15] [16] [17] [18] . In this paper, we mainly study the finitetime stability, which has been investigated by some researchers. For an extensive collection of such results, we refer the readers to the related literatures, such as the papers [19] [20] [21] [22] [23] . In detail, in [19] , Wu et al. studied the finite-time stability of Caputo delta fractional linear difference equations with the aid of Grönwall inequality. In [20] , D. F. Luo and Z. G. Luo considered the uniqueness and finite-time stability of solutions for a kind of fractional-order nonlinear difference equations with time-varying delays and improved the results in [19] . In order to explore the finite-time stability of fractional differential equations, Li and Wang [21] introduced a concept of delayed Mittag-Leffler type matrix function and studied the system in the following form:
e authors finally presented the finite-time stability results by virtue of delayed Mittag-Leffler type matrix.
Phat and anh [22] considered the following nonlinear FOSs with time-varying delay and nonlinear disturbance:
Based on a generalized Grönwall inequality, a delay-dependent sufficient condition for robust finitetime stability of such systems was established in terms of the Mittag-Leffler function.
To research the influence of impulses on finite-time stability of fractional differential system, D. F. Luo and Z. G. Luo in [23] investigated the following ψ-Hilfer fractional differential equation with time-varying delays and noninstantaneous impulses:
is a delayed function. e authors deduced that the solutions of system (3) had finite-time stability under some new criteria and by applying the generalized Grönwall inequality.
In this paper, we first assume two increasing finite sequences of points t i p+1 i�1 and s i p i�0 are given, such that
where T ∈ R + is given and p is a natural number. Inspired by the papers mentioned, we consider the following uncertain fractional-order delay differential equations with noninstantaneous impulses:
is the Caputo fractional derivative of order α ∈ (0, 1], and τ(t) is a continuous function, such that 0 ≤ τ(t) ≤ τ, τ ∈ R + , ∀t ∈ J. Let f : J × R 2 ⟶ R be a given function to be specified later, and the uncertainty of this system denoted by
are noninstantaneous impulsive functions for all k ∈ 1, 2, . . . , p , and φ : [− τ, 0] ⟶ R is a continuous function.
Remark 1 [23] . If t k � s k , k � 1, 2, . . . , p, then system (4) reduces to an impulsive differential equation. In this case, at any point of instantaneous impulse t k , the amount of jump of the solution x(t) is given by I k � ϕ k (t, T k (t)(x(t − k ))). e main objective in this paper is to extend the work in [24, 25] to fractional order and develop the results in [21, 22] under noninstantaneous impulsive effects, where impulsive action starts at an arbitrary fixed point and remains active on a finite time interval, which is very different from the classical instantaneous impulsive case that changes are relatively short compared to the overall duration of the whole process. Our main motivation for doing this paper is to research the effect of noninstantaneous impulses on finitetime stability, and to do this, we introduce two class-K functions, c and β, that satisfy some certain conditions, which can guarantee the finite-time stability. e difficulty of the whole process is how to construct c and β that meet the particular properties we wanted.
is article is organized as follows. In Section 2, we introduce some known definitions and lemmas, which are useful to our following works. Section 3 is devoted to researching the finite-time stability for fractional system (4). To explain the results clearly, we finally provide two examples in Section 4.
Preliminaries
In this section, we plan to introduce some basic definitions and lemmas which are used throughout this paper.
Definition 1 [23] . One-parameter Mittag-Leffler function: the Mittag-Leffler function is given by the following series:
where μ ∈ C, R(μ) > 0, and Γ(z) is a gamma function given by
Lemma 1 [22] . Generalized Grönwall inequality: suppose
then
is the Mittag-Leffler function defined by Definition 1.
Definition 2 [26] .
e Riemann-Liouville fractional integral of order α > 0 for a continuous function g : [0, +∞) ⟶ R is defined as
where I α t denotes the Riemann-Liouville fractional integral of order α and Γ(·) is Euler's Gamma function satisfying
Definition 3 [26] . e fractional-order derivative in the Caputo sense for a continuous function g(t) :
where n is the smallest integer greater than or equal to α.
Lemma 2 [5] . If x(t) ∈ C n [0, T], then the following is satisfied:
is said to belong to class-K if it is strictly increasing and x(0) � 0. Now, we introduce a space:
Lemma 3. Let 0 < α ≤ 1, as for any t ∈ J, x satisfies the fractional system (4) if and only if x satisfies the following Volterra integral equations:
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Proof.
e proof process can be referred to [23] .
□

Main Results
Let B + (J) denote the set of all nonnegative bounded functions on interval J. To establish the main results, we introduce the following assumptions:
(H 1 ) For any t ∈ J, assume that the uncertainty term ΔA(t, x) satisfies the following condition:
where G(t, x) is nonnegative continuous function.
(H 2 ) Assume that the nonlinear function f satisfies: there exists a positive function l f (t) ∈ B + (J) such that
where t ∈ J,
and ϕ k (t, 0) � 0 holds.
roughout this paper, we always assume the following:
We denote
Based on the known results [21] [22] [23] , we can clearly conclude that this fractional system (4) has at least one solution under some conditions. Now, we plan to investigate the specified stability.
Theorem 1. Suppose the validity of conditions (H 1 )-(H 3 )
and there exist two positive real numbers δ and σ such that δ < σ, and ‖φ‖ PC ≤ δ, then fractional system (4) has finite-time stability on J provided that the condition
holds, where M � max λM k,r , ‖φ(0)‖ PC , and M G � sup t∈J ‖G (t, x)‖ PC .
Proof.
e proof process can be referred to eorem 4.1 in [23] . Now, we need to take Lyapunov function approach to deal with the finite-time stability. In order to accomplish this work, we first consider the following uncertain fractionalorder delay differential equations without any impulses:
□ Lemma 4. Fractional system (21) has finite-time stability provided that there exists a continuously differentiable nonnegative function V(t, x), a positive nondecreasing continuous function h(t), and two nonnegative continuous functions g(t, x), Ψ(t, x) defined on J, and two class-K functions, c and β, such that for any t ∈ [0, T],
x) (4) δ and σ defined as in Definition 5 meet the following inequality:
Proof. e analysis of Definition 2 shows that operator I α t is nondecreasing and linear. We apply the fractional integral operator I α t to the both sides of condition (2) and by Lemma 2, then we have
Obviously, we can further get by condition (3) the following:
Let u(t) � V(t, x(t))h(t), a(t) � (V 0 + Ψ(t, x(t)))h(t), and by condition (5), we know that u(t) and a(t) satisfy the conditions in Lemma 1. Hence, one can obtain 4 Mathematical Problems in Engineering
which implies that
According to the condition (1), we can get
which implies that system (21) 
. . , p , and Υ k (t, δ) is defined in the following expression (49).
Proof. For ∀t ∈ [− τ, 0], we have ‖x‖ PC � ‖φ‖ PC ≤ δ < σ, and it is obvious that system (4) has finite-time stability on [− τ, 0]. As ∀t ∈ [0, t 1 ], the proof process is similar to the proof in Lemma 4.
As ∀t ∈ (t 1 , s 1 ], we also apply the fractional integral operator I α t on the both sides of condition (2), then we have
where V t + 1 is called the initial value on (t 1 , s 1 ], and
According to expression (14) , for any t ∈ [0, t 1 ], one can obtain
where M G is defined in the same way as in eorem 1. We refer to the idea in [23] and set u(t) � sup θ∈[− τ,t] ‖x(θ)‖ PC , and ∀t ∈ [0, t 1 ], then ‖x(ξ)‖ PC ≤ u(ξ), ‖x(ξ − τ(ξ))‖ PC ≤ u(ξ), and ∀ξ ∈ [0, t]. From (31), it follows
Noting that for all θ ∈ [0, t], we can get
Hence, we obtain the following result:
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By the generalized Grönwall inequality in Lemma 1, we have
which implies that, for any t ∈ [0, t 1 ],
From (30) and (36), we can conclude that
By using the same idea in Lemma 4, we can easily get
and we can see the fractional system (4) has finite-time stability on (t 1 , s 1 ] by the Definition 5.
As ∀t ∈ [s 1 , t 2 ], we also apply the fractional integral operator I α t on the side of condition (2), then we have
where V s 1 is called the initial value, and
erefore, we easily obtain by Lemma 4 the following:
and we can see the fractional system (4) has finite-time stability on [s 1 , t 2 ] by the Definition 5.
As ∀t ∈ (t 2 , s 2 ], we have the initial value:
By the Volterra integral equation (14), for all t ∈ [s 1 , t 2 ], we have
Using the same approach in (36), one can get
By (42) and (44), we can obtain
6 Mathematical Problems in Engineering
and we can see that the fractional system (4) has finite-time stability on (t 2 , s 2 ] by the Definition 5.
And so on and so forth, we get the following results on the other intervals. As t ∈ (t k , s k ], k � 3, 4, . . . , p, we have
which implies that the fractional system (1.4) has finite-time stability on (t k , s k ], k � 3, 4, . . . , p by the Definition 5.
As t ∈ (s k , t k+1 ], k � 2, 3, . . . , p, we have
erefore, we can see that the fractional system (4) has finite-time stability on (t k , s k ] by the Definition 5. e proof of this theorem is completed.
