ABSTRACT. We derive the two-dimensional Keller-Segel equation from a stochastic system of interacting particles in the case of sub-critical chemosensitivity < 8 . The Coulomb interaction force is regularised with a cutoff of size − , with arbitrary ∈ (0, 1∕2). In particular we obtain a quantitative result for the maximal distance between the real and mean-field -particle trajectories.
INTRODUCTION
The Keller-Segel equation [14] is known as the classical model of chemotaxis, which in Biology refers to the movement of organisms guided by an external chemical substance and has been observed in some species of bacteria or amoeba. The Keller-Segel equation, concretely motivated by the behaviour of the unicellular organism Dictyostelium discoidium, models a situation in which cells naturally spread out but under starvation circumstances also attract other cells by segregating an attractive chemical substance. We consider the two-dimensional Keller-Segel equation:
(1) = Δ + ∇(( * ) ), (0, ⋅) = 0 .
Here ∶ [0, ∞) × Ê 2 → [0, ∞) is the evolution of the cell population density for an initial value 0 ∶ Ê 2 → [0, ∞), the interaction force kernel ∶ Ê 2 → Ê 2 is given by ( ) ∶= 2 | | 2 and the constant > 0 denotes the chemosensitivity or response of the cells to the chemical substance 1 . This model reflects the characteristic competition between diffusion and aggregation in such a chemotactical process. Mathematically this results in the interesting effect that in some cases smooth solutions exist for all times, while in others solutions blow up in finite time 2 (corresponding to clustering of the cells). Furthermore, the existence of global solutions or the presence of blow-up events strongly depend on the dimension, mass and chemosensitivity of the system: in one dimension the solution exists globally, but in higher dimensions blow-up events in finite time may or may not occur depending on the initial mass ∶= ∫ Ê 2 0 ( ) and the chemosensitivity . This role for the 2-dimensional description was completely understood for the first time less than a decade ago: if < 8 , a global bounded solution exists, while for > 8 blow-up in finite time always takes place. Finally, if = 8 a global solution exists which possibly becomes unbounded as → ∞ [3] , [8] , [2] . Here we work in a probabilistic setting and for convenience assume an initial mass = 1. The threshold condition for the existence of global solutions is therefore at = 8 .
Our purpose in this paper is to derive the deterministic macroscopic equation (1) in the sub-critical regime ∈ (0, 8 ) as the mean-field limit of the following microscopic stochastic -particle system as → ∞:
where the process ( ) ∶ [0, ∞) → Ê 2 denotes the trajectory of the -th particle, ( ) ∈AE is a family of 2-dimensional independent Brownian motions, ( ) ∈ Ê 2 denotes the vector
3 , and at the initial time = 0 the particles are independently distributed according to the initial density 0 . To this end we prove the property of propagation of chaos for regularised versions (with a cutoff depending on ) of these equations in Corollary 1. We obtain the propagation of chaos as a consequence of Theorem 1, where the real trajectories ( ) are shown to remain close to the mean-field trajectories, defined by (3) below, if both started at the same point. The mean-field trajectories are given by the following equation:
, where = ( ( ) ) is the probability distribution of any of the i.i.d.
( ) . We remark that the Keller-Segel equation (1) is Kolmogorov's forward equation for any solution of (3) , and in particular their probability distribution solves (1) .
The work of Cattiaux and Pédèches [6] is relevant for the existence of solutions of the stochastic particle system (2) and their properties. Furthermore, the derivation of the macroscopic equation (1) from the many-particle system (2) or propagation of chaos has been addressed in the past years by several mathematicians for modified problems: for a regularised interaction force ( ) ∶= | |(| |+ ) in [12] and for a sub-Keller-Segel equation with a less singular force ( ) ∶= | | +1 , 0 < < 1, in [11] . More recently, great progress has been made for the purely Coulomb case ( = 1): Fournier and Jourdain [10] proved the convergence of a subsequence for the particle system (2) by a tightness argument in the very sub-critical case < 2 using no cutoff at all; the convergence of the whole sequence (and therefore propagation of chaos) was nevertheless not achieved. Liu et al. published in the past year several results on propagation of chaos of (2) [17] , [13] , [18] , the last of them containing the strongest result available to date to our knowledge. We improve their result in two aspects. On the one hand our conditions (4) on the initial density 0 are weaker: Liu and Zhang assume 0 is compactly supported, Lipschitz continuous and 0 ∈ 4 (Ê 2 ). On the other hand our initial configuration for the particles is less restrictive: ours are i.i.d. random variables on Ê 2 , while their particles are distributed on a grid. Our approach adapts a method that seems to be powerful for deriving the mean-field limit of some -particle systems with Coulomb interactions, which was presented by Boers, Pickl [4] and Lazarovizi, Pickl [16] for the derivation of the Vlasov-Poisson equation from an -particle Coulomb system for typical initial conditions. 3 We introduce the notation ( ) for the number of particles in order to differentiate between these trajectories and the regularised ones. We nevertheless just use this notation during the introduction, since in the following sections we only work with the regularised equations.
Conditions on the chemosensitivity and the initial density. We assume throughout this note a subcritical chemosensitivity ∈ (0, 8 ) and the following conditions on the initial density 0 :
These conditions guarantee global existence, uniqueness and further good properties of the solution of the macroscopic equation (1) . Section 3 reviews these results and the corresponding ones for the solutions of the microscopic system. Regularisation of the interaction force. We introduce the following -dependent regularisation of the Coulomb interaction force. Let 1 ∶ Ê 2 → [0, ∞) be a radially symmetric, smooth function with the following properties:
For each ∈ AE and ∈ (0, 1∕2), let ( ) = 1 ( ) and consider the regularised interaction force = −∇ , which by construction satisfies
For an initial density 0 satisfying the above conditions (4) and each ∈ AE we consider the regularised Keller-Segel equation
the regularised microscopic -particle system, for = 1, … , ,
and the regularised mean-trajectories where denotes the probability distribution of ( ), , for any = 1, … , . As in the nonregularised version this implies that solves the regularised Keller-Segel equation (5) . For simplicity of notation, and since the number of particles already becomes apparent by the dependency of of the cutoff, we will just write , and , instead of ( ), and ( ), , as well as and for the vectors ( ), and ( ), . It is also convenient to denote the regularised interaction force as (8) (
and the mean interaction force as
. We need to introduce one last process: For times 0 ⩽ ⩽ and a random variable ∈ Ê 2 , independent of the filtration generated by , ⩾ , let ) is given by the solution of (9) d , , ,
This paper is organised as follows. In the next section we state our main result and the ensuing propagation of chaos. We comment on the existence and properties of solutions of equations (1)- (9) in Section 3. Section 4 is devoted to some preliminary results that we need for the proof of the main result, Theorem 1, which is then proven in Section 5. We conclude with the proofs of Propositions 2 and 3 introduced in Section 3.
Notation. For simplicity we write single bars | ⋅ | for norms in Ê and ‖ ⋅ ‖ for norms in spaces.
MAIN RESULT
Let the chemosensitivity and the initial density 0 satisfy condition (4), and for ∈ AE let and be the real and mean-field trajectories solving the regularised microscopic equations (6) and (7), respectively. Our main result is that the -particle trajectory starting from a chaotic (product-distributed) initial condition 0 ∼ ⊗ =1 0 typically remains close to the purely chaotic mean-field trajectory with same initial configuration 0 = 0 during any finite time interval 
The constant depends on the coefficient , the initial density 0 , the final time , and and 0 depends on 0 , and .
Note that if the interaction force were Lipschitz continuous the statement would easily follow from a Grönwall-type argument. In our case we do not have this good property, but we can prove that the regularised force is locally Lipschitz with a bound of order log , which follows from Lemma 1 and the Law of large numbers as presented in Proposition 5. This Lipschitz bound is good enough to prove the statement for short times but for larger times we need to introduce a new intermediate process. This process is proved to be close to by the same argument as before for short times and close to by a new argument introduced in Lemma 2 which compares the densities of the processes instead of comparing the trajectories.
We remark that Theorem 1 directly implies the propagation of chaos, or the weak convergence of the -particle marginals for and : 
ii. The Keller-Segel equation (1) has a unique weak non-negative solution
satisfying the conservation of mass
the second moment equation
and the free energy inequality
where the free energy  is given by
iii. The sequence ( ) of solutions of (5) converges weakly to the solution of the Keller-Segel equation (1).
We refer to [3] and [9] for the proof. More precisely, the existence of the sequence and the weak convergence of a subsequence of to a weak solution of the Keller-Segel equation (1) were proved in [3] . Together with the uniqueness of the weak solution of (1), which was proved in [9] , it follows the weak convergence of the whole sequence (and not just a subsequence) to this unique solution . (4), is necessary. If moreover the initial density is bounded in ∞ we find in Proposition 2 that the solutions of the Keller-Segel and the regularised Keller-Segel equations are uniformly bounded in ∞ as well. Finally with the full condition 0 ∈ 1 (Ê 2 ,
For the proof of Proposition 1 only
we prove some Hölder estimates in Proposition 3. The proofs of these two last propositions are contained in Section 6. the following estimates hold for the solution of (5) and the solution of (1):
Microscopic equations.
We focus first on the interacting -particle system (2) and its regularised version (6) . Since for each > 0 the kernel of (6) is globally Lipschitz continous, the solution of (6) is strongly and uniquely well-defined. For the original singular situation (2) there exists a unique (in distribution) non explosive solution of (2) starting from any ∈ .
We continue with the mean-field -particle system (3), its regularised version (7) and its regularised and linearised version (9) . According to Proposition 3 the mean-field force is Lipschitz in the space variable, uniformly in ∈ [0, ] and ∈ AE. Therefore, the linear equation (9) has a unique strong solution. For the existence and uniqueness of solutions of the non-linear equations (3) and (7) (8) is locally Lipschitz, with a local Lipschitz bound depending on . The proof of this statement is conducted in the following Lemma, which is formulated to include more general cutoffs that we will need to consider in this paper. 
where
ii. Let the resulting force be
Proof. (i) By the Mean Value Theorem the bound
holds for some point in the segment which joins and . We distinguish between the following two cases:
Since the derivative of is globally bounded by 2 ∕ , and consequently by 2 as well, it follows that
This means in particular that the derivative of at is bounded by | | −2 ∕ and also that
Therefore,
Finally, (ii) follows directly from (i).
Law of large numbers.
In the proof of the main theorem we define several "exceptional" sets and rely on the fact that the measure of these sets is exponentially small. This fact is proven in the next Proposition, a law of large numbers for our setting, for all these sets are events where the sample mean and expected values of some family of independent variables are not close. The steps we follow for this version of the law of large numbers are the standard ones, the only issue being that the -th moments of the variables we consider are not bounded but instead grow with to infinity. We'll see that their growth is nevertheless slow enough and we still obtain a rate of convergence which is faster than − for any > 0, where > 0 is a constant depending on the choice of but not on .
Proposition 5. (Law of large numbers) Let
independent random variables in Ê 2 and assume that has a probability density that we denote by ,
where (− ) stands for the expectation with respect to every variable but , that is, (− ) ( ( )) = 1 ∑ ≠ (ℎ * )( ). Define ∶= 1 − 2( + ) (strictly positive by assumption) and assume that, for each ,
holds for some constant 0 independent of and . Then, for each > 0 there exists a constant (depending on , , 0 and ℎ ) such that
Proof. Because we can replace ( ( )) by (− ) ( ( )) in the proof, it is enough to prove the statement for the first set . Also notice that since
holds, it suffices to prove that
for each > 0, each = 1, … and = 1, 2. Let then > 0, ∈ {1, 2} and let us for simplicity take = 1. We use Markov's inequality of order 2 and determine later the right choice of for the given and the quantity ( + ) in the exponent of the allowed error −( + ) . For = 2, … , let us denote by Θ the (independent) random variables Θ ∶= ℎ ( 1 − ) and by its expected value
The expectation on the right hand side can be estimated by using the multinomial formula
Here note that if = 1 for some then the whole term is zero, since ((Θ − )) = 0. Therefore we are left only with terms with at most non-zero entries. If we denote by | | the number of non-zero entries of the multiindex , the sum above simplifies to
Next we estimate the -th order moment of Θ , for ⩽ 2 : specifically we prove that
The -th order moment of Θ equals
We factor the power in the integrand as
then estimate the term to the power −2 by its supremum norm and integrate only the second factor. It holds that
After integrating the term to the second power we find
Let now ⩽ and consider only the multiindices with non-zero entries, that is with | | = . It holds
where we used that = 
Since the number of terms in the sum, i.e. the number of ways of choosing numbers that add up 2 counting all permutations, is bounded by (2 ) , we find that
for a constant > 0 only depending on , ℎ and 0 . At this point we can estimate the desired expected value
where we used (12) and the positivity of 1 − 2 + ∕2. Finally we find that
holds for = 2 ∕ , wherẽ ∶= 2 ∕ depends on , , 0 and ℎ .
4.3.
Comparison of solutions of (9) starting at different points. In this section we address the following question: how different is the action of the force on two solutions of (9) that start at different points? An estimate of this difference will be very useful in the second case (for large times) of the proof of the main theorem and innovates the methods presented in [4] and [16] given by (9) hold:
Proof. Both estimates can be proved in the same way. We just give the proof for part (ii), which can be easily adapted for part (i). For simplicity of notation we assume = 0 and write simply instead of , , ,0
. What we need to show is then that
holds for each = 1, … , and for a constant > 0 depending only on 0 and . We show this inductively. Let us then fix ∈ {1, … , } and define ∶= − . For a solution of (13) we see that
where ( , ) ∶= 
holds due to Bochner's Theorem . Next we use Young's inequality for convolutions 4 . We split the last integral into two parts and use Young's inequality with different exponents for each part
where ∶= sup 0⩽ ⩽ ‖ ‖ ∞ is finite since ‖ ‖ 1 is equal to ‖ 0 ‖ 1 and by Proposition 2 ‖ ‖ ∞ is also uniformly bounded in ∈ [0, ] and ∈ AE. The choice of the exponent = 3∕2 for the norm of ∇ in the second integral is as good as any other choice ∈ (1, 2) since we just need the term ‖∇ ‖ to be integrable in [0, ]. Observe that with the previous bound for ‖ ‖ and taking ∶= and +1 ∶= in (15) we find
where the relation between the exponents +1 = 3 3− follows from Young's inequality. Therefore, if we are able to estimate ‖ ‖ 1 we can then iteratively estimate the norms of for higher exponents. Since the function ↦ 3 3− on [0, 3) is strictly monotone increasing, grows to infinity as approaches 3 and its first derivative is non-decreasing, it is already clear that starting at 1 = 1 the exponent = ∞ must be attained after a finite number of steps. Specifically, if we take 1 = 1, we reach the desired norm ‖ ‖ ∞ after = 4 steps. Below we go through the first two steps in detail, the last two can be completed analogously. We will need some estimates for the norms of the heat kernel and its derivative, which are given in Lemma 3.
Step = 1, 1 = 1: We compute the first norm directly using a Grönwall-type inequality. By Grönwall's inequality we find
Here we used that the integral ∫ 0 −1∕2 ( − ) −1∕2 is finite since it can be split into
and both terms are finite. Consequently
holds for a constant depending only on sup 0⩽ ⩽ ‖ ‖ ∞ .
Step = 2, 2 = 3 2
: Recall that the next exponent is computed via the relationship +1 = 3 3− . In this and the following steps we just need to substitute the found estimates into (16):
The last two steps with = 3, 3 = 3 and = 4, 4 = ∞ are analogous.
As a consequence we find the following estimate:
given by (9) .
Note that the interaction force is a function of this kind.
Proof. Let ∈ {1, … , }.
by Lemma 2.
We finally collect some standard estimates for the heat kernel which we required in the proof of Lemma 2. 
for ∈ [1, ∞] . For = ∞ the statement is clearly true.
ii. Let ( , ) ∶= ( , − 0 ) − ( , − 0 ). For = ∞, it follows from part i that
.
PROOF OF THE MAIN THEOREM
In this section we prove Theorem 1, where we compare the regularised real trajectory given by (6) to the regularised mean-field trajectory solving (7) and show that both trajectories remain close with high probability if they start at the same point. This is done by two slightly different methods, depending on how big the elapsed time is. For large times we introduce the new process is given by (9) with initial condition , =
. In order to simplify the notation we will omit the superindex in , , refering to to the initial condition and denote just by , the solution of (9) 
follows. Moreover, since e grows slower than for any > 0, there exists 0 ∈ AE depending on and such that if ⩾ 0 then 0 = e − is bounded by some constant, say 1∕2. Therefore, we can estimate
The problem then reduces to finding a constant for each > 0 such that
In order to compute the right-derivative of we need the following lemma: 
For functions in several variables we denote by + the partial right-derivative in the -th variable.
Proof. Let us denote by ( , ) any maximal point of up to time , i.e., any point such that ( ) = ( , ). We consider two cases. Assume first there exist , satisfying the condition 0 ⩽ ⩽ < such that ( ) = ( , ). In this situation it is clear (since is a right-continuous function) that ( , ) is also the supremum of over 0 ⩽ ⩽ ⩽ + ℎ for small enough ℎ > 0. Therefore, ( + ℎ) = ( ) for ℎ in a small right-neighborhood of 0 and so is + ( ) = 0. Next assume that the previous situation does not hold, that is, that the supremum of over 0 ⩽ ⩽ ⩽ is only attained when = . In this case we also know that the first coordinate of any maximal point must satisfy < = , since we assumed that the supremum is not attained on the diagonal. Using Lagrange multipliers one can easily deduce that the partial right-derivatives at any maximal point satisfy ) of at any such point ( , ) is proportional to the vector (0, 1) , the outer normal to the triangle at ( , ).
Coming back to the computation of the right-derivative of (17) , note that we can write it as
It is clear that
Moreover, the function satisfies the conditions of Lemma 4 above, since the diagonal points are minimal for and therefore the supremum is not attained there. We can then apply the lemma to the function sup 0⩽ ⩽ ⩽ ( , ) and find the following estimate, which holds for any maximal point ( , ) of , 0 ⩽ ⩽ :
Let us continue by trivially reducing the problem to a smaller set where
We shall prove that the latter is bounded by − for some constant ⩾ 0. Note that in  one has ⩽ 1 and in particular sup 0⩽ ⩽ ⩽ | , − , | ∞ ⩽ − holds. As a first estimate we can prove that in this set the bound ℎ( , ) of the derivative + grows slower than 2 : Using that
In order to prove ( + | ) ⩽ − we distinguish between two cases depending on the difference − :
Here we show that ℎ( , ) ⩽ 0 holds outside a set of exponentially small measure and use that the regularised force is locally Lipschitz with constant of order log , which is a consequence of Lemma 1 and the law of large numbers (Proposition 5): Note that in the notation of Lemma 1, is equal to ( ) for ( ) ∶= and so it is locally Lipschitz with bound ( ) , which was defined as
Let us just write instead of ( ) and denote by the averaged version of given by
Furthermore we consider the set
In this event the real force acting on the i.i.d. particles is well approximated by the meanfield force , which is globally Lipschitz. Moreover, the local Lipschitz constant of is of order (log ) in  1 . Indeed, since ( ) = 
As a consequence of the law of large numbers (Proposition 5) the measure of the event Ω∖ 1 decays to zero as grows to infinity faster than any polynomial in (see Proposition 6 at the end of this section). Since ℎ( , ) grows in the set  polynomially in only by estimate (19), we can find a positive constant such that the first term in (21) satisfies
It is therefore enough to prove that ℎ( , ) ⩽ 0 holds in  ∩  1 . Note that ℎ( , ) ⩽ 0 holds if for each ( , ) where the supremum is attained the following inequality is true:
We next estimate the term |argument: we don't look at their trajectories but at their densities, which are close in ∞ thanks to the diffusive effect of the Brownian Motion (Lemma 9 and Corollary 10). We also need to split the interaction force into = 1 + 2 , where 2 is the result of choosing a wider cutoff of order (log ) −3∕2 in the force kernel and 1 ∶= − 2 . More precisely, let 2 ∶= 2 ( ) for 2 ( ) ∶= (log ) −3∕2 and define 1 ∶= − 2 . The -th components of 1 and 2 are then given by
We denote the local Lipschitz bound for 2 given by Lemma 1 as 2 ∶= 2 ( ) and its averaged version as 2, , defined analogously to . Let us denote by  2 the intersection of the set  1 from the previous case and the set {| 2 ( ) − 2 ( )| ⩽ } concerning the Lipschitz bound of the second part 2 of :
We write again
we need to add the intermediate time = − (log ) −3∕2 and to split the force into = 1 + 2 as described in (23), which results in writting (| 1 ( , ) − 1 ( ,0 )|| ∩  2 ) as Next, with (30) we find an estimate for the original processes
where for the last inequality we used that − = (log ) −3∕2 and ‖ 1 ‖ 1 ⩽ (log ) −3∕2 . Consequently,
Together with (28) and (29) this covers all three terms appearing in (27). We can adapt 0 ∈ AE chosen at the beggining of the proof so that for ⩾ 0 :
Going back to (26) we use this last estimate for the first term, the bound
in  ∩  2 for the second term and the Lipschitz continuity of From this we will conclude that sup ∈[0, ] ‖ ‖ is bounded independently of . The proof is then complete after taking the limit → ∞.
We first multiply on both sides of the Keller Segel equation (1) by −1 and integrate to find 
