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1. INTRODUCTION 
Inequality systems and their connections with minimax results for real- 
valued functions have been studied in different ways in several papers 
[ 1, 2,4, 5, 7-9, 133. In particular Pomerol [ 131 takes into consideration 
the equivalence between the consistency of inequality systems and the 
resolvability of each inequality of the system; it should be remarked that a 
minimax theorem can be directly derived from this equivalence. 
The aim of this paper is to investigate the relationships between the con- 
sistency of inequality systems and minimax results for functions defined on 
spaces without linear structure and taking values in a Riesz space; for 
real-valued functions, minimax results without linear structure go back to 
Fan [3]. 
Throughout this paper E will denote an order-complete topological 
Riesz space with cone C; the interior of C will be denoted by C. We refer 
to the book [lo] for the theory of Riesz spaces. We will consider functions 
f: Xx Y + E-where X and Y are two nonempty sets-such that f( ., y) is 
bounded above for every y E Y andf(x, .) is bounded below for every x E X. 
* This paper has been carried out within the Gruppo Nazionale per 1’Analisi Funzionale e 
le sue Applicazioni of the Consiglio Nazionale delle Ricerche. 
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2. SOME MINIMAX RESULTS 
For every z E E we consider the following statements: 
there exists xz E X such that f(x,, y) E C + z for every y E Y; (1.z) 
for every y E Y there exists x,, .” E X such that f(x, y, y) E C + z. (2.~) 
In this section we will deal with the equivalence between the equality 
iyf sup f(x, y) = sup iyf f(x, y) 
X A 
(3) 
and the following implication 
for every z E E, (2.2) implies (1.~). (4) 
THEOREM 1. Suppose that C! is nonempty. Iff satisfies (4) and 
for every Y E Y, sup f (x, Y) Ef(X x {Y > ), (5) 
X 
then (3) holds. 
Proof: Set I= inf, sup,f(x, y). Then we have sup,f(x, y) 2 I for 
every ye Y, and hence for every E EC we find sup,f(x, y) E C+ (Z--E). 
From (5) it follows that for every y E Y there exists x,,, E X such 
that f(x,,, y) E C+ (I- E). Then from (4) there exists X~E X such that 
f(xO, y)~c+(Z-s) for every YE Y. Thus inf,f(x,, y)eC+(Z-s) and so 
sup, inf, f(x, y) B inf, f(x,, y) E C + (I- E). From the arbitrariness of E 
the assertion follows. 
Now with g: X + E we denote the function defined by g(x) = inf, f(x, y) 
and set S= supx g(x). 
LEMMA 2. Let f: Xx Y + E be a function which satisfies (3), (2.0), and 
SEg(X)u CCng(X)l (where e can be empty). (6) 
Then (1.0) holds. 
Proof: For every fixed y E Y from (2.0) it follows that sup, f(x, y) E C 
and thus inf,sup,f(x, y)~ C. From (3) we find that SEC. Now two 
possible cases might occur. If S$ C, by (6) there exists x0 E X such that 
g(xO) = S, i.e., inf,f(x,, y) E C and hence (1.0) is true. Otherwise if SE C, 
there exists a neighbourhood U of S such that UC C and by (6) there 
exists x0 E X with g(xO) = inf, f(x,,, y) E U from which (1.0) follows. 
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When E = [w, if X is compact and f( ., y) is upper semicontinuous for 
every YE Y (as in [13], Sect. I]), assumption (6) is satisfied. We point out 
that for more general Riesz spaces (6) cannot be weakened, in the sense 
that Lemma 2 fails to be true in the following cases: both when SE C\g(X) 
and when SE C\C, but g does not attain its maximum (even if Seg(X)). 
This will be illustrated by the following two examples. 
EXAMPLE 3. Let E = [w2 with the order induced by the cone 
C= {(x, y): x > 0 and y B 0} and with the usual Euclidean topology. 
Let X= Y=[O, l] and let f:Xx Y-tE be defined by f(x,y)= 
(4x+8y-3, -4x-7y+8). Then sup,f(x, y)=(8y+l, -7y+8) while 
g(x) = inf,f(x, y) = (4x - 3, -4x + I). Moreover inf, sup,fk Y) = 
sup,inf,f(x, y)=(l, 1). Observe that (1, l)eC\g(X). Note that (2.0) 
holds since for every y E [0, 11, f(0, y) 2 0 or f( 1, y) > 0. However, (1.0) 
doesnot hold:infactf(x,O)ECiffxE [i, 11; but forxE[i, l],f(x, l)#C. 
EXAMPLE 4. Let E, X, and Y be as in the previous example and let 
f:XxY+E be defined byf(x,y)=(-x+y+l,--2x+1) ifyE[O,l[, 
while 
if x=0 
if x~]O,l[ 
if x= 1. 
Thus we get 
i 
(y+L 1) 
s;pf(x, Y) = (I, o) 
if y~[O,l[ 
if y=l 
and hence inf, sup,f(x, y) = (l,O). It is also easy to see that 
fk 1) 
g(x)=if$f(x, Y)= (o, -1) 
i 
if xE[O, l[ 
if x= 1. 
Furthermore supX inf ,, f(x, y ) = (LO), i.e., (3) holds. Let us observe that 
(l,O)~C\Cand that (l,O)$g(X) even if (1,0)~g(X). We note that (2.0) 
holds since for every y E [0, 1 [, f(0, y) E C and f (1, 1) = (0,O). Nevertheless 
(1.0) is not satisfied: indeed f(x, l)~c iff x= 1, while f(1, y)$C for 
YE ro, 1c. 
DEFINITION 5. Let X be a topological space. A functionf: X-+ E is said 
to be weakly upper semicontinuous (weakly u.s.c.) if for every z E E the level 
set L(z)= {x:f(x)~C+z} is closed. Let us suppose that C# 0. The 
function f is said to be upper semicontinuous (u.s.c.) if for every X~E X and 
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for every E E C there exists a neighbourhood U of x0 such that f(x,,) + E - 
f(x) E C for all x E U. The function will be said weakly lower semicontinuous 
(weakly 1.s.c.) or lower semicontinuous (1.s.c.) if -f is respectively weakly 
U.S.C. or u.s.c. 
It has been shown that any 1.s.c. function is weakly I.s.c., while in general 
the converse fails to be true (see [12]). 
THEOREM 6. Suppose that C? # 0. Let X be a compact space, Y a non- 
empty set, and f: Xx Y + E a function satisfying assumptions (3) and 
for every y E Y, f ( ., y) is weakly U.S.C. on X; (7) 
S~kv-). (8) 
Then for every z E E, ( 1.2) and (2.2) are equivalent. 
ProojI Without loss of generality we shall prove the equivalence 
between (1.0) and (2.0). Equation (1.0) obviously implies (2.0). Now let us 
assume that (2.0) holds. Let E E C; let us consider for each n E N the func- 
tion f,: Xx Y --, E defined by fn(x, y) = f(x, y) + E/n. Each f, satisfies (2.0) 
and (3) implies that inf y sup, fn(x, y) = sup, inf, f,Jx, y) = S + E/n E C?. 
Moreover, if g, : X -+ E is the map g,(x)= g(x) +8/n, from (8) we have 
S + E/n E g,(X). Therefore from Lemma 2 each f, satisfies (1.0) and so for 
every n E N there exists x, E X such that f(x,, y) E C + E/n for all y E Y. By 
the compactness of X the sequence (x,), E N admits a cluster point x0 E X. 
Since x, E L( y, 0) = { xEX: f(x, y) E C} for every n E N, from (7) we have 
that X~E L(y, 0), i.e., (1.0) is satisfied. 
3. SOME EQUIVALENCE RESULTS 
Now we state the equivalence between (1.~) and (2.2) without assuming 
the minimax equality (3). 
THEOREM 7. Let X be a compact space, Y a nonempty set, and 
f: Xx Y + E a function satisfying (7) and 
for every y, , y, E Y there exists y, E Y such that f(x, yO) Q 
f(x, y,) Af(x, ydfor every XEX. (9) 
Then for every z E E, (1.2) a I, d (2.2) are equivalent. 
Proof: As observed in Theorem 6 we shall prove that (2.0) implies (1.0). 
If (2.0) holds, for every y E Y the set L( y, 0) is nonempty; furthermore it 
is closed by (7). From (9) it follows that the family of closed sets 
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{ L(y, 0), y E Y} has the finite intersection property. As X is compact, we 
find that nyE ,, L(,v, 0) # @, i.e., (1.0) holds. 
From now on we will assume that e # 0. Then besides (1.~) and (2.2) 
the following statements can be considered: for every z E E 
there exists xz E X such that f(x,, y) E C? + z for every y E Y; (1O.z) 
for every y E Y there exists xz,. E X such that f(x, y, y) E e + z. (11.~) 
COROLLARY 8. Under the assumptions of Theorem 7, if (11 .z) holds, then 
(10.~‘) is satisfied for eoery z’ E -e + z. 
Now we are going to point out the difference between Theorem 7 and 
Corollary 8: indeed the equivalence between (11.~) and (10.~) fails to be 
true as the following example shows. 
EXAMPLE 9. Let X= [0, 11, Y=N and let f:Xx Y+lR be defined by 
f (x, n) = xx ro, linl, where x co, l/nl denotes the indicator function of [0, l/n]. 
Then for every n E N, f( ., n) is u.s.c., and for every n’, n”E N we have 
f(x, n’ v n”) = f (x, n’) A f(x, n”) for every x E X. Finally, (11.0) holds but 
(10.0) is not fulfilled since for every x E X there exists fi = I?(X) E fW such that 
f(x, ii)=O. 
Besides statements (1.~) and (2.2) the following weaker form can be 
introduced: for every z E E. 
there exists xz E X such that f (x2, y) +! -e + z for eoery y E Y; (12.2) 
for every y E Y there exists x,, y E X such that f(x, ),, y) $ - C? + 2. (13.2) 
THEOREM 10. Let X be a compact space, Y a nonempty set, and 
f: Xx Y + E a function satisfying (9) and 
for every y E Y, f ( ., y) is U.S.C. 
Then for every z E E, (12.2) and (13.2) are equivalent. 
(14) 
Proof. Once more it is sufficient o show that (13.0) implies (12.0). For 
every yE Ywe set E(y)= {x: f(x, y)$ -c}. From (13.0) each E(y) is non- 
empty; moreover it is closed. To prove that, let x0 E E( y) and let (x,), be 
a net in E(y) converging to x0; by contradiction if f (x0, y) E - C? then E E c 
would exist such that f (x0, y) + E E -e. From (14) there exists ~1~ such that 
for every c1 following mo, f(x,, y) d f (x0, y) + E; thus f(x,, y) E -(I? and 
that contradicts the assumption x, E E(y). From (9) a routine process 
shows that the family {E(y), y E Y} has the finite intersection property. By 
the compactness of X we get nVE y E(y) # @ and thus the assertion holds. 
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Assumption (14) in Theorem 10 cannot be replaced by (7) as the 
following example shows. 
EXAMPLE 11. Let X= {0} u (l/ n, n E N } be equipped with the usual 
topology. Let Y = N and let E be as in Example 3. Let us consider the 
function f: Xx Y -+ E defined by 
f(x, k) = i yn,k) 
if x=0 
, if x= l/n, no N. 
For every k E N the level sets L(k, z) are either empty or finite and so f 
satisfies (14). Moreover f( ., k) is unbounded above and therefore it cannot 
be U.S.C. because of the compactness of X (see [ 12, Proposition 2.41). 
Furthermore j(x,.) is nonincreasing for every x E X and so (9) is ful- 
filled. Let us take z = (1, 1): since for every ke N, f(k/(k + l), k) = 
( -k, (k + 1 )/k) $ - C? + z, then (13.2) holds. However, (12.2) fails to be true 
as for every neN we have limk,,f(l/n,k)=(-n,O)E-e+z and for 
every k E N we have f(0, k) E - C? + z. 
4. SOME MINIMAX RESULTS 
As an immediate consequence of Theorem 7 we get the following mini- 
max inequality for functions defined on a space without linear structure, 
which can be thought, according to Fan [6], as a minimax inequality. 
THEOREM 12. Let X be a compact space and f: Xx X -+ E a function 
satisfying (2.0) and 
for every y E X, f( ., y) is weakly u.s.c.; (15) 
for every y, , y, E X there exists y, E X such that f(x, yO) ,< 
f(x, y,) A f(x, ,v2)for every XeX. (16) 
Then there exists x0 E X such that f (x,, y) E C for every y E X. 
Now we state a lemma which will be used in the following. 
LEMMA 13. Let X be a compact space and f: X -+ E a function satisfying 
f is weakly 1.s.c.; (17) 
for every y, , y, E X there exists y0 E X such that f ( yO) < 
f(Y,) A f(Y2). (18) 
Then .f attains its minimum. 
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Proof. For every y E X we set H(y) = {x E X: f(x) <f(y)}. According 
to the proof of Theorem 7, the family {H(y), y E X} is constituted of non- 
empty closed sets and has the finite intersection property. Thus 0,. E x H(y) 
is nonempty, i.e., there exists y,, E X such that f( y,) <f(y), for every y E X. 
Now we prove a minimax inequality without any assumption on the first 
variable. 
THEOREM 14. Let X be a compact space and f: Xx X -+ E a function 
satisfying (2.0), (16), and 
for every x E X, f(x, .) is weakly I.s.c. 
Then there exists x0 E X such that f(x,,, y) E C for every y E X. 
(19) 
Proof. For every XEX let A(x)= (VEX: f(x, q)=min,.,f(x, y)}. 
From Lemma 13, A(x) is nonempty and by ( 19) is closed for every x E X. 
Now by induction we prove that the family {A(x), x E X} has the finite 
intersection property. Thus we suppose that there exists y, E X such that 
fb,, y,)=min,.,f(xi, Y), i= 1, . . . . n-l. Let y,~A(x,), and from (16) 
there exists yOe X such that f(xi, y,)< f(xi, y,) A f(xi, yz), i= 1, . . . . n. 
Then f(xi, yo)=min,.,f(xi, y), i= 1, . . . . n. It follows that n,,,A(x) is 
nonempty, i.e., there exists y,, E X such that f (x, yO) = min,, x f (x, y) for 
every x E X. From (2.0) f (y,, y,) E C and hence f( y,, y) E C for every 
y E x. 
Another consequence of Lemma 13 is the following minimax theorem. 
THEOREM 15. Let X be a nonempty set, Y a compact space, and 
f: Xx Y + E a function satisfying (9), (19), and 
,for every y E Y, f( ., y) is bounded above. (20) 
Then (3) holds. 
Proof: It can be observed that from Lemma 13 our assumptions ensure 
that f(x, .) is bounded below for every x E X; moreover, as in the proof of 
Theorem 14, there exists y0 E X such that f(x, y,) = min y f(x, y) for every 
XE X. From (9) it follows that for every y,, yVZe Y there exists yOe Y such 
that f (x, y,) < $[f (x, yl) + f(x, y2)]. Thus f verifies all the assumptions of 
Theorem 3.6 in [ 111 and therefore the conclusion follows. 
REMARK 16. Professor C. Zalinescu pointed out that the assumptions 
of Theorems 3.3-3.6 in [11] make the set X finite. 
To avoid this it is enough to ask that the Q topology in Theorem 3.3 is 
a group, one on EX and a vector one on B(X, E), and to substitute in 
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assumption (3.3.4) “inf G E W G” with “inf G E A, where A = {Cr, 1 piJ; 
with {fi, . . ..fn} c G, pi is a dyadic rational number in [0, l] and 
x1= 1 pi = 1 }.” Indeed the same proof will work. 
Nevertheless, Theorem 15 above still fulfills the consequently modified 
assumptions in Theorem 3.6 of [ 111. 
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