Studies of ultra high energy cosmic rays by Hague, John Douglas
University of New Mexico
UNM Digital Repository
Physics & Astronomy ETDs Electronic Theses and Dissertations
8-27-2009
Studies of ultra high energy cosmic rays
John Douglas Hague
Follow this and additional works at: https://digitalrepository.unm.edu/phyc_etds
This Dissertation is brought to you for free and open access by the Electronic Theses and Dissertations at UNM Digital Repository. It has been
accepted for inclusion in Physics & Astronomy ETDs by an authorized administrator of UNM Digital Repository. For more information, please contact
disc@unm.edu.
Recommended Citation
Hague, John Douglas. "Studies of ultra high energy cosmic rays." (2009). https://digitalrepository.unm.edu/phyc_etds/22

STUDIES OF ULTRA HIGH ENERGY
COSMIC RAYS
by
John Douglas Hague
B.S., Physics, University of Missouri, 2003
B.S., Mathematics, University of Missouri, 2003
DISSERTATION
Submitted in Partial Fulfillment of the
Requirements for the Degree of
Doctor of Philosophy
Physics
The University of New Mexico
Albuquerque, New Mexico
August, 2009
c©2009, John Douglas Hague
iii
Dedication
To my family, with love and grditude.
iv
Acknowledgments
I would like to first thank my academic advisor, Professor John A. J. Matthews
without whose support this work would not be possible. Both Micheal Gold and
Bernard Becker have contributed substantially to this work.
v
STUDIES OF ULTRA HIGH ENERGY
COSMIC RAYS
by
John Douglas Hague
ABSTRACT OF DISSERTATION
Submitted in Partial Fulfillment of the
Requirements for the Degree of
Doctor of Philosophy
Physics
The University of New Mexico
Albuquerque, New Mexico
August, 2009
STUDIES OF ULTRA HIGH ENERGY
COSMIC RAYS
by
John Douglas Hague
B.S., Physics, University of Missouri, 2003
B.S., Mathematics, University of Missouri, 2003
Ph. D., Physics, University of New Mexico, 2009
Abstract
In this thesis, analysis tools for understanding the observed spectrum and arrival
directions of ultra high energy cosmic rays are developed and applied to both simu-
lated and observed data.
Two separate statistical tests are applied to the AGASA and preliminary Auger
Cosmic Ray Energy spectra in an attempt to find deviation from a pure power-law.
The first test is constructed from the probability distribution for the maximum event
of a sample drawn from a power-law. The second employs the TP-statistic, a func-
tion defined to deviate from zero when the sample deviates from the power-law form,
regardless of the value of the power index. Un-binned versions of these and other
estimators are developed and applied to simulated cosmic ray spectra. The energy
spectrum of Auger events arriving in different regions of the sky is also studied.
The two-point angular correlation function is a traditional method used to search
vii
for deviations from expectations of isotropy. Here, a statistically descriptive three-
point method is developed and explored, with the intended application being the
search for deviations from isotropy in the highest energy cosmic rays. The sensi-
tivity of this so-called “shape-strength” method is compared to that of a two-point
method for a variety of Monte-Carlo simulated anisotropic signals, and studies with
anisotropic source signals diluted by an isotropic background are performed. Type
I and II errors for rejecting the hypothesis of isotropic cosmic ray arrival directions
are evaluated for four different event sample sizes: 27, 40, 60 and 80 events, con-
sistent with near-term data expectations from the Pierre Auger Observatory. In all
cases, the ability to reject the isotropic hypothesis improves with event size and with
the fraction of anisotropic signal. But while data sets with ∼ 40 events should be
sufficient for reliable identification of anisotropy in cases of rather extreme (highly
anisotropic) data, much larger data sets are suggested for reliable identification of
more subtle anisotropies. Overall, the shape-strength method, which can be easily
adapted to an arbitrary experimental exposure on the celestial sphere, consistently
performs better than the two point method.
viii
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Chapter 1
Introduction
1.1 The Origins of CR Observation
To appreciate any serious endeavor, it is invaluable to understand its history and
context. There is a large body of historical work in the field of cosmic ray (CR)
physics. But, rather than attempt to summarize it here, I will review some selected
historical events that I find particularly appealing and relevant to ultra high energy
cosmic rays.
Simply understanding the origin of the term “cosmic ray” reveals a great deal
about the history of the field. Around the turn of the 20th century it was believed
that the observed ionization of the atmosphere was caused by radiation from decay-
ing radon in the Earth; “atmospheric electricity” supplies the “ray” in “cosmic ray.”
Indeed, measurements made in the first decade of the 1900’s (at building-level alti-
tudes) could be explained by a model with the Earth as a source. In 1912, however,
Victor Hess carried out detailed and higher-altitude balloon-based observations that
allowed him to report a four-fold increase over the amount of radiation observed
on the ground – clearly inconsistent with an Earth-based source. (His appealingly
1
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adventurous spirit is on display in Figure 1.1.) Later, Robert Millikan proved that
these rays are “cosmic” in origin, thus coining the term. [1]
Figure 1.1: Victor Hess in a balloon[2].
As the field of CR physics developed, “atmospheric electricity” came to be un-
derstood as extensive air showers, the origins of which could be traced to single
particles interacting with the atmosphere; for the highest-energy primaries – in the
regime addressed by this thesis – these showers can be tens of square kilometers in
size by the time they reach the ground. With the technological advances that led to
the assembly of detector-arrays, the reconstruction of the qualities of the primaries
from the measured quantities of the shower became possible. The crucial advance
for modern ultra high energy detectors was the development of accurate and fast
read-out timing capabilities, which allowed the experimenter to confidently identify
single, large-area showers and to mathematically reconstruct the shower front.
The University of New Mexico played an important role in the modern devel-
opment of the field. As the primary member of the Volcano Ranch experiment
(1959-1976) set just west of Albuquerque, UNM Researcher John Linsley reported
the first cosmic ray primary with energy ∼ 1020 eV[3]. (Linsley is pictured in Figure
1.3 below checking for snakes in one of the detectors at Volcano Ranch).
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Figure 1.2: John Linsley checking for rattle snakes near a Volcano Ranch detector,
outside Albuquerque, NM [4].
We now understand that the origin of the low-energy cosmic rays observed by Hess
(and scientists at modern and sophisticated facilities) is different than the high energy
events observed by Linsley (and at observatories since Volcano Park). But, while
observations of low-energy cosmic rays are well-explained by particles accelerated
within our solar system, the origin of the cosmic rays observed at the highest energies
is still unknown.
This question of ultra high energy cosmic ray-origination has been the subject of
decades of theoretical inquiry and observational research by many large, and often
international, collaborations. The core of the work presented within these pages is
meant to contribute a verse to this dialog by describing empirically-motivated data
analysis tools designed to supply direct answers to the questions surrounding ultra
high energy cosmic ray origination.
3
Chapter 1. Introduction
Figure 1.3: A schematic of a shower observed by Volcano Ranch array[5]. The
primary that triggered this shower had an energy greater than 1020 eV.
1.2 Thesis Summary
At the heart of high energy CR physics lies the question
From where do the the highest energy cosmic rays originate?
It is well beyond the scope of this thesis to supply an answer. But, by allowing
the data to speak as loudly as possible, the analysis tools presented here admit an
advance toward the resolution of this fundamental issue.
There are three primary observations relevant to the characterization of high
energy CR: the energy spectrum, the arrival direction, and the primary composition.
Studies of CR anisotropy and the energy spectrum will be the focus of these pages.
4
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As for the composition of CR, topical discussion will be included where relevant, but
interested readers should see [6] for a more thorough review.
Starting with Chapter 2, the theoretical context for the observation of the energy
spectrum and arrival directions is presented, and the status of current observations
– which suggest consistency with a theoretical model wherein charged particle pri-
maries originate from outside our galaxy – is reviewed. As will be clear there, despite
the fact that incredibly high energies and (relatively) small magnetic fields are also
involved, it is the charge of the primaries that makes CR astronomy so difficult.
Given enough statistics (1000’s of events) the sources can be identified (as depicted
in Figure 2.9, §2.3.2). However, the flux of high energy CR is incredibly low ( 1
event/km2/century) and is (presumably) further limited by the so-called GZK effect
(see §2.2.2).
Chapter 3 begins with an outline of the particle physics phenomenology of air
showers created by CR entering the atmosphere of Earth, and continues with dis-
cussions devoted to the reconstruction of the energy and arrival direction of the CR
primary from data collected at the Pierre Auger Observatory (Auger). Except for
Chapter 6, all remaining chapters are presented as previously published elsewhere.
In these Chapters, statistics designed to confirm or deny the presence of flux sup-
pression at the highest energies (i.e. the GZK effect) are developed, explored, and
applied (see 4 and 5). Most interestingly, these chapters describe the Tail Power
Statistic, which has the capacity to provide information about flux suppression in-
dependent of the underlying power-law index. Chapter 4 (based on a manuscript
published in the peer-reviewed journal Astroparticle Physics [7]) explores the binned
approach to the so-called TP statistic, and describes the application of this approach
to both AGASA and preliminary Auger spectra. The un-binned approach, discussed
and applied to simulated CR data sets in Chapter 5, allows more precise parameter
estimation, as well as the natural incorporation of systematic and statistical energy
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errors into analysis. The results and discussion presented in this Chapter (Chapter
4) appear as published in the peer-reviewed journal Astroparticle Physics [7].
Next, in Chapter 6 an attempt is made to directly compare the spectra observed
in different regions of the sky using Auger data. In particular, the characteristic
energy at which the spectrum “cuts-off” is studied for each of these spectra.
With Chapter 7, the portion of this thesis dedicated to CR energy spectra is
exchanged for the topic of CR anisotropy. In 2008, Auger published a “correlation
of [high energy CR] with active galactic nuclei” [8, 9], a claim given careful attention
by the entire collaboration. In Chapter 7 a Bayesian scheme to estimate the degree
of correlation is introduced, which was later developed and applied as a part of the
update of [8, 9]. Appendix A reproduces this work, as intended for publication in
the Proceedings of the 31st ICRC.
In light of the correlation-claim by Auger based on the use of a particular cata-
log of known objects, in Chapter B four catalog independent methods for detecting
anisotropy are described and applied to both simulated and actual CR arrival di-
rections. The most interesting and powerful of these methods uses a shape-strength
parameterization of triplets of arrival directions and can distinguish between possible
point-like and string-like anisotropies. This method is developed further in Chapter
8, where it is also closely compared with a similar method that uses doublets of
events. Finally, a summary of this thesis is presented in Chapter 9.
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Theoretical Context:
Energy and Anisotropy
For the moment, the field of extremely high energy cosmic rays is driven by observa-
tional science. While a theoretical understanding of the relevant physics is absolutely
essential, there are simply so few events at the relevant energy that many of the most
interesting models are difficult to discriminate.
Two paradigms for cosmic ray acceleration, “top-down” and “bottom-up” (de-
scribed in §2.1), dominate discussion in the field. The latter scenario is strongly
favored by contemporary observations that support a model where nucleons are ac-
celerated in extragalactic sources; predictions for the energy spectrum in this case
are consistent with the observed spectrum, as discussed in §2.2. Later in §2.3, the
theoretical issues surrounding the possible anisotropy of arrival directions of cosmic
rays generated by bottom-up mechanisms is described.
7
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2.1 Possible Accelerators
For the highest energy cosmic rays, the center of mass energy is nearly an order of
magnitude greater than the energy generated by the Large Hadron Collider. What
natural mechanism could possibly accelerate a particle to such an extremely high
energy? This is a question at the heart of high energy cosmic ray physics and, until
recently, there were two schools of thought used to address it: the “top-down” and
“bottom-up” paradigms.
2.1.1 Top-Down Origination
The so-called top-down paradigm attributes the origin of highly energetic cosmic rays
to the decay of hypothesized heavy “particles” into standard model particles which
are then observed in the atmosphere. As will be clear by the end of this section,
these models are not currently favored by the world data set. 1
Figure 2.1 contains a schematic of some typical top-down generation mechanisms.
As depicted starting at the left in Figure 2.1, suppose that at some point very shortly
after the formation of the Universe there came to be a distinct region of space-time
defined such that, on its boundaries, the Higgs field has null expectation 〈φH〉 = 0.
This region – and all of the fields within it – will be causally distinct from the rest
of the universe; it is topologically defective. The most viable topologic possibility in
this scenario is the zero dimensional case; the monopoles, acting as true magnetic
monopoles, could be long-lived and interact with gravity, i.e. behave somewhat like
dark matter. Such a topologic defect must then decay into the known paths of the
Standard Model, ultimately producing γ-rays, neutrinos, electrons, and nucleons –
1This paradigm is described here both because it is theoretically interesting, and be-
cause, at the time of the publication of Chapter 4, it had not been as convincingly ruled
out.
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the particles observed in the atmosphere by CR detectors – with about five percent
of the initial energy in nucleons.
Figure 2.1: Schematic of possible top-down cosmic ray origination. See the text for
explanation.
All of the top-down scenarios produce copious amounts of γ-ray photons and,
as demonstrated in Figure 2.2, it is the lack of photons in observed data that has
helped rule out these models. It is important to emphasize that the upper limits on
the fraction of the observed photons shown in Figure 2.2 for various observatories
are upper limits on the fraction of photon candidates, since exact event composition
cannot be reliably determined for any one event. That said, the limits reported by
the Auger Collaboration[10], in particular, tend to disfavor the super heavy dark
matter (SHDM) and topological defect (TD) models.
The predicted mass of the top-down “particles” and their tendency to behave
like dark matter suggests that they should be relatively near by when they decay,
and that they could have energies exceeding 100 EeV. As will be described in §2.2,
the consistency of the observed energy spectrum of cosmic rays with particles that
originate much further away than our galactic dark matter halo presents another
9
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Figure 2.2: The upper limits on the fraction of photon in data collected by different
observatories: AGASA(A1, A2), AGASA-Yakutsk(AY), Yakutsk (Y), Haverah Park
(HP). In black the limits from the Auger surface detector (AugerSD; see Chapter 3)
and in blue the limits above 2, 3, 5, and 10 EeV (AugerHYB). The shaded region
shows the expected GZK photon fractionas. Lines indicate predictions from top-
down models. Plot and caption adapted from [10].
compelling reason to disfavor this class of models.
2.1.2 Bottom-Up Acceleration
The second, and currently most-favored, explanation for the origin of ultra high
energy cosmic rays is that they are charged nucleons accelerated via standard (though
extreme) astrophysical mechanisms.
A popular acceleration mechanism has been studied in depth (see [11] and the
references therein for some reviews). By far, the simplest and most illustrative
example is the so called (non-relativistic) Fermi mechanism. This mechanism is
illustrated schematically in Figure 2.3.
Suppose that after each encounter with the shock wave a particle with initial
10
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Figure 2.3: A schematic representation of the Fermi mechanism.
energy E0 gains an energy ∆E = CE such that, after n encounters,
En = E0(1 + C)
n. (2.1)
The number of encounters to reach a particular energy E is thus found by solving
(2.1) for n,
n =
ln(E/E0)
ln(1 + C)
.. (2.2)
If (1 − Pesc)n is the probability that particle remains within the acceleration region
(for n hits), then the proportion of particles with energy > E is
N(≥ E) ∝
∞∑
k=n
(1− Pesc)k = (1− Pesc)
n
Pesc
⇒ 1
Pesc
(
E
E0
)−γ(Pesc,C)
, (2.3)
where
γ(Pesc, C) = ln
(
1
1− Pesc
)
/ ln(1 + C) ≈ Pesc
C
≡ 1
C
Tcycle
Tesc
. (2.4)
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By this line of reasoning, the number of events greater than a given energy, i.e.
Eq(2.3), is a power-law as a function of energy. The index of the power-law γ in
Eq(2.5) is defined in terms of an arbitrary normalization C and the characteristic
times of acceleration Tcycle, the time spent on each cycle within the acceleration
region, and Tesc, the average total escape time.
The maximum generation energy for this simple application is given by
E ≤ E0(1 + C)Tesc/Tcycle (2.5)
So, for a type-II supernovae blowing 10M into the interstellar medium over TFA ∼
103yrs, for example, Emax ∼ 1 × 1014 eV – much less than the 1020 eV particle
observed by Linsely.
The fact that the observed frequency of cosmic rays as a function of energy very
nearly follows a power-law over many orders of magnitude has bolstered support for
bottom-up models. But, in general, the simple Fermi mechanism is not sufficient
to explain the highest energy cosmic rays. Relativistic generalizations along with
detailed accounting of the extreme environments (like the center of active galactic
nuclei), however, can produce the desired theoretical effect.
The loose upper limit given in Eq(2.5) shows that the maximum energy is dictated
by the time the particle spends in the acceleration region. This time is dominated
by the strength of the magnetic field B and the Larmor radius L of a given region
of acceleration, allowing us to write the maximum energy as
E ≈ βZ B
1µG
L
1kpc
EeV . (2.6)
Figure 2.4 shows a plot of the size of an object versus the strength of the object’s
magnetic field for various astrophysical acceleration candidates. For protons traveling
at nearly the speed of light (β ≈ 1), this plot suggests that active galactic nuclei
(AGN) and other extragalactic structures are viable candidates, for instance.
12
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Figure 2.4: Classes of possible sites for acceleration of cosmic rays. This type of plot
was developed by A. M. Hillas and this specific plot is from [12].
2.2 The Energy Spectrum
A primary focus of this thesis is the detailed study of the observed energy spectrum
at the highest energies. The analysis presented in Chapters 4 and 5, in particular,
is intended to confirm (or deny) the presence of a dramatic steepening, or cut-off, in
the energy spectrum known as the GZK cut-off, after [13] and [14].
2.2.1 Ultra High Energy
The cosmic ray energy spectrum generally follows the power-law form over many
orders of magnitude (see Figure 2.5). The mathematics of the power-law family of
distributions has been a major inspiration for this thesis – indeed, it is integral to
13
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the TP-statistic presented in Chapters 4 and 5 below.
Figure 2.5: The cosmic ray energy spectrum generally follows the power-law form
over many orders of magnitude. The scale of the sources of the flux are given very
approximately by the black arrows.
The flux at the highest energies is incredibly low (less than 1 particle per square
kilometer per year in Figure 2.5). Despite this low flux, many observations at the
highest energy have been made, as shown in Figure 2.6 for several experiments.
(Note the interesting characteristic energies for the LHC and the Tevatron there, in
particular).
Two important facts must be considered while interpreting this figure: first, there
are very few events with energy greater than 10 EeV and second, the flux measure-
ments conducted by different collaborations seem to have different normalizations.
(Note that the absolute energy scale (horizonatal axis) uncertainties result in scaled-
14
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Figure 2.6: The flux of cosmic rays as a function of energy. The top horizontal axis
is labeled in terms of the center of mass (c.m.) energy of each event. Notice that the
flux steepens near ∼ 50 EeV and that there are very few events in excess 100 EeV.
This specific plot is from [12].
flux (verticle axis) offsets because of the E2.7 factor.) The question of normalization
is a purely experimental one; the absolute calibration of modern CR detectors is
exceedingly difficult (see Chapter 3), and uncertainties in the absolute values of
characteristic energies observed by real detectors can exceed 20%. The deficit of
observed events above above 5 EeV, on the other hand, has theoretically-motivated
origins, as reviewed in the next section.
2.2.2 The GZK Effect
After the discovery of the cosmic microwave background (CMB) radiation by Pen-
zias and Wilson[15] Greisen, Zatsepin and Kuzmin[13, 14] recognized that very high
15
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energy protons could scatter off of the CMB via the ∆(1232) resonance.
A schematic representation of the GZK process is shown in Figure 2.7. A proton
with energy ∼ 1020 eV interacts with a 10−3 eV photon from the CMB to produce
a ∆(1232) resonance. This particle quickly decays into a proton (or neutron) and
a pion. (Note that a neutron will decay into a proton within about 10 Mpc at this
energy). This process results in significant loss of energy to the final proton; a proton
with initial energy greater than 100 EeV (1020 eV) will typically have an energy below
100 EeV within about 50–100 Mpc (see Figure 2.8). Thus, the universe should be
opaque to CR with energy greater than the characteristic GZK energy, ∼ 50 EeV.
p+ pi0
p+ γ2.7K → ∆+ ↗↘
n+ pi+
Figure 2.7: A schematic representation of the GZK process. A proton with energy
∼ 1020 eV interacts with a photon from the CMB to produce a ∆(1232) resonance.
This particle quickly decays into a protons (or neutron) and a pion. This process
results in significant loss of energy to the nucleon.
2.3 Anisotropy
The possibility of cosmic ray astronomy – or at least a general detection of anisotropy
– has, for many decades, motivated both experimental and theoretical physicists,
alike. This is primarily due to the understanding that, if the arrival directions of
the CR could be convincingly correlated with individual sources (that had been
previously identified via other means), then the task of determining the precise ac-
celeration mechanism and site of origin would be greatly simplified. In this respect,
the CR to AGN correlation recently reported by the Auger collaboration (reviewed in
16
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Figure 2.8: The energy of a proton as a function of the distance traveled through
the CMB for three different initial energies. No matter what the initial energy, all
particles have an energy less than 1020 EeV within a distance of about 100 Mpc of
their source. This is due to the GZK effect. This plot is from [16].
Chapter A) has generated much excitement. However, the goal of CR astronomy has
not yet been reached. The second part of the major analysis in this thesis concerns
methods for studying the anisotropy of very high energy CR.
2.3.1 Extra-Galactic Sources
Because very high energy events can overcome the magnitude of typical (though es-
timated) galactic magnetic fields and escape their large spacial extent, it is expected
that these events should arrive from extra galactic sources. This perspective is sup-
17
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ported by the observational reality that CR are highly isotropic, except for the small
and specific exceptions published by Auger [8, 9] (see below).
2.3.2 Magnetic Fields
An important consideration when attempting to study anisotropy in CR is that of
the galactic and intergalactic magnetic fields between the source and Earth, which
are able to deflect the arrival direction away from the source location. The amount of
deflection can vary a great deal, depending on the (at least) the following quantities:
the distance of the source from Earth; the charge of the CR; and the strength, extent
and orientation of the galactic and intergalactic magnetic fields. The actual values of
all of these quantities are not well known and those for magnetic fields are especially
hotly debated. Nevertheless, it is illustrative to assume “typical” values for these
parameters, and approximate the spread of the expected deflection as a CR travels
from a (nearby) source to Earth as [17]
θrms = 1.1
◦Z
(
E
1020EeV
)−1(
r
10Mpc
)1/2(
lc
1Mpc
)1/2(
B
10−9G
)
(2.7)
= 1.1◦1
(
.56× 1020
1020EeV
)−1(
75Mpc
10Mpc
)1/2(
1Mpc
1Mpc
)1/2(
10−9G
10−9G
)
≈ 6◦,
where E = 56 EeV is the energy of the proton, r = 75 Mpc is the distance from
Earth to the source, and the the intergalactic magnetic field of strength B = 1 nG
has coherence length lc = 1 Mpc.
Even with this rough estimate, it is clear that the deflection covers a very large
area of the sky; a six degree radius corresponds to many times the size of the full
moon. Indeed, one could easily imagine the CR from sources as far apart as 12◦
18
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originating from the same source based on this estimate. In this case, if there is a
multitude of “6◦-sources” in our sky, then CR astronomy may only be possible with
many hundreds of events.
Assuming magnetic field strengths are correlated with the presence of matter,
then the arrival directs of CRs are also dependent on the intervening distribution
of matter. In the local Universe (r . 150 Mpc) the matter is not isotropically dis-
tributed on the celestial sphere, and nearby galactic clusters like Virgo and Centaurus
dominate our neighborhood. Detailed CR propagation simulations have been carried
out (see [18]) that take into account this specific local structure (as well as specific
magnetic field estimates). A sky map showing the angular deflections predicted by
such a model is shown in Figure 2.9. This particular map of deflections is one of the
more optimistic in the reviewed literature – showing deflections at about the degree
scale – in contrast with other, independent calculations [18].
Figure 2.9: Angular deflections of CR as modeled by a detailed simulation of CR
propagation in the local Universe. This plot is from [18].
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It should be evident from Eq(2.8), Figure 2.9 and Figure 2.10 that the highest
energy events offer the best prospect of CR astronomy, no matter what the strength
of the intervening magnetic fields; the higher the energy, the smaller the scattering.
Figure 2.10: A projected view of 20 proton trajectories in the presence of a magnetic
field. After 40 Mpc the high energy events have a notably smaller deflection than
the lower energies. This plot is from [18].
2.3.3 Tantalizing Suspects
Perhaps the most interesting observation in recent years in the field of CR physics is
that of “correlation of [high energy] cosmic rays with nearby objects in the Ve´ron-
Cetty and Ve´ron (VCV)] catalog” by Auger[8, 9]. While notable “warm spots” have
been observed in the CR sky in the past (see at least [19]), this result stands apart
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for at least a few reasons. First, the number of relevant events – 27 with E & 56 EeV
[8, 9] – is nearly double the amount previously available to the scientific community
at a comparable energy. Although twenty-seven is a small number from a statistical
perspective, the data is in itself quite valuable. Second, unlike with earlier claims,
the observers use two independent data sets: an initial set of 15 to determine the
“interesting” region of parameter space and a final set of 12 to confirm the result.
This kind of careful approach is necessitated by the small sample and potentially
physically important results.
Third, the particular method of data analysis chosen by Auger is highly sugges-
tive. In the scheme used, CR are correlated with multiple active galactic nuclei in the
VCV catalog that have been identified by more standard astronomical techniques.
Correlations are searched for by scanning over three angular variables – energy, red-
shift of the VCV object, and angular distance between CR and VCV object – with
the most anomalous configuration then tested in the later data. As reported by
[8, 9], the parameters which maximize the correlation are 56 EeV, a redshift of 0.018
(∼ 75 Mpc) and an angular distance of 3.1◦. These parameters are remarkably con-
sistent with the notion that CR originate from active galactic nuclei within ∼ 75 Mpc
and that the angular deflections are “small.” (Of course, the authors of [8, 9] do not
make this claim.) However, the scan procedure is known to yield angular and red-
shift parameters that are significantly smaller than the characteristic values expected
from simulations. In addition, the VCV catalog is known to be a statistically incom-
plete and non-flux-limited sample of AGN. While this fact does not interfere with
the confirmation of anisotropy, it does conflict with the notion that “The Sources”
of CR have been identified.
One should take care to note that the Auger correlation was observed at only the
1% significance level. Loosely, this means that an observer believes that only one
experiment out of 100 experiments performed on a truly isotropic sky would give the
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same result. 2 In general, within the field of particle physics this level of significance
would be classified as “evidence”, at best. Furthermore, the meager 27 events on
which this evidence is based is barely enough for statistics on the entire sphere. Later
in Chapter A the AGN to CR correlation is updated using a total of 58 events.
2Would you take a drug that had a 1% chance of resulting in death?
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The Pierre Auger Observatory
The Pierre Auger Observatory is an observatory built by an international collab-
oration of scientists with the primary goal to observe and understand three main
characteristics of ultra high energy cosmic radiation: the energy spectrum, the pos-
sibility of anisotropic arrival directions, and the composition of cosmic rays. The
Auger detector is specifically designed to make these observations with unprece-
dented statistics and experimental accuracy; because the CR flux is incredibly low
at the highest energies – about 1 particle/km2/sr/century – the detector is spread
over ∼3000 km2 in order to achieve reasonable statistics.
Located near Malargu´e Argentina, the observatory consists of an array of (nearly)
1600 water Cherenkov detectors and 4 fluorescence telescope sites. The array of
water tanks comprise the Surface Detector (SD), which is used to observe the lateral
distribution of particle in a shower at ground level, while four separate batteries of six
Fluorescence Detectors (FD) observe lateral shower development via the miniscule
fluorescence light emitted as the shower propagates in the atmosphere. Both of these
observational techniques (the SD and FD) have advantages and disadvantages. But,
it is the skillful combination of the two approaches – into a hybrid detector – that
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allows Auger to extract both large statistics and small observational uncertainties (at
least, as compared with earlier generation observatories). This hybrid concept can
achieve a crucial and (nearly) absolute energy calibration along with vastly improved
arrival direction determination.
3.1 Extensive Air Showers
3.1.1 The Particle Phenomenology of Air Showers
A cosmic ray primary will interact with a nucleus in the upper atmosphere with a
mean free path of a few tens of g/cm2. This initial interaction (the depth of which
is subject to large fluctuations, given the stochastic nature of particle interactions
together with the low density of air high in the atmosphere) generates charged pions
that produce a cascade of secondary particles known as the hadronic component of
the shower. The electromagnetic component of the shower is generated primarily by
neutral pions decaying into e± pairs which, in turn, radiate photons. A lesser part
comes from pi± → µ± → e± decays, see Figure 3.1. As the shower develops, and the
number of e± pairs increases, the energy of each pair will decrease until the primary
source of energy loss is from atmospheric ionization and Compton scattering, while
the number of particles in the shower meanwhile decreases.
High energy muons and neutrinos are also products of the shower development.
Thus part of the shower, is not detected by the observatory and, as such, is sometimes
known as the “missing energy.”
A schematic of all three of these component of the air shower is shown in Figure
3.1.
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Figure 3.1: Top: The particle physics phenomenology of the hadronic, muonic and
electromagnetic components of an extensive air shower created by a high energy CR
primary (from [12]). Bottom: The magnitude and direction of the flow of energy
between each of these components is represented by the size and direction of the
arrows (from [12]).
3.1.2 Development of the Shower Front
The total distance of air crossed by the shower along its axis of travel is given by
the atmospheric slant depth X. This longitudinal development of the shower front
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is conveniently parameterized by Gaisser and Hillas [20] as
NGH(X) = Nmax
(
X −X0
Xmax −X0
)(Xmax−X0)/λ
exp
(
Xmax −X
λ
)
, (3.1)
where N(X) is the number of charged particles at a particular atmospheric depth X
and λ is an interaction length parameter and X0 is the first interaction parameter.
The peak of shower activity at a depth Xmax. The number of particles at this peak
is given as Nmax.
All of these parameters can be fit for individually observed showers. Since “light”
nuclei (p, He) primaries tend to travel deeper into the atmosphere than “heavy” nuclei
(Fe), this parameter information – primarily Xmax – is used for primary composition
identification (i.e. distinguishing a proton from He, from C, etc.). For most primaries,
the shower maximum is achieved at around 700 g/cm2, or nearly the depth of the
entire atmosphere for Auger, such that many showers can be observed near their
maximum development.
But while the majority of the most energetic secondary particles are concen-
trated near (and along) the axis of shower development, multiple Coulomb scattering
and the transverse momentum of these particle will cause some shower components
(mostly low energy photons, electrons and muons) to spread away from the shower
core. This lateral development of the shower can extend a few kilometers from the
core and must be incorporated in order to properly reconstruct the shower.
The Nishimura, Kamata and Greisen (NKG) function
ρ(r) ∝
(
r
rM
)s−2(
1 +
r
rM
)s−4.5
, (3.2)
can be used to approximate the lateral distribution of shower particles as a function
of distance to the shower core r, where rM is the so called Molie`re radius – about
100 m at ground level for Auger – and s is the so called shower age parameter,
s =
3X
X + 2Xmax
. (3.3)
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This particle density can be sampled by the array of surface detectors at “ground
depth”, the SD, or by fluorescence telescopes that are sensitive to the electromagnetic
radiation produced higher in the atmosphere, the FD.
3.2 The Surface Detector
The geographic area of the Auger array of 1600 water Cherenkov (surface) detectors
is about 3000 km2. These tanks are arranged on a triangular grid with a spacing of
1500 m, as shown overlaid on a political map of west central Argentina in Figure 3.2.
Figure 3.2: The spacial arrangement of the array of surface detectors near Malargu¨e
Argentina. The tanks that have been deployed by the end of 2008 are shaded blue.
The 4 fluorescence sights are labeled and the field of view of each telescope is marked
in green.
Individual units are designed to measure the light emitted by shower particles
traveling through water. Each polyethylene tank, 3.6 m in diameter and 1.55 m in
height, is lined with a reflective and protective plastic/Tyvek liner and filled with
12000 liters of highly purified water. The top of the tank is fitted with 3 photo-
multiplier tubes mounted so to effectively observe the water (the fiducial volume).
27
Chapter 3. The Pierre Auger Observatory
The anode and the diode of each tube are calibrated in order to maximize the dy-
namic range; the tank is sensitive to showers falling “far” from the tank and will
not over-respond when a shower lands directly on top if it. Tank operation relies
on autonomous electrical power provided by solar panels connected to two 12 V
batteries. Each tank includes a global positioning system unit that provides timing
information to within tens of nano seconds for relay to the central data acquisition
system (CDAS) in northern Malargu´e proper. A schematic of an individual tank can
be found in the top panel of Figure 3.3. The bottom panel of the figure shows a tank
as deployed on the Argentinean pompas.
When electrons, muons and photons generated by a CR shower enter the water
they emit Cherenkov light 1. Photo-multiplier tubes respond to this light, producing
a digital signal in units of charge deposited which is then calibrated using the omni-
directional and constant atmospheric muons into Vertical Equivalent Muons (VEM).
As collected by a photo multiplier tube, a given signal depends (at the very least)
on characteristics such as water quality, photo multiplier tube response, and liner
reflection. The relation between VEM and muons arriving from all directions will be
a stable parameter and is used throughout the detector as a low level threshold.
The selection of signals as candidate surface detector events is based on the
implementation of a careful low- and high-level event selection algorithm. The low-
level triggers (T1-T3) used early in the data acquisition protocol locate tanks with
coincident signals, and search, in particular, for configurations that include nearest-
neighbor coincident signals (see Figure 3.4). The T4 trigger is implemented “offline”
and is the primary “physical” event selection tool that allows events to be recon-
structed. Events with poor quality reconstructions are removed with the T5 trigger.
Following triggers T1-T4 (all triggers are cumulative) the T5 trigger can ensure a
1Strictly speaking, the photons themselves do not emit Cherenkov light, they must pair
produce, or undergo Compton scattering, to produce fast e± pairs that make the Cherenkov
signal.
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Figure 3.3: Top: A schematic of the major components of a water tank detector
(from [12]). Bottom: A deployed tank on the Argentinean Pampas [21].
greater than 99% probability to reconstruct the event [22] for showers of energy above
3 × 1018 eV and zenith angles below 60◦. The SD aperture can also be calculated
under this condition using the well defined area of the elementary cells (4.59 km2),
as shown by [22].
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Figure 3.4: Top: A low level surface array trigger selects events which have signal
in three neighboring tanks. Two examples are shown. Bottom: The higher level T5
quality cut accepts events which have signal a hexagonal array of neighboring tanks.
This cut allows nearly maximal efficiency in the reconstruction. The shaded areas of
active tanks are used to analytically calculate the aperture of the detector [12].
3.2.1 Arrival Direction
Once an event has satisfied at least the T4 condition (or T5 for “good data”), the
reconstruction procedure can be implemented to determine the position of the shower
core, the arrival direction of the primary CR, and the size of the shower, thereby
supplying an estimate the energy of the primary. An in-depth discussion of the
reconstruction procedure can be found in [23].
To a first approximation, an extensive air shower may be considered a planar
shower-front of particles propagating through the atmosphere along a straight central
axis, defined by the arrival direction of the primary CR, perpendicular to the shower
front. A schematic of this approximation can be found in Figure 3.5 where the arrival
direction axis is represented with the arrow labeled a.
The timing information of each tank – obtained via the on-board GPS units –
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Figure 3.5: A simple schematic of the geometry of an air shower observation by an
SD tank (the box).
allows the estimation of the vector a. The time tˆi that the shower plane is expected
to pass through a particular SD station located at ~xi is given by
tˆi = tb − ~a
c
· (~xi − ~xb), (3.4)
where the barycenter of the shower – calculated as the weighted average of the
triggered tanks – is located at ~xb. This latter quantity is used as the first-order
approximation for the shower impact point, such that the time for the shower front
to arrive at this location is given by tb. The expected arrival time tˆi can then be
compared to the observed arrival time ti via a standard χ
2 function
χ2 =
∑
i∈tanks
(
ti − tˆi
σti
)2
, (3.5)
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where σti is the station time variance in units of 10
−9 seconds at time ti (see [24]),
and the sum is carried out over all SD stations (tanks) that have been flagged as
involved in the reconstruction. The minimization of the χ2 functional in Eq(3.4) then
occurs with respect to three free parameters: the two components of the unit vector
~a and the time of the shower arrival at ~xb. Note that, with the above-described
planar shower front as a first approximation, the estimated arrival directions can
be further constrained in the reconstruction chain by introducing more accurate
spherical shower front approximations[23].
As an example of SD angular reconstruction, consider the event with “Auger”
identification number 200719804025 reconstructed by the surface detector (“SD ID”
3715992) on July 16, 2007 at 05:07:43 in the morning. This event triggered the 15
surface detector units colored in Figure 3.6. The timing information for these tanks
is represented by the black squares in Figure 3.12.
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Figure 3.6: A schematic view from above of the surface detector triggering on the
example event. The colored and sized circles show the response of each tank. The
colored lines correspond to the shower plane for each fluorescence detector (see be-
low).
With the full hybrid reconstruction (see §3.4), the arrival direction of this event
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is found to be (l, b) = (339,−84.6) in galactic coordinates. For the SD, alone,
the precision achieved in the angular reconstruction is primarily influenced by the
precision of the GPS clock on each individual detector unit and the shower-to-shower
fluctuations in the arrival time of the first particle[25]. This precision can be as good
as half of a degree. As can be seen in Figure 3.7, though, the angular precision of
the SD is strongly dependent on the number of tanks triggered in the shower and
the zenith angle θ of the arrival direction.
Figure 3.7: The angular resolution of SD events as a function of zenith angle. The
angular resolution is plotted for various tank multiplicity (from [25]).
3.2.2 The Energy
In order to estimate the energy of the CR primary one must estimate the size of the
shower. The shower size can be extracted from the station signals, via the shower
geometry and core position. Specifically, the lateral distribution function introduced
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in Eq(3.2) is “convoluted” 2 with the detector response to give the lateral distribution
of the shower as a function of distance from the shower core r (in meters):
S(r) = S(1000)
( r
1000
)−β ( r + r0
1000 + r0
)−β
, (3.6)
where S(r) is measured in VEM and r0 = 700 m. The power β is a function of the
slope of the lateral distribution, parameterized as a function of the zenith angle of
the shower axis (i.e. the arrival direction of the primary)[23]. The value of the signal
1000 m from the core of the shower is the normalization of this function and is the
most important SD energy estimator of the shower, as noted below. With it, the
standard χ2 function
χ2 =
∑
i∈tanks
(
Si − S(ri)
σSi
)2
, (3.7)
supplies the comparison between the signal in the ith station Si and the expected
signal S(ri) where σSi = (0.32+0.42 sec θ)
√
Si [12] and r
2
i = (~xi−~xb)2−(~a·(~xi−~xb))2
(see Figure 3.5). Note that, implicit in the core position ~xb, the shower size depends
on the fit to the parameters of the arrival direction. Further terms and corrections
can be added to Eq(3.7) to account for tanks with over saturated photo-multiplier
tubes or for tanks which do not trigger, but may be expected to, given the size of
the shower[12].
The most important free parameter in Eq(3.7) is the signal 1000 meters from
the shower core S(1000). The use of the signal at a given distance from the shower
core was first proposed by Hillas [26] and depends primarily on the spacing of the
array. For the SD of Auger, the choice of one thousand meters is a good one, since it
minimizes the influence of the fit of the lateral distribution function and the shower-
to-shower fluctuations [27]. However, the validity of this fit only holds for arrival
directions with local zenith less than 60◦.
2Eq(3.2) shows only the e± density. There are also contributions from γ’s, µ±’s and
ρ(r)’s and every factor is included in the convolution with the detector response.
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The dependence of S(1000) on the zenith angle of the shower can be effectively
removed using a so-called attenuation curve which relates the size of a shower ar-
riving at a given zenith angle to an equivalent shower arriving at a reference zenith
angle (say, θ = 38◦). The attenuation curve can be computed empirically via the
Constant Intensity Cut (CIC; [28]) method, which ultimately relates S(1000) to the
energy of the primary by exploiting two assumptions – both of which are true to
a good approximation in the Auger detector for the energies studied here. In the
first assumption, CR are assumed isotropically distributed in zenith angle θ, while
in the second, the acceptance of the detector is assumed known. Together, these
assumptions imply that the the distribution of sin2 θ should be uniform such that
the differential number of events with signal above a given value per unit of sin2 θ
should be constant,
I(S(1000), θ) =
dN>S(1000)
d sin2 θ
. (3.8)
For a given intensity I (i.e. number of events), the signal at 1000 meters is measured
as a function of zenith angle and fitted with a double polynomial function
CIC(θ) = 1 + a(cos2 θ − cos2 38◦) + b(cos2 θ − cos2 38◦)2. (3.9)
Figure 3.8 shows different attenuation curves for different intensities. For the
standard Auger reconstruction the intensity I = 170 VEM, a = 0.91 ± 0.05 and
b = 1.22± 0.26. The quantity labeled S38◦ there represents an equivalent (S(1000))
signal at 38◦ zenith angle. This value can be calculated for each shower from S(1000)
via
S38◦ =
S(1000)
CIC(θ)
, (3.10)
allowing the primary CR energy to be calculated using the FD energy (determined
via hybrid events, see §3.4).
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Figure 3.8: Left: Attenuation curves (solid lines) for different values of constant
intensity I: 85, 170, 340 and 680 VEM. Right: Attenuation curves normalized to
the signal at θ = 38◦ , S38◦ (from [21]). Note that the normalized curves are more
consistent.
3.3 The Fluorescence Detector
Four separate groups of 6 telescopes overlook the SD and observe lateral shower
development via the miniscule fluorescence light emitted during shower propagation
in the atmosphere. Together, these constitute the the Fluorescence Detector (FD).
The sites hosting each of the four groups are named after the four hills on which they
are located (see Figure 3.2 for the geographic location of the FD sites): Los Leones,
Los Morados, Loma Amarilla and Coihueco. This arrangement by design grants the
fluorescence-detection of any event landing on the SD surface area on a cloudless and
moonless night with energy greater than 1019 ev.
Each of the 6 telescopes at a given site (all with an individual field of view 28.6◦ in
elevation and 30◦ in azimuth) are comprised of three main components: an aperture
system, a spherical mirror, and a camera of photomultiplier tubes (PMTs) positioned
at the focal point of the mirror (see Figure 3.9). The aperture system consists of
a circular diaphragm (Schmidt optics [29]) especially designed to minimize comma
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aberration; the effect of aberration within the system is less than 0.5◦[21]. Near
the outside of the site enclosure building, a UV filter both protects the camera
system from the elements and transmits the required ultra-violet light (300-400 nm)
while blocking the noisy visible light. This UV light is reflected and focused onto
the PMT camera by a 3.4 m radius segmented mirror wherein each mirror piece
has a reflectivity of ∼ 90% between 300 and 400 nm. Designed for maximum light
collection, the PMT camera consists of 440 hexagonal pixels, each instrumented with
its own photomultiplier tube[30], and each covering a size of about 1.5◦.
Figure 3.9: A schematic of an FD telescope including (from left to right) the shutters,
aperture system (with filter and corrector ring), PMT camera, and spherical mirror
(from [21]).
A series of hardware- and software-level triggers reduce the high rate of data
collected by, and sent from, the PMT. The first-stage trigger is on the level of the
individual pixels; a pixel will trigger if its signal is above a certain threshold. The
rate for this trigger is about 100 Hz. The second-level trigger searches for patterns
of triggered pixels consistent with a CR shower based on the use of the Hough
transform [12] that identifies (spherically) linear alignments of pixels. This trigger
rate is typically a few tenths of a Hz per telescope [21]. The third-level trigger is used
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for data-readout, making cuts designed to reduce noise and enforce track-length and
space-time requirements. The rate for this trigger is about 100 events per hour and
each of these events is sent to CDAS for further processing. The last trigger (for a
purely FD event) selects those shower events with a properly reconstructed geometry
and lateral distribution function; these events are very likely to be true CR showers.
This trigger also allows a given event to be considered for hybrid reconstruction; with
both SD and FD telescope/site information about this shower, its reconstruction can
be greatly improved.
PMT detections correspond to light emitted by N2 molecules that are excited
and ionized by electrons in the shower. Nitrogen molecules give off photons in the
spectral range ∼ 300 − 400 nm when de-excited via two primary modes: the First
Negative System of N+2 and the Second Positive System of N2, also called 1N and
2P , respectively[31]. This light is represented schematically in green in the left panel
of Figure 3.10.
Figure 3.10: Scheme of the different light contributions arriving to an Auger fluo-
rescence telescope: isotropic fluorescence light (green), direct Cherenkov light (red),
Rayleigh-scattered Cherenkov light (blue) and Mie-scattered Cherenkov light (ma-
genta). Figure taken from [32].
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3.3.1 Arrival Direction
Each pixel in a triggered event refers to a known geometrical pointing direction ~pi
determined through the analysis of star tracks [33]. The 2D surface containing both
the shower and the track of triggered pixels defines the shower detector plane (SDP),
which can be found empirically by minimizing [12]
Q2 =
∑
i∈pixels
qi
σ2i
(pi
2
− arccos~nSDP · ~pi
)
, (3.11)
where qi is the signal in the i
th pixel, σi = 0.35
◦ is determined using reconstructed
laser shots from the central laser facility, and the free parameter ~nSDP is the vector
normal to the SDP. (Note that the geometric pointing direction ~pi can be converted
into a (local) elevation angle χ˜i within the SDP). Timing information provided with
each pixel is then used in the standard χ2 function
χ2 =
∑
i∈pixels
(
ti − tˆi(χ˜i)
σi
)2
. (3.12)
Here, ti is the observed time of the measured signal in each pixel, σi is the uncertainty
in the signal time, and tˆi(χ˜i) denotes a theoretical expectation calculated from purely
geometrical considerations [12] (see Figure 3.11). That is,
tˆi(χ˜i) = T0 +
Rp
c
tan
(
χ0 − χ˜i
2
)
. (3.13)
This expression contains the free parameters to be estimated by the fit, namely,
the impact parameter Rp (i.e. the closest approach to the detector), the time T0
that the “impact” occurs, and the angle between the shower-axis and the ground
plane χ0. Typically, these parameters, which are often highly correlated, have large
experimental uncertainties. Including multiple fluorescence sites and/or elements
of the SD in the reconstruction can greatly reduce this uncertainty and otherwise
minimize correlations.
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Figure 3.11: The shower detector plane as estimated by the FD. The situation of SD
detectors in this geometry is also shown (from [12]).
The left panel of Figure 3.12 shows pixels from one of the telescopes at the Loma
Amarillio fluorescence site which had been triggered by the example event previously
described in §3.2.1. There, the pixel color indicates the time of triggering, with red for
the earliest time and purple for the latest. The timing fit for the event reconstruction
is shown in the right panel of Figure 3.12, with each colored point corresponding to
the pixel of the same color from the neighboring (left) panel.
3.3.2 The Energy
The energy of any FD-observed shower is proportional to the total flux of light in
that shower. Three main components contribute to this flux: the fluorescence light,
the direct Cherenkov light, and the scattered Cherenkov light. The fluorescence light
is directly proportional to the energy deposit dE/dX of the electromagnetic particles
in the air shower. However, uncertainties of as much as 14% can be introduced by
temperature, pressure and humidity dependent effects on the absolute atmospheric
fluorescence yield.[34, 35] Currently, this particular uncertainty dominates the sys-
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Figure 3.12: The pixels triggered in an eye of the Loma Amarillio fluorescence tele-
scope by the example event described in in §3.2.1.
tematic uncertainty in shower energies observed by Auger.
Further attenuation of the fluorescence light due to transmission through the
atmosphere is also of considerable importance to the overall flux (and hence to ac-
curate reconstruction). This attenuation can be classified as the result of either
Rayleigh scattering (i.e. a molecular component) or Mie attenuation (i.e. scatter-
ing off aerosols in the atmosphere), both of which are monitored constantly by the
Auger Observatory. Finally, direct and scattered Cherenkov light caused by shower
electrons radiating in the atmosphere contribute to the total flux, and these compo-
nents are accounted for in the reconstruction (where appropriate terms in the fitting
algorithm are included). All of these light sources are combined to construct the
Cherenkov-fluorescence matrix which directly relates the signals in a set of pixels to
the energy deposit dE/dX of the electromagnetic particles in an air shower [12].
Using a standard χ2 function, the observed energy deposit dE/dX for each bin
of atmospheric depth X can be fit to a which is then integrated over all depths (with
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the best-fit parameters) to calculate the FD energy
EFD =
∫ ∞
0
dE
dX
(X)dX. (3.14)
The function form used for dE
dX
(X) is given by the Gaisser-Hillas function (see Eq(3.1)).
For the example event described in §3.2.1, the observed energy deposit and best-
fit Gaisser-Hillas function are as shown in Figure 3.13.
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Figure 3.13: The energy deposited in the atmosphere as a function of atmospheric
depth for the sample event.
3.4 Hybrid Calibrated Data
An important aspect in the design of the Auger Observatory is the combined opera-
tion of the SD and the FD. Figure 3.14 illustrates the amount of information about
a single event (the example event described in §3.2.1) that can be accumulated by
the combined detector. (There, the reconstructed arrival direction of the event is
shown as a red line.) The simultaneous observation of an event by one FD site and
a multiplicity of SD tanks is sufficient to qualify it as a hybrid event. In Figure 3.14,
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15 SD tanks and all four FD sites registered detections for the example event shower,
with timing as given in the color gradient used in all previous figures for this event.
Figure 3.14: The sample event was viewed by the surface detector as well as all four
fluorescence detectors.
The SD tanks triggered by a hybrid event act essentially as auxiliary “pixels” in
the FD timing fit. Within the overall timing χ2 function constructed as the sum of
Eq(3.5) and Eq(3.12), these extra “pixels” serve to tightly constrain the reconstructed
shower geometry. An example of the resulting fit is shown in the right panel of Figure
3.12.
While the precision of the estimated arrival direction of a hybrid event is greatly
increased compared to events observed by a single component of the observatory,
the energy estimator also benefits substantially from the hybrid scheme. Consider
that, where the energy estimate from the SD depends on assumptions about hadronic
properties at ultra high energies and the cross section of primaries of unknown type,
the FD energy estimator is nearly independent of primary composition and hadronic
model (at the 5% level). By integration of the energy deposited in the atmosphere it
therefore offers a “direct” estimate of the energy. But, in contrast to the SD which
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can collect data 100% of the time, the FD has a small duty cycle (∼ 10%) and can
have poor angular reconstruction. Together, though, the SD and FD supply energy
estimates based on the calibration of the energies of the more frequent SD events
using the FD energy of the events observed in hybrid mode.
The energy calibration is found by calculating the correlation between lgS38◦ (see
Eq(3.10)) and lgEFD (see Eq(3.14)) for hybrid events. This correlation is carried
out by fitting a graph of the quantities (with 1σ statistical and systematic errors) to
the function
lgEFD = lg a+ b lgS38◦ . (3.15)
For the 661 hybrid events observed between 1 Jan, 2004 and 31 Aug 2007 (graphed
in Figure 3.15), the results of this fit (also shown in Figure 3.15) are [a = 1.49 ±
0.06(stat)±0.12(sys)]×1017 eV and b = 1.08 ± 0.01(stat)±0.04(sys) with χ2 per de-
grees of freedom equal to 1.1 [36]. By replacing EFD with ESD in Eq(3.15) the
calibrated energy of every SD event is then be estimated.
Of course, there are a myriad of factors that can contribute relatively large uncer-
tainties in the energy estimator. The statistical uncertainty on the observed energy,
or energy resolution, arises from the statistical uncertainties in the fitted parame-
ters of the LDF. These errors vary from shower to shower and loosely depend on
the energy; at the highest energy (& 10 EeV) the energy resolution is ∼ 17%. The
systematic uncertainty in the energy estimate originates primarily with uncertainty
in the absolute fluorescence yield in the atmosphere. This error corresponds to 14%,
in convolution with the other contributing factors outlined in Table 3.1.
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Figure 3.15: The blue line shows the fitted correlation between the SD energy esti-
mator lgS38 and the FD energy estimator lgEFD for the 661 hybrid events used in
[36]. The fractional differences between the two energy estimators are inset. (This
plot is from [36].)
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Source ∆EFD/EFD [%]
Absolute Fluorescence Yield 14
Altitude dependence of Fluo. Yield 10
Pressure dependence of Fluo. Spectrum 1
FD absolute calibration 9.5
FD wavelength dependence response 3
Rayleigh atmosphere 1
Wavelength dependence of aerosol scattering 1
Aerosol phase function 1
spot size and Cherenkov LDF 10
Invisible energy 4
Gaisser-Hillas parameters 3
TOTAL SYST. 23
Table 3.1: The contributions to the systematic energy uncertainties for events ob-
served by Auger. All of these “FD” uncertainties are propagated to the final energy
estimate via Eq(3.15) (from [36, 12]).
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Flux Suppression :
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4.1 Chapter Overview
The text in this chapter was published under the title “Power Laws and the Cosmic
Ray Energy Spectrum” by the authors J. D. Hague, B. R. Becker, M. S. Gold and
J. A. J. Matthews in in the journal Astroparticle Physics volume 27, pages 455-464
[7]. This paper introduces the binned statistics used to study the energy spectrum
and applies them to the AGASA and preliminary Auger spectrum. It is published
as GAP-Note 2006-047 and as arXiv:astro-ph/0610865.
Two separate statistical tests are applied to the AGASA and preliminary Auger
Cosmic Ray Energy spectra in an attempt to find deviation from a pure power-law.
The first test is constructed from the probability distribution for the maximum event
of a sample drawn from a power-law. The second employs the TP-statistic, a function
defined to deviate from zero when the sample deviates from the power-law form,
regardless of the value of the power index. The AGASA data show no significant
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deviation from a power-law when subjected to both tests. Applying these tests to
the Auger spectrum suggests deviation from a power-law. However, potentially large
systematics on the relative energy scale prevent us from drawing definite conclusions
at this time.
4.2 Introduction
Nature offers a wide range of phenomena characterized by power-law distributions:
diameter of moon craters, intensity of solar flares, the wealth of the richest people[37]
and intensity of terrorist attacks[38], to name a few. These distributions are so-
called heavy-tailed, where the fractional area under the tail of the distribution is
larger than that of a gaussian and there is thus more chance for samples drawn
from these distributions to contain large fluctuations from the mean. Anatomical1
defects aside, the cosmic ray (CR) energy spectrum follows a power-law for over ten
orders of magnitude. The predicted abrupt deviation at the very highest energies
(the GZK-cutoff[13, 14]) has generated a fury of theoretical and experimental work
in the past half century. Recently, Bahcall[39] and Waxman (2003) have asserted
that the observed spectra (except AGASA) are consistent with the expected flux
suppression above 5× 1019eV. However, the incredibly low fluxes combined with as
much as ∼50% uncertainty in the absolute energy determination means that there
has yet to be a complete consensus on the existence of the GZK-cutoff energy.
With this in mind, we consider statistics which suggest an answer to a different
question: Do the observed CR spectra follow a power-law? Specifically, these studies
are designed to inquire whether or not there is a flux deviation relative to the power-
law form by seeking to minimize the influence of the underlying parameters.
1Well known small deviations from a pure power-law are dubbed “The Knee” and “The
Ankle.”
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The two experimental data sets considered in this study are the AGASA[40]
experiment and the preliminary flux result of the Pierre Auger Observatory[41, 42].
The discussion in §A.3 uses these spectra to introduce and comment on the power-
law form. The first distinct statistical test is applied to this data in §4.4 where we
explore the distribution of the largest value of a sample drawn from a power-law. In
§5.5.2 we apply the TP-statistic to the CR flux data. This statistic is asymptotically
zero for pure power-law samples regardless of the value power index and therefore
offers a (nearly) parameter free method of determining deviation from the power-law
form. The final section summarizes our results.
4.3 The Data
A random variable X is said to follow a power-law distribution if the probability of
observing a value between x and x+ dx is f(x)dx where f(x) = Cx−γ. Normalizing
this function such that
∫∞
xmin
f(x)dx = 1 gives,
fX(x) =
γ − 1
xmin
(
x
xmin
)−γ
. (4.1)
It is convenient to choose z = x/xmin ⇒ dz = dx/xmin, 1 ≤ z < ∞ and doing so
yields
fZ(z) = (γ − 1)z−γ. (4.2)
For reference, one minus the cumulative distribution function FZ(z) is given by,
1− FZ(z) =
∫ ∞
z
fZ(y)dy = z
1−γ. (4.3)
Taking the log of both sides of equation (4.1) yields
log f(x) = logA− γ log x, (4.4)
49
Chapter 4. Flux Suppression : Binned Analysis
where A is an overall normalization parameter, and suggests a method of estimating
γ; the power index is the slope of the best fit line to the logarithmically binned
data (i.e. bin-centers with equally spaced logarithms). In what follows, we refer to
the logarithmically binned estimate 2 of the power index as γˆ and assume that the
typical χ2/NDF is indicative of the goodness of fit. The fitting is done with two free
parameters, namely A and γ.
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Figure 4.1: This figure displays published AGASA[40] and Auger[41] CR energy
spectra. Both axis have logarithmic scales to illustrate the power-law behavior.
The vertical axis is the flux J in (m2 sr sec eV)−1 and the horizontal axis is the
energy in eV. The best fit lines (see 4.4) have slope γˆAGASA = 2.80 ± 0.23 and
γˆAuger = 2.97± 0.12 (statistical error only).
The energy flux of two publicly available data sets are shown in Fig. 4.1. The the
red point-down triangles represent the log10 of the binned AGASA flux values in units
2Unbinned maximum likelihood methods have less error and bias when applied to power-
law (or similar) distributions than binned methods[43]. They can also be modified to
include energy error and variable acceptance information[44]. Lacking this information, we
use the logarithmically binned estimate of γ where necessary. The minimum variance for
any (unbiased) estimator of γ is given by the Cramer-Rao lower bound; σγˆ ≥
(
γ+1
N
)1/2
.
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of (m2 sr sec eV)−1 and the blue point-up triangles correspond to the Auger flux.
The vertical error bars on each bin reflect the Poisson error based on the number of
events in that bin. The log-binned estimates for each complete CR data set are the
slopes of the dashed lines plotted in Fig. 4.1.
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Figure 4.2: To check the stability of γˆ we estimate the power index as a function of
the minimum energy Emin considered for the AGASA and Auger CR data sets; see
Fig.4.1. The left most point is the slope of the best fit lines plotted in Fig.4.1. The
vertical error bars represent 1σγˆ deviation.
In order to check the stability of to bound on our estimate, we compute the
estimated power index γˆ as a function of the minimum energy Emin considered for
each of the two CR data sets. The left-most blue (red) point in Fig. 4.2 shows
γˆ for the Auger (AGASA) data taking into account all of the bin values above
logEmin = 18.5 (logEmin = 18.8), the next point to the right represents that for all
bins above logEmin = 18.6 (logEmin = 18.9), and so on. The vertical error bars on
these points represent the 1σγˆ error of the estimate. To ensure an acceptable chi-
squared statistic, we demand that at least five bins be considered, thereby truncating
Emin at logEmin = 19.4 for the Auger and logEmin = 19.7 for the AGASA data set.
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The χ2/NDF for the left-most points is ∼ 0.3 and it increases to ∼ 2.5 for the right-
most for both experiments. We note that these estimates do not vary widely for the
lowest Emin’s and that the values of γˆ from these experiments are consistent.
The analyses discussed in §4.4 and §5.5.2 will depend on the total number of
events in the data set. Since these numbers are not published we use a simple method
for estimating them from the CR flux data. If the exposure is a constant function of
the energy, then we may take the flux J to be proportional to the number of events in
the bin and the exposure η, namelyN = JηEbin−center ln(10)/10. The Auger exposure
is reported to be constant over the energy range reported with ηAuger = 5.5×1016 (m2
sr sec). The AGASA collaboration report flux data all the way down to logEmin =
18.5 but the exposure of the experiment can be considered approximately constant
only for energies above logEmin = 18.8 (see Fig. 14 of [40]) where ηAGASA = 5.1×1016
(m2 sr sec). Using this method we get a total of 3567 events with E ≥ 1018.5 for the
Auger flux and 1914 with E ≥ 1018.8 for the AGASA experiment.
4.4 The Distribution of the Largest Value
As evidence suggestive of a GZK-cutoff, an often cited quantity is the flux suppres-
sion, or the ratio of the flux one would expect from a power-law to that actually
observed above a given maximum, say, zmax. Since J ∝ N one may estimate the flux
suppression by estimating the number of events Nsup out of Ntot expected above a
given maximum as Nsup = Ntot[1− FZ(zmax)] = Ntotz1−γmax. Thus, the bin with mini-
mum = zmax and maximum →∞ would have a height = Nsup if the data continued
to follow a power-law above zmax. As a test statistic for this quantity, one may con-
sider the Poissonian probability that the bin height could statistically fluctuate to
zero, namely P(0, Nsup) = exp[−Ntotz1−γmax].
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In this section we derive a similar test statistic based on the distribution of the
maximum event from a power-law sample. The statistic discussed here approaches
P(0, Nsup) for large Ntot and allows us to show that the estimation errors associated
with γˆ are enough to disallow any significant conclusion about the presence of flux
suppression for the highest energy CR’s.
The form of the power-law distribution allows us to calculate the pdf of the largest
value, Xmax, out of N events. Using the equations (4.1) and (4.3) we can say that
the probability that any one value falls between x and x + dx and that all of the
others are less than it is f(x)dx× F (x)N−1. There are N ways to choose this event
and so the probability for the largest value to be between x and x+ dx is
pi(x)dx = Nf(x)F (x)N−1dx.
In terms of the ratio z, this can be written as
pi(z)dz = N(γ − 1)z−γ (1− z1−γ)N−1 dz. (4.5)
Fig. 4.3 contains a plot of this distribution for γ = 3.0 with three choices of N. The
glaring implication of this plot is that even for “small” N nearly all of the integral
of pi(z) is above z ∼ 10. This implies that the probability of the maximum energy
event falling below 10 times the minimum is very small, for a power-law with these
parameters.
Motivated by the location and shape of pi(z) we consider the probability P that
the maximum ratio from a given sample Zmax is less than or equal to a particular
value 3, say z, in a convenient form as
P (Zmax ≤ z) =
∫ z
1
pi(t)dt =
[
1− z1−γ]N . (4.6)
3For large Ntot, equation (4.6) approaches the Poisson probability mentioned above;[
1− z1−γmax
]Ntot → exp[−Ntotz1−γmax] = P(0, Nsup).
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Figure 4.3: A plot of the probability distribution of the maximum of a sample drawn
from a power-law with power index γ = 3.0. This is the distribution pi(z) defined in
equation (4.5) where z is the ratio of the maximum to the minimum. The sample
sizes are N = 500, 1000 and 5000.
Indeed, with γ = 3.0 (as in Fig. 4.3), P (Zmax ≤ 10) = 6.6 × 10−3 for N = 500,
4.3 × 10−5 for N = 1000 and is 1.4 × 10−23 for N = 5000. Another way to say this
is that if one were to generate 105 sets of events, each containing 1000 events drawn
from a pure power-law with γ = 3.0, ∼ 99.99% of these sets would have a maximum
element with a value greater than 10 times the minimum. For 500 events/set the
fraction decreases to ∼ 99.34%. Such simulations were carried out in preparation for
this note and the results were consistent with equation (4.6).
To apply this idea to the CR spectrum we consider the following null hypothesis:
The flux of CR’s follow a power-law with index γˆ for all energies greater than a
given minimum. As a test statistic for this hypothesis we use P , as defined in
equation (4.6), with the interpretation that if the null hypothesis is true then P is
the probability that the ratio of the maximum energy to the minimum is less than
or equal to the observed ratio. Typically, the null hypothesis is rejected at the 5%
significance level (S.L.) if P ≤ 0.05.
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To calculate the value of P for the observed data sets we need three pieces of
information: the ratio of the maximum observed value to the minimum zobsmax, the
number of events Ntot with values in the interval [1, zmax] and a reasonable guess
for the power index γ. Since a larger zmax will lead to a larger value of P we
will conservatively take the highest energy AGASA (resp. Auger) event to fall on
the upper edge of the highest energy bin. The method of determining the number
of events in each bin is described in §A.3 and here the parameter Ntot represents
the total number above a given minimum. We will use the logarithmically binned
estimates and errors of γˆ discussed in §A.3.
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Figure 4.4: A plot of the probability that the maximum of a sample drawn from a
power-law will be less than or equal to the maximum observed by the Auger (Emax =
1020, blue point-up) and AGASA (Emax = 10
20.4, red point-down) experiments as a
function of the minimum energy considered. The vertical error bars represent the
effect of a 1σγˆ deviation and the hatched area shows the 5% significance level.
The plot in Fig. 4.4 shows P (Zmax ≤ zobsmax) given Ntot and γˆ as a function of
minimum energy considered for each of the CR data sets in Fig. 4.2. In particular, for
each Emin the values of Ntot, z
obs
max and γˆ±σγˆ are estimated from the CR flux and the
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resulting P are plotted for the Auger (blue) and AGASA (red) data. For example,
the left-most Auger point represents the probability that if Ntot = 3567 events are
drawn from a power-law with γˆ = 2.97+0.12−0.12 then there is a 1.9
+5.7
−1.6% chance that
the maximum log-ratio log zmax would be less than or equal to that reported by the
Auger experiment, namely log zobsmax = log 10
20/1018.5(eV). Taken at face value, one
may reject the null hypothesis at the 5% S.L. for this data set. The left-most AGASA
point represents the same probability for the complete set of AGASA data, namely
P (logZmax ≤ log 1.6) = 8.4+13−6.5% for Ntot = 1914 events drawn from a power-law
with γˆ = 2.80+0.13−0.13. Thus we cannot reject the null hypothesis for the AGASA data.
The upper (lower) vertical error bars depicted in Fig. 4.4 represent the value of
P if we have under (over) estimated the power index by σγˆ, that is if γ = γˆ ± σγˆ,
keeping the log-ratio and the total number of events constant. (The possible errors in
the total number of events are on the order of a few percent and are negligible.) Since
the fitting scheme considers successively lower energy bins, the points (and errors)
for each experiment plotted in Fig. 4.4 are highly correlated. The upper error bars
fall above the 5% S.L. for all minimums considered and therefore the statistical error
associated with γˆ is enough to disallow rejection of the power-law hypothesis.
The biggest systematic measurement uncertainty in the CR data is the calibration
of the energy. This uncertainty leads to an error in the reported absolute energy
values of ∼ 30% for the AGASA [40] data and as much as ∼50% for the highest
energy events in the Auger data set. Since the probability considered here depends
only on the ratio of the observed energies, it is independent of any constant systematic
uncertainty in the energy determination. However, this probability is sensitive to
energy errors which vary over the range considered and will thus cause uncertainty
in zobsmax.
For example, if we take the maximum to be 50% higher (but hold γˆ = 2.97 and
Ntot = 3567 constant) the value of P represented by the left most Auger point in
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Fig. 4.4 changes from 1.9% to 17%. Thus the large uncertainty in zobsmax combined
with the errors associated with γˆ implies that the preliminary Auger data set does
not suggest sufficient evidence to reject the pure power-law hypothesis for all events
above Emin = 10
18.5(eV).
4.5 The TP-Statistic
Considering the error and extra degree of freedom associated with γ, an analysis
of a distribution’s adherence to the power-law form without reference to, or regard
for, this parameter is could lead to enhanced statistical power. First proposed by
V. Pisarenko and D. Sornette 4, the so-called TP-statistic[45, 46] is a function of
random variables that (in the limit of large N) tends to zero for samples drawn from
a power-law, regardless of the value of γ. (TP stands for tail power, as oppossed to
TE, also introduced in [45, 46], which stands for tail exponential.) This section will
describe the TP-statistic and apply it to the CR data.
The raw moments of the pdf equation (4.1) are [37]
〈zm〉Z =
∫ ∞
1
zmfZ(z)dz →
∞ m ≥ γγ−1
γ−1−m m < γ.
(4.7)
Thus power-laws with γ ≤ 3 have a finite mean but an infinite variance (in the limit
of large N) and sample statistics created from these moments are not particularly
helpful. However, taking the natural logarithm of z allows the integrals to converge
and one may write (for all γ ≥ 2 and m = 0, 1, 2, . . .),
νm = 〈lnm z〉Z = m!
(γ − 1)m . (4.8)
4They studied earthquake and financial return data.
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The TP-statistic is calculated by noting that ν21 − ν2/2 = 0. Therefore, if we use
the sample analog of these quantities, namely
νˆm =
1
N
N∑
i=1
lnm
xi
xmin
(4.9)
then we can define (for all xi ≥ u),
TP (u) =
(
1
N
N∑
i=1
ln
xi
u
)2
− 1
2N
N∑
i=1
ln2
xi
u
. (4.10)
By the law of large numbers this sample statistic tends to zero as n → ∞, inde-
pendent of the value of γ. The TP-statistic allows us to test for a power-law like
distribution without comment about the value of the power index. Furthermore,
for any one sample we can vary u from the sample minimum Xmin to the sample
maximum Xmax and calculate the TP-statistic over the range of x in the sample.
Given complete event lists one may use equation (4.10) to calculate the TP-
statistic for the unbinned data. Since only the binned CR flux is publicly available we
adapt the statistic to a binned analysis and apply it first to an example distribution
with a cutoff and then to the CR data sets.
4.5.1 An Example
In order to build intuition about the TP-statistic and its variance before studying
the CR data, we first apply this statistic to simulated event sets drawn from both
a pure power-law distribution and a similar distribution with a cut-off. The cut-off
pdf is chosen so that it mimics a power-law for the lowest values but has an abrupt
(and smooth) cut-off at a particular value, say xcut. The functional form we will use
here is
g(x) = B(γ, xmin, xcut)
x−γ
ex−xcut + 1
. (4.11)
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The normalization of this pdf is B(γ, xmin, xcut), the value of which must be computed
numerically. Fig. 4.5 contains a logarithmically binned histogram of 3000 events
drawn from a pure power-law (black circles) with xmin = 1.0 and γ = 3.0, and two
pdf’s in the from of equation (4.11); the magenta squares have log xcut = 1.0 and the
green triangles have log xcut = 1.5. While arbitrary, the values of these parameters
are chosen to be similar to the AGASA and Auger data (see Fig.4.1).
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Figure 4.5: Logarithmically binned histogram of 3000 events drawn from a pure
power-law with γ = 3.0 and two power-laws with a cut, see equation (4.11). The
magenta squares are drawn from the distribution with log xcut = 1.0 and the green
triangles have log xcut = 1.5. As noted in the text, while arbitrary, the values of these
parameters are chosen to be similar to the AGASA and Auger data (see Fig.4.1).
If we write the sorted (from least to greatest) values from a sample as {X(1),X(2),
. . . , X(N)}, the solid black line in Fig. 4.6 is created by calculating TP (u = X(j)) for
each value of the 3000 events drawn from the pure power-law histogram in Fig. 4.5.
The circles represent the mean of the the statistic within the ith bin, say TP i, and
the vertical error bars show the root-mean-squared deviation of the statistic within
the bin. Note that the total number of events considered by the statistic decreases
quickly from left to right which leads to a bias in and an increasing variance of the
statistic.
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Figure 4.6: The TP-statistics, defined in equation equation (4.10), as a function of
minimum value “u” for the 3 sets of 3000 events plotted in Fig. 4.5. Also plotted is
the mean of the TP-statistic within each of the logarithmically spaced bins which is
referred to in the text as TP . The vertical error bars represent the RMS deviation
of the statistic within each bin. Parenthetically, with increased statistics, say 10,000
events, the distinct characteristics of the TP-statistic for a pure power-law, a power-
law with a cutoff log xcut = 1.0 or a power-law with a cutoff log xcut = 1.5 become
more clearly different.
The jagged magenta line Fig. 4.6 shows the most obvious deviation from the
power-law form; it is systematically offset from zero for nearly all minima of the
data set. Of course, with 3000 events the histograms (see Fig. 4.5) are enough to
distinguish between these two distributions. But the TP-statistic allows us to see
this deviation by considering the entire data set (the left most magenta point in Fig.
4.6), not just by analyzing the events in the upper most bins. The green line in
the figure shows TP (u) for events drawn from equation (4.11) with log xcut = 1.5.
The histogram for this set is not as clearly different from the power-law as the
magenta points and neither is the TP-statistic; the left-most green point shows no
more deviation from zero than the power-law. However, as the minimum increases
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(and nears xcut) the statistic moves away from zero (more noise not withstanding)
and suggests that the data above the minimum deviate from the power-law.
It is important to note that the TP-statistic is positive for both of the cutoff
distributions. Recall that for a pure power-law, ν21−ν2/2 = 0. The cutoff distribution,
however, lacks an extended tail and will therefore have a smaller second log-moment
ν2 as compared with (the square of) the first log-moment ν1 and will thus result in a
positive TP-statistic. A distribution with an enhancement, rather than a cutoff, in
the tail would result in a negative TP-statistic, since it would have a larger second log-
moment (i.e. a larger “variance”). See the Appendix (§4.7) for a detailed discussion
of the TP-statistic applied to the double power-law.
To quantify the significance of the TP-statistics’ deviation from zero, 104 sets
of 3000 events were generated for each of the three distributions discussed in this
section. For each set we calculate the mean TP-statistic TP within each of the
logarithmically spaced bins. The resulting distribution of TP ’s within each bin is
then fitted to a gaussian.
The black circles in Fig. 4.7 represent the mean of the gaussian fit to the dis-
tribution of TP ’s within each bin for a power-law and the error bars on the points
represent the fitted 1σ deviation of the TP ’s. We interpret the left-most of these
points in the following way: for 3000 events drawn from a power-law the “expected
value” of TP in the first bin is effectively indistinguishable from zero, as expected.
Though the statistic itself does not depend on γ, the variance on this value does.
The reason for this is that the variance of the TP ’s depends on the average total
number of events greater than a given minimum, which is influenced by γ. In this
case the total number of events per set for minima in the first bin is at least a few
thousand and the variance of the TP ’s is σTP ∼ 0.005. These errors increase from
left to right since each successively higher bin will contain TP ’s based on fewer and
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Figure 4.7: The fitted mean and 1σ deviation of the TP ’s (see definition in text)
within each bin for the three distributions described in the text. This plot is the
result of 104 simulated sets of events, where Fig.4.6 is one example, and where each
set contains 3000 events.
fewer events.
The magenta squares represent the fitted mean TP as a function of xmin for sets
drawn from a power-law with a cut-off at log xcut = 1.0. They deviate from zero
for all but the largest xmin. Furthermore, this offset is statistically significant for
the lowest few bins of xmin, where the statistic reflects the deviation from power-law
considering most of the events in the set. The green triangles show the fitted means
for the log xcut = 1.5 distribution. They also display some deviation from zero, but
they are not as significant since they fall near the 1σ errors for the pure power-law
distribution.
Indeed, one may inquire as to which of the bins deviate the most from the sim-
ulated power-law. This is equivalent to asking, “above what minimum do the data
generated from this cut-off distribution maximally deviate from a pure power-law?”
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Figure 4.8: The distribution of the TP ’s in the first bin of Fig.4.7 (the bin with
minimum log xmin = 0.0) for the simulated pure power-law (black, shaded) and a
power-law with a cut-off at log xcut = 1.0 (magenta, hatched). For these distributions
PTP = 0.00218 (see equation (4.12)).
To quantify this deviation, we use a P-value given by
PTP = 1− 1√
2pi
∫ β
−β
e−t
2/2dt, (4.12)
where
β =
|µ1 − µ2|√
σ21 + σ
2
2
, (4.13)
µi is the mean of the fitted gaussian and σi is the standard deviation. We reject
the pure power-law hypothesis (at the 5% S. L.) if PTP ≤ 0.05. The mean of the
gaussian fit to the distribution of TP ’s for the power-law in the bin with minimum
log xmin = 0.0 is µ1 = (0.0056±5.1)×10−3 with a standard deviation σ1 = 4.9×10−3.
The mean of the fitted gaussian for the log xcut = 1.0 distribution in this bin is
µ2 = (1.7± 0.28)× 10−2 with a standard deviation σ2 = 2.8× 10−3. Therefore, the
significance level of the deviation is PTP = 2.18 × 10−3 and we can reject the pure
power-law hypothesis for this distribution. The distribution of the TP ’s for this bin
is plotted in Fig. 4.8 for the pure power-law (black, shaded) and the log xcut = 1.0
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(magenta, hatched) pdf. The maximum deviation for the log xcut = 1.5 pdf occurs
in the bin with minimum log xmin = 0.4 and the corresponding distributions of TP
are plotted in Fig. 4.9. The significance of this deviation is lower; PTP = 0.298.
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Figure 4.9: The distribution of the TP ’s in the fifth bin of Fig.4.7 (bin with minimum
log xmin = 0.4) for the simulated pure power-law (black, shaded) and a power-law
with a cut-off at log xcut = 1.5 (green, hatched). For these distributions PTP = 0.298
(see equation (4.12)).
4.5.2 The Cosmic Ray Data
In order to apply the TP-statistic to the CR data, Monte-Carlo simulations were
conducted and analyzed in a manner similar to that discussed in §4.5.1; we generate
104 sets of events from the reported flux and the resulting distribution of TP (within
each bin) is fitted to a gaussian. Since the significance of deviation from zero depends
on both the power index and the number of events, we will compare each of the
Auger and AGASA data sets with a unique power-law. We will take the AGASA
experiment to have 1916 events above logEmin = 18.8 and we will compare the
resulting TP-statistics with those of a power-law with the same minimum and γ =
2.80. The Auger spectrum has a power-index estimate of 2.97 considering all of the
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data above logEmin = 18.5 and a total of 3570 events, so we will therefore compare
the TP-statistics arising from the Auger flux to those of a pure power-law with these
parameters.
The application of this scheme to the AGASA spectrum is plotted in Fig. 4.10
in red triangles. The black circles represent average TP-statistic value for data
drawn from a pure power-law with γˆAGASA. Both plots have N = 886 events per
sky. The error bars on each point represent the 1-sigma deviation of the gaussian
fit to the distribution of the mean TP-statistic. Since the AGASA values do not
significantly deviate from zero (or the power-law values) this plot suggests that the
AGASA distribution does not significantly deviate from a pure power-law. The most
significant deviation occurs in the bin with minimum 1019.2(eV) and gives PTP =
0.161, which is consistent with the P-value for this bin discussed in §4.4. These
distributions are plotted in Fig 4.11.
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Figure 4.10: The fitted mean and 1σ deviation of the TP ’s (see definition on the
text) within each bin for the AGASA spectrum (red triangles) and a pure power-law
distribution (black circles). This plot is the result of 104 simulated sets of events
where each set contains 1916 events and the power-law has index γ = γˆAGASA.
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Figure 4.11: The distribution of TP ’s in the fifth bin of Fig.4.10 (the bin with
minimum Emin = 10
19.2(eV)) for the pure power-law (black, shaded) and the AGASA
spectrum (red, hatched). For these distribution PTP = 0.161 (see equation (4.12)).
The simulation results from the Auger spectrum are plotted in Fig. 4.12. This
plot shows deviation from a power-law for the lowest minimums considered. For the
bin with minimum logEmin = 18.6 we find PTP = 1.54×10−4. Thus we can say that
the Auger spectrum with energies greater than 1018.6(eV) deviate from a power-law
by ∼ 3.78σ, where σ2 = σ21 + σ22. The distribution of TP ’s for this minimum energy
is plotted in Fig. 4.13.
Since the TP-statistic nearly eliminates the need to estimate γ, the biggest sys-
tematic uncertainty in analyzing the CR data with the TP-statistic is likely to be
errors in the event energies. Similar to the P -value discussed in §4.4, it is only the
relative energy errors which can effect the result, since the TP-statistic depends only
on the ratio. However, any elongation of the observed spectrum brought about by
this relative uncertainty effect the TP-statistic. Without further study of the CR
energy systematics, we cannot draw a conclusion from the ∼ 3.78σ deviation in Fig.
4.13.
66
Chapter 4. Flux Suppression : Binned Analysis
 (eV)
min
log E
18.6 18.8 19 19.2 19.4 19.6
)
m
in
(x
TP
M
ea
n 
-0.02
-0.01
0
0.01
0.02
0.03
0.04
pure power-law
Auger
Figure 4.12: The fitted mean and 1σ deviation of the TP ’s (see definition on the
text) within each bin for the Auger spectrum (blue triangles) and a pure power-law
distribution (black circles). This plot is the result of 104 simulated sets of events
where each set contains 3570 events and the power-law has index γ = γˆAuger.
4.6 Summary
In §A.3 we use the reported (AGASA and Auger) CR fluxes to discuss the power-law
form and illustrate the logarithmically binned estimates of the power index γ. The
probability P that the maximum value of a sample drawn from a power-law is less
than or equal to a particular value is defined in equation (4.6). Using reasonable
estimates for γ, Ntot and z
obs
max from the CR data sets we calculate P in §4.4. The
value of P is used to test the null hypothesis that these data sets follow a power-
law . The AGASA data give no reason to reject the hypothesis; PAGASA ∼ 8.4%
for the data with logE(eV ) ≥ 18.8. The Auger data give more reason to reject
the null hypothesis, PAuger ∼ 1.9% for the data with logE(eV ) ≥ 18.5. However,
consideration of the errors on γˆ prevent any solid conclusion.
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Figure 4.13: The distribution of TP ’s in the second bin of Fig.4.10 (the bin with
minimum Emin = 10
18.6(eV)) for the pure power-law (black, shaded) and the Auger
spectrum (blue, hatched). For these distribution PTP = 1.54 × 10−4 (see equation
(4.12)).
For the purpose of statistical analysis it would be useful to eliminate, or at least
minimize, the importance of γ. The TP-statistic tends (asymptotically) to zero
regardless of the value of γ and is the subject of §5.5.2. We apply the TP-statistic to
the CR data sets using a Monte-Carlo method described in §4.5.2. The AGASA data
give a value of PTP = 0.161 for energies greater than 10
19.2(eV). a value consistent
with the P -value discussed in §4.4 (Fig.4.4). The preliminary Auger flux results
in a TP-statistic with more significant deviation from the power-law form: PTP =
1.54×10−4 for Emin = 1018.6(eV). Comparing this value with the P -value for this bin
derived in §4.4, namely P ∼ 2× 10−2, illustrates the power of the method based on
the TP-statistic which is essentially independent of gamma. Better understanding
of the relative errors on the CR energies should lead to a definitive conclusion on the
question of a cut-off in the CR spectrum.
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4.7 Appendix
In §4.5.1 we state that the TP-statistic will be distinctly positive for distributions
which contain a tail-suppression and negative for distributions which contain a tail-
enhancement (relative to the pure power-law form). In this section we numerically
compute the TP-statistic for a “double power-law” distribution and describe the
parameter space associated with this statistic.
Consider the following probability distribution function:
f(x) =
A(xmin, xbend, γ, δ)x
−γ xmin ≤ x < xbend
B(xmin, xbend, γ, δ)x
−δ xbend ≤ x <∞,
(4.14)
where A(xmin, xbend, γ, δ) and B(xmin, xbend, γ, δ) are chosen such that
lim
x→x+bend
f(x) = lim
x→x−bend
f(x)
and ∫ ∞
xmin
f(x)dx = 1.
This distribution follows a power-law with index γ for xmin ≤ x < xbend, and δ for
x ≥ xbend.
Given the parameter set {xmin, xbend, γ, δ}, we define the TP-statistic for this
distribution as
TP (u) =
[∫ ∞
u
ln
(x
u
)
f(x)dx
]2
− 1
2
∫ ∞
u
ln2
(x
u
)
f(x)dx. (4.15)
For u ≥ xbend and/or γ = δ equation (4.15) is identically zero since it is equal to
ν21 − 1/2ν2 (see equation (4.8)). However, equation (4.15) is non-trivial when xmin ≤
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u < xbend and γ 6= δ. In what follows, we calculate TP (u) for xmin ≤ u < xbend and
various values of xbend and δ with xmin = 1 and γ = 3 fixed.
Fig.4.14 contains a plot of log f(x) versus log x with δ = γ± 1 for several choices
of log xbend (namely, for log xbend varying from 1 to 2 in steps of 0.2). The red curves
correspond to γ < δ = 4 (tail-suppression) and the blue curves have γ > δ = 2 (tail-
enhancement). The TP-statistic for each of these distributions is shown in Fig.4.15
as a function of u. Examination of Fig.4.15 suggests the following conclusions for a
given γ and δ:
• TP (u) is positive for all values of u and xbend if and only if γ < δ, and it is
negative if and only if γ > δ.
• For xbend much greater than xmin, TP (u = xmin) is approximately zero. Specif-
ically, as xbend/xmin →∞, TP (xmin) → 0.
• The location of the maximum deviation, say u0 where(
∂
∂u
TP (u)
)
u=u0
= 0, (4.16)
is highly correlated with the location of the bend xbend. Indeed, we have found
that there is a linear relationship between log u0 and log xbend and that this
relationship is independent of whether γ is less than or greater than δ.
• The maximum deviation of the TP-statistic, i.e. TP (u0), is independent of
log xbend.
To isolate the effects of power index choice, consider the family of distributions
where log xbend = 1.0 is fixed but δ is allowed to vary. Since the integrals in equation
(4.15) only converge if δ ≥ 2, the minimum δ we can choose is δ = 2. There is no
upper bound on δ so we vary this parameter over the interval 2 ≤ δ < 3 in steps
of 0.2 and over the interval 3 < δ < 10 in steps of 0.5. Fig.4.16 contains a plot of
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Figure 4.14: A plot of log f(x) (see equation (4.14)) versus log x with δ = γ ± 1 for
several choices of log xbend (namely, for log xbend varying from 1 to 2 in steps of 0.2).
The red curves correspond to γ < δ = 4 (tail-suppression) and the blue curves have
γ > δ = 2 (tail-enhancement). The more black the color of the curve, the larger
log xbend.
log f(x) versus log x with log xbend = 1.0 and γ = 3. The blue curves have 2 ≤ δ < 3
(i.e. δ− γ < 0) and the red curves have 3 < δ < 10 (i.e. δ− γ > 0). The more black
the color of these curves, the closer δ is to γ.
Fig.4.17 contains a plot of TP (u) for the distributions plotted in Fig.4.16. As
noted earlier, TP (u) > 0 if and only if δ − γ > 0 and TP (u) < 0 if and only if
δ − γ < 0. The colored points on these curves show where each curve maximally
deviates from zero; the coordinates of these points are {u0, TP (u0)} for each curve
(see equation (4.16)). These points show a weak dependence of log u0 on δ, for a
given log xbend.
The value of the maximum deviation TP (u0) also shows dependence on δ. In
Fig.4.18 we plot TP (u0) versus δ − γ for each of the points in Fig.4.17. These plots
suggest the following:
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Figure 4.15: A plot of TP (u) (see equation (4.15)) for each of the distributions
plotted in Fig.4.14. Those distributions with tail-suppression (red) have TP (u) > 0
and those with tail-enhancement (blue) have TP (u) < 0.
• For −1 ≤ δ − γ . 1 (blue and black), a small change in δ will lead to a large
change in TP (u0).
• If δ − γ  1 (bright red), however, a large change in δ will result in a small
change in TP (u0). This case is of particular interest since a large δ will mimic
the cutoff distribution defined in equation (4.11).
• By inspection of Fig.4.18 we note that TP (u0) ≈ 0.025 for δ − γ  1.
• Comparison with Fig.4.15 suggests that the limiting value of TP (u0) is roughly
independent of xbend.
The studies described in this section show that the TP-statistic can distinguish
tail-suppressed (δ−γ > 0) from tail-enhanced (δ−γ < 0) distributions, i.e. TP (u) >
0 if and only if δ − γ > 0 and TP (u) < 0 if and only if δ − γ < 0. Furthermore,
they show that in the limiting case of δ − γ  1 the most important parameter in
determining u0 is xbend but that the limiting value of TP (u0) is roughly independent
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Figure 4.16: A plot of log f(x) (see equation (4.14)) versus log x with log xbend = 1.0
and γ = 3. The blue curves have 2 ≤ δ < 3 (i.e. δ − γ < 0) and the red curves have
3 < δ < 10 (i.e. δ − γ > 0). The more black the color of these curves, the closer δ is
to γ.
of xbend and δ − γ.
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Figure 4.17: A plot of TP (u) (see equation (4.15)) for the distributions plotted
in Fig.4.16. The colored points on these curves show where each curve maximally
deviates from zero; the coordinates of these points are {u0, TP (u0)} for each curve
(see equation (4.16)).
Figure 4.18: A plot of TP (u0) (see equations (4.14) and (4.16)) versus δ−γ for each
of the points in Fig.4.17. Note that TP (u0) ≈ 0.025 for δ − γ  1.
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5.1 Chapter Overview
The text in this chapter was submitted under the title “Statistical Tools for Analyzing
the Cosmic Ray Energy Spectrum” by the authors J. D. Hague, B. R. Becker, M.
S. Gold and J. A. J. Matthews in in the journal Astroparticle Physics. This paper
introduces the un-binned statistics used to study the energy spectrum and applies
them to a simulated Auger spectrum. It is published as GAP-Note 2007-070 and as
arXiv:0808.2685.
In this paper un-binned statistical tools for analyzing the cosmic ray energy spec-
trum are developed and illustrated with a simulated data set. The methods are de-
signed to extract accurate and precise model parameter estimators in the presence
of statistical and systematic energy errors. Two robust methods are used to test for
the presence of flux suppression at the highest energies: the Tail-Power statistic and
a likelihood ratio test. Both tests give evidence of flux suppression in the simulated
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data. The tools presented can be generalized for use on any astrophysical data set
where the power-law assumption is relevant and can be used to aid observational
design.
5.2 Introduction
The observation of suppression in the flux of the highest energy cosmic rays (CRs)
has been of central interest to astro-particle physics since the prediction of the GZK-
effect[13, 14] in 1966. Most recently both the Auger[47] and the HiRes[48] detectors
have released results favoring the observation of flux suppression at a 6σ and 5σ level
of confidence, respectively.
With this in mind, we describe a set of statistical tools designed to extract the
most accurate and precise information concerning the flux of the highest energy
cosmic rays. By binning the data we can only lose information[43] (see §5.7) and
therefore our statistical tools use an un-binned maximum likelihood approach[49, 44,
37, 50] to answer two related statistical questions: Is there flux suppression at the
highest energies? and, if yes, What are the characteristic cut-off energy and shape
parameters?
In detail we first generate a toy data set using the CRPropa package[51], as in
§5.3.2. We then fit this simulated data to the three models described in §6.4.1. The
un-binned maximum likelihood fit is outlined in §5.4.1 and methods for incorporating
systematic and statistical energy errors are described in §5.4.2 and §5.4.3 respectively.
In §5.5 we describe several statistical tools for hypothesis testing: the Kolmogorov-
Smirnov test, the tail power statistic[45, 7, 47], and a likelihood ratio test[52].
Though we cast our discussion in terms of cosmic ray energies, it is worth noting
that these tools can be applied to any astrophysical data set where deviations from
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the power-law hypothesis are relevant, e.g. the galaxy correlation function[53] or
gamma ray astronomy[54].
5.3 CRPropa Data Set and Models
5.3.1 Input from the HiRes and Auger Observatories
Both the HiRes[48] and Auger[47] observatories have reported spectra and fit param-
eters for various power-law models. The collaborations use binned fitting methods.
They fit the spectrum over many orders of magnitude in energy but we summarize
here the model parameters1 relevant only to the highest energies. The best fit double
power-law parameters reported by HiRes[48] are γ = 2.81 ± 0.03(stat)±0.02(sys),
Eb = 10
1.75±0.04(stat) and δ = 5.1± 0.7(stat). For the same model Auger[47] reports
γ = 2.62± 0.03(stat)±0.02(sys), Eb = 101.6(fixed) and δ = 4.14± 0.42(stat). Fitting
to the Fermi power-law Auger[47] finds γ = 2.56± 0.06(stat), E 1
2
= 101.74±0.06(stat)
and wc = 0.16± 0.04(stat).
5.3.2 A Toy CR Data Set
To illustrate the methods in this note we use un-binned proton primary cosmic ray,
CR, arrival energies (in EeV≡ 1018eV) as simulated by the package CRPropa[51]
with input spectral index γIN = 2.6, Emin = 10 EeV and Emax = 2000 EeV. We draw
5× 103 events to act as a toy data set from a modern CR detector.
The CRPropa toy data set is similar size and shape to the flux reported by these
observatories but the results of this study do not, otherwise, reflect any information
about any physical data set. The probability distribution function (p.d.f.) of the
1See §6.4.1 and Table 6.1 for the definition of these parameters.
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Figure 5.1: The differential flux as simulated by 5 × 103 events from the CRPropa
toy set with parameters γIN = 2.6 and Emax = 2000 EeV (see §5.3.2). The p.d.f. of
the best fit double power-laws reported by HiRes[48] and Auger[47] are the dashed
lines.
best fit double power-laws reported by HiRes[48] and Auger[47] are shown in Figure
5.1 along with the CRPropa toy data.
The CRPropa propagation simulation is implemented by first generating proton
CR primaries with initial energies according to a power-law “at the source,” prop-
agating them through a simulated Universe and then observing the final energy.
The spacial extent of the sources is simulated as a uniform distribution of discrete
sources on a grid with 10 Mpc steps extending to a distance of 4.07 Gpc, (from
redshift z = 0.0 to z = 2.73). Nuclei traveling over many megaparsecs from these
sources will suffer significant energy loss in an expanding Universe filled with the
cosmic microwave background, CMB, radiation. As a result, the highest energy flux
is much less than one would expect from a power-law alone. This suppression is
known as the GZK-effect[13, 14].
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Figure 5.2: The differential flux as simulated by 5 × 103 events from the CRPropa
toy set with parameters γIN = 2.6 and Emax = 2000 EeV. The best fit models are
described in §6.4.1.
5.3.3 Power-Law Models
The fundamental probability distribution function governing the pure power-law as-
sumption, denoted fP, is shown in Table 6.1: fP = (γ − 1)Eminγ−1E−γ. The pa-
rameter γ is referred to as the spectral index. Here the sub-scripted-P stands for
Pure-power-law.
For the highest energy CRs, the interesting observation would be to confirm or
deny deviation from the power-law form at the highest magnitudes, i.e. the GZK-
cutoff. We therefore study two toy models that mimic a pure power-law for lower
energies but exhibit flux suppression above a given energy. The first is a double
power-law (DP) with two spectral indexes, γ below Eb (“b” for bend or break) and
δ > γ above. The point at which this p.d.f. reaches half the value it would have
if the pure power-law continued above Eb is given by E 1
2
dp = 2
1
δ−γEb, see [55] for a
discussion of this quantity. Both HiRes[48] and Auger[47] have analyzed their data
using this model.
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We also study a toy p.d.f. where the cut-off is a “Fermi-like” Power-law (FP)[47,
7]. The advantage of fitting with this toy model is that the location parameter E 1
2
is a parameter in the fit.
All three p.d.f.’s are normalized on the interval [Emin,∞), i.e.
〈〉M ≡
∫∞
Emin
fM(t)dt = 1 for each of the models M ∈ {P,DP,FP}. The first element
of the parameter vector θ1 ≡ Emin is fixed for the fit (see §5.4) and then varied
to estimate the stability (see §5.5.1). Thus the power-law has one free parameter
and the other models have three; low energy spectral index, location of cut-off and
“steepness” of cut-off.
Model Ndof Normalization Function
P 1 (γ − 1)Eminγ−1 E−γ
DP 3 γ−1
Eb
{(
Eb
Emin
)γ−1
+ γ−1
δ−1 − 1
}−1 ( E
Eb
)−γ
Emin ≤ E < Eb(
E
Eb
)−δ
Eb ≤ E
FP 3 〈〉−1FP, numerically E−γ
[
1 +
(
E
E 1
2
)1/(wc ln 10)]−1
Table 5.1: The model designation (Model = Pure power-law, Double Power-law
or Fermi Power-law), number of free parameters, normalization, and form of the
function used to fit the simulated fluxes used in this study.
5.4 Fitting the Data
We take an un-binned maximum log-likelihood approach to estimating the best-fit
parameters of each model. The method constructed here is designed to extract the
maximum possible statistical information about these parameters. For the ideal
detector we assume that the observed energies are known with infinite precision.
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5.4.1 Ideal Detector
We find estimates of the parameters in each model by maximizing,
LM(~θ) =
N∑
i=1
ln
{
fM(Ei; ~θ)
}
, (5.1)
where the sum is carried out over the event energies and θ1 ≡ Emin is fixed. The
global maximum of this function LM(θˆ) determines the best parameter estimates, θˆ.
The the function is maximized using Minuit[56] with the MIGrad option.
To determine the one degree of freedom error estimate[49] for a parameter we
vary the parameter (with the others fixed at θˆ) until −2∆LM = 1. The two degrees
of freedom error estimates[49] are determined by varying two parameters with the
other fixed and choosing the contour such that −2∆LM ≥ 2.3. For the toy data set,
we plot these contours and the asymmetric one degree of freedom error estimates in
§5.9: Figure 5.11 and 5.12.
5.4.2 Systematic Energy Error
The errors on the observed energy Eobs of an event from a real CR detector are
considerable and must be included in any realistic analysis of a spectrum. For our
purposes, these errors take the two canonical forms; statistical and systematic, i.e.
Eobs ± σstat ± σsys.
The systematic errors energy errors of a CR detector reflect the uncertainties
in the absolute calibration of the detector. At the highest energies the systematics
are the dominant contribution to the overall uncertainty of an event’s energy. For
example, the two fluorescence detectors Auger[47] and Hires[48] report uncertainties
of 22% and 17% respectively.2 The shift in energy due to the systematic error can
2With its hybrid detector the Auger reduces the systematic error to between 7% and
15%[47].
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be asymmetric, i.e. σ+sys 6= σ−sys, and energy dependent, see Eq(5.2), but it effects
every event at a given energy the same way; a shift up or down. For the Monte-Carlo
(MC) data sets we model the systematic detector energy errors using:
σ(E; ~p)
E
= p1 + p2 lg(E). (5.2)
Here we choose symmetric systematically-shifted energies such that the energy of the
kth event is E±k = Ek ± σ(Ek; ~psys). For the systematic errors we choose p1 = 0.05
and p2 = 0.10.
To account for this in the parameter estimation procedure, we shift each energy up
or down and carry out the methods in §5.4.1. The difference between the parameter
estimates of a shifted set and those of the centered set gives “systematic” errors of
the parameter estimates.
5.4.3 Statistical Energy Error
To model the statistical energy errors of the detector we assume that the true energy
of the cosmic ray has a 68% chance of being within the interval (Eobs − σstat, Eobs +
σstat). The observed energy has been “smeared” from the true value; Eobs = Etrue+Y
where Y is drawn from a normal distribution with mean 0 and variance σstat. Note
that while the true energies can only be found on [Emin,∞), there is a nonzero
probability for the (after smearing) observed energy to be less than Emin; Eobs lives
on the interval (−∞,∞). This edge effect near Emin can be accounted for by assuming
that the true distribution of energies follows a power-law well below Emin and then
re-normalizing the convolution technique used in Howell[44]. See §5.8 for further
discussion. For the integrand, three factors are necessary:
1. The model to be fitted, fM(t; ~θ) (see §6.4.1). By letting θ0 = 0.1Emin we are
assuming that the power-law extends below the observed Emin.
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2. A normal distributionG(t;Eobs, σstat(t; ~p)) with mean Eobs and variance σstat(t; ~p)
to reflect the statistical energy errors.
3. The acceptance of the CR detector as a function of the true energies Ω(t).
Since we are using MC data we choose Ω(t) = 1 for simplicity.
The convolution is calculated by integrating over all possible true energies (t):
gM(Eobs; ~θ, ~p) =
∫ ∞
0.1Emin
fM(t; ~θ)G(t;Eobs, σstat(t; ~p)) Ω(t) dt. (5.3)
Re-normalizing so that the observed energies define a p.d.f., we numerically calculate
the p.d.f. to be:
f˜M(Eobs; ~θ, ~p) =
gM(Eobs; ~θ, ~p)∫∞
Emin
gM(y; ~θ, ~p) dy
, (5.4)
and we must modify the likelihood found in Eq(5.1) accordingly:
L˜M(~θ) =
N∑
i=1
ln
{
f˜M(Ei; ~θ)
}
. (5.5)
By finding the parameters θˆ which maximize Eq(5.5) we can be confident that we
are accounting for the statistical uncertainty inherent in data collected by a realistic
detector. To model statistical errors in our toy data set, we parameterize σstat as in
Eq(5.2) with p1 = 0.15 and p2 = 0.
5.5 Evaluating the Fit
In this section we outline ways to evaluate the fit of a candidate model to the data
set. The Kolmogorov-Smirnov statistic can be used to extract a best fit minimum
energy ˆEmin and, with its corresponding p-value, evaluate the “absolute goodness of
fit” of a candidate model (see §5.5.1). The relevant question for CR physics is not
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whether a particular model is a good fit to the data but rather whether the flux
exhibits suppression (relative to the single power-law form) at the highest energies.
To address this question directly we use two statistics with well defined p-values: the
Tail-Power statistic (see §5.5.2), which can give information about tail suppression in
standard deviations, and a likelihood ratio that allows rejection of the single power-
law hypothesis in favor of a suppressed candidate model (see §5.5.3).
5.5.1 Kolmogorov Statistic
While the minimum value of the likelihood function will indeed give the best value of
the fit parameters, this fit may nonetheless be poor. The typical[43, 50] method for
evaluating goodness of fit is the Kolmogorov-Smirnov test[49]. The relevant statistic
for this test is the KS distance:
DKS(Emin) = max
E≥Emin
|Ffit(E)− Fdata(E)| , (5.6)
where, Ffit and Fdata are the cumulative distribution functions (c.d.f.) of the best
fit model and the data respectively. The maximum distance between the c.d.f.’s is
taken over all energies in the fitted data set, E ≥ Emin. By stepping over Emin
and re-minimizing Eq(5.1) at each step to determine the best fit parameters, we can
calculate DKS as a function of Emin. The value of θˆ0 ≡ ˆEmin that minimizes DKS
can be taken as the best estimate of the minimum energy above which the model
holds[50].
To test how well a particular model fits the data we must simulate many MC
data sets drawn from the best fit model p.d.f. with the same number of events as the
original data. The fraction of sets pKS with DKS greater than that of the data gives
the suitable p-value; if pKS  1 then it is unlikely that the data are drawn from the
model under consideration, and in this way the KS test statistic pKS can rule out the
different candidate models[50].
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5.5.2 Tail Power Statistic
The Tail-Power (TP) statistic is similar to the KS statistic discussed above, however
it has, at least, three advantages over pKS when testing the power-law assumption;
1. The TP statistic and it’s corresponding p-value pTP are nearly independent of
the value of the spectral index γ,
2. The asymptotic behavior of the TP statistic is known, and therefore no simu-
lations are required to calculate the corresponding p-value pTP,
3. If TP > 0 the deviation suggests flux suppression in the tail and if TP < 0 the
deviation suggests flux enhancement in the tail[7] and
4. pTP offers an unambiguous p-value in standard deviations.
This “measure of power-law-ness” has been developed and studied elsewhere (see
[45, 47, 7]) and here we expand its use to the un-binned case.
The sample TP statistic is defined as [45]:
τˆ(Emin) = νˆ
2
1(Emin)−
1
2
νˆ2(Emin), (5.7)
where:
νˆn(Emin) =
1
N>
∑
Ei>Emin
lnn
Ei
Emin
(5.8)
and the sum is carried out over all N> events with energy greater than a given
minimum. If the data are drawn from a pure power-law then τˆ(Emin) will tend to
zero as N →∞, regardless of the value of γ[43].
We may approximate the asymptotic joint distribution of νˆ1 and νˆ2 as a bivariate
Gaussian fν1ν2(ν1, ν2). The asymptotic mean and variance of ν1 are
1
γ−1 and
1
N(γ−1)2 ,
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and of ν2 are
2
(γ−1)2 and
20
N(γ−1)4 . The random variables ν1 and ν2 are highly correlated;
the correlation coefficient is ρ = 2√
5
, independent of γ. Thus, for a given N and γ,
we calculate the p.d.f. of τ to be,
fTP (τ ;N, γ) =
∫ ∞
−∞
fν1ν2(t, 2(t
2 − τ))dt. (5.9)
The analytic “location” 〈τ〉TP ∼ 0 and “shape” 〈στ 〉TP =
√〈τ 2〉TP − 〈τ〉2TP ∼ N−1/2(γ−
1)−2 parameters of this distribution are consistent with simulation generated values.
We measure the p-value pTP for the TP statistic in units of standardized deviation,
pTP(Emin) =
τˆ(Emin)− 〈τ〉TP
〈στ 〉TP . (5.10)
A spectrum with flux suppression in the tail (like that in the Fermi-like model) will
result in a positive significance[7].
The application of Eq(5.10) to the toy CR data set (see §5.3.2) is plotted in Figure
5.3. The top panel shows the (pure power-law) spectral index as a function of Emin. A
spectral index which increases as Emin increases is indicative of flux suppression. The
red, left leaning hatching shows the variation of γˆ due to a ±1σ systematic shift in
the energies (see §5.4.2) while the opposite, blue hatching shows the statistical error
of the estimator γˆ, see §5.4.1. The bottom panel shows the resulting TP statistic
significance pTP(Emin) in standard deviations. Notice that while the systematic errors
can be significant for the measured spectral index, they do not effect the TP statistic.
Since we must estimate the spectral index to compute pTP, we also propagate the
statistical errors on γˆ to the tail power statistic.
To test the effectiveness of this statistic, we apply it to a series of simulated data
sets drawn from both the Fermi and double power-law models. For all the models
we set3 Emin = 1.0EeV, γ = 2.75 and either δ = 4.75 or wc = 0.10. We vary
each characteristic cut-off energy, either Eb or E 1
2
, in three steps lg(Ecut/Emin) =
3These values are similar to the Auger[47] and HiRes[48] best fit values.
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0.5, 1.0, and 1.5. The total number of events in the data set is varied in four steps
lg(N) ∼ 2.5, 3.0, 3.5, 4.0. For each of these twelve sets of parameter choices we
make 103 Monte-Carlo realizations and plot the mean and RMS of pTP(Emin = 1.0)
in Figure 5.4.
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Figure 5.3: Top The best fit (see §5.4.1, Eq(5.1)) spectral index γˆ as a function of
lgEmin for the the toy CR data set (see §5.3.2) fit to the pure power-law model (P).
Bottom The resulting TP statistic significance pTP(Emin) in standard deviations as a
function of the minimum energy Emin, see Eq(5.10). Both plots give strong evidence
of flux suppression of the highest energy MC events.
Based on Figure 5.4 we can see that the best way to evaluate a data set with
a potential for tail suppression is to collect as much data with Emin as close to the
expected cut-off as possible. The experimenter may use Figure 5.4, or one like it,
to help tune observation parameters, i.e. collecting time on a gamma ray source
or size of a CR detector, in advance of the observation and in anticipation of flux
suppression of a certain type. Note, however, that one should choose an Emin prior
to analyzing a data set to avoid a penalty for scanning in this parameter.
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Figure 5.4: The tail power significance, pTP(Emin = 1.0) as a function of the (log10
of the) number of events in each Monte-Carlo realization. Each plot style represents
a different choice of lg(Ecut/Emin) = 0.5, 1.0, or 1.5. Left, the double power-law,
Ecut ≡ Eb. Right, the Fermi power-law, Ecut ≡ E 1
2
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5.5.3 Model Discrimination
Here we introduce a likelihood ratio test designed to discriminate candidate sup-
pressed models (DP and FP) from the pure power-law. We define two log-likelihood
ratios; for each model M:
RM =
N∑
i=1
{`M(Ei)− `P(Ei)} = LM − LP, (5.11)
where `M(Ei) = ln fM(Ei; θˆ) with M either DP (double power-law) or FP (Fermi-
like), and `P(Ei) = ln fP(Ei; θˆ) for the pure power-law likelihood per event (see
Table 6.1 and Eq(5.1)). Note that each suppressed model is fit independently of the
pure power-law best fit. The asymptotic variance of R can be estimated by the
sample value:
σ2R =
1
N
N∑
i=1
{
[`M(Ei)− `P(Ei)]−
[LM − LP
N
]}2
, (5.12)
The hypothesis of the pure power-law is nested within the hypothesis of a sup-
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pressed power-law. As a consequence, |R|/σR → 0/0 as N →∞ and the distribution
of R/σR is not Gaussian[50]. The correct p-value is calculated as the integral of a
χ2 function[57, 50]:
pR(z2) =
1√
2pi
∫ ∞
z2
t−1/2e−t/2dt, (5.13)
where z2 = R2M/ (2Nσ2R).
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Figure 5.5: The log of the likelihood ratio significance, pR as a function of the (log10
of the) number of events in each Monte-Carlo realization. Each plot style represents
a different choice of lg(Ecut/Emin) = 0.5, 1.0, or 1.5. Left, the double power-law,
Ecut ≡ Eb. Right, the Fermi power-law, Ecut ≡ E 1
2
.
We interpret this p-value in the following way: if pR is “small” then the best fit
model M may be preferred over the best fit pure power-law. By small we mean that,
a priori and rather arbitrarily, we may choose to reject the single power-law in favor
of the model if pR ≤ 10−3. This quantity tells us only whether a given suppressed
model is better than the pure power-law. It says nothing about how well any of the
fits actually represent the data.
For each of the twelve sets of parameter choices used in Figure 5.4, we plot the
mean and RMS of pR in Figure 5.5. As before, we see that the best way to reject
the power-law in favor of the suppressed model is to collect as much data with Emin
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as close to the expected cut-off as possible. Note that for lg(Ecut/Emin) = 1.5 the
distribution of likelihood ratios is strictly positive and highly peaked near zero; the
mean and RMS are not good reflections of this distribution.
5.6 Summary and Conclusion
In this paper we describe a set of statistical tools designed to extract the most
accurate and precise information about the flux of the highest energy cosmic rays.
We show how to use the un-binned likelihood method described in §5.4.1 to fit a data
set to the three model distributions described in §6.4.1. Techniques for incorporating
the systematic and statistical errors associated with a real CR detector into the
likelihood method are described in §5.4.2 and §5.4.3 respectively. In §5.5 we describe
p-values useful for extracting information about flux suppression. We show in §5.5.2
and §5.5.3 how an experimenter might use an a priori estimate of the cut-off energy
to maximize an observational setup for detecting flux suppression.
The collection of these statistical tools are the primary result of this paper. To
answer the questions posed in the introduction for a given data set we suggest the
following steps:
1. Estimate the best fit parameters θˆ of the model;
(a) The estimates γˆ, Eˆb or Eˆ 1
2
and δˆ or wˆc are determined via the likelihood
Eq(5.1),
(b) The estimate of the minimum energy ˆEmin is that which minimizes the
Kolmogorov distance DKS (see §5.5.1).
2. Shift the energies up and down according to the systematic uncertainty de-
scribed in §5.4.2 and repeat step (1). The resulting shift in parameter estimates
90
Chapter 5. Flux Suppression : Unbinned Analysis
gives the systematic uncertainty of those estimates.
3. Obtain the model parameter estimates using the methods in §5.4.3 to incorpo-
rate the statistical error of each event energy.
4. Test the model hypothesis;
(a) The absolute goodness of fit for any of the models can be evaluated using
pKS in §5.5.1,
(b) The Tail-Power statistic pTP can be used to reject the single power-law hy-
pothesis (nearly independently of the spectral index estimate, see §5.5.2)
(c) The single power-law may be rejected in favor of a specific alternative
model using pR, here we study the double and Fermi power-law distribu-
tions (see §5.5.3).
The best estimates for the characteristic cut-off energy and shape parameters, deter-
mined via steps (1), (2) and (3), are Eˆb or Eˆ 1
2
and δˆ or wˆc respectively. The presence
of flux suppression at the highest energies can be evaluated using step (4).
By applying these methods to the toy Monte-Carlo set of CRPropa events we
illustrate in §5.9 how the procedure may be implemented on an actual CR detector,
i.e. a detector with systematic and statistical event energies. Suppression in the tail
is clear in Figure 5.9 and Figure 5.10; the tail power statistic is 4.6σ and the p-value
for the double (Fermi) power-law is lg pDP = −2.7 (lg pFP = −1.9).
The methods are sufficient and robust. Indeed, many of them have been applied
by the Auger collaboration which reports suppression with 6σ confidence[47]. These
tools serve as a basis for further investigation of the CR spectrum such as evidence
for more detailed spectral information. They can be applied to any data set, astro-
physical or otherwise, to provide information both about data already collected and
help to optimize future observations for detecting tail suppression.
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5.7 Binned vs. Un-Binned
The statistical superiority of an un-binned maximum likelihood estimate of the pure
power-law spectral index to the logarithmically binned least-χ2 method often used
has been established in [43] and expanded upon more recently in [44, 37, 50, 7, 52].
In this section we compare the binned to the un-binned fitting method for the two
suppressed models, i.e. the double and Fermi power-laws (see §6.4.1).
To calculate the binned estimators we minimize a χ2(~θ) function that relates the
logarithmically binned (width w) histogram of the data to that expected by a model.
The function is4,
χ2(~θ) =
Nb∑
i=1
(
lg Y datai − lg Y fiti (~θ)
σdatai
)2
, (5.14)
where Nb is the number of bins, Y
data
i is the number of events in the i
th bin bi and
σi is determined by Gaussian errors when Y
data
i > 10 and Poissonian errors when
Y datai ≤ 10. We minimize with respect to the parameters ~θ (with θ0 ≡ Emin fixed)
using the number of events in a bin expected by the model M,
Y fiti (
~θ) = N
∫ 10bi+w/2
10bi−w/2
fM(t; ~θ)dt.
To study the asymptotic bias and error produced by the two estimation techniques
we draw 105 sets of 5×103 events from a pure power-law and separately from a double
distribution. For each Monte-Carlo set we estimate the best fit model parameters
θˆ using both the likelihood Eq(5.1) and the χ2 Eq(5.14) methods. The un-binned
estimator of the pure power-law spectral index (see §5.4.1) has been shown[43, 44]
4For the case of the single power-law lg fP = lgC−γ lgE where C is the normalization.
Thus the binned fitting method reduces to fitting the log10 of the (error weighted) bin
heights to a straight line with slope γ. This technique is often used to mitigate the effects
of the heaviness of the power-law tail but un-binned methods are more accurate and precise.
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to have an error estimate within ∼ 1% of the Cramer-Rao lower bound for a sample
with as few as ∼ 100 events.
In Figure 5.6 and Figure 5.7 we plot the results of the simulations. We can con-
clude that the un-binned fitting method is most important when fitting a power-law
in the tail of a distribution; the binned estimator performs nearly as well as the un-
binned for the double power-law parameters γ and Eb. The (binned) methods used
to report parameters like the “ankle” and the “knee” in [47] and [48] are sufficient
but limited by the bin width.
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Figure 5.6: For each of 105 sets of 5× 103 events drawn from a pure power-law with
index Emin = 1.0 and γ = 2.75 we estimate the spectral index using the binned
Eq(5.14) and un-binned Eq(5.1) methods. The bias and error of the un-binned
estimator is 0.0002 and 0.0247 and that of the binned is −0.024 and 0.0272.
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Figure 5.7: For each of 105 sets of 5 × 103 events drawn from a double power-law
with parameters {γ,Eb, δ} = {2.75, 10.0, 4.5} we estimate the spectral index using
the binned Eq(5.14) and un-binned Eq(5.1) methods. The bias and error of the
un-binned estimators are {−0.002, 0.13, 0.16} and {0.03, 1.4, 0.60} and those of the
binned are {−0.005,−0.71,−0.43} and {0.03, 1.7, 0.60}.
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5.8 Statistical Error: Monte-Carlo Example
To illustrate the effect the statistical energy smearing has on a pure power-law we
generate 9000 MC events from a power-law distribution with Emin = 1.0 and γ =
2.75. A histogram of these events is represented by the black filled circles plotted
in Figure 5.8. By minimizing Eq(5.1), we calculate the estimated spectral index for
this data to be γˆ = 2.742 ± 0.019 (with ˆEmin = 1.0, see §5.5.1). A power-law with
these parameters is plotted as the dashed line in Figure 5.8.
To each MC event Ei we then add a random number Yi drawn from a normal
distribution with mean zero and variance 0.2Ei. The new events are histogram-ed
with blue open circles in Figure 5.8. We fit these events by maximizing a likelihood
with
∫ ∞
Emin
fM(t; ~θ)G(t;Eobs, σstat(t; ~p)) dt. (5.15)
(compare with Eq(5.3)) as the p.d.f. and we find that γˆ = 2.749 ± 0.020. The
smearing does not effect the estimated spectral index, though it does increase the
error of the estimate. The dashed curve in Figure 5.8 shows Eq(5.15) evaluated at
the best fit values. Notice that the histogram of the smeared energies deviates from
the un-smeared case near lgE ∼ 0. In §5.4.3 we account for this edge effect at the
low energy end by assuming that the true energies follow the power-law well below
the observed minimum energy; in constructing the likelihood we choose 0.1Emin for
the lower rage of integration (compare Eq(5.15) with Eq(5.3)) and we re-normalize
to ensure a true p.d.f. (see Eq(5.4)).
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Figure 5.8: An example of a pure power-law before and after smearing. A histogram
of 9000 events drawn from a single power-law with Emin = 1.0EeV and γ = 2.75 is
plotted in black filled circles. The best fit (using Eq(5.1)) power-law for these events
is plotted in solid black. The blue open circles are a histogram of these events after
being smeared by a Gaussian with variance 0.2E (see §5.8). The blue dashed curve
shows the best fit using Eq(5.15). To account for the edge effect near lgE ∼ 0 we
use the methods in §5.4.3, namely Eq(5.3).
5.9 Results of CRPropa Toy Set
By applying the statistical tools presented in this paper (summarized by steps (1)-(4)
5 in §5.6) to the toy set of 5 × 103 CRPropa events (see §5.3.2) we illustrate how
the tools might be implemented on an actual CR detector. By construction, this toy
set has parameter estimates and, more importantly, errors estimates and hypothesis
test p-values that are numerically comparable with those reported by Auger[47] and
HiRes[48].
In preparation for this paper we generated 14 CRPropa simulations of ∼ 2× 105
events with different injection spectral indexes, γIN = (2.0, 2.1, . . . , 2.6), and with
5Note that since we are not interested in the absolute goodness of fit for any of these
toy models to this toy data set, we do not perform step (4a) of §5.6.
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different values of maximum generation energy, Emax/EeV = (400, 2000). The (after
propagation) estimated characteristic break point energy, i.e. Eˆ 1
2
or Eˆb, is found to
be independent of the spectral index at the site of generation, γIN. The estimated
spectral index γOUT is found to be linearly related to the input spectral index γIN
with linear slope ∼ 1. The high energy estimated shape parameters, δ and wc, are
more sensitive to the maximum generation energy (at the sources) than they are to
γIN.
In Figs. 5.9 and 5.10 we plot the toy data set and the best fit models in two (non-
binned) ways not commonly seen in the CR literature. The first is a rank-frequency
plot. For each event (black filled circle) we plot lgE along the horizontal axis and
the log of the number of events with energy greater than E along the vertical. For
each of the models (see §6.4.1), the vertical axis is lg(Ntot(1−F (E))) where F (E) is
the model cumulative distribution function. From the rank-frequency plot we derive
an instructive visualization tool in Figure 5.10; we plot the difference between the
number of events above a given energy for the toy set Nobs> and that expected by the
best fit models N exp> .
The best fit pure power-law parameters for the toy set described in §5.3.2 are
Emin = 6.31± 0±0.820.82 and γ = 2.83±0.030.03 ±−0.07+0.10 where the first error is statistical and
the second systematic. The tail power significance pTP is 4.6σ. The best fit double
power-law parameters for the toy set are Emin = 6.31±0±0.82, γ = 2.71±0.03±−0.06+0.10,
Eb = 45.7 ±2.34.1 ±9.9 and δ = 4.30 ± 0.26±−0.11+0.20. The correlation coefficients are
ργEb = 0.18, ργδ = −0.15 and ρEbδ = 0.32, see Figure 5.11. The likelihood ratio
significance is lg pR = −2.7. The best fit Fermi power-law parameters for the toy
set are Emin = 6.31 ± 0 ± 0.82, γ = 2.69 ± 0.03±−0.06+0.09, E 1
2
= 78.6 ±6.87.6 ±18.619.1 and
wc = 0.139 ±0.0240.029 ±0.0050.008. The correlation coefficients are ργE 1
2
= 0.61, ργwc and
ρE 1
2
wc = −0.07, see Figure 5.12. The likelihood ratio significance is lg pR = −1.9.
97
Chapter 5. Flux Suppression : Unbinned Analysis
/EeV)minlg(E
0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6
) !
lg(
N
0
0.5
1
1.5
2
2.5
3
3.5
CRPropa MC Data
 Sys±
Pure PL
Double PL
Fermi PL
Figure 5.9: A rank-frequency plot as simulated by 5× 103 events from the CRPropa
set with parameters γIN = 2.6 and Emax = 2000 EeV. For each event (black filled
circle) we plot lgE along the horizontal axis and log-number of events with energy
greater than E along the vertical. The models are described in §6.4.1.
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Figure 5.10: Using the rank-frequency plot (see Figure 5.9) we plot the difference
between the number of events above a given energy for the toy set Nobs> and that
expected by the best fit models N exp> . Note that at lgEmin/EeV ∼ 1.7, there are at
least forty fewer events observed than expected by the pure power-law fit, i.e. flux
suppression.
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Figure 5.11: The change in log-likelihood −2∆LDP (see §5.4.1) as a function of
the parameters γ, Eb and δ of the double power-law. The data set is the toy set
described in §5.3.2. The best estimate for each parameter is plotted as a blue box,
the asymmetric one degree of freedom error estimates (−2∆LDP = 1) are plotted
as solid blue lines and the black contour defines the two degree of freedom error
estimate (−2∆LDP ≥ 2.30).
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Figure 5.12: The change in log-likelihood −2∆LFP (see §5.4.1) as a function of
the parameters γ, E 1
2
and wc of the Fermi power-law. The data set is the toy set
described in §5.3.2. The best estimate for each parameter is plotted as a blue box,
the asymmetric one degree of freedom error estimates (−2∆LFP = 1) are plotted
as solid blue lines and the black contour defines the two degree of freedom error
estimate (−2∆LFP ≥ 2.30).
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Chapter 6
Connecting Flux Suppression with
Arrival Directions
6.1 Chapter Overview
The text in this chapter was intended for submission under the title “The Flux at
different ‘Angles”’ by the authors J. D. Hague, B. R. Becker, M. S. Gold and J. A.
J. Matthews in on the internal Auger technical notes server GAP-Notes. This paper
is intended as a first attempt at extracting and comparing spectral information for
events with different arrival directions in the sky (and the temporal coordinate).
This work has not been previously published.
The spectrum in six different “angular” coordinates is studied; zenith, azimuth,
time, declination, angular distance from the galactic plane, the super galactic planes
and Centaurus A. We bin the events by angle into equal event number bins and fit
the fluxes to the single and double power-laws. We concentrate on characterizing the
consistency of the highest energy flux between the angular bins. We find anomalous
high energy flux for the azimuth between -3 and 89 degrees and within 44 degrees of
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Centaurus A.
6.2 Introduction
Of primary interest to the Auger Observatory (PAO) is the study of the spectrum
the highest energy cosmic rays. The PAO has reported strong evidence in favor of
both the GZK-cutoff [36] and anisotropy [8, 9] at the highest energies. With this in
mind, we endeavor here to qualatatively describe the flux of cosmic rays (CRs) in
different regions of the sky.
We begin with a brief description of how the energy is obtained from the observed
quantities with an emphasis on the zenith angle dependence of the reconstructed
energy. The methods we apply to this data set are described in §6.4; we fit spectra
from four angular bins in six different “angles”1 to two different flux models. We
summarize our observations in §B.2.4 and a graphical and numerical summary of the
fit results can also be found there.
6.3 Data Set
6.3.1 Observer
For this study we use the Offline Observer surface detector data[58] that satisfy the
following standard cuts: Bad Period “$5 < 1”, T5 “$10 == 1 ‖ $10 == 3”, Zenith
angle θ “$17 > 0 && $17 < 60” and Energy E/EeV≥ 100.5.
At the time of writing, the energies of each event in the Observer file[58] have
been reconstructed using parameters derived for ICRC ‘05[59]. The reconstruction
1Time is not an angle.
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methods and parameters have since been refined and updated to include more con-
temporary data. We use the parameters and methods found in the Physics Review
Letters article[36].
6.3.2 Constant Intensity Cut
To calculate the energy using the Constant Intensity Cut (CIC) method we need
two measured quantities; the zenith angle θ in degrees and the signal one thousand
meters from the shower core S1000 in vertical equivalent muons VEM. A histogram
of these two measured quantities for this data set can be found in Figure 6.1.
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Figure 6.1: A two dimensional histogram of the data as a function of the square of
the cosine of the zenith angle cos2(θ) and signal S1000. These two quantities are used
to reconstruct the energy.
Using the attenuation curve fAtt we can “reconstruct” the energy as
E(S1000, θ; a, b, A,B) = A
(
S1000
fAtt(θ; a, b)
)B
, (6.1)
where fAtt(θ; a, b) = 1 + ax+ bx
2 with x = cos2(θ)− cos2(38o), a = 0.92, b = −1.13,
A = 0.149EeV and B = 1.080[36]. The CIC method makes two assumptions about
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the flux of CRs; first the isotropy hypothesis, that “the number of events of a given
energy arriving from a given solid angle around a direction in the sky is the same for
all directions”[36], and second the hypothesis of the energy independence of Eq(6.1).
The parameters a and b are are determined by fitting the attenuation curve to the
data for a given intensity, I0 = 0.24/ km
2 sr yr ≈ 9EeV ≈ 47VEM[60]. Note that we
use the exposure Ω = 7000 km2 sr yr quoted in [36]. The parameters A and B are
derived using hybrid events.
In Figure 6.2 we compare the energy of each event reported in the Observer with
the energy obtained using Eq(6.1). We note the the energies are highly corelated and
that the relative difference in the energies can be substantial; ∼ 20% of the events
have thier energy shifted by more than ∼ 10%.
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Figure 6.2: Left: For each event we plot the log of the energy reported in the Observer
versus the log of the energy obtained using Eq(6.1). Right: The distribution of the
relative difference between the energy reported in the Observer[58] and the energy
obtained using Eq(6.1).
The final and most substantial cut that we apply to the data set is that the energy
obtained using Eq(6.1) be greater than 100.5EeV. There are a total of 17,361 events
that satisfy all of our cut criteria.
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6.4 Method
6.4.1 Models
In this study we fit various subsets of the energy spectrum to two models; the single
and double power-laws, see Table 6.1. The single power-law has one free parameter;
the spectral index γ. The double power-law has three; a low energy index γ, a
characteristic break energy Eb/EeV and a high energy index δ. We use the un-
binned maximum likelihood methods outlined in [7, 52] and Chapter 5 to estimate
the best fit parameters of each model. The statistical error of each parameter is given
by parameter values such that the change in the likelihood function is one-half.
Model Ndof Normalization Function
P 1 (γ − 1)Eminγ−1 E−γ
DP 3 γ−1
Eb
{(
Eb
Emin
)γ−1
+ γ−1
δ−1 − 1
}−1 ( E
Eb
)−γ
Emin ≤ E < Eb(
E
Eb
)−δ
Eb ≤ E
Table 6.1: The model designation (Model = Pure power-law or Double Power-law),
number of free parameters, normalization, and form of the function used to fit the
fluxes used in this study.
6.4.2 “Angles”
Associated with each energy is, of course, the arrival direction of the CR. We study
the energy spectrum in five different angular coordinates. For each angle we bin the
events into (approximately) equal event number bins and fit the energy flux of the
events in each bin to both the pure and double power-laws. We use four bins with
∼ 4350 events per bin for each of these angles. The angles we study can be divided
into two classes, they are:
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• The Local Frame This coordinate system is the natural one for the observa-
tory.
– Zenith angle 0o ≤ θ ≤ 60o. The determination of the energy, see §6.3, is
directly dependent on θ.
– Azimuthal angle −180o < φ ≤ 180o, measured from due north.
– Time of arrival 26/1/04≤D/M/Y≤1/6/08.
In principle, we expect these fluxes to be independent of the angular bin and
they therefore offer a good cross check for the data.
• The Global Frames These coordinate systems are based on astronomically
convenient parametrizations of the sphere.
– Equatorial coordinates, declination −90o < Dec ≤ 25o.
– Galactic plane,magnitude of the galactic latitude 0o < |bG| ≤ 90o.
– Super-Galactic plane, magnitude of the super-galactic latitude 0o < |bSG| ≤
90o.
– Centaurus A, angular distance from Centaurus A 0o < |Cent A| ≤ 180o.
6.4.3 Metrics
We know that the single power-law is a bad fit to the data, see [36], and we are
therefore most interested in the characteristic location and shape of the flux of the
highest energy events.
The three parameters in the double power-law fit can describe a flux with a sharp
cut-off but they all conspire to effect the high energy flux. Therefore, we use as our
first metric, a combination of the double power-law parameters. The energy in EeV
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at which the double power-law model reaches half the value it would have if the low
energy index continued above Eb is given by
E 1
2
= 2
1
δ−γEb. (6.2)
Since it depends on Eb and δ − γ, this parameter includes information about both
the location and the shape of a particular double power-law parameter set. Writing
the error matrix for the parameters Eb, δ and γ as
σ2γ σγσEb σγσδ
σγσEb σ
2
Eb
σEbσδ
σγσδ σEbσδ σ
2
δ
 , (6.3)
we can write the statistical error on E 1
2
as
(
σE 1
2
E 1
2
)2
=
(
σEb
Eb
)2
−2(σEbσδ − σγσEb)
Eb
(
lg 2
(δ − γ)2
)
+(σ2γ−2σγσδ+σ2δ )
(
lg 2
(δ − γ)2
)2
.
By calculating the error weighted average of E 1
2
over the bins of each angle we obtain
a χ2/DoF for each angle. If this value is near unity we can be reasonably sure that
the spectra are consistent within each angle.
The second metric we use is motivated solely by “expected” physics; we tabulate
the number of events with energy greater than 56EeV NE>56EeV for each bin of each
angle.
6.5 Conclusion
In Figs. 6.4 and 6.6 we plot a representation of the flux for each bin of the angles
studied. For each event in a set we plot the log10 of the energy along the horizontal
axis. Along the vertical axis we plot the log10 of the “cumulative flux” Φ times a
106
Chapter 6. Connecting Flux Suppression with Arrival Directions
scale factor E2(k). Let E(1) < E(2) < . . . < E(k) < . . . < E(N) be the ordered set of
energies under consideration. For the kth event energy E(k) we plot
lg(E2(k)Φ) = lg
(
E2(k)
N − k + 1
Ω
)
, (6.4)
where Ω = 7000 km2 sr yr is the exposure quoted in [36], N is the total number
of events in the set being plotted and k is the event’s rank. These types of rank-
frequency plots allow one a detailed view of the flux of the highest energy events. In
each of the plots in Figs. 6.4 and 6.6 we show the flux of all of the 17,361 events
that satisfy our cut criteria in solid black. The flux for each bin of the angle under
consideration is plotted in broken and colored lines.
The numerical results of fitting the models to the fluxes in each angular bin are
summarized in Tables 6.3 and 6.4. The bin-widths, chosen such that the number
of events in each bin is ∼ 4350, are listed in the first column of the tables. In the
second column we tabulate the best fit spectral index γ of the single power-law fit
to each bin. The next three columns list the best fit double power-law parameters
γ, Eb and δ. The χ
2/DoF for all of these fits are summarized in Table 6.2.
The zenith angle is probably the most important of the angles to check for con-
sistency since the energy is so intimately tied to it, see Eq(6.1). In our analysis we
demand only that there be four bins with approximately equal numbers of events.
The fact that the 2nd and 3rd zenith bins meet at ∼ 38o means that there are ap-
proximately the same number of events with θ < 38o as there are with θ > 38o. This
is consistent with the method of reconstruction, i.e. the “isotropy” assumption in
§6.3, for events with E ≥ 100.5EeV (see also Chapter 3).
All of the other coordinates show little difference between the spectra observed in
each bin, with two exceptions. The first is the azimuthal coordinate (i.e. the cardinal
of the arrival direction). The events in the −3◦ < φ < 89◦ bin have a markedly higher
characteristic cutoff energy E 1
2
. This means that there are somewhat more ultra high
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Angle E¯ 1
2
χ2/DoF
θ 55± 2 3.26/3 = 1.09
φ 54± 2 30.25/3 = 10.08
Time 55± 2 8.03/3 = 2.68
UTC 54± 2 2.86/3 = 0.95
NSec 53± 2 22.55/3 = 7.52
NSecMod 54± 2 20.33/3 = 6.78
Sec 55± 2 8.04/3 = 2.68
SecMod 53± 3 2.96/3 = 0.99
Dec 52± 1 9.79/3 = 3.26
|bgal| 57± 2 2.66/3 = 0.89
|bsgal| 55± 2 5.33/3 = 1.78
Cent A 53± 1 11.46/3 = 3.82
Table 6.2: The error weighted average E¯ 1
2
for each “angle” studied. The errors are
statistical. See §6.4 for the description of the models and methods.
energy events arriving from the north-west quadrant of the local coordinate system2.
We know of no physical explanation for this deviation – CR “should be” isotropic
in this coordinate at this energy. This excess flux could be due to a statistical
fluctuation – NE>56EeV is a meager 14 for this quadrant – or, possibly, an anomaly
in the reconstruction algorithm.
The second anomalous E 1
2
measurement occurs within 44◦ of Cen A. This excess
flux would be generally consistent with an excess of high energy events arriving from
a source near Cen A. Indeed, much work is underway within Auger to observe such
an excess via traditional angular methods. The excess reported here is, however,
called into question by the anomalous flux in the north-west cardinal coordinate and
observers should take care to check for anisotropies in all coordinate systems.
2This is the coordinate system one uses with a compass!
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Chapter 7
Anisotropy :
Estimating Little-p
7.1 Chapter Overview
The text in this chapter was published under the title “The Flux at different ‘Angles”’
by the authors B. R. Becker, S. BenZvi, B. Connolly, M. S. Gold, J. D. Hague, J.
A. J. Matthews and S. Westerhoff in on the internal Auger technical notes server
as GAP-Note-2007-097. This paper was written just after the so called “running
prescription” passed[61], which allowed “the correlation of ultra high energy CR
with Active Galactic Nuclei”[8]. The primary goal of this work is to estimate the
observed value of the correlation little-p in post-scan data. This work was not widely
used at the time it was published, but has since become the analysis basis for some
of the key results of later Auger work (see §7.7).
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7.2 Introduction
Given that the running-prescription[62] has passed[61], viz. that 6 of the first 8
events correlated, it is timely to ask what values of little-p are consistent with our
observations. For this note the most relevant parts of the prescription are:
• n, the total number of events with energy greater than 56 EeV,
• k, the number of events (out of n) that correlate with the angular region of the
sky defined in the prescription, i.e. γmax = 3.1
o and zmax = 0.018,
• little-p, the fractional probability of any specific outcome e.g. the per cosmic
ray probability that it passes the prescription and
• little-pbg = 0.21, the probability for an accidental (or chance) cosmic ray
passing the prescription. If the cosmic rays follow the acceptance of the Auger
experiment, then little-p=0.21.
In this note we use the alternative prescription conventions outlined in Connolly
et.al.[62], which does not “pass” until k/n = 8/11. However, the discussion of our
estimate of little-p is relevant to both schemes since it does not depend on how one
chooses to reject the isotropic (null) hypothesis.
The likelihood of getting k correlations out of n events is the binomial term[62],
L(k|n, p) = n!
k!(n− k)!p
k(1− p)n−k. (7.1)
In this note will choose a flat prior, pi(p) = 1 for 0 < p < 1. Intuitively, this choice
reflects a neutral stance as to how many events k we expect out of the total n. We
leave the discussion of different choice of prior to future communique.
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Following Bayes’ Theorem [49] we can write our belief about the parameter little-p
given that k out of n events correlate as,
Post(p|n, k) = (n+ 1)!
k!(n− k)!p
k(1− p)n−k. (7.2)
This posterior distribution tells the whole story about ones belief about little-p after
the data is collected. Indeed, no matter the evidence reported by the experimenter,
“... the consumer of that result will almost certainly use it to derive some impression
about the value of the parameter. This will inevitably be done, either explicitly or
intuitively, with Bayes’ theorem ...”1
7.3 Estimating little-p
In order to gain intuition about Post(p|n, k) we can quantify its characteristic values;
“location” pˆ and “shape” δp±. The maximum of eq(7.2) occurs at pˆ = k/n. We
may consider pˆ the estimated value of little-p and associate it with the location of
Post(p|n, k). We determine the error of this estimate (i.e. the shape of Post(p|n, k))
in two different ways.
The first is based on the expected error in the observed number of events k. In
the limit of large n, the variance of k for L(k|n, p) (see eq(7.1)) is (δk)2 = np(1− p).
From the fact that pˆ = k/n we can write δp ∼ (δk)/n, which simplifies to
δp =
√
k(n− k)
n3
. (7.3)
This gives a approximate and symmetric error for our estimate of little-p.
The second method directly uses the posterior and gives an asymmetric interval
about pˆ. We define the 1-standard-deviation (i.e. 1σ) confidence interval for pˆ such
1Quoted from the PDG[49] §32 Statistics.
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that Post(p|n, k) (eq(7.2)) has the same value when it is evaluated at lower-limit and
at the upper-limit and that the integral of Post(p|n, k) from the lower- to the upper-
limit is equal to the (symmetric) area under the standard normal curve. Numerically,
we find the interval pˆ− δp− ≤ p ≤ pˆ+ δp+, such that δp− and δp+ satisfy:
Post(pˆ− δp−|n, k) = Post(pˆ+ δp+|n, k) (7.4a)∫ pˆ+δp+
pˆ−δp−
Post(p|n, k)dp =
∫ 1
−1
e−t
2/2/
√
2pidt ∼ %68.3. (7.4b)
The interpretation of this interval is that given that k out of n events correlate, there
is a %68.3 chance that the true little-p falls between pˆ− δp− and pˆ+ δp+.
7.4 Consistency with Background
Under the scheme discussed in this note, the proper method of accepting or rejecting
the background (isotropic) hypothesis is outlined in [63]. To this end, equation five
on page seven of [63] defines a test statistic R′,
R′ =
k!(n−k)!
(n+1)!
0.21k(1− 0.21)n−k =
1
Post(pbg = 0.21|n, k) . (7.5)
This illustrates the connection between isotropic hypothesis rejection (R′) and our
posterior belief about little-p given k and n (Post(p|n, k)).
For completeness, we review the three possible outcomes[63] for this test statistic;
if (1) R′ ≥ 95 then we can reject the isotropic hypothesis with a probability α = %1,
(2) 0.051 < R′ < 95 then we can neither accept nor reject the hypothesis of isotropy,
(3) then R′ < 0.051 then we can accept the hypothesis with a probability β = %5.
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7.5 Results
s Here we present a graphical and numerical summary of the aforementioned methods
applied to the post-Prescription-definition[62] P.A.O. data. For example, given that
6 out of 8 events correlate, the first row of Table 7.1 tells us the following;
• little-pˆ (3rd column): the “best estimate” of little-p is pˆ = k/n = 0.750,
• +δp+−δp− (4th column): the probability that the true value of little-p is in the interval
0.750+0.122−0.157 is approximately %68.3, see eqs(7.4a, 7.4b),
• δp (5th column): the symmetric error of pˆ, see eq(7.3) and
• R′ (6th column): R′ = 74.14 and thus we can neither accept nor reject the
isotropic hypothesis (see [63] for details).
k n little-pˆ
+δp+
−δp− δp R
′
6 8 0.750 +0.122−0.157 0.153 74.14
7 10 0.700 +0.122−0.145 0.145 85.31
8 11 0.727 +0.113−0.137 0.134 270.83
†
8 13 0.615 +0.121−0.131 0.135 47.69
Table 7.1: For k out of n events correlating we calculate little-pˆ is the estimated
value,
+δp+
−δp− is the (asymmetric) %68.3 confidence interval, δp is a symmetric confi-
dence interval based on δk and R′ is the test statistic for rejection of the isotropic
hypothesis. Note that one may only read one row of this table to make inferences
about the data. †This means that R′ ≥ 95, at this point we can reject the isotropic
hypothesis[63], with α = %1 probability.
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7.6 Conclusion
The posterior distribution Post(p|n, k) defined in eq(7.2) and plotted for the Auger
data in Fig.7.1 tell the whole story of ones belief(s) about little-p given that k out
of n events correlate. One may use only one row of Table 7.1 to gain a numerical
understanding of the location and shape of this posterior distribution. Despite this,
it is interesting to note that δp slowly decreases as n increases. Also of note is that
the alternative prescription[63] “passes” at 8/11 but at 8/13 the evidence against the
null hypothesis has decreased.
7.7 Chapter Post-Script
As mentioned in the overview, this work on estimating little-p has been an important
building block for the analysis used to monitor the signal with data that arrived after
the start of the prescription. In particular, one may construct an estimate of little-p
and its uncertainty for each new event that arrives. Each new estimate is correlated
with the prior estimate in such a way that ones current understanding of the observed
correlation is given by the current estimate of little-p. The update of the correlation
with AGN using data collected after [8] is included as an appendix to this thesis (see
Chapter A) and a figure showing the evolution of the observed value of little-p can
be found in right panel of Figure A.1.
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Chapter 8
Anisotropy :
A Three-Point Cosmic Ray
Anisotropy Method
8.1 Chapter Overview
The text in this chapter was submitted under the title “A Three-Point Cosmic Ray
Anisotropy Method” by the authors J. D. Hague, B. R. Becker, M. S. Gold and
J. A. J. Matthews in in the journal Journal of Physics G: Nuclear methods. This
paper describes and tests the shape-strength method for measuring anisotropy. It is
published as arXiv:0905.4488[64].
The two-point angular correlation function is a traditional method used to search
for deviations from expectations of isotropy. In this paper we develop and explore a
statistically descriptive three-point method with the intended application being the
search for deviations from isotropy in the highest energy cosmic rays. We compare
the sensitivity of a two-point method and a “shape-strength” method for a variety of
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Monte-Carlo simulated anisotropic signals. Studies are done with anisotropic source
signals diluted by an isotropic background. Type I and II errors for rejecting the
hypothesis of isotropic cosmic ray arrival directions are evaluated for four different
event sample sizes: 27, 40, 60 and 80 events, consistent with near term data ex-
pectations from the Pierre Auger Observatory. In all cases the ability to reject the
isotropic hypothesis improves with event size and with the fraction of anisotropic
signal. While ∼ 40 event data sets should be sufficient for reliable identification of
anisotropy in cases of rather extreme (highly anisotropic) data, much larger data
sets are suggested for reliable identification of more subtle anisotropies. The shape-
strength method consistently performs better than the two point method and can
be easily adapted to an arbitrary experimental exposure on the celestial sphere.
8.2 Introduction
Cosmic rays with energies above 10 EeV (1019 eV) have been observed[5, 40, 48,
36]. However, the sources of these cosmic rays (CR) are unknown and the physics
responsible for accelerating CR to these energies is at best conjecture. Evidence
supporting an extra-galactic origin of these CR is the observation of energy flux
suppression consistent with the GZK-effect[13, 14] by the High Resolution Fly’s
Eye Experiment[48] and the Pierre Auger Observatory (Auger)[36]. The primary
evidence supporting the astrophysical origin of these CR (as opposed to, say, heavy
relic decay) is the lack of an observable flux of photons by Auger[65, 66, 10] and the
lack of neutrinos observed by ANITA[67, 68].
If the sources are astrophysical, expectations for asymmetries in the arrival di-
rections increase at the very highest CR energies because the local (. 100 Mpc)
universe is very anisotropic[69, 70] and the GZK-effect[48, 36] at these energies im-
plies that the sources are local. Observation of an anisotropy in the arrival directions
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of CR would be an important step towards identifying the sources of these ultra high
energy particles.
Evidence for structure (anisotropy) in the arrival directions has been reported
[71, 72, 73, 74, 8, 9, 75, 76]. The most compelling observational evidence consistent
with astrophysical expectations of anisotropy is arguably the 27 events with energy
greater than 57 EeV recently reported by Auger in [8, 9]. Using the Ve´ron-Cetty –
Ve´ron (VCV) catalog[69], the active galactic nuclei (AGN) maximum redshift and
correlation angle chosen by Auger defined a limited area (effectively 21%) of the
sky[9]. Reported at the 1% significance level, the Auger AGN to CR correlation
signal is evidence for a flux of CR enhanced near known low-redshift extra-galactic
objects[9].
As even the largest experiments accumulate the very highest energy CR only
slowly, 1 the development of new, more sensitive, techniques to search for deviations
from isotropy is of particular interest. In contrast to the catalog dependent method
used by [8, 9, 77], in this paper we study the effectiveness of two catalog independent
methods. Catalog independent techniques avoid the penalty factors for scans over
many different catalogs and/or the need to restrict the CR data based on limited sky
coverage of a catalog. The first catalog independent technique is a binned two-point
(2-Pt) angular correlation method (§8.3.2). We also introduce a new three-point
method which uses a shape and a strength parameter (S-S, or Shape-Strength) for
each triplet of events (§8.3.3). Both methods are compared throughout via the
binned-likelihood analysis described in §8.3.1.
Arguably, the primary impediment to definitive CR source identification is the
small number of ultra-high energy events (those near and above the GZK cut-off,
which are most likely to be anisotropic). While lower energy events are more abun-
1For example, the Auger event rate for CR above the GZK knee, ∼ 56 EeV, is on the
order of two per month[36].
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dant, their sources are likely to be further away, where the universe is isotropic.
Furthermore, galactic/intergalactic magnetic fields are likely to wash out any cor-
relation with the sources of lower energy events (neglecting the possible effects of
magnetic field caustics[78, 79]). Thus, as one decreases the minimum observed en-
ergy one expects to include events which dilute any high energy anisotropy signal.
Furthermore, there is typically significant error in the value of an observed energy
(as much as 25%[36]). We therefore pay careful attention to the performance of the
methods under variation in the total number of events and dilution factor (signal to
isotropic background) for different types of signals in §8.4.1.
8.3 Methods
The 2-Pt (§8.3.2) and S-S (§8.3.3) methods are compared using the analysis paradigm
described in §8.3.1 When needed for a concrete example, we use the largest currently
operating observatory (Auger) for representative data set sizes and sky exposure[8, 9].
The methods presented here, however, can be applied to a spherical data set of any
size and with an arbitrary experimental exposure.
8.3.1 Analysis Paradigm
We use a similar analysis paradigm for both the 2-Pt and S-S methods to calculate a
p-value for rejecting the isotropic (null) hypothesis, Hiso. Each method uses binned
parameters to compute a pseudo-log-likelihood test statistic ΣP , “pseudo-” because
the bins are correlated. The correlation does not effect the final answer because the
p-value is derived by comparing the distribution of the ΣP in a test sky to that of
identically analyzed isotropic skies. The flatness of the distribution of p-values for
isotropic test skies has been verified. The parameter space for the 2-Pt method is
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the angular distance between two events. For the S-S method the parameter space
is two dimensional. In neither case is the parameter space scanned to determine an
optimal value. Instead, we compare the entire observed distribution to that expected
by isotropy.
For a given set of cosmic ray events (referred to here as a sky) we compute ΣP
by comparing the binned distribution of the test sky’s parameter(s) to the param-
eter(s) distribution expected from an isotropic sky. The probability for observing
nobs doublets (2-Pt) or triplets (S-S) from the test sky in the i
th parameter bin,
given that you expect[80] to see nexp from an isotropic sky, is approximated[81] by
a Poisson distribution Pi(nobs|nexp) = nexpnobse−nexp/nexp!. The pseudo-log-likelihood
is ΣP =
∑
i lnPi(nobs|nexp), where the sum is carried out over the bins of the param-
eter space. The ratio of the number of isotropic skies with ΣP less than that of the
test sky to the total number of simulated isotropic skies gives the p-value for the test
sky.
In the following discussion ~rk is defined as the arrival direction of the k
th event in
a sky. This (unit) vector has Cartesian coordinates {rx, ry, rz} when projected from
the galactic sphere.
8.3.2 Two-Point Correlation
The 2-Pt correlation distribution is calculated by computing the number of event
pairs in a test sky as a function of the angular distance between any two events,
θ = cos−1(~rj · ~rk) (see [75, 76, 82] for similar methods). We use 5◦ bins for θ ∈
[0◦, 180◦), so that the pseudo-log-likelihood is the sum over all angular scales, ΣP =∑
θ lnPθ(nobs|nexp).
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8.3.3 Shape-Strength
This method involves an eigenvector decomposition, or principle component analysis,
of the arrival directions of all sets of triplets found in the data set. It is inspired
primarily by Fisher [83] (see also [84, 85]) but differs in that we decompose all subsets
of triplets in a sky to obtain a test statistic.
For each triplet we calculate the components of the symmetric (3×3) orientation
matrix T[83]. In Cartesian coordinates, Tij =
1
3
∑
k∈triplet (rirj)k for i, j ∈ {x, y, z}.
The largest eigenvalue of T, τ1, results from a rotation of the triplet about the
principle axis ~u1. The middle and smallest eigenvalues correspond to the major
~u2 and minor ~u3 axis respectively. The left panel of Figure 8.1 shows a graphical
illustration of these eigenvectors. The eigenvalues satisfy τ1 + τ2 + τ3 = 1 and
τ1 ≥ τ2 ≥ τ3 ≥ 0, and thus there are only two independently varying parameters for
any triplet.
It is convenient and statistically descriptive to work with a shape, γ, and a
strength, ζ, parameter[83];
γ = lg
{
lg(τ1/τ2)
lg(τ2/τ3)
}
(8.1)
ζ = lg(τ1/τ3) (8.2)
As ζ increases from 0 to ∞ the events in the triplet become more concentrated.
Generally, as γ increases from −∞ to +∞ the shape of the triplet transforms from
elliptical, i.e. strings, to symmetric about ~u1, i.e. point source. See the right panel
of Figure 8.1 for a schematic representation. In Figure 8.2 we show the how the
variation of the ellipticity of a source on the galactic sphere effects the shape-strength
parameter space.
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To compute the test statistic ΣP using this method we sum over sixty bins for γ ∈
[−3.0, 3.0) and seventy-five bins for ζ ∈ [0.0, 15.0), i.e. ΣP =
∑
γζ lnPγζ(nobs|nexp).
We have checked that this parameter range is sufficient to cover event sets like those
expected by Auger and that little is gained by enlarging the range.
Figure 8.1: Left: The eigenvectors of a triplet of events on the sphere (S2) are the
principle axis ~u1, the major axis ~u2 (pointing into the page) and the minor axis ~u3.
The eigenvalues of these vectors are used to compute this triplet’s shape and strength.
Right: An intuitive interpretation of the shape and strength parameters. As the
strength parameter ζ increases from 0 to ∞, the events become more concentrated.
As the shape parameter γ increases form −∞ to +∞, the events become more
rotationally symmetric or less elongated.
8.4 Results
In order to gain confidence in, and intuition about, the S-S method we apply it (and
the 2-Pt correlation) to an astro-physically motivated simulated (mock) data set in
§8.4.1. The results of applying the S-S and 2-Pt methods to the 27 most energetic
events from Auger[8, 9] are reported in §8.4.2.
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8.4.1 Mock Signals
In weighing the effectiveness of a method for rejecting the isotropy hypothesis Hiso
for a given CR sky we are interested in the probabilities for two types of testing
errors[49]. A type I error is the probability α (significance or p-value) of rejecting
Hiso given that Hiso is true; in practice it should be chosen a priori. In this analysis
we choose the 1% significance level. One percent is arbitrary and is chosen to be the
same as the value used in [8, 9]. One could choose, for example, 0.1% but this would
require more data and/or a higher fraction of anisotropic signal to be detected. For
each method this choice corresponds to a unique ΣP
α; we determine ΣP
α such that
the ratio of the number of isotropic skies with ΣP less than ΣP
α is α = 1%. We use
the 104 isotropic skies to determine the upper bound of the signal region of likelihood
space.
A type II error is the probability, β, of accepting Hiso (i.e. of rejecting the mock,
or toy, signal hypothesis Hsig) given that Hiso is false. This value is dependent on
the choice of Hsig. As we are interested in the effectiveness of accepting the signal
hypothesis, we use the quantity 1 − β, called the power of the method[49]. By
applying the ensemble of each mock signal to each method we estimate the power
as the ratio of mock signal skies with ΣP < ΣP
α to the total number of mock skies.
As a heuristic measure we will describe a method’s power as “good” if it is at least
90%, i.e. a high probability (1 − β > 0.90) to observe an anisotropy when there is
an anisotropy in the data, and questionable if it is less than 90%.
Of significant physical interest is the ability of these catalog independent methods
to detect signals generated from a catalog dependent map. To this end, we have
studied simulated data sets generated from subsets of the VCV[69] galaxy catalog.
We consider only galaxies with reshift z ≤ 0.02 and we weight each galaxy either by a
1/z2 acceptance factor or not at all. We simulate events arriving from these galaxies
129
Chapter 8. Anisotropy : A Three-Point Cosmic Ray Anisotropy Method
with a random component given by a two dimensional Gaussian centered on the
galaxy and with deviation σ = 3◦. These choices are arbitrary in the sense that they
describe some subset of nearby AGN with events smeared by a few times the angular
resolution of Auger[9]. It should also be noted that the redshift weighted map (see
Figure 8.3) is highly anisotropic, consisting of a number of small to medium scale
clumps on the celestial sphere, and is likely to yield multiple events per sky within
these groups. In contrast, the unweighted VCV map (see Figure 8.4) is notably more
dispersed on the sphere.
The true CR data is likely to contain a mixture of background events and sig-
nal events. To explicitly study this dilution effect has on the power we separately
construct mock ensembles in which each sky has a certain ratio, r, of signal events
to the total number of events, with r = 0.2, 0.4, . . . , 1.0. Notice that, because our
methods use all the triplets or doublets in a given sky, the mixture ΣP distributions
are not a simple sum of the signal and isotropic ΣP distributions.
Detection power is also strongly effected by the number of (high energy) events
in a sky. The effect can be similar to those of signal dilution in that the power is
decreased. We generate ensembles of 104 skies with 27, 40, 60, and 80 events per sky
from the VCV catalog. Results for all combinations of source purity and number of
(mock) data events are reported in Figures 8.3 and 8.4. The dark blue regions in
lower plots of Figure 8.3 show that at least 40− 80 events with (60− 40)% signal is
required to achieve a high detection power, 1 − β ∼ 90%, for the redshift weighted
VCV maps. The un-weighted VCV maps in Figure 8.4 require a nearly pure signal
and 60 or more events to have high detection power.
In general, where one method is good (power, 1 − β & 90%) so is another; the
methods are correlated. However, the S-S method consistently performs better than
the two point correlation for the types of signals discussed here.
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8.4.2 Auger Data
It is of interest to apply these techniques to experimental data. The largest public
ultra high energy data set is the 27 events that form the basis of the Auger result
reporting evidence for anisotropy (at the 1% significance level) in the highest energy
CRs[8, 9]. The p-values obtained are: p ∼ 3% for the 2-point method2 and p ∼ 0.2%
for the S-S method. Thus, of these two methods only the S-S method would pass a
requirement of p < 1% as evidence of anisotropy. Note that these events are known
to be anisotropic – by the methods described in [8, 9, 76] – and therefore the p-values
reported here reflect only on the statistical methods described in this paper.
8.5 Conclusion
In this paper we have introduce a shape-strength method for testing isotropy on the
unit sphere. We have shown that this method uses pattern-descriptive parameters
and can consistently out-perform the two-point correlation method. By simulating
artificial and astrophysically motivated signals of various sizes and purity we can
gauge how this method might perform on real data. The S-S method out performs
the two-point method for all of our parameter choices.
The S-S method was found to detect the redshift weighted VCV toy signal (having
significant small scale anisotropies) with at least ∼ 50% signal purity and about 60
events in > 90% of the Monte Carlo simulations. We also wish to emphasize from
the analysis of the diluted mock signals that when the signal to all ratio r & 50%
we can expect that a redshift weighted “VCV-like” CR signal should be identified
with power & 50% by both methods for data sets with & 40 events. The unweighted
2We note that the 2-point method used here differs from the auto-correlation analysis
performed on the 27 events in [76].
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VCV toy signal (which is more diffuse on the sphere) is only reliably detected with
greater than 80 events and 80% signal purity.
In agreement with qualitative expectations, this analysis demonstrates quantita-
tively how both signal purity and the total number of events dramatically effect the
signal detection power. Furthermore, while sources types with significant small scale
anisotropy can be detected with modest signal purity and total number of events,
analysis of more subtle anisotropies suggest that either high purity signals or, more
likely, much more data are needed for reliable identification.
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Figure 8.2: Left column: Histogram of 104 skies of 27 Monte-Carlo cosmic rays sim-
ulated from a single source centered on {l, b} = {−30.0, 0.0} in galactic coordinates.
We use the Fisher-Bingham distribution[87] on the sphere with κ = 400.0 to gen-
erate these events. For the spherically symmetric point-like (top) distribution we
use β = 0.0. For the elliptically shaped (bottom) distribution we use β = 200.0
with the major axis pointing perpendicular to the galactic plane. See [87] for a de-
tailed description of the parameters κ and β. Right column: The ensemble average
(over all 104 sets of 27 event skies) of the lnP (nobs|nexp) parameter space of the S-S
method for the point-like (top) and elliptically shaped (bottom) toy anisotropies. In
the bottom (right) panel one can see the relatively small deficit of triplets generated
from the source with γ ∼ 1 and ζ ∼ 2 in addition to the large excess of triplets
with γ ∼ 0 and ζ ∼ 8. The deficit arises from the non-uniform isotropic exposure
of Auger[8, 9] and the excess from the simulated source. Both features contribute
to the pseudo-likelihood where no distinction is made between excess and deficit of
triplets. These two signals can be consistently detected with both the 2-Pt and S-S
methods.
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Figure 8.3: Top left: Histogram of 104 skies of 27 Monte-Carlo cosmic rays simulated
from the VCV[69] catalog. We select objects with redshift zmax ≤ 0.020 and they
are weighted by 1/z2. Each simulated CR is drawn from a collection of 2D-Gaussian
probability distributions centered on the the catalog sources, with deviation σ = 3◦.
(See §8.4.1.) Top right: Using the VCV catalog we plot the ensemble average of the
lnP (nobs|nexp) parameter space of the S-S method. Bottom row: Using the VCV
ensemble files we can study the detection power 1−β as a function of the number of
events per sky and fraction of each sky containing signal events using both the 2-Pt
(left) and the S-S (right) methods.
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Figure 8.4: Top left: Histogram of 104 skies of 27 Monte-Carlo cosmic rays simulated
from the VCV[69] catalog. We select objects with redshift zmax ≤ 0.020 and they
are not weighted. Each simulated CR is drawn from a collection of 2D-Gaussian
probability distributions centered on the the catalog sources, with deviation σ = 3◦.
(See §8.4.1.) Top right: Using the VCV catalog we plot the ensemble average of the
lnP (nobs|nexp) parameter space of the S-S method. Bottom row: Using the VCV
ensemble files we can study the detection power 1−β as a function of the number of
events per sky and fraction of each sky containing signal events using both the 2-Pt
(left) and the S-S (right) methods.
135
Chapter 9
Summary
This thesis presents an exploration of two issues with fundamental importance to
the study of high energy CR: the energy spectrum, and anisotropy in the CR sky.
As an introduction to these topics, the theoretical context for the observation of
the energy spectrum and arrival directions is discussed in Chapter 2. An outline
of the particle physics phenomenology of air showers created by CR entering the
atmosphere of Earth is given in §3.1, while the remaining sections of Chapter 3 are
devoted to the reconstruction of the energy and arrival direction of the CR primary
from data collected at the Pierre Auger Observatory.
In Chapter 4 two separate statistical tests are applied to both AGASA and pre-
liminary Auger Cosmic Ray Energy spectra in an attempt to find deviation from
a pure power-law. The first test is constructed from the probability distribution
for the maximum event of a sample drawn from a power-law. The second employs
the TP-statistic, a function defined to deviate from zero when the sample deviates
from the power-law form, regardless of the value of the power index. The AGASA
data show no significant deviation from a power-law when subjected to both tests.
Applying these tests to the Auger spectrum suggests deviation from a power-law.
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However, potentially large systematics on the relative energy scale prevent us from
drawing definite conclusions at this time.
Un-binned statistical tools for analyzing the cosmic ray energy spectrum are
developed and illustrated with a simulated data set in Chapter 5. These tools are
designed to extract accurate and precise model parameter estimators in the presence
of statistical and systematic energy errors. Two robust methods are used to test for
the presence of flux suppression at the highest energies: the Tail-Power statistic and a
likelihood ratio test. Both tests supply evidence of flux suppression in the simulated
data. The tools presented can be generalized for use on any astrophysical data set
where the power-law assumption is relevant and can be used to aid observational
design.
In Chapter 5 the spectrum in six different “angular” coordinates is studied; zenith,
azimuth, time, declination, angular distance from the galactic plane, the super galac-
tic planes and Centaurus A. These events are binned by angle into equal event number
bins and the fluxes fit to single and double power-laws. With a concentration on the
characterization of the consistency of the highest energy flux between the angular
bins, anomalous high energy flux for the azimuth between -3 and 89 degrees and
within 44 degrees of Centaurus A is found.
Chapter 7 relates a manuscript written just after the so-called “running prescrip-
tion” was passed[61], the results of which the Auger collaboration relied upon in the
publication, “the correlation of ultra high energy CR with Active Galactic Nuclei”[8].
The primary goal of this work is the estimation of the observed value of the corre-
lation little-p in post-scan data. Although not widely used at the time of its initial
release, this work has since become the analysis-basis for the results of some of the
later Auger anisotropy work (see Chapter A).
The two-point angular correlation function is a traditional method to search for
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deviations from expectations of isotropy. In Chapter 8, a statistically descriptive
three-point method is developed and explored, with the intended application being
the search for deviations from isotropy in the highest energy cosmic rays. (The
background and documentation for this three-point method can be found in Chapter
B) As part of this work, the sensitivity of the so-called “shape-strength” method
is compared to that of a two-point method for a variety of Monte-Carlo simulated
anisotropic signals. In addition, studies are performed with anisotropic source signals
diluted by an isotropic background. Type I and II errors for rejecting the hypothesis
of isotropic cosmic ray arrival directions are evaluated for four different event sample
sizes: 27, 40, 60 and 80 events, consistent with near-term data expectations from the
Pierre Auger Observatory. In all cases, the ability to reject the isotropic hypothesis
improves with event size and with the fraction of anisotropic signal. But while data
sets with ∼ 40 events should be sufficient for reliable identification of anisotropy, in
cases of rather extreme (highly anisotropic) data, much larger data sets are suggested
for reliable identification of more subtle anisotropies. The shape-strength method
consistently performs better than the two point method and can be easily adapted
to an arbitrary experimental exposure on the celestial sphere.
Together, the analysis tools developed in this thesis afford a much more precise
view of high energy CR, their characteristic energies, and their origins. Armed with
these tools, the Auger collaboration–and the scientific community, in general–is now
in a position to more fully understand the nature of these energetic particles from
outer space.
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Anisotropy :
Correlation with AGN
A.1 Chapter Overview
The text in this chapter has been submitted to the proceeding of the 31st annual
International Cosmic Ray Conference (ICRC) in  Lo´dz´, Poland under the title “Cor-
relation of the Highest Energy Cosmic Rays with Nearby Extragalactic Objects in
Pierre Auger Observatory Data”[88]. I am the “primary author” of this text (in-
cluding figures and numerical values), but it the final language and content are the
result of a massive, active and quite essential collaboration. Indeed, much of the
actual language is a balance of many – often divergent – opinions. In producing
this document (chapter) I learned as much about the collaborative endeavor as the
scientific.
The complete text is included here as an augmentation to Chapter 7; to show
how the estimation of little-p (simply p below) is incorporated into a the complete
update if the AGN signal[8, 9]. In particular the work of Chapter 7 is used to create
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the right panel of Figure A.1. The final text is reviewed in §A.7.
Abstract: We update the analysis of correlation between the arrival directions
of the highest energy cosmic rays observed by the Pierre Auger Observatory and the
positions of nearby active galaxies.
A.2 Introduction
Using data collected between 1 January, 2004 and 31 August, 2007, the Pierre Auger
Observatory has reported [8, 9] evidence of anisotropy in the arrival directions of
cosmic rays (CR) with energies exceeding ∼ 60 EeV (1 EeV is 1018 eV). The ar-
rival directions were correlated with the positions of nearby objects from the 12th
edition of the catalog of quasars and active galactic nuclei (AGN) by Ve´ron-Cetty
and Ve´ron [69] (VCV catalog). This catalog is not an unbiased statistical sample,
since it is neither homogeneous nor statistically complete. This is not an obstacle
to demonstrating the existence of anisotropy if CR arrive preferentially close to the
positions of nearby objects in this sample. The nature of the catalog, however, limits
the ability of the correlation method to identify the actual sources of cosmic rays.
The observed correlation identifies neither individual sources nor a specific class of
astrophysical sites of origin. It provides clues to the extragalactic origin of the CR
with the highest energies and suggests that the suppression of the flux (see [36] and
[48]) is due to interaction with the cosmic background radiation.
In this article we update the analysis of correlation with AGN in the VCV catalog
by including data collected through 31 March, 2009. We also analyse the distribution
of arrival directions with respect to the location of the Centaurus cluster and the radio
source Cen A. Alternative tests that may discriminate among different populations
of source candidates are presented in a separate paper at this conference [89].
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A.3 Data
The data set analyzed here consists of events observed by the Pierre Auger Observa-
tory prior to 31 March, 2009. We consider events with zenith angles smaller than 60◦.
The event selection implemented in the present analysis requires that at least five
active nearest-neighbors surround the station with the highest signal when the event
was recorded, and that the reconstructed shower core be inside an active equilateral
triangle of detectors. The integrated exposure for this event selection amounts to
17040 km2 sr yr (±3%), nearly twice the exposure used in [8, 9].
In [8, 9] we published the list of 27 events with E > 57 EeV. Since then, the re-
construction algorithms and calibration procedures of the Pierre Auger Observatory
have been updated. The lowest energy among these same 27 events is 55 EeV ac-
cording to the latest reconstruction. Reconstructed values for the arrival directions
of these events differ by less than 0.1◦ from their previous determination. There
are now 31 additional events above the energy threshold of 55 EeV. The systematic
uncertainty of the observed energy for events used here is ∼ 22% and the energy
resolution is ∼ 17% [90, 91]. The angular resolution of the arrival directions for
events with energy above this threshold is better than 0.9◦ [92].
A.4 Update of the correlation with AGN
To avoid the negative impact of trial factors in a posteriori analyses, the statistical
significance of the anisotropy reported in [8, 9] was established through a test with
independent data. The parameters of the test were chosen by an exploratory scan
using events observed prior to 27 May, 2006. The scan searched for a correlation of
CR with objects in the VCV catalog with redshift less than zmax at an angular scale
ψmax and energy threshold Eth. The scan was implemented to find a minimum of the
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probability P that k or more out of a total of N events from an isotropic flux are
correlated by chance with the selected objects at the chosen angular scale, given by
P =
N∑
j=k
 N
j
 pisoj(1− piso)N−j . (A.1)
We take piso to be the exposure-weighted fraction of the sky accessible to the Pierre
Auger Observatory that is within ψmax degrees of the selected potential sources. The
minimum value of P was found for the parameters ψmax = 3.1
◦, zmax = 0.018 and
Eth = 55 EeV (in the present energy calibration). The probability that an individual
event from an isotropic flux arrives within the fraction of the sky prescribed by these
parameters by chance is piso = 0.21.
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Figure A.1: Monitoring the correlation signal. Left: The sequential analysis of cosmic
rays with energy greater than 55 EeV arriving after 27 May, 2006. The likelihood
ratio log10R (see Eq(A.2)) for the data is plotted in black circles. Events that arrive
within ψmax = 3.1
◦ of an AGN with maximum redshift zmax = 0.018 result in an
up-tick of this line. Values above the area shaded in blue have less than 1% chance
probability to arise from an isotropic distribution (piso = 0.21). Right: The most
likely value of the binomial parameter pdata = k/N is plotted with black circles as a
function of time. The 1σ and 2σ uncertainties in the observed value are shaded. The
horizontal dashed line shows the isotropic value piso = 0.21. The current estimate of
the signal is 0.38 ± 0.07. In both plots events to the left of the dashed vertical line
correspond to period II of Table A.1 and those to the right, collected after [8, 9],
correspond to period III.
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Table A.1: A numerical summary of results for events with E ≥ 55 EeV. See the
text for a description of the entries.
Period Exposure GP N k kiso P
I 4390
unmasked 14 9 2.9
masked 10 8 2.5
II 4500
unmasked 13 9 2.7 2× 10−4
masked 11 9 2.8 1× 10−4
III 8150
unmasked 31 8 6.5 0.33
masked 24 8 6.0 0.22
II+III 12650
unmasked 44 17 9.2 6× 10−3
masked 35 17 8.8 2× 10−3
I+II 8890
unmasked 27 18 5.7
masked 21 17 5.3
I+II+III 17040
unmasked 58 26 12.2
masked 45 25 11.3
Of the 27 events observed prior to 31 August, 2007, 13 were observed after the
exploratory phase. Nine of these arrival directions were within the prescribed area
of the sky, where 2.7 are expected on average if the flux were isotropic. This degree
of correlation provided a 99% significance level for rejecting the hypothesis that the
distribution of arrival directions is isotropic.
The left panel of Figure A.1 displays the likelihood ratio of correlation as a
function of the total number of time-ordered events observed since 27 May, 2006, i.e.
excluding the data used in the exploratory scan that lead to the choice of parameters.
The likelihood ratio R is defined as (see [93] and [94])
R =
∫ 1
piso
pk(1− p)N−k dp
pisok(1− piso)N−k+1 . (A.2)
This quantity is the ratio between the binomial probability of correlation – marginal-
ized over its range of possible values and assuming a flat prior – and the binomial
probability in the isotropic case (piso = 0.21). A sequential test rejects the isotropic
hypothesis at the 99% significance level (and with less than 5% chance of incorrectly
accepting the null hypothesis) if R > 95. The likelihood ratio test indicated a 99%
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significance level for the anisotropy of the arrival directions using the independent
data reported in [8, 9]. Subsequent data neither strengthen the case for anisotropy,
nor do they contradict the earlier result. The departure from isotropy remains at
the 1% level as measured by the cumulative binomial probability (P = 0.006), with
17 out of 44 events in correlation.
In the right panel of Figure A.1 we plot the degree of correlation (pdata) with
objects in the VCV catalog as a function of the total number of time-ordered events
observed since 27 May, 2006. For each new event the best estimate of pdata is k/N .
The 1σ and 2σ uncertainties in this value are determined such that the area under the
posterior distribution function is equal to 68% and 95%, respectively. The current
estimate, with 17 out of 44 events that correlate in the independent data, is pdata =
0.38, or more than two standard deviations from the value expected from a purely
isotropic distribution of events. More data are needed to accurately constrain this
parameter.
The correlations between events with E ≥ 55 EeV and AGN in the VCV catalog
during the pre- and post- exploratory periods of data collection are summarized in
Table A.1. The left most column shows the period in which the data was collected.
Period I is the exploratory period from 1 January, 2004 through 26 May, 2006. The
data collected during this period was scanned to establish the parameters which max-
imize the correlation. Period II is from 27 May, 2006 through 31 August, 2007 and
period III includes data collected after [8, 9], from 1 September, 2007 through 31
March, 2009. The numbers in bold correspond to period II+III and give the results
for the post-exploratory data (see Figure A.1). The exposure for each period is listed
in units of km2 sr yr and has an uncertainty of 3%. If the region of the sky within 12◦
of the galactic plane (GP) is included in the analysis then the third column is marked
“unmasked” (and piso = 0.21), if not then it is marked “masked” (and piso = 0.25).
The average number of events from an isotropic flux expected to correlate is listed as
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kiso = Npiso, where N is the total number of events observed during each period. k is
the number of events that arrive within 3.1◦ of an AGN with a redshift of 0.018. The
cumulative binomial probability (see Eq(A.1)) is shown in the right most column.
We do not include this value for any row containing period I because this period was
used to determine the correlation parameters for the rest of the table and cannot,
therefore, be interpreted as a statistical significance.
Note that during period I+II (reported in [8, 9]), 18 out of 27 events arrive within
3.1◦ of an AGN in the VCV catalog with redshift less than 0.018. 1 There are 31
additional events (during period III) above the specified energy threshold, 8 of which
have arrival directions within the prescribed area of the sky, not significantly more
than the 6.5 events that are expected to arrive on average if the flux were isotropic.
While the degree of correlation with objects in the VCV catalog has decreased
with the accumulation of new data, a re-scan of the complete data set shows that
the values of ψmax, zmax and Eth that characterise the correlation have not changed
appreciably from the values reported in [8, 9].
A.5 A posteriori analyses
In this section we further analyze the complete set of 58 events with energy larger
than 55 EeV collected before 31 March, 2009.
To complement the information given in Table A.1 over different angular scales,
we plot in Figure A.2 the distribution of angular separations between the arrival
directions of the 58 events with E > 55 EeV and the position of the closest object in
the VCV catalog within redshift zmax ≤ 0.018. The cumulative distribution is plotted
1Two additional events correlate within a slightly larger angular distance, as reported
in [8, 9]. Here we restrict the analysis to the parameters chosen to monitor the correlation
signal.
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in the left panel and the differential distribution is plotted in the right. The average
distribution expected for 58 events drawn from an isotropic flux is also shown. In the
right panel the 13 events with galactic latitudes |b| < 12◦ have been shaded. Note
that only 1 of these 13 events is within 3◦ of a selected AGN. Incompleteness of the
VCV catalog due to obscuration by the Milky Way or larger magnetic bending of
CR trajectories along the galactic disk are potential causes for smaller correlation of
arrival directions at small galactic latitudes.
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Figure A.2: The distribution of angular separations between the 58 events with
E > 55 EeV and the closest AGN in the VCV catalog within 75 Mpc. Left: The cu-
mulative number of events as a function of angular distance. The 68% the confidence
intervals for the isotropic expectation is shaded blue. Right: The histogram of events
as a function of angular distance. The 13 events with galactic latitudes |b| < 12◦ are
shown with hatching. The average isotropic expectation is shaded brown.
An excess of events as compared to isotropic expectations is observed from a
region of the sky close to the location of the radio source Cen A ((l, b) = (−50.519.4
[95]). In Figure A.3 we plot the distribution of events as a function of angular
distance from Cen A. In a Kolmogorov-Smirnov [96] test 2% of isotropic realizations
have maximum departure from the isotropic expectation greater than or equal to
the maximum departure for the observed events. The excess of events in circular
windows around Cen A with the smallest isotropic chance probability corresponds
to a radius of 18◦, which contains 12 events where 2.7 are expected on average if the
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Figure A.3: Left: The cumulative number of events with E ≥ 55 EeV as a function
of angular distance from Cen A. The average isotropic expectation with approximate
68% confidence intervals is shaded blue. Right: The histogram of events as a function
of angular distance from Cen A. The average isotropic expectation is shaded brown.
flux were isotropic. The (differential) histogram of angular distances from Cen A is
in the right panel of Figure A.3.
By contrast, the region around the Virgo cluster is densely populated with galax-
ies but does not have an excess of events above isotropic expectations. In particular,
a circle of radius 20◦ centred at the location of M87 ((l, b) = (76.274.5 [95]) does not
contain any of the 58 events with energy E > 55 EeV. This is a region of relatively
low exposure for the Pierre Auger Observatory and only 1.2 event is expected on
average with the current statistics if the flux were isotropic.
A.6 Discussion
With data collected by the Pierre Auger Observatory between 1 January, 2004 and 31
March, 2009, we have updated the analysis reported in [8, 9] of correlation between
the arrival directions of the highest energy cosmic rays and the positions of nearby
objects from the 12th edition of the VCV catalog of quasars and active galactic
nuclei. The total number of events above 55 EeV is 58. A subset of 44 events are
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independent of those used to determine the parameters (ψmax = 3.1
◦, zmax = 0.018
and Eth = 55 EeV) with which we monitor the correlation signal (see Table A.1
for more details). 17 of these 44 events correlate under these parameters. This
correlation has a less than 1% probability to occur by chance if the arrival directions
are isotropically distributed. The evidence for anisotropy has not strengthened since
the analysis reported in [8, 9]. The degree of correlation with objects in the VCV
catalog appears to be weaker than suggested by the earliest data.
We note that there is an excess of events in the present data set close to the
direction of the radio source Cen A, a region dense in potential sources. This excess
is based on a posteriori data but suggests that the region of the sky near Cen A
warrants further study.
Additional data are needed to make further progress in the quest to identify the
sites of ultra high energy CR origin. Alternative tests that may discriminate among
different populations of source candidates are presented in a separate paper at this
conference [89].
A.7 Chapter Post-Script
The biggest (psychological) obstacle for this paper is coping with the fact the the
signal strength has decreased (drastically) with the accumulation of new data. Of
course, the new data present a bit of a set back for the most popular current in-
terpretation of the sources of CR – that they originate from VCV AGN – and this
accounts, I think, for the “defensive tone” of the language.
While the picture of a disappearing signal is clear (see Figure A.1), it is worth
noting that the presentation strives to emphasize the positive 2 aspects. For exam-
2Data is neutral; we are always biased.
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ple, Figure A.3 and Figure A.2 use all 58 events; the events used to establish the
correlation parameters are included! By including the original 27 (pre-scan) events
Figure A.2 and any numbers derived from it – derived either numerically or simply
by looking at and interpreting the plot – are biased. This is because nearly half of
the CR in the 58 were scanned against the AGN for the most anomalous correlation.
By definition, Cen A (as in Figure A.3, or Virgo) is a particular source. From an
observational perspective one might as well choose any point in the sky. In this case,
using all 58 events only includes a bias on the energy threshold E ∼ 55 EeV which can
be loosely justified by other means, i.e. the GZK-effect. Indeed, in preparation for
this article many other “points” on the sky were studied by the author, including; the
supergalactic plane, the galactic plane, the equitorial plane, Fornax A, the galactic
center etc. They were all rejected for publication because they produce null results.
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B.1 Chapter Overview
The material presented in this chapter was original published in a series of GAP-Notes
in 2008 [97, 98, 99, 100, 101]. It is included here as documentation and background
for the paper presented in Chapter 8, since GAP-Notes are typically not public.
B.2 Study of Anisotropy Metrics
B.2.1 Section Overview
This section was originally published as [97].
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In this note we test four metrics of anisotropy in the arrival direction of a set of
cosmic ray (CR) events. These metrics are compared and tested for sensitivity to
selected anisotropic distributions as defined by the anisotropy working group. [102].
The metrics studied here are:
1. “2pt”– standard two-point correlation function;
2. “Rayleigh” – modified two-point Rayleigh metric as introduced by reference
[103] but analyzed differently as described below;
3. “R2”– simple three-point directional vector sum (a measure of triangular area);
and
4. “SS” – a three-point metric derived from a principle component analysis, de-
scribed below.
These are described in more detail in section B.2.3. We note that the two-point
metrics have been studied previously.[104]
B.2.2 Methods
For each metric we determine the significance (p-value) for rejecting the hypothesis
of isotropy in test samples generated by the anisotropy working group [102]. Each
of these test sets consists of 1000 sub-sets of sixty events each (“skies” ). These sets
are compared to a reference set of “isotropic” (convoluted with the PAO coverage
map) skies (10,000 skies also of sixty events each).
1. ISOTROPY
2. DIPOLEz
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3. IRAS0020-ISO
4. VCV0020
5. VCVflat0020
For each metric we follow the same procedure.
1. Compare the (binned) distribution of the metric between the test and isotropic
reference skies.
2. For the ith bin, calculate the probability of observing nobs event sets from a
Poisson distribution with mean given by the number of event sets expected
from an isotropic sky, nexp;
Pi(nobs|nexp) =
nnobsexp e
−nexp
nexp!
. (B.1)
3. The sum over all bins is taken as a pseudo-log-likelihood1 for both the data set
and all of the isotropic skies;
ΣP =
Nbins∑
i=1
lnPi(nobs|nexp). (B.2)
4. The ratio of the number of isotropic skies with ΣP less than that of the data
set to the total number of simulated isotropic data sets gives the p-value.
1Pseudo since the bins are correlated. The correlation does not effect the final answer
because the p-valueis derived by comparing the distribution of the ΣP in a test sky to
that of identically analyzed isotropic skies. The flatness of the distribution of p-values for
isotropic test skies has been verified.
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B.2.3 Metrics
2-pt
The 2-pt correlation distribution is calculated by computing the number of event
pairs in a data set as a function of the angular distance between the two events. We
use 5o angular bins.
Rayleigh
This method is based on the procedure introduced in [103]. Here we have used
the same angular-scale (angular binning) as for the 2-pt correlation. We have then
calculated the significance according to the same procedure as the other statistics
(as described above.)
The following two methods involve triplets of events, i.e. sets of three, as their
basic building blocks. A primary resource for the motivation behind the construction
of these statistics can be found in [83]. In the following discussion let (xi, yi, zi), with
i = 1, 2, 3, be the Cartesian coordinates of a set of three arrival directions
R2
For each set of triplets in the data set we calculate the square of the vector sum of
the three arrival directions ~ri using their Cartesian coordinates,
R2 =
3∑
i=1
(
x2i + y
2
i + z
2
i
)
. (B.3)
The metric R2 can take any value on the interval [0, 9] and we choose to bin its
distribution in steps of 0.2.
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SS
The metric for this method is derived from the principle component analysis of
directional vectors taken in triplets. We calculate the orientation matrix to be[83]
T =
1
3

∑
x2i
∑
xiyi
∑
xizi∑
xiyi
∑
y2i
∑
yizi∑
xizi
∑
yizi
∑
z2i
 . (B.4)
We obtain the eigenvalues and eigenvectors of this matrix. [83]. The largest eigen-
value τ1 results from a rotation of the triplet about the principle axis ~u1 (note the
similarity to R2 in §B.2.3). The middle and smallest eigenvalues correspond to the
major ~u2 and minor ~u3 axis respectively.
The eigenvalues satisfy2
τ1 + τ2 + τ3 = 1, τ1 ≥ τ2 ≥ τ3 ≥ 0. (B.5)
Therefore there can be only two independently varying eigenvalues for any triplet.
It is convenient to work with a “shape”
γ = lg
{
lg(τ1/τ2)
lg(τ2/τ3)
}
(B.6)
and a “strength”
ζ = lg(τ1/τ3) (B.7)
parameter. As the strength parameter ζ increases from zero to infinity the the events
under consideration become more concentrated. If the shape parameter γ  0, then
the events make a “banana” shape on the sky. As γ approaches zero the events
become more aligned (“strings”). For 0 < γ < ∞ the events become more circular
(“point source” or “dipole”). To gain intuition about the scope of this method we
summarize some of the properties of the eigenvalues in Table B.1 [83]. We make a
2Fisher[83] uses slightly different notation, i.e. τ3 ≡ principle axis.
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Relative magnitudes Type Features
τ1 = τ2 = τ3 = 1 uniform
τ1 large; τ2, τ3 small
(i) τ2 6= τ3 uni-modal if |R| ∼ 3 concentration at one end of ~u1
bimodal otherwise concentration at both ends of ~u1
(ii) τ2 ≈ τ3 uni-modal if |R| ∼ 3 concentration at one end of ~u1
rotational symmetry about ~u1
τ3 large; τ2, τ1 large
(i) τ2 6= τ1 girdle girdle plan spanned by ~u1, ~u2
(ii) τ2 ≈ τ1 symmetric girdle rotational symmetry about ~u1
Table B.1: Some descriptions for the relative magnitudes of the eigenvalues of
Eq(B.4). The values in this table are strictly true only for data sets without a
coverage map. Reproduced from [83].
metric from the scatter plot of the γ versus ζ distribution. This is the shape-strength
(“SS”) metric.
B.2.4 Results and Conclusions
In Figs. B.21, B.22, B.23, B.24 we show the correlations between the methodsfor the
various test sets. We note that we do not have sufficient statistics in the test sets to
measure the probabilities for the VCV0020 set and therefore these are not shown.
The sensitivity of the various metrics is shown in table B.2. We note that we
do not have sufficient statistics in the test sets to measure the probabilities for the
VCV0020 set. This study suggests that the SS metric is the most sensative to
anisotropy. We also can see that the IRAS0020-ISO is difficult to distinguish from
isotropic with any of the four methods considered here.
B.2.5 Figures
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test 2-pt Rayleigh R2 SS (γ, ζ)
ISOTROPY 0.1010± 0.0095 0.1090± 0.0099 0.0920± 0.0091 0.0900± 0.0090
DIPOLEz 1.0000± 0.0000 0.9950± 0.0022 1.0000± 0.0000 0.9950± 0.0022
IRAS0020-ISO 0.1320± 0.0107 0.2730± 0.0141 0.1070± 0.0098 0.2470± 0.0136
VCV0020 1.0000± 0.0000 1.0000± 0.0000 0.9970± 0.0017 1.0000± 0.0000
VCVflat0020 0.9720± 0.0052 1.0000± 0.0000 0.7970± 0.0127 0.9990± 0.0010
Table B.2: The fraction of skies that are inconsistent with isotropy at the 10% level.
Figure B.1: Least isotropic sky compared to average isotropic metric.
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Figure B.2: Least isotropic sky (top) compared to average isotropic sky (bottom) for
the SS metric.
Figure B.3: Least isotropic sky Poissson values by bin.
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Figure B.4: Distribution of Σp for isotropic skies and for the least isotropic test sky
(indicated by the red line). Each plot is the Σp frequency distribution (number of
skies versus Σp. Please note that the bottom two plots are mis-labeled on the vertical
axis. The plots (clockwise, starting from top right) are for the metrics: 2pt,Rayleigh,
SS, R2.
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Figure B.5: Least isotropic sky compared to average isotropic metric.
Figure B.6: Least isotropic sky (top) compared to average isotropic sky (bottom) for
the SS metric.
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Figure B.7: Least isotropic sky Poissson values by bin.
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Figure B.8: Distribution of Σp for isotropic skies and for the least isotropic test sky
(indicated by the red line). Each plot is the Σp frequency distribution (number of
skies versus Σp. Please note that the bottom two plots are mis-labeled on the vertical
axis. The plots (clockwise, starting from top right) are for the metrics: 2pt,Rayleigh,
SS, R2.
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Figure B.9: Least isotropic sky compared to average isotropic metric.
Figure B.10: Least isotropic sky (top) compared to average isotropic sky (bottom)
for the SS metric.
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Figure B.11: Least isotropic sky Poissson values by bin.
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Figure B.12: Distribution of Σp for isotropic skies and for the least isotropic test sky
(indicated by the red line). Each plot is the Σp frequency distribution (number of
skies versus Σp. Please note that the bottom two plots are mis-labeled on the vertical
axis. The plots (clockwise, starting from top right) are for the metrics: 2pt,Rayleigh,
SS, R2.
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Figure B.13: Least isotropic sky compared to average isotropic metric.
Figure B.14: Least isotropic sky (top) compared to average isotropic sky (bottom)
for the SS metric.
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Figure B.15: Least isotropic sky Poissson values by bin.
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Figure B.16: Distribution of Σp for isotropic skies and for the least isotropic test sky
(indicated by the red line). Each plot is the Σp frequency distribution (number of
skies versus Σp. Please note that the bottom two plots are mis-labeled on the vertical
axis. The plots (clockwise, starting from top right) are for the metrics: 2pt,Rayleigh,
SS, R2.
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Figure B.17: Least isotropic sky compared to average isotropic metric.
Figure B.18: Least isotropic sky (top) compared to average isotropic sky (bottom)
for the SS metric.
168
Appendix B. Anisotropy : Some Catalog Independent Methods
Figure B.19: Least isotropic sky Poissson values by bin.
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Figure B.20: Distribution of Σp for isotropic skies and for the least isotropic test sky
(indicated by the red line). Each plot is the Σp frequency distribution (number of
skies versus Σp. Please note that the bottom two plots are mis-labeled on the vertical
axis. The plots (clockwise, starting from top right) are for the metrics: 2pt,Rayleigh,
SS, R2.
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Figure B.21: Correlations for set ISOTROPY.60.0001
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Figure B.22: Correlations for set DIPOLEz.60.0001
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Figure B.23: Correlations for set IRAS0020.60.0001
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Figure B.24: Correlations for set VCVflat.60.0001
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Figure B.25: Interpretation of shape and strength metrics. Reproduced from [83].
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Figure B.26: Interpretation of shape and strength metrics. Reproduced from [83].
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B.3 Mock Signal Detection Efficiency
B.3.1 Section Overview
This section was originally published as [98].
The Type I and II errors for rejecting isotropic cosmic ray arrival directions are
discussed and calculated using the four metrics described in GAP-2008-081 applied
to 16 mock signal ensembles. We conclude that the resultant (R2) metric is a poor
identifier of anisotropy. The other metrics have high efficiency for some of the mock
signals and are correlated with each other. We explicitly study mock data sets of
three sizes (20, 40 and 60 events) that have been diluted with background events
such that the fraction of signal is 20%, 40%, 60%, 80% and 100%. We conclude that
both dilution and the total number of events dramatically effect the signal detection
efficiency.
B.3.2 Analysis
In this note we study 4 “metrics”[105] for measuring cosmic ray anisotropy: 2pt; the
standard two-point correlation function (i.e. see [106, 107]); Rayleigh; the modified
two-point Rayleigh metric (see [106, 107] and 3); Resultant; or R2 is a simple three-
point directional vector sum (a measure of spherical triangular area); and SS; or
Shape-Strength, a three-point metric derived from a principle component analysis
(i.e. see [109, 83, 84, 85]).
For a given set of CR arrival directions (a “sky”) and for each metric indepen-
dently we compute a pseudo-log-likelihood, ΣP , by comparing the test sky metric’s
3We note that this metric may be coordinate system dependent, see [108]. We use
the “+z choice” in galactic coordinates for the vector distance between events, where as
[106, 107] uses equatorial coordinates.
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to an ensemble of 2×104 isotropic skies with the same number of events and weighted
by the Auger exposure, see [105] for a detailed discussion. Each of the four pseudo-
log-likelihoods serves as the test statistic for testing the (null) isotropy hypothesis,
Hiso.
To weigh the effectiveness of a metric for rejecting isotropy in a given CR sky, we
are interested in the probabilities for two types of hypothesis testing errors[49]:
Type I The probability, α, of rejecting Hiso given that Hiso is true. This value is called
the significance and in practice it should be chosen a priori. In this analysis
we study two choices, α01 = 0.01 and α001 = 0.001, corresponding to the 1%
and 0.1% significance levels respectively4. For each metric the choice of α
corresponds to a unique ΣP ; we find the ΣP
α01(ΣP
α001) such that the ratio
of the number of isotropic skies with ΣP less than ΣP
α01(ΣP
α001) is α01(α001).
We use the 104 skies in the ISOTROPY ensemble described in Table B.4 to
determine the upper bound of the signal regions ΣP
α01 and ΣP
α001 .
Type II The probability, β, of rejecting Hiso (i.e. of accepting the mock signal hypoth-
esis Hsig) given that Hiso is false. This value is dependent on the choice of
Hsig and might be called the “efficiency of accepting” Hsig
5. By applying the
ensemble of each mock signal to each metric we estimate βα01(βα001) as the
ratio of mock signal skies with ΣP < ΣP
α01(ΣP < ΣP
α001) to the total number
of mock skies. As a heuristic measure we will describe a metric’s efficiency as
“good” if it is at least 90%, i.e. β & 0.90, and questionable if it is less than
about 90%.
In this study we compute the Type II error probability for each of the four metrics
4These values for α are chosen to be the same as the value used in [8] (α01 = 0.01) and
ten times smaller (α001 = 0.001).
5The quantity 1 − β is called the power of the metric for rejecting the signal
hypothesis[49].
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applied to all sixteen of the mock signal ensemble files described in Table B.4. See
FIGs. B.31, B.32, B.33 and B.34 for examples of the distributions of ΣP (for 60
event data sets) used to compute ΣP
α01 and ΣP
α001 . The resulting βα01 ’s and βα001 ’s
are plotted for each metric and each signal type in Figure B.27. The files with an
“ISO” suffix contain a mixture of mock signal and background events in each sky.
To explicitly study the effect that such a mixture has on β we separately construct
mock ensemble files in which each sky has a certain ratio, r, of signal events to the
total number of events,
{Mock Mixture Data} = r×{Mock Signal Data}+(1−r)×{Mock Isotropic Data},
(B.8)
with r = 0.2, 0.4, 0.6 and 0.8. We use four mock signal types, DIPOLEz, QUADRAPOLEx,
VCV0020 and VCVflat0020 and each file contains 104 skies with sixty events per sky.
Notice that because our metrics use all triplets or doublets in a given sky the mixture
ΣP distributions are not a simple sum of the signal and isotropic ΣP distributions.
See Figure B.28 for the efficiencies for detecting anisotropy in these diluted mock
signal skies.
Detection efficiency is also strongly effected by the most important number in
all of CR astronomy; the number of (high energy) events in a sky 6. The effect can
be similar to those of signal dilution in that the detection efficiency is decreased.
With this in mind we perform a study similar to that described in previous para-
graph except that we (separately) use twenty and forty events per sky. We use four
mock signal types, DIPOLEz, QUADRAPOLEx, VCV0020 and VCVflat0020 and
each file contains 104 skies. See Figure B.29 and Figure B.30 for the efficiencies for
detecting anisotropy in the twenty and forty events-per-sky diluted mock signal skies
respectively.
6Under the ridiculous assumption that Auger was built solely for ultra-high energy CR
astronomy, each of the twenty-seven events used in [8] cost ∼ $3.5× 106.
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ISOTROPY Isotropy weighted by exposure (like the rest of the
cases!).
DI/QUADRA/OCTU-POLE Either a dipole, quadrapole or octu-pole pointing
in either the +z or +x direction in equatorial co-
ordinates. For DIPOLEzn see [102].
FiveEll10-10-25ISO See [102].
FiveEll15-5-25ISO See [102].
IRAS0020-10ISO See [102].
IRAS0020-ISO 30 events coming from ISOTROPY, 30 events from
IRAS redshift zmax ≤ 0.020. Weighted by 1/z2
and selection function. NO IRAS MASK. Angular
randomization: 2D-Gaussian, σ = 3o.
VCV0020 60 events from VCV zmax ≤ 0.020. Weighted by
1/z2. Angular randomization: 2D-Gaussian, σ =
3o.
VCV0020-ISO 30 events coming from ISOTROPY, 30 events from
VCV zmax ≤ 0.020. Weighted by 1/z2. Angular
randomization: 2D-Gaussian, σ = 3o.
VCVflat0020 60 events from VCV zmax ≤ 0.020. NO z weighted
(flat). Angular randomization: each CR is drawn
from a collection of 2D-Gaussian probability dis-
tributions centered at the catalogue sources, with
σ = 3o.
VCVflat0020-ISO 30 events coming from ISOTROPY, 30 events from
VCV zmax ≤ 0.020. NO z weighted (flat). Angular
randomization: each CR is drawn from a collection
of 2D-Gaussian probability distributions centered
at the catalogue sources, with σ = 3o.
Table B.3: A reproduction of the list and description of the 16 mock files provided
by [102] and used in this study. Each of these mock files consists of 104 skies of 60
events each. The files with an “ISO” suffix contain a mixture of mock signal and
background events in each sky. Sky plots of these ensembles can be found at [110].
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B.3.3 Observations
The efficiencies for each of the four metrics and all 16 mock signal ensembles (see
Table B.4) are the first primary result of this note and are plotted in Figure B.27. We
note as a code/consistency cross-check that the ISOTROPY ensemble is consistent
with Hiso, i.e. β ≈ 0%. For 60 event data sets, all of the metrics are poor (β . 50%)
at detecting DIPOLEx, DIPOLEzn, OCTUPOLE, OCTUPOLEx, IRAS0020-10ISO,
IRAS0020-ISO and VCVflat0020-ISO. Both DIPOLEz and DIPOLEx favor the 2pt
metric, though DIPOLEx is the more difficult of the two to detect. The VCV0020
and VCVflat0020 mock signal ensembles favor the Rayleigh and SS metrics. Gen-
erally speaking, where one method is good (β & 90%) so is another; the metrics
are correlated. The exception to this generality is the VCV0020-ISO mock signal
ensemble where the shape strength metric is good, while the other metrics are not
as good.
We explicitly study the effect that signal dilution of a 60 event sky has on β in
Figure B.28. We notice, as expected, that as the amount of signal is increased, the
efficiency also increases monotonically. Diluting the signal dramatically decreases
the efficiency of detection, i.e. β . 60% for nearly all the studied ensembles. The
2pt, Rayleigh and SS metrics can, however, detect the mock signal VCV0020 with
∼ 90% efficiency with only 60% of the events in each (60 event) sky being mock
signal events. We notice that the VCV0020-ISO and VCVflat0020-ISO mock signal
ensembles contain an even mixture (r = 0.5) of signal and background events and
that the efficiencies for these signal types plotted in Figure B.27 are consistent with
those plotted in Figure B.28.
By comparing and contrasting FIGs. B.28, B.29 and B.30 we can get qualitative
information about how the total number of events in a sky (equal to 60, 40 and 20
events respectively) can effect the signal detection efficiency. We notice that only
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the VCV0020 is detectable with twenty events in a sky. The mock signal types
VCVflat0020 and DIPOLEz need both large numbers of events (40 to 60) and high
signal purity (r & 80%). The QUADRUPOLEx signal type can possibly be detected
either with large statistics (60 events) but r < 80% signal purity or with modest
statistics (40 events) and fairly high (r & 80%) purity.
We notice that there is a trade-off between α and β; a smaller a priori choice
of α (that is, a higher level of confidence for rejecting Hiso) will result in a smaller
efficiency β of accepting a given mock signal type. An example of this can be seen in
the efficiencies of the SS metric for detecting the VCV0020-ISO signal type, plotted
in Figure B.27, where βα01 & 95%’s but βα001 . 80%.
B.3.4 Conclusion
Both the Type I and Type II errors probabilities are relevant for weighing one metric
against another. The first is chosen a priori and defines the signal region for ΣP .
One desires the metric that gives the most narrow isotropic distribution so that the
signal region is as large as possible. The second gives the efficiency of detecting a
specific type of anisotropy. It is highly dependent on the type of anisotropy being
tested (Hsig) and it therefor has the potentiality, when used with multiple metrics,
for discriminating possible signal scenarios in the actual (and sole) observed arrival
directions data set. Thus, it is desirable to choose a metric such that its distribution
of ΣP has little overlap with the isotropic ΣP distribution and, thus, a large efficiency
β. See FIGs. B.31, B.32, B.33 and B.34 for examples of the distributions of ΣP
and determination of the signal regions. The median p-valueused by the anisotropy
working group[102] reflects some combination of Type I and II errors.
An important conclusion to draw from this analysis is that both signal purity
and the total number of events can dramatically effect the signal detection efficiency.
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We note that the Resultant metric is poor for detecting all the mock signals, i.e.
β . 80%, and it will be dropped from further consideration. We also wish to
emphasize from the analysis of the diluted mock signals that when the signal to noise
ratio r & 50% we can expect that “VCV-like” CRs should be identified with β & 50%
by the 2pt, Rayleigh and SS metrics for sixty events data sets. Furthermore this
study points to the need for Northern Auger (with ∼ 8× the aperture of Auger
South) to have high detection efficiency for a broad range of possible anisotropic
signals.
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B.4 Post August 2007 Data Analysis
B.4.1 Section Overview
This section was originally published as [101].
In this note we apply the methods we have previously investigated[97, 98, 99, 100]
to data collected after the cutoff date for the Science publication[8, 9] and through
Oct. 31, 2008. We present possible interpretations of the collected data. While
there are examples of anisotropy in PAO data, the strongest conclusion that can be
reached to date is that we need more data, as the anisotropy tests in the current
data set are subject to large statistical fluctuations.
In previous GAP notes we have described four anisotropy search techniques[97,
99], studied their sensitivity to various diluted toy signal types[98] and applied them
to PAO events arriving before August 31, 2007[100]. In this note we add fourteen
more months of data; up to October 31, 2008. Each anisotropy search method
(Two Point-2pt, modified ‘Chicago Rayleigh’-Rayleigh, Resultant-R2, and the Shape
Strength-SS) yields a p-value for rejecting isotropy. The reporting and interpretation
of these values for various subsets of the data is the primary focus of this note.
B.4.2 Data
We use CDAS Herald v4r62f[111] data with arrival dates between 1/1/04 and 31/8/08
(dd/mm/yy). For the event energy we use $39 ≡ CIC Energy with latest FD cali-
bration. We make awk style quality cuts on the Herald, $2>0 && $22 && (($26 &&
$36)||($23>1)), in addition to restricting the zenith angle7, $3>0 && $3<60. We
also check that the data does not fall within a bad period as defined in [112].
7The ‘standard’ cuts.
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The subsets of the Herald data studied in this note are illustrated in Figure B.35.
The inclusive data consists of the 20, 30, . . ., 80 most energetic events. We also study
a collection of exclusive subsets based on the energy ordered events; 4 sets of 20, 2
sets of 30 and 2 sets of 40. Particular attention is paid to the events with energies
exceeding 57EeV, of which there are 38. The 24 events with E ≥ 57EeV arriving
before 31/8/07 are called the “Pre” set and the 27 events arriving after 27/5/06 are
called the “Post” set. 8 Dividing the 60 most energetic events in half chronologically
yields two more subsets of the Herald data (here denoted “1st 30” and “2nd 30”).
This gives 17 subsets in total and they are (of course) correlated.
B.4.3 Results
Following the type of analysis done in [100] we calculate the p-values for the data
subsets described above.
Inclusive by Energy
Figure B.37 shows the p-values for the inclusive data sets. Some trends are clear. All
4 methods have their p-values drop from 20 to 30 events and drop again from 30 to
the 40 highest energy events. Furthermore, all four methods also have their p-values
rise from 60 to 70 and rise again from 70 to 80 highest energy events.
8The “Pre” and “Post” data sets include common events are in this sense not exclusive.
However, they are subsets of the data which are related to the three stages of data collection
which make up the current data set. There is the first set of scanned data, which is known
to be biased as it is based off a scan, the second set of data which is known to anisotropic
as it was the basis of the Science (1 %) result and the third set of data which is everything
after. The first and second set are combined to make the ‘pre’ data set and the second and
third are combined to make the ‘post’ data set. This is done because each by itself has too
few events to have any chance to show a significance, while combined these sets are large
enough to show a possible anisotropy. The penalty of this is a correlation which limits the
interpretation.
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Figure B.35: Schematic of the subsets of the data studied in this note. The asterisks
show the minimum energy and number of events for the inclusive data. The exclusive
sets are represented by the bins; blue circles for the 4 sets of 20, red squares for the
2 sets of 30 and yellow diamonds for the 2 sets of 40. The words show a time cut;
“All” shows the number of events greater than 57EeV between 1/1/04 and 31/8/08,
“Pre” those between 1/1/04 and 31/8/07 and “Post” those between 27/5/06 and
31/8/08.
If we apply a 1% test (as in [8, 9]) there is some evidence of anisotropy for events
with a minimum energy of a little over 50 EeV. In particular there are 5 p-values
that are smaller than 1%: the SS method for 40, 50 and 60 events and the Rayleigh
method for 40 and 60 events (the Rayleigh with 50 events is 1.2%). However, it
should be remembered that each of these data sets are correlated with each other as
well as including events that were found in the Science paper. From the work with
mock MC maps done in[97, 98], we expect that the SS method and Rayleigh method
have the best sensitivity to a variety of signals.
Exclusive by Energy
Figure B.38 shows the p-values for the exclusive (by energy) data subsets. Applying
a 1% test to these subsets yields two sets where there is evidence of anisotropy; the
40 most energetic events with the Rayleigh and S-S method.
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Exclusive by Time
Figure B.39 shows the p-values for the exclusive (by time) data subsets. Applying a
1% test to these subsets yields 5 subsets where there is evidence of anisotropy; “All,”
“Pre” and “1st 30” using the S-S method, and “Pre” and “1st 30” using the Rayleigh
method.
It should also be noted that all of these include the events which were scanned
during the initial search and are therefore biased. The ‘Post’ set (27 events) and
2nd 30 events include no scanned data and are not consistent with a 1% claim in
any method. There is over all very little independent evidence of anisotropy in these
data sets.
B.4.4 Interpretations
Isotropy + Signal
The most striking feature apparent in comparing of the exclusive and inclusive data
sets is that two exclusive data sets can have large p-values but when combined (in
an inclusive manner) the p-value decreases dramatically. For example, the top 60
events have nominally strong evidence of anisotropy with a very small p-value while
the individual 30 events sets do not. Given the previous work with the mock maps
this is not a total surprise[98] and the studies here give credence to idea that a real
signal could behave this way. It is important to note that since multiple combinations
of events have been examined, the p-values should be subject to an unknown penalty
factor.
A simple study was done to examine this naive p-value puzzle and the results are
shown in Figure B.36. The “1st 30” events (pss−-value= 0.5%) were combined with
30 events from an isotropic distribution and this was simulated 1000 times. Using the
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S-S method it is found that ∼ 7% of the generated p-values are as small or smaller
than the value obtained from the 60 most energetic events (“1st 30” + “2nd 30” gives
p = 0.3%). The other three methods have ∼ 3% of the generated p-values as small
or smaller than the value obtained from the 60 most energetic events. This suggests
that it is entirely possible that the 1st 30 events (which includes scanned data) and
an isotropic set of 30 events could produce a set of 60 events with a smaller p-value
then the initial 30 events. There is no strong evidence of anisotropy in any data
which does not include energy scanned data. This issue can be resolved only with
additional data.
Figure B.36: A histogram of the shape strength test p-values for 1000 skies of 60
events that consist of the “1st 30” events in addition to 30 events drawn from an
isotropic distribution. Approximately 7% of the generated p-values are as small
or smaller than the value obtained from the 60 most energetic events (p = 0.3%).
This is evidence that the data is consistent with the hypothesis that the “1st 30”
events (p = 0.5%) have a signal, “the 2nd 30” (p = 36%) events do not and yet the
combination still shows a stronger signal than the “1st 30” events alone.
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Mock Signals
Given that we have access to toy models of different types of signal, an interesting
question is how consistent is our data with these models? This is addressed in Ta-
ble B.4 using four diluted mock signal types: a dipole (DIPOLEz), a quadrapole
(QUADRUPOLEx) a toy signal generated using the redshift weighted VCV catalog
(VCV0020) and un-weighted VCV catalog (VCVflat0020). These four toy signal
types are considered with 4 dilution factors r: 20%, 40%, 60% and 80% signal frac-
tions. We use 104 skies with 60 events per sky and the data which these maps are
compared against are the 60 highest energy 60. We choose 60 events because the 60
most energetic Herald events have a p-value smaller than the most energetic 20 or
40. 9
We judge the toy signal types based on the fraction of mock MC maps that have
smaller p-values than the data (are more anisotropic then the data). For example, if
99.0% of the mock maps from a particular signal have a smaller p-value than the data
then this would suggest that the data did not come from this distribution. It should
be noted that these models have many assumptions – magnetic field distributions,
source redshift distributions and source strength distributions to name a few – and
so this only shows a ‘proof of principle’ that it is possible to eliminate models in this
manner. The numbers reported are not an true limit.
B.4.5 Conclusions
Using the shape-strength method the events with E ≥ 57EeV arriving between
1/1/04 and 31/10/08 have a p-value of 0.4%, consistent with the 1% result published
9Thus, the results presented should have a penalty factor included as this is a biased
manner in which to select events. The question on what selection should be chosen is not
simple and will not be dealt with here.
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Fraction of pMC ≤ pdata
Mock Type r = 20% r = 40% r = 60% r = 80%
DIPOLEz 0.0114 0.0509 0.2030 0.5502
QUADRUPOLEx 0.0244 0.2020 0.6548 0.9608
VCV0020 0.0820 0.6744 0.9895 1.00
VCVflat0020 0.0151 0.0963 0.3530 0.7274
Table B.4: This table shows a comparison of certain models (with varying signal
fraction r) to the 60 most energetic events. The VCV0020 model seems to be ruled
out at a fraction of 80% signal (all mock files have a smaller p-value) and even 60%
fractions seem unlikely (98.9 % smaller). None of the other models seem ruled out,
although the quadrapole 80% is unlikely.
by Auger[8, 9]. When the scanned events are removed from this sample, however, the
p-value increases to 22% which is certainly not consistent with the claim of anisotropy.
Scanning the exclusive subsets in Figure B.37 a minimum p-value (0.2%) is found
for the 50 most energetic events (E ≥ 52.2EeV) using the S-S method. For the 60
most energetic events we get p = 0.3%. The 30 highest energy events give p = 24%
and the next 30 by energy give p = 28%. Dividing the 60 chronologically the 1st 30
events give p = 0.5% and the 2nd 30 events give p = 36%. When combining the “1st
30” events with 30 events from an isotropic distribution (and simulating 1000 times)
it is found that ∼ 7% of the generated p-values are as small or smaller than the value
obtained from the 60 most energetic events.
Taken as a whole, the evidence in this note suggests that data sets as small as
30 events are sensitive to noise and have unstable values and this conclusion is only
made much stronger by the toy signal studies[98]. Furthermore, in order to find
a (real) physical signal, a larger data set is needed reduce the importance of these
fluctuations.
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Methods
p-value (%)
Data Set Emin/EeV 2-Pt Rayleigh R
2 S-S
Top 20 70.6 59.605 6.485 47.885 27.170
Top 30 63.0 16.965 2.155 18.720 24.135
Top 40 55.8 4.990 0.745 12.865 0.570
Top 50 52.2 9.865 1.185 16.720 0.160
Top 60 51.2 3.260 0.570 6.250 0.345
Top 70 47.8 16.635 3.345 16.375 3.735
Top 80 45.1 27.290 14.350 16.430 25.920
Figure B.37: The p-values of the four methods applied to the 20, 30, . . ., 80 highest
energy events for data through October 31, 2008. In the plot the 20 highest energy
events are on the right and the 80 highest energy events are on the left. The right
most column of the table is the energy in EeV of the lowest energy event in the subset.
There appears to be a minimum in the probability between 40 and 60 events. It is
possible with less then 40 events the statistics are simply not sufficient to see a signal.
On the other hand at 70 events the probability goes up, this could be evidence of the
signal vanishing because it becomes isotropic at lower energies. It should be noted
that all of these data sets are correlated with each other.
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20
1-20 144-68.4 27.170 6.485 47.885 59.605
21-40 68.4-55.8 12.530 6.425 22.420 8.340
41-60 55.6-51.2 6.760 18.175 25.175 97.460
61-80 51.2-45.1 62.525 93.365 81.715 55.180
30
1-30 144-62.4 16.965 2.155 18.720 24.135
31-60 62.4-51.2 18.530 6.510 28.485 28.340
40
1-40 144-55.6 4.990 0.745 12.865 0.570
41-80 55.6-45.1 85.050 32.735 94.770 89.165
Figure B.38: The p-values of the four methods applied to the exclusive by energy
data subsets. The plot labels are the same as those in Figure B.37. The first row of
the table, for example, shows the numerical values obtained for the 20 most energetic
events, the second row shows the values for the next 20 events (by energy) and so
on.
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All Time Pre-310806 Post-270506 1st 30 2nd 30
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
log10 p
p-value (%)
Data Set Emin/EeV 2-Pt Rayleigh R
2 S-S
All 57.6 9.645 1.400 15.735 0.445
Pre 57.6 9.250 0.550 10.335 0.185
Post 57.6 12.560 3.820 14.105 22.010
1st 30 51.2 5.290 0.405 12.415 0.495
2nd 30 51.3 15.275 11.540 7.670 35.850
Figure B.39: The p-values of the four methods applied to the exclusive by time
data subsets. “All” is for all of the38 events with E ≥ 57EeV, “Pre” is for the
24 events before 31/8/07 and “Post” is for the 27 events after 27/5/06 (note that
“Pre” and “Post” are not independent sets). The 1st 30 events are the first 30 events
chronologically of 60 most energetic events. The 2nd 30 events are the last 30 events
chronologically of 60 most energetic events.
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