A fundamental question in neuroscience is how the brain transforms visual signals into accurate three-dimensional (3-D) reach commands, but surprisingly this has never been formally modeled. Here, we developed such a model and tested its predictions experimentally in humans. Our visuomotor transformation model used visual information about current hand and desired target positions to compute the visual (gaze-centered) desired movement vector. It then transformed these eye-centered plans into shoulder-centered motor plans using extraretinal eye and head position signals accounting for the complete 3-D eye-in-head and head-on-shoulder geometry (i.e., translation and rotation). We compared actual memory-guided reaching performance to the predictions of the model. By removing extraretinal signals (i.e., eye-head rotations and the offset between the centers of rotation of the eye and head) from the model, we developed a compensation index describing how accurately the brain performs the 3-D visuomotor transformation for different head-restrained and head-unrestrained gaze positions as well as for eye and head roll. Overall, subjects did not show errors predicted when extraretinal signals were ignored. Their reaching performance was accurate and the compensation index revealed that subjects accounted for the 3-D visuomotor transformation geometry. This was also the case for the initial portion of the movement (before proprioceptive feedback) indicating that the desired reach plan is computed in a feed-forward fashion. These findings show that the visuomotor transformation for reaching implements an internal model of the complete eye-to-shoulder linkage geometry and does not only rely on feedback control mechanisms. We discuss the relevance of this model in predicting reaching behavior in several patient groups.
Introduction
Reaching out for a seen target requires a transformation of visual information into motor commands suitable for the arm. There are several stages involved in this transformation. First, the brain must construct an early internal representation of hand and target position relative to the line of sight and from binocular vision. Second, hand and target position in this early internal representation must be compared and transformed into a code that is independent of the line of sight and adapted to specify the desired reach relative to the effector. Third, the dynamic muscle contractions to move the arm have to be generated from this effector-related desired movement vector. Here, we will investigate the geometric issues related to the second stage, that is, the three-dimensional (3-D) aspects of the visuomotor transformation for reaching.
It is thought that the posterior parietal cortex (PPC) represents the position of objects in space relative to their location on the retina (Batista, Buneo, Snyder, & Andersen, 1999; Crawford, Medendorp, & Marotta, 2004) . This is called a gaze-centered representation of the visual environment and depends on the orientation of the eyes and the head (Medendorp, Goltz, & Vilis, 2005; Medendorp, Goltz, Vilis, & Crawford, 2003; Pouget, Ducom, Torri, & Bavelier, 2002) . Substantial evidence has been amassed suggesting that these gaze-centered codes are spatially updated across eye movements (Henriques, Klier, Smith, Lowy, & Crawford, 1998; Khan, Pisella, Rossetti, Vighetto, & Crawford, 2005; Medendorp & Crawford, 2002; Medendorp, Tweed, & Crawford, 2003; Merriam, Genovese, & Colby, 2003) and play an important role in the memory of reach targets and movement planning (Batista et al., 1999; Buneo, Jarvis, Batista, & Andersen, 2002; Crawford et al., 2004) .
To generate a reach, it is necessary for the brain to compare the current hand and target positions within the same frame of reference ( Figure 1A ) to compute the desired movement vector. Although many studies address this topic, not much is known about how gaze-centered parietal signals are transformed into shoulder-centered frontal signals or how the comparison between hand and target position occurs. If this comparison was done in shouldercentered coordinates, the gaze-centered parietal signals would first have to be transformed into shoulder-centered coordinates by combining them with current eye and head positions (Henriques et al., 1998; Snyder, 2000; Soechting, Tillery, & Flanders, 1991) . However, it has recently been shown that hand position signalsVeven in the absence of visionVare represented in gaze-centered coordinates within PPC ( Figure 1B ; Buneo et al., 2002) . This has led to the suggestion that the hand-target comparison takes place in gaze-centered coordinates at the level of PPC Batista et al., 1999) .
However, even if both the hand and target are represented and compared in gaze-centered coordinates, this gazecentered code must still be transformed into a shouldercentered plan for the desired reaching command in 3-D space to be accurate (Crawford et al., 2004) . The projection of visual targets onto the retina depends not only on the direction of gaze, but also on behavioral constraints such as Listing's law (Hepp, 1990; von Helmholtz, 1867 von Helmholtz, /1924 Westheimer, 1957) and Donders' law (Crawford, MartinezTrujillo, & Klier, 2003; Donders, 1848; Tweed, 1997) , which establish the complete 3-D orientation of the eyes and head for a given viewing direction (Tweed, 1997) . These orientations determine both the spatial pattern of retinal stimulation for a given visual target and the geometric relationship between this retinal input and the desired hand movement vector required to reach toward the target. This is further complicated by the fact that the centers of rotation of the eye, head, and shoulder do not align and shift relative to each other with each head rotation (Henriques & Crawford, 2002; Henriques, Medendorp, Gielen, & Crawford, 2003) .
In an approach based on the geometry of translations, a Bdirect transformation model[ that does not take eye-head rotations into account would render the remaining sensorimotor transformations somewhat trivial because movement vectors in eye-, head-, or shoulder-centered coordinates would all be equivalent . However, in the real world where these bodies rotate as well as translate, the representation must be different in each of these frames in order to specify an invariant position in space (Crawford et al., 2004) . To date, no one has modeled the implications of this for the neural control of hand movements, so it is not known how quantitatively important these transformations are for ordinary reach movements.
An implicit or explicit shoulder-centered representation of the motor plan is eventually needed because the shoulder is the insertion point of the arm and the arm movement direction must be specified relative to the spatial position and orientation of the shoulder. Such a reach plan is possibly encoded in the premotor (PM) cortex ( Figure 1B ). This hypothesis is consistent with findings that show a representation in PM of wrist movement direction in space independent of wrist orientation (Kakei, Hoffman, & Strick, 2001 , 2003 Scott, 2001 ), a gradual transformation of shoulder-centered to The gazecentered visual input has to be transformed into a shouldercentered reach plan taking into account the complete body geometry, including eye and head orientation. (B) Schematic representation of the human brain areas involved in the visuomotor transformation process. VC: visual cortex; PPC: posterior parietal cortex; CS: central sulcus; PCS: precentral sulcus; S1: primary somatosensory area for arm movements (proprioception); M1: primary motor cortex area for arm movements; PMv: ventral premotor cortex; PMd: dorsal premotor cortex.
muscle related coordinates between PM and the motor cortex (Crammond & Kalaska, 1996; Graziano, Hu, & Gross, 1997; Kalaska, Scott, Cisek, & Sergio, 1997) , and an independence of many visual receptive fields with respect to eye position in PM (Fogassi et al., 1996) .
In the field of robotics, it is commonplace to model the 3-D transformations required to guide an effector by a sensory input. Surprisingly, the visuomotor transformation for reaching from gaze to shoulder-centered coordinates in human or nonhuman primates has never been modeled in its whole complexity. Comparable transformations have been modeled for the much simpler oculomotor system with considerable success for behavioral and physiological predictions (Crawford & Guitton, 1997; Crawford, Henriques, & Vilis, 2000; Dieterich, Glasauer, & Brandt, 2003; Glasauer, 2003; Glasauer, Dieterich, & Brandt, 1999; Klier, Wang, & Crawford, 2001; Quaia, Optican, & Goldberg, 1998; Tweed, Haslwanter, & Fetter, 1998) , but no such models exist in the arm movement control literature. Without these foundations, many of the assumptions and hypotheses held in current concepts of motor planning and control cannot be formally tested. In addition, none of the previous studies have examined the implications of the visuomotor transformation for reach depth, that is, the radial distance from the body.
In natural reaching behavior, feed-forward computations of the desired movement are combined with feedback control during the motor execution stage (Desmurget & Grafton, 2000) . Here, we propose a theoretical framework describing the early, feed-forward 3-D visuomotor transformation for reach planning before feedback control is implemented. We describe the nonlinear (Pouget & Sejnowski, 1997) geometrical computations that the brain has to perform in order to convert gaze-centered reach plans into shoulder-centered motor vectors. This model accounts for the spherical shape of the retina and the complete 3-D properties of eye and head rotations (including their interaction). We performed a reaching experiment to test the model's principal predictions, that is, that eye orientation, head orientation, eye-head-shoulder linkage, and related nonlinearities are taken into account by the brain. This first 3-D model of the early visuomotor transformation for reaching is potentially the starting point for more complex and physiologically realistic models and may also be useful to study the impaired system in patients.
Methods

General mathematical approach
We modeled the early 3-D visuomotor transformation for reach movements with respect to different 3-D eye and head configurations. We assumed that both the reach target and the current hand position are coded in gaze-centered coordinates Vetter, Goodbody, & Wolpert, 1999) . Therefore, we first projected the actual hand position and the desired reaching target position onto the spherical retina, and we compared these in retinal coordinates to compute the gaze-centered Bmotor error command[ for the reach plan (Figure 2 ). Based on current knowledge from psychophysical studies, we used a single 3-D (cyclopean; e.g., Khokhotva, Ono, & Mapp, 2005; Ono & Barbeito, 1982) retinal Bmotor error[ command. This 3-D retinal error was computed from a two-dimensional (2-D) angular difference between target and hand positions and includes a third component, that is, the radial distance between hand and target to specify depth. Including the radial distance into the retinal motor error allowed us to analyze the depth component of the visuomotor transformation for arm movements.
The second, much more complex step consisted of using the gaze-centered reach plan to calculate the motor plan in shoulder-centered coordinates. Figure 2 shows schematically how we computed the visuomotor transformation. The model transforms the retinal desired movement vector into a shoulder-centered motor plan, using extraretinal signals of eye and head orientation and an internal model of the eye-head-shoulder linkage geometry. This transformation consisted of stepwise rotations and translations of the movement vector along the body joints (Figure 2 , green arrows). For example, the retinal desired movement vector was first rotated by the inverse of eye-in-head position to provide an eyecentered, head-fixed motor plan (Figure 2 ). (Note that Bcentered[ indicates the location of the origin of the reference frame, whereas Bfixed[ describes the orientation of the axes.) This motor plan was then translated to the head-on-neck attachment point.
The offset between the centers of rotation of the eyes, head, and shoulder corresponds to the translational part of the reference frame transformation. The translational component, however, only has an effect if rotations are taken into account, for example, when the head rotates, the eyes translate in space. If such rotations did not occur, movement vectors would be invariant to translation, but this is not how our anatomy works. These operations were repeated until a shoulder-centered, shoulder-fixed motor plan was obtained (Figure 2 ; we simply called this a shoulder-centered motor plan). Because we assume that both hand and targets locations are initially coded in gazecentered coordinates, transforming the desired movement vector is equivalent to transforming the hand and target locations separately.
In order to develop a quantitative index of compensation for extraretinal signals (i.e., to analyze to what extent the brain accounts for extraretinal signals), we also computed predictions when eye and head rotation signals were not used (i.e., rotation angles were set to 0-, Figure 2 , red dashed arrows; predictions used in Figures 4, 5, 6, 7, and 10) or when the offset between the centers of eye and head rotation was ignored (Figure 2 , red dotted arrows; predictions used in Figure 9 ). This allowed us to create compensation indices ranging from zero (no compensation) to one (full compensation). The output of the visuomotor transformation computation was a hand movement vector in Cartesian shoulder-centered coordinates. We used these predictions to evaluate the importance of the different components and to assess to what extent extraretinal information was used in the 3-D visuomotor transformation. In the Discussion section, we will consider the possible significance of these variations in testing clinical populations.
The model was implemented using Clifford's dual quaternion formalism for a unified mathematical description of translations and rotations (Clifford, 1873; Study, 1891) . Dual quaternions are usually used in robotic control (Angeles, 1998; Perez & McCarthy, 2004) and image processing (Juttler, 1994) because of their advantageous mathematical (Clifford, 1873; Study, 1891) and numerical properties (Aspragathos & Dimitros, 1998) .
More important, the use of dual quaternions enabled us to combine the benefits of quaternions for the 3-D rotational geometry with a translation operation necessary in our model. In the dual quaternion formalism, any combined translation-rotation operation Q i can be written as a rotation of angle E i around the rotation axis r 
The translation length d i corresponds to the offset of the centers of rotation between eyes, head, neck, and shoulder. The detailed structure of the dual quaternion operator is described in Appendix A. These computations allowed us to build any reference frame transformation as a combination of translations and rotations of body segments. A chain of serial transformations was performed by the dual quaternion multiplication. As a result, we computed the complete linkage geometry as the quaternion product of individual translations and rotations for each body link i:
It should be pointed out that our model describes the early aspects of the reach plan, that is, the visuomotor transformation that is performed to convert gaze-centered desired movement vectors into shoulder-centered motor plans. A later motor execution step is required to translate the shoulder-centered motor plan into the actual musclebased arm movement commands dealing with the kinematic and dynamic properties of the arm and this has been described elsewhere (Todorov, 2000) .
Model details
Eye-in-head position followed Listing's law (Hepp, 1990) , that is, the rotation vector r Y of the eye with respect to the head lies in a plane (Listing's plane), as described elsewhere (Tweed, 1997) . In dual quaternion formulation, this is
where Q L is the Listing's law quaternion and Q PP is a quaternion defining the primary position of the eyes in the orbit. These quaternions are (Tweed, 1997 )
and
where g Y is the direction of gaze in space and Q LP is a quaternion that describes the gravity tilt of Listing's plane (see below). We also implemented the static vestibuloocular reflex (VOR) specifying that the eyes counterroll slightly for head rolls (rotation of the head toward the shoulder) and that the normal vector of Listing's plane may tilt with head tilt (rotation of the head around the earto-ear axis; Bockisch & Haslwanter, 2001; Haslwanter, Straumann, Hess, & Henn, 1992) . The latter is called the gravity pitch of Listing's plane.
Ocular counter j roll :
The dual quaternion representation for the ocular counterroll is
In our simulations, we used a tilt angle of Listing's plane for the head-upright position that was ! 0 = 5-and the gain for the gravity modulation of this tilt related to the pitch angle " p was c p = 0.05. The gain for the counterroll of the head-roll angle " r was c OCR = 0.05 (Bockisch & Haslwanter, 2001; Haslwanter et al., 1992 ). Listing's law is often believed to simplify the visual projections because it restrains the space of possible sensory inputs. However, this only applies to the generally considered much simplified version of Listing's law that does not take into account vergence or the static vestibuloocular reflex (sVOR).
For head-unrestrained movements, the stereotyped contribution of the head movement to the final gaze position depends on the axis of rotation, a behavior called Donder's law Tweed, 1997 ). Donder's law can be expressed in the dual quaternion formalism as follows (Tweed, 1997 ):
where the dot stands for the vector dot product and where
For the horizontal (H), torsional (T), and vertical (V) gain of the head contribution, we used the following values (Glenn & Vilis, 1992) :
Retinal stimulus positions were presented in degrees of angular eccentricity with respect to the fovea and also incorporated a depth component (radial distance). The retinal hand and target positions (that form the desired movement vector) were then transformed into a shouldercentered frame of reference, as described above. We used standard measurements for the linkage geometry (jointto-joint lengths): a shoulder length of 20 cm, a neck length of 10 cm, and a head-to-eye translation length of 15 cm vertically and 17 cm forward. Please refer to Appendix A and Supplementary Methods for details about the dual quaternion formalism.
Experimental procedures
To test to which extent extraretinal signals are taken into account by the brain, we asked seven human subjects to reach out in complete darkness to a remembered target position while fixating a small light-emitting diode (LED) with different head postures. Seven fixation LEDs were arranged at 0-, 25-, 35-, and 45-eccentricity on the oblique directions (45-from horizontal) of the first and second quadrant of the visual field with respect to straightahead viewing, that is, at upper-rightward and upperleftward positions. Five potential reaching targets were vertically aligned (6.25 cm vertical offset between each) 25 cm left of straight-ahead and the initial hand position was 25 cm to the right. Therefore, reach targets were located such that accurate movements were confined in the frontal plane. At the beginning of each trial, we asked subjects to place their hand at the initial position by touching an LED. A finger-mounted LED was illuminated to allow them to align their index finger to the initial position LED. Next, one of the fixation LEDs was randomly illuminated and subjects were asked to maintain fixation on this LED until the end of the trial. Once the eyes were aligned with the fixation LED, one of the reaching targets was briefly flashed (200 ms) and we asked our subjects to reach out in darkness to the memorized position of the target as soon as the flash appeared. The finger-mounted LED was extinguished at the same time as the flashed reaching target. Thus, both the finger and the reach target LEDs were briefly presented together so that subjects could entirely rely on the visual (gaze-centered) desired movement vector. Meanwhile, the computer activated a motor that physically removed the extinguished target in order to prevent tactile feedback about the subject's performance. Subjects reached from the right to the left using their right hand.
The experiment consisted of four different conditions. In the first condition, subjects reached with a head-restrained oblique gaze position. Their head was restrained in an upright position by a bite-bar. In the second condition, the subject's head was rolled in various positions; 30-counterclockwise (CCW), 30-clockwise (CW), 15-CCW, and 15-CW by rotating the bite-bar apparatus, and only the straight-ahead fixation target (0-) was presented. In the third (control) condition, the head was fixed upright and the only the straight-ahead fixation target was presented. The fourth condition was similar to the first condition but the head was unrestrained and subjects could move it freely. We tested both head-restrained and headunrestrained conditions because eye-in-space orientation (which determines the retinal projection of the targets) obeys different constraints in both conditions and because we could test different head contributions to the visuomotor transformation. In this first study, we were only interested in the main properties resulting from changes in eye and head positions. Therefore, we did not change the neck and shoulder geometry in our experiment. The 3-D position of one eye was recorded using a scleral search coil (200 Hz; Skalar, Netherlands) and the 3-D orientation and position of the head and the position of the right index finger were recorded using an Optotrak motion analysis system (200 Hz; NDI, Waterloo, Ontario, Canada).
Data analysis
In order to compare the model predictions to the behavioral results, we computed the predicted 3-D compensation from the model. The model used the measured eye and head positions from the experiments. The predicted 3-D compensation was the absolute amount of compensation needed, as predicted by the model (compared to the predictions when rotations of eye and head were ignored, i.e., set to 0-) using the measured eye and head orientations. Thus, the more extraretinal information used, the higher the 3-D compensation. We then compared the predicted 3-D compensation to the observed compensation from the behavioral experiment. The observed 3-D compensation was the dot product between the observed compensation vector and the predicted compensation unity vector. In order to ensure that this procedure was correct, we verified that there were no significant correlations between the movement errors and the gaze and/or head-roll angle in any condition (see Supplementary Figure 1 ). Similarly, we computed the remaining (orthogonal error) as the cross product between observed compensation vector and the predicted compensation unity vector.
The predicted initial movement direction in Figure 10 was computed as the angle between the motor vector predicted by the model and the motor vector predicted when eye and head rotations were ignored. For the observed initial movement direction, we calculated the angle between the measured directions of the initial component of the reaching movement and the movement vector as predicted by the model without eye-head rotations. The sign of this angle reflects the direction of the observed initial movement relative to the predicted movement direction. The initial component of the reach movement was defined as the vector that connected the hand position at hand movement onset with the hand position 100 ms after hand movement onset. This ensured the absence of any proprioceptive feedback (Calton, Dickinson, & Snyder, 2002) . The onset of the hand movement was detected by an absolute hand velocity threshold of 10 cm/s.
For the analysis of the reaching endpoints, we computed 95% confidence ellipsoids. To do this, we performed a standard principal component analysis (PCA) to find the eigenvectors of the mean-corrected reach errors, that is, the directions of maximal variance in decreasing order that formed the directions of our confidence ellipsoid. We then projected the reach errors onto those eigenvectors to obtain the contribution of individual reach errors in every direction of the eigenspace. After adding the previously removed mean back to the data now represented in the new eigenspace, we calculated the mean and 95% confidence limits of the reach errors along each eigenvector and obtained the location, orientation, and size of the 95% confidence ellipsoid.
Results
Model predictions
To gain better insight into the effects and nonlinearities involved in the early visuomotor transformation for reaching, we will describe the different components of the visuomotor transformation separately before making detailed predictions. First, it is usually assumed that gaze angle is the result of adding eye and head orientation angles. Although this is correct for targets at infinite distance, this is not the case for closer targets. As Figure 3A illustrates, the gaze angle for a fixation cross in space is different for different head positions, that is, eye + head m constant.
Therefore, to accurately reach out for a target viewed under different head orientations, the brain must take the translation between the centers of rotation into account. Second, eye (and head) rotations must be accounted for. This can easily be seen in Figure 3B , where the same retinal desired movement vector corresponds to two very different movements in space for different gaze angles. Note that these first two effects are intimately related to Listing's law because different head positions modulate Listing's law (through the static VOR) and different eye positions result in different amounts of Bfalse torsion[ around the line of sight, particularly in tertiary (oblique) positions.
Third, the projection of a spatial desired movement vector onto the spherical retina is inherently nonlinear. Figure 3C shows how the same movement vector translated in the frontoparallel plane produces very different retinal images, both changing the length and tilt of the retinal vector. Finally, Bfalse torsion[ due to Listing's law and the sVOR modulation of Listing's law change the tilt of the retinal desired movement vector. This is illustrated in Figure 3D for different head-roll angles (center part of panel D) and for different eccentric eye positions (outer parts of panel D). Note that in our model, ocular torsion relative to the head can be up to 8-. This is much smaller than the range of head-roll angles but nevertheless results in a significant effect on the visuomotor transformation.
The effect of the projection geometry has been analyzed previously (Crawford & Guitton, 1997; . Here, we focus on the effect of eye and head rotations as well as the offset between the eye and head rotation centers. (Note, however, that the projection geometry will interact with the extraretinal signal effect.) We investigated the use of the 3-D eye and head positions separately in our head-restrained and headunrestrained experimental conditions respectively. To specifically consider torsion/roll, we also tested subjects in a head-roll condition. Figure 4 shows predictions of the model with (green) and without (red) accounting for eye-head rotations for three typical situations. The model without rotation (red) uses a fixed mapping from hand motor error in eye coordinates to hand motor error in shoulder coordinates, that is, as if the eye and head orientations were at their straight-ahead Bprimary[ positions. By definition, this produces the same reaching motor commands as the full model (green arrow) for a straight-ahead gaze direction and an upright head position ( Figure 4A ). However, in any other viewing condition, for example, when gaze is offset from the primary position and/or the head moves, the model without rotations produces large reaching errors. This is because the same arm movement plan is predicted for the same (gaze-centered) motor error, irrespective of the actual eye-head position. Therefore, the spherical projection of the visual environment onto the retina gives rise to a 3-D tilt and scaling of the desired reaching vector during the direct gaze-centered to shoulder-centered transformation.
The importance of taking extraretinal eye-head position signals into account can be observed in Figures 4B and 4C for reaching movements toward peripheral targets viewed in oblique gaze positions and CW head roll around the straight-ahead axis, respectively. For example, for a 50-cm desired reaching movement (as shown in Figure 4) , the model produced almost 22 cm of errorVmainly in depthVin the case of a 35-oblique gaze angle (around 27-up and 27-left) if rotations were ignored (red). For a 20-CW head roll, the error in the reaching plan expected when ignoring rotations for the same 50 cm movement was 17 cm ( Figure 4C ). This illustrates the importance of taking 3-D eye and head rotations into account in the visuomotor transformation for reaching.
A more complete set of predictions across a number of oblique gaze shifts and head rolls can be found in Figure 5 . The model without rotations produced similar errors for head-restrained ( Figure 5A ) and headunrestrained ( Figure 5B ) oblique gaze shifts with contributions from all three spatial directions. Errors in reach distance (depth) arise because a desired gaze-centered movement vector is rotated as if the eyes and head were in primary position (when rotations are ignored in the model). As a consequence, the resulting shoulder-centered motor plan has a depth error.
In the head-roll condition (rotation around the straightahead y axis; Figure 5C ), only horizontal and vertical errors were predicted. The simulations of our model without rotations also point out the nonlinearity of the errorsVerrors that the brain must compensate for in order to optimize the reach plan.
Accounting for eye and head rotation
We compared our model's predictions with the natural behavior of seven human subjects by conducting a series of reaching experiments toward targets viewed in the visual periphery. We began by investigating whether the brain does indeed account for rotations of the eye and head. Figure 6 shows the typical reaching performance of a subject in the four experimental conditions: control (panel A), 45-oblique gaze (rightwards and up) with head restrained (panel B), 45-oblique gaze head unrestrained (panel C), and head roll (30-CCW; panel D).
The reaching movements predicted by the model when ignoring eye-head rotations toward the five potential targets are shown by the red arrows in the figure. These errors wereVobviouslyVnot observed in human behavior ( Figure 6, blue trajectories) . Despite a slight consistent leftward overshoot of the targets as well as a small systematic downward offset of reaching endpoints in this particular subject, reaching performance was reasonably accurate. In other words, subjects compensated for the 3-D nonlinear linkage structure of the body to achieve correct reaching movements. This is in accord with everyday experience, but we normally have visual and proprioceptive feedback about our movements (see below).
To further quantify the experimental data, Figure 7 compares the 3-D compensation (see Methods section) observed in subjects' reaching to the one predicted by the model (with and without taking eye-head rotations into account). The underlying rationale here is to quantitatively illustrate the importance of using extraretinal eyehead position signals and to investigate whether the brain sometimes uses an approximation of the complete 3-D reference frame transformation. If this was the case, we would expect the observed behavior to be intermediate between the model with and without rotation.
By definition, not taking rotations into account produces no compensation for the 3-D components of the visuomotor transformation (red line = slope of 0). In other words, this is the behavior that would result from using a gaze-centered movement plan to control a shouldercentered effector without further comparison with eye and head orientation. In contrast, our complete model accounts for those nonlinear components (green line = slope of 1). Thus, the slope of regression lines on actual data provides an index of compensation ranging from zero to one. The regression for the head-restrained condition ( Figure 7A ) provided a slope of 0.961 (R = .960, N = 490, p G .001; subject variability: slope = 0.92-1.03). In case of the head-unrestrained condition (Figure 7B ), the regression slope was 0.958 (R = .981, N = 420, p G .001; subject variability: slope = 0.93-1.02). For the head-roll condition ( Figure 7C ), we obtained a slope of 0.972 (R = .917, N = 350, p G .001; subject variability: slope = 0.91-1.07). All the slopes between the predicted and observed values were undistinguishable from 1 (t test, p 9 .05) and significantly different from zero (t test, p G .001) for all reaching conditions. This suggests that as far as our data can show, the brain does not use an approximation of the complete 3-D eye-head-shoulder geometry but instead accounts for the actual linkage configuration of the body.
Explaining the variability of reach
It is possible that the reach errors observed in the behavioral data reflect influences of task conditions. These in turn might reveal which reference frames were involved in movement planning. We performed two-way ANOVAs (Bonferroni post hoc test) on the reach errors of each subject. The two independent factors for the headrestrained/head-unrestrained and the head-roll conditions were reach target position and fixation position and reach target position and head-roll angle, respectively. Across all three spatial directions, there was no significant effect of these factors on reach errors (p 9 .10 in all comparisons) for all but one subject (Subject 2) who showed a significant influence of fixation position in the head-restrained condition (but not in the head-unrestrained or head-roll condition), F(6, 45) = 4.45, p G .05. This was essentially due to the 45-fixation position data, where errors were significantly different from reach errors during the straight-ahead fixation position for this subject.
To consolidate this detailed examination of the reaching endpoints, we fit 95% confidence ellipsoids onto the reaching errors (merging data for all reach targets) separately for each subject and each fixation or head-roll condition (see Methods section). The major axis of those ellipsoids was mostly oriented along the x axis (i.e., horizontally), but we did not observe any consistent modulation of the ellipsoid size, location, or orientation with fixation position or head-roll angle (see also Supplementary Figure 1) . These analyses confirm that the brain accounts for the complete 3-D linkage geometry of the eye-head-shoulder system in computing the visuomotor transformation for reaching. Our model uses extraretinal eye and head position signals in order to transform the visual movement vector into the motor vector in shoulder-centered coordinates. Because it is believed that extraretinal signals are noisy (Gellman & Fletcher, 1992; Li & Matin, 1992) , we investigated whether modifying our model to include noise might be able to explain some of the variability observed in the data. An extensive noise analysis is beyond the scope of this paper; however, to illustrate the principle we chose to analyze the effect of noisy eye position signals on the variability of the predicted reach and compare this variability to the data (Figure 8) .
We tried several hypothetical versions of a noisy visuomotor transformation (data not shown). Here, we only report the approach that proved most useful in modeling our data. For the simulations, we introduced two noise sources that were (1) a constant Gaussian noise level and (2) an eye-position-dependent noise where the noise level was scaled with the square root of the eye position angle independently for all three directions of rotation. We summed these two noise sources and then simulated the head-restrained experimental condition for the central reach target viewed under different eye positions (same oblique eye positions as in the experiment). For each eye position, we simulated N = 1,000 noisy visuomotor transformations and calculated the standard deviation of the predicted reach endpoint for all three spatial dimensions ( Figure 8A ). The closest match with the data ( Figure 8B ) was found under the assumption that initial hand position was not subject to this visuomotor transformation noise, perhaps due to a later comparison between hand and target position in shoulder-centered coordinates (see Discussion section).
The simulation data from Figure 8A predict that the depth component (Y) should show the least reaching endpoint variability. In addition, the oblique eye positions should result in an asymmetry of the vertical reach error variability. Finally, there should be the least variability at central fixations because of the eye-position-dependent noise component. The trend in our data ( Figure 8B ) confirms all three predictions. Thus, our analysis indicates that extraretinal signals in the brain are noisy and as a result part of the observed movement variability can be attributed to a noisy early visuomotor transformation.
Accounting for the offset of rotation centers
In addition to accounting for the rotations of body segments, a strength of the framework we present here is that it allowed us to analyze whether the visuomotor transformation takes the complete 3-D translation between the centers of eye and head rotation into account (Figure 2 , dotted red arrow). This is different from previous studies (Henriques & Crawford, 2002; Henriques et al., 2003) in that we investigated reaching movements to peripherally viewed targets (compared to pointing to mostly foveated targets) and also varied all three dimensions of head movements (previously, only horizontal rotations were tested). To do so, we simulated the errors that were predicted when the offset between the centers of rotations was ignored in the gaze to shoulder-centered transformation of the reach target (head roll: Figure 9A ; headunrestrained gaze position: Figure 9C ).
We then plotted the magnitude of the observed reaching error parallel to the predicted error as a function of the predicted error's magnitude. This is shown in Figure 9B for the head-roll and in Figure 9D for the head-unrestrained gaze condition. In the head-roll condition, there was no significant correlation between the observed errors and the errors predicted by ignoring translation ( Figure 9B , dashed regression line: slope = 0.136, R = .063, p = .278, remaining error = 6.28 T 2.89 cm). Similarly, the regression analysis did not show any significant relationship between the predicted and observed error in the headunrestrained condition ( Figure 9D , dashed regression line: slope = 0.200, R = .074, p = .312, remaining error = 5.14 T 3.68 cm). The observed reach errors were not significantly correlated with the errors predicted by the model when translation was ignored. Consequently, as suggested by Henriques and Crawford (2002) and Henriques et al. (2003) , this demonstrates that the visuomotor transformation takes the offset of the centers of rotation of different body segments into account.
Feed-forward versus feedback visuomotor transformation
We have shown that the movement endpoints were geometrically accurate, even without visual feedback. However, it is still unclear whether this resulted from a feed-forward visuomotor transformation because it is possible that the reaching movement could initially follow a model ignoring eye-head rotations and then use online proprioceptive feedback to correct for the errors in motor planning. This is physiologically plausible because PPC appears to be involved in online feedback guidance of reaching (Desmurget et al., 1999; Grea et al., 2002; Pisella et al., 2000) and receives proprioceptive feedback from the hand . If this were true, we would expect that the initial movement direction would follow the reach trajectory predicted when ignoring rotation.
To test this hypothesis, we computed ( Figure 10 ) the angle of the initial movement trajectory with respect to the movement direction when extraretinal eye-head signals are not used. This initial movement direction was computed before any proprioceptive feedback could reach the motor command (for details, see Methods section). It is apparent that despite the motor noise in movement direction, the initial movement direction did account for eye-head rotations (green line = slope of 1) and did not follow the prediction that extraretinal signals were ignored (red line = slope of 0). Here again, the regression line (dashed black line, slope = 0.929, R = 0.524, N = 1260, p G .001) was indistinguishable from a slope of 1 and significantly different from zero (t test, p G .001). Thus, the internal model of the early visuomotor transformation accounts for both the rotations and translations of the eyehead-shoulder linkage when planning a hand movement.
Discussion
We describe a quantitative geometrical model for the visuomotor conversion between a gaze-centered representation of the hand/reach target and a shoulder-centered desired reach plan. To demonstrate the potential and the necessity of such a model, we compared its predictions to simplified versions that ignore eye-head rotation or the translation between rotation centers. Our behavioral experiment showed that human subjects did not use such simplifications, but rather used a 3-D accurate visuomotor transformation. Their reaching trajectories accounted for nonlinearities resulting from the spherical projections of the targets onto the retina, from the different spatial locations of the rotation centers of the eyes and head, as well as from different eye and head rotations, which did not require visual and proprioceptive feedback control. This model describes the mathematical foundations to study pathologies that involve reaching impairments and for developing more complex physiological models.
Accounting for the complete 3-D body geometry
The behavioral examples in Figure 6 reveal the basic experimental results. Although the memory-guided arm movement trajectories showed certain errors such as noise, constant biases, and the Bretinal exaggeration effect[ (Bock, 1986; Enright, 1995; Henriques et al., 1998) , their accuracy was not affected by eye and head orientation. This means that the brain successfully transformed the gazecentered desired movement vector into a shoulder-centered reach plan (Figure 7) . These results confirm previous fragmentary results from visuomotor transformation and spatial updating experiments indicating that the brain completely accounts for the current geometrical state of the eye-head configuration (Crawford & Guitton, 1997; Henriques & Crawford, 2002; Henriques et al., 1998 Henriques et al., , 2003 Medendorp & Crawford, 2002; Soechting et al., 1991) . Compared to these previous studies, we analyzed goaldirected reaching, which potentially involves different mechanisms than the alignment of the finger with the line of sight, as this is the case for pointing (Henriques & Crawford, 2002; Henriques et al., 1998 Henriques et al., , 2003 Medendorp & Crawford, 2002) or the control of eye movements (Crawford & Guitton, 1997) . We also investigated the role of all degrees of freedom for 3-D eye and head movements instead of one-dimensional restrictions in those previous investigations. In addition, our study directly addresses the geometry of the visuomotor reference frame transformation problem without using remapping/updating. Overall, we were unable to find evidence for the use of any approximations of the complete 3-D body geometry. This was not only true for the rotational states but did also include translations between rotation centers (Figure 9 ). However, we draw these conclusions from a failure to disprove our null hypothesis and can therefore not exclude a small, undetected effect.
To what extent (if any) are different extraretinal signals (Lewis, Gaymard, & Tamargo, 1998) accounted for? One might imagine different weightings for signals coding eye and head rotations, for example, due to the difference in accuracy between efference copy and proprioception. In addition, it was also unclear whether the translational component of the rotation axes among eye, head, and shoulder is accounted for, as is the case for the VOR (Medendorp, Van Gisbergen, Van Pelt, & Gielen, 2000) . Here, comparing our head-restrained and head-unrestrained data, we showed that both eye and head position information was used accurately, that is, the correlation coefficients were the same for both conditions. This suggests that efference copy and proprioception provide equally accurate position signals to the visuomotor transformation pathway. Note, however, that eye and head position information might have different precision. A more precise head position signal might explain why the scatter of data in Figure 7 is larger for the head-restrained than for the head-unrestrained condition. Moreover, the similarities in reaching performance between the headrestrained and head-unrestrained conditions together with Figure 9 suggest that the translational component is correctly represented in the internal model.
Depth component of reaching
Our model allowed us to analyze the depth component of reaching. Our implementation of gaze-centered distance assumes that depth encoding (and decoding) in the brain is accurate. However, as mentioned before, errors in depth can arise if one ignores eye and/or head rotations. The reaching endpoints in our behavioral experiment revealed no such depth errors, suggesting therefore that not only is object distance encoded correctly, but also that it is accurately transformed. In the brain, depth coding might be performed with respect to the cyclopean eye (Khokhotva et al., 2005; Ono & Barbeito, 1982) . It has been proposed that angular eccentricity and radial distance information are computed separately and are recombined to form a single representation of the 3-D target (or hand) location in space in gaze-centered coordinates (Genovesio & Ferraina, 2004; Gnadt & Mays, 1995) . We hypothesize that this provides the basic input to compute a 3-D desired movement vector (used in our model), which is then transformed from gaze to shoulder-centered coordinates.
With regards to the encoding of depth, our model is based on the assumption that the brain possesses correct 3-D gaze-centered hand and target position information. As mentioned before, the 2-D cyclopean direction can be constructed by merging both retinal images (Ding & Sperling, 2006; Khokhotva et al., 2005; Ono & Barbeito, 1982) . How the brain extracts depth information form retinal and extraretinal signals remains, however, still controversial. Binocular retinal signals alone (Mayhew & Longuet-Higgins, 1982) as well as in combination with ocular vergence (Collewijn & Erkelens, 1990; MonWilliams, Tresilian, & Roberts, 2000; Richard & Miller, 1969; Ritter, 1977; Viguier, Clement, & Trotter, 2001) and/or accommodation and retinal blur (Mon-Williams & Tresilian, 1999 have been proposed to contribute to this calculation. However, none of these studies have considered the real eye-head geometry and spherical projection properties. In a recent theoretical study presented in abstract form, we suggested that early visual areas involved in the internal construction of the gazecentered 3-D target/hand position require full 3-D eye and head position signals and vergence in order to uniquely infer depth from binocular retinal information .
Reference frames in reaching
Unlike Lacquaniti (1997, 1998) , we did not find any evidence for an influence of a specific reference frame on the reach endpoints. This might to be due to differences in the experimental design between our study and McIntyre's publications. For example, McIntyre et al. (1997) used dim lightning and thus allowed for movement feedback and the use of external, world-fixed reference frames. In addition, in their study, reach targets within a block of trials were confined in a 2.5-cm volume (the same order of magnitude as the pointing error in their study), which suggests the possibility that subjects just recalled previous motor plans instead of performing the complete visuomotor transformation in each trial. The reference frame analysis in McIntyre et al. (1998) was based on local errors within this 2.5-cm target volume and did not reveal any particular reference frame for pointing errors. In addition, this latter study did not test different eye-head orientations. They tested subjects in a dim lightning and complete darkness condition, but even in complete darkness the errors seemed to arise from the actual movement dynamics, that is, due to inertial anisotropy of the arm, and not form a gaze-to shouldercentered reference frame transformation.
Although we did not find a modulation of reaching accuracy for different eye and head positions (Figure 6 ), we do report that extraretinal signals modulate reaching precision (Figure 8) . A simple signal-dependent noise modelVsimilar to the noise properties of real neuronsV was able to reproduce the main characteristics of the reaching endpoint variability across different eye positions. We can draw several conclusions from this observation. First, the extraretinal signals used by the brain to perform the visuomotor transformation seem to be prone to noise. Second, we could best reproduce the reaching variability pattern by assuming that initial hand position was not affected by noise. This suggests that the comparison between hand and target position could be performed within different parallel representations (e.g., gaze centered and shoulder centered). Because initial hand position can also be derived from proprioception, this position might not be affected by eye-position-dependent noise, but rather by a constant noise level related to proprioception (because initial hand position was constant in our experiment). This idea is consistent with findings reported elsewhere by Khan et al. (in press ). Finally, the fact that we were able to explain part of the reaching endpoint variability contradicts the current general belief in the field that movement variability exclusively results from the motor control stage. Instead we show here that at least part (i.e., the signal-dependent part) of the noise results from a noisy visuomotor transformation. As to the constant noise component, this likely results from at least two sources, that is, motor execution noise and initial hand position noise.
Theoretical considerations
In the model (Figure 2) , we compare hand and target positions in gaze-centered coordinates . Theoretically, the only important constraint for this target-hand comparison is the use of a common frame of reference (Shadmehr & Wise, 2005) . Whether the vector of motor error is computed in gaze-centered , head-centered (Duhamel, Bremmer, BenHamed, & Graf, 1997) , or shoulder-centered (Kalaska et al., 1997) coordinates, the same amount of information is required for the 3-D visuomotor transformation. Therefore, in real 3-D space, the complexity of the visuomotor transformation cannot be reduced by the choice of the reference frame for this comparison. In addition, the comparison could theoretically be done at multiple redundant stages, which could serve distinct purposes in different eye-hand coordination tasks.
A crucial issue for motor planning is that, due to the nonlinear properties of the linkage geometry (Pouget & Sejnowski, 1997) , a desired retinal movement vector cannot be treated independently of its point of attachment. This is, the neural properties do not only depend on the desired 3-D vector (e.g., movement direction and amplitude) but also on the location of the vector. Even 2-D representations of a motor plan in different reference frames are affected by 3-D geometry (Crawford & Guitton, 1997) and are therefore not sufficient to describe the complete early visuomotor transformation. Our model takes all these nonlinear issues into account.
Previous studies have shown that gaze-centered movement plans are accurately updated across eye movements because they take into account the rotational (Henriques et al., 1998; Khan, Pisella, Rossetti, et al., 2005; Medendorp, Goltz, et al., 2003) and translational components (Li & Angelaki, 2005) of body geometry. But this by itself does not produce an accurate shoulder-centered motor plan. Even if correctly updated, gaze-centered movement plans nevertheless still have to undergo a complete 3-D visuomotor transformation to convert them into shoulder-centered motor commands. Although the brain may acquire an internal geometrical representation of the distances between the body joints through learning (Davidson & Wolpert, 2003; Shadmehr, 2004; Shadmehr & Wise, 2005) , the current eye and head positions have to be deduced from extraretinal signals (Lewis et al., 1998) .
Our model used dual quaternions to describe the complete 3-D visuomotor transformation for reaching. However, it is unlikely that the brain actually makes use of the same formalism. We have recently shown that this visuomotor transformation can be computed with great accuracy in a feed-forward neural network that employs a distributed mechanism (Blohm, Keith, & Crawford, 2006 , 2007 . However, the underlying computations must remain the same to provide the same results. Another limitation of our model is that at its current stage we only implement feedforward operations and do not consider feedback control mechanisms. However, this is only a first step in modeling the visuomotor transformation for reaching; incorporating feedback loops will be an important future step.
Feed-forward versus feedback control
Our analysis of the initial movement direction (Figure 10 ) supports the existence of a feed-forward visuomotor transformation for reach planning. This does of course not exclude the presence of proprioceptive feedback mechanisms later in the movement (Pelisson, Prablanc, Goodale, & Jeannerod, 1986; Sabes, 2000) but demonstrates the early visuomotor transformation for reaching is geometrically correct (note that in our experiment, subjects did not have any visual or tactile feedback about their performance). Also, deviations from the perfect trajectory might of course arise from other factors (like the stiffness and anisotropy of the arm or cognitive aspects) that are independent of the visuomotor transformation geometry considered in this study. A geometrically accurate feed-forward visuomotor transformation is advantageous even in the presence of online movement adjustments because it reduces the computational requirements of the feedback control loop.
In our experiment, subjects could not use visual feedback of the hand during the reach, which is unusual in a more natural context. So the question arises, what is the need for such a complex transformation, if visual or proprioceptive feedback could normally be used to correct the errors in an imperfect transformation? First, there may be situations where visual feedback is indeed not possible, or is not optimal, for example when the image of the hand stimulates the peripheral retina and attention is entirely engaged on a foveated target. In this situation, a complete 3D transformation model frees the visual/oculomotor system to move on to other tasks instead of being tied to continuously comparing hand and target position. Second, visual and proprioceptive feedback are slow compared to fast arm movementsVby the time a rapid ballistic movement like a punch was over, it would be too late to correct. Third, even for slow movements, a nonoptimal transformation would constantly require corrections on top of other corrections, with only asymptotic convergence toward accuracy. Of course, visual feedback is needed in reach movementsVespecially when unexpected changes or obstacles occur (Hamilton & Wolpert, 2002; Sabes & Jordan, 1997; Schindler et al., 2004) Vand we believe that a completely optimal system uses both an optimal transformation and visual/proprioceptive feedback.
In order to investigate how different feedback loops are used in the dynamic control of a reach, one needs to build an integrated model that incorporates our geometrical transformations into the visual feedback control loop and that combines this with models that describe the generation of reach trajectories from shoulder-centered desired movement vectors and implementing lower level proprioceptive/efference copy feedback control (Todorov, 2000) . Testing such an integrated model under different geometrical configurations of the body in a dynamical environment should provide valuable insight into the relative contributions of these different control loops.
Neurophysiology and clinical relevance
Brain regions involved in the visuomotor transformation should be found in the visuomotor pathway between the parietal and frontal lobe ( Figure 1B) . The PPC appears to encode early motor commands in mostly gaze-centered coordinates (Batista et al., 1999; Crawford et al., 2004) whereas PM displays neural activity consistent with our notion of shoulder-centered coordinates (Caminiti, Johnson, Galli, Ferraina, & Burnod, 1991; Crammond & Kalaska, 1996; Fogassi et al., 1996; Graziano et al., 1997; Kakei et al., 2001 Kakei et al., , 2003 Kalaska et al., 1997; Scott, Gribble, Graham, & Cabel, 2001) . Furthermore, the parietal-frontal neural network has all the necessary signals (including 3-D visual inputs), and they are known to be modified by eye (Batista et al., 1999; BattagliaMayer, Caminiti, Lacquaniti, & Zago, 2003; Boussaoud, Jouffrais, & Bremmer, 1998; Mushiake, Tanatsugu, & Tanji, 1997) and head (Brotchie, Andersen, Snyder, & Goodman, 1995) orientation. One way the 3-D visuomotor transformation could take place is through eye and head position Bgain fields[ (Salinas & Abbott, 1995; Zipser & Andersen, 1988 ) that adjust the relative contributions of individual units so that the gaze-centered motor error command encoded in the PPC population is scaled and rotated (Pouget & Sejnowski, 1997; Salinas & Abbott, 2001) to provide the appropriate shoulder-centered motor error in the PM population. Alternatively, hand and target positions could be transformed independently into shoulder-centered coordinates and then combined at the level of PM, although this is not what the recent literature suggests . A combination of both mechanisms with multiple distributed comparisons of hand and target positions at different levels of the visuomotor transformation could also be a possibility and has been reported (Khan et al., in press ).
The visuomotor transformation could be coded implicitly through a distributed population mechanism (Pouget & Sejnowski, 1997; Salinas & Abbott, 2001) , as has been proposed for 3-D eye movements (Smith & Crawford, 2005) . This could explain the large networks that were found to be active during reaching movements (but not saccades) in functional magnetic resonance imaging studies (Connolly, Andersen, & Goodale, 2003; Diedrichsen, Hashambhoy, Rane, & Shadmehr, 2005; Medendorp et al., 2005; Medendorp, Goltz, et al., 2003) . Indeed, the role of many of those activated areas remains unknown. If they are indeed involved in the computation of the complete 3-D visuomotor transformation, we would expect neurons in these areas to show modulation for a series of signals related to the encoding of hand/target direction and distance.
Our model may aid in explaining reaching impairments that have been shown in neurologically damaged patients with lesions to the PPC (Battaglia-Mayer & Caminiti, 2002; Khan, Pisella, Rossetti, et al., 2005; Perenin & Vighetto, 1988) . In these studies, patients made systematic reaching errors toward targets presented in the hemi-field contralateral to the damage. showed that the errors were due to a damaged visuomotor transformation process and were unrelated to the visual memory of the targets, that is, these patients could accurately update memorized target positions though saccades, even if the target was presented in the contralesional hemi-field. Our model predicts that the combination of retinal target position and extraretinal eyehead orientation signals in the visuomotor transformation process is impaired in these cases where the reach target is represented in the damaged hemisphere; hence, we expect reaching errors to be biased toward a version of the model that ignores extraretinal eye-head positions.
More global error patterns would occur in patients with cerebellar damage (Battaglia et al., 2006; Haggard, Jenner, & Wing, 1994; Ranalli & Sharpe, 1986 ) that would prevent extraretinal signals about eye-head orientation from the cerebellum to reach the visuomotor transformation pathway in the parietal cortex. Similar global error patterns are expected in degenerative diseases involving PPC, for example, Alzheimer is known to affect the visuomotor transformation (Ghilardi et al., 1999 (Ghilardi et al., , 2000 Tippett & Sergio, 2006) . Finally, we predict that very young subjects (Konczak, 2004; Konczak & Dichgans, 1997 ) and especially patients with global or motor learning disabilities (McCloskey, 2004) will show some characteristics predicted by a version of the model without translation and/or rotation. In these cases, the brain might not have learned (yet) the visuomotor transformation for reaching in its whole complexity. Note that the errors simulated here when ignoring extraretinal signals represented the lack of several rotational transformations; in these various patient populations there may be a lack of certain specific components, and these errors can be predicted by simulating specific forms of our model. These cases of brain damage and developmental disorders provide an interesting field of application for our model. Table 1 summarizes our predictions of the possible effects or deficits of several neuropathologies on the early visuomotor transformations described by our model. In most of these cases, we do not expect simple effectsVlike completely missing parametersVbut rather that the precision or accuracy of certain variables will be degraded, for example, the head position signal might be erroneous or very noisy in the case of damage to the vestibular system.
Finally, recent research has attempted to directly use signals from neural recordings in the parietal cortex to drive a prosthetic arm in people with paralysis or who have brain damage (Chapin, 2004; Musallam, Corneil, Greger, Scherberger, & Andersen, 2004; Schwartz, 2004) . In the case of a gaze-centered encoding of hand and target position in PPC, our data show that in order to compute an accurate Bprosthesis-centered[ motor command (i.e., a shoulder-centered motor plan), it is necessary to account for current eye and head position. Therefore, a control algorithm for neural prosthetic devices needs to implement a model of the early visuomotor transformation that includes the complete eye-head geometry and will need to receive eye/head signals either intrinsically, from the recorded brain area itself (Brotchie et al., 1995; Snyder, Grieve, Brotchie, & Andersen, 1998) , or extrinsically, that is, from eye position recordings.
Conclusions
In summary, we have developed a model that describes the complete 3-D properties of the early visuomotor transformation for reaching. Extraretinal eye and head position signals are used in an internal model of the body geometry to compute an accurate reach plan. The behavioral reaching experiment confirmed that extraretinal eye and head rotation signals as well as an internal model of the linkage structure are geometrically accurately used by the brain. The experimental data supported a feed-forward computation of the desired reach vector that was evident even for the initial movement component of the reach trajectory, before feedback was available. We make suggestions about how and where this could be implemented in the brain. This paper provides a framework for future work uncovering the neurophysiology of this complex 3-D reference frame transformation that our brain constantly performs in everyday life.
Appendix A
A dual quaternion Q can be written as the sum of two quaternions Q and Q 0 , of which one is multiplied by a duality operator (, that is, Q = Q + (Q 0 , where Q describes the rotational component and Q 0 implements the translation operation. A dual quaternion can also be represented as an eight-dimensional vector, that is, 
A chain of translations and rotations can be expressed in the dual quaternion product
Dual quaternion multiplication has the following property:
where XY describes the simple quaternion multiplication (( 2 = 0). Simple quaternion algebra for rotations has been described elsewhere (Haslwanter, 1995; Tait, 1890; see Supplementary Methods) . A point in space p Y represented by the dual quaternion P = [1 0 0 0 0 p YT ] T can then be transformed with Q into another frame of reference, that is, P ¶ = Q P Q c , where the dual quaternion conjugate is Q c = Q c j (Q 0 c with the quaternion conjugate Q c . Using this formalism, we can describe the complete 3-D linkage between the eyes and the shoulder. The Clifford's dual quaternion formalism is only one of a number of formalisms describing translations and rotations in a unified framework. Other known alternative methods include Euler rotations and the homogenous coordinates formalism with the Denavit-Hartenberg convention used in robotic control. The choice of the actual mathematical framework is not crucial and the same results can be obtained using these alternative methods. However, the major advantage of the use of dual quaternions is that they are based on the quaternion description of rotations. Using quaternions over, say Euler rotations, we avoid mathematical problems such as the sequence dependence of rotations around different axes or the loss of degrees of freedom when some rotation axes align, a phenomenon known as Gimbal lock. We would however like to emphasize that we do not claim that the brain actually uses dual quaternions.
