This paper concerns the solution of demand versions of interprocedural analysis problems. In a demand version of a program-analysis problem, some piece of summary information (e.g.,t he dataflowf acts holding at a givenp oint) is to be reported only for a single program element of interest (or a small number of elements of interest). Because the summary information at one program point typically depends on summary information from other points, an important issue is to minimize the number of other points for which (transient) summary information is computed and/or the amount of information computed at those points. The paper describes howa lgorithms for demand versions of program-analysis problems can be obtained from their exhaustive counterparts essentially for free, by applying the so-called "magic-sets" transformation that was developed in the logic-programming and deductive-database communities.
Introduction
Interprocedural analysis concerns the static examination of a program that consists of multiple procedures. Its purpose is to determine certain kinds of summary information associated with the elements of a program (such as reaching definitions, available expressions, live variables, etc.). Most treatments of interprocedural analysis address the exhaustive version of the problem: summary information is to be reported for all elements of the program. This paper concerns the solution of demand versions of interprocedural analysis problems: summary information is to be reported only for a single program element of interest (or a small number of elements of interest). Because the summary information at one program point typically depends on summary information from other points, an important issue is to minimize the number of other points for which (transient) summary information is computed and/or the amount of information computed at those points.
One of the novelaspects of our work is that establishes a connection between the ideas and concerns from twod ifferent research areas. This connection can be summarized as follows:
Methods for solving demand versions of interprocedural analysis problems-and in particular interprocedural analysis problems of interest to the community that studies imperative programs-can be obtained from their exhaustive counterparts essentially for free, by applying a transformation that was developed in the logicprogramming and deductive-database communities for optimizing the evaluation of recursive queries in deductive databases (the so-called magic-sets transformation [22, 3, 7] ). This paper describes howt he above approach can be used to obtain a demand algorithm for the interprocedural "gen-kill problems" (i.e.,problems in which the dataflowfunctions are all of the form λ x .(x−kill) ∪ gen).
There are several reasons whyitisdesirable to solvethe demand versions of interprocedural analysis problems (and, in particular,tosolvethem using the approach presented in this paper).
• Narrowing the focus to specific points of interest.I np rogram optimization, most of the gains are obtained from making improvements at a program's"hot spots"-in particular,i ts innermost loops. Although the optimization phases during which transformations are applied can be organized to concentrate on hot spots, there is typically an earlier phase to determine dataflowf acts during which an exhaustive algorithm for interprocedural dataflowanalysis is used. Ademand algorithm can greatly reduce the amount of extraneous information that is computed.
With the approach presented in this paper,a nswers and intermediate results computed in the course of answering one query can be cached-that is, accumulated and used to compute the answers to later queries. (This can go on until such time as the program is modified, whereupon previous results-which may no longer be safemust be discarded.) The use of cached information can further reduce the cost of responding to demands when there is a sequence of demands in between program modifications.
• Reducing the amount of work spent in preprocessing or other auxiliary phases of a programa nalysis.C onsider a problem such as flow-insensitive side-effect analysis (e.g. MayMod, MayUse, etc.), which has a decomposition that includes twos ubsidiary phases: computing alias information and computing side effects due to reference formal parameters [5, 11, 10] . In problems that are decomposed into separate phases, not all of the information from subsidiary phases is required in order to answer an "outer-level" query.G iv enademand at the outermost level(e.g.,"What is the MayMod set for a givencall site c on procedure p?"), a demand algorithm for program analysis has the potential to reduce drastically the amount of work spent in preprocessing or other auxiliary phases by propagating only appropriate demands into earlier phases (e.g.,"What are the alias pairs that can hold on entry to p?").
With the approach presented in this paper,t his capability is obtained for free, as a by-product of the way the composition of twoc omputations is treated by the magicsets transformation.
• Sidestepping incremental-updating problems.A no ptimizing transformation performed at one point in the program can invalidate previously computed dataflowinformation at other points in the program. In some cases, the old information at such points is not a "safe" summary of the possible execution states that can arise there; the dataflowi nformation needs to be updated before it is possible to perform optimizing transformations at such points. However, nog ood incremental algorithms for interprocedural dataflowanalysis are currently known. An alternative istouse an algorithm for the demand version of the dataflowproblem and have the optimizer place appropriate demands. With each demand, the algorithm would be invokedo nt he current program. (As indicated above,a ny information cached from previous queries would be discarded wheneverthe program is modified.)
• Demand analysis as a user-level operation.I ti sd esirable to have programdevelopment tools in which the user can interactively ask questions about various aspects of a program [19, 26, 18, 13] . Such tools are particularly useful when debugging, when trying to understand complicated code, or when trying to transform a program to execute efficiently on a parallel machine.
When interprocedural-analysis problems are encoded in Coral [21] (or some other logic-programming language with a bottom-up evaluation strategy), demand algorithms can be obtained totally automatically.I np rinciple, however, the approach described in the paper is not just restricted to interprocedural-analysis problems encoded in logicprogramming languages. That is, the techniques can be carried over-as a hand-applied transformation-to program-analysis implementations written in other languages (such as C).
The remainder of the paper is organized as follows: Section 2 discusses background and assumptions. Section 3summarizes our methodology for obtaining algorithms that solve the demand versions of interprocedural analysis problems. It also presents twoe xamples that illustrate the capabilities of the magic-sets transformation. Section 4 shows howt o obtain demand algorithms for the interprocedural gen-kill problems. Section 5 discusses related work. An excerpt from the transformed program that is the result of applying the magic-sets transformation to the program presented in Section 4 is attached as an Appendix.
Background and Assumptions
Interprocedural analysis is typically carried out using a graph data structure to represent the program: the graph used represents both intraprocedural information-information about the individual procedures of the program-and interprocedural information-e.g., the call/return linkages, the binding changes associated with entering a news cope in the called procedure, etc.F or example, in interprocedural dataflowa nalysis, analysis is carried out on a structure that consists of a control-flowgraph for each procedure, plus some additional procedure-linkage information [1, 6, 23, 10] .
In interprocedural analysis problems, not all of the paths in the graph that represents the program correspond to possible execution paths. In general, the question of whether a givenp ath is a possible execution path is undecidable, but certain paths can be identified as being infeasible because theyw ould correspond to execution paths with infeasible call/return linkages. Fore xample, if procedure Main calls P twice-say at c 1 and c 2 -one infeasible path would start at the entry point of Main,t ravelt hrough the graph for Main to c 1 ,e nter P,t ravelt hrough the graph for P to the return point, and return to Main at c 2 (rather than c 1 ). Such paths fail to account correctly for the calling context (e.g., c 1 in Main)ofacalled procedure (e.g., P). Thus, in manyinterprocedural analysis problems an important issue is to carry out the analysis so that only interprocedurally valid paths are considered [23, 20, 8, 14, 17] (see Definition 4.3). With the approach taken in this paper,ifthe exhaustive algorithm considers only interprocedurally valid paths, then the demand algorithm obtained will also consider only interprocedurally valid paths.
To streamline the presentation, the dataflowa nalysis problems discussed in Section 4 have been simplified in certain ways. In particular,f ollowing Sharir and Pnueli [23] we assume that (i) all variables are global variables, (ii) procedures are parameterless, (iii) the programs being analyzed do not contain aliasing, and (iv) the programs being analyzed do not use procedure-valued variables. A feww ords about each is in order: Simplifications (i) and (ii) prevent the Sharir-Pnueli framework from being able to handle local variables and formal parameters of procedures in the presence of recursion; however, Knoop and Steffen have presented a generalization of the Sharir-Pnueli framework that lifts this restriction [15] . It is possible to generalize the approach described in Section 4 to implement the more general Knoop-Steffen framework. The interaction between interprocedural dataflowa nalysis and the computation of aliasing information has already been mentioned in the Introduction: with the approach presented in this paper only appropriate demands for aliasing information would be generated, which might greatly reduce the amount of work required for alias analysis. Finally,G .R osay and the author have been able to develop a method for constructing call multigraphs in the presence of procedurevalued variables that is compatible with the dataflow-analysis method described in the paper; this work combines and extends the methods described by Lakhotia [16] and Callahan et al. [9] . (Because of space limitations, it is not possible to discuss these issues in more detail.)
In the logic programs giveni nt he paper,w ef ollowt he standard naming convention used in Prolog: identifiers that begin with lower-case letters denote ground atoms; those that begin with upper-case letters denote variables. In Section 4, we also makeu se of a notation from Coral for manipulating relations with set-valued fields; this notation will be explained at the place it is first used.
Using the Magic-Sets Transformation to Obtain Demand Algorithms
Our methodology for obtaining algorithms that solvet he demand versions of interprocedural analysis problems has twop hases: (1) encode the algorithm for the exhaustive version of the problem as a logic program; (2) convert the algorithm for the exhaustive version to a demand algorithm by applying a transformation-known as the Alexander method [22] or the magic-sets transformation [3, 7] -that was developed in the logicprogramming and deductive-database communities for optimizing the evaluation of recursive queries in deductive databases. In principle, the second step is completely automatic; in practice-at least with the Coral system-to obtain the most efficient program, the user may need to rewrite certain recursive rules and reorder literals in some rules. (Such concerns are outside the scope of this paper.)
We now present twoe xamples that illustrate the capabilities of the magic-sets transformation. (Readers already familiar with the magic-sets transformation should skip to the next section.)
The magic-sets transformation attempts to combine the advantages of a top-down, goaldirected evaluation strategy with those of a bottom-up evaluation strategy.O ne disadvantage with top-down, goal-directed search (at least the depth-first one employed in Prolog) is that it is incomplete-it may loop endlessly,failing to find anyanswer at all, evenwhen answers do exist. Another disadvantage of top-down, goal-directed search is that it may takee xponential time on examples that a bottom-up evaluation strategy handles in polynomial time.
Ab ottom-up strategy starts from the base relations and iteratively applies an "immediate-consequence" operator until a fixed point is reached. One advantage of a bottom-up evaluation strategy is that it is complete. It can be thought of as essentially a dynamicprogramming strategy: the values for all smaller subproblems are tabulated, then the answer for the item of interest is selected. However, bottom-up evaluation strategies also have the main drawbacks of dynamic programming, namely that (i) much effort may be expended to solvesubproblems that are completely irrelevant to the final answer and (ii) a great deal of space may be used storing solutions to such subproblems.
The magic-sets approach is based on bottom-up evaluation; however, the program evaluated is a transformed version of the original program, specialized for answering queries of a givenform. In the transformed program, each (transformed) rule has attached to it an additional literal that represents a condition characterizing when the rule is relevant to answering queries of the givenform. The additional literal narrows the range of applicability of the rule and hence causes it to "fire" less often.
Example.T he gains that can be obtained via the magic-sets transformation can be illustrated by the example of answering reachability queries in directed graphs. Let "edge(v,w)" be a givenbase relation that represents the edges of a directed graph.
Adynamic-programming algorithm for the reachability problem computes the transitive closure of the entire graph-this information answers all possible reachability queriesthen selects out the edges in the transitively closed graph that emanate from the point of interest. In al ogic-programming system that uses a bottom-up evaluation strategy,t he dynamic-programming algorithm can be specified by writing the following program for computing transitive closure:
In the Coral system, which supports the magic-sets transformation, the additional declaration export tc(bf).
directs the system to transform the program to a form that is specialized for answering queries in which the first argument is bound and the second is free (i.e.,q ueries of the form "?tc(a, W)"). The transformed program that results is
Givenaq uery "?tc(a, W)", the additional fact "magic_tc_bf(a)" is adjoined to the above set of transformed rules. These are then evaluated bottom up to produce (as answers to the query) the tuples of the relation tc_bf.
Amagic fact, such as "magic_tc_bf(a)", should be read as an assertion that "The problem of finding tuples of the form tc(a, _) arises in answering the query". In this example there are no rules of the form magic_tc_bf(X) :-. . .
Consequently,d uring evaluation no additional facts are evera dded to the magic_tc_bf relation; that is, the only "magic fact" everg enerated is the initial one, magic_tc_bf(a). (Our next example will illustrate the more general situation.) Because all of the rules in the transformed program are guarded by a literal "magic_tc_bf(V)", the bottom-up evaluation of the transformed program only visits vertices that are reachable from vertexa.I n effect, the original "dynamic-programming" algorithm-perform transitive closure on the entire graph, then select out the tuples of interest-has been transformed into a reachability algorithm that searches only vertices reachable from vertexa.
End of Example.
Example.S uppose we have a base relation that records parenthood relationships (e.g., atuple "parent(x, x1)" means that x1 is a parent of x), and we would liketobeable to find all cousins of a givenp erson who are of the same generation. (In this example, a person is considered to be a "same-generation cousin" of himself.)
In a logic-programming system that uses a bottom-up evaluation strategy,ad ynamicprogramming algorithm can be specified by writing the following program:
The directive export same_generation(bf).
directs the Coral system to transform the program to a form specialized for answering queries of the form "?same_generation(a, Y)", which causes the program to be transformed into:
Givenaq uery "?same_generation(a, Y)", the additional fact "magic_same_generation_bf(a)."i sa djoined to the above set of rules, which are then evaluated bottom up.
Unliket he previous example, the transformed program produced in this example does have a rule with "magic_same_generation_bf(U)" in the head.
The presence of this rule will cause "magic facts" other than the original one to be generated during evaluation. Note that the members of relation magic_same_generation_bf will be exactly the ancestors of a (the so-called "cone of a" [3] ). During bottom-up evaluation of the transformed rules, the effect of the magic_same_generation_bf predicate is that attention is restricted to just same-generation cousins of ancestors of a.
Note that in a bottom-up evaluation, the transformed program (the demand algorithm) will neverperform more work than the untransformed program (the exhaustive algorithm) would-modulo a small amount of overhead for computing magic facts, which are reported to be only a small fraction of the generated facts [4] . In practice, the demand algorithm usually performs far less work than the exhaustive algorithm.
Beeri and Ramakrishnan have shown that the bottom-up evaluation of the magic-setstransformed version of a logic program is optimal with respect to a given" sidewaysinformation-passing strategy (sip)"-a strategy for deciding howi nformation gained about tuples in some of a rule'sliterals is to be used in evaluating other literals in the rule. Forag iv ens ip, anye valuator that uses the same sip must generate at least as manyf acts as are generated during a bottom-up evaluation of the magic-sets-transformed version [7] .
In our context, this result relates to the question of minimizing the number of program points for which "transient" dataflow-analysis information is computed and/or the amount of information computed at those points when a givend emand is placed for dataflow information. Unfortunately,the Beeri-Ramakrishnan result is only a "relative-optimality" result-it only compares top-down and bottom-up evaluations that use the same sip. Consequently,t he amount of "transient" summary information that a demand programanalysis algorithm computes will depend on the sip that is employed. Throughout the paper,w ef ollowC oral and assume that the sip involves working left-to-right in a rule, exploiting at a givenl iteral all information gained from evaluating the literals to its left. (This is also the same sip that Prolog'st op-down evaluator uses.) Thus, the amount of "transient" summary information computed by the demand program-analysis algorithms we obtain depends on the order in which the literals appear in the rules.
In the subsequent sections of the paper,w ed on ot actually discuss the programs that result from the magic-sets transformation-the transformed programs are quite complicated and presenting them would not aid the reader'su nderstanding. (Toc onvince the reader that this is the case, the Appendix presents an excerpt from the transformed program produced by the Coral system from the program discussed in Section 4.)
Interprocedural DataflowAnalysis Problems
This section describes howwecan obtain demand algorithms for the interprocedural genkill problems by encoding an exhaustive dataflow-analysis algorithm as a logic program and applying the magic-sets transformation. The basis for the exhaustive algorithm is Sharir and Pnueli's"functional approach" to interprocedural dataflowanalysis, which, for distributive dataflowf unctions, yields the meet-over-all-valid-paths solution to certain classes of flow-sensitive interprocedural dataflowanalysis problems [23] .
We assume that (L,  )isameet semilattice of dataflowfacts with a smallest element ⊥ and a largest element  .W ealso assume that dataflowfunctions are members of a space of monotonic (or distributive)functions F ⊆ L → L and that F contains the identity function.
Sharir and Pnueli makeu se of twod ifferent graph representations of programs, which are defined below. is an ordinary control-flowe dge; it represents a direct transfer of control from one block to another via a goto or an if statement. An edge (m, n) ∈ E 1 p iff m is a call block and n is the return-site block in p for that call. Observet hat vertex n is within p as well; it is important to understand that an edge in E 
p is the collection of all ordinary control-flowe dges, and an edge (m, n) ∈ E 2 represents either a call or return edge. Edge (m, n) ∈ E 2 is a call edge iff m is a call block and n is the entry block of the called procedure; edge (m, n) ∈ E 2 is a return edge iff m is an exit block of some procedure p and n is a returnsite block for a call on p.Acall edge (m, r p )and return edge (e q , n) correspond to each other if p = q and (m, n) ∈ E . Fore ach n ∈ N ,w ed efine IVP(r main , n)a st he set of all interprocedurally valid paths in G * that lead from r main to n.Apath q ∈path G * (r main , n)i si nI VP(r main , n)i ff the sequence of all edges in q that are in E 2 , which we will denote by q 2 ,isproper in the following recursive sense: (i) A sequence q 2 that contains no return edges is proper.
(ii) If q 2 contains return edges, and i is the smallest indexinq 2 such that q 2 (i)isareturn edge, then q 2 is proper if i >1and q 2 (i − 1) is a call edge corresponding to the return edge q 2 (i), and after deleting those twoc omponents from q 2 ,t he remaining sequence is also proper. [23] ). If q is a path in G * ,l et f q denote the (path) function obtained by composing the functions associated with q's edges (in the order that theya ppear in path q). The meet-over-all-valid-paths solution to the dataflowp roblem consists of the collection of values y n defined by the following set of equations:
Definition 4.4. (Sharir and Pnueli
The solution to the dataflowanalysis problem is not actually obtained from these equations, but from twoother systems of equations, which are solved in twophases. In Phase I, the equations deal with summary dataflow functions,w hich are defined in terms of dataflowfunctions and other summary dataflowfunctions. In Phase II, the equations deal with actual dataflow values.
Phase I of the analysis computes summary functions φ (r p , n) (x)t hat map a set of dataflowf acts at r p -the entry point of procedure p-to the set of dataflowf acts at point n within p.T hese functions are defined as the greatest solution to the following set of equations (computed overa(bounded) meet semilattice of functions): m) )f or each n ∈ N p not representing a return-site block
for each n ∈ N p representing a return-site block, where (m, n) ∈ E 1 p and m calls procedure q Phase II of the analysis uses the summary functions from Phase I to obtain a solution to the dataflowanalysis problem. This solution is obtained from the greatest solution to the following set of equations:
Sharir and Pnueli showed that if the edge functions are distributive,t he greatest solution to the above set of equations is equal to the meet-over-all-valid-paths solution (i.e.,for all n, x n = y n ) [23] .
Representing an Interprocedural DataflowAnalysis Problem
To makeu se of the Sharir-Pnueli formulation for our purposes, it is necessary to find an appropriate way to use Horn clauses to express (i) the dataflowf unctions on the edges of the control-flowgraph, (ii) the application of a function to an argument, (iii) the composition of twofunctions, and (iv) the meet of twofunctions. In this paper,w er estrict our attention to the class of problems that can be posed in terms of functions of the form λ x .(x−kill) ∪ gen,with ∪ as the meet operator.( Examples of such problems are reaching definitions and live variables.) Toencode the dataflow functions, we use nkill sets instead of kill sets; that is, each dataflowfunction is rewritten in the form λ x .(x∩nkill) ∪ gen.S uch a function can be represented as a pair (nkill, gen). Givent his representation of edge functions, it is easy to verify that the rules for performing the composition and meet of twofunctions are as follows:
An instance of a dataflowa nalysis problem is represented in terms of fiveb ase relations, which represent the following pieces of information: Ve rtex m in procedure p represents a call on procedure q.
u is a set-valued field that consists of the universe of dataflowfacts.
The Encoding of Phase I
We now showhow toencode Phase I of the Sharir-Pnueli functional approach to dataflow analysis. There are twod erivedr elations, phi_nk(p, n, x) and phi_g(p, n, x), which together represent φ (r p , n) ,the summary function for vertex n of procedure p.( Recall that each dataflowfunction corresponds to a pair (nkill, gen).)
phi_nk(p, n, x) At uple phi_nk(p, n, x) represents the fact that x is a member of the nkill component of φ (r p , n) . phi_g(p, n, x) Atuple phi_g(p, n, x) represents the fact that x is a member of the gen component of
The rules that encode Phase I perform compositions and meets of (representations of) dataflowf unctions according to equations ( †) and ( ‡) (although the way in which this is accomplished is somewhat disguised).
Initialization Rule
phi_nk(P, start_vertex, X) :-universe(U), member(U,X).
In Coral, a literal of the form member(S, X), where S is a set, causes X to be bound successively to each of the different members of S. (If X is already bound, then X is checked for membership in S.) Thus, for each procedure p the nkill component of the function φ (r p , r p ) consists of the universe of dataflowf acts (i.e.,n othing is killed along the 0-length path from the start vertextoitself). ∩ gen i .A gain, the problem is that this cannot be captured statically in a single rule.
To sidestep this difficulty,f or intersection problems we would represent functions with kill and ngen sets: a pair < kill, ngen >would represent the function λ x .(x∩ kill) ∪ ngen. It can be shown that the meet (pointwise ∩ )oftwo functions represented as < •, • >pairs has the following implementation:
Consequently,the meet of k such functions represented as < •, • >pairs is
This avoids the need to perform an intersection of a collection of sets generated from a vertex'sp redecessors. The only intersections that need to be performed involvei nformation that is generated along an individual edge (i.e., kill i ∩ ngen i ); such binary intersections can be captured statically in a single rule. Combining the information from the set of all incoming edges involves only unions, and this can be handled using multiple rules (with multiple solutions). End of Remark.
The Encoding of Phase II
In Phase II, (the representations of) dataflowf unctions are applied to dataflowf acts. Givenas et of dataflowf acts x and a dataflowf unction represented as a pair (nkill, gen), we need to create the set (x ∩ nkill) ∪ gen.
Phase II involves one derivedr elation, df_fact(p, n, x), which represents the fact that x is a member of the dataflow-fact set for vertex n of procedure p. df_fact(P, start_vertex, X) :-call_site(Q, P, C), df_fact(Q, start_vertex, X), phi_nk(Q, C, X). df_fact(P, start_vertex, X) :-call_site(Q, P, C), phi_g(Q, C, X). df_fact(P, N, X) :-N <> start_vertex, df_fact(P, start_vertex, X), phi_nk(P, N, X). df_fact(P, N, X) :-N <> start_vertex, phi_g(P, N, X).
The first and second rules propagate facts interprocedurally-from the start vertexofone procedure (Q) to the start vertexofacalled procedure (P). The first rule specifies that
Xisafact at the start vertexofPif(i) P is called by Q at C, (ii) Xisafact at the start vertexofQ,and (iii) Xisnot killed along the path in Q from the start vertex to C.
The second rule specifies that
Xisafact at the start vertexofPif(i) P is called by Q at C and (ii) Xisgenerated along the path in Q from the start vertexofQtoC.
As in Phase I, the meet ( ∪ )overall predecessors is handled by the disjunction implicit in having multiple rules that define df_fact(P,start_vertex, X), as well as the fact that rules have multiple solutions. Rules three and four are similar to rules one and two, but propagate facts intraprocedurally, i.e.,from the start vertexofPtoother vertices of P.
Creating the Demand Version
The directive export df_fact(bbf).
directs the Coral system to apply the magic-sets transformation to transform the program to a form that is specialized for answering queries of the form "?df_fact(p, n, X)". The transformed program (when evaluated bottom up) is an algorithm for the demand version of the interprocedural dataflowa nalysis problem: the set of dataflowf acts for vertex n of procedure p is the collection of all bindings returned for X. During the evaluation of a query "?df_fact(p, n, X)", the algorithm computes phi_nk and phi_g tuples for all vertices on valid paths to vertex n,d f_fact tuples for all start vertices that occur on valid paths to n,a nd df_fact tuples for vertex n itself; finally,i ts elects the bindings for X from the df_fact tuples for n.
Related Work
Previous work on demand-drivend ataflowa nalysis has dealt only with the intraprocedural case [2, 27] . The work that has been reported in the present paper complements previous work on the intraprocedural case in the sense that our approach to obtaining algorithms for demand-drivend ataflowa nalysis problems applies equally well to intraprocedural dataflowa nalysis. However, ini ntraprocedural dataflowa nalysis all paths in the control-flowg raph are (statically) valid paths; for this reason, previous work on demanddriven intraprocedural dataflowanalysis does not extend well to the interprocedural case, where the notion of valid paths is important. Arecent paper by Duesterwald, Gupta, and Soffa discusses a very different approach to obtaining demand versions of (intraprocedural) dataflowa nalysis algorithms [12] . For each query of the form "Is fact f in the solution set at vertex v?", a set of dataflowequations are set up on the flowg raph (but as if all edges were reversed). The flowf unctions on the reverse graph are the (approximate) inverses of the original forward functions. (A special function-derivedfrom the query-is used for the reversed flowfunction of vertex v.) These equations are then solved using a demand-drivenfixed-point finding procedure to obtain a value for the entry vertex. The answer to the query (true or false) is determined from the value so obtained. Some of the differences between their work and ours are as follows:
•T heir method can only answer ground queries of the form "?df_fact(p, n, x)". With the approach used in this paper any combination of bound and free arguments in a query are possible (e.g.," ?df_fact(p, n, X)", "?df_fact(p, N, X)", "?df_fact(P,N,x)", etc.).
•T heir method does not appear to permit information to be accumulated overs uccessive queries. The equations for a givenquery are tailored to that particular query and are slightly different from the equations for all other queries. Consequently,a nswers (and intermediate values) previously computed for other queries cannot be reused.
•I ti sn ot clear from the extensions theyo utline for interprocedural dataflowa nalysis whether the algorithm obtained will properly account for valid paths.
Previous work on interprocedural data flowa nalysis has dealt only with the exhaustive case [23, 15] . This paper has described howtoobtain algorithms for solving demand versions of interprocedural analysis problems from their exhaustive counterparts, essentially for free. Section 4 describes howt ou se Horn clauses to specify an algorithm for the interprocedural gen-kill dataflow-analysis problems. Recently,M.Sagiv, S.Horwitz, and the author have devised a way to extend the techniques described in the paper to a much larger class of dataflowproblems-in particular,those in which the dataflowfunctions are drawn from the collection of distributive functions in 2 D → 2 D ,where D is anyfinite set. After the work reported in this paper was completed, the work by D.S. Warren and others concerning the use of tabulation techniques in top-down evaluation of logic programs [24] was brought to my attention. These techniques provide an alternative method for obtaining demand algorithms for program-analysis problems. Rather than applying the magic-sets transformation to a Horn-clause encoding of the (exhaustive)dataflow-analysis algorithm and then using a bottom-up evaluator,the original (untransformed) Horn-clause encoding can simply be evaluated by an OLDT (top-down, tabulating) evaluator.T hus, another way to obtain an implementation of a demand algorithm for the interprocedural gen-kill dataflow-analysis problems would be to use the program from Section 4 in conjunction with the SUNY-StonyBrook XSB system [25] .
