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Abstract. Genetic Improvement (GI) is the process of using compu-
tational search techniques to improve existing software e.g. in terms of
execution time, power consumption or correctness. As in most heuristic
search algorithms, the search is guided by fitness with GI searching the
space of program variants of the original software. The relationship be-
tween the program space and fitness is seldom simple and often quite
difficult to analyse. This paper makes a preliminary analysis of GI’s fit-
ness distance measure on program repair with three small Python pro-
grams. Each program undergoes incremental mutations while the change
in fitness as measured by proportion of tests passed is monitored.
We conclude that the fitnesses of these programs often does not change
with single mutations and we also confirm the inherent discreteness of
bug fixing fitness functions. Although our findings cannot be assumed to
be general for other software they provide us with interesting directions
for further investigation.
Keywords: Search Based Software Engineering, Genetic Improvement, Genetic
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1 Introduction
In recent years work has been emerging from the Search Based Software engi-
neering (SBSE) community called Genetic Improvement (GI) [18]. GI is where
computational search techniques have been applied to already functioning soft-
ware for the purpose of improvement. The improvement criteria can be various
properties of the existing software such as speed, accuracy or energy efficiency.
The most commonly used search method for GI is Genetic Programming (GP)
although various other techniques like Genetic Algorithms [3] and Grammatical
Evolution [33] have also been applied.
The examples of work that can be categorised as GI are widespread. Most of
them, with few exceptions, are similar in the sense that they tackle software that
can be considered large, with lines of code (LOC) numbering in the thousands.
Nearly one third of the GI literature is dominated by examples of automatic
bug fixing while approximately another third is concerned with improving non-
functional properties [12, 41]. Of those, execution time is perhaps the property
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that is easiest to measure and therefore the most commonly researched non-
functional property. Bug fixing and execution time make very different fitness
functions. The bug fixing fitness function is a discrete integer function, counting
the number of test cases passed and many non-functional fitness functions, like
the execution time and memory consumption, are continuous measurements.
The main emphasis to date has been on results, rather than an understanding of
the GI search space. There is a need for empirical and theoretical analysis of the
GI process. Is it easy or difficult to traverse the search space of programs and
what can possibly be done to increase the chance that the programs improves?
We begin to answer these questions in the space of smaller programs. Using small
programs to begin with allows us to easily analyse the full impact of changes
introduced to the code. It also keeps uncertainties introduced by the rest of the
program to a minimum.
This paper explores the relationship between fitness and number of accu-
mulated incremental changes while using GI to break programs and gain an
understanding of the program repair process. We chose three small Python pro-
grams to make a preliminary study on empirical properties of GI’s fitness and
edit lists. The following questions were addressed:
– Is it feasible to apply GI to fix multiple bugs at a time? Will fixing one bug
introduce another?
– If a fix needs multiple edits, will GI be able to find it within reasonable
time/number of iterations?
– Can we identify any similarities or patterns in fitness distance relationship
that might be worth exploring in more detail on larger sets of programs? I.e.
is there some rule there that has not been discovered yet?
Although the experiments with only three programs are limiting for generaliza-
tion of the answers we find, they help us narrow down the most promising route
of research for larger and more resource consuming experimentation. Choosing
to operate on Python programs also serves two purposes:
– There are very few examples of GI being applied to Python programs [1] and
given that it is a very popular language, there is a large gap in the literature.
– Because of dynamic typing of Python programs, the search space is possibly
less restricted than for statically typed languages. Therefore changes to the
source code might have more possibilities than a static typed language.
The remainder of the paper is structured as follows. Section 2 gives an
overview of related work. Section 3 describes the implementation of GI that
was used for this paper while Section 4 gives more details on the configuration
and data collection. Section 5 summarizes the results with discussion followed
by the conclusions in Section 6.
2 Related work
A search through publications in software engineering and computer science
suggests that approximately one third of GI related material is on bug fixing.
GenProg [25, 26, 38] is one of the better known automatic bug fixing frame-
works and uses GP to evolve patches for a fraction of the price it would cost man-
ually [24]. GenProg itself is derived from earlier work by Weimar et al. [11,37,39].
Smith et al. is an example of a more recent use of this framework [34]. Although
GenProg is perhaps the most commonly known framework, there is also a large
body of GI literature dedicated to automatic bug fixing [1, 2, 4, 28, 31] that use
alternative approaches.
Automatic program repair can be considered an improvement of a func-
tional property, like improving the quality of hash code functions in Hadoop [15]
or grafting new features to existing software [14, 27]. However, optimizing at-
tributes like execution time, memory consumption and power consumption is
generally considered an improvement of a non-functional property which spans
another big part of the GI literature. Of those attributes, execution time seems
to be very popular, with Langdon’s work on the 50k line DNA sequencing tool
Bowtie [18, 20] possibly the best known. Langdon has also reported 100 fold
speed-up of another DNA sequencing tool BarraCUDA [17, 19, 21–23] and the
GI improvements have now been included in the official release. Langdon’s GI
implementation has furthermore been used by others for specializing and opti-
mizing the execution time of MiniSAT [30], a boolean satisfiability solver and for
optimizing power consumption of that same solver [5, 6]. Many others have ap-
plied or suggested GI for improving non-functional properties such as execution
time [9,10,35,42], energy consumption [7,8,13,40,43] and memory usage [32,44].
The literature of GI counts around 100 papers and there is not much work
on empirical analysis of the search landscapes of GI like there is for GP [36], nor
is there much on Python programs which is the topic of this paper.
3 Our Implementation of Genetic Improvement
There are multiple ways to implement GI. We have implemented a variation of
the work of Langdon et al. [14,18]. Like their GI, ours operates on the source code
with no need to convert the program to a different representation like abstract
syntax trees (AST) [1]. Therefore our approach is directly transferable between
programming languages with minimal configuration. The source code is read as
a text file and stored in a data structure (x) of program lines. For each line we
recorded the raw text as it appears in the source file, along with information
on: indentation1; line type; whether the line can be altered; and any variables
or built-in operators that the line includes.
To manipulate the source code we evolve edit lists (Figure 1). Each edit
consists of: the operation of Replace; the source code snippet before and after
the edit; and the location of where to apply this edit (line and character number).
The code snippets can be whole lines from the source code, or one of the
various single operators or numerical constants listed in Table 1. For other pro-
gramming languages this table would vary slightly, like the incremental operator
++ which exist in C and Java but not in Python.
1 Code blocks are defined by indentation in Python and not by {} as in JAVA/C
Table 1: Sets of single operators available to the GI. One member of a given set
can be changed to another member of the same set.
Operations
S1 Numerical constants Can increment by ±1
S2 Arithmetic operators +,−, ∗, /, //,%, ∗∗
S3 Arithmetic assignments + =,− =, ∗ =, / =,
S4 Relational operators <,>,<=, >=,==, ! =,
is, is not, not
S5 Logical operators and, or
S6 Logical constants True, False
An individual genome consists of a list of edit operations sampled from the
set shown in Table 1 and is applied in sequence from the first edit to the last
item in the list.
3.1 Fitness function
In our experiments the fitness function counts the number of test cases for which
the program passes. It is inherently discrete and possibly provides no obvious
gradient for the search to follow, which poses a difficulty for many search meth-
ods, although evolutionary algorithms have been applied successfully [30]. We
want to analyse this discrete nature and in addition, explore ways to report
on GI problem difficulty. The relationship between the fitness landscape and
genotype/phenotype is far from trivial. However some work has been done on
introducing a partial evaluation of programs and hence some kind of guidance
to the search process in cases where the fitness landscape was largely flat [16].
3.2 Search algorithm
Generally, the GI’s search algorithm is guided by a fitness function, applying
selection pressure towards better programs. GI methods that evolve edit lists
also have to produce a new generation of edit lists from a previous generation.
Our implementation uses the base type of mutation illustrated in Figure 1 that
is applied to parents to produce offspring: Append randomly generated edits to
the parent (Grow).
For our experiments, analysing the relationship between edit list size and fit-
ness, we start from an assumed correct implementation of the program and apply
a single edit. Then incrementing by using Grow with single edit and without any
pressure to search, resetting the edit list to a single edit when all conditions are
met; maximum size of edit list and minimum fitness.
Fig. 1: An example of an edit list and how it can evolve with Grow.
4 Experimental setup
Each program source code is subjected to experiments to assess fitness distance
which is the change in fitness given a particular number of mutations. The pro-
portion of passed test cases is the chosen measurement for the fitness function.
Procedure 1 A single experimental run
1: F ← empty array {list of fitnesses}
2: x← [random edit] {edit list}
3: for i = 0 until i ≤ 50 do
4: append f(x) to F
5: if |x| ≥ 20 and f(x) = 0 then
6: break
7: end if
8: append [random edit] to x
9: end for
The experiment in procedure 1 is repeated 100 times by initiating an edit
list x with a single randomly chosen edit and then appending to the list in-
crementally. Apart from recording the fitness f(x) for each added edit in every
experiment, three variables are recorded for each run. These are the size of the
edit list (|x|) when the fitness (0 ≤ f(x) ≤ 1) satisfies the following:
∆ decreases for the first time:
when f(xi) < f(x0) and f(x0) = f(xj) ∀j ∈ (1, ..., i− 1) ⊂ Z
Ω reaches zero:
when f(xi) = 0 and f(xj) > 0 ∀j ∈ (0, ..., i− 1) ⊂ Z
Ψ starts to increase again:
when f(xi) > f(xi−1) and f(xj) ≤ f(xj−1) ∀j ∈ (1, ..., i− 1) ⊂ Z
This provides us with data to empirically evaluate the nature of the relation-
ship between fitness and the size of the edit list for the three programs described
in 4.1. Each program is accompanied by a test suite of different sizes so the
fitness is normalized to represent the fraction of test cases passed.
4.1 Description of the programs targeted by GI
The three programs2 summarised in Table 2 were selected for the experiment.
They are all comprised of 3 or fewer functions. They are not a complete Python
module but are either part of a module, like P2 or a standalone function like
P1 and P3. However they can be integrated into any Python module and have
well defined input, output types.
P1 is a simple text input calculator that reads text from left to right, parses
a single character at a time into operator, digits bins and calculates a result
using a reverse Polish notation. It is a beginners programming exercise and the
only program of the three that is not a part of publicly available software. It
branches out for each of the four basic arithmetic operations; addition, subtrac-
tion, multiplication and division as well as a special branch for parentheses.
P2 is an initialization function for the K-means clustering method and is a
part of the scikit-learn Python toolbox [29]. It determines the initial k centres
for the algorithm. P2 does this with a random factor that can be seeded for
consistency purposes.
P3 is a string manipulation function that reads through a text replacing
HTML tags with latex equivalent commands. It is a part of a larger software
system, Janus Manager that is in commercial use by a vocational rehabilitation
centre in Iceland.
Table 2 shows basic info about the programs, P1, P2 and P3. The numbers
in the second column are the number of lines of code and the number of lines
that can be changed, i.e. excluding definitions, comments that do not include
executable code and functions out of scope. The third and fourth columns are
the count of mutable points, the number of instances in the source that fit into
any of the sets defined in Table 1 and the count for each set. The fifth column
describes the input and output of each program and the last column is a short
description of its purpose.
P2 and P3 are accompanied by test modules which are used to evaluate
fitness. However P2’s test suite, comprising of approximately 60 test cases, was
expanded to 500 by sampling from an estimated distribution of inputs from the
original tests and using the P2 as an oracle. P3 comes with 124 test cases based
on HTML input from users and their verified output, so expanding that test
suite is not feasible. The test suite for P1 is 600 cases made by combining two
sets; A = {0, 1, 2, 3, 4} and B = {+,−, ∗, /} into:
a) All possible combinations of a single operator from B with two digits from
A, an example would be 2 + 2.
2 The programs and their test suites are available on https://github.com/saemundo/
Exploring-Fitness-and-Edit-Distance-of-Mutated-Python-Programs.git
Table 2: Information about the programs that were used in the experiments
Program LOC (mLOC∗) Mutable
points
Types of
mutable
points
Input
⇓
Output
Description
P1 99 (98) 147 S1: 19
S2: 37
S3: 50
S4-6:41
String
⇓
Float
Simple text
input calculator
P2 177 (75) 106 S1: 11
S2: 14
S3: 57
S4-6:24
Cluster data∗∗
⇓
Matrix
Initiation of
K-means cluster
centers
P3 103 (63) 59 S1: 26
S2: 3
S3: 29
S4-6:1
HTML
⇓
Latex
Html to Latex
conversion tool
∗Changeble lines of code.
∗∗Data points, number of clusters, initialization method and 3 optional arguments.
b) All combinations of (Xo1Y )o2Z where {X,Y, Z} ⊆ A , o1 ∈ {+,−} ⊆ B
and o2 ∈ {∗, /} ⊆ B. An example would be (4 + 2) ∗ 2.
P1’s test suite was verified with the Python built in eval function.
5 Results
We will look at the programs from three different angles; size of edit list versus a
specific change in fitness, average fitness as a function of edit list size and, unique
and discrete steps in fitness. When statistically comparing the mean of two vari-
ables we use Welch’s t-test for two independent samples with unequal variance.
For testing the likelihood of two variables coming from the same distribution,
we compute a two sample Kolmogorov-Smirnoff statistic.
5.1 Change in Fitness
Table 3 lists the basic descriptive statistics for the edit list size (|x|) for the
three different changes in fitness (see Section 4) and the total number of fitness
evaluations for each program. That number varies between programs due to
the termination conditions described in Section 4. Firstly we measure the edit
distance required for the fitness to decrease for the first time (i.e. f(x) < 1).
For P1 ∆ occurs on average when the edit list is 9 edits long, although there
is a lot of variations as shown by the standard deviation and the range. We find
this a quite surprising result. It should also be noted that in 1 run out of the
100 repeated experiments the fitness did not drop at all, reaching the maximum
size of 50 edits. There is a highly significant difference (p < 0.001) between P1
Table 3: Statistics for the variables defined in section 4, edit list size |x| when
changes in fitness f(x) are detected and total number of fitness evaluations
during the experiments.
Variable Mean (std) (Min, Max) Number of occurances Evaluations
P1
∆ 8.91 (9.83) (1, 50) 99 2213
Ω 12.68 (10.55) (1, 50) 97
Ψ 12.0 (7.53) (3, 25) 12
P2
∆ 2.56 (3.20) (1, 19) 100 2267
Ω 10.28 (8.33) (1, 42) 100
Ψ 7.64 (5.42) (2, 26) 34
P3
∆ 2.69 (3.30) (1, 19) 100 1980
Ω 3.92 (3.74) (1, 19) 100
Ψ 4.76 (3.44) (2, 16) 17
and P2 for the mean ∆. We can also reject the null hypothesis that the samples
come from the same distribution (p < 0.001) as is evident when comparing
Figures 2a and 2b. However statistically we cannot rule out the possibility that
the distribution (p = 0.99) and mean (p = 0.78) are the same for those measures
when comparing P2 and P3. Notice that the bar plots in Figures 2b and 2c are
very similar.
P1 and P2 are closer together when comparing the number of edits it takes
to reach zero fitness and until the fitness might increase again. Testing for the
same distribution gives p = 0.08 and p = 0.10 for Ω and Ψ respectively and
we also cannot reject the hypothesis that the means are the same (0.08 and
0.09). Figures 2d and 2e corroborate the observation about zero fitness. However
looking at Figures 2g and 2h we are less sure about the number of edits it takes
to increase the fitness again and might infer that we do not have enough data
to be confident the test results are accurate.
P3 has very different means and distributions than P1 on all measured
variables (p < 0.01) which is validated on looking at Figures 2g–2i. The lack of
data for Ψ is further verified by the outcome of tests comparing increased fitness
between P3 and P2: Rejecting that they have same mean (p = 0.025) but failing
to reject that they come from the same distribution (p = 0.09).
These results indicate that: P1 is unaffected by many edits and P2 and P3
are easily broken and fixed even though they are very different.
5.2 Average Fitness with Respect to Edit List Size
Repeating the experiments 100 times provided us with enough datapoints to
construct fitness distance graphs and approximate the distribution of fitness for
each increment in edit list size. Looking at the boxplots in Figures 3a–3c we
see that overall, the distributions are quite different. P1’s first three increments
(Figure 3a) have very narrow distributions close to f(x) = 100% and then the
distributions widen considerably until increment 15 where they start narrowing
towards the bottom. For P2 it is a smoother transition (Figure 3b) from top
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(i) P3.
Fig. 2: Distributions of the three different measurements in Table 3 during the
experiments for each program. Top three are∆, the middle are Ω and the bottom
three are Ψ
to bottom, maintaining a similar rate of descent for the mean, maximum and
minimum throughout. Then P3 stands out completely with seemingly only two
distributions; covering the entire range and nearly collapsed on either extreme
(Figure 3c).
Having a closer look at how the mean fitness changes in Figures 3d–3f we
see that these programs are as dissimilar as initially assumed. While both P2
(Figure 3e) and P3 (Figure 3f) both follow curves that are concave upwards, P3
seems to follow a curvature of higher magnitude. Now it is P1 that is the outlier
(Figure 3d) following a noisy line with a negative slope until the edit list reaches
size 22 when it jumps up to f(x) = 80% again. P2 shows signs of starting to
recover in increment 22 as well but on a much slower rate than P1 and P3 shows
no such signs at all.
The plots for medians in Figures 3g–3i paint a completely different story,
displaying no hint of smoothness to the transition from one increment to another.
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Fig. 3: Fitness with respect to edit list size for each increment. The top three are
boxplots, the three in the middle are the mean fitness with 95% error and at the
bottom are the median fitness with 95% error.
However there are obvious steps that highlight the discreteness of each program’s
fitness function. We see in Figure 3h that P2 has the most number of steps, while
P1 comes second (Figure 3g) and P3 last (Figure 3g).
5.3 Discrete steps in fitness
Following the observation of the different steps for each program’s median fit-
ness seen in Figures 3g–3i, we counted the unique number of fitness evaluations
throughout the entire experiment. As previously inferred, P2 has by far the
largest number of discrete steps, with 46 in total as seen in Figure 4. P2 had its
fitness evaluated 2067 times, as seen in Table 3, and Figure 4 shows how often
the fitness changed from one value to another by adding a single edit to the
list. The count matrix is very sparse as can be seen by the white squares that
denote zero counts, for example the fitness never went from 0.655 to zero with
one edit. The diagonal line of shaded boxes from (0, 0) to (1, 1) indicates that
the majority of single edits had little to no effect on the fitness, especially when
the fitness is already zero. However there is an abundance of blue squares at the
bottom which tells us that a single edit can often lead to complete failure of the
program.
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Fig. 4: Frequency chart of fitness changes after a single edit is appended to the
edit list for P2. Each square is a count of how often the fitness changed from
fitness before to fitness after.
P1 has the second most number of discrete steps, 15 as seen in Figure 5, the
total number of counts is 2213 (Table 3). This chart looks like a scaled version of
P2’s Figure 4, displaying the same dominant diagonal line as well as the number
of single edits that make the program pass 0% of test cases. We also see here
that there are a lot of single edits that decrease the fitness from 1, shown by
the large number of non-white squares in the right most column. This is to be
expected since every experimental run starts with a correct program, so it visits
that state at least once each time while it is not guaranteed to visit other specific
steps.
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Fig. 5: Frequency chart of fitness changes after a single edit is appended to the
edit list for P1. Each square is a count of how often the fitness changed from
fitness before to fitness after.
Figure 6 is the least sparse of the three, only 5 fitness steps in total. What
is surprising however, is that even though there were 1980 fitness evaluations
there are still some zero counts. As with P1 and P2, there are more of them
above the diagonal line than below, meaning that adding an edit is more likely
to decrease fitness than to increase. The highest counts are also on the diagonal
line, so the same behaviour can be observed: most likely a single edit will leave
the fitness unchanged.
6 Conclusions
The aim of this preliminary exploration of three Python programs’ fitness dis-
tance is to provide a greater understanding of the search process encountered by
GI.
We can conclude that for these three programs and the assumption that the
landscape has no inaccessible areas to our GI implementation:
– It is feasible to apply GI to fix multiple bugs simultaneously. Starting from
any variation of these programs and applying search pressure can result in
a fix.
– If a fix needs multiple edits, GI will be able to find it within reasonable time.
If it takes on average 10 edits to completely break these programs (i.e. zero
test cases passed), the reverse is likely to be true.
– We have identified a similarity in fitness distance relationship that is worth
exploring in more detail on larger set of programs.
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Fig. 6: Frequency chart of fitness changes after a single edit is appended to the
edit list for P3. Each square is a count of how often the fitness changed from
fitness before to fitness after.
Although we cannot conclude general rules or patterns from these preliminary
experiments, a common denominator for our programs is that a single edit will
likely have no impact on fitness. However, if a change does occur then it can be
expected that the change will be large.
It would be interesting to explore the cause of the difference in sparsity of
the frequency charts in Figures 4–6. The programs and the test suites were quite
different in nature which might explain the stark contrast in discreteness of our
programs. While P1 and P3 had a single input argument, P2 had 6, and the
test suites reflected this difference. P2’s test suite could be divided into multiple
categories, testing various aspects and combinations of input arguments. P1’s
test suite could also be categorised but only in 4-6 groups and it would be a
stretch to try and group P3’s test suite.
Our next task is to apply the same analysis that we have done here to a larger
set of programs with the goal of helping us to form more general and applicable
rules for GI fitness distance. With larger sets we can also analyse the fitness
distance correlation of GI with variety of edit list mutation operators, such as
removing edits or changing individual edits.
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