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Evidence of Gender Bias in Publication Peer Review 
 
Is there bias against women in the journal peer-review process? Are women’s 
manuscripts downgraded, resulting in women losing out on publications they deserve? We know 
that women in academic science publish less than men (for a review of early findings see Ceci, 
Ginther, Kahn & Williams, 2014). Recently, Huang et al. (2020) reconstructed the complete 
publication history from the Web of Science for over 1.5 million authors from 1955-2010 who 
had at least 2 publications during this 55-year period. They found sizable gender publication 
gaps over authors’ research lifetimes, with an overall male advantage of 27% (13.2 papers vs. 9.6 
papers). They also reported field-specific differences, with some of the largest gender gaps 
occurring in biology and psychology; they also found country-specific differences, although with 
few exceptions, women had fewer publications than men. One possible cause of women’s lower 
numbers of publications is bias in the peer review process. Many have claimed that gender bias 
is pervasive in peer review: “Research on anonymous refereeing shows fairly clearly that biases 
play a role in evaluating (women’s) work” (Budden, Tregenza, Aarssen, Koricheva, Leimu & 
Lortie, 2008; see also Card, DellaVigna, Funk & Irriberri, 2019; Carlsson, Löfgren & Sterner, 
2012; Ferber & Tieman, 1980; Knobloch-Westerwick et al. 2013; Murray et al. 2019; Roberts & 
Verhoef 2016; Walker et al. 2015).  
In contrast to these claims, however, numerous researchers have not found gender bias in 
peer reviewing. Controlling for experience, past publications, and faculty rank, they show either 
no gender differences in acceptances (e.g., Berg, 2017, 2019; Card et al. 2019; Grant, Burden & 
Breen, 1997; Samuels 2018; Blank 1991; Tomkins et al. 2017a), or even higher acceptance rates 
for women (Lerbach & Hanson 2017; Tudor & Yashar 2018). This gender-fair depiction of peer 
review is apparent from a simple tally of studies included in the current meta-analysis, inasmuch 
as the majority of published studies report no gender differences in journal acceptance rates. In 
view of these contrasting claims, the present meta-study was undertaken to determine whether it 
is possible to use standard meta-analysis to summarize the literature on bias in the reviewing of 
articles for publication, and if doing so will reveal a different depiction than is shown by a simple 
tally of effect sizes from various studies. As will be seen, meta-analyzing the findings from these 
studies required the consideration of a number of factors that might moderate the results. 
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There are two problems with using meta-analyses to summarize much of the literature on 
women in STEM (e.g., salary gaps, letters of recommendation, teaching ratings, hiring, 
promotion, grant approval rates, etc.), including peer-reviewed journal acceptance data. First, 
meta-analysis assumes that all studies are drawing randomly from a single population, and that 
therefore we can combine all of the data from these studies to draw conclusions from a larger 
sample. However, many of the studies on gender bias in journal acceptance were conducted by 
investigators who had reasons to believe there might be bias in their field or in a particular 
journal. Consequently, there might be selection bias in the journals or scientific fields that were 
chosen for analysis, which might have represented only a subset of fields and journals. This 
potential selection bias must be kept in mind when analyzing results, although it is a problem 
shared by almost all meta-analyses outside of medical research. Second, meta-analysis requires 
that the included studies focus on the same phenomenon or outcome, measured in the same way. 
Published studies of bias in peer reviewing have employed a very wide variety of dependent 
measures, including but not limited to the difference between blind reviews and non-blind 
reviews, the role of corresponding authors in acceptances, and the scores awarded by reviewers, 
Luckily, there is one straightforward statistic that can be compared across a fairly large number 
of studies: gender differences in the percent of submissions that are accepted for publication. 
Meta-analysis of acceptance rates across studies is one of the best measures of gender bias. 
Importantly, the absence of a gender difference in acceptance rates does not definitely 
prove that there is no gender bias, because publications by women may be held to a higher 
standard and women may have learned through experience to only submit papers that reach this 
higher standard (Hengel, 2017; Walker et al., 2015; Roberts & Verhoef, 2016, Card et al. 2019).  
Conversely, the presence of a gender gap in acceptance rates does not definitively prove that 
there is bias, if the submissions of men and women are different – either in “quality” (however 
measured), or in some aspect of women’s submissions that affects whether an article is accepted 
for publication, such as its topic, method, or journal chosen. Despite these caveats, we believe 
that the absence of a gender difference in acceptance rates would be suggestive of the absence of 
bias, and hence would be prima facie evidence. This metric certainly represents a more accurate 
synthesis of the literature than any single study or subset of studies. On the other hand, the 
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presence of a gender difference would be prima facie evidence of bias that should be carefully 
considered by the academic community.  
With the above caveats in mind, we aim to provide prima facie evidence through a meta-
analysis of the literature on STEM journals’ acceptance of submissions. We included studies on 
journal acceptance rates in all fields represented by the National Science Foundation’s definition 
of STEM, which includes not only the physical and mathematical sciences but also many social 
sciences (National Science Foundation Division of Science Resource Statistics, 2009). 
Methodology 
Inclusionary criteria. To identify studies to include in this meta-study, we first searched 
the articles in Web of Science for TITLE: (publica* OR "peer review" OR "blind review") AND 
TITLE: (women OR gender OR bias OR female) NOT “publication bias” published 2000+.   We 
added the additional “NOT” search term because without it, there were tens of thousands of 
additional articles on publication bias that had nothing to do with gender. Using these search 
terms we identified 436 such articles in STEM-related journals.   
We examined each of these 436 articles and included those that met the following three 
criteria. They had to have: 
• Data on journal submissions in one or more STEM/health fields, by gender.  
• Data from any years during the most recent two decades, 2000-2020. 
• Information on some measure of success of these submissions.  
As a check, we also looked at the references within articles we had previously identified 
to make sure we had not missed any sources. Since many conferences in some subjects produce 
conference volumes (e.g., Carlsson et al., 2012; Knobloch-Westerwick et al., 2017; Roberts & 
Verhoef, 2016; Tomkins et al., 2017), we included studies reporting the results of conference 
peer reviewing in these fields. 
We identified 33 out of the 436 articles as meeting the above inclusion criteria. Most of 
the other 403 articles were easily seen to be on a very different topic, such as medical 
experiments differentiated by gender of participants. Other articles of the 403 addressed gender 
differences in publications but had no submission information; for instance, they instead 
compared the gender distribution among journal publications with the gender distribution among 
“possible” articles (e.g., by counting all current PhDs in the subject who might potentially write 
articles). A full list of these 405 articles is available in our online Appendix so readers can assure 
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themselves that even if these articles might meet one of the above criteria (e.g., reporting journal 
acceptance by gender), they did not satisfy the other criteria. 
Many of the articles reported results for separate subsets of submissions. When we were 
able to divide a study’s submissions into mutually exclusive groups (so that no submission was 
double-counted), we did so to allow us to possibly differentiate success rates by characteristics of 
the group. In our discussion of the results, we call these samples or cases, to differentiate them 
from the 33 studies/articles. Thus, whenever able, we separately calculated the success rates for 
different years or time periods. Whenever we were able to separately calculate the success rates 
for different fields (e.g., in a general science journal), we did that as well. Finally, if we were 
able to separate the submissions into mutually-exclusive groups by the type of authorship (e.g., 
sole1 v. multi-authored), again we did that as well. As a result of these inclusion criteria, there 
were 79 base-cases we were able to derive from 33 articles, each representing mutually-exclusive 
samples of submissions. The 79 base-cases represented 410,504 journal submissions. 
Our main analysis examined the gender differences (measured as effect sizes) of the 
likelihood that a submission is accepted for publication. Some articles report results on more 
than one stage of the review process (e.g., desk rejection, reviewer scores/recommendation, 
Revise & Resubmit rate, final acceptance/rejection decision). However, in any meta-analysis it is 
important to count each instance – in this case, each submission – only once. This rule suggests 
that we should not include each of these stages separately in the same analysis, as it would 
violate independence by double-counting submissions. We address this issue by first analyzing 
the “base case” outcome – which, whenever possible, we define as “the likelihood that each 
submission is eventually accepted.”  We then separately analyzed each stage whenever possible, 
which is particularly important in separating out the role of the editor and referee in any bias 
found. That is, by examining each stage it is possible to determine whether the ultimate 
acceptance/rejection decision was based on reviewers’ input at all, or was solely an editorial 
decision that use, for example, a desk rejection would preclude outside review. 
Five studies (11 samples) did not report the final acceptance likelihood but instead the 
Revise and Resubmit (R&R) rate only; this typically occurred in fields where the process from 
R&Rs to final acceptance was relatively long. In these articles, we use the likelihood that a 
 
1 The studies that emphasized sole authors were ones in the social sciences where single authors were still relatively 
common in the last twenty years. 
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submission receives an R&R as the base case. Finally, four of the 33 studies only reported 
reviewer scores, not acceptance or R&R rates. We included these as well in our base case, 
although we also reported results excluding them. For simplicity of exposition, we use the term 
acceptance rates (in italics) for any of these measures of positive evaluation and call the overall 
binary accept/reject measure the “overall acceptance rate.”   
Because the gender difference was not always the difference in binary choices, we 
converted all gender differences into standardized effect sizes. Thus, all studies’ outcomes were 
normalized to have a mean of 0 and a standard deviation of 1.2  This effect size is the difference 
between the female and male standardized effect size, so that negative values signify that men 
have the advantage in acceptance. We will use the terms effect size and standardized gender 
differences interchangeably.   
Studies differed not just by outcome measure, by also by their definition of the gender of 
multi-authored articles: female first author (FA), female last author (LA), female corresponding 
author (CA), majority female authors v. majority male authors, all female or all male authors, or 
any female authors v. none. Some articles reported on more than one definition of female 
authorship for the same group of submissions. To avoid double-counting, we chose one measure 
for the base rate. When choosing between using FA, CA or LA, we used FA because it was the 
most frequent choice. As will be seen, we also contrasted results using FAs and CAs for the few 
articles that gave both. 
To analyze the data, we used the meta analysis program in Stata, and specifically the 
default method with random effects3 (restricted maximum likelihood method) where the weights 
are inversely related to the variance.4 (Stata Meta-Analysis Reference  Manual 2019.)As a 
robustness check, we also estimated  results using alternative methods 5 In some of our 
specifications, we incorporated moderators (control variables) into the model, combining random 
and fixed effects models.   
 
2Specifically, the effects sizes were measures as a Hedges’s g which is approximately the same as Cohen’s d effect 
sizes and is used in Stata random effects meta-analysis models. Note that with probabilities, the standard deviations 
equal the square root of p*(1-p) so that a standardizing the standard deviation to be 1 means it is (of course) larger 
than the probability itself.  
3 Random effects assumes that the effect sizes are different (heterogeneous) between studies, but randomly so. As 
the manual says, “That is, the studies in the meta-analysis represent a sample from a population of interest.”  
4 Note that each gender difference’s variance has the number of observations in the denominator.  
5 e.g. the DerSimonian–Laird random-effects method 
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Beyond analysis of the base acceptance rates, when enough observations were available, 
we separately estimated subsets of our data, or used the meta regress command in Stata to 
investigate whether gender differences in journal acceptances differed due to moderators (control 
variables).6  We specifically investigate how the gender difference varied: 
• Over time, from 2000 to 2019 data.  
• Across different scientific fields. 
• At the decision desk-reject stage and at the peer reviewing stage. 
• For single blind vs. double blind reviews, with the latter referring both to reviewer and 
authors being unaware of the identity of the other. (Research is mixed on the accuracy 
with which reviewers can correctly guess the identity of authors under blinded 
conditions; e.g., Blank, 1991 reported that half of the reviewers in economics could 
identify the authors whereas Ceci & Peters, 1984 reported that expert reviewers in 
psychology were unable to correctly guess authors’ identities. However, Blank found that 
the accuracy of guessing authors’ identities was not associated with gender differences in 
acceptance.) 
• For different definitions of submissions’ “gender” (particularly, corresponding v. first 
author). 
• With and without controls for individual characteristics. 
• By the sample’s power (measured by 1/variance) to analyze whether there is a 
publication bias in reporting higher or lower gender differences.   
Before turning to our results, we note a final methodological point. We used the gender-
specific base overall acceptance rates when they were given in the article; however sometimes it 
was necessary for us to calculate this value ourselves, if overall acceptance rates were not 
explicitly given but data to calculate them were made available (either within the article, 
appendices, or online supplements). This was the only metric that we could compare across 
many studies. However, often it was the case that this statistic was not emphasized in the article. 
For instance, several of the articles emphasized homophily7 (whether people rated their own 
 
6 This used the meta regress Stata command, which essentially used fixed effects for indicator controls and random 
effects for the between-study heterogeity,  
7 If the only measure in a study was on homophily, we did not use the study. If the only measure in a study had both 
gender of author and gender of reviewer interacting with gender of author, we calculated the average effect of author 
gender.  
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gender higher), and based their measure of bias on homophily, measuring it in a variety of ways.  
Another article emphasized measured gender differences in later citations. For uniformity of the 
meta-analysis, we report only gender differences in  acceptance rates if available, or R&R 
acceptance or referee scores if not.   
Results 
Overall bias against women. For our base case, there were 79 samples of gender differences in 
acceptance rates8 in mutually exclusive groupings of submissions. The (weighted) average 
gender difference in effect sizes from the meta-analysis was -2.80 percent of a standard deviation 
(SD) advantage for men (p-value=.099). To put the scale of this number in some context, for the 
69 studies that were probabilities of (acceptance or R&R), the weighted average acceptance rate 
was 32.5 percent and its SD was 21.9 percent, so 2.8 percent of an SD equals a difference of .006 
(or 0.6 percent) in acceptance rates, a very small difference relative to average acceptance rates.   
Figure 1 plots the effect sizes i.e. standardized gender differences in the different studies 
and samples in the study (called a forestplot.).  There is clearly a wide variation in these effect 
sizes – ranging from a male advantage that is 28% of a standard deviation to a female advantage 
that is 68% of a standard deviation. Figure 2 shows a graph of the predicted standardized gender 
differences versus the precision of the study (which depends on the number of observations and 
the standard errors in the original study), called a funnel plot. The distribution of studies looks 
quite symmetric, suggesting no publication bias. 
Reviewing for most studies gender-fair. There was considerable heterogeneity across samples, 
with only 50 of the 79 effect sizes having negative values i.e. favoring male authors.  Most 
(72%) of the samples did not reveal a statistically significant difference. Only 15 samples had a 
male advantage significant at the 5% level, while 7 samples had a female advantage at the 5% 
level, and the remaining 57 displayed no statistically significant gender difference. (In fact, 53 
samples, or two-thirds, were not significant even at the 10% level (either negative or positive.)   
Bias against women attributable to reviewers, not editors. Drilling down to the different stages 
of the review process, there was no identifiable difference in editors’ likelihood of desk-rejecting 
a paper (i.e., rejecting it without sending it out for review), with the gender difference in the 
likelihood that an editor does not desk-reject an article equaling +1.8  percent (of a SD) favoring 
female authors (p-value = .480) for 31 mutually-exclusive sample (from 14 articles)  that 
 
8 Recall that this includes R&R rates or referee scores when they were the only things available. 
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separately reported desk rejection rates. To put this in context, +1.8 percent of a SD 
approximately corresponds to 0.4 percent difference in the desk rejection rate which on average 
is 38.9 percent.  On the other hand, however, of the 23 samples that provided data on reviewers’ 
(referees’) evaluations from 10 articles, we found that on average reviewers were less likely to 
recommend acceptance9 of manuscripts submitted by women, with effect sizes -5.1 percent 
lower for articles submitted by women than those submitted by men (p-value = .013).   
Things probably improved over time from years 2000-2019. Across the 79 base (mutually-
exclusive) cases, the gender difference was + 0.55 percent of a SD each year (p-value=.031).  
This would change the predicted gender difference from – 9.70 percent of a SD in 2000 ( a male 
advantage) to + 0.76 percent of a SD in 2019 (a female advantage). We used the word 
“probably” because most but not all random effects weighting models yielded a significant time 
trend.10 Moreover, even with the original weighting model (REML) the predicted changes are 
not precise (since the .55 percentage point annual change has a 95% confidence interval from .05 
to 1.05). Figure 3 graphs the effect sizes of the female minus male standardized gender 
differences relative to time, with the size of the circles representing the number of observations 
in the study.  The slope is hard to determine, and much of the large circles are bunched on the 
right (in the later years). 
Different definitions of “female authorship” yielded similar results. Limiting the analysis to the 
3 studies that estimated gender differences separately by gender of the first author and by gender 
of the corresponding author (Berg 2019, Fox 2019, Buckley: 19 samples), the estimates of the 
gender differences were quite similar numerically (-.017 versus .012) and not statistically 
different from each other at the 10% level. 
Scientific fields differed. We found that scientific fields differed. Economics had the largest 
gender differences (averaging 9.6 percent of a SD in a random effects meta-analysis model that 
included only the 3 articles, 4 samples on economics.)  Alone, the gender difference among the 
economic studies was not statistically significant at standard levels (p-value = .19) because of 
few observations.  However, when combined with the field with the second largest female 
penalty, physical science, these two fields together had a significant gender difference of  -5.3 
 
9 Some of these studies gave only reviewer scores. These were standardized also to mean 0 and standard deviation of 
1. 
10 The random effect Hedges method predict a .1 percentage point annual change, p-value= .46. 
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percent (of a SD) male advantage (p-value = .023, n=23 samples ). In contrast, when a meta-
analysis was done on the other fields combined, the 56 studies had a gender difference of -1.6 (of 
a standard deviation,  p=.055, much smaller gender difference than the -5.3 in 
economics/physical science.    
 
Some limited evidence that double blind reviewing gives women an advantage. Blind reviewing 
has been touted as a way to circumvent gender bias because the reviewers do not know the 
identity (and hence gender) of the authors, so it cannot influence their evaluation. Eight of the 
articles had double-blind reviewing in which neither the authors nor the reviewers knew the 
other’s identity. The average gender difference in this subset (10 mutually-exclusive samples) 
was statistically zero (female insignificantly higher by 1.8 percent of a SD but  p-value =.54), a 
small sample and thus inconclusive. There were a four articles with both double-blind and not 
double blind samples11. Among these and controlling for time (since the double-blinding 
occurred in later years), double blinding increased women’s advantage considerably (6.8 percent 
of a SD, p-vlaue=.014).  However, the bulk of submissions in this group were from a case where 
people chose to be double blind, a self-selected and hence not random sample. Without this case, 
the effect of double blinding was zero (.02 percent of a SD, p-value=.99).  
 
Some evidence that adding controls for individual characteristics erases male advantage. Nine 
of the studies report some results controlling for some individual characteristics – productivity if 
available, or age/experience, English-speaking, or student vs. professional, etc.  For these 
studies, we calculated the average gender effect size (with 21 samples) as + 6.7 percent of a SD 
(p-value=.031) advantage to women. This is likely not to be a random sample of all studies, of 
course, and thus we cannot really compare this to our overall average gender difference. If we 
compare only the 5 studies with effects estimated both with and without controls, adding controls 
on average has an insignificant effect.12 We therefore consider this evidence only suggestive. 
 
11 These four were Carlsson et al. 2012 – an experiment, where women were more disadvantaged in the double blind 
regimes; Heath-Stout, L. E. 2020  and Cuskley2019/Roberts & Verhoef, 2016, both of which were cases where the 
journal switched to double blind and women became more advantaged; McGillivray & De Ranieri 2018 where 
authors could request double-blind reviewing and double blinding advantaged women.   
12We have also done comparisons other ways as well. In all cases adding productivity controls decreases the male 
advantage but none show that this difference is significant. With the small number of articles involved, 




The results of this meta-analysis provide prima facie evidence that there may be some 
gender bias in journal acceptances of submissions, usually small in magnitude. This bias, when 
observed, was due to reviewers’ evaluations rather than to editors’ decisions to desk-reject. The 
gender advantage associated with men’s submissions abated somewhat over this twenty year 
period (from 2000-2019).  
However, it is useful to return to the caveats noted in the introduction. The first is: 
Submissions by men and women might actually differ in quality. This is suggested by the fact 
that the articles that controlled for individual characteristics had an average female advantage 
rather than a male one, although the sample was small. On the other hand, submissions by 
women might focus on different research questions or themes, with some research questions 
being perceived by reviewers as less publication-worthy or appropriate for a given journal 
regardless of author gender. To the extent that this is true, it would shift the discourse away from 
bias against women, per se, to reasons for perceived quality differences, and gender-fair methods 
to determine publication-worthiness, overall scholarly importance and potential impact.  
The other caveat mentioned in the Introduction relates to authors’ scientific field. We 
suspected that studies of gender bias might be more likely to focus on journals and fields for 
which the authors of these studies believed that bias was more likely to be present. While we 
cannot know this for sure, since we do not have similar studies of all journals, suggestive 
information comes when we weight the studies not by the number of submissions included in 
them, but instead by the number of articles published in the field in general. If we look at the 
numbers of submissions across our studies we see that some fields -- physical sciences and 
economics -- generated much more attention to gender gaps than others and they were the fields 
in which the largest male advantage was observed: 310,342 in physical sciences and economics 
combined but only 128,714 in life sciences and 33,761 in other social sciences. Another way to 
approach this is to look at one of Berg’s (2019) analyses that included all articles published in 
Science between 2010-2017. The average gender difference in (non-standardized) acceptance 
rates was -1.01%, and there was a time trend in these articles so that by the end of the period, the 
gender difference was essentially zero (with an insignificant female advantage).   
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Finally, a third caveat is that the single largest analysis of peer review bias appeared after 
we established the inclusion criteria and conducted our analysis. This was an extensive analyses 
of 145 journals in physical science, social science/humanities, biomedicine/health, life sciences-- 
encompassing 753,000 manuscripts (of which 348,223 survived desk rejection and were sent out 
for review)--1.7 million authors, and 749,653 reviewers (Squazzoni et al., 2021).  These authors 
found no evidence of bias against female authors and even a slight advantage in their favor. Like 
our meta-analysis, they also found a temporal trend with increased pro-female effects in more 
recent years, and a somewhat less positive effect for women in social science and life science.  
What effect would the results of Squazzoni et al.’s analysis exert on the meta-analysis results 
reported here if they were included in it? Given its size (~83% larger than the total size of the 
440,000 manuscript submissions used in the meta-analysis), and the combination of generally 
small effect sizes of bias with null or reverse effects when the various moderators, especially 
individual characteristics such as rank and productivity that when added to the model led to a 
female advantage, the overall conclusion would tilt further in the direction of a lack of gender 
bias, with some exceptions such as evidence of bias in double-blinded reviews and older reviews 
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