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Non-Markovian magnetization dynamics for uniaxial nanomagnets
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(Dated: November 6, 2015)
A stochastic approach for the description of the time evolution of the magnetization of nanomagnets is pro-
posed, that interpolates between the Landau-Lifshitz-Gilbert and the Landau-Lifshitz-Bloch approximations,
by varying the strength of the noise. Its finite autocorrelation time, i.e. when it may be described as colored,
rather than white, is, also, taken into account and the consequences, on the scale of the response of the
magnetization are investigated. It is shown that the hierarchy for the moments of the magnetization can be
closed, by introducing a suitable truncation scheme, whose validity is tested by direct numerical solution of
the moment equations and compared to the averages obtained from a numerical solution of the corresponding
colored stochastic Langevin equation. This comparison is performed on magnetic systems subject to both an
external uniform magnetic field and an internal one-site uniaxial anisotropy.
I. INTRODUCTION
Idealizations are often employed, when modeling real
magnetization dynamics. Far from equilibrium, mag-
netic fluctuations, modeled by white noise are exam-
ples of such an idealization and the magnetization pro-
cesses predicted in this way have been observed in ultra-
fast reversal magnetization experiments. However real
fluctuations always have finite auto-correlation time and
the corresponding spin system dynamics is, rather, de-
scribed by non-Markovian stochastic processes1. Despite
the practical relevance of non-Markovian processes, how-
ever, these have received much less attention than Marko-
vian processes, chiefly, because of the simplicity of the
theory and the familiarity of the corresponding mathe-
matical tools2. The study of the magnetization dynam-
ics of super-paramagnetic systems, however, is a suitable
framework and provides motivation to describe magnetic
fluctuations, induced by contact to a heat bath3, that are
sensitive to non–Markovian effects.
The effective magnetization dynamics of a spin sys-
tem and a noise is described by a stochastic differential
equation of Langevin type, also known as the stochastic
Landau-Lifshitz-Gilbert (sLLG) equation :
(1+λ2)
∂si
∂t
= ǫijk(ωj +Ωj)sk +λ(ωisjsj −ωjsjsi). (1)
The Einstein summation convention is adopted, with
Latin indices standing for vector components, ǫijk is the
anti-symmetric Levi-Civita pseudo-tensor and s is a mag-
netization 3-vector, whose norm is fixed and can be set to
unity. Here ω is the precession frequency which derives
from a spin Hamiltonian and is such connected to the
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spin vector. λ is the damping coefficient. The stochas-
tic properties of Ω describe the fluctuations of external
and/or internal degrees of freedom, random perturba-
tions and noise. Its correlation functions are assumed to
satisfy the relations
∂
∂t
〈Ωi(t) . . .Ωin(tn)〉 = −
1
τ
〈Ωi(t) . . .Ωin(tn)〉 (2)
with 〈〉 and t ≥ t1 ≥ . . . ≥ tn is the time-ordered sta-
tistical average product of stochastic variables4 and τ is
a single characteristic constant time. With proper con-
ditions Gaussian process, Poisson process and two-state
(dichotomy) Markov process enjoy this “time derivative
property”5. In general a detailed description of the
stochastic processes in the extended phase space (s,Ω)
is not easy to establish6,7.
Stochastic processes are completely described by an
infinite set of multivariate probability distributions. In
practice, not all multivariate distributions are not desir-
able but only a few, mainly the one-variable distribution
P (s, t) and the two-variable distribution, P (s1, t1; s2, t2).
The former is used to determine the average 〈f(s, t)〉 of
any functional f of the process s(t), e.g. its statisti-
cal moments. The latter is used to determine two-time
statistics, e.g., the correlation function 〈si(t1)sj(t2)〉. In
the white noise limit, a Fokker-Planck equation on P (s, t)
has been established only for a thermally interacting spin
system subject to a constant external field3,8. Beyond the
mean-field approximation, the explicit spin dependance
of the effective field, including a magnetic anisotropy, on
the probability distribution P , may be addressed.
II. THEORY
In contact with a thermostat, described by the stochas-
tic vector, Ω(t), the spin system precesses about the
axis of magnetic effective field, defined by both a uni-
form external magnetic field with ω(0) = γµ0H and an
2anisotropic single-axis. This can be observed in super-
paramagnetic nano-magnets which behave as effective,
two-state, anisotropic spin systems3. The deterministic
frequency vector is given by ω = ω(0)+κn (n · s), where
n is the anisotropy single-axis and κ the anisotropy fre-
quency. The noise vector, Ω(t), is assumed to be de-
scribed by a Gaussian stochastic process, that is com-
pletely defined by its 1-point function 〈Ω(t)〉 and 2–point
function 〈Ωi(t)Ωj(t
′)〉. Therefore the only non–trivial in-
formation is contained in the these, that we assume to
define an Ornstein-Uhlenbeck process9, which means that
〈Ωi(t)〉 = 0 and
〈Ωi(t)Ωj(t
′)〉 =
D
τ
exp(−
|t− t′|
τ
)δij . (3)
It can be shown that this process does converge to the
centered white noise process, when τ → 0.
Moreover, it is assumed that the thermostat can be de-
scribed by a fluctuation-dissipation theorem that relates
the strength of the noise, D, with the temperature T by
the relationship D = λkbT/h¯, where λ is the parameter
that appeared in Eq.(1).
These microscopic degrees of freedom give rise to av-
erage quantities, that probe collective properties. Such
quantities can be operationally defined by taking statis-
tical averages over the noise of Eq.(1) at equal times. In
the limit of low damping (i.e. λ ≪ 1), the equation for
the magnetization, 〈si〉, is :
∂〈si〉
∂t
= ǫijk(〈ωjsk〉+ 〈Ωjsk〉)
+λ(〈ωisjsj〉 − 〈ωjsjsi〉), (4)
and implicates higher order correlation functions of noise
and spin that have to be determined in turn. By applying
the Shapiro-Loginov formulae of differentiation5 to the
components of the 〈Ωisj〉 at equal times, we obtain the
equation
∂〈Ωisj〉
∂t
=
〈
Ωi
∂sj
∂t
〉
−
1
τ
〈Ωisj〉 . (5)
Introducing the right-hand side of Eq.(1) into Eq.(5),
evolution equations for the mixed moments 〈Ωisj〉 are
obtained. Due to the non-linearity of the sLLG equa-
tion, an infinite hierarchy arises10: the equations for
the second-order moments depend on third-order mo-
ments, and so on. In order to solve the system, clo-
sure relationships need to be found. So the equations
for the moments 〈sisj〉 are now required and are pro-
vided by ∂〈sisj〉/∂t = 〈sis˙j〉 + 〈s˙isj〉. Assuming that
this identity holds, the time derivative of si is replaced
by the right-hand side of Eq.(1) inside the statistical aver-
age. This leads to an additional set of equations for the
second-order moments of the microscopic spin degrees
of freedom, that are closely related to those written by
Garanin et al (see Eq.(6)11) and Garcia-Palacios et al.
(see Eq.(2.10)3). As long as the stochastic variables fol-
low individual Gaussian processes, their connected mo-
ments (labelled as 〈〈.〉〉), beyond the second moment are
zero4. The case of the mixed connected moments of spin
and noise is more subtle. If a linear coupling between
the spin and the noise is assumed, the mixed cumulants,
above the second will, also, vanish. If the Gaussian hy-
pothesis is dropped, the general relations, at equal times,
between the desired moments are :
〈Ωisjsk〉 = 〈Ωisj〉〈sk〉+ 〈Ωisk〉〈sj〉+ 〈〈Ωisjsk〉〉, (6)
〈Ωisjsksl〉 = 〈〈Ωisjsksl〉〉+ 〈Ωisj〉〈sksl〉+ 〈Ωisk〉〈sjsl〉
+〈Ωisl〉〈sjsk〉+ 〈sl〉〈〈Ωisjsk〉〉
+〈sk〉〈〈Ωisjsl〉〉+ 〈sj〉〈〈Ωisksl〉〉, (7)
〈sisjsk〉 = 〈sisj〉〈sk〉+ 〈sjsk〉〈si〉+ 〈sisk〉〈sj〉
−2〈si〉〈sj〉〈sk〉+ 〈〈sisjsk〉〉, (8)
〈sisjsksl〉 = 〈sisj〉〈sksl〉+ 〈sisk〉〈sjsl〉+ 〈sisl〉〈sjsk〉
−2〈si〉〈sj〉〈sk〉〈sl〉+ 〈sk〉〈〈sisjsl〉〉
+〈sj〉〈〈sisksl〉〉+ 〈sl〉〈〈sisjsk〉〉
+〈si〉〈〈sjsksl〉〉+ 〈〈sisjsksl〉〉. (9)
These considerations lead to the following system of
equations :
∂〈si〉
∂t
= ǫijk(ω
(0)
j 〈sk〉+ κnjnl〈slsk〉+ 〈Ωjsk〉)
+λ
(
ω
(0)
i 〈sjsj〉 − ω
(0)
j 〈sjsi〉
+κnl(ni〈slsjsj〉 − nj〈slsjsi〉)
)
, (10)
∂〈Ωjsk〉
∂t
= −
1
τ
〈Ωjsk〉+ ǫklm (〈Ωjωlsm〉+ 〈ΩjΩlsm〉) ,
+λ (〈Ωjωkslsl〉 − 〈Ωjωlslsk〉) , (11)
∂〈sisj〉
∂t
= ǫikl (〈ωkslsj〉+ 〈Ωkslsj〉)
+λ (〈ωisksksj〉 − 〈ωksksisj〉)
+(i↔ j). (12)
These expressions are closed by considering first the inde-
pendence of Gaussian processes, the form of the effective
frequency vector and the expression of the autocorrela-
tion function of the noise. One has explicitly :
〈Ωjωlsm〉 = ω
(0)
l 〈Ωjsm〉
+κnlnu (〈Ωjsu〉〈sm〉+ 〈Ωjsm〉〈su〉)
〈ΩjΩlsm〉 =
D
τ
δjl〈sm〉
〈Ωjωkslsl〉 = 2ω
(0)
k 〈Ωjsl〉〈sl〉
+κnknu (〈Ωjsu〉〈slsl〉+ 2〈Ωjsl〉〈susl〉)
〈Ωjωlslsk〉 = ω
(0)
l (〈Ωjsl〉〈sk〉+ 〈Ωjsk〉〈sl〉)
+κnlnu (〈Ωjsu〉〈slsk〉+ 〈Ωjsl〉〈susk〉
+ 〈Ωjsk〉〈susl〉)
〈ωkslsj〉 = ω
(0)
k 〈slsj〉+ κnknu (〈su〉〈slsj〉
+〈sl〉〈susj〉+ 〈sj〉〈susl〉 − 2〈su〉〈sl〉〈sj〉)
〈Ωkslsj〉 = 〈Ωksl〉〈sj〉+ 〈Ωksj〉〈sl〉
〈ωisksksj〉 = ω
(0)
i (〈sj〉〈sksk〉+ 2〈sk〉〈sksj〉
3−2〈sk〉〈sk〉〈sj〉) + κninu (〈sksk〉
〈susj〉+ 2〈susk〉〈sksj〉 − 2〈su〉〈sk〉
2〈sj〉
)
〈ωksksisj〉 = ω
(0)
k (〈sj〉〈sksi〉+ 〈sk〉〈sisj〉
+〈sksj〉〈si〉 − 2〈sk〉〈si〉〈sj〉)
+κnknu (〈susk〉〈sisj〉+ 〈susi〉〈sksj〉
+〈susj〉〈sksi〉 − 2〈su〉〈sk〉〈si〉〈sj〉)
Combined with Eqs.(10,11,12), the derived system of
equations is called the dynamical Landau-Lifshitz-Bloch
model (dLLB). In the limit of τ → 0, Eq.(11) gives a
direct expression for the mixed moment of the noise and
the magnetization as 〈Ωisj〉 = −Dǫijk〈sk〉, which makes
the 〈Ωisj〉 matrix antisymmetric. Once introduced into
Eq.(10), a longitudinal contribution for the spin dynam-
ics appears in which the amplitude of the noise is propor-
tional to the square root of the temperature. For finite
values of τ , Eq.(10) exhibits a ”memory effect” which
shows that the value of 〈si(t)〉 for the time t depends on
all the previous values of 〈si(t
′)〉 before the time t.
III. NUMERICAL EXPERIMENTS
Numerical experiments were performed to test the con-
sistency of the closure hypothesis. For “low” values of τ ,
the dynamics is close to Markovian and Eqs.(10,11,12)
are expected to match the results obtained from an aver-
aged Markovian stochastic dynamics. In order to realize
these comparisons, a reference model is constructed from
Eq.(1) with a white noise random vectorΩ. Multiple spin
trajectories with the same initial conditions are generated
and followed in time according to a previously detailed
symplectic integration scheme7,12,13. A statistical aver-
age is taken over all the realizations. Eqs.(10,11,12) are
integrated with an eight-order Runge-Kutta integration
scheme, with adaptive steps, constructed from the Jaco-
bian of the whole system.
The figure (1-left) (resp. 1-right) exhibits the average
magnetization (resp. spin-spin autocorrelation function)
from the stochastic LLG equation and our dLLB model
for the same value of the amplitude D in the white noise
limit. For low value of D (i.e. in the normal phase),
the average stochastic dynamics follows our dLLB model.
A similar situation has been already investigated for an
external constant field only14. When τ increases, the
noise is no longer white and does not follow a Markov’s
process. A complete stochastic system of equations for
both the spin and the noise is built by supplementing
Eq.(1) with
dΩi
dt
= −
1
τ
(Ωi − ξi(t)) (13)
where ξi is a Gaussian centered stochastic process
15, but
with 〈ξi(t)〉 = 0 and 〈ξi(t)〉ξj(t
′)〉 = 2Dδijδ(t − t
′). For-
mally, this system is integrated as Ωi(t) ≡ e
tLΩΩi(0) =∫ t
0 e
−(t−u)/τ ξi(u)du with LΩ is the Liouville operator cor-
responding to Eq.(13). Because the Liouville operators of
Figure 1. Dynamics of the averaged magnetization (left)
and auto-correlation spin function (right) around a single-
axis in the z-direction in the case of small correlation time
of the noise. The dot lines plot the sLLG case (103 repeti-
tions), solid lines stand for our dLLG model with the Gaus-
sian hypothesis of independance. D = 1 × 10−3GHz;λ =
0.1; τ = 10−6ns;ω(0) = (0, 0, 0);κ = 1GHz; n = (0, 0, 1) are
taken with the initial conditions s(0) = ( 1√
3
, 1√
3
, 1√
3
), ∀i, j
〈si(0)sj(0)〉 =
1
3
and 〈Ωi(0)sj(0)〉 = 0.
the spin and the noise commute, an integration of the col-
ored system is performed by the combination of the two
operators as etL(si(0),Ωi(0)) = e
tLsetLΩ(si(0),Ωi(0)) =
(si(t),Ωi(t)). This is performed for larger values of τ
for which the figure (2) exhibits 〈si(t)〉 and the diagonal
part of 〈si(t)sj(t)〉. It is observed that, even for “large”
values of τ , our dLLB model continues to track the dy-
namics of the colored stochastic LLG system. The in-
fluence of the higher than second-order cumulants on the
dynamics of the average magnetization and spin autocor-
relation function is mitigated by a large damping factor
λ which prevents detailed descriptions of the magneti-
zation dynamics. Moreover, because of the link between
the amplitude D and the damping factor λ, through a to-
be-derived fluctuation-dissipation theorem in the special
case of an explicit dependance of the spin in the effec-
tive field, the domain of validity of our dLLB model in
temperature could be significantly controlled.
When the intensity of the noise increases, the spin dy-
namics is no longer Gaussian. It is observed numerically,
in the stochastic dynamics, by calculating the cumulant
function 〈〈si(t)sj(t)sk(t)〉〉. The ten independent spin cu-
mulants are depicted, for several values of the amplitude
D in the figure (3). As shown, for this particular situa-
tion, some terms go to zero in time, whereas some remain
finite, depending on the underlying symmetries. At the
expense of higher order expressions, the Eqs. (10,11,12)
can be supplemented by an expansion of
d〈sisjsk〉
dt and in-
tegrated together. This represents an option where the
deviation off the Gaussian character of the spin distribu-
4Figure 2. Stochastic average magnetization (left) and auto-
correlation spin function (right) around a single-axis in the
z-direction and a field in the x-direction. The dot lines are
for the sLLG for 104 repetitions and the solid lines stand
for our dLLB model. D = 1 × 10−3GHz;λ = 0.05; ω(0) =
(pi/5, 0, 0)GHz ; κ = 1/10GHz; n = (0, 0, 1); τ = 10−1 ns are
taken with the same initial conditions as previously.
Figure 3. Stochastic average over for 105 repetitions of
the independent 〈〈sisjsk〉〉 terms for various values of D.
λ = 0.1; ω(0) = (pi/5, 0, 0)GHz ; κ = 0.5GHz; n = (0, 0, 1);
τ = 10−3ns are taken with the same initial conditions as pre-
viously.
tion is explicitly treated at the third-order.
The third-order correlation functions for the dynamical
variables s satisfying a stochastic Langevin-like equation
are generally determined by first solving this equation in
the presence of the noise and then averaging the product
of these variables over the ensemble of the random noise.
A path integral formalism can be established for deducing
identities between the correlation functions. This strat-
egy has been tested in various approximation schemes,
including the quenched approximation (i.e. D = 0). A
shortcut might be to look for an alternate description of
an effective system of equations in a closed time path for-
malism of Schwinger allowing to describe a general non-
equilibrium field theory at finite temperature16. This is
why a closure approximation was proposed by Martin,
Siggia and Rose17 which represents the classical limit of
the closed time path formalism and will be the subject
of further investigation.
JT acknowledges financial support through a joint doc-
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