The dynamical structure factor S(q, ω) of the SU (K) (K = 2, 3, 4) Haldane-Shastry model is derived exactly at zero temperature for arbitrary size of the system. The result is interpreted in terms of free quasi-particles which are generalization of spinons in the SU (2) case; the excited states relevant to S(q, ω) consist of K quasi-particles each of which is characterized by a set of K − 1 quantum numbers. Near the boundaries of the region where S(q, ω) is nonzero, S(q, ω) shows the power-law singularity. It is found that the divergent singularity occurs only in the lowest edges starting from (q, ω) = (0, 0) toward positive and negative q. The analytic result is checked numerically for finite systems via exact diagonalization and recursion methods.
Introduction
In recent years, there has been a renewal of interest in study of the spin chains which describe the systems with the orbital degeneracy. In the case of two-fold orbital degeneracy, the total degeneracy per site becomes 4 (= 2 × 2), and the simplest model to realize this situation in one dimension is a chain with the SU (4) symmetry (SU (4) spin-orbital model) [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] . The static property of the SU (4) spinorbital model has been studied mainly by numerical methods. It has been reported that the spin correlation has a period of four unit cells, and that the asymptotic decay has a power-law exponent different from unity [3, 5] . Such exponent has also been derived by use of conformal field theory [11] .
In addition to these static properties, dynamical information of the system has become more and more important partly because experimental investigation for dynamical properties has been performed with increasing accuracy. In particular experiments of some orbitally degenerate quasi-one-dimensional magnetic compounds such as NaV 2 O 5 [12] are intensively performed in the last few years. Hence it is useful to clarify the difference from systems without orbital degeneracy not only for static properties, but also for dynamic ones.
Although several one-dimensional quantum spin models have been exactly solved, much less is known about their dynamical properties over the whole energy range. An exception is the XX model [13] , which can be mapped to a spinless fermion model. For other models dynamics has been discussed mainly by bosonization method which works only in the low-frequency region. Recently, some progress has been achieved in obtaining exact results for a wider energy range for the antiferromagnetic Heisenberg model [14, 15] and the XXZ model in antiferromagnetically ordered phase [16] . In their articles [14, 15, 16] , Bougourzi et al. derived two-spinon contribution to dynamical structure factors S(q, ω) for the Heisenberg and XXZ models in the thermodynamic limit by using the results of mathematical work [17] . For the Heisenberg model, they obtained that the two-spinon excitations account for 72.89% of the total intensity.
Here the exchange interaction J ij is given by the following inverse-square type:
where N is the number of lattice sites with unit spacing and J > 0. The Hilbert space of this model is
, and the linear operator P ij is the color exchange operator which exchanges the i-th element and j-th element of vectors in Ω N . In the particular case of SU (2), P ij is reduced to the spin exchange 2 S i · S j + 1/2. In this paper, we assume that N ≡ 0 mod K. Under this condition, there is the non-degenerate SU (K) singlet groundstate of the system. The operator P ij can be written in the form:
where X γδ i with γ, δ ∈ {1, 2, · · · , K} =: Σ K changes the color δ to γ at site i. The operators X 
For later use, we introduce the following operators:
They satisfy the same commutation relations as in (4) and also satisfy the conditions that 
We will analyze the following quantity of the SU (K) HS model at zero temperature: 
where δ, γ, ρ, σ ∈ Σ K , q = 2πn/N with n ∈ Z,X γδ r (t) is the Heisenberg representation of the operatorX 
Here {|α } is the normalized complete basis of the Hamiltonian (1) with eigenvalues {E α }, and |0 is the groundstate. From the SU (K) symmetry, the following formula holds:
where S N (q, ω) := S (δγ)(γδ) N (q, ω), (γ = δ).
Therefore it is sufficient to calculate the components S (δγ)(γδ) N (q, ω) with γ = δ. For deriving the exact formula for S (δγ)(γδ) N (q, ω) with δ = γ, we adopt the freezing trick introduced in Ref. [31] . This method is based on the fact that the SU (K) HS model is obtained by the strong coupling limit of the U (K) spin CS model [28] . The latter continuous model is more tractable than the SU (K) HS model, because the eigenfunctions of the model have been explicitly constructed [32, 33, 34] . If we have the exact dynamical results for the U (K) spin CS model, then we can obtain S (δγ)(γδ) N (q, ω) of the SU (K) HS model by applying the freezing trick.
Fortunately, there exists an excellent work by Uglov [33] . In the case of K = 2, he derived the exact expression of the dynamical spin-density correlation function of the spin CS model with a finite number of particles [33] . We extend his result to the case of K ≥ 3, and then take the strong coupling limit.
The content of the paper is as follows: In section 2 we introduce the spin CS model and then explain the freezing trick. In section 3 we extend Uglov's results on the correlation functions to the case of K ≥ 3. Also, following Ref. [35] , we simplify the conditions on the excited states of the dynamical correlation functions. In section 4 the dynamical structure factor for a finite system is exactly derived. We give the quasi-particle picture of the spin dynamics at zero temperature. We rewrite the resultant formula of the dynamical structure factor in terms of the momenta of quasi-particles. The relation between the momenta of quasi-particles and motif [36, 37] is briefly discussed. In section 5 we take the thermodynamic limit of the dynamical structure factor. We determine the support of the dynamical structure factor and analyze its behavior near the dispersion lines of elementary excitations. Summary and discussions are given in section 6. In Appendix A, for proving the statement in section 2, we analyze the strong coupling limit of the dynamical density correlation function of the U (K) spin CS model. Appendices B, C, D and E contain the data and proofs which are used in the paper. In Appendix F, we derive the low energy asymptotic form of the dynamical correlation function and analyze the singularities of the dynamical structure factor.
Spin Calogero-Sutherland Model and Freezing Trick
In this section, we introduce the U (K) spin CS model [28] and explain the freezing trick [31] . The U (K) spin CS model describes N particles with coordinates x 1 , · · · , x N moving along a circle of length L and interacting with inverse-square type interactions. Moreover, each particle carries a color with K possible values. The Hamiltonian of this model is given by [28] 
where β > 0 is the coupling parameter and L is the size of system. The Hilbert space of the system is
Technically, we assume that N ≡ 0 mod K and N/K ≡ 1 mod 2. 1 In this case, the system has the non-degenerate U (K) singlet groundstate. The spinless CS model is given by (11) where P ij has been set to 1, i.e., K = 1.
It is convenient to consider the following transformed Hamiltonian:
where W := 1≤j<k≤N sin π(x j − x k )/L. The Hilbert space of the system with the above Hamiltonian is
where z j := exp(2πix j /L), and "antisymm" means total antisymmetrization. The inner product (•, •) β of this Hilbert space which depends on the coupling parameter β is appropriately defined [32, 33, 34] . Next we explain the freezing trick [31] . Let us consider the strong coupling limit β → ∞ of the U (K) spin CS model. In this case particles crystallize with the lattice parameter L/N which is taken as the unit of length. Then we are left with the center of mass motion, the lattice vibration and the dynamics of the color. The color dynamics is equivalent to the dynamics of the SU (K) HS model. The freezing trick described above was firstly introduced by Polychronakos [31] , and has been applied to thermodynamics of lattice models [38, 39, 40] . The present work is the first application of the freezing trick to dynamical quantities.
In the U (2) spin CS model, Uglov has derived the exact formula of the dynamical spin-density correlation function with a finite number of particles [33] . In the next section we extend his result to the case of K ≥ 3, and then, in section 4, take the strong coupling limit. In doing so we have to make correspondence between physical quantities defined in the continuum and discrete spaces. In analogy to the operatorX γδ q defined by Eq. (8) for the lattice model, let us define the following operator in the continuum space:
where the momentum q takes values 2πn/L with n an arbitrary integer. We first derive the dynamical structure factor in the continuum model defined by
where {|ν)} is the normalized complete basis of the Hamiltonian (12) with eigenvalues {Ē ν }, and |0) is the groundstate.
In the strong coupling limit the coordinate x j in Eq. (14) is written as x j = R j + u j where R j = j is a lattice point, and u j describes the lattice vibration. Except for the uniform motion of the lattice described by u j = const, we may regard u j as a small quantity. In fact the density response can be shown to be smaller than the spin response by O(β −1 ). This fact is shown in Appendix A. Therefore the dynamical structure factor of the SU (K) HS model is given simply by the strong coupling limit of Eq. (15) provided that one restricts q in the range of the first Brillouin zone: |q| ≤ π.
Dynamical Correlation Functions of the Spin Calogero-Sutherland Model
In Ref. [33] , Uglov introduced the new formulation for the eigenvalue problem of the U (K) spin CS model and derived the dynamical correlation functions in the case of K = 2. In this section we extend Uglov's result on the dynamical correlation functions to the case of K ≥ 3. First we recall his formulation briefly to establish the necessary terminology and notations. For details, see Ref. [33] . Then we give the dynamical correlation functions of the U (K) spin CS model. We also simplify the conditions on the excited states relevant to the dynamical correlation functions.
Notations and review of Uglov's results
In Ref. [32] , Takemura and Uglov introduced the (un-normalized) complete orthogonal bases {X (β,K)
is the parameter which corresponds to the groundstate of the system. (Notice that N ≡ 0 mod K and N/K ≡ 1 mod 2.) The label σ + k (0) of the state contains the information both for the momenta and for the colors of the particles [33] . That is, if we write σ + k (y) is defined by a certain degeneration of the Macdonald symmetric function [41] and is called the gl K -Jack symmetric function. From this definition, several properties of the gl K -Jack function can be derived from the corresponding properties of the Macdonald function. Moreover Uglov defined the isomorphism Θ of Hilbert spaces (H, (•,
. This fact enables one to calculate the correlation functions of the U (K) spin CS model by using the gl K -Jack function. Actually, in the case of K = 2, Uglov exactly derived the dynamical density and spin-density correlation functions of the spin CS model. In the next subsection we extend his result on the correlation functions to the case of K ≥ 3.
We recall here the norm formula of the Yangian Gelfand-Zetlin basis [33] . We also recall the spectral decomposition of the power sum symmetric function p m (y) := N i=1 y m i with m ∈ Z >0 in terms of the gl K -Jack polynomials [33] which is used in the next subsection. For this purpose, we fix some notations for partitions [33, 34, 41] . For a non-negative integer N , let
the set of all partitions with length less or equal to N . A partition can be represented by a planar diagram, i.e., by the so-called Young diagram. When there is a box in the i-th row and j-th column of λ, we write (i, j) ∈ λ. The conjugate of a partition λ = (
are called the arm-length, arm-colength, leg-length and leg-colength of box s, respectively. We recall a coloring scheme of diagrams. In considering the U (K) symmetry, we need K colors. For a partition λ, we define subsets of λ by C (a)
We call the color of box s ∈ λ a if s ∈ C We also define the subsets of λ by H (a)
The quantity a λ (s) + l λ (s) + 1 for the box s ∈ λ is called the hook-length of box s. Therefore the set H For any subset ν ⊂ λ the order |ν| is defined as the number of boxes in ν, i.e., for example, |C The norm of the Yangian Gelfand-Zetlin basis X (β,K) λ+k (0) (z) for the partition λ relative to the norm of groundstate is given by
The spectral decomposition of the power sum p m (y) (m > 0) in terms of the gl K -Jack polynomials is given by
where c λ (β) is an expansion coefficient. To give this we introduce the notation:δ(A) = 1 if a statement A is true,δ(A) = 0 otherwise. Furthermore we define ω K := e i2π/K , and
Then we obtain c λ (β) = A λ |λ|δ (|λ|≡0 mod K) χ λ (β) where
and the β-independent constant A λ is given by 
Dynamical correlation functions of the spin Calogero-Sutherland model
In this subsection, we derive the following function of the U (K) spin CS model:
where the "color-density" operator is defined bȳ
with q = 2πn/L. The function η (δγ)(ρσ) N (x, t; β) is the Fourier transform of the dynamical structure factor (15) , and is called the dynamical color correlation function (DCCF) in the following.
First we should determine the SU (K) spin selection rule of the excited states of the correlation functions. Here the SU (K) spin means the K − 1 eigenvalues (
for a = 1, · · · , K−1. For the SU (2) case, this definition gives the ordinary spin because
a=1 is the standard basis of the Cartan subalgebra of the Lie algebra sl K . Since the Cartan subalgebra is the maximal commuting subalgebra, the eigenvalues (s 1 , · · · , s K−1 ) are good quantum numbers of the system with the SU (K) symmetry. We denote the SU (K) spin of the state |ν) which satisfies (ν|X
We see that the above state |ν) transforms as one of the weight vectors for the adjoint representation Ad of SU (K). For example, in the SU (3) case, we have s(1, 3) = (1/2, 1/2). The complete lists of s(γ, δ) for K = 2, 3, 4 are given in Appendix B. We cannot directly calculate the DCCF (22) , since the action of the operator ΘX γδ (0)Θ −1 on H ′ does not have simple expression. The key step for deriving the DCCF (22) is to choose appropriate local operators on H. We define local operators
The DCCF η (δγ)(ρσ) N (x, t; β) with δ = γ, ρ = σ can be obtained from the dynamical correlation function of the operator J a (z). This is based on the following formula: if f and g are eigenfunctions of the spin operators h b with eigenvalues s b (f) and s b (g), respectively, then we have
where γ − δ ≡ a mod K. Moreover, we have
i.e., the operator ΘJ a,n (z)Θ −1 on H ′ is the multiplication of the power sum. Then we have
If we know the norm of the Yangian Gelfand-Zetlin basis X (β,K)
and the matrix element of the power sum with respect to the bases {J (Kβ+1,K) σ }, we can calculate the DCCF η (γδ)(ρσ) N (x, t; β) with γ = δ, ρ = σ. We already know these quantities explicitly. Now we can give the formula for η λ+k (0) (z) with partition λ are respectively given by
where
The following relations hold for these quantities:
where λ = (λ 1 , · · · , λ N ) and λ * := (−λ N , · · · , −λ 1 ). We use above relations for deriving the DCCF. Then, for γ, δ ∈ Σ K with γ = δ, we have
where q = 2πn/L, and δ n,|C
represents the momentum conservation q = P λ . The form factor F λ (β) is given by
The primed summation in the formulae (37) and (38) is taken over partitions λ ∈ Λ N which satisfy the following conditions:
The non-zero condition of the form factor is equivalent to that of the matrix element χ λ (β) of the local operator. Notice that, if β = r/s with r, s coprime, then
Under the above condition on β, we denote the subset Λ
Then we can replace the set Λ N in the sum of the formulae (37) and (38) by Λ <Kβ+1> N .
Classification of excited states
The conditions on the excited states of the formulae (37) and (38) are rather complicated. In this subsection, following Ref. [35] , we simplify these conditions. We define the concept type of a partition. We introduce a reductive transformation τ on the set of all partitions as follows (see Ref. [35] for the case of K = 2): (i) If there exist K rows or K columns which have same number of boxes in a partition, remove those rows or columns; (ii) Apply the reduction (i) repeatedly until the newly generated partition is no longer reducible. It is important to note that this transformation has the following properties:
. (42) We can determine the subset A N of the set Λ N as the image of τ , i.e., A N := τ (Λ N ). Notice that A N is the finite set. Then, for a partition λ ∈ Λ N , we say that the type of λ is ν ∈ A N if ν = τ (λ). For example, in the case of K = 3, the type of the partition (7, 4, 4, 2, 2, 2, 1) is (1):
Let us consider the subset A (40)} (43) and D N is a certain set. Then, from the properties (42) and conditions (40), we can rewrite the formulae (37) and (38) . For example, we have
where the double-primed summation is taken over partitions λ ∈ Λ <Kβ+1> N such that τ (λ) = ν for some ν ∈ A <Kβ+1;γδ> N . The important point is that the conditions (40) on the excited states which mainly come from SU (K) spin selection rule are conveniently implemented by introducing a finite set A <Kβ+1;γδ> N , and by decomposing the summation over λ by each type ν = τ (λ) such that ν ∈ A <Kβ+1;γδ> N . We do not give the explicit forms of the sets A <Kβ+1;γδ> N , since they are not needed in the following discussion.
Dynamical Structure Factor for Finite Systems

Strong coupling limit
From the discussion in section 2, the DCCF η λ = 1 and |λ| ≡ γ − δ( = 0) mod K, the quantity χ λ (β) is regular in the limit β → ∞. In this limit, the simplification occurs because of the following fact:
This means the excited state λ consists of K columns, i.e., λ ′ has the form λ
This is the finite set of partitions whose largest entry is less than K + 1. We then determine a subset A
We can explicitly determine this finite set A . We give our results on the DCCF and dynamical structure factor of the SU (K) HS model with the finite number of lattice sites. The momentum and excited energy are respectively given by
Then, for γ, δ ∈ Σ K with γ = δ, we have
where q = 2πn/N , and the summation is taken over partitions λ ∈ Λ
The squared form factor is given by
Due to the limit β → ∞, the above quantities depend only on l λ (s) and l ′ λ (s). In the particular case of K = 2, our formulae (48) and (49) generalize the known ones [19] to arbitrary size of the system. We will see that our formulae have the advantage in clarifying the role of the internal degrees of freedom of quasi-particles.
Since we consider the case of zero external magnetic fields, the SU (K) symmetry demands that η (δγ)(γδ) N (q, ω) and S (δγ)(γδ) N (q, ω) are actually independent of (γ, δ) as long as γ = δ. Therefore we put η N (r, t) = η
We can prove this independence by using other expressions of the DCCF and dynamical structure factor which are introduced in the next subsection. See Appendix D for the proof. From the formula (9), other non-zero components of the dynamical structure factors are given by
We have to determine the sets C (0)
K (λ) explicitly to derive the dynamical structure factor. The type of given partition has sufficient information for determining these sets. For example, in the case of K = 3, we have the following explicit form of the sets C 
We have determined these sets for all types in the case of K = 2, 3, 4. Therefore η N (q, ω) and S N (q, ω) can be explicitly calculated. In general, S N (q, ω) is the rational function of N . In Appendix C we give examples. We have checked the validity of Eq. (49) with K = 2 and 3 by comparing with the numerical result for N ≤ 24 and N ≤ 15, respectively. The numerical result is obtained via exact diagonalization and the recursion method. We truncated the continued fraction at 100 iterations and took the Lorentzian width O(10 −5 J). The agreement is excellent in both cases of K = 2 and 3. The comparison between the exact result and numerical data is given in Table 1 for the case of K = 3 and N = 15. Table 1 In Fig. 1 , we present the exact results of S N (q, ω) for (K, N ) = (3, 18) and (4, 16) . The dynamical structure factors S N (q, ω) in Fig. 1 have rather complicated structure. The origin of this structure will be clarified in section 5.
Fig. 1
The static structure factor S N (q) := S (δγ)(γδ) N (q) with γ = δ is obtained by integrating over the energy in the formula (49) . We give the results of S N (q) for (K, N ) = (3, 18) and (4, 16) in Fig. 2. From Fig. 2 , we see that S N (q) has the cusp structure at q = 2π/3 for K = 3 and at q = π/2, π for K = 4. In section 5 we will give the detailed discussion of this point. 
Quasi-particle interpretation
As an effect of β → ∞, the second summation in the right hand side of the formulae (48) and (49) is restricted to the finite set Λ (K) N . The conditions on the type of excited states come from the selection rules for the SU (K) spin. We consider the quasi-particle interpretations of these conditions. For labelling the excited states relevant to S N (q, ω), it is more convenient to use the conjugate partition λ
has the information on the momentum and SU (K) spin of a quasi-particle. We call this quasi-particle a spinon following the SU (2) case. The spinon is considered to be an object possessing an SU (K) spin. An SU (K) spin of the spinon with λ SU (2) spin of spinon with λ
(54) SU (3) spin of spinon with λ
SU (4) spin of spinon with λ
It is important to note that a spinon transforms as a weight vector of the fundamental representationK of SU (K). From the formulae (48) and (49), we can conclude that relevant excited states of S N (q, ω) consist of K spinons. Moreover the conditions on the type of excited states lead to an important consequence: K-spinon excited states have K − 1 different SU (K) spins. That is, the excited states contain K − 1 species of quasiparticles. For instance, in the case of K = 3 excited states relevant to S (31)(13) N (q, ω), which have the SU (3) spin (1/2, 1/2), consist of three spinons with SU (3) spins (0, 1/2), (0, 1/2) and (1/2, −1/2). For the SU (2) case, we recover the well-known fact that only two spinons with the same spin contribute to S N (q, ω) [19] . The complete lists of the SU (K) spins of K spinons are given in Appendix B for K = 2, 3, 4.
The relevant states of S
. Then we can show that, in the spinon picture, the relevant states of S (γγ)(δδ) N (q, ω) consist of K-spinon excited states with K different SU (K) spins. Namely, in contrast to the case of S N (q, ω), the excited states contain K species of quasi-particles. See Appendix B for lists of SU (K) spins of K-spinon excited states for S
The K-spinon excitation belongs to the tensor representationK ⊗K of SU (K). This representation contains the adjoint representation Ad as an irreducible component. From the condition stated above for Kspinon excitation, we see that the K-spinon excitation transforms as one of the weight vectors for Ad. This is consistent with the condition for SU (K) spin of the excited states which are relevant to S (δγ)(γδ) N (q, ω).
U(1) expression
has the advantage of giving the spinon interpretation, we introduce another parametrization which is more convenient for taking the thermodynamic limit. The new parametrization c(λ
for the excited states of the DCCF (48) and dynamical structure factor (49) is defined by
where, in the second explicit expression, i ≡ l mod K (l = 0, 1, · · · , K − 1). This parametrization is nothing but representing the momenta of spinons. It is important to note that we can not recover the information on the SU (K) spins of spinons from this new parametrization c(λ ′ ), since c(λ ′ ) is characterized by the information on the color 0 only. We rewrite the formulae (48) and (49) by using c(λ ′ ). The momentum and excited energy are respectively expressed by
The expression of the form factor (50) depends on the type of state λ. In general, we have
where Γ(z) is the gamma function, c ij (λ
In the above formula, the pair of indeces (a, b) with a < b and rational numbers χ ab , χ ′ ab and ρ ij depend on the type of λ. We note that the order of χ ab , χ ′ ab and ρ ij is O(N 0 ). In Appendix D, we derive the formulae (58), (59) and (60), and give explicit formulae for form factors.
The summation in (49) is reduced to the summation N/K≥c1(λ ′ )≥···≥cK (λ ′ )≥0 under the condition that the cases of c 1 (
where q = 2πn/N , and δ n, i ci represents the momentum conservation q = P c . Here the summation is taken over partitions c = (
with the conditions given above. In the formula (62), we have omitted the dependence on the original parameter λ ′ , because we regard the formula (62) as the expression of S N (q, ω) by using only the momenta c = (
of the spinons. We call the formula (62) the U (1) expression of the dynamical structure factor.
Motif expression
In this subsection, we discuss the relation between the momenta of spinons and motif and then express S N (q, ω) in terms of motifs. We recall definition of the motif [36, 37] 
0. The crystal momentum P d and energy E d of the state for the motif d are respectively given by
The groundstate energy, i.e., the energy for the groundstate motif d (0) , is explicitly given by
Now we consider the relation between the parametrization c(λ ′ ) with λ ∈ Λ (K) N and the motif. For this purpose, it is convenient to use another expression for the motif [36, 37, 42] . For a given motif, replacing every intermediate '0' by ')(', first '0' by '(' and last '0' by ')', one can obtain a string of "elementary" motifs (1 · · · 1 a ) (a = 0, 1, · · · , K − 1). We denote a motif with this expression by · · · e 2 e 1 e 0 where e i is one of the elementary motifs. Namely we enumerate the elementary motifs from right to left. For example, for the motif 0110010 = (11)( )(1), we have e 0 = (1), e 1 = ( ) and e 2 = (11). The groundstate motif d (0) is represented by e N/K−1 · · · e 1 e 0 with e j = (1 · · · 1
The groundstate motif has (N − N/K) '1'. We construct the set of motifs by changing one '1' by '0' in the groundstate motif and rearranging those (N − N/K − 1) '1' possible ways. We call these motifs the K-spinon motifs because they satisfy the following constraint which leads to the K-spinon excitation:
The K-spinon motif consists of (N/K + 1) elementary motifs, i.e., we can write its as e N/K · · · e 1 e 0 . The correspondence between the parametrization c(λ
) which is the relevant state for S N (q, ω) and the K-spinon motif d = e N/K · · · e 1 e 0 is explained as follows. We have the following correspondence:
The above simple rule for the correspondence between momenta of spinons and motif is valid only for the K-spinon motifs and the groundstate motif. For generalizing this rule to arbitrary motifs, we have to use the correspondence between states of the SU (K) HS model and semistandard tableaux given in Refs. [43, 34] . In Appendix E, we recall the results of Refs. [43, 34] and then generalize the correspondence between momenta of spinons and K-spinon motifs to arbitrary motifs.
From the above discussion, we can rewrite the formula (62) in terms of the motif as follows:
whereδ represents the momentum conservation, and F
through the above identification of Kspinon motif d and the momenta of spinons c. We call the formula (68) the motif (or domain-wall) expression of the dynamical structure factor.
5 Dynamical Structure Factor in the Thermodynamic Limit
Thermodynamic limit
Next our task is to take the thermodynamic limit of the formulae (48) and (49) . Performing a procedure similar to that in Refs. [44, 45] , for K = 2, 3 and 4, we can take this limit. We introduce the momentum of the spinon k i in the thermodynamic limit by 2K(c i (
In this limit, the momentum and excited energy are respectively given by
, and the spinon dispersion is given by
with the velocity v s := Jπ/2. We have adopted the above normalization of k i so that the Fermi points coincide with {±1}. Then, using the formula Γ(p + z)/Γ(p) → p z as |p| → ∞ and changing the summations to integrals in the formula (62) and similar formula for the DCCF, we have the following formulae for the DCCF and dynamical structure factor of the SU (K) HS model in the thermodynamic limit:
where a normalization constant is given by
The form factor is given by the following Jastrow form in the momentum space:
with g K := (K −1)/K and g ′ K := −1/K. Since η (δγ)(γδ) (r, t) and S (δγ)(γδ) (q, ω) with γ = δ do not depend on the pair (γ, δ), we denote them by η(r, t) and S(q, ω), respectively. Other non-zero components of dynamical structure factors are given by
Since p(k), ǫ(k) and a<b |F (K) ab (k)| 2 are symmetric in k 1 , · · · , k K , the summation in the formulae (72) and (73) can be replaced by K(K − 1)/2 if we appropriately change the subscripts of k i 's. Performing the integrals twice, we have the following (K − 2)-fold integral expression of S(q, ω):
withq := q − π andω := ω − πv s /2. The region Ω is determined by the following conditions:
For K = 2, the formulae (72) and (73) reproduce the result of Haldane-Zirnbauer [19] which was obtained by a completely different method. Notice that the second product in the numerator of Eq. (75) is absent in the SU (2) case.
In the low energy limit we recover the results of Ref. [27] which are obtained by conformal field theory. Performing the same procedure as in Ref. [44] , we obtain the asymptotic behavior of the DCCF (72):
where ξ L := r + v s t, ξ R := r − v s t, and A l (l = 0, 1, · · · , K − 1) are constants. The critical exponents are given by α i := 2e
where e 84) is given in Appendix F. These K − 1 singularities with exponents α i correspond to K − 1 gapless bosonic modes, i.e., the exponents α i agree with that obtained by conformal field theory for the SU (K) 1 WZW model [11, 27] . We can derive static structure factor S(q) by integrating over ω in S(q, ω). From Eq. (84), we can perform the Fourier transform of η(r, 0). Then we have the following asymptotic behavior of S(q):
where B l are non-universal constants. The cusp structure in Fig. 2 for K = 3, 4 is consistent with this formula. Note that α 1 = 1 in the case of K = 2 corresponds to the logarithmic singularity in S(q) of the SU (2) HS model [20, 21] . The spinon interpretation of the formulae (72) and (73) goes as follows. As in the case of finite systems, the excited states for S(q, ω) in the thermodynamic limit consist of K spinons with K − 1 different SU (K) spins. This fact means, as in the low energy limit, the dynamics of the SU (K) HS model can be described by K − 1 species of quasi-particles. This simple structure reflects the Yangian symmetry of the SU (K) HS model [36] . In the form factor (75), the factor |k a − k b | gK represents the statistical interactions of spinons with the same SU (K) spin, while the factor |k i − k j | g ′ K represents those of spinons with different SU (K) spins. We refer to Ref. [46] for more detailed explanation of statistical interactions.
Support of dynamical structure factor
The support of S (γδ)(ρσ) (q, ω) represents the region in the momentum-frequency plane where S (γδ)(ρσ) (q, ω) takes the non-zero value. We see that the support of S(q, ω) as determined from the formula (73) is compact, i.e., there is no intensity outside of the finite area. The support of S(q, ω) is determined as follows:
with j = 1, . . . , K. Here upper and lower boundaries are respectively given by
See Fig. 1 (and also Fig. 3 ) for the case of K = 3, 4.
The behavior of S(q, ω) near the dispersion lines of elementary excitations is derived for general K as follows. We introduce the following dispersion: 
with exponent
In Fig. 3 , we give values of exponents explicitly for K = 3, 4.
Fig. 3
The derivation of Eq. (92) is given in Appendix F. There is a stepwise discontinuity at the upper boundary ω = ǫ (U) (q). On the other hand, there are divergent singularities at the lower boundaries ω = ǫ j (q) with j = 1, K, S(q, ω) has threshold singularities but no divergence. Also, for K ≥ 3, S(q, ω) has cusp type singularities at other dispersion lines in the support. These cusp type singularities originate from the statistical interactions for spinons with different SU (K) spins. The complicated structures which appeared in Fig. 1 reflect the cusp type singularities. (Notice that there are finite size effects in Fig.  1.) 
Summary and Discussions
In conclusion, we have derived the exact formulae (49) and (73) for S(q, ω) of the SU (K) HS model for arbitrary size of the system at zero temperature. We have clarified the quasi-particle picture of the spin dynamics. The relevant excited states consist of K spinons with K − 1 different SU (K) spins. We have discussed the relation between momenta of spinons and motif. We have analyzed the singularities of S(q, ω) in the thermodynamic limit. In contrast to the SU (2) case, cusp type singularities in the support, which originate from the statistical interactions of different species of the spinons, appear in the SU (K) (K ≥ 3) case.
As in the SU (2) case [19, 15] , we expect that the divergences at two of the lowest boundaries occur also in the SU (K) Heisenberg model with the nearest-neighbor exchange. Our exact result of S(q, ω) for K ≤ 4 is likely to be valid for larger K as well.
As mentioned in section 1, there is a close correspondence between the SU (2) HS model and spinless CS model with special coupling parameter β = −2 in the normalization of Ref. [37] . Thus it is expected that there is relation between our result for K = 2 and the dynamical density correlation function of the spinless CS model calculated in Refs. [44, 45] . In the thermodynamic limit, we checked that the dynamical density correlation function of the spinless CS model with β = −2 is almost same as our DCCF (72) for K = 2. The difference between them is the range of integration.
The SU (K) HS model and one-dimensional SU (K|1) supersymmetric 1/r 2 t-J model [47] have been an interesting laboratory for study of the quantum number fractionalization in one dimension [48] . We have applied the freezing trick to the SU (K|1) supersymmetric 1/r 2 t-J model and then obtained the dynamical charge structure factor [49] . It will be interesting to consider the relation between our results and the exclusion statistics in conformal field theory discussed in Refs. [50, 51, 52] . 
Appendix A: Dynamical Density Correlation Function in the Strong Coupling Limit
In this Appendix, we analyze the strong coupling limit of the dynamical density correlation function (0|ρ(x, t)ρ(0, 0)|0) of the U (K) spin CS model. Here ρ(x, t) is the Heisenberg representation of the density fluctuation operator
We use the same notations as in section 3. Uglov derived the following formula [33] :
Thus we can derive the dynamical density correlation function of the U (K) spin CS model in the same manner as in Ref. [33] and in section 3:
where the summation is taken over the partitions λ ∈ Λ N which satisfy the following conditions:
Careful analysis of the formula for (0|ρ(x, t)ρ(0, 0)|0) reveals the following behavior in the strong coupling limit:
as β → ∞. Here G λ is the β-independent quantity. The SU (K) singlet states λ ph;l := (K l ) (l = 1, · · · , N −1) satisfy the conditions (97) and represent the phonon contributions. Thus we can conclude that the phonon contribution to the dynamical correlation functions appears in the order β −1 . Let us derive Eq. (98). It is sufficient to consider the strong coupling limit of the matrix element χ λ of local operator and the norm N λ . We can easily see that |C (0)
, we have l λ ph;l (s) = 0. Therefore, from this fact and conditions c-h 
for s = (l, 1), we have
as β → ∞. Then we have Eq. (98).
Appendix B: SU (K) Spin Content and Enumeration of
The SU (K) spins of the excited states of S N (q, ω) and those of K-spinon excitations are summarised in the following Tables for K = 2, 3, 4. Table 2 Table 3   Table 4 (ii) Set A 
For K = 3 and N ≥ 6, we have A
N where B 
For K = 4 and N ≥ 10, we have A 4, 2, 2, 2, 1), (4, 4, 4, 3), (4, 4, 3, 3, 2, 1, 1, 1), (4, 4, 4, 3, 2, 1, 1),  (4, 4, 4, 3, 3, 1), (4, 4, 4, 3, 3, 2, 2, 1), (4, 4, 4, 3, 3, 3, 2), (4, 4, 4, 3, 3, 3, 2, 2, 1, 1 2, 2, 1), (4, 3), (3, 3, 2, 1, 1, 1),   (4, 3, 2, 1, 1), (4, 3, 3, 1), (4, 3, 3, 2, 2, 1), (4, 4, 4, 1, 1, 1) , (4, 3 (2, 2, 1, 1), (3, 3), (3, 3, 2, 1, 1),  (4, 3, 1, 1, 1), (3, 3, 3, 1), (3, 3, 3, 2, 2, 1), (4, 3, 3, 2, 2 
We do not give B
N and C
N , since they are not important for our discussion.
(iii) Data for the set A We summarize data for the set A
N in the following Tables: Table 5   Table 6   Table 7   Table 8   Table 9 Appendix
We can give the similar formulae for K = 3, 4. However these formulae are rather complicated. We give more explicit formulae for the small momentum q. For K = 3 and q ≤ 8π/N , we have
,
For K = 4 and q ≤ 8π/N , we have
Appendix D: Some Formulae and Form Factors in the U (1) Expression (i) Derivation of formulae (58), (59) and (60) We can easily derive the following formulae:
Then, from Eqs. (46) and (47), we have formulae (58) and (59). Next we derive the formula (60) for K = 3 and λ with type (1). In the following, we use the abbreviated notation c i = c i (λ ′ ). From the explicit forms of the sets C (0) (52) and (53), we have
Then we have the formula (60) for K = 3 and λ with type (1). Other cases can be derived in the same way.
(ii) U (1) expression of the form factor
We give the expression of the form factor F 
The form factors for S 
2 ), (c 1 ≥ c 2 > c 3 ), if λ : type (3, 3, 2) ∈ A The form factor for S (41) (14) N (q, ω) has the form: The form factors F (K) c(λ ′ ) for K = 2, 3, 4 are defined as follows:
We prove that S (δγ)(γδ) N (q, ω) is independent of the pair (γ, δ) as long as γ = δ. We introduce the contragradient partition λ c = (λ , ω) , the contragradient partition λ c is also the excited state of S (δγ)(γδ) N (q, ω) and gives the intensity at point (2π − P λ , E λ ) in the momentum-frequency plane. That is, the states λ and λ c give the intensity at points which are symmetric with respect to the axis q = π. We can easily prove this fact by using the following relations: 
Using the above fact and relation (158), we can show that
for any (γ, δ) = (ρ, σ). We can also prove the following formula:
Therefore we proved that S (δγ)(γδ) N (q, ω) is independent of the pair (γ, δ) with γ = δ.
Appendix E: Correspondence between States and Semistandard Tableaux
In this Appendix, we recall the correspondence between the states of the SU (K) HS model and the semistandard tableaux given in Refs. [43, 34] . From this result, we can generalize the correspondence between the momenta of spinons and K-spinon motifs given in subsection 4.4 to arbitrary motifs. In the following, we assume that N ≡ 0 mod K and N/K ≡ 1 mod 2.
(i) K-regular partition The K-regular partition is the partition λ = (λ 1 , · · · , λ N ) ∈ Λ N which satisfies λ i − λ i+1 < K for i = 1, · · · , N (λ N+1 = 0). In the formulation in section 3, the state with K-regular partition means the state without phonon contribution. We denote the set of all K-regular partitions by Λ N;K . The set Λ N;K is finite. For a K-regular partition λ ∈ Λ N;K , we write λ + k
2 · · · where r 1 > r 2 > · · · and p i denotes the multiplicity of r i ink. For example, in the case of K = 3 and N = 3, we have
For the groundstate
Clearly the set Λ N;K is the subset of Λ
. Therefore, in general, the state with K-regular partition represents the N(K−1) ) of the state λ ∈ Λ N;K satisfies the following conditions:
For example, in the case of K = 4 and N = 4, the state with the 4-regular partition λ = (12, 9, 6, 3) has the momenta of spinons c = (1, 1, 1, 0, 1, 1, 0, 0, 1, 0 In Table 10 , we give the data of the K-regular partitions for (K, N ) = (3, 3). Table 10 (ii) Ribbon diagram
We denote the set of all motifs by M We denote the set of all rank K ribbon diagrams with length N by R In Table 11 , we give the data of the motifs for (K, N ) = (3, 3). Table 11 (iii) Semistandard tableau In each box of a given ribbon diagram θ, let us inscribe one of the numbers 1, 2, · · · , K. We call such an arrangement of numbers a semistandard tableau of shape θ if it satisfies the following conditions: let a and b be the inscribed numbers in any pair of adjacent boxes, then (A) a < b if b is lower-adjacent to a. (B) a ≥ b if b is left-adjacent to a. We denote the set of all semistandard tableaux of shape θ by SST (θ). For example,
The singularities of the DCCF come from the momentum space region where all k j 's are near the Fermi points {±1}. These contributions are divided into K + 1 sectors: for l = 0, · · · , K, k i 's with i = 1, · · · , l close to 1 and k j 's with j = l + 1, · · · , K close to −1. It is sufficient to consider these sectors, because the integrand is symmetric in
where ξ L = r + v s t and ξ R = r − v s t. Then the singularities of η(r, t) are derived by a simple power counting. For example, if l = 0, K, then we obtain the exponent as
In the right hand side of the above formulae, the first terms come from the integrals, the second terms come from (1 − k 2 i ) −1/K , and the last terms come from (k i − k j ) −2/K . The exponents α 0 and α K can be derived in the same way.
Next we derive the exponent η m,n,f in Eq. (92) for S(q, ω) given by
We consider the contributions of the form factor to S(q, ω) come from the momentum space region where The restriction on the total momentum is given by
Then the restriction on the energy is given by
where the dispersion ǫ m,n,f (q) is defined by Eq. (91). We obtain the exponent η m,n,f with (m, n, f) = (0, 0, K) in Eq. (92) as
where K − 2 comes from the number of independent integration variables, −(m + n)/K comes from (1 − k 2 i ) −1/K and the last term comes from (k i − k j ) −2/K . The exponent η 0,0,K can be derived in the same manner. Figure 1: Exact results of S N (q, ω) in the cases of (K, N ) = (3, 18) and (4, 16) . The vertical and horizontal axis represent the rescaled energy and momentum, respectively. The intensity is proportional to the area of the circle. The solid lines are the dispersion lines of the elementary excitations in the thermodynamic limit. 
