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１．まえがき
ニューラルネットワーク（NeuralNetworks:ＮＮ）は，与えられた訓練データから学習を行い，入出力関
係をネットワーク内の結合重みに記憶することにより，さまざまな知的処理を実行することができる。具
体的には，パターン認識やクラスタリング；診断システム，関数近似や時系列予測，適応制御などに利用さ
れ，さまざまなニューラルネットワークアーキテクチャや学習法が提案されている6,18)。
現在最も多用されている階層型ニューラルネットワークはバックプロパゲーション（Backpropagation：ＢＰ）学習則を利用した教師あり学習であるが，そのネットワーク構造として，層数や中間層のユニット数
および学習則としての諸パラメータを決定しなければならない。これらの仕事はネットワーク利用者の経
験や勘を頼りに設定しているのが現状である。問題の規模に応じた最良なネットワークを構築するために
は，何度も試行錯誤を繰り返す必要があり，大変煩わしい作業である。
与えられた訓練データよりそれらのデータ間の特徴を自動的に抽出する方法としてKohonenの自己組織
化ニューラルネットワーク（SelfOrganizingNeuralNetworks:ＳＯＮN)11)が提案されているが，この場合
についても学習係数やその他のパラメータ等を決定しなければならない。ＳＯＮＮは競合学習則により特徴
抽出を実現するので，競合学習クラスタリングニューラルネットともみなされている。これに対応するもの
として，動的ニューラル木ネットワークがＲａｃｚら15）らやＬｉら12）らにより提案されていたが，これらは
安定性と可塑性を兼ね備えているため，他のニューラルネットワークの学習における問題点として知られて
いる安定性-可塑性ジレンマ2)が存在しない。しかしながら，学習係数等のパラメータに非常に敏感であり，
パラメータの設定により得られる解の質が大幅に変化する')。最近，これらの木構造ニューラルネットワー
クにおけるパラメータ設定を省略して，与えられたデータから自動的にニューラル木を構成する自己生成
ニューラルネットワーク（SelfGeneratingNeuralNetwork:ＳＧＮＮ)17)が提案され性目を集めている。こ
れは，本来ＳＯＮＮと同様に競合学習に基づく手法で自己生成ニューラル木（SelfGenaratingNeuralnee：
SGNT）を構成することにより学習を行うものである9,8,10） ◎
本論文では，ＳＧＮＮの性能を分析するため，分類問題，パターン認識問題，時系列予測問題に適用した
場合の性能特性を他の既存の有効なニューラルネットワークとの比較を行い，処理時間と解の質において特
性を分析し，汎用の階層型ニューラルネットワークと同様な応用の可能性を示す。分類問題としてはベンチ
マーク問題として与えられているMonks16)，cancerとCardl4)の分類問題，認識問題としては独自に作成
したアルファベット２６文字の文字認識問題，時系列予測問題としてはMackey-Grass微分方程式13)の予測
問題を使用する。また，ＳＧＮＮの性能を分析するため，分類，文字認識に対して数種の階層型ＮＮとの比
較を行う。更に，時系列予測では，ＢＰ以外にカウンタープロパゲーション等との比較において良好な結果
が得られている。ＳGNNは入力訓練データを与えるのみで分類，クラスタリングの問題と同様に，関数近
似，時系列予測等の実変数写像の問題に対しても高速な学習を行い，良質な結果を得ることができること
を示す。
2．ＳＧＮＴの構成法
ＳＧＮＴ構成法は，競合学習に基づく教師なし学習法であり，与えられた入力訓練データを順次木構造内
に配置する階層型クラスタリングアルゴリズムである。ＳＧＮＴを構成する基本素子となるニューロンを図１
に示す。ＳＧＮＴ内の一つのニューロンｎＪは，子孫内に含まれる葉の個数の，重みベクトル⑩ｊを内蔵し
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ている。更に，ｎＪに直結するｍｊ個の子ニューロンとの結合リンクljs(s＝１，…,ｍｊ）を持つ。ここで，
重みベクトル２，Ｊは入力訓練データベクトルｅｚの集合ＥをＳＧＮＴ内に写像するための変数である。
ＳＧＮＴは根（root)，葉（leaf)，根と葉の問に存在するノードにニューロンが割り当てられ，枝（edge）
としてリンクが各ノードに存在する。任意のニューロンｎＪに対する親ニューロンを、par，競合学習によ
り選択されたニューロンを、…と呼ぶ。入力訓練データベクトルｅｄをＳＧＮＴの根に入力し，競合学習に
よりｅｉの配置位置を決定する。すなわち，ｅ‘と、ｐａｒの子として連結されているニューロンｎＪの重みベ
クトル⑩ｊとの距離。(e`,u)j）を計算し，最短距離となるニューロンを勝者ニューロン、…とする。
(1)｡(e`,ｕＭｎ)＝ｍｉｎｄ(e`,助）』
ここで，ｉ＝1,…,１V，ｊ＝l(ｐａｒ)・(S＝1,…,ｍＰａ７)であり，１Ｖは訓練データ総数を，ｍｐａｒは、p､rに対
する子ニューロン総数を表す。距離測度。(eMUj）はユークリッド距離を用いる。
(2)｡(e`,助)＝
ここで，ｋ(ルー1,…,Ｌ)はＬ次元訓練データベクトルｅ`，または重みベクトルTUj中の各要素を表す変
数である。ニューロンｎＪの重みｕ）ＪＩＣの修正には，次式を用いる。
恥-恥十声{賊-叩）（３）
式(3)は，自己組織化マップ(SelfLOrganizingMaps:ＳＯＭ)における近傍関数が１/(Cj＋1)の場合と一致
する'1)。
従来の木構造ニューラルネットワークの手法15,12)では，近傍関数の初期値を任意に設定し，繰り返し学
習するにつれて単調減少させる。近傍関数の初期設定値の差異により最終的に得られる木構造は変動する。
一方，ＳＧＮＮでは勝者ニューロン以下に属する訓練データの期待値を自動的に逐次制御することにより，問
題の規模，複雑度に応じて均質な木構造を構築する。
ＳＧＮＴ生成手順を以下に示す。
ＳＧＮＴ生成手順
Step０．Ｅ＝{e,｝（ｉＥ１Ｖ)を読み込み，提示順序を決定する（以後，ｅ`の添字ｊは提示順を表す｡)。し
きい値<三０，距離速度。(e`,TDj）を設定する。
Step１．sＣＮＴの根となるニューロン、，を生成し，入力訓練データｅ，を、，の重みｕ)，に格納（u)，←ｅ,）
し，ｃ１←１とする。更に，訓練データｅ２を、ｌに入力，、…←ｎｌとし，Step3へ。
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Step２．ｅ`を、p・『に入力，、parの子ニューロンに対し式(1)を用いて、…を決定，、…決定後，式
(3)を用いて、parの重み?比｡『の修正を行い，ｃpar←Cpar＋１とする。以下の条件を満たす場合，
、ｐａｒ←ｎＵｊｉｎとし，ＳｔｅＰ３へ。
。(e`,ulpGr)＜ｄ(e`,ｕｊ…） （４）
式(4)を満たさず，ｃ…≠１ならば，ｎｍｄｎ←ｎｐＱ化し，同様の作業を繰り返す。
Step３．ｃ…＝１ならば，新たな葉ｎＪを生成（の←１，Ｕｊｊ←U)…）し，Ｕ)…を式(3)を用いて修正，
ｃ…←c…＋１，，…とｎＪを連結。'一Ｊ＋1.
Step４．次の条件を満たす場合，新たな葉ｎＪを、…の子として生成（Cj←１，２，Ｊ←ｅｉ）し，、ｊを、…に結合。
。(e`,TU…)＞< （５）
ｊ←ｊ＋１，Ｊ←ｊ＋１とし，ｊ＝１Ｖならば終了。Ｚ≠１Ｖならば，、par←、ｌとし，Ｓｔｅｐ２へ。
3．実験実施要領
本章では，ＳＧＮＮの性能を分析するために適用した分類，パターン認識，時系列予測の各問題と比較の
ために使用した既存のニューラルネットワークについて述べる。分類問題として，入力データが離散値であ
るベンチマーク問題Monksl6)，ベンチマーク問題集Probenll4)の中から，入力データが実測実数値であ
るcancer，離散値，実数値の混合したデータを持つＣａｒｄを用いる。すべて２つのカテゴリーに分類する
問題でそれぞれ３セット用意されている。次に文字認識問題に関して，訓練データとして我々が独自に作成したアルファベット大文字２６パターン（10×１０，２値画素）に対する雑音を加えたパターンに対する認識率を調べる。最後に，時系列予測問題として，Mackey-Glass微分遅延方程式の予測を行う。
本実験では，分類問題に関してSUN-4/20Ｈワークステーション（microSPARCII200MHz)，文字認識問題，時系列予測問題に関してCOMPAQDESKPRO（IntelPentiumll450MHz）を使用し，アルゴリズ
ムはすべてＣ言語で実装している。
3.1分類問題
ＭＯＮＫ，sl6)は六つの異なる属性を持つロボットの分類問題で，各属性の要素の組み合わせにより，三種類の問題がある。各属性値に対応する要素を表’に示す。
●問題Ｍ１：（頭の形＝体の形）または（ジャケットの色＝赤)。４３２個の全パターン中，訓練入力信
号として124個がランダムに選ばれている。雑音は入っていない。
・問題Ｍ２：６つの属性中２つが最初の要素の値を持つ。432個の全パターン中，訓練入力信号として
169個がランダムに選ばれている。雑音は入っていない。
・問題Ｍ３：(ジャケットの色が緑で剣を持っている）または（ジャケットの色が青ではなく体の形が人
角でない)。432個の全パターン中，122個がランダムに選ばれている。訓練入力信号中に５％の誤分類を含む。
各問題の難易度を比較すると，－次のオーダーであるＭ３が最も易しい問題である。次に，Ｍｉは(頭の形＝体の形)の部分を学習するために二次のオーダーの関係があるのでやや難しい。そして，最も難しい
表１ＭＯＮＫ'ｓにおける六つの属性値
cU1：頭の形ｅ丸，四角，ノ隅
z2：体の形ｅ丸，四角，八角
z3：笑っているＥはい，いいえ
z4：持っているＥ剣，風船，旗
２，５：ジャケットの色Ｅ赤，黄，緑，青
Ｚ６：ネクタイをしているＥはい，いいえ
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のはＭ２である。Ｍ２は正しいクラスに属しているかどうかを示すために，六つの全属性値を調べなければ
ならない。
cancer，Card'4)もパターン分類問題である。cancerは，乳がん細胞に対して，それが良性腫瘍である
か悪性腫瘍であるかを九つの属性より分類する。全データ数699個中，入力訓練データは３５０個，テスト
データを残りのデータから任意に174個選んである。Ｃａｒｄは顧客に対してクレジットカードを認可してよ
いかどうかを５１個の属性から分類する。訓練データ中に５％の誤分類を含む。全データ数690個中，入力
訓練データは345個，テストデータを残りのデータから任意に172個選んである。それぞれ三つの問題が
あるが，訓練データとテストデータがランダムに組み替えられたものである。
ＳＧＮＮの性能を分析するために，比較する既存の学習則としてバックプロパゲーション（Backpropagation：
BP)，学習ベクトル量子化（LearningVectorQuantization:LVQ）アルゴリズムの中からIjVQ111)，カウ
ンタープロパゲーション（Counterpropagation：ＣＰ)7)，ＣＰの動的モデルであるピジラントカウンタープ
ロパゲーション（VigilantCounterpropagation:VCP)4)の各ＮＮ学習アルゴリズムによる実験を行う。
以下，分類問題に適用した各ＮＮの設定を説明する。ＢPNNでは，Monks，cancer，Ｃａｒｄの各問題に対
して，入力層，中間層，出力層の３層構造のネットワークを用いる。なお，入力層，中間層に常に１を入
力するしきい値学習用ユニットを１つ備えている。学習係数〃を１．２，入出力関数にシグモイド関数を用い
る。また，中間層ユニットの数をMonk，cancerの問題に関して５個から５０個まで５個刻みで，Ｃａｒｄの
問題に関して１０個から100個まで10個刻みで，それぞれ１０種類のネットワークの学習を行う。学習収束
条件として平均二乗誤差（MeanSquaredError:MSE）を0.0001,学習回数の上限を１０００回とする。な
お，文献16)では，Monksの問題に対して各６つの属性の情報を０，１の２値情報に分割し，入力層を１７個
として学習を行っている。本研究では，ＳGNNと同一な入力値を与えるため，入力層は６個とし，与えら
れたデータをそのまま用いている。
IjVQ1では，コードブックベクトルの数をMonks，cancerに対しては10個，Ｃａｒｄに対しては20個と
した。学習繰り返し回数は,’1)において学習に十分な繰り返し回数であるとされているコードブックベク
トルの４０倍とする。学習係数αの初期値は0.03とし，学習を繰り返し行う際に単調減少させる。
ＣＰＮＮは，競合学習を行うKohonen層とフィルタ学習を行うGrossberg層から構成されている。今回，前
方向のみの写像を学習するＣＰＮＮを用いる。各問題に対して，Kohonen層のユニット数を100個，Grossberg
層のユニット数を100個に固定し，Kohonen層における学習係数αとGrossberg層における学習係数β
を0.01から0.1まで０.O1刻みで，０．１から１０まで０.1刻みで変化させた。ネットワークを並行に３つ計算
し，各ネットワーク出力の平均出力をネットワークの出力データとする。学習回数は１０回とする。
VCPNNは，静的なネットワーク構造をしているＣＰＮＮを初期に競合に参加しない非競合ユニットを付
加することにより，動的な変化を可能にしたネットワークである。非競合ユニットを競合に参加させるかど
うかを判定するために，監視ユニット（VigilanceUnit，ＶＵ）を設ける。今回，ＶＣＰＮＮのネットワーク
構成はＣＰＮＮと同一とする。非競合ユニットの上限値を１００とし，ＶＵの非競合ユニット参加判定条件と
して，教師信号とネットワーク出力との二乗誤差に対するしきい値を0.5とする。
３２パターン認識問題
今回使用した問題は，１０×１０の１００の要素（各要素の値は０，１の２値）からなるアルファベット大文
字26パターンの認識である。訓練実例データとして，各文字は我々が独自に数値を割り当てて作成したオ
リジナルパターンを使用する。今回，テストデータとして，訓練データから全文字５％から５０％まで５％毎
にランダムにピット反転させたものを，合計１０種類作成する。
実施要領は，まず訓練実例データを各ニューラルネットワークに学習させ，それらの処理時間を求める。
次に学習終了後のネットワークにテストデータを入力したときの出力値より，認識率を求める。ここで，認
識率は，次のように定義する。
認識率(％)＝正しく認識した文字数．,00 （６）全文字数
前節の分類問題と同様に，ＳＧＮＮの認識性能を分析するための既存学習則としてＢＰ，ＣＰ，ＶＣＰを使用
する。ＢＰＮＮにおいて，ネットワークの構成は，入力層，中間層，出力層の３層とする。各層間のニュー
ロンの数は入力層に１００個，出力層に２６個とし，中間層のニューロン数は５～100まで５ごとに変化させ
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て２０通りの階層型ニューラルネットワークを作成する。また，入力層，および中間層にはしきい値学習用
に，常に入力を１とするユニットが１つずつ加えられている。全学習試行回数は，初期結合重みを－１から
１までの範囲でランダムに発生させ，１０回行う。学習係数りは0.9とし，教師信号として，各文字に対応す
る出力ユニットに１を，その他のユニットに０を与える。ＣPNNでは，Kohonen層のユニット数を100個，
Grossberg層のユニット数を100個とし，Kohonen層の学習係数αとGrossberg層の学習係数βはそれぞ
れ0.01から０．１まで０．０１ごとに，０．１から1.0まで0.1ごとに変化させて，４００回の試行を行う。ＶＣＰＮＮ
に関して，ＶＵのしきい値を0.5,非競合ユニットの最大増減値を１００とする。その他，VCPNNのネット
ワークパラメータの設定はＣＰと同一である。ＣPNN，VCPNN共にKohonen層を並列に３つ用意し，各
ネットワークの出力にはそれらの平均値を用いる。
３．３時系列予測問題
時系列の予測問題として，一般にリカレントニューラルネットワーク3)やＲＢＦネットワーク5)が利用さ
れている。今回，我々はSGNNを実変数写像を行う時系列予測問題に対して適用する。本研究では，式(7)のMackey-Glass微分遅延方程式13)によって生ずるランダム信号⑰[t]を用いる。
２１空111＝－Ｍt]＋α,＋z[t＿γ]１ｏｚ[ｔ－Ｔ］ （７）。ｔ
入力訓練データを，（z[t],ｍ[ｔ－△],z[t－２△],Ｚ[t－３△]）とし，その出力目標値として，ｚ[t＋Ｔ]を与え
る。ここで，△＝６，Ｔ＝８５である。Mackey-G1ass微分遅延方程式における諸設定値はα＝０．２，６＝0.1,
丁＝１７としてデータを生成した。また，訓練データ数として，500,1000,3000,5000個の４パターンを
考慮し，既存の学習則としてＢＰ，ＣＥＶＣＰを使用する。
ＳＧＮＮに関して，入力訓練データの提示11頂をランダムに入れ換えて各１０回試行を行う。各訓練データ数
に対するＳＧＮＮの規模を調べるため，木の深さを求める。ＢＰに関して，ネットワークの構造は入力層４
ユニット，中間層１０ユニット，出力層１ユニットの３層構造であり，結合重みの初期値を－１から１まで
ランダムに与えて１０回試行を行う。学習係数りは0.9とする。ＣPNNに関して，Kohonen層のユニット
数を100個，Grossberg層のユニット数を100個とする。Kohonen層の学習係数α，Grossberg層の学習
係数βをそれぞれ0.1とする。VCPNNに関して，ＶＵのしきい値を0.1,非競合ユニットの最大増減値を
100とする。その他，ＶＣＰＮＮのユニット数はＣＰＮＮと同一である。ＣPNN，ＶＣＰＮＮ共にKohonen層を
並列に３つ用意し，各ネットワークの出力にはそれらの平均値を用いる。テストデータは，式(7)により計算した1000個の訓練データとは独立な時系列データを使用し，予測精度の指標にテストデータに対する正
規化平均二乗誤差（NormalizedMeanSquaredError:ＮＭＳE）を用いる。
ⅣMSE一三舌tll竺蒜 （８）
式(8)において,!/pは各入力データに対する出力目標値であり，Zﾉｶはネットワーク出力値である。そして，Ｐは全訓練データ数である。
4．実験結果
4.1分類問題
表２にSGNN，ⅣQ１，ＣPNN，VCPNN，ＢＰＮＮの各ベンチマーク問題に対する実験結果を示すｂな
お，CPNNVCPNN，およびＢＰＮＮは正解率の最も高かった結果と，そのときのパラメータを示してい
る。また，ＢPNNに関して，正解率が同値である場合は学習終了時のＭＳＥが最小の結果を掲載している。
表２より，各問題に対してＳＧＮＮが最も短い処理時間で終了しているのがわかる。この特徴は，ＳＧＮＮが
訓練データを１回提示するだけで入力特徴空間を木構造内に構成するためである。また，ＣPNN，ＶＣＰＮＮ
に関しては，単一のＣＰＵで３つのネットワークを処理しているため，他の１つのネットワークによるもの
よりも処理時間を要している。
次に学習法と正解率の観点からＳＧＮＮと各手法を比較する。まず，ＳＧＮＮと同様に競合学習に基づく
ⅣQ1アルゴリズムと比較すると，Card１，Card3以外のほとんどの問題では，ＳGNNが良い結果を示す６
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表２分類問題に対する実験結果
Card３
73.8％
０．５７
76.7％
０．８６
72.1％
852.22
００８
０．０２
77.9％
1652.64
０．６
０．０３
84.9％
898.49
９０
Ｃａｒｄｌ
74.4％
0.56
82.6％
0.92
72.1％
1605.12
０．４
０．０３
81.4％
6553.94
０．０１
０．３
85.5％
７１２６８
７０
Card２
80.8％
0.52
79.1％
０．９１
６８０％
1045.11
０．５
０．０２
79.7％
6628.24
０．０４
０．３
81.4％
751.16
８０
ＮＮ
ＳＧＮＮＣＲ
Ｍ１ Ｍ２M31CancerlCancer2Cancer3
96.5％
0.24
96.0％
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96.5％
0.27
83.3％
0.1
72.0％
０．１３
81.2％
0.1
96.0％
0.3
96.0％
0．３１
96.0％
0．３１
748％
0.23
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0.23
706％
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IjVQ1
￣
ＣＰＮＮ 85.6％
99439
０．０１
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87.9％
1052.41
０．３
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93.1％
1062.43
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77.1％
299.44
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80.8％
180.65
０．５
０．０４
73.8％
574.27
０．９
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89.7％
43.18
０．０９
０．０１
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65.62
０．５
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０．０１
90.8％
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77.1％
７９．７１
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０．７
０．０１
ＶＣＰＮＮ
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３５
94.3％
73.88
３０
97.7％
８９．１２
３５
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３５．３
３５
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４．０
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98.8％
１．２５
５
ＢＰＮＮ
CR:CorrectRate,ＣＴ:ＣＰＵＴｉｍｅ(insec),ＨＵ:HiddenUnits
表３ＳＧＮＮと他の学習法による認識率 別一川棚川川
肌％％％
・
９
０
０
別
Ｌ
０
０
肌％％％
４
，
０
０
０
３０
８４６％
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汎％％％
・
２
８
０
蛆
４
３
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20
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92.3％
25
96.2％
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50.0％
15
100％
55.0％
46.2％
100％
10
100％
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46.2％
100％
5
100.0％
96.5％
46.2％
100％
ｎｏ１ｓｅ
ＳＧＮＮ
ＢＰＮＮ
ＣＰＮＮ
ＶＣＰＮＮ
クラス情報を用いてコードベクトルを学習する教師あり学習のⅣＱ１と同程度の正解率を得ることができる
ことは，教師なし学習であるＳＧＮＮが優れたクラスタリング能力を持つことを意味している。次にＣＰＮＮ
と正解率を比較すると，Ｍ２を除く他のすべての問題に対してＳＧＮＮのほうが高い精度を得ることができ
る。また，ＶＣＰＮＮと比較するとMonks，Ｃａｒｄの問題に対してはＶＣＰＮＮのほうが全体的に高く，cancer
の問題に対してはＳＧＮＮのほうが高い正解率を示す。最後に，教師あり学習であるＢＰＮＮと比較すると，
Cardの問題では同程度の正解率であるが，Monks，Ｃａｒｄの問題では，Card2を除くすべての問題で約１割
程度精度が劣ることがわかる。
4.2パターン認識問題
表３にＳＧＮＮ，CPNN，VCPNN，ＢＰＮＮにおける文字認識問題の各雑音率に対する認識率を，表４に
学習訓練時間示す。表３，表４に関して，ＢPNNでは，中間層のニューロン数を変化させて最も認識率の
高かった３０のときの結果を，ＣＰＮＮ，およびVCPNNでは，学習係数を変化ざせ400通りの試行により，
最大の認識率を示した場合を掲載している。
表４より，入力データから自動的にニューラル木を作成するＳＧＮＮは，高速な学習が可能であることが
わかる。更に，表３より，ＳＧＮＮが他の手法よりもすべての試行において優れた認識率を示していること
がわかる。
4.3時系列予測問題
表５に１０回の試行における各訓練データ数の変化に対するＳＧＮＴの深さ（最小，最大，平均，分散）を，
表６にＳＧＮＮによる各訓練データ数の変化に対する予測結果として，ＮＭＳＥ（最小，最大，平均）と処理
時間を示す。表７にＢＰＮＮによる予測結果を，表８にＣＰＮＮによる予測結果を，表９にＶＣＰＮＮによ
る予測結果を表６と同じ形式で示す。なお，処理時間は，１０回の試行に対する訓練とテストの総処理時間
の平均値である。
表５，表６より，訓練データが増加するのに比例して，木の規模が増加していることがわかる。また，訓
練データが増加するのに比例してＮＭＳＥが減少していることがわかる。同一の訓練データ数の場合，分散
が小さいことから，木の深さは同程度となり，与えられた入力データによる特徴空間を同程度の木構造で写
像していることがわかる。よって，ＮＭＳＥの値も同程度の値となっている。表６，表７，表８，表９より
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表４訓練時間の比較 表５ＳＧＮＴの深さ
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表６ＳＧＮＮによる予測結果 表７ＢＰＮＮによる予測結果
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表８ＣＰＮＮによる予測結果 表９ＶＣＰＮＮによる予測結果
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SＧＮＮと他のニューラルネットワークとの比較を行うと，精度は全てのデータ数でＳＧＮＮが優れた結果を
示している。ＳＧＮＮの場合，訓練データ数を増加させることでより高い予測精度を得ることができるのに
対し，ＤＰ，ＣＰ，ＶＣＰでは，データ数を増やしても予測精度の変化はない。これは，ＳＧＮＮの精度が訓練
データ数に依存していることを意味する。次に処理時間において，ＳＧＮＮが他の手法よりも高速である。
図２にＳＧＮＮによる時系列予測波形の一例として，訓練データ数１Ｖが５００の場合のＳＧＮＮ，ＢＰＮＮ，
ＣＰＮＮ，ＶＣＰＮＮによるテストデータに対する予測波形の一部を示す。ＳＧＮＮの場合，他の手法に比べ良
好な予測を行えていることがわかる。
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図２予測波形の一部
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5．むすび
本研究では，実時間学習を行なう自己生成ニューラルネットワーク（SelfLGeneratingNeuralNetworks，
ＳＧＮＮ）の特性を分析するために，ベンチマーク問題の分類，パターン認識，時系列予測に適用した。実験
結果より，全分野の問題に対して高速な学習を行い，入力訓練データからＳＧＮＴ内に特徴空間を写像する
ことがわかった。更に，分類問題以外の実変数写像を行なうような時系列の予測問題にも利用可能であるこ
とがわかった。各問題を通じて確認できたＳＧＮＮの有効な特性を以下に示す。
高速性：与えられた訓練入力信号から，競合学習により，入力特徴空間を木構造内に動的に構築するため，
何度も繰り返し訓練データを提示する他の手法に比べ，高速な学習を行う。
大規模な問題への適用性：訓練データ数が大量に存在し，各訓練データ内の属性値の次元数が大きくても
訓練データと結合するノードからなるＳＧＮＴを記憶しておくメモリ領域さえあれば，さまざまな問
題に対して学習が可能である。
簡易性：従来の手法では，各問題の規模に応じて，我々が静的なネットワーク構造，およびパラメータを
決めて学習を行う。良い精度の結果を得るためには，与えられた問題をＮＮに実装するための知識や
経験が必要である。ＳＧＮＮでは，ネットワーク構造，パラメータは学習中に自動的に決定するので，
あらゆる問題に対して柔軟に対処できる。故に，我々は訓練データを提示してやるだけでよく，その
問題の実装に関する知識，経験を必要としない。
以上のことから，ＳＧＮＮは高速学習が可能で汎化性に優れたネットワークであるといえる。しかしなが
ら，出力値は有限の訓練データ内に存在する出力値に限定されるため，実変数写像を行う時系列予測や関数
近似の問題に対する精度を向上するためには，ＳＧＮＴに入力特徴空間をより正確に写像させるために，大
量のデータが必要である。処理をより効率的にするためのアプローチとして，処理の並列化，大量データの
分散化などが考えられる。
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SelfLgeneratingneuralnetworks(SGNN),whicharedevelopedfromtheconceptofSelfOrganizmg
NeuralNetworks(SONN),havereceivedmuchattentionbecauseoftheirdesignsimplicityandhigh
accuracyfOrclusteringorclassificationproblems・Inthispaper，wepresentaperfbrmanceanalysisoｆ
ＳＧＮＮ・InordertoanalyzetheperfOrmanceｏｆＳＧＮＮ,wecomparethemwithotherexistingcompetent
neuralnetworksintermｓｏfaccuracyandprocessingtimeonclassificationproblems,pattemrecognition，
andtimeseriesprediction・ResultsshowthatSGNNoffersuperiorperfbrmancetootherexistingneural
networksinthesevariousapplications．
