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The area of teacher effectiveness has been the 
focus of much research in the educational conununity. 
At the University of Northern Colorado (UNC) alone 
during the past 12 years, more than 300 dissertations 
concerned with various aspects of teacher effective-
ness were completed. 
Purpose of the Study 
The primary purpose of the study was to capture 
judgmental policies of teacher effectiveness from 
selected subsets of college students at UNC. Spe-
cifically, the students were clustered according to 
the school or college in which they were enrolled and 
by their grade level. By the use of a modified form 
of Judgment Analysis (JAN) techniques (Christal, 1963), 
the identification of the minimum number of different 
evaluation policies of teacher effectiveness was made 
for each of the student groupings. 
Procedures 
Students were requested to rate faculty at UNC on 
nine characteristics by using a five-point scale (5 = 
Excellent). Responses to the first eight variables 
were considered as profile scores; responses to vari-
able nine were considered as judgments in the two JAN 
analyses. (See Table 1 for the list of variables and 
abbreviations.) 
For purposes of this study, the students were 
grouped into selected subsets. The first grouping 
luniversity of Northern Colorado 
2san Diego State University 
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TABLE 1 
LIST OF VARIABLES AND ABBREVIATIONS 
No. Variable 
1. Teacher's interest and enthusiasm for 
course 
2. Ability to adequately answer questions 
3. Ability to effectively communicate 
subject matter 
4. Ability to interest and motivate students 
5. Fairness in testing and grading 
6. Personal interest and adaptation to 
student's needs 
7. Course objectives are clearly stated 
8. Course objectives are met 











was made by schools or colleges within the university. 
This accounted for seven subsets or groups of students 
representing respectively the seven schools or col-
leges. The researchers treated each of the seven 
individual groups as a judge in the first JAN inves-
tigation. The second grouping of students was deter-
mined by grade level . This process allowed for five 
subsets of students ranging from freshmen through the 
graduate level. Each of these five distinct groups 
was treated as an individual judge in the second JAN 
analysis. Therefore, in the JAN analyses, a slight 
innovation was used. In the usual JAN, a judge is an 
individual. However, in this study, the individuals 
were grouped into subsets and each subset, consisting 
of numerous individuals, was considered as a judge. 
JAN technique 
The JAN technique starts with the assumption that 
each judge has an individual policy. It gives an R2 
(multiple R coefficient squared) for each individual 
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judge and an overall R2 for the initial stage consist-
ing of all the judges, each one treated as an individ-
ual system. Two policies are selected and combined 
on the basis of having the most homogeneous prediction 
equations, therefore, resulting in the least possible 
loss in predictive efficiency. This reduces the 9um-
ber of original policies by one and gives a new R for 
this stage. The loss in predictive efficiency can be 
measured by finding the drop in R2 between the two 
stages. The grouping procedure continues reducing the 
number of policies by one at each stage until finally 
all of the judges have been clustered into a single 
group. 
The investigators examined the successive drop in 
R2 from that of the original stage in each of the 
three JAN analyses. A determination of whether one 
or more policies were present amon~ the judges was 
made on the basis of the drop in R at different 
stages of JAN. A slippage greater than .OS between 
successive stages was determined a priori by the in-
vestigators to represent too great a loss in predict-
ability. This procedure is consistent with that of 
Ward and Hook (1961) who reconunend looking for a break 
in the objective function (changes in R2 values). 
Findings 
The R2 for each of the seven initial systems are 
reported in Table 2. Note that the magnitudes of R2 
are restricted in range. The highest value is 0.8309 
for judge four and lowest is 0.7443 for judge seven. 
These high values of R2 for all judges indicated that 
the judges were consistent in their individual 
decision-making policies. 
Table 3 reports the seven stages of the JAN clus-
tering procedure for the seven judges and the corre-
sponding R2 for each stage. In stage 2, judges two 
and three have been combined to form one group while 
all other judges are treated as singletons. The drop 
in R2 between stages 1 and 2 is only 0.0004. Con-
tinuing this clustering procedure, stage 3 combined 
judges five and six, resulting in a model consisting 
of five policies or systems. The resulting drop in 
R2 from stage 1 is 0.0009. 
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TABLE 2 
R2 VALUES FOR ALL JUDGES FROM REGRESSION MODELS 
Judge 
1. School of the Arts 
2. College of Arts and Sciences 
3. School of Business 





5. School of Health, Physical Education, 
and Recreation 0.7992 
0.8075 
0.7443 
6. School of Music 
7. School of Nursing 
TABLE 3 
STAGES OF THE JAN PROCEDURE FOR THE SEVEN JUDGES 
Stage Judges R2 Collective Drop in R2 
1 1,2,3,4,5,6,7 0.8141 
2 (2,3),1,4,5,6,7 0.8137 0.0004 
3 (2,5),(5,6),1,4,7 0. 8132 0.0019 
4 (1,4), (2,3), (5.6),7 0.8121 0.0019 
5 (1,4), (2,3, 7), (5,6) 0.8099 0.0042 
6 (1,4,2,3, 7), (5,6) 0.8064 0. 0077 
7 (1,4,2,3, 7 ,5,6) 0.7893 0.0248 
Stage 7 combines all seven judges into one clus-
ter. This resulted in a collective drop in R2 of only 
0.0248. The a priori criterion for permissible slip-
page in R2 was 0.05. Since the collective drop of 
0.0248 is well within this tolerance level, stage 7 
was accepted as the appropriate grouping of judges. 
Therefore, the investigators concluded that only one 
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policy was present among the seven judges. 
The second JAN analysis was concerned with stu-
dents grouped according to grade level. Each of the 
five levels was considered as a judge. 
In Table 4 appears the R2s associated with the 
prediction equation for each of the five judges. The 
R2s are relatively high and extremely restricted in 
range. The high R2s indicated efficient prediction 
for each of the respective regression or decision-
making equations. 
TABLE 4 
R2 VALUES FOR ALL JUDGES FROM REGRESSION MODELS 
Judges R2 
1. Freshmen 0.7988 
2. Sophomores 0.7954 
3. Juniors 0.8165 
4. Seniors 0.8344 
5. Graduates 0.8276 
The five stages of the JAN grouping technique are 
presented in Table 5. As conjectured from observation 
of the preliminary statistics, the collective drop in 
R2 from the original stage to stage five is somewhat 
less than the 0.05 toleration. 
Stage two combined the Freshmen and Sophomores, 
leaving the Juniors, Seniors, and Graduates as the 
three single member systems. This resulted in an R2 
slippage of only 0.0002. Stage three clustered the 
Juniors and Seniors, leaving the Graduate students as 
the only singleton set. The collective drop in R2 at 
this stage was a nearly indiscernible 0.0005. It is 
interesting to note thac stage four unioned the sets 
containing two judges each into a cluster of four, 
again leaving Judge Five as the only single member 
system. At this stage, the overall drop in R2 was 
an inconsequential 0.0015. Stage five grouped all 
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TABLES 
STAGES OF THE JAN PROCEDURE FOR THE FIVE JUDGES 
Stage Judges R2 
Collectiv~ 
Drop in R 
1 1,2,3,4,5 0.8136 0.0000 
2 (1,2),3,4,5 0.8134 0.0002 
3 (1,2),(3,4),5 0.8131 0.0005 
4 (1,2,3,4),5 0.8121 0.0015 
5 (1,2,3,4,5) 0.8106 0.0030 
of the judges into one decision-making system and re-
sulted in a total R2 slippage of only 0.003. Certainly 
this drop in R2 was well within the tolerance range of 
0.05. The interpretation of this JAN clustering pro-
cedure is that only one judgmental policy existed 
among the five judges. 
Analysis of Policy 
In an attempt to analyze the single policy which 
was identified in both JAN studies, the investigators 
used multiple linear regression according to Ward 
(1962). 
The investigators were interested in determining 
the unique contribution of proper subsets of the pre-
dictor variables, 1-8, to the prediction of the crite-
rion, GenR. The contribution of a set of variables to 
prediction may be measured by the difference between 
the R2 for the FM and the R2 for a restricted model 
(RM). The restricted model differs from the FM in 
that the proper subset of variables, for which the 
unique contribution to predictability is desired, has 
been deleted. The difference between the two R2s may 
be tested for statistical significance in the form of 
an F test, or an a priori acceptable drop can be 
established. The investigators chose the latter 
alternative and set a drop tole~ance of 0.05. That 
is, if Rp - Ri ~ 0.05, the investigators concluded 
that the subset under consideration was making a 
unique contribution to prediction of the criterion. 
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For an explanation of the single judgmental pol-
icy exhibited by the college students, the investiga-
tors first made a subjective analysis of the predic-
tors and conjectured that they formed a hierarchical 
pattern as displayed in Table 6. 
TABLE 6 




Teacher's interest and enthu-
siasm for course 
Ability to interest and moti-
vate students 
Ability to adequately answer 
questions 
Ability to effectively com-
municate subject matter 
Fairness in testing and 
grading 
Personal interest and adapta-
tion to student's needs 
Course objectives are clearly 
stated 









Presented in Chart 1 is a scheme to guide the 
sequence of tests from the FM through the various re-
stricted models. The accompanying R2 for each of 
these models is found in the appropriate block. For 
example, the information in block 1 indicates that the 
independent variables 1~s were used as the predictors 
in the FM and the R2 for this model was 0.8123. 
Block 2 displays FM - (5,6,78) which indicates 
that variables (5,6,7,8) have been deleted from the 
full model. This also implies that variables 1,2,3 
and 4 are used as the predictor variables in the RM. 
By dropping out variables (5,6,7,8), the unique con-
tribution to prediction of these variables can be 
determined. The measure of this unique contribution 
was found by the difference between the R2 = 0.8123 
for the FM and the R2 = 0.7742 for this RM. The 
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CHART 1 
SEVEN JUDGES (SUBJECTIVE HIERARCHY) 
1 





FM - (1, 2, 3, 4) 
.6673* 
FM - (S, 6) FM - (7, 8) FM - (1, 4) 
. 7788 
FM - (2, 3) 
. 7745 
FM-(S) FM-(6) FM-(7) FM-(8) FM-(1) FM-(4) FM-(2) FM-(3) 




difference 0.8123 - 0.7742 = 0.0381 was less than 0.05 
and therefore indicated that these variables were mak-
ing little or no contribution to prediction which 
could not be explained by the other four predictor 
variables. Since the drop in R2 for this set is not 
considered as significant, no further tests of subsets 
of these variables is necessary. The broken line in 
the chart indicates that further testing of subsets of 
variables (S,6,7,8) was terminated. 
The expression in block 3, FM - (1,2,3,4) indi-
cates that variables (1,2,3,4) were eliminated from 
the FM. These predictors were grouped on the subjec-
tive basis that they were related and measure a gen-
eral hypothetical category called methodology. The 
drop 0.8123 - 0.6673 = 0.1450 was greater than 0.05 
and therefore was considered as resulting in too great 
a loss in predictive efficiency. Therefore, further 
analysis of subsets of these variables was undertaken. 
However, the R2 for the model FM - (1,4) is 0.7788. 
Since the drop of .0335 is less than 0.05, variables 
(1,4) were making little or no contribution to predic-
tion of the criterion that could not be accounted for 
by the other six predictors. An examination of the 
subset represented by the model FM - (2,3) showed that 
the drop in R2 was equal to 0.0378. Again the drop 
was less than 0.05 and it was concluded that variables 
(2,3) made an insufficient unique contribution to the 
prediction of the criterion. Multicolipearity of the 
variables (1,2,3,4) accounted for the fact that no 
significant drop in R2 was detected when further analy-
sis of the branchings from this set were examined. 
That is, the variables in this set are highly inter-
correlated and when two of them are eliminated, the 
presence of the other two in the FM hold up the value 
of R2. The broken line again indicates that further 
examination of subsets of these variables was not 
needed. 
Sununary and Conclusions 
Results of the first JAN analysis foW1d the seven 
judges, representing the schools and/or colleges, clus-
tered into one system. This meant that only one 
decision-making policy existed among the judges. 
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Regression analysis was used to explain this single 
judgmental policy, and it was found that the judges 
were attending primarily to variables 3, 4, and 6. 
An interesting finding was that the RM using only 
variables 3, 4, and 6 resulted in predictive effi-
ciency significantly equivalent to that of the FM. 
Judges representing the five grade levels were 
also clustered into one system as a result of the 
hierarchical grouping procedure of the second JAN 
analysis. An explanation of the single decision-
making policy exhibited by the five judges was pre-
cisely the same as that for the seven judges in the 
first JAN analysis. 
As a result of this study, the following conclu-
sions are reported: 
1. When the predictor variables were used, the 
judges agreed on their ratings of teacher 
effectiveness and express one policy. 
2. Student ratings may be a questionable method 
of evaluating teacher effectiveness, but the 
rating instrument could be defended on the 
basis of its high predictive efficiency. 
However, the instrument contained redundant 
items. 
3. Since the predictive efficiency of variables 
(3,4,6) is significantly as efficient as the 
FM, the rating instrument could be reduced 
to those three items. 
4. The predictor variables are highly correlated 
and can be represented by one factor subjec-
tively called teacher effectiveness. 
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