ideo clips captured from realworld scenes exhibit intraframe correlation among their pixels. This correlation can be removed by applying video compression to reduce the required the storage space, transmission bandwidth, bitrate, and power. Layered video coding separates the video sequence into partitions having unequal importance, hence allowing the decoder to progressively refine the reconstructed video quality, when an increased bandwidth is available. On the other hand, compressed video signals are sensitive to channel errors. Therefore, forward error correction (FEC) must be applied when communicating over hostile wireless channels. In addition, based on the fact that the different layers have unequal importance, different-rate FEC codes may be applied to the different layers, leading to unequal error protection (UEP). We propose an interlayer (IL) FEC coding technique combined with UEP, where the lower-importance layers are used for protecting the higher-importance layers in the data-partitioned mode of H.264/advanced video coding (AVC). Explicitly, our simulation results show that the ILcoded system outperforms the traditional UEP system by providing a better video quality for transmission over a wireless channel having / E N b 0 of 0 dB, when using our multifunctional multiple-input, multiple-output (MIMO) array.
Layered Video Compression
Uncompressed video sequences captured from a realworld scene exhibit a high intraframe correlation among pixels. Intuitively, the correlation residing in an uncompressed video sequence should be removed to represent the original video with the aid of fewer bits, yet without any substantial reduction of the perceived visual quality. Video compression will reduce the required storage in a hard drive, for example, or the transmission bandwidth and the transmission power required for distributing the video. A number of video-compression standards [1] have been designed during the past decades for the sake of achieving a high compression ratio.
Moreover, layered video coding was proposed for the sake of generating multiple layers of unequal importance, which has been adopted by a number of existing videocoding standards [2] - [4] . In general, the most-important layer is referred to as the base layer (BL), while the lessimportant layers are referred to as the enhancement layers (ELs). A layered video decoder may output a low-/mediumquality video by decoding only the BL, while a higher-quality video may be reconstructed, when decoding both the BL and ELs. In addition, the layered video decoder relies on the BL for decoding the ELs. For example, a layered video-coding standard referred to as scalable video coding (SVC) [2] , [3] was recently developed as an extension of H.264/AVC [3] , which encodes a video sequence into multiple layers, where a reduced-size subset of the bitstream may be extracted to meet the users' specific preferences, such as bandwidth, frame per second (FPS) scanning rate, video-frame size, or visual quality. For example, a mobile TV receiver might decode the BL only, while a high-definition TV receiver would decode both the BL and all the ELs. Moreover, the less-important ELs may be dropped during network congestion or buffer overflow. In layered video transmission, when the BL is corrupted or lost due to channel impairments, the ELs must also be dropped by the video decoder, even if they are perfectly received. More details on the state of the art in layered video communication techniques will be introduced in the "Standardized Layered Video Techniques" section.
UEP for Layered Video
However, the compressed bits become extremely sensitive to the errors introduced during the video distribution, where a single bit error may corrupt the whole video sequence, similarly to a zipped data file. To combat this problem, typically FEC or channel coding is employed as a technique of controlling and correcting errors induced during video distribution, which is achieved by incorporating redundant bits, depending on the compressed video bits. Numerous FEC codes, such as recursive systematic convolutional (RSC) codes, and turbo codes [5] , have been used in video applications [1] . Since the ELs depend on the BL for decoding in layered video coding, it is intuitively prudent to protect the BL more strongly than the ELs, while keeping the overall protection redundancy fixed for layered video communication over unreliable channels. We may encode the BL and ELs using FEC coding rates lower than . R 0 5 = and higher than . , R 0 5 = respectively, while keeping the overall channel coding rate at . R 0 5 = in a realistic half-rate coding system. In the literature, this technique is referred to as UEP, which was originally proposed in [6] . In UEP, stronger FEC is allocated to the more-significant video bits, while dedicating weaker FEC to the less-important video parameters. Since then, numerous contributions have been made in the field of UEP video communications relying on realistic video signals [7] - [9] .
The performance of data-partitioning (DP)-aided [3] H.264/AVC video streaming using RSC coded UEP was evaluated in [9] . A novel UEP method was proposed in [7] for scalable video streaming over networks subject to packet-loss events, where the authors presented an efficient performance metric for quantifying the error propagation effects imposed by packet-loss events. Maani and Katsaggelos [8] proposed cross-layer operation-aided scalable video streaming, which aimed for the robust delivery of the scalable video over error-prone channels. The achievable video quality was further improved with the aid of content-aware bit-rate allocation, and a powerful error-concealment method was invoked at the receiver.
IL-Coded Layered Video
In traditional UEP schemes conceived for layered video communication, variable-rate FEC was invoked for the different layers. When the BL is corrupted or lost, the ELs also have to be dropped, regardless of whether they are perfectly received or not, which implies that the transmission power assigned to the ELs was wasted. Motivated by this fact, we seek to efficiently exploit the valuable transmission power allocated to the ELs for recovering the error-infested BL, even if the ELs are sacrificed. The so-called layer-aware FEC philosophy [10] using a Raptor code c1 was invoked for video transmission over binary erasure channels. (A Raptor code belongs to the family of packet-erasure-filling codes, which encode a number of packets by incorporating redundant packets for correcting packet erasures, while classic FEC codes encode bits by incorporating redundant bits for correcting bit errors.) At the transmitter, the channel encoding was consciously performed right across the BL and the ELs. As a benefit, at the receiver cross-layer decoding may be invoked for recovering the erased bits within the BL. Motivated by these advances, in [11] , we developed an IL operation-aided FEC (IL-FEC) scheme relying on RSC codes, where the systematic bits of the BL were carefully implanted into the ELs without increasing their bitrate. At the receiver, the above-mentioned bits implanted into the ELs may then be beneficially exploited for assisting in decoding the BL. The IL-FEC technique of [11] was also combined with the UEP philosophy for the sake of further improving the attainable system performance, where different layers were encoded by different RSC coding rates. In addition, more advanced turbo codes were also applied in [12] and [13] .
At the time of writing, multimedia content is evolving from traditional content to a range of rich, heterogeneous media content, such as traditional TV, and streaming audio and video as well as images and text messaging. In this article, we describe the philosophy of transmitting an IL-FEC encoded compressed video bitstream employing an RSC codec with the aid of a MIMO [14] transceiver structure (IL-RSC-MIMO). We note, however, that this philosophy is directly applicable to arbitrary FEC and transceiver schemes. This scheme may be considered as an evolution of the traditional UEP schemes exemplified by [7] and [8] . The DP mode of the H.264/AVC video codec is employed, where the type B and type C partitions are Video clips captured from real-world scenes exhibit intraframe correlation among their pixels. utilized for protecting the type A partition 2 (for brevity, we will often simply refer to them as A, B, and C). Finally, different rate and different protection channel codecs will be employed as FEC codes for improving the attainable system performance. Against this background, our novel contribution is that we conceive a design methodology for IL-FEC coded layered video systems. Explicitly, since the BL's information is implanted into the EL, this information is extracted from the ELs at the receiver to assist in decoding the BL, when the BL cannot be perfectly decoded on its own right. Again, we use the H.264/AVC DP mode in our simulations, but our proposed scheme is not limited to partitioning-based video-it may be readily applied to any arbitrary system relying on layered video coding.
Standardized Layered Video Techniques
Layered video compression [2] , [10] encodes a video sequence into multiple layers, which enables us to progressively refine the reconstructed video quality at the receiver, when the network's throughput allows this. In general, the most-important layer is referred to as the BL, and the less-important layers are termed ELs, which rely on the BL. Furthermore, an EL may be relied upon by lessimportant ELs. Again, when the BL or an EL is lost or corrupted during its transmission, the dependent layers cannot be utilized by the decoder and must be dropped. A layered video scheme is shown in Figure 1 , where the video sequence captured from the scene is encoded into four layers by the layered video encoder, i.e., , L L + may also be streamed for achieving the highest video quality. In practice, the different video streaming scenarios of Figure 1 require different bandwidths and, hence, achieve different visual quality. The users may rely on different video screens, such as those of mobile phones, tablets, PCs, and TV screens, as observed in Figure 1 , for example.
The subject of SVC [2] has been an active research field for over two decades. This terminology is also used in the Annex G extension of the H.264/AVC video-compression standard [3] . SVC is capable of generating several bitstreams that may be decoded at a similar quality and compression ratio to that of the existing H.264/AVC codec. When, for example, low-cost, low-quality streaming is required by the users, some of the ELs may be removed from the compressed video stream, which facilitates flexible bitrate control based on the specific preferences of the users. An H.264/AVC scalable video stream contains a sequence of network abstraction layer units (NALUs) [3] , which are the most basic elements of the H.264/AVC encoded bitstream.
Recently, the Joint Video Team (JVT) proposed multiview video coding (MVC) [4] as an amendment to the H.264/ AVC standard [3] . Apart from the classic techniques employed in single-view coding, MVC invokes the so-called the Joint Video team (JVt) proposed multiView Video coding (mVc) [4] as an amendment to the h.264/aVc standard [3] .
interview correction technique by jointly processing the different views for the sake of reducing the bitrate. Hence, the first encoded view may be termed the BL, while the remaining views may be treated as the ELs.
A number of layered video-coding schemes have been developed [2] , [3] , and some of them are adopted by recent video-coding standards, for example, the SVC [2] and DP [3] . In this article, we use DP-based layered video coding in our simulations, which is a beneficial feature of the H.264/AVC codec [3] . In the DP mode, the data streams representing different semantic importance are categorized into a maximum of three bitstreams/partitions [3] per video slice, i.e., type A, type B, and type C partitions. The header information is carried by the A partition, which contains the compression parameters of the current video slice. The B and C partitions carry the intraframe-and interframe-coded data, respectively. Amongst these three partitions, the type A partition may be deemed to be the most important one, which may be treated as the BL. Correspondingly, the B and C partitions may be interpreted as a pair of ELs, since they are dependent on the A partition for decoding. Although the information in partitions B and C cannot be used in the absence of A, partition B and C can be used independently of each other, again, given the availability of A. In this article, we will employ the DP mode of H.264/AVC for characterizing our system.
Wireless Video Architecture
In this section, we will briefly introduce the architecture of the IL-RSC scheme [11] conceived for layered video transmission over a MIMO system. The system's structure is shown in Figure 2 , where a layered video codec is employed, while the structure of the check node decoder (CND) [15] is based on the box plus operation (Z) described in [15] . In the "Transmitter Model" section, we first detail the techniques employed at the transmitter. Then, our IL-RSC decoding techniques will be illustrated in the "Receiver Model" section, with special emphasis on how the RSC decoders 0 and 1, shown in Figure 2 , exchange their IL redundancy using the CND for improving the overall performance of the system. For the sake of simplifying our description, we assume that only two layers are generated by the layered video encoder, namely the BL L0 and the EL . L1
Transmitter Model
At the transmitter, the uncompressed video is compressed using the layered video encoder of Figure 2 , generating a multilayer stream containing layers L0 and . L1 Then, the multilayer stream is demultiplexed into layers L0 and L1 by the DEMUX block of Figure 2 , which are encoded as follows.
1) The BL L0 will be encoded by the RSC encoder 0 of Figure 2 using the classic encoding method.
2) The EL L1 will first have been coded by the RSC encoder 1 of Figure 2 . Then, the exclusive-OR (XOR) operation will be utilized by the "implantation" the rsc decoder 0 will decode the information of layer l0 generated by the mimo decoder for estimating the Video layer l0. process of Figure 2 to implant the coded bits of layer L0 into the coded bits of layer .
L1 Note that interleaving is performed on the coded bits of layer L0 before the XOR operation. Finally, the resultant RSC coded bits for L0 and ILcoded bits for L1 are concatenated into a joint bitstream for transmission. We assume that the layers L0 and L1 carry an identical number of bits. However, as detailed in [11] and [13] , our method may be readily extended to the practical scenarios, where the layers contain different number of bits. Following the IL-RSC encoding procedure, the resultant bits are transmitted over a MIMO transmitter architecture.
Receiver Model
At the receiver, the MIMO decoding process is carried out as detailed in [14] , generating the information for the layers L0 and .
L1 Following the MIMO decoding process, the IL RSC decoding will be performed on the two layers. The IL aided RSC decoding process is illustrated by the flowchart of Figure 3 . First, the RSC decoder 0 will decode the information of layer L0 generated by the MIMO decoder for estimating the video layer .
L0 Then, the information generated for layer L0 will be input to the CND block of Figure 2 for extracting the information of layer L1 using the information of , L1 which is generated by the MIMO decoder.
Then, the RSC decoder 1 of Figure 2 will decode the information of layer L1 with the aid of the related information of the MIMO decoder of Figure 2 . Afterward, a classic cyclic redundancy check (CRC) is employed for detecting, whether the recovered BL L0 is error-free or not, as shown in Figure 3 . We may then invoke one of two possible decoding processes, as shown in Figure 3 and described below.
operation Without IL Feedback When the layer L0 is successfully recovered, the layers L0 and L1 will be estimated by the hard decision decoder block shown in Figure 3 . Afterward, the receiver may discard the layer L1 depending on whether it is error-free or not, according to the CRC check. In this case, only the solid lines shown in Figures 2 and 3 will be activated. Note that, given the perfectly recovered , L0 the CND operation involved in the process of extracting the information of L1 from the information of IL-coded L1 of Figure 2 is essentially a simple XOR-like operation [11] , prohibiting further degradation of the EL .
L1 This implies that in this scenario our proposed IL technique is equivalent to the traditional UEP techniques, where the two layers L0 and L1 are encoded and decoded independently. Moreover, since the layer L0 is decoded independently without feedback from the layer , L1 the two layers are only decoded once, i.e., without imposing any extra complexity on the receiver. In addition, in practical applications, the BL L0 can be reconstructed immediately when it is received, i.e., without waiting for EL . L1 operation using IL Feedback When the layer L0 is not successfully decoded, the iterative IL technique of Figures 2 and 3 will be activated for utilizing the information of layer L0 fed back from the RSC decoder 1. In this case, both the solid lines and the dashed lines shown in Figures 2 and 3 will be activated. More explicitly, the CND block of Figure 3 will be utilized for extracting the information of the layer L0 based on the information of the IL-coded . L1 After this stage, improved information of the layer L0 is generated, which concludes the current IL decoding iteration. Finally, the receiver will return to the beginning of the flowchart shown in Figure 3 . The iterative IL decoding process continues until the number of affordable iterations was exhausted or the BL L0 is perfectly recovered, as shown in Figure 3 . Again, the receiver may successfully reconstruct the BL L0 independently of layer , L1 and the information of layer L1 can be extracted from the perfectly decoded BL L0 and from the information of the IL-coded . L1 However, when the receiver fails to reconstruct the BL L0 without the layer , L1 the iterative IL decoding technique exchanging information between the RSC decoder 0 and decoder 1 will be activated. Note that when the BL L0 cannot be recovered correctly, the EL L1 must be dropped by the receiver. Furthermore, since the IL encoding process does not require any extra coded bits, we do not reduce the overall code rate compared with the traditional UEP methods.
Performance Study
Let us continue by characterizing our proposed IL-RSC-MIMO system against the traditional UEP-aided RSC-MIMO, dispensing with IL coding. Three 30-frame video sequences, i.e., the Foreman, Football, and Bus clips, represented in (352 # 288-pixel) CIF were encoded by a H.264/AVC video codec operated in its DP mode. The video scanning rates expressed in FPS were 30, 15, and 30 for the Foreman, Football, and Bus sequences, respectively. All the 30-frame video sequences were encoded into an intracoded (I) frame, followed by 29 predicted (P) frames. The bidirectionally predicted (B) frame was disabled due to the fact that it relies on both previous and future frames for decoding, which may introduce precipitated error propagation as well as additional delay. The motioncopy-based error concealment tool built into the H.264/ AVC reference codec was employed for the sake of combating the effects of residual channel impairments. All the above configurations jointly result in a bitrate of 655 kb/s and an error-free peak signal-to-noise ratio (PSNR) of 38. where , I i ĵ h and , K i ĵ h represent the value of the original and estimated pixels, respectively. We employed the Foreman, Football, and Bus sequences to show the suitability of our scheme for the transmission of both lowmotion and high-motion video.
Error-Protection Arrangements
In the simulations, we employ the overall coding rate of 1/2 for both the equal error protection (EEP) and UEP 
Note that the total number of bits for each partition of the different video sequences may be different, which results in different protection arrangements. Based on the above, the three error-protection arrangements conceived for the Football and Foreman sequences are shown in Table 1 , which may be readily combined with arbitrary EEP or UEP schemes, where variable-rate puncturers were designed and employed for the sake of achieving a specific coding rate. For example, for the Football sequence, the UEP1 arrangement encodes the A, B, and C partitions using coding rates of 0.65, 0.47, and 0.47, respectively, while keeping an overall coding rate of 0.5.
Numerical Results
The PSNR versus / E N b 0 performance recorded for the Football sequence is shown in Figure 4 (a), where we observe that the video quality quantified in terms of the PSNR increases upon increasing the / E N b 0 encountered. This is because an increased power results in a reduced bit error ratio for the received video packets. Observe in Figure 4 (a) that the EEP-aided scheme achieves the best performance among all the arrangements of the traditional RSC coded schemes, because the A partition carries only the video header information and fails to assist the H.264/AVC decoder in concealing the residual errors, when the B and C partitions are corrupted. Furthermore, the systems using our proposed IL coding technique outperform their corresponding benchmarkers. Specifically, the UEP2-IL-RSC-MIMO constitutes the best protection arrangement among all IL-RSC schemes, which achieves a power reduction of about 3 dB compared with the EEP-RSC-MIMO scheme at a PSNR of 36 dB. Alternatively, about 3.7 dB of PSNR video quality improvement may be observed at a channel SNR of 0 dB. In comparison to the IL-RSC-MIMO systems, both the UEP1-RSC-MIMO and UEP2-RSC-MIMO schemes dispensed with the IL technique, which resulted in severely distorted video quality. Note that the UEP2-RSC-MIMO scheme is not shown in Figure 4 (a), since its performance curve is beyond the visible range of Figure 4 
Coding-Rate Optimization
Observe from Figure 4 that for different video sequences, different FEC code rates result in different performance due to their different video characteristics. In [16] , the FEC code rates are optimized in real time at the transmitter. Specifically, we designed an algorithm for estimating the expected video distortion at specific coding rates at the transmitter. Intuitively, the coding rates having the minimum expected video distortion will be selected as our optimal solution. Considering Table 2 as an example, where we test six different coding rates for a video stream containing the layers L0 and .
L1 For each case of Table 2 , we estimate the expected video distortion based on the sequence considered and on the available coding rates at the transmitter. Then, the transmitter will encode the layers L0 and L1 using the code rates of 0.6 and 0.43, respectively, since Case 2 induces the lowest expected video distortion.
Conclusion
In this article, a brief description of novel protection arrangements conceived for layered video coding was presented. It was shown how UEP can be utilized for enhancing the video quality at the receiver. Furthermore, we described our proposed IL coding technique that can be combined with UEP in layered video coding to further improve the attainable system performance. Our simulation results showed that the proposed ILcoded system achieved a gain of about 3 dB of / E N b 0 or 3.7 dB of PSNR over the traditional UEP system, when employing an RSC codec. A fundamental design guideline for layered video transmission is to optimize the coding-rate allocation of all the layers for the sake of improving the attainable video quality in the face of channel impairments.
Furthermore, the corresponding conclusion of this ILcoded video transmission design guideline is to jointly encode multiple layers for the sake of exploiting their mutual dependency at the receiver to improve the robustness against transmission errors. 
