Abstract-Speaker recognition researchers acknowledge that systems which aim to verify speakers automatically based on their pronunciation of an utterance are vulnerable to spoofing attacks using voice conversion and speech synthesis technologies. The first automatic speaker verification spoofing and countermeasures challenge (ASVspoof2015) was designed to stimulate interest in this problem among the speaker recognition communities. In the course of the challenge and subsequently, it became clear that the most effective countermeasures against spoofing attacks are low-level acoustic features (typically extracted at 10 ms intervals) designed to detect artifacts in synthetic or voice converted speech. In this work, we demonstrate the effectiveness of the infinite impulse responseconstant Q transform (IIR-CQT) spectrum-based cepstral coefficients (ICQC) as anti-spoofing front-end. The IIR-CQT spectrum is estimated by filtering the multi-resolution fast Fourier transform with an infinite impulse response filter. These features can be used on their own with a standard Gaussian mixture model backend to detect spoofing attacks or they can be used in tandem with bottleneck features which are extracted from a bottleneck layer in a deep neural network designed to discriminate between synthetic and natural speech. We show that the ICQC features are capable of producing very low equal error rates on the individual spoofing attacks in the ASVspoof2015 data set (0.02% on the known attacks, 0.23% on the unknown attacks, and 0.13% on average). Moreover, with a single decision threshold (common to all of the attacks), the ICQC front end yielded an equal error rate of 0.20%.
INTRODUCTION
Spoofing refers to a situation in which a person or computer program successfully impersonates a legitimate user of an authentication system. Impersonation, replay, speech synthesis and voice conversion are some examples of spoofing attacks. Impersonation or human mimicking requires a mimic to imitate a target speaker's voice and it does not pose a genuine threat to automatic speaker verification system [1] [2] [3] [4] [5] . Replay attacks consist of playing back the pre-recorded voice of a target speaker to spoof the system. Liveness detection and detection of channel differences are found to effective in this situation [1, 5] . Given the availability of open-source toolkits online, spoofing attacks based on speech synthesis and voice conversion techniques are potentially more serious [1] [2] [3] [4] . This problem has attracted the interest of both speech synthesis and speaker recognition researchers. Various Countermeasures have been developed and investigated since the susceptibility of voice biometrics to spoofing attacks has been recognized by the research community. In most systems, prior knowledge about the specific spoofing type plays a vital role for spoofing detection [2, 6] . The automatic speaker verification spoofing and countermeasures challenge ASVspoof2015 [4] provided a common framework for the evaluation of spoofing countermeasures in the presence of known and unknown spoofing attacks. These spoofing attacks were generated using different voice conversion and speech synthesis techniques. During and after the ASVspoof2015 challenge, many countermeasures based on spectral amplitude, phase [5] [6] [7] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] , and combined amplitude-phase [8] [9] , have been used for spoofing detection. Some recent studies using the ASVspoof2015 corpus include constant Q cepstral coefficients [7] , pitch contour and strength of excitation [19] for spoofing detection, and analyses of robustness of spoofing detection systems in the presence of additive and convolutive noise [15, 16] . In this work, our main goal is to demonstrate the effectiveness of a new feature representation derived from the infinite impulse response -constant Q transform by recursively filtering the multi-resolution fast Fourier transform of the signal [20, 21] . We refer to these features by the acronym ICQC for Infinite impulse response Constant Q transform Cepstrum. The constant Q transform (CQT) [28] , widely used in music signal processing, is the direct evaluation of the discrete Fourier transform (DFT) in a way which keeps the "quality factor'' Q constant by varying the channel bandwidth proportionally to its center frequency. Hence the CQT provides a finer frequency resolution for low frequencies whereas temporal resolution improves with increasing frequency.
This feature makes the CQT well suited for audio signals as it better reflects the resolution in the human auditory system than the uniform frequency resolution provided by the fast Fourier transform (FFT) used in STFT (short-time Fourier transform) analysis. Based on a direct evaluation of CQT and then converting geometric space to linear space, the constant Q cepstral coefficients (CQCC) feature was introduced as a spoofing countermeasure in [7] . In order to avoid the computational expense of directly evaluating the CQT, we use an efficient approximation introduced in [21] to compute the ICQC features that we propose in this paper for anti-spoofing. ICQC features have already been applied in [23] for speech recognition on the 4-th CHiME speech separation and recognition challenge tasks [24] . IIR-CQT spectrum-based Mel frequency Cepstral coefficients (ICMC) have also been used in [25] for a joint utterance and text-dependent speaker verification task.
II. CONSTANT Q TRANSFORM-BASED FEATURES

A. The Contant Q transform (CQT)
The CQT transforms a time-domain signal ( ) x n into the time-frequency domain so that the center frequencies of the frequency bins are geometrically spaced and the quality factor Q remains constant. Mathematically, the k-th spectral component of the CQT is expressed as:
where n and k are time and frequency domain indices, ( ) k w n is an analysis window of length k N and the Q-factor Q, which depends on number of bins per octave b, is given by
The Q-factor is defined as the ratio of center frequency to the bandwidth of each window. Because of this constant Q-factor the CQT provides better frequency resolution for low frequencies and the temporal resolution is better for high frequencies. This feature makes the CQT well suited for audio signals as it better reflects the resolution in the human auditory system than the uniform frequency resolution provided by the fast Fourier transform used in the short-time Fourier transform analysis [21] . The CQT is widely used in music signal processing as the center frequencies of analysis are aligned with the equal tempered scale and it enables music signals to be analyzed with a frequency resolution high enough to separate different notes within an octave [32] .
B. Contant Q Cepstral coefficients (CQCC)
In [7] , the CQCC feature was proposed for the spoofing detection task and a significant reduction in EER (equal error rates) was demonstrated. The best performance reported in [7] was accomplished when only 20-dimensional acceleration coefficients (denoted as CQCC-A in [7] ) were used as countermeasure. Fig. 1 presents a schematic diagram showing the various steps to extract CQCC features as described in [7] . After estimating CQT spectra, logarithmic compression is applied. A spline interpolation is applied to the estimated spectra to convert the geometric frequency scale to a linear scale [7] . Finally, CQCC features are obtained by applying the discrete cosine transform. Similar to [7] , the number of bins per octave was set to b = 96 so that the corresponding quality factor is ( )
Fig. 1. Extraction of constant Q cepstral coefficients (CQCC) features as proposed in [7] . 40-dimensional delta + double delta and 20-dimensional double delta (i.e., acceleration) coefficients are used as countermeasures and denoted here as the CQCC and CQCC-A [7] , respectively.
III. IIR-CQT-BASED CEPSTRAL COEFFICIENTS
In this section, we propose to compute a spoofing countermeasure which is based on an infinite impulse response -constant Q transform (IIR-CQT) spectrum. The IIR-CQT spectrum is estimated by recursive filtering of the multi-resolution fast Fourier transform of signal [20, 21] . We denote this features as the IIR-CQT spectrum-based Cepstrum (ICQC) features. Direct evaluation of CQT, i.e., eqn.
(1), is very time consuming. Since the frequency bins in CQT spectra are geometrically spaced it is very difficult work with than the time-frequency representations obtained by using the shorttime Fourier transform. It was shown in [22] that by taking advantage of the fast Fourier transform an approximation of CQT can be computed efficiently. The IIR-CQT, which is used here compute ICQC features, shows a good compromise between the flexibility of efficient CQT [22] and the low computational cost of multi-resolution fast Fourier transform [20] .
A. Computation of ICQC
In order to compute ICQC features we first estimate the IIR-CQT spectra in the following steps: 1) Design an infinite impulse response (IIR) filterbank that has constant Q behavior. The location of the poles of the IIR filterbank vary for each frequency bin along the real axis to obtain different time window widths resulting in a multiresolution behavior of the transform. The window width is wider for lower frequency and narrower for higher frequency.
2) After the computation of poles, a simple and effective design of the linear time varying (LTV) IIR filterbank consists in choosing for each frequency bin the corresponding pole of the IIR filterbank, that is pole varies with frequency [ ] ( ) p n p k = [21] . Therefore, the recursive equation of the filter to approximate a LTV IIR filterbank can be expressed as [21] :
where ( ) p k is the pole corresponding to the k-th frequency bin, ( ) X k is the DFT spectrum of the speech signal.
The filter is applied in the forward direction followed by reverse filtering to obtain the IIR-CQT spectrum ( ) Y k . After estimating the IIR-CQT spectrum the next step is to compute ICQC features. These are obtained by applying the DCT to the estimated spectrum followed by logarithmic compression. Alternatively, We can compute ICQC features from the IIR-CQT log spectrum by applying PCA instead of DCT as shown in fig. 2 . In this work, we carried out experiments with both types of ICQC features and they are denoted here as ICQC (DCT) and ICQC (PCA). In fig. 3 we present a comparison of spectrograms estimated using the DFT and IIR-CQT for a spoof signal (D1_1003515.wav) randomly selected from the ASVspoof2015 corpus. It is observed from fig. 3 that in the low frequency band, where there is a higher density of components, the IIR-CQT provides a better discrimination. This is because the time windows of IIR-CQT are flatter than the typically used windows such as Hamming window. The IIR-CQT also captures the artifacts present in the nonspeech regions (shown by the rectangles in fig. 3 (c) ). In order to report a real time (RT) factor for ICQC and CQCC (both implemented in MATLAB) we conducted experiments on an Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz with a total memory of 126GB. For this experiment, we selected randomly 5000 recordings (total duration = 18677.55 sec) from the ASVspoof2015 corpus, extracted features and execution times are recorded 10 times for each countermeasure. The execution time for the extraction of CQCC [7] features in a single thread is 1.24 times faster than real time using a memory of 3.99GB. On the contrary execution time for the extraction of IQCC features in a single thread is 20.08 times faster than the real time using a memory of 2.16GB. The real-time factor was obtained by dividing the total processed segments duration with the average execution time. 
IV. EXTRACTION OF BOTTLENECK AND TANDEM FEATURES
In order to extract high level features for the spoofing detection task, we trained a DNN (designed to discriminate between human and spoofed speech signals) on the spoofing challenge training data by using low level features in the input layer of the DNN [8] . The DNN has 5 hidden layers and the 5-th layer is the bottleneck layer. Each hidden layer has 1000 neurons and uses sigmoid activations with the exception of 5-th layer which is linear and has 64 nodes. The output layer is a softmax of dimension 2 i.e., one output for human speech signals and one for spoof signals. After extracting bottleneck features from all the ASVspoof 2015 corpus using the trained DNN, the tandem features [26] are computed by concatenating the ICQC features and bottleneck features and reducing the feature dimension by principal component analysis.
V. PERFORMANCE EVALUATION
In order evaluate the performance of ICQC we carried out spoofing detection experiments using a GMM backend on the ASVspoof2015 corpus [4] and results are reported on the evaluation set. The ASVspoof2015 corpus comprised of ten spoofing attacks denoted by S1, S2, ... S10. S1-S5 attacks are referred as known and S6-S10 are called unknown attacks. For more detail about the corpus and type of spoofing attacks please see [4] . The equal error rate (EER) is used as a metric for performance assessment of the spoofing countermeasures. Spoofing detection scores were evaluated against each spoofing attack as well as using a single decision threshold (common to all spoofing attacks) and results were reported for known (average of S1-S5), unknown (average of S6-S10), average (average of S1-S10) and all conditions. Besides CQCC features we also considered following features for comparison purpose -Mel frequency cepstral coefficients (MFCC), linear frequency cepstral coefficients (LFCC), linear predictive cepstral coefficients (LPCC), modified group delay [27] -based cepstral coefficients (MGDC), spectral flux cepstral coefficients [10] and product spectral cepstral coefficients (PSCC) [8] [9] . All features are of 40-dimensional (delta + double delta coefficients) except for CQCC-A [7] and ICQC (PCA)-A it is 20 and 30, respectively.
It is observed by comparing the performance of LFCC and MFCC of table 1 that integration of an Mel-filterbank is harmful for anti-spoofing. It seems that an auditory filterbank integration smooths out (due to summing operation over frequency bins) some spoofing artifacts. These findings motivated us not to use VAD or an auditory filterbank in any of our spoofing countermeasures considered here (i.e., table 2). Comparing the performances of LFCC (without VAD) versus LFCC (without VAD, 8 kHz) and MFCC (without VAD) versus MFCC (without VAD, 8 kHz) we can conclude that there are significant artifacts in the high frequency (frequency > 4 kHz) regions of the spoof signal and they carry more discriminative information for spoofing detection. This is because most of the spoofing algorithms try to model low frequency content (up to 4 kHz) of speech signal precisely. This agrees with the experience of other participants in the ASVspoof2015 challenge [4, [8] [9] 14] . Therefore, we did not perform reduce the sampling rate of ASVspoof2015 corpus for any of our systems reported in table 2. In table 2 we report EERs achieved by all the spoofing countermeasures considered in this work for the known, unknown, average and all evaluation conditions. The proposed ICQC (PCA) features outperformed all other systems on the unknown, average and all evaluation conditions. On the known condition, the Bottleneck and tandem systems demonstrated the best performance with an EER of 0.0%. With ICQC (PCA) features, we achieved EERs of 0.04%, 0.286%, 0.16%, and 0.227% on the known, unknown, average and all evaluation conditions, respectively. Compared to the constant Q transform-based features (CQCC-A), the proposed ICQC (PCA) countermeasure provided relative improvements of 54% and 56% on the unknown (Table 2 , 3rd column) and average conditions (Table 2 , 4-th column), respectively. Since in [7] the performance of CQCC-A was not reported on the all evaluation condition we were not able to compare it in this work. With the ICQC (PCA)-A features we were able to get EERs of 0.02%, 0.23%, 0.125%, and 0.195% on the known, unknown, average and all evaluation conditions, respectively. As mentioned in section III (A) that in the low frequency band the proposed ICQC provides a better discrimination and helps to capture the artifacts present in the nonspeech regions of spoof speech signals.
By comparing the performance of ICQC (PCA) and ICQC-A from table 2 it is apparent that the using only double delta coefficients as a countermeasure instead of delta + double delta coefficients helps to reduce the EER further. This agrees well with the finding of [7] . The relative improvements achieved by the ICQC (PCA)-A over ICQC (PCA) on the known, unknown, average and all evaluation conditions are 50.0%, 19.5%, 24.2% and 14.1%, respectively. For spoofing detection task the dynamic coefficients (e.g., delta, acceleration or delta + acceleration) as countermeasure outperformed the static and combination of static + dynamic coefficients [7] [8] 10] . The is because spoofing techniques focus on modeling smooth version (both temporal and spectral) of the natural speech. Smooth temporal structure means temporal dynamic is less and spectral details are missing in smooth spectral structure [14] . TABLE 2 Spoofing detection performance (in terms of EER) of the proposed ICQC features and comparison with other spoofing countermeasures on the ASVspoof2015 evaluation set. Results are reported on the known (average of S1-S5), unknown (average of S6-S10), average (average of S1-S10), and all condition. The lowest EERs are highlighted in bold face. The EERs of CQCC [7] and CQCC-A [7] are taken from [7] . Earlier work [1] [2] [3] on spoofing detection showed that phase related features perform better than amplitude-based features. This is because natural phase information is almost entirely lost in spoofed speech realized using voice conversion and speech synthesis approaches [1] [2] [3] . It is observed from the results of tables 2 that amplitude-based features (e.g., LFCC, CQCC, and IQCC) can provide better or at least comparable results to that of the phase related features. This is due to the presence of spoofing artifacts in the amplitude spectra of voice converted or synthesized spoof signals.
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VI. CONCLUSION
In this work, we introduced a new anti-spoofing front end, namely infinite impulse response -constant Q-transform spectrum (IIR-CQT)-based cepstral coefficients (ICQC) extracted by filtering the fast Fourier transform of a speech signal with an infinite impulse response filter. Based on the discrete cosine transform and principal component analysis decorrelation techniques two variants of ICQC features were proposed. Since the proposed ICQC feature is based on IIR-CQT spectra, in addition to its simplicity it is also computationally efficient. We carried out standalone spoofing detection experiments using a GMM backend on the ASVspoof2015 challenge corpus. The proposed ICQC features (when principal component analysis is used for decorrelation instead of discrete cosine transform) demonstrated the best performance on all spoofing attacks (S1-S10) in both evaluation cases. Acceleration coefficients as anti-spoofing feature outperformed the delta + acceleration coefficients. The bottleneck and tandem features were very successful in detecting vocoded spoofing attacks (S1-S9) and provided an EER of almost zero on the average. Integration of auditory filterbank and removing non-speech frames were found to be detrimental. Features corresponding to frequency content greater than 4 kHz were found helpful for the spoofing detection. This is because most of the speech synthesis and voice conversion approaches focus on modeling low frequency content (up to 4 kHz) of speech precisely.
