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1. Introduction
The characterization characteristic polynomials of nonnegativematrices, and in particularmatrices
over R+, is an age-old problem; see [4], as well as references. A similar problem is characterizing
polynomials of the form det(1 − xM), where M is a nonnegative real matrix; this polynomial is the
reciprocal polynomial of the characteristic polynomial ofM.
Lavallée and Reutenauer [11] have previously characterized these polynomials whenM is a square
matrix over N. In this paper, we characterize these polynomials whenM is a square matrix over R.
We will show that they coincide with the generalized clique polynomials. Such a polynomial is
the sum of the product of all monomials αsx
ds , where αs is the weight of the vertices s of a ﬁnite
simple graph. Note that the clique polynomial, also known in the literature as dependence polynomial,
corresponds to the case where the weight of each vertex is 1.
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The main result of this paper shows that the inverses of these generalized clique polynomials are
exactly the series of the form det(1 − xM)−1, where M is a square matrix over R+. Using the theory
of graded partially commutative monoid in the sense of Cartier and Foata [5] (see also the website
of Séminaire lotharingien de Combinatoire, from which this book is available in electronic form), it is
simple to show that the determinants det(1 − xM) are generalized clique polynomials.
For the opposite direction, we have neither combinatorial, nor algebraic proof, but rather analytic
proof that uses a result of Boyle and Handelman [4]; which give a necessary and sufﬁcient condition
for a d-tuple (λ1, . . . , λd) of complex numbers to be the set of inverses of the nonzero eigenvalues
of a primitive matrix over R+. In order to show that our generalized clique polynomial satisﬁes their
conditions, we use Cartier–Foata’s theory as well as Viennot’s theory of heaps.
2. Partially commutative graded monoid
Let A be the set of vertices of C. Consider the free monoid A∗ on A and its congruence∼C generated
by the relations ab∼C ba if {a, b} is an edge of C, with the degree function on the generators corre-
sponding to the weight. Because of its construction, we call C the commutation graph, as usual, and its
complementary graph C the non-commutation graph.
We say that a subset B of A is commutative if B /= ∅ and if ab∼C ba for any a, b ∈ B. If B1, B2 are
commutative subsets of A, we say that B2 is linked with B1 if for each b ∈ B2, either b ∈ B1, or b does
not commute, modulo ∼C , with some element in B1.
Then each element in A∗/∼C has a unique factorization [B1][B2] · · · [Bk], for some k 0, where the
Bi are commutative subsets of A, where Bi+1 is linkedwith Bi, for i = 1, . . . , k − 1 andwhere [B] is the
product in A∗/∼C of the elements in B. We call this factorization the Cartier–Foata normal form.
We deﬁne a digraph whose vertices are the commutative subsets of A, with an edge B1 → B2 if B2
is linked with B1. We call this the Cartier–Foata digraph.
Lemma 1 [11, Lemma 2.4]. If the non-commutation graph C is connected, then the Cartier–Foata digraph
is strongly connected.
3. Viennot’s theory of heaps
Viennot (see [15] or [10]) has introduced a combinatorial theory, which is a geometric point of view
of the partially commutative monoids.
Deﬁnition 2. In A∗/∼C , a left pyramid is an element p /= 1 such that:
(1) there exists a letter a ∈ A and an element u ∈ A∗/∼C such that p = au;
(2) for any b ∈ A and all v ∈ A∗/∼C such that p = bv, we have a = b.
This deﬁnition is equivalent to that of Viennot [15]. Indeed, a left pyramid is the mirror image of a
Viennot’s pyramid, which is a superposition of blocks with only one block on top.
Theorem 3 (Viennot). The formal series indexed by pyramids is∑
p
1
|p|p =comm ln
(
1∑
B(−1)|B|B
)
, (1)
where =comm means that the identity holds in the free commutative monoid on A.
Proposition 4. Let p be an element of A∗/∼C . Then p is a left pyramid if and only if, in its normal form of
Cartier–Foata, p = [B1][B2] · · · [Bk], we have |B1| = 1.
Proof. (⇒) Suppose that p = [B1][B2] · · · [Bk] is a left pyramid, then we have necessarily |B1| = 1.
Indeed, if |B1| 2, then for any a, b ∈ B1 such that a /= b, we would have p = au = bv. We have a
contradiction, since p is a left pyramid. Hence |B1| = 1.
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(⇐) Suppose that p = [B1][B2] · · · [Bk] where |B1| = 1. We write B1 = {a}, we have p = a[B2] · · ·[Bk]. By unicity of the normal form of Cartier–Foata (Theorem 1.2 of [5]), if p = au = bv, then a = b.
Hence p is a left pyramid. 
4. Generalized clique polynomials
Let C be a ﬁnite simple graph (undirected edges, no multiple edges, no loops). We associate to C
the clique polynomial (also called dependence polynomial)
1 +∑
i
(−1)igixi,
where gi is the number of complete subgraphs with i vertices in C (see [6]).
We generalize this polynomial in assigning to each vertex s of C a monomial of the form αsx
ds ,
where αs ∈ R+ and ds ∈ N. If all the αs equal 1, we obtain the weighted clique polynomial deﬁned in
Lavallée and Reutenauer [11]. Moreover, if all the ds = 1, we obtain the clique polynomial. Let B be a
subset of vertices of C, we deﬁne the weight of B by
∏
s∈Bαsxds .
Deﬁnition 5. The generalized clique polynomial of C is deﬁned as the sum
PGC(x) = 1 +
∑
B
(−1)|B|
⎛
⎝∏
s∈B
αsx
ds
⎞
⎠ ,
where B is a complete subset of C.
Example 6. The generalized clique polynomial of the following simple graph (Fig. 1) is PGC(x) =
1 − αx − βx2 − γ x − δx3 + αδx4 + αβx3 + βγ x3 + αγ x2 − αβγ x4.
Now, we will consider another class of polynomials. Let M be a square matrix which has nonneg-
ative real coefﬁcients and det(1 − xM) be a polynomial, where 1 denotes the identity matrix of the
appropriate size. This polynomial is the reciprocal of the characteristic polynomial ofM.
We can now state the main result.
Theorem 7. The generalized clique polynomials are exactly the reciprocals of the characteristic polynomials
of square matrices with nonnegative real coefﬁcients.
Now we prove this theorem in one direction; i.e. det(1 − xM), whereM be a matrix with nonneg-
ative real coefﬁcients is a generalized clique polynomial.
Let D be a weighted directed graph andM be its adjacency matrix. Each edge of D is weighted by a
nonnegative real number.We construct a weighted simple graph C fromD. First, we decomposeD into
cycles. Based on Chapter III of Cartier and Foata [5], such a decomposition exists and is unique. Each
of these cycles is transformed into a vertex s of C and the weight of s is αsx
ds , where αs is the product
of the weights of the edges of the corresponding cycle and ds is the length of this cycle. We join two
vertices of C if their corresponding cycles are disjoints in D. We call C the graph of cycles of D.
Fig. 1. Weighted simple graph.
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By expanding the determinant det(1 − xM) using the formula involving permutations, and decom-
posing the latter into cycles, we have:
det(1 − xM) = ∑
{c1 ,...,ck}
(−1)k
⎛
⎝ k∏
i=1
αci
⎞
⎠ x|c1|+···+|ck|,
where k ∈ N, {c1, . . . , ck} is a set of k disjoint simple paths (without repeated vertex), |ci| is the length
of ci, and
∏k
i=1 αci is the weight of the paths of the permutation. By deﬁnition of the generalized clique
polynomial,wehavedet(1 − xM) = PGC(x). Henceweobtain that det(1 − xM) is a generalized clique
polynomial.
Hence we prove that det(1 − xM) is a generalized clique polynomial.
Example 8. LetM be thematrix
⎡
⎣α β 0 01 γ δ 0
0 0 0 1
0  0 0
⎤
⎦, whereα,β , γ , δ,  ∈ R+.M is the adjacencymatrix
of the following graph D (Fig. 2).
The graph of cycles C is shown in Fig. 3.
Its generalized clique polynomial is
PGC(x)=1 − αx − γ x − βx2 − δx3 + αγ x2 + αδx4
=det(1 − xM).
In order to prove that each generalized clique polynomial is of the form det(1 − xM), we cannot
revert the previous. Indeed, letπ : D → C be the functionwhich constructs the graph of cycles C from
D; π is not surjective. For example, if C is the graph
11 1
with weight function 1, so that its clique polynomial is 1 − 3x + x2, there is no digraph D such that
π(D) = C; otherwise,Dwould have 3 circular paths of length 1 such that exactly 2 of themare disjoint,
which is not possible. However, 1 − 3x + x2 = det
(
1 − x
[
2 1
1 1
])
.
Fig. 2. Weighted directed graph.
Fig. 3. Graph of cycles.
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5. Boyle and Handelman’ theorem
To prove that the generalized clique polynomial is of the form det(1 − xM), where M is a non-
negative real matrix, we use the following result from Boyle and Handelman [4]. First, we denoted
trn(λ1, . . . , λk) = ∑ki=1 λni .
Theorem 9. A polynomial P(x) = ∏ki=1(1 − λix), where λi are nonzero complex numbers, is of the form
det(1 − xM)where M is a square matrix with nonnegative real coefﬁcients if the following conditions are
satisﬁed:
(1) the coefﬁcients of P(x) are all real;
(2) there is an index i such that λi > |λj|, for all j /= i;
(3) For all positive integers n and m,
(i) trn(λ1, . . . , λk) 0,
(ii) trn(λ1, . . . , λk) > 0 ⇒ trnm(λ1, . . . , λk) > 0.
We will show that PGC(x) satisﬁes these three conditions.
Remark 10. It is well known that a series F(x) of the form (det(1 − xM))−1 whereM is a nonnegative
square matrix is R+-rational (see [2]). However, the reciprocal is not true. Indeed, take the series
F(x) = 1
1 − 3x + 5x2 − 8x3 .
This series, according to Barcucci et al. [1], is N-rational. A rational expression has been obtained by
using the package RLangGFun (Maple), see [8] or [9]. Set
PGC(x) = 1 +
∞∑
i=1
(−1)ieixi,
where ei is ith elementary symmetric function (see [12]). We have
tr2(λ1, λ2, λ3) = e21 − 2e2 = 32 − 2 · 5 = −1 < 0.
From Theorem 9, 1 − 3x + 5x2 − 8x3 is not of the form det(1 − xM), where M is a nonnegative real
square matrix.
By construction of PGC(x), the ﬁrst condition of Theorem 9 is satisﬁed. To prove that the spectral of
PGC(x) satisﬁes the second condition of Theorem 9, we need Proposition 11.
It is well known that if a formal series f = ∑n 0 fnxn over C is rational, that is, quotient of two
polynomials, then for n large enough, one has
fn =
	∑
i=1
λni Pi(n),
for some ﬁxed nonzero λ1, . . . , λ	 ∈ C and nonzero polynomials P1(t), . . . , P	(t) over C. The multi-
plicity of λi is deg(Pi) + 1. This expression for fn is called its exponential polynomial and is unique, and
the λi’s are the eigenvalues of f , see [13] or [2].
According to Soittola [14], we say that λ1 is a dominating eigenvalue if |λ1| > |λi|, i = 2, . . . , 	.
Moreover, This root is simple if deg(P1) = 0.
Proposition 11. Let F(x) = ∑∞n=0 fnxn = 1PGC (x) be a formal series. If the complementary graph C of C is
connected and if the integers ds from the weights αsx
ds of the vertices s of C are relatively prime, then this
series has a unique dominating root, which is simple.
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Fig. 4. Directed graph obtained by the linearization process.
To prove this proposition, we need the following deﬁnitions and result.
Deﬁnition 12. A square matrixM = (Mi,j) is called a nonnegative real polynomial matrix if its coefﬁ-
cients are polynomials with nonnegative real coefﬁcients.
Let r be the dimension of M, we construct r vertices labelled 1 to r. Taking the entry Mi,j which is
the form a1x + a2x2 + · · · + akxk , where ah ∈ R+, h = 1, . . . , k. In adding new vertices, we construct
k paths between the vertices i and j in the following way: for each 	 = 1, . . . , k, there will be a path
of length 	, the ﬁrst edge of these paths has the weight a	 and the others, the weight 1. We obtain a
directed graph and we denote N its adjacency matrix. By construction, N is a matrix with coefﬁcients
in R+. We call this transformation the linearization process.
Proposition 13 ([3, Section 5.3]). Let M and N be two matrices deﬁned as above, then det(1 − M) =
det(1 − xN).
Example 14. LetM =
[
0 αx3
βx2 γ x + δx3
]
. We associate the directed graph shown in Fig. 4
Its adjacency matrix N is
N =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 β 0 0 0 0 0
0 0 1 0 0 0 0
0 0 γ δ 0 α 0
0 0 0 0 1 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 1
1 0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We have det(1 − M) = det(1 − xN) = 1 − γ x − δx3 − αβx5.
Proof of Proposition 11
1. Let C be the simple graph associated to PGC(x). Let C
′ be the graph obtained from C in labeling
each vertex by a letter. Suppose that C is connected, then C′ is also. Suppose that the ds are
relatively prime. LetD′ be the graph of Cartier–Foata associated to C′.We apply the specialization
a → αaxda to D′ and we obtain the directed graph D.
2. We associate to D the following adjacency-like matrixM: the rows and columns are indexed by
the commutative subsets of A and the entry in position (B1, B2) is
∏
s∈B2(αsxds). Let λB be the
row vector with 1 in position B, 0 elsewhere, and γ the column vector with 1 everywhere.
3. Letα be any new symbol and deﬁne a new digraphD1 by adding the new vertexα, together with
edges α → B for each vertex B in D. Clearly, the set of Cartier–Foata normal forms is in bijection
with the paths in D1 starting from α.
4. It thus follows that the Hilbert series of A∗/∼C is:
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1 +∑
B
xdeg(B)λBM
∗γ ,
where the sum is over all commutative subsets B of A, and whereM∗ = ∑n 0 Mn.
5. By the linearization process, we associate toM a square matrix N overR+ such that each coefﬁ-
cient ofM∗ is equal to a sum of coefﬁcients of (xN)∗. Since the digraph D is strongly connected,
N is an irreducible matrix. Moreover since the diagonal entries of M contain αax
da , a ∈ A, and
since the numbers da are supposed to be relatively prime, N is even a primitive matrix.
6. We deduce that the Hilbert series of A∗/∼C is 1+ a nontrivial sum of terms of the form xd(xN)∗ij ,
d ∈ N.
7. Since N is primitive, by the Perron–Frobenius theory (see [7, Chapter III, Section 2]), its eigenval-
ues, counted with their multiplicities, are λ1, . . . , λk , with λ1 > |λ2|, . . . , |λk|. In particular, λ1
is simple. By Jordan’s normal form, we deduce that each series (xN)∗ij is of the form
∑
n 0 anx
n,
with
an = hλn1 +
k∑
s=2
Ps(n)λ
n
s ,
for n large enough.
8. The dominating coefﬁcient, that is h, must be positive. Indeed, since N is primitive, we have Nr
strictly positive for some r. Then, for any indices u, v, an+2r = (Nn+2r)i,j (Nr)i,u(Nn)u,v(Nr)v,j;
thus (Nn)u,v  Can+2r , of some constant C. Hence, if we have h = 0, then Nn would grow more
slowly than λn1, which is a contradiction. Hence h /= 0 and h > 0 since an  0 and an ∼ hλn1,
when n → ∞.
9. Note that if an has a positive dominating coefﬁcient, then x
dan also. This implies, in view of 5,
that (fn) has λ1 as dominating eigenvalue, which is simple. 
Now, we can prove the second condition of Theorem 9. We can suppose that the two conditions of
Proposition 11 are satisﬁed: i.e. C is connected and the ds of the monomials αsx
ds , are relatively prime.
Proposition 11 involves that 1
PGC (x)
= ∑n 0 fnxn and for an n sufﬁciently large,
fn = hλn1 +
	∑
i=2
Pi(n)λ
n
i ,
with λ1 > |λ2|, . . . , |λ	| and h /= 0. It follows that ∑n 0 fnxn is the sum of a polynomial, of h1−λ1x
and a C-linear combination of fractions of the form x
s
(1−λix)t , i 2. Hence, the denominator P(x) is a
product of (1 − λ1x) with factors of the form (1 − λix)t .
Now, we can go back to the conditions of Proposition 11. If C is not connected, then the generalized
clique polynomial of C is a product of smallest generalized clique polynomials. It sufﬁces to takeM as
the diagonal sum of the corresponding matrices.
If the integers ds are not relatively prime, let p be the largest common divisor and we take the new
weight 1
p
ds. It sufﬁces to showthat all the squarematricesMwith coefﬁcients inR+, det(1 − xM)|x→xp
are also of the form det(1 − xM′) for a certain matrix M′ on R+. We prove it once again with the
linearization process.
Now, we will show that the generalized clique polynomial PGC(x) satisﬁes the third condition of
Theorem 9.
Since P(0) = 1, then P(x) = ∏ki=1(1 − λix), where λi ∈ C; hence
ln
(
1∏k
i=1(1 − λix)
)
=
k∑
i=1
ln
(
1
1 − λix
)
=
k∑
i=1
∞∑
n=1
λni
xn
n
=
∞∑
n=1
k∑
i=1
λni
xn
n
=
∞∑
n=1
trn(λ1, . . . , λk)
xn
n
.
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Apply the specialization ψ : a → αaxda on each side of Eq. (1). On the right side, we have:
ln
(
1
PGC(x)
)
=
∞∑
n=1
trn(λ1, . . . , λk)
xn
n
.
On the left side, we obtain:∑
p
1
|ψ(p)|ψ(p),
where ψ(p) = ∏a∈p αaxda . Deﬁne the weight of a pyramid by deg(P) = ∏a∈pxda . We have:∑
p
1
|ψ(p)|ψ(p) =
∑
p
1
|p|
∏
a∈p
αax
da
= ∑
p
1
|p|x
deg(p)
∏
a∈p
αa.
In combining these equalities, we obtain:
∞∑
n=1
trn(λ1, . . . , λk)
xn
n
= ∑
p
1
|p|x
deg(p)
∏
a∈p
αa
=
∞∑
n=1
xn
∑
p,deg(p)=n
1
|p|
∏
a∈p
αa.
For all n 1, we compare the coefﬁcients of xn on each side, we obtain
trn(λ1, . . . , λk) = n
∑
p,|p|=deg(p)=n
∏
a∈p
αa  0.
Now, suppose that trn(λ1, . . . , λk) > 0, there exists a left pyramid p of weight n. Then, for allm 1,
we can construct a left pyramid of weight nm by concatenatingm left pyramids p.
Indeed, letp = [B1][B2] · · · [Bk]besucha leftpyramid, onecansuppose thatk 2. FromProposition
4, B1 = {a}. Now we consider the two following cases:
1. If a is linked to Bk , p
m has the normal form of Cartier–Foata
pm = [B1][B2] · · · [Bk] [B1][B2] · · · [Bk] · · · [B1][B2] · · · [Bk]︸ ︷︷ ︸
m times
.
2. If a is not linked to Bk , then a /∈ Bk and Bk ∪ {a} is a commutative set. We obtain that B2 is linked
to Bk ∪ {a}. Indeed, if b ∈ B2, b is linked to B1 = {a}, hence we have either b = a or b does not
commute with a. In these two cases, b is linked to Bk ∪ {a}. Hence, pm has the normal form of
Cartier–Foata
pm = [B1] [B2] · · · [Bk ∪ {a}] [B2] · · · [Bk ∪ {a}] · · · [B2] · · · [Bk ∪ {a}]︸ ︷︷ ︸
m−1 times
[B2] · · · [Bk].
In the two cases, since B1 = {a}, we have from Proposition 4 that pm is a left pyramid of weight
nm. Combinatorially, in the sense of Viennot, if we superposem times the pyramid p and if these
pyramids are aligned, then we again have a pyramid. Hence, we obtain trnm(λ1, . . . , λk) > 0.
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