Quantum Structures for Lagrangian Submanifolds by Biran, Paul & Cornea, Octav
ar
X
iv
:0
70
8.
42
21
v1
  [
ma
th.
SG
]  
30
 A
ug
 20
07
QUANTUM STRUCTURES FOR LAGRANGIAN SUBMANIFOLDS
PAUL BIRAN AND OCTAV CORNEA
Contents
1. Introduction. 2
2. Algebraic structures. 4
2.1. The main algebraic statement. 4
2.2. Other algebraic structures 8
2.3. Action estimates. 13
3. Transversality 13
3.1. Transversality for strings of pearls 13
3.2. Reduction to simple disks 16
3.3. Proof of Proposition 3.1.3 18
3.4. Proof of Lemmas 3.2.3, 3.2.2 21
4. Gluing 25
4.1. Main statements 25
4.2. Examples 27
4.3. Overview of the proof of Theorem 4.1.2 34
4.4. Analytic setting 35
4.5. Pregluing 40
4.6. The main operators 43
4.7. A right inverse to DuR 44
4.8. The implicit function theorem 51
4.9. An auxiliary inequality 59
5. Proof of the main algebraic statement. 59
5.1. The pearl complex. 61
5.2. The quantum product. 70
5.3. The quantum module structure 77
5.4. Quantum inclusion. 112
Date: June 11, 2013.
The first author was partially supported by the ISRAEL SCIENCE FOUNDATION (grant No.
1227/06 *); the second author was supported by an NSERC Discovery grant and a FQRNT Group
Research grant.
1
2 PAUL BIRAN AND OCTAV CORNEA
5.5. Spectral sequences. 114
5.6. Comparison with Floer homology. 114
5.7. Duality 118
5.8. Action of the symplectomorphism group. 120
5.9. Minimality for the pearl complex. 121
5.10. Proof of the action estimates. 123
5.11. Replacing C+, Q+H by C, QH 127
6. Applications and examples. 127
6.1. Full Floer homology 128
6.2. Lagrangian submanifolds of CP n 137
6.3. Lagrangian submanifolds of the quadric 152
6.4. Complete intersections 158
6.5. Algebraic properties of quantum homology and Lagrangian submanifolds 160
6.6. Gromov radius and Relative symplectic packing 165
6.7. Examples 172
6.8. Mixed symplectic packing 173
6.9. Examples 173
6.10. Further questions 175
6.11. Quantum product on tori and enumerative geometry 176
References 190
1. Introduction.
It is well-known that Gromov-Witten invariants are not defined, in general, in the
Lagrangian (or relative case): bubbling of disks is a co-dimension one phenomenon and
thus counting J-holomorphic disks, possibly with various incidence conditions, produces
numbers that strongly depend on the particular choices of the almost complex structure J
and of the geometry of the incidences. However, this lack of invariance of the direct counts
combined with the rich combinatorial properties of the moduli spaces of disks indicates
that invariance can still be achieved by defining an appropriate homology theory.
The purpose of this paper is to discuss systematically such a homology theory and the
related algebraic structures in the case of monotone Lagrangians with minimal Maslov
class at least 2 (which we will shortly call the monotone case below). We will also discuss
its relations with Floer homology as well as various computations, examples and applica-
tions. It is already important to underline the fact that the point of view of this paper
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is not that of intersection theory and, thus, not that of Floer theory. In particular, this
homology theory (and most of the other structures involved) is associated to a single La-
grangian submanifold, never vanishes and is invariant with respect to ambient symplectic
isotopy. Therefore, this is a very rich structure and most of our various applications reflect
its rigidity.
It should be mentioned at the outset that there are two systematic models for dealing
with the general, non-monotone context: the A∞ approach of Fukaya-Oh-Ohta-Ono [34]
and the cluster homology approach of Cornea-Lalonde [23] (the last one being closer to the
point of view we take here). The monotone case, while remaining reasonably rich, has the
property that many of the technical complications which are present in these two models
disappear. Indeed, as we shall see in this case, transversality issues can be dealt with by
elementary means and the various invariants defined are all based on counting J-curves
(for generic almost complex structures J) and not perturbed objects, a fact which is of
invaluable help in computations. Hence, this is a case which is worth exploring in detail
not only because many of the most relevant examples of Lagrangians fit in this context
but also because it shows clearly what type of results and applications can be expected
in general and computations are efficient.
There are many relations between this work and the extensive literature of the subject
and they will be discussed explicitly later in the paper. We feel we should mention at
this point that at the center of the construction is a chain complex called here the “pearl
complex” initially described by Oh in [50]. Thus, this complex was known before and it
was sometimes used in the literature. Our intention in preparing this paper has been to
focus on the various structures related to this complex - a good number of which are first
introduced here - and on their applications. However, we soon realized that no complete
proofs are available in what concerns even the most basic parts of the construction, for ex-
ample, for d2 = 0 in the “pearl complex”. Therefore we have decided to provide essentially
complete arguments here. The structure of the paper is as follows. Section 2 contains the
statement of the main algebraic properties of the structures that we are interested in here.
The next three sections §3, §4, §5 are focused, respectively, on transversality, gluing and,
finally, the proof of the algebraic properties announced in §2. Then, in §6 we describe our
applications of this structure together with their proofs. A cautionary word to the reader:
while the paper is written in the logical order needed to reduce redundancies, to more
rapidly grasp the power and the motivation behind the algebraic structures described in
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the paper it might be useful to read the statements of the applications in §6 immediately
after §2 and before the technical chapters in between.
Acknowledgements. The first author would like to thank Kenji Fukaya, Hiroshi Ohta, and
Kaoru Ono for valuable discussions on the gluing procedure for holomorphic disks. He
would also like to thank Martin Guest and Manabu Akaho for interesting discussions
and great hospitality at the Tokyo Metropolitan University during the summer of 2006.
Special thanks to Leonid Polterovich and Joseph Bernstein for interesting comments and
their interest in this project from its early stages.
While working on this project our two children, Zohar and Robert, have been born. We
would like to dedicate this work to them and to their lovely mothers, Michal and Alina.
2. Algebraic structures.
2.1. The main algebraic statement. We shall only work in this paper with, connected,
closed, monotone Lagrangians L ⊂ (M2n, ω) where (M,ω) is a tame monotone symplectic
manifold. This means that the two homomorphisms:
ω : π2(M,L)→ Z, µ : π2(M,L)→ R
given respectively by integration of ω and by the Maslov index satisfy
ω(A) > 0 iff µ(A) > 0, ∀ A ∈ π2(M,L).
It is easy to see that this is equivalent to the existence of a constant τ > 0 such that
(1) ω(A) = τµ(A), ∀ A ∈ π2(M,L) .
We shall refer to τ as the monotonicity constant of L ⊂ (M,ω). Define the minimal
Maslov number of L to be the integer
NL = min{µ(A) > 0 | A ∈ π2(M,L)}.
Throughout this paper we shall assume that L is monotone with NL ≥ 2. Since the
Maslov numbers come in multiples of NL we shall use sometimes the following notation:
(2) µ¯ = 1
NL
µ : π2(M,L)→ Z.
Let us now introduce the type of coefficient rings we shall work with. Let Λ = Z2[t, t−1]
the ring of Laurent polynomials in the varible t. The grading on Λ is given by deg t = −NL.
We shall also work with the positive version of Λ, namely Λ+ = Z2[t] with the same
grading. The ring Λ should be viewed as a simplified version of the Novikov ring over
π2(M,L), commonly used in Floer theory. Since we work in the monotone case the
simplified Novikov rings Λ, Λ+ are enough for our purposes.
QUANTUM STRUCTURES FOR LAGRANGIAN SUBMANIFOLDS 5
There is a natural decreasing filtration of both Λ+ and Λ by the degrees of t, i.e.
(3) FkΛ = {P ∈ Z2[t, t−1] | P (t) = aktk + ak+1tk+1 + . . .} .
We shall call this filtration the degree filtration. It induces an obvious filtration on any
free module over this ring.
Let f : L→ R be a Morse function on L and let ρ be a Riemannian metric on L so that
the pair (f, ρ) is Morse-Smale. Fix also a generic almost complex structure J compatible
with ω. It is well known that, under the above assumption of monotonicity, the Floer
homology of the pair (L,L) is well defined (see [48]) and we denote it by HF (L) (the
construction will be rapidly reviewed later in the paper).
In what follows we shall also use the following version of the quantum homology of M .
PutQ+H(M) = H∗(M ;Z2)⊗Λ+, QH(M) = H∗(M ;Z2)⊗Λ with the grading induced from
H∗(M ;Z2) and Λ+ (respectively Λ). We endow Q+H(M) and QH(M) with the quantum
cap product (see [44] for the definition). There are a few slight differences in our convention
in comparison to the ones common in the literature. The first is that the degree of the
variable t in the quantum homology of M is usually minus the minimal Chern number
−NM of (M,ω). In our setting we have deg t = −NL. Since we are in the monotone case
we have NL|NM , thus our QH(M) is actually a kind of extension of the usual quantum
homology ofM . The second difference is that we work here with coefficients over Z2 rather
than Q or Z which are more common in quantum homology theory. This is not essential
and has to do with technical issues concerning the definition of the Floer homology of
L (see Remark 2.1.2 below). Finally note that we work here with quantum homology
(not cohomology), hence the quantum product QHk(M)⊗QHl(M)→ QHk+l−2n(M) has
degree −2n. The unit is [M ] ∈ QH2n(M), thus of degree 2n.
Theorem 2.1.1. For a generic choice of the triple (f, ρ, J) there exists a chain complex
C+(L; f, ρ, J) = (Z2〈Crit(f)〉 ⊗ Λ+, d)
with the following properties:
i. The homology of this chain complex is independent of the choices of J, f, ρ. It will
be denoted by Q+H∗(L). There exists a canonical (degree preserving) augmentation
ǫL : Q
+H∗(L)→ Λ
+ which is a Λ+-module map.
ii. The homology Q+H(L) has the structure of a two-sided algebra with unit over the
quantum homology of M , Q+H(M). More specifically, for every i, j, k there exist
Λ+-bilinear maps:
Q+Hi(L)⊗Q
+Hj(L)→ Q
+Hi+j−n(L), α⊗ β 7→ α ∗ β,
Q+Hk(M)⊗Q
+Hi(L)→ Q
+Hk+i−2n(L), a⊗ α 7→ a ∗ α.
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The first map endows Q+H(L) with the structure of a ring with unit. This ring is
in general not commutative. The second map endows Q+H(L) with the structure
of a module over the quantum homology ring Q+H(M). Moreover, when viewing
these two structures together, the ring Q+H(L) becomes a two-sided algebra over
the ring Q+H(M). The unit [M ] of Q+H(M) has degree 2n = dimM and the
unit of Q+H(L) has degree n = dimL.
iii. There exists a map
iL : Q
+H∗(L)→ Q
+H∗(M)
which is a Q+H∗(M)-module morphism and which extends the inclusion in singular
homology. This map is determined by the relation:
(4) 〈h∗, iL(x)〉 = ǫL(h ∗ x)
for x ∈ Q+H(L), h ∈ H∗(M), with (−)
∗ Poincare´ duality and 〈−,−〉 the Kro-
necker pairing.
iv. The differential d respects the degree filtration and all the structures above are
compatible with the resulting spectral sequences.
v. The homology of the complex:
C(L; f, ρ, J) = C+(L; f, ρ, J)⊗Λ+ Λ
is denoted by QH∗(L) and all the points above remain true if using QH(−) instead
of Q+H(−). The map Q+H(L) → QH(L) induced in homology by the change of
coefficients above is canonical. Moreover, there is an isomorphism
QH∗(L)→ HF∗(L)
which is also canonical up to a shift in grading.
By a two-sided algebra A over a ring R we mean that A is a module over R which
has an internal product A × A → A so that for any r ∈ R and a, b ∈ A we have
r(ab) = (ra)b = a(rb). The last equality is non-trivial, of course, only when the product
in A is not commutative. A more natural description is the following. If A is a (left)-
module over R, define a right-action of R on A by ar = ra. Then the “two-sidedness” of
A over R means that both actions give A the structure of a module over R.
Before going on any further we would like to point out that, the existence of a module
structure asserted by Theorem 2.1.1 has already some non-trivial consequences. For
example, the fact that QH∗(L) ∼= HF∗(L) is a module over QH∗(M) implies that if
a ∈ QHk(M) is an invertible element, then the map a ∗ (−) gives rise to isomorphisms
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HFi(L) → HFi+k−2n(L) for every i ∈ Z. This clearly follows from the general algebraic
definition of a “module over a ring with unit”.
We shall call the complex C(L; f, ρ, J) (respectively, C+(L; f, ρ, J)) the (positive) pearl
complex associated to f, ρ, J and we shall call the resulting homology the (positive) quan-
tum homology of L. In the perspective of [23, 24] the complex C(L; f, ρ, J) corresponds to
the linear cluster complex.
Parts of Theorem 2.1.1 appear already in the literature and have been verified up to
various degrees of rigor. The complex C(L; f, ρ, J) has been first introduced by Oh [50] (see
also Fukaya [33]) and is a particular case of the cluster complex as described in Cornea-
Lalonde [23]. The module structure over Q+H(M) discussed at point ii. is probably
known by experts - at least in the Floer homology setting - but has not been explicitly
described yet in the literature. The product at ii. is a variant of the usual pair of pants
product - it might not be widely known in this form. The map iL at point iii. is the
analogue of a map first studied by Albers in [5] in the absence of bubbling. The spectral
sequence appearing at iv. is a variant of the spectral sequence introduced by Oh [49].
The compatibility of this spectral sequence with the product at point ii. has been first
mentioned and used by Buhovsky [16] and independently by Fukaya-Oh-Ohta-Ono [34].
The positive Novikov ring Λ+ is commonly used in algebraic geometry as well as in the
closed case and has appeared in the Lagrangian setting in Fukaya-Oh-Ohta-Ono [34]. The
comparison map at v. is an extension of the Piunikin-Salamon-Schwarz construction [54],
it extends also the partial map constructed by Albers in [4] and a more general such map
was described in [23] in the “cluster” context. We also remark that this comparison map
identifies all the algebraic structures described above with the corresponding ones defined
in terms of the Floer complex.
Remark 2.1.2. a. It is quite clear that, with rather obvious modifications, all the structure
described in this statement should carry over to the case when L is non-monotone but
orientable and relative spin. The coefficients in that case have to be rational - obviously
this requires that the various moduli spaces involved be oriented coherently. One option
to pursue the construction in this case is to further replace the Novikov ring Λ (or the
positive Novikov ring Λ+) with a cluster complex Cl(L; J) of L [23]. Using these “cluster”
coefficients means that the complex C(L; f, ρ, J) is replaced with the fine Floer complex
of [23] and, with the exception that QH∗(L) is replaced in all places by the fine Floer
homology of L, IFH∗(L), the statement of Theorem 2.1.1 should remain true and even
have a “positive” version.
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b. Another interesting point that we want to emphasize here - and will be exemplified
later in the paper - is that the structures discussed in the statement of the theorem
lead to the definition of certain Gromov-Witten type invariants. The procedure is as
follows. Suppose first that k ∈ Z2 (or ∈ Z, if we assume orientations) is some numerical
invariant defined out of the algebra structure of Q+H∗(L) (this means that this number
is left invariant by isomorphisms of the structure). Assume also that, under certain
circumstances, for special choices of the function f and the almost complex structure J ,
the chain complex C+(L; f, ρ, J) has a trivial differential. This could happen, for example,
if f is a perfect Morse function and if J is a special “symmetric” structure or, for example,
as we shall see further in this paper, if L is a torus with non trivial Floer homology. In
that case, the “counting” leading to k, which is invariant, in general, only after passage
to homology will be invariant already at the chain level simply because, for these special
choices of f, J , the chain level is isomorphic with the homology one. But this means
that, with these special choices, the count giving k is invariant and this is exactly what is
needed to define Gromov-Witten type invariants. It is then another matter to interpret
these numbers geometrically in a meaningful way.
2.2. Other algebraic structures.
2.2.1. Duality. The first point that we want to discuss here is a form of duality which
extends Poincare´ duality. We first fix some notation. Suppose that (C, ∂) is a chain
complex over Λ+. In particular, it is a free module over Λ+, C = G⊗Λ+ with G some Z2
vector space. We let
C⊙ = homΛ+(C,Λ
+)
graded so that the degree of a morphism g : C → Λ+ is k if g takes Cl to Λ
+
l+k for all l.
Let C′ = homZ2(G,Z2)⊗ Λ
+ be graded such that if x is a basis element of G, then its
dual x∗ ∈ C′ has degree |x∗| = −|x|. There is an obvious degree preserving isomorphism
ψ : C⊙ → C′ defined by ψ(f) =
∑
i f(gi)g
∗
i where (gi) is a basis of G and (g
∗
i ) is the dual
basis. We define the differential of C⊙, ∂∗, as the adjoint of ∂:
〈∂∗y∗, x〉 = 〈y∗, ∂x〉 , ∀x, y ∈ G .
Clearly, C⊙ continues to be a chain complex (and not a co-chain complex).
An additional algebraic notion will be useful: the co-chain complex C∗ associated to C.
To define it we first let (Λ+)∗ be the ring Λ+ with the reverse grading: the degree of each
element in (Λ+)∗ is the opposite of the degree of the same element in Λ+. For the free
chain complex C = G ⊗ Λ+ as before, we define C∗ = homZ2(G,Z2) ⊗ (Λ
+)∗ where the
grading of the dual x∗ of a basis element x ∈ G is |x∗| = |x|. The differential in C∗ is given
as usual as the adjoint of the differential in C. The complex C∗ is obviously a co-chain
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complex. The difference between this complex and C⊙ is just that the grading is reversed
in the sense that if an element x⊗ λ has degree k in one complex, then it has degree −k
in the other. The co-homology of C is then defined as Hk(C) = Hk(C∗). Obviously, there
is a canonical isomorphism: H−k(C
⊙) ∼= Hk(C∗).
A particular case of interest here is when C = C(L; f, ρ, J). In this case we denote:
Q+Hn−k(L) = Hk(C+(L; f, ρ, J)∗) .
Notice that the chain morphisms η : C → C⊙ of degree −n are in correspondence with
the chain morphisms of degree −n:
η˜ : C ⊗Λ+ C → Λ
+ .
via the formula η˜(x⊗ y) = η(x)(y). Here the ring Λ+ on the right handside is considered
as a chain complex with trivial differential. Moreover, if η induces an isomorphism in
homology, then the pairing induced in homology by η˜ is non-degenerate.
Fix now n ∈ N∗. For any chain complex C as before we let snC be its n-fold suspension.
This is a chain complex which coincides with C but its graded so that the degree of x in
snC is n+ the degree of x in C.
A particular useful case where these notions appear is in the following sequence of
obvious isomorphisms: Hk(s
nC⊙) ∼= Hk−n(C
⊙) ∼= Hn−k(C∗).
Corollary 2.2.1. Set n = dimL. There exists a degree preserving morphism of chain
complexes:
η : C+(L; f, ρ, J)→ sn(C+(L; f, ρ, J))⊙
which induces an isomorphism in homology. In particular, we have an isomorphism:
η : Q+Hk(L)→ Q
+Hn−k(L). The corresponding (degree −n) bilinear map
H(η˜) : Q+H(L)⊗Q+H(L)→ Λ+
coincides with the product described in Theorem 2.1.1-ii composed with the augmenta-
tion ǫL. The same result continues to hold with Λ
+, C+, QH+ replaced by Λ, C, QH
respectively.
Remark 2.2.2. a. The relation of the Corollary above with Poincare´ duality is as follows:
in case C+(−) in the statement is replaced with the Morse complex C(f) of some Morse
function f : L→ R we may define the morphism η : C(f)→ sn(C(f)⊙) as a composition
of two morphisms with the first being the usual comparison morphism C(f) → C(−f)
and the second C(−f) → sn(C(f)⊙) given by x ∈ Crit(f) → x∗ ∈ homZ2(C(f),Z2). We
have the identifications Hk(s
n(C(f)⊙)) = Hk−n(C(f)
⊙) = Hn−k(C(f)) and the morphism
η described above induces in homology the Poincare´ duality map: Hk(L)→ H
n−k(L).
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b. The last Corollary also obviously shows that Q+H(L) together with the bilinear
map ǫL ◦ (− ∗ −) is a Frobenius algebra, though not necessarily commutative.
2.2.2. Action of the symplectomorphism group. This property is very useful in computa-
tions when symmetry is present.
Corollary 2.2.3. Let φ : L → L be a diffeomorphism which is the restriction to L of
an ambient symplectic diffeomorphism φ¯ of M . Let f, ρ, J be so that the pearl complex
C+(L; f, ρ, J) is defined. There exists a chain map:
φ˜ : C+(L; f, ρ, J)→ C+(L; f, ρ, J)
which respects the degree filtration, induces an isomorphism in homology, and so that the
morphism E2(φ˜) induced by φ˜ at the E2 level of the degree spectral sequence coincides with
H∗(φ)⊗ idΛ+. The map φ¯→ φ˜ induces a representation:
~ : Symp(M,L)→ Aut(Q+H∗(L))
where Aut(Q+H∗(L)) are the augmented ring automorphisms of Q
+H∗(L) and Symp(M,L)
are the symplectomorphisms of M which restrict to diffeomorphisms of L. The restriction
of ~ to Symp0(M) ∩ Symp(M,L) takes values in the automorphisms of Q+H(L) as an
algebra over Q+H(M).
The same result continues to hold with Λ+, C+, QH+ replaced by Λ, C, QH respectively.
2.2.3. Minimal pearl complexes. It is easy to see that all the calculations with the struc-
tures described above are much more efficient if the Lagrangian L admits a perfect Morse
function - that is a Morse function f : L → R so that the Morse differential vanishes.
We now want to notice that there exists an algebraic procedure which allows one to treat
any general L in the same way. Moreover, we will see that this produces another a chain
complex which is a quantum invariant of L and contains all the quantum specific proper-
ties that we generally want to study (a similar construction in the cluster set-up has been
sketched in [23]).
Let G be a finite dimensional graded Z2-vector space and let C = (G ⊗ Λ+, d) be a
chain complex. For an element x ∈ G let d(x) = d0(x) + d1(x)t with d0(x) ∈ G. In other
words d0 is obtained from d(x) by treating t as a polynomial variable and putting t = 0.
Clearly d0 : G→ G, d
2
0 = 0. Let H be the homology of the complex (G, d0). Similarly, for
a chain morphism ξ we denote by ξ0 the d0-chain morphism obtained by making t = 0.
Proposition 2.2.4. With the notation above there exists a chain complex
Cmin = (H⊗ Λ
+, δ), with δ0 = 0
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and chain maps φ : C → Cmin, ψ : Cmin → C so that φ◦ψ = id and φ and ψ induce isomor-
phisms in d-homology and φ0 and ψ0 induce an isomorphism in d0-homology. Moreover,
the properties above characterize Cmin up to isomorphism.
Here is an important consequence of this result:
Corollary 2.2.5. There exists a complex Cmin(L) = (H∗(L;Z2)⊗Λ+, δ), with δ0 = 0 and
so that for any (L, f, ρ, J) such that C(L; f, ρ, J) is defined there are chain morphisms φ :
C(L; f, ρ, J) → Cmin(L) and ψ : Cmin(L) → C(L; f, ρ, J) which both induce isomorphisms
in quantum homology as well as in Morse homology and so that φ ◦ ψ = id. The complex
Cmin(L) with these properties is unique up to isomorphism.
We call the complex provided by this corollary the minimal pearl complex. This termi-
nology is justified by the use of minimal models in rational homotopy where a somewhat
similar notion is central. There is a slight abuse in this notation as, while any two com-
plexes as provided by the corollary are isomorphic this isomorphism is not canonical.
Obviously, in case a perfect Morse function exists on L any pearl complex associated to
such a function is already minimal.
Remark 2.2.6. a. An important consequence of the existence of the chain morphisms φ
and ψ is that all the algebraic structures described before (product, module structure etc)
can be transported and computed on the minimal complex. For example, the product is
the composition:
Cmin(L)⊗ Cmin(L)
ψ⊗ψ
−→ C(L; f, ρ, J)⊗ C(L; f, ρ, J)
∗
→ C(L; f, ρ, J)
φ
→ Cmin(L) .
It is easy to see that - in homology - the resulting product has as unit the fundamental
class [L] ∈ Hn(L).
b. A consequence of point a. is that HF (L) ∼= QH(L) = 0 iff there is some x ∈
H∗(L;Z2) so that δx = [L]tk in Cmin(L). Indeed, suppose that QH(L) = 0. Then, as
for degree reasons [L] is a cycle in Cmin(L), we obtain that it has to be also a boundary.
Conversely, if [L] is a boundary (which means δx = [L]tk for some x and k) we have for
any other cycle c ∈ Cmin(L): [c] = [c]∗ [L] = [c∗ [L]] = [δ(c∗x)] = 0 where we have denoted
by − ∗ − the product on Cmin(L) as defined above (see also §6.1.1 for other criteria of
similar nature).
c. It is also useful to note that there is an isomorphism Q+H(L) ∼= H(L;Z2) ⊗ Λ+ iff
the differential δ in Cmin(L) is identically zero.
2.2.4. Large and small coefficient rings. We have seen before that both the ring Λ+ and
the ring Λ can be used in our constructions. Indeed, the interest of Λ+ is mainly that
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the resulting homology never vanishes while the ring Λ is needed for the comparison with
Floer homology.
Example 2.2.7. Consider S1 ⊂ C the standard circle in the complex plane. Obviously, as
S1 is displaceable we have that QH(S1) = HF (S1) = 0. However, the positive quantum
homology Q+H(S1) verifies: Q+H∗(S
1) = 0 for ∗ 6= 1 and Q+H1(S
1) = Z2. Indeed, we
may take on S1 a Morse function with a single minimum P and a single maximum Q. The
standard almost complex structure is regular and the standard disk which fills the circle
is of Maslov class two. This disks obviously goes through the minimum and the maximum
and this shows that dP = Qt in the pearl complex. It is easy to see that dQ = 0 for
degree reasons. Therefore, Q is a cycle but not a boundary and this implies the claim.
This example generalizes easily to show that for any monotone Lagrangian L we have
Q+H(L) 6= 0. Indeed, as L is assumed connected we may work with a Morse function
f : L→ R with a single maximum which we will again denote by Q. In this case we again
have dQ = 0. Indeed, the Morse differential of Q is null because Q is the unique maximum
of f . Moreover, if dQ = Rtk + ... we need |R| − kNL = Q − 1 which is not possible for
k 6= 0 because NL ≥ 2. Thus, the unique maximum of such a function represents a cycle
in the pearl complex and, given that t is not invertible in Λ+, it follows that the homology
class represented by the maximum is non-trivial.
In a rather obvious way these are the minimal rings that one can use for these purposes.
Indeed, let π2(M,L)
+ be the semi-group of all the elements u so that ω(u) ≥ 0. Then
Λ+ = Z2[π2(M,L)+/ ∼] with ∼ the equivalence relation u ∼ v iff µ(u) = µ(v) and
similarly Λ = Z2[π2(M,L)/ ∼]. For certain other applications it can be useful to also
use large rings which distinguish explicitely elements in π2(M,L). For this purpose we
remark now that all the arguments in the paper carry over when replacing Λ+ with
Λ˜+ = Z2[π2(M,L)+] and Λ with Λ˜ = Z2[π2(M,L)].
Indeed, with a single exception to be discussed below, for all the constructions in the
paper to hold the coefficient ring needs to satisfy just two conditions: it needs to behave
additively with respect to gluing and bubbling and it needs to distinguish disks with
different symplectic areas (due to our monotonicity assumption this is, of course, the
same as distinguishing disks with different Maslov classes). In particular, any ring R
such that there is a ring morphism r : Z2[π2(M,L)+] → R with r(u) 6= r(v) whenever
ω(u) 6= ω(v) will do. The single exception is the comparison with Floer homology - and,
in particular, to show that QH(−) vanishes for a displaceable Lagrangian. For these
additional properties to hold, the ring R has to be stable with respect to the invertion
of the elements in π2(M,L). For example, in the case described above, r needs also to
extend to a ring morphism Z2[π2(M,L)]→R.
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2.3. Action estimates. All the elements of the moduli spaces involved in our various
algebraic structures admit meaningful energy notions. It is therefore easy (and essentially
standard) to deduce various action estimates from the non-triviality of these structures.
We shall give here a single example of such an application which is an extension of the
action estimates that appeared in the work of Albers [5] and apply to a version of the
quantum inclusion map iL.
Let ˜Ham(M) be the universal cover of the group of Hamiltonian diffeomorphisms and
fix φ ∈ ˜Ham(M). Recall that for any α ∈ H∗(M ;Z2) there are spectral invariants
σ(α;φ) ∈ R and σ(α∗;φ) where α∗ ∈ H∗(M ;Z2) is the Poincare´ dual of α. We refer the
reader to [59, 53, 51, 52, 46, 45, 44] for the foundations of the theory of spectral invariants.
We shall also recall the basic definitions in §5.10. We now define the depth of φ on L by
depthL(φ) = sup
[H]=φ
∫ 1
0
(inf
x∈L
H(x, t))dt .
Similarly, we let the height of φ on L be defined by:
heightL(φ) = inf
[H]=φ
∫ 1
0
(sup
x∈L
H(x, t))dt .
Corollary 2.3.1. Assume that α ∈ H∗(M ;Z2), x, y ∈ Q+H(L) are so that y 6= 0 and
α ∗ x = ytk + higher order terms. Then we have the following inequalities:
σ(α;φ)− depthL(φ) ≥ −kτ ≤ heightL(φ)− σ(α
∗;φ)
where τ is the monotonicity constant.
As before, the same result continues to hold with QH+(L) replaced by QH(L) = HF (L).
3. Transversality
The purpose of this section is to deal with the main transversality issues that appear in
the definition of our algebraic structures. The pearl moduli spaces - they are at the heart
of the definition of the pearl complex - are introduced here and we shall see that transver-
sality is not difficult to achieve for them using the structural results of Lazzarini [42, 41]
combined with some combinatorial arguments. The main ideas and technical lemmas of
this section will then be used for these and various other moduli spaces of similar type
in §5.
3.1. Transversality for strings of pearls. Let (M2n, ω) be a tame symplectic manifold
and Ln ⊂ (M2n, ω) a closed Lagrangian submanifold. Assume that L is monotone with
minimal Maslov number NL ≥ 2. Denote by J (M,ω) the space of almost complex
structures on M which are compatible with ω. Given a homology class F ∈ H2(M,L;Z),
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denote by M(F, J) the space of J-holomorphic disks u : (D, ∂D) → (M,L) in the class
F . (Here and in what follows D ⊂ C stands for the closed unit disk.)
Definition 3.1.1. (1) A J-holomorphic disk u : (D, ∂D) → (M,L) is called simple
if there exists an open dense subset S ⊂ D such that for every z ∈ S we have
u−1(u(z)) = {z} and duz 6= 0. We denote by M
∗(F, J) ⊂ M(F, J) the space of
simple J-holomorphic disks u : (D, ∂D)→ (M,L) in the class F .
(2) Let vi : (D, ∂D) → (M,L), i = 1, . . . , k be a sequence of J-holomorphic disks.
We say that (v1, . . . , vk) are absolutely distinct if for every 1 ≤ i ≤ k we have
vi(D) 6⊂
⋃
j 6=i vj(D).
Let f : L → R be a Morse function and ρ a Riemannian metric on L. We denote by
Φt : L → L, t ∈ R, the negative gradient flow of (f, ρ) (i.e. the flow of the vector field
−gradρf). Given critical points x, y ∈ Crit(f) denote by W
u
x , W
s
y the unstable and stable
submanifolds of x and y with respect to the negative gradient flow of f .
Consider the (non-proper) embedding
(5) (L \ Crit(f))× R>0 −֒→ L× L, (x, t) 7−→ (x,Φt(x)).
Denote the image of this embedding by Qf,ρ ⊂ L× L.
Denote by G = Aut(D) ∼= PSL(2,R) the group of biholomorphisms of D. Given points
p1, . . . , pm ∈ D we denote by Gp1,...,pm ⊂ G the subgroup of all the automorphisms σ ∈ G
that fix all the pi’s.
LetA = (A1, . . . , Al) be a sequence of non-zero homology classes A1, . . . , Al ∈ H2(M,L;Z),
l ≥ 1. Set µ(A) =
∑l
i=1 µ(Ai). Put:
(6) M(A, J) =M(A1, J)/G−1,1 × · · · ×M(Al, J)/G−1,1.
Denote by M∗,d(A, J) the subspace of all (u1, . . . , ul) ∈ M(A, J) which are simple and
absolutely distinct. Consider the following evaluation map:
(7) evA :M(A, J) −→ L
×2l, evA(u1, . . . , ul) =
(
u1(−1), u1(1), . . . , ul(−1), ul(1)
)
.
For every x, y ∈ Crit(f), put
P(x, y,A; J, f, ρ) = ev−1
A
(
W ux ×
(
Qf,ρ
)×(l−1)
×W sy
)
.
We call P(−−−) the “moduli space of pearls”. They consist of objects as in figure 1.
Finally, write P∗,d(x, y,A; J, f, ρ) = P(x, y,A; J, f, ρ) ∩M∗,d(A, J), namely the sub-
space of all (u1, . . . , ul) ∈ P(x, y,A; J, f, ρ) which are simple and absolutely distinct.
Standard arguments [44] show that:
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Figure 1. An element of P(x, y;A, J)
3.1.2. For every pair (f, ρ) there exists a subset Jreg ⊂ J (M,ω) of second category such
that for every J ∈ Jreg, for every sequence of non-zero homology classes A and every
x, y ∈ Crit(f), the restriction of evA toM
∗,d(A, J) is transverse toW ux ×
(
Qf,ρ
)×(l−1)
×W sy
at every u ∈M∗,d(A, J). In particular the space P∗,d(x, y,A; J, f, ρ) is either empty or a
smooth manifold of dimension µ(A) + indf (x)− indf (y)− 1.
In this section we prove the following.
Proposition 3.1.3. Let f : L→ R be a Morse function and ρ a Riemannian metric on
L such that the pair (f, ρ) is Morse-Smale. Then there exists a subset of second category
Jreg ⊂ J (M,ω) with the following property. For every sequence of non-zero homology
classes A = (A1, . . . , Al) and every x, y ∈ Crit(f) with µ(A) + indf(x)− indf(y)− 1 ≤ 1:
(1) P(x, y,A; J, f, ρ) = P∗,d(x, y,A; J, f, ρ). In other words all elements (u1, . . . , ul) ∈
P(x, y,A; J, f, ρ) are simple and absolutely distinct. Thus P(x, y,A; J, f, ρ) is
either empty or a smooth manifold of dimension µ(A)+ indf(x)− indf(y)− 1. In
particular, if µ(A) + indf(x)− indf(y)− 1 < 0 we have P(x, y,A; J, f, ρ) = ∅.
(2) If µ(A) + indf (x) − indf(y) − 1 = 0 then P(x, y,A; J, f, ρ) is a compact 0-
dimensional manifold hence consists of finite number of points.
The proof of Proposition 3.1.3 is given in Section 3.3 below.
Remark 3.1.4. Since a countable intersection of second category subset of J (M,ω) is of
second category too we shall denote various second category subsets of almost complex
structure in this section by the same notation Jreg.
Let B′ = (B′1, . . . , B
′
l′), B
′′ = (B′′1 , . . . , B
′′
l′′) be two vectors of non-zero homology classes
in H2(M,L;Z). Put
M(B′,B′′, J) =
l′∏
i=1
M(B′i, J)
G−1,1
×
l′′∏
j=1
M(B′′j , J)
G−1,1
.
Denote by M∗,d(B′,B′′, J) the subspace of all (u′,u′′) ∈ M(B′,B′′, J) for which the J-
holomorphic disks (u′1, . . . , u
′
l′, u
′′
1, . . . , u
′′
l′′) are simple and absolutely distinct. Define an
evaluation map evB′,B′′ :M(B
′,B′′, J)→ L×(2l
′+2l′′) by:
evB′,B′′(u
′
1, . . . , u
′
l′, u
′′
1, . . . , u
′′
l′′) =
(
evB′(u
′
1, . . . , u
′
l′), evB′′(u
′′
1, . . . , u
′′
l′′)
)
,
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where evB′, evB′′ are defined as in (7). Put
P(x, y,B′,B′′; J, f, ρ) = ev−1
B′,B′′
(
W ux ×
(
Qf,ρ
)×(l′−1)
× diag(L)×
(
Qf,ρ
)×(l′′−1)
×W sy
)
.
Finally, write P∗,d(x, y,B′,B′′; J, f, ρ) = P(x, y,B′,B′′; J, f, ρ) ∩M∗,d(B′,B′′, J). Stan-
drad arguments [44] show that:
3.1.5. For every pair (f, ρ) there exists a subset Jreg ⊂ J (M,ω) of second category such
that for every J ∈ Jreg, for every two sequences of non-zero homology classes B
′, B′′ and
every x, y ∈ Crit(f) the restriction of the map evB′,B′′ to M
∗,d(B′,B′′, J) is transverse to
W ux ×
(
Qf,ρ
)×(l′−1)
× diag(L)×
(
Qf,ρ
)×(l′′−1)
×W sy .
In particular, the space P∗,d(x, y,B′,B′′; J, f, ρ) is either empty or a smooth manifold of
dimension µ(B′) + µ(B′′) + indf (x)− indf (y)− 2.
With the above notation we have
Proposition 3.1.6. Let f : L → R be a Morse function and ρ a Riemannian metric
on L such that the pair (f, ρ) is Morse-Smale. Then there exists a subset of second
category Jreg ⊂ J (M,ω) with the following property. For every two sequences of non-zero
homology classes B′ = (B′1, . . . , B
′
l′), B
′′ = (B′′1 , . . . , B
′′
l′′) and every x, y ∈ Crit(f) with
µ(B′) + µ(B′′) + indf(x)− indf(y)− 1 ≤ 1:
(1) P(x, y,B′,B′′; J, f, ρ) = P∗,d(x, y,B′,B′′; J, f, ρ). In other words for every
(u′1, . . . , u
′
l′, u
′′
1, . . . , u
′′
l′′) ∈M(x, y,B
′,B′′; J, f, ρ)
the disks (u′1, . . . , u
′
l′, u
′′
1, . . . , u
′′
l′′) are simple and absolutely distinct.
(2) If µ(B′) + µ(B′′) + indf(x)− indf(y)− 1 ≤ 0 then P(x, y,B
′,B′′; J, f, ρ) = ∅.
(3) If µ(B′) + µ(B′′) + indf(x) − indf(y) − 1 = 1 then P(x, y,B
′,B′′; J, f, ρ) is ei-
ther empty or a compact 0-dimensional smooth manifold, hence consists of finite
number of points.
We shall not give a proof for Proposition 3.1.6 since it can be proved in a very similar
way to Proposition 3.1.3 which will be proved below.
3.2. Reduction to simple disks. Let F ∈ H2(M,L;Z), J ∈ J (M,ω). Denote by
M∗(F, J) the space of simple J-holomorphic disks u : (D, ∂D) → (M,L) in the class F .
According to the general theory of pseudo-holomorphic curves [44] for a generic choice
of J ∈ J (M,ω) the space M∗(F, J) is either empty or a smooth manifold of dimension
µ(F )+n. This fails to be true for the spaceM(F, J) of all disks in the class F . Therefore
a crucial ingredient in the proof of Proposition 3.1.3 is a procedure which enables to
decompose a (general) J-holomorphic disk to simple “pieces”. This will make it possible
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to obtain transversality and to control dimensions of moduli spaces of pseudo-holomorphic
disks. There are two (essentially equivalent) approaches to this decomposition, one due
to Kwon and Oh [40] and the other to Lazzarini [42, 41]. Below we shall follow Lazzarini’s
approach.
Let u : (D, ∂D) → (M,L) be a non-constant J-holomorphic disk. Put C(u) =
u−1({du = 0}). Define a relation Ru on pairs of points z1, z2 ∈ IntD \ C(u) in the
following way:
z1Ruz2 ⇐⇒


∀ neighbourhoods V1, V2 of z1, z2,
∃ neighbourhoods U1, U2 such that:
(i) z1 ∈ U1 ⊂ V1, z2 ∈ U2 ⊂ V2.
(ii) u(U1) = u(U2).
Denote by Ru the closure of Ru in D ×D. Note that Ru is reflexive and symmetric but
it may fail to be transitive (see [41] for more details on this). Define the non-injectivity
graph of u to be:
G(u) = {z ∈ D | ∃z′ ∈ ∂D such that zRuz
′}.
It is proved in [41, 42] that G(u) is indeed a graph and its complement D \ G(u) has
finitely many connected components. In what follows we shall use the following theorem
due to Lazzarini (See Proposition 4.1 in [41]. See also [42]).
Theorem 3.2.1 (Decomposition of disks). Let u : (D, ∂D) → (M,L) be a non-constant
J-holomorphic disk. Then for every connected component D ⊂ D \ G(u) there exists a
surjective map π
D
: D → D, holomorphic on D and continuous on D, and a simple J-
holomorphic disk vD : (D, ∂D)→ (M,L) such that u|D = πD ◦ vD. The map πD : D → D
has a well defined degree mD ∈ N and we have in H2(M,L;Z):
[u] =
∑
D
mD[vD],
where the sum is taken over all connected components D ⊂ D \ G(u).
Remark. Some of the connected components D ⊂ D \ G(u) may not be disks. This
happens if and only if G(u) is not connected. Nevertheless, D/RD is a disk, where RD is
the relation defined similarly to Ru but for pairs of points in D.
For the proof of Proposition 3.1.3 we shall need the following two lemmas. We state
them here but defer their proofs to Section 3.4.
18 PAUL BIRAN AND OCTAV CORNEA
Lemma 3.2.2. Suppose n = dimL ≥ 3. Then there exists a second category subset Jreg ⊂
J (M,ω) such that for every J ∈ Jreg the following holds. If u, v : (D, ∂D)→ (M,L) are
simple J-holomorphic disks such that u(D) ∩ v(D) is an infinite set then:
• either u(D) ⊂ v(D) and u(∂D) ⊂ v(∂D); or
• v(D) ⊂ u(D) and v(∂D) ⊂ u(∂D).
Lemma 3.2.3. Suppose n = dimL ≥ 3. Then there exists a second category subset
Jreg ⊂ J (M,ω) such that for every J ∈ Jreg the following holds. For every non-simple
J-holomorphic disk u : (D, ∂D)→ (M,L) with u(−1) 6= u(1) there exists a J-holomorphic
disk u′ : (D, ∂D)→ (M,L) with the following properties:
(1) u′(−1) = u(−1), u′(1) = u(1).
(2) u′(D) = u(D) and u′(∂D) = u(∂D).
(3) u′ is simple.
(4) ω([u′]) < ω([u]). In particular, if L is monotone we also have µ([u′]) < µ([u]).
Remark 3.2.4. None of the Lemmas 3.2.2 and 3.2.3 require L to be monotone.
3.3. Proof of Proposition 3.1.3. We separate the proof of Proposition 3.1.3 into two
cases: n = dimL ≥ 3 and n = dimL ≤ 2. We start with n ≥ 3.
Proof of Proposition 3.1.3 for n ≥ 3. We start with statement (1) of the Proposition. Let
Jreg ⊂ J (M,ω) be the intersection of the sets given by Lemma 3.2.3 and by State-
ment 3.1.2. The proof is carried out by induction over the integer µ(A)/NL.
Suppose µ(A) = NL. Let u = (u1, . . . , ul) ∈ P(x, y,A; J, f, ρ). As L is monotone
we have l = 1 (i.e. u consists of just one disk u1). Since µ([u1]) = NL it follows from
Theorem 3.2.1 that u1 is simple, hence u ∈ P
∗,d(x, y,A; J, f, ρ).
Suppose that statement (1) of our Proposition holds for every A with µ(A) ≤ kNL.
Let A = (A1, . . . , Al) be a sequence of non-zero homology classes with µ(A) = (k+1)NL,
and such that µ(A) + indf (x)− indf(y)− 1 ≤ 1. Let u ∈ P(x, y,A; J, f, ρ) and suppose
by contradiction that u /∈ P∗,d(x, y,A; J, f, ρ).
First note that for every 1 ≤ i ≤ l we have ui(−1) 6= ui(1). Indeed if uj(−1) = uj(1)
for some j then let u′ be the sequence of disks obtained from u by omitting uj. Let A
′ be
obtained from A by omitting Aj. As uj(−1) = uj(1) we have u
′ ∈ P(x, y,A′; J, f, ρ). But
µ(A′) ≤ µ(A)−NL hence by the induction hypothesis we have u
′ ∈ P∗,d(x, y,A′; J, f, ρ).
This leads to contradiction since
dimP∗,d(x, y,A′; J, f, ρ) = µ(A)− µ(Aj) + indf(x)− indf (y)− 1 ≤ 1−NL ≤ −1.
We assume from now on that ui(−1) 6= ui(1) for every i.
Case 1. There exists 1 ≤ i0 ≤ l such that ui0 is not simple.
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Apply Lemma 3.2.3 with u = ui0 to obtain a (simple) disk u
′
i0
with u′i0(−1) = ui0(−1),
u′i0(1) = ui0(1) and such that µ([u
′
i0]) < µ([ui0]). Let u
′ be the sequence of disks obtained
from u by replacing ui0 by u
′
i0
. LetA′ be obtained fromA by replacing Ai0 by [u
′
i0
]. Clearly
u′ ∈ P(x, y,A′; J, f, ρ). By the induction hypothesis we have u′ ∈ P∗,d(x, y,A′; J, f, ρ).
But this leads to contradiction since
(8)
dimP∗,d(x, y,A′; J, f, ρ) = µ(A′)+indf (x)−indf(y)−1 ≤ µ(A)−NL+indf(x)−indf (y)−1 ≤ −1.
Case 2. The disks (u1, . . . , ul) are simple but not absolutely distinct.
In this case there exists i0 such that ui0(D) ⊂ ∪i6=i0ui(D). It follows that there exists
j0 such that ui0(D) ∩ uj0(D) is an infinite set. By Lemma 3.2.2 we have:
• either ui0(D) ⊂ uj0(D) and ui0(∂D) ⊂ uj0(∂D); or
• uj0(D) ⊂ ui0(D) and uj0(∂D) ⊂ ui0(∂D).
Without loss of generality assume that the first possibility occurs.
Subcase i. i0 < j0.
Denote by u′ the sequence of disks obtained from u by omitting all the disks ui0, . . . , uj0−1.
Denote by A′ the corresponding vector of homology classes. There exists a point p ∈ ∂D
such that uj0(p) = ui0(−1).
In case p 6= 1 we can replace uj0 by uj0 ◦ σ, where σ ∈ Aut(D) is such that σ(1) = 1
and σ(−1) = p. Note that now u′ ∈ P(x, y,A′; J, f, ρ).
In case p = 1 omit from u′ also the disk uj0. If the resulting sequence of disks u
′ is
empty we obtain a trajectory (of −gradρf) connecting x to y. But this is impossible since
indf (x)− indf (y) ≤ 1−µ(A) ≤ −1 and (f, ρ) is Morse-Smale. Thus we may assume that
u′ is not empty and we have u′ ∈ P(x, y,A′; J, f, ρ).
Summing up, in both cases, p = 1 and p 6= 1, we have u′ ∈ P(x, y,A′; J, f, ρ) and
µ(A′) < µ(A). The induction hypothesis implies that u′ ∈ P∗,d(x, y,A′; J, f, ρ). We now
obtain contradiction in the same way as in inequality (8) above.
Subcase ii. i0 > j0.
We argue similarly to Subcase i only that now we omit from u the disks uj0+1, . . . , ui0.
This completes the proof of statement (1) of Proposition 3.1.3 in the case n ≥ 3.
The proof of statement (2) of Proposition 3.1.3 is based on similar arguments to the
above. Note however that we shall need to reduce further the space Jreg (e.g by intersecting
it with the subset coming from statement 3.1.5). 
Proof of Proposition 3.1.3 for n ≤ 2. Again, we prove only statement (1).
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Denote by J ′ be the set of all J ∈ J (M,ω) for which the following holds: for every
class A ∈ H2(M,L;Z) with µ(A) = 2 and every x, y ∈ Crit(f) the evaluation maps
ev′A :
(
M∗(A, J)× IntD
)
/G1 −→M × L, ev
′
A(u, p) = (u(p), u(1)),(9)
ev′′A :
(
M∗(A, J)× IntD
)
/G−1 −→ M × L, ev
′′
A(u, p) = (u(−1), u(p)),
are transverse to W ux × W
s
y . Standard arguments [44] show that J
′ ⊂ J (M,ω) is of
second category. We define the set Jreg ⊂ J (M,ω) to be the intersection of J
′ with the
sets given by Statements 3.1.2, 3.1.5.
Let A = (A1, . . . , Al) be a sequence of non-zero classes, and x, y ∈ Crit(f) with µ(A)+
indf (x)− indf (y)− 1 ≤ 1. Since n ≤ 2 we have µ(A) ≤ 4.
Suppose first that µ(A) ≤ 3. Since NL ≥ 2, for every (u1, . . . , ul) ∈ P(x, y,A; J, f, ρ)
we must have l = 1. By Theorem 3.2.1 u1 is simple. This completes the proof in the case
µ(A) ≤ 3.
Suppose now that µ(A) = 4. Note that in this case we must have n = 2. Let
u ∈ P(x, y,A; J, f, ρ) and assume by contradiction that u /∈ P∗,d(x, y,A; J, f, ρ). By
monotonicity of L we either have l = 2, µ(A1) = µ(A2) = 2 or l = 1, µ(A1) = 4. Also, by
a similar argument to the ones at the beginning of the proof for the case n ≥ 3 we may
assume that ui(−1) 6= ui(1) for every i.
The case l = 2, µ(A1) = µ(A2) = 2.
Since µ(u1) = µ(u2) = 2, both u1 and u2 are simple. Thus u1, u2 are not absolutely
distinct. Without loss of generality assume that u1(D) ⊂ u2(D).
Suppose first that u1(−1) ∈ u2(IntD). Let p ∈ IntD such that u2(p) = u1(−1). Then
(u2, p) ∈ (ev
′
A2
)−1(W ux ×W
s
y ), where ev
′
A2
is the evaluation map defined in (9). Since ev′A2
is transverse to W ux ×W
s
y a simple computation shows that
dim(ev′A2)
−1(W ux×W
s
y ) = µ(A2)−n+indf(x)−indf (y) = indf (x)−indf(y) ≤ 2−µ(A) = −2,
a contradiction.
Suppose now that u1(−1) ∈ u2(∂D). If u1(−1) 6= u2(1) then after a suitable reparametriza-
tion of u2 we may assume that u2 ∈ P
∗,d(x, y, A2; J, f, ρ) which is impossible since
dimP∗,d(x, y, A2; J, f, ρ) = µ(A2)+indf(x)−indf(y)−1 = µ(A)+indf (x)−indf(y)−1−µ(A1) ≤ −1.
The remaining case to consider is u1(−1) = u2(1). In this case we can omit both u1 and
u2 and obtain a trajectory of −gradρf going form x to y. But this is impossible since
indf (x) < indf(y) and (f, ρ) is Morse-Smale.
The case l = 1, µ(A1) = 4.
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In this case u1 is not simple. Let G = G(u1) be the non-injectivity graph of u1. Since
µ([u1]) = 4, D \ G may have at most two connected components.
Subcase i. D \ G is connected.
By Theorem 3.2.1, u1 factors through a simple J-holomorphic disk v : (D, ∂D) →
(M,L) via a holomorphic map π : D → D of degree ≥ 2. (In fact the degree is exactly
2 here). It follows that µ([v]) = 2. Since u1(−1) 6= u2(1) there exists two distinct points
p′, p′′ ∈ ∂D such that v(p′) = u1(−1), v(p
′′) = u1(1). After a suitable reparametrization
of v we may assume that p′ = −1, p′′ = 1 and we have v ∈ P∗,d(x, y, [v]; J, f, ρ). But this
leads to contradiction since
(10)
dimP∗,d(x, y, [v]; J, f, ρ) = µ([v])+indf (x)−indf(y)−1 ≤ µ(A1)−2+indf (x)−indf(y)−1 ≤ −1.
It remains to deal with the case that D \G has two connected components D1,D2. Let
πi = πDi, vDi , mDj , i = 1, 2 be the maps and multiplicities given by Theorem 3.2.1. (In
fact, since µ(A1) = 4 we must have m1 = m2 = 1 and µ([v1]) = µ([v2]) = 2.)
Subcase ii. −1, 1 ∈ D1 (see the left part of figure 2).
There exists two distinct points p′, p′′ ∈ ∂D such that v1(p
′) = u1(−1), v1(p
′′) = u1(1).
After a suitable reparametrization of v we may assume that p′ = −1, p′′ = 1 and we have
v1 ∈ P
∗,d(x, y, [v1]; J, f, ρ). We now obtain contradiction by a dimension count similar
to (10).
Subcase iii. −1 ∈ D1, 1 ∈ D2 (see the right part of figure 2).
Put B1 = [v1], B2 = [v2]. In case v1(D) ⊂ v2(D) or v2(D) ⊂ v1(D) we can argue in a
similar way to “The case l = 2, µ(A1) = µ(A2) = 2” above and arrive to contradiction.
It remains to deal with the case that v1, v2 are absolutely distinct. Put B1 = [v1], B2 =
[v2]. After suitable reparametrizations of v1, v2 we may assume that v1(−1) = u1(−1) and
v2(1) = u1(1). Since D1∩D2 must contain at a 1-dimensional component there exists two
arcs γ1, γ2 ⊂ ∂D such that for every p1 ∈ γ1, p2 ∈ γ2 we have v1(p1) = v2(p2). It follows
that {(v1, p1, p2, v2)}p1∈γ1,p2∈γ2 lies in dimP
∗,d(x, y, B1, B2; J, f, ρ) hence the latter space
is at least 1-dimensional. But this is impossible since
dimP∗,d(x, y, B1, B2; J, f, ρ) = µ(B1) + µ(B2) + indf(x)− indf(y)− 2 ≤ 0.
This completes the proof of Statement (1) of Proposition 3.1.3 for the case n ≤ 2.

3.4. Proof of Lemmas 3.2.3, 3.2.2.
Proof of Lemma 3.2.2. The Lemma is an immediate consequence of the following.
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Figure 2. Subcases ii and iii.
Proposition 3.4.1. Suppose n = dimL ≥ 3. Then there exists a second category subset
Jreg ⊂ J (M,ω) such that for every J ∈ Jreg the following holds:
(1) For every simple J-holomorphic disk u : (D, ∂D)→ (M,L) the set u−1(L)∩ IntD
is finite.
(2) For every two J-holomorphic disks u, v : (D, ∂D)→ (M,L) which are simple and
absolutely distinct the set u(D) ∩ v(D) is finite.
Indeed, suppose that u, v satisfy the assumptions of Lemma 3.2.2, i.e. u, v are simple
and u(D) ∩ v(D) is an infinite set. Statement (2) of Proposition 3.4.1 implies that u, v
are not absolutely distinct, namely u(D) ⊂ v(D) or v(D) ⊂ u(D). Without loss of
generality assume that v(D) ⊂ u(D). It remains to show that v(∂D) ⊂ u(∂D). To prove
this, note that by statement (1) of Proposition 3.4.1 only finite number of points in ∂D
can be mapped by v to u(IntD) for otherwise u−1(L) ∩ IntD would be an infinite set.
Thus v(∂D \ finite set) ⊂ u(∂D). Since v is continuous it easily follows that v(∂D) ⊂
u(∂D). 
Proof of Proposition 3.4.1. Given two non-zero classes F1, F2 ∈ H2(M,L;Z), J ∈ J (M,ω)
and α, β ∈ Z≥0 denote byM∗,d(F1, F2; J) ⊂M(F1, J)×M(F2, J) the subspace consisting
of all pairs (u, v) which are simple and absolutely distinct.
Define Jreg to be the subset of all J ∈ J (M,ω) for which the following holds:
• For every non-zero homology class F ∈ H2(M,L;Z):
– The space M∗(F, J) is (either empty or) a smooth manifold of dimension
µ(F ) + n.
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– For every α ≥ 1 the evaluation map
evα :M
∗(F, J)× (IntD)×α −→M×α,
evα(u, p1, . . . , pα) =
(
u(p1), . . . , u(pα)
)
is transverse to L×α.
• For every pair of non-zero homology classes F1, F2 ∈ H2(M,L;Z):
– The space M∗,d(F1, F2; J) is either empty or a smooth manifold of dimension
≤ 2n + µ(F1) + µ(F2).
– For every α, β ∈ Z≥0 the evaluation map
evα,β :M
∗,d(F1, F2, α, β; J)× (IntD)
×2α × (∂D)×2β −→ M×2α × L×2β ,
evα,β(u, v, p1, q1, . . . , pα, qα, p
′
1, q
′
1, . . . , p
′
β, q
′
β)
=
(
u(p1), v(q1), . . . , u(pα), v(qα), u(p
′
1), v(q
′
1), . . . , u(p
′
β), v(q
′
β)
)
is transverse to diag(M)×α × diag(L)×β.
Standard arguments [44] show that the above subset Jreg ⊂ J (M,ω) is indeed of second
category.
We now prove statement (1) of Proposition 3.4.1. Let J ∈ Jreg and let u : (D, ∂D) →
(M,L) be a simple J-holomorphic curve. Put F = [u]. By the transversality of the map
evα we have dim ev
−1
α (L
×α) = µ(F ) + n − α(n− 2). As n ≥ 3 it follows that for α ≫ 1,
dim ev−1α (L
×α) < 0 hence dim ev−1α (L
×α) = ∅. This proves statement (1).
We turn to the proof of statement (2) of Proposition 3.4.1. Let J ∈ Jreg and let
u, v : (D, ∂D)→ (M,L) be two simple J-holomorphic disks which are absolutely distinct.
Put F1 = [u], F2 = [v]. In view of statement (1) of our proposition it is enough to prove
that each of the following sets{
(z1, z2) ∈ IntD × IntD | u(z1) = v(z2)
}
,
{
(z1, z2) ∈ ∂D × ∂D | u(z1) = v(z2)
}
is finite. By the transversality of the map evα,β we have
dim ev−1α,β
(
diag(M)×α × diag(L)×β
)
= µ(F1) + µ(F2)− β(n− 2)− 2α(n− 2) + 2n.
As n ≥ 3 it following that if α≫ 1 or β ≫ 1 then
dim ev−1α,β
(
diag(M)×α × diag(L)×β
)
= ∅.
This proves statement (2).
The proof of Proposition 3.4.1 (hence of Lemma 3.2.2 too) is complete. 
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Proof of Lemma 3.2.3. Take Jreg ⊂ J (M,ω) to be the subset defined by Proposition 3.4.1
and Lemma 3.2.2. Let u : (D, ∂D)→ (M,L) be a non-simple J-holomorphic disk.
Put G = G(u). Let D1, . . . ,Dr ⊂ D\G be the connected components of the complement
of G. Let π
Dj
: Dj → D, vDj : (D, ∂D)→ (M,L), mDj ∈ N, 1 ≤ j ≤ r, be the maps and
multiplicities given by Theorem 3.2.1. For simplicity we shall denote them by πj, vj , mj ,
respectively.
Case 1: D \ G has only one connected component (i.e. r = 1).
Since u is not simple, Theorem 3.2.1 implies that m1 ≥ 2. Put u
′ = v1. Clearly
ω([u′]) < ω([u]). We also have u′(π1(−1)) = u(−1) and u
′(π1(1)) = u(1). Finally,
note that π1(−1) 6= π1(1) (since u(−1) 6= u(1)) hence after a reparametrization u
′ by
an element of Aut(D) we may assume that u′(−1) = u(−1), u′(1) = u(1). The other
properties claimed by the Lemma are obvious.
Case 2: D \ G has more than one connected component (i.e. r ≥ 2).
Define an abstract graph Γ as follows (see figure 3). For each domain Di we assign
a vertex i ∈ {1, . . . , r}. We assign an edge between vertex i′ and vertex i′′ if Di′ ∩
Di′′ contains a 1-dimensional component (in other words if the two domains have a 1-
dimensional common border). Note that Γ is connected.
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Figure 3. The graph Γ.
Choose a path in Γ that passes through each vertex of Γ at least once. Denote the
vertices of this path (in the order they appear in the path) by t1, . . . , tν , ν ≥ 2. We shall
now construct a sequence of indices 1 ≤ k1 ≤ . . . ≤ kν ≤ ν such that for every 1 ≤ q ≤ ν:
(I) vtj (D) ⊂ vtkq (D) for every 1 ≤ j ≤ q.
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(II) vtj (∂D) ⊂ vtkq (∂D) for every 1 ≤ j ≤ q.
We construct the sequence 1 ≤ k1 ≤ . . . ≤ kν ≤ ν by induction as follows. Put k1 = 1.
By construction vt1(D) ∩ vt2(D) is an infinite set, hence Lemma 3.2.2 implies that:
• either vt2(D) ⊂ vt1(D) and vt2(∂D) ⊂ vt1(∂D); or
• vt1(D) ⊂ vt2(D) and vt1(∂D) ⊂ vt2(∂D).
In the first case define k2 = k1 = 1 and in the second case k2 = 2. Suppose that we have
already constructed k1 ≤ . . . ≤ kq with properties I, II. We define kq+1 as follows. Since
vtq(D)∩vtq+1(D) is infinite then vtkq (D)∩vtq+1(D) is also an infinite set. By Lemma 3.2.2
we have:
• either vtq+1(D) ⊂ vtkq (D) and vtq+1(∂D) ⊂ vtkq (∂D); or
• vtkq (D) ⊂ vtq+1(D) and vtkq (∂D) ⊂ vtq+1(∂D).
In the first case put kq+1 = kq and in the second case kq+1 = q+1. Clearly I, II hold now
with q replaced by q+1. By induction we get the desired sequence 1 ≤ k1 ≤ . . . ≤ kν ≤ ν.
Put u′ = vtkν . Properties (2),(3) claimed by the lemma are obvious. Property (4) follows
from the fact that r ≥ 2. Finally, since u(−1) 6= u(1) we must have two distinct points
z1, z2 ∈ ∂D with u
′(z1) = u(−1), u
′(z2) = u(1). Thus after a suitable reparametrization
of u′ we may assume that z1 = −1 and z2 = 1. This proves property (1) claimed by the
lemma. The proof of Lemma 3.2.3 is complete. 
4. Gluing
In essence, the gluing of J-holomorphic disks appears already in the literature in the
work of Fukaya-Oh-Ohta-Ono [34] (see also [2]). However for the purposes of this paper
we need a small variation of the gluing theorem of [34], and moreover we also need the
surjectivity of the gluing map which is not explicitly discussed in [34]. Therefore, for the
sake of completeness we felt it useful to include a detailed argument for gluing in which
we closely follow the original proof of Fukaya-Oh-Ohta-Ono [34] as well as a proof for the
surjectivity of the gluing map. We also discuss here the gluing for the pearls introduced in
§3 and for some other of the elements of the moduli spaces which will be used in §5. Other
variants of these gluing statements will be used sometimes in the paper - in particular,
we focus here on the case of a fixed almost complex structure but there is sometimes a
need to allow this structure to vary inside a family. All of them are obtained by rather
direct modifications of the gluing arguments presented here.
4.1. Main statements. Let (M2n, ω) be a tame symplectic manifold endowed with an ω-
compatible almost complex structure J . Let L ⊂M be a closed Lagrangian submanifold.
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Let u1, u0 : (D, ∂D) → (M,L) be two J-holomorphic disks. Put Ai = [ui] ∈ H2(M,L).
Denote byM(A, J) the space of J-holomorphic disks with boundary on L, in the class A.
Let W be a manifold and h : W → L × M × M × L a smooth map. We shall
denote the components of h by h−, h1, h0, h+ so that h(q) = (h−(q), h1(q), h0(q), h+(q)) ∈
L × M × M × L for every q ∈ W . Fix two points lying on the real part of the disk
z1, z0 ∈ (IntD) ∩ R and a point q∗ ∈ W . In what follows we shall put the following
assumption on u1, u0 and J :
Assumption 4.1.1. (1) u1(1) = u0(−1).
(2) h(q∗) =
(
u1(−1), u1(z1), u0(z0), u0(1)
)
.
(3) J is regular for both u1 and u0 in the sense that the linearizations Du1 , Du0 of the
∂ operator at u1, u0 are surjective.
(4) Let ev :M(A1, J)×M(A0, J)→ L×M ×L×L×M ×L be the evaluation map
ev(v1, v0) =
(
v1(−1), v1(z1), v1(1), v0(−1), v0(z0), v0(1)
)
.
Define a map h∆L : W × L→ L×M × L× L×M × L by
h∆L(q, p) =
(
h−(q), h1(q), p, p, h0(q), h+(q)
)
.
Put p∗ = u1(1) = u0(−1). Then we assume that ev and h∆L are mutually trans-
verse at the points (u1, u0) ∈M(A1, J)×M(A0, J) and (q∗, p∗) ∈W × L.
Put A = A1 +A0. Consider the space of all (u, r, q) ∈M(A, J)× (0, 1)×W such that
(11)
(
u(−1), u(−r), u(r), u(1)
)
= h(q).
We denote the space of (u, r, q)’s described in (11) by M(A, J ; C(h)) (Here C(h) stands
for the configuration described by conditions (11).)
Theorem 4.1.2 (Gluing). Under Assumption 4.1.1 there exists a path {(vs, a(s), qs)}0<s ⊂
M(A, J ; C(h)) with the following properties:
(1) qs −−−→
s→∞
q∗ and a(s) −−−→
s→∞
1.
(2) vs converges with the marked points (−1,−a(s), a(s), 1), as s → ∞, to (u1, u0)
with the marked points (−1, z1), (z0, 1) in the Gromov topology.
In particular, the point
(
(u1, z1), (u0, z0), q∗
)
lies in the boundary of the closureM(A, J ; C(h))
of the space M(A, J ; C(h)) in the sense of (1), (2) above. Furthermore, if µ(A) +
dimW − 5n = 0 then the above path is unique in the following sense. There exists
a neighbourhood U of the point
(
(u1, z1), (u0, z0), q∗
)
in M(A, J ; C(h)) such that U \{(
(u1, z1), (u0, z0), q∗
)}
coincides with the path {(vs, a(s), qs)} for s≫ 0. In other words,
every path {(ws, a
′(s), q′s)} ⊂ M(A, J ; C(h)) with q
′
s −−−→
s→∞
q∗ and such that ws −−−→
s→∞
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(u1, u0) with marked points as in (2) is obtained from {(vs, a(s), qs)} by reparametrization
in s, for s≫ 0.
The proof of Theorem 4.1.2 will occupy Section 4.3- 4.9 below.
Remarks. (1) The uniqueness statement seems to hold without the assumption µ(A)+
dimW − 5n = 0, however the proof is much more complicated in that case. Any-
way, we shall not need this more general statement.
(2) The requirement that the points z1, z0 lie on the real axis of D is not crucial.
Indeed a similar theorem holds for any choice of z1, z0 ∈ IntD but the marked
points −r, r used to define M(A, J ; C(h)) must be changed accordingly.
W
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u
1
(1) = u
0
( 1)
Figure 4. Before gluing
W
+
W
 
L
W
1
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0
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R
Figure 5. After gluing
4.2. Examples. Before going to the proof of Theorem 4.1.2 we present several typical
applications of Theorem 4.1.2. These will occupy Section 4.2.1- 4.2.4 below.
In most of the situations the manifold W will be a taken to be a product W = W− ×
W1 ×W0 ×W+ and h = h− × h1 × h0 × h+ with h± : W± → L, hi : Wi → M , i = 1, 0.
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A realistic illustration of the gluing process is given in figures 4, 5. In these figures W±
are taken to be submanifold of L, Wi submanifolds of M and the maps h±, hi are the
inclusions.
4.2.1. Gluing two trajectories of pearls. Let f : L → R be a Morse function and ρ a
Riemannian metric on L. Assume that (f, ρ) is Morse-Smale. Given two vectors of non-
zero classes in H2(M,L;Z), B′ = (B′1, . . . , B
′
l′), B
′′ = (B′′1 , . . . , B
′′
l′′) we denote B
′#B′′ =
(B′1, . . . , B
′
l′−1, B
′
l′+B
′′
1 , B
′′
2 , . . . , B
′′
l′′). For x, y ∈ Crit(f) and a vector C of non-zero classes
we use the notation P(x, y,C; J, f, ρ), P(x, y,B′,B′′; J, f, ρ) introduced in Section 3.1.
The following is a corollary of Theorem 4.1.2.
Corollary 4.2.1. Let (f, ρ) be as above. There exists a second category subset Jreg ⊂
J (M,ω) such that for every J ∈ Jreg, every pair of vectors of non-zero classes B
′,B′′ and
every x, y ∈ Crit(f) with indf(x)−indf(y)+µ(B
′)+µ(B′′)−1 = 1 the following holds. For
every (v′,v′′) ∈ P(x, y,B′,B′′; J, f, ρ) there exists a path {us} ⊂ P(x, y,B
′#B′′; J, f, ρ)
which converges in the Gromov topology as s → ∞ to (v′,v′′). Moreover, the end of
the 1-dimensional manifold P(x, y,B′#B′′; J, f, ρ) parametrized by {us} is unique in the
sense that every other path {ws} in P(x, y,B
′#B′′; J, f, ρ) that converges to (v′,v′′) as
s→∞, lies in the same end.
Proof. Fix an element (v′,v′′) = (v′1, . . . , v
′
l′ , v
′′
1 , . . . , v
′′
l′′) ∈ P(x, y,B
′,B′′; J, f, ρ). Recall
from Proposition 3.1.6 that by taking J to be generic we may assume that P(x, y,B′,B′′; J, f, ρ)
is a finite set and that the disks (v′1, . . . , v
′
l′, v
′′
1 , . . . , v
′′
l′′) are simple and absolutely distinct.
We now define the manifold W and the map h used for applying Theorem 4.1.2. The
manifold W will be a product W = W−×W1×W0×W+ defined as follows. If l
′ = 1 put
W− =W
u
x . If l
′ ≥ 2 define first Ŵ− to be the space of all (w
′
1, . . . , w
′
l′−1, p
′) such that:
• w′i ∈M(B
′
i, J) for every 1 ≤ i ≤ l
′ − 1.
• w′1(−1) ∈W
u
x .
• (w′i(1), w
′
i+1(−1)) ∈ Q(f,ρ) for every 1 ≤ i ≤ l
′ − 2. (See formula (5) in Section 3.1
for the definition of Q(f,ρ).)
• (w′l′−1(1), p
′) ∈ Q(f,ρ).
• (w′1, . . . , w
′
l′−1) are simple and absolutely distinct.
Finally put W− = Ŵ−/G
×(l′−1)
−1,1 . Define h− : W− → L as follows. If l
′ = 1, let h− be the
inclusion. If l′′ ≥ 2 define h−(w
′
1, . . . , w
′
l′−1, p
′) = p′.
We define W+ and h+ : W+ → L in an analogous way. We write elements of W+
as (p′′, w′′2 , . . . , w
′′
l′′). Standard transversality results imply that for generic J , the spaces
W−,W+ are smooth manifold of dimensions indf (x) +
∑l′−1
i=1 µ(B
′
i) and n − indf(y) +∑l′′
i=2 µ(B
′′
i ) respectively.
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Put u1 = v
′
l′, u0 = v
′′
1 , p∗ = u1(1) = u0(−1) ∈ L and set:
• q∗− = (v
′
1, . . . , v
′
l′−1, p
′), where p′ = u1(−1),
• q∗+ = (p
′′, v′′2 , . . . , v
′′
l′′), where p
′′ = u0(1).
Note that q∗− ∈W−, q
∗
+ ∈W+. Set A1 = B
′
l′ and A0 = B
′′
1 . Consider the following maps:
h′ : W− ×W+ × L→ L× L× L× L, h
′(q−, q+, p) = (h−(q−), p, p, h+(q+)),
ev1,0 :M
∗(A1, J)×M
∗(A0, J)→ L× L× L× L,
ev1,0(v1, v0) = (v1(−1), v1(1), v0(−1), v0(1)).
Here M∗(Ai, J), i = 1, 0, stands for the space of simple J-holomorphic disks in the class
Ai. Again, by taking J to be generic we may assume thatM
∗(Ai, J) are smooth manifolds
and that the maps h′ and ev1,0 are mutually transverse at the points (q
∗
−, q
∗
+, p∗) ∈W− ×
W+ × L and (u1, u0) ∈ M
∗(A1, J) ×M
∗(A0, J). (For this to hold it is crucial to know
that the disks (v′1, . . . , v
′
l′, v
′′
1 , . . . , v
′′
l′′) are simple and absolutely distinct.)
We turn to the manifolds W1,W0. Let z1, z0 ∈ (IntD) ∩ R be two points for which
du1(z1), du0(z0) 6= 0. (Note that since u1, u0 are J-holomorphic and not constant, such
two points z1, z0 do exist.) Fix two (2n − 1)-dimensional manifolds W1,W0 ⊂ M with
u1(z1) ∈ W1, u0(z0) ∈ W0 and such that u1, u0 : D → M are transverse to W1,W0 at the
points z1, z0 respectively. Define hi : Wi → M to be the inclusions.
DefineW =W−×W1×W0×W+ and h : W → L×M×M×L to be h = (h−, h1, h0, h+).
Put p∗ = u1(1) = u0(−1) ∈ M and q∗ = (q
∗
−, q
∗
1, q
∗
0, q
∗
+) ∈ W where q
∗
−, q
∗
+ are defined
above and q∗1 = u1(z1), q
∗
0 = u0(z0). A simple computation shows that the maps h∆L and
ev (defined in Assumption 4.1.1) are mutually transverse at the points (q∗, p∗) ∈ W × L
and (u1, u0) ∈M(A1, J)×M(A0, J). Clearly the rest of the assumptions in 4.1.1 are also
satisfied. Note that in the above construction once J is fixed the manifolds W−, W+ are
determined in a canonical way. The manifolds W1, W0 on the other hand are chosen a
posteriori and depend on the element (v′,v′′).
We now apply Theorem 4.1.2. We obtain from this Theorem a family of J-holomorphic
disks vs ∈ M(A1 + A0, J) together with marked points −a(s), a(s) ∈ (IntD) ∩ R and
points qs = (q−,s, q1,s, q0,s, q+,s) ∈W− ×W1 ×W0 ×W+, such that:
• q−,s = (u
′
1,s, . . . , u
′
l′−1,s, p
′
s) −−−→
s→∞
q∗− = (v
′
1, . . . , v
′
l′−1, p∗).
• q+,s = (p
′′
s , u
′′
2,s, . . . , u
′
l′′,s) −−−→s→∞
q∗+ = (p∗, v
′′
2 , . . . , v
′′
l′′).
• vs(−1) = p
′
s, vs(1) = p
′′
s .
• vs(−a(s)) = q1,s −−−→
s→∞
u1(z1), vs(a(s)) = q0,s −−−→
s→1∞
u0(z0).
• vs converges with the marked points (−1,−a(s), a(s), 1) to (u1, u0) with the marked
points (−1, z1), (z0, 1).
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Put us = (u
′
1,s, . . . , u
′
l′−1,s, vs, u
′′
2,s, . . . , u
′
l′′,s). Clearly us ∈ P(x, y,B
′#B′′; J, f, ρ) and us
converges as s→∞ to (v′,v′′).
We turn to the uniqueness statement. Let {ws} be a path in P(x, y,B
′#B′′; J, f, ρ) such
that ws −−−→
s→∞
(v′,v′′). Write ws = (w1,s, . . . , wl′−1,s, wl′,s, . . . , wl′+l′′−1,s). Then we have
wl′,s −−−→
s→∞
(u1, u0) in the Gromov topology. By applying a suitable family of holomorphic
reparametrization to wl′,s we may assume that the maps wl′,s uniformly converge in the
C∞-topology, as s → ∞, to u1 on compact subsets of D \ {1}. Similarly, after (other)
reparametrizations, wl′,s uniformly converges in the C
∞-topology, as s → ∞, to u0 on
compact subsets of D \ {−1}. Due to the transversality between ui and Wi at zi ∈ D,
i = 1, 0, it follows that there exists points b1(s), b0(s) ∈ (IntD) ∩ R with b1(s) −−−→
s→∞
−1,
b0(s) −−−→
s→∞
1 such that wl′,s(bi(s)) ∈Wi and wl′,s(bi(s)) −−−→
s→∞
ui(zi), i = 1, 0.
After further reparametrizations we may assume that b1(s) = −b0(s). As before we con-
struct elements q′s ∈ W using (w1,s, . . . , wl′−1,s), (wl′+1,s, . . . , wl′+l′′−1,s) and wl′,s(±b0(s))
such that (wl′,s, b0(s), q
′
s) ∈M(A, J ; C(h)), q
′
s −−−→
s→∞
q∗ and such that wl′,s converges with
the marked points (−1,−b0(s), b1(s), 1) as s → ∞ to (u1, u0) with the marked points
(−1, z1), (z0, 1). Noting that
µ(A1) + µ(A0) + dimW − 5n =
µ(B′l′) + µ(B
′′
1 ) +
(
indf (x) +
l′−1∑
i=1
µ(B′i)
)
+ 2(2n− 1) +
(
n− indf(y) +
l′′∑
i=2
µ(B′′i )
)
− 5n =
indf (x)− indf (y) + µ(B
′) + µ(B′′)− 2 = 0,
it follows from the uniqueness statement of Theorem 4.1.2 that for s≫ 0, (wl′,s, b0(s), q
′
s)
coincides with (vs, a(s), qs) up to reparametrizations in s. It follows that the path ws
and us are the same up to reparametrization for s ≫ 0. This completes the proof of
Corollary 4.2.1.
Remark. The manifolds W1,W0 above were important only for the uniqueness statement.
We had to choose them to be (2n − 1)-dimensional in order to reduce the dimension of
the space M(A, J ; C(h)) to be 1, i.e. to assure that µ(A1) + µ(A0) + dimW − 5n = 0,
which is the assumption we need for the uniqueness statement in Theorem 4.1.2.

4.2.2. Gluing a trajectory of pearls to a trajectory with external constrains I. Here we
show how to apply Theorem 4.1.2 in order to glue a trajectory of pearls to a trajectory
from the space PIIIi(a, x, y;B
′,B′′, J), i = 1, 2, defined in Section 5.3.2 in the context of
the quantum module structure.
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Let h : M → R, f : L→ R be Morse functions and ρM , ρL Riemannian metrics on M ,
L. Assume that (f, ρL) and (h, ρM) satisfy Assumption 5.3.1.
Corollary 4.2.2. Let (f, ρL), (h, ρM) be as above. There exists a second category subset
Jreg ⊂ J (M,ω) such that for every J ∈ Jreg, every pair of vectors of non-zero classes
B′,B′′ and every x, y ∈ Crit(f), a ∈ Crit(h) with indh(a) + indf (x)− indf(y) + µ(B
′) +
µ(B′′) − 2n = 1 the following holds. For every (v′,v′′) ∈ PIIIi(a, x, y,B
′,B′′; J) there
exists a path {us} ⊂ PI(a, x, y,B
′#B′′; J) which converges in the Gromov topology as
s→∞ to (v′,v′′). Moreover, the end of the 1-dimensional manifold PI(a, x, y,B
′#B′′; J)
parametrized by {us} is unique in the sense that every other path {ws} in PI(a, x, y,B
′#B′′; J)
that converges to (v′,v′′) as s→∞, lies in the same end.
Proof. We outline the proof for the space PIII1(a, x, y;B
′,B′′, J). Suppose that B′ =
(B′1, . . . , B
′
l′), B
′′ = (B′′1 , . . . , B
′′
l′′). Recall that PIII1(a, x, y;B
′,B′′, J) is disjoint union of
the spaces PIII1(a, x, y; (B
′, k′),B′′, J) where k′ goes from 1 to l′.
In case (v′,v′′) ∈ PIII1(a, x, y; (B
′, k′),B′′, J) with 1 ≤ k′ ≤ l′ − 1 the proof is very
similar to the proof of Corollary 4.2.1. The only difference is that the manifold W− is now
defined by elements (w′1, . . . , w
′
l′−1, p
′) with the additional condition that w′k′(0) ∈ W
u
a .
The rest of the proof goes in the same way as for Corollary 4.2.1.
In case k′ = l′, i.e. (v′,v′′) ∈ PIII1(a, x, y; (B
′, l′),B′′, J) the proof is even easier. We
define the manifold W1 to be W
u
a and take z1 = 0 ∈ IntD. The manifolds W±, W0 are
defined in the same way as in the proof of Corollary 4.2.1. 
4.2.3. Gluing trajectories with external constrains and Hamiltonian perturbations. Here
we show how to perform gluing on elements from the space PIII(a, x, y;B
′,B′′, J,H) intro-
duced in Section 5.3.9, in order to obtain elements from the space PI(a, x, y;B
′#B′′, J,H).
Let h : M → R, f : L→ R be Morse functions and ρM , ρL Riemannian metrics on M ,
L. Assume that (f, ρL) and (h, ρM) satisfy Assumption 5.3.1.
Corollary 4.2.3. Let (f, ρL), (h, ρM) be as above. There exists a second category sub-
set Jreg ⊂ J (M,ω) such that for every J ∈ Jreg there exists a second category subset
Hreg(J) ⊂ H with the following properties. Let H ∈ Hreg(J), a ∈ Crit(h), x, y ∈ Crit(f),
B′ = (B′1, . . . , B
′
l′), B
′′ = (B′′1 , . . . , B
′′
l′′) be two vectors of non-zero classes with indh(a) +
indf (x) − indf(y) + µ(B
′) + µ(B′′) − 2n = 1. Let (v′,v′′) ∈ PIIIi(a, x, y;B
′,B′′, J,H),
i = 1, 2. Then there exists a path {us} ⊂ PI(a, x, y;B
′#B′′, J,H) which converges in the
Gromov topology, as s→∞, to (v′,v′′). Moreover, the end of the 1-dimensional manifold
PI(a, x, y;B
′#B′′, J,H) parametrized by this path is unique in the sense that every other
path with the same property for s→∞, lies in the same end.
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Remark 4.2.4. A similar statement holds for the spaces PIIi(a, x, y;A, J,H) from Sec-
tion 5.3.9, whenever indh(a) + indf(x) − indf(y) + µ(A) − 2n = 1. The proof is almost
the same as the one given below.
Proof of Corollary 4.2.3. We prove the Corollary for the space PIII1(a, x, y;B
′,B′′, J,H).
Recall that this space is a disjoint union of PIII1(a, x, y; (B
′, k′),B′′, J,H), where k′ goes
from 1 to l′. Assume that (v′,v′′) lies in the k′’th component of this space for some
1 ≤ k′ ≤ l′.
If k′ < l′ the proof is essentially the same as for Corollary 4.2.2.
Assume k′ = l′. Write v′ = (v′1, . . . , v
′
l′), v
′′ = (v′′1 , . . . , v
′′
l′′). We have to glue the
(J,H)-holomorphic disk v′l′ to the (genuine) J-holomorphic disk v
′′
1 , preserving the con-
strains imposed by PI(a, x, y; (B
′#B′′, k′), J,H). (Recall from Section 5.3.9 that the space
PI(a, x, y;B
′#B′′, J,H) is a disjoint union of PI(a, x, y; (B
′#B′′, j), J,H) for 1 ≤ j ≤
l′ + l′′ − 1.)
We shall perform the gluing in M˜ = D×M . Let J˜H be the almost complex structure in
D×M associated to J and H (see Section 5.3.7). Put L˜ = ∂D×L. Let u˜1(z) = (z, v
′
l′(z))
be the graph of v′l′ and let u0(z) = (1, v
′′
1(z)) be a copy of v
′′
1 lying in the fibre over 1 ∈ D.
Clearly both u1, u0 are J˜H-holomorphic disks with boundary on L˜ and u1(1) = u0(−1).
Moreover A1 = [u1] = B
′
l′ + [D] ∈ H2(M˜, L˜), A0 = [u0] = B
′′
1 ∈ H2(M˜, L˜).
Again we take W to be a product W =W− ×W1 ×W0 ×W+. The manifolds W± and
the maps h± are defined in a similar way as in the proof of Corollaries 4.2.1, 4.2.2 (only
that now h− maps W− to {−1} × L and h+ maps W+ to {1} × L). As before, we have:
dimW− = indf(x) +
∑l′−1
i=1 µ(B
′
i), dimW+ = n− indf(y) +
∑l′′
i=2 µ(B
′′
i ).
Next, take W1 to be {0} ×W
u
a ⊂ M˜ and W0 = M˜ . We take hi : Wi → M˜ to be the
inclusions. Note that
(12) dimW = indh(a) + indf(x)− indf(y) +
l′−1∑
i=1
µ(B′i) +
l′′∑
i=2
µ(B′′i ) + 3n+ 2.
As before, by taking J and H to be generic we may assume that the assumptions of
Theorem 4.1.2 are satisfied for u1, u0. We obtain from this theorem a path (v̂s, a(s), qs),
where v̂s : (D, ∂D)→ (M˜, L˜) is in the class A1 + A0 and satisfies:
• (v̂s(−1), v̂s(−a(s)), v̂s(a(s)), v̂s(1)) = qs ∈W .
• v̂s with the marked points (−1,−a(s), a(s), 1) converges, as s → ∞, to (u1, u0)
with the marked points (−1, 0), (0, 1) in the Gromov topology.
In order to extract from v̂s a (J,H)-holomorphic disk write v̂s(z) = (ϕs(z), vs(z)), where
ϕs : (D, ∂D)→ (D, ∂D) and vs : (D, ∂D)→ (M,L). Note that
ϕs(−1) = −1, ϕs(1) = 1, ϕs(−a(s)) = 0.
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As v̂s is J˜H-holomorphic, prD : (M˜, J˜H) → (D, i) is holomorphic, and prD∗ [v̂s] = [D] ∈
H2(D, ∂D) it follows that ϕs ∈ Aut(D). Put ws = vs ◦ ϕ
−1
s . Then w˜s(z) = (z, ws(z))
is a J˜H-holomorphic section of D ×M → D hence by Proposition 5.3.10 ws is (J,H)-
holomorphic. Also note that
ws(±1) = vs(±1), ws(0) = vs(−a(s)) ∈W
u
a .
As in the proof of Corollary 4.2.1 we extract from qs a path of chains of J-holomorphic
disks (u1,s, . . . , uk′−1,s, uk′+1,s, . . . , ul′+l′′−1,s) such that when we insert the disk ws to the
k′’th entry we obtain
us = (u1,s, . . . , uk′−1,s, ws, uk′+1,s, . . . , ul′+l′′−1,s) ∈ PI(a, x, y; (B
′#B′′, k′), J,H),
and us converges in the Gromov topology as s→∞ to (v
′,v′′). This concludes the proof
of the existence statement.
The uniqueness statement follows from Proposition 4.1.2 since by (12) we have:
µ(A1)+µ(A0)+dimW−5 dim M˜ = indh(a)+indf (x)−indf (y)+µ(B
′)+µ(B′′)−2n−1 = 0.

4.2.4. Gluing a trajectory of pearls to a trajectory with external constrains II. Consider
the following situation encountered in the proof of Proposition 5.3.18 in Section 5.3. Let
f : L → R, h′, h′′ : M → R be Morse functions and ρL, ρ′M , ρ
′′
M be Riemannian metrics
on L, M . Let B′ = (B′1, . . . , B
′
l′), B
′′ = (B′′1 , . . . , B
′′
l′′) be two vectors of non-zero classes
and 1 ≤ k′ ≤ l′, 1 ≤ k′′ ≤ l′′. Given x, y ∈ Crit(f), a′ ∈ Crit(h′), a′′ ∈ Crit(h′′) define
P̂V (a
′, a′′, x, y, (B′, k′), (B′′, k′′); J) to be the space of all (u′1, . . . , u
′
l′, u
′′
1, . . . , u
′′
l′′) such that:
• u′i ∈M(B
′
i, J) for every 1 ≤ i ≤ l
′, u′′j ∈M(B
′′
j , J) for every 1 ≤ j ≤ l
′′.
• u′1(−1) ∈W
u
x , u
′′
l′′(1) ∈W
s
y .
• (u′i(1), u
′
i+1(−1)) ∈ Q(f,ρL) for every 1 ≤ i ≤ l
′ − 1, (u′′j (1), u
′′
j+1(−1)) ∈ Q(f,ρL) for
every 1 ≤ j ≤ l′′ − 1.
• u′l′(1) = u
′′
1(−1).
• u′k′(0) ∈ W
u
a′ , u
′′
k′′(0) ∈W
u
a′′ .
Define now
PV (a
′, a′′, x, y, (B′, k′), (B′′, k′′); J) = P̂V (a
′, a′′, x, y, (B′, k′), (B′′, k′′); J)/G′ ×G′′,
where G′ is G×l
′
−1,1 with the k
′’th factor replaced by the trivial group, and G′′ is defined
in a similar way.
Similarly, for a vector of non-zero classes C = (C1, . . . , Cl) and 1 ≤ p
′ < p′′ ≤ l consider
the space of all (u1, . . . , ul) such that:
(i) ui ∈ M(Ci, J) for every 1 ≤ i ≤ l.
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(ii) u1(−1) ∈W
u
x , ul(1) ∈W
s
y .
(iii) (ui(1), ui+1(−1)) ∈ Q(f,ρL) for every 1 ≤ i ≤ l − 1.
(iv) up′(0) ∈W
u
a′ , up′′(0) ∈W
u
a′′ .
The group G
×(l−2)
−1,1 acts on this space by reparametrizations. Denote the quotient space
by PIV (a
′, a′′, x, y; (C, p′, p′′); J).
Finally, let 1 ≤ p ≤ l. Consider the space of all (u1, . . . , ul, r) such that:
• (u1, . . . , ul) satisfy conditions (i)-(iii) above.
• r ∈ (0, 1).
• up(−r) ∈ W
u
a′ , up(r) ∈W
u
a′′ .
The group G
×(l−1)
−1,1 acts on this space by reparametrizations. Denote the quotient space
by PIV (a
′, a′′, x, y; (C, p); J).
Corollary 4.2.5. Let (f, ρL), (h
′, ρ′M), (h
′′, ρ′′M) be as above where the triple of metrics
ρL, ρ
′
M , ρ
′′
M is assumed to be generic. There exists a second category subset Jreg ⊂ J (M,ω)
such that for every J ∈ Jreg, every pair of vectors of non-zero classes B
′,B′′ and every
x, y ∈ Crit(f), a′ ∈ Crit(h′) a′′ ∈ Crit(h′′) with indh′(a
′)+ indh′′(a
′′)+ indf(x)− indf (y)+
µ(B′) + µ(B′′) − 4n = 0 the following holds. Let 1 ≤ k′ ≤ l′, 1 ≤ k′′ ≤ l′′ and (v′,v′′) ∈
PV (a
′, a′′, x, y, (B′, k′), (B′′, k′′); J).
(1) If (k′, k′′) 6= (l′, 1) then there exists a path {us} ⊂ PIV (a
′, a′′, x, y, (B′#B′′, k′, l′ +
k′′ − 1); J) which converges in the Gromov topology as s→∞ to (v′,v′′).
(2) If k′ = l′, k′′ = 1 then there exists a path {(us, a(s))} ⊂ PIV (a
′, a′′, x, y, (B′#B′′, k′); J)
such that:
(a) us converges in the Gromov topology as s→∞ to (v
′,v′′).
(b) a(s) −−−→
s→∞
1.
(c) The k′’th disk, uk′,s, in us, converges with the marked points (−1,−a(s), a(s), 1),
as s → ∞ to (v′k′, v
′′
1) with the marked points (−1, 0), (0, 1), in the Gromov
topology.
Moreover, in both cases (1) and (2) above the end of the 1-dimensional manifold PIV
parametrized by the path {us} (resp. {(us, a(s))}) is unique in the sense that every other
path satisfying the same properties for s→∞, lies in the same end.
Proof. The case (k′, k′′) 6= (l′, 1) is proved in a similar way to Corollaries 4.2.1 and 4.2.2.
As for the case k′ = l′, k′′ = 1, the manifolds W± are defined in a similar way as in the
proofs of Corollaries 4.2.1, 4.2.2 and we take W1 =W
u
a′ , W0 = W
u
a′′ . 
4.3. Overview of the proof of Theorem 4.1.2. The proof of Theorem 4.1.2 is built
from the following steps. We first transform the domains of u1, u0 to the strip S =
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R×[0, 1]. The main reason for this is convenience, especially when performing translations
along the R-axis. In Section 4.4 we introduce the analytic setup for performing the gluing.
In particular we shall have to work with weighted Sobolev spaces in order to make the
linearization D of the non-linear ∂ operator Fredholm.
The second step is usually called pregluing. Here we build an approximate solutions uR
of the ∂ equation depending on a parameter R≫ 0. The uR’s are glued from u1, u0 using
partition of unity and coincide with suitable (larger and larger) translates of u1, u0 near
the ends of S. The uR’s are approximate solutions in the sense that ∂uR becomes smaller
and smaller as R → ∞ in a suitable norm. The pregluing and the needed estimates of
the uR’s are done in Section 4.5. In order for certain operators related to uR to become
uniformly bounded we shall have to deform our weighted norms with R. These norms
are introduced in Section 4.5. For the reader convenience we included in Section 4.9 a
Sobolev-type inequality that will be used frequently in the proof.
The third step is to construct a right inverse to the linearization DuR of the ∂ operator
at uR. More precisely we construct a family of operators {QR}R≫0 such that DuR ◦QR = 1l
for every R≫ 1 and such that the QR’s are uniformly bounded. This is done in Section 4.7.
The next step is to use an implicit function theorem which will correct the approximate
solutions uR to genuine J-holomorphic solutions vR. This is carried out in Section 4.8.
The operators QR’s are needed for the implicit function theorem to work.
In Section 4.8 we also prove that the vR’s verify the marked points conditions (11) and
that vR converges as R→∞ to (u1, u0) with marked points in the Gromov topology.
The steps above prove the existence statement of Theorem 4.1.2. The final step is
devoted to proving the uniqueness statement of Theorem 4.1.2. This is usually called in
the “gluing literature” surjectivity of the gluing map. It occupies the rest of Section 4.8.
Throughout the proof of the existence part we essentially follow the work of Fukaya-Oh-
Ohta-Ono [34], however we occasionally use slightly different notation and normalizations.
4.4. Analytic setting. From now on we shall identify the disk D with the compactified
strip Ŝ = S ∪ {−∞,∞} where S = R× [0, 1] ≈ {z ∈ C| 0 ≤ Imz ≤ 1}. This is done via
the biholomorphism
λ : Ŝ → D, λ(z) =
eπz − i
eπz + i
.
Note that λ(∞) = 1, λ(−∞) = −1. Denote S[a, b] = [a, b]× [0, 1] ⊂ S. Similarly we have
S[a,∞) etc. The reason for this change of coordinates is that it is more handy for using
translations. The price we pay for this is that the Banach space norms the are well suited
to the strip S are not conformally invariant. Moreover, our elliptic boundary problem
becomes an “asymptotic boundary” problem at the ends of S. In order to control this
asymptotic we shall need to endow our Banach spaces with some weighted norms.
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Denote by gω,J(·, ·) = ω(·, J ·) be the Riemannian metric associated to (ω, J). Choose
a new metric gω,J,L on M for which L is totally geodesic and which coincides with gω,J
outside a small neighbourhood of L. Henceforth, we shall use the metric gω,J,L as our
main Riemannian metric rather than gω,J . Thus all pointwise norms, connections, and
distances are to be understood with respect to gω,J,L, unless explicitly stated otherwise.
Fix δ > 0 small enough (see remark below) and p > 2.
Definition 4.4.1. Denote by W 1,p;δ(M,L) the space of all pairs (u, p) where:
(1) u : (S, ∂S)→ (M,L) is of class W 1,ploc .
(2) p = (p−∞, p∞), p±∞ ∈ L.
(3)
∫
S[0,∞)
eδ|τ |
(
dist(u(τ, t), p∞)
p + |du(τ,t)|
p
)
dτdt <∞,∫
S(−∞,0]
eδ|τ |
(
dist(u(τ, t), p−∞)
p + |du(τ,t)|
p
)
dτdt <∞.
Remark 4.4.2. (1) As p > 2 = dimS all u ∈W 1,p;δ(M,L) are actually continuous.
(2) Standard arguments show that for every (u, p) ∈W 1,p;δ(M,L) we have
lim
τ→±∞
u(τ, t) = p±∞ uniformly in t.
Therefore the p in (u, p) is superfluous as p can be recovered from u.
(3) A simple computation shows that there exists δ0 > 0 such that for every smooth
map uD : (D, ∂D) → (M,L), the map u = uD ◦ λ : (S, ∂S) → (M,L) belongs to
W 1,p;δ(M,L) for every 0 < δ < δ0. This follows from the fact that there exists a
constant C such that |λ′(R + it)| ≤ Ce−π|R| for |R| ≫ 0.
(4) Ho¨lder’s inequality implies that each u ∈ W 1,p;δ(M,L) has finite energy E(u) =∫
S
u∗ω = 1
2
∫
S
|du|2gω,J <∞.
We shall now endow W 1,p;δ(M,L) with a structure of a Banach manifold. For this
end fix rM > 0 small enough so that around every y ∈ L there exists a geodesic ball
By(rM) ⊂ M of radius rM . Define a map P : T (L) → Vector fields(M) in the following
way: given y ∈ L, v ∈ Ty(L), define the vector field P (v) by:
(13) P (v)(x) =

χ(dist(y, x))Palx(v) x ∈ By(rM)0 x /∈ By(rM)
Here χ : [0,∞)→ [0, 1] is a cutoff function which equals 1 on [0, rM/3] and 0 on [rM/2,∞).
Palx(v) stands for parallel transport of v along the minimal geodesic that connects y to
x. Given a map u : S → M and v ∈ Ty(L), define Pu(v) : S → T (M) by Pu(v)(τ, t) =
P (v)(u(τ, t)).
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Put sδ(τ) = e
δ|τ |. Let ξ ∈ Γ(u∗T (M) be a section for which the limits ξ±∞ =
limτ→±∞ ξ(τ, t) exist independently of t. Define:
‖ξ‖p1,p;sδ =
∫
S(−∞,0]
sδ(τ)
(
|ξ − Pu(ξ−∞)|
p + |∇(ξ − Pu(ξ−∞))|
p
)
dτdt
+
∫
S[0,∞)
sδ(τ)
(
|ξ − Pu(ξ∞)|
p + |∇(ξ − Pu(ξ∞))|
p
)
dτdt+ |ξ−∞|
p + |ξ∞|
p.
Here and in what follows ∇ stands for the Levi-Civita connection of our metric gω,J,L.
Proposition 4.4.3 (See [34]). W 1,p;δ(M,L) is a Banach manifold with respect to the
norm ‖ · ‖1,p;sδ on its tangent spaces. Its tangent space T
1,p;δ
u = Tu(W
1,p;δ(M,L)) at u
consists of all sections ξ ∈ Γ(u∗T (M)) such that:
(1) ξ ∈W 1,ploc .
(2) ξ(x) ∈ Tu(x)(L) for every x ∈ ∂S.
(3) limτ→±∞ ξ(τ, t) converges to a vector ξ±∞ ∈ Tp±∞(L) independently of t, where
p±∞ = limτ→±∞ u(τ, t).
(4) ‖ξ‖1,p;sδ <∞.
Again, note that since p > 2 = dimS all ξ ∈ T 1,p;δu are actually continuous.
Given u : (S, ∂S) → (M,L) we also define the Banach space E0,p;δu consisting of all
Lploc-section η ∈ Γ(Λ
0,1(S)⊗ u∗T (M)) such that:
‖η‖p0,p;sδ =
∫
S
sδ(τ)|η(τ, t)|
pdτdt <∞.
Remark. If 0 < δ1 < δ2 then W
1,p;δ1(M,L) ⊃ W 1,p;δ2(M,L), and ‖ · ‖1,p;sδ1 ≤ ‖ · ‖1,p;sδ2 ,
‖ · ‖0,p;sδ1 ≤ ‖ · ‖0,p;sδ2 . In particular for every u ∈ W
1,p;δ2(M,L) we have T 1,p;δ1u ⊃ T
1,p;δ2
u ,
E0,p;δ1u ⊃ E
0,p;δ2
u .
In what follows we shall need to decrease the size of δ several times for various estimates
to hold. Nevertheless we shall do so only a finite number of times and the final range
of admissible δ’s will depend only on (M,L, ω, J, gω,J,L) and on our initial J-holomorphic
disks u1, u0.
4.4.1. The linearization of the ∂ operator. In order to linearize the ∂ operator at an
arbitrary u ∈ W 1,p;δ(M,L) we follow [44]. For this purpose we need to introduce a
different connection ∇˜ on T (M) as follows. Let ∇′ be the Levi-Civita connection of the
metric gω,J (this is the only instance where we use the metric gω,J instead of gω,J,L). Define
∇˜vX = ∇
′
vX −
1
2
J(∇′vJ)X. Note that ∇˜ preserves J . Define
Fu : T
1,p;δ
u → E
0,p;δ
u , Fu(ξ) = Φu(ξ)
−1∂J(expu ξ),
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where Φu(ξ) : u
∗T (M) → expu(ξ)
∗T (M) is defined using parallel transport with respect
to ∇˜. (See [44] for more details.) However, in contrast to [44], the exp is defined here
with respect to our main metric gω,J,L. With the above notation the linearization of ∂ at
u is the linearization of Fu at ξ = 0, i.e. the operator
Du := dFu(0) : T
1,p;δ
u → E
0,p;δ
u .
We have the following expression for Du (see [44]):
Duξ =
1
2
(∇′ξ + J(u)∇′ξ ◦ j)−
1
2
J(u)(∇′ξJ)∂Ju,
where j is the standard complex structure on S. Note that when u is J-holomorphic Du
does not depend on the choice of the connections. Therefore assumption 4.1.1-(3) makes
sense independently of any metric.
4.4.2. Fredholm property. Without the weights in the norms (i.e. for δ = 0), the operator
Du is in general not Fredholm. The reason for this is that Du has degenerate asymptotic
at the ends of S. The weighted norms ‖ · ‖1,p;sδ, ‖ · ‖0,p;sδ are introduced mainly in order to
rectify this problem. Let us briefly explain how the weights are related to Fredholmness.
To distinguish between δ > 0 and δ = 0 denote by D0u, D
δ
u the operator Du on the spaces
T 1,p;0u , T
1,p;δ
u respectively. (Here 1, p; 0 means that we take δ = 0, i.e. there is no weight.)
Let H1,p;0u ⊂ T
1,p;0
u , H
1,p;δ
u ⊂ T
1,p;δ
u be the subspaces consisting of all ξ with ξ(±∞) = 0.
Note thatH1,p;0u ,H
1,p;δ
u have finite codimension, hence Fredholmness is not affected. Define
Θδ : H
1,p;0
u →H
1,p;δ
u , Θδ(ξ)(τ, t) = e
−δ|τ |/pξ(τ, t),
ρδ : E
0,p;0
u → E
0,p;δ
u , ρδ(η)(τ, t) = e
−δ|τ |/pη(τ, t).
These maps are bounded isomorphisms between the corresponding Banach spaces. A
simple computation shows that on S[0,∞) we have:
(ρ−1δ ◦ D
δ
u ◦Θδ)ξ = D
0
uξ +
δ
p
(dτ ⊗ ξ − dt⊗ Jξ).
An analogous formula holds for S(−∞, 0]. In other words, we get a perturbation of D0u
by a small 0-order operator. This perturbation term gives non-degenerate asymptotic at
the ends of S and so for generic δ (and under certain assumptions on u) the operator
(ρ−1δ ◦ D
δ
u ◦ Θδ) becomes Fredholm. Thus D
δ
u will be Fredholm too. Moreover for δ > 0
small enough the index of this operator does not depend on δ. We shall not use the
notation Dδu anymore and continue to denote by Du our operator defined on T
1,p;δ
u for
δ > 0.
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Conditions which assure Fredholmness. Assume that u ∈ W 1,p;δ(M,L) has exponential
decay at the ends of S, (i.e. |du(τ,t)| ≤ Ce
−c|τ | when |τ | ≫ 0 for some constants C, c > 0).
Then there exists δFred(u) > 0 such that for every 0 < δ ≤ δFred(u), the operator Du is
Fredholm. Moreover for such δ’s, index(Du) = dimL+µ([u]) and the kernel and cokernel
of Du are independent of δ. The proofs of these statements follow in a straightforward
way from the theory developed in e.g. [30, 29, 55, 57].
An important situation in which we have exponential decay (hence also Fredholmness
for 0 < δ ≪ 1) is when u is J-holomorphic near the ends of S. To see this recall that
u ◦ λ−1 : (D \ {−1, 1}, ∂D \ {−1, 1}) → (M,L) has finite energy (see Remark 4.4.2-(4)).
Then by the removal of boundary singularities theorem of Oh [47], u◦λ−1 extends smoothly
to D. It follows that u has exponential decay at the ends of S. (See Remark 4.4.2-(3).)
4.4.3. A simplification. In order to simplify the notation we shall henceforth restrict our-
selves to the special case when W = W− × W1 × W0 × W+ where W± are sumbani-
folds of L, W1,W0 are submanifolds of M , and furthermore the map h is the inclusion
W− ×W1 ×W0 ×W+ −֒→ L ×M ×M × L. The proof of the general case is not more
complicated from the analytic point of view, however the notation becomes heavier.
In view of the above simplification we denote from now on
k± = dimW±, ki = dimWi, i = 1, 0.
Since h is now the inclusion we can write elements ofM(A, J ; C(h)) as pairs (u, r) (instead
of triples (u, r, q)) since q = (u(−1), u(−r), u(r), u(1)) is determined by (u, r).
Finally, note that the third point in Assumption 4.1.1 can be now simplified to “ev is
transverse toW−×W1×diag(L)×W0×W+ at the point (u1, u0) ∈M(A1, J)×M(A0, J)”.
4.4.4. Assumption 4.1.1 in the new coordinates. We return to our J-holomorphic disks
u1, u0. Put τ1 = Reλ
−1(z1), τ0 = Reλ
−1(z0). Note that Imλ
−1(zi) =
1
2
and λ−1(±1) =
±∞. Replace u1, u0 : (D, ∂D)→ (M,L) by u1 ◦λ, u0 ◦λ : (Ŝ, ∂Ŝ)→ (M,L), respectively.
We claim that for δ > 0 small enough Assumption 4.1.1 implies the following one:
Assumption 4.4.4. (1) u1(∞) = u0(−∞).
(2) u1(−∞) ∈W−, u1(τ1,
1
2
) ∈W1, u0(τ0,
1
2
) ∈W0, u0(∞) ∈W+.
(3) J is regular for both u1 and u0 in the sense that the linearizations Du1 , Du0 of the
∂ operator at u1, u0 are surjective.
(4) The evaluation map ev :M(A1, J)×M(A0, J)→ L×M × L× L×M × L,
ev(v1, v0) =
(
v1(−∞), v1(τ1,
1
2
), v1(∞), v0(−∞), v0(τ0,
1
2
), v0(∞)
)
is transverse to W− ×W1 × diag(L) ×W0 ×W+ at the point (u1, u0). (See the
remarks in Section 4.4.3.)
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That property (3) follows from the corresponding property in Assumption 4.1.1 is not
completely obvious. This is because the Banach spaces which are the domains and targets
of Du1 , Du0 change when we pass from the disk D to the strip S. The other properties
follow trivially from Assumption 4.1.1.
Proof that Assumption 4.1.1 =⇒ Assumption 4.4.4-(3). Let uD : (D, ∂D)→ (M,L) be a
J-holomorphic disk and denote u = uD ◦ λ. Let T
1,p
uD
be the space of W 1,p-sections ξD of
the bundle u∗DT (M)→ D which satisfy ξD(x) ∈ T (L) for every x ∈ ∂D. Put
E0,puD = L
p
(
Λ0,1(D)⊗ u∗DT (M)
)
.
We have to prove that if DuD : T
1,p
uD
→ E0,puD is surjective then for δ > 0 small enough the
operator Du : T
1,p;δ
u → E
0,p;δ
u is surjective too.
Choose 0 < δ < πp small enough so that Du is Fredholm. As Du has closed image and
the subspace of smooth compactly supported sections C∞0
(
Λ0,1(S)⊗ u∗T (M)
)
⊂ E0,p;δu is
dense it is enough to show that this subspace lies in the image of Du.
Let η ∈ E0,p;δu be a smooth compactly supported section. Put ηD = (λ
−1)∗η ∈ E0,puD . By
assumption 4.1.1 there exists ξD ∈ T
1,p
uD
such that DuDξD = ηD. Put ξ = ξD ◦ λ. Then
Duξ = Du(ξD ◦ λ) = λ
∗DuDξD = λ
∗ηD = η.
It remains to prove that ξ ∈ T 1,p;δu , i.e. ‖ξ‖1,p;sδ < ∞. To see this note that by elliptic
regularity ξD : D → u
∗
DT (M) is smooth. It follows that for τ ≫ 0 we have
|ξ(τ, t)− Puξ(∞)| = |ξD ◦ λ(τ + it)− PaluD◦λ(τ+it)ξD(1)|(14)
≤ C1(ξD)|λ(τ + it)− 1| ≤ C
′
1(ξD)e
−πτ ,
where the constants C1(ξD), C
′
1(ξD) depend on ξD. Similarly, for τ ≫ 0 we have:
(15) |∇(ξ(τ, t)− Puξ(∞))| ≤ C2(ξD)|λ(τ + it)− 1| ≤ C
′
2(ξD)e
−πτ ,
for some constants C2(ξD), C
′
2(ξD) that depend on ξD. Analogous estimates to (14)
and (15) hold for τ ≪ 0 too. As δ < πp it easily follows that ‖ξ‖1,p;sδ <∞. 
4.5. Pregluing. Let u1, u0 : (Ŝ, ∂Ŝ) → (M,L) be two J-holomorphic disks satisfying
Assumption 4.4.4. Put p = u1(∞) = u0(−∞). At this point it will be convenient
to reparametrize u1, u0 in the following way. Pick τ
1
shift, τ
0
shift > 0 very large so that
u1(τ + τ
1
shift, t), u0(−τ − τ
0
shift, t) ∈ Bp(rM/2) for every τ > 0. Here rM is the radius used
to define the map P in formula (13) of Section 4.4. We replace u1(τ, t), u0(τ, t) by u1(τ +
τ 1shift, t), u0(τ − τ
0
shift, t) respectively. In order for the transversality assumption in 4.4.4 to
continue to hold, replace (τ1,
1
2
) by (τ1− τ
1
shift,
1
2
) and (τ0,
1
2
) by (τ0 + τ
0
shift,
1
2
). After these
replacements we may assume without loss of generality that u1(τ, t), u0(−τ, t) ∈ Bp(rM/2)
for every τ > 0 and that the transversality assumption in 4.4.4 holds with (τ1,
1
2
) and
QUANTUM STRUCTURES FOR LAGRANGIAN SUBMANIFOLDS 41
(τ0,
1
2
). Moreover, by choosing τ 1shift, τ
0
shift large enough and so that τ
0
shift−τ
1
shift = −(τ0+τ1)
we may assume that may assume that now we have τ1 = −τ0 and that τ0 > 0. We shall
write from now on τ∗ = τ0 = −τ1.
Let ζ1(τ, t), ζ0(τ, t) ∈ Tp(M) be such that u1(τ, t) = expp(ζ1(τ, t)) for every τ ≥ 0 and
u0(τ, t) = expp(ζ0(τ, t)) for every τ ≤ 0. Let σ
+
R , σ
−
R : R → [0, 1], R ∈ R, be a family of
smooth functions with the properties:
(1) σ−R(τ) = 0 for every τ ≥ R + 1, σ
−
R(τ) = 1 for every τ ≤ R− 1.
(2) σ−R
′
(τ) ≤ 0 for every τ .
(3) σ+R = 1− σ
−
R .
For every R > 0 define uR : (Ŝ, ∂Ŝ)→ (M,L) by:
(16) uR(τ, t) =


u1(τ + 5R, t) τ ≤ −4R,
expp
(
σ+−R(τ)ζ0(τ − 5R, t) + σ
−
R(τ)ζ1(τ + 5R, t)
)
|τ | ≤ 4R,
u0(τ − 5R, t) τ ≥ 4R.
Note that uR(τ, t) is well defined for R ≫ 0, and that uR(τ, t) = u0(τ − 5R, t) for every
τ ≥ R + 1 while uR(τ, t) = u1(τ + 5R, t) for every τ ≤ −R − 1. Also note that uR maps
∂S to L. This is because L is totally geodesic with respect to the metric we use hence
ζi(τ, 0), ζi(τ, 1) ∈ Tp(L).
4.5.1. The Fredholm property revisited. There exists δFred(u1, u0) > 0 and R0 > 0 such
that for every R0 ≤ R, 0 < δ ≤ δFred(u1, u0) the operator DuR is Fredholm. Moreover its
index is dimL+ µ(A1 +A0). This follows from the arguments in [55, 30]. The reason for
this independence of δ on R is roughly speaking as follows. First note that each of the
uR’s has exponential decay at the ends of S since they are holomorphic near the ends of
S (see 4.4.2). For a given R, the set of δ’s for which DuR is not Fredholm coincides with
the spectrum of an (unbounded) self-adjoint operator AR which can be derived from the
asymptotic behavior of DuR as |τ | → ∞ (see [55, 30] for more details. See also [56, 57] for
expositions of the Fredholm property in the case of cylindrical Floer trajectories). The
point is that, due to our definition of uR, the asymptotic operators AR do not depend
on R, hence their spectrum remains constant. In this case this spectrum is a discrete set
(which contains 0 !) hence there exists δFred(u1, u0) > 0 such that (0, δFred(u1, u0)] lies in
its complement.
4.5.2. Deformed weighted norms. Given R > 1, δ > 0 define αR,δ : S → R by
(17) αR,δ(τ, t) = αR,δ(τ) =

e
δ(|τ |−5R) |τ | ≥ 5R,
eδ(5R−|τ |) |τ | ≤ 5R.
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Using the weight αR,δ we define a new norm on T
1,p;δ
uR
by:
‖ξ‖p1,p;αR,δ =
∫
S(−∞,−5R]
αR,δ
(
|ξ − PuR(ξ−∞)|
p + |∇(ξ − PuR(ξ−∞))|
p
)
(18)
+
∫
S[5R,∞)
αR,δ
(
|ξ − PuR(ξ∞)|
p + |∇(ξ − PuR(ξ∞))|
p
)
+
∫
S[−5R,5R]
αR,δ
(
|ξ − PaluRξ(0,
1
2
)|p + |∇(ξ − PaluRξ(0,
1
2
))|p
)
+|ξ−∞|
p + |ξ∞|
p + |ξ(0, 1
2
)|p.
We endow E0,p;δuR with the weighted norm:
‖η‖0,p;αR,δ =
(∫
S
αR,δ|η|
p
)1/p
.
Remark. Using the inequalities from Section 4.9 it is easy to see that ‖·‖1,p;αR,δ is equivalent
to ‖ · ‖1,p;sδ however they are not uniformly equivalent as R→∞, i.e. it is impossible to
find one constant C such that ‖ · ‖1,p;αR,δ ≤ C‖ · ‖1,p;sδ for every R.
4.5.3. Comparison of norms.
Proposition 4.5.1. Let u ∈W 1,p;δ(M,L). There exists a constant C4.5.1 > 0 depending
on (u1, u0) and on p, but not on R, δ, such that for every ξ ∈ T
1,p;δ
uR
, R, δ > 0, we have:
‖ξ‖L∞ ≤ C4.5.1‖ξ‖1,p;sδ, ‖ξ‖L∞ ≤ C4.5.1‖ξ‖1,p;αR,δ .
Proof. Let x ∈ S[5R,∞). Since αR,δ ≥ 1, we get from Proposition 4.9.1:
|ξ(x)| ≤ |ξ(x)− PuR(ξ∞)(x)|+ |ξ∞|
≤ C4.9.1
(∫
S[5R,∞)
αR,δ
(
|ξ − PuRξ∞|
p + |∇(ξ − PuRξ∞)|
p
)1/p
+ |ξ∞|
≤ C‖ξ‖1,p;αR,δ ,
where C = 2(C4.9.1 + 1).
Let x ∈ S[−5R, 5R]. Then by Proposition 4.9.1:
|ξ(x)| ≤ |ξ(x)− PaluR(x)ξ(0,
1
2
)|+ |ξ(0, 1
2
)|
≤ C4.9.1
(∫
S[−5R,5R]
(
|ξ − PaluRξ(0,
1
2
)|p + |∇(ξ − PaluRξ(0,
1
2
))|p
))1/p
+ |ξ(0, 1
2
)|,
≤ C‖ξ‖1,p;αR,δ.
In a similar way one shows that for every x ∈ S(−∞,−5R], |ξ(x)| ≤ C‖ξ‖1,p;αR,δ . This
proves that ‖ξ‖L∞ ≤ C‖ξ‖1,p;αR,δ. The proof of the inequality for ‖ξ‖1,p;sδ is similar. 
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4.5.4. Estimates on uR.
Proposition 4.5.2. There exists constants δ0 > 0, R0 > 1, C
′
4.5.2, c
′
4.5.2, C
′′
4.5.2 > 0
that depend only on (u1, u0) such that for every 0 < δ ≤ δ0 and R0 ≤ R we have:
‖∂JuR‖0,p;αR,δ ≤ C
′
4.5.2e
−c′
4.5.2
R
, ‖duR‖0,p;αR,δ ≤ C
′′
4.5.2, ‖duR‖L∞ ≤ C
′′
4.5.2.
Outline of the proof. The proof is a straightforward computation combined with the fol-
lowing points:
(1) We have an exponential decay estimate for dui, i = 1, 0, namely there exists con-
stants C, c > 0 such that |dui(τ,t)| ≤ Ce
−c|τ |. Similar exponential decay estimates
hold also for ζ1, ζ0. It follows that |du0(τ−5R,t)| ≤ Ce
−c|τ−5R| and |du1(τ+5R,t)| ≤
Ce−c|τ+5R|.
(2) ∂JuR = 0 outside S[−R− 1, R+1], thus for estimating ‖∂JuR‖0,p;αR,δ it is enough
to estimate ‖duR‖0,p;αR,δ on S[−R− 1, R + 1].
(3) There exists K > 0 such that |d(expp)v| ≤ K for every v ∈ Tp(M) with |v| ≤ ǫ.
Note that for R large enough the vectors appearing inside the expp in expres-
sion (16) have norm ≤ ǫ due to exponential decay of the ζi’s.

4.6. The main operators. In view of the simplification in Section 4.4.3, fix four smooth
maps G± : L → Rn−k±, Gi : M → R2n−ki, i = 1, 0 such that G± are submersions near
W±,Wi and such that near W±,Wi we have G
−1
± (0) = W±, G
−1
i (0) = Wi. Put
(19) T 1,p;δu1,u0 = {(ξ1, ξ0) ∈ T
1,p;δ
u1 ⊕ T
1,p;δ
u0 | ξ1(∞) = ξ0(−∞)}.
Define the following operator:
D′u1,u0 : T
1,p;δ
u1,u0
−→ E0,p;δu1 ⊕ E
0,p;δ
u0
⊕Rn−k− ⊕ R2n−k1 ⊕ R2n−k0 ⊕ Rn−k+,
D′u1,u0(ξ1, ξ0) =
(
Du1ξ1, Du0ξ0, dG−ξ1(−∞), dG1ξ1(−τ∗,
1
2
), dG0ξ0(τ∗,
1
2
), dG+ξ0(∞)
)
.
For brevity denote by E = Rn−k− ⊕ R2n−k1 ⊕ R2n−k0 ⊕ Rn−k+ the summand of the last
four linear spaces in the target of D′u1,u0. We also write Du1,u0(ξ1, ξ0) for the first two
coordinates of D′u1,u0(ξ1, ξ0) and dG1,0(ξ1, ξ0) for its last four coordinates.
Proposition 4.6.1. Under Assumption 4.4.4, the operator D′u1,u0 is surjective.
Proof. Let ηi ∈ E
0,p;δ
ui
, i = 1, 0 and −→a = (a−, a1, a0, a+) ∈ E. Choose w− ∈ Tu1(−∞)(W−),
w1 ∈ Tu1(−τ∗,12 )
(W1), w0 ∈ Tu0(τ∗,12 )
(W0), w+ ∈ Tu0(∞) such that dG±(w±) = a±, dGi(wi) =
ai, i = 1, 0.
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SinceDu1 , Du0 are surjective there exist ξ
′
1, ξ
′
0 such thatDuiξ
′
i = ηi. By Assumption 4.4.4
there exist ζi ∈ Tui(M(Ai, J)) such that(
ζ1(−∞), ζ1(−τ∗,
1
2
), ζ1(∞), ζ0(−∞), ζ0(τ∗,
1
2
), ζ0(∞)
)
∈
(
w−, w1, ξ
′
1(∞), ξ
′
0(−∞), w0, w+
)
+ Tx
(
W− ×W1 × diag(L)×W0 ×W+
)
,
where x = (u1(−∞), u1(−τ∗,
1
2
), u1(∞), u0(−∞), u0(τ∗,
1
2
), u0(∞)).
Put ξi = ξ
′
i − ζi, i = 1, 0. Clearly (ξ1, ξ0) ∈ T
1,p;δ
u1,u0
and D′u1,u0(ξ1, ξ0) = (η1, η0,
−→a ). 
Define a map
F ′uR : T
1,p;δ
uR
−→ E0,p;δuR × R
n−k− ×R2n−k1 ×R2n−k0 × Rn−k+,
F ′uR(ξ) = (FuR(ξ),G−(expuR ξ(−∞)), G1(expuR ξ(−5R− τ∗)),
G0(expuR ξ(5R+ τ∗)), G+(expuR ξ(∞))).
Let D′uR = dF
′
uR
(0) : T 1,p;δuR → E
0,p;δ
uR
⊕ E be its linearization at ξ = 0. We have D′uRξ =
(DuRξ, dGRξ), where
dGRξ = (dG−ξ(−∞), dG1ξ(−5R− τ∗,
1
2
), dG0ξ(5R+ τ∗,
1
2
), dG+ξ(∞)).
From now on we shall often endow the space E0,p;δuR ⊕ E with the norm
(20) ‖(η,−→a )‖′0,p;αR,δ = ‖η‖0,p;αR,δ + |
−→a |.
Clearly the operators D′uR have the same Fredholm properties as DuR as described in
Sections 4.4.2 and 4.5.1.
4.7. A right inverse to DuR.
Proposition 4.7.1. There exist δ0 > 0, R0 > 0 such that for every 0 < δ ≤ δ0, there
exists a family of operators
{
QR : E
0,p;δ
uR
⊕E → T 1,p;δuR
}
R0≤R
, with the following properties:
(1) D′uR ◦QR = 1l.
(2) QR is uniformly bounded in the αR,δ-weighted norms, i.e. there exists a constant
C4.7.1(δ) > 0 that does not depend on R such that for every R0 ≤ R, (η,
−→a ) ∈
E0,p;δuR ⊕ E we have ‖QR(η,
−→a )‖1,p;αR,δ ≤ C4.7.1(δ)(‖η‖0,p;αR,δ + |
−→a |).
(3) QR depends smoothly on R. (See remark below.)
Remarks. (1) Uniform boundedness of the QR’s does not seem to hold for the sδ-
weighted norms.
(2) In order to make sense of the smooth dependence of QR on R one has to identify
the spaces T 1,p;δuR for nearby R
′s. This can be done using parallel transport along
short geodesics.
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The rest of this section is devoted to the proof of Proposition 4.7.1. The reader who
wishes to get a less technical account of the gluing may skip to Section 4.8 in which the
proof of Theorem 4.1.2 is carried out.
4.7.1. Some auxiliary operators. Put
T 1,p;δu1,u0 = {(ξ1, ξ0) ∈ T
1,p;δ
u1 ⊕ T
1,p;δ
u0 | ξ1(∞) = ξ0(−∞)}.
Define a linear map IR : T 1,p;δu1,u0 → T
1,p;δ
uR
IR(ξ1, ξ0)(τ, t) =
=


ξ1(τ + 5R, t), τ ≤ −4R,
PaluR(τ,t)
(
v + σ+−R
(
Palp(ξ0(τ − 5R, t))− v
)
+ σ−R
(
Palp(ξ1(τ + 5R, t))− v
))
, |τ | ≤ 4R,
ξ0(τ − 5R, t) τ ≥ 4R,
where:
(1) p = u1(∞) = u0(−∞).
(2) v = ξ1(∞) = ξ0(−∞).
(3) Palx(η) is defined for every x ∈ Bp(rM) and every η ∈ Ty(M), y ∈ Bp(rM). It is
the parallel transport of η along the minimal geodesic connecting y to x.
Define also the following maps:
JR0,∗ : E
0,p;δ
u0
→ E0,p;δuR , J
R
0,∗η(τ, t) = PaluR(τ,t)
(
σ+−R(τ)η(τ − 5R, t)
)
JR1,∗ : E
0,p;δ
u1 → E
0,p;δ
uR
, JR1,∗η(τ, t) = PaluR(τ,t)
(
σ−R(τ)η(τ + 5R, t)
)
Note that JR0,∗η(τ, t) = η(τ − 5R, t) for every τ ≥ R + 1 while J
R
0,∗η(τ, t) = 0 for every
τ ≤ −R − 1. Similarly define
JR∗,0 : E
0,p;δ
uR
→ E0,p;δu0 , J
R
∗,0η(τ, t) = Palu0(τ,t)
(
σ+−R(τ + 5R)η(τ + 5R, t)
)
JR∗,1 : E
0,p;δ
uR
→ E0,p;δu1 , J
R
∗,1η(τ, t) = Palu1(τ,t)
(
σ−R(τ − 5R)η(τ − 5R, t)
)
Note that JR∗,0η(τ, t) = η(τ + 5R, t) for every τ ≥ −4R + 1. The following identities are
easily verified:
JR0,∗ ◦ J
R
∗,0(σ
+
0 (τ)η) = σ
+
0 η,
JR1,∗ ◦ J
R
∗,1(σ
−
0 (τ)η) = σ
−
0 η,
JR0,∗ ◦ J
R
∗,0(σ
+
0 (τ)η) + J
R
1,∗ ◦ J
R
∗,1(σ
−
0 (τ)η) = η.
(21)
We now have the following estimate:
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Proposition 4.7.2. There exist constants C4.7.2(R) > 0, with limR→∞C4.7.2(R) = 0
and such that:
‖DuR ◦ I
R(ξ1, ξ0)− J
R
0,∗Du0ξ0 − J
R
1,∗Du1ξ1‖0,p;αR,δ ≤ C4.7.2(R)(‖ξ‖1,p;sδ + ‖ξ0‖1,p;sδ).
The proof is a straightforward computation, based on the definition of the weighted
norms sδ, αR,δ. See [34] for more details.
4.7.2. The approximate right inverse. Let Q′0 : E
0,p;δ
u1
⊕ E0,p;δu0 ⊕ E → T
1,p;δ
u1,u0
be a bounded
right inverse to D′u1,u0 (see Proposition 4.6.1). Write Q
′
0 as
(22) Q′0(η1, η0,
−→a ) = Q0(η1, η0) + A(
−→a ).
Define Q˜R : E
0,p;δ
uR
⊕E → T 1,p;δuR by
(23) Q˜R(η,
−→a ) = IR
(
Q0
(
JR∗,0(σ
+
0 η), J
R
∗,1(σ
−
0 η)
)
+ A(−→a )
)
.
Proposition 4.7.3. There exist constants R0, δ0 > 0 and constants C4.7.3(δ) such that
for every R0 ≤ R, 0 < δ ≤ δ0, η ∈ E
0,p;δ
uR
, −→a ∈ E we have
‖Q˜R(η,
−→a )‖1,p;αR,δ ≤ C4.7.3(δ)(‖η‖0,p;αR,δ + |
−→a |).
Proof of Proposition 4.7.3. A simple computation shows that:
Lemma 4.7.4. There exists C4.7.4 > 0 such that for every R≫ 0:
‖JR∗,0(σ
+
0 η)‖0,p;sδ ≤ C4.7.4‖η‖0,p;αR,δ ,
‖JR∗,1(σ
−
0 η)‖0,p;sδ ≤ C4.7.4‖η‖0,p;αR,δ
To prove Proposition 4.7.3 it suffices to prove the following:
Proposition 4.7.5. There exist constants R0, δ0 > 0 and C4.7.5(δ) such that for every
R0 ≤ R, 0 < δ ≤ δ0, (ξ1, ξ0) ∈ T
1,p;δ
u1,u0
, we have
‖IR(ξ1, ξ0)‖1,p;αR,δ ≤ C4.7.5(δ)(‖ξ1‖1,p;sδ + ‖ξ0‖1,p;sδ).

Proof of Proposition 4.7.5. Put ξnew = I
R(ξ1, ξ0), v = ξ0(−∞) = ξ1(∞). It is easy to see
that ∫
S[5R,∞)
αR,δ
(
|ξnew − PuRξ0(∞)|
p + |∇(ξnew − PuRξ0(∞))|
p
)
+
∫
S(−∞,5R]
αR,δ
(
|ξnew − PuRξ1(−∞)|
p + |∇(ξnew − PuRξ1(−∞))|
p
)
≤ ‖ξ0‖
p
1,p;sδ
+ ‖ξ1‖
p
1,p;sδ
+ |ξ0(∞)|
p + |ξ1(−∞)|
p.
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It remains to prove that
I :=
∫
S[−5R,5R]
αR,δ
(
|ξnew − PaluRξnew(0,
1
2
)|p + |∇(ξnew − PaluRξnew(0,
1
2
))|p
)
(24)
+ |ξnew(0,
1
2
)|p ≤ C1(‖ξ0‖
p
1,p;sδ
+ ‖ξ1‖
p
1,p;sδ
),
for some constant C1 that does not depend on R. Note that due to the reparametrization
we have made in the beginning of Section 4.5 we can write PaluR in the two terms under
the integral of (24) instead of PuR. Now
(25) I ≤ C2(I1 + I2 + |ξnew(0,
1
2
)|p),
for some constant C2 > 0, where
I1 =
∫
S[−5R,5R]
αR,δ
(
|ξnew − PaluRv|
p + |∇(ξnew − PaluRv)|
p
)
,
I2 =
∫
S[−5R,5R]
αR,δ
(
|PaluRξnew(0,
1
2
)− PaluRv|
p + |∇(PaluRξnew(0,
1
2
)− PaluRv)|
p
)
.
We begin by estimating I2. Put V (x) = PaluR(x)ξnew(0,
1
2
) − PaluR(x)v. Then, by the
definition of ξnew we have:
V (x) = PaluR(x)PaluR(0,
1
2
)
Palpξ0(−5R,
1
2
) + PaluR(x)PaluR(0,
1
2
)
Palpξ1(5R,
1
2
)
− (PaluR(x)v + PaluR(x)PaluR(0,12 )
v).
Using the fact that for every (τ, t) ∈ S[−5R, 5R] we have dist(uR(τ, t), p) ≤ C3e
−c3(5R−|τ |)
for some constants C3, c3 > 0 (that do not depend on R) we obtain by standard arguments
from ode’s that:
(26) |V (τ, t)| ≤ |ξ0(−5R,
1
2
)−Pal
u0(−5R,
1
2
)
v|+|ξ1(5R,
1
2
)−Pal
u1(5R,
1
2
)
v|+C4e
−c4(5R−|τ |)|v|,
for some constants C4, c4 > 0. Similar arguments show that:
|∇V (τ, t)| ≤C5
(
|ξ0(−5R,
1
2
)− Pal
u0(−5R,
1
2
)
v|+ |ξ1(5R,
1
2
)− Pal
u1(5R,
1
2
)
v|+ |v|
)
(27)
+C5e
−c5(5R−|τ |)(|ξ0(−5R,
1
2
)|+ |ξ1(5R,
1
2
)|+ |v|)
for some constants C5, c5 > 0. Note that in both (26) and (27) the constants C4, c4, C5, c5
do not depend on R.
We claim that there exists a constant δ0 > 0, independent of R, such that for every
0 < δ ≤ δ0 there exists C6 = C6(δ) (independent of R) such that:
(28) I2 =
∫
S[−5R,5R]
αR,δ(|V |
p + |∇V |p) ≤ C6(‖ξ0‖
p
1,p;sδ
+ ‖ξ1‖
p
1,p;sδ
+ |v|p).
48 PAUL BIRAN AND OCTAV CORNEA
Indeed, by (26), (27) there exist constants C7, c7 (independent of R and of δ) such that:∫
S[−5R,5R]
αR,δ(|V |
p + |∇V |p)(29)
≤C7
(
|ξ0(−5R,
1
2
)− Pal
u0(−5R,
1
2
)
v|p + |ξ1(5R,
1
2
)− Pal
u1(5R,
1
2
)
v|p
)∫ 5R
−5R
αR,δ(τ)dτ
+C7
(
|ξ0(−5R,
1
2
)|p + |ξ1(5R,
1
2
)|p + |v|p
) ∫ 5R
−5R
e−c7(5R−|τ |)αR,δ(τ)dτ
≤
2C7
δ
eδ5R
(
|ξ0(−5R,
1
2
)− Pal
u0(−5R,
1
2
)
v|p + |ξ1(5R,
1
2
)− Pal
u1(5R,
1
2
)
v|p
)
+
(
|ξ0(−5R,
1
2
)|p + |ξ1(5R,
1
2
)|p + |v|p
)
C7
∫ 5R
−5R
e−c7(5R−|τ |)+δ(5R−|τ |)dτ.
Now
∫ 5R
−5R
e−c7(5R−|τ |)+δ(5R−|τ |)dτ = 2
c7−δ
(1−e(δ−c7)5R), hence if we take δ0 = c7/2 we obtain
from (29) that for every 0 < δ < δ0:∫
S[−5R,5R]
αR,δ(|V |
p + |∇V |p)(30)
≤
2C7
δ
eδ5R
(
|ξ0(−5R,
1
2
)− Pal
u0(−5R,
1
2
)
v|p + |ξ1(5R,
1
2
)− Pal
u1(5R,
1
2
)
v|p
)
+
(
|ξ0(−5R,
1
2
)|p + |ξ1(5R,
1
2
)|p + |v|p
)4C7
c7
.
Applying Proposition 4.9.1 to (30) we obtain for every 0 < δ < δ0:
∫
S[−5R,5R]
αR,δ(|V |
p + |∇V |p)
(31)
≤
2C7
δ
eδ5RC4.9.1
∫
S[−5R−1,−5R]
(
|ξ0(τ, t)− Palu0(τ,t)v|
p + |∇(ξ0 − Palu0v)|
p
)
eδ(|τ |−5R)dτdt
+
2C7
δ
eδ5RC4.9.1
∫
S[5R,5R+1]
(
|ξ1(τ, t)− Palu1(τ,t)v|
p + |∇(ξ1 − Palu1v)|
p
)
eδ(|τ |−5R)dτdt
+
(
|ξ0(−5R,
1
2
)|p + |ξ1(5R,
1
2
)|p + |v|p
)4C7
c7
=
2C7
δ
C4.9.1
∫
S[−5R−1,−5R]
(
|ξ0(τ, t)− Palu0(τ,t)v|
p + |∇(ξ0 − Palu0v)|
p
)
sδ(τ)dτdt
+
2C7
δ
C4.9.1
∫
S[5R,5R+1]
(
|ξ1(τ, t)− Palu1(τ,t)v|
p + |∇(ξ1 − Palu1v)|
p
)
sδ(τ)dτdt
+
(
|ξ0(−5R,
1
2
)|p + |ξ1(5R,
1
2
)|p + |v|p
)4C7
c7
.
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By Corollary 4.9.1
|ξ0(−5R,
1
2
)| ≤ |ξ0(−5R,
1
2
)− P
u0(−5R,
1
2
)
v|+ |v| ≤ C4.9.1‖ξ0‖1,p;sδ + |v|,
|ξ1(5R,
1
2
)| ≤ |ξ1(5R,
1
2
)− P
u1(5R,
1
2
)
v|+ |v| ≤ C4.9.1‖ξ1‖1,p;sδ + |v|
Hence we obtain from (31)
∫
S[−5R,5R]
αR,δ(|V |
p + |∇V |p) ≤ C6(‖ξ0‖
p
1,p;sδ
+ ‖ξ1‖
p
1,p;sδ
+ |v|p),
for some C6 = C6(δ). This proves inequality (28) which estimates I2.
We turn to estimating |ξnew(0,
1
2
)|:
|ξnew(0,
1
2
)| = |Pal
uR(0,
1
2
)
(
Palpξ0(−5R,
1
2
) + Palpξ1(5R,
1
2
)
)
− Pal
uR(0,
1
2
)
v|(32)
≤ |ξ0(−5R,
1
2
)|+ |ξ1(5R,
1
2
)|+ |v|
≤ |ξ0(−5R,
1
2
)− Pal
u0(−5R,
1
2
)
v|+ |ξ1(5R,
1
2
)− Pal
u1(5R,
1
2
)
v|+ 3v
≤ (C4.9.1 + 3)(‖ξ0‖1,p;sδ + ‖ξ1‖1,p;sδ + |v|).
Finally we estimate I1.
ξnew(τ, t)−PaluR(τ,t)v = Palur(τ,t)
(
σ+−R(Palpξ0(τ − 5R, t)− v) + σ
−
R(Palpξ1(τ +5R, t)− v)
)
Now PaluR(τ,t)(Palpξ0(τ − 5R, t)− v) = PaluR(τ,t)Palp(ξ0(τ − 5R, t)−Palu0(τ−5R,t)v) and
similarly for the term involving ξ1, hence we have:
|ξnew − PaluR(τ,t)| ≤ |ξ0(τ − 5R, t)− Palu0(τ−5R,t)v|+ |ξ1(τ + 5R, t)− Palu1(τ+5R,t)v|.
Using that fact that ‖duR‖L∞ is uniformly bounded (see Proposition 4.5.2), a straight-
forward computation shows that on S[−5R, 5R] we have:
|∇(ξnew − PaluRv)(τ, t)|
≤ C8
(
|ξ0(τ − 5R, t)− Palu0(τ−5R,t)v|+ |ξ1(τ + 5R, t)− Palu1(τ+5R,t)v|
+ |∇(ξ0(τ − 5R, t)− Palu0(τ−5R,t)v)|+ |∇(ξ1(τ + 5R, t)− Palu1(τ+5R,t)v)|
)
,
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where C8 does not depend on R. Therefore
I1 =
∫
S[−5R,5R]
αR,δ
(
|ξnew − PaluRv|
p + |∇(ξnew − PaluRv)|
p
)
≤ C9
(∫ 1
0
∫ 5R
−5R
αR,δ(τ)
(
|ξ0(τ − 5R, t)− Palu0(τ−5R,t)v|
p
+ |∇(ξ0(τ − 5R, t)− Palu0(τ−5R,t)v)|
p
)
dτdt
+
∫ 1
0
∫ 5R
−5R
αR,δ(τ)
(
|ξ1(τ + 5R, t)− Palu1(τ+5R,t)v|
p
+ |∇(ξ1(τ + 5R, t)− Palu1(τ+5R,t)v)|
p
)
dτdt
)
≤ C10(‖ξ0‖
p
1,p;sδ
+ ‖ξ1‖
p
1,p;sδ
),
(33)
for some constants C9, C10. The last inequality here follows by comparing the weights sδ
and αR,δ.
Summing up, we obtain from (25), (28), (32), (33) the desired inequality (24). This
completes the proof of Proposition 4.7.5, hence also of Proposition 4.7.3. 
Proof of Proposition 4.7.1. Fix δ > 0 small enough (so that all the previous estimates
hold for this δ). We first claim that ‖D′uR ◦ Q˜R − 1l‖
′
0,p;αR,δ
→ 0 when R → ∞. To see
this, we start with the following identities that easily follow from (22):
Du1,u0 ◦Q0 = 1l, Du1,u0 ◦ A = 0(34)
dG1,0 ◦Q0 = 0, dG1,0 ◦ A = 1l.
Let η ∈ E0,p;δuR ,
−→a ∈ E. A simple computation gives:
D′uRQ˜R(η,
−→a )− (η,−→a ) =
(35)
(
DuR ◦ I
R ◦Q0(J
R
∗,1σ
−
0 η, J
R
∗,0σ
+
0 η)− η +DuR ◦ I
R ◦ A(−→a ),
dGR ◦ I
R ◦Q0(J
R
∗,1σ
−
0 η, J
R
∗,0σ
+
0 η) + dGR ◦ I
R ◦ A(−→a )−−→a
)
.
Using the definition of IR and (34) we have
dGR ◦ I
R ◦Q0 = dG1,0 ◦Q0 = 0, dGR ◦ I
R ◦ A(−→a ) = dG1,0 ◦ A(
−→a ) = −→a .
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Substituting this in (35) we see that we have to estimate only the first component of (35).
For the last term in the first component we have:
‖DuR ◦ I
R ◦ A(−→a )‖0,p;αR,δ(36)
≤‖DuR ◦ I
R ◦ A(−→a )− (JR1,∗Du1 ⊕ J
R
0,∗Du0) ◦ A(
−→a )‖0,p;αR,δ
+ ‖(JR1,∗Du1 ⊕ J
R
0,∗Du0) ◦ A(
−→a )‖0,p;αR,δ .
By (34) the last term in (36) is 0. Applying Proposition 4.7.2 to the first summand of
inequality (36) we get:
(37) ‖DuR ◦ I
R ◦ A(−→a )‖0,p;αR,δ ≤ C4.7.2(R)‖A‖|
−→a |
for some constants C4.7.2(R) that satisfy limR→∞C4.7.2(R) = 0.
As for the first two terms in the first component of (35) we have by Proposition 4.7.2:
‖DuR ◦ Q˜R(η,
−→
0 )− η‖0,p;αR,δ = ‖DuR ◦ I
R ◦Q0(J
R
∗,1σ
−
0 η, J
R
∗,0σ
+
0 η)− η‖0,p;αR,δ(38)
≤‖(JR1,∗ ⊕ J
R
0,∗) ◦Du1,u0 ◦Q0(J
R
∗,1σ
−
0 η, J
R
∗,0σ
+
0 η)− η‖0,p;αR,δ
+ C4.7.2(R)‖Q0(J
R
∗,1σ
−
0 η, J
R
∗,0σ
+
0 η)‖1,p;sδ
≤‖JR1,∗J
R
∗,1σ
−
0 η + J
R
0,∗J
R
∗,0σ
+
0 η − η‖0,p;αR,δ
+ C4.7.2(R)‖Q0‖sδ
(
‖JR∗,1σ
−
0 η‖0,p;sδ + ‖J
R
∗,0σ
+
0 η‖0,p;sδ
)
.
By the 3’rd identity in (21) the first term in the second to last line of (38) is 0, hence by
Lemma 4.7.4 we now get
‖DuR ◦ Q˜Rη − η‖0,p;αR,δ ≤ 2C4.7.2(R)‖Q0‖sδC4.7.4‖η‖0,p;αR,δ .
This together with (37) proves that limR→∞ ‖D
′
uR
◦ Q˜R − 1l‖
′
0,p;αR,δ
= 0.
Let R0 > 0 be large enough so that ‖D
′
uR
◦ Q˜R−1l‖
′
0,p;αR,δ
≤ 1
2
for every R ≥ R0. Define
QR : E
0,p;δ
uR
⊕E → T 0,p;δuR , QR = Q˜R ◦
∞∑
k=0
(1l−D′uR ◦ Q˜R)
k.
Clearly QR is a right inverse to D
′
uR
and ‖QR‖αR,δ ≤ 2‖Q˜R‖αR,δ ≤ 2C4.7.3(δ) for R≫ 0,
i.e. QR is uniformly bounded. 
4.8. The implicit function theorem.
Theorem 4.8.1 (See Proposition A.3.4 from [44]). Let X, Y be Banach spaces, U ⊂ X
an open subset and f : U → Y a C1-map. Let x0 ∈ U be such that df(x0) : X → Y
is surjective and has a bounded right inverse Q : Y → X. Let r,K > 0 be such that
Bx0(r) ⊂ U , ‖Q‖ ≤ K and such that:
(1) ‖x− x0‖ < r =⇒ ‖df(x)− df(x0)‖ <
1
2K
.
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(2) ‖f(x0)‖ <
r
4K
.
Then there exists x ∈ X with the following properties:
(1) f(x) = 0.
(2) ‖x− x0‖ ≤ r.
In fact we have ‖x− x0‖ ≤ 2K‖f(x0)‖.
4.8.1. Quadratic estimates. In the following proposition we endow the space E0,p;δuR ⊕ E
with the norm ‖(η,−→a )‖′0,p;αR,δ = ‖η‖0,p;αR,δ + |
−→a |.
Proposition 4.8.2 (See Proposition 3.5.3 and Remark 3.5.5 in [44]). For every c0 > 0
there exist constants C4.8.2 = C4.8.2(c0) > 0, R0 = R0(c0) > 1, δ0 = δ0(c0) > 0 such
that for every 0 < δ ≤ δ0, R ≥ R0, ξ ∈ T
1,p;δ
uR
with ‖ξ‖L∞ ≤ c0 we have:
(39) ‖dF ′uR(ξ)ξ
′ −D′uRξ
′‖′0,p;αR,δ ≤ C4.8.2‖ξ‖1,p;αR,δ‖ξ
′‖1,p;αR,δ , ∀ξ
′ ∈ T 1,p;δuR .
In other words, the norm of the operator dF ′uR(ξ)−D
′
uR
(with respect to ‖ · ‖1,p;αR,δ and
‖ · ‖′0,p;αR,δ) satisfies ‖dF
′
uR
(ξ)−D′uR‖ ≤ C4.8.2‖ξ‖1,p;αR,δ whenever ‖ξ‖L∞ ≤ c0.
Moreover, whenever ξ0, ξ ∈ T
1,p;δ
uR
satisfy ‖ξ‖L∞, ‖ξ0‖L∞ ≤ c0 we have for every R ≥ R0,
0 < δ ≤ δ0:
(40) ‖F ′uR(ξ0 + ξ)− F
′
uR
(ξ0)− dF
′
uR
(ξ0)ξ‖
′
0,p;αR,δ
≤ C4.8.2‖ξ‖L∞‖ξ‖1,p;αR,δ.
Outline of the proof. The proof of the estimate (39) is essentially given in [44] (Proposi-
tion 3.5.3). To adapt that proof to our case we use the following additional ingredients:
(1) In [44] the pointwise norms | · | are taken with respect to the metric gω,J but we
work with the metric gω,J,L. However L is compact and gω,J,L = gω,J outside a
small neighbourhood of L hence the two pointwise norms are comparable.
(2) ‖duR‖0,p;αR,δ , ‖duR‖L∞ are uniformly bounded in R by Proposition 4.5.2.
(3) Due to Proposition 4.5.1 we have ‖ · ‖L∞ ≤ C4.5.1‖ · ‖1,p;αR,δ .
(4) Standard arguments involving ode’s show that for every ξ∞ ∈ Tu1(∞)(L) we have
|∇PuRξ∞(τ, t)| ≤ C1e
−c1(τ−5R)|ξ∞| for every τ ≥ 5R for some constants C1, c1 that
do not depend on R. An analogous estimate holds for |∇PuRξ−∞(τ, t)|.
It follows that |∇ξ(τ, t)| ≤ |∇(ξ − PuRξ∞(τ, t))| + C1e
−c1(τ−5R)|ξ∞| for every τ ≥ 5R.
By a simple computation it now follows that
∫
S[5R,∞)
αR,δ|∇ξ|
p ≤ C2‖ξ‖
p
1,p;αR,δ
for some
constant C2 that does not depend on R. A similar estimate holds for the integral over
S(−∞,−5R]. The rest of the proof is as in [44] using the additional estimates 1-4. The
proof of estimate (40) is similar (see Remark 3.5.5 in [44]). 
QUANTUM STRUCTURES FOR LAGRANGIAN SUBMANIFOLDS 53
4.8.2. Proof of Theorem 4.1.2.
Proof of the existence statement of Theorem 4.1.2. Fix δ > 0 small enough so that all
the previous estimates hold for this δ. By Proposition 4.7.1 there exists K > 0 such that
‖QR‖αR,δ ≤ K for R≫ 0. Applying Proposition 4.8.2 with c0 = K we obtain a constant
C(K) such that for every R≫ 0 we have
(41) ‖ξ‖L∞ ≤ C(K) =⇒ ‖dF
′
uR
(ξ)−D′uR‖αR,δ ≤ C(K)‖ξ‖1,p;αR,δ .
By Proposition 4.5.1, there exists C4.5.1 > 0 such that ‖ξ‖L∞ ≤ C4.5.1‖ξ‖1,p;αR,δ for
every R > 0, ξ ∈ T 1,p;δuR . Fix 0 < r0 < min
{
1
2KC(K)
, K
C4.5.1
}
. If ‖ξ‖1,p;αR,δ < r0 then
‖ξ‖L∞ ≤ C4.5.1r0 < K hence
‖dF ′uR(ξ)−D
′
uR
‖αR,δ ≤ C(K)‖ξ‖1,p;αR,δ <
1
2K
.
Note that for R≫ 0, F ′uR(0) =
(
∂JuR, 0
)
, hence by Proposition 4.5.2
(42) ‖F ′uR(0)‖
′
0,p;αR,δ
= ‖∂JuR‖0,p;αR,δ ≤ C
′
4.5.2e
−c′
4.5.2
R
for some constants C ′4.5.2, c
′
4.5.2 > 0. Thus by taking R ≫ 0 we may assume that
‖F ′uR(0)‖
′
0,p;αR,δ
≤ r0
4K
. We now apply Theorem 4.8.1 with:
U = X =
(
T 1,p;δuR , ‖ · ‖1,p;αR,δ
)
, Y =
(
E0,p;δuR ⊕ E, ‖ · ‖
′
0,p;αR,δ
)
, x0 = 0, f = F
′
uR
.
By Theorem 4.8.1 we obtain ξR ∈ T
1,p;δ
uR
with ‖ξR‖1,p;αR,δ ≤ r0 such that F
′
uR
(ξR) = (0, 0),
i.e. vR = expuR(ξR) satisfies:
(1) ∂JvR = 0.
(2) G±(vR(±∞)) = 0.
(3) G1(vR(−5R− τ∗,
1
2
)) = 0, G0(vR(5R + τ∗,
1
2
)) = 0.
By elliptic regularity vR is actually smooth. Note that vR has finite energy (see Re-
mark 4.4.2-(4)) hence by the removal of boundary singularities theorem of Oh [47], vR◦λ
−1
extends smoothly to D.
Next, note that by Theorem 4.8.1 we actually have ‖ξR‖1,p;αR,δ ≤ 2K‖F
′
uR
(0)‖′0,p;αR,δ .
From (42) we obtain ‖ξR‖1,p;αR,δ −−−→
R→∞
0. It follows from Proposition 4.5.1 that we also
have ‖ξR‖L∞ −−−→
R→∞
0. Clearly for R≫ 0, [vR] = [uR] = A1 + A0 ∈ H2(M,L).
We claim that forR≫ 0 we have vR(±∞) ∈W±, vR(−5R−τ∗,
1
2
) ∈W1, vR(5R+τ∗,
1
2
) ∈
W0. Indeed, since ‖ξR‖L∞ −−−→
R→∞
0 then for R≫ 0 the points vR(−∞), vR(−5R − τ∗,
1
2
),
vR(5R + τ∗,
1
2
), vR(∞) lie in arbitrarily small neighbourhoods of u1(−∞), u1(−τ∗,
1
2
),
u0(τ∗,
1
2
), u0(∞) respectively. By the definition of G±, G1, G0 (see Section 4.6) it follows
that vR(±∞) ∈W±, vR(−5R− τ∗,
1
2
) ∈W1, vR(5R + τ∗,
1
2
) ∈W0.
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Put sR = λ
−1(5R + τ∗,
1
2
) ∈ D. Then sR −−−→
R→∞
1 and (vR ◦ λ
−1, sR) ∈ M(A, J ; C(h))
for R≫ 0.
To complete the proof of the existence part of the theorem it remains to show that vR
together with the marked points (−∞, (−5R−τ∗,
1
2
), (5R+τ∗,
1
2
),∞) converges to (u1, u0)
with the marked points (−∞, (−τ∗,
1
2
)), ((τ∗,
1
2
),∞) in the Gromov topology as R →∞.
(See [32] for more details on Gromov compactness for disks.)
For this aim we have to find biholomorphisms ρ1R, ρ
0
R : Ŝ → Ŝ such that:
(v-1) vR ◦ ρ
1
R −−−→
R→∞
u1, vR ◦ ρ
0
R −−−→
R→∞
u0 uniformly on compact subsets of Ŝ \ {∞}, of
Ŝ \ {−∞} respectively.
(v-2) (ρ1R)
−1 ◦ ρ0R −−−→
R→∞
∞, (ρ0R)
−1 ◦ ρ1R −−−→
R→∞
−∞ uniformly on compact subsets of
Ŝ \ {−∞}, of Ŝ \ {∞} respectively.
(v-3) (ρ1R)
−1(−∞) −−−→
R→∞
−∞, (ρ1R)
−1(−5R− τ∗,
1
2
) −−−→
R→∞
(−τ∗,
1
2
).
(v-4) (ρ0R)
−1(∞) −−−→
R→∞
∞, (ρ0R)
−1(5R + τ∗,
1
2
) −−−→
R→∞
(τ∗,
1
2
).
To prove this define ρ1R(τ, t) = (τ − 5R, t), ρ
0
R(τ, t) = (τ + 5R, t). Clearly ρ
1
R, ρ
0
R
satisfy properties (v-2)–(v-4) above. Property (v-1) follows easily from the definition of
uR (see (16) in Section 4.5) and the fact that vR = expuR(ξR) with ‖ξR‖L∞ −−−→R→∞
0. This
concludes the proof of the existence statement in Theorem 4.1.2.

Proof of the uniqueness statement of Theorem 4.1.2. We continue to use the notation in-
troduced above in the proof of the existence part.
Let (wn, τn) ∈ M(A, J ; C(h)) be a sequence that converges with the marked points
(−∞, (−τn,
1
2
), (τn,
1
2
),∞) to (u1, u0) with the marked points (−∞, (−τ∗,
1
2
)), ((τ∗,
1
2
),∞)
in the Gromov topology. We shall prove that for every large enough n we have (wn, τn) =
(vRn , 5Rn + τ∗) for some Rn’s with Rn −−−→
n→∞
∞.
The implicit function Theorem 4.8.1 is not enough to prove this statement although
there is an extension of Theorem 4.8.1 which states that the solution x is unique among
solutions that satisfy x ∈ imageQ and x ∈ Bx0(r). In our case this would require to
prove that wn = expuRn (ξ
(w)
n ) for some ξ
(w)
n ∈ T 1,p;δuRn with ‖ξ
(w)
n ‖1,p;αRn,δ −−−→n→∞
0. Instead,
we shall prove a similar statement in the C0-topology and use the quadratic estimates of
Proposition 4.8.2 to deduce the uniqueness.
We first fix δ > 0 small enough so that all the previous estimates hold for this δ and
such that all the operators D′uR, R≫ 0, are Fredholm for this δ (see Section 4.5.1.) Note
that uR, vR, wn, all extend smoothly to Ŝ ≈ D hence they belong toW
1,p;δ for every small
enough δ > 0. (See Remark 4.4.2-(3).)
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By the definition of Gromov convergence with marked points (see e.g. [32]) we have
two sequences of biholomorphisms ϕ1n, ϕ
0
n : Ŝ → Ŝ such that:
(w-1) wn ◦ ϕ
1
n −−−→
n→∞
u1, wn ◦ ϕ
0
n −−−→
n→∞
u0 uniformly on compact subsets of Ŝ \ {∞}, of
Ŝ \ {−∞} respectively.
(w-2) (ϕ1n)
−1 ◦ ϕ0n −−−→
n→∞
∞, (ϕ0n)
−1 ◦ ϕ1n −−−→
n→∞
−∞ uniformly on compact subsets of
Ŝ \ {−∞}, of Ŝ \ {∞} respectively.
(w-3) (ϕ1n)
−1(−∞) −−−→
n→∞
−∞, (ϕ0n)
−1(∞) −−−→
n→∞
∞.
(w-4) (ϕ1n)
−1(−τn,
1
2
) −−−→
n→∞
(−τ∗,
1
2
), (ϕ0n)
−1(τn,
1
2
) −−−→
n→∞
(τ∗,
1
2
).
Define
Rn =
τn − τ∗
5
, so that 5Rn + τ∗ = τn.
We have:
• (ϕ1n)
−1 ◦ ρ1Rn(−∞) −−−→n→∞
−∞, (ϕ1n)
−1 ◦ ρ1Rn(−τ∗,
1
2
) −−−→
n→∞
(−τ∗,
1
2
).
• (ϕ0n)
−1 ◦ ρ0Rn(∞) −−−→n→∞
∞, (ϕ1n)
−1 ◦ ρ0Rn(τ∗,
1
2
) −−−→
n→∞
(τ∗,
1
2
).
A simple argument involving Mo¨bius transformations implies that
(43) (ϕ1n)
−1 ◦ ρ1Rn −−−→n→∞
1l, (ϕ0n)
−1 ◦ ρ0Rn −−−→n→∞
1l uniformly.
Moreover, it follows from (w-2) that Rn, τn −−−→
n→∞
∞.
We now have the following
Lemma 4.8.3. supz∈bS dist
(
wn(z), uRn(z)
)
−−−→
n→∞
0.
We defer the proof of this lemma to Section 4.8.3 and continue with the proof of our
theorem. By Lemma 4.8.3, for n≫ 1 there exist ξ(w)n ∈ T 1,p;δuRn with ‖ξ
(w)
n ‖L∞ −−−→
n→∞
0 such
that wn = expuRn (ξ
(w)
n ). We shall prove that ξ
(w)
n = ξRn for n≫ 1, hence wn = vRn .
We start with the observation that for n ≫ 1 the operator QRn : E
0,p;δ
uRn
⊕ E → T 1,p;δuRn
is bijective. To see this, recall that D′uRn : T
1,p;δ
uRn
→ E0,p;δuRn ⊕ E is Fredholm and its index
is µ(A1 + A0) + k− + k+ + k1 + k0 − 5 dimL which by our assumptions is 0. As D
′
uRn
is
surjective for n≫ 1 it must be bijective, hence its inverse QuRn is bijective too.
To finish the proof, we use an argument due to McDuff and Salamon (see the proof
of Corollary 3.5.6 in [44]). Put ξ′n = ξ
(w)
n − ξRn . Since QuRn is bijective we have ξ
′
n =
QuRn ◦D
′
uRn
ξ′n and F
′
uRn
(ξRn) = 0, F
′
uRn
(ξRn + ξ
′
n) = 0. By Proposition 4.7.1 there exists
a constant C4.7.1(δ) such that:
‖ξ′n‖1,p;αRn,δ ≤C4.7.1(δ)‖D
′
uRn
ξ′n‖
′
0,p;αRn,δ
(44)
≤C4.7.1(δ)‖F
′
uRn
(ξRn + ξ
′
n)− F
′
uRn
(ξRn)− dF
′
uRn
(ξRn)ξ
′
n‖
′
0,p;αRn,δ
+ C4.7.1(δ)‖
(
dF ′uRn (ξRn)−D
′
uRn
)
ξ′n‖
′
0,p;αRn,δ
.
56 PAUL BIRAN AND OCTAV CORNEA
Applying Proposition 4.8.2 to both terms of the very right-hand side of (44) we get
‖ξ′n‖1,p;αRn,δ ≤ C4.7.1(δ)C4.8.2
(
‖ξ′n‖L∞ + ‖ξRn‖1,p;αRn,δ
)
‖ξ′n‖1,p;αRn,δ(45)
≤ C4.7.1(δ)C4.8.2
(
‖ξ(w)n ‖L∞ + ‖ξRn‖L∞ + ‖ξRn‖1,p;αRn,δ
)
‖ξ′n‖1,p;αRn,δ .
Recall that ‖ξ
(w)
n ‖L∞, ‖ξRn‖L∞, ‖ξRn‖1,p;αRn,δ −−−→n→∞
0. Therefore for n≫ 1,
C4.7.1(δ)C4.8.2
(
‖ξ(w)n ‖L∞ + ‖ξRn‖L∞ + ‖ξRn‖1,p;αRn,δ
)
< 1.
It immediately follows from (45) that ‖ξ′n‖1,p;αRn,δ = 0 for n≫ 1. This completes the proof
of the uniqueness statement of Theorem 4.1.2 (modulo the proof of Lemma 4.8.3). 
4.8.3. Proof of Lemma 4.8.3. We first claim that for every a ∈ R:
sup
z∈bS[−∞,−5Rn+a]
dist
(
wn(z), uRn(z)
)
−−−→
n→∞
0,(46)
sup
z∈bS[5Rn−a,∞]
dist
(
wn(z), uRn(z)
)
−−−→
n→∞
0.(47)
Proof of (46), (47). We start with the inequality:
sup
z∈ρ1
Rn
(bS[−∞,a])
dist
(
wn(z), vRn(z)
)(48)
≤ sup
z∈ρ1
Rn
(bS[−∞,a])
dist
(
wn(z), u1 ◦ (ϕ
1
n)
−1(z)
)
+ sup
z∈ρ1
Rn
(bS[−∞,a])
dist
(
vRn(z), u1 ◦ (ρ
1
Rn)
−1(z)
)
+ sup
z∈ρ1
Rn
(bS[−∞,a])
dist
(
u1 ◦ (ϕ
1
n)
−1(z), u1 ◦ (ρ
1
Rn)
−1(z)
)
.
The last term in the right-hand side of this inequality equals
sup
z∈bS[−∞,a]
dist
(
u1 ◦ (ϕ
1
n)
−1 ◦ ρ1Rn(z), u1(z)
)
,
hence by (43) it tends to 0 as n → ∞. Similarly by (v-1) the second term in the right-
hand side of (48) tends to 0 too as n → ∞. As for the first term, due to (43) we have
ρ1Rn(Ŝ[−∞, a]) ⊂ ϕ
1
n(Ŝ[−∞, a + 1]) for n≫ 1, therefore
sup
z∈ρ1
Rn
(bS[−∞,a])
dist
(
wn(z), u1 ◦ (ϕ
1
n)
−1(z)
)
≤ sup
z∈ϕ1n(
bS[−∞,a+1])
dist
(
wn(z), u1 ◦ (ϕ
1
n)
−1(z)
)
= sup
z∈bS[−∞,a+1]
dist
(
wn ◦ ϕ
1
n(z), u1(z)
)
−−−→
n→∞
0.
It follows that
sup
z∈bS[−∞,−5Rn+a]
dist
(
wn(z), vRn(z)
)
= sup
z∈ρ1
Rn
(bS[−∞,a])
dist
(
wn(z), vRn(z)
)
−−−→
n→∞
0.
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But supz∈bS dist
(
vRn(z), uRn(z)
)
−−−→
n→∞
0, hence (46) follows. The proof of (47) is analo-
gous. This concludes the proof of (46), (47). 
In the rest of the proof we shall need to use some estimates concerning energy of pseudo-
holomorphic strips. Given a subset T ⊂ Ŝ and a pseudo-holomorphic map u defined in
a neighbourhood of T we denote by E(u;T ) =
∫
T
u∗ω the energy of u along T . We first
claim that:
lim
d→∞
lim
n→∞
E
(
wn; Ŝ[−5Rn + d, 5Rn − d]
)
= 0,(49)
lim
d→∞
lim
n→∞
E
(
vRn; Ŝ[−5Rn + d, 5Rn − d]
)
= 0.(50)
Proof of (49), (50). To prove (49), write Ed,n = E
(
wn; Ŝ[−5Rn + d, 5Rn − d]
)
. Recall
that A1, A0 ∈ H2(M,L) are the classes of the disks u1, u0 respectively. We have:
Ed,n =
∫
A1+A0
ω −E(wn; Ŝ[−∞,−5Rn + d])− E(wn; Ŝ[5Rn − d,∞])(51)
=
∫
A1+A0
ω −E(wn ◦ ϕ
1
n; (ϕ
1
n)
−1 ◦ ρ1Rn(Ŝ[−∞, d]))
−E(wn ◦ ϕ
0
n; (ϕ
0
n)
−1 ◦ ρ0Rn(Ŝ[−d,∞]))
By (43) we have for n≫ 1:
(ϕ1n)
−1 ◦ ρ1Rn(Ŝ[−∞, d]) ⊃ Ŝ[−∞, d− 1],
(ϕ0n)
−1 ◦ ρ0Rn(Ŝ[−d,∞]) ⊃ Ŝ[−d+ 1,∞].
Putting this together with (51) we obtain:
Ed,n ≤
∫
A1
ω −E(wn ◦ ϕ
1
n; Ŝ[−∞, d− 1]) +
∫
A0
ω −E(wn ◦ ϕ
0
n; Ŝ[−d+ 1,∞])
It follows from (w-1) that
lim
n→∞
Ed,n ≤ E(u1; Ŝ[d− 1,∞]) + E(u0; Ŝ[−∞,−d+ 1]),
hence limd→∞ limn→∞Ed,n = 0. This proves (49). The proof of (50) is similar. 
We shall now need the following estimate relating the “variation” of a pseudo-holomorphic
strip to its energy:
Lemma 4.8.4 (See Lemma A.6 in [32], Lemma 4.7.3 in [44]). There exist positive con-
stants δ4.8.4 = δ4.8.4(M,ω, J), C4.8.4 such that every J-holomorphic curve u : S[r1, r2]→
M with u
(
[r1, r2] × {0} ∪ [r1, r2] × {1}
)
⊂ L and with Er1,r2 = E(u;S[r1, r2]) ≤ δ4.8.4
satisfies:
sup
z,z′∈S[r1+1,r2−1]
dist
(
u(z), u(z′)
)
≤ C4.8.4
√
Er1,r2 .
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The final step in the proof of Lemma 4.8.3. In view of (46), (47), in order to prove Lemma 4.8.3
it is enough to prove the following: For every ǫ > 0 there exists a0 = a0(ǫ) and N0 = N0(ǫ)
such that for every n ≥ N0 we have:
(52) sup
z∈bS[−5Rn+a0,5Rn−a0]
dist
(
wn(z), uRn(z)
)
< ǫ.
We prove (52). Let ǫ > 0. By (49), (50) there exists a0 = a0(ǫ) and N0 = N0(ǫ) such
that for every n ≥ N0:
E
(
wn; Ŝ[−5Rn + a0 − 1, 5Rn − a0 + 1]
)
≤ min
{
δ4.8.4,
ǫ2
9C24.8.4
}
,(53)
E
(
vRn ; Ŝ[−5Rn + a0 − 1, 5Rn − a0 + 1]
)
≤ min
{
δ4.8.4,
ǫ2
9C24.8.4
}
.(54)
We have for every z ∈ Ŝ[−5Rn + a0, 5Rn − a0]:
dist
(
wn(z), uRn(z)
)
≤dist
(
wn(z), wn(−5Rn + a0,
1
2
)
)
(55)
+ dist
(
wn(−5Rn + a0,
1
2
), uRn(−5Rn + a0,
1
2
)
)
+ dist
(
uRn(−5Rn + a0,
1
2
), uRn(z)
)
.
By (53) and Lemma 4.8.4, the first term in the right-hand side of (55) satisfies:
(56) dist
(
wn(z), wn(−5Rn + a0,
1
2
)
)
<
ǫ
3
, ∀z ∈ Ŝ[−5Rn + a0, 5Rn − a0], ∀n ≥ N0.
Increasing N0 if necessary
1 we have from (46) that the second term in the right-hand side
of (55) satisfies:
(57) dist
(
wn(−5Rn + a0,
1
2
), uRn(−5Rn + a0,
1
2
)
)
<
ǫ
3
, ∀n ≥ N0.
As for the last term in the right-hand side of (55) we have:
dist
(
uRn(−5Rn + a0,
1
2
), uRn(z)
)
≤ 2 sup
z∈bS
dist
(
vRn(z), uRn(z)
)
+ dist
(
vRn(−5Rn + a0,
1
2
), vRn(z)
)
.
Recall that vRn = expuRn (ξRn) with ‖ξRn‖L∞ −−−→n→∞
0. Thus increasing N0 once more if
necessary, and by (54) and Lemma 4.8.4 we obtain
(58) dist
(
uRn(−5Rn + a0,
1
2
), uRn(z)
)
<
ǫ
3
, ∀z ∈ Ŝ[−5Rn + a0, 5Rn − a0], ∀n ≥ N0.
Substituting the estimates (56), (57), (58) in (55) proves (52), hence concludes the proof
of Lemma 4.8.3. 
1This increase may depend on a0 = a0(ǫ) which however has already been fixed.
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4.9. An auxiliary inequality. Fix p > 2. Let E → S be a vector bundle endowed with
a Riemannian metric with norm | · | and let ∇ be a metric connection on E.
Proposition 4.9.1. There exists a constant C4.9.1 such that for every W
1,p
loc -section η :
S → E and every x ∈ S
|η(x)| ≤ C4.9.1
(∫
Kx
|η|p + |∇η|p
)1/p
,
where Kx can be taken to be either S[x, x+ 1] or S[x− 1, x].
Proof. The proof for the case of a trivial vector bundle with trivial connection and stan-
dard metric is essentially contained in the proof of Lemma B.1.16 in [44]. To adapt the
proof to the case of a general connection use Remark 3.5.1 in [44]. 
5. Proof of the main algebraic statement.
This section contains the proofs of the results stated in §2. Each of the first eight sub-
sections below is focused on a part of the relations to be verified. Each such verification is
based on three steps. First, appropriate moduli spaces are defined. Then, some regularity
properties are established for these spaces along the lines in §3. Finally, by making use
of the gluing results in §4, the desired relations are deduced out of the description of the
boundary of the compactification of the moduli spaces. As many types (more than a
dozen) moduli spaces will appear in these verifications it is useful to shortly summarize
here the basic idea in the construction of all of them. Very likely, this construction will
appear quite familiar to the reader in view of the “bubble tree” description of bubbling
as it appears in [44] and, even more so, given the cluster moduli spaces as introduced in
[23]. It is obviously a construction that naturally extends that of the pearl moduli spaces
already introduced in §3.
All the moduli spaces used below consist of configurations modeled on planar trees with
oriented edges with, roughly, the following properties. Each of the edges corresponds to
a negative gradient trajectory of a Morse function. This Morse function might be defined
on L or, sometimes, might be a Morse function defined on the ambient manifold M and
more than a single Morse function can be used in the same tree. Each edge carries a
marking indicating which function is used along that edge. The orientation of the edge
corresponds to that of the negative gradient flow. The tree might have several entries but
has a single exit. The entries and the exit are the only vertices of valence one and each
of them corresponds to a critical point of the function marking the edge ending there.
Each internal vertex has a marking by a certain Maslov class and corresponds to either
a J-holomorphic disk with boundary on L or to a J holomorphic sphere in that class
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together with a number of marked points (situated on the boundary or the interior) equal
in number to the valence of the vertex. These marked points correspond to the ends of
the edges reaching the corresponding vertex so that the boundary marked points are ends
of edges labeled by functions defined on L and the interior marked points are ends of
edges labeled by functions defined on M . Depending on the valence and on the particular
moduli spaces in question, specific incidence relations describe at which explicit marked
point on the disk arrives which edge. Finally, constant J spheres and disks are allowed as
long as they are stable in the sense that, the valence of the corresponding vertex is at least
three if it corresponds to a sphere and, if this valence is two, then the vertex corresponds
to a disk with one marked point in the interior and one on the boundary. All the vertices
in this paper have valence at most 4.
 d
ε
β
α
f
f
f
g h
h
a b c
Figure 6. The functions f, g, h : L → R, a, d ∈ Crit(f), b ∈ Crit(g), c ∈
Crit(h); the three disks are of Maslov indexes, respectively, α, β and ǫ.
This general setup allows for a variety of moduli spaces but the basic rules are simple: a
differential or a morphism is defined by using moduli spaces with one entry, an operation
requires two entries, associativity requires three, the structures involving the ambient
quantum homology require some internal marked points etc.
The proofs given below are very explicit in a number of cases, in the sense that the
relevant moduli spaces are described in all detail as well as the related compactness argu-
ments. This happens for the pearl moduli spaces in §5.1 as well as for the module structure
in §5.3. In these cases the “tree” language summarized above is not explicitly used. How-
ever, this language does appear in the description of many of the other moduli spaces.
In those cases, we only generally give the relevant special incidence relations needed and
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indicate what variants of the standard arguments used in §5.1, §5.3 are necessary in the
proof.
5.1. The pearl complex. We recall that we have fixed an almost complex structure J
which is compatible with ω in the sense that ω(X, JY ) is a Riemannian metric We also
fix a Morse function f : L → R together with a metric ρ on L so that the pair (f, ρ)
is Morse-Smale. The induced negative gradient flow of f is denoted by γ. We start by
reformulating (in a slightly more general context) a definition from §3.1.
Definition 5.1.1. Given two points a, b ∈ L we consider the moduli spaceM(a, b, λ; J, f, ρ)
whose elements are objects (t0, u0, t1, u1, t2, . . . uk, tk+1), k ∈ N so that:
i. For 0 ≤ i ≤ k, ui is a non-constant J-holomorphic disk ui : (D, ∂D)→ (M,L).
ii.
∑
i[ui] = λ ∈ H2(M,L;Z).
iii. For 1 ≤ i ≤ k, ti ∈ (0,+∞), t0, tk+1 ∈ (0,+∞], so that if we put ai = ui(−1),
bi = ui(1), then γti(bi−1) = ai for all i ≤ k, moreover γtk+1(bk) = b and γ−t0(a1) = a
(of course, if t0 is infinite this means that a is a critical point of f and similarly
for tk+1).
We then let P(x, y, λ; J, f, ρ) the moduli space obtained by dividing M(x, y, λ; J, f, ρ)
by the action of the obvious reparametrization group. It is understood in the description
above that k is not fixed. As a matter of convention we also want to include in our moduli
spaces objects for k = −1: these are just the usual negative flow lines joining x to y. We
will mostly use these moduli spaces when x, y ∈ Crit(f) and in this case this definition is
coherent with that in §3.1. We will drop the decorations J, f, ρ when they are clear from
the context.
We now define
C+(L; f, ρ, J) = (Z/2〈Crit(f)〉 ⊗ Λ+, d)
with the grading induced by |x| = indf (x) for all x ∈ Crit(f) and with the differential
defined by
dx =
∑
|y|=|x|+µ(λ)−1
#Z2P(x, y, λ)yt
µ¯(λ) .
The next proposition obviously implies the main part of point i. of Theorem 2.1.1 - we
will discuss the augmentation issue at the end of the section.
Proposition 5.1.2. For a generic choice of J the map d is well defined and is a dif-
ferential. Two generic choices (f, ρ, J) and (f ′, ρ′, J ′) produce chain complexes whose
homologies are canonically isomorphic.
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The proof of this proposition occupies the rest of the section. The main ingredients are
the transversality results in §3, the gluing results in §4 as well as the Gromov compactness
theorem for holomorphic disks as described by Frauenfelder in [32].
We will use further the notation of section §3. In particular, we have:
(59) P(x, y, λ; J, f, ρ) =
⋃
k,A=(A0,...,Ak)P
Ai=λ
P(x, y,A; J, f, ρ) .
When δ = |x| − |y| + µ(λ) − 1 ≤ 1 and for a generic J , we see from Proposition
3.1.3 that the spaces P(x, y,A; J, f, ρ) are manifolds of dimension δ and, in case δ = 0,
these manifolds are already compact. By Gromov compactness there are only finitely
many sequences A = (A0, . . . , Ak) of non zero homology classes so that Ai contains a
J-holomorphic disk 0 ≤ i ≤ k and
∑
Ai = λ. This means that the sum in the definition
of the differential d is finite and so this sum is well defined. For further use we denote by
P(x, y, ∅) = P(x, y, 0; J, f, ρ) the moduli space of negative flow lines of f joining x to y.
We will also use the notaion P(x, y, (A′,A′′); J, f, ρ) introduced in §3
5.1.1. Verification of d2 = 0. Here is the main ingredient in showing that d is a differential:
Lemma 5.1.3. Fix δ = 1 and A = (A0, . . . , Ak). For a generic J , the natural Gromov
compactification P(x, y,A) is a topological 1-dimensional manifold whose boundary is
described by:
(60) ∂P(x, y,A) =
⋃
z,A=(A′,A′′)
P(x, z,A′)×P(z, y,A′′) ∪ T ∪ T ′ .
Where the terms T and T ′ are given by:
T =
⋃
A=(A′,A′′), A′,A′′ 6=∅
P(x, y,A′,A′′)
and
T ′ =
⋃
i ; Ai=A′i+A
′′
i , A
′
i,A
′′
i 6=0
P(x, y, (A0, . . . Ai−1, A
′
i), (A
′′
i , Ai+1, . . . Ak)) .
We emphasize that in the first term of formula (60), in the decomposition A = (A′,A′′)
it is possible that A′ = ∅ or A′′ = ∅.
We first remark that the lemma immediately implies d2 = 0. Indeed, notice that, by
the lemma, each term:
P(x, y,A′,A′′)
with A′ = (A0, . . . , Ai), A
′′ = (Ai+1, . . . , Ak) appears as a boundary in precisely two
moduli spaces: P(x, y, (A′,A′′)) and P(x, y, (A0 . . . , Ai−1, Ai + Ai+1, Ai+2, . . . , Ak)).
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This means that if we define:
P(x, y, λ) =
∐
P
Ai=λ
P(x, y,A) ,
then
0 = #Z2(∂P(x, y, λ)) = #Z2(
⋃
z,λ′+λ′′=λ
P(x, z, λ′)× P(z, y, λ′′))
which clearly means d2 = 0.
Proof of Lemma 5.1.3. We start by making precise the compactification P(x, y,A).
We denote by PL the space of continuous paths {γ : [0, b] → L : b ≥ 0}. We consider
the subspace Pf,ρ ⊂ PL of those paths γ : [0, b] → L which are flow lines of −∇gf
reparametrized so that f(γ(t)) = f(γ(0)) − t. We allow that one or both of the ends
of such of a flow line be a critical point of f . Exponential convergence close to critical
points insures that this choice of parametrization is continuous when defined on the usual
moduli space of negative flow lines (parametrized by time). The space Pf,ρ has a natural
compactification Pf,ρ formed by adding all broken flow lines to Pf,ρ.
We now notice that P(x, y,A) is included in:
L = Pf,ρ×M(A0, J)/G−1,1×Pf,ρ×M(A1, J)/G−1,1×· · ·Pf,ρ×M(Al, J)/G−1,1×Pf,ρ .
There is a natural compactification L of L obtained by compactifying each termM(Ai, J)
in the sense of Gromov and by replacing Pf,ρ by Pf,ρ. We take on P(x, y,A) the induced
topology and define its compactification to be the closure of this space inside L.
I. Structure of the compactification. The first part of the proof is to show that, for
δ = 1 and a generic J , if u ∈ P(x, y,A)\P(x, y,A) then u has the one of the forms
given in the right hand side of (60). It is clear that u = (γ0, u0, γ1, . . . uk, γk+1) with
ui ∈ M(Ai, J)/G−1,1, γi ∈ Pf,ρ. To proceed with the proof it is useful to reinterpret in
more combinatorial terms Propositions 3.1.3 and 3.1.6. Let P(x, y,A, s) ⊂ P(x, y,A) be
the moduli space whose definition is identical with that of P(x, y,A) except that s of
the flow lines γi are of length 0. Proposition 3.1.3 shows that, generically, if δ ≤ 1, then
dim(P(x, y,A, 0)) = δ and Proposition 3.1.6 shows that dim(P(x, y,A, 1)) = δ − 1 (both
spaces being void if the respective dimension is negative). The same argument also shows
that P(x, y,A, s) = ∅ whenever s ≥ 2.
Returning to our u ∈ P(x, y,A), denote by αi the end of γi and by βi the beginning
of γi+1. Clearly, αi, βi ∈ Image(ui). The structure of ui is described by a bubbling tree
(see [32] and [44]) which carries two marked points which are mapped to αi and βi. It
is important to notice that these two marked points are distinct but they might both lie
on a “ghost” (or constant) disk. We will denote these two marked points by −1 and +1
respectively (by a slight abuse in notation). In this tree let u−1i and u
+1
i be the two curves
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carrying −1 and +1 respectively, and consider the path of minimal length which joins the
vertices u−1i and u
+1
i . In case αi 6= βi we denote by vi the nodal curve formed by the union
of all the vertices along this path. If αi = βi we let vi be the constant map from the disk
equal to αi. We notice that vi may be assumed not to contain any sphere component.
Moreover ω(vi) ≤ ω(ui) with equality if and only if the tree is linear with u
−1
i and u
+1
i at
its ends. We notice that v = (γ0, v0, . . . vk, γk+1) ∈ P(x, y,B) where B = ([v0], . . . , [vk]).
Let li be the number of components in vi less one. Let bi be the number of breaks in γi
and let s be the number of flow lines γj which are of length 0. Our statement follows if
we show, ∀i ω(vi) = ω(ui) and
∑
li +
∑
bi + s = 1.
The key observation is that, because the components of the vi’s are disks, we may
rewrite in a unique way:
v ∈ P(x, z1,B1, s1)× . . .×P(zr, y,Br+1, sr+1)
and, in this case,
∑
sr =
∑
li + s;
∑
bi = r.
We also have
2 = δ + 1 ≥ (|x| − |z1|+ µ(B1)) + (|z1| − |z2|+ µ(B2)) + . . .+ (|zr| − |y|+ µ(Br+1))
with equality if and only if [v] = [u]. Now notice that it is not possible that r > 1 because
in that case at least one of the parenthesis in the sum above would need to be ≤ 0 which
implies that the respective space is void. We are thus left with two cases. The first is
r = 1 and (|x| − |z1| + µ(B1)) = 1, (|z1| − |y|+ µ(B2)) = 1. But this implies that s1 = 0
and s2 = 0 and [v] = [u]. The last case is r = 0. Then, as NL = 2, we obtain [v] = [u]
and, as u 6∈ P(x, y,A) we get s1 = 1.
II. Gluing. The fact that ∂P(x, y,A) is contained in the union appearing on the right
side of (60) follows from Gromov compactness combined with standard arguments from
Morse theory.
Next, we need to show that each element appearing on the right side of (60) is a
boundary point of P(x, y,A) and moreover, that each such element corresponds to a
unique end of the 1-dimensional manifold P(x, y,A) (hence P(x, y,A) is indeed a compact
manifold with boundary).
By the results in §3 we have that for a generic choice of J we have P(x, y,A) =
P∗,d(x, y,A) for all x, y, A so that |x| − |y| + µ(A) − 1 ≤ 1. This implies by standard
Morse theory that the elements in the first term of the decomposition (60) can be glued
in the obvious way. The uniqueness statement is also standard in this case.
The elements in T ′ are also seen as boundary points by first applying the results in §3 to
show that the transversality necessary for the gluing described in §4 is achieved generically
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and then gluing as there. The uniqueness statement follows too from the results in §4.
(See Corollary 4.2.1.)
Finally, we are left to deal with the elements in T . Consider one such element u =
(γ0, u0, γ1, . . . , ui, ui+1, . . . uk, γk+1) ∈ P(x, y,A
′,A′′) with A′ = (A0, . . . Ai) and A
′′ =
(Ai+1, . . . , Ak). The transversality proved in §3 implies immediately the result in this case
if p(u) = ui(+1) = ui+1(−1) 6∈ Crit(f). But, again for a generic choice of J , it follows by
inspecting the definition of P(x, y,A′,A′′) that p(u) avoids the finite set Crit(f) whenever
δ ≤ 1. 
5.1.2. Invariance. The purpose of this subsection is to show that for two generic sets of
data (J, f, ρ) and (J ′, f ′, ρ′) we can define a chain morphism
φ : C+(L; f, ρ, J)→ C+(L; f ′, ρ′, J ′)
which induces an isomorphism in homology. This morphism φ = φJ,F,G depends on
auxiliary data: a generic homotopy of almost complex structures J joining J to J ′ and
a Morse cobordism (F,G) relating (f, ρ) to (f ′, ρ′) (see [25] for the formal definition of
Morse cobordisms). Of course, all this construction is typical for invariance proofs in
Morse or Floer theories and, after defining the relevant moduli spaces, we will only sketch
the rest of the proof as there are no new transversality issues compared with the last
section and the gluing arguments are analogous to the ones before.
We now fix a smooth family of almost complex structures J = Jt, t ∈ [0, 1] so that
J0 = J and J1 = J
′. We also fix a Riemannian metric G on L× [0, 1] so that G|L×{0} = ρ
and G|L×{1} = ρ
′ as well as a Morse function H : L × [0, 1] → R so that H|L×{0}(x) =
f(x)+h (for some constant h) H|L×{1}(x) = f
′(x), (H,G) is Morse-Smale with Criti(H) =
Criti−1(f)×{0}∪Criti(f
′)×{1} and, finally, (∂H/∂t)(x, t) = 0 for t = 0, 1, (∂H/∂t)(x, t) <
0 for t ∈ (0, 1). It is easy to see how to construct such (H, J) (we refer to [25] for an
explicit such construction).
Given two critical points x ∈ Crit(f) and y′ ∈ Crit(f ′) we define the moduli space
M(x, y′, λ; J,H,G) by using a slightly modified version of Definition 5.1.1. The only
changes are listed below:
i’. The ui’s are so that for each ui there is some τi ∈ [0, 1] with ui : (D, ∂D) →
(M,L)× {τi} ⊂ (M,L)× [0, 1] and ui is Jτi-holomorphic.
iii’. The incidence relations at point iii. take place inside L × [0, 1] with the flow of
−∇GH on L× [0, 1] taking the place of the flow −∇ρ(f).
We denote by P(x, y′, λ; J,H,G) the resulting moduli space after division by the reparametriza-
tion group. By inspecting the construction and proofs in §3 it is easy to see that all the
arguments carry over when replacing the moduli spaces M(A, J) with moduli spaces
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M(A, J) which are made of disks that are Jτ -holomorphic, τ ∈ [0, 1] (and in the class
A ∈ Λ) and, for each such disk, the relevant evaluation maps take values in L×{τ}. The
key reason for this is that Lemmas 3.2.2 and 3.2.3 still apply when J is replaced with a
generic one parametric family of almost complex structures J and this implies that the
analogue of Proposition 3.1.3 remains true in this setting (the same remains true in fact
even if for higher parametric families).
The conclusion is that for a generic choice of J , H and G, if δ˜ = |x| − |y′|+ µ(λ) then,
for δ˜ ≤ 1, the moduli space P(x, y′, λ) is a manifold of dimension δ˜, is compact if δ˜ = 0
and is void if δ˜ ≤ −1. The compactification P(x, y′, λ) of P(x, y′, λ) can then be defined
as in the last section and, by the same method as there, we see that when δ˜ = 1, we have:
0 = #Z2(∂P(x, y
′, λ)) = #Z2(
⋃
z∈Crit(f),λ′+λ′′=λ
P(x, z, λ′)× P(z, y′, λ′′)) +
+ #Z2(
⋃
z′∈Crit(f ′),λ′+λ′′=λ
P(x, z′, λ′)× P(z′, y′, λ′′))(61)
where in both unions we take into account the cases when λ′ or λ′′ is null (in that case
the relevant moduli spaces are just the usual moduli spaces of Morse trajectories). Of
course, this identity also depends on a gluing argument in which J is no longer constant.
However, this is a reasonably straightforward adaptation of the argument in §4 and so,
for brevity, we will not make it explicit here.
For x ∈ Crit(f) we now put:
φJ,F,G(x) =
∑
y′∈Crit(f ′), λ ; |x|−|y′|+µ(λ)=0
#Z2(P(x, y
′, λ; J,H,G))ytµ¯(λ) .
For generic choices of the data, formula (61) implies that φJ,H,G is a chain morphism.
It is very easy to see that this chain morphism induces an isomorphism in homol-
ogy. Indeed, both the pearl complex differential and the morphism φ clearly respect
the degree filtration. Therefore, φ induces a morphism between the spectral sequences
E(φ) : E(J, f, ρ) → (E ′(J ′, f ′, ρ′) associated to the two filtered complexes C+(L; J, f, ρ)
and C+(L; J ′, f ′, ρ′). It is clear that the E0 terms in these spectral sequences only involve
moduli spaces of Morse trajectories so that E1(φ) is already an isomorphism. But this
means that H∗(φ) is an isomorphism.
The argument needed to prove that this isomorphism is canonical - while essentially
standard - is more complicated. First, we need to notice that if f = f ′, J is the constant
family Jτ = J , G is also the constant metric Gτ = ρ and H is a trivial homotopy in
the sense that H(x, t) = f(x) + h(t) for some appropriate function h : [0, 1] → R), then
φJ,H,G = id. This is easily seen because on one hand these constant choices of homotopies
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are regular and, on the other hand, the only moduli spaces appearing in the definition
of φJ.H,G which are 0-dimensional are the flow lines in L × [0, 1] which project to L on
constant paths (equal to critical points of f).
We now fix a second set of homotopies (H ′, G′, J
′
) relating (f, ρ, J) and (f ′, ρ′, J ′)
in the same way as above and we intend to show that the two morphisms φJ,H,G and
φJ
′
,H′,G′ are chain homotopic. The construction of this chain homotopy is perfectly similar
to the construction of the chain morphism φJ,H,G. We start with a Morse homotopy
F : L × [0, 1] × [0, 1] → R relating H to H ′ so that F (x, t, 0) = H(x, t) + k, F (x, t, 1) =
H ′(x, t) + k′ (with k and k′ appropriate constants) , F (x, 0, τ) and F (x, 1, τ) are trivial
homotopies (of f and of f ′, respectively). The critical points of F verify Critk(F) =
Critk−2(f)× {0, 0} ∪ Critk−1(f)× {1, 0} ∪ Critk−1(g)× {0, 1} ∪ Critk(g)× {1, 1} (see [25]
for the construction of such an F ). We also consider homotopies J˜t,τ between J and J
′
as well as G˜ between G and G′. We now define pearl type moduli spaces in the same way
as just above except that points i’ and iii’ are replaced by:
i”. The ui’s are so that for each ui there is some (ti, τi) ∈ [0, 1] × [0, 1] with ui :
(D, ∂D)→ (M,L)×{(ti, τi)} ⊂ (M,L)× [0, 1]× [0, 1] and ui is J˜ti,τi-holomorphic.
iii”. The incidence relations at point iii. take place inside L × [0, 1] × [0, 1] with the
flow of −∇G˜F on L× [0, 1]× [0, 1] taking the place of the flow −∇ρ(f).
It is easy to see that a generic choice of G˜ and J˜ suffice for the transversality required
to give the resulting moduli spaces P(x, y′; J˜ , F, G˜) a structure of manifold of dimension
|k| − |q|+µ(λ)− 1 where x ∈ Critk(F), y
′ ∈ Critq(F) and λ is the total homotopy class in
π2(M,L) of the configuration. Let ξ be the Λ
+-module morphism obtained by counting the
elements in the 0-dimensional such moduli spaces when x ∈ Critk(f) = Critk+2(F)|L×{(0,0)}
and y ∈ Critk+1(f
′) = Critk+1(F)|L×{(1,1)}. We want to remark that ξ is precisely the
wanted chain homotopy.
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The verticals in this picture correspond to L× the coordinate in the
horizontal square; F is defined on the whole cube; trivial Morse ho-
motopies are defined on the left and right vertical faces; the Morse
homotopy H is defined on the back face and H ′ is defined on the front
face.
For this we need to analyze the boundary of the compactification of the 1-dimensional
moduli spaces P(x, y′; J˜ , F, G˜) (clearly, we use here both Gromov compactness and an
appropriate variant of the gluing results in §4) and we see that the only boundary elements
which count are of four types. Indeed, in one-dimensional such moduli spaces side bubbling
is not possible and, by applying the exact same method as that used in §5.1.1 to show
d2 = 0, we see that, for generic choices of data, the only remaining terms correspond to a
pearl configuration breaking at some critical point of F . Thus there are four possibilities:
a break in z ∈ Crit(f)×{(0, 0)} - this corresponds to an element in P(x, z; J, f, ρ) followed
by one counted in ξ; a break in z′ ∈ Crit(f ′)× {(1, 0)}- this corresponds to an element in
P(x, z′; J,H,G) followed by one associated to the trivial homotopy F |L×{1}×[0,1]; a break
in z′′ ∈ Crit(f) × {(0, 1)} - this corresponds to aan elelement associated to the trivial
homotopy F |L×{0}×[0,1] followed by an element in P(z
′′, y′; J
′
, H ′, G′); finally, an element
z′′′ ∈ Crit(f ′) × {(1, 1)} which corresponds to an element counted in ξ followed by an
element of P(z′′′, y′; J ′, f ′, ρ′). Puting all of this together we obtain:
dξ + ξd = I1 ◦ φ
J,H,G + φJ
′
,H′,G′ ◦ I2
where both I1, I2 are induced by trivial homotopies. Given that trivial homotopies induce
the identity at the level of the pearl complexes we obtain the claim.
Remark 5.1.4. a. In the proof of the invariance we may avoid entirely the use of spectral
sequences by proving - again by constructing an appropriate chain homotopy - that given
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two homotopies H from f to f ′ and H ′ from f ′ to f ′′ and assuming H ′′ = H#H ′ is the
concatenated homotopy from f to f ′′, then φH
′′
is chain homotopic to φH
′
◦ φH
′′
.
b. A useful feature of the pearl complex is the following. Let f be a Morse function
on L with a single maximum, xn. Then any non-void moduli space M(xn, x;λ), |xn| −
|x| + µ(λ) ≤ 2, is of dimension at least 1 when λ 6= 0. This means that in each of the
complexes C+(L; J, f), C(L; J, f) we have dxn = 0 (similarly, it is easy to see that the
minimum of f , if it is unique, can not be a boundary in this complex). This has the
following interpretation: if L as before has the property that there exists a point p ∈ L
and some J so that no J-disk passes through p, then QH∗(L) 6= 0. Indeed, in this case,
we may assume that p is the maximum xn of some function f and that C(L; f, J) is
defined so that we know dxn = 0. If no J-disk goes through xn, then xn can not be a
boundary. Using point v. of Theorem 2.1.1 this means in particular that if HF∗(L) = 0
(for example if L is displaceable by a Hamiltonian diffeomorphism), then through each
point in L passes a J-holomorphic disk.
c. It is easy to see that Q+H∗(L) can never vanish. Indeed, assume that f is a function
with a single maximum m. In that case, as before, dm = 0 in the (positive) pearl complex
but m can never be a boundary in C+(L; f) (it obviously can be in C(L; f)).
5.1.3. Augmentation. We now want to remark that there exists a chain morphism:
ǫL,f : C
+(L; f)→ Λ+
where the differential in the target is trivial. Moreover, this morphism will be easily seen
to commute with the comparison maps constructed above so that the induced map in
homology is canonical and will be denoted by ǫL. The definition of ǫL,f is simple: it is
a Λ+-module map so that ǫL,f(x) = 0 for all x ∈ Crit(f), |x| > 0 and ǫL,f(z) = 1 for all
z ∈ Crit(f), |z| = 0. The reason this definition produces a chain morphism is similar to
the point b. in Remark 5.1.4. Indeed it is easy to see that for a minimum x0 ∈ Crit0(f) if a
moduli space P(x, x0;λ) is non-void and x 6= x0,λ 6= 0, then the dimension of this moduli
space is at least 1. Given the form of our differential it follows that a minimum can only
appear in the Morse part of the differential of a critical point. But, in that part minima
always appear in pairs (because, for a critical point of index 1 the Morse differential is
always an even sum of minima). This implies that ǫL is a chain map as claimed. To
prove the invariance of ǫL,f it is enough to notice that if φ : C
+(L; f) → C+(L; f ′) is the
morphism constructed in the last section, then we have ǫL,f ′ ◦ φ = ǫL,f . This happens
because in a way similar as above we see that a “comparison” moduli space P(x, x′0;λ)
with x′0 ∈ Crit0(f
′) x ∈ Crit(f) can be 0-dimensional and non-void only if x ∈ Crit0(f)
and λ = 0.
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5.2. The quantum product. We construct here an operation
∗ : C+k (L; f, J)⊗ C
+
l (L; f
′, J)→ C+k+l−n(L; f
′′, J)
where f ′ and f ′′ are generic small deformations of the Morse function f . To simplify
notation we will assume that the critical points of both f ′ and f ′′ coincide with those of
f . This morphism of chain complexes is defined by:
(63) x ∗ y =
∑
y,λ
#Z2(P(x, y, z;λ, J))zt
µ¯(λ),
where the moduli space P(x, y, z;λ, J) is described as:
P(x, y, z;λ, J) = {(l1, l2, l3, u) :
(l1, l2, l3) ∈ P(x, a1, λ1; f, J)× P(y, a3, λ3; f
′, J)× P(a2, z, λ2; f
′′, J) ,
u : (D, ∂D)→ (M,L) , ∂¯Ju = 0, u(e
2ikπ/3) = ak, k ∈ {1, 2, 3} ,
λ1 + λ2 + λ3 + [u] = λ } .
Here, of course, the spaces P(a, b, λ; f, J) are pearl moduli spaces which join the points a
and b in L. The sum above is taken only for those elements so that |x|+|y|+µ(λ)−|z|−n =
0 . Notice that we do allow in this description that u be the constant map.
Proposition 5.2.1. For generic choices of data, the operation defined in equation (63)
is well defined and a chain map. It induces in homology an associative product
Q+Hk(L)⊗QH
+
j (L)→ Q
+Hk+j−n(L)
which is independent of the choices made in the construction.
Proof. We start the proof by describing the moduli spaces involved in a more precise way.
We will use the notation of §3. Fix three sequences of nonvanishing homology classes:
A = (A1, A2, . . . Ak), A
′ = (A′1, A
′
2, . . . A
′
k′), A
′′ = (A′′1, A
′′
2, . . . A
′′
k′) together with another
homology class U which can also be null. We now define:
(64)
P(x, y, z,A,A′,A′′, U ; f, f ′, f ′′, J) = {(u, u′, u′′, v) ∈ P(x, a1,A)×
×P(y, a3,A
′)×P(a2, z,A
′′)×M(U, J) : ak = v(e
2πik/3), k = 1, 2, 3}
It is clear that the moduli space P(x, y, z;λ, J) is the union of the one given above when∑
Ai +
∑
A′i +
∑
A′′i + U = λ. As the notation for all these moduli spaces will rapidly
become hard to manipulate we will sometimes denote by P(64) a moduli space as defined in
equation (64). We will denote by P∗,d(64) the moduli space defined as in (64) but so that all
the J-disks involved are simple and absolutely distinct. For an element (u, u′, u′′, v) ∈ P∗,d(64)
we will call the disk v the core of the configuration.
With these notation the first part of the proof is to show that:
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Lemma 5.2.2. For a generic set of almost complex structures J we have
P(64) = P
∗,d
(64)
whenever δ′ = |x|+ |y| − |z| + µ(A+A′ +A′′ + U)− n ≤ 1.
If this is true it follows that P(64) is a manifold of dimension δ
′ when δ′ = 0, 1 and is
void when δ′ < 0. Moreover, by Gromov compactness it also follows that for δ′ = 0 this
space is compact so that the sum in (63) is well defined.
Proof of Lemma 5.2.2. This is a straightforward adaptation of Proposition 3.1.3 and
we will only indicate here the specific additional verifications that are needed in this case.
Clearly, an analogue of Proposition 3.1.6 is also needed - obviously the relevant moduli
space in this case is defined in the same way as in P(64) except that precisely one of the
edges (or flow lines of one of f , f ′ or f ′′) is required to have length 0. The dimension of
these moduli spaces is controlled by δ′− 1. To show them, Lemma 3.2.3 can be expanded
in the sense that, in the statement, the roots of order 2 of unity, +/− 1, may be replaced
with the roots of order 3 of 1 - the reason for that is, of course, that any three points on
the boundary of a pseudo-holomorphic disk may be carried by reparametrization to the
roots of order 3. Compared with the proof of Lemma 3.2.3 the only additional remark is
that the cyclic order of the three points z1, z2, z3 on the disk u
′ so that u′(zk) = u(e
2πik)
is the same as the cyclic order of the corresponding three roots of the unity on u. It
is also needed to show that, generically, we may assume that the cores of the elements
in our moduli spaces send the three roots of the unity to distinct points - this is again
a simple exercise. This argument covers the reduction to simple disks in the proof of
Proposition 3.1.3. To pursue with the reduction to absolutely distinct disks it turns
out that it is convenient to work with moduli spaces more general that those defined in
equation (64): they are again formed by (u, u′, u′′, v) except that the pearls u, u′, u′′ are
more general in the sense that along each of their edges we may use any one of the negative
gradient flows −∇f,−∇f ′,−∇f ′′. More precisely, for the definition of the (u, u′, u′′) in
the incidence relation iii. in Definition 5.1.1 anyone of these three flows may be allowed
with the assumption that, at the core, the two “entry” flow lines correspond to different
flows. To see why these more general moduli spaces are needed recall the principle behind
the reduction to absolutely distinct disks in Case 2 in §3.3 (for n ≥ 3). We assume that
some disks are not absolutely distinct for some element of our moduli space and we show
that, in this case, there exists a configuration of Maslov index lower by at least two and
with the same ends. To obtain this new configuration recall from Lemma 3.2.2 that, if
the disks are not absolutely distinct, then the image of one disk is included in that of
some other and we replace the smaller disk with the bigger one. We then argue that this
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configuration belongs to a moduli space of negative virtual dimension and strictly lower
Maslov class than the initial one and, by induction, such a configuration can not exist
which leads to a contradiction. Coming back to our moduli spaces P(64) we see that if
we assume that some disks in an element of this moduli space are not absolutely distinct,
then the reduction described in Case 2 §3.3 leads to a configuration of lower Maslov
class which does not necessarily lie in P(64) but is an element of the more general moduli
spaces introduced above. With these more general moduli spaces the reduction to simple
disks mentioned above still works without problems and, additionally, the combinatorial
argument in Case 2 in the proof of Proposition 3.1.3 also adapts in an obvious way and
this proves the statement when dim(L) = n ≥ 3. In the case n ≤ 2 it is important to
note that the only Maslov indexes involved are still 2 and 4. This allows for the last part
- valid for n ≤ 2 - of the proof of Proposition 3.1.3 to adapt to this case. 
The second step of the proof of the proposition is to show by using the previous lemma
that the operation ∗ provides a chain map. To do this we need to consider the compacti-
fication P(64) of our moduli spaces and we need to show the appropriate analogue of the
Lemma 5.1.3. Here is the statement.
Lemma 5.2.3. For x, y, z ∈ Crit(f), δ′ = 1 and a generic almost complex structure J ,
the space P (64)(x, y, z) = P(x, y, z,A,A
′,A′′, U ; f, f ′, f ′′, J) is a compact, 1-dimensional
manifold whose boundary verifies:
(65)
∂P (64)(x, y, z) = ∪x′P(x, x
′)×P(64)(x
′, y, z)
⋃⋃
∪y′P(y, y
′)× P(64)(x, y
′, z)
⋃
∪z′P(64)(x, y, z
′)× P(z′, z) ∪R ∪R′ ∪R′′
Where R assembles the terms ξ = (u, u′, u′′, v) so that one edge in one of u, u′, u′′ is of
length 0; R′ assembles the terms in which one of the disks in one of the classes Ai, A
′
j , A
′′
k
splits in two (each piece being a non-constant disk carrying two incidence points); R′′
assembles the terms in which the core splits in two (with possibly one of the pieces being
a stable ghost disk and each piece carrying two incidence points). The unions in the first
three terms are taken over all possible splittings such as to respect the homology classes
A,A′,A′′, U (these classes have been omitted in the notation).
The proof of this lemma is very similar to that of Lemma 5.1.3 so that we will omit
the details besides indicating the points where some differences occur. Of course, the
condition NL ≥ 2 is crucial in insuring that if bubbling off of some disk occurs each piece
will carry at least two incidence points. The main difference concerns the set R′′. This
set consists of configurations associated to the bubbling off of the core. It is important
to notice that as the core carries three marked points (which geometrically correspond to
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the three attachment points ai, i = 1, 2, 3) the bubbling off of a “ghost” disk has to be
allowed as long as this disk is stable.
Given this result we proceed to show that ∗ induces a chain map. For this it is enough
to show that the number of elements in ∂P(x, y, z;λ) is the same as the sum S of the
number of elements in the first three terms in (65) when A,A′,A′′, U vary such that∑
Ai +
∑
A′j +
∑
A′′k + U = λ .
Indeed, this implies that S = 0 which gives precisely the algebraic identity equivalent to ∗
being a chain map. Thus the proof is reduced to showing that each element coming from
the terms R, R′, R′′ appears twice when A,A′,A′′, U vary as above. To check this, again,
the only case which is different from the proof of Proposition 5.1.2 concerns the terms of
type R′′. But it is easy to see that the condition NL ≥ 2 insures that each element of
type R′′ can also be viewed as an element in a set of type R obtained in a configuration
with a trivial core when one of the flow lines attached to the core is of length zero. For
this argument it is useful to notice that, generically, the elements of type R′′ have the
property that if a ghost disk has bubbled off in the core then this ghost disk carries at
most two of the marked points.
Therefore, ∗ is a chain map and thus induces an operation in homology. By using the
same techniques as above combined with the invariance proof from §5.1.2 we obtain that
at the homology level this product is independent of the choices made in its definition.
Lemma 5.2.4. There exists a canonical element wL ∈ Q
+Hn(L) (resp. QHn(L)) which
is a unit with respect to the quantum cap product, i.e. wL ∗ α = α for every α ∈ Q
+H(L)
(resp. α ∈ QH(L)).
Proof. It is easy to see that we may take f ′′ = f ′ in the definition of the product as
before. Assume now that f has a single maximum, xn, and take generic J so that the
pearl complexes are defined. By Remark 5.1.4, xn is always a cycle and we will denote its
homology class by wL. Under these assumptions it is easy to see that, at the chain level,
we have xn ∗ y = y for all critical points y ∈ Crit(f
′) . This means that wL is the unit for
our product ∗.
By standard (essentially Morse-theoretic) arguments it follows that wL is indeed canon-
ical in the sense that when we change our Morse function the identification morphism φ
(described in §5.1.2) preserves that homology class. 
Remark 5.2.5. a. In view of the proof of Lemma 5.2.4 we will sometimes denote wL by
abuse of notation also as [L
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b. Let f be a Morse function with a single maximum xn. Since wL = [xn] is the
unit it follows that QH∗(L) = 0 iff xn is a boundary in C(L; f, J). Indeed, suppose that
xn = d(η) and let α be a cycle. Then we have a = xn ∗ a = (dη) ∗ a = d(η ∗ a) (see also
Remark 2.2.6 for the same statement in the context of the minimal models).
c. It is useful to note that the product described above is not commutative (even in
the graded sense) in general. See Proposition 6.2.3 in §6.2.1 for a concrete example.
The only point left to conclude the proof of Proposition 5.2.1 is that, in homology, this
product is associative.
Lemma 5.2.6. The product
∗ : Q+Hk(L)⊗Q
+Hi(L)→ Q
+Hi+k−n(L)
is associative.
Proof of Lemma 5.2.6. To prove this result some new moduli spaces need to be used.
We remark that the pearl moduli spaces P(x, y, λ) may be viewed as modeled over linear
trees (with oriented edges). Similarly, the moduli spaces P(x, y, z;λ) used to define the
product are modeled over trees with two entries and one exit (and hence with a single
vertex of valence three).
The moduli spaces needed to prove the associativity are modeled over more general
trees and we describe them rigorously now.
We consider trees T with oriented edges embedded in R× [0, 1] ⊂ R2 with three entries
lying on the line R× {1} and one exit on the line R× {0} and so that the edges strictly
decrease the y-coordinate. The vertices of the tree - except for the entries and the exit
- are labeled by elements of H2(M,L;Z) and the label of each such vertex will be called
its class. The entries are labeled in order by the three critical points x, y, z and the exit
is labeled by w. Each edge is labeled by an element of the set {1, 2, 3}. Clearly, such
a tree T has either two vertices of valence three or one vertex of valence four and each
internal vertex has a single exit. Fixing x, y, z, w ∈ Crit(f) and such a tree T we denote
the associated moduli space by PT (x, y, z, w) (the rule here is that the last critical point
is the exit; this is coherent with previous notation). An element of this moduli space
consists of a family of J-holomorphic disks one for each vertex of the tree, in the class
of that vertex, together with a family of strictly positive real numbers, one for each edge
in the tree, so that for each edge we have an incidence relation like the one in Definition
5.1.1 iii. This relates the vertices joined by the respective edge but instead of the flow
γ one might use any one of the negative gradient flows γ1 = γ, γ2 induced by −∇f
′ or
γ3 induced by −∇f
′′ so that the flow γi is used precisely when the label of the edge is
i. The incidence points are as follows: for the vertices of valence two they are the points
QUANTUM STRUCTURES FOR LAGRANGIAN SUBMANIFOLDS 75
−1,+1 so that the entry corresponds to −1 and the exit to +1; for the vertices of valence
three they are, in cyclic order, the roots of unity of order 3 so that e2iπ/3 corresponds to
the the entry at the left, e4iπ/3 corresponds to the exit, 1 corresponds to the entry on the
right; the incidence points z1, z2, z3, z4 on a disk of valence four are - in order - so that
z1, z2, z4 are the roots of unity of order 3, (z1 = e
2iπ/3), z3 is a point strictly in between z2
and z4 and z1, z3, z4 are, from left to right, the entries and z2 is the exit. All the J-disks
are stable in the sense that if a disk is trivial then it carries at least three incidence (or
marked) points and, moreover, the labeling of the edges arriving at any vertex are pairwise
distinct. Finally, a last condition is necessary in defining PT (x, y, z, w):
(66)
the labeling of the edges arriving at each vertex respects
the planar order; the label of the exiting edge equals the
smallest of the labels of the arriving edges; the edge starting in x has label 1,
the edge starting in y has label 2 and the edge starting in z has label 3.
This last condition implies that the labeling of the edges of a tree T is completely
determined by its topological type. It will be useful in the arguments below to also
consider moduli spaces defined exactly as above but without imposing condition (66).
These more general moduli spaces will be denoted by GT (x, y, z, w).
Remark 5.2.7. Notice that these more general moduli spaces have already appeared - in
the case of just two entries - in the proof of Lemma 5.2.2. Clearly, the definition described
above easily extends to trees with more entries.
The way to proceed from this point is clear: we first define moduli spaces P∗,dT (x, y, z, w)
which are as above except that all the J-disks involved are simple and absolutely distinct.
Similarly we define moduli spaces G∗,dT (x, y, z, w). By arguments similar to those in §3 and
in the proof of Lemma 5.2.2 it is not difficult to see that for n ≥ 3 and a generic choice
of almost complex structure J
GT (x, y, z, w) = G
∗,d
T (x, y, z, w)
whenever δ′′ = |x|+ |y|+ |z|+µ(T )−|w|−2n+1 ≤ 1 where µ(T ) is the sum of the Maslov
classes of all the labels of the internal vertices in T . Moreover, G∗,dT (x, y, z, w) is a manifold
of dimension δ′′. The same combinatorial arguments as in the proof of Proposition 3.1.3
case n ≤ 2 are sufficient to also show the same statement for n = 2 when NL ≥ 3. For
n = 2 and NL = 2 a more involved argument is needed because we need to consider the
case of µ(T ) = 6. In all cases, we deduce that for a generic J and δ′′ ≤ 1
(67) PT (x, y, z, w) = P
∗,d
T (x, y, z, w)
and this moduli space is a manifold of dimension δ′′.
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It is then needed to consider the compactifications PT (x, y, z, w) and establish a bound-
ary formula as in Lemma 5.2.3. We will not state this formula explicitly as it is very similar
to the ones before but we will describe the boundary terms. They are defined as the usual
elements in PT (x, y, z, w) except for precisely one modification which fits into one of the
following categories:
iT . One of the edges in T corresponds to a flow line of 0 length.
iiT . One of the disks corresponding to a vertex in T is replaced by a cusp curve with
two components (due to bubbling off); the bubbling off of a ghost disk is possible
if the vertex in question is of valence at least 3. Each of the pieces appearing in a
cusp curve carries at least two incidence points.
iiiT . One of the edges in T corresponds to a flow line which is broken once.
Notice that, in this description, the coincidence of two marked points (which clearly
may occur on a vertex of valence four) corresponds to the bubbling off of a ghost disk
and, clearly, the reason why each component in a cusp curve as in iiT carries at least two
incidence points is that NL ≥ 2 and δ
′′ ≤ 1.
The purpose of this construction is, of course, to define a chain homotopy:
ξ : C+(L; f, J)⊗ C+(L; f ′, J)⊗ C+(L; f ′′, J)→ C+(L; f, J)
so that ξ : ((− ∗ −) ∗ −) ≃ (− ∗ (− ∗ −)). The definition of ξ is clear:
ξ(x⊗ y ⊗ z) =
∑
λ, |T |=λ, w
#Z2(PT (x, y, z, w))we
λ
where the sum is over all those terms so that δ′′ = |x|+ |y|+ |z| − |w|+1− 2n+µ(λ) = 0
and the sum of all the labels of the internal vertices of T is denoted by |T |. We now use
the description of the boundary of PT (x, y, z, w) given above to justify
(68) (dξ + ξd)(x⊗ y ⊗ z) = (x ∗ y) ∗ z − x ∗ (y ∗ z) .
We let
P(x, y, z, w;λ)
be the (disjoint) union of all the spaces PT (x, y, z, w) where T runs over all the topological
types of trees so that |T | = λ . To prove (68) we start by noticing that the coefficients
of wtµ¯(λ) in this equation are in bijection with the union of the terms iiiT . Indeed, the
terms on the left in (68) correspond to those elements in which the break in the flow
line disconnects the tree so that one of the remaining pieces is a linear tree (in the sense
that it does not contain any vertex of valence three or more) and the terms on the right
correspond precisely to those elements in which the tree is broken in two parts none of
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which is linear. Thus, to finish the proof it is enough to notice that the terms of type iT
and iiT all cancel out when T varies.
For this we look at a configuration of type iT and remark that if one of the edges of T
becomes of zero length, then, generically, this configuration also appears as a configuration
of type iiT ′ corresponding to a tree T
′ so that in T ′ is obtained from T by replacing the
edge in question together with the two bounding vertices by a single vertex. The fact
that the labeling of the edges of each topological type of tree is unique is essential here
as it implies that this tree T ′ is unique. Therefore, all elements of type iT and iiT cancel
and this proves the lemma and concludes the proof of the proposition.

5.3. The quantum module structure. In this section we define an operation
∗ : Q+Hk(M)⊗Q
+Hs(L)→ Q
+Hk+s−2n(L), a⊗ x 7−→ a ∗ x,
which will make Q+H∗(L) an algebra over Q
+H∗(M).
Let h : M → R, f : L→ R be Morse functions and ρM , ρL Riemannian metrics on M ,
L. From now on we will make the following assumptions on (f, ρL) and (h, ρM ):
Assumption 5.3.1. Each of the pairs (f, ρL) and (h, ρM) is Morse-Smale and h has a
single maximum. Furthermore:
(1) For every a ∈ Crit(h) the unstable submanifold W ua is transverse to L.
(2) For every a ∈ Crit(h), x, y ∈ Crit(f), W ua is transverse to W
u
x and W
s
y .
5.3.1. The external operation. We will describe here the relevant moduli spaces very ex-
plicitly and without using the “tree” model which has been used at the end of the previous
section.
Let J ∈ J (M,ω) and A ∈ H2(M,L;Z). Define the following evaluation maps:
ev−1,1 :M(A, J)→ L× L, ev−1,0,1 :M(A, J)→ L×M × L,
ev−1,1(u) = (u(−1), u(1)), ev−1,0,1(u) = (u(−1), u(0), u(1)).
Let A = (A1, . . . , Al) be a vector of non-zero classes in H2(M,L;Z). Put
M(A, J) =M(A1, J)× · · · ×M(Al, J),
ev :M(A, J)→ L×2l, ev(u1, . . . , ul) = (ev−1,1(u1), . . . , ev−1,1(ul)).
Given x, y ∈ Crit(f) recall from previous sections the notation for the pearl moduli-spaces:
M(x, y;A, J) = ev−1(W ux ×Q
×(l−1)
f,ρL
×W sy ), P(x, y;A, J) =M(x, y;A, J)/G,
where G = G−1,1 × · · · ×G−1,1 (see figure 1).
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Now, given 1 ≤ k ≤ l define the evaluation map:
ev(k) :M(A, J)→ L
×(2k−1) ×M × L×(2l−2k+1),
ev(k)(u1, . . . , ul) = (ev−1,1(u1), . . . , ev−1,1(uk−1), ev−1,0,1(uk), ev−1,1(uk+1), . . . , ev−1,1(ul)).
Given x, y ∈ Crit(f) and a ∈ Crit(h) put
PI(a, x, y; (A, k), J) = ev
−1
(k)
(
W ux ×Q
×(k−1)
f,ρL
×W ua ×Q
×(l−k)
f,ρL
×W sy
)
/Gk,(69)
PI(a, x, y;A, J) =
l⋃
k=1
PI(a, x, y; (A, k), J),(70)
where Gk is taken here to be (G−1,1)
×k with the k’th factor replaced by the trivial group.
See figure 7. For each element u ∈ PI(a, x, y; (A, k), J) we will call the disk uk the center
of u.
a
x
y
u
1
u
k
u
l
Figure 7. An element of PI(a, x, y; (A, k), J)
Denote by Φt : L→ L, t ∈ R, the negative gradient flow of (f, ρL) (i.e. the flow of the
vector field −gradρLf). Consider the (non-proper) embedding
(L \ Crit(f))× R>0 × R>0 −֒→ L× L× L, (x, t, s) 7−→ (x,Φt(x),Φt+s(x)).
Denote the image of this embedding by Q′f,ρL ⊂ L× L× L. We will also need the subset
Qf,ρL ⊂ L× L defined by (5) in §3.1.
Let A = (A1, . . . , Al) be a vector of non-zero classes, 0 ≤ k ≤ l, x, y ∈ Crit(f) and
a ∈ Crit(h). Define the following space (see figure 8):
PI′(a, x, y; (A, k), J) =

{
(u, p) ∈ P(x, y;A, J)× (W ua ∩ L) | (uk(1), p, uk+1(−1)) ∈ Q
′
f,ρL
}
if 0 < k < l,{
(u, p) ∈ P(x, y;A, J)× (W ua ∩W
u
x ) | (p, u1(−1)) ∈ Qf,ρL
}
if k = 0,{
(u, p) ∈ P(x, y;A, J)× (W ua ∩W
s
y ) | (ul(1), p) ∈ Qf,ρL
}
if k = l.
PI′(a, x, y;A, J) =
l⋃
k=0
PI′(a, x, y; (A, k), J).
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Note that the p in (u, p) cannot be neither x nor y due to the definition of Qf,ρL .
x
a
y
u
1
u
k
u
l
Figure 8. An element of PI′(a, x, y; (A, k), J)
Remark 5.3.2. It is clear that we could as well define the space PI′(−−) as a subspace of
PI(−−) consisting of those configurations so that their center is the constant disk.
Proposition 5.3.3. Let (f, ρL), (h, ρM) be as above. There exists a second category
subset Jreg ⊂ J (M,ω) with the following properties. For every J ∈ Jreg, A as above, and
every x, y ∈ Crit(f), a ∈ Crit(h) with |a| + |x| − |y|+ µ(A)− 2n = 0 each of the spaces
PI(a, x, y;A, J), PI′(a, x, y;A, J) is a compact 0-dimensional manifold, hence a finite set.
Furthermore, each element of these spaces consists of simple and absolutely distinct disks.
The proof is given in Section 5.3.5 below.
In case |a|+ |x| − |y|+ µ(A)− 2n = 0 put:
nI(a, x, y;A, J) = #Z2PI(a, x, y;A, J), nI′(a, x, y;A, J) = #Z2PI′(a, x, y;A, J),
n(a, x, y;A, J) = nI(a, x, y;A, J) + nI′(a, x, y;A, J).
Finally, in case |a|+ |x| − |y| − 2n = 0 put n(a, x, y) = #Z2(W
u
a ∩W
u
x ∩W
s
y ).
Denote by (C∗(h), ∂
h) the Morse complex of (M ; h, ρM ) and by (C
+
∗ , d
f) the pearl com-
plex associated to (L; f, ρL, J). Define an operation:
(71) ∗ : Ck(h)⊗ C
+
q −→ C
+
q+k−2n,
by the formula
(72) a ∗ x =
∑
y
n(a, x, y)y +
∑
y,A
n(a, x, y;A, J)ytµ¯(A),
where the first sum is taken over all y ∈ Crit(f) with |a| + |x| − |y| − 2n = 0 and the
second sum over all y,A with |a| + |x| − |y| + µ(A) − 2n = 0. Note that the first sum
is the Morse theoretic interpretation of the classical cap product operation of H∗(M) on
H∗(L).
Proposition 5.3.4. The homomorphism (71) is a chain map, namely
df(a ∗ x) = ∂h(a) ∗ x+ a ∗ df(x).
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In particular it induces a well defined operation:
∗ : Q+Hk(M)⊗Q
+Hs(L)→ Q
+Hk+s−2n(L).
The proof of Proposition 5.3.4 will occupy Sections 5.3.2 – 5.3.11 below.
5.3.2. Moduli spaces related to the external operation. In order to prove Proposition 5.3.4
we will need to introduce several types of moduli spaces.
Type II. Let A be a vector of non-zero classes and 1 ≤ k ≤ l. Define the following spaces
(see figure 9):
PII1(a, x, y; (A, k), J) =
{
u ∈ P(x, y;A, J) | uk(−1) ∈W
u
a
}
,
PII2(a, x, y; (A, k), J) =
{
u ∈ P(x, y;A, J) | uk(1) ∈W
u
a
}
,
PII1(a, x, y;A, J) =
l⋃
k=1
PII1(a, x, y; (A, k), J), PII2(a, x, y;A, J) =
l⋃
k=1
PII2(a, x, y; (A, k), J).
x
a
y
ul
uku1
x
a
y
ul
uku1
Figure 9. Elements of the spaces PII1(a, x, y; (A, k), J), PII2(a, x, y; (A, k), J).
Type III. Let B′ = (B′1, . . . , B
′
l′), B
′′ = (B′′1 , . . . , B
′′
l′′) be two vectors of non-zero classes in
H2(M,L;Z). Let 1 ≤ k′ ≤ l′ and 1 ≤ k′′ ≤ l′′. PutA = (B′,B′′) = (B′1, . . . , B
′
l′, B
′′
1 , . . . , B
′′
l′′).
Define
(73)
PIII1(a, x, y; (B
′, k′),B′′, J) =
ev−1(k′)
(
W ux ×Q
×(k′−1)
f,ρL
×W ua ×Q
×(l′−k′)
f,ρL
× diag(L)×Q
×(l′′−1)
f,ρL
×W sy
)
/GIII1,
PIII2(a, x, y;B
′, (B′′, k′′), J) =
ev−1(l′+k′′)
(
W ux ×Q
×(l′−1)
f,ρL
× diag(L)×Q
×(k′′−1)
f,ρL
×W ua ×Q
×(l′′−k′′)
f,ρL
×W sy
)
/GIII2.
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Here GIII1 (respectively GIII2) is the group G
×(l′+l′′)
−1,1 with the k
′’th (respectively (l′ +
k′′)’th) component replaced by the trivial group. Finally put
PIII1(a, x, y;B
′,B′′, J) =
l′⋃
k′=1
PIII1(a, x, y; (B
′, k′),B′′, J),
PIII2(a, x, y;B
′,B′′, J) =
l′′⋃
k′′=1
PIII2(a, x, y;B
′, (B′′, k′′), J).
See figure 10.
x
a
u
′
1 u
′
k′ u
′
l′ u
′′
1
u
′′
l′′
y
x
a
u
′
1 u
′
l′
u
′′
1
u
′′
k′′
u
′′
l′′
y
Figure 10. Elements of the spaces PIII1(a, x, y; (B
′, k′),B′′, J),
PIII2(a, x, y;B
′, (B′′, k′′), J).
Type III’. Let B′ = (B′1, . . . , B
′
l′), B
′′ = (B′′1 , . . . , B
′′
l′′) be two vectors of non-zero classes.
Given x, y ∈ Crit(f) put
P(x, y;B′,B′′, J) = ev−1
(
W ux ×Q
×(l′−1)
f,ρL
× diag(L)×Q
×(l′′−1)
f,ρL
×W sy
)
/G,
where ev : M((B′,B′′), J) → L×(2l
′+2l′′) is the evaluation map from Section 5.3.1 and
G = G
×(l′+l′′)
−1,1 .
Let 0 ≤ k′ < l′. Define the following space:
PIII′1(a, x, y; (B
′, k′),B′′, J) =

{
(u′,u′′, p) ∈ P(x, y;B′,B′′, J)× (W ua ∩ L) | (u
′
k′(1), p, u
′
k′+1) ∈ Q
′
f,ρL
}
if k′ > 0,{
(u′,u′′, p) ∈ P(x, y;B′,B′′, J)× (W ua ∩W
u
x ) | (p, u1(−1)) ∈ Qf,ρL
}
if k′ = 0.
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Let 0 < k′′ ≤ l′′. Define:
PIII′2(a, x, y;B
′, (B′′, k′′), J) =

{
(u′,u′′, p) ∈ P(x, y;B′,B′′, J)× (W ua ∩ L) | (u
′
k′′(1), p, u
′
k′′+1) ∈ Q
′
f,ρL
}
if k′′ < l′′,{
(u′,u′′, p) ∈ P(x, y;B′,B′′, J)× (W ua ∩W
s
y ) | (ul′′(1), p) ∈ Qf,ρL
}
if k′′ = l′′.
Finally put:
PIII′1(a, x, y;B
′,B′′, J) =
l′−1⋃
k′=0
PIII′1(a, x, y; (B
′, k′),B′′, J),
PIII′2(a, x, y;B
′,B′′, J) =
l′′⋃
k′′=1
PIII′2(a, x, y;B
′, (B′′, k′′), J).
See figure 11.
x
u
′
1
u
′
k′ u
′
l′
u
′′
1
u
′′
l′′
a
y
x
u
′′
l′′u
′′
k′′u
′′
1
u
′
l′
u
′
1
a
y
Figure 11. Elements of the spaces PIII′1(a, x, y; (B
′, k′),B′′, J),
PIII′2(a, x, y;B
′, (B′′, k′′), J).
Proposition 5.3.5. There exists a second category subset Jreg ⊂ J (M,ω) such that for
every J ∈ Jreg the following holds:
(1) For every a, x, y and every vector A of non-zero classes with |a|+ |x|−|y|+µ(A)−
2n = 1 each of the spaces PIIi(a, x, y;A, J), i = 1, 2, is a compact 0-dimensional
manifold, hence a finite set. Moreover, every (u1, . . . , ul) in this space consists of
simple and absolutely distinct disks.
(2) For every a, x, y and every two vectors B′, B′′ of non-zero classes with |a| +
|x| − |y| + µ(B′) + µ(B′′) − 2n = 1 each of the spaces PIIIi(a, x, y;B
′,B′′, J),
PIII′
i
(a, x, y;B′,B′′, J), i = 1, 2, is a compact 0-dimensional manifold, hence a fi-
nite set. Moreover, every (u′1, . . . , u
′
l′, u
′′
1, . . . , u
′′
l′′) in this space consists of simple
and absolutely distinct disks.
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We put
nIIi(a, x, y;A, J) = #Z2PIIi(a, x, y;A, J),
nIIIi(a, x, y;B
′,B′′, J) = #Z2PIIIi(a, x, y;B
′,B′′, J),
nIIIi(a, x, y;B
′,B′′, J) = #Z2PIII′i(a, x, y;B
′,B′′, J),
whenever |a|+ |x| − |y|+ µ(A)− 2n = 1 or |a|+ |x| − |y|+ µ(B′) + µ(B′′)− 2n = 1.
5.3.3. Identities. Given a, a′ ∈ Crit(h) with |a′| = |a|−1, set n(a, a′) = #Z2(W
u
a ∩W
s
a′)/R,
i.e. the number modulo 2 of (negative gradient) trajectories of h going from a to a′.
Similarly for x, x′ ∈ Crit(f) we have n(x, x′). In order to simplify the notation we will
omit the J ’s from nI(a, x, y;A, J)’s and from the nII ’s, nIII ’s etc. Given two vectors of
non-zero classes B′ = (B′1, . . . , B
′
l′), B
′′ = (B′′1 , . . . , B
′′
l′′) write
B′#B′′ = (B′1, . . . , B
′
l′−1, B
′
l′ +B
′′
1 , B
′′
2 , . . . , B
′′
l′′).
Proposition 5.3.6. Let (f, ρL), (h, ρM ) be as above. There exists a second category subset
Jreg ⊂ J (M,ω) such that for every J ∈ Jreg, every x, y ∈ Crit(f), a ∈ Crit(h) and A
with |a|+ |x| − |y|+ µ(A)− 2n = 1 the following two identities hold:
(74)
∑
|x′|=|x|−1
n(x, x′)nI(a, x
′, y;A) +
∑
|y′|=|y|+1
nI(a, x, y
′;A)n(y′, y)+
∑
|a′|=|a|−1
n(a, a′)nI(a
′, x, y;A) +
∑
(A′,A′′)=A
|x′|=|x|+µ(A′)−1
n(x, x′;A′)nI(a, x
′, y;A′′)+
∑
(A′,A′′)=A
|y′|=|y|−µ(A′′)+1
nI(a, x, y
′;A′)n(y′, y;A′′) + nII1(a, x, y;A) + nII2(a, x, y;A)+
∑
(B′,B′′)=A
(
nIII1(a, x, y;B
′,B′′) + nIII2(a, x, y;B
′,B′′)
)
+
∑
C′#C′′=A
(
nIII1(a, x, y;C
′,C′′) + nIII2(a, x, y;C
′,C′′)
)
= 0.
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(75)
∑
|x′|=|x|−1
n(x, x′)nI′(a, x
′, y;A) +
∑
|y′|=|y|+1
nI′(a, x, y
′;A)n(y′, y)+
∑
|a′|=|a|−1
n(a, a′)nI′(a
′, x, y;A) +
∑
(A′,A′′)=A
|x′|=|x|+µ(A′)−1
n(x, x′;A′)nI′(a, x
′, y;A′′)+
∑
(A′,A′′)=A
|y′|=|y|−µ(A′′)+1
nI′(a, x, y
′;A′)n(y′, y;A′′) + nII1(a, x, y;A) + nII2(a, x, y;A)+
∑
(B′,B′′)=A
(
nIII′1(a, x, y;B
′,B′′) + nIII′2(a, x, y;B
′,B′′)
)
+
∑
C′#C′′=A
(
nIII′1(a, x, y;C
′,C′′) + nIII′2(a, x, y;C
′,C′′)
)
= 0.
Proof of Proposition 5.3.4. Let a ∈ Crit(h), x ∈ Crit(f). As we work with Z2-coefficients
we have to show that df(a ∗ x) + ∂h(a) ∗ x+ a ∗ df(x) = 0. Write
df(a ∗ x) + ∂h(a) ∗ x+ a ∗ df (x) =
∑
|y|−µ(λ)=|a|+|x|−2n−1
my,λyt
µ¯(λ), my,λ ∈ Z2.
Fix y, λ with |y| − µ(λ) = |a|+ |x| − 2n− 1. We will show below that the coefficient my,λ
of ytµ¯(λ) in this sum is 0. Note that for λ = 0 this follows from standard arguments from
Morse theory (see e.g. [58]). Therefore we assume from now on that λ 6= 0.
Take the sum of identities (74) and (75), then sum up the result over all possible vectors
A = (A1, . . . , Al) (of all possible lengths l) with
∑
Ai = λ.
First note that the summands nII1(a, x, y;A) + nII2(a, x, y;A) being present in both
identities (74) and (75) cancel out. Next, note that when summing over all possible
A’s the summands of the type nIII1(a, x, y;B
′,B′′) and nIII1(a, x, y;C
′,C′′) are in 1 − 1
correspondence: whenever the first one appears for (B′,B′′) = A the second one appears
when summing over A˜ = B′#B′′ and vice versa. The same holds for the summands of
the type nIII2, nIII′1, nIII′′2 . Thus after summing over all A’s these summands cancel out
and we obtain:
(76)
∑
A,
P
Ai=λ
( ∑
|x′|=|x|−1
n(x, x′)n(a, x′, y;A) +
∑
|y′|=|y|+1
n(a, x, y′;A)n(y′, y)+
∑
|a′|=|a|−1
n(a, a′)n(a′, x, y;A) +
∑
(A′,A′′)=A
|x′|=|x|+µ(A′)−1
n(x, x′;A′)n(a, x′, y;A′′)+
∑
(A′,A′′)=A
|y′|=|y|−µ(A′′)+1
n(a, x, y′;A′)n(y′, y;A′′)
)
= 0.
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Note that the right-hand side of identity (76) is exactly the coefficient my,λ of the term
ytµ¯(λ) in
df (a ∗ x) + ∂h(a) ∗ x+ a ∗ df(x).

5.3.4. Proof of Proposition 5.3.6. We will give two different proofs for identity (74).
The first proof is based on a natural compactification of the 1-dimensional manifolds
PI(a, x, y;A, J) when |a| + |x| − |y| + µ(A) − 2n = 1. This approach is quite straight-
forward but has the drawback that it proves identity (74) only under the assumption
that NL ≥ 3. The reason for this restriction comes from transversality issues. (As for
identity (75), this proof works well for every NL ≥ 2). In Sections 5.3.6 – 5.3.11 we will
give an alternative proof for identity (74) that works for every NL ≥ 2. This approach is
based on Hamiltonian perturbations. Although the second proof is more general we found
it worth presenting the first proof too since it is more geometric and is closer in spirit to
the theory of J-holomorphic disks.
We start with the first proof. An important ingredient in this proof is the next propo-
sition.
Proposition 5.3.7. There exists a second category subset Jreg ⊂ J (M,ω) such that for
every J ∈ Jreg, a ∈ Crit(h), x, y ∈ Crit(f) and every vector A of non-zero classes with
|a|+ |x| − |y|+ µ(A)− 2n = 1 the following holds:
(1) If NL ≥ 3 then the space PI(a, x, y; J,A) is a smooth 1-dimensional manifold.
Moreover every (u1, . . . , ul) in this space consists of simple and absolutely distinct
disks.
(2) If NL ≥ 2 then the space PI′(a, x, y; J,A) is a smooth 1-dimensional manifold.
Moreover every (u1, . . . , ul) in this space consists of simple and absolutely distinct
disks.
We defer the proof of this proposition to Section 5.3.5. Note that statement (1) of
Proposition 5.3.7 assumes NL ≥ 3.
Proof of Proposition 5.3.6. We start with identity (74). For brevity we omit the J from
the notation of the moduli spaces PI etc.
By Proposition 5.3.7 the space PI(a, x, y;A) is a 1-dimensional manifold. We claim
that it admits a compactification, in the Gromov topology, into a compact 1-dimensional
manifold with boundary PI(a, x, y;A) whose boundary points consists of the following
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disjoint union:
(77)
∂PI(a, x, y;A) = PI(a, x, y;A) \ PI(a, x, y;A) =( ⋃
|x′|=|x|−1
P(x′, y)×PI(a, x
′, y;A)
) ∐( ⋃
|y′|=|y|+1
PI(a, x, y
′;A)× P(y′, y)
) ∐
( ⋃
|a′|=|a|−1
P(a, a′)× PI(a
′, x, y;A)
) ∐
( ⋃
(A′,A′′)=A
|x′|=|x|+µ(A′)−1
P(x, x′;A′)× PI(a, x
′, y;A′′)
) ∐
( ⋃
(A′,A′′)=A
|y′|=|y|−µ(A′′)+1
PI(a, x, y
′;A′)× P(y′, y;A′′)
) ∐
PII1(a, x, y;A)
∐
PII2(a, x, y;A)
∐
⋃
(B′,B′′)=A
(
PIII1(a, x, y;B
′,B′′)
∐
PIII2(a, x, y;B
′,B′′)
) ∐
⋃
C′#C′′=A
(
PIII1(a, x, y;C
′,C′′)
∐
PIII2(a, x, y;C
′,C′′)
)
.
Note that this immediately proves identity (74) since the number of points in ∂PI(a, x, y;A)
is on the one hand exactly the left-hand side of the identity (74) while on the other hand
the number of boundary points of a compact 1-dimensional manifold is always even.
We turn to proving (77). We claim that the boundary ∂PI(a, x, y;A) is included in
the union that appears in (77). To see this let u(n) = (u
(n)
1 , . . . , u
(n)
l ) be a sequence of
elements in PI(a, x, y;A). By compactness there exists a subsequence, still denoted by
u(n) that converges in the Gromov topology. Assume by contradiction that the limit of
this subsequence is not an element of the spaces in the right-hand side of (77). With-
out loss of generality we may assume that the whole sequence u(n) lies in the space
PI(a, x, y; (A, k), J) for the same 1 ≤ k ≤ l. (See (69) for the definition of this space). As
u(n) does not converge to an element of the right-hand side of (77) one of the following
occurs for the limit of u(n):
(1) More than one breaking occurs at the gradient trajectories involved in the defini-
tion of PI(a, x, y;A).
(2) More than two gradient trajectories connecting two consecutive disks in u(n) shrink
to a point.
(3) Bubbling of a J-holomorphic sphere occurs at a point on one of the disks in u(n).
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(4) Bubbling of a holomorphic disk occurs at a point p 6= −1, 1 on the boundary of
one of the disks u
(n)
j . See figures 12, 13.
(5) Bubbling of a holomorphic disk occurs at a point p = −1 or p = 1 but the marked
point p corresponds in the limit to the attaching point of the two bubble disks.
(6) u(n) converges in the Gromov topology to a configuration of disks with at least
two disks bubbling.
(7) A combination of the above.
Possibilities (1),(2),(3) and (6) can be ruled out by a dimension count. Indeed, using the
techniques of section 3 (See also Section 5.3.5 below) it follows that for generic J each
of the configurations in (1),(2),(3) and (6) must have negative dimension, hence cannot
occur. We turn to possibility (4). Assume first that j 6= k, i.e. the bubbling occurs in one
of the disks that is not connected to the gradient trajectory going from a ∈ Crit(h) (See
figure 12.) It follows that one of the components of the limit is an element of PI(a, x, y;A
′)
for some A′ with µ(A′) ≤ µ(A)−NL. Again, the techniques of section 3 and a dimension
computation show that this configuration has negative dimension, hence impossible for
generic J . Finally, assume that j = k. Recall that u
(n)
k (0) ∈ W
u
a for every n. Note
that the points −1, 0, 1 ∈ D lie on the same hyperbolic geodesic. Since the conformal
structure of the disks is preserved when passing to limits in the Gromov topology, the
marked points −1, 0, 1 on u
(n)
k must converge to the same bubble disk. (Thus the right-
hand side of figure 13 is impossible.) It follows that one of the components of the limit of
u(n) is an element of PI(a, x, y;A
′) for some A′ with µ(A′) ≤ µ(A) − NL and we arrive
at contradiction as before (See the left-hand side of picture 13.) This rules out possibility
(4). Possibility (5) is ruled out in a similar way. Finally, possibility (6) is ruled out by a
combination of the above arguments.
x
a
y
u
1
1
u
1
k
u
1
j
u
1
l
Figure 12. Limit u∞ of u(n) in possibility (4) with j 6= k.
Finally we have to prove the following statement:
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Figure 13. Possibility (4) for j = k.
5.3.8. Every point in the spaces from the right-hand side of (77) is indeed a limit of a
sequence of elements from PI(a, x, y;A). Moreover every such element corresponds to
exactly one end of the 1-dimensional manifold PI(a, x, y;A).
We start with the spaces appearing in the first 6 lines of the union on the right-hand
side of (77). In each of these 6 cases, Statement 5.3.8 follows from general transversality
arguments and gluing theorems in the framework of Morse theory. (In each of these
cases one has to add boundary components to the submanifold Qf,ρL to include either a
breaking of a gradient trajectory or to add parts of diag(L \ Crit)(f) to Qf,ρL and then
make the suitable evaluation maps transverse to this enlarged manifold with boundary).
Finally, it remains to prove Statement 5.3.8 for elements from PIIIi(a, x, y;C
′,C′′), i =
1, 2, where C′#C′′ = A. This follows from the gluing procedure described in Section 4.2.2
(see Corollary 4.2.2 there). Note that we need here both the existence and uniqueness
results of Corollary 4.2.2.
We now turn to the proof of identity (75). The proof is very similar to the proof
of the identity (74), but there are two slight changes. First of all, we are using now
statement (2) of Proposition 5.3.7 which assumes only NL ≥ 2 and therefore the proof
works well for every NL ≥ 2. The second change is when |a| = 2n. In this case the spaces
PI′(a, x, y; (A, k)), for k = 0 and k = l have additional boundary points. Indeed, we may
have a sequence (u(n), pn) ∈ PI′(a, x, y; (A, 0)) with pn → x as n→∞. Similarly we may
have (u(n), pn) ∈ PI′(a, x, y; (A, l)) with pn → y as n → ∞. Therefore the boundary of
PI′(a, x, y;A) contains the following additional points:
(78)
(
P(x, y;A)× {x}
) ∐(
P(x, y;A)× {y}
)
.
As before, standard transversality arguments show that all the points in (78) can indeed
be realized as boundary points of PI′(a, x, y;A) and that each of them corresponds to
exactly one end of this 1-dimensional manifold.
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Note that since |a| = 2n we have |x| − |y|+ µ(A) = 1 hence P(x, y;A) is a finite set.
Finally note that the number of points appearing in (78) is even (due to our assumption
that h has a single maximum) hence their appearance will not change our identity. 
5.3.5. Proof of Propositions 5.3.3, 5.3.5 and 5.3.7.
Proof of Proposition 5.3.3. Denote by P∗,dI (a, x, y;A, J) ⊂ PI(a, x, y;A, J) the subspace
of sequences of disks that are simple and absolutely distinct. By standard arguments, for
generic J this space is a smooth manifold of dimension 0. We claim thatP∗,dI (a, x, y;A, J) =
PI(a, x, y;A, J).
The main idea is that the dimension of a configuration of disks in PI(a, x, y;A, J) that
is not simple or not absolutely distinct is negative, hence such configurations cannot occur
for generic J . Most of the arguments are very similar to those appearing in Section 3
therefore we will only give an outline of the proof explaining how to adjust the arguments
from Section 3 to work in the present situation.
As in Section 3 we separate the proof to the cases n = dimL ≥ 3 and n = dimL ≤ 2.
We start with n ≥ 3. The proof in this case can be carried out in a similar way to the
proof of Proposition 3.1.3 from Section 3, with Lemmas 3.2.2 and 3.2.3 being the main
tools. The only adjustment needed is when applying Lemma 3.2.3 to the k’th disk in
u = (u1, . . . , ul) where u ∈ PI(a, x, y; ((A), k), J). Indeed, suppose (by contradiction)
that uk is not simple. Then by Lemma 3.2.3 we obtain a new disk u
′
k with the same image
as u, with u′k(−1) = uk(−1), u
′
k(1) = uk(1) and µ[u
′
k] ≤ µ([uk]) − NL, but we cannot
assume that u′k(0) = uk(0) anymore. Therefore the sequence of disks u
′ obtained from
u by replacing uk by u
′
k is not necessarily an element of PI(a, x, y;A
′, J), where A′ is
the vector of classes of u′. However, Lemma 3.2.3 still implies that there exists a point
p ∈ Int (D) such that u′k(p) = uk(0) ∈ W
u
a . Consider the space of disks v = (v1, . . . , vl)
in P(x, y;A′, J) with the additional condition that there exists a point q ∈ Int (D) with
vk(q) ∈W
u
a . A simple computation shows that the dimension of this space is
|a|+ |x| − |y| − 2n+ µ(A′) + 1 ≤(79)
|a|+ |x| − |y| − 2n+ µ(A)−NL + 1 = −NL + 1 < 0.
On the other hand u′ belongs to this space, a contradiction. It remains to show that the
disks present in the configurations of PI(a, x, y;A, J) are also absolutely distinct. Under
the assumption n ≥ 3 we may apply Lemma 3.2.2. Assuming that two disks u1 and
u2 in a configuration u ∈ PI(a, x, y;A, J) are not absolutely distinct, this result allows
us to eliminate the “smallest” of the two disks - say u1 - by u2 thus reducing the total
energy of the configuration. It is easy to see that this replacement can always be done
in such a way that the resulting object u′ is still modeled on a tree. However, it is also
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easy to notice that u′ might not be in any of the spaces P−(a, x, y;A
′, J) but only in a
more general type of moduli space. These moduli spaces consist of configurations modeled
on a tree with two entries and one exit - as before - so that one of the entering edges
corresponds to a flow line of h, all the other edges are flow lines of f and the vertex of
valence three can be the end of the flow line of h or, in contrast to the cases described
before, it is also allowed to have its two entering edges correspond to flow lines of f . To
achieve transversality, an important point is to notice that if the attaching points of the
two entering edges happen to coincide in this last case, then the respective configuration
can be rewritten as an element of the same type of moduli space only modeled on a tree
in which one of these edges (the shortest one) is eliminated and a new vertex of valence
three is introduced. This vertex corresponds to a ghost (or constant) disk to which one
of the branches of the tree is attached by an edge of length 0. Now we apply the proof
before to first show that the disks present in these configurations are all simple for those
moduli spaces whose virtual dimension is 0 or 1 and then we notice that the replacement
argument before allows to show by recurrence on total energy that the disks are also
absolutely distinct for a second category subset of J ’s in the same range of dimensions.
The condition NL ≥ 3 is used again in the “replacement” argument as in this process the
incidence condition for the flow line of h with the center of the disk at its end might not
be preserved.
We now turn to the case n = dimL = 2. Since |a|+ |x| − |y| − 2n+ µ(A) = 0 we must
have µ(A) ≤ 6. Therefore the number of disks l in an element of PI(a, x, y;A, J) is ≤ 3.
Consider the case l = 1 first. We have to show that for generic J every J-holomorphic
disk u with u(−1) ∈W ux , u(1) ∈W
s
y , u(0) ∈W
u
a and with |a|+ |x| − |y| − 2n+ µ(A) = 0
must be simple.
Suppose by contradiction that u is a J-holomorphic disk as above which is not simple.
Applying Theorem 3.2.1 we obtain domains D1, . . . ,Dr ⊂ D and J-holomorphic disks
v1, . . . , vr through which u factors on each of the domains Di. Denote by mi the degree of
the map πi : Di → D for which ui|Di = vi ◦ πi. As NL ≥ 2 and µ(A) ≤ 6 we have r ≤ 3.
Case 1. l = 1, r = 3. In this case we have three simple disks v1, v2, v3 each of them with
Maslov number 2. In this case µ(A) = 6 and m1 = m2 = m3 = 1. By assumption we have
|x| − |y| = −2− |a| ≤ −2. We may assume that u(−1) 6= u(1) (for otherwise by omitting
u we obtain a negative gradient trajectory of f going from x to y which is impossible).
Assume first that the three disks v1, v2, v3 are absolutely distinct. Note that there
are several possibilities as to how the three points −1, 0, 1 are distributed among the
domains D1,D2,D3. In case the points −1, 1 lie in the same domain, say D1 we can
omit the other two disks v2, v3 and after reparametrizing v1 obtain an element of the
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space P∗,dI (x, y;B) where µ(B) = 2. Note that this is impossible since the dimension
of this space is |x| − |y| + µ(B) − 1 ≤ −1. Therefore we assume that −1, 1 lie in
different domains, say −1 ∈ D1, 1 ∈ D2. If the point 0 lies in interior of D1 then after
reparametrizing v1 we may assume that v1(−1) ∈ W
u
x , v1(0) ∈ W
u
a . On the other hand,
a simple computation shows that the space of such disks (with µ = 2) has dimension
|x|+ |a| − 2. But |x|+ |a| − 2 = −4+ |y| < 0. A contradiction. A similar argument shows
that it is impossible for 0 to lie on the boundary of D1. The same arguments applied to
v2 show that it is impossible for 0 to lie neither in IntD2 nor on the boundary of this
domain. We are left with the case 0 ∈ IntD3. Note that the boundary of D3 must have
a non-trivial intersection with the boundary of at least one of the domains D1, D2. (In
fact this intersection must be at least 1-dimensional.) Without loss of generality assume
that such an intersection occurs with the boundary of D1.
Reparametrizing v1, v3 we may assume that v1(−1) ∈ W
u
x , v3(0) ∈ W
u
a and v1(1) =
v3(−1). Put B
′ = [v1], B
′′ = [v3]. It follows that the space{
(w′, w′′) ∈M(B′, J)/G−1,1 ×M(B
′′, J)
∣∣∣w′(−1) ∈W ux , w′′(0) ∈W ua ,(80)
w′(1) = w′′(−1), (w′, w′′) are simple and absolutely distinct
}
is not empty. On the other hand a simple computation shows that the dimension of this
space is |x|+ |a| − 1 = −3 + |y| < 0, a contradiction.
Remark 5.3.9. It is worth noting that the pair (v1, v3) in fact gives rise to a 1-parametric
family of elements in the space in (80) since the boundary of at least one of the domains
D1, D2 must intersect the boundary of D3 along a 1-dimensional piece. Therefore there
is a 1-parametric family of reparametrizations of (v1, v3) which lies in the space in (80).
Here we have not used this fact as we got contradiction by showing that the dimension of
this space is negative. However, this observation can used to rule out other configurations
below.
This concludes the proof of case 1 when v1, v2, v3 are absolutely distinct. It remains to
deal with the case when these three disks are not absolutely distinct. Again, there are
several subcases to be considered:
• v1(D) ⊂ v2(D) ∪ v3(D) but v2, v3 are absolutely distinct.
• v1(D), v2(D) ⊂ v3(D).
In each of these two subcases one has to deal with all possible distribution of the three
points −1, 0, 1. Ruling out these possibilities is made by similar arguments to the above
and we will not give the details here.
92 PAUL BIRAN AND OCTAV CORNEA
Case 2. l = 1, r = 2. Here we have two simple disks v1, v2 and two multiplicities m1, m2.
As µ(A) ≤ 6 we may assume that one of the following holds:
• µ([v1]) = 2, m1 = 1, µ([v2]) = 2, m2 = 1; µ(A) = 4, |a|+ |x| − |y| = 0.
• µ([v1]) = 2, m1 = 1, µ([v2]) = 2, m2 = 2; µ(A) = 6, |a|+ |x| − |y| = −2.)
• µ([v1]) = 2, m1 = 1, µ([v2]) = 4, m2 = 1; µ(A) = 6, |a|+ |x| − |y| = −2.)
Again, by arguments similar to those used above one can extract in each of these three
cases a configuration which has negative dimension, hence deduce that it cannot occur
for generic J .
Case 3. l = 1, r = 1. In this case the disk u is multiply covered, say with multiplicity
m ≥ 2. We denote by v its reduction. By assumption |a| + |x| − |y| = 4−mµ([v]) ≤ 0.
First note that u(−1) 6= u(1) for otherwise we would get a negative gradient trajectory
of f going from x to y which is impossible since |x| ≤ |y|. Let p′, p′′ ∈ ∂D be points such
that v(p′) = u(−1), v(p′′) = u(1). As p′ 6= p′′ we can reparametrize v so that v(−1) ∈W ux ,
v(1) ∈W sy . Let q ∈ D a point such that v(q) ∈W
u
a (note that we cannot assume anymore
that q = 0). Put B = [v]. Assume first that q ∈ IntD. Then (v, q) belongs to the space
{(w, p) ∈
(
M∗(B, J)× IntD
)
/G−1,1 | w(−1) ∈W
u
x , w(p) ∈W
u
a , w(1) ∈W
s
y }.
On the other hand a simple computation shows that the dimension of this space is:
−3 + |x|+ |a| − |y|+ µ(B) = 1− (m− 1)µ(B) < 0,
where the last inequality follows from m ≥ 2, µ(B) ≥ 2. A contradiction. This concludes
the proof for the case l = 1.
The remaining cases are l = 2, 3. The proofs for these cases are again similar to the
preceding ones hence we omit the details. Let us only list the variety of configurations
needed to be ruled out. In the case l = 2 we have two disks u1, u2 and there are four
possibilities to be ruled out:
(1) u1 is simple with µ([u1]) = 2. µ([u2]) = 4 and u2 is double covered.
(2) u1 is simple with µ([u1]) = 2. µ([u2]) = 4 and u2 can be decomposed into two
simple disks v′2, v
′′
2 each with µ = 2.
(3) u1, u2 are both simple with µ([u1]) = 2, µ([u2]) = 4, but u1(D) ⊂ u2(D).
(4) u1, u2 are both simple with µ(u1) = µ(u2) = 2 but u1, u2 are not absolutely distinct,
i.e. u1(D) ⊂ u2(D) or u2(D) ⊂ u1(D).
Finally, in case l = 3 we have three disks with µ([u1]) = µ([u2]) = µ([u3]) = 2 hence
they are all simple. In this case one has to rule out the possibility that they are not
absolutely distinct. This concludes the proof for the case n = dimL = 2.
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Finally, in case n = dimL = 1 there is nothing to prove. Indeed, the assumption
|a| + |x| − |y| − 2n + µ(A) = 0 implies that we have µ(A) ≤ 3 hence every element
u ∈ PI(a, x, y;A, J) consists of exactly one simple disk.
Next, we turn to compactness of the space PI(a, x, y;A, J) (under the assumption
|a| + |x| − |y| − 2n + µ(A) = 0). The main argument is again a combination of Gromov
compactness theorem with a dimension count. One lists all the possible limits, in the
Gromov topology, of sequences u(n) ∈ PI(a, x, y;A, J) as in (77). (As in the proof of
Proposition 5.3.6 one first has to show that none of the possibilities (1)-(7) listed there
can appear.) Then using the same methods as above one shows that under the assumption
|a|+ |x|−|y|−2n+µ(A) = 0 all the elements in the spaces appearing in the spaces in (77)
are simple and absolutely distinct. Finally, a dimension computation shows that when
|a|+ |x|− |y|−2n+µ(A) = 0 all these spaces have negative dimension hence empty. This
completes the proof of the statement on compactness, hence the proof Proposition 5.3.3
for the space PI(a, x, y;A, J).
The proof for the space PI′(a, x, y;A, J) is similar (and in fact simpler since all disks
in this space have only two marked points). 
The proof of Proposition 5.3.5 is similar to the proof of Proposition 5.3.3, hence we
omit it.
Outline of proof of Proposition 5.3.7. The proof goes along the same lines as the proof
of Proposition 5.3.3 with one main difference for the space PI(a, x, y;A, J). While in
Proposition 5.3.3 we had the assumption |a| + |x| − |y| + µ(A) − 2n = 0 now we have
|a| + |x| − |y|+ µ(A)− 2n = 1. This is the reason that we have to assume that NL ≥ 3
rather than just NL ≥ 2. The point is that when NL = 2 non-simple disks might appear in
PI(a, x, y;A, J) but not for NL ≥ 3. For example, the computation of dimension in (79)
gives us in the present situation:
|a|+ |x| − |y| − 2n+ µ(A′) + 1 ≤
|a|+ |x| − |y| − 2n+ µ(A)−NL + 1 = −NL + 2.
In order for this number to be negative we need NL ≥ 3.
The rest of the proof continues in an analogous way to the proof of Proposition 5.3.3. 
5.3.6. A more general proof for identity (74) of Proposition 5.3.6. Below is an alternative
proof of identity 5.3.6 which works under the more general assumption NL ≥ 2.
This approach consists of the following 3 steps.
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Step 1. We perturb the Cauchy-Riemann equation to a non-homogeneous equation
by adding a perturbation term H (generated by Hamiltonian functions). The perturba-
tion procedure is applied to elements of the spaces PI ,PIIi,PIIIi in the following way. In
each element of these spaces, which is a chain of disks, we perturb only the single disk
in the chain which has 3 marked points. All the other disks in the chain are left un-
perturbed hence remain J-holomorphic. The result of this procedure is “perturbations”
PI(−, H),PIIi(−, H),PIIIi(−, H) of the original spaces PI ,PIIi,PIIIi.
Step 2. By counting the number of points in these spaces we obtain “perturbed”
versions nI(−, H), nIIi(−, H), nIIIi(−, H) of the numbers nI(−), nIIi(−), nIIIi(−). The
advantage of the above perturbations is that now it is easy to achieve transversality for the
perturbed disk (without any simplicity requirements). Therefore, by similar arguments
to those from the older proof of identity (74) we conclude that identity (74) holds (for
NL ≥ 2) with the nI , nIIi, nIIIi’s replaced by their perturbed analogues.
Step 3. Finally, we prove that for small enough perturbationsH the numbers nI(−, H),
nIIi(−, H), nIIIi(−, H) coincide with the numbers nI(−), nIIi(−), nIIIi(−) hence iden-
tity (74) in fact holds in its original form.
We now turn to the implementation of the proof.
5.3.7. Hamiltonian perturbations. Here we briefly summarize the necessary ingredients
from the theory of Hamiltonian perturbations that will be needed later. The material
of this section is mostly based on [3, 44]. We refer the reader to these texts for the
foundations and more details.
Let H ∈ Ω1(D,C∞0 (M)) be a 1-form on the disk D with values in C
∞
0 (M). If (s, t) are
coordinates on D we can write H as
H = Fds+Gdt
for some compactly supported smooth functions F,G : D ×M → R. Denote by prM :
D × M → M , prD : D × M → D the projections. We write Fs,t(x) = F (s, t, x) and
Gs,t(x) = G(s, t, x). Define the following 2-form on D ×M :
ω˜H = pr
∗
Mω − dH = pr
∗
Mω − d
′F ∧ ds− d′G ∧ dt+ (∂tF − ∂sG)ds ∧ dt,
where d′ stands for exterior derivative in the M-direction. Henceforth we will work with
H ’s that have the following additional property:
(81) ω˜H |T (∂D×L) = 0.
We denote by H the space of all H satisfying (81).
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Note that the form ω˜H may be degenerate however for κ > 0 large enough the form
(82) ω˜H,κ = ω˜H + pr
∗
D(κ ds ∧ dt)
is symplectic and ∂D × L is still Lagrangian with respect to it. How large should κ be
taken for this purpose is determined by the curvature function RH : D ×M → R:
RH(s, t, x) = ∂sG− ∂tF + {Fs,t, Gs,t},
where {·, ·} is the Poisson bracket on (M,ω). A simple calculation (see [44, 3]) shows that
if κ > RH(s, t, x) for every (s, t, x) ∈ D ×M then ω˜H,κ is symplectic.
Let XFs,t be the Hamiltonian vector field corresponding to the function Fs,t. Put
XF (s, t, x) = XFs,t(x), (s, t, x) ∈ D ×M . Similarly we have Gs,t, XGs,t and XG(s, t, x).
Given an ω-compatible almost complex structure J on M , consider the following elliptic
boundary value problem:
(83)

u : (D, ∂D)→ (M,L)∂su+ J(u)∂tu = −XF (s, t, u)− J(u)XG(s, t, u)
Solutions u of this equation will be called (J,H)-holomorphic disks. We denote by
M(A, J,H) the space of (J,H)-holomorphic disks u with u∗([D]) = A ∈ H2(M,L;Z).
As noted by Gromov [36] solutions of (83) are in 1-1 correspondence with J˜-holomorphic
disks in D ×M for some J˜ . To describe this correspondence define the following endo-
morphism J˜H : T (D ×M)→ T (D ×M):
(84) J˜H =

 0 −1 01 0 0
JXF −XG JXG +XF J

 .
Proposition 5.3.10 (See [44]). (1) J˜H is an almost complex structure on D × M .
Moreover, if κ > RH(s, t, x) for every (s, t, x) ∈ D×M then J˜H is compatible with
ω˜H,κ.
(2) u : (D, ∂D)→ (M,L) is a solution of (83) if and only if its graph u˜ : (D, ∂D)→
(D ×M, ∂D × L) defined by u˜(z) = (z, u(z)) is J˜H-holomorphic.
(3) There exists a subset Hreg ⊂ H of second category such that for every H ∈ H and
every A ∈ H2(M,L;Z) the spaceM(A, J,H) is either empty or a smooth manifold
of dimension n + µ(A).
Remark 5.3.11. (1) In contrast to the case of genuine J-holomorphic disks, (J,H)-
holomorphic disks in the class 0 ∈ H2(M,L;Z) are not constant for general H .
Thus we may have a (non-constant) (J,H)-holomorphic disk u with ω([u]) = 0.
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(2) In contrast to the case of genuinely J-holomorphic disks we do not have to require
the (J,H)-holomorphic disks to be simple in order forM(A, J,H) to be a smooth
manifold. See [44] for more details.
Given c > 0 put
(85) Hc = {H ∈ H | RH(s, t, x) ≤ c, ∀ (s, t, x) ∈ D ×M}.
Define
AL = inf{ω(A) | A ∈ π2(M,L), ω(A) > 0}.
Note that when L is monotone the inf is attained and AL > 0.
Proposition 5.3.12. Suppose L ⊂ (M,ω) is monotone. Let c < AL
π
and H ∈ Hc. Then
for every (J,H)-holomorphic disk u we have ω([u]) ≥ 0 and µ([u]) ≥ 0.
Proof. Pick c < κ < AL
π
. Then the form ω˜H,κ is symplectic and J˜H is compatible with
it. Let u : (D, ∂D) → (M,L) be a (J,H)-holomorphic disk and let u˜ = (z, u(z)) be its
graph. Then u˜ is a non-constant J˜H-holomorphic disk with boundary on ∂D × L hence
0 < ω˜H,κ([u˜]) = ω([u]) + πκ.
It follows that ω([u]) > −πκ > −AL, hence ω([u]) ≥ 0. The statement on µ follows from
monotonicity. 
5.3.8. Compactness. Let uν be a sequence inM(A, J,H). Then either there exists a C
∞-
convergent subsequence or there exists a subsequence uνk that converges in the sense of
Gromov to a bubble tree consisting of maps v0, v1, . . . , vl : (D, ∂D)→ (M,L), w1, . . . , wr :
CP 1 → M , where v0 is (J,H)-holomorphic, v1, . . . , vl, w1, . . . , wr are J-holomorphic, at
least one of l, r is ≥ 1 and [v0] + [v1] + . . .+ [vl] + j∗[w1] + . . .+ j∗[wr] = A ∈ H2(M,L;Z).
Here j∗ : H2(M ;Z) → H2(M,L;Z) is the natural homomorphism. The root of the tree
can be thought of as v0.
The relation to Gromov’s compactness theorem for genuine pseudo-holomorphic disks
can be understood as follows. Let u˜ν : (D, ∂D) → (D × M, ∂D × L) be the sequence
of J˜H-holomorphic disks obtained as graphs of the uν ’s. Note that [u˜ν ] = [D] + A ∈
H2(D ×M, ∂D × L;Z) for every ν. If uν does not have a C∞-convergent subsequence
then by Gromov compactness theorem there exists a subsequence u˜νk which converges in
the Gromov topology to a bubble tree consisting of J˜H-holomorphic disks v̂0, . . . , v̂l and
J˜H-holomorphic spheres ŵ1, . . . , ŵr such that [v̂0]+ [v̂1]+ · · ·+[v̂l]+ j
′
∗[ŵ1]+ . . .+ j
′
∗[ŵr] =
[D] + A, where j′ : H2(D × M ;Z) → H2(D × M, ∂D × L;Z) is the natural map. As
prD : (D ×M, J˜H) → (D, i) is holomorphic it follows that exactly one of the v̂i’s, say v̂0,
projects surjectively to D while each of v̂1, . . . , v̂l, ŵ1, . . . , ŵr have constant projection to
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D. It follows that all the disks and spheres but v̂0 are in fact J-holomorphic maps lying
in fibres of prD. Moreover it is easy to see that v̂0 is, after a suitable reparametrization,
of the form v˜0 with v0 being (J,H)-holomorphic.
5.3.9. Perturbation of the spaces PI ,PII ,PIII . Let J ∈ J (M,ω) and H ∈ H. We will
perturb each of the spaces PI , PIIi, PIIIi, i = 1, 2 by requiring that in every chain of
disks forming an element of these spaces the (single) disk that has 3 marked points is
(J,H)-holomorphic. All the other disks in each chain will remain J-holomorphic.
We start with the spaces PI . Let A = (A1, . . . , Al) be a vector of non-zero classes and
1 ≤ k ≤ l. Let x, y ∈ Crit(f), a ∈ Crit(h). Define PI(a, x, y; (A, k), J,H) to be the space
of all (u1, . . . , ul) such that:
(1) ui ∈M(Ai, J)/G−1,1 for every i 6= k.
(2) uk ∈ M(Ak, J,H).
(3) u1(−1) ∈W
u
x , ul(1) ∈W
s
y .
(4) (ui(1), ui+1(−1)) ∈ Qf,ρL for every 1 ≤ i ≤ l − 1, uk(0) ∈W
u
a .
In other words elements (u1, . . . , ul) of PI(a, x, y; (A, k), J,H) are the same as those of
PI(a, x, y; (A, k), J) only that now uk is (J,H)-holomorphic. Put
PI(a, x, y;A, J,H) =
l⋃
k=1
PI(a, x, y; (A, k), J,H).
Next define PII1(a, x, y; (A, k), J,H) to be the space of all (u1, . . . , uk−1, v, uk, . . . , ul)
such that:
(1) ui ∈M(Ai, J)/G−1,1 for every 1 ≤ i ≤ l.
(2) v ∈M(0, J,H).
(3) ev(k)(u1, . . . , uk−1, v, uk, . . . , ul) ∈ W
u
x × Q
×(k−1)
f,ρL
×W ua × diag(L)× Q
×(l−k)
f,ρL
×W ys ,
where ev(k) is the evaluation map defined in Section 5.3.1.
Note that there are (l+1) disks in every element of this space and the disk v which has 3
marked points is in the class 0. The relation to the unperturbed space PII1(a, x, y; (A, k), J)
is the following. In the unperturbed space the disk v corresponds to a constant disks,
namely a point, where this point lies on the boundary of the disk uk and is connected by
a gradient trajectory coming from a. (See figure 9.)
Similarly define PII2(a, x, y; (A, k), J,H) to be the space of all
(u1, . . . , uk, v, uk+1, . . . , ul) such that:
(1) ui ∈M(Ai, J)/G−1,1 for every 1 ≤ i ≤ l.
(2) v ∈M(0, J,H).
(3) ev(k+1)(u1, . . . , uk, v, uk+1, . . . , ul) ∈W
u
x ×Q
×k
f,ρL
×diag(L)×W ua ×Q
×(l−k−1)
f,ρL
×W sy .
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Finally for i = 1, 2 put
PIIi(a, x, y;A, J,H) =
l⋃
k=1
PIIi(a, x, y; (A, k), J,H).
We now turn to the spaces PIII . Let B
′ = (B′1, . . . , B
′
l), B
′′ = (B′′1 , . . . , B
′′
l′′) two vectors
of non-zero classes. Let 1 ≤ k′ ≤ l′, 1 ≤ k′′ ≤ l′′. We define PIII1(a, x, y; (B
′, k′),B′′, J,H)
(resp. PIII1(a, x, y; (B
′, k′),B′′, J,H)) in the same way as in (73) only that now u′k′ (resp.
u′′k′′) is (J,H)-holomorphic. Put
PIII1(a, x, y;B
′,B′′, J,H) =
l′⋃
k′=1
PIII1(a, x, y; (B
′, k′),B′′, J,H)
PIII2(a, x, y;B
′,B′′, J,H) =
l′′⋃
k′′=1
PIII2(a, x, y;B
′, (B′′, k′′), J,H).
Note that the space PII1(a, x, y; (A, k), J,H) could be viewed as a special case of the space
PIII1(a, x, y; (B
′, l′),B′′, J,H) if we would have allowed the l′’th class B′l′ in B
′ to be 0.
Namely the space PII1(a, x, y; (A, k), J,H) is the same as PIII1(a, x, y; (B
′, l′),B′′, J,H)
with B′ = (A1, . . . , Ak−1, 0), B
′′ = (Ak, . . . , Al). A similar remark holds for the pertur-
bations of PII2 and PIII2. Nevertheless it will be more convenient for us to work with
vectors B′, B′′ of non-zero classes, hence separate the perturbations of PIIi from those of
PIIIi.
The following proposition is analogous to Propositions 5.3.3 and 5.3.5.
Proposition 5.3.13. Let (f, ρL), (h, ρM) be as in assumption 5.3.1. Then there exists a
second category subset Jreg ⊂ J (M,ω) such that for every J ∈ Jreg there exists a second
category subset Hreg(J) ⊂ H with the following properties. For every x, y ∈ Crit(f),
a ∈ Crit(h) and every vectors of non-zero classes A, B′, B′′ the following holds:
(1) If |a|+|x|−|y|+µ(A)−2n = 0 then PI(a, x, y;A, J,H) is a compact 0-dimensional
manifold.
(2) If |a| + |x| − |y|+ µ(A)− 2n = 1 then each of PIIi(a, x, y;A, J,H), i = 1, 2, is a
compact 0-dimensional manifold.
(3) if |a|+ |x| − |y|+ µ(B′) + µ(B′′)− 2n = 1 then each of PIIIi(a, x, y;B
′,B′′, J,H),
i = 1, 2, is a compact 0-dimensional manifold.
Moreover, in each of the above three cases the J-holomorphic part of every element of
these spaces consist of simple and absolutely distinct disks.
The proof is very similar to that of Propositions 5.3.3, 5.3.5 hence we omit it.
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In view of Proposition 5.3.13, for J ∈ Jreg, H ∈ Hreg(J) define:
nI(a, x, y;A, H) = #Z2PI(a, x, y;A, J,H), when |a|+ |x| − |y|+ µ(A)− 2n = 0,
nIIi(a, x, y;A, H) = #Z2PIIi(a, x, y;A, J,H), when |a|+ |x| − |y|+ µ(A)− 2n = 1,
nIIIi(a, x, y;B
′,B′′, H) = #Z2PIIIi(a, x, y;B
′,B′′, J,H),
when |a|+ |x| − |y|+ µ(B′) + µ(B′′)− 2n = 1.
(For simplicity we have suppressed here the J ’s from the notation.)
We will also need the following analogue of statement (1) of Proposition 5.3.7. Note
however that now we do not require NL to be ≥ 3 anymore.
Proposition 5.3.14. Let (f, ρL), (h, ρM ) be as in assumption 5.3.1. Then there exists
a second category subset Jreg ⊂ J (M,ω) such that for every J ∈ Jreg the following
holds. There exists a second category subset Hreg(J) ⊂ H such that for every H ∈
Hreg(J), every vector of non-zero classes A and every x, y ∈ Crit(f), a ∈ Crit(h) with
|a| + |x| − |y| + µ(A) − 2n = 1 the space PI(a, x, y;A, J,H) is a smooth 1-dimensional
manifold. Moreover, the J-holomorphic part of every element of this space consist of
simple and absolutely distinct disks.
Proof. The proof is very similar to that of Propositions 5.3.7 and 5.3.3 however in contrast
to Proposition 5.3.7 we do not need to assume here that NL ≥ 3 anymore (i.e. NL ≥ 2
is enough). The point is that in order to assure that the space PI(a, x, y; (A, k), J,H)
is a smooth manifold it is enough to require that the disks (u1, . . . , uk−1, uk+1, . . . , ul)
are simple and absolutely distinct without any requirement on the (perturbed) disk uk.
Recall that it was due to this disk that we had to assume in Proposition 5.3.7 that
NL ≥ 3 in order to assure simplicity. Finally note that absolutely distinctiveness of the
J-holomorphic part of each element of PI(a, x, y;A, J,H) does not require NL ≥ 3 either
and can be proved in a similar way as in Proposition 5.3.7. 
5.3.10. Identities for the perturbed spaces.
Proposition 5.3.15. Let (f, ρL), (h, ρM) be as in assumption 5.3.1. Then there exists a
second category subset Jreg ⊂ J (M,ω) such that for every J ∈ Jreg there exists a second
category subset Hreg(J) ⊂ H with the following property. For every H ∈ Hreg(J), every
x, y ∈ Crit(f), a ∈ Crit(h) and A with |a|+ |x| − |y|+ µ(A)− 2n = 1 identity (74) holds
with nI(−) replaced by nI(−, H) nIIi(−) by nIIi(−, H) and nIIIi(−) by nIIIi(−, H).
Proof. The proof is very similar to that of Proposition 5.3.6 with the following two
slight changes. Now we use the compactness statement from Section 5.3.8 rather than
compactness for genuinely pseudo-holomorphic disks. The second difference is that the
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gluing procedure between a J-holomorphic disk u′ and a (J,H)-holomorphic disks u′′
with u′(1) = u′′(−1) is now carried out in D × M . Namely we consider u′ as a J˜H-
holomorphic disk in the fibre {−1} ×M and glue it to the J˜H-holomorphic section u˜
′′
corresponding to u′′. Standard arguments imply that the result of the gluing is (after a
suitable reparametrization) again a (J˜H-holomorphic) section hence descends to a (J,H)-
holomorphic disk. The precise details of this type of gluing are given in Section 4.2.3.
The rest of the proof is a straightforward adaption of the proof of Proposition 5.3.6 
Proposition 5.3.16. Let (f, ρL), (h, ρM ) be as in assumption 5.3.1. Then there exists
a second category subset Jreg ⊂ J (M,ω) and a neighbourhood (in the C
∞-topology) U of
0 ∈ H such that for every J ∈ Jreg there exists a second category subset Hreg(J) ⊂ H with
the following properties. For every H ∈ Hreg(J) ∩ U , every x, y ∈ Crit(f), a ∈ Crit(h)
and every vectors A, B′, B′′ of non-zero classes the following holds:
(1) If |a|+ |x| − |y|+ µ(A)− 2n = 0 then nI(a, x, y;A, H) = nI(a, x, y;A).
(2) If |a|+ |x|− |y|+µ(A)−2n = 1 then nIIi(a, x, y;A, H) = nIIi(a, x, y;A), i = 1, 2.
(3) If |a|+ |x| − |y|+ µ(B′) + µ(B′′)− 2n = 1
then nIIIi(a, x, y;B
′,B′′, H) = nIIi(a, x, y;B
′,B′′), i = 1, 2.
Proof. The proof is based on a standard cobordism argument. We outline the main ideas.
Suppose that we are under the assumption appearing in statement (1) of the Proposition.
We define the set Jreg to be the intersection of all the Jreg’s from the previous propositions
and require in addition that for every J ∈ Jreg the following holds:
(i) For every two vectors C′, C′′ of non-zero classes and every x′, y′ ∈ Crit(f), a′ ∈
Crit(h) with |a′|+|x′|−|y′|+µ(C′)+µ(C′′)−2n ≤ 0 the spaces PIIIi(a
′, x′, y′;C′,C′′, J),
i = 1, 2, are empty.
(ii) For every vector of non-zero classes A′ and every x′, y′ ∈ Crit(f), a ∈ Crit(h) with
|a′|+ |x′|−|y′|+µ(A′)−2n ≤ 0 the spaces PIIi(a
′, x′, y′;A′, J), i = 1, 2, are empty.
Standard arguments imply that the resulting set Jreg is of second category. We now claim
the following:
5.3.17. There exists a neighbourhood U of 0 ∈ H such that for every H ∈ U and every
a, x, y, A with |a|+ |x| − |y|+ µ(A)− 2n ≤ 0 the following holds:
(1) For every splitting A = (C′,C′′) of A into two vectors C′, C′′ of non-zero classes
we have PIIIi(a, x, y;C
′,C′′, J,H) = ∅ for i = 1, 2.
(2) PIIi(a, x, y;A, J,H) = ∅, for i = 1, 2.
We prove 5.3.17. Indeed, if the contrary to statement 5.3.17 happens then there ex-
ists a sequence Hν ∈ H with Hν −→ 0 in the C
∞-topology and elements uν in either
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PIIIi(aν , xν , yν;C
′
ν ,C
′′
ν , J,Hν) or PIIi(aν , xν , yν;Aν , J,Hν), where xν , yν, aν , Aν , C
′
ν , C
′′
ν
satisfy |aν |+ |xν | − |yν |+ µ(Aν)− 2n ≤ 0 or |aν |+ |xν | − |yν |+ µ(C
′
ν) + µ(C
′′
ν)− 2n ≤ 0.
Viewing the disks in uν as J˜Hν -holomorphic disks inD×M (one as a section and the others
lying in the fibres of D×M → D) it is easy to see that their energy is uniformly bounded
for symplectic forms of the type ω˜Hν ,κ with fixed κ. (See (82) and Proposition 5.3.12).
Therefore by Gromov compactness theorem, after passing to a subsequence, the sequence
converges to a chain of bubble trees u∞ all of whose elements are (J, 0)-holomorphic
(i.e. genuinely J-holomorphic) disks and spheres. As J ∈ Jreg, by a dimension count
argument we can rule out all possible configurations for u∞ except of maybe the cases
u∞ ∈ PIIIi(a, x, y;C
′,C′′, J) or u∞ ∈ PIIi(a, x, y;A
′, J) for some a′, x′, y′, A or C′,C′′
that satisfy |a′|+ |x′| − |y′|+µ(C′)+µ(C′′)− 2n ≤ 0 or |a′|+ |x′| − |y′|+µ(A′)− 2n ≤ 0.
However these two last cases are again impossible by the definition of Jreg in (i) and (ii)
above. This proves statement 5.3.17.
We continue with the proof of Proposition 5.3.16. Fix J ∈ Jreg and let Hreg(J) be
the intersection of all the Hreg(J)’s from the previous Propositions. Let U be the neigh-
bourhood of 0 ∈ H defined by statement 5.3.17. Replace U if needed by its connected
component containing 0. Let H ∈ Hreg(J)∩U . Take a generic path {Hλ}0≤λ≤1 in U with
H0 = H and H1 = 0. Then
PI(a, x, y;A, J, {Hλ}) = {(λ,u) | 0 ≤ λ ≤ 1, u ∈ PI(a, x, y;A, J,Hλ)}
is a 1-dimensional smooth manifold whose boundary is
(86) ∂PI(a, x, y;A, J, {Hλ}) = PI(a, x, y;A, J,H0)
∐
PI(a, x, y;A, J).
It is important to note here that the space lying over λ = 1, namely PI(a, x, y;A, J)
consists of chains of disks that are simple and absolutely distinct. This is assured by
Proposition 5.3.3 (which holds for NL ≥ 2).
We claim that the 1-dimensional manifold PI(a, x, y;A, J, {Hλ}) is compact. This
follows form a straightforward dimension count. Indeed occurrence of bubbling of spheres
reduces the dimension by at least 2 hence cannot appear in a generic 1-dimensional family.
Similarly, bubbling of a J-holomorphic disk at a point p ∈ ∂D with p 6= −1, 1 also yields
negative dimension since NL ≥ 2. It remains to rule out the following three cases:
• Shrinking to a point of a gradient trajectory connecting two consecutive disks in
PI(a, x, y;A, J, {Hλ}).
• Bubbling of a J-holomorphic disk at p = −1 or p = 1 in one of the disks partici-
pating in PI(a, x, y;A, J, {Hλ}).
• Breaking of a gradient trajectories (of f or h) involved in PI(a, x, y;A, J, {Hλ}).
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The first possibility is ruled out by (1) of statement 5.3.17. The second possibility is ruled
out by (1) and (2) of statement 5.3.17. Note that we have to apply statement 5.3.17 for
a different A here. Namely we have to take the C′, C′′ coming from the bubbling and
change A to be (C′,C′′). Also note that when bubbling of a disk occurs in the perturbed
disk, the remaining perturbed component might have now µ = 0. This is why we needed
also (2) in statement 5.3.17. The third possibility can be ruled out in a similar way to
the first one. This completes the proof that PI(a, x, y;A, J, {Hλ}) is compact.
To conclude the proof of Proposition 5.3.16 note that since PI(a, x, y;A, J, {Hλ}) is
compact it follows from (86) that nI(a, x, y;A, H) = nI(a, x, y;A).
The proofs of statements (2) and (3) are similar. 
5.3.11. Conclusion of the Proof of identity (74) for every NL ≥ 2. Identity (74) follows
now immediately by combining Propositions 5.3.15 and 5.3.16.
By similar methods, it is not difficult to see that, in homology, the operation defined
by formula (72) is independent of the choices made in its definition.
5.3.12. Module structure. The purpose of this section is to show the following identities:
Proposition 5.3.18. For any α ∈ Q+H∗(L), a, b ∈ Q
+H∗(M) we have
(1) (a ∗ b) ∗ α = a ∗ (b ∗ α).
(2) [M ]∗α = α. (Recall that [M ] ∈ Q+H2n(M) is the unit with respect to the quantum
cap product).
We will present first the proof of point (1) in a particular case: when NL ≥ 4. The proof
in this case is the cleanest as it does not require the use of perturbations. The case when
NL ≤ 4 will be treated later. It is also useful to note that if using the full Novikov ring
instead of Q+H(−), the formula in point (1) of the Proposition follows (for any NL ≥ 2)
from the comparison with Floer homology described in the next section.
Proof. We start with the proof of point (1). The proof is very similar to the one for the
associativity of the quantum product as described in the proof of Lemma §5.2.6. One
important point which is useful to note before going further is that it is essential for this
formula that the product used on Q+H∗(M) is the quantum cap product (rather than the
classical cap-product).
We now proceed with the description of the necessary moduli spaces (this is, obviously,
independent of our restriction on NL).
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It is again useful to use the language of trees as we already did in the section on the
quantum product §5.2. We first notice that the moduli spaces in the first subsections of
§5.3 can all be described in these terms. For example PI(a, x, y;A, J) is modeled on a
tree with two entries so that one of the entries is connected by an edge to the unique
vertex of valence three which is labeled by a non-zero element of H2(M,L;Z). This edge
corresponds to a flow line of the function h. It is useful to consider the edges of the tree
being labeled by either the function f or the function h. The same type of description
applies to the other moduli spaces each of which is obtained by adding some auxiliary
conditions: PI′(a, x, y;A, J) has the same description as PI(a, x, y;A, J) except that the
vertex of valence three is a constant disk (in other words the labeling of this vertex is
by the element 0 ∈ H2(M,L;Z). Further, the two moduli spaces PII1(a, x, y;A, J) and
PII2(a, x, y;A, J) are both obtained as before but with the additional conditions that
one of the edges labeled by f is of length 0 and one of the two adjacent vertices of
this edge is a constant disk of valence three. For the moduli spaces PIII1(a, x, y;A, J),
PIII2(a, x, y;A, J) the requirement is that one of the edges labeled by f is of length 0
and, finally, the spaces PIII′1(a, x, y;A, J) and PIII′2(a, x, y;A, J) are characterized by the
fact that one edge labeled by f is of length 0 and the vertex of valence three is a constant
disk.
We now start to discuss the specific moduli spaces required in the proof. These moduli
spaces are similar to the one used to show the associativity of the quantum product in
§5.2. As there, they are modeled on trees with three entries and one exit. We will also
need to use two Morse-Smale functions onM , h1 and h2, together with the Morse function
f on L. We will assume that h1 and h2 have the same critical points and are in generic
position. We consider planar trees T with three entries and one exit and which are labeled
as follows: each edge is labeled by a number from {1, 2, 3} and each vertex is labeled by
an element of H2(M,L;Z).
For each topological type of such a tree, T , and for a, b ∈ Crit(h1), x, y ∈ Crit(f) we
denote by PT (a, b, x, y; J) the moduli space of configurations which satisfy:
(1) There are four vertices of valence 1, the three entries and the single exit. The
graph is planar with the three entry points on the line R×{1} the i-th entry point
(along this line) is the origin of an edge labeled by i, the edge arriving in the exit
point is labeled by 3.
(2) Each vertex corresponds to a pseudo-holomorphic disk with boundary on L or to
a J-holomorphic sphere.
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(3) Each edge corresponds to a flow line (of non-zero length) so that if the label of
that edge is 1, the corresponding function is h1, if the label is 2 the function is h2
and if the label is 3 then the function is f .
(4) A vertex of valence 2 corresponds to a pseudo-holomorphic disk of non-vanishing
class.
(5) For each vertex of valence 2 the incidence relations are as in the definition of the
moduli spaces used in the pearl complex, in particular, both the entry and exit
edges are labeled by 3.
(6) Any vertex of trivial class is at least of valence 3
(7) If a vertex is of valence 3 and is a pseudo-holomorphic disk, then one of the entering
edges and the exit edge are labeled by 3 and the incidence relations at this vertex
are as in the definition of the moduli space PI(−−−−).
(8) If a vertex of valence 3 corresponds to a pseudo-holomorphic sphere, then the two
entry edges are labeled by 1 and 2 and the exit edge by 1 so that the incidence
points are 1 - which is the attaching point for the entering edge labeled by 1, e2πi/3
- which corresponds to the exit edge and e4πi/3 - which is the attaching point of
the edge labeled by 3 (we view here S2 as C ∪ {∞}).
(9) If a vertex is of valence 4, then it corresponds to a J-holomorphic disk with bound-
ary on L and the incidence relations are so that the point −1 is the attaching point
of an entering flow line of f , the point +1 is the attaching point of the exiting edge
which is again a flow line of f , the point 0 is the attaching point of an entering flow
line corresponding to h2, there is a real point of coordinates (x, 0) with 0 < x < 1
which is the attaching point of a flow line of h1.
Notice that, with this definition, there can not be more than a single J-holomorphic
sphere in such a configuration and, moreover, if such a sphere appears there are a h1-flow
line starting from a and a h2-flow line starting from b which both arrive at the sphere as
as well as an exiting h1-flow line which starts from the sphere and ends at the center of
a disk with boundary on L (this disk might be constant).
These moduli spaces will be used to define a chain homotopy ξ so that we have:
(87) (dξ + ξd)(a⊗ b⊗ x) = (a ∗ b) ∗ x+ a ∗ (b ∗ x) .
For this we need to first study the regularity properties of our moduli spaces, PT (a, b, x, y).
To do so we let P∗,dT (a, b, x, y) be the subset of PT (a, b, x, y) which is constituted by the
configurations in which each disk and sphere is simple and they are all absolutely distinct.
It is clear, by the standard transversality arguments used earlier in the paper that, for a
generic almost complex structure J , P∗,dT (a, b, x, y) is a manifold of dimension |a| + |b| +
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|x|−|y|−4n+1+µ(T ). We denote δ′′′ = δ′′′(a, b, x, y, T ) = |a|+|b|+|x|−|y|−4n+1+µ(T )
and we intend to show:
Lemma 5.3.19. For δ′′′ ≤ 1 and if NL ≥ 4, and a generic choice of almost complex
structure, we have:
PT (a, b, x, y) = P
∗,d
T (a, b, x, y) .
Proof of Lemma 5.3.19. The first step is to reduce to the case of simple disks and spheres.
The argument is very similar to the proof of the associativity for the quantum product
combined with some arguments already used to show that the external product is a chain
map. First we notice that as spheres are either simple or multiple covered it is easy to see
that we may assume that the sphere appearing in a configuration u ∈ PT (a, b, x, y) for
δ′′′ ≤ 1 is simple. So we are left with proving that all the disks can also be assumed to be
simple and that all the objects involved are absolutely distinct. In the proof we also need
a type of slightly more general moduli spaces than the ones described before. They will
be denoted by P ′T (a, b, x, y) and they are characterized by the the fact that in condition
(7) above we allow for the interior marked point (inside the disk) to be different from 0
and, similarly, in condition (9) the two marked points are again allowed to be arbitrary.
The virtual dimension of this moduli space is δ′′′ + 2. The proof proceeds by recurrence:
we intend to show by induction over µ(T ) that if δ′′′ = 1, then the claim is true. For
this we will need to also show that if δ′′′ − 2 < 0, then P ′T (a, b, x, y) can only contain
configurations made out of simple, absolutely distinct curves and thus P ′T (a, b, x, y) = ∅
in this case. As mentioned before, we may already assume that the spheres appearing
in the configurations described above are simple. To shorten notation we will denote in
the paragraph below: P = PT (a, b, x, y) and P
′ = P ′T (a, b, x, y). To prove our claim we
will actually need to work with a type of even more general moduli spaces (this is similar
to the first part of the proof of Proposition). We will denote these moduli spaces by
G = GT (a, b, x, y), G
′ = G′T (a, b, x, y) they consist of configurations as those in P and,
respectively, in P ′ except that: condition (5) is modified so as to allow vertices of valence
two so that the entering edge is labeled by 1 or 2 and the exit one by 3; condition (7)
and (8) are modified so that vertices of valence three or four (which correspond to disks)
are allowed to have more than one (possibly even three) entering edges labeled by 3 (the
incidence points on such a disk are assumed distinct, two of them being +1 and −1). We
intend to show that, for a generic J , these moduli spaces are formed by configurations
containing only simple absolutely distinct curves. This obviously implies the statement
for P and P ′.
We now consider a configuration u that might appear either in G or in G′, we assume
that δ′′′ ≤ 1 if it is in G and that δ′′′ − 2 < 0 in the second case. We also assume the
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statement proved for the moduli spaces with µ(T ) < k so that we take here µ(T ) = k.
Suppose that one disk u0 appearing in u is not simple. There are two cases to consider.
The first is when n = dimL ≥ 3 so that we may use Lemma 3.2.3. Assuming now that
u is in G′ we see that we may replace u0 by another disk u
′
0 which is simple so that
u0(−1/+1) = u
′
0(−1/+1), u0(D) = u
′
0(D) and µ([u
′
0]) < µ([u0]). and so, by replacing u0
by u′0, we obtain a configuration of lower Maslov class than that of u and which belongs
to G′ which contradicts the induction hypothesis. Suppose now that u ∈ G. It is only
here that the hypothesis NL ≥ 4 intervenes. Indeed, we suppose again that the disk
u0 appearing in u is not simple and we let u
′
0 be the simple disk provided as above by
the Lemma 3.2.3. We consider the configuration u′ obtained by replacing u0 by u
′
0. We
obviously have µ(u′) ≤ µ(u)−NL ≤ µ(u)−4. The key remark is that, in general, u
′ is not
an element in G but is an element of G′T ′ (for a suitable tree T
′). The virtual dimension
of this last moduli space is
|a|+|b|+|x|−|y|−4n+3+µ(u′) ≤ |a|+|b|+|x|−|y|−4n+3+µ(u)−4 = δ′′′(a, b, x, y, T )−2 ≤ −1.
As µ(T ′) < k we again see that this leads to a contradiction and so all disks may be
assumed simple at least for n ≥ 3. We pursue under this assumption to show that all
the curves involved may also be assumed to be absolutely distinct. Lemma 3.2.2 plays an
important role here. Indeed, it implies that if the curves are not absolutely distinct, then
there are two disks u1 and u2 so that u1(D) ⊂ u2(D) and the same relation is valid for the
respective boundaries. We intend to use this fact to eliminate u1 from the tree. It is not
difficult to see that by appropriately replacing u1 by u2 in the tree and possibly eliminating
the chain connecting u1 to u2 in T we obtain a configuration which still belongs to G
′
T ′
(for some other appropriate tree T ′) but the total Maslov index of this configuration is
at least smaller by 4 compared to the initial one so that, by induction, generically this is
not possible.
We are now left to treat the case n = dimL = 2. In this case the condition NL ≥ 4
implies that at most two disk can appear in the configurations that are relevant to us and
the combinatorial arguments used before (in §3) for this type of configuration suffice to
conclude. 
We will return to the case NL ≤ 3 later but will now pursue with the proof of the
identity (87) for NL ≥ 4.
We define
ξ(a⊗ b⊗ x) =
∑
y,T
#Z2(PT (a, b, x, y))yt
µ¯(T ),
where we recall that µ¯(T ) is 1
NL
of the total Maslov class of the tree T and the sum is
taken over all elements so that |a|+ |b|+ |x| − |y|+ µ(T )− 4n + 1 = 0.
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As always, we will deduce formula (87) from the study of the boundary of the Gromov
compactification of the space PT (a, b, x, y). Let PT (a, b, x, y) denote this compactification.
We now describe the types of configurations to u ∈ PT (a, b, x, y)\PT (a, b, x, y) when
|a| + |b| + |x| − |y| + µ(T ) − 4n + 1 = 1. These configurations are described in the
same way as in the points (1) - (9) before except that, additionally one of the following
conditions is satisfied:
(1’) Precisely one edge in T can be represented by a flow line of 0 length.
(2’) Precisely one vertex in the tree T is represented by a cusp curve with two com-
ponents - one a disk an the other a sphere. In this case, the sphere carries two
marked points corresponding to the incidence points of a flow lines of h1 and one
of h2 and the disk carries an internal marked point (which is its junction with the
sphere) which is situated on the real line joining −1 to +1. It is possible for one
of the disk or the sphere to be a constant one as long as it is stable.
(3’) Precisely one vertex in the tree is represented by a cusp curve with two components
both of which are disks. In this case each of the two components carry two
boundary marked points (one of which is their junction point) and each of them
might also carry some internal marked points situated on the real line joining −1
to +1. It is possible for one of the disks to be a constant one as long as it is stable.
(4’) Precisely, one edge in the tree is represented by a broken flow line of either h1, h2
or f .
In view of the descriptions of the compactifications of the various moduli spaces de-
scribed earlier in the paper, this statement is rather obvious. The only point worth explicit
mention here is that if a sphere bubbles off, then for dimension reasons, it necessarily has
to carry three marked points (one of them being a junction point with a disk). In view of
this, as the internal marked points on each disk are along the line joining −1 to +1 the
only such possible bubbling fits in case (2’).
The techniques described earlier in the paper (in particular, the gluing results) insure
that each of the configurations described at (1’), (3’), (4’) is in fact a boundary point of
the 1-dimensional manifold with boundary PT (a, b, x, y). An additional gluing argument
applies for the configurations at (2’) which is concerned with the gluing of a sphere to a disk
in an internal point of the disk. However, this type of gluing is already well understood as
it coincides, essentially, with the closed case (the gluing of two J-holomorphic spheres).
See [44] for example.
To prove relation (87) we now consider the sum S of all these boundary points when
T takes all possible values (and a, b, x, y are fixed). We first notice that each of the terms
described by (1’), (2’) and (3’) appears twice in this sum. Indeed, each cusp configuration
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also appears from the “collapsing” of an edge in a tree T ′ with one more vertex and one
more edge than T . Therefore the sum S, which vanishes, equals the sum of the terms
of type (4’). We now consider the terms appearing in S and notice that they are of the
following types:
(i) the broken flow line is associated to f and is broken below the vertices of valence
strictly greater than two.
(ii) the broken flow line is associated to h1 and is broken above all vertices of valence
two.
(iii) the broken flow line is associated to h2 and is broken above all the vertices of
valence two.
(iv) the broken flow line is associated to h1 and is broken below a vertex of valence
three (which, obviously, corresponds to a J-sphere).
(v) the broken flow line is associated to f and is broken above all the vertices of valence
strictly greater than two.
(vi) the broken flow line is associated to f and it is broken above some vertex of valence
three and below some other vertex of valence three.
We now observe that the terms counted in (i) are precisely those appearing in dξ(a⊗
b⊗x); the terms in (ii) correspond to those in ξ((da)⊗b⊗x); the terms in (iii) correspond
to those in (ξa⊗ (db)⊗ x); the terms in (iv) correspond to those in (a ∗ b) ∗ x; the terms
in (v) correspond to those in ξ(a⊗ b⊗ (dx)); finally, the terms in (vi) correspond to those
appearing in a ∗ (b ∗ x). This concludes our proof when NL ≥ 4.
We now give the argument for the case 2 ≤ NL ≤ 3 under the assumption that that
n = dimL ≥ 3. We will not give an explicit proof of the formula (87) in the case NL ≤ 3
and n = 2. However, we mention that if coefficients are taken in Λ instead of Λ+ then the
module axiom for our exterior operation follows from the comparison with Floer homology
which is explained in §5.6.
Returning to the case NL ≤ 3 and n ≥ 3 the general argument follows the lines of the
proof above except that the perturbation techniques described in §5.3.7 are also required.
Indeed, in the definitions of the various moduli spaces - which are perfectly similar to
the ones given before - we need that the disks carrying one or two marked points in their
interior be perturbed disks in the sense of that section. All the arguments work in the
same way as in the case treated above (for NL ≥ 4) and are in fact simpler because in
all replacement arguments as well as in the reduction to simple disks, the disks carrying
marked points in their interior do not intervene (because transversality is insured for these
perturbed disks by a generic choice of perturbation). There is only one point where this
proof requires a new argument. Indeed, we consider the sum S ′ which is defined as S
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above except that the disks of valence strictly greater than 2 are (J,H)-disks (for a small,
generic H). This sum S ′ again vanishes. However, besides the terms of type (4’) which
appear in S ′ there are some other terms which contribute to this sum. These are all the
configurations obtained by the bubbling off of a (perturbed) disk of valence four giving
as result a cusp curve made of a (J,H)-disk of valence three which is joined to a genuine
pseudo-holomorphic disk of valence three together with all the configurations obtained
when an edge joining two (J,H)-disks of valence three reduces to 0. One point is crucial
here: in the first type of configuration described here - which is obtained by bubbling off
- the (J,H)-disk appears before the J-disk in the tree (this happens because, the first
internal incidence point is the center of the disk and the second incidence point is in the
interval (0,+1) ⊂ D) !
Denote by S ′′ the number of configurations of these two types. Clearly, if H = 0 these
two types of configurations coincide and, by the usual gluing results, S ′′ = 0. In general,
another argument is needed to show that S ′′ = 0. For this, one considers the moduli
space Ptan,H,H′(a, b, x, y) consisting of configurations of the usual type but with two disks
of valence three which share an incidence point and so that the first disk (in the order
of the tree) is a (J,H)-disk and the second disk is a (J,H ′)-disk. The result follows if
we can show that, when the virtual dimension of the space Ptan,H,H′(a, b, x, y) is equal
to 0, for all sufficiently small H and H ′ these moduli spaces are constituted by simple,
absolutely distinct disks and the number of elements in Ptan,H,H′(a, b, x, y) equals that of
Ptan,0,0(a, b, x, y). It is not difficult to check that this result follows by a usual cobordism
argument similar to Proposition 5.3.16 if we prove that Ptan,0,0(a, b, x, y) is made of simple,
absolutely distinct disks for generic almost complex structures. In turn the key point for
this is that, as we only need this result when the virtual dimension of the respective
moduli space is 0, we can reason as in Proposition 5.3.3. In other, words assuming that
the disks are not all simple and absolutely distinct we may construct a new configuration
of strictly lower Maslov index (which leads to a drop of virtual dimension of at least 2
because NL ≥ 2) but the condition on one of the marked points lying in the center of one
of the disks of valence three might be lost which leads to a potential increase in virtual
dimension by 1. As a whole, we still obtain a configuration belonging to a moduli space
of virtual dimension at most −1 which leads to a contradiction because, inductively, this
moduli space is assumed to be void.
It remains to prove point (2) of Proposition 5.3.18. Let h : M → R be a Morse function
with a single maximum Θ. Let f : L → R be a Morse function and x ∈ Crit(f). Then
we have (at the chain level): Θ ∗x = x ∈ C+(L; f, J). The reason for this is that, because
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Θ is a maximum, the moduli spaces P(Θ, x, y;λ) which define the module operation as
described in §5.3.1 can only be 0-dimensional and non-void if x = y, λ = 0 and, in fact,
the “pearls” appearing in these configurations are constant equal to x.
Since [M ] = [Θ] point (2) follows immediately. 
5.3.13. Algebra structure. In this section we will show the following identity:
Proposition 5.3.20. For any x, y ∈ Q+H∗(L), a ∈ Q
+H(M) we have
a ∗ (x ∗ y) = (a ∗ x) ∗ y .
Proof. The argument is very similar to the one used for Proposition 5.3.18. We will
again make use of moduli spaces modeled on trees with three entries and one exit so that
the first entry is a critical point of a Morse function h : M → R but the second and
third entries are both critical points of Morse functions, f1 and f2, on L. We will also
assume that h, f1, f2 are all in generic position and that f1 and f2 have the same critical
points. The moduli spaces needed for our argument are similar to those used to prove
the associativity of the quantum product, in particular, in the proof of Lemma 5.2.6. For
a ∈ Crit(h), y, z, w ∈ Crit(f1) and T a planar tree as there we will denote by PT (a, y, z, w)
the relevant moduli spaces. They are defined as the moduli spaces PT (−,−,−,−) in that
Lemma except that the labeling of the edges is by the symbols 0, 1, 2 and is so that there
is a single edge labeled by 0 which corresponds to a flow line of −∇h, the edges labeled by
1 and 2 correspond, respectively, to flow lines of −∇f1 and −∇f2. The various incidence
conditions are as follows. At the vertices of valence 2 the incidence points are +1 and
−1 and the entry edge is labeled by the same symbol as the exiting edge; at a vertex of
valence three if all the incidence points are on the boundary, then they are the roots of
order three of the unity (as in Lemma 5.2.6), the entrance edges are labeled by 1 and
2 and the exit edge is labeled by 1; a vertex of valence three might also have only two
incidence points on the boundary and one in the interior - in this case the edge arriving
in the interior is labeled by 0 and the other entering edge is labeled by 1 as well as the
exiting edge, the incidence relations in this case are as in §5.3.1; finally a vertex of valence
four has three marked points on the boundary so that two correspond to −1 and +1 and
there is an entering edge labeled by 1 arriving at −1 and the exiting edge is again labeled
by 1 and is attached at +1, there is an additional incidence point θ ∈ (0, π) ⊂ S1 where
is attached an entering edge labeled by 2, the fourth incidence point is 0 ∈ D and is the
arrival point of the edge labeled by 0.
The virtual dimension of these moduli spaces is |a| + |y| + |z| − |w| + µ(T ) − 3n + 1
and they are used to define a chain homotopy
ξ′ : Ck(h)⊗ C
+
q (f1)⊗ C
+(f2)p → C
+
k+q+p−3n+1(f1)
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between (− ∗ −) ∗ − and − ∗ (− ∗ −).
The argument goes again in two stages: first we need to show that the necessary
transversality is satisfied for such moduli spaces of virtual dimension at most 1 and, as
a second step, an appropriate boundary formula needs to be justified. This second step
is essentially identical with the one used to prove formula (87) so we will leave it to the
reader. The first step reduces to showing that
PT (a, y, z, w) = P
∗,d
T (a, y, z, w)
where, as always, the superscript ∗, d indicates those configurations which consist of simple
absolutely disjoint disks. To show this equality the procedure is again as before in the
paper. Without the use of any perturbations it is easy to treat the case NL ≥ 3 and
n ≥ 3. In case NL = 2, n ≥ 3 the use of perturbations is necessary. Finally, for NL = 2,
n = 2 the argument is much more combinatorial and we will not give it - rather we refer
to the section concerning the comparison with Floer homology: the relation for QH(−)
(but not for Q+H(−)) follows in general from there. 
5.3.14. Two-sided algebra structure. The purpose in this paragraph is to prove:
Proposition 5.3.21. For any a ∈ H+Q(M) and x, y ∈ H+Q(L) we have:
a ∗ (x ∗ y) = x ∗ (a ∗ y) .
Proof. The proof is similar to the one in the last subsection. We will use the same type
of moduli spaces - now denoted by PT (y, a, z, w) - except for a couple of very simple
modification.
i. We require the vertices of valence three with three incidence points on the bound-
ary to correspond to edges which, in the cyclic order, verify: the first is labeled by
2 and is an entry edge, the second is an exit edge and is labeled by 1, the third in
an entry edge and is labeled by 1.
i. For a vertex of valence four we require the incidence points to be −1, +1 and 0
and to satisfy the same properties as in the proof of Proposition 5.3.20 but the
fourth incidence point which again corresponds to an entry edge labeled by 2 is
now a point in (π, 2π) ⊂ S1.
Using these moduli spaces, the usual arguments, applied as in the last section produce
a chain homotopy
ξ′′ : C(h)k ⊗ C
+(f2)q ⊗ C
+(f1)p → C
+(f1)k+q+p−3n+1
between the two order three products which appear in the statement. 
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5.4. Quantum inclusion. There is a canonical map:
(88) iL : Q
+H∗(L)→ Q
+H∗(M)
which is defined at the level of chain complexes by:
(89)
iL : C
+
k (L; f, J)→ (Z2〈Crit(h)〉 ⊗ Λ
+)k,
iL(x) =
∑
a∈Crit(h)
λ,T
#Z2PT (x, a)at
µ¯(T ),
where PT (x, a) is again a moduli space modeled on a tree which will be linear here (that
is a tree with one entry and one exit) which we will describe in more detail below. The
sum is taken over all such trees T with |x| − |a|+ µ(T ) = 0.
The first part of point iii. of Theorem 2.1.1 comes down to:
Proposition 5.4.1. The map in equation (88) is well defined and it verifies:
iL(a ∗ x) = a ∗ iL(x) , ∀ a ∈ Q
+H∗(M) , x ∈ Q
+H∗(L) .
Here is now the more explicit description of the moduli space PT (x, a). It consists
of configurations that are similar to those lying in the moduli spaces of pearls - as in
Definition 5.1.1 - except that the condition imposed to the last disk in the string, uk, is
modified so that γ′+∞(bk) = a, where bk = uk(0) and γ
′ is the negative gradient flow of h,
and the disk uk may also be constant. In other words, the “exit” incidence point on the
last disk is the interior point 0 ∈ D (instead of +1 ∈ ∂D) and the exit edge is a negative
gradient line of h which ends in a ∈ Crit(h). When n ≥ 3, the methods described before
immediately show that with the previous definition iL is a chain map. When n = 2 a
simple combinatorial argument suffices. It is also easy to see that, in homology, this map
does not depend of the choices made in its construction. It is useful to note that, as on
the last disk uk there are just two marked points - one interior and one on the boundary,
the use of perturbations is not necessary in these arguments.
We now justify the equation in Proposition 5.4.1. This is based on the construction of
an appropriate chain homotopy. In turn, this depends on defining yet other moduli spaces
PT (a, y, b). Here a, b ∈ Crit(h) and y ∈ Crit(f) and T is a tree with two entries and one
exit. As for the moduli spaces P−(x, a) above, the key point is that the last edge in the
tree is again a flow line of the negative gradient of h which arrives in b. There is also
an edge which corresponds to a negative gradient flow line of h which leaves from a. All
the vertices of valence at least two correspond to J-disks with the possible exception of a
single one which is of valence three and may correspond to a J-sphere. We now describe
the incidence relations. There are two types of vertices of valence two: J-disks with the
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two marked points on their boundary - in this case the incidence points are −1 which is
the entry point of a flow line of −∇f and +1 which is the exiting point of a flow line of
−∇f ; a J-disk with one marked point on the boundary −1 which is an entry point of a
flow line of −∇f and an interior marked point 0 which is the exiting point of a flow line
of −∇h. There also are three possibilities for the vertex of valence 3. In the first, this
vertex corresponds to a J-disk and the incidence points are −1, 0, +1 so that −1, 0 are
entry points for flow lines of respectively, −∇f , −∇h and +1 is an exiting point of a flow
line of −∇f . In the second case, again the vertex corresponds to a J-disk but this time
the marked points are −1, p, 0 where p ∈ (−1, 0) and −1 is again an entry point for a
flow line of −f , p is an entry point for a flow line of −h and 0 is an exit point for a flow
line of −h. Finally, in the third case the vertex in question corresponds to a J-sphere the
marked points in that case are roots of order three of the unity so that the first root is an
entrance point of a flow line of −h originating in a, the second is an exiting flow line of
−h arriving in b and the third is an entering flow line of −h (whose origin is, necessarily,
at the center of a J-disk). Trivial disks and spheres can appear in these configurations as
long as they are stable. It is easy to see that the virtual dimension of these moduli spaces
is |x|+ |a| − 2n+ µ(T )− |b|+ 1. As always we will only need to use those moduli spaces
of virtual dimension 0 and 1 and the chain homotopy in question is defined by
ξ′′(a⊗ x) =
∑
#Z2(PT (a, x, b))bt
µ¯(T )
where the sum is over all the trees T so that the virtual dimension is 0. Of course, this
definition is only valid generically: in that case, the methods described earlier in the paper
can be easily applied here to show that PT (a, x, b) is a 0-dimensional compact manifold.
Finally, to show that:
(dξ′′ + ξ′′d)(a⊗ x) = iL(a ∗ x)− a ∗ iL(x)
the regularity of the moduli spaces of dimension 1 is needed together with a boundary
description. This follows again by the methods described earlier in the paper. However,
notice that the use of perturbations is necessary in this case.
The last step to conclude point iii of Theorem 2.1.1 is to show relation (4):
< h∗, iL(x) >= ǫL(h ∗ x)
for all h ∈ H∗(M) and x ∈ Q
+H∗(L). First denote by m the minimum of f (we assume
it is unique to simplify the discussion). Notice that there is a bijection
b : PT (x, a)→ PT ′(a, x,m)
where PT ′(a, x,m) are the moduli spaces of the type used in the definition of the module
operation in §5.3 associated to the function f and its critical points x and m and to the
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function −h together with its critical point a; the tree T ′ is obtained by inverting the last
edge in the tree T and adding one edge going from the last disk in T to the critical point
m. This also shows how to define the bijection b: for each configuration v in PT (x, a) we
consider the last disk uk of v and the point uk(+1). This point belongs to the unstable
manifold of m (generically, as always) and so, by replacing the last edge in v by a negative
gradient flow line of −h which goes from a to uk(0) and adding to v one edge given by
a negative gradient flow line of f which joins uk(+1) to m we obtain b(v). It is then
clear that this map b so defined is bijective. Combining this with the definition of ǫL the
relation (4) follows. 
5.5. Spectral sequences. We now notice that all the structures defined above are com-
patible with the degree filtration so that the point iv. of Theorem 2.1.1 is trivial.
5.6. Comparison with Floer homology. We deal here with the last point of Theorem
2.1.1. Recall from the statement of Theorem 2.1.1 that we denote by
C(L; f, ρ, J) = C+(L; f, ρ, J)⊗Λ+ Λ .
5.6.1. Comparing complexes. The version of Floer homology which we need is defined
with the help of an auxiliary Hamiltonian H : M × [0, 1] → M and its construction is
standard (see [48]).
Put Ht(x) = H(x, t). Denote
P0(L,L) = {γ : [0, 1]→M : γ(0) ∈ L, γ(1) ∈ L γ ≃ ∗} .
The generators of the Floer complex, CF (L;H, J), are elements of P0(L,L) which
are orbits of the Hamiltonian vector field XHt (defined by ω(X
H
t , Y ) = −dHt(Y )). We
denote this set of orbits by IH . There is a natural map π2(M,L)→ π1(P0(M,L), ∗) and
extensions to π1(P0(M,L), ∗) of each of the maps ω and µ (it is easy to see that these
extensions continue to be proportional in this case). We need to fix a base point, η¯, in the
space P¯0(L,L) which is the abelian cover of P0(L,L) which is associated to the kernel of
µ. Once this choice is made the Floer complex is defined by
CF (L;H, J) = Z2〈IH〉 ⊗ Λ .
The differential is defined by first fixing one lift x¯ ∈ P¯0(L,L) for each of the elements
x ∈ IH and there is a Maslov index µ(x¯), 2µ(x¯) ∈ Z which is well defined. This determines
a grading on CF (L;H, J) by the formula |x⊗tr| = µ(x¯)−rNL. The differential is defined
by
(90) dx =
∑
y,λ
#Z2M(x¯, y¯;λ)yt
µ¯(λ),
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where x, y ∈ IH , λ ∈ π1(P0(M,L), ∗)/ kerµ and M(x¯, y¯;λ) is described as follows. First
let M′(x¯, y¯;λ) be the moduli space of paths u¯ : R → P¯0(L,L) so that u¯(−∞) = x¯,
u¯(+∞) = λy¯ and the projection u of u¯ to P0(L,L) verifies
(91) ∂u/∂s + J∂u/∂t+∇Ht(u) = 0,
where ∇Ht is defined with respect to the metric gJ associated to (ω, J). There is an
obvious action of R on this moduli space and we let
M(x¯, y¯;λ) =M′(x¯, y¯;λ)/R .
Generically, this is a manifold of dimension
µ(x¯)− µ(y¯) + µ(λ)− 1
and the sum in (90) is taken over all of those y¯, λ so that the respective moduli space
is 0-dimensional. The homology of this complex is the Floer homology of L, HF (L),
and does not depend on H and J . It depends on the choice of the base point η¯ up to
translation.
Remark 5.6.1. We leave it to the reader to verify that using the positive Novikov ring in
this case is not possible.
The point ii. of Theorem 2.1.1 is a consequence of the following:
Proposition 5.6.2. For generic (f, ρ,H, J) there are chain morphisms
ψ : C(L; f, ρ, J)→ CF (L;H, J)
and
φ : CF (L;H, J)→ C(L; f, ρ, J)
which induce canonical isomorphisms in homology. These induced maps are inverse one
to the other.
Remark 5.6.3. These morphisms are constructed by the Piunikin-Salamon-Schwarz method
and, indeed, they are the exact Lagrangian counterpart of the PSS morphisms. Such
morphisms have been discussed in the Lagrangian setting - when bubbling is avoided - in
[8, 4, 38] and, in the general cluster setting, in [23].
Proof of Proposition 5.6.2. Notice that, given γ ∈ IH we may view each element γ¯ ∈
P¯0(L,L) which covers γ as a pair (γ, u) where u is a “half-disk” capping γ. For our fixed
lifts γ¯ of the orbits γ ∈ IH we denote γ¯ = (γ, uγ).
To define the morphisms ψ and φ some new moduli spaces are necessary. Given x ∈
Crit(f) and γ ∈ IH we will define next the moduli spaces PT (x, γ) and PT (γ, x). In both
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cases T is a linear tree as those used in the definition of the pearl moduli spaces. Compared
to the definition of the pearl moduli spaces - Definition 5.1.1 - the configurations assembled
in PT (x, γ) have the property that the last vertex in the chain does not correspond to a
J-disk but rather to an element uk : R× [0, 1]→ M so that we have:
uk(R× {0, 1}) ⊂ L , ∂s(uk) + J(uk)∂t(uk) + β(s)∇Ht(u) = 0 , uk(+∞) = γ
and rtk(uk−1(+1)) = uk(−∞) where rt is the negative gradient flow of f and β is a smooth
cut-off function which is increasing and vanishes for s ≤ 1/2 and equals 1 for s ≥ 1. The
virtual dimension of this moduli space is |x| − |γ¯|+ µ(T )− 1 where |γ¯| = µ(γ¯) and µ(T )
is by definition the sum of the Maslov indices of the disks corresponding to the vertices
appearing in the tree T to which we add the Maslov class of the disk obtained by gluing
uk to uγ along γ. Similarly, the moduli space PT (γ, x) has an analogue definition except
that the end conditions are reversed. More precisely, the first disk u0 is the solution of an
equation:
u0(R× {0, 1}) ⊂ L , ∂s(u0) + J(u0)∂t(u0) + ξ(s)∇H(u, t) = 0 , u0(−∞) = γ
, r−t1(u1(−1)) = u0(+∞) where ξ is a smooth curt-off function which is decreasing and
vanishes for s ≥ 1/2 and equals 1 for s ≤ 0. The same methods as those used earlier in
the paper show that for a generic J we have an equality
PT (x, γ) = P
∗,d
T (x, γ)
(and similarly for the moduli spaces PT (γ, x)) where the moduli space on the left con-
sists of configurations containing only simple, absolutely distinct disks. For H generic
the appropriate transversality of the evaluation maps can be achieved when the virtual
dimension is at most 1. The definition of the morphism ψ is now as follows:
ψ(x) =
∑
γ,T
#(PT (x, γ))γt
µ¯(T )
where the sum is taken over all trees so that the dimension of the respective moduli spaces
is 0. Similarly,
φ(γ) =
∑
x,T
#(PT (γ, x))xt
µ¯(T )
where again we only take into account moduli spaces of dimension 0. By analyzing the
boundary of the compactifications of the moduli spaces PT (x, γ) and PT (γ, x) it is easy to
show that both φ and ψ are chain morphisms. We then need to show that the compositions
φ ◦ ψ and ψ ◦ φ are both chain homotopic with the respective identities. As in the non-
bubbling case, this proof is based on a gluing argument - which allows to view the product
PT (x, γ) × PT ′(γ, y) as part of the boundary of a moduli space PT#T ′(x, y, k,H) where
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this last moduli space is modeled on the tree T #T ′ which is obtained by gluing T ′ at the
end of T and it consists of pearl-like objects except that the k-th disk verifies a perturbed
Floer type equation of the form ∂s(u0) + J(u0)∂t(u0) + νR(s)∇H(u, t) = 0 where νR is
a family of smooth functions so that νR(s) = 0 for |s| > R, is increasing for s < 0 and
decreasing for s > 0 and, for R sufficiently big, it is equal to 1 for |s| < R− 1.

5.6.2. Module action and internal product on HF (L). In this subsection we want to no-
tice that there exists a natural action of QH(M) on HF (L) which is identified via the
PSS maps with the action discussed in §5.3. The definition of this module structure is
completely similar to the ∩- action of singular homology on Hamiltonian Floer homology
as it is described for example in [31] or in [59]. Similarly, we also have the “half”-pair of
pants product on HF (L).
Given a Morse function h : M → R together with a Riemannian metric ρM so that the
pair (h, ρM) is Morse-Smale as in §5.3 we define an operation:
(92) ∗ : Ck(h)⊗ CFl(L;H, J)→ CFl+k−2n(L;H, J)
as follows
a ∗ x =
∑
y,λ
#M(a; x¯, y¯;λ)ytµ¯(λ) .
Here
(93) M(a; x¯, y¯;λ) = {(u, p) ∈M′(x¯, y¯;λ)×W ua : u(0, 1/2) = p}
andW ua is the unstable submanifold of the critical point a for the flow of −∇h. As always,
the sum above is understood to be taken only when the moduli spaces in question are
finite.
The Floer intersection product is an associative operation with unit
HFp(L)⊗HFq(L)→ HFp+q−n(L) .
We first recall that this product is defined by a chain map:
∗ : CFk(L;H, J)⊗ CFl(L;H
′, J)→ CFk+l−n(L;H
′′, J)
where H ′ and H ′′ are small deformations of H and
x ∗ y =
∑
z,λ
#(Mx,yz (λ))zt
µ¯(λ),
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where the moduli spaces Mx,yz (λ) consist of semi-pants (or half pants) with their bound-
aries on L and which are otherwise similar to the usual pair of pants used to define the
standard product in Hamiltonian Floer homology.
Again, both structures are well defined for generic choices of data and independent of
these choices and the PSS maps identify them in homology with the ones described in §5.3
and §5.2. We leave this verification to the reader. It is also easy to verify that analogue
statements are valid for the map iL and the spectral sequence compatibility.
5.7. Duality. The purpose of this section is to prove the Corollary 2.2.1. We start by
recalling the conventions and the notation in §2.2.1. Fix generic f, ρ, J so that the pearl
complex C+(L; f, ρ, J) is defined. Let C⊙ = homΛ(C(L; f, ρ, J),Λ) endowed with the
differential which is the adjoint of the differential of C+(L; f, ρ, J) and with the grading
|x∗| = −|x|. Recall also that skC indicates the k-th suspension of the complex C.
Proof of Corollary 2.2.1. The first step is to notice that the pearl complex C+(L;−f, ρ, J)
is also defined and there is a basis preserving isomorphism i between C+(L;−f, ρ, J) and
snC⊙ defined in the same way as in the Morse case (see Remark 2.2.2 a): it sends each
generator represented by a critical point x of f , indf(x) = k to a generator of degree n−k
represented by the same critical point x only viewed as critical point of −f .
At the same time, there is a comparison chain morphism
φ : C+(L; f, ρ, J)→ C+(L;−f, ρ, J)
as in §5.1.2 which induces a (canonical) isomorphism in homology. Therefore we get a
morphism
η : C+(L; f, ρ, J)→ snC⊙ , η = i ◦ φ
which induces an isomorphism in homology and this concludes the first part of the Corol-
lary. For the second part we need to show that the bilinear map η˜ associated to η coincides
with the reduced quantum product Q+H(L)⊗Q+H(L)
∗
−→ Q+H(L)
ǫL−→ Λ.
The first step for this is to notice that it is enough to work with a comparison morphism
φ : C+(L; f ′, J)→ C+(L;−f, J) where f ′ and f are in generic position. In fact, it is clear
that we may even replace φ with any other chain morphism which is chain homotopic to
it. There is a specific such chain morphism which will be useful in the proof. Its definition
is quite general so we now take h another generic Morse function and we describe this
new comparison morphism φ′ : C+(L; f ′J) → C+(L; h, J). It will be used in our proof
for h = −f . The construction of φ′ is based on counting the elements of certain moduli
spaces P !(f ′, h; x, y; J, λ) which are modeled on linear trees, as the pearl moduli spaces,
except that there is an additional marked point on the tree which is placed in the interior
of an edge in the tree. The key property of these moduli spaces is that all the edges (or
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segments of edges) above this marked point correspond to negative flow lines of f ′ and
all the edges (or segments) below this marked point - in the tree - correspond to negative
flow lines of h. The virtual dimension of these moduli spaces is |x| − |y| + µ(λ) where
λ is the total homotopy class of the configuration. The same methods used earlier in
Figure 14. x ∈ Crit(f ′), y ∈ Crit(h), P is the new marked point.
the paper show that, with generic choices of defining data, counting the elements in the
0-dimensional such moduli spaces does indeed define a chain morphism. The proof now
consists of two steps. The first, is to remark that φ and φ′ are chain homotopic. We
will postpone this argument and proceed to describe the last step in the proof. For this
we first fix a third Morse function f ′′ : L → R which has a single minimum m and is in
generic position with respect to f ′ and −f . We now notice, by reviewing the definition
of the moduli spaces P(x, y,m; f ′, f, f ′′) from §5.2 that they coincide in dimension 0 with
the moduli spaces P !(f ′,−f ; x, y; J). Indeed, if P(x, y,m; f ′, f, f ′′) is of dimension 0, then
the elements of this moduli space have the property that their unique vertex of valence
three is a constant disk and, moreover, the chain of pearls associated to f ′′ and arriving
in m is a single flow line of −∇f ′′ joining the vertex of valence three to m. But as
P(x, y,m; f ′, f, f ′′) are precisely the moduli spaces which compute ǫL ◦ (−∗−) we obtain
ǫL(x ∗ y) =< φ
′(x), y >= (i ◦ φ′(x))(y) which implies our claim.
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To conclude our proof, we need to justify that φ′ and φ are chain homotopic. Recall that
φ is defined by making use of a Morse homotopy between f ′ and h. Let H : L× [0, 1]→ R
be such a Morse homotopy. We intend to apply a method similar to the proof of the fact
that the comparison morphism is canonical in homoloy as in §5.1.2. However, we apply
that method in a more general situation: the place of the second Morse homotopy H ′ will
be taken by the discontinous function H ′(x, t) = f ′(x) for t ∈ [0, 1/2) and H ′(x, t) = h(x)
for t ∈ [1/2, 1]. The reason that this method still works is that, despite the discontinuity of
H ′, the vector field ∇H ′ is still well defined on L× [0, 1] and its negative flow lines are still
well defined and continuous - they follow the negative gradient of f ′ for t ∈ [0, 1/2) and
then follow along the negative gradient of h for t ∈ [1/2, 1]. The only additional ingredient
with respect to the method described in §5.1.2 is a gluing statement. In essence, this is
already seen in the case of the purely Morse theoretic version of our statement (that is
if no pseudo-holomorphic disks are present): each trajectory of −∇H ′ has to be shown
to be precisely the end of a one parametric family of flow lines of the Morse homotopy
relating H to H ′. We leave this last step as exercise for the reader. 
5.8. Action of the symplectomorphism group. The purpose of this section is to
prove Corollary 2.2.3.
Proof of Corollary 2.2.3. We assume that φ : L → L is a diffeomorphism which is the
restriction to L of the symplectomorphism φ¯ and f, ρ, J are such that the chain complex
C+(L; f, ρ, J) is defined. Let fφ = f ◦ φ−1. There exists a basis preserving isomorphism
hφ : C+(L; f, ρ, J)→ C+(L; fφ, ρ∗, J∗)
induced by x→ φ(x) for all x ∈ Crit(f) where ρ∗, J∗ are obtained by the push-forward of
ρ, J by means of φ and the symplectomorphism φ¯. The isomorphism hφ acts in fact as an
identification of the two complexes.
Finally, there is also the standard comparison chain morphism
c : C+(L; fφ, ρ∗, J∗)→ C+(L; f, ρ, J) .
We now consider de composition k = c ◦ hφ. It is clear that this map induces an
isomorphism in homology and that it preserves the augmented ring structure (as each of
its factors does so). We now inspect the Morse theoretic analogue of these morphisms
- in the sense that we consider instead of the complexes C(L, f,−) the respective Morse
complexes C(f,−). It is easy to see that, by possibly redescribing H∗(c) as a morphism
induced by a chain morphism given in the same way as φ′ in the proof of Corollary 2.2.1,
the Morse theoretic version of k induces in Morse homology precisely H∗(φ). But this
means that at the E2 stage of the degree filtration the morphism induced by k has the
form H∗(φ)⊗ idΛ+ .
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We now denote k = ~(φ¯) and we need to verify that for any two elements φ¯, ψ¯ ∈
Symp(M) we have ~(φ¯ ◦ ψ¯) = ~(φ) ◦ ~(ψ). It is easy to see that this is implied by the
commutativity up to homotopy of the following diagram:
C+(L; f ′)
hφ
//
c

C+(L; (f ′)φ)
c′

C+(L; f)
hφ
// C+(L, fφ)
for any two Morse function f and f ′ so that the respective complexes are defined. To see
this, first we use some homotopy H , joining f to f ′, to provide the comparison morphism
c and we then use the homotopy H ◦ φ−1 to define c′.
Finally, recall that the module structure of Q+H∗(L) over Q
+H(M) is defined by using
an additional Morse function F : M → R. If we put F φ = F ◦ φ−1 we see easily that
the external operations defined by using f, F, ρ, J and fφ, F φ, ρ∗, J∗ are identified one to
the other via the application hφ (extended in the obvious way to the critical points of F ).
The usual comparison maps then are used, as before, to compare (by using appropriate
homotopies) fφ, F φ, ρ∗, J∗ to f, F, ρ, J . At the level of the Morse quantum homology on
M the composition of these two maps induces H∗(φ¯)⊗idΛ+ . Therefore, if φ¯ ∈ Symp0(M),
it follows that this last map is the identity and proves the claim. 
Remark 5.8.1. It results from the proof above that for ~(φ) to be an algebra automorphism
it is sufficient that φ¯ induce the identity at the level of the singular homology of M , e.g.
φ is homotopic to the identity.
5.9. Minimality for the pearl complex. This subsection is purely algebraic and its
purpose is to show the statements in §2.2.3.
Proof of Proposition 2.2.4. We start by choosing generators for the complex (G, d0)
as follows: G = Z2 < xi : i ∈ I > ⊕Z2 < yj : j ∈ J > ⊕Z2 < y′j : j ∈ J > so
that d0xi = 0, d0(yj) = 0, d0y
′
j = yj, ∀j ∈ J . The index families I and J are finite.
Clearly, H ∼= Z2 < xi > and we will identify further these two vector spaces and denote
Cmin = Z2 < x˜i > ⊗Λ+ where x˜i, i ∈ I are of the same degree as the xi’s ( obviously,
the differential on Cmin remains to be defined). We will construct φ and ψ and δ so that
φ0(xi) = x˜i, φ0(yj) = φ0(y
′
j) = 0 and ψ0(x˜i) = xi. The construction is by induction. We
fix the following notation: Ck = Z2 < xi, y′j, yj : |xi| ≥ k, |y
′
j| ≥ k > ⊗Λ
+. Similarly,
we put Ckmin = Z/2 < x˜i : |xi| ≥ k > ⊗Λ
+.
Notice that there are some generators in Ck which are of degree k − 1, namely the yj’s
of that degree. With this notation we also see that Ck is a sub-chain complex of C. To
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simplify notation we will identify the generators of these complexes by their type - x,
y′, y, x˜ and their degree. Assume that n is the maximal degree of the generators in G.
For the generators of Cn we let φ be equal to φ0, we put δ = 0 on C
n
min and we also let
ψ = ψ0 on C
n
min. To see that ψ : C
n → Cnmin is a chain morphism with these definitions
it suffices to remark that if a generator of type y has degree n − 1, then y = d0y
′ = dy′
and so dy = 0. We now assume φ, δ, ψ defined on Cn−s+1, Cn−s+1min so that φ, ψ are chain
morphisms, they induce isomorphisms in homology and φ ◦ ψ = id.
We now indend to extend these maps to Cn−s, Cn−smin . We first define φ on the generators
of type x and y′ which are of degree n−s: φ(x) = x˜, φ(y′) = 0. We let δ(x˜) = φn−s+1(dx) (
when needed, we use the superscript (−)n−s+1 to indicate the maps previously constructed
by induction). Here it is important to note that, as d0x = 0, we have that dx ∈ C
n−s+1.
We consider now the generators of type y ∈ Cn−s which are of degree n − s − 1 and we
put φ(y) = φn−s+1(dy′ − y). This makes sense because dy′ − y ∈ Cn−s+1. If we write
dy′ = y + y′′ we see φ(dy′) = φ(y) + φ(y′′) = 0 = δ(φ(y′)) so that, to make sure that
φn−s is a chain morphism with these definitions, it remains to check that δφ(y) = φ(dy)
for all generators of type y and of degree n − s − 1. But δφ(y) = δφn−s+1(y′′) and
as φn−s+1 is a chain morphism, we have δφn−s+1(y′′) = φn−s+1d(y′′) which implies our
identity because dy′′+dy = d2y′ = 0. It is clear that φ so defined induces an isomorphism
on the d-homology of Cn−s because the kernel of φ is generated by couples (y′, dy′) so that
it is acyclic. To conclude our induction step it remains to construct the map ψ on the
generators x˜ of degree n−s. We now consider the difference dx−ψn−s+1(δx˜) and we want
to show that there exists τ ∈ Cn−s+1 so that dτ = dx− ψn−s+1(δx˜) and τ ∈ ker(ψn−s+1).
Assuming the existence of this τ we will put ψ(x˜) = x − τ and we see that ψ is a chain
map and φ ◦ψ = id. To see that such a τ exists remark that first w = dx−ψn−s+1(δx˜) ∈
Cn−s+1 and dw = d(ψn−s+1(δx˜)) = ψn−s+1(δ ◦ δx˜) = 0 (because ψn−s+1 is a chain map).
Moreover, φ(w) = φn−s+1(dx) − δx˜ = 0 because φn−s+1 ◦ ψn−s+1 = id. Therefore w
is a cycle belonging to ker(φn−s+1). But φn−s+1 is a chain morphism which induces an
isomorphism in homology and which is surjective. Therefore H∗(ker(φ
n−s+1)) = 0. Thus
there exists τ ∈ ker(φn−s+1) so that dτ = w and this concludes the induction step.
With this construction it is clear that φ0 induces an isomorphism in d0-homology and as
φ0 ◦ ψ0 = id we deduce that so does ψ0.
This construction concludes the first part of the statement and to finish the proof of the
proposition we only need to prove the uniqueness result. The following lemma is useful.
Lemma 5.9.1. Let G, G′ be finite dimensional, graded Z2-vector spaces. A morphism
ξ : G⊗ Λ+ → G′ ⊗ Λ+ is an isomorphism iff ξ0 is an isomorphism.
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Proof. Indeed, it is immediate to see that if ξ is an isomorphism, then ξ0 is one: the surjec-
tivity of ξ implies that of ξ0 and a dimension count concludes this direction. Conversely,
if ξ0 is surjective a simple induction argument shows that ξ is surjective too. Assume that
the maximal degree in G is k. Obviously ξ = ξ0|Gk⊗Λ+ . We now suppose that ξ is surjec-
tive when restricted to Gk−s+1 ⊗ Λ
+ → G′k−s+1 ⊗ Λ
+. Take g′ ∈ G′k−s. Then g
′ = ξ0(g)
for some g ∈ Gk−s so that we may write ξ(g) = g
′ + g′′t for some g′′ ∈ G′k−s+1 ⊗ Λ
+.
But, by the induction hypothesis, g′′ ∈ Im(ξ|Gk−s+1⊗Λ+) so that g
′ = ξ(g)− ξ(g′′′)t with
ξ(g′′′) = g′′, g′′′ ∈ Gk−s+1 ⊗ Λ
+. A dimension count again shows the injectivity of ξ. 
To end the proof of the proposition, suppose φ′ : C → C′ and ψ′ : C′ → C are chain
morphisms so that φ′ ◦ ψ′ = id with C′ = (H ⊗ Λ+, δ′), δ′0 = 0 and H some graded,
Z2-vector space and φ′, ψ′, φ′0, ψ
′
0 induce isomorphisms in the (respective) homology. We
want to show that there exists a chain map c : Cmin → C
′ so that c is an isomorphism.
This is quite easy: we define c(u) = φ′ ◦ ψ(u), ∀u ∈ Cmin. Now H∗(φ0) and H∗(φ
′
0),
H∗(ψ0), H∗(ψ
′
0) are all isomorphisms (in d0-homology). So H(c0) is an isomorphism but
as δ0 = 0 = δ
′
0 we deduce that c0 is an isomorphism. 
Proof of Corollary 2.2.5. Suppose that C(L; f, ρ, J) is defined and apply the Proposition
2.2.4 to it. Denote by (Cmin, φ, ψ) the resulting minimal complex and the chain morphisms
as in the statement of 2.2.4. The only part of the statement which remains to be shown
is that given a different set of data (f ′, ρ′.J ′) so that C(L; f ′ρ′, J ′) is defined, there are
appropriate morphisms φ′, ψ′ as in the statement. There are comparison morphisms:
h : C(L; f ′ρ′, J ′) → C(L; fρ, J) as well as h′ : C(L; fρ, J) → C(L; f ′ρ′, J ′) so that, by
construction, both h and h′ are inverse in homology and both induce an isomorphism
in Morse homology and again these two isomorphisms are inverse (see §5.1.2). Define
φ′ : C(L; f ′, ρ′, J ′)→ Cmin, ψ
′′ : Cmin → C(L; f
′, ρ′, J ′) by φ′ = φ ◦ h and ψ′′ = h′ ◦ ψ. It is
clear that φ′, ψ′′, φ′0 and ψ
′′
0 induce isomorphism in homology. Moreover, as h0 and h
′
0 are
inverse in homology and δ0 = 0 in Cmin it follows that φ
′
0 ◦ ψ
′′
0 = id. This means by the
Lemma 5.9.1 that v = φ′ ◦ ψ′′ is a chain isomorphism so that v0 is the identity. We now
put ψ′ = ψ′′ ◦ v−1 and this verifies all the needed properties. The uniqueness of Cmin(L)
now follows from the uniqueness part in the Proposition 2.2.4. 
5.10. Proof of the action estimates. We first recall the definition of the two spectral
invariants involved. Fix a generic pair (H, J) consisting of a 1-periodic Hamiltonian
H : M×S1 → R and an almost complex structure J so that the Floer complex CF∗(H, J)
is well defined. We will assume the coefficients of this complex to be in the usual Novikov
ring Λ. We recall that the generators of CF∗(H, J) as a module over Λ are pairs formed
by contractible orbits of XH together with fixed cappings. Fix also a Morse function
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f : L→ R as well as a Riemannian metric g on L so that the pearl complex C+(L; f, ρ, J)
is well defined.
We first need to provide a description of our module external operation which involves
the two complexes above. This is based on moduli spaces P(γ, x, y;λ) similar to the ones
used in §5.3 except that the vertex of valence three in the string of pearls is now replaced
by a half-tube with boundary on L and with the −∞ end on γ. The total homotopy class
λ of the configuration obtained in this way is computed by using the capping associated
to γ to close the semi-tube to a disk and adding up the homotopy class of this disk to the
homotopy classes of the other disks in the string of pearls. More explicitly, a half tube as
before is a solution
u : (−∞, 0]× S1 →M
of Floer’s equation ∂u/∂s + J∂u/∂t +∇H(u, t) = 0 with the boundary conditions
u({0} × S1) ⊂ L lim
t→−∞
u(s, t) = γ(t) .
The incidence points on the “exceptional” vertex which corresponds to u are so that
the point u(0, 1) is an exit point for a flow line and u(0,−1) is the entry point. Both
compactification and bubbling analysis for these moduli spaces are similar to what has
been discussed before to which is added the study of transversality and bubbling for the
spaces of half-tubes as described by Albers in [5] and, as described in [5], an additional
assumption is needed for this part: H is assumed to be such that no periodic orbit of XH
is completely included in L.
Counting elements in these moduli spaces defines an operation:
CF (H, J)⊗ C(L; f, ρ, J)→ C(L; f, ρ, J)
and, by using the Hamiltonian version of the Piunikin-Salamon-Schwarz homomorphism,
it is easy to see that, in homology, this operation is canonically identified with the module
action as described in §5.3.
The Floer complex CF∗(H, J) is filtered by the values of the action functional
AH(x) =
∫ 1
0
H(x(t), t)dt−
∫
D
xˆ∗ω
where x = (x, xˆ) with x a C∞ loop in M and xˆ a cap of this loop. This action is
compatible with the Novikov ring in the sense that: AH(γ ⊗ t
k) = AH(γ) − kτ (where
τ is the monotonicity constant). The filtration of order ν ∈ R of the the Floer complex,
CF ν , is the graded Z2-vector space generated by all the elements γ ⊗ λ of action at most
ν. This is a sub-complex because the differential decreases action.
QUANTUM STRUCTURES FOR LAGRANGIAN SUBMANIFOLDS 125
We now fix α ∈ H∗(M ;Z2) and define σ(α,H) by:
(94) σ(α,H) = inf{ν : PSS(α) ∈ Image( H(CF ν)→ HF (H, J) )}.
Here PSS : H∗(M ;Z2) → HF (H, J) is the Piunikin-Salamon-Schwarz homomorphism.
We also need a similar definition for a cohomology class β ∈ H∗(M ;Z2). A little more
notation is needed for this. We recall that we work here over the Novikov ring Λ. We
also recall the algebraic notation from §2.2.1: Λ∗ is be the ring Λ with reverse grading (in
short the element t has now degree NL) and given a free chain complex C = G⊗ Λ with
G a Z2 vector space, C∗ = homZ2(G,Z2)⊗ Λ
∗ where the grading of the dual x∗ of a basis
element x ∈ G is |x∗| = |x| with the differential given as the adjoint of the differential in
C.
From the Floer complex CF (H, J) we define the associated Floer co-homology by
HkF (H, J) = Hk(CF (H, J)∗) and similarly for all the various subcomplexes involved.
In particular, we have Hk(CF ν) = Hk((CF ν)∗) as well as morphisms
pν : CF (H, J)
∗ → (CF ν)∗
which are induced by the inclusions CF ν →֒ CF (H, J). Moreover, the inverse PSS map
induces also a comparison morphism H∗(M ;Z2) → H∗F (H, J) which we will denote by
PSS ′. In view of this we may now define:
(95) σ(β,H) = sup{ν : PSS ′(β) ∈ ker(H∗F (H, J)→ H∗(CF ν))}.
Assuming that H is normalized, it is well known that σ(α,H), the spectral invariant of
α, only depends on the class [φH ] ∈ ˜Ham(M). The same holds for the spectral invariant
of the co-homology class β.
Remark 5.10.1. The spectral invariant of a co-homology class β satisfies te following
property which will be useful in the following. For any ǫ > 0 there exists a co-chain
c =
∑
i γ
∗
i so that [c] = β, γ
∗
i are dual to orbits γi (the Λ-coefficients are integrated in
γi by a possible change of capping - in other words we view C as a Z2 vector space) and
AH′(γi) ≥ σ(β,H) − ǫ for all i. For this, first notice that the map pν : CF (H, J)
∗ →
(CF ν)∗ is surjective and that its kernel is generated by those γ∗ with AH(γ) > ν. Fix
ν = σ(β,H)−ǫ and let c′ =
∑
γ∗i be so that [c
′] = β. Let pν(c
′) = δ. Then as ν < σ(β,H)
we deduce δ = ∂∗h and as pν is surjective, we may view h as an element of CF (H, J)
∗ so
that pν(c
′ − ∂∗h) = 0. But β = [c′ − ∂∗h] so that our claim follows.
Remark 5.10.2. To avoid possible confusion with various other conventions used in the
literature, notice that, with the definitions above, we have in general σ(α∗, H) 6= σ(α,H)
where α∗ is the co-homology class Poincare´ dual to α.
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5.10.1. Proof of Corollary 2.3.1. We recall that α ∈ H∗(M ;Z2) is fixed as well as x, y ∈
Q+H(L) so that y 6= 0 and α ∗ x = ytk + higher order terms. We also fix φ ∈ ˜Ham(M).
We first intend to show that: σ(α, φ)− depthL(φ) + kτ ≥ 0. By inspecting the definition
of depth in §2.3 we see that this reduces to showing that for every normalized Hamiltonian
H with [H ] = φ, we have
σ(α,H)−
∫ 1
0
H(γ(t), t)dt+ kτ ≥ 0
for some loop γ : S1 → L. By a small perturbation of H we may assume that no closed
orbit of H is contained in L.
Now assume that η =
∑
γi ⊗ λi is a cycle in CF (H, J) so that [η] = PSS(α) where
γi are generators of CF (H, J) and λi ∈ Λ. The relation α ∗ x = yt
k + ... implies that
there exits some periodic orbit γi, say γ1, and critical points x1, y1 ∈ Crit(f), |x1| = |x|,
|y1| = |y| so that the moduli space P(γ
′
1, x1, y1; t
k) 6= ∅ where γ′1 = γ1#λ1 is the same
orbit of XH as γ1 but with the capping changed by λ1. We now consider an element
v ∈ P(γ′1, x1, y1; t
k) and we focus on the corresponding half-tube u (which is part of v).
The usual energy estimate for this half-tube gives:
(96) 0 ≤
∫ 0
−∞
∫ 1
0
||∂u/∂s||2dtds =
∫
[−∞,0]×S1
u∗ω +
∫
S1
H(γ1(t), t)−
∫
S1
H(u(0, t), t) .
We now want to remark that:
AH(γ
′
1) + kτ ≥
∫
[−∞,0]×S1
u∗ω +
∫
S1
H(γ1(t), t) .
Indeed, this is obvious in view of the definition of the action and given that kτ equals
the symplectic area of all the disks in v + the area of the tube u + the area of the
cap corresponding to γ′1 (we have equality here iff no J-disks appear in v). Given any
ǫ > 0, in view of the definition of σ(α,H), it follows that we may find in CF σ(α,H)+ǫ a
cycle η with [η] = PSS(α) ∈ HF (H, J). Applying the discussion above to this η means
AH(γ
′
1) ≤ σ(α,H) + ǫ and this implies the claimed inequality.
We now want to show the second inequality in Corollary 2.3.1: heightL(φ)−σ(α
∗, φ)+
kτ ≥ 0. Again by taking a look at the definition of heightL(φ) we see that it is enough to
show that for some normalized Hamiltonian H ′ we have
∫ 1
0
H ′(γ(t), t)− σ(α∗, H ′)+ kτ ≥
0 for some loop γ in L. We now return to the choices of H, v, u, γ′1, x1, y1 used when
establishing formula (96). We now define H ′(x, t) = −H(x, t). We notice that the the
periodic orbits of H ′ are related to those of H by the formula γ(t) → γ(1 − t) and,
moreover, the complex CF (H ′, J) is in fact identified with sn(CF (H, J))⊙ (to recall the
algebraic notation (−)⊙ etc see §2.2.1 and §5.7). The equation (96) can be interpreted by
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looking at u as a Floer half tube for H ′ parametrized by [0,+∞)× S1 with the 0 end on
L and the +∞ end on γ˜′1 (where for a loop γ, γ˜ is the loop γ(1− t)). We obtain:
(97) 0 ≤
∫
u∗ω −
∫
S1
H ′(γ˜1(t), t)dt+
∫
S1
H ′(u(0,−t), t)dt .
So that is suffices to show kτ − σ(α∗, H ′) ≥
∫
u∗ω −
∫
S1
H ′(γ˜1(t), t)dt. By noticing that
the capping corresponding to γ˜′1 is changed with respect to that of γ
′
1 by (s, t)→ (s, 1−t),
it is now easy to see that:
AH′(γ˜
′
1) ≤
∫
S1
H ′(γ˜1(t), t)dt−
∫
u∗ω + kτ .
And the proof of the desired inequality reduces to showing that, for any ǫ > 0 there exists
γ1 as before so that σ(α
∗, H ′)− ǫ ≤ AH′(γ˜
′
1). But this follows immediately from Remark
5.10.1. 
5.11. Replacing C+, Q+H by C, QH. At this stage we indicate that everything proved
in §5.1 – 5.5 as well as in §5.7, 5.8, 5.9 continues to hold (with the same proofs) if we
replace C+ and Q+H by C and QH respectively everywhere. The same is true for §5.10 if
we replace C+(L) by C(L) but in that section we still have to work with the full version
of HF (M).
Note however, that in contrast to the above, in §5.6 it is essential to work with C and
QH rather than their positive versions.
6. Applications and examples.
Our applications are grouped in three categories. Ths first has to do with the algebraic
constraints coming from the interplay between singular and quantum structures. There
are many such examples in the paper. In §6.1 we see, for example, that when the singular
homology of L is generated as an algebra (with the intersection product) by classes of
sufficiently high degree (depending on the minimal Maslov number), then, either, the
quantum homology of L is additively just singular homology with Novikov coefficients or it
vanishes. Other examples come from the interplay of the topology of the ambient manifold
and that of the Lagrangian. Thus, in §6.2, we see that if the ambient manifold is CP n,
then the resulting restrictions on the Floer homology of the Lagrangian are stringent. As a
concrete example we discuss the Clifford torus in detail in §6.2.1. Additional assumptions
on the Lagrangian - for example, 2H1(L;Z) = 0 as in §6.2.2 - lead to more homological
rigidity as such Lagrangians are seen to have a homology algebra very much like that
of RP n. We also discuss Lagrangian submanifolds of the quadric in §6.3, as well as in
complete intersections in §6.4. In §6.5 we also describe some examples that go in the
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opposite direction: the existence of certain Lagrangian submanifolds is seen to imply
restrictions on the quantum homology of the ambient manifold.
The second type of application is related to ways of measuring the size of Lagrangians
as well as that of the space surrounding them inside the ambient manifold. Indeed, as
introduced in [8] and in [24] there is a natural notion of Gromov width of a Lagrangian
and obviously one can also consider the width of the complement of that Lagrangian.
Moreover, one can also define packing numbers for the Lagrangian, its complement as
well as mixed numbers. Our techniques allow us to give estimates - in §6.6 - for many of
these numbers in all the cases mentioned above.
The third type of application - presented in §6.11 - is concerned with the fact that the
properties of our machinery can be used to define certain numerical invariants roughly of
Gromov-Witten type which are associated to configurations different from the usual ones.
We discuss this construction in a very explicit way for two dimensional monotone tori -
this turns out to be a surprisingly rich case. The invariants in question are associated
to triangles lying on the tori and are expressed as polynomials involving numbers of J-
holomorphic disks passing through the vertexes and/or the edges of the triangle.
There is an underlying unifying idea for all of these diverse applications. Lagrangian
submanifolds exhibit considerable rigidity: topological (or algebraic) for our first class of
applications, geometric for the second and arithmetic for the third.
6.1. Full Floer homology.
Proposition 6.1.1. Let Ln ⊂ (M2n, ω) be a monotone Lagrangian with NL ≥ 2. Assume
that its singular homology H∗(M ;Z2) is generated as an algebra by H≥n−k(L;Z2). Suppose
further that NL > k. Then:
(1) either QH∗(L) = 0; or
(2) there exist isomorphisms of graded vector spaces QH∗(L) ∼= (H(L;Z2) ⊗ Λ)∗ and
Q+H∗(L) ∼= (H(L;Z2)⊗ Λ+)∗. These isomorphisms are in general not canonical.
Moreover, these isomorphisms, in general, do not respect the ring structures.
If NL > k+1 only the second alternative occurs. Furthermore, when the second alternative
occurs (whether NL > k+1 or NL = k+1) there exist canonical injections of H≥n−k(L;Z2)
into QH≥n−k(L) and into Q
+H≥n−k(L) which generate these algebras over Λ and over Λ
+
with respect to the quantum product.
Example 6.1.2. Tori with minimal Maslov class at least 2 furnish a nice example. Another
immediate example is RP n ⊂ CP n. Other examples will appear later in this section.
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Proof of Proposition 6.1.1. We will provide two proofs for this proposition. The first
one is based on a spectral sequence argument while the second uses the minimal model
machinery described in §2.2.3. We include both arguments precisely to illustrate the role
of these minimal models.
A. We will use here an argument involving spectral sequences. Choose a generic J ∈
J (M,ω). Let f : L → R be a Morse function with exactly one maximum xn and fix a
generic Riemannian metric on L. Denote by (CM∗(f), ∂0), (C∗(f, J), d) the Morse and
pearl complexes associated to f , J and the Riemannian metric.
Recall that C(f, J) is filtered by the degree filtration FpC (which is a decreasing fil-
tration). It will be more convenient to work here with an increasing version of the same
filtration. Put
FpCi(f, J) =
⊕
j≥−p
Ci+jNL(f, J)t
j .
Clearly this is a bounded increasing filtration. It gives rise to a spectral sequence {Erp,q, dr}r≥0
which converges to QH∗(L) = H∗(C(f, J), d). A simple computation shows that:
(1) E0p,q = CMp+q−pNLt
−p, d0 = ∂0.
(2) E1p,q = Hp+q−pNL(L;Z2)t
−p.
(3) The sequence collapses after a finite number of steps. In fact this number of steps
is ≤ [n+1
NL
] + 1.
Let f ′ : L → R be a small perturbation of f . Note that the filtration Fp is compatible
with the quantum product ∗ in the sense that
∗ : Fp1Ci1(f, J)⊗ Fp2Ci2(f
′, J) −→ Fp1+p2Ci1+i2−n(f, J).
By taking f ′ close enough to f we may assume that the canonical quasi-isomorphism
between C∗(f, J) and C∗(f
′, J) is in fact a base preserving isomorphism (see §5.1.2). Thus
we may identify the spectral sequences {Erp,q(f, J), dr} and {E
r
p,q(f
′, J), dr} and denote
both of them by {Erp,q, dr}. It follows that this spectral sequence is multiplicative.
Denote by ∗r the product induced by ∗ on {E
r
∗,∗} and by ∗∞ the product induced by ∗ on
{E∞∗,∗}. Note that although there exists an isomorphism Hl(C, d)
∼= ⊕p+q=lE
∞
p,q for every
l ∈ Z, the products ∗ on H∗(C, d) and ∗∞ on ⊕p+q=lE∞p,q are in general not isomorphic.
A direct computation shows that the product ∗ induces on the E1 level the classical
cap product, namely the product
∗1 : E
1
p1,q1 ⊗E
1
p2,q2 → E
1
p1+p2,q1+q2−n
is the cap product
∩ : Hp1+q1−p1NL(L;Z2)t
−p1⊗Hp2+q2−p2NL(L;Z2)t
−p2 → Hp1+p2+q1+q2−(p1+p2)NL−n(L;Z2)t
−p1−p
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and d1 satisfies Leibniz rule with respect to ∩. It follows that {E
1
p,q}p+q−pNL≥n−k generate
with respect to ∗1 = ∩ the whole {E
1
∗,∗}.
Assume now that NL > k + 1. For degree reasons d1 vanishes on E
1
p,q whenever p +
q − pNL ≥ n− k. Since d1 satisfies Leibniz rule with respect to ∗1 it follows that d1 = 0
everywhere. Therefore E2∗,∗ = E
1
∗,∗ and ∗2 = ∗1 = ∩. The same argument applied to d2
shows that d2 = 0, hence E
3
∗,∗ = E
2
∗,∗ = E
1
∗,∗. Proceeding by induction we obtain that
dr = 0 for every r ≥ 1 hence E
∞
∗,∗ = · · · = E
1
∗,∗ and ∗∞ = · · · = ∗1 = ∩.
It follows that there exists an isomorphism
H∗(C, d) ∼=
⊕
p+q=∗
E1p,q =
⊕
p∈Z
H∗−pNL(L;Z2)t
−p =
(
H(L;Z2)⊗ Λ
)
∗
.
We now turn to the case NL = k + 1. First note that exactly as in the in the case
NL > k+1 we have that d1 = 0 on all E
1
p,q with p+ q− pNL ≥ n− k+1. Let us examine
now the behavior of d1 on E
1
p,q for p+ q − pNL = n− k. For such p, q we have
E1p,q = Hn−k(L;Z2)t
−p, E1p−1,q = Hn(L;Z2)t
−p+1.
Moreover, it is easy to see that
d1 : Hn−k(L;Z2)t−p → Hn(L;Z2)t−p+1
takes the form d1 = δ1t where δ1 : Hn−k(L;Z2)→ Hn(L;Z2) does not depend on p. There
are now two cases to consider:
Case I. δ1 6= 0. Since Hn(L;Z2) = Z2[L] is 1-dimensional (and we work here over Z2
which is a field) it follows that [L] is in the image of δ1. Therefore [L] ∈ E
1
0,n = Hn(L;Z2)
is the image under d1 of some element in E
1
1,n = Hn−k(L;Z2)t
−1. It follows that the
homology class of [L] in E20,n is zero. But [L] is the unit of E
1
∗,∗ with respect to ∗1 = ∩
and so its homology class in E20,n is the unit of E
2
∗,∗ with respect to ∗2. As this class is
zero we have E2∗,∗ = 0. It follows that H∗(C, d) = QH∗(L) = 0.
Case II. δ1 = 0. In this case d1 = 0 on E
1
p,q for p + q − pNL = n − k. The proof
now continues exactly as in the case NL > k + 1 discussed above, showing that the
spectral sequence degenerates at the E1 level. It follows that QH∗(L) = H∗(C, d) ∼=(
H(L;Z2)⊗ Λ)∗. This concludes the proof of the two alternatives for QH(L).
We now prove that H≥n−k(L;Z2) canonically injects into QH≥n−k(L) under the as-
sumption that either NL > k + 1, or NL = k + 1 and QH(L) 6= 0. To see this note
first that we have a canonical homomorphism σ : Hl(L;Z2) → QHl(L) induced by the
inclusion CMl(f) ⊂ Cl(f, J) for l ≥ n − k. Indeed, assume first that NL > k + 1 and
let x ∈ CMl(f), l ≥ n − k, be a ∂0-cycle. For degree reasons dx = ∂0x = 0. Simi-
larly, if x is a ∂0-boundary, say x = ∂0y, y ∈ CMl+1(f), then again by degree reasons
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x = dy. This shows that the inclusion CMl(f) ⊂ Cl(f, J) induces a homomorphism
σ : Hl(L;Z2) → Hl(C, d) = QHl(L). Suppose now that NL = k + 1 and QH(L) 6= 0.
For degree reasons d = ∂0 on CMl(f) for every l ≥ n− k + 1. As for CMn−k(f) we can
write d = ∂0 + ∂1t, where ∂1 : CMn−k(f) → CMn(f). It follows that ∂1 vanishes on all
∂0-cycles, for otherwise the maximum xn ∈ CMn(f) would be a d-boundary implying that
QH(L) = 0. It follows that every ∂0-cycle x ∈ CMn−k(f) is also a d-cycle. For degree
reasons every ∂0-boundary in CMn−k(f) is also a d-boundary. Thus in this case too we
have the homomorphism σ induced by the inclusion CMl(f) ⊂ Cl(f, J), l ≥ n− k.
That σ is canonical follows from the definition of the canonical identifications on
QH described in §5.1.2. The point is that, for degree reasons, the chain morphism
φ : Cl(f, J)→ Cl(f
′, J ′) defined in §5.1.2 coincides with the analogous chain morphism in
Morse theory CMl(f)→ CMl(f
′) for for l ≥ n− k (because φ involves only non-negative
powers of t). This completes the proof that the homomorphism σ is well defined and
canonical.
Next, we prove that σ : Hl(L;Z2) → QHl(L) is injective for l ≥ n − k. Again, we
assume that either NL > k + 1, or NL = k + 1 and QH(L) 6= 0. To prove this first
note that for degree reasons CMl(f) = F0Cl(f, J) and in fact d coincides with ∂0 here.
Therefore this equality induces an isomorphism σ′ : Hl(L;Z2) → Hl(F0C, d). Denote by
FpHl(C, d) the p-level of the associated filtration on the homology Hl(C, d), i.e. the image
of the map ι : Hl(FpC, d) → Hl(C, d) induced from the inclusion. For degree reasons we
have F−1Hl(C, d) = 0, hence E
∞
0,l = F0Hl(C, d)/F−1Hl(C, d) = F0Hl(C, d). On the other
hand by what we have previously proved we know that E∞0,l = E
1
0,l = Hl(L;Z2). Putting
all these together we obtain:
(98) Hl(L;Z2)
σ′
−→
∼=
Hl(F0C, d)
ι
−−−−−→
surjective
F0Hl(C, d) = E
∞
0,l = Hl(L;Z2).
It follows that ι ◦ σ′ is surjective. By dimensions reasons ι ◦ σ′ is an isomorphism. But
the image of ι ◦ σ′ is the same as the image of σ, hence σ is injective.
It remains to show that the image of σ in QH≥n−l(L) generates QH∗(L) with respect
to the quantum product. Fix i ∈ Z. Denote by A∗ ⊂ H∗(C, d) the subalgebra generated
(over Λ) by σ
(
H≥n−k(L;Z2)
)
with respect to the quantum product ∗. We want to prove
that A∗ = H∗(C, d).
Recall that Hi(C, d) is filtered by the induced increasing filtration {FpHi(C, d)}p∈Z.
This filtration is bounded so that FpHi(C, d) = 0 for every p ≤ p0 for some p0, and
FpHi(C, d) = Hi(C, d) for p≫ 0. Therefore it is enough to prove that
(99) FpHi(C, d) ⊂ Ai, ∀ p.
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We will prove (99) by induction on p. Put
(100) Gi =
⊕
p≥p0
FpHi(C, d)/Fp−1Hi(C, d) =
⊕
p+q=i
E∞p,q =
⊕
p≥p0
Hi−pNL(L;Z2)t
−p.
By what we have proved the quantum product ∗ descends to a product [∗] on G∗ which is
identified with the classical cap product ∩ on the right-hand side of (100) (here we extend
∩ in an obvious way over Λ). By the assumption of the proposition E∞0,≥n−k generates G∗
(over Λ) with respect to [∗] = ∩.
Obviously (99) holds for p ≤ p0 since FpHi(C, d) = 0 for such p’s. Assume the state-
ment is true for every p ≤ p′. Let x ∈ Fp′+1Hi(C, d). We want to prove that x ∈ A. The
corresponding element in (100), [x] = x
(
modFp′Hi(C, d)
)
, can be identified with an ele-
ment in Hi−p′+1NL(L;Z2)t
−p′−1. By the assumption of the proposition [x] can be expressed
as a linear combination (over Λ) of [∗]-products of elements in E∞0,≥n−k = H≥n−k(L;Z2).
Keeping in mind that [∗] is induced from ∗ this means that
x = a + x(p′)
for some elements a ∈ A and x(p′) ∈ Fp′Hi(C, d). By the induction hypothesis x(p′) ∈ A
hence x ∈ A too. The desired statement follows now by induction.
The analogous statements of the proposition for Q+H(L) are proved essentially in the
same way. However, it is important to note that alternative 1 holds only for QH(L) (in
fact Q+H(L) cannot vanish). The reason for this lies in “Case I.” in the proof above
where we had to use negative powers of t.
B. Here is now the second argument based on the minimal model machinery from
§2.2.3. Consider the pearl complex C(f, J) and recall from §2.2.3 that there exists a chain
complex (Cmin, δ), unique up to isomorphism, and chain morphisms φ : C(f, J) → Cmin,
ψ : Cmin → C(f, J) so that φ ◦ ψ = id, Cmin = H∗(L;Z2) ⊗ Λ+, δ0 = 0 (where δ0 is
obtained from δ by putting t = 0) and φ (φ0), ψ (ψ0) induce isomorphisms in quantum
(respectively, Morse) homology. By Remark 2.2.6 the quantum product in C(f, J) can
be transported by the morphisms φ and ψ to a product ∗ : Cmin ⊗ Cmin → Cmin which
is a chain map and a quantum deformation of the singular intersection product (notice
though that, as the maps φ and ψ are not canonical, this product is not canonical either
at the chain level).
We will now show by induction that either QH(L) = 0 or δ = 0. Let x ∈ Hn−k+s(L)
with s ≥ 0. We indentify H∗(L;Z2) with the generators of Cmin and we notice that NL > k
implies for degree reasons that δx = 0 when |x| > n−k and δx = ǫx[L]t when |x| = n−k,
NL = k+1 with ǫx ∈ {0, }. If for some such x we have ǫx = 1, then, by Remark 2.2.6, we
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deduce QH(L) = 0. Thus, we now assume QH(L) 6= 0 and we assume, by induction, that
δy = 0 for all y ∈ H∗(L;Z2) such that |y| > n− k− s, s ≥ 1. Consider x ∈ Hn−k−s(L;Z2)
so that x = x1 · x2 · . . . · xr with xi ∈ H≥n−k(L;Z2). We then have δ(xi) = 0 and we write
δ(x1 ∗ x2 ∗ . . . ∗ xr) =
∑
i x1 ∗ . . . δ(xi) ∗ . . . ∗ xr = 0. At the same time
(101) x1 ∗ x2 ∗ . . . ∗ xr = x+
∑
j
zjt
j
with zj ∈ H>n−k−s(L) so that, by the induction hypothesis, δ(zj) = 0. We conclude
δx = 0. But given our assumption on the structure of the singular homology of L,
this implies that δ = 0. This means that Q+H(L) ∼= H(L) ⊗ Λ+. The equation (101)
immediately implies the rest of the statement at (2). 
Remark 6.1.3. a. It is important to notice that the dichotomy that we have proved when
NL = k + 1 depends on the fact that we work over a field. This appears in “case I” in
the proof above.
b. As shown by Cho [20], the Clifford torus has the property that for a certain choice
of spin structure the associated Floer homology with rational coefficients vanishes. In [22,
21] there are some examples of non-monotone tori which satisfy similar dichotomy type
properties (the argument used there is different from the one here).
c. The proof above extends in obvious ways to other examples of Lagrangians with
particular singular homology.
d. Some partial results of the type above have also been obtained by Buhovsky in [16].
6.1.1. Criteria for vanishing and non-vanishing of Floer homology. Here is a related but
slightly different, and possibly more explicit point of view on the same phenomenon from
Proposition 6.1.1 (see also Remark 2.2.6). Let Ln ⊂ (M2n, ω) be a monotone Lagrangian
submanifold with NL ≥ 2. Denote by H
D
2 ⊂ H2(M,L;Z) the image of the Hurewicz
homomorphism π2(M,L) → H2(M,L;Z). Denote by ∂ : H2(M,L;Z) → H1(L;Z) the
boundary homomorphism and by ∂Z2 : H2(M,L;Z) → H1(L;Z2) the composition of ∂
with the reduction mod 2, H1(L;Z) → H1(L;Z2). Given A ∈ HD2 and J ∈ J (M,ω)
consider the evaluation map
evA,J : (M(A, J)× ∂D)/G −→ L, evA,J(u, p) = u(p),
where G = Aut(D) ∼= PSL(2,R) is the group of biholomorphisms of the disk.
For every J ∈ J (M,ω) let E2(J) be the set of all classes A ∈ H
D
2 with µ(A) = 2 for
which there exist J-holomorphic disks with boundaries on L in the class A:
E2(J) = {A ∈ H
D
2 | µ(A) = 2, M(A, J) 6= ∅}.
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Define:
E2 =
⋂
J∈J (M,ω)
E2(J).
Standard arguments show that:
(1) E2(J) is a finite set for every J .
(2) There exists a second category subset Jreg ⊂ J (M,ω) such that for every J ∈ Jreg,
E2(J) = E2. In other words, for generic J , E2(J) is independent of J .
(3) For every J ∈ J and every A ∈ E2(J) the spaceM(A, J) is compact and all disks
u ∈M(A, J) are simple.
(4) For J ∈ Jreg and A ∈ E2, the space (M(A, J) × ∂D)/G is a compact smooth
manifold without boundary. Its dimension is n = dimL. In particular, for generic
x ∈ L, the number of J-holomorphic disks u ∈M(A, J) with u(∂D) ∋ x is finite.
(5) For every A ∈ E2 and J0, J1 ∈ Jreg the manifolds (M(A, J0) × ∂D)/G and
(M(A, J1) × ∂D)/G are cobordant via a compact cobordism. Moreover, the
evaluation maps evA,J0 , evA,J1 extend to this cobordism, hence degZ2 evA,J0 =
degZ2 evA,J1. In other words degZ2 evA,J depends only on A ∈ E2.
(6) In fact, the set Jreg above can be taken to be the set of all J ∈ J (M,ω) which
are regular for all classes A ∈ HD2 in the sense that the linearization of the ∂J
operator is surjective at every u ∈M(A, J).
Let J ∈ Jreg and let x ∈ L be a generic point. Define a one dimensional Z2-cycle δx(J)
to be the sum of the boundaries of all J-holomorphic disks with µ = 2 whose boundaries
pass through x. Of course, if a disk meets x along its boundary several times we take its
boundary in the sum with appropriate multiplicity. Thus the precise definition is:
(102) δx(J) =
∑
A∈E2
∑
(u,p)∈ev−1
A,J
(x)
u(∂D).
By the preceding discussion the homology class D1 = [δx(J)] ∈ H1(L;Z2) is independent
of J and x. In fact
(103) D1 =
∑
A∈E2
(degZ2 evA,J)∂Z2A.
In view of the proof of Proposition 6.1.1 the next result follows easily.
Proposition 6.1.4. Let L ⊂ (M,ω) be a monotone Lagrangian submanifold with NL ≥ 2.
(1) If D1 6= 0 then QH∗(L) = 0.
(2) Suppose that D1 = 0 and H∗(L;Z2) is generated as an algebra by Hn−1(L;Z2)
with respect to the classical cap product. Then QH∗(L) ∼= (H(L;Z2) ⊗ Λ)∗. This
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isomorphism is neither canonical nor multiplicative. However for ∗ ≥ n− 1, there
is a canonical injection H≥n−1(L;Z2) →֒ QH≥n−1(L).
In particular, if H∗(L;Z2) is generated as an algebra by Hn−1(L;Z2) then QH∗(L) can be
either (H(L;Z2) ⊗ Λ)∗ or 0 according to whether D1 vanishes or not. When D1 = 0 all
the above continues to hold for QH(L) replaced by Q+H(L) and Λ replaced by Λ+.
Remark 6.1.5. When D1 = 0 but H∗(L;Z2) is not generated as an algebra by Hn−1(L;Z2),
the theorem does not say anything on QH(L). In this case it is possible to define in a
similar way higher classes Dj ∈ Hj(L;Z2), 1 ≤ j ≤ NL − 1, which sometimes give more
information.
Proof of Proposition 6.1.4. Choose a generic J ∈ J (M,ω). Let f : L → R be a generic
Morse function with precisely one local minimum x ∈ L and fix a generic Riemannian met-
ric on L. Denote by (CM∗(f), ∂0), (C∗(f, J), d) the Morse and pearl complexes associated
to f , J and the chosen Riemannian metric.
For degree reasons the restriction of d to CMn−1(f) ⊂ Cn−1(f, J) is given by d = ∂0+∂1t,
where ∂1 : CMn−1(f)→ CMn(f) = Z2x counts pearly trajectories with holomorphic disks
of Maslov index 2 (of course, if NL > 2 then ∂1 = 0 and also δx(J) = 0, D1 = 0). Since x
is a maximum of f no −grad(f) trajectories can enter x (i.e. W sx = {x}). Therefore for
every y ∈ Critn−1(f) we have
(104) ∂1y = #Z2
(
W uy ∩ δx(J)
)
x.
We prove statement 1. Suppose that D1 6= 0. By Poincare´ duality there exists an
(n− 1)-dimensional cycle C in L such that
#Z2C ∩ δx(J) 6= 0.
Let z ∈ CMn−1(f) be a ∂0-cycle representing [C] ∈ Hn−1(L;Z2). Then
d(z) = ∂1(z)⊗ t = #Z2
(
W uz ∩ δx(J)
)
x⊗ t = #Z2
(
C ∩ δx(J)
)
x⊗ t = ax⊗ t
for some non-zero scalar a. (Of course, a 6= 0 is the same as a = 1 here, since we work over
Z2. However we wrote ax to emphasize that the argument works well over every field.)
It follows that [x] = 0 ∈ QHn(L). But [x] is the unity of QH∗(L), hence QH∗(L) = 0.
We prove statement 2.We will use here an argument involving spectral sequences, similar
to the proof of Proposition 6.1.1. Recall from the proof of Proposition 6.1.1 that the
degree filtration gives rise to a spectral sequence {Erp,q, dr}p,q that converges to QH∗(L)
and E1p,q = Hp+q−pNL(L;Z2)t
−p. A simple computation shows that the differential d1 is
induced from the operator ∂1 mentioned earlier in the proof. Moreover, as explained
in the proof of Proposition 6.1.1, the quantum product ∗ endows {Erp,q, dr}r≥1
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multiplicative structure which coincides for r = 1 with the classical cap product ∩. In
particular d1 satisfies Leibniz rule with respect to ∩, and the dr, r ≥ 2, satisfy too
Leibniz rule with respect to the products induced on Er. Since H∗(L;Z2) is generated
by Hn−1(L;Z2) we conclude that {E
p,q
1 }p+q−pNL=n−1 generate with respect to the cap
product the whole of E1∗,∗. As D1 = 0 we obtain from formula (104) that d1 vanishes on
E1p,q whenever p+ q − pNL = n− 1. It follows that d1 = 0 on all E
p,q
1 .
The above implies that E2p,q = E
1
p,q and the product induced on E
2 is still the cap
product. In particular E2∗,∗ is generated with respect to ∩ by {E
2
p,q}p+q−pNL=n−1. For
degree reasons d2 vanishes on {E
2
p,q}p+q−pNL=n−1. As d2 satisfies Leibniz rule too it follows
that d2 = 0 everywhere. Thus E
3
∗,∗ = E
2
∗,∗ = E
1
∗,∗. The same argument shows that dr = 0
for every r ≥ 2 hence Er∗,∗ = E
1
∗,∗. In other words the spectral sequence collapses at level
r = 1. Since this spectral sequence converges to H∗(C(f, J), d) = QH∗(L), we conclude
that QH∗(L) ∼= (H(L;Z2)⊗ Λ)∗. 
Let us turn to some examples. First of all, if NL ≥ 3 then E2 = ∅ hence D1 = 0.
Therefore if H∗(L;Z2) is generated as an algebra by Hn−1(L;Z2) we must have QH∗(L) ∼=
(H(L;Z2)⊗ Λ)∗. An example of such a Lagrangian is RP n ⊂ CP n, n ≥ 2.
Example 6.1.6. Let Tclif = {[z0 : · · · : zn] ∈ CP n | |z0| = · · · = |zn|} be the n-dimensional
Clifford torus. This is a monotone Lagrangian torus with NL = 2. The Floer homology
of Tclif was computed by Cho [20] by a direct computation of the Floer complex. Below
we will review this computation from the perspective of Proposition 6.1.4.
A simple computation shows that HD2
∼= π2(CP n,Tclif) ∼= ZA0 ⊕ · · · ⊕ ZAn, where Ai,
is represented by the map vi : (D, ∂D)→ (CP n,Tclif) given by vi(z) = [1 : · · · : z : · · · : 1]
(here the z stands in the i’th entry). A straightforward computation shows that µ(Ai) = 2
for every i.
Let J0 be the standard complex structure of CP n. We will use the following facts
proved by Cho [20]:
(1) E2(J0) = {A0, . . . , An}.
(2) J0 is regular for each of the classes Ai.
(3) evAi,J0 : (M(Ai, J0) × ∂D)/G → Tclif is a diffeomorphism, hence degZ2 evAi,J0 =
1. In fact, given a point ξ = [ξ0 : · · · : ξn] ∈ Tclif, the unique disk (up to
reparametrization) u : (D, ∂D) → (CP n,Tclif) in the class Ai with u(∂D) ∋ ξ is
given by u(z) = [ξ0 : · · · : ξi−1 : ξiz : ξi+1 : · · · : ξn].
It follows from the discussion in §6.1.1 that E2 = {A0, . . . , An} and that for every J ∈ Jreg,
degZ2 evAi,J = 1. A simple computation shows that ∂A0+ · · ·+∂An = 0 ∈ H1(L;Z) hence
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we have:
D1 =
n∑
i=0
(degZ2 evAi,J)∂Z2Ai = 0.
By Proposition 6.1.4 we have
(105) QH∗(Tclif) ∼= (H(Tclif;Z2)⊗ Λ)∗, Q+H∗(Tclif) ∼= (H(Tclif;Z2)⊗ Λ+)∗,
and there are canonical injections
(106) Hn−1(Tclif;Z2) →֒ QHn−1(Tclif), Hn(Tclif;Z2) →֒ QHn(Tclif)
and similarly for Q+H(Tclif).
6.2. Lagrangian submanifolds of CP n. Endow CP n with the standard Ka¨hler sym-
plectic structure ωFS, normalized so that
∫
CP 1
ωFS = π. Let L ⊂ CP n be a monotone
Lagrangian submanifold with minimal Maslov number NL ≥ 2. Below we will carry
out computations involving the quantum homology QH(CP n) and the Floer homol-
ogy QH(L). We will work with the following (simplified) version of the Novikov ring
Λ = Z2[t, t−1] where deg t = −NL. Put QH(CP n) = H(CP n;Z2) ⊗ Λ with the grading
induced from both factors. Denote by h ∈ H2n−2(CP n;Z2) the class of the hyperplane,
and by u ∈ H2n(CP n;Z2) the fundamental class. It is well known that (see e.g. [44]):
(107) h∗j =

h
∩j , 0 ≤ j ≤ n
u⊗ t
2(n+1)
NL , j = n + 1
Note that our choice of grading is somewhat different than the convention usually taken
in quantum homology theory. For example, if NL = n + 1 then deg t = −(n + 1) and
we get from (107) that h∗(n+1) = u ⊗ t2 (not u ⊗ t !). Usually in the theory of quantum
homology the degree of t is taken to be −2NM where NM is the minimal Chern number
of (M,ω). Here we have defined deg t = −NL in order to keep compatibility with the
Novikov ring used for Floer homology. Note however that we have NL|2NM thus our ring
Λ∗ is obtained from the “conventional” Novikov ring by a variable change.
It follows from (107) that h is an invertible element. Therefore by Theorem 2.1.1 we
have:
Corollary 6.2.1. Let L ⊂ CP n be a monotone Lagrangian with NL ≥ 2. Then QH∗(L)
is 2-periodic, i.e. QHi(L) ∼= QHi−2(L) for every i ∈ Z. In fact the homomorphism
QHi(L)→ QHi−2(L) given by α 7→ h ∗ α is an isomorphism for every i ∈ Z.
Remark 6.2.2. (1) The first part of Theorem 6.2.1 was proved before by Seidel using
the theory of graded Lagrangian submanifolds [62]. The 2-periodicity in [62] fol-
lows from the fact that CP n admits a Hamiltonian circle action which induces
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a shift by 2 on graded Lagrangian submanifolds. Note that this is compatible
with our perspective since that S1-action gives rise to an invertible element in
QH(CP n) (the Seidel element [61, 44]) whose degree is exactly 2n minus the shift
induced by the S1-action. In our case the Seidel element turns out to be h.
(2) Let Λ˜ = Z2[t]] be the ring of formal Laurent series with finitely many negative
terms, i.e. elements of Λ˜ are of the form p(t) =
∑∞
i=N ait
i, N ∈ Z. Note that Λ˜
is a field. If we define QH with coefficients in Λ˜ then QH(CP n; Λ˜) is isomorphic
to the ring Λ˜[x]/{xn+1 = t}. It is easy to see that this ring is in fact a field. Thus
if we define QH(L; Λ˜) to be QH with coefficients in Λ˜ we obtain for every 0 6=
α ∈ QH(L; Λ˜) an injective homomorphism QH(CP n; Λ˜) →֒ QH(L; Λ˜), defined by
a 7→ a ∗ α.
6.2.1. The Clifford torus. We now consider the 2-dimensional Clifford torus T2clif ⊂ CP
2
and compute all our structures in this case. We denote Λ = Z2[t, t−1], Λ+ = Z2[t] where
deg(t) = −2. We denote by h ∈ H2(CP 2;Z2) the generator. Recall from (105) that
QH∗(T2clif) ∼= (H(T
2
clif;Z2)⊗ Λ)∗. In particular:
QH0(T2clif) ∼= H0(T
2
clif;Z2)⊕H2(T
2
clif;Z2)t,(108)
QH1(Tclif) ∼= H1(Tclif;Z2).(109)
Recall from (106) that the isomorphism in (109) is canonical and the second summand
in (108) is canonical too. (Note however that the first summand in (108) is not canonical.
See §6.11 for more details on that).
Proposition 6.2.3. Let w ∈ H2(T2clif;Z2) be the fundamental class. There are generators
a, b ∈ H1(T2clif,Z2), and m ∈ QH0(T
2
clif)
∼= (H∗(T2clif;Z2) ⊗ Λ)0 which together with w
generate QH(T2clif) as a Λ-module and verify the following relations:
i. a ∗ b = m+ wt, b ∗ a = m, a ∗ a = b ∗ b = wt, m ∗m = mt + wt2.
ii. h ∗ a = at, h ∗ b = bt, h ∗ w = wt, h ∗m = mt.
iii. iL(m) = [pt] + ht+ [CP 2]t2, iL(a) = iL(b) = iL(w) = 0.
All the above continues to hold for the positive version of QH, namely with Λ replaced by
Λ+ and QH(T2clif) replaced by Q
+H(T2clif).
Remarks. (1) As the formulae in i clearly show, the Lagrangian quantum product is
not commutative (even when working over Z2).
(2) Point i of Proposition 6.2.3 has been obtained before by Cho [21] by a different
approach. From the perspective of that paper the Clifford torus is a special case
of a torus which appears as a fibre of the moment map defined on a toric variety.
See also [22] for related results in this direction.
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Proof of Proposition 6.2.3. We will use the following two geometric properties of the Clif-
ford torus. The first is that, through each point of the Clifford torus, there are three
different pseudo-holomorphic disks of Maslov index two. They belong to three families
that we denote by γ1, γ2 and γ3. Up to a possible change of basis, we may assume that
the homotopy class of the boundaries of the elements in γ1 is a, for γ2 the same class is b
and for γ3 this class is −a− b. See figure 15. The second geometric fact is that there is a
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Figure 15. The boundaries of the 3 holomorphic disks with µ = 2 through
every point on T2clif
symplectomorphism homotopic to the identity, φ¯ : CP 2 → CP 2, whose restriction to T2clif
is the permutation of the two factors in T2clif ≈ S
1×S1. We now consider a perfect Morse
function f : T2clif → R and, by a slight abuse in notation, we let its minimum be m, we let
the maximum be w and we let the two critical points of index 1 be denoted by a′ and b′ so
that the unstable manifold of a′ has the homotopy type a ∈ H1(T2clif;Z2) and, similarly,
the unstable manifold of the critical point b′ has homotopy type b. We denote the disk in
the family γi that passes through w by di. See figure 16. By possibly perturbing the func-
tion f slightly we may assume that the unstable manifold of a′ intersects d2 and d3 in a
single point and is disjoint from d1. Similarly, we may assume that the unstable manifold
of b′ intersect d1 and d3 in a single point and is disjoint from d2. With these choices the
pearl complex (C(f, J, ρ), d) is well defined. Here we take J to be the standard complex
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Figure 16. Trajectories of −∇f and holomorphic disks on T2clif.
structure of CP 2 or a small perturbation of it and ρ a generic Riemannian metric on T2clif.
We claim that the differential d of the pearl complex vanishes. Indeed for dimension rea-
sons we can write d = ∂0+ ∂1t, where ∂0 is the Morse differential and ∂1 : C∗ → C∗+1 is an
operator that counts the contribution of the pearly trajectories involving J-holomorphic
disks with Maslov index 2. Since f is perfect ∂0 = 0 hence d = ∂1t. As we have already
seen before QH∗(T2clif) ∼= (H(T
2
clif;Z2)⊗Λ)∗. It follows that ∂1 = 0 too since otherwise we
would have dimZ2 QHi(T
2
clif) < dimZ2(H(T
2
clif;Z2)⊗ Λ)i for some i, a contradiction. This
proves that d = 0.
It is instructive to give a more direct proof of the fact that d = 0 based on the specific
knowledge of the µ = 2 – holomorphic disks. For this purpose we first note that da′ =
0 = db′. This is because the only two possibilities for da′ are da′ = 0 and da′ = wt and,
as there are precisely two disks that go through w and intersect the unstable manifold of
a′ and each of them intersects it in exactly one point, we see that we are in the first case.
The same argument applies to b′. A similar computation shows that dm = 0. Finally,
dw = 0 for degree reasons.
Summarizing the above, d = 0 hence QH∗(f, J, ρ) = H∗(C(f, J, ρ), d) = C∗(f, J, ρ).
From now on we will view m, a′, b′, w as generators (over Λ) of QH∗(T2clif). Note that m
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depends on the choice of f in the sense that if we take another perfect Morse function g
with minimum m˜ then m˜ might give an element of QH0(T2clif) which is different than m.
On the other hand a′, b′, w ∈ QH are canonical.
We now discuss the product. For degree reasons we have a′ ∗ b′ = m + ǫwt, b′ ∗ a′ =
m + ǫ′wt with ǫ, ǫ′ ∈ Z2. Of course, ǫ is the number modulo 2 of disks going - in order
! - through the following points: one point in the unstable manifold of a′ then w and,
finally one point in the unstable manifold of b′. Similarly, ǫ′ is the number modulo 2 of
disks going in order through a point in the unstable manifold of b′, w and then a point in
the unstable manifold of a′. There is a single disk through w which also intersects both
the unstable manifolds of a′ and b′ - the disk d3. However, the order in which the three
types of points appear on the boundary of this disk implies that precisely one of ǫ and ǫ′
is non-zero. Which one of the two is non-zero is, obviously, a matter of convention and
we will take here ǫ 6= 0. Notice that we also have a∗a = δwt with δ ∈ {0, 1}. To estimate
this product we need to use a second Morse function on T2clif, g : T
2
cliftoR. We will take
this function to be perfect also and in such a way that the critical points of index one -
denoted by a′′ and b′′ - have unstable and stable manifolds that are “parallel” copies of
the respective stable and unstable manifolds of f . See figure 17. Now, there are precisely
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Figure 17. Trajectories of −∇f , −∇g and holomorphic disks on T2clif.
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two pseudo-holomorphic disks that go through w as well as both the unstable manifolds
of a′ and a′′: the disks d2 and d3. It is at this point that we use the fact that [d2] = b,
[d3] = −a − b. Indeed, this means that the order in which these two disks pass through
these three points is opposite. Thus, exactly one of these disks will contribute to δ and
so δ = 1. A similar argument shows b ∗ b = wt. The formula for m ∗m follows now from
the associativity of the product. Indeed:
m ∗m = (a ∗ b+ wt) ∗ (b ∗ a) = a ∗ (b ∗ b) ∗ a+ b ∗ at = mt + wt2.
(Recall that we are working over Z2.)
We now determine what is the map
φ˜ : QH∗(T2clif)→ QH∗(T
2
clif)
which is induced by φ¯. For degree reasons we have φ˜(w) = w, φ˜(a) = b, φ˜(b) = a and, by
Corollary 2.2.3, we know that φ˜ is a morphism of algebras over QH(M) (from this also
follows immediately that φ˜(m) = m+ wt).
Finally, we compute h ∗ a and h ∗ b. We have, h ∗ a = h ∗ φ˜(b) = φ˜(h ∗ b). Now
h ∗ a = (u1a + u2b)t with u1, u2 ∈ Z2 which implies that h ∗ b = (u1b + u2a)t. As in
Corollary 6.2.1 we also have that h∗(−) : H1(T2clif;Z2)→ H1(T
2
clif;Z2)t is an isomorphism.
This implies that precisely one of u1, u2 is non zero. Assume that u1 = 0 and u2 = 1.
Then h ∗ a = bt, h ∗ (h ∗ a) = at2 and h ∗ (h ∗ (h ∗ a)) = bt3 which is not possible because
h∗3 = [CP 2]t3 (where, [CP 2] denotes the fundamental class of CP 2) and [CP 2] ∗ a = a.
Thus we are left with u1 = 1, u0 = 0 as claimed. It is now easy to estimate h ∗w. Indeed,
h∗wt = h∗(a∗a) = (h∗a)∗a = (a∗a)t = wt2. Similarly h∗m = h∗(b∗a) = (h∗b)∗a = mt.
Finally, point iii is an immediate consequence of the first two points and of formula (4)
from Theorem 2.1.1 in §2.
We turn to the proof for the positive quantum homology Q+H(T2clif). Recall that there
is a canonical homomorphism Q+H(L)→ QH(L) induced from the inclusion C+(f, J) ⊂
C(f, J). But in our case (L = T2clif) this homomorphism is actually an injection. This
is because for the choices of f and J made above the differential d vanishes. As all the
quantum operations (the product as well as the external product) involve only positive
powers of t the statement on Q+H(T2clif) follows. 
Remark 6.2.4. (1) It is easy to see that the augmentation in the case of the Clifford
torus in CP 2 is the obvious one. However, the duality map η˜ : Q+H∗(L) →
Q+H∗(L) (as defined in 2.2.1) verifies η˜(m) = w∗ +m∗t, η˜(a) = b∗, η˜(b) = a∗ and
η˜(w) = m∗. Here, by a slight abuse in notation, Q+H∗(L) = H∗((C
+(L))∗).
(2) A careful inspection of the proof of Proposition 6.2.3 above shows that essentially
the same argument can be applied for any monotone 2-dimensional Lagrangian
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torus L, as long as we have enough information on the holomorphic disks of Maslov
index 2 passing through a generic point in L. This will be further explored in
§6.11.1 below.
6.2.2. Lagrangians that look like RP n ⊂ CP n. The real projective space RP n viewed as
a submanifold of CP n is a monotone Lagrangian minimal Maslov number = n+ 1. Note
that when n ≥ 2, H1(RP n;Z) = Z2 hence 2H1(RP n;Z) = 0. It turns out that the latter
condition on its own imposes very strong restrictions on Lagrangians in CP n. As we will
see below Lagrangians L with 2H1(L;Z) = 0 have strong topological similarities to RP n.
Moreover, as we will see in §6.2.3 their quantum structures are are almost determined by
that condition. We start with topological restrictions.
Proposition 6.2.5. Let L ⊂ CP n be a Lagrangian submanifold with 2H1(L;Z) = 0.
Then:
(1) NL = n+ 1.
(2) Hi(L;Z2) ∼= Z2 for every 0 ≤ i ≤ n, and H1(L;Z) ∼= Z2.
(3) There exists a canonical isomorphisms of graded vector spaces QH∗(L) ∼= (H(L;Z2)⊗
Λ)∗. Hence by 1, 2 we have QHj(L) ∼= Z2 for every j ∈ Z.
(4) Let αi ∈ Hi(L;Z2) be the generator. Then αn−2 ∩ (−) : Hi(L : Z2)→ Hi−2(L;Z2)
is an isomorphism for every 2 ≤ i ≤ n. Thus we have αi ∩ αn−2 = αi−2 for
every 2 ≤ i ≤ n. Moreover αn−2 = h ∩L [L], where [L] = αn ∈ Hn(L;Z2) is the
fundamental class and ∩L stands for the exterior cap product between elements of
H∗(CP n;Z2) and H∗(L;Z2).
(5) When n = even, αn−1∩(−) : Hi(L;Z2)→ Hi−1(L;Z2) is an isomorphism for every
1 ≤ i ≤ n. In particular H∗(L;Z2) is generated by αn−1 ∈ Hn−1(L;Z2).
(6) Let inc∗ : Hi(L;Z2)→ Hi(CP n;Z2) be the homomorphism induced by the inclusion
L ⊂ CP n. Then inc∗ is an isomorphism for every 0 ≤ i = even ≤ n.
Remark 6.2.6. (1) Proposition 6.2.5 has already been established in the past. State-
ments 2, 3 have been proved by Seidel [62] using the theory of graded Lagrangian
submanifolds. An alternative approach which also proves statements 4, 5 has been
given by Biran [15]. Below we give a different proof based on our theory.
(2) Other than RP n we are not aware of other Lagrangian submanifolds L ⊂ CP n with
2H1(L;Z) = 0. Note however that in CP 3 there exists a Lagrangian submanifold
L3, not diffeomorphic to RP 3, with Hi(L;Z2) = Z2 for every i. This Lagrangian
is the quotient of RP 3 by the dihedral group D3. It has H1(L;Z) ∼= Z4. This
example is due to Chiang [18].
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Proof of Proposition 6.2.5. Since 2H1(L;Z) = 0 it is easy to see that L ⊂ CP n is mono-
tone. Moreover, a simple computation shows that the minimal Maslov number of L is
NL = k(n + 1) for some k ≥ 1.
Let f : L → R be a Morse function with exactly one local minimum x0 and one
local maximum xn. Let CM∗(f) = Z2〈Crit(f)〉 be graded by Morse indices. Denote by
C∗ = (CM(f) ⊗ Λ)∗ the string of pearls complex. The differential d : C∗ → C∗−1 can be
written as d =
∑
j≥0 ∂j ⊗ t
j , where
(110) ∂j : CM∗(f) −→ CM∗−1+jNL(f)
counts trajectories of pearls with total Maslov number = jNL. Note that since L is
monotone ∂0 is just the Morse-homology differential.
We now prove statement 1. If k ≥ 2 then NL = k(n+1) > n+1 hence by formula (110)
we have ∂j = 0 for every j ≥ 1 and we obtain:
QHi(L) =

Hi(L;Z2), 0 ≤ i ≤ n0, n + 1 ≤ i ≤ NL − 1
But this contradicts the 2-periodicity asserted by Corollary 6.2.1. Thus k = 1 and NL =
n + 1. This proves statement 110. Note that this also implies that H1(L;Z) 6= 0 (for
otherwise NL = 2(n+ 1)). Since 2H1(L;Z) = 0 we have H1(L;Z2) = H1(L;Z)⊗ Z2 6= 0.
We will use this below.
We prove statements 2, 3. Consider the operator ∂1 : C∗(f) → C∗+n(f). Clearly
∂1(x) = 0 for every x ∈ Crit(f) with |x| 6= 0. Thus d = ∂0 on Cj for every j that satisfies
j 6≡ 0(modn+ 1) and j 6≡ n(modn+ 1). It follows that
(111) QHi+l(n+1)(L) ∼= Hi(L)t
−l, ∀ 0 < i < n, l ∈ Z.
Next, consider the value of ∂1(x0). There are two possibilities:
(i) ∂1(x0) = xn.
(ii) ∂1(x0) = 0.
We claim that possibility i is impossible. Indeed by standard Morse theory ∂0(CM1(f)) =
0 and ∂0(CMn(f)) = 0, therefore if ∂1(x0) = xn then
d : C0 = Z2x0 −→ C−1 = Z2xnt
is an isomorphism hence QH0(L) = 0, QH−1(L) = 0. By Corollary 6.2.1 we obtain
QHj(L) = 0 for every j ∈ Z. On the other hand by (111) QH1(L) ∼= H1(L;Z2) and we
have just seen that H1(L;Z2) 6= 0. A contradiction. This proves that ∂1(x0) = 0. It
follows that d = ∂0 hence QH∗(L) ∼= (H(L;Z2) ⊗ Λ)∗. In particular QH0(L) ∼= Z2 and
QH−1(L) ∼= QHn(L) ∼= Z2. By Corollary 6.2.1 QHj(L) ∼= Z2 for every j ∈ Z. We also
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conclude that Hi(L;Z2) ∼= QHi(L) ∼= Z2 for every 0 ≤ i ≤ n. Finally note that since
2H1(L;Z) = 0 we have H1(L;Z) ∼= Z⊕r2 for some r ≥ 0, hence H1(L;Z2) = Z
⊕r
2 . But we
have seen that H1(L;Z2) ∼= Z2 hence r = 1 and H1(L;Z) ∼= Z2. This completes the proof
of statements 2, 3.
To prove statement 4 recall formula (72) of §5.3 by which the quantum module operation
QHl(M) ⊗ QHj(L) → QHl+j−2n(L) is defined. As NL = n + 1 and the degree of the
hyperplane class h is 2n − 2, it follows from that formula that h ∗ α = h ∩L α for every
α ∈ QHi(L) ∼= Hi(L;Z2) for 2 ≤ i ≤ n. Denote by αi ∈ Hi(L;Z2) the generator. By
Corollary 6.2.1 it follows that h ∗ αn = h ∩L αn 6= 0 hence h ∗ αn = αn−2. Next, recall
that αn ∈ QHn(L) is the unity hence
αn−2 ∗ αi = (h ∗ αn) ∗ αi = h ∗ (αn ∗ αi) = h ∗ αi = αi−2, ∀ 2 ≤ i ≤ n.
But by formula (63) of §5.2 αn−2 ∗ αi = αn−2 ∩ αi for every 2 ≤ i ≤ n. This proves
statement 4.
To prove statement 5 note that by Corollary 6.2.1
h∗(
n
2
+1) ∗ αn = αn−1t.
Therefore
αn−1 ∗ αi = (h
∗(n
2
+1) ∗ αn) ∗ αit
−1 = (h∗(
n
2
+1) ∗ αi)t
−1 = αi−1, ∀ 1 ≤ i ≤ n,
where the last equality also follows from Corollary 6.2.1. But by looking at the Morse
indices in formula (63) of §5.2 we conclude again that αn−1 ∗ αi = αn−1 ∩ αi for every
1 ≤ i ≤ n. Thus αn−1 ∩ αi = αi−1.
Finally, statement 6 will follow immediately from Proposition 6.2.8 below. We therefore
postpone the proof. 
6.2.3. Quantum structures. Let L ⊂ CP n be a Lagrangian with 2H1(L;Z) = 0. In view
of Proposition 6.2.5 denote by αi ∈ QHi(L) the generator for every i ∈ Z. According
to this notation we have αi+l(n+1) = αit
−l for every i, l ∈ Z and by Proposition 6.2.5,
h ∗ αi = αi−2 for every i ∈ Z.
Proposition 6.2.7. Let L ⊂ CP n be as above. Let k, j ∈ Z. If one of k, j is odd then:
(112) αk ∗ αj = αj+k−n.
The same formula holds for every k, j ∈ Z (regardless of their parity) in each of the
following cases:
(1) When n = even.
(2) When L is diffeomorphic to RP n.
(3) More generally, when αn−1 ∩ αn−1 6= 0. (c.f. statement 5 of Theorem 6.2.5.)
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Proof. Assume k = odd. By Corollary 6.2.1:
αk ∗ αj = (h
∗(− k+1
2
) ∗ α−1) ∗ αj = (h
∗(− k+1
2
) ∗ αnT ) ∗ αj = (h
∗(− k+1
2
) ∗ αj)t
= αj+k+1t = αj+k−n.
Assume j = odd. The proof is similar to the case k =odd since for every a ∈ QH(CP n)
we have a ∗ (αk ∗ αj) = αk ∗ (a ∗ αj).
Assume n = even. We may assume that k =even. Then we have αk = h
∗n−k
2 ∗αn hence:
αk ∗ αj = (h
∗n−k
2 ∗ αn) ∗ αj = h
∗n−k
2 ∗ αj = αj+k−n.
Assume n = odd and αn−1∩αn−1 6= 0. In view of the above we may assume that k, j are
both even. By the definition of the quantum product we have αn−1∗αn−1 = αn−1∩αn−1 =
αn−2, where the last equality follows from the fact that Hn−2(L;Z2) = Z2αn−2. Since k+1
and j + 1 are both odd then by what we have proved above:
αk ∗ αj = (αk+1 ∗ αn−1) ∗ (αn−1 ∗ αj+1) = αk+1 ∗ αn−2 ∗ αj+1 = αk−1 ∗ αj+1 = αk+j−n.

The next result describes the quantum inclusion map iL : QH∗(L) → QH∗(CP n).
Denote by aj ∈ Hj(CP n;Z2) the generator, 0 ≤ j ≤ 2n. Thus
aj =

0, j = oddh∩(n− j2 ), j = even
Proposition 6.2.8. Let L ⊂ CP n be as above.
(1) If n = even then:
iL(α2k) = a2k, ∀ 0 ≤ 2k ≤ n,
iL(α2k+1) = a2k+n+2t, ∀ 1 ≤ 2k + 1 ≤ n− 1.
(2) If n = odd then:
iL(α2k) = a2k + a2k+n+1t, ∀ 0 ≤ 2k ≤ n,
iL(α2k+1) = 0, ∀ k.
Proof. By our notation α0 = [point] ∈ H0(L;Z2) ∼= QH0(L), a0 = [point] ∈ H0(CP n;Z2).
Recall also that h∗n = a0 and h
∗(n+1) = ut2.
From the definition of iL (see §5.4) it follows by a simple computation that:
(113) iL(α0) = a0 + bt, for some b ∈ Hn+1(CP n;Z2).
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We claim that:
(114) iL(α2k) = a2k + h
∗(−k) ∗ bt, ∀ 0 ≤ 2k ≤ n.
Indeed, by (113) we have:
iL(α2k) = iL(h
∗(−k) ∗ α0) = h
∗(−k) ∗ iL(α0) = h
∗(−k) ∗ (a0 + bt)
= h∗(−k) ∗ (h∗n + bt) = h∗(n−k) + h∗(−k) ∗ bt = a2k + h
∗(−k) ∗ bt.
Next we claim that :
(115) iL(αn−1−2r) = a2n−2rt+ h
∗(r+1) ∗ b, ∀ 0 ≤ 2r ≤ n− 1.
Indeed by (113) we have:
iL(αn−1−2r) = iL(h
∗(r+1) ∗ αn+1) = iL(h
∗(r+1) ∗ α0t
−1) = h∗(r+1) ∗ (a0 + bt)t
−1
= (h∗(r+1) ∗ h∗n + h∗(r+1) ∗ bt)t−1 = (h∗r ∗ ut2 + h∗(r+1) ∗ bt)t−1
= a2n−2rt+ h
∗(r+1) ∗ b.
Suppose that n =even. Then b = 0 since deg b = n + 1 =odd. Statement 1 of the
theorem follows immediately from (114) and (115).
Assume now that n =odd. Comparing (114) to (115) with 2k = n−1, r = 0, we obtain
that b = an+1. The statement about iL(α2k) follows now from (114). As for iL(α2k+1), it
is 0 since for n =odd, QH2k+1(CP n) = 0 for every k.
Finally note that statement 6 of Proposition 6.2.5 follows from the above since in our
case we have inc∗ = iL|t=0. 
6.2.4. Existence of holomorphic disks satisfying constrains. Denote by J = J (CP n, ωFS)
the space of ωFS-compatible almost complex structures on CP n.
Proposition 6.2.9. Let L ⊂ CP n be a Lagrangian submanifold with 2H1(L;Z) = 0.
Assume that one of the following conditions is satisfied:
(1) n = even.
(2) L is diffeomorphic to RP n.
(3) More generally, αn−1 ∩ αn−1 6= 0.
Let x′, x′′ ∈ L two distinct points. Then for every J ∈ J there exists a J-holomorphic
disk u : (D, ∂D)→ (CP n, L) with µ([u]) = n+1 and u(∂D) ∋ x′, x′′. For a generic choice
of J ∈ J the number of such disks with u(−1) = x′, u(1) = x′′, up to parametrizations
fixing −1, 1 ∈ D, is ≥ 2 and even.
148 PAUL BIRAN AND OCTAV CORNEA
Remark 6.2.10. We will see in the proof that if Cn−1 ⊂ L is an (n − 1)-dimensional Z2-
cycle with [Cn−1] = αn−1 and such that x
′, x′′ /∈ Cn−1, then for generic J ∈ J there exist
two J-holomorphic disks u1, u2 : (D, ∂D)→ (CP n, L) with the following properties:
(i) µ([u1]) = µ([u2]) = n+ 1.
(ii) u1(−1) = x
′, u1(1) = x
′′, u1(i) ∈ C
n−1.
(iii) u2(−1) = x
′, u2(1) = x
′′, u2(−i) ∈ C
n−1.
(iv) u2 is not obtained from u1 by a reparametrization fixing −1, 1 ∈ D.
Moreover, the number of disks u1 (resp. u2) as above is odd.
Proof of Proposition 6.2.9. By Proposition 6.2.7 we have:
(116) α0 ∗ αn−1 = α−1 = αnt.
Let f1, f2, f3 : L→ R be a generic triple of Morse functions with the same critical points
(and the same indices at each critical point) and such that the fi’s have exactly one local
minimum x′ and one local maximum x′′. Let ρ1, ρ2, ρ3 be a generic triple of Riemannian
metrics on L. Choose a generic J ∈ J .
Denote by CM∗(fi) the Morse complex of fi (with respect to ρi). Choose a cycle y ∈
CMn−1(f3) that represents αn−1 ∈ Hn−1(L;Z2). Recall from the proof of Theorem 6.2.5
that the Floer differential coincides with the Morse differential thus α0 = [x
′], αn = [x
′′],
αn−1 = [y] in Floer homology. It follows from (116) that x
′ ∗ y = x′′t. (Note that
due to dimension we cannot have additional boundary terms on the right-hand side.)
Therefore, in the notation of (63) (see §5.2) there exists a class A ∈ H2(CP n, L;Z)
with µ(A) = n + 1 and a critical point y0 participating in y ∈ CMn−1(f3) such that
P(x′, y0, x
′′;A, J) 6= ∅. Let (l1, l2, l3, u) ∈ P(x
′, y0, x
′′;A, J). As x′ is a minimum and x′′ a
maximum their unstable and stable manifolds are W ux′ = {x
′}, W sx′′ = {x
′′} respectively.
Moreover since µ(A) = n+1 which is the minimal Maslov number it follows that the only
possible configuration that (l1, l2, l3, u) can take is the following (see figure 18):
• l1 is the constant trajectory at x
′.
• l2 is a (negative) gradient trajectory (without J-holomorphic disks) emanating
from y0.
• l3 is the constant trajectory at x
′′.
• The J-holomorphic disk u is not constant, hence it has µ([u]) = n + 1 and
u(e2πi/3) = x′, u(1) ∈ l2, u(e
4πi/3) = x′′.
We have proved that for generic J ∈ J there exists a J-holomorphic disk u with µ([u]) =
n + 1 and u(∂D) ∋ x′′, x′. As NL = n + 1 it follows from Gromov compactness theorem
that there exists such a disk for every J ∈ J .
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µ = n + 1
x
′
x
′′
y0
Figure 18. A J-holomorphic disk from P(x′, y0, x
′′;A, J).
Note that after a suitable reparametrization we may assume that u(−1) = x′, u(1) =
x′′. It remains to prove that for generic J the number of such disks is even. For this
purpose we use the notation from the proof of Proposition 6.2.5. Recall the operator
∂1 : CM∗(f)→ CM∗+n(f). Since x
′ is a minimum and x′′ a maximum, ∂1(x
′) counts the
number (mod 2) of J-holomorphic disks u, up to parametrization, with µ([u]) = n + 1
and u(∂D) ∋ x′′, x′. As we have seen in the proof of Proposition 6.2.5, ∂1(x
′) = 0, hence
this number is even.
Finally, we prove the statement of Remark 6.2.10. First we claim that for every J-
holomorphic disk u with µ[u] = n+1 we have [u(∂D)] = α1 ∈ H1(L;Z2). To see this note
that [u(∂D)] 6= 0 ∈ H1(L;Z) for otherwise µ([u]) = 2(n + 1). But by Proposition 6.2.5
H1(L;Z) ∼= Z2. Thus [u(∂D)] 6= 0 also in H1(L;Z2).
Consider the space M(x′, x′′) of J-holomorphic disks u : (D, ∂D) → (CP n, L) with
µ([u]) = n+1 and u(−1) = x′, u(1) = x′′. The group G−1,1 ⊂ Aut(D) acts on this space.
Denote by P(x′, x′′) its quotient. Note that for generic J , P(x′, x′′) is a finite set.
Denote by γ1, γ2 ⊂ ∂D the arcs γ1 = {e
πit}0≤t≤π and γ2 = {e
πit}π≤t≤2π. Let y ∈
CMn−1(f3) be a cycle representing αn−1. The union of the unstable submanifolds corre-
sponding to the critical points in y is a pseudo cycle homologous to Cn−1. By choosing
J ∈ J generic we may assume that Cn−1 is in general position with respect to the evalu-
ation map M(x′, x′′) → L evaluating v˜ ∈ M(x′, x′′) at a marked point p0 ∈ ∂D \ {±1}.
For every v ∈ P(x′, x′′) put
n1(v) = #Z2
(
v˜(γ1) ∩ C
n−1
)
, n2(v) = #Z2
(
v˜(γ2) ∩ C
n−1
)
,
where v˜ ∈M(x′, x′′) parametrizes v.
With this notation the coefficient of x′′t in x′ ∗ y is
∑
v∈P(x′,x′′) n1(v). Similarly, the
coefficient of x′′t in y ∗ x′ is
∑
v∈P(x′,x′′) n2(v). But x
′ ∗ y = y ∗ x′ = x′′t hence:∑
v∈P(x′,x′′)
n1(v) = 1,
∑
v∈P(x′,x′′)
n2(v) = 1.
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Next note that for every v ∈ P(x′, x′′)
n1(v) + n2(v) = #Z2
(
v(∂D) ∩ Cn−1
)
= α1 ∩ αn−1 = 1.
Let u1 ∈ P(x
′, x′′) with n1(u1) = 1. Then n2(u1) = 0 hence there exists u2 6= u1 with
n2(u2) = 1. After suitable reparametrizations of u1, u2 we obtain two disks with the
properties claimed in Remark 6.2.10. 
In case L does not satisfy one of the 3 conditions from Proposition 6.2.9 we still have
the following weaker statement. (Note that this is theoretical, since we do not know
Lagrangians in CP n with 2H1(L;Z) = 0 other than RP n.)
Proposition 6.2.11. Let L ⊂ CP n be a Lagrangian submanifold with 2H1(L;Z) = 0.
Then for every x ∈ L and every J ∈ J there exists a J-holomorphic disk u : (D, ∂D)→
(CP n, L) with µ([u]) = n + 1 and u(∂D) ∋ x.
Proof. The proof is similar to that of Proposition 6.2.11, only that now we use the identity
α0 ∗ α1 = α1−n = α2t. 
The next result deals with existence of holomorphic disks satisfying mixed constrains,
i.e. some of the marked points are on the boundary and some in the interior.
Proposition 6.2.12. Let L ⊂ CP n be a Lagrangian with 2H1(L;Z) = 0.
(1) For every p ∈ CP n \ L and every J ∈ J there exists a simple J-holomorphic disk
u : (D, ∂D)→ (CP n, L) with µ([u]) = n+ 1 and u(0) = p.
(2) Let x ∈ L, p ∈ CP n \ L. Then for generic J ∈ J there exists a simple J-
holomorphic disk u : (D, ∂D) → (CP n, L) with µ([u]) = 2n + 2 and u(0) = p,
u(−1) = x.
(3) Suppose n = 2 and L is diffeomorphic to RP 2. Let x′, x′′ ∈ L be two distinct points
and p ∈ CP 2 \ L. Then for generic J there exists a simple J-holomorphic disk
u : (D, ∂D)→ (CP 2, L) with µ([u]) = 6 and u(−1) = x′, u(1) = x′′ and u(0) = p.
Moreover the number of such disks is odd.
Proof. Statement 1 follows from Proposition 6.2.8 since
iL(αn−1) =

ut, n = evenan−1 + ut, n = odd,
where u = a2n ∈ QH2n(CP n) is the fundamental class.
We turn to statement 2. We start with the following identity:
(117) a0 ∗ α0 = h
∗n ∗ α0 = α−2n = α2t
2.
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Let f : L → R be a Morse function with exactly one local minimum at the point x. Let
g : CP n → R be a Morse function with exactly one local minimum at the point p. Choose
a cycle y ∈ C2(f) representing α2. Choose a generic J ∈ J .
From formula (117) it follows that p ∗ x = yt2 + boundary terms. By the definition
of the ∗ operation (see formula (71) in §5.3.1) it follows that there exists a vector of
non-zero classes A = (A1, . . . , Al) with µ(A) = 2(n + 1) such that one of the spaces
PI(p, x, y
′;A, J), PI′(p, x, y
′;A, J) is not empty, where y′ is a critical point participating
in y. Note that since p is a minimum the only trajectory of −gradg emanating from p is
constant. Since p /∈ L we must have PI′(p, x, y
′;A, J) = ∅, thus PI(p, x, y
′;A, J) 6= ∅. As
NL = 2(n + 1) we have l ≤ 2.
We claim that l = 1. To see this first note that since x is a minimum the trajectories of
−gradf emanating from x are constant. Therefore an element PI(p, x, y
′;A, J) looks like
one of the three types in figure 19. In the first case we have a (simple) disk u1 : (D, ∂D)→
(CP n, L) with µ([u1]) = n+1 and such that u(−1) = x, u(0) = p. A simple computation
shows that the dimension of this configuration is negative hence cannot occur for generic
J . In the second case we have a J-holomorphic disk u2 with u2(0) = p, u2(1) ∈ W
s
y′
which again is a configuration of dimension −1 hence cannot occur for generic J . We are
thus left with the last possibility (l = 1) in which we have a J-holomorphic disk u with
u(0) = p and u(−1) = x. Note that the disk u is simple since by Proposition 5.3.3 all the
J-holomorphic disks coming from PI(p, x, y
′;A, J) are simple.
x
p
µ = n + 1
u1
x y
′
µ = n + 1 µ = n + 1
u1 u2
p
y
′
µ = n + 1
u2
p
x y
′
u
µ = 2(n+ 1)
Figure 19. Possible elements of PI(p, x, y
′;A, J).
To prove statement 3 we argue as above but we require in addition the function f to
have a single local maximum. To keep compatibility with the notation we have already
used denote the point x′ by x and x′′ by y′. Then the proof of statement 2 gives us a
simple J-holomorphic disk with µ([u]) = 2(2 + 1) = 6 and u(−1) = x, u(1) ∈ W sy′ and
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u(0) = p. Note that now y′ is the maximum (since n = 2), hence W sy′ = {y
′} and we
obtain u(1) = y′. 
Remark 6.2.13. In case L is the standard embedding RP n ⊂ CP n some of the statements
of Proposition 6.2.9-6.2.12 can be proved by more direct methods. This is typically done
by degenerating to the standard almost complex structure Jstd (for which the statement
is obviously true) and passing to generic J using Gromov compactness theorem.
6.2.5. Further questions and remarks. In view of the results above one is led to ask the
following questions. Do there exist Lagrangian submanifolds L ⊂ CP n with 2H1(L;Z) = 0
different than RP n? Are all Lagrangian embeddings of RP n →֒ CP n Hamiltonianly
isotopic to the standard embedding?
It is obvious that using the Fukaya A∞-category theory [34] or alternatively the theory
of cluster homology [23, 24] one can get more enumerative results on J-holomorphic disks
with boundary on Lagrangians as above. It would be interesting to test this even in
dimension n = 2. For example, do these techniques imply that given 5 points x1, . . . , x5 ∈
L then for generic J there exists a J-holomorphic disk u : (D, ∂D) → (CP 2, L) with
µ([u]) = 6 and u(∂D) ∋ x1, . . . , x5? It would of course be also interesting to understand
the relation of the above to the works of Welschinger [68, 69, 70] and of Solomon [65].
6.3. Lagrangian submanifolds of the quadric. Let Q ⊂ CP n+1 be a smooth complex
n-dimensional quadric, where n ≥ 2. More specifically we can write Q as the zero locus
Q = {z ∈ CP n+1 | q(z) = 0} of a homogeneous quadratic polynomial q in the variables
[z0 : · · · : zn+1] ∈ CP n+1, where q defines a quadratic form of maximal rank. We endow Q
with the symplectic structure induced from CP n+1. (Recall that we use the normalization
that the symplectic structure ωFS of CP n+1 satisfies
∫
CP 1
ωFS = π.) When n ≥ 3 we have
by Lefschetz theorem H2(Q;R) ∼= R, therefore by Moser argument all Ka¨hler forms on
Q are symplectically equivalent up to a constant factor. When n = 2, Q ⊂ CP 3 is
symplectomorphic to (CP 1 × CP 1, ωFS ⊕ ωFS). Also note that the symplectic structure
on Q (in any dimension) does not depend (up to symplectomorphism) on the specific
choice of the defining polynomial q (this follows from Moser argument too since the space
of smooth quadrics is connected).
6.3.1. Topology of the quadric. The quadric has the following homology:
Hi(Q;Z) ∼=

0 if i = oddZ if i = even 6= n
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Moreover, when n =even, Hn(Q;Z) ∼= Z ⊕ Z. To see the generators of Hn(Q;Z), write
n = 2k. There exist two families F ,F ′ of complex k-dimensional planes lying on Q
(see [35]). Let P ∈ F , P ′ ∈ F ′ be two such planes belonging to different families. Put
a = [P ], b = [P ′]. Then Hn(Q;Z) = Za⊕ Zb and h∩k = a + b. Moreover, we have:
(118)
for k = odd : a ∩ b = 1, a ∩ a = b ∩ b = 0,
for k = even : a ∩ b = 0, a ∩ a = b ∩ b = 1.
6.3.2. Quantum homology of the quadric. Let h ∈ H2n−2(Q;Z) be the class of a hyperplane
section, p ∈ H0(Q;Z) the class of a point and u ∈ H2n(Q;Z) the fundamental class.
We will first describe the quantum cohomology over Z. Define ΛZ∗ = Z[t, t
−1] where
deg t = −NL. Here NL is the minimal Maslov number of a Lagrangian submanifold that
will appear later on. Note that that c1(Q) = nPD(h), hence NL|2n. Let QH∗(Q; Λ
Z) =
(H(Q;Z)⊗ ΛZ)∗ be the quantum homology endowed with the quantum cap product ∗.
Proposition 6.3.1 (See [9]). The quantum product satisfies the following identities:
h∗j = h∩j ∀ 0 ≤ j ≤ n− 1, h∗n = 2p+ 2ut2n/NL,
h∗(n+1) = 4ht2n/NL , p ∗ p = ut4n/NL.
When n = even we have the following additional identities:
(1) h ∗ a = h ∗ b.
(2) If n/2 = odd then a ∗ b = p, a ∗ a = b ∗ b = ut2n/NL.
(3) If n/2 = even then a ∗ a = b ∗ b = p, a ∗ b = ut2n/NL.
Proof. The first three identities and the fact that h ∗ a = h ∗ b are proved in [9]. To prove
the remaining two identities write n = 2k. Recall from [9] that
(a− b) ∗ (a− b) = (a− b) ∩ (a− b)
1
2
(h∗n − 4ut2n/NL) = (a− b) ∩ (a− b)(p− ut2n/NL).
Substituting (118) in this we obtain:
(119) (a− b) ∗ (a− b) = (−1)k2(p− ut2n/NL).
On the other hand we have h∗k = h∩k = a+ b, hence
(120) (a+ b) ∗ (a + b) = h∗n = 2p+ 2ut2n/NL.
Next we claim that a ∗ a = b ∗ b. Indeed a ∗ a− b ∗ b = (a+ b) ∗ (a− b) = h∗k ∗ (a− b) = 0.
The desired identities follow from this together with (119), (120). 
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6.3.3. Topological restrictions on Lagrangian submanifolds. The quadricQ has Lagrangian
spheres. To see this write Q as Q = {z20 + · · · + z
2
n = z
2
n+1} ⊂ CP
n+1. Then L = {[z0 :
· · · : zn+1] ∈ Q | zi ∈ R, ∀ i} is a Lagrangian sphere. The following theorem shows that for
n =even, at least homologically, this is the only type of Lagrangian with H1(L;Z) = 0.
Proposition 6.3.2. Assume dimC Q = even. Let L ⊂ Q be a Lagrangian submanifold
with H1(L;Z) = 0. Then H∗(L;Z2) ∼= H∗(Sn;Z2).
Proof. Since H1(L;Z) = 0 we have NL = 2n. Let Λ = Z2[t, t−1], where deg t = −2n.
Since NL = 2n > n + 1 we have QH∗(L) ∼= (H(L;Z2) ⊗ Λ)∗, hence for every q ∈ Z,
0 ≤ r < 2n we have:
(121) QH2nq+r(L) ∼=

Hr(L;Z2) if 0 ≤ r ≤ n0 if n+ 1 ≤ r ≤ 2n− 1
Denote by QH∗(Q) = (H(Q;Z2)⊗ Λ)∗ the quantum homology of the quadric (over Z2).
Reducing modulo 2 the identities from Proposition 6.3.1 it follows that a ∈ QHn(Q) is an
invertible element. Therefore a∗ : QHi(L) → QHi−n is an isomorphism for every i ∈ Z.
It now easily follows from (121) that Hi(L;Z2) = 0 for every 0 < i < n. 
We are not aware of existence of any Lagrangian submanifolds in Q with H1(L;Z) = 0
which are not diffeomorphic to a sphere, and it is tempting to conjecture that spheres are
indeed the only example.
Theorem 6.3.2 can be also proved by Seidel’s method of graded Lagrangian submani-
folds [62]. Indeed for n =even the quadric has a Hamiltonian S1-action which induces a
shift by n on QH∗(L). To see this write n = 2k and write Q as Q = {
∑k
j=0 zjzj+1+k = 0}.
Then S1 acts by t · [z0 : · · · : z2k+1] = [tz0 : · · · : tzk : zk+1 : · · · : z2k+1]. A simple
computation of the weights of the action at a fixed point gives a shift of n on graded
Lagrangian submanifolds in the sense of [62].
When n =odd our methods (as well as those of [62]) do not seem to yield a similar
result to Theorem 6.3.2. However the works of Buhovsky [17] and of Seidel [64] may be
an evidence that such a result should hold.
6.3.4. Quantum structures for Lagrangians of the quadric. Let L ⊂ Q be a Lagrangian
submanifold with H1(L;Z) = 0. Assume that n = dimC Q ≥ 2. As NL = 2n > n + 1
we have a canonical isomorphism QH∗(L) ∼= (H(L;Z2)⊗ Λ)∗, where Λ∗ = Z2[t, t−1] with
deg t = −2n. Denote by α0 ∈ QH0(L) the class of a point and by αn ∈ QHn(L) the
fundamental class. Denote by p ∈ QH0(Q) the class of a point and by u ∈ QH2n(Q) the
fundamental class. Denote by iL : QH∗(L)→ QH∗(L) the quantum inclusion map. With
this notation we have:
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Proposition 6.3.3. Let L ⊂ Q be as above. Then:
(1) p ∗ α0 = α0t, p ∗ αn = αnt.
(2) iL(α0) = p− ut.
(3) If n is even then α0 ∗ α0 = αnt.
Proof. By Proposition 6.3.1 p ∈ QH0(Q) is an invertible element, hence p∗ : QHi(L) →
QHi−2n(L) is an isomorphism for every i. But QH0(L) ∼= Z2α0 and QH−2n(L) ∼= Z2α0t.
Therefore p ∗ α0 = α0t. The statement on p ∗ αn is similar. This proves 1.
We prove 2. It easily follows from the definition of the quantum inclusion map that
iL(α0) = p + eut
for some e ∈ Z2. Clearly h ∗ α0 = 0 since h ∗ α0 belongs to QH−2(L) ∼= QH2n−2(L) = 0.
Therefore we have
0 = iL(h ∗ α0) = h ∗ (p+ eut) = h ∗ p+ eht.
On the other hand a simple computation based on the identities of Proposition 6.3.1 gives
h ∗ p = ht. It follows that e = −1. This proves point 2 of the theorem.
We prove 3. By Proposition 6.3.1 when n =even the element a ∈ QHn(Q) is invertible
(even if we work with coefficients in Z2). Therefore a ∗ αn = α0 and a ∗ α0 = αnt. It
follows that
α0 ∗ α0 = (a ∗ αn) ∗ α0 = a ∗ (αn ∗ α0) = a ∗ α0 = αnt.

Denote J the space of almost complex structures compatible with the symplectic struc-
ture of Q. The following corollary is a straightforward consequence of Theorem 6.3.3.
Corollary 6.3.4. Let L ⊂ Q be a Lagrangian submanifold with H1(L;Z) = 0. Assume
n = dimC Q ≥ 2. Then the following holds:
(1) Let x ∈ L and z ∈ Q \L. Then for every J ∈ J there exists a J-holomorphic disk
u : (D, ∂D)→ (Q,L) with u(−1) = x, u(0) = z and µ([u]) = 2n.
(2) Assume that n = even. Let x′, x′′, x′′ ∈ L. Then for every J ∈ J there exists
a J-holomorphic disk u : (D, ∂D) → (Q,L) with u(e2πi/3) = x′, u(1) = x′′,
u(e4πi/3) = x′′′ and µ([u]) = 2n.
6.3.5. Lagrangians with 2H1(L;Z) = 0. Let L ⊂ Q be a Lagrangian submanifold with
H1(L;Z) 6= 0 but 2H1(L;Z) = 0. Assume that n > 2. The quadric contains several types
of such Lagrangians. To see this write the quadric as Q = {z20 + · · · + z
2
n+1 = 0}. For
every 0 ≤ r ≤ n put Lr = {[z0 : . . . : zn+1] ∈ Q | z0, . . . , zr ∈ R, zr+1, . . . , zn+1 ∈ iR}.
An easy computation shows that the Lr’s are Lagrangian submanifolds of Q (so called
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“real quadrics”) and that Lr is diffeomorphic to (S
r × Sn−r)/Z2, where Z2 acts on both
factors by the antipode map. Note that when 1 < r < n− 1 we have H1(Lr;Z) ∼= Z2 and
H2(Lr;Z2) 6= 0.
A Lagrangian L as above must be monotone. Moreover, when n =even its minimal
Maslov number is NL = n. To see this note that since the minimal Chern number of
Q is n and 2H1(L;Z) = 0 we have 2NL = 2kn for some k ∈ N. We claim that k = 1.
Indeed if k > 1 then NL ≥ 2n > n + 1 hence QH∗(L) ∼= H∗(L;Z2) ⊗ Z2[t, t−1] where
deg t = −NL ≤ −2n. In particular QH1(L) ∼= H1(L;Z2) 6= 0 and QHn+1(L) = 0. On
the other hand this is impossible since a∗ : QHn+1(L) → QH1(L) is an isomorphism. A
contradiction. This proves that k = 1, hence NL = n.
As NL = n we will work now with the ring Λ∗ = Z2[t, t−1] where deg t = −n. Put
QH∗(Q) = (H(Q;Z2)⊗Λ)∗. Note that with this grading the variable t will appear in the
identities of Proposition 6.3.1 in power 2.
Proposition 6.3.5. Let Ln ⊂ Q be a Lagrangian submanifold with H1(L;Z) 6= 0 but
2H1(L;Z) = 0. Assume that n = dimC Q ≥ 4 and if n = odd assume also that NL = n.
Suppose there exists 2 ≤ j ≤ n − 2 such that Hj(L;Z2) 6= 0. Then there exists an
isomorphism of graded vector spaces QH∗(L) ∼= (H(L;Z2) ⊗ Λ)∗. This isomorphism is
canonical for general degree ∗ except perhaps for ∗ ≡ 0(modn), but there is a canonical
injection Hn(L;Z2) →֒ QHn(L) identifying the fundamental class αn ∈ Hn(L) with the
unit of QH(L). Moreover, let α0 ∈ QH0(L) be an element such that {α0, αnt} form a
basis for QH0(L) ∼= H0(L;Z2) ⊕ Hn(L;Z2)t. Then one of the following two possibilities
occurs:
(1) p ∗ α0 = αnt
3, p ∗ αn = α0t.
(2) p ∗ α0 = α0t
2 + sαnt
3, p ∗ αn = rα0t+ αnt
2, for some s, r ∈ Z2 with sr = 0.
In case n = odd we also have:
(1’) Either iL(α0) = p, iL(αn) = ut; or
(2’) iL(α0) = p+ ut
2, iL(αn) = rut,
Where 1’ corresponds to possibility 1 above and 2’ to possibility 2.
Before proving Proposition 6.3.5, here is an immediate corollary of it:
Corollary 6.3.6. Let L ⊂ Q be a Lagrangian submanifold as in Theorem 6.3.5. Let x ∈ L
and z ∈ Q \ L. Then for every J ∈ J there exists a J-holomorphic disk u : (D, ∂D) →
(Q,L) with u(−1) = x, u(0) = z and µ([u]) = n.
Proof of Proposition 6.3.5. We first show that QH∗(L) ∼= (H(L;Z2)⊗Λ)∗. Let f : L→ R
be a Morse function and denote by CM∗(f) = Z2〈Crit(f)〉 the Morse complex of f . Put
QUANTUM STRUCTURES FOR LAGRANGIAN SUBMANIFOLDS 157
CF∗ = (C(f)⊗Λ)∗. Since NL = n the Floer differential d can be written as d = ∂0 + ∂1t,
where ∂0 : CM∗(f) → CM∗−1(f) is the Morse differential and ∂1 is an operator acting
as ∂1 : CM∗(f) → CM∗−1+n(f). Put E
1
∗ = (H(L;Z2) ⊗ Λ)∗. By the results of [15],
∂1t descends to a differential d1 defined on the homology E
1
∗ = (H(C(f), ∂0) ⊗ Λ)∗
∼=
(H(L;Z2) ⊗ Λ)∗, which has the form d1 = δ1t where δ1 : H∗(L;Z2) → H∗−1+n(L;Z2).
Moreover the homology H∗(d1) is isomorphic to QH∗(L). By grading reasons δ1 is zero
on Hk(L;Z2) for every k ≥ 2.
We claim that δ1 = 0 (also on H0(L;Z2) and H1(L;Z2)). To prove this we use the work
of Buhovsky [16], by which δ1 satisfies Leibniz rule with respect to the cap product on
H∗(L;Z2), i.e. δ1(α∩β) = δ1(α)∩β+α∩δ1(β) for every α, β ∈ H∗(L;Z2). By assumption
there exists a non-trivial element αj ∈ Hj(L;Z2) for some 2 ≤ j ≤ n − 2. By Poincare´
duality there exists αn−j ∈ Hn−j(L;Z2) such that αj ∩ αn−j = γ where γ ∈ H0(L;Z2) is
the class of a point. As δ1(αj), δ1(αn−j) = 0 it follows from Leibniz rule that δ1(γ) = 0.
For degree reasons γ cannot be a d1-boundary. Therefore QH0(L) 6= 0. Next, note that δ1
maps H1(L;Z2) to Hn(L;Z2) = Z2αn, where αn is the fundamental class. If δ1 were not 0
on H1(L;Z2) we would get that αn = δ1(α1) for some α1 ∈ H1(L;Z2), hence [αn] would be
0 in QH(L). Since [αn] is the unity in QH∗(L) it follows that QH∗(L) = 0, a contradiction.
This proves that δ1 vanishes also onH1(L;Z2). Summarizing, we have δ1 = 0 and therefore
QH∗(L) ∼= (H(L) ⊗ Λ)∗ as claimed. Note that QH0(L) ∼= H0(L;Z2) ⊕ Hn(L;Z2)t. The
statement on the canonicity of these isomorphisms for various values of ∗ follows easily
from degree reasons.
We turn to the proof of the other statements of the theorem. Write
(122) p ∗ α0 = s0α0t
2 + snαnt
3, p ∗ αn = t0α0t+ tnαnt
2,
for some s0, sn, t0, tn ∈ Z2. By Proposition 6.3.1 we have p ∗ p = ut4. Multiplying both
sides of equations (122) by p and comparing coefficients on both sides we obtain three
possibilities for the values of s0, sn, t0, tn:
(1) s0 = 0, sn = 1, t0 = 1, tn = 0.
(2) s0 = 1, t0 = 0, tn = 1.
(3) s0 = 1, t0 = 1, sn = 0, tn = 1.
The first case leads to possibility 1 of the theorem. The two other two cases lead to
possibility 2.
We now prove identities 1’, 2’ assuming n =odd. We can write iL(αn) = gut for some
g ∈ Z2. Since {α0, αnt} are linearly independent it is easy to see that ǫL(α0) = 1. It
follows that iL(α0) has the form iL(α0) = p + dut
2 for some d ∈ Z2. Using the fact that
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iL(p ∗ αj) = p ∗ iL(αj) and the identities 1, 2 just proved, gives the desired result on
d, g. 
Remark 6.3.7. (1) Using similar methods, when n =even one can obtain information
on a ∗ α0, b ∗ α0, a ∗ αn, a ∗ αn and also on iL(α0), iL(αn). We leave these
computations to the reader.
(2) The identities for p ∗ αj in Theorem 6.3.5 suggest that for some Lagrangians in Q
a stronger version of Corollary 6.3.6 should hold. An interesting case seems to be
for example when identity 1 of Theorem 6.3.5 holds.
(3) As was shown above, when n =even, H1(L;Z) = 0, 2H1(L;Z) 6= 0 we have
NL = n. A priori this need not be the case when n =odd (i.e. it may happen that
NL = 2n). However we are not aware of any examples of this sort.
6.4. Complete intersections. Some of the result in this section and in §6.5 are some-
what non-rigorous. The reason for this is that we need to use here Floer homology with
coefficients in Q rather than Z2. For this end one has to orient the moduli spaces of pearls
arising in our constructions. Orientations of moduli spaces of pseudo-holomorphic disks in
the context of Floer homology have been worked out by Fukaya, Oh, Ohta and Ono [34].
Still, it remains to check whether some ingredients of the theory of the present paper, e.g.
the quantum module structure and the quantum inclusion maps, are indeed compatible
with the coherent orientations arising in Floer homology over Q. While it seems very
likely that the two theories are compatible we have not checked all the details. On the
other hand we found it worth presenting here possible applications of our theory over Q.
Below we state such applications with the convention that theorems and corollaries are
marked with ∗ whenever they depend on the validity of our theory over Q.
Let X ⊂ CP n+r be a smooth complete intersection of degree (d1, . . . , dr), i.e. a trans-
verse intersection of r complex hypersurfaces of degrees d1, . . . , dr in CP n+r. Note that
dimC X = n. We will assume that n ≥ 3 hence by the Lefschetz hyperplane section theo-
rem we have dimH2(X;R) ∼= R. It follows by Moser argument that all Ka¨hler forms on
X are symplectically equivalent up to a constant factor. We endow X with the symplectic
structure induced from CP n+r. We will also assume that X is non-linear, i.e. that at
least one of the di’s is > 1. Put N = n + r + 1−
∑r
i=1 di. When N > 0, X is monotone
with minimal Chern number N .
Note that such a complete intersection X must have Lagrangian submanifolds L with
H1(L;Z) = 0. Indeed, X can be degenerated to a variety with isolated singularities,
hence by symplectic Picard-Lefschetz theory (see e.g. [6, 26, 63, 60, 10]) X must have
Lagrangian spheres.
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Let K be one of the fields Z2 or Q. Let ΛK∗ = K[t, t
−1] where deg t = −2N . Let
QH∗(X; Λ
K) = (H(X;K)⊗ΛK)∗ be the quantum homology of X with coefficients in ΛK.
Let L ⊂ X be a Lagrangian submanifold with H1(L;Z) = 0. Clearly L is monotone with
minimal Maslov number NL = 2N . Denote by QH∗(L; Λ
K) the Floer homology of L.
When K = Q we assume that L is orientable and relatively spin (see [34]). Note that
when n ≥ 2
∑r
i=1 di− 2r we have 2N ≥ n+ 2 hence there exists a canonical isomorphism
QH∗(L; Λ
K) ∼= (H(L;K)⊗ΛK)∗. In this case denote by α0 ∈ H0(L;K) the class of a point
in L, by p ∈ H0(X;K) the class of a point in X and by h ∈ H2n−2(X;K) the class of a
hyperplane section of X.
Proposition∗ 6.4.1. Let L ⊂ X be a Lagrangian submanifold as above. Assume that
n ≥ 3 and n ≥ 2
∑r
i=1 di − 2r + 1. Then
iL(α0) = p−
( r∏
i=1
(di − 1)!
)
h∩(n−N)t.
In particular for every x ∈ L and every almost complex structure J compatible with the
symplectic structure of X there exists a J-holomorphic disk u : (D, ∂D) → (X,L) with
µ([u]) = 2N and x ∈ u(∂D). In fact, the number of such disks intersecting a complex
N-dimensional hyperplane in X is
∏r
i=1(di − 1)!, when counted appropriately.
The identity on iL(α0) is completely rigorous when K = Z2 but the coefficient of
h∩(n−N)t is 0 ∈ Z2 unless di ≤ 2 for every i.
Proof. Put K = Q. Since 4N > 2n we have QH0(X; ΛK) = H0(X;K)⊕H2N (X;K)t. Also
note that since 2N ≥ n + 3 we have H2N (X;K) ∼= Kh∩(n−N). Therefore we can write
(123) iL(α0) = p+ τh
∩(n−N)t
for some τ ∈ K.
We first claim that h ∗ α0 = 0. Indeed h ∗ α0 ∈ QH−2(L; Λ
K) ∼= H2N−2(L;K)t. But
2N − 2 ≥ n+ 1 hence H2N−2(L;K) = 0.
A straightforward computation based on the results of Beauville [9] gives:
h ∗ p =
( r∏
i=1
(di − 1)!
)
h∩(n−N+1)t, h∗j = h∩j ∀ 0 ≤ j ≤ N.
We now obtain from (123) that
0 = iL(h ∗ α0) = h ∗ p+ τ(h ∗ h
(n−N))T =
r∏
i=1
(di − 1)!h
∩(n−N+1)t+ τh∩(n−N+1)t.
Here we have used the fact that n − N + 1 ≤ N hence h ∗ h(n−N) = h∩(n−N+1) 6= 0. It
immediately follows that τ = −
∏r
i=1(di − 1)!. 
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6.5. Algebraic properties of quantum homology and Lagrangian submanifolds.
Here we present relations between algebraic properties of the quantum homology of an
(ambient) symplectic manifold and the kind of Lagrangians it contains. Interestingly
enough the existence of certain types of Lagrangian submanifolds (e.g. spheres) imposes
strong restrictions on the quantum homology of the ambient manifold.
Let (M2n, ω) be a spherically monotone symplectic manifold with minimal Chern num-
ber N . Let K be either Q or Z2. Let ΛK∗ be either K[t, t
−1] or the field K[t]] of formal
Laurent series with finitely many terms having negative powers of t. Define deg t = −2N .
Let QH∗(M ; Λ
K) = (H(M ;K) ⊗ ΛK)∗ be the quantum homology over K endowed with
the quantum cap product. Let
prl : QH∗(M ; Λ
K) −→ QHl(M ; Λ
K) =
⊕
k∈Z
Hl+2Nk(M ;K)tk
be the projection on the degree-l component of QH .
Proposition∗ 6.5.1. Suppose that (M2n, ω) has a Lagrangian sphere. Assume that n =
dimC M ≥ 2 and N ∤ (n+ 1). Let a ∈ QH∗(M ; ΛK) be an invertible element. Then either
prl(a) 6= 0 for some l with l ≡ 2n(mod2N) or there exist two indices l1, l2 with l1 ≡
n(mod2N), l2 ≡ 3n(mod2N) such that prl1(a), prl2(a) 6= 0. If we assume in addition
that N ∤ n then the indices l1, l2 must be distinct hence the only invertible elements
a ∈ QH(M ; ΛK) of pure degree satisfy deg a ≡ 2n(mod2N).
As before, the statement of the Theorem is completely rigorous when K = Z2.
Proof. Let L ⊂ M be a Lagrangian sphere. Clearly L is monotone with minimal Maslov
number 2N . Since N ∤ n + 1, a standard argument as in [15] shows that Oh’s spectral
sequence collapses at stage r = 1, hence QH∗(L; Λ
K) ∼= (H(Sn;K) ⊗ ΛK)∗. Choose two
non-zero elements α0 ∈ QH0(L), αn ∈ QHn(L) (e.g. under the previous isomorphism we
can take α0, αn to correspond to the class of a point in H0(S
n;K) and to the fundamental
class in Hn(S
n;K)). Note that when n ≥ 3, L ≈ Sn is automatically relatively spin
hence QH(L) is well defined in case K = Q. The same holds for n = 2 since the 2’nd
Stiefel-Whitney class of S2 vanishes.
Write a =
∑k2
j=k1
aj , for some k1 ≤ k2, where aj = prj(a). Since a is invertible there
exists l1 such that al1 ∗ αn 6= 0. As al1 ∗ αn ∈ QHl1−n(L) it follows that either l1 ≡
2n(mod2N) or l1 ≡ n(mod2N). Similarly there exists l2 such that αl2 ∗ α0 6= 0. This
leads to the following two possibilities: either l2 ≡ 2n(mod2N) or l2 ≡ 3n(mod2N). 
Proposition∗ 6.5.2. Let (M,ω) be a spherically monotone (resp. monotone) symplectic
manifold. Suppose that (M,ω) contains a Lagrangian submanifold L which is simply
connected (resp. has H1(L;Z) = 0) and is relatively spin. Assume that the minimal
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Chern number N of (M,ω) satisfies N ≥ n
2
+ 1 where n = dimC M . Then for every
3n+ 1− 2N ≤ l ≤ 2n− 1 all elements of QHl(M ; Λ
K) are divisors of 0.
As before, the statement of the Theorem is completely rigorous when K = Z2.
Proof. Clearly L is monotone with minimal Maslov number NL = 2N ≥ n+2. Therefore
there exists a canonical isomorphism QH∗(L; Λ
K) ∼= (H(L;K) ⊗ ΛK)∗. In particular
QHj(L; Λ
K) = 0 ∀n + 1− 2N ≤ j ≤ −1.
Let iL : QH∗(L; Λ
K) −→ QH∗(M ; Λ
K) be the quantum inclusion homomorphism (see
§5.4). Let x ∈ H0(L;K) be the class of a point. Put a = iL(x) ∈ QH0(M ; ΛK). Note that
a 6= 0 since iL(x) has the form p +
∑
i≥1 ait
i, where p ∈ H0(M ;K) is the class of a point
and ai ∈ H2iN(M ;K).
We claim that for every b ∈ QHl(M ; Λ
K) with 3n+1−2N ≤ l ≤ 2n−1 we have b∗a = 0.
Indeed let b be such an element. Then b ∗ a = iL(b ∗ x). But b ∗ x ∈ QHl−2n(L; Λ
K) = 0
since n+ 1− 2N ≤ l − 2n ≤ −1. 
Semi-simplicity of quantum homology. Recall that a commutative algebra A over a field
F is called semi-simple if it splits into a direct sum of finite dimensional vector spaces
over F, A = A1⊕ · · ·⊕Ar such that the splitting is compatible with the multiplication of
A (i.e. (a1, . . . , ar) · (a
′
1, . . . , a
′
r) = (a1a
′
1, . . . , ara
′
r)) and such that each Ai is a field with
respect to the ring structure induced from A.
Remark 6.5.3. There exist several different notions of semi-simplicity in the context of
quantum homology, or more generally in the context of Frobenius algebras and Frobenius
manifolds (see e.g. [27, 39, 66]). The semi-simplicity we use here was first considered
in the context of quantum homology by Abrams [1]. It is in general not equivalent to
semi-simplicity in the sense of Dubrovin [27] since we work with a different coefficient
ring.
Let (M2n, ω) be a spherically monotone symplectic manifold with minimal Chern num-
ber N . For simplicity we will work here with the even quantum homology
QHev∗ (M ;F) =
⊕
i∈Z
QH2i(M ;F) =
n⊕
j=0
H2j(M ;Q)⊗ F,
where F is the field F = Q[t]] with deg t = −2N . We could work here also with the full
quantum homology but then semi-simplicity should be considered in the framework of
skew-commutative algebras.
Proposition∗ 6.5.4. Let (M2n, ω) be a monotone (resp. spherically monotone) symplectic
manifold with minimal Chern number N ≥ n
2
+ 1. Assume that QHev∗ (M ;F) is semi-
simple. Let L ⊂ (M,ω) be a Lagrangian submanifold which is relatively spin and has
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H1(L;Z) = 0 (resp. π1(L) = 1). Put
I = {0 ≤ i ≤ n | i ≡ ln(mod2N) for some l ∈ Z},
J = {0 ≤ j ≤ n | j ≡ q + 2nk(mod2N) for some n+ 1 ≤ q ≤ 2N − 1, k ∈ Z},
J ′ = {0 ≤ j ≤ n | j ≡ 1 + nk′(mod2N) for some k′ ∈ Z},
J ′′ = {0 ≤ j ≤ n | j ≡ −1 + nk′′(mod2N) for some k′′ ∈ Z}.
Then Hi(L;Q) ∼= Q for every i ∈ I and Hi(L;Q) = 0 for every j ∈ J ∪ J ′ ∪ J ′′.
We will give the proof of Proposition 6.5.4 later in this section. In the meanwhile here
is an immediate corollary.
Corollary∗ 6.5.5. Let (M2n, ω) be a monotone (resp. spherically monotone) symplectic
manifold with minimal Chern number N . Assume that 3n+1
4
≤ N ≤ n−1 and that (M,ω)
has a Lagrangian submanifold L which is relatively spin and has H1(L;Z) = 0 (resp.
π1(L) = 1). Then QH
ev
∗ (M ;F) is not semi-simple.
Proof of Corollary 6.5.5. Suppose that QHev∗ (M ;F) is semi-simple. Let J be the set of
indices defined in Theorem 6.5.4. As 3n+1
4
≤ N ≤ n−1, we have n+2 ≤ 3n−2N ≤ 2N−1
hence n ∈ J (take q = 3n − 2N , k = −1). By Theorem 6.5.4, Hn(L;Q) = 0 which is
impossible since L is orientable. A contradiction. 
Here is another restriction on semi-simplicity.
Proposition∗ 6.5.6. Let (M2n, ω) be a spherically monotone symplectic manifold of
dimC M ≥ 2. Suppose that (M,ω) contains a Lagrangian sphere and that its minimal
Chern number N satisfies N ∤ n and N ∤ (n+ 1). Then QHev∗ (M ;F) is not semi-simple.
In order to prove Propositions 6.5.6, 6.5.4 we will need some preparations regarding
semi-simplicity. Let
η : QH∗(M ;F) −→ H0(M ;Q)⊗ F ∼= F
be the projection. The identification of the last isomorphism here is made viaH0(M ;Q) =
Qp, where p is the class of a point. The projection η assigns to an element a ∈ QHev∗ (M ;F)
a power series in t which is the coefficient of a at p. Define a pairing
∆ : QHev∗ (M ;F)⊗QH
ev
∗ (M ;F) −→ F, ∆(a, b) = η(a ∗ b).
It is well known that ∆ is a non-degenerate pairing (see [44]). Let e1, . . . , eν be a basis
over F of QHev∗ (M ;F) and denote by e
#
1 , . . . , e
#
ν the dual basis with respect to ∆. Define
an element EevQ (M) ∈ QH
ev
∗ (M ;F) by
(124) EevQ (M) =
ν∑
i=1
ei ∗ e
#
i .
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This element is called the even quantum Euler class. It does not depend on the choice of
the basis e1, . . . , eν . A Theorem due to Abrams [1] asserts that QH
ev
∗ (M ;F) is semi-simple
iff EevQ (M) is invertible. Of course, it is possible to define a more complete quantum Euler
class by taking an alternate sum as in (124) over a basis of the whole of QH∗(M ;F) (not
just the even part). In this setting the quantum Euler is indeed a deformation of the
classical Euler class, hence its name.
We will now need the following proposition. Denote by · : H∗(M ;Q)⊗H∗(M ;Q)→ Q
the classical intersection pairing, with the convention that a · b = 0 whenever a, b are
elements of pure degree with deg(a) + deg(b) 6= 2n.
Proposition 6.5.7. Let e′, e′′ ∈ H∗(M ;Q) and view e′, e′′ as elements of QH∗(M ;F).
Then η(e′ ∗ e′′) = e′ · e′′.
Proof. Without loss of generality we may assume that e′, e′′ have pure degrees. Then
η(e′ ∗ e′′) = stj for some j ≥ 0 and s ∈ Q. We may also assume that s 6= 0 since otherwise
the statement is obvious.
We claim that j = 0 . To prove this, choose generic Q-cycles C ′, C ′′ representing e′, e′′.
Suppose that j > 0 and s 6= 0. Then for a generic ω-compatible almost complex structure
J there exists a simple J-holomorphic rational curve u passing through C ′ and C ′′ with
c1([u]) = jN . Denote byM(J) the space of simple J-holomorphic curves in the class [u].
Consider the evaluation map:
ev :
(
M(J)× CP 1 × CP 1
)
/G −→M ×M, ev(w, p1, p2) = (w(p1), w(p2)),
where G = Aut(CP 1). As ev−1(C ′ × C ′′) 6= ∅ we obtain that dim(ev−1(C ′ × C ′′) =
deg(e′) + deg(e′′) − 2n + 2Nj − 2 ≥ 0. On the other hand since η(e′ ∗ e′′) = stj, we
have deg(e′) + deg(e′′) − 2n = −2Nj. A contradiction. This proves that j = 0, hence
η(e′ ∗ e′′) = s = e′ · e′′. 
Lemma 6.5.8. The even quantum Euler class is an element of pure degree 0.
Proof. Let e1, . . . , eν be elements of pure degree which form a basis of H
ev
∗ (M ;Q) over
Q. Let e#1 , . . . , e
#
ν ∈ H
ev
∗ (M ;Q) be a dual basis to e1, . . . , eν with respect to the classical
intersection pairing (−) · (−). Thus ei · e
#
j = δi,j. Note that both {ei} and {e
#
i } are bases
of QHev∗ (M,F) over F. We claim that the basis {e
#
i } is dual to {ei} also with respect
to the pairing ∆. (This is, by the way, contrary to what is written in [1].) Indeed, by
Proposition 6.5.7 we have ∆(ei, e
#
j ) = η(ei ∗ e
#
j ) = ei · e
#
j = δi,j .
Finally, recall that the even quantum Euler class does not depend on the choice of the
basis, hence EevQ (M) =
∑ν
i=1 ei ∗ e
#
i . Since deg(e
#
i ) = 2n− deg(ei) it follows that E
ev
Q (M)
has degree 0. 
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We are now in position to prove Propositions 6.5.4, 6.5.6.
Proof of Proposition 6.5.6. By Proposition 6.5.1 QH∗(M ;F) has no invertible elements of
pure degree 6≡ 2n(mod2N). As 0 6≡ 2n(mod2N), the even quantum Euler class EevQ (M)
is not invertible, hence QHev∗ (M ;F) is not semi-simple. 
Proof of Proposition 6.5.4. The Lagrangian Ln ⊂ M2n is monotone and has minimal
Maslov number 2N . By assumption 2N ≥ n + 2, hence there exists a canonical iso-
morphism QH∗(L;F) ∼= (H(L;Q)⊗ F)∗, or more specifically:
(125)
QHi+2kN(L;F) ∼= Hi(L;Q), ∀ 0 ≤ i ≤ n, k ∈ Z,
QHj+2kN(L;F) = 0, ∀n+ 1 ≤ j ≤ 2N − 1, k ∈ Z.
Since QHev∗ (M,F) is semi-simple the even quantum Euler class E
ev
Q (M) ∈ QH0(M ;F) is
invertible. Therefore exterior multiplication by EevQ (M) gives isomorphisms QHl(L;F) ∼=
QHl−2n(L;F) for every l ∈ Z. The rest of the proof follows from these isomorphisms
together with (125) and the fact that for every k ∈ Z we have:
QH2kN(L;F) ∼= H0(L;Q) ∼= Q, QHn+2kN(L;F) ∼= Hn(L;Q) ∼= Q,
QH1+2kN(L;F) ∼= H1(L;Q) = 0, QHn−1+2kN(L;F) ∼= Hn−1(L;Z) = 0.

Examples. Here are a few examples of symplectic manifolds with semi-simple quantum
homology.
(1) CP n.
(2) The smooth complex quadric Q (defined in §6.3 above). See [1] for the computation
of the quantum Euler class.
(3) Complex Grassmannians. See [1] for the proof.
(4) Semi-simplicity is preserved when taking products. More precisely, let (M1, ω1),
(M2, ω2) be two spherically monotone symplectic manifolds with the same propor-
tionality factor between the ωi|π2’s and the c1(Mi)|π2’s. Then (M1 ×M2, ω1 ⊕ ω2)
is also spherically monotone. If (M1, ω1) and (M2, ω2) both have semi-simple
quantum homology then so does (M1 × M2, ω1 ⊕ ω2). This follows from the
quantum Ku¨nneth formula (see e.g. [44]). Of course, here one should consider
semi-simplicity in the skew-commutative framework (see [1]).
Let X ⊂ CP n+r be a smooth complete intersection of degree (d1, . . . , dr) as in §6.4. Let
us now examine the semi-simplicity of complete intersections in relation to Lagrangian
submanifolds. Assume that 2(
∑r
i=1 di−1) ≤ n and that n ≥ 3. Put d =
∏r
i=1 di. Consider
the following cases:
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1. d = 1. In this case X ∼= CP n. The quantum homology QH∗(X;F) in this case is a
field (see §6.2), hence semi-simple.
2. d = 2. In this case X is isomorphic to a smooth quadric. A direct computation of the
quantum Euler class shows that it is an invertible element (see [1]) hence QH∗(X;F) is
semi-simple.
3. d = 3. In this case either di ≥ 3 for some i or there exist at least two di’s that are ≥ 2.
Therefore the minimal Chern number N of X satisfies N = n+1−
∑r
i=1(di− 1) ≤ n− 1.
The assumption that 2(
∑r
i=1 di − 1) ≤ n implies that we also have
n
2
+ 1 ≤ N . It follows
that N ∤ n and N ∤ n+ 1. Next, note that X has a Lagrangian sphere. This follows from
symplectic Picard-Lefschetz theory since for d ≥ 2, X can be degenerated to a variety with
isolated singularities. By Theorem 6.5.6 we conclude that QH∗(X;F) is not semi-simple.
Of course, this can be also verified by computing the quantum Euler class (see [1]).
It is not clear to us how large is the class of symplectic manifolds with semi-simple
quantum homology. It seems that it is in fact a rather restricted class of manifolds.
Finally, let us mention that Entov and Polterovich [28] have also found restrictions on
semi-simplicity of quantum homology related to Lagrangian submanifolds. The methods
they use are based on the theory of spectral numbers and are quite different than ours.
6.6. Gromov radius and Relative symplectic packing. Let (M2n, ω) be a 2n-dimensional
symplectic manifold and L ⊂ M a Lagrangian submanifold. Denote by B(r) ⊂ R2n
the closed 2n-dimensional Euclidean ball of radius r endowed with the standard sym-
plectic structure ωstd of R2n. Denote by BR(r) ⊂ B(r) the “real” part of B(r), i.e.
BR(r) = B(r) ∩ (Rn × 0). Note that BR(r) is Lagrangian in B(r).
By a relative symplectic embedding ϕ : (B(r), BR(r)) → (M,L) of a ball in (M,L) we
mean a symplectic embedding ϕ : B(r)→ (M,ω) which satisfies the following conditions:
(1) ϕ(BR(r)) ⊂ L.
(2) ϕ(x) /∈ L for every x ∈ B(r) \BR(r).
These two conditions can be rewritten as “ϕ−1(L) = BR(r)”. Condition (2) may look
strange at first sight. We will explain its role soon (see Remark 6.6.2).
In analogy with the (absolute) Gromov radius, we define here the Gromov radius of
L ⊂M to be
Gr(L) = sup{r | ∃ a relative symplectic embedding (B(r), BR(r))→ (M,L)}.
We will consider also symplectic embeddings of balls in the complement of L, i.e. sym-
plectic embeddings ψ : B(r) → (M \ L, ω). We denote the Gromov radius of (M \ L, ω)
by Gr(M \ L) i.e.
Gr(M \ L) = sup{r | ∃ a symplectic embedding B(r)→ (M \ L)}.
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Denote by J (M,ω) the space of almost complex structure on M which are compatible
with ω.
Proposition 6.6.1. Let L ⊂ (M,ω) be a Lagrangian submanifold. Let E ′, E ′′ > 0.
(1) Suppose that there exists a dense subset J ′ ⊂ J (M,ω) and a dense subset U ⊂M
such that for every J ∈ J ′ and every p ∈ U ′ there exists a non-constant J-
holomorphic disk u : (D, ∂D) → (M,L) with u(IntD) ∋ p and Areaω(u) ≤ E
′.
Then
πGr(M \ L)2 ≤ E ′.
(2) Suppose that there exists a dense subset J ′′ ⊂ J (M,ω) and a dense subset U ′′ ⊂ L
such that for every J ∈ J ′′ and every q ∈ U ′′ there exists a non-constant J-
holomorphic disk u : (D, ∂D) → (M,L) with u(∂D) ∋ q and Areaω(u) ≤ E
′′.
Then
πGr(L)2
2
≤ E ′′.
Proof of Proposition 6.6.1. The proof is based on an argument of Gromov from [36]. Vari-
ants of the proof below can be found in [7, 23].
We begin with the proof of statement 2. Let ϕ : (B(r), BR(r)) → (M,L) be a relative
symplectic embedding. Let J0 be the standard complex structure of B(r). Let J ∈
J (M,ω) be an almost complex structure which extends the complex structure ϕ∗(J0)
defined on the image of the ball ϕ(B(r)).
Put q = ϕ(0) ∈ L. By Gromov compactness theorem there exists a non-constant
J-holomorphic disk u : (D, ∂D) → (M,L) with u(∂D) ∋ q and Areaω(u) ≤ E
′′. Put
S ′ = ϕ−1(u(D)) and let S ′′ = S ′ be the complex conjugate copy of S ′. Put S = S ′ ∪ S ′′,
S◦ = S ∩ IntB(r). Clearly S◦ is an analytic subvariety of (IntB(r), J0). Note also that
due to condition (2) (in the definition of relative symplectic embedding) the subvariety
S◦ ⊂ IntB(r) is properly embedded (with respect to the induced topology from IntB(r)).
By the Lelong inequality [35] we have
1 ≤ mult0S
◦ ≤
Areaωstd(S
◦)
πr2
=
2Areaωstd(S
′)
πr2
≤
2E ′
πr2
.
This proves statement 2.
The proof of Statement 1 is very similar (but now no reflection argument is needed). 
Remark 6.6.2. Let us explain the role of the condition (2) in the definition of relative sym-
plectic embeddings. If this condition is dropped and we only require that ϕ−1(L) ⊃ BR(r)
then the problem becomes equivalent to the problem of absolute symplectic embeddings.
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The point is that given any symplectic embedding ϕ : B(r) → M , there exists another
symplectic embedding ϕ′ : B(r) → M with ϕ′(BR(r)) ⊂ L. Indeed by a straightfor-
ward argument there exists a Hamiltonian diffeomorphism h : (M,ω)→ (M,ω) such that
h ◦ ϕ(BR(r)) ⊂ L. Put ϕ
′ = h ◦ ϕ.
Thus if we drop condition (2) in the definition of relative symplectic embedding we lose
the effect of the presence of the Lagrangian submanifold L. This can be easily illustrated
already in dimension 2n = 2. Let L ⊂ R2 be a circle of radius r. Clearly Gr(L) = πr2.
However, it is easy to see that for every R > 0 there exists a symplectic embedding
ϕ : B2(R)→ R2 with ϕ(BR(r)) ⊂ L.
Before we continue would like to make a general remark concerning the Gromov radius of
Lagrangians. Given a monotone Lagrangian L ⊂ (M,ω) we denote by τ the monotonicity
constant τ = ω
µ
∣∣
π2(M,L)
(see formula (1)).
Remark 6.6.3. Assume that the monotone Lagrangian Ln ⊂ (M2n, ω) has the property
that QH∗(L) = 0. We claim that this implies that for any almost complex structure J ,
through each point in L passes a non-trivial J-holomorphic of area at most (n+1)τ . This
argument appears in [23] (where it is described mainly in the more delicate cluster setup)
and goes as follows. Let f be a Morse function on L with a single maximum, xn. We know
from Remark 5.1.4 that dxn = 0 in C(L; f, J). Thus xn is a boundary in this complex.
But for this to happen some moduli space P(y, xn;A, J) has to be non-trivial. To have
xnt
µ(A)/NL = dx+ . . . we need that |x| − 1 = n−µ(A) which means µ(A) ≤ n+1. Thus,
there is a J-holomorphic disk passing through xn of Maslov class at most n + 1 and of
area at most (n+ 1)τ . As xn can be chosen as generic point of L this shows the claim.
In case L is displaceable a variant of this argument that also takes into account the
action filtration on the Floer complex shows that the area of these disks can be bounded
by the displacement energy, E(L).
The existence of these disks implies by Proposition 6.6.1 that, in general we have
πGr(L)2/2 ≤ (n+ 1)τ
and, in the displaceable case, we also have
πGr(L)2/2 ≤ E(L) .
The last inequality (in the displaceable case) can be proven using the cluster machinery
even if L is not monotone but is relative spin, orientable and H∗(L;Q) = 0 for all even ∗
different from 0 and dim(L) - see again [23] for this and more details on this argument.
The following Corollary bounds the Gromov radius for Lagrangian tori. Recall from
Proposition 6.1.4 that for a monotone Lagrangian torus T ⊂ (M,ω) we either have
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QH∗(T ) = (H(T ) ⊗ Λ)∗ or QH∗(T ) = 0. In the latter case Proposition 6.1.4 im-
plies that for generic J and a generic point x ∈ T there exists a J-holomorphic disk
u : (D, ∂D) → (M,T ) with u(∂D) ∋ x and µ([u]) = 2. Combining this with Proposi-
tion 6.6.1 we the following.
Corollary 6.6.4. If T ⊂ (M,ω) is a monotone Lagrangian torus with monotonicity
constant τ and QH∗(T ) 6= H∗(T )⊗ Λ, then
πGr(T )2
2
≤ 2τ.
Endow CP n with the standard Ka¨hler symplectic structure ωFS, normalized so that∫
CP 1
ωFS = π. Note that with this normalization (CP n \ CP n−1, ωFS) ∼= (IntB(1), ωstd),
hence the (absolute) Gromov radius of CP n is Gr(CP n) = 1.
Corollary 6.6.5. Let L ⊂ CP n be a monotone Lagrangian with minimal Maslov number
NL.
(1) If QH∗(L) 6= 0, then we have:
Gr(CP n \ L)2 ≤
[ 2n
NL
]NL
2(n+ 1)
.
In particular,
Gr(CP n \ L)2 ≤
n
n+ 1
.
(2) Suppose that QH∗(L) ∼= H∗(L)⊗ Λ, then:
Gr(L)2
2
+Gr(CP n \ L)2 ≤ 1.
Remark 6.6.6. (1) In most of the examples below we will be in a special situation in
which the pearl and Morse differentials agree, d = ∂0, which greatly simplifies the
proof of the Corollary ( ∂0 is the Morse differential). More precisely, suppose that
QH∗(L) ∼= (H(L;Z2)⊗Λ)∗ and that L admits a perfect Morse function f : L→ R.
In this case the pearl complex differential d satisfies d = ∂0 = 0. Indeed, since
∂0 = 0 we have C∗(L; f, J) ∼= (H(L;Z2) ⊗ Λ)∗. Therefore if d 6= 0 we would have
dimQHi(L) < dim(H(L;Z2)⊗ Λ)i for some i. A contradiction.
(2) Note that the term [ 2n
NL
] in the first inequality of Corollary 6.6.5 cannot be 0.
This is because for any monotone Lagrangian submanifold L ⊂ CP n we have
NL ≤ n+ 1. This can be easily proved by the techniques from [15].
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Proof of Corollary 6.6.5. We will use here the module structure described in §5.3. As in
that section we fix a Morse function f : L → R and a Morse function g : CP n → R.
We will fix the following notation for the coefficients of the module operation. For a ∈
Crit(g), x ∈ Crit(f) we write
(126) a ∗ x =
∑
y
n(a, x, y)y +
∑
y,A
n(a, x, y;A, J)ytµ¯(A)
as in formula (72).
We assume that f has a single maximum denoted by xn. We also assume that g is
a perfect Morse function so that we may identify its critical points with the generators
of H∗(CP n). In particular, the minimum of g, will be denoted by p and is identified
with h∩n where h = [CP n−1] ∈ H2n−2(CP n;Z2) is the homology class of the hyperplane.
We recall from the quantum homology of CP n that h ∗ p = h∗(n+1) = ut2(n+1)/NL where
u ∈ H2n(CP n;Z2) is the fundamental class of CP n. By Remark 5.2.5 we know that as
QH∗(L) 6= 0, xn can not be a boundary and hence its homology class w = [xn] does not
vanish in QH∗(L). Put α = p ∗ w ∈ QH−n(L). Notice that
(127) h ∗ α = h ∗ (p ∗ w) = h∗(n+1) ∗ w = (u ∗ w)t2(n+1)/NL = wt2(n+1)/NL .
We deduce that α 6= 0. For dimension reasons the classical terms n(p, xn,−) in for-
mula (126) for p ∗ xn vanish. Therefore we can write
α = p ∗ w =
[∑
z,A
n(p, xn, z;A, J)zt
µ¯(A)
]
where z ∈ Crit(f) and [−] indicates taking homology classes. We have −n = |ztµ¯(A)| =
|z| − µ(A), 0 ≤ |z| ≤ n so that if n(p, xn, z;A, J) 6= 0, as p is the minimum of g, we
deduce that there exists a J-holomorphic disk of Maslov index at most 2n which passes
through p and with boundary on L. As the Maslov index comes in multiples of NL the
Maslov index of that disk is in fact ≤ [ 2n
NL
]NL. As p may be chosen generically and the
monotonicity constant τ is here π/(2n+ 2) we deduce the statement at (1).
For statement (2) we first pursue with the analysis of equation (127) under the ad-
ditional asumption that the function f is so that the differential of the pearl complex
coincides with the Morse differential, d = ∂0. As mentioned in Remark 6.6.6 this condi-
tion is often satisfied and the proof in this case is relatively straightforward.
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We write:
w t2(n+1)/NL = h ∗ α =
[∑
z,A
n(p, xn, z;A, J)(h ∗ z)t
µ¯(A)
]
=
[∑
z,A,y
n(p, xn, z;A, J)n(h, z, y)yt
µ¯(A)
+
∑
z,A,z′,A′
n(p, xn, z;A, J)n(h, z, z
′;A′, J)z′tµ¯(A)+µ¯(A
′)
]
,
This means that in the chain complex C(L; f, J) we have:
(128)
xn −
∑
z,A,y
n(p, xn, z;A, J)n(h, z, y)yt
(µ(A)−2(n+1))/NL
−
∑
z,A,z′,A′
n(p, xn, z;A, J)n(h, z, z
′;A, J)z′t(µ(A)+µ(A
′)−2(n+1))/NL ∈ image (d).
Since d = ∂0 and since xn is not homologous to any element in⊕
j 6=0
Z2xntj
⊕
(Z2〈Crit(f) \ {xn}〉 ⊗ Λ)
it follows that xn must appear in one of the two sums in formula (128). But the y’s in the
first sum of (128) satisfy |y| = |z| − 2 ≤ n− 2, hence y 6= xn. Therefore xn must appear
as one of the summands in the second sum of (128). In other words there exist z, and
vectors A,A′ of non-zero classes in H2(M,L) such that:
(1) n(p, xn, z;A, J) 6= 0, n(h, z, xn;A
′, J) 6= 0.
(2) µ(A) + µ(A′) = 2(n+ 1).
This means that through p (the minimum of h) passes a non-constant J-holomorphic disk
of Maslov index at most µ(A) and through xn passes the boundary of non-constant J-
holomorphic disk of Maslov index at most µ(A′) = 2(n+1)−µ(A). By Proposition 6.6.1
we have:
πGr(L)2
2
+ πGr(CP n, L)2 ≤ τµ(A) + τµ(A′) = τ(2n + 2) = π.
To conclude the proof of the point (2) of the proposition we now need to describe an
argument in the absence of the condition d = ∂0. To do so we will make use of the minimal
model technology as described in §2.2.3. Thus, recall that there is a complex (Cmin, δ),
Cmin = H(L;Z2) ⊗ Λ, and chain morphisms φ : C(L; f, J) → Cmin, ψ : Cmin → C(L; f, J)
so that δ0 = 0 and φ ◦ ψ = id, φ, ψ ( respectively, φ0, ψ0) induce isomorphisms in pearl
(respectively, Morse) homology. As in Remark 2.2.6 we use the applications φ and ψ to
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transport the module structure on Cmin. For u ∈ Crit(h) and x ∈ H∗(L;Z2) this module
structure has the form:
(129) u ∗ x =
∑
k,y∈H∗(L;Z2)
n′(u, x, y; k)ytk
so that u ∗ x = φ(u ∗ ψ(x)). It is important to note that, as the minimal pearl model is
constructed (in §5.9) with coefficients in Λ+ we have that, for degree reasons, ψ([L]) = xn,
φ(xn) = [L] (where [L] ∈ Hn(L;Z2) is the fundamental class). It follows that all the
argument above can now be applied to Cmin instead of C(L; f, J). It leads to the fact that
there is z ∈ H∗(L;Z2) for which there are coefficients n′(−,−,−) which verify:
(1’) n′(p, [L], z; k) 6= 0, n′(h, z, [L]; k′) 6= 0.
(2’) (k + k′)NL = 2(n+ 1).
The condition QH(L) ∼= H(L;Z2)⊗Λ means that δ = 0 in Cmin (see Remark 2.2.6). With
this in mind we take another look at equation (129) and taking into account that both φ
and ψ are defined over Λ+ we deduce from n′(p, [L], z; k) 6= 0 that there exists u ∈ Crit(f)
and A so that µ(A) ≤ kNL and n(p, xn, u;A, J) 6= 0 and so through the minimum
of h passes a disk of Maslov class at most kNL. We now want to interpret the equation
n′(h, z, [L]; k′) 6= 0. This obviously means that inH∗(Cmin) we have h∗z = . . .+[L]t
k′+. . ..
In other words, if we write H∗(Cmin) = H(L;Z2)⊗Λ = E⊕Z2 < [L]tk
′
> where E is some
complement of the Z2 vector space Z2 < [L]tk
′
> we have h ∗ z = ξ + [L]tk
′
with ξ ∈ E.
This implies, in homology, h ∗ ψ(z) = ψ(ξ) + [xn]t
k′ so that at the chain level we have
h∗ψ(z)+dw = xnt
k′+ψ(ξ). We also split C(L; f, J) = E ′⊕Z2 < xntk
′
> and we consider
two cases. First suppose that there is some cycle ξ′ ∈ E ′ so that [ξ′] = [xnt
k′]. The only
possibility for that to happen is that there is some u′′ ∈ Crit(f), A′′ with µ(A′′) ≤ k′NL
so that n(u′′, xn;A
′′, J) 6= 0 where n(−,−) are the coefficients of the differential in the
pearl complex C(L; f, J). In this case, it follows that through the maximum of f passes a
disk of Maslov class at most k′NL and the proof ends as in the special case treated before.
Assume therefore from now on that for all the cycles ξ′ in E ′ we have [ξ′] 6= [xnt
k′]. In
particular, this means that xnt
s does not appear in the boundary expression of any critical
point of f for s ≤ k′. At this point we need to recall the explicit construction of the map
φ: it is defined on a basis of Z2 < Crit(f) > which is chosen so that it is formed by three
types of elements x,’s with ∂0x = 0, y’s with ∂0y = 0 and y
′’s with ∂0y
′ = y and is given
by φ(x) = x, φ(y′) = 0, φy = φn−s+1(dy′ − y) (the last equality appears in the inductive
step - see again §5.9). The critical point xn is itself a generator of type x and it is the
only one in dimension n. Under our assumption, this means that we have φ(E ′) = E.
Indeed, the only thing to check is that each generator of type y is sent to E but this
follows inductively because dy′ does not contain xnt
s for s ≤ k′.
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We now write ψ(ξ) = ξ′′+ǫxnt
k′ where ǫ is 0 or 1 and ξ′′ ∈ E ′. In case ǫ = 1 we have, in
homology, h∗ψ(z) = [ξ′′] and, so φ(h∗ψ(z)) = h∗ z = φ[ξ′′] = ξ+[L]tk which contradicts
φ(ξ′′) ∈ E (we use here again δ = 0).
Thus we are left to discuss the case when ǫ = 0. Therefore we have h ∗ ψ(z) + dw =
xnt
k′ + ξ′′ and given our assumption this means that there exists u′ ∈ Crit(f), A′ with
µ(A′) ≤ k′NL so that n(h, u
′, xn;A
′, J) 6= 0. It again follows that through the maximum
of f passes a disk of Maslov class at most k′NL and concludes the proof. 
6.7. Examples. Endow CP n with the standard Ka¨hler symplectic structure ωFS, nor-
malized so that
∫
CP 1
ωFS = π.
Corollary 6.7.1. Let L ⊂ CP n be a Lagrangian submanifold with 2H1(L;Z) = 0. Then
Gr(CP n \ L)2 ≤ 1
2
.
Proof. This follows immediately from Proposition 6.2.12 in conjunction with Proposi-
tion 6.6.1.
Alternatively, one can use Proposition 6.2.5 by which NL = n + 1 and QH∗(L) 6= 0.
Then Corollary 6.6.5 implies that:
Gr(CP n \ L)2 ≤
[ 2n
n+1
](n + 1)
2(n+ 1)
=
1
2
.

When L is the standard real projective space RP n ⊂ CP n the inequality in Corol-
lary 6.7.1 has been proved before by Biran [14] by different methods. In this case the
inequality turns out to be sharp. Note also that (by an explicit construction) we have
Gr(RP n) = 1, thus the inequality in Corollary 6.6.5-(2) is sharp in this case.
Consider the n-dimensional Clifford torus Tnclif ⊂ CP
n. (See Example 6.1.6.)
Corollary 6.7.2. Gr(Tnclif)
2 ≤ 2
n+1
, Gr(CP n \ Tnclif)
2 = n
n+1
.
Remark. By an explicit packing construction, communicated to us by Buhovsky, it seems
that the first inequality in Corollary 6.7.2 is in fact sharp, i.e. Gr(Tnclif)
2 = 2
n+1
.
Proof of Corollary 6.7.2. A straightforward construction using moment maps (in the spirit
of [37, 67]) shows thatGr(CP n\Tclif) ≥ nn+1 . On the other hand, by Example 6.1.6 we have
QH∗(Tnclif) ∼= (H(T
n
clif;Z2)⊗Λ)∗ hence by Corollary 6.6.5-(1) we have Gr(CP
n\Tnclif) ≤
n
n+1
.
This proves that Gr(CP n \ Tnclif) =
n
n+1
.
The first inequality follows now from the fact that QH∗(Tnclif) ∼= (H(T
n
clif;Z2)⊗ Λ)∗ in
conjunction with Corollary 6.6.5-(2) and Remark 6.6.6. An alternative, more direct, proof
goes as follows. By Example 6.1.6 it follows that for generic J ∈ J (CP n) and x ∈ Tnclif
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there exists a J-holomorphic disk u : (D, ∂D)→ (CP n, L) with µ([u]) = 2. This disk has
area π
n+1
. By Proposition 6.6.1-(2) we obtain Gr(Tnclif) ≤
1
2(n+1)
. 
6.8. Mixed symplectic packing. Let l,m ≥ 0 and r1, . . . , rl > 0, ρ1, . . . , ρm > 0. A
mixed symplectic packing of (M,L) by balls of radii (r1, . . . , rl; ρ1, . . . , ρm) is given by l
relative symplectic embeddings ϕi : (B(ri), BR)→ (M,L), i = 1, . . . , l, and m symplectic
embeddings ψj : B(rj)→ (M \L, ω), j = 1, . . . , m, such that the images of all the ϕi and
ψj are mutually disjoint, i.e.
(1) ϕi′(B(ri′)) ∩ ϕi′′(B(ri′′)) = ∅ for every i
′ 6= i′′.
(2) ψj′(B(rj′)) ∩ ψj′′(B(rj′′)) = ∅ for every j
′ 6= j′′.
(3) ϕi(B(ri)) ∩ ψj(B(rj)) = ∅ for every i, j.
The following can be proved in a similar way to Proposition 6.6.1.
Proposition 6.8.1. Let L ⊂ (M,ω) be a Lagrangian submanifold and E > 0. Suppose
that there exists a dense subset J∗ ⊂ J (M,ω), a dense subset of m-tuples U
′ ⊂ (M \L)×m,
and a dense subset of l-tuples U ′′ ⊂ L×l such that for every J ∈ J∗, (q1, . . . , ql) ∈ U
′,
(p1, . . . , pm) ∈ U
′′ there exists a non-constant J-holomorphic disk u : (D, ∂D) → (M,L)
with u(IntD) ∋ p1, . . . , pm, u(∂D) ∋ q1, . . . , ql and Areaω(u) ≤ E. Then for every mixed
symplectic packing of (M,L) by balls of radii (r1, . . . , rl; ρ1, . . . , ρm) we have:
l∑
i=1
πr2i
2
+
m∑
j=1
πρ2j ≤ E.
6.9. Examples.
Corollary 6.9.1. For every mixed symplectic packing of (CP 2,T2clif) by two balls of radii
(r; ρ) we have 1
2
r2 + ρ2 ≤ 2
3
. In particular if the two balls are assumed to have the same
radius r = ρ then r2 ≤ 4
9
.
Note that the inequality in Corollary 6.9.1 is stricter than the inequalities for (absolute)
packing of CP 2 by 2 balls. Indeed, for every symplectic packing of CP 2, B(r)
∐
B(ρ) →֒
CP 2 the (optimal) packing inequality reads r2 + ρ2 ≤ 1 (See [36, 43]). In particular, if
the balls are of equal radii r = ρ the latter inequality reads r2 ≤ 1
2
(and this is sharp),
whereas the mixed packing inequality gives r2 ≤ 4
9
.
We do not know whether the inequality in Corollary 6.9.1 is sharp.
Proof of Corollary 6.9.1. We will use here the notation of §6.2.1 and Proposition 6.2.3.
Fix two Morse functions g : CP 2 → R, f : T2clif → R and two generic Riemannian metrics
ν, ν
T
on CP 2 and T2clif. We assume that both g and f are perfect Morse functions so that we
can identify their critical points with homology classes in H∗(CP 2;Z2) and H∗(T2clif;Z2).
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Denote by h ∈ H2(CP 2;Z2) the class of the hyperplane and by p ∈ H0(CP 2;Z2) the class
of a point. Denote by m the minimum of f . For every generic J ∈ J (CP 2), m defines
an element, still denoted m, in QH0(T2clif; f, νT, J). (See the discussion in the beginning
of §6.11.) According to Proposition 6.2.3 we have
p ∗m = h ∗ h ∗m = h ∗mt = mt2.
The pearly trajectories that potentially contribute to this computation appear in figure 20.
p
u
1
u
2
 = 2
u
1
u
2
p
 = 2
p
u
 = 4
 = 2  = 2
m
m
m
Figure 20.
It follows that for generic J one of the following three possibilities occur:
(1) There exists a J-holomorphic disk u1 : (D, ∂D) → (CP 2,T2clif) with µ([u1]) = 2
and u1(−1) = m, u1(0) = p.
(2) There exist two J-holomorphic disks u1, u2 : (D, ∂D)→ (CP 2,T2clif) with µ([u1]) =
µ([u2]) = 2 and u1(−1) = m, u2(0) = p.
(3) There exists a J-holomorphic disk u : (D, ∂D)→ (CP 2,T2clif) with µ([u]) = 4 and
u(−1) = m, u(0) = p.
Note that the in cases (1), (2) we have AreaωFS(u1) = AreaωFS(u2) = 2τ = 1/3 and in
case (3) AreaωFS(u) = 4τ = 2/3.
Let ϕ : B(r) → (CP 2,T2clif), ψ : B(ρ) → CP
2 \ T2clif be a mixed symplectic packing of
(CP 2,T2clif) by two balls of radii (r; ρ). Take m to be ϕ(0) and p = ψ(0). Arguing as in
the proof of Propositions 6.6.1 and 6.8.1 we obtain the following inequality:
1
2
πr2 + πρ2 ≤ max{2τ, 2τ + 2τ, 4τ} = 4τ =
2π
3
.

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The proof of Corollary 6.9.1 suggests that for mixed packing of (CP n,Tnclif) by two balls
of radii (r; ρ) the following packing inequality should hold: 1
2
r2 + ρ2 ≤ n
n+1
.
Consider the smooth complex quadric Q ⊂ CP n+1 endowed with the symplectic struc-
ture ω induced from CP n+1 (See §6.3). With our normalization of the symplectic structure
on CP n+1 the symplectic structure on Q and the first Chern class c1 (of the tangent bundle
of Q) have the following relation c1 = n[ω]/π.
Corollary 6.9.2. Let L ⊂ Q be a Lagrangian submanifold with H1(L;Z) = 0 (e.g. a
Lagrangian sphere). Then for every mixed symplectic packing of (Q,L) with 2 balls of
radii (r; ρ) we have: 1
2
r2 + ρ2 ≤ 1.
Note that inequality in Corollary 6.9.2 is stricter than the absolute packing inequalities,
at least in dimension 2n = 4. Indeed in that case (Q,ω) ∼= (CP 1×CP 1, ωFS⊕ωFS) and the
(optimal) absolute packing inequalities for two balls B(r)
∐
B(ρ) →֒ (CP 1 × CP 1, ωFS ⊕
ωFS) read r
2 ≤ 1, ρ2 ≤ 1.
We do not know whether the inequality in Corollary 6.9.2 is sharp.
Proof of Corollary 6.9.2. This follows from Corollary 6.3.4 and Proposition 6.8.1. 
6.10. Further questions. The results in §6.6- 6.9 give rise to several questions. The
first one is whether the packing inequalities above are sharp. This is especially relevant
for the results in Corollaries 6.6.5, 6.7.1, 6.7.2, 6.9.1, 6.9.2. This would require to obtain
lower bounds on the radii of balls in relative/mixed symplectic packing. Such bounds can
sometimes be obtained by an explicit packing construction, but one would like a more
systematic method. In the theory of absolute symplectic packing an essential ingredient is
the symplectic blowing up and down constructions (see [43]). It seems relevant to establish
a relative (with respect to a Lagrangian L) version of the symplectic blowing up and down
constructions. Another important ingredient in the theory of absolute symplectic packing
consists of criteria for realizing 2-dimensional cohomology classes by symplectic/Ka¨hler
forms such as the Nakai-Moishezon criterion (see [11, 13, 12] for symplectic analogues
of this). In the relative version one would expect to have analogous criteria with the
additional requirement that the resulting symplectic form makes a given submanifold
Lagrangian.
Another interesting question is what happens for larger number of balls. This would
require to establish existence of holomorphic disks (or surfaces with boundary) passing
through many points on L. It seems likely that our methods combined with the A∞ ap-
proach of Fukaya-Oh-Ohta-Ono [34] or the cluster homology approach of Cornea-Lalonde
[23] would be relevant for this purpose. In the same direction, it would be interesting to
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find out whether the packing obstructions disappear in the relative case once the number
of balls becomes large enough, as happens in the absolute case in dimension 4 (see [11, 12]).
Some of the results on existence of holomorphic disks in §6.2.4 and 6.3.4 give rise to
redundant packing inequalities in the sense that they coincide (or can be derived from)
the absolute packing inequalities. For example, Proposition 6.2.12 implies that for every
relative symplectic packing
(B(r1), BR(r1))
∐
(B(r2), BR(r2)) →֒ (CP n,RP n)
we have 1
2
r21+
1
2
r22 ≤
1
2
. However this is precisely the (optimal) absolute packing inequality
for two balls in CP n (see [36]). In fact, an explicit construction as in [37] shows that for
l ≤ 3 balls there is no difference between relative and absolute symplectic packing (i.e. the
same packing inequalities hold for both cases). We do not know whether this continues
to hold for general l (even in dimension 2n = 4). It would also be interesting to find a
geometric explanation to why the relative symplectic packing problem coincides with the
absolute one for some Lagrangians while for others it gives stricter restrictions.
6.11. Quantum product on tori and enumerative geometry. The goal of this sec-
tion is to give a geometric interpretation of the quantum cap product for Lagrangian
tori in terms of enumeration of holomorphic disks. Related results in this direction have
recently been obtained for torus fibres of Fano toric manifolds by Cho [19] by a different
approach. For simplicity we consider here only the case of 2-dimensional tori.
Let L2 ⊂ (M4, ω) be a monotone Lagrangian torus with minimal Maslov number NL =
2. Assume that QH∗(L) 6= 0. By Proposition 6.1.4 we have QH∗(L) ∼= (H(L;Z2)⊗ Λ)∗.
It follows that
QH0(L) ∼= H0(L;Z2)⊕H2(L;Z2)t,(130)
QH1(L) ∼= H1(L;Z2).(131)
We will see in a moment that the isomorphism (131) is canonical. However, the splitting
in (130) is not canonical in the sense that it is not compatible with the canonical iden-
tifications in Morse homology. As we will see below, the “H2(L;Z2)t” part is canonical
but the inclusion in QH0(L) of the summand H0(L;Z2) actually depends on the Morse
function f : L→ R and the almost complex structure J used to compute QH(L). Let us
explain this point in more detail.
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Let f, g : L → R be two perfect Morse functions. Fix two generic Riemannian metrics
ρ, τ on L and a generic almost complex structure J ∈ J (M,ω). Denote:
Crit0(f) = {x0}, Crit1(f) = {x
′
1, x
′′
1}, Crit2(f) = x2,
Crit0(g) = {y0}, Crit1(g) = {y
′
1, y
′′
1}, Crit2(g) = y2.
Since QH∗(L) ∼= (H(L;Z2)⊗ Λ)∗ the Floer differential vanishes and we have:
QH0(f, ρ, J) = Z2x0 ⊕ Z2x2t, QH1(f, ρ, J) = Z2x′1 ⊕ Z2x
′′
1,
QH0(g, τ, J) = Z2y0 ⊕ Z2y2t, QH1(g, τ, J) = Z2y′1 ⊕ Z2y
′′
1 .
Denote by φM : H∗(g, τ) → H∗(f, ρ) the canonical isomorphisms of Morse homolo-
gies. Denote by φF : QH∗(g, τ, J) → QH∗(f, ρ, J) the canonical isomorphisms of Floer
homologies as described in §5.1.2. Then for degree reasons φF coincides with φM on
QH1(g, τ, J). Clearly we also have φ
M(y0) = x0 and φ
M(y2) = x2. Moreover φ
F (y2) = x2
since y2, x2 are the unities of the respective Floer homologies. However it might hap-
pen that φF (y0) 6= φ
M(y0). More precisely, following the description in §5.1.2 we have
φF (y0) = x0 + ǫx2t where the coefficient ǫ ∈ Z2 is determined by counting the number of
pearly trajectories appearing in figure 21.
µ = 2
y0
µ = 2
y0
x2
−gradτg
x2
−gradρf
Figure 21. Pearly trajectories contributing to the coefficient ǫ.
As f, g, ρ, τ , J are taken to be generic we may assume that y0 ∈ W
s
x0(−gradρf),
x2 ∈ W
u
y2
(−gradτg) and that no two points from x0, y0, x2, y2 lie on the boundary of
the same J-holomorphic disk with Maslov number 2. Denote by γy2,x2(g) the −gradτ (g)
trajectory connecting y2 to x2 and by γy0,x0(f) the −gradρ(f) trajectory connecting y0 to
x0. Using this and the notation from (102) we have (see figure 22):
(132) ǫ = #Z2
(
δy0(J) ∩ γy2,x2(g)
)
+#Z2
(
δx2(J) ∩ γy0,x0(f)
)
.
By Proposition 6.1.4 the cycles δy0(J) and δx2(J) are 0 in the homology H1(L;Z2).
Therefore, the path γy2,x2(g) in formula (132) can be replaced by any path ℓ(y2, x2) ⊂ L
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µ = 2
y0
x0
µ = 2
y0
y2
x2
−gradτg
x2
−gradρf
Figure 22.
connecting y2 to x2 (as long as the intersection of that path with δy0(J) is transverse).
Similarly γy0,x0(f) can be replaced by any path ℓ(y0, x0).
Summarizing the above we have:
Proposition 6.11.1. The isomorphism φF : QH∗(g, τ, J) −→ QH∗(f, ρ, J) is given by:
φF (y) = φM(y) ∀y ∈ QH1(g, τ, J), φ
F (y2) = x2, φ
F (y0) = x0 + ǫx2t,
where
(133) ǫ = #Z2
(
δy0(J) ∩ ℓ(y2, x2)
)
+#Z2
(
δx2(J) ∩ ℓ(y0, x0)
)
and ℓ(y2, x2), ℓ(y0, x0) ⊂ L are any two paths in L joining y2 to x2, resp. y0 to x0,
and meeting the cycles δy0(J), resp. δx2(J), transversely. In particular, the isomorphism
QH1(L) ∼= H1(L;Z2) as well as the inclusion H2(L;Z2)→ QH2(L;Z2) are canonical.
Remark 6.11.2. (1) From formula (133) it follows that once we fix a generic J and
take f, g with the critical points x2 close enough to y2 and x0 close enough to y0
then the coefficient ǫ is 0. Thus in this case φF = φM .
(2) One can derive a similar formula to (133) when we have two different almost
complex structures J0, J1. In this case one takes a generic path {Jt} connecting
J0 to J1. Then there is an additional contribution to the coefficient ǫ coming from
Jt-holomorphic disks (for some t) with Maslov index 2 whose boundaries pass
through the points y0, x2.
Let L be as above. Denote by w ∈ QH2(L) = H2(L;Z2) the fundamental class. Choose
m ∈ QH0(L;Z2) so that {m,wt} consists of a basis for QH0(L). As m ∗m ∈ QH−2(L) =
QH0(L)⊗ t we can write
(134) m ∗m = s1mt+ s2wt
2,
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for some s1, s2 ∈ Z2. We first claim that the coefficient s1 does not depend on the choice
of the element m. Indeed, if we replace m by m′ = m+ wt then
m′ ∗m′ = m ∗m+ wt2 = s1mt + (s2 + 1)wt
2 = s1m
′t+ (s1 + 1 + s2)wt
2.
This also shows that when s1 = 1 the coefficient s2 is also independent of the choice of m.
Proposition 6.11.3. The coefficient s1 can be computed as follows. Let J ∈ J be a
generic almost complex structure. Let p1, p2, p3 ∈ L be a generic triple of points. Let
ℓ(p1, p2), ℓ(p2, p3), ℓ(p3, p1) ⊂ L be three paths such that ℓ(pi, pj) connects pi to pj and
intersects δpk(J) transversely, where pk ∈ {p1, p2, p3} is the third point (i.e. k 6= i, j).
Then:
(135) s1 = #Z2
(
δp1(J) ∩ ℓ(p2, p3)
)
+#Z2
(
δp2(J) ∩ ℓ(p3, p1)
)
+#Z2
(
δp3(J) ∩ ℓ(p1, p2)
)
.
In case s1 = 1 the coefficient s2 can be computed as follows. Denote by n4(p1, p2, p3) the
number modulo 2 of simple J-holomorphic disks u : (D, ∂D) → (M,L) with µ([u]) = 4
and such that u(e−2πil/3) = pl for every 1 ≤ l ≤ 3. Then:
(136) s2 = #Z2
(
δp3(J) ∩ ℓ(p1, p2)
)
·#Z2
(
δp1(J) ∩ ℓ(p2, p3)
)
+ n4(p1, p2, p3).
Moreover, when s1 = 1 we have the following identities:
(137)
#Z2
(
δp2(J) ∩ ℓ(p3, p1)
)
·#Z2
(
δp3(J) ∩ ℓ(p1, p2)
)
=#Z2
(
δp3(J) ∩ ℓ(p1, p2)
)
·#Z2
(
δp1(J) ∩ ℓ(p2, p3)
)
=#Z2
(
δp1(J) ∩ ℓ(p2, p3)
)
·#Z2
(
δp2(J) ∩ ℓ(p3, p1)
)
.
(138) n4(p1, p2, p3) = n4(p1, p3, p2).
Remark 6.11.4. (1) It is interesting to note that the numbers n4(p1, p2, p3) depend on
the position of the three points p1, p2, p3 (and of course on J). Thus the number
of µ = 4 simple J-holomorphic disks with boundary passing through 3 points on
L is not a symplectic invariant.
(2) The J-holomorphic disks counted by n4(p1, p2, p3) are different than those counted
by n4(p1, p3, p2). Nevertheless these two numbers (mod 2) are equal. Thus the
number of J-holomorphic disks of Maslov index 4 whose boundary passes through
p1, p2, p3 in any possible order is even.
(3) Essentially the same result as Proposition 6.11.3 holds for any orientable monotone
Lagrangian L with NL = 2 and genus(L) > 0. However, other than tori we are
not aware of any examples of such Lagrangians. Note that if such a Lagrangian
L2 ⊂ M4 exists then M cannot have b+2 = 1. By classification results this means
thatM cannot be a monotone symplectic manifold (i.e. c1(M) = λ[ω] ∈ H
2(M ;R)
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for some λ > 0) or even birationally equivalent to it. Similarly M cannot be a
(blow up of a) ruled surface.
Proof of Proposition 6.11.3. Fix a generic J ∈ J (M,ω). Let f, g : L→ R be two perfect
Morse functions. Fix a generic Riemannian metric on L. Denote by x0 (resp. y0) the
minimum of f (resp. g) and by x2 (resp. y2) the maximum of f (resp. g). We can choose
the functions f, g so that x0 = p1, y0 = p2, x2 = p3 and so that y2 is very close to x2 = p3.
With this data fixed we have two versions of the quantum cap product:
∗f,g : QH(f, J)⊗QH(g, J)→ QH(f, J),
∗ : QH(f, J)⊗QH(f, J)→ QH(f, J).
The relation between these products is that for x ∈ QH(f, J), y ∈ QH(g, J), we have
x ∗f,g y = x ∗ φ
F (y), where φF is the isomorphism from Proposition 6.11.1.
Viewing x0, x2, y0, y2 as elements of QH(f, J) and QH(g, J) we can write:
(139) x0 ∗f,g y0 = r1x0t+ r2x2t, for some r1, r2 ∈ Z2.
From the definition of the quantum cap product it follows that the coefficient r1 is given by
counting trajectories as in figure 23. Denote by γx2,y0(f) the −gradf trajectory connecting
µ = 2
x0
y0
−gradf −gradg
x0
y0
µ = 2
Figure 23. Pearly trajectories contributing to the coefficient r1.
x2 to y0 and by γy2,x0(g) the −gradg trajectory connecting y2 to x0. (by taking the
Riemannian metric generic we may assume that y0 and x0 lie on trajectories as above).
It follows that
(140) r1 = #Z2
(
δx0(J) ∩ γx2,y0(f)
)
+#Z2
(
δy0(J) ∩ γy2,x0(g)
)
.
See figure 24. Since δx0(J), δy0(J) are null-homologous, γx2,y0(f), γy2,x0(g) from for-
mula (140) can be replaced by any paths ℓ(x2, y0), ℓ(y2, x0) in L connecting x2 to y0 and
QUANTUM STRUCTURES FOR LAGRANGIAN SUBMANIFOLDS 181
µ = 2
x0
y0
x2
−gradf −gradg
x0
y2
y0
µ = 2
Figure 24.
y2 to x0. Moreover, since y2 can be chosen arbitrary close to x2 we can replace ℓ(y2, x0)
by any path ℓ(x2, x0) connecting x2 to x0. Thus
(141) r1 = #Z2
(
δx0(J) ∩ ℓ(x2, y0)
)
+#Z2
(
δy0(J) ∩ ℓ(x2, x0)
)
.
By Proposition 6.11.1
φF (y0) = x0 +#Z2
(
δx2(J) ∩ ℓ(y0, x0)
)
x2t.
Here we have used the fact that y2 is very close to x2. Therefore:
x0 ∗ x0 = x0 ∗f,g (φ
F )−1(x0) = x0 ∗f,g
(
y0 +#Z2
(
δx2(J) ∩ ℓ(y0, x0)
)
y2t
)
=
(
r1 +#Z2
(
δx2(J) ∩ ℓ(y0, x0)
))
x0t+ r2x2t
2
=
(
#Z2
(
δx0(J) ∩ ℓ(x2, y0)
)
+#Z2
(
δy0(J) ∩ ℓ(x2, x0)
)
+#Z2
(
δx2(J) ∩ ℓ(y0, x0)
))
x0t
+ r2x2t
2.
Finally, take the element m to be x0 and recall that x0 = p1, y0 = p2, x2 = p3. For-
mula (135) follows.
We turn to the proof of formula (136). From the computations above we see that
s2 = r2, i.e. the coefficient of x2t
2 in x0 ∗f,g y0. By the definition of the quantum cap
product this coefficient counts the number of trajectories that appear in figure 25. The
trajectories in the left-hand side of figure 25 contribute n4(x0, y0, x2) = n4(p1, p2, p3) to
the coefficient r2. As for the trajectories in the right-hand side, a similar argument to
182 PAUL BIRAN AND OCTAV CORNEA
x
0
y
0
y
0
 gradf
x
0
x
2
x
2
 = 4
 = 2
 = 2
Figure 25. Pearly trajectories contributing to the coefficient s2 = r2.
what we had before shows that their number is:
#Z2
(
δx0(J) ∩ γx2,y0(f)
)
·#Z2
(
δx2(J) ∩ γy0,x0(f)
)
= #Z2
(
δx0(J) ∩ ℓ(x2, y0)
)
·#Z2
(
δx2(J) ∩ ℓ(y0, x0)
)
= #Z2
(
δp1(J) ∩ ℓ(p2, p3)
)
·#Z2
(
δp3(J) ∩ ℓ(p1, p2)
)
.
See figure 26. This completes the proof of formula (136).
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Figure 26.
Formulae (137) and (138) follow from the fact that when s1 = 1 the coefficient s2 does
not depend on the choice of the element m. Thus we can take the points x0, x2, y2 to
be any permutation of the points p1, p2, p3 and formula (136) will still give us the same
number s2. Note also that when s1 = 1 it follows from formula (135) that either all three
numbers
#Z2
(
δp1(J) ∩ ℓ(p2, p3)
)
, #Z2
(
δp2(J) ∩ ℓ(p3, p1)
)
, #Z2
(
δp3(J) ∩ ℓ(p1, p2)
)
are 1, or precisely two of them are 0 and one of them is 1. 
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Let us examine in view of Proposition 6.11.3 the case of the 2-dimensional Clifford torus
L = T2clif ⊂ CP
2. By Proposition 6.2.3 there exist generators a, b of H1(L;Z2) and a basis
for QH0(L) of the form {m,wt} such that
a ∗ b = m+ wt, b ∗ a = m, a ∗ a = b ∗ b = wt.
Using the associativity of the quantum product we obtain: m ∗ a = b ∗ a ∗ a = b ∗wt = bt.
Therefore:
m ∗m = b ∗ a ∗ b ∗ a = b ∗ (m+ wt) ∗ a = b ∗ (bt+ at) = mt + wt2.
Thus s1 = s2 = 1. Since s1 = 1 the coefficient s2 = 1 is independent of the choice of m.
It follows from Proposition 6.11.3 that the following three numbers
#Z2
(
δp1(J) ∩ ℓ(p2, p3)
)
, #Z2
(
δp2(J) ∩ ℓ(p3, p1)
)
, #Z2
(
δp3(J) ∩ ℓ(p1, p2)
)
can be either all 1 or exactly one of them is 1 and the other two are 0. Moreover, in the
second case there exists a simple J-holomorphic disk u with µ([u]) = 4 and such that
u(∂D) ∋ p1, p2, p3.
It is instructive to consider the case when J = J0 is the standard complex structure of
CP 2 (or a small perturbation of it). In this case, for every p ∈ L the cycle δp(J0) consist
of three embedded circles passing through p (see §6.1.6). It is easy to see that L \ δp(J0)
has two connected components. Thus, if p1, p2 lie in the same connected component of
L \ δp3(J0) then for a small enough perturbation J of J0 we will have n4(p1, p2, p3) = 1.
Of course, it is possible to find a different configurations of points p′1, p
′
2, p
′
3 for which
n4(p
′
1, p
′
2, p
′
3) = 0. Figure 27 shows these two possibilities. In this figure the torus T
2
clif
is represented as a square with opposite sides identified. The three lines through each of
the points pi represent the boundaries of the three J0-holomorphic disks passing through
pi. Using formula (136) and the fact that s2 = 1 it is easy to see that n4(p1, p2, p3) = 1
while n4(p
′
1, p
′
2, p
′
3) = 0.
We continue with analyzing the coefficient s2 from formula (134). As discussed above
the coefficient s2 may depend on the choice of m (this happens only when s1 = 0). A
natural class of choices for m can be made as follows. Choose a generic almost complex
structure J and a generic pair of points p, q ∈ L. Choose a Riemannian metric ρ on
L and a perfect Morse function f : L → R so that p is its single (local) minimum and
q is its single (local) maximum. As noted before the differential of the pearl complex
vanishes hence we can view p as an element of QH0(f, ρ, J). It follows from formula (133)
of Proposition 6.11.1 that this element is independent of the function f and metric ρ as
long as f has p and q as its minimum and maximum. (Of course, once J is fixed, a slight
perturbation of p and q will define the same element.) Thus a choice of a generic pair of
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Figure 27. On the left n4(p1, p2, p3) = 1. On the right n4(p
′
1, p
′
2, p
′
3) = 0.
points p, q and J determines in a canonical way an element m(p, q, J) = [p] ∈ QH0(L).
Put w = [q]. Clearly {m(p, q, J), wt} form a basis for QH0(L). Note also that different
functions f as above may give rise to different generators forQH1(L) ∼= H1(L;Z2) however,
the element m(p, q, J) is not affected by this.
Fix a generic J and a generic pair of points p, q. Denote by s2(p, q, J) the coefficient
s2 corresponding to the choice of m = m(p, q, J). The following Proposition shows how
the coefficient s2 changes when we change p, q to a another pair p
′, q′, hence m(p, q, J) to
m(p′, q′, J).
Proposition 6.11.5. s2(p
′, q′, J) = s2(p, q, J) + η(s1 + 1), where η is given by:
η = #Z2
(
δp′(J) ∩ ℓ(q
′, q)
)
+#Z2
(
δq(J) ∩ ℓ(p
′, p)
)
.
In particular, when q = q′ we have η = #Z2
(
δq(J) ∩ ℓ(p
′, p)
)
.
Proof. Put m = m(p, q, J), m′ = m(p′, q′, J). By Proposition 6.11.1, we have m′ =
m+ ηwt. A direct computation (over Z2 !) gives:
m′ ∗m′ = m ∗m+ ηwt2 = s1mt + s2(p, q, J)wt
2 + ηwt2
= s1m
′t+ s1ηwt
2 + s2(p, q, J)wt
2 + ηwt2
= s1m
′t+
(
s2(p, q, J) + η(s1 + 1)
)
wt2.

Proposition 6.11.6. With the notation of Proposition 6.11.3 we have:
(142) s2(p1, p3, J) = #Z2
(
δp3(J) ∩ ℓ(p1, p2)
)
·#Z2
(
δp1(J) ∩ ℓ(p2, p3)
)
+ n4(p1, p2, p3).
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The proof is essentially the same as the proof of Proposition 6.11.3.
6.11.1. Explicit formulae for the quantum product of 2-dimensional Lagrangian tori. Here
we develop formulae which allow us to reproduce the quantum cap product for every
(monotone) 2-dimensional Lagrangian torus L from minimal information on holomorphic
disks with boundaries on L. As it turns out, it is enough to know the number of Maslov
index 2 - holomorphic disks passing through a generic point on L in every homology class.
Let L2 ⊂ (M4, ω) be a 2-dimensional monotone Lagrangian torus with minimal Maslov
number NL = 2. Assume that QH∗(L) 6= 0 (which is equivalent to QH∗(L) ∼= (H(L;Z2)⊗
Λ)∗. See Proposition 6.1.4).
Fix generators a, b of the integral homology H1(L;Z) so that H1(L;Z) = Za ⊕ Zb.
Define a function ν : Z⊕ Z→ Z2 as follows:
(143) ν(k, l) =
∑
A∈E2,
∂A=ka+lb
degZ2 evA,J .
where J ∈ Jreg is a generic almost complex structure. In other words, ν(k, l) counts, mod
2, the number of J-holomorphic disks of Maslov index µ = 2 passing through a generic
point in L and whose boundaries realize the homology class ka + lb ∈ H1(L;Z). By the
discussion at the beginning of §6.1.1, ν(k, l) does not depend on the choice of J ∈ Jreg.
Moreover, ν(k, l) = 0 for all but a finite number of pairs (k, l).
Denote by w ∈ H2(L;Z2) the fundamental class. Let m ∈ QH0(L;Z2) be an element
so that {m,wt} forms a basis for QH0(L). Then we can write
(144)
a ∗ a = αwt, b ∗ b = βwt,
a ∗ b = m+ γ′wt, b ∗ a = m+ γ′′wt,
a ∗ b+ b ∗ a = (γ′ + γ′′)wt,
for some α, β, γ′, γ′′ ∈ Z2.
Proposition 6.11.7. The coefficients α, β are given by:
α =
∑
k,l
ν(k, l)
l(l + 1)
2
(mod2), β =
∑
k,l
ν(k, l)
k(k + 1)
2
(mod2).
The sum γ′ + γ′′ is independent of the choice of the element m and we have:
γ′ + γ′′ =
∑
k,l
ν(k, l)kl (mod2).
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The proof is given in §6.11.2 below. Note that using the coefficients α, β, γ′, γ′′ we can
recover the quantum product. Indeed, a simple computation based on (144) gives:
(145)
m ∗ a = αbt+ γ′′at, a ∗m = αbt+ γ′at
m ∗ b = βat+ γ′bt, b ∗m = βat+ γ′′bt
m ∗m = (γ′ + γ′′)mt+ (αβ + γ′γ′′)wt2.
Notice that the quantum product is commutative iff γ′+γ′′ = 0 (recall that we work here
over Z2). Thus the function ν(k, l) determines whether or not the quantum product is
commutative. It is also worth noting that when γ′+γ′′ = 1 we must have γ′γ′′ = 0, hence
in this case m ∗m = mt + αβwt2.
Let us apply the above to two examples. We start with our favorite example, the 2-
dimensional Clifford torus L = T2clif ⊂ CP
2. We will use here the notation of §6.1.6. We
take the basis a, b for H1(L;Z) to be a = ∂A1, b = ∂A2. With this choice the function
ν : Z⊕ Z→ Z2 is:
ν(1, 0) = 1, ν(0, 1) = 1, ν(−1,−1) = 1,
ν(k, l) = 0 for all other k, l.
It easily follows from Proposition 6.11.7 that α = β = 1 and that γ′ + γ′′ = 1. It follows
that precisely one of γ′, γ′′ equals 0 and the other one equals 1. We thus recover again
the quantum product for T2clif.
Our second example is the split Lagrangian torus in S2 × S2. Endow S2 × S2 with the
split symplectic form ω = ωS2 ⊕ ωS2, where ωS2 is the standard symplectic form of S
2.
Let Eq ⊂ S2 be the equator. Then L = Eq × Eq ⊂ S2 × S2 is a monotone Lagrangian
with NL = 2. Denote by D0, D1 the two oriented disk obtained from S
2 \Eq. Put
A0 = [D0 × pt], A1 = [D1 × pt], B0 = [pt×D0], B1 = [pt×D1] ∈ H2(S
2 × S2, L;Z).
Clearly HD2 = H2(S
2 × S2, L;Z) ∼= ZA0 ⊕ ZA1 ⊕ ZB0 ⊕ ZB1.
Let J0 = j0 ⊕ j0 be the standard split complex structure where j0 is the complex
structure of S2 ∼= CP 1. Let u0, u1 : (D, ∂) → (S2, Eq) be the obvious j0-holomorphic
disks of Maslov index 2 parametrizing D0 and D1. It is easy to see that the only J0-
holomorphic disks with Maslov index 2 are in one of the classes A0, A1, B0, B1 and in fact
they are all given (up to reparametrization by an element of Aut(D)) by
u0 × pt, u1 × pt, pt× u0, pt× u1.
Moreover J0 is regular for all the classes A ∈ H
D
2 with Maslov index 2. It follows that for
every p = (x, y) ∈ L we have δp(J0) = Eq× x−Eq× x+ y ×Eq− y×Eq, hence D1 = 0
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(See (102) and (103)). By Proposition 6.1.4 we have QH∗(L) ∼= (H(L)⊗ Λ)∗. (This can
be easily verified also by the Floer Ku¨nneth formula).
We now fix the following generators a = [Eq × pt], b = [pt × Eq] ∈ H1(L;Z). Let
m ∈ QH0(L) be an element such that {m,wt} forms a basis for QH0(L). The function
ν : Z⊕ Z→ Z2 is:
ν(1, 0) = 1, ν(−1, 0) = 1, , ν(0, 1) = 1, ν(0,−1) = 1,
ν(k, l) = 0 for all other k, l.
By Proposition 6.11.7 we have α = 1, β = 1 and γ′ + γ′′ = 0 (i.e. γ′ = γ′′). It follows
that the coefficient s1 in m ∗m is 0. This means that the coefficient s2 may depend on
the choice of m. To choose m let p, q ∈ L be two generic points. Let Jǫ be a small
enough perturbation of J0. This defines the element m = m(p, q; Jǫ). A straightforward
computation shows that a ∗ b = m and b ∗ a = m, hence γ′ = γ′′ = 0. Using (144)
and (145) we obtain (for the above choice of m):
a ∗ a = b ∗ b = wt, a ∗ b = b ∗ a = m,
a ∗m = m ∗ a = bt, b ∗m = m ∗ b = at,
m ∗m = wt2.
Thus s2(p, q, Jǫ) = 1.
Let us interpret the value of s2 using Proposition 6.11.6. Put p1 = p, p3 = q and let
p2 ∈ L \ δp3(J0) be a generic point. Note that L \ δp3(J0) is connected (it is an open
rectangle). If the perturbation Jǫ of J0 is small enough then the cycle δp3(Jǫ) will be
close to δp3(J0) in the C
0-topology. Therefore, for small enough perturbation the point
p1 and p2 will still remain in the same connected component of L \ δp3(Jǫ). In particular
#Z2
(
δp3(J) ∩ ℓ(p1, p2)
)
= 0. It follows from Proposition 6.11.6 that n4(p1, p2, p3) = 1. In
other words, we obtain the following.
Corollary 6.11.8. Let p1, p2, p3 ∈ L be generic points. Then there exists a neighbourhood
U ⊂ J of J0 (which depends on p1, p2, p3) such that for generic J ∈ U there exists a
simple J-holomorphic disk u : (D, ∂D) → (S2 × S2, L) with µ(L) = 4 and such that
u(e−2πil/3) = pl for every 1 ≤ l ≤ 3.
6.11.2. Proof of Proposition 6.11.7. Let f : L → R be a perfect Morse function and ρ
a Riemannian metric on L. Denote by x2 the unique maximum of f , by x0 the unique
minimum and by x′1, x
′′
1 the critical points of index 1. Since a, b generate H1(L;Z) the
pair (f, ρ) can be chosen so that the closures of the unstable submanifolds W
u
x′1
, W
u
x′′1
represent the homology classes ±a,±b. Fix an orientation on L so that a · b = 1 and pick
orientations o′, o′′ on W
u
x′1
, W
u
x′′1
so that [W
u
x′1
] = a, [W
u
x′′1
] = b.
188 PAUL BIRAN AND OCTAV CORNEA
Having fixed the above let g : L→ R be a small perturbation of f chosen in the following
way. Denote by y0, y
′
1, y
′′
1 , y2 the critical points of g (with the convention that subscripts
denote the Morse index). We choose g so that W uy′1
is a “parallel” translate of W ux′1
pushed
in a direction ~n′ normal to W ux′1
such that the pair (o′, ~n′) give the positive orientation on
L. Similarly we require that W uy′′1
is obtained by pushing W ux′′1
in the direction ~n′′ so that
the pair (o′′, ~n′′) give the negative orientation on L.
By choosing g to be close enough to f we may assume that the canonical quasi-
isomorphism between C∗(f, J) and C∗(g, J) is in fact a base preserving isomorphism (i.e.
xi is mapped to yi, x
′
1 to y
′
1 and x
′′
1 to y
′′
1). Thus in order to compute the coefficient α in
a ∗ a = αwt we will compute [x′1] ∗ [y
′
1].
Choose a generic J ∈ J (M,ω). Let u : (D, ∂)→ (M,L) be a J-holomorphic disk with
Maslov index 2 that contributes to ν(k, l), i.e. u(∂D) ∋ x2 and [u(∂D)] = ka + lb. After
reparametrization we may assume that u(1) = x2. The contribution of this disk to the
coefficient α in [x′1] ∗ [y
′
1] is given by the number, mod 2, of pairs (θg, θf) such that:
0 < θg < θf < 2π, u(e
iθg) ∈W uy′1 , u(e
iθf ) ∈W ux′1 .
In other words we have to mark on the boundary u(∂D) of the disk u two types of points:
the points hit by a −gradf trajectory coming from x′1 and the points hit by a −gradg
trajectory coming from y′1. Let us call the first set “points of type f” and the second
“points of type g”. Then we have to count how many pairs of points (q, p), p of type f
and q of type g, are there such that q appears “before” p along u(∂D). We denote this
number αu. The wording “before” means that we take x2 ∈ u(∂D) as the origin and use
the standard orientation of ∂D for ordering.
To compute αu first note that points of types f and g appear in pairs (provided that
the function g is close enough to f). In fact, each time W ux′1
intersects positively the
boundary of the disk u(∂D) then W uy′1
intersects it positively too (in a nearby point) and
we we obtain two points p+, q+, of types f and g, where p+ comes before q+. When
W ux′1
intersects u(∂D) negatively we obtain two points q−, p−, of types g and f , where q−
comes before p−. This is described in figure 28. Note that the arrows along W
u
x′1
,W uy′1
in
this figure might be a bit confusing. These arrows represent the orientation o′ discussed
above, not the direction of the gradient (or minus gradient) flow.
Denote by i+, i− the number of positive, resp. negative, intersection points ofW
u
x′1
with
u(∂D). As for the contribution to αu, each point q± of type g (positive or negative) can
be paired to any point p± coming “after” it. In addition, each point q− appearing in a
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Figure 28.
negative intersection as above can also be paired with its adjacent point p−. Therefore
(146)
αu = (
∑
j=i++i−
j) + i−
=
(i+ + i−)(i+ + i− + 1)
2
+ i− =
i2+ + 2i+i− + i
2
− + i+ + i−
2
+ i−.
On the other hand since [u(∂D)] = ka+lb we have i+−i− = [Wx′1]· [u(∂D)] = l. Therefore
we obtain from (146):
αu ≡
i2+ − 2i+i− + i
2
− + i+ − i−
2
(mod2) ≡
(i+ − i−)(i+ − i− + 1)
2
(mod2)
≡
l(l + 1)
2
(mod2).
It follows that the contribution to coefficient α of the disks u with [u(∂D)] = ka + lb is
ν(k, l) l(l+1)
2
(mod2), hence
α =
∑
k,l
ν(k, l)
l(l + 1)
2
(mod2).
The formula for the coefficient β is proved in a similar way.
The formula for γ′ + γ′′ is more straightforward. Let u : (D, ∂D) → (M,L) be a J-
holomorphic disk with Maslov index 2, with u(1) = x2 and such that [u(∂D)] = ka + lb.
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Denote by i′, i′′ the number of intersection points (counted without signs) of W ux′1
, resp.
W ux′′1
with u(∂D). Note that if g is chosen to be close enough to f we have:
i′ = #(W uy′1 ∩ u(∂D)), i
′′ = #(W uy′′1 ∩ u(∂D)).
Since a ∗ b+ b ∗ a = [x′1] ∗ [y
′′
1 ] + [x
′′
1] ∗ [y
′
1] = (γ
′ + γ′′)wt the contribution of the disk u to
the coefficient γ′+γ′′ is i′i′′. (This is because we are computing the symmetric expression
a∗b+b∗a, hence the order of the 3 points on u(∂D) involved in the quantum product does
not matter.) Since [W
u
x′1
] · [u] = l, [W
u
x′′1
] · [u] = −k we have i′ ≡ l(mod2), i′′ ≡ k(mod2).
It follows that
γ′ + γ′′ ≡
∑
k,l
ν(k, l)lk (mod2).

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