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Resumen El concepto de Smart City o Ciudad Inteligente engloba el
conjunto de acciones y servicios, basados en las tecnologas de infor-
macion y comunicacion, que se ofrecen en un nucleo urbano. En este
sentido, el uso de tecnicas bioinspiradas para la gestion del ujo del
traco mediante la sincronizacion de semaforos podra constituir uno de
los aspectos mas innovadores en los entornos urbanos en el futuro. No
obstante, la programacion automatica de semaforos requiere ademas de
un proceso de validacion de las soluciones generadas, dado que afectan
a la seguridad de miles de usuarios. En este trabajo se propone una es-
trategia de validacion basada en los Modelos de Caractersticas (Feature
Models) para generar automaticamente diversos escenarios para la com-
probacion de la robustez de los programas de semaforos. Como caso de
estudio, se realiza la validacion de programas de semaforos en el area
urbana de la ciudad de Malaga, generados mediante cuatro algoritmos
de optimizacion (PSO, DE, Random Search y SCPG). El resultado es
informacion validada sobre el programa de semaforos que mejor actua
para un mayor porcentaje de situaciones de traco diferentes.
Keywords: Modelos de Caractersticas, Metaheursticas, Pairwise Tes-
ting, Priorizacion, Semaforos
1. Introduction
Hoy en da, todas las iniciativas para el desarrollo de la Ciudad Inteligente o
Smart City [1] reciben un gran interes institucional y mediatico por el impacto
que generan sobre la sociedad en general. El concepto de Smart City engloba
una serie de acciones y servicios coordinados, cuyo objetivo es conseguir la me-
jora de eciencia a nivel energetico, el consumo y la utilizacion sostenible de
recursos, as como la aparicion de mejores procesos operativos. En este sentido,
la gestion del ujo del traco mediante la sincronizacion de semaforos constitu-
ye uno de los aspectos mas sensibles en los entornos urbanos. En la actualidad
existen pocas propuestas basadas en tecnicas inteligentes para la sincronizacion
de semaforos que obtienen soluciones ecientes [2,3,4]. No obstante, dichas solu-
ciones estan determinadas por instancias o escenarios de prueba con condiciones
muy especcas y de variabilidad limitada. Por tanto, disponer de una estrategia
de validacion para diversos escenarios es crucial para este tipo de procesos, ya
que determinaran la robustez de las soluciones aportadas.
Con esta motivacion, proponemos en este trabajo una estrategia de valida-
cion basada en Modelos de Caractersticas (Feature Models - FM) [5], que sirven
para representar adecuadamente sistemas de alta variabilidad. En este traba-
jo hemos desarrollado un modelo de gestion de traco, el cual recoge toda la
variabilidad de caractersticas (posibles situaciones de traco) y la plasma en
diferentes escenarios de movilidad urbana.
Entre las principales caractersticas que afectan al traco podemos enumerar:
diferentes condiciones meteorologicas, tipologa de vehculos, grado de pericia de
los conductores, tiempo de simulacion, etc. No obstante, el analisis de todos los
posibles escenarios de traco es inviable debido a la gran cantidad de combina-
ciones de caractersticas a tener en cuenta. Por tanto, vamos a utilizar Prioritized
Genetic Solver (PGS) [6], un algoritmo evolutivo de optimizacion dise~nado pa-
ra generar el conjunto mnimo de conguraciones o escenarios que cumplen el
criterio de cobertura pairwise. Ademas, no todas las caractersticas tienen la
misma probabilidad de ocurrencia o importancia, por lo que nuestro modelo de
caractersticas ha sido ampliado con asignacion de prioridades a caractersticas.
Como caso de estudio, vamos a centrarnos en un area urbana de Malaga.
Para esto, utilizaremos el simulador de traco SUMO (Simulator of Urban Mo-
bility) [7]. SUMO ofrece una fuente de informacion constante sobre el ujo de
vehculos con: velocidades, consumos, emisiones, tiempos de viaje, etc.; y nos
permite congurar escenarios realistas (como en el caso de Malaga) siguiendo
direcciones y patrones reales de movilidad. En concreto, vamos a comprobar la
robustez de programas de semaforos, previamente generados mediante cuatro al-
goritmos de optimizacion: Particle Swarm Optimization (PSO) [8], Dierential
Evolution (DE) [9], Random Search (RS) y SUMO Cycle Programs Generator
(SCPG) [2]. Nuestro modelo de validacion nos ayudara a seleccionar cual (o cua-
les) de estas soluciones es la mas adecuada para un mayor numero de escenarios
diferentes de traco.
Las principales contribuciones de este artculo son las siguientes:
Desarrollo de un Modelo de Caractersticas priorizado para la representacion
de un sistema de gestion (semaforica) de traco con caractersticas ponde-
radas acorde a su importancia o probabilidad de ocurrencia.
Generacion automatica de escenarios ponderados para la validacion de pro-
gramas de semaforos por medio del algoritmo PGS.
Analisis de los programas de semaforos para el caso de estudio de la ciudad
de Malaga previamente generados por los algoritmos de optimizacion (PSO,
DE, Random Search, SCPG) en dichos escenarios.
Este artculo se organiza de la siguiente manera. La Seccion 2 presenta los
conceptos previos sobre representacion de variabilidad en Modelos de Carac-
tersticas. La seccion 3 describe el algoritmo PGS para la generacion de escenarios
de validacion a partir del FM. La Seccion 4 detalla el procedimiento experimen-
tal llevado a cabo y los analisis de resultados. Por ultimo, en la Seccion 5 se
enumeran las conclusiones y el trabajo futuro.
2. Representacion de Sistemas con Alta Variabilidad
Los modelos de caractersticas son un estandar de facto para modelar las
caractersticas comunes y variables de un sistema (representadas por cajas eti-
quetadas) y sus relaciones (representadas con lneas) formando una estructura de
tipo arbol, especicando as un conjunto de combinaciones de caractersticas que
dan lugar a multiples conguraciones diferentes [5]. Cada caracterstica, aparte
de la raz, tiene una sola caracterstica padre y puede tener un conjunto de ca-
ractersticas hijas. Notese que una caracterstica hija solo puede ser incluida en
una conguracion si y solo si, su padre es incluido tambien. Para ilustrar estos
conceptos vamos a usar un FM (Figura 1) que hemos generado para representar
la gestion de traco. Entre las principales caractersticas contamos con diferentes
condiciones meteorologicas, tipologa de vehculos, grado de pericia y reaccion de
los conductores, tiempo y cantidad de vehculos en la simulacion. Por todo esto,
el modelo representa 960 escenarios validos diferentes, y este nos servira para
generar un subconjunto de escenarios adecuado para testar los programas de
semaforos.
Figura 1: Modelo de gestion de traco con prioridades
Hay 4 tipos de relaciones jerarquicas entre caractersticas:
Caractersticas opcionales: son representadas con un crculo vaco e indica
que esta caracterstica puede o no ser seleccionada si su padre es seleccionado.
En nuestra instancia sera la caracterstica \tormentoso"(T).
Caractersticas obligatorias: son representadas con un circulo relleno, y de-
ben ser seleccionadas si su padre es seleccionado. En nuestra instancia seran
obligatorias: G, A, TS, V, CV, IC, RC y TV.
Relaciones Or-inclusivas: son representadas como ovalos independientes re-
llenos que abarcan un conjunto de lneas que conectan la caracterstica padre
con las caractersticas hijas. Indican que al menos una caracterstica debe
ser seleccionada si el padre es seleccionado. En nuestra instancia, la relacion
de A con sus hijos es de este tipo.
Relaciones Or-exclusivas: son representadas como ovalos independientes vacos
que abarcan un conjunto de lneas que conectan la caracterstica padre con
las caractersticas hijas. Indican que exactamente una caracterstica debe ser
seleccionada si el padre es seleccionado. En nuestra instancia la relaciones
de TS, CV, IC, RC y TV con sus respectivos hijos son Or-exclusivas.
Ademas de las relaciones padre-hijo, las caractersticas se pueden relacionar
tambien con otras ramas del modelo de caractersticas, son las restricciones co-
nocidas como Cross-Tree Constraints (CTC) [10]. Estas restricciones, as como
las impuestas por las relaciones jerarquicas entre caractersticas, son expresadas
y comprobadas usando logica proposicional. Para el FM analizado en este tra-
bajo hemos indicado las tres restricciones que se consideran en el area superior
derecha de la Figura 1.
Estos modelos de caractersticas pueden ser ampliados para tener en cuenta
una ponderacion asociada a cada caracterstica. En nuestra instancia, indicamos
el peso de cada caracterstica opcional en porcentaje, porque las caractersti-
cas obligatorias siempre deben estar presentes (no necesitan ser ponderadas). A
continuacion resumimos la terminologa basica que usamos durante este trabajo.
Una conguracion o escenario es un par [sel; sel] donde sel y sel son respec-
tivamente los conjuntos de caractersticas seleccionadas y no seleccionadas. Con
respecto a las prioridades, un par priorizado pc esta compuesto por dos carac-
tersticas f1 y f2, tales que el peso del par es calculado como pc:w = f1:w f2:w.
Consecuentemente, la prioridad de una conguracion es calculada como la suma
de los pares priorizados que se generan de ella. Cabe recordar que una con-
guracion es valida para un FM, sii dicha conguracion no contradice ninguna
restriccion del FM.
Las pruebas de interaccion combinatorias son un enfoque que construye test
suites que nos llevan a probar de forma sistematica todas las conguraciones de
un sistema [11]. En este trabajo vamos a utilizar el enfoque pairwise, que es el
mas utilizado en testing combinatorio y esta basado en la asuncion de que la ma-
yora de errores originados en un parametro es causado por la interaccion de dos
valores [12]. As que este criterio es satisfecho si todos los pares de caractersti-
cas ([(f1; f2); (f1; f2); (f1; f2)y(f1; f2)]) estan presentes en al menos un escenario.
Cuando se aplica esta tecnica a FMs, la idea es seleccionar un conjunto de esce-
narios validos, donde los errores posibles se maniestan con alta probabilidad,
sin tener que probar de forma exhaustiva todas las posibles conguraciones (960
en este caso de estudio). Ademas, gracias a la priorizacion, vamos a testar en
primer lugar los escenarios con aquellas caractersticas que son mas frecuentes o
importantes en nuestros sistemas.
3. Generador de Escenarios: Prioritized Genetic Solver
El algoritmo Prioritized Genetic Solver (PGS) es un algoritmo evolutivo que
construye una test suite (conjunto de escenarios) teniendo en cuenta prioridades
y restricciones durante la generacion. Este trabajo adapta y extiende el algo-
ritmo Genetic Solver propuesto por Ferrer et al. [6] para trabajar con FMs y
restricciones. PGS es un algoritmo genetico constructivo que a~nade una nueva
conguracion a la solucion parcial en cada iteracion hasta que todas las parejas
de caractersticas hayan sido cubiertas. PGS se ha implementado empleando un
framework de desarrollo llamado jMetal [13] y una herramienta para el manejo
de FMs llamada FAMA [14]. Revisar la referencia del algoritmo [6] para mas
detalles.
El FM que vamos a explorar con este algoritmo es el presentado anterior-
mente en la Figura 1. Para jar una prioridad a cada una de las caractersticas,
se han seguido los siguientes criterios: con respecto al tiempo atmosferico se han
utilizado datos del Instituto Nacional de Meteorologa, concretamente de la es-
tacion meteorologica del aeropuerto de Malaga. Sobre la cantidad de vehculos
ligeros y pesados, hemos recurrido a datos publicos sobre traco de la Delegacion
de Movilidad del Ayuntamiento de Malaga (http://movilidad.malaga.eu/). Los
pesos del resto de caractersticas se han establecido atendiendo a la importancia
de las mismas. Recordamos al lector que las caractersticas obligatorias tendran
un peso del 100%, puesto que son obligatorias en toda conguracion valida.
Tras la ejecucion del algoritmo, PGS ha generado las conguraciones o esce-
narios que podemos ver en la Tabla 1, cumpliendo con el criterio de cobertura
pairwise. En dicha tabla podemos ver que se han generado 10 escenarios dife-
rentes para testar. Se han marcado las caractersticas que estan presentes en
cada escenario. En la ultima columna tenemos el peso total que aporta cada una
de las conguraciones a la test suite. Por ejemplo, vemos como el escenario 1
(E1) aporta un 63,59% de peso, mientras que los 4 ultimos escenarios (E7-E10)
suponen tan solo alrededor de un 1%. Esto quiere decir que hay que tener en
cuenta escenarios diversos, pero corregir las deciencias en algunos escenarios
sera mas importante que en otros.
E G A LL T S VT NB TS SC SL V CV CP CM IC IP IM IA RC RL RM RR TV L P P%
E1 X X X X X X X X X X X X X X 63,59
E2 X X X X X X X X X X X X X X X 22,37
E3 X X X X X X X X X X X X X X X 7,09
E4 X X X X X X X X X X X X X X X X 3,32
E5 X X X X X X X X X X X X X X X X 1,41
E6 X X X X X X X X X X X X X X X 1,21
E7 X X X X X X X X X X X X X X 0,43
E8 X X X X X X X X X X X X X X X X 0,34
E9 X X X X X X X X X X X X X X X X 0,23
E10 X X X X X X X X X X X X X X X X X 0,01
Tabla 1: Escenarios computados por el PGS con criterio de cobertura pairwise
4. Validacion Experimental
En esta seccion vamos a validar de forma experimental los programas de
ciclos de semaforos generados por una serie de algoritmos (PSO, DE, Random
Search y SCPG) [2] para la generacion de programas de ciclos en semaforos.
Figura 2: Instancia de Malaga exportada al formato de SUMO
4.1. Caso de Estudio: Malaga
La instancia a partir de la cual se generaron todos los escenarios, as como
los programas de ciclos optimizados para los semaforos, corresponde a un area
urbana de aproximadamente 0;75 km2 fsicamente localizada en la ciudad de
Malaga. Esta instancia consiste en una serie de cheros con informacion pro-
veniente de mapas digitales (OpenStreetMap) como: reglas de traco regulado,
situacion de las se~nales y otros elementos, posicion de semaforos, direcciones,
calles, intersecciones, glorietas, etc. Ademas, se ha determinado el numero de
vehculos circulando, as como sus velocidades a partir de las especicaciones de
la Delegacion de Movilidad del Ayuntamiento de Malaga. Esta informacion se
obtuvo a partir de puntos sensorizados en ciertas calles de la ciudad calculando
as una medida de la densidad de traco en varios intervalos temporales.
La ilustracion de la Figura 2 muestra el area seleccionada para las ciudad
tratada con sus correspondientes capturas de OpenStreetMap y SUMO, des-
cribiendo el proceso de generacion de la instancia. Situada en la zona entre el
centro de la ciudad y el puerto, esta compuesta por calles con diferentes anchuras
y longitudes, ademas de varias glorietas. Contiene intersecciones con un numero
de semaforos entre 4 y 16. El numero de intersecciones estudiadas es de 70, con
un total de 312 semaforos y entre 250 y 500 vehculos circulando. En nuestro
estudio, cada uno de los vehculos recorre su propia ruta desde el origen hasta
su destino circulando con una velocidad maxima de 50 km=h (velocidad tpica
en la areas urbanas). Las rutas fueron generadas a priori de manera uniforme.
El tiempo de simulacion es de 500 o 1000 segundos segun el escenario.
En cuanto al conductor de un vehculo, hay dos aspectos principales que
caracterizan su conduccion; el grado de imperfeccion al volante y el tiempo de
reaccion ante los estmulos. En SUMO estas caractersticas estan representadas
por 2 parametros. El parametro  es un numero real en el rango [0 : : : 1] que
pondera la destreza del conductor. Un valor de  = 1 representa un conductor
con muchas imperfecciones y un valor de  = 0 representa el comportamiento de
un conductor perfecto. Por otro lado tenemos el parametro  , que mide el tiempo
de reaccion en segundos del conductor ante cualquier estmulo. Ademas, tenemos
otros parametros como la duracion de la simulacion, la cantidad de vehculos y
el porcentaje de vehculos ligeros frente a pesados. Un vehculo pesado supone
una aceleracion, desacelaracion y velocidad maxima menor (35km/h) que un
vehculo ligero. Las caractersticas opcionales seleccionadas a partir de nuestro
modelo de gestion de traco van a generar escenarios de traco con distintas
caractersticas. En la Tabla 2 mostramos un resumen de lo que supone activar
cada caracterstica.
Caractersticas LL T S VT NB SC SL CP CM
Parametros
+ = 0;1 + = 0;1   = 0;1 + = 0;1 + = 0;1
500s 1000s 250 u. 500 u.
+ = 1 + = 1   = 1 + = 1 + = 1
Caractersticas IP IM IA RP RM RA L P -
Parametros   = 0;1   + = 0;1 + = 1     = 1 95%vl 85%vl -
Tabla 2: Activacion de caractersticas y peso correspondiente
SUMO genera informacion acerca de la simulacion de una instancia, a partir
de la cual calculamos una serie de metricas. En este trabajo usamos las siguientes:
vehculos que llegan a su destino (VLL), vehculos que no llegan a su destino
(VNLL), CO2 emitido a la atmosfera (CO2), oxidos de Nitrogeno emitidos a la
atmosfera (NOx), combustible consumido en el trayecto (FUEL) y tiempo global
de viaje(GJT).
4.2. Conguracion de los experimentos
Como comentamos anteriormente, hemos seleccionado las soluciones aporta-
das por 4 algoritmos [2] para someterlos a estudio: PSO en su version Standard
2011 [15], DE con mutacion DE/rand/1, Random Search y SCPG [7]. Los tres
primeros algoritmos son no-deterministas, por lo que hemos seleccionado 30 pro-
gramas de semaforos (soluciones) para cada uno, generadas a priori para el caso
de estudio. El cuarto algoritmo es el de la solucion propuesta por SUMO (de-
terminista), donde realizamos una unica simulacion por escenario propuesto (10
simulaciones de E1 a E10). A continuacion, en el caso de los algoritmos no-
deterministas, para cada escenario propuesto vamos a realizar ademas 30 ejecu-
ciones independientes mas por cada uno de los 30 programas de semaforos gene-
rados por los algoritmos. Todo esto suma 27.010 simulaciones independientes (3
algoritmos  10 escenarios  30 conguraciones de semaforos  30 ejecuciones
independientes + 10 ejecuciones de SCPG).
4.3. Analisis de los resultados
En la Figura 3 podemos observar el rendimiento de los algoritmos para las
metricas VLL, CO2, NOx, Fuel y GJT por vehculo y todos los escenarios. Cada
una de las metricas esta normalizada para su correcta visualizacion. En esta
gura podemos apreciar que PSO obtiene el maximo numero de vehculos que
llegan a destino con menor consumo de combustible (Fuel), y arrojando a la
atmosfera menor cantidad de CO2 y NOx. A pesar de que el tiempo global de
viaje por cada vehculo es maximo para PSO, esto se debe a que tambien los
vehculos con destinos lejanos son capaces llegar a el. En esta gura tambien
podemos apreciar que SCPG es el peor algoritmo porque tiene consumos altos
de Fuel, CO2 y NOx, a pesar de que la media de vehculos que llegan a su destino
es mnima.
Figura 3: Diagrama normalizado de es-
trella
PSO DE RANDOM SCPG
Escenario 1 455.00 (13) 269.64 (4) 333.16 (1) 248.64
Escenario 2 197.51 (3) 125.29 (26) 142.19 (4) 113.39
Escenario 3 172.45 (3) 111.00 (26) 125.00 (17) 98.67
Escenario 4 260.32 (20) 172.03 (26) 187.84 (24) 145.61
Escenario 5 133.39 (14) 96.80 (26) 100.00 (20) 78.90
Escenario 6 241.90 (2) 186.25 (22) 214.58 (0) 170.19
Escenario 7 368.90 (20) 205.90 (4) 246.39 (24) 194.13
Escenario 8 341.41 (2) 200.93 (4) 235.32 (24) 184.19
Escenario 9 147.54 (3) 96 (11) 107.87 (17) 91.26
Escenario 10 272.32 (20) 172.87 (26) 191.35 (20) 146.41
Tabla 3: Mejor media de VLL y con-
guracion que genera este resultado.
En la Tabla 3 podemos observar la media de vehculos que llegan a su destino
para cada escenario y algoritmo. Destacamos entre parentesis el programa de
semaforos de cada algoritmo que obtiene el mejor resultado promediando 30
ejecuciones independientes. Podemos observar que los programas generados por
PSO siempre obtienen la mejor media de vehculos que llegan a su destino.
Destacamos ademas que el programa generado que obtiene el mejor resultado
no es siempre el misma. Por ejemplo, para PSO, los programas 3 y 20 consiguen
el mejor resultado en 3 de 10 escenarios. Esto quiere decir que no existe un
programa de semaforos que sea el mejor para todos los posibles escenarios de
traco. Incluso el programa 13, que consigue el mejor resultado para el escenario
mas probable (Escenario 1 con 63,59%), no vuelve a ser el mejor para ningun otro
escenario. Esta misma interpretacion se da para los demas algoritmos. Por ello,
pensamos que es necesario el entrenamiento de estos algoritmos para considerar
los aspectos variables del traco que hemos plasmado en 10 escenarios diferentes.
En la Figura 4 observamos los diagramas de caja para 4 metricas represen-
tativas: C02 por vehculo, GJT por vehculo, VLL y VNLL. En estos diagramas
no hemos tenido en cuenta los algoritmos, sino que hemos analizado por esce-
nario para poner de maniesto la variabilidad que podemos encontrar segun las
circunstancias del traco. Por un lado, analizamos el escenario mas favorable
atendiendo a los vehculos que llegan a destino, que es el Escenario 1. En este
escenario los programas de semaforos analizados hacen que la mayora de los
vehculos lleguen al destino, arrojando una mnima cantidad de CO2 y con GJT
por vehculo cercano a 500sg. Este escenario es tan favorable porque asume una
las condiciones meteorologicas es soleada (S), con tiempo de simulacion largo
(SL), y con mayor cantidad de vehculos ligeros (VL). Por otro lado, el escena-
rio mas desfavorable es el Escenario 5, porque llegan muy pocos vehculos en
comparacion con los que no llegan a su destino, por lo que se arroja en pro-
porcion mucho CO2 a la atmosfera. Este escenario es tan desfavorable porque
las condiciones meteorologicas son de lluvia (LL), tormenta (T) y niebla (NB),
con simulacion corta (SC), con 500 vehculos (CM), y un mayor porcentaje de
vehculos pesados (P).
Este analisis nos da una clara idea de la necesidad de aplicacion de las tecni-
cas de priorizacion para tener en cuenta todos los posibles escenarios de traco.
Figura 4: Diagramas de caja de CO2, GJT, VLL, y VNLL por escenario.
Anteriormente solo se han considerado unas unicas situaciones de traco y eso
provoca la generacion de programas de semaforos limitados a condiciones ideales
de traco. A partir de ahora podemos proponer algoritmos para generar progra-
mas de semaforos optimizados que se adapten a mas situaciones diferentes de
traco, ponderando aquellas que sean mas probables en el da a da, pero sin
olvidar las situaciones excepcionales.
5. Conclusiones
En este trabajo hemos propuesto una estrategia para la validacion de pro-
gramas de ciclo de semaforos. Hemos partido de un Modelo de Caractersticas
que recoge la variabilidad que existe en un sistema complejo como es la ges-
tion del traco, para, a continuacion, mediante un algoritmo de optimizacion
(PGS), generar un conjunto mnimo de escenarios que cumplen que todos los
posibles pares de caractersticas se han validado. Ademas, hemos comprobado
como se adaptan los programas de semaforos generados por los cuatro algoritmos
propuestos PSO, DE, Random Search y SCPG. Este sistema de validacion nos
permite elegir un programa especco para situaciones de traco diferentes.
Analizando los resultados podemos concluir que PSO ha sido el mejor algo-
ritmo generando programas de semaforos para todos los escenarios. No obstante,
no existe un programa concreto, de los 30 generados por PSO, que haya sido el
mejor para todos los escenarios. De hecho, para un programa generado por PSO,
como maximo es el mejor en solo 3 de 10 escenarios. Este hecho nos indica que
la ponderacion de cada escenario debe ser tenida en cuenta para la eleccion del
mejor programa de semaforos generado por los algoritmos.
Una lnea de trabajo futuro sera considerar varios escenarios diferentes en
la evaluacion del tness de los algoritmos, para hacer que se generen programas
de semaforos mas robustos y adaptativos a las condiciones cambiantes de tra-
co. Los escenarios no son igualmente probables, as que proponemos tambien
considerar estos pesos de los escenarios para convertir el tness en una funcion
agregativa, ponderada segun el resultado que obtengamos en la generacion de
los escenarios, a partir del Modelo de Caractersticas.
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