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ABSTRACT
This paper presents a Bayesian framework for manipulating mesh surfaces with the aim of improving
the positional integrity of the geological boundaries that they seek to represent. The assumption
is that these surfaces, created initially using sparse data, capture the global trend and provide a
reasonable approximation of the stratigraphic, mineralisation and other types of boundaries for
mining exploration, but they are locally inaccurate at scales typically required for grade estimation.
The proposed methodology makes local spatial corrections automatically to maximise the agreement
between the modelled surfaces and observed samples. Where possible, vertices on a mesh surface
are moved to provide a clear delineation, for instance, between ore and waste material across the
boundary based on spatial and compositional analysis; using assay measurements collected from
densely spaced, geo-registered blast holes. The maximum a posteriori (MAP) solution ultimately
considers the chemistry observation likelihood in a given domain. Furthermore, it is guided by an
apriori spatial structure which embeds geological domain knowledge and determines the likelihood
of a displacement estimate. The results demonstrate that increasing surface fidelity can significantly
improve grade estimation performance based on large-scale model validation.
Keywords Bayesian Computation ·Mesh Geometry · Surface Warping · Spatial Correction · Displacement Likelihood ·
Geological Boundaries ·Model Integrity.
CCS Concepts:
• Computing methodologies→ Mesh geometry models;
•Mathematics of computing→ Bayesian computation;
• Applied computing→Earth and atmospheric sciences.
∗Corresponding author. All authors are affiliated with the Rio Tinto Centre for Mine Automation and work in ACFR at The
University of Sydney.
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1 Introduction
Spatial structures and spatial algorithms are sometimes overshadowed by geostatistics and geochemical analysis in
geology and stratigraphic modelling despite playing a no-less important role. In this paper, surface warping is concerned
with computational methods for mesh surface manipulation that automatically increase spatial fidelity [1].2 Specifically,
it focuses on reshaping and correcting inaccuracies in an existing surface to maximise its agreement with observed data
sampled from drilled holes.
For decades, displacement field estimation (e.g. [3][4][5][6][7]) and surface editing techniques (e.g. [8][9]) have
flourished in the computer vision and computer graphics community. In specific disciplines such as video coding,
dense motion field (optical flow) estimation and segmentation have, for instance, been attempted using deformable
mesh motion models and MAP estimators. The a priori distribution of the estimates can be modelled by a coupled
Markov random field to account for both spatial smoothness and temporal continuity along the estimated motion
trajectories [10]. Despite these similarities, the surface and boundary alignment problem considered in this paper
differs in some significant ways. Although displacement estimation remains a central theme, the observations rely on
geochemistry rather than photogrammetry (or interferometry in the case of strain tensor estimation from geodetic and
satellite deformation measurements [1]) and these observations are sparse, spatially irregular and noisy in comparison.
For the problem considered in this paper, mesh processing techniques [11] and domain knowledge [12] can play a
crucial role. To the authors’ knowledge, ideas such as displacement field estimation have not been utilised previously in
3D surface-based modelling of geological structures [13] or exploited in practice to improve modelling efficacy in the
mining sector. This paper aims to make a modest contribution to this endeavour.
To understand the importance of surface and boundary alignment, we first consider the implications of working with
an inaccurate (or misleading) surface and its flow-on effects on subsequent modelling processes before formulating a
Bayesian framework for surface warping with a view of improving surface integrity. As motivation, we illustrate how
starting with a bad surface — one that is not representative of the true geological boundary — can impact on the block
structure and inferencing ability of a grade estimation model.
1.1 Motivation
Figure 1 illustrates the computational pipeline for a typical grade estimation problem where the main objectives are (i)
obtain a compact block-based representation of the orebody with good boundary localisation property; (ii) estimate the
grade value for chemical components of interest, predicting these values especially at locations where no measurements
are available using geostatistical or machine learning techniques. For the first objective, it requires changing the spatial
structure of the model, partitioning the blocks as necessary (down to some predetermined, acceptable minimum block
size) to closely follow the location and approximate the curvature of the geological boundary which the surface seeks to
represent. In Fig. 1(top middle), we have a situation where the existing surface misrepresents the location of the actual
boundary [which is not directly observable].3
Consequently, the spatial restructuring algorithm [14] produces a block structure that is not faithful to the underlying
boundary through no fault of its own. For the second objective, using a Gaussian Process (GP) learning and inferencing
approach [described in Appendix A], spatial variations (covariance functions) are learnt using samples drawn from an
incorrect geological domain structure. A major consequence, depicted in Fig. 1(bottom right), is that the inferenced
values for the blocks are biased near the actual boundary due to under-estimation or over-estimation of the chemistry
values, and the blocks not properly decomposed to follow the shape of the boundary. These two factors lead to smearing
in the predicted chemistry across the actual boundary which has practical implications for ore extraction and material
blending in a production setting.
The main proposition of this paper is a Bayesian approach that corrects inaccuracies in a mesh surface through spatial
warping which thus increases the positional integrity of the underlying boundary that it seeks to represent. Conceptually,
the problem involves estimating the displacements to bring an existing surface into alignment with the true boundary
based on the observed sample chemistry. The aim is to capture more precisely the shape and location of local features;
this is depicted in Fig. 2(top left). The existing block structure is modified adaptively to align itself with the new
warped surface. In Fig. 2(top center), the new block structure evidently follows the curvature of the new surface,
however some of the preexisting (subdivided) blocks from the earlier misplaced boundary still remain. A block merging
algorithm proposed in [14] is used to coalesce fragmented blocks to produce the consolidated block structure shown in
2This should not be confused with alternative meanings in geomorphology for instance where surface warping is attributed to
cross-bending stresses resulting from torsional forces in the study of the mechanics of geologic structures [2].
3For illustrative purpose, Fig. 1 shows a situation where the modelled boundary is grossly misplaced. In practice, the discrepancies
that exist between the actual and initial modelled boundary are often explained by local differences due to inadequate sampling.
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Figure 1: Computational pipeline for the orebody grade estimation task. Block model spatial restructuring and
inferencing both suffer from the negative effects of a surface that misrepresents the true geological boundary. The
question marks serve as a reminder that the grade value of all the blocks need to be estimated.
Inaccurate surface 
Block structure after surface realignment 
Learn optimal kernel parameters using 
chemical assays from drilled holes 
z 
Observations: 
= high grade = low grade 
Displacement estimates 
New warped surface 
z 
x 
Surface Warping 
Existing block model structure 
New model after spatial restructuring 
New block structure after consolidation 
? 
? ? 
? 
? 
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x Probabilistic inference applied to 
new block structure 
z 
x 
Block model spatial restructuring 
Probabilistic grade estimation 
Figure 2: Rectification of the boundary through surface warping improves the spatial structure and inferencing ability
of the grade block model.
Fig. 2(top right). The GP inferencing procedure is applied once again to the new block structure. The result shown in
Fig. 2(bottom right) is free of blending or smearing artefacts. When the surface is accurate, the resultant model exhibits
a clear contrast in the predicted grade values on either side of the actual boundary. Improving the reliability of these
estimates ultimately enables better decision making, planning and ore extraction.
To summarise, an ill-placed boundary can impact the block structure and grade estimation in significant ways. The
boundary localisation properties deteriorate when a block model is partitioned by an inaccurate surface. Incorrect
geological domain classification resulting from a misleading surface can cause smearing to occur during inferencing
where compositions are over-estimated or under-estimated near the actual boundary.
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1.2 Contributions
In Section 2, the surface warping problem is formulated in a Bayesian framework and the MAP (maximum a posteriori)
solution for node displacements estimation is presented; this serves to maximise the agreement between surfaces and
geochemical observations from blast hole samples. In Section 3, local improvements are visually highlighted. An
objective measure called R2 cdf error score is proposed and used for model validation to demonstrate an improvement
in grade estimation performance resulting from spatial warping.
2 Surface warping
Surface warping may be framed as a Bayesian parametric inference problem where the objective is to estimate
the required displacements (or spatial corrections) θ ≡ d ∈ R3 to maximise the positional integrity of geological
boundaries given a set of observations. In general terms, the observations consist of the location x ∈ R3 and spatial
extent δ = [0, 0, h]T ⊆ R3 of the measurements, as well as the composition c ∈ RK of the sample determined by
chemical assays. The prior information available is a reference geological structure G that determines the geozone
classification (g ∈ Z) of a sample which indicates the geological domain where it belongs. This prior embeds
special knowledge about the stratigraphic structure of the modelled region which is considered a faithful (unbiased)
representation of the ground truth at large scales, but inaccurate at smaller scales (∼ 5− 20m) due to sparse sampling
and local variation. Accordingly, applying Bayes rule, the problem may be formulated as
argmax
d
P (d |c, s) (1)
where spatial information is contained in s = [x, δ]T ∈ R6 and
P (d |c, s) ∝ P (c |d, s)P (d |s) (2)
=
(∑
g
P (c, g |d, s)
)
P (d |s) (3)
=
(∑
g
P (c |g,d, s)P (g |d, s)
)
P (d |s) (4)
=
∑
g
P (c |g,d, s)P (g |d, s)P (d |s) (5)
=
∑
g
P (c |g)P (g,d |s) (6)
Marginalization, conditional probabilities and conditional independence,4 (c ⊥⊥ d, s) | g, are used in (3), (4) and
(6), respectively. The final expression in (6) offers a clear interpretation for the posterior P (d | c, s). Specifically,
P (c |g) denotes the likelihood of observing the chemical composition c in geozone g, whereas P (g,d |s) represents a
spatial prior that considers the displacement and geozone likelihood given the sample location. This Bayesian network
is described by the graphical model shown in Fig. 3. Even for this simple structure, there is tremendous scope for
ingenuity. The following describes one possible implementation and reflects on some practical issues.
d s 
g c 
Figure 3: Graphical model for surface warping. The graph expresses the conditional dependence structure between the
random variables: c=observed chemistry, g=geozone, d=displacement and s=spatial properties.
For readers new to geostatistics, a common pitfall is an attempt to model P (c |g) directly using raw chemical assay
measurements and an affinity measure such as the Mahalanobis distance, d2(csample, cclass). As Filzmoser et al.[15]
4In our experience, using p(c | g,d, s) does not further increase performance since spatial attributes are already modelled by
P (g,d |s).
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have pointed out, statistical analysis performed on compositional data5 without resorting to log-ratio transformation
may lead to invalid or dubious interpretations [16]. Even when the Mahalanobis distance metric can be legitimately
applied following isometric log-ratio transformation [17], it may still be inappropriate, as errors of the same magnitude
may have different levels of significance depending on the grading thresholds. In grade estimation work, samples are
routinely categorized based on composition. Thus, instead of P (c |g), a likelihood probability mass function L(y(c) |g)
is used by Lowe in [18] where y(c) represents a categorical label. These labels generally correspond to mineralogical
groupings or ‘destination tags’ since the excavated materials will be sorted eventually based on chemical and material
properties.6
In practice, there is a finite number of mineralogical groupings and geozones. Hence, L(y(c) |g) is computed from a
table with dimensions (Nclass, Ngeozone) constructed using frequency counts applied to assay samples collected from
exploration drillings. Here, c is observed, y(c) : RK → Z is a deterministic mapping and g is known.
For the prior P (g,d | s(x, δ)), a proxy function R(x + d, g, δ) is used to compute the geozone and displacement
likelihood in [18]. This utilizes the a priori geological structure G to assess the feasibility of displacement d. In
particular, R(x+ d, g, δ) determines the amount of overlap, r ∈ [0, 1], between geozone g and an interval observation
δ of length h at the proposed location (x+ d). It is clear that a number of strategies can be used to find the optimal
displacement in a hierarchical search space. For instance, a conditional random field may be used to impose connectivity
and regularization constraints. For simplicity and speed, a set of candidate displacement points {di} may be chosen
from a regular 3-D lattice in the vicinity of x, viz., Lx. Assuming |Lx| = Ndisplacement for all x, the posterior would
result in a table of size (Nsample, Ndisplacement). The maximum a posteriori (MAP) estimate is given by (7), the solution
with minimum ‖d‖ is chosen in the event of a tie.
dMAP(x) = argmax
d
L(d |y(c), s(x, δ))
= argmax
d
∑
g
L(y(c) |g)R(x+ d, g, δ) (7)
Diffusion flow techniques (based on using discrete Laplace-Beltrami [11]) may be applied to manifold surfaces to
obtain a coherent displacement field where dMAP(x) varies smoothly. However, dithering often presents as a simpler
alternative. The solution is obtained as an aggregate average over a small neighbourhood, {x+ i} ∈ Nx,7 with higher
weights w(xi) given to nearby estimates and displacements perpendicular to the surface normal nx.
d′MAP(x) =
∑
xi∈Nx
w(xi) · dMAP(xi) (8)
For instance, settingw(xi) to proximity(x,xi)×|〈nx,dMAP(xi)〉| provides local smoothing and discourages movement
parallel8 to the surface which is not productive.9 In instances where stratigraphic forward modelling (SFM) hints are
available, nx may be guided instead by directional projections based on the deposition and evolution of sedimentary
facies within a stratigraphic framework [19]. Given a set of mesh surface vertices xq ∈ S, their corrected positions
after surface warping are given by
x′q = xq + d
′
MAP(xq). (9)
Equation (9) simply applies the displacement-error corrections to surface vertices.
Computing this expression usually requires spatial interpolation as dMAP(x) is initially evaluated at sparse locations
where assay information (geochemical evidence) is available. In areas where spatial resolution is low, mesh surface
triangles may be subdivided to increase point density. The classification function, y(c) : RK → Z, and more generally
p(c |g), may be learned using supervised or unsupervised techniques when the rules for destination tags (mineralogical
grouping) are inadequate or unavailable.
5A key characteristic of compositional data is that they lie in the Aitchison Simplex [15], which means the data is not Gaussian
(or even symmetrically) distributed. An increase in a key component may cause another to decrease and the components sum to a
constant.
6For downstream ore processing, it is useful to know whether the material is hard or friable, lumpy or fine, viscous or powdery.
Typically, 6 to 12 categorical labels, y(c), are used. For our purpose, we focus more on sample chemistry. The criteria for HG (high
grade) and LGA (low grade aluminous) iron ore, for instance, might be set at Fe ≥ 60% and (50% ≤ Fe < 60%, Al2O3 ≥ 3%),
respectively. These parameters vary depending on the deposit and geozone.
7Another option is to treatNx as the barycentric cell or mixed Voronoi cell [11] in the 1-ring neighbourhood of x.
8Tangential movements do not effectively compensate for displacement errors which are perpendicular to the surface.
9In our implementation, IDW (inverse distance weights) are used for proximity(x,xi). Another option is to use normalized
exponential (softmax) function e
−βzi∑
i∈N e−βzi
where zi = ‖x−xi‖. For the direction penalty term, 1− (1− cos2θ)2 is used in place
of |〈nx,dMAP(xi)〉|, where cos θ = 〈nx,dMAP(xi)〉.
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2.1 Algorithm
The Bayesian surface warping algorithm may be summarised in a series of steps.
Given a chemical assay to material type categorical mapping y(c) : RK → Z,
1. Compute L(y(c) |g) ∈ RNclass×Ngeozone using training samples {(cj , gj)}j from exploration holes
For each blast hole sample i = 1, . . . , Nsample:
2. Assign categorical label y(ci) ∈ {1, . . . , Nclass} to each sample
3. Compute L(y(ci) |g) across all Ngeozone geozones
4. Compute geozone-displacement likelihood, R(xi + di, g, δi)
For each surface vertex xq and candidate displacement vector dk from Lxq , k ∈ {1, . . . , Ndisplacement}:
5. Interpolate the displacement field
(a) Find the M nearest10 samples to xq
(b) Compute Lm,k ≡ L(dm,k |y(cm), sm(xm, δm)) =
∑
g L(y(cm) |g)R(xm + dm,k, g, δm)
to obtain a table where m ∈ {1, . . . ,M} and k ∈ {1, . . . , Ndisplacement}.
(c) Normalise each row s.t. maxk L(dm,k |y(cm), sm(xm, δm)) = 1 for each m
(d) Compute weights incorporating proximity and directional preference:
wm,k(xq) ∝ proximity(xq,xm)×
∣∣〈nxq ,dm,k〉∣∣ and∑wm,k = 1
(e) Compute L(dk |y(cm), sm) =
∑
m wm,kLm,k
(f) Let dMAP(xq) = dm,k∗ where k∗ = argmaxk L(dk |y(cm), sm)
6. Apply smoothing to MAP displacement estimate. For example,
(a) Compute inverse distance weights wp,q for neighbour points xp ∈ Nxq s.t.
∑
wp,q = 1
(b) Compute d′MAP(xq) =
∑
p wp,q · dMAP(xp)
7. Apply correction to surface vertex to minimise discrepancy
(a) Update x′q ← xq + d′MAP(xq)
8. Post-processing step: resolve conflicts, e.g. any surface patch intersection that may arise.
3 Performance evaluation
The benefits of spatial warping is first demonstrated, this will be followed by results from a large scale validation
experiment.
3.1 Local corrections due to spatial warping
Figure 4 provides an overview of the surface warping result for a mineralisation base surface where high grade material
ideally sits above the boundary. The bottom panels illustrate the displacement field and highlight changes in elevation
by superimposing the surfaces before and after warping. The right hand side panels in the top and middle row show the
mineral (Fe) grade of the assay samples situated above the original and warped surfaces.
Figure 5 examines the effects of surface warping in detail, essentially it provides a magnified view of the insets in
Fig. 4. As expected, areas pointed by an arrow are contracted after surface warping. This results in the correct behaviour
whereby non-mineralised samples have vanished below the mineralisation boundary which is implicitly represented by
the warped surface. The white lines indicate inclusive behaviour (or areas of expansion) where mineralised samples
have risen above the mineralisation boundary following surface warping. Overall, local delineation between high-grade
and low-grade material has improved. The surface has effectively been pushed down to include more mineralised (red)
samples and lifted up to exclude more low-grade (yellow) samples. Although the assay samples are coloured by iron
grade alone in this illustration, it is worth bearing in mind that ore grade is assessed in practice as a function of multiple
chemical components and this often includes Al2O3 and other trace elements.
Figure 6 presents an alternative view. Surface cross-sections (the shell being visualised as black ribbons) are shown
together with assay samples (coloured by grade) at two different elevations. Local changes are indicated by the arrows.
10Alternatively, use samples inside a local geodesic ball, e.g. within the 1-ring neighbourhood [11].
6
Bayesian Surface Warping Approach Leung, Lowe et al.
*
(a)
(b)
(c)
Elevated Sunk
Warped surface
Original surface
Changes in surface
Assays above original surface
Assays above warped surface
Grade
High
(d)
(e)
(f)
*
Low
Displacement field
Figure 4: Surface warping performed on a mineralisation base surface. (a) original mesh surface, (b) warped surface,
(c) map shows where the surface has elevated and sunk after warping. (d)–(e) Assays rendered above the original (resp.
warped) surface are predominantly high-grade; (f) displacement field obtained through surface warping (color indicates
magnitude, red=high).
(b) Warped surface
(a) Original Unwarped surface
Figure 5: Fe grade of assay samples situated above the (top) original and (bottom) warped ‘min_base’ surface.
The original surface is inaccurate at (a.1) as it excludes certain high-grade samples whereas in (a.2), (a.3) and (b.4)
waste samples are included inside the boundary. Evidently, the warped surface provides better delineation between
waste and high-grade samples as the boundary encircles the waste; this is especially noticeable at (b.4) in the warped
surface. These observations can be verified quantitatively in Table 1 which demonstrates more effective separation of
high grade and waste samples with warping.11
3.2 Validation experiment
To provide an objective evaluation, an end-to-end validation procedure known as R2 spatial reconciliation is applied to
assess the potential benefits of the proposed scheme where surface warping, block model restructuring and interval
11Note that the dominant samples (HG/BL above the surface, and LG/W below the surface) do not quite reach 100%. In part, this
is due to some assay samples being taken from hole intervals that span across mineralised and non-mineralised geozones. Other
surfaces that further delineate HG and W materials are not considered for the purpose of this evaluation.
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2 
3 
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* 
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Fe Grade 
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4 
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(a) 
(b) 
Original surface Warped surface 
Figure 6: Surface cross-sections taken at (a) 400± 5m and (b) 440± 5m show better delineation between waste and
high-grade samples after warping.
Table 1: Assay samples above and below the original and warped surfaces, categorised by High grade (HG), Blended
(BL) siliceous and aluminous, Low grade (LG) and Waste (W).
Samples located above surface
Surface HG BLS BLA LGS LGA W1 W2 W3 (HG+BL)(HG+BL+LG+W)
(HG+BL)
(HG+BL+W)
original 12809 1609 3127 714 884 2588 1899 113 73.8% 79.2%
warped 13421 1730 3286 710 975 2194 1968 145 75.5% 81.0%
change ++++++ + ++ + - - - - + +1.7% +1.8%
Samples located below surface
Surface HG BLS BLA LGS LGA W1 W2 W3 (LG+W)(HG+BL+LG+W)
(W)
(HG+W)
original 1396 723 553 513 558 3874 876 223 69.3% 78.0%
warped 783 602 394 518 468 4268 806 191 77.8% 87.1%
change - - - - - - - - - - ++++ - +8.5% +9.1%
GP grade inferencing are applied, relative to a baseline resource model where none of these are used. The comparison
requires computing R2 values or ratios of (grade-block average)/(model predicted value) for each respective model and
a chemical of interest, where a “grade-block” is an industry term that refers to regions with fairly constant composition
and a typical volume ranging from 625 m3 to 145,000 m3. These grade-blocks are marked with a destination tag for
mining excavation purpose based on material types and/or the estimated grades. The grade-block averages (for Fe,
SiO2 etc.) are computed by geologists using the blast hole assays contained within the grade-block boundaries. The
corresponding model predictions are volume-weighted averages of the GP inferenced mean grade values calculated
over all blocks (perhaps numbered in the tens, hundreds or thousands) that intersect with each grade-block.12
Table 2 shows the raw data for 5 grade-blocks and R2 values computed for the proposed and reference model. Each
grade-block is identified by the pit, bench and destination-tag. What is shown is only a snippet of a large table. The
dest-tags13 represent a classification based on average grade-block composition. For validation, we will consider two
pits (A and B) from a Pilbara iron ore mine and five benches each of height 10m with a base elevation from 70m to
12Fair sampling — whether the number of samples taken is adequate and representative of the geology — is an important
consideration from the viewpoints of reliability and performance evaluation. In reality, suboptimal sampling does occur particularly
in low-grade regions where the cost of extra sampling outweighs the benefit of knowing more about a waste zone with zero profit
potential. In any event, the grade-block averages are as close to the ground truth as one can possibly attain.
13HG = high grade, WH = waste/hydrated, BGA = blended aluminous, LGS = low grade siliceous.
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110m in 10m increment. In Table 2, bench 90 extends from a height of 90m to 100m. Accordingly, the grade-blocks
used for evaluation are restricted to this z-interval. Model performance will be evaluated in ‘intra-bench’ and ’predictive’
mode. The former, indicated by RL90 for instance, allows data down to a minimum elevation of 90m to be used during
modelling (incl. GP training). Evaluation of an RL90 model on bench 90 indicates how well a model interpolates the
assay data. The latter, indicated by RL100, permits only data down to 100m to be used during modelling. Evaluation
of an RL100 model on unseen data from bench 90 focuses on a model’s look-ahead (generalisation and prediction)
capability, viz. how well it vertically extrapolates the assay data. These differences are illustrated in Fig. 7.
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Figure 7: Model evaluation inferencing modes. (Left) bench-below / forward prediction, (right) intra-bench estimation
mode.
Table 2: R2 spatial reconciliation: excerpt of raw data showing the grade-block (gb) and model predicted averages and
normalized tonnage associated with 5 grade blocks.
Pit / bench / blast# / dest-tag tonne% Fe(gb)
Fe
(model) Fe R2
SiO2
(gb)
SiO2
(model) SiO2 R2
Al2O3
(gb)
Al2O3
(model) Al2O3 R2
Proposed model
A / 90 / 1 / HG13 1.47028 63.558 63.679 0.998 2.281 2.219 1.027 1.977 1.892 1.045
A / 90 / 1 / WH10 0.90878 47.969 54.935 0.873 25.786 14.664 1.758 1.762 2.022 0.871
A / 90 / 3 / HG23 1.25085 62.237 59.237 1.050 3.834 7.195 0.532 2.011 1.758 1.143
A / 90 / 399 / BGA9 0.73250 56.618 55.832 1.014 8.807 9.748 0.903 3.034 3.228 0.940
A / 90 / 5 / LGS40 0.95260 54.531 52.953 1.029 9.440 10.383 0.909 6.853 7.581 0.904
Reference model
A / 90 / 1 / HG13 1.53145 63.558 62.942 1.009 2.281 2.640 0.863 1.977 2.098 0.942
A / 90 / 1 / WH10 0.89634 47.969 56.863 0.843 25.786 11.948 2.158 1.762 2.048 0.860
A / 90 / 3 / HG23 1.13243 62.237 63.299 0.983 3.834 2.434 1.575 2.011 2.061 0.975
A / 90 / 399 / BGA9 0.63901 56.618 51.399 1.101 8.807 16.487 0.534 3.034 3.301 0.919
A / 90 / 5 / LGS40 0.94149 54.531 56.785 0.960 9.440 8.183 1.153 6.853 5.719 1.198
In order to convey useful information for large-scale performance evaluation, we propose using an R2 error score.
First, the R2 values associated with bench z and an RLh model (where h = z in intra-bench mode, or h = z + 10 in
predictive mode) are sorted in increasing order and cumulative tonnage percentages are computed. This produces an R2
cumulative distribution function (cdf); an example of which is shown in Fig. 8(a). An r2 value less than 1 indicates
over-estimation by the model, conversely, a value greater than 1 indicates under-estimation w.r.t. the grade-blocks. In a
perfect scenario where there is zero discrepancy between the grade-blocks and model predicted values, the cdf curve
becomes a step function that transitions from 0% to 100% at an R2 value of 1. Hence, adding the area below the curve
for r2 < 1 to the area above the curve for r2 ≥ 1 provides an aggregate error measure (a performance statistic) of a
model for a given pit, bench and chemical. The graphs also give insight. For instance, the left-leaning red curve in
Fig. 8(f) provides evidence of bias, viz. the reference model has a tendency of over-estimating the Al2O3 grade in pit B
for bench 90.
The two pits combined contain over 400 grade-blocks and a volume in excess of 3× 106 m3. The summary statistics
for intra-bench estimation and bench-below prediction are shown in Table 3. The main observation is that the proposed
model outperforms the reference model. With few exceptions, the R2 error scores are consistently lower for both
intra-bench and bench-below prediction for Fe, SiO2 and Al2O3. Generally, the error scores are higher for bench-
below prediction, the performance gap reflects the relative difficulty of the problem. These findings suggest the
use of surface warping, block model spatial restructuring and interval GP inference can increase accuracy in grade
estimation. In particular, improving the alignment of mesh surfaces with respect to the underlying boundaries (using
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Figure 8: Evaluation of orebody grade estimation RL90 model using grade blocks from two pits and bench 90. The R2
cumultative distribution function associated with pit A (top) and pit B (bottom) are shown from left to right for Fe, SiO2
and Al2O3.
Table 3: R2 spatial reconciliation r2 statistics.
Pit A Pit B
Proposed model Reference Proposed model Reference
Bench Model Fe SiO2 Al2O3 Fe SiO2 Al2O3 Fe SiO2 Al2O3 Fe SiO2 Al2O3
Intra-bench estimation performance
110 RL110 4.271 18.202 12.059 7.761 34.531 19.995 3.351 20.905 17.516 4.069 21.737 20.087
100 RL100 5.411 28.101 24.784 8.548 46.368 29.377 2.093 15.670 11.505 3.282 22.298 19.057
90 RL90 5.948 26.851 14.468 11.776 51.499 41.703 2.411 16.817 10.962 5.365 32.322 22.423
80 RL80 4.693 16.172 21.967 12.182 60.436 27.069 6.777 22.986 18.957 10.461 39.828 29.820
70 RL70 9.420 19.646 25.036 11.135 49.092 53.319 9.416 24.409 44.289 9.688 39.862 77.711
µg 5.711 21.280 18.828 10.117 47.611 31.816 4.042 19.862 17.933 5.919 30.140 28.823
Bench-below prediction performance
100 RL110 6.707 41.035 34.372 8.548 46.372 29.381 4.136 20.800 25.621 3.282 19.060 22.301
90 RL100 9.832 41.214 26.107 11.776 51.495 38.455 4.100 29.440 17.766 5.365 32.322 22.425
80 RL90 7.336 24.695 21.196 12.182 60.437 27.067 8.794 29.516 27.742 10.461 39.821 29.817
70 RL80 8.069 28.985 42.950 11.135 49.097 53.319 9.605 25.907 63.121 9.688 39.859 77.786
µg 7.904 33.170 30.064 10.810 51.594 35.734 6.152 27.558 28.362 6.500 32.705 31.554
µg denotes the geometric mean
the observed geochemistry from samples to enforce consistency) can make a real difference and improve orebody
modelling outcomes.
4 Conclusion
This paper described the importance of having an accurate surface for grade estimation in mining. As motivation, it
was shown that an inaccurate surface — one that fails to capture the location and shape of the underlying geological
boundary — can impact the block structure and inferencing ability of the resultant grade estimation model which
in turn can lead to smearing and misleading interpretations. The main contribution was a Bayesian formulation of
the surface warping problem which seeks to maximise the agreement between the surface and observed data. The
objective was to reshape the surface where possible to provide a clear delineation between ore and waste material that is
consistent with the observations. This involved estimating and applying the optimal displacement to the mesh vertices
based on spatial and compositional analysis. The maximum a posteriori (MAP) solution considered the chemistry
observation likelihood in a given geozone and incorporated an a priori spatial structure which allows the likelihood
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of a displacement estimate to be computed using geological domain knowledge. The results showed that locally, the
mineralised and non-mineralised samples are better separated by the warped surface.
For end-to-end performance evaluation which encompasses surface warping, block model spatial restructuring, and
grade estimation based on GP inferencing, the R2 reconciliation error score was proposed. This provided a grade model
validation metric that is useful irrespective of the actual algorithms / processes deployed in the system components.
Our experiments showed the R2 error scores were consistently and significantly lower with surface warping when the
estimated grades for chemicals of interest (Fe, SiO2 and Al2O3) were compared with over 400 grade-blocks for two
large pits, having a total volume in excess of 3×106 m3. This demonstrated the value of implementing the displacement
estimation framework for surface warping / boundary rectification, and spatial algorithms more generally, in a mining
automation context.
5 Authorship statement
The first two authors contributed to the core contents in this paper. Alexander Lowe studied surface warping (mesh
vertices displacement estimation) as a maximum likelihood problem. He investigated different strategies and provided a
concrete software implementation. Raymond Leung reformulated the problem in a Bayesian framework, developed the
block model spatial restructuring algorithms, and proposed using the R2 CDF error score as a validation measure. He
conceptualized this paper and wrote the manuscript in consultation with other authors. Anna Chlingaryan and Arman
Melkumyan devised the covariance functions and mathematical framework for grade estimation and GP inference using
interval data (see Appendix). John Zigman conducted the validation experiments. John and Raymond performed data
analysis and interpreted the results.
A Appendix: Gaussian Processes — inferencing for grade estimation
Inferencing refers to the task of predicting the grade value for certain chemicals of interest at locations where direct
assay measurements are unavailable. In this exposition, Gaussian Process (GP) is used to provide a probabilistic model
of the grade functions given a set of data, this allows both the mean and uncertainty associated with the compositional
percentage of various chemicals such as Fe, SiO2 etc. to be estimated. Inferencing is generally preceded by a training
phase which optimises the hyper-parameters that describe the Gaussian Process.
Mathematically, a GP is an infinite collection of random variables, any finite number of which has a joint Gaussian
distribution. Machine learning using GPs consists of two steps: training and inference. For training, simulated annealing
and gradient descent procedures are used to optimise the hyper-parameters to create a probabilistic model that best
represents the training data. Specifically, the GP hyper-parameters include length scales that describe the rate of change
in composition with space, and noise variance that describes the amount of noise present in the data.
A training set T = (X,y) consists of a matrix of training samples X = [x1, x2, . . . , xN ]T ∈ RN×D and corresponding
target vector y = [y1, y2, . . . , yN ] ∈ RN . Here, N represents the number of training samples available for a geozone.
Each xi ∈ RD denotes an observation (the spatial coordinates where an assay sample is taken) and the associated
value yi ∈ R denotes a chemical’s compositional percentage. The objective is to compute the predictive distribution
f(x∗) at various test points x∗. Formally, a GP model places a multivariate Gaussian distribution over the space
of function variables f(x), mapping input to output spaces. GPs can also be considered as a stochastic process
that can be fully specified by its mean function m(x) and covariance function k(x, x′). To completely describe the
standard regression model, we assume Gaussian noise ε with variance σ2n , so that y = f(x) + ε. With a training set
(X, f, y) = ({xi}, {fi}, {yi})i=1:N and test set (X, f, y) = ({x∗i}, {f∗i}, {y∗i})i=1:N where {yi} are observed and
{y∗i} are unknown and m(x) = 0, the joint distribution becomes[
y
f∗
]
∼ N
(
0,
[
K(X,X) + σ2n I K(X,X∗)
K(X∗, X) K(X∗, X∗)
])
(10)
In Equation (10), N (µ, cov(f∗)) is a multivariate Gaussian distribution with mean µ, posterior covariance at the
estimated locations cov(f∗), and K is the covariance matrix computed between all the points in the set. Thus, the
matrix element Ki,j∗ ≡ K(Xi, X∗j) for instance is obtained by applying the kernel to the locations of sample xi
and x∗j from the training and test sets, respectively. By conditioning on the observed training points, the predictive
distribution for new points can be obtained as:
p(f∗ |X∗, X, y) = N (µ, cov(f∗)) (11)
where
µ = K(X∗, X)
[
K(X,X) + σ2n I
]−1
y (12)
11
Bayesian Surface Warping Approach Leung, Lowe et al.
and the posterior covariance
cov(f∗) = K(X∗, X∗)−K(X∗, X)
[
K(X,X) + σ2n I
]−1
K(X,X∗) (13)
Learning a GP model is equivalent to learning the hyper-parameters of the covariance function from a data set. In a
Bayesian framework, this can be performed by maximising the log of the marginal likelihood [20] with respect to θ:
log p(y | X, θ) = −1
2
yT
[
K(X,X) + σ2n I
]−1
y − 1
2
log
∣∣K(X,X) + σ2n I∣∣− N2 log 2pi (14)
The marginal likelihood is a non-convex function, thus only local maxima can be obtained. It has three terms (from left
to right) that represent the data fit, complexity penalty (to include the Occam’s razor principle) and a normalisation
constant. In this standard framework, the main contribution is the design of new kernels [21] that deal with not only
point-based observations, but also interval observations where yi represents an average assay value measured over some
interval in drilled holes. This enables performing data fusion between exploration and blast hole assays taking into
consideration their respective supports.
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