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In this article, new error and similarity indexes to determine the accuracy of interpolation
of fuzzy data by cubic spline functions are presented. Themeasures introduced are based on
the similaritymeasure of fuzzy numbers. Through experimental simulations with different
examples, we verify the homogeneity of the error and similarity indexes, which provides
a criterion for determining the accuracy of the interpolation method with fuzzy data.
The development of a criterion or an error or similarity index represents an important
advancement, because of the lack of qualitative measures to estimate the interpolation
error using fuzzy numbers in order to compare the results from distinct fuzzy data sets.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Function approximation is a fundamental problem in almost every scientific field. Given a set of multiple input single
output (MISO) data, with input variables X = [x0, x1, . . . , xn] and output variable Y = y, the main objective of function
approximation is of obtaining a model to approximate the dependent variable Y , given the input variable X , both X and Y
being real number sets. However, due to the uncertain nature of datamodeling, fuzzy numbers can be used as an alternative
solution to estimate the output of the model, providing numerical approximation of fuzzy data [1].
The interpolation of fuzzy data was first proposed by Zadeh [2]. Suppose that we have n + 1 distinct real numbers
x0, . . . , xn and for each of these numbers a fuzzy value in R, ui, i = 0, 1, . . . , n. Zadeh suggested the question of whether it
is possible to define some kind of smooth function on R to fit these n+ 1 points.
One alternative proposed in the literature by Lowen [3] is the Lagrange interpolation for fuzzy data. In view of the
computational complexity of obtaining Lagrange interpolation, a methodology based on the use of linear spline and
not-a-knot cubic spline approximations was proposed in [1]. A novel methodology for modeling uncertain data with fuzzy
B-splines is presented in Anile et al. [4]. An important characteristic of the proposed method is the possibility of being
used as an approximating function both for fuzzy and crisp data with a relatively low computational complexity. In [5] a
numerical approximation of fuzzy functions by fuzzy polynomials is proposed in order to find the best approximation of
a fuzzy function on a point set. In this paper, the existence of the best approximation of a fuzzy function is shown. Later,
Abbasbandy et al. [6] introduced a new set of fuzzy splines to interpolate the fuzzy data comparing the differences between
the proposed fuzzy spline method and others presented in the literature [3].
In the literature on interpolation or approximation using real numbers, different error rates (such as RMSE, MSE, etc.)
for the comparison of interpolation have been performed using different smooth functions. However, in the problem of
interpolation of fuzzy data it is difficult to compare the behavior of different functions used for smooth interpolation
methods, and therefore it is compulsory to define an error index or criterion in order to compare interpolation results of
distinct fuzzy data sets.
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Fig. 1. Examples of triangular and trapezoidal fuzzy numbers.
In this paper, three different indexes are proposed to compare interpolation results of different fuzzy data sets, using the
concept of similarity measures. In the literature there exist different methods to obtain the degree of similarity between
fuzzy numbers. Several similarity measures will be successfully used for the construction of the proposed error and
similarity indexes. The performance of these error and similarity indexes will be analyzed through several simulations of
the interpolation method.
The paper is organized as follows: after this Introduction, Section 2 presents the basic fundamentals of fuzzy numbers.
Section 3 briefly introduces some of the existing similarity measures of fuzzy numbers frequently used in the field of fuzzy
data. In Section 4, the proposed methodology is presented, first introducing the basic concept of the fuzzy cubic splines and
the cubic spline interpolation method, defining the steps used for different interpolation parameters, and defining three
error and similarity indexes for different fuzzy data sets. Finally, in Section 5 different simulation results are carried out
showing the good performance of the proposed error and similarity indexes, followed by some conclusive discussion in
Section 6.
2. Preliminaries
In this section, the fundamental basics of fuzzy numbers are presented.
Definition. A fuzzy number is a mapping u : R −→ [0, 1]with the following properties (see [7]):
(i) u is an upper semi-continuous function on R.
(ii) u(x) = 0 outside of some interval [a1, a4] ∈ R.
(iii) There exist real numbers a2, a3 such that a1 ≤ a2 ≤ a3 ≤ a4 and
(a) u(x) is a monotonic increasing function on [a1, a2];
(b) u(x) is a monotonic decreasing function on [a3, a4];
(c) u(x) = 1, for all x ∈ [a2, a3].
The set of all fuzzy numbers is denoted by F. One of the most used membership functions to characterize fuzzy numbers
is that of using trapezoidal functions (see Fig. 1). Trapezoidal fuzzy numbers, TFN, can be defined as A = (a1, a2, a3, a4) and
their membership function is defined by
µ(A) =

0, x < a1,
x− a1
a2 − a1 , a1 ≤ x ≤ a2,
1, a2 ≤ x ≤ a3,
x− a3
a4 − a3 , a3 ≤ x ≤ a4,
0, x ≥ a4.
If a1 = a2 = a3 = a4, then a real number is represented by A. If a1 = a2 and a3 = a4, then A is called a crisp interval. A
triangular fuzzy number is obtainedwhen a2 = a3, inwhich case triangular fuzzy numbers can be defined as A = (a1, a2, a3)
and their membership function is defined by the following expression:
µ(A) =

0, x < a1,
x− a1
a2 − a1 , a1 ≤ x ≤ a2,
a3 − x
a3 − a2 , a2 ≤ x ≤ a3,
0, x ≥ a3.
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3. Similarity measure of fuzzy numbers
The concept of similarity of fuzzy numbers is fundamentally important in the field of fuzzy decisionmaking [8] and fuzzy
risk analysis [9]. An important novelty of this paper is the use of this concept to determine the accuracy of interpolation
of fuzzy data. Similarity measures between fuzzy sets have gained importance due to the extensive applications in diverse
fields ofmachine learning, pattern recognition, etc. Similarity and distancemeasures between two fuzzy numbers are closely
related concepts. In the literature, different methods have been presented to obtain the degree of similarity between fuzzy
numbers [10–12]. We briefly introduce some existing similarity measures of fuzzy numbers.
If we assume that there are two trapezoidal fuzzy numbers, A = (a1, a2, a3, a4) and B = (b1, b2, b3, b4) then the degree
of similarity S(A, B) is defined in [10] by
S(A, B) = 1−
4∑
i=1
|ai − bi|
4
.
Thus in the particular case that there are two triangular fuzzy numbers A = (a1, a2, a3) and B = (b1, b2, b3), the degree
of similarity is
S(A, B) = 1−
3∑
i=1
|ai − bi|
3
,
where |a| is the absolute value of the real number a.
In [13] Lee proposed another similarity measure for trapezoidal fuzzy numbers by the following expression:
S(A, B) = 1− ‖A− B‖lp‖U‖ × 4
− 1p , (1)
where U is the universe of discourse, and
‖A− B‖lp =

4−
i=1
|ai − bi|p
 1
p
,
where
‖U‖ = Max(U)−Min(U).
For triangular fuzzy numbers the formula is
S(A, B) = 1− ‖A− B‖lp‖U‖ × 3
− 1p ,
where U is the universe of discourse and
‖A− B‖lp =

3−
i=1
|ai − bi|p
 1
p
,
with
‖U‖ = Max(U)−Min(U).
In [11] Hsieh et al. proposed a similarity measure using the graded mean integration representation distance where the
degree of similarity S(A, B) between fuzzy numbers A and B can be calculated as follows:
S(A, B) = 1
1+ d(A, B) ,
where d(A, B) = |P(A)− P(B)|, P(A), P(B) are the graded mean integration representations of A and B, respectively.
If A and B are trapezoidal fuzzy numbers, then
P(A) = a1 + 2a2 + 2a3 + a4
6
,
P(B) = b1 + 2b2 + 2b3 + b4
6
.
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If A and B are triangular fuzzy numbers, then the graded mean integration representations P(A) and P(B), respectively,
are defined by the expression:
P(A) = a1 + 4a2 + a3
6
,
P(B) = b1 + 4b2 + b3
6
.
In [12] Chen et al. presented the simple center of gravity method (denoted as SCGM) to calculate the center of gravity
(COG) points of generalized fuzzy numbers, using this method as a measure of the degree of similarity between fuzzy
numbers. The traditional (COG) method [14] is very useful for dealing with defuzzification problems and fuzzy ranking
problems. However, there are somedrawbacks in the traditional (COG)method, i.e., it cannot directly calculate the COGpoint
of a crisp interval or a real number, and it is very time-consuming to calculate the (COG) point. Chen et al. [12] presented
a new method to calculate the degree of similarity between fuzzy numbers based on (COG) points of fuzzy numbers. This
proposed similarity measure can overcome the drawbacks of the existing methods, and it integrates the concepts of the
geometric distance and the center of gravity measure.
Now, we describe the SCGMmethod.
Assume that there are two trapezoidal fuzzy numbers A = (a1, a2, a3, a4), 0 ≤ a1 ≤ a2 ≤ a3 ≤ a4 ≤ 1, and
B = (b1, b2, b3, b4), 0 ≤ b1 ≤ b2 ≤ b3 ≤ b4 ≤ 1. Then the degree of similarity S(A, B) between trapezoidal fuzzy
numbers A and B, using the SCGMmethodology, is obtained by the following formula:
S(A, B) =
1−
4∑
i=1
|ai − bi|
4
× 1− |x∗A − x∗B|B(SA,SB) × min(y∗A, y∗B)max(y∗A, y∗B) ,
where
x∗A =
y∗A(a3 + a2)+ (a4 + a1)(1− y∗A)
2
,
y∗A =

1
2
, a1 = a4,
a3−a2
a4−a1 + 2
6
, a1 ≠ a4,
and
B(SA, SB) =

1, SA + SB > 0,
0, SA + SB = 0,
where SA and SB are the lengths of the bases of trapezoidal fuzzy numbers A and B respectively, defined by
SA = a4 − a1,
SB = b4 − b1.
If A and B are identical fuzzy numbers, then the degree of similarity between A and B is
S(A, B) = [1− 0] × (1− 0)1 × 1 = 1.
For two triangular fuzzy numbers A and B, where A = (a1, a2, a3), 0 ≤ a1 ≤ a2 ≤ a3 ≤ 1, and B = (b1, b2, b3), 0 ≤ b1 ≤
b2 ≤ b3 ≤ 1, then the degree of similarity S(A, B) between fuzzy numbers A and B can be calculated as follows:
S(A, B) = 1−
3∑
i=1
|ai − bi|
4
× 1− |x∗A − x∗B|B(SA,SB) × min(y∗A, y∗B)max(y∗A, y∗B) ,
where
x∗A =
y∗A(2a2)+ (a3 + a1)(1− y∗A)
2
,
y∗A =

1
2
, a1 = a3,
1
3
, a1 ≠ a3,
and
B(SA, SB) =

1, SA + SB > 0,
0, SA + SB = 0,
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where SA and SB are the lengths of the bases of triangular fuzzy numbers A and B respectively, that is
SA = a3 − a1,
SB = b3 − b1.
4. Proposed methodology
4.1. Introduction
In this section we introduce a set of special spline functions of odd degrees, called ‘‘Fuzzy splines’’. Given X =
[x0, . . . ., xn] ∈ R a set of n + 1 real distinct numbers, suppose there exist a, b ∈ R such as a = x0 < · · · < xn = b.
A set of fuzzy numbers U = [u0, . . . ., un] is defined such as ui = (ai1, ai2, ai3, ai4) is a trapezoidal fuzzy number, with
i = 0, . . . , n, i.e., U ⊂ TFN, where TFN is the set of the trapezoidal fuzzy numbers.
The main goal of this section is to resolve the following problem: if it is possible to define some kind of smooth function
f : [a, b] −→ TFN to approximate these n+1 points, i.e., for each i = 0, . . . , n, the degree of similarity, using themeasures
presented in Section 3, between f (xi) and ui is nearly unity.
In order to resolve this problem, cubic spline functions will be used for the interpolation of fuzzy data. Before explaining
in detail the proposed methodology, some important concepts on spline are presented in the following subsection.
4.2. Cubic spline spaces of class C2
A spline is a function typically constructed using low order polynomial functions, jointed at breakpoints with certain
smoothness conditions. The breakpoints are defined in this context as knots. If n is the order of the spline, in order to ensure
the smoothness of the interpolation, typically (n− 2) continuity conditions should be fulfilled.
The order n refers to the number of coefficients in the polynomial pieces (n = 2 therefore corresponds with linear
splines, whereas cubic splines are of the order n = 4). The order also determines the smoothness of the resulting function
approximation as splines fulfilling (n − 2) continuous derivatives. We start with a partition or a knot sequence of [a, b] in
m subintervals, that is an increasing sequence uniform or not uniform ∆m = {a = t0 < t1 < · · · < tm = b}, and we define
the cubic spline of class C2 on the partition∆m as every function
s : [a, b] −→ R
such as
(i) s ∈ C2[a, b],
(ii) s|[ti,ti+1] ∈ P3[ti, ti+1], i = 0, . . . ,m− 1,
where P3[ti, ti+1] is the space of all the restrictions of the polynomial functions of a degree less than or equal to three in the
interval [ti, ti+1].
Given t−3, t−2, t−1, tm+1, tm+2, tm+3 ∈ R such that
t−3 ≤ t−2 ≤ t−1 ≤ t0 < · · · < tm ≤ tm+1 ≤ tm+2 ≤ tm+3,
we define for each t ∈ [a, b],
B0i (t) =

1, ti−3 ≤ x < ti−2,
0, otherwise
, i = 0, . . . ,m+ 5− k
and Bki (t), k = 1, 2, 3, is defined from the recursive relation:
Bki (t) =
t − ti−3
ti+k−3 − ti−3 B
k−1
i (t)+
ti+k−2 − t
ti+k−2 − ti−2 B
k−1
i+1 (t), i = 0, . . . ,m+ 5− k.
These functions verify the following properties:
(i) They are positive over the interior of their support,
Bki (t) ≥ 0, ∀t ∈ [a, b].
(ii) They form a partition of unity,
m+5−k−
i=0
Bki (t) = 1, ∀t ∈ [a, b].
(iii) {Bk0, . . . , Bkm+5−k} are linearly independent for all k = 0, 1, 2, 3.
Besides, if S3(∆m) represents the set of cubic spline functions of a degree less than or equal to three and the class C2,
then dim S3(∆m) = m+ 3 and

B30, . . . , B
3
m+2

is a basis of S3(∆m), called B-spline basis functions of the third order.
Some examples of B-spline basis functions for different orders (n = 2, n = 3, and n = 4) are presented in Fig. 2.
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Fig. 2. B-splines of order n = 2, 3, and 4 using T = 1, 2, 3, 4, 5, 6, 7.
4.3. Fuzzy cubic spline interpolation
In Section 4.1 the problem of defining some kind of smooth function to interpolate fuzzy numbers was presented. In this
section, the fuzzy cubic spline will be presented for this interpolation. Therefore, in this case, the problem to be resolved can
be formulated as follows:
Given ∆n the partition of [a, b] determined by the knots of interpolation, ∆n = {a = x0 < x1 < · · · < xn = b}, and
B3i

i=0,...,n+2 the B-spline basis functions of S3(∆n), we want to obtain s : [a, b] −→ TFN such as s(xi) = ui, i = 0, . . . , n.
Thus
s(x) =
n+2−
i=0
αiB3i (x), x ∈ [a, b],
where α0, . . . ,αn+2 ∈ R4 are the control coefficients, i.e., the problem variables, obtained by the restrictions
s(xi) = (ai1, ai2, ai3, ai4), i = 0, . . . , n,
s′′(x0) = (0, 0, 0, 0),
s′′(xn) = (0, 0, 0, 0).
Then the system obtained is
Aα = B
where
A =

A1
A2

, A1 = (B3j (xi)) i=0,...,nj=0,...,n+2 , A2 = (0) i=1,2,j=0,...,n+2, , α =
 α0...
αn+2
 ,
B =

b1
b2

, b1 = ((ai1, ai2, ai3, ai4))i=0,...,n. , b2 =

(0, 0, 0, 0)
(0, 0, 0, 0)

.
We will consider that αi1 ≤ αi2 ≤ αi3 ≤ αi4, for each i = 0, . . . , n+ 2. In any other case we will sort the numbers of αi
from lowest to highest.
4.4. Structure of the different steps used in the simulation process for fuzzy spline interpolation
In this subsection we will illustrate the different phases carried out for cubic spline interpolation of fuzzy data. The steps
to be undertaken in the simulation process are in what follows.
(i) Let IDS (Interpolation Data Set) be an interpolation data set denoted by X Int = [xInt0 , . . . , xIntn ] and its corresponding
fuzzy numbers, i.e., IDS = [X Int;U Int].
(ii) Let TDS be a test data set XTest = [xTest0 , . . . , xTestntest] to verify the ability of the fuzzy interpolation method and its
corresponding fuzzy numbers, i.e., TDS = [XTest;UTest].
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Fig. 3. From left to right and from top to bottom: data used for constructing the fuzzy spline (X Int in red circles) and data used for testing (XTest in black
point); graphical representation of the fuzzy spline function obtained with IDS; graphical representation of the fuzzy spline function obtained with TDS
and behavior of the similarity measure SCGM, respectively.
(iii) Finally, let UˆTest = [uˆ0Test, . . . , ˆuntestTest] be the fuzzy numbers obtained by the fuzzy spline function on XTest.
(iv) Measure the similarity between the fuzzy numbers uTesti and uˆ
Test
i , for any i = 0, . . . , ntest (the similarity measure is
defined as S(uTesti , uˆ
Test
i ); see Section 3).
(v) Establish an interpolation error estimate. In this paper, different error indexes will be proposed. In the next subsection,
a detailed explanation of the error and similarity indexes and their definition is presented.
4.5. Proposed error and similarity indexes for interpolations of fuzzy data
In this paper different error and similarity indexes are proposed in order to analyze the interpolation behavior of the
fuzzy spline function obtained with the IDS when unknown data are considered, in this case the TDS. The definition of these
error and similarity indexes is based on the similarity measure between fuzzy sets. The three error and similarity indexes
proposed are
S = 1
ntest
ntest−
i=0
S(uTesti , uˆ
Test
i ),
ES = 1ntest

ntest−
i=0
(1− S(uTesti , uˆTesti ))2
 1
2
,
IS = 1ntest
∫ xTestntest
xTest0
(1− S(uTesti , uˆTesti ))2
 1
2
.
In Section 3, several methods to obtain the similarity measure between fuzzy sets were considered. Different similarity
measures presented in the bibliography (termed in this paper as SSCGM for the similarity measure proposed in [12], SHSIEH
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Table 1
Different values of the node set X Int for the two considered examples.
Example 1
Simulation X Int
1 0.0000 1.5232 3.1733 4.6965 6.3467 7.8698 9.3930 11.0432 12.5664
2 0.0000 0.8885 1.9040 2.7925 3.8080 4.6965 5.7120 6.6005 7.4890 8.5045 9.3930 10.4085 11.2970
3 0.0000 0.6347 1.1424 1.7771 2.4117 2.9195 3.5541 4.1888 4.6965 5.3312 5.9659 6.6005 7.1083 7.7429 8.3776 8.8853 9.5200 10.1546
10.6624 11.2970
4 0.0000 0.3808 0.7616 1.6501 2.4117 3.4272 4.9504 7.4890 11.2970
5 0.0000 0.3808 0.7616 1.6501 1.9040 2.4117 3.4272 4.0619 4.9504 5.9659 7.4890 10.0277 11.2970
6 0.0000 0.2539 0.3808 0.5077 0.7616 1.0155 1.2693 1.5232 1.9040 2.1579 2.4117 2.7925 3.1733 3.6811 4.3157 5.9659 6.8544 8.7584
10.0277 11.2970
Example 2
Simulation X Int
1 0.0000 0.3808 0.7616 1.1424 1.5232 1.9040 2.2848 2.6656 3.0464
2 0.0000 0.2539 0.5077 0.7616 1.0155 1.2693 1.5232 1.7771 2.0309 2.2848 2.5387 2.7925 3.0464
3 0.0000 0.1587 0.3173 0.4760 0.6347 0.7933 0.9520 1.1107 1.2693 1.4280 1.5867 1.7453 1.9040 2.0627 2.2213 2.3800 2.5387 2.6973
2.8560 3.0147
4 0.0000 0.3173 0.6029 0.7933 1.0789 1.7136 2.1896 2.5069 2.8243
5 0.0000 0.1269 0.3173 0.5395 0.6029 0.7933 1.0789 1.4915 1.7136 2.0309 2.3483 2.6656 2.8243
6 0.0000 0.1269 0.2539 0.4760 0.6664 0.7933 0.9203 1.1107 1.2693 1.3963 1.5867 1.7453 1.8723 2.1896 2.2848 2.4117 2.5387 2.6656
2.8560 3.0147
the similarity measure presented in [11], SLEE the similarity measure presented in [13] and finally SCHEN presented in [10]),
can be fruitfully applied to the error and similarity indexes presented previously.
5. Simulation results
To verify the performance of the new indexes presented in the previous subsection, two different examples of uni-
dimensional fuzzy functions will be considered for several values of nodes in the IDS. It is very important to highlight the
importance in the selection of the nodes within the IDS for the construction of fuzzy spline functions, for which reason
several simulations with different IDS sets have been carried out. In order to analyze the behavior of the interpolation, a TDS
with a large number of nodes will be used.
The following fuzzy functions have been considered:
Example 1. f1 : [0, 4π ] −→ TFN,
f1(x) = (a1(x), a2(x), a3(x)) = ((0.5− 0.2 sin 5x)e−0.5x sin 5x− 0.04,
0.5e−0.5x sin 5x+ 0.4, 0.5e−0.5x sin 5x+ 0.1e−0.6x cos 5x+ 0.5).
Example 2. f2 : [0, π] −→ TFN
f2(x) = (a1(x), a2(x), a3(x)) = (0.5(sin 5x cos 3x)2 − 0.1 sin x+ 0.28,
0.3+ 0.5(sin 5x cos 3x)2, 0.5(sin 5x cos 3x)2 + 0.1 cos2 2x+ 0.33).
For the simulations presented in this section, the number of nodes used for constructing XTest is 100.
First, the influence of the selection of the set IDS (for six different configurations) is analyzed. Different values of the
cardinal of the set X Int are selected for both examples as is illustrated in Table 1. In order to graphically illustrate the behavior
of the fuzzy spline interpolation, the fourth simulation of Example 2 is shown graphically in Fig. 3.
In order to compare the behavior of the fuzzy spline interpolationmethod, different error and similarity indexes are used
for several simulations in both examples (in each simulation, the value of the elements and the number of nodes in X Int are
modified with values: 9, 13, 20). Table 2 shows the performance of the fuzzy spline interpolation (when the corresponding
TDS are used to measure the proposed error and similarity indexes) for X Int uniform (simulations 1, 2 and 3) and no uniform
(simulations 4, 5 and 6) for each value of the number of nodes in X Int. In this table, it is seen that for the case of non-
uniform nodes the error and similarity indexes for the fuzzy interpolation spline functions are better than in the uniform
case. The three different error and similarity indexes proposed in this paper, using several similarity measures, present a
good performance, being an adequate criterion for comparing interpolations of fuzzy data by fuzzy cubic spline functions
from different interpolation parameters.
The previous simulations showed for a reduced number of sets, the influence and relative importance of the values of the
knots [xInt0 , . . . , xIntn ], for interpolation of fuzzy data by fuzzy cubic spline functions. Detailed analysis of the performance of
the proposed error and similarity indexeswould call for carrying out simulationswith a great variety of IDS sets. It is possible
to analyze the behavior of the fuzzy spline interpolationmethod by running several simulations and randomly selecting the
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Table 3
Comparison of the proposed error and similarity indexes for Example 1, using different IDS sets for several values of the number of knots in X Int (1000
random simulations for each cardinal of IDS).
Knots in
X Int
Index SSCGM ESCM ISCM SHSIEH EHSIEH IHSIEH SLEE ELEE ILEE SCHEN ECHEN ICHEN
5 Mean 0.7677 0.0345 0.0122 0.8971 0.0151 0.0053 0.6896 0.0406 0.0144 0.8598 0.0220 0.0078
Std 0.1216 0.0130 0.0046 0.0525 0.0056 0.0020 0.1248 0.0126 0.0045 0.0899 0.0108 0.0039
Max 0.9064 0.0781 0.0278 0.9560 0.0447 0.0159 0.8544 0.0784 0.0278 0.9483 0.1196 0.0426
Min 0.3133 0.0175 0.0061 0.6281 0.0081 0.0028 0.2751 0.0225 0.0079 0.1500 0.0101 0.0035
9 Mean 0.8119 0.0317 0.0112 0.9156 0.0141 0.0050 0.7456 0.0368 0.0131 0.8866 0.0205 0.0072
Std 0.0752 0.0094 0.0033 0.0316 0.0039 0.0014 0.0769 0.0089 0.0031 0.0519 0.0075 0.0027
Max 0.9085 0.0634 0.0225 0.9576 0.0367 0.0131 0.8470 0.0674 0.0238 0.9478 0.0847 0.0301
Min 0.5214 0.0159 0.0058 0.7535 0.0075 0.0027 0.4487 0.0228 0.0082 0.4688 0.0090 0.0033
13 Mean 0.8384 0.0300 0.0106 0.9272 0.0134 0.0047 0.7791 0.0346 0.0123 0.9026 0.0196 0.0069
Std 0.0527 0.0075 0.0026 0.0215 0.0031 0.0011 0.0548 0.0071 0.0024 0.0341 0.0059 0.0021
Max 0.9430 0.0602 0.0213 0.9773 0.0287 0.0102 0.8788 0.0616 0.0220 0.9735 0.0553 0.0197
Min 0.5963 0.0122 0.0042 0.8192 0.0039 0.0014 0.5297 0.0197 0.0069 0.6769 0.0048 0.0017
20 Mean 0.8735 0.0268 0.0094 0.9426 0.0120 0.0042 0.8212 0.0314 0.0113 0.9239 0.0175 0.0061
Std 0.0384 0.0071 0.0025 0.0163 0.0030 0.0011 0.0399 0.0062 0.0021 0.0253 0.0059 0.0021
Max 0.9723 0.0494 0.0173 0.9881 0.0225 0.0080 0.9277 0.0543 0.0192 0.9845 0.0417 0.0149
Min 0.7032 0.0043 0.0016 0.8779 0.0019 0.0007 0.6369 0.0111 0.0042 0.8203 0.0026 0.0010
Table 4
Comparison of the proposed error and similarity indexes for Example 2, using different IDS sets for several values of the number of knots in X Int (1000
random simulations for each cardinal of IDS).
Knots in
X Int
Index SSCGM ESCM ISCM SHSIEH EHSIEH IHSIEH SLEE ELEE ILEE SCHEN ECHEN ICHEN
5 Mean 0.6473 0.0448 0.0079 0.8432 0.0197 0.0035 0.5165 0.0559 0.0099 0.7861 0.0283 0.0050
Std 0.0983 0.0108 0.0019 0.0410 0.0045 0.0008 0.0792 0.0080 0.0014 0.0718 0.0089 0.0016
Max 0.8205 0.0748 0.0133 0.9157 0.0363 0.0065 0.6759 0.0828 0.0147 0.9014 0.0707 0.0126
Min 0.3161 0.0235 0.0042 0.7048 0.0110 0.0020 0.2338 0.0371 0.0066 0.4709 0.0133 0.0024
9 Mean 0.7395 0.0368 0.0065 0.8830 0.0162 0.0029 0.6132 0.0485 0.0086 0.8474 0.0224 0.0040
Std 0.0650 0.0086 0.0015 0.0264 0.0034 0.0006 0.0575 0.0067 0.0012 0.0437 0.0063 0.0011
Max 0.8976 0.0647 0.0115 0.9514 0.0300 0.0053 0.7794 0.0702 0.0124 0.9456 0.0544 0.0097
Min 0.4833 0.0151 0.0026 0.7751 0.0071 0.0012 0.4115 0.0291 0.0051 0.6470 0.0082 0.0014
13 Mean 0.8075 0.0300 0.0053 0.9129 0.0132 0.0023 0.6913 0.0419 0.0074 0.8903 0.0178 0.0031
Std 0.0563 0.0085 0.0015 0.0230 0.0034 0.0006 0.0551 0.0071 0.0013 0.0359 0.0058 0.0010
Max 0.9328 0.0619 0.0110 0.9672 0.0288 0.0051 0.8391 0.0660 0.0117 0.9654 0.0510 0.0091
Min 0.5698 0.0094 0.0017 0.8088 0.0046 0.0008 0.5129 0.0211 0.0038 0.6895 0.0049 0.0009
20 Mean 0.8911 0.0201 0.0035 0.9501 0.0089 0.0016 0.7988 0.0316 0.0056 0.9403 0.0114 0.0020
Std 0.0418 0.0083 0.0015 0.0173 0.0033 0.0006 0.0470 0.0075 0.0013 0.0249 0.0051 0.0009
Max 0.9667 0.0478 0.0084 0.9836 0.0193 0.0034 0.9127 0.0574 0.0101 0.9831 0.0294 0.0052
Max 0.9328 0.0619 0.0110 0.9672 0.0288 0.0051 0.8391 0.0660 0.0117 0.9654 0.0510 0.0091
Min 0.7196 0.0052 0.0009 0.8885 0.0026 0.0004 0.6329 0.0132 0.0023 0.8416 0.0027 0.0005
position of the nodes for constructing the set IDS (for a specific number of nodes). In this section, 1000 random set IDS are
used for different numbers of nodes (5, 9, 13 and 20). Tables 3 and 4 show the performance of the approximation, taking
into account all the error and similarity indexes defined (the mean, standard deviation, maximum and minimum values for
the 1000 simulations of each error and similarity indexes) for Examples 1 and 2, respectively. For Example 1, Figs. 4 and 5
respectively show the SSCGM evolution and the optimal IDS set using the error and similarity indexes proposed in this paper,
running 1000 simulations for 5, 9, 13 and 20 nodes.
It is very important to analyze individual and global behavior for the different proposed error and similarity indexes. In
order to perform this analysis, we will study whether different error and similarity indexes provide a very similar criterion
to decide the degree of accuracy for interpolating a fuzzy data set. To this end, the correlation matrix between the different
error and similarity indexes for each of the examples used (taking into account the 1000 random simulations performed for
each cardinal of IDS) will be constructed. For each example, the linear relationships among the error and similarity indexes
will be tested with 4000 samples. The matrix R of the correlation coefficients is calculated for each of their components by
means of the following equation:
R(i, j) = C(xi, xj)
C(xi, xi)C(xj, xj)
,
where C(xi, xj) is the covariance matrix between the input variables xi and xj, obtained as
C(xi, xj) = E[(xi − µi)((xj − µj))],
where E is the mathematical expectation and µi = E[xi]. In our case, xi, i = 1, . . . , 12 are the different error and similarity
indexes presented in Tables 3 and 4.
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Fig. 4. SSGCM evolution for Example 1 from 5, 9, 13 and 20 nodes.
For the simulations of Example 1, the matrix R is obtained (Table 5), with its corresponding P matrix (Table 6). P is a
matrix of p-values for testing the hypothesis of no correlation. Each p-value is the probability of obtaining a correlation as
large as the observed value by random chance, when the true correlation is zero. If P(i, j) is small, say less than 0.05, then the
correlation R(i, j) is statistically significant. The matrix P or matrix of p-values for testing the hypothesis of no correlation
is, in this example, the identity matrix as seen in Table 6.
As observed for matrix P , all the correlations are statistically significant (to be expected due to the fact that all the
error and similarity indexes are based on similarity measures). It is also important to underline the negative correlation
coefficients between the S indexes and E and I indexes (these coefficients are close to one, their absolute value, except for
ECHEN and ICHEN which are smaller). This negative correlation could be expected by analyzing the equation of the error and
similarity indexes presented in Section 3. The correlation coefficients among error and similarity indexes SSCGM, SHSIEH, SLEE
and SCHEN, are positive and close to one. Similar results can be observed by analyzing R and P matrices for Example 2. Matrix
R is presented in Table 7, and matrix P is the same as in Example 1 (presented in Table 6).
Analyzing the results presented in both examples, it can be concluded that the proposed error and similarity indexes
show a homogeneous behavior, having a statistically significant linear correlation between them. Any of them may prove
appropriate for determining the accuracy of the interpolation method when fuzzy data are used.
6. Conclusion
Analyzing the references related to the interpolation of fuzzy data, there is an important lack of definition of an error index
to compare approximations or interpolations performed by means of smooth functions used here (the smooth function can
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Fig. 5. Best solution for Example 1 with 5, 9, 13, and 20 nodes.
Table 5
Example 1: correlation matrix R for the error and similarity indexes proposed, using different IDS for several values of the number of knots in X Int (a total
of 4000 random simulations were used for the computation of the matrix R).
R SSCGM ESCM ISCM SHSIEH EHSIEH IHSIEH SLEE ELEE ILEE SCHEN ECHEN ICHEN
SSCGM 1.000 −0.947 −0.949 0.980 −0.913 −0.914 0.973 −0.959 −0.960 0.923 −0.791 −0.793
ESCM −0.947 1.000 0.999 −0.925 0.968 0.967 −0.880 0.951 0.949 −0.896 0.875 0.874
ISCM −0.949 0.999 1.000 −0.928 0.968 0.968 −0.882 0.951 0.950 −0.899 0.874 0.875
SHSIEH 0.980 −0.925 −0.928 1.000 −0.939 −0.941 0.955 −0.930 −0.932 0.973 −0.855 −0.857
EHSIEH −0.913 0.968 0.968 −0.939 1.000 0.999 −0.841 0.901 0.900 −0.952 0.958 0.959
IHSIEH −0.914 0.967 0.968 −0.941 0.999 1.000 −0.842 0.900 0.900 −0.954 0.957 0.958
SLEE 0.973 −0.880 −0.882 0.955 −0.841 −0.842 1.000 −0.956 −0.956 0.879 −0.709 −0.711
ELEE −0.959 0.951 0.951 −0.930 0.901 0.900 −0.956 1.000 0.999 −0.872 0.773 0.774
ILEE −0.960 0.949 0.950 −0.932 0.900 0.900 −0.956 0.999 1.000 −0.874 0.772 0.773
SCHEN 0.923 −0.896 −0.899 0.973 −0.952 −0.954 0.879 −0.872 −0.874 1.000 −0.929 −0.932
ECHEN −0.791 0.875 0.874 −0.855 0.958 0.957 −0.709 0.773 0.772 −0.929 1.000 0.999
ICHEN −0.793 0.874 0.875 −0.857 0.959 0.958 −0.711 0.774 0.773 −0.932 0.999 1.000
be based on the Lagrangemethodology [3] or the cubic splinemethod presented in [4,6]), and the values of real fuzzy sets. It
is therefore used to develop some error and similarity indexes or criterion for comparison of different interpolation results
from a fuzzy data set.
In this paper, three error and similarity indexes based on similarity measures are proposed. These error and similarity
indexes can be used for the general problem of interpolation of fuzzy data with smooth functions. Through various
experiments with several one-dimensional fuzzy functions, we have analyzed the behavior of these three indexes using
different similarity measures such as the simple center of gravity method or SCGM proposed in [12], the method proposed
in [11] using the grand mean distance integration representation, the method proposed in [14] and the method presented
in [10].We analyzed the excellent homogeneity of these error and similarity indexes and compared the interpolation results
carried out by a fuzzy data set from different interpolation parameters (the cardinal, the elements of the IDS set and their
distribution).
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Table 6
Example 1: matrix of p-values for testing the hypothesis of no correlation associated with Rmatrix of Table 5.
P SSCGM ESCM ISCM SHSIEH EHSIEH IHSIEH SLEE ELEE ILEE SCHEN ECHEN ICHEN
SSCGM 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
ESCM 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
ISCM 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
SHSIEH 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
EHSIEH 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
IHSIEH 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000
SLEE 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000
ELEE 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000
ILEE 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000
SCHEN 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000
ECHEN 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000
ICHEN 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000
Table 7
Example 2: correlation matrix R for the proposed error and similarity indexes, using different IDS for several values of the number of knots in X Int (a total
of 4000 random simulations were used for the computation of the matrix R).
R SSCGM ESCM ISCM SHSIEH EHSIEH IHSIEH SLEE ELEE ILEE SCHEN ECHEN ICHEN
SSCGM 1.000 −0.971 −0.973 0.995 −0.973 −0.974 0.977 −0.969 −0.969 0.988 −0.951 −0.952
ESCM −0.971 1.000 1.000 −0.961 0.991 0.991 −0.930 0.972 0.971 −0.962 0.979 0.979
ISCM −0.973 1.000 1.000 −0.963 0.992 0.992 −0.932 0.973 0.972 −0.964 0.979 0.979
SHSIEH 0.995 −0.961 −0.963 1.000 −0.975 −0.976 0.977 −0.959 −0.960 0.993 −0.955 −0.956
EHSIEH −0.973 0.991 0.992 −0.975 1.000 1.000 −0.935 0.963 0.963 −0.978 0.990 0.991
IHSIEH −0.974 0.991 0.992 −0.976 1.000 1.000 −0.937 0.963 0.963 −0.979 0.990 0.990
SLEE 0.977 −0.930 −0.932 0.977 −0.935 −0.937 1.000 −0.973 −0.975 0.949 −0.894 −0.895
ELEE −0.969 0.972 0.973 −0.959 0.963 0.963 −0.973 1.000 1.000 −0.939 0.928 0.928
ILEE −0.969 0.971 0.972 −0.960 0.963 0.963 −0.975 1.000 1.000 −0.940 0.927 0.927
SCHEN 0.988 −0.962 −0.964 0.993 −0.978 −0.979 0.949 −0.939 −0.940 1.000 −0.974 −0.975
ECHEN −0.951 0.979 0.979 −0.955 0.990 0.990 −0.894 0.928 0.927 −0.974 1.000 1.000
ICHEN −0.952 0.979 0.979 −0.956 0.991 0.990 −0.895 0.928 0.927 −0.975 1.000 1.000
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