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EVEN MORE SPECTRA: TENSOR TRIANGULAR
COMPARISON MAPS VIA GRADED COMMUTATIVE 2-RINGS
IVO DELL’AMBROGIO AND GREG STEVENSON
Abstract. We initiate the theory of graded commutative 2-rings, a categori-
fication of graded commutative rings. The goal is to provide a systematic
generalization of Paul Balmer’s comparison maps between the spectrum of
tensor-triangulated categories and the Zariski spectra of their central rings.
By applying our constructions, we compute the spectrum of the derived cate-
gory of perfect complexes over any graded commutative ring, and we associate
to every scheme with an ample family of line bundles an embedding into the
spectrum of an associated graded commutative 2-ring.
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1. Introduction
1.1. Motivation. Consider a tensor-triangulated category T , that is, an essentially
small triangulated category T equipped with a bi-exact symmetric tensor product.
Paul Balmer [2] associates to T a functorial invariant – a topological space called
the spectrum of T and denoted by Spc T – which turns out to be the starting
point of a powerful geometric theory known as tensor triangular geometry. We
refer to Balmer’s 2011 ICM address [4] for an account of this theory and its many
applications.
1
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In order to successfully apply the abstract theory to examples it is essential that
one provides a relevant description of the spectrum Spc T . This is in general a
difficult task, not least because such a computation is equivalent to providing a
classification of the thick tensor-ideals of T . In [3], Balmer has introduced, in full
generality, a natural and continuous comparison map
ρT : Spc(T )→ Spec(EndT (1))
from the spectrum of T to the Zariski spectrum of the endomorphism ring of 1, the
tensor unit. There are useful criteria to check that this map is surjective, which
is often the case, and therefore ρT displays Spc T as being fibered over a more
familiar and tractable space. On the other hand, injectivity is more subtle and
seems to occur less frequently in examples. This can be remedied somewhat by
considering graded endomorphism rings of 1: if g is a tensor-invertible object of T ,
one can define a Z-graded ring End∗,gT (1) :=
⊕
n∈ZHomT (1, g
⊗n) that is graded
commutative by the Eckmann-Hilton argument. One obtains in this way a graded
version
ρ∗,gT : Spc(T )→ Spec
h(End∗,gT (1))
of the comparison map, where the space on the right-hand side is now the spectrum
of homogeneous prime ideals. Then ρ∗,gT is injective – an embedding – if we take T
to be Dperf(X) for a projective variety X , with g = O(1) (see [3, Remark 8.2]). If
we identify X = Proj(End∗,g
T
(1)), then ρ∗,g
T
is a homeomorphism of Spc(T ) onto X .
It is now tempting to try and produce an endomorphism ring of 1 which is
graded over, say, the Picard group of all tensor-invertible objects of T ; ideally
then its homogeneous spectrum would retain sufficient information for the resulting
comparison map to be injective in more cases. Unfortunately, it is not at all clear
– and probably false in general – that one may produce in this way a graded
commutative ring: as soon as one tries to grade over several invertible objects,
some hostile coherence issues appear on the scene to spoil the fun.
1.2. Results. In the present paper we solve this difficulty by embracing the enemy,
as it were. Instead of trying to construct a ring out of the data {HomT (1, g) | g ∈
T ⊗ -invertible} which is graded commutative over the Picard group, we instead
consider this data as defining a 2-ring which is graded commutative over its Picard
2-group. It is actually more natural to consider HomT (g, h) for all invertible g and h,
and in order to capture the relevant structure we define a graded commutative 2-
ring (Def. 2.3) to be an essentially small Z-linear category R equipped with an
additive symmetric tensor product with respect to which every object is invertible.
This strategy is successful because, as we will show in Section 2, the basic toolkit
of affine algebraic geometry generalizes painlessly to this new context. Thus every
graded commutative 2-ring R has a Zariski spectrum of homogeneous prime ideals,
SpecR, and the assignment R 7→ SpecR defines a functor to spectral spaces and
spectral maps, in the sense of Hochster [9] (see Theorem 2.44). The theory of
localization at multiplicative subsets works perfectly well and provides in particular
localizations ofR at each prime p ∈ SpecR and away from any morphism r ∈MorR
(Propositions 2.31 and 2.36). All of this is due to the observation that, if r and s are
any two composable maps in a graded commutative 2-ring, then r and s “commute
with each other” up to isomorphisms and twists (see Proposition 2.9).
In Section 3 we proceed to apply this generalized commutative algebra to tensor
triangular geometry. If T is a ⊗-triangulated category, we call a central 2-ring of
T any graded commutative 2-ring occurring as a full tensor subcategory of T . We
can now state our main abstract result (see Theorem 3.10).
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Theorem 1.1. For every central 2-ring R of a ⊗-triangulated category T there
exists a continuous spectral map
ρRT : Spc(T )→ Spec(R)
defined by the formula ρRT (P) := {r ∈ MorR | cone(r) 6∈ P} for all P ∈ Spc T .
Moreover ρRT is natural in an evident sense with respect to pairs (T ,R).
By viewing ordinary (graded) commutative rings as graded commutative 2-rings,
it is easy to see that Theorem 1.1 generalizes the construction of Balmer’s graded
and ungraded comparison maps (cf. Examples 2.4 and 4.13). In view of the freedom
of choice for the central 2-ring R that Theorem 1.1 offers us, we now have in our
hands a whole new phylum of candidate spaces – the Zariski spectra SpecR – to
help us compute Spc T in examples. More specifically, the geometry of graded com-
mutative 2-rings bridges the gap between the “mundane” spectra of commutative
rings and the “exotic” triangular spectra.
We should mention that, on our way to establishing Theorem 1.1, we prove that
every central 2-ring of a local tensor triangulated category ([3, Def. 4.1]) must be
a local graded commutative 2-ring (see Theorem 3.3). Furthermore, we completely
extend Balmer’s elegant technique of central localization to graded commutative
2-rings (see Theorems 3.6 and 2.47).
In Section 4 we illustrate our construction with two families of examples, namely
(ordinary) graded commutative rings, and schemes with an ample family of line
bundles.
Consider a G-graded ring R, where G is some abelian group, which is graded
commutative with respect to some signing symmetric form G × G → Z/2. We
want to study the tensor triangulated category T := Dperf(R) = D(R-GrMod)c of
perfect complexes of graded R-modules. To this end, we note that the companion
category CR of R (see Example 2.4 (3)) is a graded commutative 2-ring whose
spectrum Spec CR is just SpechR, the homogeneous spectrum of R. Moreover CR is
equivalent, as a graded commutative 2-ring (essentially via the Yoneda embedding),
to the central 2-ring R of Dperf(R) generated by the twists R(g), g ∈ G, of the ring
itself. With these identifications, we obtain our first application (see Theorem 4.7):
Theorem 1.2. The comparison map of Theorem 1.1 yields a homeomorphism
Spc(Dperf(R))
∼
→ Spech(R)
for every graded commutative ring R, identifying Balmer’s universal support data in
the triangular spectrum with the homological support data in the Zariski spectrum.
The proof rests on a general abstract criterion for injectivity of ρRT (see Proposi-
tion 3.11) and the reduction to the case of a noetherian graded commutative ring,
which had already been established in [7, Theorem 5.1]. By general tensor triangu-
lar geometry as in loc. cit. we can now immediately translate the previous theorem
into the following classification result.
Corollary 1.3. For any graded commutative ring R there is an inclusion-preserving
bijection between:
(1) thick subcategories C of Dperf(R) that are closed under twisting by arbitrary
elements g ∈ G, and
(2) subsets S of the homogeneous spectrum SpechR of the form S =
⋃
i Zi,
where each Zi is closed and has quasi-compact complement in Spec
hR.
The correspondence maps a twist-closed thick subcategory C to the union of the
homological supports of its objects,
⋃
X∈C ssuppX, and conversely a given subset S
of the required form is mapped to the subcategory {X ∈ Dperf(R) | ssupp(X) ⊆ S}.
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Remark 1.4. We note that, by considering a problem about ordinary graded com-
mutative rings R, we were naturally led to consider graded commutative 2-rings:
namely the companion category CR and its non-strict incarnation R inside of the
derived category.
Next consider a quasi-compact and quasi-separated scheme X . Assume that
X admits an ample family of line bundles L := {Lλ}λ∈Λ, and denote by R(L)
the central 2-ring of Dperf(X) generated by the ample family. By applying the
same abstract injectivity criterion as before, we obtain our second application (see
Theorem 4.11):
Theorem 1.5. The comparison map associated to the tensor-triangulated category
Dperf(X) and its central 2-ring R(L) yields an injective map
ρ
L
X : X →֒ Spec(R(L))
which, moreover, is a homeomorphism onto its image.
By all rights, the morphism ρ
L
X should be geometric, provided we know in which
sense to associate some geometry with the spectrum of a graded commutative 2-
ring. In this case the geometric point of view is explained in work of Brenner
and Schro¨er [5] and our result recovers, via tensor triangular geometry, the map of
topological spaces underlying their construction (see Remark 4.12).
1.3. Some recollections and notations. Throughout all categories are under-
stood to be locally small.
Let us recall a few facts and fix some notation about closed symmetric monoidal
categories (for further details we refer e.g. to [10] or [11, III.1]). In any monoidal
category C with tensor ⊗ and unit object 1, we will reserve the letters λ, ρ and
α for the structural coherence natural isomorphisms (left unitor, right unitor, and
associator)
λx : 1⊗ x
∼
→ x , ρx : x⊗ 1
∼
→ x , αx,y,z : x⊗ (y ⊗ z)
∼
→(x⊗ y)⊗ z
for all objects x, y, z ∈ C. By tensor category we will always mean a symmetric
monoidal category, and we will denote the symmetry isomorphism by
γx,y : x⊗ y
∼
→ y ⊗ x .
Let C be a tensor category. The dual of a dualizable object x of C will be denoted
by x∨. It is determined up to isomorphism by a natural bijection C(x∨ ⊗ −,−) ∼=
C(−, x ⊗ −), or equivalently, by two maps ηx : 1 → x ⊗ x∨ and εx : x∨ ⊗ x → 1
making the following two diagrams commute (where one goes backward along the
structure isomorphisms where necessary):
(x⊗ x∨)⊗ x x⊗ (x∨ ⊗ x)
α
∼
oo
idx⊗εx

1⊗ x
λ
∼
//
ηx⊗idx
OO
x x⊗ 1
ρ
∼
oo
x∨ ⊗ (x⊗ x∨)
α
∼
// (x∨ ⊗ x) ⊗ x∨
εx⊗idx∨

x∨ ⊗ 1
∼
ρ
//
idx∨⊗ηx
OO
x∨ 1⊗ x∨
∼
λoo
These are sometimes called the “zig-zag identities” and are nothing but the two
triangle identities for the adjunction between x⊗− and x∨⊗− (slightly disguised).
The assignment x 7→ x∨ extends canonically to morphisms to define a self-duality
functor (a contravariant autoequivalence) on the full subcategory of dualizable ob-
jects in C.
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The evaluation ε and coevaluation η are moreover dinatural, in the sense that
for any morphism f : x→ y, the following two squares are commutative:
(1.6) y∨ ⊗ x
idy∨⊗f
//
f∨⊗idx

y∨ ⊗ y
εy

1
ηx
//
ηy

x⊗ x∨
f⊗idx∨

x∨ ⊗ x
εx // 1 y ⊗ y∨
idy⊗f
∨
// y ⊗ x∨
(In fact by definition of the functor (−)∨ the isomorphism C(x∨⊗y, z) ∼= C(y, x⊗z)
is natural in x, y and z, and thus defines an adjunction with parameter. This can be
seen to be equivalent to the unit and counit being dinatural as above, see [12, IX.4].)
An object x is invertible if there exists an object x′ and an isomorphism x⊗x′ ∼= 1
(and therefore x′ ⊗ x ∼= 1). If x is invertible it is also dualizable, and indeed, the
dual x∨ provides a canonical choice for an inverse x′, since in this case the unit and
counit maps are isomorphisms η : 1
∼
→ x⊗ x∨ and ε : x∨ ⊗ x
∼
→ 1.
Notation 1.7. In order to alleviate our notational burden, we will often omit from
displayed diagrams all tensor symbols ⊗ and subscripts for natural transformations,
and we will often denote an identity map idx by the object x. Thus for instance, if
there is no danger of confusion, we will simply write
y∨x
y∨f
//
f∨x

y∨y
ε

1
η
//
η

xx∨
fx∨

x∨x
ε // 1 yy∨
yf∨
// yx∨
for the dinaturality squares (1.6). Occasionally we will also omit the associativity
and unit isomorphisms, as justified by Mac Lane’s coherence theorem.
2. Graded commutative 2-rings
The following definition is commonly understood to be a sensible categorification
of the concept of abelian group, see e.g. [1], [8] and the many references therein.
Definition 2.1. A symmetric 2-group is a symmetric monoidal groupoid in which
every object is invertible for the tensor product.
Examples 2.2. (1) Every abelian group G can be considered as a discrete sym-
metric 2-group, i.e., as the discrete category with object set objG = G
equipped with the strict symmetric tensor product g⊗h = g+h and 1 = 0.
(2) The Picard 2-group (or Picard groupoid, Picard category) of a symmetric
monoidal category C is the symmetric 2-group obtained from C by con-
sidering the (non-full) monoidal subcategory of all invertible objects and
isomorphisms between them.
Let G be an essentially small symmetric 2-group.
Definition 2.3. A G-graded commutative 2-ring R is a symmetric monoidal Z-
categoryR equipped with a symmetric monoidal functor G → R which is surjective
on objects (thus R is essentially small and its objects are invertible).
Typically G → R will simply be the inclusion of the Picard 2-group of R, in
which case we will simply speak of a graded commutative 2-ring. Hence we will
not distinguish notationally between the objects of R and those of G; they will
be written g, h, ℓ, . . . ∈ G and thought of as “degrees”. We will also think of the
morphisms r of R as “elements”, so for instance we will tend to write r ∈ R rather
than r ∈ MorR.
6 IVO DELL’AMBROGIO AND GREG STEVENSON
We make the convention that natural structure maps, for example the left and
right unitors, are written in the direction in which they occur; when defining a
composite using such maps it is understood that the composite is obtained by
going backward (taking the inverse) along any such arrows which are in the “wrong”
direction. Given a morphism r : g → h in R and an object ℓ ∈ R, we will refer to
the morphisms r ⊗ ℓ = r ⊗ idℓ : g ⊗ ℓ→ h⊗ ℓ and ℓ⊗ r : ℓ⊗ g → ℓ⊗ h as the right
twist, respectively left twist, of r by ℓ.
Examples 2.4. (1) The zero category {0} is a G-graded commutative 2-ring for
any choice of G, in a unique way. There is an evident many-objects version
of {0} for any choice of object class with a distinguished element (which will
be elected to be the tensor unit), which is of course monoidally equivalent
to {0} and is graded over a suitable trivial symmetric 2-group.
(2) Let R be a commutative ring. We may consider R as a Z-linear category
with a single object ∗ whose endomorphism ring is R, and we may equip
this category with the strict symmetric tensor product r ⊗ s := rs, for
r, s ∈ R. Thus we can view R as a commutative 2-ring graded by the
trivial (symmetric 2-)group.
(3) (See [7] for details.) Let G be an abelian group, and let R be a G-graded
ǫ-commutative ring, for some signing symmetric form ǫ : G × G → Z/2.
The companion category of R, denoted CR, is the small Z-linear category
with object set obj CR := G, with Hom groups CR(g, h) := Rh−g, and with
composition given by the multiplication of R. Multiplication also yields
a strict symmetric tensor product, which on objects g, h ∈ G is the sum
g ⊗ h := g + h and on two maps r : g → h and r′ : g′ → h′ is given by
the formula r ⊗ r′ := (−1)ǫ(g,g
′
−h′)rr′. Thus the companion category CR
is a G-graded commutative 2-ring, where G is seen as a discrete symmetric
2-group. Its tensor structure extends to the category AbCR of additive
functors, and this is tensor equivalent to R-GrMod, the tensor category of
left graded modules. Thus R and CR are Morita tensor equivalent, and once
again we can think of R as being a graded symmetric 2-ring, namely CR.
(4) Let X be a scheme and suppose that {Li | i ∈ I} is a family of line
bundles on X . Then the full subcategory of quasi-coherent OX -modules
with objects all finite tensor products of the Li and their inverses is a
symmetric 2-ring. It is graded over the corresponding subcategory of the
Picard 2-group of X .
Definition 2.5. Let ι : G → R and ι′ : G′ →R′ be two graded commutative 2-rings.
A morphism F : R→ R′ is a square of ⊗-functors
G
ι //
F

R
F

G′
ι′ // R′
such that F : R → R′ is additive and such that there exists an isomorphism Fι ∼=
ι′F . If ι and ι′ are inclusions (e.g. when R and R′ are graded by their Picard
2-groups), then we only talk about the tensor functor F : R → R′ and assume that
G → G′ is its restriction.
Among the numerous examples of morphisms that will be used later on, we men-
tion those produced by localization (see §2.5), and the inclusions between different
central 2-rings in a tensor-triangulated category (see §3.1).
2.1. Pseudo-commutativity. Let R be a graded commutative 2-ring.
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Definition 2.6. Let r ∈ R. By a translate of r we will mean any morphism of R
obtained from r by the operations of taking twists of morphisms and composing
with isomorphisms on either side, in any combination.
Lemma 2.7. Every translate of r is isomorphic to a left twist and also to a right
twist of r, that is, has the form u(g ⊗ r)v and also the form u′(r ⊗ g′)v′ for some
objects g, g′ ∈ G and some isomorphisms u, v, u′, v′. Moreover, translation (the
relation “ r˜ is a translate of r”) is an equivalence relations on the morphisms of R.
Proof. Every right twist s⊗ h of a morphism s by an object h is isomorphic to the
corresponding left twist h⊗s, by the symmetry of the tensor product. Since twisting
preserves isomorphisms and an iteration of twists is again (up to isomorphism) a
twist, we conclude that every translate of r can be brought to either of the two
forms. It is similarly easy to check that translation is an equivalence relation. 
Example 2.8. For every map r : g → h in R, the dinaturality square
h∨g
r∨g

h∨r // h∨h
ε∼

g∨g
ε
∼
// 1
shows that r and r∨ are translates of each other.
The next all-important proposition states that, in a graded commutative 2-ring,
composition is commutative up to translation. Later on we will also use a slight
generalization of the same argument, when the need will arise to consider algebras
over graded commutative 2-rings (see §2.7).
Proposition 2.9. Let r : g → h and s : h→ ℓ be two composable morphisms of R.
Then there exists in R a commutative diagram of the form
g
u ∼

r // h
s // ℓ
hh∨g
sh∨g
// ℓh∨g
ℓh∨r // ℓh∨h
v∼
VV
and where u and v are some isomorphisms. In particular, sr = r′s′ for some
translates r′ of r and s′ of s.
Proof. We may construct the following commutative diagram:
(2.10) g
r // h
s // ℓ
g1
∼ ρ
OO
r1 // h1
ρ
OO
s1 // ℓ1
∼ρ
OO
gg∨g
gεg∼
OO
rg∨g
// hg∨g
hεg
OO
sg∨g
// ℓg∨g
∼ℓεg
OO
∼
ℓεg
// ℓ1
1g
∼ ηg g
OO
∼
ηh g // hh∨g
hr∨g
OO
sh∨g
// ℓh∨g
ℓr∨g
OO
ℓh∨r
// ℓh∨h
∼ℓεh
OO
Indeed, the top two squares commute by the naturality of ρ; the bottom-left and
bottom-right ones by applying −⊗g, resp. ℓ⊗−, to appropriate dinaturality squares;
the remaining three by the (bi)functoriality of the tensor product. Note that all
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the morphisms labeled ∼ are isomorphisms, because the objects g and h are ⊗-
invertible. Now it suffices to compose the maps on its outer frame between the
boxed objects, in order to obtain a diagram as claimed. 
Corollary 2.11. In a graded commutative 2-ring, any (right or left) composite of
a non-invertible morphism is again non-invertible.
Proof. We prove the converse: if r : g → h and s : h→ ℓ are two composable maps
such that their composite sr is invertible, then s and r are invertible. Of course, it
suffices to show that s is invertible. As in any category, for this it suffices to show
that s has both a right inverse and a left inverse. Since sr is invertible, r(sr)−1 is
clearly a right inverse of s. To find a left inverse, consider a commutative diagram
as in Proposition 2.9:
g
u ∼

r // h
s // ℓ
•
s′ // •
r′ // •
v∼
VV
Here s′ is a twist of s, r′ is a twist of r, and u and v are invertible. Since sr is
invertible, so is r′s′. Hence (r′s′)−1r′ is a left inverse of s′. Since twisting is an
equivalence of categories, this shows that s also has a left inverse. 
2.2. Homogeneous ideals.
Definition 2.12. A homogeneous ideal I of R is a (Z-linear categorical) ideal of
morphisms of R which is closed under tensoring with arbitrary morphisms of R.
In other words, it is a collection of subgroups I(g, h) ⊆ R(g, h) for all g, h ∈ G,
satisfying the two properties
(1) R(h, h′) ◦ I(g, h) ◦ R(g′, g) ⊆ I(g′, h′)
(2) R(g′, h′)⊗I(g, h) ⊆ I(g′⊗g, h′⊗h) and I(g, h)⊗R(g′, h′) ⊆ I(g⊗g′, h⊗h′)
for all g′, h′ ∈ G.
We note that as in a symmetric 2-ring there are no direct sums all maps are
“homogeneous of some degree”, so we do not need to impose a homogeneity con-
dition on generators, as is the case for usual graded rings (cf. Example 2.4 (3)).
Nonetheless, here as elsewhere we have borrowed the terminology – along with the
intuition – from graded rings.
Remarks 2.13. We collect here some immediate observations on homogeneous ideals.
(1) It follows from the essential smallness of R that there is only a set of
homogeneous ideals of R.
(2) If I is a homogeneous ideal of R, then ⊗ descends to a tensor structure
on the additive quotient category R/I. The quotient functor R → R/I is
symmetric monoidal and thus preserves invertible objects, so R/I is again
a graded commutative 2-ring.
Moreover, the homogenous ideals of R/I are in bijection with the homo-
geneous ideals of R containing I, in the usual way. Conversely, the kernel
(on maps) of any morphism R → R′ of graded commutative 2-rings is a
homogeneous ideal.
(3) A homogeneous ideal is proper iff it contains no isomorphism, iff it does
not contain any identity map, iff it does not contain the identity map of 1.
(4) If the homogeneous ideal I contains a morphism r then it also contains all
the translates of r.
(5) Since duals are translates (Example 2.8), we see in particular that every
homogeneous ideal is self-dual: I = I∨.
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(6) It follows from the factorizations
gg′
rg′

rr′
❇❇
❇
!!❇
❇❇
gr′
// gh′
rh′

hg′
hr′
// hh′
of r ⊗ r′, for any r ∈ R(g, h) and r′ ∈ R(g′, h′), that an ideal I of R is
closed under tensoring with arbitrary maps iff it is closed under tensoring
with arbitrary objects (i.e., with identity maps). By symmetry, it suffices
that this holds on one side, i.e. that g ⊗ r ∈ I for all g ∈ G and r ∈ I.
(7) Since all objects of R are invertible, we see from the commutative square
g∨gh
g∨gr
//
εg h ∼

g∨gℓ
∼ εg ℓ

h
r // ℓ
and (6) (and the associativity of ⊗) that the second condition in the defi-
nition of a homogeneous ideal is equivalent to
r ∈ I ⇔ g ⊗ r ∈ I for all maps r and objects g
and also to
r ∈ I ⇒ g ⊗ r ∈ I for all maps r and objects g .
These remarks will be used repeatedly without further mention.
The set of all homogeneous ideals of R forms a poset with respect to inclusion.
This poset is in fact a complete lattice, where meets
∧
λ Iλ =
⋂
λ Iλ are just inter-
sections, and therefore joins can be given by
∨
λ Iλ =
⋂
λ{J | Iλ ⊆ J}. A much
more useful formula is provided by the following lemma.
Lemma 2.14. The join of any family {Iλ}λ∈Λ of homogeneous ideals of R is given
by their Hom-wise sum (
∨
λ Iλ) (g, h) =
∑
λ Iλ(g, h) for all g, h ∈ G.
Proof. It suffices to prove that the Hom-wise sum of the Iλ’s is a homogeneous
ideal, since any other homogeneous ideal containing the Iλ’s will have to contain
it as well. Let g, h ∈ G. By definition,
∑
λ Iλ(g, h) is a subgroup of R(g, h).
Moreover, if rλ1 + . . . + rλn ∈
∑
λ Iλ(g, h) is an arbitrary element then its twists
g⊗ (rλ1 + . . .+ rλn) = g⊗ rλ1 + . . .+ g⊗ rλn and its multiples s(rλ1 + . . .+ rλn) =
srλ1 + . . .+ srλn and (rλ1 + . . .+ rλn)t = rλ1 t+ . . .+ rλnt are again in
∑
λ Iλ(g, h),
since each Iλ is closed under these operations. Thus
⋃
g,h
∑
λ Iλ(g, h) is an ideal
as claimed completing the proof. 
Therefore we will also write ∩ for meets and + or
∑
for joins.
Proposition 2.15. Let r : g → h be any morphism of R. The principal homoge-
neous ideal 〈r〉 ⊆ R generated by r admits the following explicit description: for
all g′, h′ ∈ G, its component 〈r〉(g′, h′) consists precisely of the morphisms of the
form s(ℓ ⊗ r)u for some object ℓ ∈ G, some isomorphism u : g′
∼
→ ℓ ⊗ g and some
morphism s : ℓ ⊗ h → h′. Dually, it also consists precisely of the morphisms of
the form v(r ⊗ k)t for some object k ∈ G, map t : g′ → g ⊗ k and isomorphism
v : h⊗ k
∼
→ h′.
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Proof. We only prove the first claim, the second one being dual. Let I(g′, h′) be
the set of maps g′ → h′ of the form s(ℓ ⊗ r)u, as above. It suffices to show that
I :=
⋃
g′,h′ I(g
′, h′) is a homogeneous ideal containing r, since clearly I ⊆ 〈r〉.
Note that r has the required form, for instance because of the commutative square
1g
λ∼

1r // 1h
∼ λ

g
r // h .
Moreover I is evidently closed under twists and under compositions on the left,
hence it remains only to show that it is closed under sums and compositions on the
right.
Thus consider r′ := s(ℓ⊗ r)u ∈ I(g′, h′), with u invertible, and let t ∈ R(g′′, g′)
be some map. By Proposition 2.9, their composition r′t is equal to t′r′′ for some
translate t′ of t and some translate r′′ of r′. But the latter is immediately seen to
be a morphism of the form t˜(ℓ˜ ⊗ r)u˜ with u˜ invertible, so it belongs to I(g′′, h′).
This shows that I is closed under composition on the right.
Finally, let
r′ =
(
g′
u
∼
// ℓ⊗ g
ℓ⊗r
// ℓ ⊗ h
s // h′
)
and
r′′ =
(
g′
u˜
∼
// ℓ˜⊗ g
ℓ˜⊗r
// ℓ˜⊗ h
s˜ // h′
)
be two morphisms in I(g′, h′). Since u and u˜ are isomorphisms and g is tensor-
invertible, we deduce the existence of an isomorphism ϕ : ℓ˜ ∼= g′ ⊗ g∨ ∼= ℓ between
ℓ˜ and ℓ, which we can use to constuct a commutative diagram
ℓ˜⊗ g
ϕ⊗g

ℓ˜⊗r
// ℓ˜⊗ h
s˜
''❖
❖❖
❖❖
❖
ϕ⊗h

g′
u˜ 77♣♣♣♣♣♣
v := ''❖
❖❖
❖❖
❖ h′
ℓ⊗ g
ℓ⊗r
// ℓ⊗ h
=: t
77♦♦♦♦♦♦
where v is again an isomorphism. Thus we may write r′′ = t(ℓ ⊗ r)v. Since −⊗ g
is an endo-equivalence of R, the automorphism uv−1 : ℓ⊗ g
∼
→ ℓ⊗ g must have the
form ψ⊗ g for some automorphism ψ of ℓ. We thus obtain a commutative diagram
ℓ⊗ g
ψ⊗g∼

ℓ⊗r
// ℓ⊗ h
t //
ψ⊗h∼

h′
g′
v 77♦♦♦♦♦♦
u ''❖
❖❖
❖❖
❖
ℓ⊗ g
ℓ⊗r
// ℓ⊗ h
s // h′
where the upper composition g′ → h′ is r′′ and the lower one is r′. Now we may
use it to compute
r′ + r′′ = s(ℓ⊗ r)u + t(ℓ⊗ r)v
= s(ℓ⊗ r)u + t(ψ ⊗ h)−1(ℓ ⊗ r)u
= (s+ t(ψ ⊗ h)−1)(ℓ⊗ r)u
∈ I(g′, h′) ,
which shows that I(g′, h′) is closed under sums. Since clearly it also contains the
zero map, this concludes the proof that I is a homogeneous ideal. 
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We now introduce one last family of homogeneous ideals.
Definition 2.16. The annihilator of a morphism s of R, denoted by AnnR(s), is
the homogeneous ideal of R generated by all the r ∈ R such that r ◦ s = 0.
This definition looks as if it should be called the left annihilator of s, but the
next lemma shows that, as for commutative rings, there is actually no difference
between left and right annihilators.
Proposition 2.17. The annihilator of s ∈ R has the explicit descriptions
AnnR(s) = {r ∈MorR | ∃ a translate r˜ of r s.t. r˜s = 0}
= {r ∈MorR | ∃g ∈ G and ∃ an isomorphism u s.t. (g ⊗ r)us = 0}
and
AnnR(s) = {r ∈ MorR | ∃ a translate r˜ of r s.t. sr˜ = 0}
= {r ∈ MorR | ∃g ∈ G and ∃ an isomorphism u s.t. su(g ⊗ r) = 0} .
In particular, by symmetry, AnnR(s) is also equal to the homogenous ideal of R
generated by the maps r ∈ R such that sr = 0.
Proof. Observe that the second equality in both parts of the statement is immediate
from Lemma 2.7. Thus it is sufficient to prove the first equality in each statement;
as they are similar we only give a proof of the top one.
Let I := {r ∈ MorR | ∃ a translate r˜ of r s.t. r˜s = 0}. Since AnnR(s) is
a homogeneous ideal it is closed under translates and thus by definition it must
contain I. To prove the reverse inclusion, it suffices to show that I is a homogeneous
ideal. If r is in I then (g ⊗ r)us = 0 for some object g and isomorphism u. Given
h ∈ G we see that h⊗ r ∈ I i.e., I is closed under left twists, by considering
((g ⊗ h∨)⊗ (h⊗ r))us ∼= (g ⊗ r)us = 0.
Similarly we see that for a morphism t which can be postcomposed with r there is
an equality
(g ⊗ (tr))us = (g ⊗ t)(g ⊗ r)us = 0 ,
showing that I is closed under left compositions.
To show that I is closed under sums we use the same reasoning as in the previous
proposition. Let r1, r2 ∈ AnnR(s)(g, h). By definition of I(g, h) and by Lemma
2.7, this means that there exist objects ℓ1, ℓ2 and isomorphisms v1, v2 such that
(ℓ1 ⊗ r1)v1s = 0 and (ℓ2 ⊗ r2)v2s = 0. In particular v1 and v2 have the same
domain, and since g is tensor-invertible we deduce the existence of an isomorphism
ϕ : ℓ2
∼
→ ℓ1. Hence we may define an isomorphism w fitting into the following
commutative diagram.
ℓ2 ⊗ g
∼ ϕ⊗g

ℓ2⊗r2 // ℓ2 ⊗ h
∼ ϕ⊗h

•
s // •
v2 66♠♠♠♠♠♠
w := ((◗
◗◗◗
◗◗
ℓ1 ⊗ g
ℓ1⊗r2 // ℓ1 ⊗ h
Since (ℓ2 ⊗ r2)v2s = 0 by hypothesis, we deduce moreover that (ℓ1 ⊗ r2)ws = 0.
And since − ⊗ g is an endo-equivalence of R, the automorphism v1w−1 of ℓ1 ⊗ g
must have the form ψ ⊗ g for some automorphism ψ of ℓ1. Thus we obtain the
12 IVO DELL’AMBROGIO AND GREG STEVENSON
following commutative diagram:
ℓ1 ⊗ g
∼ ψ⊗g

ℓ1⊗r2 // ℓ1 ⊗ h
∼ ψ⊗h

•
s // •
w 66♠♠♠♠♠♠
v1 ((
◗◗◗
◗◗◗
ℓ1 ⊗ g
ℓ1⊗r2 // ℓ1 ⊗ h
This allows us to compute
(ℓ1 ⊗ (r1 + r2))v1s = (ℓ1 ⊗ r1)v1s︸ ︷︷ ︸
0
+(ℓ1 ⊗ r2)v1s
= (ℓ1 ⊗ r2)(ψ ⊗ g)ws
= (ψ ⊗ h) (ℓ1 ⊗ r2)ws︸ ︷︷ ︸
0
= 0 ,
which shows that r1 + r2 belongs to I, as wished.
Finally, it remains to verify that I is also closed under composition on the right,
and this follows easily from Proposition 2.9. More precisely, the following claim is
an immediate consequence of Proposition 2.9:
Claim: For any two maps a, b ∈ R, we have the following equivalence:
a′b = 0 for some translate a′ of a ⇔ ba′′ = 0 for some translate a′′ of a.
Therefore, if we assume that r′s = 0 for some translate r′ of r, then sr′′ = 0 for
some (other) translate r′′ of r, say r′′ = w(ℓ⊗r)w′ for an object ℓ and isomorphisms
w,w′. But this implies sw(ℓ⊗r) = 0 and therefore also sw(ℓ⊗rt) = sw(ℓ⊗r)(ℓ⊗t) =
0. In other words, we have sa′ for some translate a′ of a := rt. By applying the claim
once again, we see that a′′s = 0 for some other translate a′′ of rt. This shows that
I is closed under composition on the right, as required. Hence AnnR(s) = I. 
2.3. Products of ideals. In this subsection we explain how the lattice of homo-
geneous ideals in R — let us denote it by Id(R) — is a commutative ideal lattice,
in the sense of Buan, Krause and Solberg [6]. This observation provides a quick
and conceptual way of defining the Zariski spectrum of R.
Lemma 2.18. Let I,J be two homogeneous ideals. Then their categorical product
I ◦ J = {s1t1 + . . .+ sntn | s1, . . . , sn ∈ I, t1, . . . , tn ∈ J , n ≥ 0}
and their tensor product
I ⊗ J = 〈{s⊗ t | s ∈ I, t ∈ J }〉
define the same homogeneous ideal, that we will simply denote by IJ . It follows in
particular that IJ = J I.
Proof. Clearly I◦J is a homogeneous ideal, and it follows from s⊗t = (s⊗id)(id⊗t)
that it contains I⊗J . On the other hand, consider the following truncated version
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of the commutative diagram (2.10):
g t //
st
%%
h
s // ℓ
g1
∼ ρ
OO
t1 // h1
ρ
OO
s1 // ℓ1
∼ρ
OO
gg∨g
gε∼
OO
tg∨g
// hg∨g
hε
OO
sg∨g
// ℓg∨g
∼ℓε
OO
1g
∼ ηg
OO
∼
ηg
// hh∨g
ht∨g
OO
s⊗ t∨g
II
We read off its outer frame that every composition st (s ∈ I, t ∈ J ) has the
form u(s ⊗ t∨ ⊗ g)v for some isomorphisms u, v and is therefore contained in the
homogeneous ideal generated by the tensor products s′ ⊗ t′ (s′ ∈ I, t′ ∈ J ), since
t∨ ⊗ g ∈ J . Hence I ◦ J = I ⊗ J . The symmetry I ⊗ J = J ⊗ I is obvious from
s⊗ t = γ(t⊗ s)γ. 
Lemma 2.19. The compact elements I ∈ Id(R) (i.e., those for which I ⊆
∨
α Iα
always implies I ⊆
∨
α′ Iα′ for some finite subset of indices) are precisely the finitely
generated ideals: I = 〈r1, . . . , rn〉.
Proof. If I is finitely generated, then it is compact by the sum description of joins.
Conversely, as I =
∑
r∈I〈r〉 then if I is compact it must be finitely generated. 
Proposition 2.20. The poset Id(R) of homogeneous ideals of R, ordered by inclu-
sion and equipped with the pairing (I,J ) 7→ IJ , is an ideal lattice.
Proof. We need to verify the axioms (L1)-(L5) of [6, Definition 1.1], and this is quite
straightforward. We have already seen that Id(R) is complete, and it is compactly
generated since I =
∑
r∈I〈r〉 holds for every I. By Lemma 2.19, 1 = 〈id1〉 is
compact and the product of two compact elements is compact: writing I = 〈I〉
and J = 〈J 〉 for finite sets I, J , it follows from Lemma 2.18 that IJ = 〈I ⊗ J〉
is again compact. Finally, the product distributes over finite joins: I1(I2 + I3) =
I1I2 + I1I3. 
It follows in particular that R has an associated spectrum of prime elements,
which by [6] is a spectral space in the sense of Hochster [9]. In the next few subsec-
tions we (re)define the spectrum and (re)prove its spectrality in a more traditional
way, using localization, as it makes clear the parallel to usual commutative rings
and we will need localization in any case.
2.4. The Zariski spectrum. Let R be a G-graded commutative 2-ring.
Definition 2.21. A proper homogeneous ideal I of R is prime if it satisfies the
usual condition, that r ◦ s ∈ I implies either r ∈ I or s ∈ I. The (homogeneous)
spectrum of R, denoted SpecR, is the set of all prime ideals of R endowed with
the Zariski topology. Thus by definition the closed subsets are those of the form
V (I) := {p ∈ SpecR | I ⊆ p}
for some homogeneous ideal I of R.
Lemma 2.22. We have the familiar computational rules:
(1) V (0) = SpecR and V (R) = ∅.
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(2) V (I) ∪ V (J ) = V (IJ ).
(3)
⋂
λ V (Iλ) = V (
∑
λ Iλ).
In particular the Zariski topology is indeed a topology. Moreover, the sets
Dr := {p ∈ SpecR | r 6∈ p} (r ∈ R)
provide a basis of open subsets.
Proof. The computational rules are easily verified. We then obtain
V (I) = V
(∑
r∈I
〈r〉
)
=
⋂
r∈I
V (〈r〉)
which shows that the sets V (〈r〉) = SpecR r Dr (r ∈ R) are a basis of closed
subsets, which is equivalent to the second claim. 
Remark 2.23. It is immediate to verify that every morphism F : R → R′ induces
a continuous map Spec(F ) : SpecR′ → SpecR by Spec(F )(p) := F−1p, and that
Spec is functorial: Spec(idR) = idSpecR and Spec(F ◦ F ′) = SpecF ′ ◦ SpecF .
Lemma 2.24. Every maximal homogeneous ideal is prime, and every proper ho-
mogeneous ideal is contained in a prime ideal.
Proof. The second claim follows from the first one by the usual application of Zorn’s
lemma. In order to prove the first claim, note that I is prime iff R/I is a domain,
by which of course we mean that it has no nonzero divisors: if rs = 0 then r = 0
or s = 0. Also, I is maximal iff R/I has no homogeneous ideals other than 0 and
itself, and they are distinct. But the latter implies the first: if I is maximal and
if s ∈ R/I is a nonzero element, then AnnR/I(s) 6= R/I (otherwise s = 0) so by
hypothesis we must have AnnR/I(s) = 0, showing that there exists no r ∈ R/I
with rs = 0. 
Corollary 2.25. The spectrum SpecR is empty if and only if R ≃ {0}.
Proof. In view of Lemma 2.24 it suffices to see that every non-invertible map r in
R is contained in some proper ideal, i.e., we have to show that in this case 〈r〉 is
proper. If this were not the case, then id1 ∈ 〈r〉. Therefore, by Proposition 2.15,
we would be able to write id1 = urs and id1 = trv for some isomorphisms u and v.
But this would imply that r has both a left and a right inverse and is therefore
invertible, in contradiction with the hypothesis. 
Proposition 2.26. The topological space SpecR is quasi-compact.
Proof. Consider a cover SpecR =
⋃
λ∈Λ Uλ by open subsets, which by Lemma 2.22
we may assume of the form Uλ = Drλ . Thus ∅ =
⋂
λ V (〈rλ〉) = V (
∑
λ〈rλ〉). This
means that the ideal I :=
∑
λ〈rλ〉 is equal to R (otherwise there would be some
prime containing it, by Lemma 2.24). Hence id1 ∈ I, and it follows from the explicit
descriptions of principal ideals and sums (Proposition 2.15 and Lemma 2.14) that
there exist finitely many indices λ1, . . . , λn and maps s1, . . . , sn and t1, . . . , tn such
that id1 = s1rλ1 t1 + . . . + snrλn tn. Therefore id1 ∈ 〈rλ1〉 + . . . + 〈rλn〉, that is
R = 〈rλ1 〉+ . . .+ 〈rλn〉, that is SpecR = Drλ1 ∪ · · · ∪Drλn . 
2.5. Multiplicative systems and localization. We define homogeneous mul-
tiplicative systems in a graded commutative 2-ring in the natural way and show
that they satisfy a two-sided calculus of fractions. In particular this allows us to
localize R at a prime ideal.
Definition 2.27. A family S ⊆ MorR of morphisms of R is called a homogeneous
multiplicative system if it contains all isomorphisms and is closed under taking
composites and translates.
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Remark 2.28. If S is a homogeneous multiplicative system in R and r is some
morphism of R, then it follows from Example 2.8 that r ∈ S iff r∨ ∈ S.
Example 2.29. For any r ∈ R, we denote by Sr the smallest homogeneous mul-
tiplicative system of R containing r. Note that Sr consists precisely of all finite
composites of twists of r and isomorphisms, i.e., all finite compositions of translates
of r.
Example 2.30. The complement Sp := MorR r p of every homogeneous prime
ideal p ∈ SpecR is a homogeneous multiplicative system of R.
Proposition 2.31. Every homogeneous multiplicative system S in a graded com-
mutative 2-ring R satisfies both a left and a right calculus of fractions.
Proof. We are only going to prove that S satisfies a calculus of left fractions, because
the proof for right fractions is dual (using the duality (−)∨ : R ≃ Rop, which
stabilizes S by Remark 2.28). Since by definition S contains the identities of R and
is closed under composition, it remains to verify the following two assertions:
(1) (Ore condition.) Given two morphisms r and s with s ∈ S as depicted,
g
r //
S ∋ s

h
s′ ∈S

ℓ
r′ //m
then there exist s′ ∈ S and r′ such that s′r = r′s.
(2) (Cancellation.) Given three morphisms r, t an s as depicted,
m
s′ //g
r
&&
t
88h
s //ℓ
with s ∈ S and such that sr = st, then there exists a morphism s′ ∈ S such
that rs′ = ts′.
Since R is an Ab-category, (2) may be conveniently reformulated as follows:
(2) Given two morphisms r : g → h and s : h→ ℓ with s ∈ S and sr = 0, then
there is an s′ ∈ S with rs′ = 0.
To prove (1), consider the following commutative diagram:
(2.32) h g
s //roo ℓ
1h
∼ λ
OO
1g
1roo
λ
OO
1s // 1ℓ
∼ λ
OO
hh∨h
∼ εh∨ h
OO
∼ h εh

hh∨g
hh∨roo
εh∨ g
OO
hh∨s //
hr∨g

hh∨ℓ
εh∨ ℓ∼
OO
hr∨ℓ

h1 hg∨g
∼
h εg
oo
hg∨s
// hg∨ℓ
where the bottom-left square commutes by applying h⊗− to a dinaturality square
(1.6) for r, the two top squares by the naturality of λ, and all remaining squares
by the bifunctoriality of ⊗. Therefore it suffices to define r′ to be the vertical
composite from ℓ to hg∨ℓ on the right hand side, and s′ ∈ S to be the left-and-
bottom composite from h to hg∨ℓ.
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Let us prove (2). Given such r and s, by Proposition 2.9 there exists a commu-
tative diagram (where the •’s denote some unnamed, possibly different objects)
g
u ∼

r // h
s // ℓ
•
s′′ // •
r′ // •
v∼
VV
where r′ is some twist of r (say r′ = m ⊗ r) and s′′ some twist of s, and where u
and v are invertible. Note that s ∈ S implies s′′u ∈ S, and that sr = 0 implies
r′ ◦ (s′′u) = v−1sr = 0 .
By applying m∨ ⊗ − to this vanishing composite, and using the naturality of λ
and ε and the functoriality of ⊗, we obtain the next commutative diagram.
m∨g
s′ :=
--
0
''
m∨(s′′u)
∈S
// m∨mg
εg ∼

m∨r′
// m∨mh
εh ∼

1g
λ ∼

1r
// 1h
λ ∼

g r
// h
The composite map labeled s′ satisfies s′ ∈ S and rs′ = 0 completing the proof of
(2) and the statement. 
Corollary 2.33. Let R be a graded commutative 2-ring, let S ⊆ MorR be a
homogeneous multiplicative system, and let loc : R → S−1R be the localization of
R at S. Then S−1R is a graded commutative 2-ring and for a unique symmetric
tensor structure ⊗ making the localization functor loc symmetric monoidal and
making the square
R×R
⊗
//
loc×loc

R
loc

S−1R× S−1R
⊗
// S−1R
strictly commute.
Proof. It is a straightforward verification using the calculus of fractions. 
Notation 2.34. In particular, by Examples 2.29 and 2.30 we obtain for every map
r ∈ R and every homogeneous prime p ∈ SpecR localization morphisms of graded
commutative 2-rings
locr : R −→ S
−1
r R =: Rr and locp : R −→ S
−1
p R =: Rp ,
“away from r” and “at p”, respectively.
Remark 2.35. Note that (simply because p is an ideal) the multiplicative system Sp
is saturated, that is, if we are given three composable maps
g
r // h
s // ℓ
t // m
with ts ∈ Sp and sr ∈ Sp, it must follow that s ∈ Sp. Hence Sp consists precisely
of all the morphisms in R whose image in Rp is invertible.
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2.6. Applications to the spectrum. We now apply the calculus of fractions for
homogeneous multiplicative systems in order to prove properties of the spectrum.
Proposition 2.36. Given a homogeneous multiplicative subset S ⊂ R, the local-
ization morphism loc : R→ S−1R induces a homeomorphism
Spec(loc) : SpecS−1R
∼
−→ {p | p ∩ S = ∅} ⊆ SpecR
onto its image. In particular, the morphisms locr and locp induce homeomorphisms
SpecRr ∼= Dr and SpecRp ∼= {q ∈ SpecR | q ⊆ p}
for every r ∈ R and every p ∈ SpecR.
Proof. Let us first explain how to obtain the two special cases of the statement
from the main claim. It follows immediately from the definition of a prime ideal p
that r ∈ p iff s ∈ p for some s ∈ Sr; hence p ∩ Sr = ∅ iff r /∈ p. Thus SpecRr ∼= Dr
by the first part of the proposition. The last homeomorphism is proved similarly.
Now let S be an arbitrary homogeneous multiplicative subset. For each homo-
geneous ideal I ⊆ R we consider the following collection of morphisms of S−1R
(expressed as left fractions):
S−1I := {s−1r | s ∈ S, r ∈ I} .
We now prove the proposition in a series of easy lemmas.
Lemma 2.37. The collection S−1I forms a homogeneous ideal of S−1R.
Proof. Evidently S−1I contains all zero maps and is closed under twists. Closure
under left and right multiplication follows from the Ore condition for left fractions:
if the fractions s−11 r1 and s
−1
2 r2 represent two morphisms in S
−1R that are right,
resp. left, composable with some map s−1r ∈ S−1I, then we find in R a commuta-
tive diagram of the form
• •
•
r˜
??⑦⑦⑦⑦⑦
•
s˜1
∼
__❅❅❅❅❅
r˜2
??⑦⑦⑦⑦⑦
•
∼
s˜
__❅❅❅❅❅
•
r1
??⑦⑦⑦⑦⑦
•
s1
∼
__❅❅❅❅❅
r
??⑦⑦⑦⑦⑦
•
s
∼
__❅❅❅❅❅
r2
??⑦⑦⑦⑦⑦
•
∼
s2
__❅❅❅❅❅
with s˜1, s˜ ∈ S. Since I is an ideal and S is closed under composition, we deduce from
the equations (s−1r)(s−11 r1) = (s˜1s)
−1(r˜r1) and (s
−1
2 r2)(s
−1r) = (s˜s2)
−1(r˜2r) that
both composites belong again to S−1I. Next we prove closure under sums. Consider
two summable fractions s−11 r1, s
−1
2 r2 ∈ S
−1I. By applying Ore’s condition again,
we obtain in R a diagram as follows,
•
s˜1∼

•
r1
??⑧⑧⑧⑧⑧⑧⑧
r2

❅❅
❅❅
❅❅
❅ • •
s1
__❅❅❅❅❅❅❅
s2
⑧⑧
⑧⑧
⑧⑧
⑧
•
s˜2
OO
where the right half is commutative and (say) s˜1 ∈ S. By the very definition of the
sum of morphisms in the localization S−1R, we have the equation
s−11 r1 + s
−1
2 r2 = (s˜1s1)︸ ︷︷ ︸
∈S
−1 (s˜1r1 + s˜2r2)︸ ︷︷ ︸
∈I
,
from which we deduce that the sum belongs again to S−1I. Thus S−1I is a
homogeneous ideal as claimed. 
18 IVO DELL’AMBROGIO AND GREG STEVENSON
Lemma 2.38. If p ∈ SpecR is such that p ∩ S = ∅, then S−1p ∈ SpecS−1R.
Proof. For this, we may assume without loss of generality that S is saturated, since
Rr p contains S and is saturated (Remark 2.35). Let us see that S−1p is proper.
If not then we may write id1 = s
−1r ∈ S−1p, from which we deduce by saturation
that r ∈ S as well, but this would contradict our hypothesis that S ∩ p = ∅. Now
assume that (s−11 r1)(s
−1
2 r2) ∈ S
−1p for two left fractions s−11 r1, s
−1
2 r2 ∈ S
−1R.
Thus (s−11 r1)(s
−1
2 r2) = s
−1r for some s ∈ S and r ∈ p. By Ore, we obtain in R a
commutative diagram
•
•
r˜1
??⑦⑦⑦⑦⑦
•
s˜2
∼
__❅❅❅❅❅
•
r2
??⑦⑦⑦⑦⑦
•
s2
∼
__❅❅❅❅❅
r1
??⑦⑦⑦⑦⑦
•
s1
∼
__❅❅❅❅❅
with s˜2 ∈ S and therefore an equation (s
−1
1 r1)(s
−1
2 r2) = (s˜2s1)
−1(r˜1r2). Hence s
−1r
and (s˜2s1)
−1(r˜1r2) are equivalent fractions and thus admit a common amplification,
i.e., there exists in R a commutative diagram
•
t

•
r
??⑧⑧⑧⑧⑧⑧⑧
r˜1r2

❅❅
❅❅
❅❅
❅ • •
s
__❅❅❅❅❅❅❅
s˜2s1
⑧⑧
⑧⑧
⑧⑧
⑧
•
u∼
OO
with u ∈ S. In particular we see that u(r˜1r2) = tr ∈ p, but since u 6∈ p we must have
that r˜1r2 ∈ p, so either r˜1 or r2 must belong to p. In the latter case s
−1
2 r2 ∈ S
−1p;
in the former, the equation r˜1s2 = s˜2r1 implies that r1 ∈ p and thus s
−1
1 r1 ∈ S
−1p.
This concludes the proof that S−1p is a prime ideal in S−1R. 
Lemma 2.39. The construction S−1 is left inverse to loc−1, i.e., every homoge-
neous ideal J of S−1R has the form J = S−1(loc−1J ).
Proof. The inclusion S−1(loc−1J ) ⊆ J is obvious. On the other hand, if a fraction
s−1r belongs to J then loc(r) = ss−1r ∈ J too, so that s−1r ∈ S−1(loc−1J ). This
proves the other inclusion J ⊆ S−1(loc−1J ) and therewith the claim. 
Lemma 2.40. The two maps loc−1 and S−1 induce mutually inverse bijections
between SpecS−1R and {p ∈ SpecR | p ∩ S = ∅}.
Proof. We have already seen (in Lemma 2.38 and Remark 2.23) that S−1 and
loc−1 restrict to prime ideals as described (for the latter, note that loc−1(q) ∩ S =
∅ because every q ∈ SpecS−1R is a proper ideal). By Lemma 2.39, we have
S−1(loc−1q) = q for all q ∈ SpecS−1R, and the inclusion p ⊆ loc−1(S−1p) is
obvious for all p ∈ SpecR with p∩S = ∅. To prove the reverse inclusion, let r ∈ R
be such that loc(r) ∈ S−1p. Then, by the definition of S−1p, there exists in R a
commutative diagram
•
v

•
t
??⑧⑧⑧⑧⑧⑧⑧
r

❅❅
❅❅
❅❅
❅ • •
s
∼
__❅❅❅❅❅❅❅
⑧⑧
⑧⑧
⑧⑧
⑧
•
u∼
OO
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with s, u ∈ S and t ∈ p, from which we see that ur = vt ∈ p. Since u 6∈ p by hypoth-
esis and p is prime, we conclude that r belongs to p. Therefore loc−1(S−1p) ⊆ p as
well. 
Lemma 2.41. For any left fraction s−1r ∈ S−1R, the preimage of V (〈s−1r〉) under
the map S−1 : {p ∈ SpecR | p ∩ S = ∅}
∼
→ SpecS−1R is V (〈r〉).
Proof. Consider some p ∈ SpecR with p ∩ S = ∅. Clearly, if r ∈ p, then s−1r ∈
S−1p. Conversely, if s−1r ∈ S−1p then—by the easy argument already employed
twice—we must have r ∈ p. Therefore (S−1)−1V (〈s−1r〉) = V (〈r〉), as claimed. 
Finally, in order to complete the proof of the proposition it suffices to note
that the bijection in Lemma 2.40 is a homeomorphism for the respective Zariski
topologies: the map loc−1 was already seen to be continuous, and its inverse S−1
is continuous by virtue of Lemma 2.41. So we are done. 
We record an easy but pleasant consequence of the proof: the operations of
taking quotients and localizations commute with one another.
Corollary 2.42. Let R be a graded commutative 2-ring, let I be a homogeneous
ideal of R, and let S be a homogeneous multiplicative system in R. Then there
exists a unique isomorphism of graded commutative 2-rings
S−1R/S−1I
∼
→ (S/I)−1(R/I)
which is compatible with the localization and quotient morphisms, where S−1I is
the homogeneous ideal of Lemma 2.37, and where S/I is the homogeneous system
generated in R/I by the image of S.
Proof. The proof is obvious from the universal properties of quotients and localiza-
tions. 
Proposition 2.43. The spectrum SpecR of every graded commutative 2-ring R
is a spectral topological space, i.e.: it is T0, quasi-compact, it has a basis of quasi-
compact open subsets closed under finite intersections, and every irreducible closed
subset has a unique generic point. Moreover, we may take {Dr | r ∈ R} as a basis
of quasi-compact opens.
Proof. We have already proved in Proposition 2.26 that the whole spectrum is
quasi-compact. Moreover, the basic open subsetsDr, r ∈ R, of Lemma 2.22 are also
quasi-compact, because of the homeomorphisms Dr ∼= SpecRr of Proposition 2.36.
As in the case of usual rings it is clear that they are closed under finite intersections
(indeed Dr ∩Ds = Dr˜s for any translate r˜ of r that is composable with s). Thus it
only remains to prove the existence and uniqueness of generic points. Uniqueness
and the fact that the spectrum is T0 are immediate from the definition of the Zariski
topology, from which we see that the closure of a point has the form {p} = V (p);
accordingly, if p1 and p2 have the same closure then they are contained in one
another and hence equal. For the existence, it suffices to show that every nonempty
close subset Z ⊆ SpecR contains a minimal point (with respect to inclusion).
Writing Z = V (I), this is equivalent to showing that if I is proper then there is a
minimal prime containing it (as Z ∼= SpecR/I and by Corollary 2.25). This is a
standard application of Zorn’s lemma. 
Theorem 2.44. For every morphism F : R → R′ of graded commutative 2-rings,
there is a spectral continuous map SpecF : SpecR′ → SpecR given by p 7→ F−1p.
This defines a contravariant functor, Spec, from graded commutative 2-rings and
their morphisms to spectral topological spaces and spectral continuous maps.
20 IVO DELL’AMBROGIO AND GREG STEVENSON
Proof. In view of the last result it remains only to verify that SpecF is a spectral
continuous map (i.e., that the preimage of a quasi-compact open is again a quasi-
compact open). For this it suffices to notice that
(SpecF )−1Dr = {p ∈ SpecR
′ | r 6∈ F−1p} = {p ∈ SpecR′ | Fr 6∈ p} = DFr
for all r ∈ R. 
2.7. Localization of R-algebras. For our applications we will need to localize
not only 2-rings but also algebras over them, as we now explain. Thus we need to
generalize Proposition 2.31 accordingly. Let R be a graded commutative 2-ring.
Definition 2.45. An algebra over R (or R-algebra) is a symmetric monoidal Z-
category A equipped with a additive symmetric monoidal functor F : R → A.
(Note that the objects of A are not required to be invertible.)
Notation 2.46. Let R be a graded commutative 2-ring, let S be a homogeneous
multiplicative system in R, and let F : R → A be an R-algebra. Write SA for the
smallest class of maps in A containing FS and all isomorphisms of A and which is
closed under composition and twisting with objects of A.
Theorem 2.47. Let R be a graded commutative 2-ring, let S be a homogeneous
multiplicative system in R, and let F : R → A be an R-algebra. Then SA satisfies
in A both a left and a right calculus of fractions.
Proof. To begin with, notice that SA would remain the same if we substitute R
with the full subcategory on the replete closure of its image FR, and S with the
homogeneous multiplicative system generated by the images of maps in S. Thus
without loss of generality we may assume that R is a full replete subcategory of A.
Let us verify that SA satisfies a calculus of left fractions (the proof for right
fractions is dual and will be omitted). Since by definition SA contains all identity
maps and is closed under composition, it remains to verify conditions (1) and (2)
as in the proof of Proposition 2.31.
We see that the set SA consists precisely of finite composites of maps in A which
are either invertible or belong to {x ⊗ s | s ∈ S, x ∈ objA} (or alternatively, to
{s ⊗ x | s ∈ S, x ∈ objA}). Thus to prove (1) it evidently suffices to consider
diagrams • ← • → • where the map (• ← •) ∈ SA is a twist in A of a map of S.
Accordingly, assume we are given two maps
xh xg
xsoo r // y
for some s ∈ S ⊆ R and x, y ∈ objA. In order to complete them to a square as
required, draw the following commutative diagram, which is similar to (2.32).
(2.48) xh xg
xsoo r // y
1xh
∼ λxh
OO
1xg
1xsoo
λxg
OO
1r // 1y
∼λy
OO
hh∨xh
εh∨xh∼
OO
γh
∼
xxqq
qq
q
hh∨xg
hs∨r
❈❈
❈❈
!!❈
❈❈
❈
εh∨xg
OO
hh∨xsoo hh
∨r //
γg
xxqqq
q
hs∨xg

hh∨y
∼εh∨y
OO
hs∨y

xhh∨h
∼ xhεh

xhh∨g
xhh∨s
oo
xhs∨g

hg∨xg
hg∨r
//
∼
γg
xxqq
qq
hg∨y
xh1 xhg∨g
∼
xhεg
oo
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The top two squares commute by naturality of λ; the middle-bottom skew one by
the naturality of γ; the bottom-left one by applying xh⊗− to a dinaturality square
for s, and all the remaining squares by functoriality of the tensor. That each map
marked ∼ is an isomorphism is either clear or follows from the fact that both g and
h are invertible, which is the case since s ∈ S. If we compose maps between the
objects in boxes, the outer frame of (2.48) becomes a commutative square
xg
xs

r // y
s′

xh // hg∨y
with s′ ∈ SA (by Remark 2.28). This proves (1). It remains to prove condition (2)
for SA, which reads as follows:
(2) Given two morphisms r : x→ y and s : y → z such that s ∈ SA and sr = 0,
then there is an s′ ∈ SA such that rs′ = 0.
We first prove the following special case of (2).
Lemma 2.49. Consider two composable maps r : x→ g⊗y and s⊗y : g⊗y→ h⊗y
such that (s : g → h) ∈ S and (s⊗ y)r = 0. Then there is an s′ ∈ SA with rs′ = 0.
Proof. Given such r and s, build the following commutative diagram, whose simi-
larity with (2.48) will not be missed:
x
r //
0
((
gy
sy
// hy
x1
∼ ρ
OO
r1 // gy1
ρ
OO
sy1
// hy1
∼ρ
OO
xh∨h
∼ ε
OO
rh∨h //
xs∨h

gyh∨h
ε
OO
syh∨h
//
gγ &&
▼▼▼
▼
gys∨h

hyh∨h
∼ε
OO
∼
hγ &&
▼▼
▼▼
gh∨hy
sh∨hy
//
gs∨hy

hh∨hy
εhy ∼

xg∨h
rg∨h
// gyg∨h
∼
gγ
&&▼
▼▼▼
gg∨hy
∼
εhy
// 1hy
Here, the two top squares commute by the naturality of ρ, the middle-bottom skew
one by the naturality of γ, the bottom-right one by applying −⊗hy to a dinaturality
square for s, and all the other squares by the functoriality of the tensor. Again the
maps marked ∼ are all isomorphisms since both g and h are ⊗-invertible, which
is the case since s ∈ S. The outer frame of the diagram tells us that the two
composable arrows between the framed objects, namely
xh∨h
xs∨h // xg∨h
rg∨h
// gyg∨h ,
compose to zero. Note also that s′′ := xs∨h ∈ SA, since s ∈ S. Now it suffices to
untwist this composition by the invertible object g∨h. More precisely, the following
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commutative diagram
xh∨(g∨h)∨
xs∨h(g∨h)∨
//
0
++
s′ :=
..
xg∨h(g∨h)∨
rg∨h(g∨h)∨
//
xε

gyg∨h(g∨h)∨
gyε ∼

x1
r1
//
ρ

gy1
ρ ∼

x r
// gy
defines a morphism s′ ∈ SA such that rs′ = 0, as required. 
Lemma 2.50. Every (s : y → z) ∈ SA is a finite composition of the form
y
u0
∼
// g1a
s1a // h1a
u1
∼
// · · · gia
sia // hia
ui
∼
// gi+1a · · ·
sna // hna
un
∼
// z
where a is some object of A, each si : gi → hi belongs to S (so in particular gi, hi
are invertible objects in R), and each ui is an isomorphism.
Proof. If (s : y → z) ∈ SA, then s must be a finite composite of the form
y
v0
∼
// g˜1a1
s˜1a1 // h˜1a1
v1
∼
// · · · g˜iai
s˜iai // h˜iai
vi
∼
// · · ·
s˜nan // h˜nan
vn
∼
// z
for some isomorphisms v0, . . . , vn, some s˜1, . . . , s˜n ∈ S, and some objects a1, . . . an.
(To see this, it suffices to note that twists in A preserve isomorphisms, and that
every left twist x ⊗ r of an arrow r may be turned into a right twist composed
with two isomorphisms, namely γ(r ⊗ x)γ.) We deduce in particular from the
isomorphisms vi : h˜iai ∼= g˜i+1ai+1 that there exist isomorphisms ai+1 ∼= g˜∨i+1h˜iai
and therefore, recursively, that there exist isomorphisms
wi : ai
∼
−→ (g˜∨i h˜i−1g˜
∨
i−1h˜i−2 · · · g˜
∨
2 h˜1︸ ︷︷ ︸
=: ℓi
)a1
for i = 1, . . . , n (use ℓ1 = 1 when i = 1). Setting a := a1, as well as defining ℓi
as above and ui and si as displayed below, we obtain the following commutative
diagram, where the top row is the given map s.
y
v0
∼
// g˜1a1
s˜1a1 //
g˜1w1∼

h˜1a1
v1
∼
//
h˜1w1∼

· · · g˜iai
s˜iai // h˜iai
vi
∼
// · · ·
s˜nan // h˜nan
vn
∼
// z
y
u0 // g˜1ℓ1a
s1a // h˜1ℓ1a
u1 // · · · g˜iℓia

g˜iwi∼
sia // h˜iℓia

h˜iwi∼
ui // · · ·
sna // h˜nℓna

h˜nwi∼
un // z
Note that each si := s˜i ⊗ ℓi belongs to S (because s˜i ∈ S and ℓi ∈ R) and that
each ui is an isomorphism. If we further set gi := g˜i ⊗ ℓi and hi := h˜i ⊗ ℓi we see
from the bottom row of the diagram that s has the claimed form. 
We are now ready to verify property (2) for general morphisms of SA. The proof
is an easy recursion (probably best drawn on the blackboard). Let r, s be as in (2).
Since s ∈ SA, by Lemma 2.50 we have
s = un(sn ⊗ a)un−1(sn−1 ⊗ a) · · ·u1(s1 ⊗ a)u0 : y −→ z
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for some object a ∈ A, some isomorphisms ui, and some si : gi → hi in S. By
hypothesis we have sr = 0. Since un is an isomorphism, this implies
0 =
(
(sn ⊗ a)un−1(sn−1 ⊗ a) · · ·u1(s1 ⊗ a)u0
)
◦ r
= (sn ⊗ a) ◦
(
un−1(sn−1 ⊗ a) · · · (s1 ⊗ a)u0r︸ ︷︷ ︸
=: rn
)
.
Since sn ∈ S, we can apply Lemma 2.49 to deduce the existence of some s′n ∈ SA
with rns
′
n = 0. Since un−1 is an isomorphism, we actually have
0 =
(
(sn−1 ⊗ a)un−2(sn−2 ⊗ a) · · ·u1(s1 ⊗ a)u0r
)
◦ s′n
= (sn−1 ⊗ a) ◦
(
un−2(sn−2 ⊗ a)un−3(sn−3 ⊗ a) · · · (s1 ⊗ a)u0rs
′
n︸ ︷︷ ︸
=: rn−1
)
and we may now iterate: by applying the same argument n − 1 more times we
successively produce morphisms s′n−1, s
′
n−2, . . . , s
′
1 such that the composition s
′ :=
s′ns
′
n−1s
′
n−2 . . . s
′
1 belongs to SA and satisfies rs
′ = 0, as required.
This concludes the proof of Theorem 2.47. 
We next compare the localization of 2-rings with that of their algebras.
Lemma 2.51. Let F : R → A be an R-algebra, let S ⊆ MorR be a homogeneous
multiplicative system, and let SA ⊆MorA be its extension to A. Assume that F is
a full functor whose image is replete. Then if s : x→ y is a morphisms of SA such
that either x or y belongs to FR, we must have s ∈ FS.
Proof. The statement only concerns the images of R and S in A, hence we may
assume F is the inclusion of a full and replete ⊗-subcategoryR of invertible objects
of A. Let (s : x→ g) ∈ SA with g ∈ R (the proof for the other case is dual and is
omitted). By Lemma 2.50 the morphism s is equal to a composite
x
u0
∼
// g1a
s1a // h1a
u1
∼
// · · · gia
sia // hia
ui
∼
// gi+1a · · ·
sna // hna
un
∼
// g
where the maps si belong to S, the maps ui are isomorphisms, and the objects
gi, hi belong to R. We see immediately that a ∼= h−1n g lies in R, and consequently
so does x ∼= g1a. Also, since a is in R each map sia : gia → hia belongs to S. By
the fullness of R, the isomorphisms ui belong to R and therefore to S. Hence the
composition s belongs to S, proving the lemma. 
Proposition 2.52. Let F : R → A be an R-algebra and let S ⊆ R be a homoge-
neous multiplicative system. Then the unique canonical ⊗-functor F which makes
the following square commute
R

F // A

S−1R
F // S−1
A
A
is full (fully faithful) if F is full (fully faithful).
Proof. We first assume that F is fully faithful. Note that in this case we may further
assume that F is the inclusion of a full replete subcategory of A, the multiplicative
systems arising from FR and its replete closure being identical. Let
g x
s
∼
oo
f
// h
be a right fraction representing a morphism in S−1
A
A such that g, h ∈ R. Since
g ∈ R, Lemma 2.51 says that s belongs to S, showing that the fraction fs−1
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defines a morphism g → h in S−1R as well. This proves that the functor F is full.
Next consider a fraction
g ℓ
t
∼
oo r // h
(with t ∈ S) representing a morphism of S−1R which is mapped to zero in S−1
A
A.
The latter means that there exists in A a commutative diagram
(2.53) ℓ
t
xx♣♣
♣♣
♣♣ r
''◆
◆◆
◆◆
◆
g h
x
s
gg❖❖❖❖❖❖
0
77♦♦♦♦♦♦
OO
for some s ∈ SA. By Lemma 2.51 once again, we must have s ∈ S. But then (2.53)
means precisely that rt−1 = 0 in S−1R. So F is fully faithful.
The more general case, where F is assumed to be full but possibly not faithful,
can be reduced to the previous one as follows. By factoring F through its image,
localization induces the commutative diagram
R

F
**
full
// FR
faithful
//

A

S−1R
F
44
// (FS)−1FR // S−1A A
(here FS denotes the multiplicative system in FR generated by S). By Corollary
2.42 (with I = ker(F )) we have the identification (FS)−1FR ∼= S−1R/S−1 ker(F ),
from which we see that S−1R → (FS)−1FR is full. Thus it remains only to verify
that the functor (FS)−1FR → S−1A A is full, and this follows from what we have
already proved. 
3. Generalized comparison maps
3.1. Central 2-rings of tensor triangulated categories. From now on we work
with an essentially small tensor triangulated category T ; thus T is essentially small,
triangulated, and equipped with a symmetric tensor structure (T ,⊗,1, α, λ, ρ, γ)
such that x⊗− (and thus −⊗ x) preserves exact triangles for each object x ∈ T .
Definition 3.1. By a central 2-ring of T we mean any full tensor subcategory R
of invertible objects of T which is closed under taking duals. Thus every central
2-ring of T is a graded commutative 2-ring, as studied in the previous section.
Examples 3.2. At one extreme we find R = {1}, that is, the commutative endo-
morphism ring of the tensor unit, EndT (1). In Balmer’s notation this is the central
ring RT of T . At the other extreme we may choose R to be the full subcate-
gory of all invertible objects in T , which deserves the name of total central 2-ring
of T , written RtotT . Between RT and R
tot
T we find a poset of central 2-rings, or-
dered by inclusion, which in fact is a lattice with meet R ∧R′ = R ∩R′ and join
R∨R′ =
⋂
{R′′ | R∪R′ ⊆ R′′}. Every inclusion R →֒ R′ is a morphism of graded
commutative 2-rings and so it induces a continuous map SpecR′ → SpecR.
The next theorem is the key point in allowing us to relate the geometry of a
⊗-triangulated category to that of its central rings.
Theorem 3.3. If T is a local ⊗-triangulated category (i.e., if its spectrum has
a unique closed point [3]), then every central 2-ring R of T is local as a graded
EVEN MORE SPECTRA 25
commutative 2-ring, i.e., it has a unique maximal homogeneous ideal. Moreover,
this maximal ideal consists precisely of the non-invertible arrows of R.
The proof is essentially the same as that of [3, Theorem 4.5], but a few slight
adjustments are required. We need a couple of lemmas concerning tensor nilpotent
morphisms.
Lemma 3.4. Let a : g ⊗ x → h ⊗ x be a morphism in a Z-linear symmetric ⊗-
category, where g and h are two ⊗-invertible objects. If a is both ⊗-nilpotent and
an isomorphism, then x is ⊗-nilpotent.
Proof. Suppose that a⊗n = 0. Then since for any i ≥ 1 the map a⊗i is an iso-
morphism we deduce that the object g⊗n ⊗ x⊗n is isomorphic to zero. Since g is
invertible it follows that x⊗n ∼= 0 as claimed. 
Lemma 3.5. Let a, b : x → y be two parallel maps in a Z-linear symmetric ⊗-
category. If both a and b are ⊗-nilpotent, then so is a+ b.
Proof. Since the ⊗-product is Z-linear in each variable we can write (a+ b)⊗n as a
sum of morphisms of the form
ui(a
⊗n−i ⊗ b⊗i)vi
where ui and vi are some composites (depending on i ∈ {0, . . . , n}) of instances
of α, γ and identity arrows tensored with each other. Since both a and b are ⊗-
nilpotent we see that (a + b)⊗n is zero for n chosen sufficiently large i.e., a + b is
⊗-nilpotent as claimed. 
Proof of Theorem 3.3. By Corollary 2.11, if we can show that the sum of any two
non-invertible (parallel) maps is again non-invertible, then the collection of non-
invertible maps in R is a homogeneous ideal which will necessarily be the unique
maximal one, and we would be done.
Thus assume that r+ s : g → h is invertible; we must prove that either r or s is
also invertible. To this end, consider the following morphism of T :
t := (r + s)⊗ id⊗ id : g ⊗ cone(r) ⊗ cone(s) −→ h⊗ cone(r) ⊗ cone(s) .
Since r+ s is invertible, so is t. We claim that t is also ⊗-nilpotent. By Lemma 3.5
it suffices to show that both r ⊗ idcone(r) ⊗ idcone(s) and s⊗ idcone(r) ⊗ idcone(s) are
⊗-nilpotent, and clearly it suffices to show that r⊗ idcone(r) and s⊗ idcone(s) are ⊗-
nilpotent. Since g and h are invertible objects of T , this follows immediately from
[3, Proposition 2.13]. Thus t is both ⊗-nilpotent and invertible, and by Lemma 3.4
we must have that cone(r) ⊗ cone(s) is tensor nilpotent and hence zero, because –
as a ⊗-product of cones of maps between invertible objects – it is dualizable. But
T is local by assumption, so that cone(r)⊗ cone(s) ∼= 0 implies that either cone(r)
or cone(s) is ⊗-nilpotent. As we have already noted these cones are dualizable so
either cone(r) ≃ 0 or cone(s) ≃ 0. We conclude that either r or s is already an
isomorphism. 
3.2. Central localization. The following theorem is a generalization of Balmer’s
procedure of central localization (see [3, §3]).
Theorem 3.6. Let R be a central 2-ring of a ⊗-triangulated category T , and let S
be a homogeneous multiplicative system in R. Then localization induces a canonical
isomorphism
T
q
//
loc

T /JS
S−1T T
∼=
;;✇✇✇✇✇✇✇✇✇
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between T localized at S as an R-algebra (see Theorem 2.47) and the Verdier quo-
tient of T by the thick ⊗-ideal JS := 〈cone(s) | s ∈ S〉⊗ generated by the cones of
maps in S. Moreover, the central 2-ring of these categories on the objects of R is
canonically isomorphic to the localized graded commutative 2-ring S−1R.
We see in particular that S−1
T
T inherits a canonical ⊗-triangulated structure.
In order to prove the theorem we will need a couple of preliminary results.
Proposition 3.7. JS = {x ∈ T | ∃s ∈ S such that s⊗ idx = 0}.
Proof. The argument is almost precisely as in [3, Proposition 3.7]; we briefly recall
it as it is easier and slightly more natural in this context. Write J ′ for the category
on the right hand side. We have J ′ ⊆ JS by [3, Proposition 2.14]. For the other
inclusion, note that S⊗S ⊆ S implies that J ′ is equal to {x ∈ T | ∃s ∈ S and n ≥
1 such that s⊗n ⊗ idx = 0}. The latter is easily seen to be a thick ⊗-ideal of
T , where closure under taking cones is a consequence of [3, Lemma 2.11]. By
[3, Proposition 2.13] J ′ contains cone(s) for all s ∈ S. Hence we conclude the other
inclusion JS = 〈cone(s) | s ∈ S〉⊗ ⊆ J ′ as well. 
Corollary 3.8. Let a : x→ y be any map of T . Then cone(a) belongs to JS if and
only if there exist a map s ∈ S and two maps b and c as in the following square
g ⊗ x
idg⊗a
//
s⊗idx

g ⊗ y
s⊗idy

b
zz✈✈
✈✈
✈✈
✈✈
✈
c
zz✈✈
✈✈
✈✈
✈✈
✈
h⊗ x
idh⊗a
// h⊗ y
such that b(idg ⊗ a) = s⊗ idx and (idh ⊗ a)c = s⊗ idy.
Proof. This proof is the same as [3, Lemma 3.8], using Proposition 3.7 instead of
[3, Proposition 3.7]. 
Proof of Theorem 3.6. The last assertion in the theorem follows immediately from
Proposition 2.52, with F the fully faithful inclusionR →֒ T . To see the isomorphism
of categories, note that for each s ∈ S we have cone(s) ∈ JS by definition, hence the
universal property of loc : T → S−1T T induces a unique functor q˜ : S
−1
T T → T /JS
which is the identity on objects. We must show that q˜ is full and faithful. Let
x
a // z y
t
∼
oo
be a fraction in T representing a morphism x→ y in T /JS. Thus cone(t) ∈ JS by
construction, and by Corollary 3.8 there exist a map s : g → h in S and some map
b : g ⊗ z → h⊗ y with b(g ⊗ t) = s⊗ y (we will not need the second map c). Build
the following commutative diagram in T .
x
a //
a′ :=
..
z y
t
∼
oo
=: t′
zz
g∨gz
≃
OO
g∨b ##●
●●
●●
●●
●
g∨gy
≃
OO
g∨gt
oo
g∨sy

g∨hy
Defining a′ and t′ as pictured, we see that t−1a = t′−1a′ in T /JS . But t′ ∈ ST ,
and therefore t′−1a′ lies in the image of q˜. This shows that q˜ is full. To prove that
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it is faithful, consider a fraction
ϕ : x
a // w y
s′
∼
oo
representing a morphism ϕ : x → y in S−1T T (thus s
′ ∈ ST ), and assume that
q˜(s′−1a) = 0. This means that there exists a commutative diagram
w

x
a 66♠♠♠♠♠♠
0 ((
◗◗
◗◗◗
◗ y
s′hh◗◗◗◗◗◗
tvv♠♠
♠♠♠
♠
z
with cone(t) ∈ JS . Applying again Corollary 3.8 to t we obtain s : g → h in S and
b : gz → hy such that b(g ⊗ t) = s ⊗ y (precisely as above), and we may construct
a commutative diagram as follows:
(3.9) w

d :=
,,
x
a
<<②②②②②②②② 0 // z y
too
s′
dd■■■■■■■■■■
=: s′′
zz
g∨gz
≃
OO
g∨b ##●
●●
●●
●●
●
g∨gy
≃
OO
g∨gt
oo
g∨sy

g∨hy
Note that s′′, as defined in the diagram, belongs to ST . Thus setting d as indicated
we may deduce from (3.9) the existence of a commutative diagram
w
d

x
a 66♠♠♠♠♠♠
0 ((
◗◗
◗◗◗
◗ y
s′hh◗◗◗◗◗◗
s′′vv♠
♠♠
♠♠♠
z
in T , showing that ϕ = 0. Hence q˜ is faithful, thus completing the proof of Theo-
rem 3.6. 
3.3. Generalized comparison maps. We now extend the definition and the basic
properties of Paul Balmer’s comparison map ρ from triangular to Zariski spectra.
As before, let T be an essentially small tensor triangulated category.
Theorem 3.10. For every central 2-ring R of T there is a continuous spectral map
ρRT : Spc T → SpecR which sends the prime thick ⊗-ideal P ⊂ T to the prime ideal
ρRT (P) := {r ∈MorR | cone(r) 6∈ P} .
Moreover, the map ρRT is natural in the following sense: if F : T → T
′ is a tensor-
exact functor and R′ is a central 2-ring of T ′ such that FR ⊆ R′, then the square
of spectral continuous maps
Spc T ′
ρR
′
T ′

SpcF
// Spc T
ρRT

SpecR′
SpecF
// SpecR
is commutative.
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Proof. Let P ∈ Spc T and denote by qP : T → T /P the Verdier quotient functor.
The functor qP is strong monoidal so the full subcategoryRP := {qP(g) | g ∈ R} ⊆
T /P is a central 2-ring of T /P . Since T /P is a local tensor triangulated category
its central 2-ring RP has a unique maximal ideal mP consisting the non-invertible
maps by Theorem 3.3. By thickness of P we have P = Ker(qP ) and therefore an
equality of sets
ρRT (P) = q
−1
P
(mP) ⊆ MorR .
Thus ρRT (P) is the preimage of the unique maximal ideal ofRP under the morphism
qP : R→ RP of graded commutative 2-rings, and in particular it is a homogeneous
prime. This shows that the resulting function ρRT : Spc T → SpecR is well-defined.
To see that it is a spectral continuous map it suffices to note that, by definition,
(ρRT )
−1(Dr) = U(cone(r))
for every r ∈ R, where Dr = {p | r 6∈ p} is a quasi-compact basic open for the
Zariski topology of SpecR, and U(x) = {P | x ∈ P} (for x ∈ T ) is a quasi-compact
basic open for the Zariski topology of Spc T .
The naturality of ρRT in the pair (T ,R) can be checked immediately from the
definitions. 
3.4. A criterion for injectivity. As above let R be a central 2-ring in an essen-
tially small tensor triangulated category T , and let ρRT be the associated continuous
map of Theorem 3.10. We have the following topological condition which implies
the injectivity of ρRT .
Proposition 3.11. Suppose the collection of subsets
B = {supp(cone(r)) | r ∈MorR}
gives a basis of closed subsets for the Zariski topology on Spc T . Then the compar-
ison map ρRT is injective, and is furthermore a homeomorphism onto its image.
Proof. Suppose first that B is a basis of closed subsets. Let P ,Q ∈ Spc T be
such that ρRT (P) = ρ
R
T (Q), i.e., cone(r) /∈ P if and only if cone(r) /∈ Q for every
r ∈MorR. Using our basis B we see that
{P} =
⋂
r∈MorR
cone(r)/∈P
supp (cone(r)) =
⋂
r∈MorR
cone(r)/∈Q
supp (cone(r)) = {Q}
where the middle equality follows from ρRT (P) = ρ
R
T (Q). But then P = Q since the
space Spc T is T0, proving that ρRT is injective.
Recall that SpecR has a basis of open subsets given by the Dr for r ∈ R.
Now observe that, as was already noted in the proof of Theorem 3.10, we have by
definition (and injectivity of ρRT )
ρRT (Spc T ) ∩Dr = ρ
R
T U(cone(r)).
By hypothesis the U(cone(r)) are a basis of open subsets for Spc T and so we see
that ρRT is a homeomorphism onto its image. 
4. Applications
4.1. Graded commutative rings. Let G be an abelian group and let R be an
ǫ-commutative G-graded ring. Let us denote by R-GrMod the Grothendieck abel-
ian tensor category of graded (left) R-modules with degree zero homomorphisms.
As usual D(R) denotes the unbounded derived category of R-GrMod and Dperf(R)
denotes the compact objects of D(R). We recall that the compact objects are pre-
cisely those complexes quasi-isomorphic to a bounded complex of finitely generated
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projective R-modules. Also, Dperf(R) is a rigid tensor triangulated category for the
derived tensor product ⊗ = ⊗LR (this involves signs, see [7]) with tensor unit R.
In [7] we have given a classification of the thick tensor ideals of Dperf(R) in the
case that R is noetherian. The aim of this section is to demonstrate how to use
the generalised comparison map ρ we have constructed to remove the noetherian
hypothesis from this classification of thick tensor ideals. The result and the argu-
ment are similar in spirit to the work of Thomason [13] on perfect complexes on
quasi-compact and quasi-separated schemes. However, our approach is rather more
formal - the main input from graded commutative algebra occurs almost exclu-
sively in the results of [7] and what remains here is an abstract argument belonging
essentially to the realm of tensor triangular geometry.
Let us write R ∼= colimΛRλ where Λ is a small filtered category and each Rλ
is a finitely generated G-graded subring of R (i.e. consider R as the union of all
its finitely generated graded subrings). In particular each Rλ is a noetherian ǫ-
commutative G-graded ring and so our classification theorem ([7, Theorem 5.1])
applies to give homeomorphisms
SpechRλ
∼
→ SpcDperf(Rλ).
We will denote by iλ the inclusion Rλ → R and by Li∗λ the associated functor
Dperf(Rλ)→ Dperf(R).
We letR be the graded commutative 2-ring given by taking the replete closure of
the full subcategory {R(g) | g ∈ G} of Dperf(R). Similarly Rλ denotes the replete
closure of the full subcategory {Rλ(g) | g ∈ G} of Dperf(Rλ). It is clear that Li∗λRλ
is contained in R and there are similar containments coming from the left derived
functors of extension of scalars along the structure maps in the directed system
given by Λ.
We denote by ρ (resp. ρλ) the comparison map from SpcD
perf(R) to SpecR
(resp. SpcDperf(Rλ) to SpecRλ) of Theorem 3.10. We note that due to the natu-
rality of the comparison maps there are commutative squares as follows for each λ.
SpcDperf(R)
SpcLi∗λ //
ρ

SpcDperf(Rλ)
ρλ

SpecR
Spec i∗λ
// SpecRλ
Next let us make some observations about compatibilities between the homo-
geneous spectra of R, R, and the companion category CR (of course all of these
observations are equally valid for the Rλ and will be used below, together with the
obvious compatibility conditions coming from the directed system of subrings). By
construction the companion category CR is canonically monoidally equivalent to R
(see [7, Definition 2.1] for details on the companion category and loc. cit. Proposi-
tion 2.14 concerning the equivalence being symmetric). Thus, since (prime) ideals
in a graded commutative 2-ring are closed under composition with isomorphisms,
the topological spaces Spec CR and SpecR are canonically homeomorphic.
Lemma 4.1. There is a canonical homeomorphism
SpechR
∼
→ Spec CR.
Proof. Given any homogeneous ideal I of R we can associate to it a unique ideal
I of CR by closing the elements of I, viewed as morphisms out of the tensor unit 0
in CR, under tensoring with objects. On the other hand any ideal I of CR gives an
ideal of R consisting of all the morphisms of CR(0, g) in I as g varies over G. It is
not hard to check that these assignments are inverse to one another. 
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Let us also note that CR is, essentially by definition, the union of the subcate-
gories CRλ . Combining this with the observations we have already made shows that
we may equally well speak of graded rings, companion categories, or the central 2-
rings we have defined inside perfect complexes without introducing any ambiguity.
We shall switch between these different points of view whenever it is convenient.
Our aim is to prove that the comparison map ρ with target SpecR ∼= SpechR is a
homeomorphism. The bulk of the proof will be contained in a string of rather simple
lemmas and observations. We begin by showing that it is injective by applying the
criterion of Proposition 3.11.
Notation 4.2. We denote the support on Dperf(R), in the sense of Balmer, by suppR
and the homological (or small) support by ssuppR. Strictly speaking ssuppR takes
values in SpechR but we will abuse notation slightly by considering it also to take
values in SpecR via the canonical identification. We use similar notation for the
Rλ but note that the distinction for these noetherian rings is not so important due
to the following lemma.
Lemma 4.3. Suppose that R is noetherian. Then, with R as above, ρ is a support
preserving homeomorphism.
Proof. By [7, Theorem 5.1] the morphism σ : SpecR→ SpcDperf(R) given by
σ(p) = {E ∈ Dperf(R) | p /∈ ssuppRE}
is a homeomorphism identifying suppR and ssuppR. It is then easily checked that
ρ is inverse to σ. For instance we have, for p ∈ SpecR
ρσ(p) = ρ{E ∈ Dperf(R) | p /∈ ssuppRE}
= ρ{E ∈ Dperf(R) | σ(p) /∈ suppRE}
= {r ∈ R | σ(p) ∈ suppR cone(r)}
= {r ∈ R | p ∈ ssuppR cone(r)}
= p .

Lemma 4.4. For every object E of Dperf(R) there is an equality
ρ−1 ssuppR E = suppRE.
Proof. Let E be a perfect complex over R as in the statement of the lemma. We
may assume, by choosing an isomorphic object if necessary, that E is in fact a
bounded complex of finitely generated free R-modules. As E is determined by
finitely many matrices with coefficients in R we can find some λ and a perfect
complex Eλ ∈ Dperf(Rλ) so that
E ∼= R⊗Rλ Eλ = Li
∗
λEλ.
Naturality of the comparison map, together with the canonical isomorphisms we
have observed, gives a commutative diagram
SpcDperf(R)
ρ′ :=

SpcLi∗λ //
ρ

SpcDperf(Rλ)
=: ρ′λ

ρλ

SpecR
Spec i∗λ
//
≃

SpecRλ
≃

SpechR
Spech iλ
// SpechRλ
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Thus we deduce equalities
(ρ′)−1 ssuppR(E) = (ρ
′)−1(Spech iλ)
−1 ssuppRλ(Eλ)
= (SpcLi∗λ)
−1(ρ′λ)
−1 ssuppRλ(Eλ)
= (SpcLi∗λ)
−1 suppRλ(Eλ)
= suppR(Li
∗
λEλ)
= suppRE
where the first equality is standard, the third equality follows from [7, Theorem
5.1] which applies as Rλ is noetherian, the fourth equality is [2, Proposition 3.6],
the final equality holds by the definition of Eλ, and the other two follow from
commutativity of the diagram of comparison maps. 
Lemma 4.5. The collection of subsets
B = {suppR(cone(r)) | r ∈MorR}
is a basis for the Zariski topology on SpcDperf(R). Thus ρ is a homeomorphism
onto its image.
Proof. Let E be an object of Dperf(R) and let P be a prime ideal not in suppRE. We
need to show that there exists a map r in R such that suppRE ⊆ suppR cone(r)
and P /∈ suppR cone(r). Since the subsets ssuppR cone(s) as s varies over the
morphisms in R form a basis for the Zariski topology on SpecR we can find an r
such that ssuppRE ⊆ ssuppR cone(r) and ρ(P) /∈ ssuppR cone(r). Applying ρ
−1
and using the last lemma shows that suppR cone(r) is the desired subset.
The result then follows from Proposition 3.11. 
Let us now show that ρ is also surjective. In fact we will show the equivalent
statement that the composite
ρ′ : SpcDperf(R)→ SpecR
∼
→ SpechR
is surjective.
Lemma 4.6. The comparison map ρ′ is surjective.
Proof. Let p be a homogeneous prime ideal of SpechR. Then, setting pλ = p ∩ Rλ,
we can write p as the filtered colimit p = colimΛ pλ. As each pλ is prime in Rλ we
can find, by Lemma 4.3, a unique Pλ ∈ SpcDperf(R) such that ρ′λ(Pλ) = pλ.
We define a full subcategory P :=
⋃
Λ Li
∗
λPλ of D
perf(R). We claim that P
is a prime ⊗-ideal. In order to see this first note that if Rλ1 ⊆ Rλ2 then, since
pλ1 = Rλ1 ∩ pλ2 , if r ∈ Rλ1 is not in pλ1 it is not in pλ2 . Thus, letting j : Rλ1 →
Rλ2 denote the inclusion, this observation together with the fact that the derived
pullback sends cones to cones yields
Lj∗Pλ1 ⊆ 〈Lj
∗ cone(r) | r ∈ (Rλ1 r pλ1)〉⊗ ⊆ Pλ2 .
So P is an increasing filtered union and is thus a prime ⊗-ideal as any perfect
complex over R can be obtained from a perfect complex over some Rλ via Li
∗
λ.
We now show that ρ′(P) = p. Let r be a homogeneous element of R and let
λ ∈ Λ be such that r ∈ Rλ. Then r lies in p if and only if r lies in pλ, if and only if
coneRλ(r) is not in Pλ, if and only if Li
∗
λ coneRλ(r)
∼= coneR(r) is not in P . Thus
ρ′(P) = p and we see that ρ′ is surjective as claimed. 
Combining the previous lemmas, we obtain the following theorem.
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Theorem 4.7. Let R be a G-graded ǫ-commutative ring for some abelian group G
and some bilinear form ǫ : G×G→ Z/2. Then there is a (unique) homeomorphism
SpcDperf(R) ∼= SpecR ∼= SpechR
which identifies the support in the sense of Balmer with the usual homological sup-
port.
4.2. Schemes with an ample family of line bundles. Throughout this section
all schemes X are quasi-compact and quasi-separated. This is the necessary and
sufficient hypothesis for Balmer’s reconstruction theorem X ∼= SpcDperf(X) to
apply (see [4, Theorem 54]). We will show that every ample family of line bundles
on X gives rise to an injective comparison map from the spectrum of Dperf(X) to
that of a symmetric 2-ring associated with the family. Let us begin by recalling
what it means for a collection of line bundles on X to be ample.
Definition 4.8. Let {Lλ}λ∈Λ be a non-empty collection of line bundles on X . We
say that {Lλ}λ∈Λ is an ample family of line bundles if there is a family of sections
f ∈ H0(X,Lnλ) for λ ∈ Λ and n ≥ 0 such that the open sets
Xf = {x ∈ X | fx /∈ mx(L
n
λ)x}
form a basis for X . Here of course Lnλ denotes the nth tensor power (Lλ)
⊗n.
Given a section f of a line bundle L on X we shall denote by Z(f) the closed
complement of Xf .
Lemma 4.9. Let X be a scheme, L a line bundle on X, and f a section of L.
Then, via the homeomorphism X → SpcDperf(X), we have
supp cone(OX
f
→ L) = Z(f).
Proof. This is essentially immediate as the homeomorphism X ∼= SpcDperf(X) of
[4, Theorem 54] identifies the support in the sense of Balmer with the homological
support. 
Definition 4.10. Let X be a scheme and suppose that we are given some non-
empty collection L = {Lλ}λ∈Λ of line bundles on X . We denote by R(L) the
associated central 2-ring of Dperf(X), i.e., the replete closure of the full subcategory
of Dperf(X) whose objects are
{Lm1λ1 ⊗ · · · ⊗ L
mn
λn
| n ≥ 1, λi ∈ Λ,mi ∈ Z}.
Theorem 4.11. Let X be a quasi-compact and quasi-separated scheme with an
ample family of line bundles L = {Lλ}λ∈Λ. Then the comparison map
ρ : SpcDperf(X)→ SpecR(L)
is a homeomorphism onto its image. In particular, there is an injective morphism
ρ
L
X : X → SpecR(L) and X has the subspace topology relative to this injection.
Proof. By Proposition 3.11 it is enough to check that the supports of cones on
morphisms in R(L) give a basis of closed subsets for the Zariski topology on
SpcDperf(X) ∼= X . From Lemma 4.9 we know that, by taking the support of
the cone of the map associated to a global section f of Lnλ, we obtain the subset
corresponding to Z(f). Since the family of line bundles is ample these subsets form
a basis of closed subsets and so we are done. 
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Remark 4.12. It is natural to compare this result with work of Brenner and Schro¨er
[5]. They define a notion of Proj for multihomogeneous rings, and in their Theo-
rem 4.4 characterise ampleness of a family of line bundles L1, . . . ,Ln on a quasi-
compact and quasi-separated scheme X in terms of the canonical rational map
X //❴❴❴ ProjΓ(X,
⊕
d∈Nn L
d1
1 ⊗ · · · ⊗ L
dn
n ).
In the case that X is divisorial one can verify that, identifying SpcDperf(X) with
X , the map of Theorem 4.11 can be used to recover the morphism of Brenner and
Schro¨er at the level of topological spaces.
Example 4.13 (Projective schemes). Consider X = Proj(R), where R is a commu-
tative non-negatively Z-graded k-algebra over a field k, such that R0 = k and such
that R1 generates R over k. Then L := O(1) is an ample line bundle, so Theorem
4.11 yields a topological embedding ρLX : X →֒ SpecR(L). Now it is not hard to
see that we have an isomorphism SpecR(L) ∼= SpechR which identifies ρLX with
the defining embedding of X into SpechR (and therefore also with Balmer’s graded
comparison map ρ∗,O(1) : X = SpcDperf(X) → Spech End∗,O(1)(1), cf. [3, Remark
8.2]).
Since SpechR consists of X plus a unique closed point, this example shows that,
in general, the map ρ
L
X need not be surjective, nor must it have closed image.
Example 4.14 (Affine schemes with torsion Picard group). Let R be a ring such
that the Picard group, Pic(R), is torsion. Denote by R ⊆ Dperf(R) the central
2-ring consisting of all line bundles in degree zero. In this case, as in the case where
one considers Balmer’s ρ, the map ρRDperf (R) is a homeomorphism. Let us sketch the
argument.
Consider the composite
f := (SpecR
∼
→ SpcDperf(R)→ SpecR)
which, unwinding the definitions, sends p ∈ SpecR to the prime ideal {s ∈ R | p ∈
ssupp cone(s)}. There is also a map g : SpecR → SpecR sending a prime ideal P
to P (R,R). It is clear that gf = idSpecR.
Now suppose that P ∈ SpecR and consider fg(P ). An element s ∈ R(L,M) is
in a given ideal if and only if the translate s˜ : R→ L−1 ⊗M is. Let n be the order
of L−1 ⊗M and consider a composite
t := (R
∼
→ R⊗n
s˜⊗n
→ (L−1 ⊗M)⊗n
∼
→ R).
Regardless of the choice of isomorphisms we note that t lies in a given prime ideal
if and only if s˜ does and hence if and only if s does. The final observation is that
the homological supports of the cones on s, s˜, s˜⊗n, and t agree. Thus s ∈ fg(P )
iff P (R,R) ∈ ssupp cone(s) iff P (R,R) ∈ ssupp cone(t) iff t ∈ P (R,R) iff s ∈ P .
Hence fg is the identity on SpecR so we have the claimed homeomorphism.
References
[1] John C. Baez and Aaron D. Lauda, Higher-dimensional algebra.
V. 2-groups, Theory Appl. Categ. 12 (2004), 423–491, available at
http://www.tac.mta.ca/tac/volumes/12/14/12-14abs.html.
[2] Paul Balmer, The spectrum of prime ideals in tensor triangulated categories, J. Reine Angew.
Math. 588 (2005), 149–168.
[3] , Spectra, spectra, spectra - Tensor triangular spectra versus Zariski spectra of endo-
morphism rings, Algebr. Geom. Topol. 10 (2010), 1521–1563.
[4] , Tensor triangular geometry, Proceedings of the International Congress of Mathe-
maticians. Volume II, Hindustan Book Agency, New Delhi, 2010, pp. 85–112, available at
http://www.math.ucla.edu/~balmer/research/publications.html.
34 IVO DELL’AMBROGIO AND GREG STEVENSON
[5] Holger Brenner and Stefan Schro¨er, Ample families, multihomogeneous spectra, and alge-
braization of formal schemes, Pacific J. Math. 208 (2003), no. 2, 209–230.
[6] Aslak Bakke Buan, Henning Krause, and Øyvind Solberg, Support varieties: an ideal ap-
proach, Homology, Homotopy Appl. 9 (2007), no. 1, 45–74.
[7] Ivo Dell’Ambrogio and Greg Stevenson, On the derived category of a graded commutative
noetherian ring, submitted (2011), available at http://arxiv.org/abs/1107.4764.
[8] Mathieu Dupont, Abelian categories in dimension 2, PhD thesis (2008), available at
http://arxiv.org/abs/0809.1760 .
[9] M. Hochster, Prime ideal structure in commutative rings, Trans. Amer. Math. Soc. 142
(1969), 43–60.
[10] G. M. Kelly and M. L. Laplaza, Coherence for compact closed categories, J. Pure Appl.
Algebra 19 (1980), 193–213.
[11] L. G. Lewis Jr., J. P. May, M. Steinberger, and J. E. McClure, Equivariant stable homo-
topy theory, Lecture Notes in Mathematics, vol. 1213, Springer-Verlag, Berlin, 1986. With
contributions by J. E. McClure.
[12] Saunders Mac Lane, Categories for the working mathematician, 2nd ed., Graduate Texts in
Mathematics, vol. 5, Springer-Verlag, New York, 1998.
[13] R. W. Thomason, The classification of triangulated subcategories, Compositio Math. 105
(1997), no. 1, 1–27.
Universita¨t Bielefeld, Fakulta¨t fu¨r Mathematik, BIREP Gruppe, Postfach 10 01 31,
33501 Bielefeld, Germany.
E-mail address: ambrogio@math.uni-bielefeld.de
Universita¨t Bielefeld, Fakulta¨t fu¨r Mathematik, BIREP Gruppe, Postfach 10 01 31,
33501 Bielefeld, Germany.
E-mail address: gstevens@math.uni-bielefeld.de
