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BORDERLINE GRADIENT CONTINUITY OF MINIMA
PAOLO BARONI, TUOMO KUUSI, AND GIUSEPPE MINGIONE
To Haı¨m Brezis, a master of nonlinear analysis
ABSTRACT. The gradient of any local minimiser of functionals of the type
w 7→
∫
Ω
f(x,w,Dw) dx+
∫
Ω
wµdx,
where f has p-growth, p > 1, and Ω ⊂ Rn, is continuous provided the optimal Lorentz
space condition µ ∈ L(n, 1) is satisfied and x→ f(x, ·) is suitably Dini-continuous.
1. INTRODUCTION
The aim of this paper is to prove a variational analog of a borderline regularity result
that, originally being a well-known consequence of a linear fact due to Stein, has recently
found optimal nonlinear extensions in [24, 25, 26]. Indeed, a result from [32] asserts that
if v ∈W 1,1 is a Sobolev function defined in Rn with n ≥ 2, then
Dv ∈ L(n, 1) =⇒ v is continuous . (1.1)
The Lorentz space L(n, 1)(Ω) ≡ L(n, 1), here with Ω ⊂ Rn, consists of all measurable
functions g satisfying∫ ∞
0
|{x ∈ Ω : |g(x)| > t}|1/n dt <∞ . (1.2)
The implication in (1.1) is the optimal limiting case of Sobolev-Morrey embedding. Ap-
plications to regularity actually lead to a reformulation of Stein’s theorem in terms of sharp
gradient continuity criteria for solutions to the linear equation
△u = µ in Rn . (1.3)
Indeed, using standard interpolation (1.1) allows to conclude that
µ ∈ L(n, 1) =⇒ Du is continuous . (1.4)
Now, while this result seems to be deeply linked to the fact that the one in (1.3) is a linear
equation, very recent developments in [26, 24] have revealed an unsuspected nonlinear
nature of this phenomenon. Indeed, when considering the so called p-Laplacean equation
defined by
div (|Du|p−2Du) = µ, p > 1 , (1.5)
we see that, notwithstanding the nonlinear, degenerate nature of the operator appearing on
the left-hand side, the implication in (1.4) still holds. In fact, the result also extends to
more general equations in divergence form with p-Laplacean structure as
div a(x,Du) = µ , (1.6)
where the vector field x 7→ a(x, ·) is Dini-continuous (see (1.11) below and [24, 25] for
precise assumptions). The Dini-continuity of coefficients is a necessary conditions for the
continuity of the gradient already in the case of linear equations, as shown in [19]. One of
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the most interesting features of the condition in (1.4) is that this is actually independent of
p. The one in (1.5) is the Euler-Lagrange equation of the functional
w 7→
1
p
∫
Ω
|Dw|p dx+
∫
Ω
wµdx (1.7)
and this observation is the starting point of this paper. Indeed, here we are interested in
understanding if a result of the type explained above has also a variational nature. For this
reason we are considering functionals of the type
F(w,Ω) :=
∫
Ω
f(x,w,Dw) dx +
∫
Ω
wµdx . (1.8)
Here Ω denotes a bounded domain of Rn, n ≥ 2 and the functional is naturally defined
over the space W 1,p(Ω), p > 1, having the integrand f : Ω × R × Rn → R polynomial
growth of order p with respect to the gradient variable. Indeed, the growth and ellipticity
assumptions we impose on the energy density f : Ω× R× Rn → R are the classic

ξ 7→ f(x, u, ξ) is C2-regular
ν(s+ |ξ|)p ≤ f(x, u, ξ) ≤ L(s+ |ξ|)p
ν(s+ |ξ|)p−2|λ|2 ≤ 〈∂2f(x, u, ξ)λ, λ〉 ≤ L(s+ |ξ|)p−2|λ|2
|f(x1, u1, ξ)− f(x2, u2, ξ)| ≤ L˜
[
ω(|x1 − x2|) + |u1 − u2|α
]
(s+ |ξ|)p
(1.9)
for every x, x1, x2 ∈ Ω, every u, u1, u2 ∈ R, ξ, λ ∈ Rn, for parameters 0 < ν ≤ 1 ≤ L,
L˜ ≥ 0, s ∈ [0, 1] and α ∈ (0, 1]. Here, and also later in the manuscript, ∂f stands for
the gradient of f with respect to the ξ variable and ω : [0,∞) → [0, 1] is a modulus of
continuity, that is a continuous, non-decreasing, concave function such that ω(0) = 0.
These conditions are obviously satisfied by the functional in (1.7) with s = 0 and with no
dependence on (x, u) occurring, i.e. L˜ = 0.
We recall that a local minimiser of the functional F is a map u ∈W 1,ploc (Ω) such that
F(u, suppϕ) ≤ F(u+ ϕ, suppϕ)
for any variation ϕ ∈ W 1,p(Ω) such that suppϕ ⊂ Ω. The main point here is that the
functional F is non-differentiable, due to the Ho¨lder continuity dependence with respect
to the second variable displayed in (1.9)4 (at least when α < 1). In other words no Euler-
Lagrange equation is available for F and the results of [24, 25, 26] cannot be used. The
aim of this paper is now to show that the one in (1.4) is in fact a general phenomenon,
that does not require an equation, and that holds directly for minimisers of non necessarily
differentiable functionals. The results will also depend, essentially in an optimal way, on
the regularity of the integrand f(·) with respect to the variable x, and for this we need a
preliminary definition. Indeed, we start assuming that ω(·) appearing in (1.9)4 is 1/2-Dini-
continuous, i.e.∫
0
[ω(ρ)]1/2
dρ
ρ
<∞ . (1.10)
Note that this condition is weaker than the Ho¨lder regularity, but stronger than the plain
Dini continuity, which is in fact∫
0
ω(ρ)
dρ
ρ
<∞ . (1.11)
Our first result is now
Theorem 1.1. Let u ∈W 1,ploc (Ω) a local minimiser of the functional (1.8), where the energy
density f(·) satisfies assumptions (1.9), ω(·) is 1/2-Dini continuous in the sense of (1.10)
and where µ ∈ L(n, 1). Then Du is continuous.
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The result of the previous theorem is the analog of the one from [24, 25] valid for
general divergence form equations of the type in (1.6) apart from the fact that 1/2-Dini
continuity (1.10) is required instead of the weaker Dini continuity (1.11). This fact is not
technical. In fact, as noticed in [13], the modulus of continuity of the function x→ f(x, ·)
is not in general inherited by x → ∂f(x, ·) and results cannot be recovered by using the
Euler-Lagrange equation, also in the case this last one exists. For instance, it can be proved
that under assumptions (1.9) if x→ f(x, ·) is Ho¨lder continuous with exponent α ∈ (0, 1)
then x → ∂f(x, ·) is Ho¨lder continuous with a worst exponent, namely α/2. Such loss of
regularity appears with other moduli of continuity too. In this respect, and recalling that
the Dini continuity is in general necessary for proving the gradient continuity of solutions
to equations as (1.6), the assumption of 1/2-Dini continuity of Theorem 1.1 appears to be
optimal in that it serves to rebalance this loss of regularity when passing from f to ∂f .
In order to use Dini-continuity of coefficients as an effective assumption we then need to
consider an additional, natural condition on ∂f(·), namely
|∂f(x1, u1, ξ)− ∂f(x2, u2, ξ)|
≤ L˜
[
ω(|x1 − x2|) + |u1 − u2|
α
]
(s+ |ξ|)p−1 (1.12)
for every x1, x2 ∈ Ω, every u1, u2 ∈ R, ξ ∈ Rn; this assumptions is also of common use
in the literature [13, 23]. In this way we have
Theorem 1.2. Let u ∈ W 1,ploc (Ω) a local minimiser of the functional (1.8) and suppose
that f(·) satisfies (1.9) and also (1.12), where ω(·) is Dini continuous as in (1.11), with
µ ∈ L(n, 1). Then Du is continuous.
Assumption (1.12) above is automatically satisfied in many cases, for instance by split-
ting densities and functionals of the type
w 7→
∫
Ω
g(x,w)h(Dw) dx +
∫
Ω
wµdx ,
with
|g(x1, u1)− g(x2, u2)| ≤ c
[
ω(|x1 − x2|) + |u1 − u2|
α
]
and h : Rn → R having p-growth in the sense of (2.12)1 below. In this respect, Theorem
1.2 recovers the results of [24, 25] for equations as in (1.6), when these are the Euler-
Lagrange of a functional of the type considered here. This happens for instance when
considering differentiable functionals as
w 7→
∫
Ω
f(x,Dw) dx +
∫
Ω
wµdx
which is in fact (1.6) with a = ∂f , when (1.12) is in force.
We conclude spending a few words on the techniques used in this paper and the relative
background. The methods we use find their origins in nonlinear potential theory [17, 20,
21, 31, 9] and use certain exit time arguments and linearisation methods already introduced
in [24, 26] together with several basic regularity results for solutions to p-Laplacean type
equations (see for instance [7, 28, 29]). The novelty here consists of framing these recently
introduced techniques in the variational setting, and performing estimates without using
equations but using directly the minimality property. In this respect our results can also
be framed in a line of research that started with the papers [11, 12] and that has gained
several contributions (see for instance [22, 30] for references). The common point in these
papers is in fact that regularity results are obtained using directly the minimality property
of solutions rather than the fact that they solve an equation. In particular, in this paper we
build a bridge between these variational techniques and nonlinear potential theory, thereby
proving some borderline results for minimisers of non-differentiable functionals. Finally,
a few words on the role of the space L(n, 1). This space already appears in the study of
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the p-Laplacian equations and systems [4, 5, 8, 26, 27]. Lorentz spaces are of common
use to prove endpoint estimates and describe results that are otherwise unachievable using
Lebesgue spaces [1, 2].
2. PRELIMINARY MATERIAL
2.1. Notation. In this paper we shall adopt the convention of denoting by c a constant,
always larger than one, that may vary from line to line; peculiar dependencies on parame-
ters will be properly emphasized in parentheses when needed, sometimes just at the end of
the chains of equations, for the sake of readability. Special occurrences will be denoted by
special symbols, such as c1, c2, c˜. In the following
BR(x0) := {x ∈ R
n : |x− x0| < R}
will denote the open ball with center x0 and radius R. We shall avoid to write the center
of the balls when no ambiguity will arise: often the reader will read BR ≡ BR(x0) or
the like. With δ being a positive number, we shall also denote by δB the ball concentric
to B with radius magnified by a a factor δ. With B ⊂ Rn being a measurable set with
positive, finite measure and ℓ : B → Rk, k ∈ N, an integrable map, we denote with (ℓ)B
the averaged integral
(ℓ)B :=
∫
B
ℓ dx :=
1
|B|
∫
B
ℓ dx .
A useful property, which will be often used, is the following one:∫
B
|ℓ− (ℓ)B|
t dx ≤ 2t
∫
B
|ℓ− ξ|t dx for all t ≥ 1 and all ξ ∈ Rk; (2.1)
here B is as above and ℓ ∈ Lt(B). With f : B → Rk being a vector field, we shall denote
osc
B
f := sup
x,y∈B
|f(x) − f(y)| ,
where with sup we denote the essential supremum. Finally, N := {1, 2, . . .} while N0 :=
N ∪ {0}.
2.2. Lorentz spaces. The Lorentz space L(n, 1) has already been defined in (1.2) to de-
scribe the main assumption concerning the function µ appearing in (1.8). By eventually
letting µ ≡ 0 outside Ω we may assume that µ is defined on the whole Rn and that∫ ∞
0
|{x ∈ Rn : |µ(x)| > t}|1/n dt <∞ .
Therefore from now on we shall denote L(n, 1) ≡ L(n, 1)(Rn). One useful quantity
related to the Lorentz space L(n, 1) is the following series
Sr,δ,q(x0) :=
∞∑
j=0
δjr
( ∫
Bδjr(x0)
|µ|q dx
)1/q
for q ∈ (1, n), (2.2)
where δ ∈ (0, 1). The series is converging in the case µ ∈ L(n, 1); the relation is encoded
in the following Lemma, whose simple proof follows from the representation of Lorentz
spaces in term of rearrangements (see [18]) and can be found in [26, Lemma 1].
Lemma 2.1. Let µ ∈ L(n, 1) be such that µ ≡ 0 outside Ω; then, if δ ∈ (0, 1/4) and for
q ∈ (1, n), it holds that
sup
x0∈Ω
Sr,δ,q(x0) ≤ c
∫ ∞
0
|{x ∈ Rn : |µ(x)| > t}|1/n dt
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for a constant c depending only on n, q, δ. Moreover, there exists a continuous, non-
decreasing function d : [0,∞) → [0,∞), obviously depending on µ, such that d(0) = 0
and the following inequality holds uniformly with respect to x0 ∈ Ω:
Sr,δ,q(x0) ≤ δ
1−n/qd(r) . (2.3)
In particular, the following limit holds uniformly with respect to x0 ∈ Ω:
lim
r→0
Sr,δ,q(x0) = 0 . (2.4)
2.3. The V function. It is useful to consider the following auxiliary map:
Vs(ξ) :=
(
s+ |ξ|
)(p−2)/2
ξ, ξ ∈ Rn,
s as in (1.9), which is a bijection of Rn. The following inequality is classic:
1
c
|Vs(ξ1)− Vs(ξ2)|
2 ≤
(
s+ |ξ1|+ |ξ2|
)p−2
|ξ1 − ξ2|
2
≤ c|Vs(ξ1) − Vs(ξ2)|
2 (2.5)
for any p > 1 and a constant c depending on n, p; in particular
|ξ1 − ξ2|
p ≤ c|Vs(ξ1)− Vs(ξ2)|
2 (2.6)
when p ≥ 2, while
|ξ1 − ξ2| ≤ c|Vs(ξ1)− Vs(ξ2)|
2/p + c
(
s+ |ξ1|
)(2−p)/2
|Vs(ξ1)− Vs(ξ2)| (2.7)
if 1 < p ≤ 2, see [26, Lemma 2]. Also the constants appearing in (2.6) and (2.7) depend
only on n and p.
It will be also useful the following fact, which can be deduced by Taylor’s formula,
using (1.9)3 and (2.5): see for instance [22, (3.2)].
Lemma 2.2. Suppose f(·) satisfies (1.9)1 and (1.9)3, with p > 1. Then for all x, u ∈ Ω×R
and for all ξ1, ξ2 ∈ Rn it holds
1
c
∣∣Vs(ξ1)− Vs(ξ2)∣∣2 ≤ f(x, u, ξ1)− f(x, u, ξ2)− 〈∂f(x, u, ξ2), ξ1 − ξ2〉
for a constant depending only on n, p, ν, L.
2.4. Regularity estimates for minimisers. We start with a suitable reformulation of some
standard estimates for minimisers that can be found for instance in [15, Chapter 7]. These
are summarised in the following
Theorem 2.3. Let u be a minimiser of (1.8); then u is locally Ho¨lder continuous. More-
over, there exists a radius RH ≡ RH(n, p, ν, L, ‖µ‖Ln) ≤ 1 such that the estimate
osc
Bρ(x0)
u ≤ c
( ρ
R
)γ (∫
B2R(x0)
(
|u|+ 1
)p
dx
)1/p
, 0 < ρ ≤ R, (2.8)
holds whenever B2R(x0) ⊂ Ω is a ball with radius 2R ≤ RH , for an exponent γ ≡
γ(n, p, ν, L) ∈ (0, 1) and a constant c ≥ 1 depending on n, p, ν, L, ‖µ‖Ln.
Proof. We briefly show how to deduce (2.8) from the estimates of [15, Chapter 7] and we
try to stick to the notation used there. We can reduce to the case p < n, as noted in [15,
Chapter 7] and reformulate the growth conditions we have now in terms of those used in
[15, Chapter 7]. When looking at the functional in (1.8) we see that the integrand globally
satisfies the growth conditions
ν|ξ|p − |µ||w|p − |µ| ≤ f(x,w, ξ) + wµ ≤ c|ξ|p + c|µ||w|p + c(|µ|+ sp) (2.9)
for a.e. x ∈ Ω and all (w, ξ) ∈ Rn+1; the constant c only depends on n, p, L. Hence in
[15, Equation (7.2)] we can take γ = p, b(x) := c|µ(x)| and a(x) := c(|µ(x)| + sp); they
both clearly belong to Ln(Ω) and this in enough to ensure the needed integrability required
6 PAOLO BARONI, TUOMO KUUSI, AND GIUSEPPE MINGIONE
in [15, Chapter 7] with respect to the lower order terms. A computation moreover shows
that we can take ǫ = (p − 1)/n and hence β = nǫ/p = 1 − 1/p in all the results of [15,
Chapter 7]. In particular, from [15, Theorem 7.5] we infer that u is locally bounded and
that the estimate
sup
BR(x0)
u ≤ c
(∫
B2R(x0)
|u|p dx
)1/p
+ c‖|µ|+ sp‖
1/p
Ln(B2R(x0))
R1−1/p (2.10)
holds for a constant depending on n, p, ν, L and for any ball B2R(x0) ⊂ Ω with radius
smaller than a thresholdRH , depending on n, p, ‖µ‖Ln; notice indeed that by the definition
of ξ(R) at page 216, in the case γ = p the smallness condition involves only ‖µ‖Ln and
we can suppose RH ≤ 1. In other words, the dependence of the radius RH on the norm
‖u‖W 1,p described in [15, Chapter 7] does not take place in the present situation. One can
deduce the local estimate (2.10) also starting from [15, Display (7.16)], where the value
of χ must be chosen accordingly with the Caccioppoli’s inequality [15, Display (7.5)] and
κ0 = 0; at this point (2.10) follows performing some simple algebraic manipulations. Now
we consider [15, Display (7.45)] that states
osc
Bρ(x0)
u ≤ c
( ρ
R
)γ[
osc
BR(x0)
u+ χRγ
]
, χp :=
∥∥|µ|(1 + sp +Mp)∥∥
Ln(BR(x0))
,
for all ρ ≤ R ≤ RH , γ ∈ (0, 1) as in the statement of the Theorem 2.3 and a constant
c ≥ 1, depending both on n, p, ν, L and where M ≥ ‖u‖L∞(BR(x0)). To conclude, we
estimate part of the right-hand side of the previous inequality, using (2.10), in the following
manner: since R ≤ RH ≤ 1
osc
BR(x0)
u+ χRγ ≤ 2M + c(1 + s+M)‖µ‖
1/p
Ln(BR(x0))
≤ c
(
1 + ‖µ‖
1/p
Ln(BR(x0))
)
(1 + s+M)
≤ c
(∫
B2R(x0)
(
|u|+ 1
)p
dx
)1/p
.
where c also depends on ‖µ‖Ln . 
2.5. Regularity estimates for frozen functionals. In this section we collect a few stan-
dard facts from regularity theory of p-Laplacean type equations and related variational
integrals. We consider variational Dirichlet problems of the type

v → min
w
∫
BR
h(Dw) dx
w ∈ u+W 1,p0 (BR) ,
(2.11)
where BR is a ball of Rn, n ≥ 2, u ∈ W 1,p(BR) and the energy density h(·) is a C2(Rn)
map satisfying{
ν(s+ |ξ|)p ≤ h(ξ) ≤ L(s+ |ξ|)p;
ν(s+ |ξ|)p−2|λ|2 ≤ 〈∂2h(ξ)λ, λ〉 ≤ L(s+ |ξ|)p−2|λ|2,
(2.12)
for all ξ, λ ∈ Rn where s ∈ [0, 1]. We stress that by using (2.12)1 and the convexity of h it
is possible to show that
|∂h(ξ)| ≤ c(p, L)(s+ |ξ|)p−1 for all ξ ∈ Rn (2.13)
see [6, Proposition 2.32] and hence w solves the Euler equation relative to the functional
(2.11) in its weak formulation, that is∫
BR
〈∂h(Dv), Dϕ〉 dx = 0 for all ϕ ∈ W 1,p0 (BR). (2.14)
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Hence the vector field ∂h satisfies the ellipticity and growth conditions
〈∂2h(ξ)λ, λ〉 ≥ ν(s+ |ξ|)p−2|λ|2, |∂h(ξ)| ≤ c(p, L)(s+ |ξ|)p−1
for any ξ, λ ∈ Rn. The following two lemmas are a direct consequence of the classical
regularity estimates valid for p-Laplacean type equations [7, 28, 29]. For the formulations
below see for instance [24, 27].
Lemma 2.4. Let v ∈ W 1,p(BR) be the unique solution to (2.11); then v ∈ C1,βloc (BR) for
some β(n, p, ν, L) ∈ (0, 1). Moreover the following local estimates hold:
sup
BR/2
(s+ |Dv|) ≤ c1
∫
BR
(
s+ |Dv|
)
dx (2.15)
and, with B˜, λ ≥ 1,
s+ sup
BR/4
|Dv| ≤ B˜λ =⇒ osc
BτR
Dv ≤ c2τ
βB˜λ (2.16)
for all τ ∈ (0, 1/8); the constants c1, c2 depend only on n, p, ν, L.
Lemma 2.5. Let v ∈W 1,p(BR) be the unique solution to (2.11). Then for every ε¯ ∈ (0, 1),
there exists δ¯ ∈ (0, 1/4), depending on n, p, ν, L, ε¯, such that if σ ∈ (0, δ¯ ], then∫
BσR
∣∣Dv − (Dv)BσR ∣∣t dx ≤ ε¯
∫
BR
∣∣Dv − (Dv)BR ∣∣t dx (2.17)
for any t ∈ [1, 2].
A corollary of Lemma 2.4, is the following “density improvement Lemma” first used in
[24]; we refer to [24, Proposition 2] for the proof (there it is b = 0 but the proof applies
verbatim to the case considered below).
Lemma 2.6. Let v ∈W 1,p(BR) be as in Lemma 2.4 and suppose that the two conditions
λ
A˜
≤
(∫
BστR
(b+ |Dv|)t dx
)1/t
and s+ sup
BR/2
|Dv| ≤ A˜λ, (2.18)
hold for t ∈ [1, p], b ∈ [0, 1], some σ ∈ (0, 1), A˜ ≥ 1, λ ≥ 1 and with τ ∈ (0, τ¯ ], satisfying
τ¯ :=
1
2
1
[4c2A˜2]1/β
∈ (0, 1/8) . (2.19)
Here both β ∈ (0, 1) and c2 appear in Lemma 2.4. Then
λ
4A˜
≤ b+ |Dv| holds in BτR .
3. PROOF OF THEOREMS 1.1-1.2: BEGINNING
We begin the proof of Theorems 1.1-1.2. Before going on, let us make a few preliminary
remarks. We can define the new modulus of continuity
ω˜(̺) := ω(̺) + ̺αγ , (3.1)
α in (1.9)4, γ in Theorem 2.3 and notice that if ω(·) is 1/2-Dini continuous, then also ω˜(·)
is 1/2-Dini continuous. Let then Ω′ ⋐ Ω be an open subset. Using Theorem 2.3 and a
standard covering argument, we find that u ∈ C0,γ(Ω′) ∩ L∞(Ω′) for γ ≡ γ(n, p, ν, L) ∈
(0, 1) and we have the inequality[
osc
Bρ
u
]α
≤ cω˜(̺) (3.2)
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for a constant c ≡ c(n, p, ν, L, ‖µ‖Ln, ‖u‖Lp(Ω), dist(Ω′, ∂Ω)), which is of later frequent
use. Now since the results we are going to prove are local in nature, we can therefore
assume without loss of generality that
u ∈ C0,α(Ω) ∩ L∞(Ω) (3.3)
holds, getting rid of the dependence of the various constants on ‖u‖Lp(Ω), dist(Ω′, ∂Ω),
and just retaining the ones on n, p, ν, L, ‖µ‖Ln.
We shall now consider a fixed ball B2R ≡ B2R(x0) ⊂ Ω with radius 2R ≤ RH , RH
appearing in Theorem 2.3. The scheme of the section is now the following. In Sections
3.1-3.4 we shall argue under the assumptions and with the notation of Theorem 1.1. In
particular u ∈ W 1,ploc (Ω) will always be a local minimiser of the functional (1.8), where
the energy density f(·) satisfies assumptions (1.9), ω(·) is 1/2-Dini continuous, and where
µ ∈ L(n, 1); many of the results we are going to prove in the following pages, however,
just need the fact that ω is solely a concave modulus of continuity. Finally, in Section 3.5,
we give the necessary modifications to treat Theorem 1.2, where assumptions are slightly
stronger.
3.1. A first comparison estimate. For Bρ ≡ Bρ(x0) ⊂ B2R(x0), let v ∈ u+W 1,p0 (Bρ)
be the (unique) solution to the following Dirichlet problem:

v → min
w
∫
Bρ
f(x0, (u)Bρ , Dw) dx
w ∈ u+W 1,p0 (Bρ) .
(3.4)
The rest of this section is devoted to the proof of a comparison estimate between u and v,
that is (3.19) below. Since h(ξ) := f(x0, (u)Bρ , ξ) satisfies (1.9)1,2, then it also satisfies
the growth conditions (2.12) and hence v is a solution to the Euler equation (2.14); Lemma
2.2 thus yields∫
Bρ
∣∣Vs(Du)− Vs(Dv)∣∣2 dx
≤ c
∫
Bρ
[
f(x0, (u)Bρ , Du)− f(x0, (u)Bρ , Dv)
]
dx . (3.5)
Moreover, by minimality of v, using (1.9)2∫
Bρ
(s+ |Dv|
)p
dx ≤
1
ν
∫
Bρ
f(x0, (u)Bρ , Dv) dx
≤
1
ν
∫
Bρ
f(x0, (u)Bρ , Du) dx ≤
L
ν
∫
Bρ
(
s+ |Du|
)p
dx .
(3.6)
Since u is a minimiser of (1.8), we have, rearranging terms∫
Bρ
[
f(x, u,Du)− f(x, v,Dv)
]
dx ≤
∫
Bρ
(v − u)µ dx . (3.7)
We proceed by giving an estimate for the right-hand side in the above display; we consider
different cases. In the first one we assume that p ≥ 2 and max{p, n} > 2. Using Ho¨lder’s
and Sobolev’s inequalities (for the exponents described below) we have
∫
Bρ
|u− v||µ| dx ≤
(∫
Bρ
∣∣∣∣u− vρ
∣∣∣∣
(p′)∗
dx
)1/(p′)∗
ρ
(∫
Bρ
|µ|q dx
)1/q
≤ c
(∫
Bρ
|Du−Dv|p
′
dx
)1/p′
ρ
(∫
Bρ
|µ|q dx
)1/q
. (3.8)
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Here (p′)∗ denotes the Sobolev’s conjugate of p′ = p/(p− 1) as follows:
(p′)∗ :=
np′
n− p′
=
np
np− (n+ p)
=⇒ q := [(p′)∗]′ =
np
n+ p
. (3.9)
In the case n = p = 2, on the other hand, we still obtain (3.8) for instance with the choice
q = 3/2. The remaining case is when 1 < p < 2; for
q := (p∗)′ =
np
np− (n− p)
(3.10)
we have∫
Bρ
|u− v||µ| dx ≤
(∫
Bρ
∣∣∣∣u− vρ
∣∣∣∣
p∗
dx
)1/p∗
ρ
(∫
Bρ
|µ|q dx
)1/q
≤ c
(∫
Bρ
|Du−Dv|p dx
)1/p
ρ
(∫
Bρ
|µ|q dx
)1/q
. (3.11)
Hence, setting t := min{p′, p}, in any case we have∫
Bρ
|u− v||µ| dx ≤ c
(∫
Bρ
|Du−Dv|t dx
)1/t
ρ
(∫
Bρ
|µ|q dx
)1/q
, (3.12)
with q being defined through (3.9)-(3.10) according to the various cases considered, and
c ≡ c(n, p). The only thing we really mind here is that q < n holds. We now look at (3.5)
and decompose the integrand in the right-hand side as follows:
f(x0, (u)Bρ , Du)− f(x0, (u)Bρ , Dv)
=
[
f(x0, (u)Bρ , Du)− f(x, u,Du)
]
+
[
f(x, u,Du)− f(x, v,Dv)
]
+
[
f(x, v,Dv) − f(x0, (v)Bρ , Dv)
]
+
[
f(x0, (v)Bρ , Dv)− f(x0, (u)Bρ , Dv)
]
=: I + II + III + IV . (3.13)
Using (1.9)4 and (3.2), also recalling the definition of ω˜(·) in (3.1), we start estimating∫
Bρ
I dx ≤ L˜
∫
Bρ
[
ω(ρ) + |u − (u)Bρ |
α
](
s+ |Du|
)p
dx
≤ L˜ ω(ρ)
∫
Bρ
(
s+ |Du|
)p
dx+ L˜
[
osc
Bρ
u
]α ∫
Bρ
(
s+ |Du|
)p
dx
≤ cω˜(ρ)
∫
Bρ
(
s+ |Du|
)p
dx . (3.14)
with c ≡ c(p, ν, L, L˜, ‖µ‖Ln). Similarly we have for the third term∫
Bρ
III dx ≤ L˜ ω(ρ)
∫
Bρ
(
s+ |Dv|
)p
dx+ L˜
[
osc
Bρ
v
]α ∫
Bρ
(
s+ |Dv|
)p
dx
≤ L˜ ω(ρ)
∫
Bρ
(
s+ |Dv|
)p
dx+ L˜
[
osc
Bρ
u
]α ∫
Bρ
(
s+ |Dv|
)p
dx
≤ cω˜(ρ)
∫
Bρ
(
s+ |Du|
)p
dx . (3.15)
and we have used that oscBρ v ≤ oscBρ u, which is a basic consequence of the maximum
principle [14]; we also used (3.6). As for the maximum principle, we are using here that v
solves the Euler-Lagrange equation
div ∂f(x0, (u)Bρ , Dv) = 0 .
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Again we have∫
Bρ
IV dx ≤ L˜
∫
Bρ
|(u)Bρ − (v)Bρ |
α
(
s+ |Dv|
)p
dx
≤ cω˜(ρ)
∫
Bρ
(
s+ |Du|
)p
dx (3.16)
since, again by maximum principle we have
inf
Bρ
u ≤ v ≤ sup
Bρ
u in Bρ =⇒ ‖u− v‖L∞(Bρ) ≤ osc
Bρ
u . (3.17)
Finally, using (3.7) and (3.12) we have∫
Bρ
II dx ≤ c
(∫
Bρ
|Du−Dv|t dx
)1/t
ρ
(∫
Bρ
|µ|q dx
)1/q
. (3.18)
Connecting this to (3.5) and in turn using estimates to (3.13)-(3.16) yields the comparison
estimate we were looking for, this is in the following
Lemma 3.1. Let u ∈ W 1,ploc (Ω) be a local minimiser of the functional (1.8), where the
energy density f(·) satisfies assumptions (1.9) and where µ ∈ L(n, 1). Let v ∈ u +
W 1,p0 (Bρ) be the solution to (3.4). Then the estimate∫
Bρ
∣∣Vs(Du)− Vs(Dv)∣∣2 dx ≤ cω˜(ρ)
∫
Bρ
(
s+ |Du|
)p
dx
+ c
(∫
Bρ
|Du−Dv|t dx
)1/t
ρ
(∫
Bρ
|µ|q dx
)1/q
, (3.19)
holds for a constant depending on n, p, ν, L, L˜ and ‖µ‖Ln , and where
t := min{p, p′} and 1 < q ≡ q(n, p) < n . (3.20)
3.2. A reverse inequality for minima. Here we prove the following reverse inequality
for minimisers of the functionalF defined in (1.8). For this we need less assumptions than
those reported in Theorem 1.1.
Lemma 3.2. Let u be a minimiser of (1.8) under assumptions (1.9)2 and µ ∈ Ln(Ω). Then
there exists a constant c ≡ c(n, p, ν, L) such that the following inequality holds whenever
B2ρ ⊂ Ω is ball:(∫
Bρ
|Du|p dx
)1/p
≤ c
(∫
B2ρ
(|Du|+ s)p
′
dx
)1/p′
+c
(
ρq
∫
B2ρ
|µ|q dx
)1/[q(p−1)]
(3.21)
where the exponent q is as in (3.20).
Proof. We can assume that p > 2 otherwise p ≤ 2 implies p′ ≥ p and the statement is
obviously verified; actually Lemma 3.2 will be used only in the case p > 2. The rest of the
proof goes in three different steps.
Step 1: A preliminary estimate. We start following the proof of [15, Theorem 6.5].
We take concentric balls Bρ ⊂ B̺0 ⊂ B̺1 ⊂ B2ρ and a related cut-off function η ∈
C∞0 (B(̺0+̺1)/2) such that η ≡ 1 on B̺0 and |Dη| ≤ c/(̺1 − ̺0). We then test the
minimality of u using the competitor v := u− η(u− (u)B2ρ); using the growth conditions
on f(·), we then have the following inequality:∫
B̺0
|Du|p dx ≤ c˜
∫
B̺1\B̺0
|Du|p dx+ c
∫
B̺1
∣∣∣∣u− (u)B2ρ̺1 − ̺0
∣∣∣∣
p
dx
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+ c
∫
B̺1
|u− (u)B2ρ ||µ| dx+ cs
p̺n1 .
By “filling the hole”, that is by adding to both sides of the previous inequality the integral
c˜
∫
B̺0
|Du|p dx
we come to∫
B̺0
|Du|p dx ≤ θ
∫
B̺1
|Du|p dx+
c
(̺1 − ̺0)p
∫
B̺1
|u− (u)B2ρ |
p dx
+c
∫
B̺1
|u− (u)B2ρ ||µ| dx + cs
pρn
for θ ≡ θ(n, p, ν, L) = c˜/(c˜ + 1) ∈ (0, 1) and again c ≡ c(n, p, ν, L) ≥ 1. We can
therefore apply the iteration Lemma 3.3 below in order to obtain∫
Bρ
|Du|p dx ≤ c
∫
B2ρ
∣∣∣∣u− (u)B2ρ2ρ
∣∣∣∣
p
dx + c
∫
B2ρ
|u− (u)B2ρ ||µ| dx+ cs
p .
We now estimate the two integrals appearing on the right-hand side of the above inequality.
The last term can be estimated exactly as the integral appearing on the right-hand side of
(3.7). Therefore, proceeding as in (3.8)-(3.12), and with the notation wooed there about q,
we have∫
B2ρ
|u− (u)B2ρ ||µ| dx ≤ c
(∫
B2ρ
|Du|p
′
dx
)1/p′
ρ
(∫
B2ρ
|µ|q dx
)1/q
≤ c
(∫
B2ρ
|Du|p
′
dx
)p/p′
+ cρp
′
(∫
Bρ
|µ|q dx
)p′/q
.
Moreover, using Sobolev embedding theorem we find∫
B2ρ
∣∣∣∣u− (u)B2ρ2ρ
∣∣∣∣
p
dx ≤ c
(∫
B2ρ
|Du|p∗ dx
)p/p∗
with, as usual, p∗ = np/(n+ p). Connecting the content of the last three displays yields(∫
Bρ
|Du|p dx
)1/p
≤ c
(∫
B2ρ
|Du|p∗ dx
)1/p∗
+ c
(∫
B2ρ
|Du|p
′
dx
)1/p′
+c
(
ρq
∫
B2ρ
|µ|q dx
)1/[q(p−1)]
+ cs . (3.22)
The previous inequality actually holds for any ball B2ρ ⊂ Ω. We now distinguish two
cases. The first one is when p∗ ≤ p′, and in this case we have finished since (3.21) follows
immediately from the inequality in the above display and Ho¨lder’s inequality. The other
case is when p′ < p∗ and in order to deal with it we have to use another interpolation
argument. This needs a preliminary scaling procedure and this facts are developed in the
next two steps.
Step 2: Rescaling. Here we recall a standard rescaling procedure. Indeed, for a ball
B2ρ ≡ B2ρ(x0) ⊂ Ω, if we define the rescaled functions
u˜(x) :=
u(x0 + ρx)
ρ
, µ˜(x) := ρµ(x0 + ρx) (3.23)
for x ∈ B1 and the integrand
f˜(x, v, ξ) := f(x0 + ρx, ρv, ξ) (3.24)
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for (x, v, ξ) ∈ B2 × R × Rn, it is not difficult to prove that u˜ is a local minimiser of the
functional
w 7→
∫
B2
f˜(x,w,Dw) dx +
∫
B2
wµ˜ dx .
This functional satisfies the same assumptions of the original one considered in (1.8). We
will then prove the inequality(∫
B1
|Du˜|p dx
)1/p
≤ c
(∫
B2
(|Du˜|+ s)p
′
dx
)1/p′
+c
(∫
B2
|µ˜|q dx
)1/[q(p−1)]
(3.25)
eventually recovering (3.21) by scaling back to u. From now on we can therefore reduce
to prove (3.25) and this will be done in the third and final step.
Step 3: Proof of (3.25). Inequality (3.22) can be rewritten as
∫
Bρ
|Du˜|p dx ≤
c
ρp
(∫
B2ρ
|Du˜|p∗ dx
)p/p∗
+
c
ρn(p−2)
(∫
B2ρ
|Du˜|p
′
dx
)p/p′
+
c
ρn(p′/q−1)−p′
(∫
B2ρ
|µ˜|q dx
)p′/q
+ cspρn (3.26)
that holds whenever B2ρ ⊂ B2. We now consider again concentric balls B1 ⊂ B̺0 ⊂
B̺1 ⊂ B2 and we set ρ := (̺1 − ̺0)/4 and take a covering of B̺0 with a family of balls
{Bρ(yi)}i∈{1,...,H} made of at most H ≈ c(n)ρ−n balls, such that yi ∈ B̺0 for every
i ∈ {1, . . . , H}. Here c(n) depends only on n. Moreover, the covering can be taken in
such a way that each (doubled) ball B2ρ(yi) touches at most 8n other similar (doubled)
balls from the same family (finite intersection property). Summing up therefore yields∫
B̺0
|Du˜|p dx ≤
∑
i
∫
Bρ(yi)
|Du˜|p dx
≤
c
ρp
∑
i
(∫
B2ρ(yi)
|Du˜|p∗ dx
)p/p∗
+
c
ρn(p−2)
∑
i
(∫
B2ρ(yi)
|Du˜|p
′
dx
)p/p′
+
c
ρn(p′/q−1)−p′
∑
i
(∫
B2ρ(yi)
|µ˜|q dx
)p′/q
+ cHspρn
≤
c
ρp
(∫
B̺1
|Du˜|p∗ dx
)p/p∗
+
c
ρn(p−2)
(∫
B̺1
|Du˜|p
′
dx
)p/p′
+cρp
′
(∫
B̺1
|µ˜|q dx
)p′/q
+ csp . (3.27)
Notice that to perform the estimation for the last sum in the above display we have made
use of the elementary Lemma 3.4 below, since we are in the situation where p′ < p∗ = q.
Moreover, we can use the following interpolation inequality:
‖Du˜‖Lp∗(B̺1 )
≤ ‖Du˜‖θ
Lp′(B̺1 )
‖Du˜‖1−θLp(B̺1 )
, (3.28)
that holds for θ ∈ (0, 1) such that
1
p∗
=
θ
p′
+
1− θ
p
. (3.29)
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Inserting (3.28) in (3.27) yields
∫
B̺0
|Du˜|p dx ≤
c
ρp
(∫
B̺1
|Du˜|p
′
dx
)θp/p′ (∫
B̺1
|Du˜|p dx
)1−θ
+
c
ρn(p−2)
(∫
B̺1
|Du˜|p
′
dx
)p/p′
+cρp
′
(∫
B̺1
|µ˜|q dx
)p′/q
+ csp .
By using Young’s inequality and recovering the full notation we then find, after a few
elementary manipulations
(∫
B̺0
|Du˜|p dx
)1/p
≤
1
2
(∫
B̺1
|Du˜|p dx
)1/p
+
c
(̺1 − ̺0)n(p−2)/p
(∫
B̺1
|Du˜|p
′
dx
)1/p′
+c
(∫
B̺1
|µ˜|q dx
)1/[q(p−1)]
+cs.
The latter inequality holds whenever 1 ≤ ̺0 < ̺1 ≤ 2 for a constant c ≡ c(n, p, ν, L). At
this point (3.25) follows applying Lemma 3.3 below with ρ0 = 1 and ρ1 = 2. 
Lemma 3.3. Let h : [ρ0, ρ1] → R be a nonnegative and bounded function, and let θ ∈
(0, 1) and A,B ≥ 0, p > 0 be numbers. Assume that
h(̺0) ≤ θh(̺1) +
A
(̺1 − ̺0)γ1
+B
holds for every choice of ̺0 and ̺1 such that ρ0 ≤ ̺0 < ̺1 ≤ ρ1. Then the following
inequality holds with c ≡ c(θ, γ1, γ2):
h(ρ0) ≤
cA
(ρ1 − ρ0)γ1
+ cB .
The next lemma is a consequence of the concavity of the function t→ tγ for γ ≤ 1.
Lemma 3.4. Let {ai}1≤i≤H be non-negative numbers and γ ≤ 1, then the following
inequality holds:
H∑
i=1
aγi ≤ H
1−γ
(
H∑
i=1
ai
)γ
. (3.30)
3.3. A second comparison in the degenerate case. Again with B2R ≡ B2R(x0) ⊂ Ω
fixed as described at the beginning of Section 3, that is with 2R ≤ RH ≤ 1, we consider a
sequence of shrinking balls
{Bj}j∈N0 , B0 = BR, Bj+1 = δBj , Rj := δ
jR, j ∈ N0 , (3.31)
for some δ ∈ (0, 1/8) which we shall also fix later on; clearly Bj = BδjR = BRj . We
shall moreover denote
B˜j :=
1
2
Bj .
Notice the inclusions
. . . B˜j ⊂ Bj ⊂ B˜j−1 ⊂ Bj−1 . . . ⊂ BR
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that follow since δ ≤ 1/4. Accordingly, for every integer j ≥ 0 we define vj ∈ u +
W 1,p0 (B˜j) be the solution to the following Dirichlet problem:

vj → min
w
∫
B˜j
f(x0, (u)B˜j , Dw) dx
w ∈ u+W 1,p0 (B˜j) .
(3.32)
These are problems of the type (3.4). We start from the case p ≥ 2; in this case we have
the following estimate:
Lemma 3.5. Let u ∈ W 1,ploc (Ω) be a local minimiser of the functional (1.8), where the
energy density f(·) satisfies assumptions (1.9) with p ≥ 2 and where µ ∈ L(n, 1). Let
vj ∈ u +W
1,p
0 (B˜j) be the solution to (3.32). Suppose that, for some positive j ∈ N and
some λ ≥ 1, there holds(∫
Bj−1
(
s+ |Du|
)p′
dx
)1/p′
+
(∫
Bj
(
s+ |Du|
)p′
dx
)1/p′
≤ λ (3.33)
together with
Rj
(∫
Bj
|µ|q dx
)1/q
≤
( λ
A
)p−1
, Rj−1
(∫
Bj−1
|µ|q dx
)1/q
≤
( λ
A
)p−1
(3.34)
for some A ≥ 1, where 1 < q < n comes from (3.20). Then∫
B˜k
|Du−Dvk|
p dx ≤ c3
[
ω˜(Rk) +A
−p
]
λp (3.35)
holds for k = j, j − 1 and a constant c3 depending on n, p, ν, L, L˜, ‖µ‖Ln . If moreover
λ
B
≤ |Dvj−1| ≤ Bλ in Bj (3.36)
holds for some other constant B ≥ 1, then
(∫
B˜j
|Du−Dvj |
p′ dx
)1/p′
≤ c4[ω˜(Rj)]
1/2λ + c4λ
2−pRj−1
(∫
Bj−1
|µ|q dx
)1/q
(3.37)
holds with c4 depending on n, p, ν, L, L˜, ‖µ‖Ln, δ, B.
Proof. By applying (3.21) with Bρ ≡ B˜j , B˜j−1, and using (3.33)-(3.34), we have that∫
B˜j
(
s+ |Du|
)p
dx+
∫
B˜j−1
(
s+ |Du|
)p
dx ≤ cλp (3.38)
holds for a constant c ≡ c(n, p, ν, L). Matching (3.19) with (3.38) yields∫
B˜k
∣∣Vs(Du)− Vs(Dvk)∣∣2 dx ≤ c ω˜(Rk)λp
+ c
(∫
B˜k
|Du−Dvk|
p′ dx
)1/p′
Rk
(∫
Bk
|µ|q dx
)1/q
(3.39)
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for k = j, j − 1. Moreover, using (2.6) to estimate from below the left-hand side in the
above display, and also using Ho¨lder’s and then Young’s inequality, we have∫
B˜k
|Du−Dvk|
p dx ≤ c ω˜(Rk)λ
p
+ c
(∫
B˜k
|Du−Dvk|
p dx
)1/p
Rk
(∫
Bk
|µ|q dx
)1/q
≤ cω˜(Rk)λ
p + cRp
′
k
(∫
Bk
|µ|q dx
)p′/q
+
1
2
∫
B˜k
|Du−Dvk|
p dx
so that reabsorbing the last integral on the right-hand side we have that∫
B˜k
|Du−Dvk|
p dx ≤ c ω˜(Rk)λ
p + cRp
′
k
(∫
Bk
|µ|q dx
)p′/q
(3.40)
and using (3.34) we deduce (3.35). We now proceed with the proof of (3.37). Since both
ω(Rk) and Rk are smaller than one and A ≥ 1, recalling (3.1), from (3.35) it also follows∫
B˜k
|Du−Dvk|
p dx ≤ cλp
for k = j, j − 1 and also∫
B˜j
|Dvj −Dvj−1|
p dx ≤ 2p−1
∫
B˜j
|Du−Dvj |
p dx
+ 2p−1δ−n
∫
B˜j−1
|Du−Dvj−1|
p dx
≤ c ω˜(Rj−1)λ
p + cRp
′
j−1
(∫
Bj−1
|µ|q dx
)p′/q
≤ cλp (3.41)
with c, in both cases, depending on n, p, ν, L, L˜, ‖µ‖Ln , δ. Now we use (3.36) to infer∫
B˜j
|Du−Dvj |
p′ dx ≤ cλp
′(2−p)
∫
B˜j
|Dvj−1|
p′(p−2)|Du−Dvj |
p′ dx (3.42)
with c depending on p,B. We split∫
B˜j
|Dvj−1|
p′(p−2)|Du −Dvj |
p′ dx ≤ c
∫
B˜j
|Dvj |
p′(p−2)|Du−Dvj |
p′ dx
+ c
∫
B˜j
|Dvj−1 −Dvj |
p′(p−2)|Du−Dvj |
p′ dx =: V + V I (3.43)
and we estimate the two terms separately, starting from the second one. Using Young’s
inequality with exponents p/p′ = p − 1 and (p − 1)/(p − 2) (only when p > 2), and
recalling (3.40) and (3.41), we estimate
V I ≤ c
∫
B˜j
|Du−Dvj |
p dx+ c
∫
B˜j
|Dvj −Dvj−1|
p dx
≤ cω˜(Rj−1)λ
p + cRp
′
j−1
(∫
Bj−1
|µ|q dx
)p′/q
so that, for a constant depending on n, p, ν, L, L˜, ‖µ‖Ln , δ it holds that
λp
′(2−p)V I ≤ cω˜(Rj−1)λ
p′ + cλp
′(2−p)Rp
′
j−1
(∫
Bj−1
|µ|q dx
)p′/q
. (3.44)
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We now estimate λp′(2−p)V . To this aim we preliminary note that the estimate∫
B˜j
|Dvj |
p dx ≤ c
∫
B˜j−1
|Dvj −Dvj−1|
p dx+ c
∫
B˜j
|Dvj−1|
p dx ≤ cλp (3.45)
holds by (3.36) and (3.41). Hence we have, using again Ho¨lder’s inequality (when p > 2)
with conjugate exponents (2/p′, 2(p− 1)/(p− 2)) and (2.5)
λp
′(2−p)V = λp
′(2−p)
∫
B˜j
|Dvj |
p′(p−2)/2+p′(p−2)/2|Du−Dvj |
p′ dx
≤ λp
′(2−p)
(∫
B˜j
|Dvj |
p−2|Du−Dvj |
2 dx
)p′/2(∫
B˜j
|Dvj |
p dx
)(2−p′)/2
≤ cλp
′(2−p)/2
(∫
B˜j
(
s+ |Du|+ |Dvj |
)p−2
|Du −Dvj |
2 dx
)p′/2
≤ cλp
′(2−p)/2
(∫
B˜j
∣∣Vs(Du)− Vs(Dvj)∣∣2 dx
)p′/2
. (3.46)
In turn, by using (3.39), we estimate
λp
′(2−p)/2
(∫
B˜j
∣∣Vs(Du)− Vs(Dvj)∣∣2 dx
)p′/2
≤ c[ω˜(Rj)]
p′/2λp
′(2−p)/2+pp′/2
+ cλp
′(2−p)/2
(∫
B˜j
|Du−Dvj |
p′ dx
)1/2(
Rqj
∫
Bj
|µ|q dx
)p′/(2q)
≤ c[ω˜(Rj)]
p′/2λp
′
+ cελ
p′(2−p)Rp
′
j
(∫
Bj
|µ|q dx
)p′/q
+ ε
∫
B˜j
|Du−Dvj |
p′ dx ,
cε depending on n, p, ν, L, L˜, ‖µ‖Ln , δ and on ε. Merging all the estimate found from
display (3.42) on and making a few elementary manipulations yields, with ε ∈ (0, 1),∫
B˜j
|Du−Dvj |
p′ dx ≤ c[ω˜(Rj−1)]
p′/2λp
′
+ cελ
p′(2−p)Rp
′
j−1
(∫
Bj−1
|µ|q dx
)p′/q
+ c ε
∫
B˜j
|Du −Dvj |
p′ dx
so that (3.37) follows by choosing ε small enough in order to reabsorb the last integral on
the left-hand side. 
3.4. A second comparison estimate in the singular case. Here we derive a suitable ana-
log to (3.37) in the so-called singular case 1 < p < 2. The general setting remains the one
fixed in (3.31)-(3.32).
Lemma 3.6. Let u ∈ W 1,ploc (Ω) be a local minimiser of the functional (1.8), where the
energy density f(·) satisfies assumptions (1.9) with 1 < p < 2 and where µ ∈ L(n, 1). Let
vj ∈ u+W
1,p
0 (B˜j) be the solution to (3.32). Suppose that∫
Bj
(
s+ |Du|
)p
dx ≤ λp, Rj
(∫
Bj
|µ|q dx
)1/q
≤ λp−1 (3.47)
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hold for some j ∈ N0 and λ ≥ 1, where q has been fixed in (3.20). Then the inequality(∫
B˜j
|Du−Dvj |
p dx
)1/p
≤ c5[ω˜(Rj)]
1/2λ+ c5λ
2−pRj
(∫
Bj
|µ|q dx
)1/q
(3.48)
holds for a constant c5 depending on n, p, ν, L, L˜, ‖µ‖Ln .
Proof. By (2.5) we have
|Du−Dvj |
p ≤ c|Vs(Du)− Vs(Dvj)|
p
(
s+ |Du|+ |Dvj |
)p(2−p)/2
and using Ho¨lder’s and triangle’s inequalities
∫
B˜j
|Du−Dvj |
p dx ≤ c
(∫
B˜j
|Vs(Du)− Vs(Dvj)|
2 dx
)p/2
×
×


(∫
B˜j
(
s+ |Du|
)p
dx
)(2−p)/2
+
(∫
B˜j
|Du−Dvj |
p dx
)(2−p)/2 .
Then we use (3.19) and (3.47)1 to estimate(∫
B˜j
|Vs(Du)− Vs(Dvj)|
2 dx
)p/2(∫
B˜j
(
s+ |Du|
)p
dx
)(2−p)/2
≤ cλp(2−p)/2
(∫
B˜j
|Vs(Du)− Vs(Dvj)|
2 dx
)p/2
≤ c[ω˜(Rj)]
p/2λp(2−p)/2+p
2/2
+ cλp(2−p)/2
(∫
B˜j
|Du−Dvj |
p dx
)1/2(
Rqj
∫
Bj
|µ|q dx
)p/(2q)
≤ c[ω˜(Rj)]
p/2λp + cλp(2−p)Rpj
(∫
Bj
|µ|q dx
)p/q
+
1
4
∫
B˜j
|Du−Dvj |
p dx .
Similarly, we have(∫
B˜j
|Vs(Du)− Vs(Dvj)|
2 dx
)p/2(∫
B˜j
|Du−Dvj |
p dx
)(2−p)/2
≤ c
∫
B˜j
|Vs(Du)− Vs(Dvj)|
2 dx+
1
8
∫
B˜j
|Du−Dvj |
p dx
≤ cω˜(Rj)λ
p + c
(∫
B˜j
|Du−Dvj |
p dx
)1/p
Rj
(∫
Bj
|µ|q dx
)1/q
+
1
8
∫
B˜j
|Du−Dvj |
p dx
≤ cω˜(Rj)λ
p + cRp
′
j
(∫
Bj
|µ|q dx
)p′/q
+
1
4
∫
B˜j
|Du−Dvj |
p dx .
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We then conclude reabsorbing the last integral on the left hand side and finally noticing
that, using (3.47)2, we have
Rp
′
j
(∫
Bj
|µ|q dx
)p′/q
=
(
Rqj
∫
Bj
|µ|q dx
)p/q+p(2−p)/[q(p−1)]
≤ λp(2−p)
(
Rqj
∫
Bj
|µ|q dx
)p/q
.

3.5. More regular integrands. Here we state and prove the versions of Lemmas 3.5 and
3.6 which are necessary to prove Theorem 1.2. Therefore in this section we consider
minimisers u ∈ W 1,ploc (Ω) of the functional (1.8) assuming that f(·) satisfies (1.9) and also
(1.12), where ω(·) is Dini continuous; as usual we take µ ∈ L(n, 1). The modifications
essentially occur in the estimates contained in Section 3.1; we introduce
ω¯(ρ) := ω(̺) + ̺αγ/2 ,
as in (3.1); if ω(·) is Dini continuous, the same holds for ω¯(·). Let then Ω′ ⋐ Ω be an open
subset. Again we have[
osc
Bρ
u
]α
≤ cω˜(̺)
We restart from (3.5), similarly as in (3.13); using again the minimality of u in (3.7) we
have ∫
Bρ
∣∣Vs(Du)− Vs(Dv)∣∣2 dx
≤ c
∫
Bρ
[
f(x0, (u)Bρ , Du)− f(x0, (u)Bρ , Dv)
]
dx
≤ c
∫
Bρ
[
f(x0, (u)Bρ , Du)− f(x0, (u)Bρ , Dv)
]
dx
+ c
∫
Bρ
[
f(x, v,Dv)− f(x, u,Du)
]
dx+ c
∫
Bρ
(v − u)µ dx
= c
∫
Bρ
[
f(x0, (u)Bρ , Du)− f(x, u,Du)
]
dx
− c
∫
Bρ
[
f(x0, (u)Bρ , Dv)− f(x, u,Dv)
]
dx
+ c
∫
Bρ
[
f(x, v,Dv)− f(x, u,Dv)
]
dx+ c
∫
Bρ
(v − u)µ dx
:= V II − V III + IX +X .
Accordingly, we define
G(x, ξ) := f(x0, (u)Bρ , ξ)− f(x, u(x), ξ), x ∈ Ω, ξ ∈ R
n
and we notice that with this notation, we have
V II − V III = c
∫
Bρ
[
G(x,Du)−G(x,Dv)
]
dx
= c
∫
Bρ
∫ 1
0
〈∂G(x, λDu + (1− λ)Dv), Du −Dv〉 dλ dx .
Using assumption (1.12) we estimate
|∂G(x, λDu + (1 − λ)Dv)| = |∂f(x0, (u)Bρ , λDu+ (1− λ)Dv)
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− ∂f(x, u(x), λDu + (1− λ)Dv)|
≤ L˜
[
ω(ρ) + |u − (u)Bρ |
α
](
s+ |λDu + (1 − λ)Dv|
)p−1
.
Easy manipulations, using Young’s inequality, (3.2) and noting that p−1 = (p−2)/2+p/2
give
V II − V III ≤ L˜
∫
Bρ
{
ω(ρ) +
[
osc
Bρ
u
]α}(
s+ |Du|+ |Dv|
)p−1
|Du−Dv| dx
≤ ε
∫
Bρ
(
s+ |Du|+ |Dv|
)p−2
|Du−Dv|2 dx
+ cε
{
[ω(ρ)]2 +
[
osc
Bρ
u
]2α}∫
Bρ
(
s+ |Du|+ |Dv|
)p
dx
≤ ε
∫
Bρ
∣∣Vs(Du)− Vs(Dv)∣∣2 dx+ cε[ω¯(ρ)]2
∫
Bρ
(
s+ |Du|
)p
dx
where we have also used (2.5) and (3.6). The term IX can be estimated as in (3.16) and
this yields
IX ≤ c[ω¯(ρ)]2
∫
Bρ
(
s+ |Du|
)p
dx
and finally X is estimated exactly as in (3.12). Combining the above estimates leads there-
fore to the proof of the following
Lemma 3.7. Let u ∈ W 1,ploc (Ω) a local minimiser of the functional (1.8) and suppose that
f(·) satisfies (1.9) and also (1.12) and with µ ∈ L(n, 1). Let v ∈ u +W 1,p0 (Bρ) be the
solution to (3.4). Then the estimate∫
Bρ
∣∣Vs(Du)− Vs(Dv)∣∣2 dx ≤ c[ω¯(ρ)]2
∫
Bρ
(
s+ |Du|
)p
dx
+ c
(∫
Bρ
|Du −Dv|t dx
)1/t
ρ
(∫
Bρ
|µ|q dx
)1/q
(3.49)
holds for a constant depending on n, p, ν, L, L˜ and ‖µ‖Ln , and where
t := min{p, p′} and 1 < q < n . (3.50)
With the previous result we can then derive the analogs of Lemmas 3.5 and 3.6, that we
report below in sequence. The proof is identical to the one of Lemmas 3.5 and 3.6 once we
use (3.49) instead of (3.19).
Lemma 3.8. Let u ∈ W 1,ploc (Ω) a local minimiser of the functional (1.8) and suppose
that f(·) satisfies (1.9) and also (1.12) with p ≥ 2 and with µ ∈ L(n, 1). Let vj ∈
u + W 1,p0 (B˜j), vj−1 ∈ u + W
1,p
0 (B˜j−1) be the solutions to (3.32) and assume that, for
some positive j ∈ N, A ≥ 1 and some λ ≥ 1, there holds (3.38) and (3.34). Then∫
B˜k
|Du−Dvk|
p dx ≤ c6
{
[ω¯(Rk)]
2 +A−p
}
λp (3.51)
holds for k = j, j − 1 and a constant c6 depending on n, p, ν, L, L˜, ‖µ‖Ln . If moreover
(3.36) holds for some other constant B ≥ 1, then(∫
B˜j
|Du−Dvj |
p′ dx
)1/p′
≤ c7ω¯(Rj)λ
+ c7λ
2−pRj−1
(∫
Bj−1
|µ|q dx
)1/q
(3.52)
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holds with c7 depending on n, p, ν, L, L˜, ‖µ‖Ln, δ, B.
Lemma 3.9. Let u ∈ W 1,ploc (Ω) a local minimiser of the functional (1.8) and suppose that
f(·) satisfies (1.9) and also (1.12) with 1 < p < 2 and with µ ∈ L(n, 1). Let vj , vj−1 be
as in Lemma 3.8. Suppose that (3.47) holds for some j ∈ N and λ ≥ 1, where q has been
fixed in (3.50). Then the inequality(∫
B˜j
|Du−Dvj |
p dx
)1/p
≤ c8ω¯(Rj)λ+ c8λ
2−pRj
(∫
Bj
|µ|q dx
)1/q
holds with a constant c8 depending on n, p, ν, L, L˜, ‖µ‖Ln .
4. PROOF OF THEOREMS 1.1-1.2: GRADIENT BOUNDS
Here we continue the proof of Theorems 1.1-1.2 deriving local L∞ bounds for the
gradient of minima. We shall actually provide a full proof of the fact that Du is locally
bounded in the case of Theorem 1.1 when p ≥ 2. The case 1 < p < 2 and the one of
Theorem 1.2 can be then obtained similarly, and we shall provide remarks on how to make
the necessary modifications in Section 4.3 below. Anyway, the proof below is written in a
way that makes its adaptation to the case p < 2 easier. We therefore start considering the
case p ≥ 2 and fixing the following quantities:
B = 12nc1, δ := min{τ¯ , δ¯}/8 ∈ (0, 1/16) . (4.1)
Here
• c1 is the constant appearing in the sup estimate of Lemma 2.4
• τ¯ is the constant appearing in (2.19) from Lemma 2.6 with the choice A˜ = 3nc1
• δ¯ is provided by Lemma 2.5 for the choice ε¯ = 4−10p.
In this way both B and δ are determined as functions of the fixed parameters n, p, ν, L.
We continue by fixing, according to the choice of δ in (4.1), the smallest natural number
ℓ˜ ∈ N, larger than three, making the following inequality true:
δ(βℓ˜−n)p
′
≤
1
1010np(c1c2)p
(4.2)
with c2 and β being fixed in Lemma 2.4; this yields a dependence of ℓ˜ only on n, p, ν, L.
We then choose H1, H2 ≥ 1 as follows:
H1 :=
1010p
δ4n
+ 83c1 + 10
n, H2 :=
1010p(c3 + c4)
δ2n(ℓ˜+4p)
.
We recall that c3 has been defined in (3.35) and c4 in (3.37), this last one, for the num-
bers B and δ fixed in (4.1). All in all, this yields a dependence of H1 and H2 only on
n, p, ν, L, L˜, ‖µ‖Ln . Finally, we can chose the threshold radius R0 ≤ min{RH/2, 1/4}
such that

ω˜(R0) ≤
δ2n(ℓ˜+4p)p
1010p2c3
δ−1
∫ 4R0
0
[ω˜(ρ)]1/2
dρ
ρ
≤
δ2n
1010pc4
(4.3)
are satisfied. Finally, for 2R ≤ R0 such that B2R ⊂ Ω, we define the sequence of radii and
balls Rj and Bj , B˜j as in (3.31) for the choice of δ made in (4.1). Notice that in this way
R0 is a quantity depending only on n, p, ν, L, L˜, ‖µ‖Ln and ω(·). We are going to prove
the following estimate:
|Du(x0)| ≤ λ := H1
(∫
BR(x0)
(
s+ |Du|
)p′
dx
)1/p′
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+H2

 ∞∑
j=0
Rj
(∫
Bj
|µ|q dx
)1/q
1/(p−1)
(4.4)
with q ∈ (1, n) is defined as in (3.20). This estimate, via a standard covering argument,
will then lead to the local boundedness of Du. To this aim, we introduce the quantities:
aj :=
∣∣(Du)Bj ∣∣, Ej ≡ Ej(x0) :=
(∫
Bj
∣∣Du− (Du)Bj ∣∣p′ dx
)1/p′
, (4.5)
the latter being usually called the excess functional, and
µj := Rj
(∫
Bj
|µ|q dx
)1/q
so that we have SR,δ,q(x0) =
∞∑
j=0
µj (4.6)
as described in (2.2). Note that trivially, by the definitions of λ, SR,δ,q(x0) and our choice
of H2 ≥ 1, we have
SR,δ,q(x0) =
∞∑
j=0
Rj
(∫
BRj (x0)
|µ|q dx
)1/q
≤
(
δ2n(ℓ˜+4p)
1010p(c3 + c4)
)p−1
λp−1 .
(4.7)
Moreover, we define for positive j ∈ N the quantity
Cj :=
(∫
Bj−1
(
s+ |Du|
)p′
dx
)1/p′
+
(∫
Bj
(
s+ |Du|
)p′
dx
)1/p′
+ δ−nEj .
(4.8)
Note that by our choice of H1 we have the estimate
C1 ≤
4
δn
(∫
BR(x0)
(
s+ |Du|
)p′
dx
)1/p′
≤
4
δn
λ
H1
≤
λ
32
. (4.9)
We can therefore assume the existence of an exit index, je ∈ N such that
Cje ≤
λ
32
and Cj >
λ
32
for all j > je . (4.10)
Indeed, if this would not be the case, then, due to (4.9), (4.4) would trivially follow, since
there would exist a subsequence {jm}m∈N, such that Cjm ≤ λ and hence
|Du(x0)| = lim
j→∞
aj ≤ lim sup
m→∞
Cjm ≤ λ
for the Lebesgue point x0 of Du for which the sequence Bj has been defined (such an x0
being chosen arbitrarily). Observe that, from (4.9) it in particular follows that
s ≤
λ
10n
≤
λ
32
. (4.11)
4.1. An iterative excess reduction. For j ≥ je, let us consider the condition:(∫
Bj−1
(
s+ |Du|
)p′
dx
)1/p′
+
(∫
Bj
(
s+ |Du|
)p′
dx
)1/p′
≤ λ (4.12)
and prove the following conditional inequality:
(4.12)j for j ≥ je and (4.11) =⇒ (4.13)[
Ej+1
]p′
≤
1
4p′
[
Ej
]p′
+
32cp
′
4
δn
{
[ω˜(Rj−1)]
p′/2λp
′
+ µp
′
j−1λ
p′(2−p)
}
.
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In order to apply Lemma 3.5, we will prove that
λ
B
≤ |Dvj−1| ≤ Bλ in Bj (4.14)
holds for B = 12nc1, that is for the choice made in (4.1). Now we note that using our
choices in (4.3) and (4.7) in estimate (3.35), after some computations we find∫
B˜j−1
|Du−Dvj−1|
p′ dx ≤
δn(ℓ˜+4p)λp
′
1010p
≤ λp
′
. (4.15)
Notice that by (4.7) we are using that assumption (3.34) is satisfied with the choice
A = H2 =
1010p(c3 + c4)
δ2n(ℓ˜+4p)
.
Estimate (4.15) in turn gives(∫
B˜j−1
(
s+ |Dvj−1|
)p′
dx
)1/p′
≤ 2n/p
′
(∫
Bj−1
(
s+ |Du|
)p′
dx
)1/p′
+
(∫
B˜j−1
|Du−Dvj−1|
p′ dx
)1/p′
≤ 3nλ (4.16)
where we have also used (4.12). Hence, using (2.15) we infer
sup
B˜j−1/2
(s+ |Dvj−1|) ≤ c1
∫
B˜j−1
(
s+ |Dvj−1|
)
dx ≤ 3nc1λ (4.17)
so that (2.16) with BR ≡ B˜j−1 implies
osc
Bj−1+ℓ
Dvj−1 ≤ 3
nc1c2δ
βℓλ for all ℓ ∈ N . (4.18)
Using first triangle’s inequality, several times (2.1), (4.18) and also (4.15) we find
δ−p
′n
[
Ej−1+ℓ˜
]p′
= δ−p
′n
∫
Bj−1+ℓ˜
∣∣Du− (Du)Bj−1+ℓ˜ ∣∣p′ dx
≤ 4p
′
δ−p
′n
∫
Bj−1+ℓ˜
∣∣Dvj−1 − (Dvj−1)Bj−1+ℓ˜ ∣∣p′ dx
+ 4p
′
δ−p
′n
∫
Bj−1+ℓ˜
∣∣Du−Dvj−1∣∣p′ dx
≤ 4p
′
δ−p
′n
[
osc
Bj−1+ℓ˜
Dvj−1
]p′
+ 4p
′
δ−n(p
′+ℓ˜)
∫
B˜j−1
∣∣Du−Dvj−1∣∣p′ dx
≤ (16nc1c2)
p′δ(βℓ˜−n)p
′
λp
′
+
δnλp
′
1010p
≤
λp
′
1010p
. (4.19)
Now, recalling that Cj−ℓ˜ > λ/32, we infer that(∫
Bj−1+ℓ˜
(
s+ |Du|
)p′
dx
)1/p′
+
(∫
Bj+ℓ˜
(
s+ |Du|
)p′
dx
)1/p′
≥
λ
48
and at this point, using triangle’s inequality and (4.15), and again recalling thatBj ⊂ B˜j−1
we have
λ
48
≤
(∫
Bj−1+ℓ˜
(
s+ |Dvj−1|
)p′
dx
)1/p′
+
(∫
Bj+ℓ˜
(
s+ |Dvj−1|
)p′
dx
)1/p′
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+ 2δ
− n
p′
(ℓ˜+1)
(∫
B˜j−1
|Du−Dvj−1|
p′ dx
)1/p′
≤
(∫
Bj−1+ℓ˜
(
s+ |Dvj−1|
)p′
dx
)1/p′
+
(∫
Bj+ℓ˜
(
s+ |Dvj−1|
)p′
dx
)1/p′
+
λ
1010
.
The last estimate implies that at least one of the following inequalities holds:∫
Bj−1+ℓ˜
(
s+ |Dvj−1|
)p′
dx ≥
λp
′
128
or
∫
Bj+ℓ˜
(
s+ |Dvj−1|
)p′
dx ≥
λp
′
128
.
In any case thanks to (4.17) - recall thatBj ⊂ B˜j−1 - and the previous display we can apply
Lemma 2.6 with BR ≡ B˜j−1, b = s, τ = 2δ ≤ τ¯ , BτR = Bj and suitable σ depending
on the size of ℓ˜, which finally yields (4.14); at this point we have the comparison estimate
(3.37) at our disposal. Using this estimate we can finally complete the proof by estimating
similarly to (4.19). Indeed, using (2.17) (with σ = 2δ ≤ δ¯, recall (4.1)) together with our
choice of ε¯ (made after (4.1)) and (3.37):[
Ej+1
]p′
≤ 4p
′
∫
Bj+1
∣∣Dvj − (Dvj)Bj ∣∣p′ dx + 4p′
∫
Bj+1
|Du−Dvj |
p′ dx
≤
1
48p
∫
B˜j
∣∣Dvj − (Dvj)Bj ∣∣p′ dx+ 4p
′
δn
∫
B˜j
|Du−Dvj |
p′ dx
≤
1
45p
∫
Bj
∣∣Du− (Du)Bj ∣∣p′ dx+ 16(1 + δ−n)
∫
B˜j
|Du−Dvj |
p′ dx
≤
1
4p′
[
Ej
]p′
+
32cp
′
4
δn
{
[ω˜(Rj−1)]
p′/2λp
′
+ µp
′
j−1λ
p′(2−p)
}
(4.20)
and (4.13) is finally proven.
4.2. An iterative mean-value bound. Here we prove, by induction, that
s+ aj + Ej ≤
λ
2
, holds for every j ≥ je (4.21)
and this will immediately imply the pointwise estimate (4.4) as in fact
lim
j→∞
aj = |Du(x0)|
for every Lebesgue point x0 of Du. Note that (4.21)je holds as consequence of the true
definition of the exit-time index je in (4.10). Indeed, simply note that
s+ aje + Eje ≤ 2
(∫
Bje
(
s+ |Du|
)p′
dx
)1/p′
+ δ−nEje ≤ Cje ≤
λ
32
.
Next, we suppose that, for some ¯ ≥ je, (4.21)j holds true for j = je, . . . , ¯. We note that
(4.21)j−1 and (4.21)j =⇒ (4.12)j
for all j > je since we can use triangle inequality to estimate(∫
Bj−1
(s+ |Du|)p
′
dx
)1/p′
+
(∫
Bj
(s+ |Du|)p
′
dx
)1/p′
≤ 2s+ aj−1 + Ej−1 + aj + Ej ≤ λ .
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Therefore (4.12)j holds for j = je, . . . , ¯. Indeed, if j = je this plainly follows by the
definition of Cje , while if j > je this is essentially the content of the second-last display.
Hence (4.13)j is at our disposal for j = je, . . . , ¯; summing up yields
¯+1∑
j=je+1
Ej ≤
1
4
¯∑
j=je
Ej +
32c4
δn
¯∑
j=je
{
[ω˜(Rj−1)]
1/2λ+ µj−1λ
2−p
}
.
Reabsorbing part of the first sum on the right-hand side and recalling the definition of
SR,δ,q(x0) (see for instance (4.6)) we then have
¯+1∑
j=je
Ej ≤ 2Eje +
44c4
δn


∞∑
j=0
[ω˜(Rj)]
1/2 + SR,δ,q(x0)λ
1−p

λ
≤ 2δnCje +
44c4
δn
{
δ−1
∫ 4R
0
[ω˜(ρ)]1/2
dρ
ρ
+ SR,δ,q(x0)λ
1−p
}
λ
≤
δnλ
16
+
δnλ
16
=
δnλ
8
(4.22)
by (4.3) and (4.7). We made use of the estimate
δ
∞∑
j=0
[ω˜(Rj)]
1/2 ≤
∫ 4R
0
[ω˜(ρ)]1/2
dρ
ρ
≤
∫ 4R0
0
[ω˜(ρ)]1/2
dρ
ρ
;
see for instance [26, Equation (88)]. In particular, we have proved that
E¯+1 ≤
λ
64
.
At this point we infer
a¯+1 = aje +
¯∑
j=je
[aj+1 − aj ] ≤ aje +
¯+1∑
j=je
∫
Bj+1
|Du− (Du)Bj | dx
≤ aje + δ
−n
¯+1∑
j=je
Ej ≤ Cje +
λ
8
≤
λ
4
.
Using the content of the last two displays and (4.11) yields
s+ a¯+1 + E¯+1 ≤
λ
32
+
λ
4
+
λ
64
≤ λ .
and the inductive step is concluded. This also concludes the proof of (4.4) thereby estab-
lishing the local boundedness of Du.
4.3. The case 1 < p < 2 and Theorem 1.2. The proof of Theorem 1.1 in the case
1 < p < 2 is very much along the lines of the one for the case p ≥ 2, actually being much
simpler. The proof can be deduced from the one in the previous section upon replacing,
in the definitions given through (4.4)-(4.8) - the exponent p′ by p. In particular, the new
definitions of Ej and Cj can be now given as
Ej :=
(∫
Bj
∣∣Du− (Du)Bj ∣∣p dx
)1/p
and
Cj :=
(∫
Bj−1
(
s+ |Du|
)p
dx
)1/p
+
(∫
Bj
(
s+ |Du|
)p
dx
)1/p
+ δ−nEj
respectively. The proof then proceeds in the same way, upon using Lemma 3.6 instead of
Lemma 3.5. In this respect we just notice that the content of Section 4.1 can be simplified
BORDERLINE GRADIENT CONTINUITY OF MINIMA 25
in that we actually do not need to check the validity (4.14), since this is not required in
Lemma 3.6.
As for Theorem 1.2, we notice that the proofs are now exactly equivalent, upon using
Lemmas 3.8-3.9 instead of Lemmas 3.5-3.6. The only difference is essentially in that,
whenever it appears, the modulus of continuity ω˜(·) must be replaced by [ω¯(·)]2
5. PROOF OF THEOREMS 1.1-1.2: GRADIENT CONTINUITY
By the result obtained in the previous section, and since all the statements we are going
to prove are local in nature, we can then assume that Du ∈ L∞(Ω) and therefore put
λ := 4‖Du‖L∞(Ω) + 4 . (5.1)
Now, with Ω′ ⋐ Ω being fixed, we want to prove that the gradient is continuous in Ω′ by
showing that Du is the uniform limit of a net of continuous functions, namely its averages
on small balls. In particular we are going to show that, for any ε ∈ (0, 1), there exists a
radius Rε ≤ dist(Ω′, ∂Ω)/100 such that∣∣(Du)Br1 (x0) − (Du)Br2 (x0)∣∣ ≤ ελ (5.2)
for any 0 < r1 < r2 ≤ Rε, uniformly for x0 ∈ Ω′. This means that the limit
lim
̺→0
(Du)B̺(x0) = Du(x0)
is locally uniform with respect to x0 ∈ Ω′ and therefore the gradient Du (which is in fact
pointwise defined by the previous equality in the sense of the usual precise representative)
is continuous. We are of course using that the functions x0 7→ (Du)B̺(x0) are continuous
for fixed ̺ ∈ (0, dist(Ω′, ∂Ω)/100).
The proof uses a few of the arguments developed in the preceding section to get the
local boundedness of the gradient and for this reason we shall confine ourselves to give the
proof of Theorem 1.1 in the case p ≥ 2. The proof for the case 1 < p < 2 and the one of
Theorem 1.2 can be obtained with modifications similar to those described in Section 4.3.
We therefore start considering the numbers
B =
12nc1
ε
, δ := min{τ¯ , δ¯}/8 ∈ (0, 1/4) . (5.3)
Here
• c1 is the constant appearing in the sup estimate of Lemma 2.4
• τ¯ is the constant appearing in (2.19) from Lemma 2.6 with the choice A˜ =
10nc1/ε
• ε is the number defined in the inequality in (5.2), that we want to prove here
• δ¯ is provided by Lemma 2.5 for the choice ε¯ = 4−10pε.
Notice that in this way both B and δ are determined as functions of the fixed parame-
ters n, p, ν, L, ε. Now we fix a radius R1,ε ≤ dist(Ω′, ∂Ω)/100 such that the following
conditions are satisfied:
ω˜(R1,ε) ≤
δ4np
(c3 + c4)2p
( ε
200
)2p
δ1−n/qd(R1,ε) ≤
[
δ4n
104n(c3 + c4)
]p ( ε
200
)p
δ−1
∫ 4R1,ε
0
[ω˜(ρ)]1/2
dρ
ρ
≤
δ3n
8c4
ε
100
(5.4)
where
• the function d(·) has been introduced in Lemma 2.1
• the constant c3 ≡ c3(n, p, ν, L, L˜, ‖µ‖Ln) appears in Lemma 3.5
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• the constant c4 appears in Lemma 3.5 with the choice B = 12nc1/ε. In this way
we have that c4 ≡ c4(n, p, ν, L, L˜, ‖µ‖Ln, ε)
• the exponent q ≡ q(n, p) ∈ (1, n) has been defined in (3.20).
Let us observe that the radius R1,ε depends only on n, p, ν, L, ω(·), d(·), dist(Ω′, ∂Ω) and
ε. The dependence on µ is incorporated in the one on d(·). Using Lemma 2.1, we then find
that the following inequality holds too:
sup
0<ρ≤R1,ε
sup
x0∈Ω
Sρ,δ,q(x0) ≤
[
δ4n
104n(c3 + c4)
]p ( ε
200
)p
. (5.5)
Then we fix a starting radius
R ∈ (δR1,ε, R1,ε] (5.6)
and, for points x0 ∈ Ω′, we define radii and balls as follows:
Rj := δ
jR, Bj := BRj (x0) .
Accordingly Ej ≡ Ej(x0) and µj are defined as in (4.5) and (4.6), respectively. Note that
(5.5) implies that (3.34) holds for instance with
A =
200c3
εδ2np
.
Finally, instead of using an exit time argument, we shall consider the following condition:(∫
Bj+1
|Du|p
′
dx
)1/p′
≥
ελ
50
. (5.7)
We remark that all the forthcoming estimates are independent of the point x0 ∈ Ω′.
5.1. Reduction of the excess, again. Here we show the validity of the implication
(5.7)j =⇒[
Ej+1
]p′
≤
(ε
4
)p′[
Ej
]p′
+
32cp
′
4
δn
{
[ω˜(Rj−1)]
p′/2λp
′
+ µp
′
j−1λ
p′(2−p)
}
. (5.8)
To start with the proof we infer by (3.35), (5.4)1 and the definition of A the following
inequality:∫
B˜j−1
|Du−Dvj−1|
p′ dx ≤ δ2n
( ελ
200
)p′
+ δ2n
( ελ
200
)p′
≤ λp
′ (5.9)
which implies, by the definition of λ in (5.1) and in a manner which is absolutely analogous
to (4.16),(∫
B˜j−1
(s+ |Dvj−1|)
p′ dx
)1/p′
≤ 3nλ
and therefore, by Lemma 2.4 we conclude with
sup
B˜j−1/2
(s+ |Dvj−1|) ≤ 3
nc1λ .
Then, using (5.7)j and (5.9)
ελ
50
≤
(∫
Bj+1
|Du|p
′
dx
)1/p′
≤
(∫
Bj+1
|Dvj−1|
p′ dx
)1/p′
+ δ
−2 n
p′
[
δ2n
( ελ
100
)p′]1/p′
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that is,
ελ
10nc1
≤
ελ
100
≤
(∫
Bj+1
|Dvj−1|
p′ dx
)1/p′
and
sup
B˜j−1/2
(s+ |Dvj−1)| ≤
10nc1λ
ε
.
Lemma 2.6 with b = 0 then gives
|Dvj−1| ≥
ελ
12nc1
in Bj
and therefore, all in all we have proved that
ελ
12nc1
≤ |Dvj−1| ≤
12nc1λ
ε
in Bj .
At this point we can use Lemma 3.5 (recall (5.1) and that (3.34) is satisfied due to (5.5))
that gives∫
B˜j
|Du−Dvj |
p′ dx ≤ cp
′
4 [ω˜(Rj−1)]
p′/2λp
′
+ cp
′
4 λ
p′(2−p)µp
′
j−1
and following (4.20) (the only difference at this point is the presence of a multiplicative
factor εp′ when using (2.17)) we get (5.8). We remark that all the above estimates are
independent of the choice of the starting radius R fixed in (5.6) and of the point x0 ∈ Ω′.
This fact will be used in the following step of the proof.
5.2. Smallness of the excess. We prove in this section the following fact: for every σ ∈
(0, 1), there exists a radius R2,σ, depending only on n, p, ν, L, ω(·), d(·) and σ such that
sup
x0∈Ω′
sup
ρ∈(0,R2,σ ]
∫
Bρ(x)
∣∣Du− (Du)Bρ(x)∣∣p′ dx ≤ σλp′ . (5.10)
Notice that this will follow with the choice R2,σ := δ2R1,ε, where δ and R1,ε have been
fixed in (5.3) and (5.4), respectively, for the choice ε := σ1/p′/4, once we prove that[
Ej+1(x0)
]p′
≤ σλp
′
for any j ∈ N (5.11)
holds uniformly for x0 ∈ Ω′, with the notation of the previous section. This is in turn a
consequence of a simple argument together with (2.1): indeed, take r ≤ R2,σ := δ2R1,ε.
Then r = δmR for some m ∈ N, m ≥ 2 and some R ∈ (δR1,ε, R1,ε] and (5.10) and
(5.11) coincide, since Rj = r. It therefore remains to prove (5.11) and this is not difficult
once having the estimates of Section 5.1 at our disposal; these will applied with the choice
ε := σ1/p
′
/4. Indeed, take x ∈ Ω′ and consider the condition (5.7) for ε := σ1/p′/4. If it
does not hold, then we have[
Ej+1(x0)
]p′
≤ 2p
′
∫
Bj+1
|Du|p
′
< 2p
′
( ε
50
)p′
λp
′
≤ σλp
′
.
If on the other hand condition (5.7) does hold, then we can use the inequality in (5.8)
together with (5.1):
[
Ej+1(x0)
]p′
≤
σ
16p′
[
Ej(x0)
]p′
+
32cp
′
4
δn
{
[ω˜(Rj−1)]
p′/2λp
′
+ µp
′
j−1λ
p′(2−p)
}
≤
σ
4
λp
′
+
σ
4
λp
′
+
σ
2
λp
′
= σλp
′
,
where we have also used (5.4)1 and (5.5).
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5.3. A Cauchy-type sequence. By the result of the last section, for every ε ∈ (0, 1)
and with δ ≡ δ(n, p, ν, L, ε) accordingly defined as in (5.3), we can find a radius R3,ε,
depending on n, p, ν, L, ω(·), d(·) and ε, such that
sup
x∈Ω′
sup
ρ∈(0,R3,ε]
∫
Bρ(x)
∣∣Du− (Du)Bρ(x)∣∣p′ dx ≤ δ2np′( ε200
)p′
λp
′
. (5.12)
We take R3,ε in such a way that also R3,ε ≤ R1,ε holds, so that also (5.4)-(5.5) are at our
disposal. We then finally prove that (5.2) follows with Rε := δ2R3,ε. We re-define the
sequences
R¯j := δ
jR3,ε, B¯j := BR¯j (x0)
and accordingly E¯j and µ¯j are defined as in (4.5) and (4.6), respectively, starting from the
new balls B¯j instead of Bj . Let us now prove∣∣(Du)B¯k − (Du)B¯h ∣∣ ≤ ε12λ for 2 ≤ h < k (5.13)
and later we shall show how to deduce (5.2) from the previous estimate. Define
L :=

j ∈ N0 :
(∫
B¯j
|Du|p
′
dx
)1/p′
≤
ε
50
λ

 and je := minL;
note that it can be L = ∅; in this case je =∞. Now we deduce the following auxiliary es-
timate, useful in few lines: take 2 ≤ i1 ≤ i2 and suppose i 6∈ L for every i ∈ {i1, . . . , i2}.
Then (5.7)j holds for j = i1−1, . . . , i2−1 and, for the same indexes, we have that the ex-
cess decay inequality in (5.8) holds; summing up over the indexes, recalling that ε ∈ (0, 1)
and performing algebraic manipulations similar to those made in order to get (4.22) gives,
since R3,ε ≤ R1,ε
i2∑
j=i1−1
E¯j ≤ 2E¯i1−1 +
44c4
δn


∞∑
j=0
[ω˜(R¯j)]
1/2 + SR1,ε,δ,q(x)λ
1−p

λ
≤ δ2n
ε
100
λ+ δ2n
ε
200
λ+ δ2n
ε
200
λ = δ2n
ε
50
λ . (5.14)
Notice that we have used (5.12) and (5.4)-(5.5). Now we distinguish three different cases:
the first one is when 2 ≤ h < k < je; this means that we can use (5.14) with i1 = h,
i2 = k, yielding almost immediately (5.13):
∣∣(Du)B¯k − (Du)B¯h ∣∣ ≤
k−1∑
j=h
∣∣(Du)B¯j+1 − (Du)B¯j ∣∣
≤
k−1∑
j=h
∫
B˜j+1
∣∣Du− (Du)B¯j ∣∣ dx (5.15)
≤ δ−n
k−1∑
j=h
(∫
B¯j
∣∣Du− (Du)B¯j ∣∣p′ dx
)1/p′
= δ−n
k−1∑
j=h
E¯j ≤
ε
25
λ . (5.16)
The second case is when je ≤ h < k, and here we shall prove that∣∣(Du)B¯k | ≤ ε25λ
|(Du)B¯h
∣∣ ≤ ε
25
λ
(5.17)
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from which clearly (5.13) follows; we start by estimating the first term. If k ∈ L, (5.17)1 is
trivial by the definition of L. If k 6∈ L, then we can consider the chain C := {¯, . . . , k} ⊂
{je, . . . , k} such that ¯ ∈ L and {¯ + 1, . . . , k} ∩ L = ∅; clearly, such chain exists since
k > je. Again, we shall use (5.14) for i1 = ¯+ 1 and i2 = k and, since ¯ ∈ L, we have by
triangle’s inequality
∣∣(Du)B¯k ∣∣ ≤ ∣∣(Du)B¯¯∣∣ +
k−1∑
j=¯
∣∣(Du)B¯j+1 − (Du)B¯j ∣∣ ≤ ε50λ+
k∑
j=¯
E˜j ≤
ε
25
λ
similarly to what done in (5.15). The estimate for (5.17)2 is analogous. Finally, we con-
sider the case where h < je ≤ k: as in (5.17), |(Du)B˜k | ≤ ελ/25 while, by (5.15) with
k = je ∣∣(Du)B¯je − (Du)B¯h ∣∣ ≤ ε50λ =⇒
∣∣(Du)B¯h ∣∣ ≤ ∣∣(Du)B¯je ∣∣+ ε50λ ≤ ε25λ .
To conclude, we show how to deduce (5.2) from (5.13). Indeed, take any two radii 0 <
r1 < r2 ≤ Rε = δ2R3,ε. Then, there are two exponents 2 ≤ h ≤ k such that δk+1R3,ε ≤
r1 ≤ δkR3,ε and δh+1R3,ε ≤ r2 ≤ δhR3,ε; using Ho¨lder’s inequality
∣∣(Du)Br1 − (Du)B¯k+1 ∣∣ ≤
∫
B¯k+1
∣∣Du− (Du)Br1 ∣∣ dx
≤ δ−n
∫
Br1
∣∣Du − (Du)Br1 ∣∣ dx ≤ ε10λ
by (5.12); analogously for |(Du)Br2 − (Du)B¯h+1 | ≤ ελ/10; connecting these two esti-
mates with (5.13) yields (5.2). The proof is complete (see the remarks at the beginning of
Section 5 for the case 1 < p < 2 and the proof of Theorem 1.2).
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