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Abstract
A Mobile Ad hoc Network (MANET) is a collection of wireless mobile nodes form-
ing a temporary network without the need for base stations or any other preexisting
network infrastructure. In a peer-to-peer fashion, mobile nodes can communicate
with each other by using wireless multihop communication. Due to its low cost,
high flexibility, fast network establishment and self-reconfiguration, ad hoc net-
working has received much interest during the last ten years. However, without
a fixed infrastructure, frequent path changes cause significant numbers of routing
packets to discover new paths, leading to increased network congestion and trans-
mission latency over fixed networks. Many on-demand routing protocols have been
developed by using various routing mobility metrics to choose the most reliable
routes, while dealing with the primary obstacle caused by node mobility.
In the first part, we have developed an analysis framework for mobility metrics
in random mobility model. Unlike previous research, where the mobility metrics
were mostly studied by simulations, we derive the analytical expressions of mobil-
ity metrics, including link persistence, link duration, link availability, link residual
time, link change rate and their path equivalents. We also show relationships be-
tween the different metrics, where they exist. Such exact expressions constitute
precise mathematical relationships between network connectivity and node mobil-
ity.
We further validate our analysis framework in Random Walk Mobility model
(RWMM). Regarding constant or random variable node velocity, we construct the
transition matrix of Markov Chain Model through the analysis of the PDF of
node separation after one epoch. In addition, we present intuitive and simple
expressions for the link residual time and link duration, for the RWMM, which
relate them directly to the ratio between transmission range and node speed. We
also illustrate the relationship between link change rate and link duration. Finally,
simulation results for all mentioned mobility metrics are reported which match well
the proposed analytical framework.
In the second part, we investigate the mobility metric applications on caching
strategies and hierarchy routing algorithm. When on-demand routing employed,
stale route cache information and frequent new-route discovery in processes in
MANETs generate considerable routing delay and overhead. This thesis proposes
v
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a practical route caching strategy to minimize routing delay and/or overhead by
setting route cache timeout to a mobility metric, the expected path residual time.
The strategy is independent of network traffic load and adapts to various non-
identical link duration distributions, so it is feasible to implement in a real-time
route caching scheme. Calculated results show that the routing delay achieved by
the route caching scheme is only marginally more than the theoretically determined
minimum. Simulation in NS-2 demonstrates that the end-to-end delay from DSR
routing can be remarkably reduced by our caching scheme. By using overhead anal-
ysis model, we demonstrate that the minimum routing overhead can be achieved
by increasing timeout to around twice the expected path residual time, without
significant increase in routing delay.
Apart from route cache, this thesis also addresses link cache strategy which
has the potential to utilize route information more efficiently than a route cache
scheme. Unlike some previous link cache schemes delete links at some fixed time
after they enter the cache, we proposes using either the expected path duration or
the link residual time as the link cache timeout. Simulation results in NS-2 show
that both of the proposed link caching schemes can improve network performance
in the DSR by reducing dropped data packets, latency and routing overhead, with
the link residual time scheme out-performing the path duration scheme.
To deal with large-scale MANETs, this thesis presents an adaptive k-hop clus-
tering algorithm (AdpKHop), which selects clusterhead (CH) by our CH selection
metrics, ΩX or ΓX . The proposed CH selection criteria enable that the chosen
CHs are closer to the cluster centroid and more stable than other cluster members
with respect to node mobility. By using merging threshold which is based on the
CH selection metric, 1-hop clusters can merge to k-hop clusters, where the size of
each k-hop cluster adapts to the node mobility of the chosen CH. Moreover, we
propose a routing overhead analysis model for k-hop clustering algorithm, which is
determined by a range of network parameters, such as link change rate (related to
node mobility), node degree and cluster density. Through the overhead analysis,
we show that an optimal k-hop cluster density does exist, which is independent
of node mobility. Therefore, the corresponding optimal cluster merging threshold
can be employed to efficiently organise k-hop clusters to achieve minimum routing
overhead, which is highly desirable in large-scale networks.
The work presented in this thesis provides a sound basis for future research on
mobility analysis for mobile ad hoc networks, in aspects such as mobility metrics,
caching strategies and k-hop clustering routing protocols.
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Chapter 1
Introduction
1.1 Mobile Multihop Ad Hoc Networks
The last two decades have seen tremendous technological advancement in wireless
communication and networking. Advanced CPU technology and highly-efficient
batteries have made mobile devices, such as laptops, PDAs, web-enabled mobile
phones or simple devices like sensors, smaller than ever. Inexpensive and small-
sized location systems, such as the global positioning system (GPS), can be readily
merged into mobile devices. We have also seen the the great success of infrastruc-
tured networks, including the Internet and wireless mobile/WPAN/WLAN net-
works, which have become an integrated part of day-to-day life. Fast growing
wireless technologies are likely to unfold another successful generation of wireless
networks, multi-hop mobile ad hoc networks (MANETs).
The story of ad hoc communication, based on multi-hop relaying, began two
thousand years ago. Fire message signals were forwarded from beacon towers of the
Great Wall of China (770BC - 476BC), across deserts, grasslands, mountains and
plateaus covering approximately 6,700 kilometers. Modern wireless networking
can be traced back to ALOHAnet in 1970, a pioneering computer wireless net-
working system deployed to link together the universities of the Hawaiian islands.
In contrast to the previous ARPAnet (1969), which used leased phone lines, the
single-hop wireless ALOHA network used packet radio. In 1977, the Packet Radio
Network (PRNET) used a combination of ALOHAnet and carrier sense multiple
access (CSMA) for access to a shared radio channel. It then evolved into a dis-
tributed multi-hop wireless communication system. The Survivable Radio Network
(SURAN) was the first prototype of MANETs, developed in 1983 with the goal of
demonstrating protocols and algorithms that could scale to tens of thousands of
nodes in a sophisticated channel environment. Due to its tremendous potential for
military and commercial applications, where fixed infrastructures are not available
or reliable, and fast network establishment and self-reconfiguration are required,
MANETs have regained their popularity after almost ten years of dormancy.
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Figure 1.1: A self-organizing multi-hop mobile ad hoc network
The Latin term “ad hoc” literally means “for this” or “for this purpose”. A
typical ad hoc wireless network is illustrated in Fig. 1.1 where the mobile nodes
(MNs) could be laptops, PDAs, mobile phones, web-enabled cell phones and so
on. It is comprised of mobile computing devices that use wireless transmission
for communication, without the aid of any pre-existing network infrastructure (a
central administration point such as a base station in a cellular wireless network
or an access point in a wireless local area network). For a self-organized MANET,
communication is established via peer-to-peer links between individual pairs of
MNs, and it is adaptive, robust and scalable for the whole network. The potential
applications of MANETs include: ad hoc conferencing, home networking, emer-
gency services, personal area networks, ubiquitous computing, sensor networking
and intelligent transportation systems.
MANETs can be extended to other wired or wireless infrastructured networks
as shown in Fig. 1.2 to form a hybrid communication system, providing a choice
of communication methods for mobile or fixed MNs. Having the flexibility of
alternative, detached networks, enables MANETs to have more capabilities, such
as wireless Internet and satellite communication. MANETs may also enjoy the
advantages of high data rate, quick and low cost of deployment, high flexibility
and availability.
While MANETs have a promising future, they face a number of challenges that
need to be considered when an ad hoc wireless system is to be deployed. These
challenges will be introduced and discussed in the following sections.
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Figure 1.2: Ad hoc wireless network in future hybrid communication networks
1.2 The Challenge of Mobility
Mobile ad hoc networks (MANETs) have inherently dynamic topologies. MNs
can often be considered to be roaming independently of one another with high or
low velocities. Unlike infrastructured wireless networks such as cellular wireless
networks, where MNs directly communicate with the base-station, communication
between arbitrary MNs can require routing over multiple-hop wireless paths. Due to
node mobility, the links along these paths suffer frequent failure and reactivation in
highly dynamic environments. Consequently, the communication paths consisting
of relaying nodes between a source and destination node have to change frequently.
Without a fixed infrastructure, frequent path changes cause significant number
of routing packets to discover new paths, leading to increased network congestion
and transmission latency. Therefore, finding reliable means of choosing reliable
communication paths is critical. Mobility metrics, calculated by information ob-
tained from a location system, give a measure of the reliability of individual paths.
Metrics can be employed in adaptive routing algorithms to deal with the difficulties
arising from node mobility. In this section, we give a general introduction to mobil-
ity models, location systems and the classification of mobility metrics investigated
in this thesis.
1.2.1 Mobility Models
Mobility models are important in simulation studies of wireless networks, to eval-
uate the performance of routing protocols. Mobility models are developed to sim-
ulate and mimic the movements of the MNs. Much research has been done in this
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area during the last few decades. An early survey of mobility models can be found
in [18], and recent progress of mobility modelling is summarized in [107].
Existing mobility models can be generally categorized into two classes: traces
and synthetic models. Traces are mobility patterns that are observed in real life
systems. Trace information is recorded from actual network node movements and
can be considered as deterministic. By contrast, synthetic models attempt to mimic
the movements of real MNs, by reproducing known movement patterns with re-
spect to speed and direction changes in appropriate time intervals. Two important
synthetic models, the Random Waypoint Mobility Model and the Random Walk
Mobility Model are used to simulate MN mobility patterns in this thesis.
Random Waypoint Mobility Model A very popular and commonly used mo-
bility model is the random waypoint model. It is implemented in the network
simulation tools NS-2 [2] and GloMoSim [1] and used in several performance eval-
uations of ad hoc networking protocols. In this model, a node randomly chooses a
destination point (waypoint) and moves with constant speed, in a straight line to
this point. After waiting for a certain “pause” time, it chooses a new destination
and speed, and moves to this new destination, and so on. The movement of a
node from a starting position to its next destination is denoted as one epoch in this
thesis.
Random Walk Mobility Model The Random Walk Mobility Model (RWMM)
is a widely used mobility model [6, 22, 41, 43], and it has been intensively studied
in [64, 81]. It is sometimes referred to as Brownian Motion in physics, chemistry
and simulations of mobile networks. Nodes moving according to a random walk
change speed and direction at discrete time intervals such that, at the beginning of
each interval, each node chooses a velocity v ∈ [0, vmax] and a direction θ ∈ [0, 2pi]
and moves with velocity vector [v sin θ, v cos θ] during that interval. However, if
a node is going to move out of the specified network boundary, it stops at the
boundary and is reflected back into the simulation area (like a ball bouncing back
after hitting a wall).
The Random Ad-Hoc Mobility Model (RAHMM) proposed in [61] and [62] is
an extension of the Random Walk Mobility Model. In this random walk-based
model, a mobile node n is described by a mobility profile which is specified by the
parameters λn, µn and σ
2
n. A slight modification of the RAHMM is that the speed
during each epoch is an i.i.d. random variable with mean µn and variance σ
2
n. The
major difference between the RWMM and the RAHMM is that the epoch lengths
are exponentially distributed with mean 1/λ in the RAHMM.
Many existing link estimation models are based on the random waypoint model.
They are simply based on the assumption that two mobile nodes continuously
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move in a given direction until the link breaks. This non-random travel pattern
can be exploited for simple cases like vehicles on a highway since they tend to
move in a constant direction. However, the random waypoint model is considered
harmful since it suffers from speed decay and non-uniform node distribution [105].
In Chapter 2 of this thesis, we use a more general random walk mobility model
to derive an analysis framework for mobility metrics in mobile ad hoc networks
in [103]. We also use the Random Waypoint model to simulate the deterministic
link residual time (i.e., a special case for randomly distributed link residual time
in the Random Walk model) scenario of the route caching strategy in [99].
1.2.2 Location Systems
Based on analysis of the mobility patterns of MNs, we investigate mobility metrics
and their application in MANETs. Mobility metrics vary with transmission range,
relative separation distance between pairs of mobile nodes, and node velocities.
This information can be supplied by location systems. With the development of
location system technology, both the size and capital costs of location systems
have decreased dramatically in the last decade. This makes mobile computing
applications more accessible than ever. A survey of modern location systems for
ubiquitous computing can be found in [39].
Absolute Location - Global Positioning System The Global Positioning
System is perhaps the most widely used location-sensing system. Using trilat-
eration, the position of any mobile node in a network can be determined with an
accuracy of round 1 to 5 metres. The separation distance between pairs of MNs and
their velocities can be readily derived from physical location information, though
GPS does not work indoors. Due to the low cost of GPS and its reasonably high
accuracy, it can be easily integrated into many mobile devices.
Relative Location - Other Location Systems In a relative system, each MN
can measure the relative separation distance and relative speed of its neighbouring
nodes, providing enough information for most ad hoc network routing algorithms.
Alternatively, if a small fraction of the network has GPS capability, the nodes can
collaborate, with non-GPS nodes finding their relative positions and orientations
to the GPS reference nodes.
The relative location systems devised so far can generally be divided into three
categories: (1) location determination by time difference of arrival (TDOA), e.g. in
Cricket [75]; (2) location determination by signal strength, e.g. in RADAR [7]; (3)
location determination by angle of arrival (AOA) [68], as in the Cricket Compass
project [76] from MIT and the Ad Hoc Positioning System [68].
6 Introduction
Location information obtained from a location system has been exploited to im-
prove network performance in routing protocols such as the Location-Aided Rout-
ing (LAR) [50] and the Flow Oriented Routing Protocol (FORP) [88]. We also
utilise location information in the analysis of mobility metrics.
1.2.3 Mobility Metrics
In a wireless mobile network, every communication path consists exclusively of
wireless links, which often change independently of one another. The mobility of
the nodes causes frequent link failures, triggering route recovery. Consequently,
the number of control packets, as well as routing delay is increased. Link and
path stability can be represented by mobility metrics, making it important to
investigate mobility metrics in random mobility models. Unlike cellular systems
where mobility is measured relative to a fixed base station, the mobility problem
in ad hoc networks is more complex because both ends of each link are mobile.
Mobility metrics in MANETs have been intensively studied in recent years.
We divide mobility metrics into two categories in terms of longevity and stability,
as shown in Fig. 1.3. Those mobility metrics classified as longevity metrics are
defined in terms of expected time values. For example, link duration is the expected
amount of time that a link will last from start to finish. Those classified as stability
metrics are defined in terms of probability. For example, the link availability is the
probability that a currently active link will be available at a given time in the
future. All of the shown metrics are defined in Section 2.2.
Figure 1.3: Classification of mobility metrics into those measuring link/path
longevity and those measuring link/path stability.
1.2 The Challenge of Mobility 7
Link and Path Availability Analytical expressions of link (path) availability
were derived in [61, 62] for a modified RWMM. The link availability is defined as
the probability that a wireless link exists between two mobile nodes at time t0+ t,
given that a link exists between them at time t0. It is important to note that the
path maybe not available between the interval (t0, t0 + t). That is, the availability
does not guarantee the communication path to always be active in this time period.
At the highest mobility level they tested, 90% of the longest surviving paths fail
within 60s, suggesting that predictive mechanisms are insufficient to ensure scalable
routing in ad hoc networks [63]. Path availability was proposed as a mobility
metric to organize mobile nodes into clusters [61, 62] using the (α; t) algorithm.
The membership of a node in a cluster is determined by its path availability with
respect to all other nodes in the cluster being less than α.
Link and Path Persistence A continuous link availability estimation method is
introduced in [43], also in a modified Random Walk Mobility model. The enhanced
algorithm in [42] is more accurate than that in [43], and it has a better estimation
that averts the use of the intuitive parameter setting used by the original one. The
limitation is that an important parameter in the calculation has to be derived from
simulation results.
In [78], an iterative algorithm with some approximations for predicting contin-
uous link availability between two mobile ad-hoc nodes is presented. The mobility
model is a random walk-based mobility model, which is also used in [42, 61]. Us-
ing a rough estimation of the initial separation distance, this method can predict
continuous link availability over a short period of time, with an error margin less
than 7%. This algorithm can be applied to mobile audio streaming applications,
and results show that it can reduce the number of link breaks.
Link and Path Duration Previous research illustrated that link duration, de-
fined as the length of the longest time interval during which two nodes are within
transmission range of each other, can implement adaptive routing, and that it is
a good indicator of protocol performance [16]. Based on the simulation results
in [8, 9] for four different mobility models, the Probability Distribution Functions
(PDFs) of link and path duration were investigated. It was found that all path du-
rations are exponentially distributed. This result was theoretically verified in [38],
showing that the path duration distribution can be approximated by an exponen-
tial distribution, as the number of hops along a path increases, even when the link
durations are not identical. Since the dependency between two neighbouring links
is weak, the dependency of two links separated by one or more links in-between is
negligible. In this case, according to Palm’s Theorem, the path duration converges
in distribution to an exponential random variable.
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The expected link lifetime in [82] can be understood as link duration, as it is
counted from the beginning to the end of a link. The analysis actually assumes a
straight-line model, because direction changes during the link lifetime are ignored.
The derived framework can be used to enable the selection of stable routes, for
route cache lifetime optimization, to provide Quality-of-Service (QoS) data com-
munication and for analysis of route lifetime.
Simulated PDFs of link durations in different mobility models are presented
in [32]. It proposes two methods for choosing a relatively stable link, using two
mobility metrics derived from the recorded link durations. The first method chooses
the highest residual link lifetime. An alternative method is the α-quantile algo-
rithm, determined by whether the link availability is above a given threshold α.
Further, several strategies for choosing reliable paths are given in [31]: (1) min-
imise the number of unstable links; (2) maximise the expected residual lifetime;
(3) maximise the persistence probability; (4) maximise a residual lifetime quantile;
(5) avoid unstable links.
A formal model to predict the lifetime of a routing path based on the random
walk model is presented in [95]. Route lifetime is derived using a probabilistic
model. It provides further insight into issues such as route selection, route mainte-
nance and network scalability. Using a waypoint graph to model the working area
of a MANET [91], an off-line algorithm is employed to compute a duration predic-
tion table for the given waypoint graph. In terms of the average link duration and
the average number of link change metrics, how effectively these mobility metrics
can capture mobility in the ad hoc network is investigated in [34].
Link and Path Residual Time Unlike the duration metric, the link (path)
is already active for the link (path) residual time. The path expiration time is
a well-known mobility metric for multicast routing [53]. Three route selection
schemes are examined in a routing protocol which uses the link residual time as a
routing criterion [37]. Furthermore, the Busy Node Avoidance Routing (BNAR)
can employ a busy rate representing the nodal load as a new route selection metric.
Other Mobility Metrics Link change rate is analysed by Cho and Hayes in
[23] for a constant velocity (CV) model, where mobile nodes do not change their
directions while moving. Perez-Costa et. al. [72] show that link change rate is
linear with respect to the number of moving nodes and their node speed in the
Random Waypoint model. The continuous time Markov chain (CTMC) [20] is used
as the basis of a connection availability model for a two-hop ad hoc network that
incorporates physical phenomena such as node, power and link faults. A closed form
solution for connection availability of the two hop ad hoc network is derived in [94],
including analytical expressions for the leaving rate and the returning rate. The
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proposed connection availability model can be used for analysis of the connection
availability, or design of an ad hoc network that needs to satisfy a given connection
availability level.
1.3 Metrics in Routing Protocols
Passing information from an origin node to a destination node in a computer net-
work is achieved by routing, that is, selecting paths along which to send the data.
The eternal goal, and the most fundamental problem for any kind of network, is
to efficiently transmit the data between the endpoints. Though routing protocols
for wired networks, e.g., the Internet, have been shown to be very successful and
mature, they can not be directly implemented in MANETs. In a fixed network,
the topology is, by definition, fixed because all of the nodes are stationary and
making the links more reliable. Moreover, with the assistance of hardware, such
as hubs, switches and routers, the hierarchical architecture of a wired network can
make routing easier to implement. The challenge for a routing protocol designed
for MANET, comes from the mobility of the nodes, bandwidth constraints, energy
constraints and the error-prone wireless channel.
Existing schemes for routing in ad hoc networks can be classified into three
categories, namely, table-driven routing (proactive routing), on-demand routing
(reactive routing) and hybrid routing.
Table-driven Routing Table-driven routing protocols periodically distribute
routing information throughout the network to precompute paths to all possible
destinations. The protocols require each node to keep one or more tables to store
routing information, similarly to the routing tables in traditional wired networks.
Under topological changes, the nodes propagate updates throughout the network to
maintain a consistent network view, which is highly resource-consuming. Typical
routing protocols in this category include: Destination-Sequenced Distance-Vector
Routing (DSDV) [73], Cluster-head Gateway Switch Routing (CGSR) [21] and the
Wireless Routing Protocol (WRP) [65].
On-demand Routing Unlike the table-driven protocols, new path discoveries
and exchanges of routing information in on-demand routing, only occur when a
source has some data to transmit. When a node requires a route to a destination, it
initiates a route discovery process within the network by generating a route request
packet. Once a route is established, it is maintained until either the destination
becomes inaccessible or the route has expired. The Ad hoc On-Demand Distance
Vector (AODV) [74], Dynamic Source Routing (DSR) [45], Temporally Ordered
Routing Algorithm (TORA) [71] and Associativity-Based Routing (ABR) [93] are
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some examples of the protocols that belong to this category.
Hybrid Routing Both table-driven and on-demand routing have their advan-
tages and disadvantages. As an extension of wired network routing, table-driven
routing can ensure higher quality routes in a static topology, but it does not transfer
well to large highly dynamic networks. By making use of the available route infor-
mation more efficiently, on-demanding routing has relatively low routing overhead,
since it eliminates periodic flooding of the network with table update messages.
However, it consequently suffers higher routing delay compared to table-driven
routing. To resolve this dilemma, hybrid protocols using hierarchical routing have
been introduced to support QoS with reasonable routing overhead.
Previous contributions to one-hop hierarchical routing include the Linked Clus-
ter Algorithm (LCA) [10], the Lowest-ID Algorithm (LID) [21] and the Core Ex-
traction Distributed Ad Hoc Routing (CEDAR) [85], where member nodes are no
more than one-hop away from a clusterhead. To achieve better performance of
scalability and efficiency for large-scale ad hoc networks, recent k-hop hierarchical
protocols have been employed, such as the Zone Routing Protocol (ZRP) [36], the
Max-min D-cluster algorithm [5], the Mobility-based d-Hop Clustering Algorithm
(MobDHop) [28], the α − t Adaptive Clustering [61] and the Virtual Backbone
Routing (VBR) [55].
In the next section, we review routing protocols using various mobility metrics.
Utilisation of metrics enhances network performance, since a crucial algorithm
design objective to achieve routing responsiveness and efficiency is the minimization
of reaction to mobility [71]. Then, we provide background to our caching strategies
for on-demand routing to achieve minimum routing delay, and the tradeoff between
minimum delay and routing overhead.
1.3.1 Routing with Metrics
The major cause of difficulty in routing for multi-hop MANETs comes from node
mobility, as performance is vulnerable to changes in network topology. When
any link breaks, the path should either be repaired or replaced, corresponding to
route maintenance or route discovery, respectively. The rerouting process costs
in radio bandwidth and battery energy, and the extra routing latency may affect
QoS for network applications, degrading network performance. In order to reduce
the cost of routing, it is critical to choose optimal communication paths, based on
some metric in terms of path reliability and available time. The reliability of a
path depends on the availability of all links constituting the path. According to
the previous research, we classify the routing metrics for link or path reliability
into three categories: signal stability-based metrics, mobility-based metrics and
clustering metrics.
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Signal Stability-Based Metrics An associativity-based routing metric is em-
ployed in [93] to imply periods of link stability between two neighbouring MNs
for Associativity-Based Routing (ABR). It reflects the degree of the association
stability between two mobile nodes through the link connection stability over time
and space. Each node periodically generates a beacon to signify its existence. A
MN’s association with its neighbour changes, due to node mobility, and its valid
transiting period can be identified by the associativity “ticks”. In this case, a bet-
ter route can be selected with links which have a high value of associativity metric,
compared with a given threshold.
A similar method is implemented in Signal Stability-Based Adaptive Routing
(SSA) [25], where both signal stability and location stability are employed to quan-
tify the reliability of a link. With the signal stability metric, each node classifies
its neighbours as either ‘strongly connected’ or ‘weakly connected’ according to the
received signal strength of MAC-level broadcasting. Location stability is measured
in terms of the period of time that a link has existed. The route selection criteria
is based on the compromise of signal stability and location stability. Derived from
the recorded history information, a common limitation of ABR and SSA is that
they do not reflect possible changes of link status in the future.
Mobility-Based Metrics The flow-oriented routing protocol (FORP) [87,88] is
an on-demand routing protocol that employs a prediction-based multi-hop-handoff
mechanism for supporting time-sensitive traffic in ad hoc wireless networks. FORP
uses a unique prediction-based mechanism that utilizes the mobility and location
information of nodes to estimate the link expiration time (LET). The LET between
two nodes can be estimated using information such as the current position of the
nodes, their transmission ranges, and their directions of movement. Note that the
direction of movement does not change, to simplify the calculation, as shown in
Fig. 1.7(a).
For the Link Life-Based Routing Protocol (LBR) [59], the link life algorithm is
proposed in terms of three situations: nodes moving away from each other, nodes
moving towards each other and node position stationary with respect to each other.
The link life metric is related to transmission range, separation distance and node
speed. The path life metric, based on link life, is used in reactive or proactive
routing protocols for finding a reliable path to the destination.
In the Route-Lifetime Assessment Based Routing (RABR) Protocol [4], it is pro-
posed that shortest-path-seeking routing protocols may not lead to stable routes.
The consequent route failures lead to the degradation of system throughput. In
this routing protocol, route selection is done on the basis of an intelligent residual
lifetime assessment of the candidate routes.
Mesh based protocols have a high packet delivery ratio compared to tree based
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protocols, but incur more control overhead. The packet delivery ratio of tree based
protocols decreases with increasing mobility. The preferred Link Based Multicast
Protocol [84] proposes a quick link break detection mechanism that locally repairs
broken links. Simulation results show that this protocol performs better than other
existing multicast protocols in terms of packet delivery ratio and control overhead.
1.3.2 Cache Strategies for On-demand Routing
On-demand routing protocols such as the Temporally Ordered Routing Algorithm
(TORA), Dynamic Source Routing (DSR), Zone Routing (ZRP) [36], Location-
Aided Routing (LAR) [50] and the Ad Hoc On-Demand Distance Vector (AODV)
protocol have been proven effective by simulation work [17] in MANETs. Due
to their good network performance, DSR, AODV and TORA are among the four
default protocols in the network simulator, NS-2. Since any on-demand routing
protocol must utilise some type of routing cache in order to avoid the need to
rediscover each routing decision for each individual packet, caching is an important
part of on-demand routing protocols for wireless ad hoc networks.
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Figure 1.4: Alternative Cache Data Structures for a Node S [41].
Cache structure, cache capacity and cache timeout constitute the design compo-
nents of the route cache in on-demand routing. For example, DSR employs a FIFO
path cache mechanism [17, 41], as shown in Fig. 1.4(a), to ensure cache freshness.
The total capacity of the path cache is 64 elements. Alternatively, DSR can use
a link cache, in which each individual link in the route returned in a Route Reply
packet is added to a unified graph data structure of this node’s current view of the
network topology, as shown in Fig. 1.4(b). Path caching is simple to implement
and guarantees that all paths are loop-free, but it cannot effectively utilise all of the
potential information that a node has learnt from the received routing data. On
the other hand, link caching can effectively utilise all of the potential information,
but to find a route to a destination, a source node needs to execute a much more
complex graph search algorithm.
The setting of the cache timeout value is also critical because the route cache
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itself may contain stale information indicating that links exist between nodes that
are no longer within wireless transmission range of each other. That is, given
a large route cache timeout, some stale route information would be employed to
transfer data packets, degrading network performance rather than improving it.
But given too small a timeout, the cache information is not efficiently utilised
because a number of valid routes are removed before they expire.
Routing Delay On-demand routing suffers from very high routing latency. Liang
and Haas [54] have shown how to choose the cache timeout in order to minimise
routing latency, by analysing the expected routing delay in terms of source route
caching and intermediate route caching. However, their calculation of the optimal
timeout, Topt in [54], is very complex, particularly when the link durations are
nonidentically distributed, which is the reality in MANETs. Hence, a practical
route/link caching strategy by using mobility metric as cache timeout to optimise
routing delay and routing overhead is proposed in this thesis.
Routing Overhead The motivation behind on-demand routing is that the rout-
ing overhead (typically measured in terms of the number of routing packets trans-
mitted, as opposed to data packets) is lower than other routing protocols. The
routing overhead can be further reduced by utilising caching strategies and other
methods.
Broadcasting is a common operation in a network to resolve many issues. In a
MANET, in particular, due to host mobility, such operations are expected to be
executed more frequently (such as finding a route to a particular host, paging a
particular host, and sending an alarm signal). Because radio signals are likely to
overlap with other signals in a given geographical area, broadcasting by flooding is
usually very costly and will result in serious redundancy, contention, and collision,
which is referred to as the broadcast storm problem [96].
The technique in [19] utilises prior routing histories to localise the query flood
to a limited region of the network. This can reduce the routing overhead even
further. In [67, 108] a mathematical and simulative framework for quantifying the
overhead of a broad class of reactive routing protocols, such as DSR and AODV,
in wireless variable topology (ad-hoc) networks, is presented.
1.3.3 Clustering with Metrics
Clustering Algorithm-Based Metrics A probabilistic path availability model
which can predict the future status of a wireless link is proposed in [61–63]. The
purpose of the (α; t) cluster is to help minimize the far-reaching effects of topo-
logical changes while balancing the need to support more optimal routing, as in
Fig. 1.5. That is, the frequent topology changes in mobile networks cause much
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Figure 1.5: Clustering by the path availability mobility metric. The squares indi-
cate the gateway nodes between clusters.
higher frequency of link failure and activation than in fixed networks, increasing
network congestion due to the traffic required to react to these link changes. The
consequent traffic delays and increased overhead mean that efficient, mobility-aware
routing algorithms are especially important in such networks. In this model, the
path availability is defined as the probability that there is an active path between
two mobile nodes at time t0+T (T > 0), given that there is an active link between
them at time t0. Note that a link is still considered available at t0 + T , even if it
experienced failures during one or more intervals between t0 and t0 + T . The mo-
bility metrics, link and path persistence, can achieve better performance, because
they estimate the probability that the link will last from t0 to t0+T , by considering
possible changes in the nodes movements occurring between t0 and t0 + T . The
difference between path availability and path persistence is illustrated in Fig. 1.6.
The basic idea in [12] is that the clustering process should take into account the
mobility of the MN with respect to its neighbouring nodes. A distributed clustering
algorithm, MOBIC, is based on the use of this mobility metric for selection of the
clusterhead. A node is elected as a clusterhead if it is relatively static compared
to its neighbours. Otherwise, frequent clusterhead changes and re-clustering take
place.
Similarly to the MOBIC, a mobility-based d-hop clustering algorithm (MobD-
Hop) is proposed in [28]. Variable-diameter clusters are generated based on node
mobility patterns in MANETs. A metric is introduced to measure the variation of
distance between nodes over time, in order to estimate the relative mobility of two
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Figure 1.6: Comparison between path availability and path persistence. A= avail-
able; N= not available.
nodes. The diameter of a cluster is flexible and determined by the cluster stabil-
ity. Nodes which have similar moving patterns are grouped into the same cluster.
However, when 1-hop clusters merge to k-hop clusters, it is not useful if the size
of the merged cluster is too small, but extremely large clusters make the network
topology similar to flat hierarchical routing.
In light of the above considerations about mobility metrics and mobility models,
this thesis develops an analytical framework to derive expressions for various of
mobility metrics with respect to random mobility models. We further explore the
applications to caching strategies and clustering algorithms, based on the mobility
metric framework.
1.4 Aims of this Thesis
The aim of the work on this thesis is to develop an analysis framework for mobil-
ity metrics and investigate their application in caching strategies for on-demand
routing and in hierarchical routing algorithms. We intend to answer following
questions:
• How do we calculate the mobility metric, link residual time, when mobile
nodes move according to a random walk mobility model as shown in Fig. 1.7(b)
(as opposed to the straight-line pattern of Fig. 1.7(a))?
• Regarding the path availability in a clustering scheme, how do we derive the
path persistence mobility metric?
• In contrast to simulation studies of link (path) duration for different mobil-
ity models, can we derive accurate expressions for the PDF of link (path)
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(a) Non-random Travel Pattern (b) Random Travel Pattern
Figure 1.7: Link residual time prediction based on non-random or random travel
pattern between a pair of mobile nodes. Link available: separation distance, L,
less than transmission range, r; link not available: L ≥ r.
duration?
• How can we achieve minimum routing delay through optimal route cache
timeout in a practical way?
• What is the tradeoff for the route cache timeout, to balance minimum routing
delay and routing overhead?
• For link caching, what are the principles to uniformly or adaptively set a link
cache timeout?
• How can we optimally select a clusterhead in a k-hop cluster to reduce the
probability of clusterhead changes without the aid of a location system?
• What is the optimal k-hop cluster density? Is the density dependent on node
mobility in the network?
1.5 Thesis Overview
In Chapter 2 we present a theoretical analysis framework for mobility metrics in a
random mobility model, which provides new insights into network behaviour under
mobility and some fundamental work on the issue of path stability. We consider
the previously proposed link and path availability [61–63] and propose the new
mobility metrics link and path persistence for evaluating link and path stability,
respectively.
In Chapter 3, based on analysis of the PDF of node separation distance, we
construct the probability transition matrix of the Markov chain model, which en-
ables us to derive exact expressions for a number of mobility metrics. Further,
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we present intuitive and simple approximations for the link residual time and link
duration which relate them directly to the ratio between transmission range and
node speed.
In Chapter 4 we propose a practical scheme to implement minimum routing
delay in on-demand routing, by setting the cache timeout to the expected path
residual time mobility metric. This route cache timeout setting is near-optimal.
Numerical and simulation results show that the difference in expected routing de-
lay is less than 2.5% using the expected path residual time as the timeout, over
the optimal (but impractical to determine) timeout. More importantly, we analyse
the relationship between the cache timeout and flooding probability, as well as the
optimal timeout for minimum routing overhead. Finally, we show that choosing
the timeout to minimise routing delay does not necessarily minimise routing over-
head, which contravenes the intent of on-demand routing protocols. For randomly
distributed links, empirically minimum routing overhead is achieved for timeout
more than twice the expected path residual time.
In Chapter 5 we propose using either the expected path duration or the link
residual time as the link cache timeout. These mobility metrics are theoretically
calculated for an appropriate random mobility model. Simulation results in NS-2
show that both of the proposed link caching schemes can improve network perfor-
mance in the dynamic source routing protocol (DSR) by reducing dropped data
packets, latency and routing overhead, with the link residual time scheme out-
performing the path duration scheme.
In Chapter 6, using a heuristic approach, we propose an AdpKHop clustering
scheme to organise k-hop clusters. Our AdpKHop algorithm enables more stable
clusters, due to clusterhead’s low mobility and short distance to the cluster cen-
troid. Unlike the previous research which uses location information system, the
cluster metrics proposed in this chapter are solely based on recorded routing link
information. Moreover, we propose a novel method to investigate the optimal clus-
ter density problem for k-hop clustering. We demonstrate that, given a reasonable
broadcasting mechanism, we can derive optimal cluster density, which is indepen-
dent of node mobility. The control overhead of k-hop clustering can be significantly
reduced by using our selection metrics and the optimal cluster density.
Finally, in Chapter 7, we give an overview of the results presented and sugges-
tions for future work.
The main contributions of this thesis are:
• A framework to analyse and derive exact expressions of mobility metrics, us-
ing the Markov chain model. Accurate modeling of these metrics can help
better evaluate the performance of networks without having to run time-
consuming detailed simulations. These calculations are useful for comparison
of artificial mobility behaviours with actual network implementation scenar-
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ios. The analytical results can be applied to various adaptive routing proto-
cols that use corresponding mobility metrics.
• A more practical method to realise an almost optimal route cache to achieve
minimum routing delay, by setting route timeout equal to the expected path
residual time.
• Demonstrate that the minimum routing overhead can be achieved by in-
creasing the timeout to twice the expected path residual time. The proposed
schemes are verified by NS-2 simulation results.
• Investigate two different mobility metrics in link caching schemes for on-
demand routing protocols. Expected path duration is used for uniform
caching, and expected link residual time is used for adaptive caching. It
gives the principles of setting link cache timeout in two different link caching
schemes. NS-2 simulation results show that both of the proposed link caching
schemes can improve network performance.
• Development of a k-hop clustering algorithm to select the clusterhead which
should have low mobility and short distance to the cluster centroid.
• Proposal of a novel method to derive optimal k-hop cluster density based
on theoretical analysis of control overhead. The analytical and simulated re-
sults demonstrate that the optimal density is determined by node degree and
number of nodes in the network, and that it is independent of node mobility.
By using a clusterhead selection metric and optimal merging threshold, Adp-
KHop can be used to provide an underlying hierarchical routing structure to
address the scalability of routing protocols in large MANETs.
Chapter 2
Mobility Metric Analysis
Mobile ad hoc networks (MANETs) have inherently dynamic topologies. Under
these difficult circumstances it is essential to have some dependable way of deter-
mining the reliability of communication paths. Mobility metrics are well-suited to
this purpose. Several have been proposed in the literature, including link persis-
tence, link duration, link availability, link residual time, and their path equivalents.
However, no method has been provided for their exact calculation. Instead, only
statistical approximations have been given. In this chapter, exact expressions are
derived for each of the aforementioned metrics, applicable to both links and paths.
We further show that, given the link duration, we can readily derive another mobil-
ity metric, link change rate (including link generate rate and link break rate), and
vice versa. All the above exact expressions constitute precise mathematical rela-
tionships between network connectivity and node mobility. These expressions can,
therefore, be employed in a number of ways to improve performance of MANETS
such as in the development of efficient algorithms for routing, in route caching,
proactive routing and clustering schemes.
2.1 Introduction
Mobile ad hoc networks (MANETs) are comprised of mobile nodes communicating
via (potentially multi-hop) wireless links. Mobility of the nodes causes commu-
nication links to be dynamic, affecting path reliability. Frequent path breakage
requiring discovery of new routes, leads to excessive end-to-end delay and affects
the quality of service for delay sensitive applications.
Understanding node mobility is one of the keys to determining the potential
capacity of an ad hoc network. Various mobility metrics have been proposed as
measures of topological change in networks. Metrics describing link or path stability
allow adaptive routing in MANETs based on predicted link behaviour. A range of
routing protocols based on predictive mobility metrics have been shown to increase
the packet delivery ratio and to reduce routing overhead [16,44,61,77,82,88].
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We consider a range of mobility metrics: link (path) availability, link (path)
persistence, link (path) residual time, link (path) duration and link change rate.
Many of these metrics have been considered previously, [8, 16, 23, 31, 42, 47, 62, 80,
82, 88, 106] although the naming has not been consistent. We seek to identify the
relationships between the various metrics and provide a consistent nomenclature.
In particular, there is considerable confusion in the literature about the term “link
availability”. The term is generally used to describe the probability that a currently
active link will be active at a particular time in the future. However, some authors
require that the link should exist for the whole of the intervening period, while
others do not. The probability of existence is considerably larger in the latter case.
To alleviate this confusion, we introduce the new terms link persistence and
path persistence to describe the continuous link and path availabilities, and reserve
the terms link (path) availability to describe the non-continuous case [102]. That
is, the link (path) persistence is the probability that a link (path) continuously
lasts until a future time, k, given that it existed at time 0. In the perspective of
link persistence, once the link is broken, it no longer exists.
We present a theoretical analysis framework for calculating the nine mobility
metrics presented, for nodes moving according to a given synthetic mobility model.
Our framework can be applied to any mobility model that admits a Markov pro-
cess describing node separation. This theoretical approach is in contrast to most
research to date which has been based on simulation results and empirical analysis
of mobility metrics.
The calculated metrics can be useful as an aid to predicting link reliability for
routing purposes [61, 101]. Moreover, random mobility models are regularly used
for protocol evaluation, so our work is important to facilitate comparison of the
evaluation environment with practical implementation environments.
We begin with definitions in Section 2.2 for the mobility metrics we investigate,
with a discussion of related work in the literature. In Section 2.3 we develop two
Markov chain models of the evolution of the separation distance between two nodes.
In Section 2.4 the Markov chain models are used to develop exact expressions for
the aforementioned mobility metrics. Finally, we present conclusions and further
work in Section 2.5.
2.2 Mobility Metric Taxonomy
We define a series of mobility measures for links and for paths. As explained in
the Introduction, most of these have appeared in the literature, sometimes under
different names, but they have not previously been gathered together as we have
done here.
The following definitions do not make any assumptions about what it means for
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a link to exist, but do assume that it is possible to determine at any point in time
whether or not a link does exist. Links are understood to be “on” or “off” at any
point in time, as is common in the existing literature on mobility in MANETs. In
reality, fading links are the norm in wireless communication networks at the scales
relevant for ad hoc networks [47]. In such cases, link availability is an appropriate
metric to employ. However, schemes which use network topology information are
sensitive to the length of time for which a link is consistently “on”. Therefore, our
remaining metrics—persistence, residual time, and duration—assume that the link
is “on”, and consider how long it will continue to be “on”.
An h-hop path between two nodes consists of a chain of h − 1 intermediate
nodes connecting them. Each node in the chain has an active link with the nodes
either side of it in the chain, effectively forming a transmission path between the
two nodes of interest. A link could be described as a 1-hop path. We define each
of the metrics for paths, and define the corresponding link metrics as special cases
for which h = 1.
The first two metrics, path (link) availability and persistence, are probabilities—
they correspond to the probability that a path (link) exists at a certain time in the
future given that it exists now. One can see intuitively that in most situations this
probability decreases as the wait time increases. The difference between availabil-
ity and persistence lies in the allowance that the path (link) may disappear and
reappear during the wait time in the case of availability, but may not do so in the
case of persistence.
The remaining metrics are measured in units of time—referring to the length
of time that a path (link) exists. Residual time can be measured from any point
in the life of the path (link), whereas path (link) duration is measured from the
time the path (link) is first “on” until the time the path (link) is next “off”. In the
case where nodes move according to a synthetic mobility model, the residual time
and duration are random variables. We calculate their probability mass functions
(PMFs) and expected values in Section 2.4.
• Path Availability, A(t, h): Given an active path with h hops between two
nodes at time 0, the path availability [61] at time t is defined as the probability
that the path exists at time t, given that it existed at time 0.
A(t, h) , Pr{Available at time t|Available at time 0}.
The path may have been broken, possibly several times, between time 0 and
time t. The link availability is denoted A(t) , A(t, 1).
Path and link availability were proposed by McDonald and Znati [61].
• Path Persistence, P(t, h): Given an active path with h hops between two
22 Mobility Metric Analysis
nodes at time 0, the path persistence, as a function of time, is defined as the
probability that the path will continuously last until at least time t, given
that it existed at time 0.
P(t, h) , Pr{Last until at least time t|Available at time 0}.
That is, P(t, h) is the probability that the path is continuously in existence
from time 0 until at least time t. The link persistence is denoted P(t) ,
P(t, 1).
Link persistence is called “link availability” in [43,78].
• Path Residual Time, R(h): Given an active path with h hops between two
nodes at time 0 (which may also have been active for some time immediately
prior to time 0), the path residual time, R(h), is the length of time for which
the path will continue to exist until it is broken. The link residual time is
denoted R , R(1).
Link residual time has been referred to as the “link’s residual lifetime” [31,78],
“link available time” [106], “link expiration time” [88], and “expected link
lifetime” [82]. Path residual time has been referred to as “path’s resid-
ual lifetime” [78], “available time in multihop” [106], and “route expiration
time” [88].
• Path Duration, D(h): Given that a path becomes active at time 0, the path
duration [80], D(h), is the length of time for which the path will continue
to exist until it is broken. That is, the path duration is the path residual
time from the instant the path first becomes available, and it is a measure
of stability of the path between a pair of nodes. It can be understood as a
maximal value of the path residual time. The link duration [16] is denoted
D , D(1).
• Link Change Rate, λc: Given an arbitrary node in a network, the frequency
of link generations/breaks between this node and other nodes per unit time
is defined as the link generation/break rate [23], λgen and λbrk. The link
change rate is defined as the number of link changes per unit time for a single
node, which is the sum of λgen and λbrk. In steady state, the expected link
generation and break rates should be equal to each other.
Link change rate is called “topology change rate” in [72].
We can divide these metrics into two groups based on whether a persistent
connection is required (persistence, residual time, and duration) or an intermittent
connection is acceptable (availability).
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2.2.1 Related Work
Each of these metrics have been studied in various ways by various authors. Here
we give a brief overview.
In [61, 62], path availability is used to divide mobile nodes into clusters. The
link availability and path availability were theoretically analyzed, for nodes moving
according to a variant of the Random Walk Mobility Model. However they em-
ploy a Rayleigh approximation for the relative movement between a pair of MNs,
which does not work well when taken over short time intervals, particularly for the
path availability calculation. By contrast, the calculation method presented in this
chapter is accurate for any time interval.
Link persistence is calculated approximately by Qin [78] for nodes moving ac-
cording to the Random Walk mobility model (though they call it link availability).
In [106] an expression for link persistence is derived for a simple straight line mo-
bility model. A mobility metric that is similar to link persistence is determined
in [42,44] using a combination of calculation and experimental evaluation, for mod-
ified Random Walk and Random Waypoint mobility models.
Link (path) residual time is widely used in proactive routing schemes. The
mechanism is that, when a communicating path is active between two MNs, the
destination node can estimate the link (path) residual time by means of a prediction
algorithm. New route discovery is initiated early by detecting that an active link
is likely to be broken and an alternative route is built before link failure. In many
cases this is achieved by assuming that the MNs do not change movement direction
when communicating with each other [82,88,106] (a straight line mobility model),
which is clearly quite a restrictive assumption. Link residual time is evaluated by
simulation in [78], for nodes moving according to a variety of synthetic mobility
models.
The concept of link duration was introduced by Boleng [16] as a mobility metric
to enable adaptive routing. Link duration is a good indicator of protocol perfor-
mance measures such as data packet delivery ratio and end-to-end delay. Further-
more, it is computable in real network implementations without global network
knowledge. Bai and Sadagopan, [8, 80], investigate link duration and path dura-
tion experimentally, for four different mobility models corresponding to routing
protocols such as AODV and DSR, based on simulations. Han et. al. [38] give an
approximate calculation for link duration and path duration for a Random Way-
point mobility model. In this chapter, we determine an exact expression for the
PMF of node separation distance when a link is set up and conclude that link
(path) duration is a special case of link (path) residual time.
Link change rate is analysed by Cho and Hayes in [23] for a straight line model,
where mobile nodes do not change their directions while moving. Perez-Costa et.
al. [72] show that link change rate is linear with respect to the number of moving
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nodes and their node speed in the Random Waypoint model. In this chapter,
we demonstrate that link change rate is determined by link duration and node
degree (number of neighbour nodes), and that the relationship between them is
independent of any mobility model.
2.2.2 Metric Calculation
In general, each of the above mobility metrics will differ between particular links
(paths). If the objective is to predict future connectivity of a particular link (path),
specific information about the link (path) must be known—whether measured [43]
or assumed [61]. If, on the other hand, the objective is to characterise the degree
of mobility of the network as a whole, it is necessary to average over all possible
links (paths) [16].
Our framework allows calculation of the mobility metrics under some random
mobility model. In this case link residual time and link duration are random
variables. Consequently, the network average link residual time and link duration
are also random variables. Thus, we consider the expected value of the network
average for these entities.
Mobility models employed in simulation-based performance evaluation usually
assume that all nodes move in an i.i.d. random manner. If, in addition, the node
distribution is in steady state, the expected value of the mobility metric associated
with individual links (or paths) is identical, and equal to the network average, if
no a priori knowledge of individual node characteristics exists. we will employ the
notation A(k, h), P(k, h), R(h) to denote the network average values of availability,
persistence, and residual time (omitting the argument h = 1 when links, rather than
paths, are of interest). The link duration D and path duration D(h) do not need
to be augmented in this manner as the expected value of the network average is
identical to the expected value for an individual link (or path), provided that the
node distribution is in steady state.
In our calculations, the link-based mobility metrics, except link duration, de-
pend only on the initial separation of nodes. The path-based mobility metrics,
except path duration, depend only on the initial separations of all hops in the path.
Therefore, we augment the notation for availability, persistence, and residual time
to include L0, the separation distance at time 0. The link-based mobility metrics
become A(k;L0), P(k;L0) and R(L0). The path-based mobility metrics become
A(k, h;L0(1), · · · , L0(h)), P(k, h;L0(1), · · · , L0(h)), andR(h;L0(1), · · · , L0(h)), where
L0(i) is the initial separation of the nodes constituting the ith hop in a particular
path.
Having established definitions for each of the mobility metrics of interest, we
next develop generic expressions for each of the mobility metrics, using a Markov
chain model. (Using a Markov chain model allows for random mobility models for
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which no closed-form expression may be found for the PDF of the mobility, which
is most often the case.) These expressions may then be applied to any particular
random mobility model by substituting in the appropriate PDF. The random walk
mobility model is used as an example in Chapter 3.
2.3 Markov Chain Description of Node Separa-
tion Distance
A Markov chain model (MCM) gives a model for the evolution of the random
process it is describing. We use a MCM to describe the evolution of the separation
distance between nodes in an ad hoc network, moving according to a memoryless
random mobility model. We will use the MCM to derive mathematical expressions
for each of the mobility metrics introduced in Section 2.2.
In order to apply Markov chain methods, we examine node separation after
periods of fixed time length, termed epochs. We assume that the duration of the
epochs and the speed of the nodes is such that the path persistence after one epoch,
P(1, h), is approximately one, and the path residual time, R(h), is considerably
more than one epoch. In this case, there in no significant error introduced by
discretising time via epochs.
2.3.1 Notation for Model Development
The status of a wireless link depends on numerous system and environmental fac-
tors that affect transmitter and receiver transmission range. A widely applied,
albeit optimistic, model is used in this chapter, whereby transmission range is ap-
proximated by a circle of radius r corresponding to a signal strength threshold.
Thus, if the separation distance between a pair of nodes of interest is less than r,
it is assumed the link between them is active.
All of the mobility metrics are based on the probability of a pair of nodes going
out of range. That is, we are interested in the behaviour of the separation distance
between a pair of nodes. A MCM can be employed to calculate the mobility metrics
in Section 2.2 if the separation distance between two nodes is a Markov process.
Assume that the movement of nodes in the network can be described by i.i.d.
random processes. Let the random variable representing the separation distance
between two nodes at epoch m be Lm, and let lm denote an instance of Lm
1. We
assume that the PDF of Lm+1 is dependent only on Lm. Then separation distance
is a Markov process and the transition probabilities for the MCM are derived from
fLm+1|Lm(lm+1|lm). This PDF is determined by the mobility model being used.
1Throughout this chapter we use the convention of capital letters for random variables and
the corresponding lower-case letters for instances of random variables.
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2.3.2 State Space Derivation
We divide the node separation distance from 0 to r into n bins of width ε. If a
link exists, the node separation at epoch m, Lm, falls into one of these bins. If
we label state i, ei, then the state space of the distance between the two nodes is
E = {e1, . . . , ei, . . . }. The state space for distances greater than r differs for the
two mobility metric groups, persistent and intermittent. We examine each group
separately below.
State Space for Intermittent Metric Group
In this case the state space for distances greater than r consists of an infinite
number of states, each corresponding to a bin of width ε, as illustrated in Fig. 2.1.
The node separation Lm is in ei if Lm = lm where
(i− 1)ε ≤ lm < iε i ∈ Z+. (2.1)
0 r
ε
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Figure 2.1: Depiction of state space for distance between a pair of nodes in the in-
termittent metric group, where communication links for nodes which move outside
the transmission range, and back in again, are considered to be the “same” link.
State Space for Persistent Metric Group
The state space for metrics in the persistent group requires an absorbing state
which, once reached, cannot be escaped. The absorbing state represents any dis-
tance greater than the communication range, r. If the distance between the two
nodes reaches the absorbing state, the communication link is considered to be bro-
ken. If the nodes move back within communication range, a new link is considered
to have been formed.
In this model, the state of the node separation distance, Lm = lm, is governed
by 
(i− 1)ε ≤ lm < iε i ∈ [1, · · · , n],
lm > r i = n+ 1. (absorbing state)
(2.2)
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Figure 2.2: State space for distance between a pair of nodes in the persistent
metric group, where separations greater than the transmission range (absorbing
state) result in a link being discarded.
2.3.3 Separation Distance Initial Probability Vector
The Markov chain process is an evolving process. The probability of being in any
particular state changes with time. Thus, we begin with an initial probability vector
which denotes the probability of the initial node separation distance, L0 = l0, being
in each of the states at epoch 0. The initial probability vector, P(0) can be written
as
P(0) = [p1(0) p2(0) · · · pn(0) · · · ] where (2.3)
pi(0) = Pr(l0 ∈ ei)
{
1 ≤ i ≤ n+ 1 for persistent links
i ∈ Z+ for intermittent links. (2.4)
Further, as the links are assumed to be active at epoch 0, that is, in a state with
index at most n,
∑n
i=1 pi(0) = 1.
The choice of P(0) differs according to whether the objective is to determine
the mobility metric for a particular link, or the network average for the metric. In
the former case, the initial separation distance, l0 < r, for the link is known, and
the initial state, ei, is determined according to (2.1) or (2.2), where m = 0 and
i ∈ [1, · · · , n]. Then, the initial probability vector, denoted PL0(0), has only one
non-zero element:
pi(0) =
1 if l0 ∈ ei0 otherwise. (2.5)
For network average mobility metrics, it is necessary to determine how the
mobile node positions are distributed in two-dimensional space. If the nodes are
uniformly distributed over the network area (as is the case for nodes moving ac-
cording to a random walk in a bounded region), the distribution of all separation
distances is approximately Rayleigh (it is not exact if the network area is bounded).
If, in addition, the transmission range is much smaller than the network area then
we can approximate the distribution of node separation distances in the range 0 to
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r as being linear, as follows.
fL0(l0) =
2l0r2 , 0 ≤ l0 ≤ r0 l0 > r (2.6)
Thus, for network average metrics, when node positions are uniformly distributed,
the initial condition vector, denoted Pnet(0), has elements
pi(0) =
(2i− 1) ε
2
r2
, 0 ≤ i ≤ n
0 i > n.
(2.7)
To reiterate, this value of Pnet(0) is only appropriate for networks with uniformly
distributed nodes. For many interesting mobility models, nodes are not uniformly
distributed [105].
A third initial condition vector, Pnew(0), will be introduced in Section 2.4.1 to
describe the PDF of node separation for links when they first become active.
2.3.4 Separation Distance Probability Transition Matrix
Having established the form of the initial condition vector for the different contexts,
we now introduce the probability transmission matrices for the two metric groups.
Intermittent Metric Group Transition Matrix
Let the separation distance, Lm, between two nodes be in state ei. After one epoch,
the separation distance, Lm+1, must be in the range
[max(0, Lm − 2vmax), Lm + 2vmax]
where vmax is the maximum speed that can be attained by any node. This corre-
sponds to Lm+1 being in ej such that
j ∈ [max(1, i− γ), i+ γ], γ := d2vmax/εe
where γ is the maximum number of states that can be crossed in a single epoch.
When there is no absorbing state, as depicted in Fig. 2.1, the transition matrix is
denoted by the infinite size matrix Aint, where
Aint =

a1,1 · · · a1,n · · ·
...
. . .
...
an,1 · · · an,n · · ·
...
...
. . .
 , (2.8)
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and ai,j is the probability of transition from ei to ej in a given epoch. We note that
∀ i, j, ai,j ≥ 0 and
∑
j ai,j = 1 (that is, node i must move somewhere).
1 e2
i,i−γa
e
0 Separation
Distance
... ......
i +γj e e ee n n+1
a a ai,i i,j i,i +γ
ε
... ...
i i−γ ee
( )|+1m ml lf m+1L     |L m
γγ
...
(i−      −1) (i +   ) εε ε (j−1) j εεlm i
Figure 2.3: Depiction of state space for the non-absorbing state model, showing
the state transition probabilities, ai,j, the probability of transferring from ei to ej
after one epoch, for a given state i and various states, j.
To calculate the transition probabilities between any two states in the non-
absorbing state model, as illustrated in Fig. 2.3, consider the state space for the
non-absorbing state model at epoch m. The transition probabilities are given by,
ai,j = Pr (ei → ej) = Pr(lm+1 ∈ ej|lm ∈ ei)
=
∫ jε
(j−1)ε
∫ iε
(i−1)ε
fLm+1|Lm(lm+1|lm)fLm(lm)dlmdlm+1, (2.9)
where the conditional PDF, fLm+1|Lm(lm+1|lm) is dependent upon the particular
mobility model. Now, the PDF fLm(lm) varies with time, m. However, if ε is
sufficiently small, we can assume that, independently of m, Lm is approximately
uniformly distributed within the ith bin. In this case,
fLm(lm) ≈ 1/ε. (2.10)
Moreover, we can approximate the PDF of the conditioned separation distance
from any point in ei to any point in ej by the value of the PDF at the midpoint of
the two states, such that
fLm+1|Lm(lm+1 ∈ ej|lm ∈ ei) ≈ fLm+1|Lm
((
j − 1
2
)
ε|
(
i− 1
2
)
ε
)
. (2.11)
Thus, from (2.9), (2.10) and (2.11), we have,
ai,j ≈ εfLm+1|Lm
((
j − 1
2
)
ε|
(
i− 1
2
)
ε
)
, (2.12)
giving us an expression which closely approximates the transition probabilities, as
long as we choose the separation distance state widths small enough.
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Persistent Metric Group Transition Matrix
Recalling that for the persistent metric group there are n + 1 possible states, as
shown in Fig. 2.2, we let the (n+1)×(n+1) state transition matrix, with absorbing
state, be denoted by Apst, where
Apst =

a1,1 · · · a1,n a1,n+1
...
. . .
...
...
an,1 · · · an,n an,n+1
0 · · · 0 1
 . (2.13)
The entries indicating the probabilities of entering the absorbing state, that is, the
right-most column of Apst, are given by
ai,n+1 = 1−
n∑
j=1
ai,j.
The last row of Apst indicates the probability of transition from the absorbing
state.
The probabilities of moving between each pair of non-absorbing states are given
by the upper left block of Apst:
Q =

a1,1 · · · a1,n
...
. . .
...
an,1 . . . an,n
 (2.14)
where entry ai,j is given by (2.12).
2.3.5 Separation Distance Probability Vector After k Epochs
Using the transition matrices defined in Section 2.3.4, and the initial probability
vectors defined in Section 2.3.3, we can calculate the probability vector of the
separation distance after k epochs, P(k). For the intermittent metrics, where there
is no absorbing state,
P(k) = P(0) Akint, (2.15)
where P(k) is an infinite length vector with elements pi(k), describing the proba-
bility that the separation distance, Lk, is in ei at the end of epoch k and Aint is
from (2.8).
Similarly, for the persistent metrics, where the separation distance state space
does include an absorbing state, P(k) is an (n+ 1)-vector
P(k) = P(0) Akpst (2.16)
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where Apst is from (2.13).
In either case, necessarily, ∑
i
pi(k) = 1,
where i ranges from 1 to n + 1 if there is an absorbing state, and from 1 to ∞ if
there is no absorbing state.
In summary, P(k) gives the discrete probability distribution of the separation
distance between a pair of nodes after k epochs. It is discrete, but may be made as
incremental as desired by appropriately choosing ε, the width of each separation
distance state.
2.4 Mobility Metric Calculations
We have presented expressions for the discrete probability distribution of the sep-
aration distance between a pair of nodes at any epoch k in (2.15) and (2.16). We
now use these to derive expressions for each of the mobility metrics defined in Sec-
tion 2.2. Because the Markov chain development requires discrete time intervals, in
our mobility metric calculations, we consider discrete-time versions of the metrics,
replacing time t with epoch k.
2.4.1 Expressions for Link-based Metrics
Calculation of the link-based metrics is achieved via direct application of Markov
chain methods, using the initial probability vectors and transition matrices intro-
duced in Section 2.3.
Link Availability, A(k)
Link availability is an intermittent mobility metric—the link may be broken at
some time before epoch k, but must be re-established by epoch k. Thus we use the
probability transition matrix with no absorbing state, Aint. The probability of the
link being in existence after k epochs is the sum of the probabilities of Lk being
in one of e1 to en at epoch k. Thus, the link availability is the sum of the first n
elements of P(k) in (2.15). The general equation for link availability is, therefore,
A(k) =
n∑
i=1
pi(k), (2.17)
where pi(k) are the elements of P(k) = P(0) A
k
int.
The link availability for a particular initial separation, A(k;L0) uses the initial
condition vector PL0(0) with elements defined in (2.5). The network average link
availability, A(k), uses the initial probability vector Pnet(0) from (2.7).
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Link Persistence, P(k)
Link persistence is determined in the same way as link availability, with the ex-
ception that the transition matrix with absorbing state, Apst, is used. Thus, the
general equation for link persistence is
P(k) =
n∑
i=1
pi(k) = 1− pn+1(k), (2.18)
where pn+1(k) is the final element of the vector P(k) = P(0)A
k
pst.
The link persistence for a particular initial separation, P(k;L0) uses the ini-
tial condition vector P(0) = PL0(0) with elements defined in (2.5). The network
average link persistence, P(k), uses the initial condition vector Pnet(0) from (2.7).
Link Residual Time, R
The probability that the link residual time is, at most, k is equal to the probability
that after epoch k the separation distance is in the absorbing state, en+1. We can
write the (discrete) cumulative density function (CDF), FR(k), of the link residual
time, as:
FR(k) = Pr{R ≤ k} = pn+1(k),
where pn+1(k) is defined in Section 2.4.1. Therefore, the probability mass function
(PMF), fR(k), of the link residual time is
fR(k) = Pr{R = k} = pn+1(k)− pn+1(k − 1). (2.19)
In Section 5.4 we illustrate that this PMF is approximately exponential.
The expected value of the link residual time can then be written as
E{R} =
∞∑
k=1
k fR(k) =
∞∑
k=1
k [pn+1(k)− pn+1(k − 1)]. (2.20)
This holds for both link specific residual time, R(L0), and network average resid-
ual time, R, by again using the appropriate initial condition vector. Due to the
exponential decay of the PMF, terms in this sum are negligible for large k, mean-
ing that truncation at an appropriate point will result in negligible error, allowing
feasibility of calculation.
Alternatively, the link residual time can be determined directly from the fun-
damental matrix, F [35],
F = (In −Q)−1,
where In is the n× n identity matrix, and Q is defined in (2.14). The sum of the
elements of the ith row of F is the expected link residual time for links starting in
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ei
E{R(L0)} =
n∑
j=1
Fi,j L0 = l0 ∈ ei.
The expected value of the network average link residual time is
E{R} =
n∑
i=1
pi(0)
n∑
j=1
Fi,j, (2.21)
where pi(0) are elements of Pnet(0) from (2.7).
Link Duration, D
Link duration is effectively a special case of the link residual time, with the require-
ment that L0 = r. That is, the link duration is the link residual time at the time
of formation of the link - how long the link lasts from beginning to end. In fact, as
the mobility model is discrete in time, L0 ∈ [r − 2vmax, r), since we only examine
the connectivity at the end of each epoch. Therefore, the link duration can be de-
termined identically to the link residual time, above, with initial condition vector
Pnew(0) determined below for the case where nodes are uniformly distributed.
In order to obtain the PDF of the initial separation distance, L0, we consider the
conditional PDF of L−1, the node separation distance just prior to the link being
established. A pair of nodes with separation distance L−1 ∈ [r, r+2vmax) have the
potential to form a link in epoch 0. If the nodes are uniformly distributed over the
network area, the distribution of separation distances is approximately Rayleigh (it
is not exact if the network area is bounded). If the transmission distance r ¿ A,
where A is the network area, then we can approximate the distribution of node
separation distances just prior to link establishment as being linear in the range r
to r + 2vmax. This is equivalent to saying that the node separation distances are
uniformly distributed on a ring with inner radius r and outer radius r+2vmax. The
PDF of L−1 is, then
fL−1(l−1) =
{
l−1
2vmax(r+vmax)
, r ≤ l−1 < r + 2vmax
0 otherwise.
(2.22)
The marginal PDF of the initial separation distance for new links, fL0|new(l0|new link),
is equal to the portion of fL0|L−1(l0|l−1) that intersects the region [r − 2vmax, r),
normalized accordingly. Figure 2.4 illustrates the relationship between fL−1(l−1),
fL0|L−1(l0|l−1) and fL0|new(l0|new link) showing approximate shapes for the random
walk mobility model, described in Section 3.3. Obtaining the PDF fL0|L−1(l0|l−1) is
the same as obtaining the PDF fLm+1|Lm(lm+1|lm) with m = −1. Thus, we obtain
a discretised version of fL0(l0) which is our initial condition vector for new links,
Pnew(0), valid when nodes are uniformly distributed.
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Figure 2.4: Depiction of PDFs of node separation, with respect to separation dis-
tance state space, at epochs -1 and 0, taking into account moves that do and do not
result in a link being established. Nodes are assumed to be uniformly distributed.
The new initial condition vector Pnew(0) can be employed to determine the
persistence of a newly established link, Pnew(k), in the same way as the link per-
sistence for a particular initial separation and the network average link persistence
are determined.
Now, the PMF, fD(k), of the link duration is given by
fD(k) = pn+1(k)− pn+1(k − 1),
where pn+1(k) is the final element of the vector P(k) = Pnew(0)A
k
pst. The expected
value of the link duration can be determined either from this PMF or, similarly to
link residual time, from the fundamental matrix
E{D} =
n∑
i=1
pi(0)
n∑
j=1
Fi,j, (2.23)
where pi(0) are the elements of Pnew(0). (Note there is no concept of link duration
for a given initial separation and that the link duration calculated here is effectively
the network average.)
Link Change Rate
As previously mentioned, link duration is the time from when a link is first gener-
ated until it is broken. The Link Change Rate (LCR) between a pair of nodes is
inversely proportional to the link duration. If a node has more than one neighbour-
ing node, the LCR, denoted as λc, is proportional to the number of neighbours.
Remark 2.4.1
The relationship between expected link duration, E{D}, and link change rate, λc,
is
λc =
µd
E{D} =
pir2ρ
E{D} , (2.24)
where µd is the node degree (number of linked neighbours of a node), and ρ is
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network node density. If nodes are uniformly distributed, the total number of linked
neighbours of a node is pir2ρ.
According to the definition of LCR, the link generation rate, λgen, and the link
break rate, λbrk, are given by,
λgen = λbrk =
λc
2
=
µd
2E{D} =
pir2ρ
2E{D} . (2.25)
However, in a bounded simulation environment, the average node degree µd is
slightly less than pir2ρ. The average node degree in a bounded simulated network
with size a× a is given by [14],
µd = n
r2pi
a2
(1− 8r
3pia
+
r2
2pia2
) (2.26)
where n is the number of nodes in network.
It is important to note that the relationship between link change rate and link
duration in (2.24) is a general principle which is independent of any mobility model.
Moreover, given network parameter µd or ρ, we can derive link change rate from
link duration, and vice versa.
2.4.2 Path-based Metrics
Path based metrics are determined from link metrics using the assumption that
links exist independently of each other. This is true for a randomly chosen path
when nodes move according to an i.i.d. random process, even though consecutive
links in a path share a common node. (It may not be true when attention is
restricted to a particular subset of all possible paths, such as the shortest distance
path between two nodes.)
Path Availability, A(k, h)
For a path with h hops, path availability is the product of the individual link
availabilities of the h hops. If the initial separation distances for each hop in
a particular path are L0(1), · · · , L0(h), respectively, the path availability can be
calculated using
A (k, h;L0(1), · · · , L0(h)) =
h∏
i=1
A(k, L0(i)),
where A(k, L0(i)) is given by (2.17). The network average path availability for
h-hop paths is given by
A (k, h) = (A(k))h (2.27)
where A(k) is the network average link availability, as defined in Section 2.4.1.
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Path Persistence, P(k, h)
By virtue of the assumption of independence of the constituent links, the path
persistence is given by
P (k, h;L0(1), · · · , L0(h)) =
h∏
i=1
P(k, L0(i)),
where P(k, L0(i)) is given by (2.18). The network average path persistence for an
h-hop path is given by
P (k, h) = (P(k))h , (2.28)
where P(k) is the network average link persistence, as defined in Section 2.4.1.
Path Residual Time, R(h)
For a particular path, the path residual time is the length of time that the path
continuously lasts without breaking. We can write the CMF, FR(k, h), of the path
residual time, as:
FR(k, h) = 1− P(k, h) = 1−P(path lasts ≥ k) = P(path lasts ≤ k).
Therefore the PMF of the path residual time can be written as
fR(k, h) = P(k − 1, h)− P(k, h). (2.29)
The expected value of the path residual time can be expressed by,
E{R(h)} =
∞∑
k=1
k fR(k, h) =
∞∑
k=1
k [P(k − 1, h)− P(k, h)]. (2.30)
There is no equivalent of the fundamental matrix method that was available for
link residual time.
Path Duration, D(h)
To determine the path duration we need to be precise about the time that the
path commences. We will assume that one link in the path has just become active,
and all other links are active links with unspecified node separation. That is, the
initial condition vector for one of the links is Pnew(0), and the initial condition for
remaining links is Pnet(0). The persistence and all links in the path are considered
from the same point in time. Then, the new path persistence, Pnew(k, h), is given
by
Pnew (k, h) =
(P(k))h−1Pnew(k),
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where Pnew(k) is defined in Section 2.4.1. The PMF of the path duration, fD(k, h),
is then
fD(k, h) = Pnew(k − 1, h)− Pnew(k, h). (2.31)
In this section we have derived exact expressions for the mobility metrics using
a probability transition matrix derived from the PDF of the node separation after
one epoch.
2.4.3 Application to Mobility Models
Our framework does not directly apply to deterministic mobility models such as
trace-based models. Indeed, the mobility metrics examined do not make sense with
respect to such models. However, for deterministic models, equivalent average mo-
bility metrics may be of interest. These can be calculated using our framework by
replacing the PDF fLm+1|Lm(lm+1|lm) with the network average movement between
epochs.
In the next chapter, we will apply these expressions to the RandomWalk Mobil-
ity Model. It should be noted that our framework can be applied to any statistical
mobility model where nodes move in an i.i.d. manner and node separation evolu-
tion relies only on the previous relative position. Therefore, it can also be applied
to other models, such as the Random Waypoint Mobility Model, since it is shown
in [92] that Random Waypoint is Asymptotic Mean Stationary.
2.5 Conclusions
Frequent changes in network topology caused by mobility in mobile ad hoc networks
impose great challenges for developing efficient routing algorithms. The theoretical
analysis framework presented in this chapter allows new insights into network be-
haviour under mobility and some fundamental work on the issue of path stability.
The Markov chain model used in this chapter, has enabled us to derive exact ex-
pressions for a series of mobility metrics. Further, we have presented intuitive and
simple expressions for the relationship between link change rate and link duration,
just given the network node degree.
The main contributions of this chapter are:
• Introduction of notion of link (path) persistence and its calculation method.
• Expressions for the expected link (path) duration and its PMF.
• Expressions for the expected link (path) residual time and its PMF which
are derived by using a random mobility model rather than a non-random
travelling pattern (straight-line mobility model).
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• An exact expression for link (path) availability, unlike the approximation
analysis employed in [61].
• An explicit relationship between link change rate and link duration.
We believe that these calculations are useful for comparison of artificial mobility
behaviours with actual network implementation scenarios. The analytical results
can be readily applied to various adaptive routing protocols that use corresponding
mobility metrics, such as the adaptive caching strategies and clustering algorithms
to augment existing on-demand routing protocols, considered in the following chap-
ters. A case study of the analysis in this chapter will be investigated in the next
chapter, with respect to a Random Walk Mobility model.
Chapter 3
Mobility Metrics in Random
Walk Mobility Model
The random walk mobility model (RWMM) is probably the most mathematically
tractable mobility model in use. It describes the basic node mobility parameters,
velocity and direction of travel, in terms of known probability distributions. In this
chapter, we use the RWMM to illustrate the use of the MCM derived expressions
for the mobility metrics, from Chapter 2.
Based on the node separation analysis of Section 3.1, in Section 3.2 we develop
an expression for the PDF of the separation distance between an arbitrary pair
of mobile nodes after one epoch, with respect to constant node speed. The PDF
calculation is extended to variable node speed in Section 3.3. In Section 3.4 we
present closed-form approximations of link residual time and link duration. In
Section 3.5, we compare our theoretical results with simulation results. Finally, we
present conclusions and further work in Section 3.6.
3.1 Node Separation After One Epoch
We assume that each mobile node moves with a velocity uniformly distributed
in both speed, V ∼ U [vmin, vmax], and direction, Φ ∼ U [0, 2pi]. Both the speed
and direction change in each epoch but are constant for the duration of an epoch,
and are independent of each other. The speed has mean v = 1
2
(vmin + vmax), and
variance, σ2v =
1
12
(vmax − vmin)2. This random mobility model is widely used to
analyze route stability in multi-hop mobile environments [6, 82].
We saw in Section 2.3 of Chapter 2 that the movement-related PDF required
for the MCM is fLm+1|Lm(lm+1|lm) where lm is the separation distance between a
pair of nodes at epoch m. Only after we obtain the PDF fLm+1|Lm(lm+1|lm) can we
construct the transition matrices in (2.8) and (2.13), because the PDF determines
the transition probabilities aij in (2.12). By considering the relative movement X
between two nodes after one epoch, we can consequently determine the distance
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Figure 3.1: Relationship between the node movement vectors
−→
V i and
−→
V j of nodes
i and j, respectively, relative movement vector,
−→
X , separation vector at epoch m,−→
Lm, and separation vector after one epoch,
−→
Lm+1. Solid lines indicate actual
vector positions and dashed lines indicate vectors shifted for illustration purposes.
The dotted circles indicate the loci of possible positions for nodes i and j at epoch
m+ 1.
between them, Lm+1, after this movement, given the distance between them, Lm,
prior to it. Figure 3.1 illustrates the relationship between the node movement
vectors
−→
V i and
−→
V j of nodes i and j, respectively, relative movement vector,
−→
X ,
separation vector at epoch m,
−→
Lm, and separation vector after one epoch,
−→
Lm+1.
3.2 PDF fLm+1|Lm(lm+1|lm)With Constant Node Speed
In this section, we base our analysis on a simple assumption that the node speeds
are a constant, v, during any epoch. That is, node speed is not variable. In the
next section, we will discuss the more common model used in network simulators
where node speed is uniformly distributed such that V ∼ U [vmin, vmax].
3.2.1 Relative Movement Between Two Nodes After One
Epoch
Before analysing the PDF of the distance between two nodes after one epoch, with
initial distance lm, the relative movement between two nodes needs to be analyzed.
We let the movement vector for node i in a given epoch be
−→
Vi = (v, θi), similarly
for node j. The relative movement of node i with respect to node j is given by−→
X =
−→
Vj − −→Vi . Graphically, as nodes i and j are actually physically separated,
the movement vector
−→
Vj is translated to the position of node i to give the relative
movement vector
−→
X . This is illustrated in Fig. 3.1. Here, it is assumed, without
loss of generality, that the line linking the original positions of nodes i and j is
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parallel to the horizontal axis and, therefore, Θ is the direction of the relative
movement vector
−→
X . Let X denote the magnitude of
−→
X . In [40], it is shown that
X and Θ are independent random variables with PDFs respectively equal to
fX(x) =
2
pi
√
4v2−x 2 for 0 ≤ X ≤ 2v,
fΘ(θ) =
1
2pi
for 0 ≤ Θ ≤ 2pi.
(3.1)
3.2.2 PDF of Node Separation after One Epoch
The relationship between the initial separation vector,
−→
Lm, the separation vector
after one epoch,
−→
Lm+1, and the relative motion vector
−→
X is illustrated in Fig. 3.1.
If Lm and Lm+1 are the random variables representing the lengths of
−→
Lm and−→
Lm+1, respectively, and lm and lm+1 are particular values of these, then we can
write the separation after one epoch as
Lm+1 =
√
L2m +X
2 − 2LmX cosΘ. (3.2)
In order to determine the PDF of Lm+1, we use the Jacobian transform [70], J ,
to translate from the joint PDF fX,Θ(x, θ) to the joint PDF fLm+1,Θ(lm+1, θ) using
fX,Θ(x, θ) = J fLm+1,Θ(lm+1, θ). The Jacobian transform, in this case, is given by
J = ∂(x, θ)
∂(lm+1, θ)
=
∣∣∣∣∣∣∣
∂x
∂lm+1
∂x
∂θ
∂θ
∂lm+1
∂θ
∂θ
∣∣∣∣∣∣∣ . (3.3)
The marginal PDFs of X and Θ were given in (3.1). Because X and Θ are inde-
pendent, their joint PDF is given by the product of their individual PDFs. That
is,
fX,Θ(x, θ) =
1
pi2
√
4v2 − x2 ,
0 ≤ x ≤ 2v,
0 ≤ θ < 2pi. (3.4)
In order to calculate the Jacobian transform, we need to determine X as a
function of Lm+1 and Θ, by inverting (3.2), as follows.
X =
 Lm cosΘ−
√
L2m+1 − L2m sin2Θ, pi/2 ≤ ψ ≤ pi
Lm cosΘ +
√
L2m+1 − L2m sin2Θ otherwise.
(3.5)
Then, the joint PDF fLm+1,Θ(lm+1, θ) is given by
fLm+1,Θ(lm+1, θ) = fX,Θ(x, θ)
∣∣∣∣ ∂(x, θ)∂(lm+1, θ)
∣∣∣∣ =
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lm+1/pi
2√[
4v2 −
(
lm cos θ ±
√
l2m+1 − l2m sin2 θ
)2] [
l2m+1 − l2m sin2 θ
] . (3.6)
The random variables Lm+1 and Θ are dependent, so the marginal distribution
fLm+1(lm+1) is achieved by integrating the joint PDF fLm+1,Θ(lm+1, θ) with respect
to Θ. The expression for the joint distribution varies with the ranges of Lm, Lm+1
and Θ. Three different scenarios exist in terms of the initial distance Lm. These
are, Lm ≥ 2v, v ≤ Lm < 2v and Lm < v. Moreover, for each scenario, there are
three different cases determined by Lm+1, which is determined by Θ, as shown in
Fig. 3.2.
( )|+1m ml l
mL
mL
mL
mL mL m
L
f
Separation
Distance
Case 1 Case 2 Case 3
2vv0
PDF
Scenario 2: 
Scenario 3: Scenario 1:      
> 2v< v
< 2vv <
2−2v −4v2 + 2v
Figure 3.2: Three different scenarios for fLm+1|Lm(lm+1|lm), and three cases in Sce-
nario 1 where Lm ≥ 2v.
In each of the three scenarios, we make use of the functions g1(θ), g2(θ) and
two angles α and β as follows.
g1(θ) =
2 lm+1
pi2ζ(θ)
√
4v2 − (lm cos θ − ζ(θ))2
(3.7)
g2(θ) =
2 lm+1
pi2ζ(θ)
√
4v2 − (lm cos θ + ζ(θ))2
(3.8)
where ζ(θ) =
√
l2m+1 − l2m sin2 θ.
α = arcsin(lm+1/lm) (3.9)
β = arccos(
l2m + 4v
2 − l2m+1
4lmv
) (3.10)
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Figure 3.3: Three cases exist for Scenario 1. For Case 1, Lm − 2v ≤ Lm+1 ≤√
L2m − 4v2 and pi/2 ≤ Ψ ≤ pi. For Case 2,
√
L2m − 4v2 < Lm+1 ≤ Lm. pi/2 ≤ Ψ ≤
pi along arc ÔB, and Ψ < pi/2 along arc ÔA. For Case 3, Lm < Lm+1 ≤ Lm + 2v
and Ψ < pi/2.
Scenario 1 (Lm ≥ 2v)
Although Θ ∈ [0, 2pi), we just integrate Θ in the interval [0, pi) due to its symmetry
in (3.6), as shown in Fig. 3.3.
• Case 1 : As shown in Fig. 3.3(a), when pi/2 ≤ Ψ ≤ pi, we have
Lm − 2v ≤ Lm+1 ≤
√
L2m − 4v2. (3.11)
Correspondingly,
0 ≤ Θ ≤ β. (3.12)
In this case, because Ψ ≥ pi/2, we have
Lm − Lm+1 ≤ X ≤ 2v. (3.13)
If we fix the length of Lm+1, and move
−→
X from being parallel with
−→
L 0 in
a clockwise direction, Θ gradually increases until X reaches its maximum
value of 2v. Throughout this process, X is given by the first equation in
(3.5). Then fLm+1|Lm(lm+1|lm), simplified by fLm+1|Lm(lm+1|lm), is given by
fLm+1|Lm(lm+1|lm) =
∫ β
0
g1(θ) dθ. (3.14)
For this case, the maximum value of Lm+1 occurs at the smallest value of
Ψ = pi/2.
• Case 2 : In Fig. 3.3(b), we have √L2m − 4v2 < Lm+1 ≤ Lm. If we fix Lm+1,
there are two different ranges of Ψ. Along arc ÔB, pi/2 ≤ Ψ ≤ pi, but along
arc ÔA, Ψ < pi/2. Following the method in Case 1, we find
fLm+1|Lm(lm+1|lm) =
∫ α
0
g1(θ) dθ +
∫ α
β
g2(θ)dθ (3.15)
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• Case 3 : In Fig. 3.3(c), we have lm < Lm+1 ≤ Lm+2v and β ≤ θ ≤ pi. Then,
fLm+1|Lm(lm+1|lm) =
∫ pi
β
g2(θ) dθ (3.16)
Scenario 2 (v ≤ Lm < 2v)
• Case 1 : If 0 < Lm+1 < (2v − Lm), then
fLm+1|Lm(lm+1|lm) =
∫ α
0
(g1(θ) + g2(θ)) dθ (3.17)
• Case 2 : If 2v − Lm < Lm+1 < Lm, then
fLm+1|Lm(lm+1|lm) =
∫ α
0
g1(θ) dθ +
∫ α
β
g2(θ) dθ. (3.18)
• Case 3 : If Lm < Lm+1 < Lm + 2v, then
fLm+1|Lm(lm+1|lm) =
∫ α
β
g2(θ) dθ. (3.19)
Scenario 3 (Lm < v)
• Case 1 : If 0 < Lm+1 < Lm, then
fLm+1|Lm(lm+1|lm) =
∫ α
0
g1(θ) dθ +
∫ α
β
g2(θ)dθ (3.20)
• Case 2 : If Lm < Lm+1 < 2v − Lm, then
fLm+1|Lm(lm+1|lm) =
∫ pi
0
g2(θ) dθ. (3.21)
• Case 3 : If 2v − Lm < Lm+1 < Lm + 2v, then
fLm+1|Lm(lm+1|lm) =
∫ pi
β
g2(θ) dθ. (3.22)
There are apparently no closed-form solutions to any of the above integrals.
However, once given the node velocity v and arbitrary separation distance Lm at
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epoch m, we are able to accurately predict the PDF of node separation distance
after one epoch, fLm+1|Lm(lm+1|lm).
3.3 PDF fLm+1|Lm(lm+1|lm)With Variable Node Speed
In this section, we analyze the PDF, fLm+1|Lm(lm+1|lm), provided that each mobile
node moves with a velocity uniformly distributed in both speed, V ∼ U [vmin, vmax],
and direction Θ ∼ U [0, 2pi]. This satisfies the RandomWalk Mobility model setting
of the network simulation tools ns-2 [2] and GloMoSim [1].
3.3.1 Relative Movement Between Two Nodes
To determine the PDF, fLm+1|Lm(lm+1|lm), we begin with the PDF of the relative
movement between a given pair of nodes, labelled i and j, whose movements are
i.i.d. The relationship between the relative movement vector,
−→
X , in any given
epoch, and the node velocity vectors,
−→
V i and
−→
V j, is
−→
X =
−→
V j −−→V i, as depicted in
Fig. 3.1. Let X be the random variable representing the magnitude of
−→
X , similarly
for Vi and Vj. The acute angle Ψ between
−→
V i and
−→
V j is uniformly distributed in
[0, pi), and Ψ, Vi and Vj are independent, so we have the joint PDF
fΨ,Vi,Vj(ψ, vi, vj) =
1
12piσ2v
. (3.23)
Using the cosine rule, it can be seen that the relative movement, X, is related to
the random variables Vi, Vj and Ψ by
X =
√
V 2i + V
2
j − 2ViVj cosΨ. (3.24)
We use the Jacobian transform [70] to obtain the joint PDF:
fX,Vi,Vj(x, vi, vj) =
∂ψ
∂x
fΨ,Vi,Vj(ψ, vi, vj)
=
x
6piσ2v
√
2v2i v
2
j + 2v
2
i x
2 + 2v2jx
2 − v4i − v4j − x4
. (3.25)
Then the marginal PDF of the magnitude of the relative movement can be found
via
fX(x) =
∫ vmax
vmin
∫ vmax
vmin
fX,Vi,Vj(x, vi, vj)dvidvj, (3.26)
however, there is apparently no closed-form solution to (3.26). So, (3.25) and (3.26)
describe the behaviour of the relative distance, X, between a given pair of nodes,
i and j, in any one epoch, given uniform distributions for Vi, Vj, Φi and Φj, as
previously described.
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3.3.2 Conditional PDF of Separation Distance
The separation vector at epoch m+1 is the sum of the separation vector at epoch
m and the relative movement vector,
−→
Lm+1 =
−→
Lm+
−→
X , as shown in Fig. 3.1. The
angle between
−→
X and
−→
Lm is denoted by Θ, as shown in Fig. 3.1. Again we use
the Jacobian transform, this time to replace the random variables (X,Θ) with the
new pair (Lm+1,Θ). The value of Lm+1 depends on the given value of Lm, so we
include conditionality in the notation for the PDF, to obtain
fLm+1,Θ|Lm(lm+1, θ|lm) =
∂x
∂lm+1
fX,Θ(x, θ) =
∂x
∂lm+1
fX(x)fΘ(θ),
since the magnitude, X, and the angle, Θ, are independent. Θ is uniformly dis-
tributed in the interval [0, pi]. An expression for the PDF fX(x) is given in (3.26)
and can be re-expressed in terms of the new variables using
X = Lm cosΘ±
√
L2m+1 − L2m sin2Θ.
So the new joint PDF is
fLm+1,Θ|Lm(lm+1, θ|lm) =
lm+1 fX
(
lm cos θ ±
√
l2m+1 − l2m sin2 θ
)
pi
√
l2m+1 − l2m sin2 θ
. (3.27)
We then take the marginal PDF with respect to Θ to find the PDF of Lm condi-
tioned on Lm+1:
fLm+1|Lm(lm+1|lm) =
∫ b
a
fLm+1,Θ|Lm(lm+1, θ|lm)dθ. (3.28)
Similarly to Section 3.2.2, for the constant speed case, there are several different
cases for the relative values of Lm and Lm+1 which determine the expressions for a
and b.
Thus, we have the conditional PDF of node separation distance after one epoch.
Note that the assumption of identical uniform distributions of Vi and Vj is not
necessary to this result, so a similar method could be used to determine the PDF
for arbitrarily distributed, independent Vi and Vj.
The PDF (3.28) can be evaluated at discrete points as indicated in (2.12), to
generate expressions for the mobility metrics for the RWMM.
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3.4 Approximation of Link Residual Time and
Link Duration for Variable Node Speed
In the previous two sections, we determined expressions for the conditional PDF,
fLm+1|Lm(lm+1|lm), for both constant and variable node speeds. Unfortunately in
neither case was a closed-form solution able to be found. In this section, we find
approximations for link residual time and link duration, which do not require this
PDF, for the variable node speed case.
While, for the RWMM, it is difficult to determine an exact expression for the
expected value of the node separation after a given time, it is actually simple
to determine the expected value of its square. Let the initial separation distance
between a pair of nodes be l0. Then, after k epochs, from [81] and equation (4.2-11)
in [13], the mean-square of the separation distance, l2k, is given by
E{l2k} = l20 + 2k(v2 + σ2v), (3.29)
where v is the mean node speed, and σ2v is the node speed variance.
Link Residual Time Approximation
It can be seen from (3.29) that the mean-square value of the separation distance
monotonically increases with k. When k is sufficiently large, E{l2k} will be greater
than r2. Assuming that the nodes start within range of each other, as required
for link residual time calculations to be meaningful, we can expect that the first
epoch at which the mean-square value of the separation distance exceeds r2 will be
approximately equal to the link residual time. We denote the separation distance
at the end of the epoch when the link is first broken as r+ δ, where 0 < δ < 2vmax,
replace k in (3.29) with E{R(l0)}, and rearrange to give
E{R(l0)} ≈ (r + v1/3 + v2/3)
2 − l20
v21 + σ
2
v1
+ v22 + σ
2
v2
, (3.30)
where v1 and v2 are the mean speeds per epoch for the two nodes forming the link,
and σ2v1 = v
2
1/3 and σ
2
v1
= v21/3 are the speed variances per epoch. Given the same
mean speed, equation (3.30) can be simplified to
E{R(l0)} ≈ (r + δ)
2 − l20
2(v2 + σ2v)
. (3.31)
In [100] we show, via simulation, that δ ≈ 2
3
v , and δ is negligible when l0 ≤ r/2.
To determine the expected value of the network average link residual time, we
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use
E{R} =
∫ r
0
E{R(l0)}fL0(l0) dl0,
where fL0(l0) is given in (2.6). Thus, the expected value of the network average
link residual time E{R} is given by
E{R} = r
2 + 4rδ + 2δ2
4(v2 + σ2v)
. (3.32)
Link Duration Approximation
To derive an approximate expression for the link duration, we combine the approx-
imate expression for the link residual time in (3.31) with a linear approximation
for the PDF of the initial link separation illustrated in Figure 2.4. The probability
that the initial link separation falls in the region [r − 2vmax, r − 2v] is non-zero
but negligible. In fact it can be shown in [100] that fL0|new(l0|new link) is well
approximated by
fL0|new(l0|new link) ≈
{
l0−r+2v
2v2
, r − 2v ≤ l0 < r
0 otherwise.
(3.33)
The expected link duration is then
E{D} =
∫ r
r−2v
E{R(l0)}fL0|new(l0|new link) dl0
≈ v(12r − v)
9(v2 + σ2v)
. (3.34)
Here we have assumed that 2v < r. (If v ≥ r, the mobility model can be considered
as a non-random travelling model [87, 88]).
Since the link durations are exponentially distributed and all nodes behave iden-
tically, the expected path duration is equal to the expected link duration divided
by the number of hops in the path. Therefore the expected path duration for a
path with h hops satisfies
E{D(h)} = E{D}
h
. (3.35)
In the next section, we compare these approximations to the exact values ob-
tained from (2.21) and (2.23).
3.5 Verification and Analysis of Calculations
Simulations were conducted to verify the theoretical calculations in Sections 2.4
and 3.4. Our calculations assume an unbounded simulation area. However, it is
typical for routing protocols to be tested using a simulation package such as ns-
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2, which confines mobile nodes to a bounded area. Therefore, we include metric
performance results for both bounded and unbounded areas in our simulations.
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Figure 3.4: Comparison of metric calculations and simulated results for link (path)
availability and link (path) persistence. Each MN moves at a randomly chosen
velocity during each epoch, which has uniformly distributed speed in the range
[0, vmax], and uniformly distributed direction in the range [0, 2pi).
3.5.1 Simulation Environment
We ran simulations with 100 MNs moving at randomly chosen velocities during
each epoch in a square area of side 1000 distance units1. The speed was uniformly
distributed with v ∈ [0, vmax], such that σ2v = v2max/3, for various values of vmax. The
direction was uniformly distributed in the range [0, 2pi). Each MN was equipped
with an omni-directional antenna with maximum transmission range of r = 100
1We use the generic term “units” rather than, say, m or km because it is the relative and not
the absolute distances that are important.
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Figure 3.5: Comparison of metric calculations and simulated results for link residual
time and link duration. Each MN moves at a randomly chosen velocity during each
epoch, which has uniformly distributed speed in the range [0, vmax] and uniformly
distributed direction in the range [0, 2pi).
units. For the bounded scenario, MNs which reached the boundary were reflected
back into the allowed region. Each simulation was run with 2000 trials.
For the path residual time and path duration metrics, we compared randomly
chosen paths with paths found using the breadth first search (BFS) algorithm [24]
to find the minimum hop path between any given pair of nodes. The difference
between choosing a minimum hop path and a randomly chosen path is that links
in a minimum hop path are likely to be longer than links in a randomly chosen
path. Longer links are likely to break sooner, so minimum hop paths turn out to
have a shorter residual time and duration than predicted by our calculations for
randomly chosen paths.
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Figure 3.6: Comparison of metric calculations and simulated results for path resid-
ual time and path duration. Each MN moves at a randomly chosen velocity during
each epoch, which has uniformly distributed speed in the range [0, vmax] and uni-
formly distributed direction in the range [0, 2pi).
3.5.2 Observations
Availability and Persistence
Both the link availability and the link persistence, shown in Fig. 3.4(a) and Fig. 3.4(b),
decrease with wait time and at a greater rate with increasing ratio of mean node
speed to transmission range, v/r. Given the same wait time and v/r, the link
persistence is much smaller than the corresponding link availability, as would be
expected because the link availability allows breakage and re-establishing of links.
Further, the path availability and the path persistence, shown in Fig. 3.4(c) and
Fig. 3.4(d), drop off at a greater rate than the link availability and the link persis-
tence, respectively, for the same mean node speed, as would be expected. The path
availability and the path persistence also drop off more quickly with an increased
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Figure 3.7: Link change rate, link generation rate and link break rate. The calcu-
lated plots are from (2.24) and (2.25), respectively.
number of hops, as there is more chance of at least one link breaking.
Residual Time and Duration
In Figs. 3.5 and 3.6, the expected link (path) residual time and the expected link
(path) duration have been plotted against (r/vmax)
2 and r/vmax, respectively, each
showing a linear relationship. That is,
E{D} ∝ r
vmax
, E{D(h)} ∝ r
vmax
(3.36)
and
E{R} ∝
(
r
vmax
)2
, E{R(h)} ∝
(
r
vmax
)2
. (3.37)
The relationship in (3.36) agrees with the experimentally derived relationship as
stated in [8]. As expected, E{R(h)} and E{D(h)} are much lower than E{R}
and E{D} for the same communication range to speed ratio. The probability
distributions show that R(h) and D(h) are more concentrated near the origin than
R and D. Moreover, the link (path) residual time and the link (path) duration are
exponentially distributed, which can be seen in Fig. 3.5(c), Fig. 3.5(d), Fig. 3.6(c)
and Fig. 3.6(d). This was experimentally determined in [80], and theoretically
justified in [38].
It can be observed that the expected link (path) duration is much less than
the average expected link (path) residual time as shown in Fig. 3.5(b), Fig. 3.6(b),
Fig. 3.5(a) and Fig. 3.6(a). This is initially a surprise as one would expect the link
(path) duration to be effectively a maximal value of link (path) residual time. This
occurs because the distribution of the initial separation of the links differs in the two
cases. Measurement of link duration commences when links first form, that is when
nodes first move within transmission range of each other. The initial separation,
L0, is distributed on the annulus, in the range [r−2vmax, r), with greater likelihood
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of being close to r than further within the transmission range. If the nodes continue
to move towards each other, the link duration may be long. However, there is a
significant probability that the newly formed link may break immediately, reducing
the average value of link duration. In contrast, the distribution of the link separa-
tion for residual time is nonzero in the range [0, r). The calculation of the average
value of the residual time includes nodes which are arbitrarily close to each other, a
situation which never arises for many active links. So, the residual time values are
somewhat artificially increased. One possible way to remedy this anomaly would
be to exclude separation distances below an appropriately chosen threshold.
Link Change Rate
We observe from Fig. 3.7 that the simulation results of link change rate, link gen-
eration rate and link break rate match the calculations in (2.24) and (2.25) well,
though the simulation results are slightly lower. Moreover, the link change rate
increases as the node speed increases. We also observe that the link generation
rate and the link break rate are identical, being half of the link change rate, as
expected.
Effect of Bounded Simulation Area
In the bounded simulation environment, MNs were “reflected” back into the sim-
ulation area, if their movement would otherwise take them outside. In such cases,
node pairs near the edge were more likely to remain within transmission range,
resulting in the link (path) availability and link (path) persistence being artificially
increased, compared to those for unbounded simulation areas. Consequently, the
link (path) residual time and the link (path) duration were increased as well. The
experimental results for the bounded area are still close to the calculated results
but, as expected, not as well matched.
Effect of Selecting Shortest Path
We used the BFS algorithm to select the shortest path in the path-based mobility
metric simulations. Recall from Section 2.4 that independent link failures are
assumed for path-based mobility metrics. For the shortest path, as chosen by the
BFS algorithm, however, the hops are correlated. Further, the probability of a
path failing quickly is higher due to the commensurate greater hop lengths, on
average, than for a randomly chosen path. A randomly chosen path would likely
have more hops with shorter lengths. Therefore, using shortest hop paths, the
values of the mobility metrics decrease, as shown in Fig. 3.4 and Fig. 3.6. This
demonstrates that care must be used in applying our calculations to determine
path duration in a particular network routing environment where the method of
54 Mobility Metrics in Random Walk Mobility Model
choosing the paths may adversely affect the path duration. It also suggests that
selecting the shortest path for routing is likely to have a detrimental effect on
routing performance in MANETs, due to the increased incidence of route discovery
necessitated by premature route breakage.
3.6 Conclusion
The Random Walk Mobility Model is a widely used mobility model in wireless
network simulations, which has been implemented in network simulators, such as
ns-2 and GloMoSim. In this chapter, we first analyse the PDF of the separation
distance between a pair nodes, for constant node speed, based on relative movement
analysis. Then we address the PDF on the assumption that the node speed is a
random variable. The derived PDFs are the key to constructing the probability
transition matrix for the MCM in Chapter 2. Using the RWMM, we demonstrate
that the mobility metrics calculated in the analysis framework are valid.
The main contributions of this chapter are:
• PDF analysis of fLm+1|Lm(lm+1|lm), given constant node speed using the
RWMM.
• PDF analysis of fLm+1|Lm(lm+1|lm), given random variable node speed.
• Intuitive and simple approximations for link residual time, link duration and
link change rate.
• Validation of the analysis framework in Chapter 2 through simulations.
Based on a reasonable mobility model, the derived metrics give more insight for
network routing protocol designs. Accurate expressions for these mobility metrics
can significantly help to better evaluate the performance of current and new rout-
ing protocols, without the need to run time-consuming detailed simulations. The
simple and intuitive approximations for the link residual time, link duration and
link change rate are particularly useful in the respect. Using this analytical frame-
work, we will utilise the mobility metrics in caching optimization strategies for
on-demand routing in Chapter 4 and Chapter 5, and on k-hop clustering schemes
in Chapter 6.
Chapter 4
Choice of Timeout for Route
Caching
Frequent route discovery processes in MANETs resulting from, for example, stale
route cache information, cause considerable routing delay and overhead in on-
demand routing protocols. In particular, compared to proactive routing, high
routing delay is a major issue in on-demand routing. In this chapter, we pro-
pose a practical route caching strategy to minimise routing delay by setting the
cache timeout value to a mobility metric, the expected path residual time. This
intuitive timeout choice significantly simplifies computation of the optimal timeout
proposed in previous research [54]. Calculated results show that the routing delay
achieved by our route caching scheme is only marginally more than the theoretically
determined minimum, being less than 0.5% in most cases.
Following routing delay study, we further investigate the issue of how to achieve
minimum routing overhead in MANETs. Expressions are derived for computing the
flooding probability and the average routing overhead for any given timeout value.
Furthermore, we demonstrate that the timeout required for minimum overhead
is larger than the timeout for minimum routing delay, and that the minimum
overhead can be achieved by increasing the timeout to at least twice the expected
path residual time, without significant increase in routing delay.
Our proposal is simulated using DSR in NS-2, verifying the theoretical results in
terms of various network scenarios, such as different node densities, traffic patterns
and mobility models.
4.1 Introduction
In MANETs, on-demand routing protocols [36,46,50,71,74] aim to conserve network
resources by only initiating a route discovery procedure in reaction to a request to
send a packet. To minimise the need to repeat the route discovery process once a
route has been found, on-demand routing protocols employ caching to store route
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information. Associated with each cached route is a timeout value which indicates
a time after which the route is considered unreliable. That is, it is likely to no
longer exist, due to node movements. Once this timeout value is reached, for a
given route, it is discarded from the cache. If route timeouts are set too large, the
amount of stale routing information in the cache is commensurately large, leading
to an increase in the generation of invalid routing information. On the other
hand, if timeouts are set too small, there will be a large number of unnecessary
route request packets flooding the network due to many valid routes having been
discarded.
Dynamic Source Routing (DSR) [45] is an on-demand routing protocol that
employs a FIFO route cache mechanism [17, 41] to ensure cache freshness. In this
scheme, routes are stored by each node in a route cache table which incorporates a
primary cache and a secondary cache. The 30-element FIFO primary cache stores
routes that have been used or returned directly to this node in a route reply packet.
A separate 34-element FIFO cache stores other routes, such as routes obtained via
overheard packets. Thus, the total capacity of the route cache at each node is 64
elements.
Compared with proactive routing strategies, on-demand routing suffers from
very high routing latency. Liang and Haas [54] have shown how to choose the
cache timeout in order to minimize routing latency, by analyzing the expected
routing delay in terms of source route caching and intermediate route caching.
However, their calculation of the optimal timeout, Topt in [54], is complex, par-
ticularly when the link residual times are non-identically distributed, which is the
reality in MANETs. Hence, it is difficult to implement this analytical scheme in
practical on-demand routing protocols. We consider this scheme in more detail in
the next section.
We propose a more practical method to realize an almost optimal route cache
timeout, which does allow for non-identically distributed link residual times. In this
method we set the route timeout to the expected path residual time. Note that
we use the terms ‘route’ and ‘path’ interchangeably. For a random distribution of
nodes where there is no basis for prediction, this mobility metric can be estimated
from the average of past values. The proposed timeout is derived in closed-form for
exponentially distributed, Rayleigh distributed, and deterministic links. We com-
pare the expected routing delay achieved by our scheme to the results in [54]. We
show that the expected routing delay for our path residual time timeout compared
to the Topt timeout [54] is no more than 2.5% greater, being less than 0.5% in most
cases. In addition, these results are independent of the transmission traffic load
and inter-request statistics. Our scheme can be readily implemented in the DSR
routing protocol, and is extendable to other on-demand routing protocols.
It is a concern that choosing cache timeout to minimize routing delay introduces
4.2 Review of Previous Work 57
unnecessarily high control overhead. We analyze the tradeoff between routing delay
and control overhead and determine that the minimum routing overhead can be
achieved by increasing the timeout to at least twice the expected path residual
time, without significant increase in routing delay, given exponentially or Rayleigh
distributed link residual times.
In a low bandwidth MANET, a good caching strategy has to maintain low
routing overhead in order to utilize precious network resources efficiently, which is
also the major advantage of on-demand routing. Therefore, we argue that the best
way to optimize route cache timeout is to jointly take into account the minimum
routing delay and the routing control overhead. We consider a trade-off strategy
for these components in this chapter.
The chapter is organized as follows. We first illustrate the challenges to im-
plementing the route cache theoretical analysis from [54] in a real ad hoc network
environment in Section 4.2. In Section 4.3, we propose our route caching scheme
by setting the route cache timeout to a mobility metric, the expected path resid-
ual time, in order to minimize routing delay. Three special cases are studied. In
Section 4.4, we compare our cache timeout selection to other timeout values. In
Section 4.5, we illustrate the relationship between route cache timeout and flood-
ing probability. The average routing overhead is analysed in Section 4.6. How to
achieve minimum routing overhead by setting the timeout is considered in Section
4.7. Simulation results, in Section 4.8, validate that the proposed mobility metric
timeouts are a good approximation to the optimal route cache timeout. We present
NS-2 simulation results that support the validity of our proposed scheme in DSR.
Finally, conclusions are drawn and future work is discussed in Section 4.9.
4.2 Review of Previous Work
This section provides an overview of the work in [54] which presents a route caching
scheme for optimal routing delay. We demonstrate the challenge to implementing
this scheme in practice. Since routing delay is the major issue in on-demand routing
protocols, Liang and Haas in [54] determined the optimal route cache timeout,
which was denoted as Time-To-Live (TTL), to minimize routing delay. In this
scheme, every mobile node maintains a route cache table where every entry has
a cache timeout. When a route request is generated at a given source node, ns,
it first checks all cache timeouts, purging the expired routes, and then searches
the cache for a route to destination node, nd. If a route is found, it immediately
sends the data packet via the cached route, resulting in no routing delay. If the
cached route turns out to have expired, as evidenced via receipt of a route-error
packet, or if there is no route between ns and nd in the cache table, the predefined
routing protocol is employed to search for a new route between ns and nd. Figure
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4.1 illustrates how the routing delay time is calculated.
It is assumed that all links are either “up” or “down” at any point in time, and
that all link states are statistically independent. Importantly, it is demonstrated
that the timeout value which minimises routing delay is independent of the traffic
distribution. We show that our choice of timeout also has this property.
To describe the traffic load of a wireless network, route request times from
source node, ns, to destination node, nd, are assumed to be randomly distributed.
The inter-arrival intervals of route requests are assumed to have a cumulation
distribution function, Fa(t). The time taken for a data or control packet to be
transmitted across a link is assumed to be randomly distributed with a mean value
of L seconds. It is assumed that the delay time is dominated by queuing delay in
the MAC layer if traffic is at medium to high load, though packets may vary in
length.
Let the timeout of an h-hop cached route be T between ns and nd, due to the
last route request, and let the next route request to nd arrive at time ta. Given
the timeout T , the expected routing delay time is denoted as C(T ). For ta < T
or ta > T , the expected delay is Cta<T (T ) or Cta>T (T ), respectively. In [54], the
expected routing delay is shown to be
C(T ) = Fa(T )Cta<T (T ) + [1− Fa(T )]Cta>T (T ) (4.1)
= 2L[h+ Fa(T )
h∑
i=1
i(Qi−1(T )−Qi(T ))− hFa(T )Qh(T )],
where Qi(T ) is the probability that the first i hops of the cached route have not
failed when a route request arrives before the timeout has expired.
Now assume that all link up-times are identically distributed with CDF FR(t).
The i.i.d. assumption greatly simplifies the analysis of the optimal timeout. Then
the survival function q(T ) = 1−FR(T ) is the probability that any given one of the
links in a cached route is still up at time T [26,52]. Note that the survival function
is a non increasing function of its argument with a value of 1 at the origin and 0
as t→∞. It is determined in [54] that the optimal T in (4.1) satisfies
2hq(Topt)
h − q(Topt)h−1
q(Topt)−1 = 0
0 ≤ q(Topt) < 1.
(4.2)
Apparently, there is no closed-form solution for the optimal value, Topt. Moreover,
there are h roots of the h-order equation, and only the root corresponding to
0 ≤ q(Topt) < 1 gives the actual Topt.
However, more realistically, the link up-times in a cached route are not identi-
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(a) Initial routing delay for broken link
(b) Additional routing delay for new route rediscovery
Figure 4.1: When an invalid cached route is employed to transfer data packets,
routing delay consists of the initial routing delay for the broken link plus the addi-
tional routing delay for new route rediscovery.
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cally distributed. Then, if the ith link has CDF FRi(t), (4.2) is replaced by:
2h
∏h
i=1 qi(Topt)− 1−
∑h−1
i=1
∏i
j=1 qj(Topt) = 0
0 ≤ qi(Topt) < 1,
(4.3)
where qi(Topt) = 1− FRi(Topt). Since the average number of hops in a route scales
as the square-root of the number of nodes, even in a small-scale mobile ad hoc
network with just 50 nodes, route lengths above 7 hops occur frequently. For a
large-scale ad hoc network, the number of hops can be much larger, significantly
increasing the computation time for Topt when deriving the optimal root of the
h-order equation in (4.3). Therefore, in practice, it is a challenge to implement the
optimal timeout caching scheme proposed in [54], particularly if the link up-times
are not identically distributed.
4.3 Use Path Residual Time for Route Cache
Timeout
The most intuitive choice for the timeout of a given cached route should be set
to coincide with the exact moment the communication between the source and
destination nodes breaks. That is, the ideal timeout is equal to the path residual
time1 [102, 103], R(h), of an h-hop route. In the ideal case, the cached route is
removed from the cache exactly when it ceases to physically exist.
However, due to the mobility of nodes in MANETs and the uncertainty of the
radio propagation channel, it is often not possible to determine the exact residual
time of a given link or a given path between two roaming mobile nodes. Therefore,
it is pertinent to utilise statistical information of the link and path availabilities to
estimate the optimal timeout. This approach has lead us to choosing the expected
path residual time as an estimation of the life expectancy of a given route. Given
a route with h hops, the expected path residual time, denoted by E{R(h)}, with
corresponding link residual times {R1,R2, · · · ,Rh} [9, 80,103], is given by
E{R(h)} = E{min(R1,R2, · · · ,Rh)}. (4.4)
The expected path residual time can be determined from the PDF of R(h). Let
fRi(t) be the PDF, and FRi(t) be the CDF of the link residual time of the ith link
of a given path. If all links are independent, then the distribution of min(R1,R2)
1Defined in Chapter 2: given an active path with h hops between two nodes at time t0 (which
may also have been active immediately prior to time t0), the path residual time, R(h), is the
length of time for which the path will continue to exist until it is broken.
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is given by [70]
fR(1)(t) = fR1(t), (4.5)
and
fR(2)(t) = fmin(R(1),R2)(t)
= fR(1)(t) + fR2(t)− fR(1)(t)FR2(t)− fR2(t)FR(1)(t). (4.6)
And, in general,
fR(i)(t) = fmin(R(i−1),Ri)(t)
= fR(i−1)(t) + fRi(t)− fR(i−1)(t)FRi(t)− fRi(t)FR(i−1)(t). (4.7)
This can be applied iteratively to derive the PDF, fR(h)(t), of the path residual
time of an h-hop path. Subsequently, we can obtain the expected value E{R(h)}.
The determination of E{R(h)} depends on the information available for the
constituent links. The simplest case occurs when all links can be accurately pre-
dicted, such as when the MNs move in a deterministic manner. For instance, given
a 5-hop route with known link residual times [7 6 8 2 5], respectively, the expected
path residual time is given by E{R(5)} = min([7 6 8 2 5]) = 2.
However, if the link information is based on cache history, or if the MNs move
randomly, the links are no longer deterministic. For example, let the link residual
times be exponentially distributed with mean values, [7 6 8 2 5], respectively. In
this case, the expected path residual time is given by E{R(5)} = 1/(1/7 + 1/6 +
1/8+1/2+1/5) = 1.0084. We explore this scenario in more detail in Section 4.3.1.
Remark 4.3.1
Using E{R(h)}) as the route cache timeout is intuitive and much more practical
to implement than Topt in [54]. Calculation of E{R(h)} from (4.4) is less com-
putationally complex than the calculation of Topt by finding the roots of (4.3),
particularly if the link residual times in the route are not identically distributed.
We note that, for the fourth link in [7 6 8 2 5], with the smallest mean link
residual time, E{R4} = 2, the hosts of this link either move faster or have a
larger initial separation distance than others. Consequently, the path is much
more affected by this link than the other links. Our strategy, based on (4.4), can
readily deal with any combination of link distributions. For example, the first link
of a route could be Rayleigh distributed, and the second link could be exponentially
distributed.
In the following, we show how to quickly estimate the value of E{R(h)} from
the mean values of the link residual times. Three example probability distributions
are considered: the exponential distribution, the Rayleigh distribution and a de-
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terministic model. In all three cases, we assume that the route request times are
from a Poisson process, but this assumption does not affect the choice of timeout.
4.3.1 Exponential Distributed Link Residual Time
The distributions of path and link duration in MANETs have been extensively
studied. In [9,38,80], link and path duration PDFs are shown to vary with factors
such as mobility model, relative speed, number of hops, and transmission range.
However, it is suggested that, at moderate and high velocities, the exponential dis-
tribution with appropriate parameterizations is a good approximation of the path
duration distribution for a range of mobility models such as the Random Way-
point, Reference Point Group Mobility, Freeway and Manhattan Mobility models.
Our theoretical work in Chapter 3 and [103] verify that the link and path duration
are exponentially distributed in the Random Walk Mobility model. Therefore, we
suggest that exponential distribution is generally a good approximation of the link
duration PDF.
If an arbitrary link of an h-hop route has exponentially distributed duration
with parameter λi, from (4.7) the distribution of min(R1,R2) can be shown to be
given by
fR(2)(t) = (λ1 + λ2)e−(λ1+λ2)tU(t), (4.8)
where U(t) is the unit step function. Iteratively, the distribution of R(h) can be
shown to be given by
fR(h)(t) = e−
∑h
i=1 λit
h∑
i=1
λi U(t). (4.9)
Thus, it can be shown that the expected path residual time is given by
E{R(h)} = 1∑h
i=1 λi
=
1∑h
i=1 1/µi
, (4.10)
where µi is the mean value of the ith link residual time.
Now, let us assume that the time between route requests is exponentially dis-
tributed with parameter λa. Following [54], the expected routing delay for non-
identically exponentially distributed link residual times can be shown to be:
C(T ) = 2Lh+ 2λaL
h−1∑
i=0
1− e−(λa+
∑i
j=0 λj)T
λa +
∑i
j=0 λj
− 4λaLh1− e
−(λa+
∑h
i=1 λi)T
λa +
∑h
i=1 λi
, (4.11)
where L is the average routing delay per hop. Given the expected path residual
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time from (4.10), the corresponding expected routing delay is:
C(E{R(h)}) = 2Lh+ 2λaL
h−1∑
i=0
1− e−
λa+
∑i
j=0 λj∑h
j=1
λj
λa +
∑i
j=0 λj
− 4λaLh1− e
−(1+λa/
∑h
i=1 λi)
λa +
∑h
i=1 λi
.
(4.12)
If all link residual times of an h-hop route are i.i.d. with fR(t) = λe−λt, then
(4.9) can be rewritten as:
fR(h)(t) = hλe−hλtU(t). (4.13)
It can be shown that E{R(h)} in this case is given by
E{R(h)} = 1
hλ
=
µ
h
. (4.14)
Given the expected path residual time from (4.14), the corresponding expected
routing delay is:
C(E{R(h)}) = 2Lh+ 2λaL
h−1∑
i=0
1− e−( ih+λahλ )
λa + iλ
− 4λaLh1− e
−(1+λa
hλ
)
λa + hλ
. (4.15)
Comparing (4.14) with (4.2), we readily observe that the E{R(h)} is much
easier to calculate than the Topt in [54], for identically exponentially distributed
links. It is the same with the non-identically distributed links, by comparing (4.10)
with (4.3).
4.3.2 Rayleigh Link Residual Time
If the link residual times in an h-hop route are now Rayleigh distributed with the
ith link having PDF fRi(t) =
t
σ2i
e−t
2/2σ2i , from (4.7) we obtain
fR(2)(t) = fmin(R(1),R2)(t) =
t
σ212
e−t
2/2σ212U(t), (4.16)
where σ12 =
σ1σ2√
σ21+σ
2
2
. Iteratively, the distribution and the expected value of R(h)
can be obtained:
fR(i)(t) = fmin(R(i−1),Ri)(t) =
t
σ21i
e−t
2/2σ21iU(t), (4.17)
where σ1i =
σ1,i−1σi√
σ21,i−1+σ
2
i
. Once we have derived the PDF fR(i)(t), which is of Rayleigh
distribution, the expected value of E{R(h)} is:
E{R(h)} = σ1h
√
pi
2
(4.18)
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where σ1h given by (4.17).
If all link residual times of an h-hop route are identically Rayleigh distributed
with fR(t) = tσ2 e
−t2/2σ2 , we obtain
E{R(h)} =
√
pi
2h
σ =
µ√
h
. (4.19)
It can be seen that E{R(h)} for Rayleigh distributed link residual times is similar
to that for the exponential distribution in (4.2). Consequently, a similar analysis
can be made, as in section 4.3.1.
4.3.3 Deterministic Link Residual Time
In many mobile networks, nodes exhibit some degree of regularity in their mobility
pattern [88]. For example, a car travelling on a highway, or a tank travelling across a
battlefield, is likely to maintain its direction and speed for some period of time. By
exploiting the non-random travelling patterns (and GPS location information) of
mobile users, we can calculate the exact link residual time between a pair of mobile
nodes. That is, we can assume the link residual time is deterministic instead of
random. If mobile nodes move with constant velocity, the path residual time is
given by
R(h) = min(R1,R2, · · · ,Rh). (4.20)
The residual time of the wireless link between two nodes with transmission
range r, which are moving with speed, Vi and Vj at angles θi and θj, respectively,
can be estimated as [88]:
R = −(ab+ cd) +
√
(a2 + c2)r2 − (ad− bc)2
a2 + c2
(4.21)
where (xi, yi) is the coordinate of mobile node i, a = Vi cos(θi) − Vj cos(θj), b =
xi − xj, c = Vi sin(θi)− Vj sin(θj), and d = yi − yj.
Let the route request time again be exponentially distributed with fa(t) =
λae
−λat. Then, the corresponding expected routing delay can be shown to be:
C( R(h) ) = 2Lh e−λaR(h). (4.22)
In Section 4.3.2 and Section 4.3.3, we demonstrate that, apart form exponential
distribution, E{R(h)} can be readily derived for many link distributions, such as
Rayleigh distributed and deterministic links. Though theoretically the method
in [54] can also deal with arbitrary link distributions, we found it is hard to obtain
the corresponding expressions of Topt.
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4.3.4 Implementation Issues
Generally there are two different ways to implement the proposed timeout scheme
in on-demand routing, depending on whether or not the MNs in the network are
equipped with location-aided system. The performance of the solution is also
slightly different with different on-demand routing protocols.
Figure 4.2: Comparison of the actual link residual time and the recorded duration
of the link in the cache.
The first method is based on recorded link information. Without a location-aid
information system, such as GPS, MNs can only use the recorded link lifetimes to
estimate the expected path residual time. This method does not require any extra
hardware or control overhead packets, but it does require more CPU time. Every
MN keeps a link cache table, which is separate from the route cache table. For the
link between a given host node and a specific neighbouring node, the host node
records a series of link residual times, approximated by the actual duration of the
link in the cache, that is, the time between an active link entering the cache and
the noted time of failure to transmit a packet over this link, as shown in Fig. 4.2.
In the on-demand routing protocol, AODV, the delay before the link is removed
from cache is negligible because of the periodic broadcasting of link information
between neighbouring nodes. But in other on-demand routing protocols without
link broadcasting, such as DSR, the delay is small only when the network traffic
is reasonably high, which means small µa. However, if the traffic is so low that
µa À µ, the cached route is likely to expire before the next route request arrives.
In this case, the cache timeout is not as important, because the source node needs
to discover a new route, anyway.
Once the link residual times have been recorded, the mean link residual time is
input to (4.10) as parameter, µi. The source node sets the timeout to E{R(h)},
based on the parameter, µi, which is included in the routing request packet (RREQ)
and the routing reply packet (RREP). Since the link information is included in the
66 Choice of Timeout for Route Caching
RREQ and RREP packets, rather than being periodically broadcast in packets
dedicated to this task, the number of routing control packets is not increased by
link information dissemination.
Alternatively, estimation of E{R(h)} can be achieved by prediction from GPS
information. This is especially useful when MNs are travelling in a non-random pat-
tern (e.g., in Random Waypoint Model MNs move long distances without changing
direction), where the link residual time is given by (4.21). In other random mobil-
ity models, such as the Random Walk Mobility model, the expected link residual
time can be estimated using velocity and initial separation distance information as
discussed in Chapter 3 and [101, 102]. The location information is included in the
routing control packets when the source node initiates a route discovery process,
and it can be overheard by any intermediate nodes.
In this section, we have presented a practical method for choosing the route
cache timeout for the minimum routing delay. In the next section, we will compare
our proposed route cache scheme to other cache schemes.
4.4 Performance Comparison of Expected Rout-
ing Delay to Other Timeout Values
In this section, we first compare the performance of our scheme with the analyt-
ical timeout introduced in [54] in terms of the expected routing delay. Then, we
compare our scheme to two other non-optimal caching schemes: (1) using no route
cache, (2) using a route cache, but without a timeout expiration mechanism.
4.4.1 Comparison of E{R(h)} to Optimal Timeout
We compare the expected routing delay achieved when the cache timeout is set to
E{R(h)} from (4.15) with that achieved when the cache timeout is set to Topt [54],
in Fig. 4.3. The normalized increase in expected routing delay is defined as:
C(E{R(h)})− C(Topt)
C(Topt)
× 100%. (4.23)
In Fig.4.3, the range of route lengths was chosen to be 1 ≤ h ≤ 20, as this covers
the majority of paths found in a typical ad hoc network. All link residual times are
identically exponentially distributed with mean µ. Recall that µa is the mean of
the route request timing distribution. If µa/µ is small, the network data traffic is
heavy, and vice versa. Fig. 4.3 shows that the increase in expected routing delay is
generally less than 2.5%, and it is less than 0.5% if the number of hops in a given
route is > 1. This demonstrates that using a cache timeout of E{R(h)} has routing
delay performance comparable with that for a timeout of Topt. The difference in
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Figure 4.3: Percentage increase in expected routing delay, as a function of route
length and the ratio of the mean inter arrival time. All link residual times are
identically exponentially distributed with mean, µ.
routing delay performance between them is, in fact, negligible.
Note that the percentage increase in Fig. 4.3 is largest when the route length is
1. The reason behind this is that the method for calculating the expected routing
delay in [54] is not appropriate when h = 1. In [54] it is assumed that two end
nodes do not move too far between route requests, so that a newly discovered route
has the same mean route length as the previous route. But this is not true when
h = 1, because the new route must be at least two hops long (i.e. twice the length)
- the single hop has been broken, necessitating the route request. However, no such
problem exists using a timeout of E{R(h)}, because the actual number of hops is
always taken into account.
Following [54], we introduce a route cache timeout scaling factor, γ, in Fig. 4.4,
such that, when a new route is cached, its timeout is set to γTopt. Recall that L is
the mean packet transmission time. In Fig. 4.4, C(T )/L is plotted for T = γTopt,
where 0.1 ≤ γ ≤ 10. The minimum routing delay is achieved at γ = 1. The plots
in Fig. 4.4 show that C(E{R(h)}) is an excellent approximation of C(Topt). In
each case, when γ = 1, it can be seen that the normalized expected routing delay
is only marginally increased.
One important property of choosing the timeout this way is that it is indepen-
dent of traffic load. This can be seen from Fig. 4.4 where the minimum routing
delay is achieved at γ ≈ 1 for traffic loads with µa = 0.1, µa = 0.3 and µa = 1.
Moreover, the expected routing delay per route request is a decreasing function of
the route-request arrival time. With exponentially distributed link residual time,
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Figure 4.4: Comparison of the expected routing delay, normalized by the mean
transmission time L, for 5-hop paths, with exponentially distributed link resid-
ual time and exponentially distributed route request times with means µa =
1, 0.3 and 0.1. The down-pointing triangles represent C(Topt) from (4.11), and
the up-pointing triangles represent C(E{R(h)}) from (4.15).
it can be seen that the expected routing delay does not change much for timeout
greater than the optimal timeout when the network traffic is heavy, e.g., µa = 0.1.
In Fig. 4.5, we use Matlab simulations to compare the average routing delay
for exponentially distributed, Rayleigh distributed, and deterministic link residual
times, for a 5-hop path. In all cases, the mean link residual times are [7 6 8 2 5], re-
spectively. It can be seen that the deterministic links produce lower delay time than
the Rayleigh distributed links, regardless of timeout scaling factor, and both pro-
duce lower delay than the exponentially distributed link. This would be expected,
since there is no variance in the link residual times in the deterministic case, and
the variance in the Rayleigh case is smaller than for exponentially distributed link
residual times with the same mean. In each case, the minimum average routing
delay occurs at γ ≈ 1, that is, when timeout ≈ E{R(h)}, or R(h) respectively.
Figure 4.6 presents the expected routing delay given a timeout of E{R(h)} and
a timeout of R(h), for route lengths 1 ≤ h ≤ 20, for exponentially distributed
link residual times with µ = 1 and deterministic links, respectively. It can be
observed that the minimum expected routing delay for deterministic links is less
than that for exponentially distributed link residual times, given the same route
length and route request frequency. When the traffic request frequency is low, such
that µa À 1, the optimal routing delay is so large that it approaches 2Lh, as can be
seen by the slope of the top plot line in Fig. 4.6. This can also be seen from (4.22),
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as µa increases, λa decreases. If R(h) remains constant, then the exponential term
goes to 1, leaving C(T ) → 2Lh. That is, it is similar to when no route cache is
used, or a timeout of 0.
4.4.2 Comparison of E{R(h)} to Fixed Timeout
We now compare our choices of timeout to other schemes with fixed timeouts, such
as using no route cache or using a never-expiring cache. That is, a timeout of 0 or a
timeout of∞. Figures 4.7 and 4.8 illustrate the normalized expected routing delay
in terms of these two strategies, respectively. Since all of the normalized routing
delays in Figures 4.7 and 4.8 are always greater than 1, it can be concluded that
setting the timeout to E{R(h)} or R(h) reduces the routing delay for all scenarios
considered.
It can be seen that, for deterministic links, the normalized routing delay can
be very large when no route cache is used, especially for high traffic loads (µa
small), as shown in Fig. 4.7. Moreover, the normalized routing delay in Fig. 4.7 for
deterministic links is constant with respect to varying route length, whereas with
exponentially distributed link residual time it is a decreasing function of route
length.
In Fig. 4.8, the normalized routing delay is generally much less than in Fig. 4.7.
This illustrates that using a route cache, even without a cache expiration mecha-
nism, is better than not using a route cache at all. It is interesting to note that all
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of the plots for the deterministic links are practically identical. This means that
the normalized expected routing delay for deterministic links is independent of the
amount of traffic.
So, from our comparisons of the expected routing delay between different route
cache schemes, we conclude that using the expected path residual time as the
choice of timeout is a near-optimal solution, since the increased routing delay is
negligible compared with the optimal timeout, Topt. Due to the simplicity of our
cache strategy, it is more practical to implement, and we verify our cache scheme
via ns-2 simulation in Section 4.8. We have also demonstrated that, if no route
cache is used or there is no cache expiration mechanism, the expected routing delay
can be quite high compared with a timeout of E{R(h)}.
4.5 Timeout and Flooding Probability
Many of the existing on-demand routing protocols employ flooding of route re-
quest packets to discover new routes if no valid route is available in the cache [66].
Flooding of control packets causes a significant amount of redundancy, waste of
bandwidth, collisions in the MAC layer, and broadcast storms [96] due to frequent
topology changes. Various schemes have been introduced to minimise the overhead
produced by flooding. In one scheme, routing overhead is reduced by a location-
aided routing algorithm [50], which limits the flooding for a particular route to
the so-called request zone, determined by the expected location of the destination
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node at the time of route discovery. Another option is a cluster-based scheme to
limit broadcast packets locally, resulting in relatively low routing overhead. And,
finally, the Preferred Link-Based Routing (PLBR) protocol [84], allows only pre-
ferred neighbour nodes with strong links to forward route request packets.
Since routing overhead is mainly determined by the flooding message packets,
minimizing the probability of flooding will result in low overheads. The most basic
approach to exploiting the cached route information is to set the route timeout to
∞,, which is the default setting of DSR. Compared with other routing protocols,
such as TORA, DSDV and AODV, DSR has the lowest routing overhead [17].
In this section, we will show how to set the timeout value to minimize flood-
ing probability. Further, the relationship between timeout and routing overhead
is analyzed. Our choice of R(h) as the cache timeout minimises routing overhead
when the link residual time can be exactly determined (using GPS information,
for example). However, for other scenarios, such as exponentially distributed link
residual times, the timeout necessary to minimize delay is unlikely to also achieve
minimum control overhead. Therefore, we consider the trade-off between minimis-
ing the routing delay and minimising the routing overhead, when setting the cache
timeout value.
Flooding will occur in two circumstances which are highly dependent on the
arrival time of the next route request, ta. Consider a cached route from source ns
to destination nd. The next route request arrives at time ta, which is a random
variable with PDF, fa(t). In the case that ta > T , where T is the cache timeout,
the source node must discover a new route by flooding, because the cached route
has already expired before the next route request arrives. If, instead, ta < T , the
probability of flooding is 1−Qh(T ), where Qh(T ) is the probability that all h hops
of the cached route have not failed when a route request arrives before the timeout
expires. That is, when the data packets are sent via the cached route, once any link
in the route is detected to be broken, the route discovery process will be initiated.
We make this general assumption for on-demand routing, to simplify the analysis
that would otherwise be required if we assumed more advanced features, such as
the route salvage scheme in DSR.
Taking the two cases, ta < T and ta > T into account, the probability of
flooding is given by,
Pr(flooding | timeout = T ) = Fa(T )[1−Qh(T )] + [1− Fa(T )]
= 1− Fa(T )Qh(T ), (4.24)
where Fa(T ) is the CDF of route request arrival times. Note that (4.24) is an
upper bound on flooding probability if route salvage scheme is employed. In the
following, we show how to derive Qh(T ).
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We can firstly write the conditional PDF of ta as
fa(ta|ta < T ) = fa(ta)
Fa(T )
, 0 ≤ ta ≤ T. (4.25)
As before, we assume randomly distributed link residual time with PDF, fRi(t),
and CDF, FRi(t) for the ith link. The survival function [26,52] of the link residual
time is defined as 1 − FRi(t), and is referred to as the reliability function in [49].
Based on the assumption that the distributions of the h links in a cached route are
independent, the survival function of a cached route with h hops is
h∏
i=1
[1− FRi(t)]. (4.26)
Let Xh be the minimum survival lifetime of the h links of a given route, with
PDF, fXh(t), and CDF, FXh(t). The lifetime CDF is the complement of the survival
function [52]. We have
FXh(t) = 1−
h∏
i=1
[1− FRi(t)]. (4.27)
Thus, the PDF of the minimum survival lifetime, called the curve of deaths in [52],
is given by
fXh(t) =
d{1−∏hi=1[1− FRi(t)]}
dt
= −d
∏h
i=1[1− FRi(t)]
dt
. (4.28)
Using the conditional CDF of ta < T and the PDF of the minimal residual lifetimes
of the h hops, we can derive the probability that all h links have not failed when a
route request arrives before the timeout expires. Since the conditional probability,
Pr{ta < t|ta < T}, is 1 when t > T , the probability, Qh(T ) that the route is still
valid, is given by
Qh(T ) =
∫ ∞
0
Pr{ta < t|ta < T}fXh(t)dt
=
∫ ∞
0
[∫ t
0
fa(ta|ta < T )dta
]
fXh(t)dt
=
∫ T
0
[∫ t
0
fa(ta|ta < T )dta
]
fXh(t)dt+
∫ ∞
T
fXh(t)dt
=
∫ T
0
∫ t
0
fa(ta)
Fa(T )
fXh(t)dtadt+
∫ ∞
T
fXh(t)dt
=
1
Fa(T )
∫ T
0
Fa(t)fXh(t)dt+
h∏
i=1
[1− FRi(T )]. (4.29)
Using Qh(t) in (4.29), we can readily calculate the flooding probability in (4.24).
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Similarly to Section 4.3, three differently distributed link residual times are
studied below with respect to probability of flooding. The minimum control over-
head can be achieved by setting the cache timeout to reduce flooding probability.
Exponentially Distributed Link Residual Times
If the route request times are of a Poisson process, it is easy to obtain Fa(T ), as
Fa(T ) = 1− e−λaT . (4.30)
Then, the conditional PDF of ta, given ta < T , is
fa(ta|ta < T ) = fa(ta)
Fa(T )
=
λae
−λata
1− e−λaT . (4.31)
Consider i.i.d exponentially distributed link residual times. We have FXh(t) =
1− (1− FR(t))h = 1− e−hλt, and its PDF
fXh(t) = hλe
−hλt. (4.32)
Also, the probability that a route in the cache is still valid when next requested,
Qh(T ) in (4.29) can be written as
Qh(T ) =
1
Fa(T )
∫ T
0
Fa(t)fXh(t)dt+ [1− FR(T )]h
=
∫ T
0
hλe−hλt(1− e−λat)
1− e−λaT dt+ e
−hλt
=
λa(1− e−(λa+hλ)T )
(1− e−λaT )(λa + hλ) . (4.33)
Thus, we have
Pr(flooding | timeout = T ) = 1− Fa(T )Qh(T ) = 1− λa[1− e
−(hλ+λa)T ]
hλ+ λa
. (4.34)
When the timeout is larger than around 2E{R(h)}, the flooding probability ap-
proaches a lower bound,
Pr(flooding | T ≥ 2E{R(h)})→ 1− λa
hλ+ λa
. (4.35)
That is, for exponentially distributed link residual times, no matter how large the
setting of the cache timeout is, the probability of flooding can never be less than
1− λa/(hλ+ λa).
Figure 4.9 illustrates that the probability of flooding is close to 1, for small γ,
and is equal to 1 for γ = 0, corresponding to no route cache. The flooding proba-
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Figure 4.9: Probability of flooding from (4.34) vs. timeout scaling factor, for 2, 5,
7 and 10-hop paths, with exponentially distributed link residual times. Flooding
probabilities converge to the asymptotes, from (4.35) at γ ≥ 2.
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bility decreases as γ is increased. The probability converges to a stable threshold
for γ ≥ 2, as in (4.35). This demonstrates that the minimum routing overhead can
be effectively achieved if we simply double the optimal timeout, Topt, for minimum
routing delay, given exponentially distributed link residual times.
Rayleigh Distributed Link Residual Times
If the links of a cached route are Rayleigh distributed with fR(t) = tσ2 e
−t2/2σ2 , we
have FXh(t) = 1− (1− FR(t))h = 1− e−ht2/2σ2 , and its PDF
fXh(t) =
ht
σ2
e−ht
2/2σ2 . (4.36)
Then, Qh(T ) in (4.29) becomes
Qh(T ) =
1
Fa(T )
∫ T
0
Fa(t)fXh(t)dt+ [1− FR(T )]h
=
∫ T
0
hte−ht
2/2σ2(1− e−λat)
σ2(1− e−λaT ) dt+ e
−hT 2/2σ2
= e−hT
2/2σ2 +
1
2
√
h(eλaT − 1)
{
−2
√
he−hT
2/2σ2(1− eλaT )
+λaσ
√
2pieλa(2hT+λaσ
2)/2h
[
Erf
(
hT + λaσ
2
√
2hσ
)
− Erf
(
λaσ√
2h
)]}
. (4.37)
Therefore, we have
Pr(flooding | timeout = T ) = 1− Fa(T )Qh(T )
= 1− (1− e−λaT )e−hT 2/2σ2 − 1− e
−λaT
2
√
h(eλaT − 1)
{
−2
√
he−hT
2/2σ2(1− eλaT )
+λaσ
√
2pieλa(2hT+λaσ
2)/2h
[
Erf
(
hT + λaσ
2
√
2hσ
)
− Erf
(
λaσ√
2h
)]}
. (4.38)
Figure 4.10 illustrates that the flooding probability for Rayleigh distributed
link residual times has the same trends as for the exponentially distributed link
residual times. However, the flooding probability for Rayleigh distributed link
residual times is much lower than for exponentially distributed link residual times,
for given γ, given the same number of hops and traffic load. Again, the probability
curves converge to a threshold for γ ≥ 2.
Remark 4.5.1
Different route cache timeout settings change the probability of flooding to discover
a new route. If the link residual times of the cached route are not deterministic, the
minimum flooding probability is achieved when the timeout is set to at least twice
the optimal timeout, Topt, for minimum expected routing delay. For a range of
network traffic and route lengths, the minimum flooding probability, which intends
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Figure 4.10: Probability of flooding from (4.34) vs. timeout scaling factor, for 2, 5,
7 and 10-hop paths, with exponentially distributed link residual times. Flooding
probabilities converge to the minimum flooding probability at γ ≥ 2.
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to achieve minimum control overhead, can be empirically implemented by setting
the timeout to 2E{R(h)}, for both exponentially and Rayleigh distributed link
residual times.
4.6 Routing Overhead Analysis
4.6.1 Routing Overhead Model
If there is no cached route in the cache table of the source node for a given des-
tination node, to initiate a new route for the destination node, the source node
broadcasts a Route Request (RREQ) packet, which is received and forwarded by
other nodes until it reaches the destination. This destination node then returns a
Route Reply (RREP) packet to the source node. The reply includes a copy of the
accumulated route record between the source and the destination node.
Route maintenance is performed by each node that originates or forwards a
data packet along a cached route. Each such node is responsible for confirming
that the data packet has been received by the next hop along the route recorded
in the packet. The packet is retransmitted until confirmation is received, in the
form of an acknowledge (ACK) packet. If this confirmation is not received after
some maximum number of retransmission attempts, the intermediate node returns
to the source node a Route Error message (RERR), identifying the link over which
the data packet could not be successfully transmitted. Upon receiving the RERR,
the source node removes this broken link from its cache.
Let the number of nodes in this network be n, and let the number of routing
overhead, flooding, route request, route reply and route error packets be Noverhead,
Nflooding, NRREQ, NRREP and NRERR, respectively. According to the definition of
routing overhead, we have
Noverhead = Nflooding +NRERR
= NRREQ +NRREP +NRERR. (4.39)
Since the average route length in a route scales as the square-root of the number of
nodes [54], the number of route error packets also scales as the square-root of the
number of nodes. The traffic received to discover a new route, including the RREQ
and RREP packets, scales linearly with the number of nodes [54]. The simulation
results in [67] also illustrate that the overhead of RREQ and RREP packets can
be approximated by the number of nodes, n − 1, in the network, when a source
initiates a new route discovery.
Our on-demand overhead model is based on the following principles:
• When a source node, ns, initiates a new route discovery, the consequent
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RREQ packet is broadcast throughout the network. If a duplicate RREQ is
received by an intermediate node, the RREQ is discarded.
• When a destination node, nd, receives a RREQ from ns, a RREP packet,
indicating the reverse path to ns, will be returned to ns.
• A RERR packet will be generated when a node attempts to employ an invalid
cached route to transmit data packets.
4.6.2 Calculation of Average Overhead
To simplify the analysis, we first assume that node density is reasonably high,
and that the expiration timeout of RREQs is sufficiently long. Thus, a RREQ
packet initiated by a source node will reach almost every node in the network. In
addition, since this analysis aims to generally model the overhead of on-demand
routing, again the advanced features of some specific on-demand routing protocols
are not considered, such as the route salvage mechanism. Here we discuss the
average routing overhead, denoted as N(T ), for a cached route with h hops, when
a RREQ is generated at time ta.
If ta > T , the cached route from ns to nd has expired. As the cached route is not
used, no RERR packet is generated. Based on the aforementioned assumptions,
the upper bound of the number of the forwarded RREQs is n − 1. The RREP
will be returned to ns via h hops. Then, the total number of overhead packets per
route discovery process is
Nta>T (T ) = n+ h− 1. (4.40)
If ta < T , cached route information is used to send data packets to nd. However,
if the cached route is invalid, a RERR is sent back to ns after a failure link is
detected. This will result in ns initiating a new route discovery process. In this
case, the routing overhead consists of a RREQ, a RREP and a RERR packet.
Given that Qi(T ) is the probability that the first i links of the cached route
have not failed, the probability that the first i− 1 links are active but the ith link
is broken, is Qi−1(T )−Qi(T ). If all links in the route are active before the RREQ
arrives, with probability Qh(T ), data packets are successfully transmitted between
ns and nd via the cached route. That is, there are no routing packets. Otherwise,
with probability 1−Qh(T ), a RERR is generated and ns must employ flooding to
discover a new route to nd. Thus, when ta < T , the routing overhead is
Nta<T (T ) = (n+ h− 1)[1−Qh(T )] +
h∑
i=1
(i− 1)[Qi−1(T )−Qi(T )], (4.41)
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where the first term corresponds to the flooding packets, and the second term
corresponds to the error packets.
Combining (4.40) and (4.41), we obtain the expected routing overhead for the
next route request, if the timeout of an h-hop route is set to T :
N(T ) = [1− Fa(T )]Nta>T (T ) + Fa(T )Nta<T (T )
= (n+ h− 1)[1− Fa(T )Qh(T )] + Fa(T )
h∑
i=1
(i− 1)[Qi−1(T )−Qi(T )]
= n+ h− 1− (n+ 2h− 2)Fa(T )Qh(T ) + Fa(T )
h−1∑
i=1
Qi(T ). (4.42)
As an example, if the link residual times are exponentially distributed with
mean µ = 1/λ and if the route requests form a Poisson process with rate λa, (4.42)
can be written by
N(T ) = n+ h− 1− λa(n+ 2h− 2)1− e
−(hλ+λa)T
hλ+ λa
+ λa
h−1∑
i=1
1− e−(iλ+λa)T
iλ+ λa
. (4.43)
In this section, we have investigated the relationship between the expected
number of routing packets and the value of cache timeout. Consider a pair nodes
which are arbitrarily h-hop away from each other in a network with n nodes. If
ns sends a data packet to ns, the expected routing overhead for this data packet
can be estimated by (4.43), given route cache timeout T . Note that the expected
number of routing packets, N(T ), in (4.43) is not independent of network traffic
load. In the next section, we will investigate how to derive optimal cache timeout
to achieve minimum routing overhead.
4.7 Optimal Cache Timeout for Minimum Rout-
ing Overhead
Suppose a route request arrives τ seconds after the last route request. Let T be
the chosen timeout value for the cached route. If τ > T , the cached route is not
used and, therefore, the routing overhead is, from (4.40)
Nτ>T (τ, T ) = n+ h− 1. (4.44)
Given τ < T , the routing overhead is, from (4.41) and (4.42)
Nτ<T (τ, T ) = (n+ h− 1)[1− q(τ)h] +
h∑
i=1
(i− 1)[1− q(τ)]q(τ)i−1, (4.45)
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where q(τ) is the survival function of the link survival time, that is the probability
that a given link in the cached route is still active at time τ . Thus, the expected
routing overhead as defined in (4.42) has the following alternate form:
N(T ) =
∫ ∞
T
Nτ>T (τ, T )fa(τ)dτ +
∫ T
0
Nτ<T (τ, T )fa(τ)dτ
= n+ h− 1 +
∫ T
0
[
q(τ)h − 1
q(τ)− 1 − 1− (n+ 2h− 2)q(τ)
h
]
fa(τ)dτ. (4.46)
Because N(T ) is a concave function, the optimal timeout, T ′opt, for minimum over-
head is achieved when its derivative is equal to 0. Thus, we have
q(T ′opt)
h − 1
q(T ′opt)− 1
− (n+ 2h− 2)q(T ′opt)h − 1 = 0. (4.47)
By considering the roots of (4.47) in interval (0, 1), we can derive the value of
q(T ′opt).
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Figure 4.11: Average number of routing overhead packets vs. timeout scaling
factor, γ, for 5-hop paths, with exponentially distributed link residual times, where
µ/µa = 1. The triangles represent the optimal points from (4.49) .
Again, using the example that the link residual time is exponentially dis-
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tributed, the survival function can be rewritten as:
q(T ′opt) = 1− F (T ′opt) = 1− (1− e−λT
′
opt) = e−λT
′
opt . (4.48)
Thus the optimal timeout is given by,
T ′opt =
−1
λ
log q(T ′opt). (4.49)
Again, similar to Topt for minimum routing delay, we note that T
′
opt for minimum
routing overhead is also independent of network traffic load, because q(T ′opt) deter-
mined by (4.48) is not related to traffic load.
Compared to the flooding probability illustrated in Fig. 4.9, the average num-
ber of overhead packets per route requests, N(T ), in Figure 4.11 shows similar
properties: (1) in general, the larger the timeout, the smaller the N(T ); (2) when
the timeout, T , is set to 2E{R(h)}, almost minimum N(T ) is achieved. However,
because of the increasing number of RERR packets, with increasing timeout, N(T )
increases again, rather than converging at a minimum asymptote.
We conclude that the timeout for minimum routing overhead is larger than the
timeout for minimum routing delay, if the link residual time is not deterministic.
The principles balancing routing delay and overhead are: (1) timeout should be set
to E{R(h)} to achieve the smallest routing delay for delay sensitive applications,
such as audio and video transmissions; (2) timeout should be set to 2E{R(h)}
to achieve the smallest overhead for radio bandwidth limited scenarios, such as
sensor wireless networks; (3) when E{R(h)} < timeout < 2E{R(h)}, a reasonable
compromise between minimum routing delay and overhead is achieved.
4.8 Simulations in NS-2
We test our route cache timeout strategy via NS-2 simulations using DSR, where
the route cache timeout is chosen to be the expected path residual time, E{R(h)}.
In order to verify that E{R(h)} is a near optimal value of timeout, we introduce
the scaling factor γ, and set the timeout to γE{R(h)}, where γ = [0.1000 0.1585
0.2512 0.3981 0.6310 1.0000 1.5849 2.5119 3.9811 6.3096 10.0000]. In our
simulations, we demonstrate that, as expected, minimum latency can be achieved
when γ ≈ 1. Another objective of the NS-2 simulation is to verify if the proposed
scheme adapts to different network scenarios, such as different node densities, traffic
loads and mobility models.
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Table 4.1: NS-2 Simulation Parameters in Route Cache
Parameters Values Parameters Values
phyType Phy/WirelessPhy Mobility model RWP, RWMM
Routing protocol Modified DSR Number of nodes 50
Propagation TwoRayGround Mean node speed 5m/s, 10m/s
Transmission range 250m Pause time 0
MAC DCF of 802.11 Packet in a frame 512
ifq (Queue type) Droptail priority Max packets to sent 2000
ifqlen 50 Number of sources 20, 50
Transmission rate 2Mbps Traffic connection CBR
Simulation time 900 seconds per trial Network area (1000m)2, (750m)2
4.8.1 Simulation Environment
The link layer model is the Distributed Coordination Function (DCF) of the IEEE
802.11 wireless LAN standard. The radio model uses channel characteristics similar
to Lucents WaveLAN product. Radio propagation range for each node is 250 m
and channel capacity is 2 Mbits/s. The simulated network consists of 50 nodes.
Each simulation is executed for 900 simulated seconds. The simulation parameters
are recorded in Table 4.8.
The network traffic simulated in all scenarios is based on a script consisting of
Constant Bit Rate (CBR) data connections, each transmitting 4 data packets per
second. The size of each data packet is 512 bytes. Each source node has at most
2 CBR connections. The traffic loads are changed by allocating 20 and 50 sources,
respectively.
In the simulation, nodes move according to the Random Waypoint Mobility
model, or the Random Walk Mobility model. The node density is varied by chang-
ing the size of the simulation area. We choose a simulation area of 1000m× 1000m
for low node density, and a simulation area of 750m× 750m for high node density.
In the Random Waypoint model, every node selects a destination point uniformly
distributed in the simulation area, and moves there with velocity uniformly dis-
tributed over [0, vmax]. In the Random Walk model, each node changes speed and
direction at discrete time intervals, such that at the beginning of each interval,
each node chooses v ∈ [0; vmax] and θ ∈ [0, 2pi] and moves with velocity vector
[v sin θ, v cos θ] during that interval. However, if a node is going to move out of
the allowed space, it will stop at the boundary and reflect back into the simulation
area.
84 Choice of Timeout for Route Caching
4.8.2 Timeout Value Setting
In our simulations, we assume that all the MNs in the network are equipped with
a location-system. The expected path residual time, E{R(h)}, is estimated via
the given location information. In the modified route caching scheme of DSR, we
assume that node location and velocity information can be obtained by each mobile
node using GPS [88] or some other method (e.g., [75]). The node position informa-
tion is appended in the RREQ and RREP packets. When new route information
enters the route cache, the source node calculates the route cache timeout based
on the expected link residual times of the links along the cached route.
In the RandomWaypoint model, we choose a simulation area of 1000m× 1000m,
so the nodes move, on average, 521m before changing direction [15]. Such a large
distance travelled in one direction implies that the link residual time can, most
often, be determined exactly by equation (4.21), making the link effectively deter-
ministic. Once we have obtained all link residual times along a given route, the
cache timeout is set to the path residual time, following equation (4.20). For the
Random Walk model, the link residual times are exponentially distributed, rather
than deterministic. In this case, the expected path residual time is predicted by
(4.10), in which the mean link residual time parameters are estimated by (3.31).
4.8.3 Simulation Results
We compare our route cache scheme to simple DSR without a route cache expiration
mechanism (T =∞), as shown in Fig. 4.12 and Fig. 4.13, for the RandomWaypoint
model, and Fig. 4.14 for the Random Walk model. The node density is varied in
Fig. 4.12, by using 1000m× 1000m and 750m× 750m simulation areas, respectively.
The mean node speed and traffic load are 10m/s and 20 sources, respecitively, in
Fig. 4.12 and Fig. 4.14, and 5m/s and 50 sources, respectively, in Fig. 4.13. In each
figure, the performance of standard DSR is indicated by a horizontal line, and it
can be seen that the illustrated performance measures approach this value when
timeout ≈ 10R(h) (i.e., γ = 10). If the timeout is chosen too small (e.g., γ = 0.1),
performance is much worse than standard DSR, in general.
Effects on End-To-End Delay We first consider the end-to-end delay perfor-
mance measure, which is the latency between the generation of a route request at a
source node and the successful receipt of the corresponding data packet at the des-
tination node. Note that the end-to-end delay includes the routing delay and other
sundry delays, such as, transmission delay, propagation delay, and queuing delay,
which widely exist in all types of networks. We employ our route cache scheme
to reduce the routing delay, which is of particular concern in ad hoc on-demand
routing protocols. Therefore, once the routing delay is minimised, relatively low
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Figure 4.12: Comparison of network performance between modified DSR using
γR(h) and the original DSR with no route cache expiration for the Random Way-
point Mobility model. High node density: 50 MNs in 750m×750m; low node
density: 50 MNs in 1000m×1000m. Traffic load: 20 sources. Mean node speed:
10m/s.
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Figure 4.13: Comparison of network performance between modified DSR using
γR(h) and the original DSR with no route cache expiration for the Random Way-
point Mobility model. The node density: 50 MNs in 1000m×1000m. High traffic
load: 50 sources; low traffic load: 20 sources. Mean node speed: 5m/s.
4.8 Simulations in NS-2 87
10−1 100 101
0  
10
20
30
40
50
60
70
80
90
100
Timeout scaling factor γ
Pa
cke
t d
eliv
ery
 ra
tio 
(%)
Random Walk, mean v = 10 m/s, 20 sources, 50 MNs in (750m)2 and (1000m)2
Timeout = γ E{R(h)}, high node density
DSR, high node density
Timeout = γ E{R(h)}, low node density
DSR, low node density
(a)
10−1 100 101
0
1
2
3
4
5
6
7
8
Timeout scaling factor γ
En
d−
to−
en
d d
ela
y (s
eco
nds
)
Random Walk, mean v = 10 m/s, 20 sources, 50 MNs in (750m)2 and (1000m)2
Timeout = γ E{R(h)}, high node density
DSR, high node density
Timeout = γ E{R(h)}, low node density
DSR, low node density
(b)
10−1 100 101
0
20
40
60
80
100
120
140
Timeout scaling factor γ
Ro
uti
ng
 ov
erh
ea
d (t
hou
san
d p
ack
ets)
Random Walk, mean v = 10 m/s, 20 sources, 50 MNs in (750m)2 and (1000m)2
Timeout = γ E{R(h)}, high node density
DSR, high node density
Timeout = γ E{R(h)}, low node density
DSR, low node density
(c)
10−1 100 101
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
Timeout scaling factor γ
Av
era
ge
 pa
th 
len
gth
 (ho
ps)
Random Walk, mean v = 10 m/s, 20 sources, 50 MNs in (750m)2 and (1000m)2
Timeout = γ E{R(h)}, high node density
DSR, high node density
Timeout = γ E{R(h)}, low node density
DSR, low node density
(d)
Figure 4.14: Comparison of network performance between modified DSR using
γE{R(h)} and the original DSR with no route cache expiration for the Random
Walk Mobility model. High node density: 50 MNs in 750m×750m; low node
density: 50 MNs in 1000m×1000m. Traffic load: 20 sources. Mean node speed:
10m/s.
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end-to-end delay can be achieved.
It is important to note that, when γ = 1, the minimum end-to-end delay can be
achieved for various network scenarios, as shown in Fig. 4.12(b), Fig. 4.13(b) and
Fig. 4.14(b). And, clearly, the minimum latency is always less than that for DSR
with no route cache expiration mechanism. As expected, we also observe that the
end-to-end delay is increased if we decrease the node density, increase the mean
node speed, or increase the load traffic.
We observe that the delay curves in Fig. 4.13(b) are much flatter and have lower
values than the corresponding curves in Fig. 4.12(b), where the mean node speed is
higher. This shows that using the (almost) optimal cache timeout is more effective
when the network topology changes frequently.
Comparing Fig. 4.12(b) and Fig. 4.14(b), we observe that the minimum end-to-
end delay using the Random Waypoint model is less than the delay for the Random
Walk model. The difference is due to the deterministic link residual times for the
Random Waypoint model and its non-random travelling pattern when long epochs
occur.
Effects on Routing Overhead We now examine the effects of choosing a near-
optimal cache timeout value on the amount of routing overhead. The routing
overhead is calculated as the number of routing control packets transmitted by the
protocol. That is, the routing overhead is calculated with respect to routing control
messages, whereas the end-to-end delay is calculated with respect to transmitted
and received data packets. As previously mentioned, the routing overhead consists
of three types of routing packets: RREQ, RREP and RERR.
Figure 4.12(c), 4.13(c) and 4.14(c) plot the routing overhead for both the Ran-
dom Waypoint and Random Walk models. The major difference is that minimum
routing overhead is achieved when γ = 1 for the Random Waypoint model, but
it is achieved when γ ≈ 2 for the Random Walk mobility model. Again, this
difference is because the link residual times of the cached route for the Random
Waypoint Model tend to be deterministic, but they are exponentially distributed
for the Random Walk model. The simulation results confirm our theoretical results
from Section 4.5 that showed that the minimum flooding probability, which causes
minimum control overhead, can be achieved by setting the timeout to 2E{R(h)},
if the link residual times of the cached route are not deterministic.
We can also observe that the routing overhead curves generated in Fig. 4.12(c),
Fig.4.13(c) and Fig. 4.14(c) are concave, again concurring with our previous theo-
retical results. This is because small values of timeout cause an increased number
of route requests (i.e., flooding routing packets), but a decreased number of route
errors, while large values of timeout cause a decreased number of route requests
but an increased number of route errors.
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Effects on Other Performance Measures The packet delivery ratio is the
fraction of data packets that are successfully delivered over all data packets sent
from the source. It is one of the most important measures used to evaluate the
performance of an ad hoc routing protocol. Observing the packet delivery ratios
in Fig. 4.12(a), Fig. 4.13(a) and Fig. 4.14(a), we find that the network generally
has the highest delivery ratio when γ = 1. Also, due to the deterministic link
residual times, much higher packet delivery ratios can be achieved with the Random
Waypoint model than with the Random Walk model, as shown in Fig. 4.12(a) and
Fig. 4.14(a).
The average path length is shorter for smaller cache timeouts (i.e., γ is smaller).
This is because, with a smaller timeout value, the source node has to execute route
discovery more frequently, and the newly found route is basically the shortest path.
Therefore, we observe that the average path length increases as the scaling factor
γ increases, as illustrated in Fig.4.12(d), Fig.4.13(d) and Fig. 4.14(d).
4.9 Conclusions
A key to achieving efficient MANET performance with on-demand routing pro-
tocols is to use a route cache. Liang and Haas [54] proposed setting the cache
timeout to a calculated optimal value, Topt, with respect to minimizing routing
delay. Unfortunately Topt is difficult to implement in practice. We have proposed
setting the cache timeout to a mobility metric, the expected path residual time.
Numerical and simulation results show that the increase in expected routing delay
is always less than 2.5% and most often less than 0.5% using the mobility metric
as timeout, rather than Topt.
Further, we have shown that choosing the timeout to minimize routing delay
does not necessarily minimize routing overhead, which contravenes the intent of
on-demand routing protocols. For exponentially distributed links, practically min-
imum routing overhead is achieved for timeout at least twice the expected residual
time. We have found the following:
• In order to achieve minimum routing delay for on-demand routing, the mobil-
ity metric, expected path residual time, is a near-optimal solution compared
with the optimal timeout, Topt. The results reflect those in [54] that show
that choosing E{R(h)} to minimize routing delay is independent of traffic
distribution.
• Since the expected path residual time can be simply derived from the mean
values of the link residual times along the path, setting the route cache time-
out by using the expected path residual time is more practical than using
the analyzed Topt, which involves much more complex computation, based on
90 Choice of Timeout for Route Caching
finding the roots of an h-order equation. Moreover, the calculation of Topt
needs the explicit PDF expressions of the links in the given route.
• Empirically, the minimum probability of flooding can be achieved if the time-
out is set to at least twice the expected path residual time.
• We derive an expression for the expected average routing overhead, which is
a function of number of nodes in the network, cache timeout, route length
from source node to destination node, mean link residual time and the arrival
rate of the route requests.
• In general, when E{R(h)} < timeout < 2E{R(h)}, a balance of minimum
routing delay and overhead is achieved.
The principles obtained in this chapter give insight into the optimal setting of
route cache timeout in terms of routing delay and routing overhead. This leads
to the conclusion that a suitable tradeoff of timeout exists to compromise between
minimum routing latency and number of control overhead packets.
In this chapter we have only considered the random walk and random waypoint
mobility models. It is well-recognised that these models, while being mathemati-
cally tractable, do not translate well to practical systems. In future work, we will
consider more realistic mobility models in order to verify the general applicability
and advantages of the caching approach presented in this chapter.
Chapter 5
Choice of Timeout for Link
Caching
Following on from the route cache timeout analysis in Chapter 4, we investigate
link cache timeout in this chapter. Compared to route caching, link caching has the
potential to utilize route information more efficiently. To remove stale routing in-
formation, link caching schemes delete links at some fixed time after they enter the
cache. This chapter proposes using either the expected path duration or the link
residual time as the link cache timeout. These mobility metrics are theoretically
calculated for an appropriate random mobility model. Simulation results in NS-2
show that both of the proposed link caching schemes can improve network perfor-
mance in DSR by reducing dropped data packets, latency and routing overhead,
with the link residual time scheme out-performing the path duration scheme.
5.1 Introduction
On-demand routing protocols such as the Temporally Ordered Routing Algorithm
(TORA), Dynamic Source Routing (DSR) and the Ad Hoc On-Demand Distance
Vector (AODV) protocol have proven effective in mobile ad hoc networks. Routing
packets are only generated by those nodes that need to react to changes - nodes that
are not currently involved in communication can move without causing any extra
traffic in the network. Therefore, on-demand routing has relatively low overhead,
which is desirable in low bandwidth wireless networks.
However, on-demand routing has the major drawback of introducing latency
between route-request arrival and the determination of a valid route [54]. A route
is discovered in reaction to a request to send a packet, so the packet cannot be
sent before such a route has been found. Routes are found by searching the entire
network to find the destination. The need for such a comprehensive search is the
source of the latency. To avoid the need to repeat the discovery process once a
particular route has been found, on-demand routing protocols utilize route caches
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to store previously discovered routes. With node mobility leading to frequent
topology changes, the cache may contain stale and, consequently, invalid routing
information. Stale cache information can degrade network performance, causing
increased numbers of dropped data packets, error replies and longer end-to-end
delay.
In order to remove stale route information from the cache, various strategies
have been developed. It has been shown that a link cache has the potential to
utilize route information more efficiently than a path cache scheme [57]. With
link caching every node maintains a graph data structure representing its own
view of the network topology, specifying known links. Links are deleted from the
cache T seconds after they are first discovered. Based on simulations across a
range of timeout values, Hu and Johnson [41] showed that networks generally have
good performance when the link timeout, T , equals 5 seconds (hence, the scheme
has come to be known as “static-5”). However, the simulations all involve nodes
moving at an average speed of 10m/s, and it is not made clear how to choose the
link timeout value in a more general setting.
We claim that the correct choice for the link timeout, in a non-adaptive (or
static) scheme, is the expected path duration, a measure of the rate of change of the
network topology. When nodes move according to a Random Walk mobility model
(RWMM), this quantity can be calculated simply. We demonstrate that, while
parameter settings similar to those used in [41] do, indeed, give good performance
with T = 5s, performance is degraded for T = 5 when any of these parameters are
varied. Simulations of DSR using the expected path duration as the link timeout
value give significantly improved performance over a range of mobility scenarios.
More recently, adaptive caching strategies have been proposed to improve net-
work performance, whereby the link timeout is calculated individually for each link.
For example, Su et. al. [88] and Qin and Kunz [77] use the link expiration time
(LET), which is the time until the node separation distance exceeds the transmis-
sion range, assuming the nodes continue to move with the current velocity. Jiang
et. al. [44] use individual link timeout values, that are smaller than the LET, but
incorporate an estimate of the probability that the link breaks before the LET
is reached due to changes in movement direction. Hu and Johnson [41] and Lou
and Fang [57] base the individual link timeout on an estimate of the link stability
derived from observations of the link duration in the past.
We claim that the correct choice for the individual link timeout (that is, in
an adaptive scheme) is the expected link residual time. This is the expected time
until a currently active link breaks. For a number of important synthetic mobility
models, this is a function only of the current node separation. We provide a formula
for the expected link residual time when the nodes move according to a Random
Walk mobility model, as a function of the node separation when the path containing
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the link is entered into the cache. Simulations confirm that the resulting adaptive
caching strategy outperforms the static caching strategies tested.
5.2 Cache Structures
5.2.1 Dynamic Source Routing Protocol (DSR)
We consider the effects of our proposed link cache schemes on the DSR routing
protocol, which operates entirely on-demand. Due to various caching schemes im-
plemented in NS-2 for DSR, we can readily compare our schemes to the integrated
caching strategies. The operation of DSR is based on source routing, in which the
source node determines the complete sequence of hops to be used as the route for
that packet to its destination. DSR is composed of two major routing mechanism:
route discovery and route maintenance.
Route Discovery Mechanism [41] [45] Route Discovery is the mechanism by
which a node ns wishing to send a packet to a destination node nd obtains a route
to node nd. Route Discovery is used only when ns tries to send a packet to nd
and does not already know a route to nd. To initiate a new Route Discovery for
a intended destination, ns transmits a RREQ packet, which is received by other
intermediate nodes located within direct wireless transmission range of ns. Each
node that receives the RREQ packet appends its own address to a record in the
packet and rebroadcasts it to its neighbours, unless it has recently seen another
copy of this same RREQ or it finds that its address is already listed in the route
record in the packet. The forwarding of the RREQ terminates when it reaches nd;
this node then returns a RREP packet to ns, giving a copy of the accumulated
route record from the RREQ, indicating the path that the RREQ traveled to reach
nd. The forwarding of the RREQ also terminates when it reaches a node that has
in its cache a route to nd. This node then returns a RREP packet to ns, giving the
route as a concatenation of the accumulated route record from the Route Request
together with this node’s own cached route to nd. The returned source route from
the RREP is cached by ns for use in sending subsequent data packets.
Route Maintenance Mechanism [41] [45] Route Maintenance is the mecha-
nism by which sender ns, while using a source route to destination nd, is able to
detect when the network topology has changed such that it can no longer use its
route to nd because a link along the route no longer works. When Route Mainte-
nance indicates a source route is broken, ns can attempt to use any other route it
happens to know to nd, or can invoke Route Discovery again to find a new route
for subsequent packets that it sends. Route Maintenance is used only when sender
ns is actually sending packets to destination nd. Route Maintenance is performed
94 Choice of Timeout for Link Caching
by each node that generates or forwards a data packet along a source route. Each
such node is responsible for confirming that the packet has been received by the
next hop along the source route given in the packet; the packet is retransmitted
until this confirmation of receipt is received. If confirmation is not received after
some maximum number of local retransmission trials, this node returns to ns a
RERR message, identifying the link over which the packet could not be success-
fully transmitted. Upon receiving the RERR, ns removes this broken link from
its cache. In addition to returning a RERR message, the node may also attempt
to salvage the original packet, if it has a route to the intended destination of the
packet in its own cache. If so, the node replaces the original source route on the
packet with the route from its own cache and forwards the packet along that route;
otherwise, the node discards the packet since no valid route is currently available.
Apart from route discovery and route maintenance, several techniques have
been incorporated into the basic DSR protocol to improve the performance of the
protocol. These improvements are: gratuitous route replies, gratuitous route errors,
salvaging, snooping, tapping, etc. [58]. We include these improvements in our NS-2
simulation.
5.2.2 Cache Data Structures
Each node implementing DSR maintains a route cache, containing routing infor-
mation needed by the node. A node adds information to its route cache as it learns
of new links between nodes in the ad hoc network; for example, a node may learn
of new links when it receives a packet carrying a RREQ, RREP, or DSR source
route. Similarly, a node removes information from its route cache as it learns that
existing links in the ad hoc network have broken; for example, a node may learn
of a broken link when it receives a packet carrying a RERR or through the link
layer retransmission mechanism reporting a failure in forwarding a packet to its
next hop destination [46]. Note that the route cache supports storing more than
one route to each destination.
Path Cache In DSR, the route returned in each RREP that is received by the
source node of a Route Discovery, or that is learned from the header of overhead
packets, is a complete path leading to the destination node. By caching each of
these paths separately, a “path cache” organization for the route cache can be
formed. A path cache is very simple to implement and easily guarantees that all
routes are loop-free, since each individual route from a RREP or RREQ or used
in a data packet is loop-free. To search for a route in a path cache data structure,
the sending node can simply search its route cache for any path that leads to the
intended destination node. This type of organization has been extensively studied
through simulation [17,41,58,60].
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Figure 5.1: Comparison between the entries and workings of a path cache and a
link cache. The link cache utilises route information more effectively than the path
cache.
Link Cache We focus on link, rather than path, caching strategies in this chap-
ter. The cache is obtained via route discovery or by overhearing route information
when forwarding packets. The information in the cache may no longer be valid
as continual node movement means links in the cache may have broken since the
information was received. When a source node attempts to send a data packet to a
destination node, it executes a graph search algorithm, such as the Dijkstra short-
est path algorithm, to find a route to the destination using the links in the cache.
The node then attempts to use the path, but the attempt will be unsuccessful if
one of the links in the path no longer exists. In this case the link is removed from
the cache. If no alternative path is available in the cache, the source node will
initiate a route discovery process to search the entire network.
Figure 5.1 illustrates that a link cache data structure is more powerful and
flexible than a path cache structure, since a link cache has the ability to effectively
utilise all of the potential route information learnt from the network. Given two
route replies to source node S, five individual paths are separately recorded in the
path cache. In this case, nodes A, B, C and D are reachable from S, which is also
recorded in the link cache. However, consider a breakage of the link A → C. All
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paths which contain this link are deleted from the path cache. In this case, as shown
in Fig. 5.1, node D is deemed no longer reachable by the path cache. In contrast
by removing only the link A → C, all nodes are correctly deemed still reachable
by the link cache. Moreover, besides learning from different route discoveries, the
header information of any overheard packets can be merged into a link cache, in
order to form more new routes. However, this merging process is not possible for
a path cache. Consequently, using a link cache can reduce the network routing
overhead to discover a new route, and less routing delay is expected.
5.3 Link Cache Timeout Strategies
Automatically removing stale caching information can significantly reduce delay in
the network, as nodes do not waste time trying to use a path that is no longer
valid. Therefore, whenever a valid link is entered into the cache, it can be assigned
a timeout. Until the timeout is reached, the link is considered active. The link
timeout is reset each time the link is used successfully by the node. When the link
timeout expires, the corresponding link is deleted from the link cache.
5.3.1 Uniform Timeout Using Path Duration
A simple technique for implementing cache timeouts is to set a uniform value for the
timeout for all links entering the cache. Hu and Johnson [41] demonstrated some
success with such a caching strategy, setting the link timeout equal to 5 seconds.
However, this empirical result was obtained for specific scenarios, in which each
mobile node has an average speed of 10m/s. Generally, if the average node speed
is higher, links will come and go much more quickly in the network, so it is likely
that a much smaller timeout value would be more appropriate. On the other hand,
if the node speeds are relatively lower, the network topology is more stable and the
link timeout should be longer.
Each time a path is used successfully, the timeout for each of the component
links is reset. A uniform timeout strategy would then result in all links in this path
being deleted at the same time (unless they are also components in other paths).
Therefore, it is desirable to delete these links at the moment when the path breaks.
The path duration is the length of time from the moment the last of the links
in the path becomes active until the first moment one of the links breaks. If node
velocities change randomly, it is not possible to determine the path duration ahead
of time. However it may be feasible to make a local estimate of the average path
duration for the network (where the average is over the network and over time).
Moreover, for synthetic mobility models, it may be possible to calculate the expected
path duration.
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Clearly the expected path duration is not larger than the expected link duration
for each of the component links - as soon as one link breaks, the path is broken. In
a link cache it would perhaps seem logical to use the expected link duration for the
cache timeout. However, in a uniform timeout strategy, whole paths are deleted at
once so, using expected link duration for cache timeout would significantly overes-
timate the stability of the network topology, introducing routing delays due to the
attempt to access stale routes.
Recall that in Section 3.4 we addressed the problem of calculating the expected
path duration when nodes move according to a particular synthetic mobility model.
In a more general setting, the expected path duration could be replaced by the
observed average path duration. This is good news, because average path duration
is computable in a distributed wireless network environment even without global
network knowledge [16].
5.3.2 Adaptive Timeout Using Link Residual Time
Adaptive timeout strategies assign an individual timeout duration for each link. In
this case, it is sensible to keep the link in the cache as long as it is active, so the
timeout duration is implicitly an estimate of the link residual time — the length
of time a currently active link is expected to remain active. For a particular active
link, the link residual time is less than or equal to the link duration, which is the
link residual time from the moment the link first becomes active. However, the link
residual time may be significantly larger than the expected link duration, which is
taken over all links in the network. This will occur if the currently observed link
is of greater duration than the “average” link, since the average includes links
with very short duration, which are not around long enough to enter the cache.
Therefore, there may be great variation in the timeout values assigned to links -
significantly smaller than the expected link duration for many links but, at other
times, much larger.
We consider situations where link existence is determined completely by the
distance between two nodes. If node separation is large at the time the link is
entered into the cache, nodes may soon move out of transmission range so the
link timeout is small. However, if the two nodes are close together when the link
is entered into the cache, the link timeout will be relatively large. Determining
the exact values of the link timeout is not simple. If nodes moved with constant
velocity, it would suffice to measure the current velocity and calculate the time
until the node separation exceeds the transmission range. However, MANETs
are designed to operate in a situation where nodes regularly change velocity. In
Section 3.4 we demonstrated that the expected link residual time can be calculated
for nodes moving according to a Random Walk mobility pattern. Then, in Section
5.4, we demonstrate the efficacy of an adaptive caching scheme using the expected
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Table 5.1: NS-2 Simulation Parameters in Link Cache
Parameters Values Parameters values
phyType Phy/WirelessPhy Mobility model Random Walk
Routing protocol Modified DSR Number of nodes 50
Propagation TwoRayGround Node speed 2-22m/s
Transmission range 250m Packets in a frame 64
MAC DCF of 802.11 Max packets to sent 1200
ifq (Queue type) Droptail priority Number of sources 20
ifqlen 50 Traffic connection CBR
Transmission rate 2Mbps Network area 1500m × 500m
Simulation time 900 seconds per trial
link residual time.
5.3.3 Implementation
In order to calculate the timeout values, the node needs to know v¯ and r and,
for the adaptive timeout strategy, the initial node separation distance l0. In our
simulations, rather than making estimations, we have simply used the values for v¯
and r that were used to generate the node mobility, and have calculated l0 from
the mobility trace. In a practical application, v¯ and r must be estimated by the
node. The initial node separation could be estimated using the GPS, or by a time
differential of arrival (TDOA) scheme, which relies on the different transmission
rates of radio frequency and infra-red signals [75].
5.4 Simulations in NS-2
We investigate the performance of the two proposed link caching schemes utilizing
expected path duration and link residual time, respectively, via simulations. If the
link timeout is assigned a large value, the number of control overhead packets can
be significantly reduced but the end-to-end delay is, consequently, increased and
vice versa. As previously mentioned, in [41], a scheme in which the link timeout is
set to 5 seconds was proposed, the “static-5” scheme, trading off overhead packets
with latency. In this section, we compare our two link caching schemes to this
scheme.
5.4.1 Simulation Parameters
All the simulations are conducted using NS-2. The Distributed Coordination Func-
tion (DCF) of IEEE 802.11 for wireless LANs is adopted as the MAC layer pro-
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tocol. Therefore, the two nodes which make up a link will assign the link timeout
and delete the expired link from their respective caches practically simultaneously,
avoiding extra overhead traffic.
The simulation model used in this chapter is based upon that used in [41], for
comparison purposes. Thus, the MANET simulated in this paper consists of 50
mobile nodes (MNs), moving according to a RWMM, in a bounded area of size
1500m × 1500m. The Two-Ray Ground Reflection Approximation [79] is used as
the radio propagation model with a transmission range of 250m. The radio model
is based on the Lucent Technologies WaveLAN 802.11 product, providing a 2Mbps
transmission rate. The communication traffic simulated in all scenarios is generated
by the NS-2 traffic generator script. Similarly to [41], 20 constant bit rate (CBR)
connections (each with a maximum of 1200 packets for transmission) are generated,
with a packet rate of 4 packets per second. The size of each data packet is 64 bytes,
and each node has at most 2 CBR connections at the same time. Note that we
choose small packets because this leads to network performance being dominated by
changes of network topology rather than other issues, such as network congestion.
The simulated time is set to 900 seconds per trial. For each node speed, 10
different mobility scenario files are generated, and the final network performance
metric is the average of these trials. Note that the scenarios were generated in
advance, and that identical scenarios were used to evaluate each of the caching
schemes.
5.4.2 Simulation Results
In Fig. 5.2 network performance, using various measures, with the uniform path du-
ration link caching scheme and the adaptive link residual time link caching scheme
are compared with that for the static-5 link caching scheme. The performance mea-
sures compared are packet delivery ratio, end-to-end delay, packet overhead and
average path length. Note that the packet delivery ratio and the end-to-end delay
are calculated with respect to transmitted and received data packets, whereas the
routing overhead is calculated with respect to routing control packets.
For each of the performance measures: packet delivery ratio, end-to-end delay
and overhead, as would be expected, the adaptive link residual time scheme per-
forms the best overall, followed by the path duration scheme and then the static-5
scheme. This is because the static-5 scheme uses the same link cache timeout re-
gardless of average node speed; the uniform path duration scheme, similarly to the
static-5 scheme, utilizes the same value for every link in the network, but chooses
a different timeout value for different average node speeds; and, finally, the link
residual time scheme adapts to the properties of each link, taking into account av-
erage node speed but also including other parameters in its choice of cache timeout
value. That is, the link residual time scheme “fits” the given network more closely.
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Figure 5.2: Performance Comparison between Static-5, Uniform-PD and Adaptive-
LRT Link Caching Strategies using the Random Walk Mobility Model
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We then consider the average path length, as shown in Fig. 5.2(d). It can be
seen that the performances of the three caching schemes are practically indistin-
guishable. This is because the average path length is largely dependent upon node
density, relating to the transmission range, the simulation area size and the number
of simulated nodes. The caching scheme is, then, largely inconsequential.
It is interesting to note that there is very little difference in network performance
among the caching schemes when the average node speed is low, despite large
differences in the actual cache timeout values. For example, for an average speed of
2m/s, the uniform path duration caching scheme has a link timeout of 27.7 seconds,
which is more than 5 times greater than that for the static-5 caching scheme. The
negligible performance differences are because at low speeds the network has a
highly stable topology so that all of the links are highly reliable. Thus, even in the
static-5 caching strategy, the link timeout is extended frequently and rarely expires,
due to constant incoming communication traffic. Consequently, route discovery is
required infrequently resulting in lower routing overhead.
However, it can be seen that the newly proposed caching schemes gradually
outperform the static-5 scheme as the average node speed increases, since they can
adaptively track the changes of the network topology and the link reliability. Com-
pared with the static-5 strategy, the adaptive link residual scheme and uniform
path duration scheme improve packet delivery ratio 7 percent and 4.3 percent, re-
spectively, when the average node speed is 22m/s. The end-to-end delay is reduced
by 990ms and 800ms, and the routing overhead is reduced by 95000 packets and
76000 packets, respectively.
5.4.3 Implementation Issues
We note that the path duration caching scheme is easy to implement. The original
DSR simply requires the addition of a 1-byte field into the routing packet, carrying
the current clock time plus path duration. The implementation of the link residual
time scheme requires the aid of node location information, which is piggy-backed
in the packet header. As mentioned in Section 5.3, one way to obtain the node
location is to utilize GPS. Alternatively, the relative distance between a pair of
nodes can be estimated by other means, such as TDOA.
5.4.4 Expected Link Duration and Path Duration
As illustrated in Fig. 5.3, the simulated values of E{D} and E{D(h)} are slightly
greater than the calculation due to the effects of a bounded simulation area. The
calculations of (3.34) and (3.35) are derived for an unbounded scenario. In a
bounded simulation environment, MNs are “reflected” back into the simulation
area if their movement would otherwise take them outside. Thus, nodes near the
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Figure 5.3: Expected Link Duration (E{D}) and Expected Path Duration
(E{D(h)}), with 50 nodes in 1500m × 500m for 5000 seconds. The calculated
values are from (3.34) and (3.35).
edges are more likely to remain within transmission range, artificially increasing
the link and path durations compared to those for an unbounded simulation area.
Note that the calculated and simulated expected path duration values, shown
in Fig. 5.3, are 4.8 and 6.1 seconds, respectively, when the average node speed is
10m/s. These values are close to the 5 seconds of the static-5 scheme, as would
be expected, because this was the average node speed used in [41] in which the
static-5 scheme was proposed.
5.5 Conclusions
This chapter investigates two different mobility metrics in link caching schemes for
on-demand routing protocols in wireless ad hoc networks. Expected path duration
is used for uniform caching, and expected link residual time is used for adaptive
caching. Simple analytical expressions for the proposed timeout values are given
in Section 3.4. As a result, only small modifications to existing caching schemes
are necessary.
Simulation results show that the proposed schemes can enhance network perfor-
mance for DSR routing over a range of node speeds. The uniform caching strategy
is simple to implement, and does not require any extra hardware to calculate node
separation. The adaptive caching scheme gives further improvements in network
performance. This shows that it can be advantageous to use the additional node
location information when choosing timeout values for a link cache.
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Routing delay is the major drawback of on-demand routing protocols in MANETs.
By slight modification of the existing DSR routing protocol, the two proposed link
cache schemes provide solutions to reduce latency and to increase packet delivery
ratio.
This chapter gives the principles of setting the link cache timeout in two caching
schemes. Combined with the route cache timeout strategy investigated in Chapter
4, we have presented a complete analysis of caching for on-demand routing, which is
highly related to the mobility metric framework in Chapter 2. In the next chapter,
we will present application of mobility metrics to hierarchy routing in MANETs.

Chapter 6
Adaptive k-Hop Clustering for
Large-scale MANETs
This chapter presents an adaptive mobility-based k-hop clustering algorithm (Adp-
KHop) to deal with large-scale MANETs. Our algorithm selects the clusterhead
(CH) via new CH selection metrics, ΩX or ΓX . The proposed CH selection criteria
ensure that the chosen CHs to be closer to the cluster centroid and more stable
with respect to node mobility than other cluster members. Using a merging thresh-
old which is based on the CH selection metric, 1-hop clusters can merge to k-hop
clusters, where the size of the k-hop clusters adapts to the node mobility of the
chosen CHs.
Moreover, we propose a routing overhead analysis model for a k-hop clustering
algorithm, which is determined by a range of network parameters, such as link
change rate (related to node mobility), node degree and cluster density. Through
the overhead analysis, we show that an optimal k-hop cluster density does exist,
which is independent of node mobility. Therefore, the corresponding optimal cluster
merging threshold can be employed to resolve the dilemma of cluster size, because
neither too large nor too small cluster size can efficiently organise k-hop clustering
to achieve minimum routing overhead.
6.1 Introduction
The potentially large number of mobile nodes in a large-scale MANET makes rout-
ing extremely challenging. This is due to mobility of network members, limited
battery energy, unpredictable behaviour of radio channels, and time-varying band-
width availability. Table-driven routing suffers from excessive routing control over-
head (proportional to the number of nodes) due to the necessity of maintaining
a large routing table of the whole network and, therefore, is not scalable for a
large and highly dynamic network topology. On the other hand, on-demand rout-
ing has high latency, caused by stale route cache information and frequent route
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reconstruction. As a hybrid of the previous two, cluster-based routing protocols
maintain only partial topology information of the network [30]. That is, each mo-
bile node maintains a routing table only for the cluster of which it is a member; a
“backbone” is maintained by the cluster heads. A subset of nodes (cluster heads
and gateway nodes) is designated to forward routing packets within and between
clusters, thus reducing broadcast flooding overhead.
A considerable body of literature has addressed research on 1-hop clustering in
MANETs, such as the Linked Cluster Algorithm (LCA) [10], Lowest-ID Algorithm
[27], Highest-Connectivity Clustering [33], Least Clusterhead Change Algorithm
(LCC) [21], and MOBIC [12]. 1-hop clustering was developed for packet radio
networks and intended to be used with small networks, for example, with more
than a few hundred nodes. In a 1-hop cluster, the CH is one hop away from
other cluster members so the cluster is at most 2 hops in diameter. Because 1-
hop clustering has limited effectiveness in very large MANETs, k-hop clustering
which allows for greater flexibility in cluster size has recently received increasing
attention [5, 28,48,61,69,86] .
In this chapter we introduce an adaptive k-hop cluster head selection algorithm
(including two CH selection schemes), which we name AdpKHop. By being adap-
tive it utilises the recorded routing-table information more efficientlly. The aim
of this novel CH selection algorithm is to keep the cluster structure as stable as
possible while the topology changes. The CH selected by our algorithm is more
likely to be close to the cluster topology centre, with low mobility, without the aid
of any location information.
In addition to k-hop CH selection, we propose a merging mechanism to form
k-hop clusters from 1-hop clusters, using our CH selection metric. Our solution
consists of two phases. The first phase constructs 1-hop clusters at network initial-
ization. In the second phase, neighbouring clusters whose clustering metrics are
above a certain threshold, are merged into k-hop clusters. The choice of cluster di-
ameter is adaptive with respect to the mobility of the nodes in the network. That
is, connected mobile nodes which have low mobility can be merged into a large
cluster, and vice versa. Since the merging process is executed between neighbour-
ing clusters, it does not involve flooding packets throughout the whole network.
Information exchange during the formation of clusters, clusterhead changes and
clusterhead handovers is kept to a minimum. This k-hop clustering algorithm can
be extended to a multi-level hierarchy [51,83], suitable for larger scale networks.
Furthermore, a novel k-hop routing overhead analysis model, compatible to 1-
hop clustering, is presented in this paper. Using the overhead model, we illustrate
the relationship between k-hop cluster density and routing overhead. It shows that
the minimum routing overhead for k-hop clustering routing scheme can be achieved
as along as an optimal k-hop cluster density is satisfied. This strategy is one of the
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keys to deal with large-scale wireless networks, where minimum routing overhead
is critical.
The advantages of AdpKHop are: (1) It is supportable for both 1-hop and k-hop
clustering; (2) To choose the optimal CH, AdpKHop does not utilise any location-
aided system (e.g., GPS) to obtain node speed or relative movement distance, but
only the recorded routing table information. Note that some previous research, such
as MOBIC and MobDHop, employs signal strength from a relative location-aided
system to measure relative movement, though it is GPS-free; (3) The formation of
k-hop clusters does not require flooding packets to the whole network; (4) Optimal
cluster density can be maintained by optimally setting merging threshold, in order
to achieve minimum cluster routing overhead.
The remainder of this chapter is organised as follows. We present an overview
of clustering algorithms proposed for MANETs in Section 6.2. Next, the two CH
selection criteria of AdpKHop are presented in Section 6.3. In Section 6.4, we
introduce the formation of k-hop clusters. Section 6.5 investigates choice of cluster
merging threshold with respect to expected number of k-hop clusters. We further
investigate optimal cluster density of k-hop clustering in Section 6.6. Section 6.7
discusses our simulation results and analysis. Finally, we conclude in Section 6.8.
6.2 Overview of Clustering Algorithms
Management of MANETs generally consists of two approaches. The first is to
organise a network with a flat hierarchy which can be implemented via proactive
or on-demand routing. However, for large-scale wireless ad hoc networks, these
routing strategies suffer either high control overhead or high propagation latency.
The second approach is to divide the mobile nodes into clusters. Organising a
large network into a hierarchical structure can improve management efficiency, even
for a wired network such as the Internet. To do this, backbones are constructed
to connect all clusters together, making a large network appear smaller and less
dynamic. However, 1-hop clustering may generate a large number of CHs, leading
to high overhead and propagation latency as in the first approach mentioned above.
On the other hand, k-hop clustering is likely to be more efficient for large-scale
MANETs.
The Lowest-ID clustering algorithm is one of the most well-known 1-hop clus-
tering schemes, introduced by Ephremides et al. [27]. In Lowest-ID, each node is
assigned an ID and broadcasts a list of IDs of nodes that it can hear (including
itself). A node which only hears nodes with a ID higher than its own is a CH.
A CH which hears any node with a lower ID than its own gives up its role as
CH to the lower ID node. A node which can hear two or more CHs is a gateway.
Otherwise, a node is an ordinary node. Therefore, a CH is directly linked to other
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nodes which are at most two hops away; no CHs are directly linked. Another 1-hop
algorithm, the Highest-Connectivity cluster algorithm, selects a node as a CH if it
is the most highly connected node of all its “uncovered” neighbour nodes (in case
of a tie, lowest ID prevails [33]).
The most important criterion for clustering algorithms is stability. Frequent
CH changes adversely affect the performance of functions such as scheduling and
allocation which originate at the CH. Lowest-ID is modified by the Least Cluster
Change (LCC) algorithm in [33], where only two conditions cause the CH to change.
One is when two CHs come within range of each other, and the other is when a
node becomes disconnected from any other cluster and must become its own CH.
In [12], a weight-based clustering algorithm, MOBIC, which is similar to LCC,
is proposed. Instead of node ID, MOBIC uses a new mobility metric, Aggregate
Local Mobility (ALM), to elect a CH. The ratio between the received power levels
of successive transmissions between a pair of nodes is used to compute the relative
mobility between neighbouring nodes, which determines the ALM of each node.
The above 1-hop cluster algorithms are not suitable for large, sparse MANETs,
since they may form a large number of clusters. A k-cluster was defined by Kim
et al. [48] as the set of all nodes at most k hops away from a given node, referred
to as the CH of the k-cluster. A variant of the k-hop Lowest-ID scheme was
proposed in [5], which showed that the minimum k-hop dominating set problem is
NP-complete. However, in their scheme clusters are formed heuristically without
taking node mobility and their mobility pattern into consideration.
McDonald and Znati [61] designed a clustering algorithm that adaptively changes
its clustering criteria based on the current mobility of nodes in the network. Cluster
membership is determined by the path availabilities between all cluster members
over time. The limitation is that the path availability is an intermittent metric and
that there is no mechanism for choosing a CH in this algorithm.
Given GPS information for every node, Sivavakeesar et al. [86] proposed an
Associativity-based Clustering algorithm, which is implemented via virtual-clusters.
The idea is that a geographical area is divided into equal regions of circular shape,
and that each node should have a complete picture of the geographic locations of
these virtual-clusters and their corresponding centroid. Cluster members can be
up to k hops away from the CH.
Er et al. [28] proposed a mobility-based k-hop clustering algorithm (MobDHop).
Nodes which have similar moving patterns are grouped into k-hop clusters. Like
using a simplified or modified location system, the ratio between the received power
levels of successive transmissions between a pair of nodes is measured to compute
the relative mobility between neighbouring nodes. The CH selection criteria in [28]
does not take the distance between the cluster topology centre and the CH into
account, though the CH has low mobility compared to other cluster members.
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6.3 Clusterhead Selection Metrics
The design of our AdpKHop clustering scheme consists of two stages: CH selection
and cluster formation. In this section, we introduce our novel CH selection metrics,
which are intended to keep a cluster topology as stable as possible. The selected
CH will not only have lower mobility than other nodes in the cluster, but will also
be close to the cluster topology centre. Therefore, CH changes are further reduced,
when network topology change occurs. This also helps to maintain traffic load
balance. Both of the CH election metrics introduced in this section support k-hop
clustering, with 1-hop clustering as a special case.
The clustering metrics proposed in this chapter do not utilise node velocity
requiring the availability of absolute location information (e.g. GPS) at a node, or
a relative location-aided system using signal strength measurements, as in previous
k-hop schemes [28,86]. For our two CH selection metrics, we utilise only link status
information within a given cluster and recorded link durations.
In our clustering scheme, every node in the cluster maintains only partial topol-
ogy information of the network. Therefore, in a given cluster, table-driven routing
can be used to supply internal routing information. We make the following as-
sumptions in developing the AdpKHop clustering algorithm.
1. Periodic HELLO message is sent to neighbouring nodes. Any two neighbour-
ing nodes are connected by a bi-directional link.
2. Every node maintains its own routing table, recording all active links in its
cluster.
3. For every link, each node records the time when the link is first up and when
the link goes down.
Assumption 2 implies that every node has a link routing table rather than a path
routing table.
6.3.1 Clusterhead Selection Based on NALD
Link duration is a good indicator of routing protocol performance, and it is com-
putable in a distributed environment without global network knowledge [16]. Our
analysis in Chapter 2 of expected link duration E{D} and the simulation results
in [8, 9] for four mobility models have shown:
E{D} ∝ r
vmax
(6.1)
where r is the transmission range and vmax is the maximum node speed. Equation
(6.1) illustrates that the link duration is generally proportional to transmission
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range and inversely proportional to node speed. According to this property, we
conclude that a node has relatively lower mobility if its link durations to neighbour
nodes are longer.
Given that a link between a node pair, X and Y , has been up and down nup
times, if the link duration of the ith period of connection is recorded as DXY (i)
(according to Assumption 3), the average link duration of this link is:
DXY =
∑nup
i=1DXY (i)
nup
. (6.2)
If an arbitrary node X is surrounded by m neighbour nodes, the Node Average
Link Duration (NALD) of this node X is
ηX =
∑m
Y=1DXY
m
. (6.3)
As link duration is inversely proportional to node speed, a node that has a higher
NALD than its neighbours is relatively stable compared to them. Therefore, this
node is more likely to be selected as the CH in a 1-hop cluster.
Remark 6.3.1
In a 1-hop cluster, the node with the highest NALD metric and, by implication
the lowest mobility, should be selected as the CH in order to maximise the cluster
stability.
However, for a k-hop cluster, the NALD metric is not enough, since it is also
highly desirable to select a CH which is located near to the cluster centre, to balance
traffic load and further reduce the probability of CH changes.
In a k-hop cluster, let an arbitrary node be X, and another node be Yi. Based
on the link routing table (according to Assumption 2), we can employ the Breadth
First Search (BFS) algorithm [24] to calculate the shortest path length between
them, denoted as dXYi . If there are N + 1 nodes in the cluster, including X, then
the Maximum Radius of node X is defined as:
dmax(X) = max
i∈{1,2,··· ,N}
dXYi . (6.4)
Figure 6.1 illustrates an example of choosing a CH. We can see that the node, S,
located at the cluster centre, has the shortest path length (in number of hops) to
other nodes. That is, a node close to the cluster centre has a shorter Maximum
Radius, but a node located at the edge of the cluster has a longer Maximum Radius.
For example, in Fig. 6.1, the Maximum Radius of node S is 2, but is 4 for node E.
Remark 6.3.2
In a k-hop cluster, any node which has the shortest Maximum Radius, is likely to
be located near the centre of the cluster.
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Figure 6.1: k-hop CH selection metric ΩX from (6.5), based on Node Average Link
Duration from (6.3) and Maximum Radius from (6.4).
Combining the NALD and the Maximum Radius, we obtain the CH selection
metric which is,
ΩX =
ηX
dmax(X)
. (6.5)
That is, we choose the CH selection criterion, ΩX , to be proportional to the Node
Average Link Duration, and inversely proportional to the Maximum Radius. Equa-
tion (6.5) aims to ensure that the resulting clusters are stable, and that the traffic
load in the resulting clusters is balanced. The format of the HELLO message (ac-
cording to Assumption 1), is modified to include the clustering metric ΩX , so that
any node is made aware of its neighbours’ ΩX values via the HELLO messages.
So, ΩX information can be exchanged among all nodes in the cluster via HELLO
messages.
Remark 6.3.3
In a k-hop cluster, the node with the highest value of the clustering metric ΩX is
selected as the CH.
6.3.2 Clusterhead Selection Based on NAPC
In this section we introduce another heuristic CH selection metric, ΓX , which tries
to more efficiently utilise the routing table information.
Considering the average link duration DXY for a link between node X and node
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Y , we define the link cost between the node pair as:
WL(XY ) = 1/DXY , (6.6)
where WL(XY ) can also be understood as the weight for this link, in terms of the
Dijkstra graph search algorithm [24]. If every link in a cluster is weighted by the
link cost, any node X can employ Dijkstra’s algorithm to calculate the path cost
to any other node Yi, denoted as WP (XYi), which is equal to the sum of the link
costs for all links along the path. The Node Average Path Cost (NAPC) of
node X is:
WP (X) =
∑nC
i=1WL(XYi)
nC
, (6.7)
where nC is the number of other nodes in the cluster. Combining the NAPC and
the Maximum Radius, we obtain the modified CH selection metric, ΓX :
ΓX =
1
WP (X)dmax(X)
, (6.8)
where dmax(X) is the Maximum Radius of node X. The utilisation of ΓX is as a
CH selection criterion, is shown in Fig. 6.2.
Figure 6.2: k-Hop CH selection metric, ΓX , from (6.8) based on Node Average
Path Cost from (6.7) and Maximum Radius from (6.4) .
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6.3.3 Comparison of the Two Metrics
The clustering metric, ΩX , is simple to implement as it does not involve extra
control overhead to broadcast the link cost information in a cluster. However, in
some specific scenarios, a node which is at the edge of a cluster might be mistakenly
chosen as the CH. For example in Fig. 6.2, node E is located at the cluster edge
with a large NALD value of 100. If it happens that E has no neighbour nodes from
any other cluster, it may be elected as CH, even though it also has a large Maximum
Radius. The modified metric, ΓX , avoids such problem, but it involves extra routing
overhead to broadcast the link cost message and is more computationally complex
than ΩX .
In this section we have introduced two k-hop CH selection metrics. In the next
section we will discuss how to adaptively organise clusters based on the metrics ΩX
and ΓX .
6.4 Cluster Formation Mechanism
This section presents our heuristic AdpKHop clustering scheme for forming k-hop
clusters. The formation operation can be divided into three phases: a 1-hop cluster
discovery phase, a k-hop cluster merging phase and a cluster maintenance phase.
This work is partly based on the routing group concept but, what makes this
proposal different from other related work is that the size of the k-hop cluster is
adaptive to node mobility. That is, a lower mobility CH can maintain a larger
cluster, and cluster size in a lower mobility network tends to be larger than that in
a higher mobility network. Furthermore, our heuristic clustering scheme is solely
based on recorded routing information, without any location information to esti-
mate node velocity or relative movement.
6.4.1 1-Hop Cluster Discovery Phase
The first priority for every node in the initialisation phase is to obtain its own NALD
metric and its neighbours’ NALDs. Every node that is running the AdpKHop
clustering protocol periodically sends out HELLO messages, including at least its
NALD value (initialised to 0 at the beginning of the formation operation) and
its source address ID. The HELLO messages are broadcast messages that have a
Time-to-Live (TTL) value of one, so they are not forwarded by neighbour nodes.
Thus, every node is aware of its own NALD value and those of its neighbours. So,
the algorithm is executed in a distributed manner.
After a warm-up period, which is set to a system parameter, if a node is found
to have the largest NALD among all of its neighbours, it declares itself to be a
CH, otherwise it declares itself to be a cluster member. If a cluster member is
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Figure 6.3: Illustration of the 1-hop cluster discovery phase. Square: CH; Circle:
cluster member. There are eleven 1-hop clusters in this figure.
able to hear HELLO messages from a node from another cluster, then it becomes
a gateway node. If two neighbouring nodes have the same value of NALD, the
Lowest-ID criterion is used. AdpKHop follows the principle of LCC [33] with
respect to change of CH. That is, re-clustering is triggered only when two CHs
become neighbours.
Figure 6.3 illustrates that this 1-hop cluster discovery leads to the formation
of clusters which are at most two hops in diameter, and that cluster members are
1-hop away from their CH. The selected CH has the highest NALD value in its
cluster.
6.4.2 k-Hop Cluster Merging Phase
Two clusters are said to be “neighbouring” if they have at least one common gate-
way node. Neighbouring 1-hop clusters have the potential to merge to form a
combined larger cluster. The idea is that every node maintains its NALD, Maxi-
mum Radius and ΩX according to its routing table, which can be updated upon
receiving periodic HELLO messages. Note that we use ΩX here, but using ΓX fol-
lows the same principle. If a CH’s ΩX is larger than a threshold, ΩThreshold, this CH
will declare that it is eligible for merging in its HELLO messages. This informa-
tion will be received by all members in its cluster. If two neighbouring clusters are
simultaneously eligible for merging, the merging process is triggered by a common
gateway node.
Once two 1-hop clusters merge to a k-hop cluster, the node with the highest ΩX
will be elected as new CH. If the new CH’s ΩX is still higher than ΩThreshold, the
new CH now declares that it is eligible for merging.The merging process is repeated
until the CH’s ΩX is less than ΩThreshold.
The merging process is illustrated in Fig. 6.4. We observe that given a smaller
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(a) Merging threshold: 15
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Figure 6.4: Merging Mechanism. Square: CH; Circle: cluster member.
ΩThreshold (e.g., ΩThreshold = 15 in Fig. 6.4(a)), the merging process will be repeated
more times than that in Fig. 6.4(b). It also verifies that the metric of the CH is
inversely proportional to the size of the cluster, since the Maximum Radius will
naturally increase upon merging. Therefore, the metric of the new CH is smaller
than its predecessors’. If it is so small that it is less than ΩThreshold, the newly
formed cluster remains unchanged.
6.4.3 Maintenance Phase
During the maintenance phase new nodes may join the k-hop cluster while existing
members may leave. It is easy to detect nodes that have left the cluster via the
HELLO message based neighbour monitoring. Correspondingly, new nodes are
detected when they start to send HELLO messages. If a new node has neighbours
which are located in different clusters, this node will join the cluster whose CH has
the highest ΩX .
6.5 Merging Threshold versus Expected Number
of k-Hop Clusters
6.5.1 Cluster Density for 1-Hop Clustering
Using a cluster merging mechanism, k-Hop clusters can be constructed from 1-hop
clusters. To analyse the ΩThreshold setting, we start with the 1-hop CH density
problem, which has been investigated by Bettstetter in [14, 104], where following
three rules:
• every ordinary node has at least one CH as its neighbour;
• every ordinary node is affiliated with exactly one CH, namely the neighbour-
ing CH that has the largest weight;
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• clusterheads must not be neighbours to each other.
Consider n nodes i.i.d. in a network on an area of size A, with the expected number
of clusters, E{CH}. Let ρc denote the 1-hop CH density, i.e. the expected number
of CHs per unit area, and ρ denote the node density, given by ρc =
E{CH}
A
and
ρ = n
A
, respectively.
Based on observation, the probability that a randomly chosen node is a clus-
terhead, is given by regression function [14]
P (CH) =
E{CH}
n
=
ρc
ρ
=
1
1 + µd/2
, (6.9)
where µd denotes the expected number of neighbours of a node. Hence, the ex-
pected number of CHs is
E{CH} = nρc
ρ
=
n
1 + µd/2
. (6.10)
Given a bounded network area (e.g., an a×a square) with n nodes and transmission
range r, the expected node degree µd [14] is,
µd = n
r2pi
a2
(
1− 8r
3pia
+
r2
2pia2
)
. (6.11)
Substituting a =
√
n
ρ
, we rewrite (6.11) as:
µd = r
2ρ
(
pi − 8r
3
√
ρ
n
+
r2ρ
2n
)
. (6.12)
With respect to the above three rules, these equations are also valid for our
1-hop AdpKHop-NALD scheme. Figure 6.5 shows that the equation (6.10) closely
matches the simulated results, utilising our AdpKHop-NALD scheme.
Note that the derivation of a mathematical expression of expected number of
CHs is an open problem, even for 1-hop clustering. The mathematically derived
lower bound [14,97], given by
⌈
1
33/2
(2a
2
r2
+ a
r
)
⌉
, is a rough approximation.
6.5.2 Cluster Density for k-Hop Clustering Based on Sim-
ulation
Since k-hop clusters are formed by merging 1-hop clusters, the expected number
of k-hop CHs using the AdpKHop algorithm, E{CHk}, is mainly determined by
the value of the merging threshold, ΩThreshold. That is, the E{CHk} is a function
of ΩThreshold.
Knowing the expected number of clusters in a random network topology, the
probability that a randomly chosen node is a CH for k-hop clustering, can be
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Figure 6.5: Average number of CHs on a × a area for 1-hop clustering. The
calculated E{CH} is from (6.10).
readily derived [14].
P (CHk) =
E{CHk}
n
=
ρc
ρ
(6.13)
In order to illustrate the relationship between E{CHk} and ΩThreshold, we first
take a simulation-based approach to study this problem for a random mobility
model.
The simulation environment is: (1) n nodes are uniformly placed in a network
area on a square area of size A = a× a, then moved according to a Random Walk
Mobility model; (2) for an arbitrary node i with mean speed V i, its node speed
is uniformly distributed within [0, 2V i], and the mean value of all node speeds in
the network is uniformly distributed in [0, V max], so that every node has a different
mean node speed; (3) all nodes have the same transmission range r.
Figure 6.6 shows a comparison of the expected number of CHs in 1-hop and
k-hop clustering using the AdpKHop algorithm. E{CH} for 1-hop clustering (prior
to merging) is the upper bound of E{CHk} for k-hop clustering. E{CHk} increases
with increasing merging threshold ΩThreshold. As ΩThreshold increases, E{CHk}
approaches E{CH}, since the possibility of merging decreases. If the threshold
ΩThreshold is small enough, all 1-hop clusters will be merged into one very large k-
hop cluster, given reasonably high node density. The simulation results also show
that the link duration between any pair of nodes is exponentially distributed while
the PDF of NALD of CHs can be approximately estimated as a Rayleigh distribu-
tion. Since the selected CH generally has lower mobility than the ordinary nodes,
we can see that the mean NALD of CHs is greater than the mean link duration
between pairs of nodes.
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Figure 6.6: Comparison of expected number of CHs between 1-hop clustering and
k-hop clustering, where r = 0.2a, n = 100 and V max = 0.2a. The calculated
E{CH} is from (6.10).
6.5.3 Analysis of Cluster Density for k-Hop Clustering
Given the expected number of CHs for 1-hop clustering in (6.10), we further in-
vestigate the relationship between the expected number of k-hop clusters and ΩX .
The analysis is in two steps. We first illustrate how many 1-hop potential clusters
exist, that is, the 1-hop CHs’ NALDs are more than ΩX . Regarding ΩX , the key
to our calculation is to derive the distribution of NALD. Then, we estimate the ex-
pected number of the merged k-hop clusters, based on the number of the potential
clusters.
Expected Network Link Duration
Given an pair of arbitrary nodes i and j, let their mean speed be V i and V j. Based
on the analytical calculation (3.34), the expected link duration between them is
derived as:
E{Dij} =
−V 2i − V 2j − 2V iV j + 24rV i + 24rV j
24(V
2
i + V
2
j)
. (6.14)
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Since the mean value of node speeds is uniformly distributed in [0, V max], the PDF
of the mean speed of arbitrary node i is fV i =
1
V max
. The expected link duration
of the network is given by,
E{D} =
∫ V max
0
∫ V max
0
E{Dij}fV ifV jdV idV j
=
∫ V max
0
∫ V max
0
−V 2i − V 2j − 2V iV j + 24rV i + 24rV j
24(V
2
i + V
2
j)
1
V max
1
V max
dV idV j
=
(24r − V max)
[
ln(V
2
max) + 2 ln(2)− 2 ln(V max)
]
+ 24rpi − 2V max
48V max
. (6.15)
NALD of Cluster Member
Recall from Section 3.3 that the link duration between any pair of nodes in the
Random Walk Mobility model is exponentially distributed. So, we can assume that
every node’s link duration is exponentially distributed with mean E{D}. Given an
arbitrary node with, on average, µd neighbouring nodes, the NALD of this node,
η, is the sum of the µd link durations divided by µd. We can write the PDF of the
NALD as [70]:
f(η) =
µµdd λ
µd
(µd − 1)!η
µd−1e−µdλη. (6.16)
Hence, the CDF is
F (η) =
(µdλη)
− 1
2
µde−
1
2
µdλη
µd
µ2dλ(1 + µd)
[
µdλη
µdWhittakerM(
µd
2
,
µd + 1
2
, µdλη
µd)
+ (µd + 1)η
µd−1WhittakerM(
µd + 2
2
,
µd + 1
2
, µdλη
µd)
]
, (6.17)
where λ = 1
E{D} , and WhittakerM is the Whittaker Function [3].
Expected NALD of the CHs
Prior to merging, the CH for 1-hop clustering is the node which has the maximum
NALD in a cluster. Since every cluster on average has µd/2 + 1 nodes, consisting
of µd/2 member nodes and one CH, the CDF of NALD for CHs, which has the
maximum NALD among the µd/2 + 1 nodes, can be written as [70]
F (ηCH) = F (η)
µd/2+1, (6.18)
where ηCH is the NALD of the CHs. From the CDF, we can derive the expected
value of the NALD of the CH, E{ηCH}.
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Distribution of NALD of the CHs
The CDF function in (6.18) only valid for our simplified model, where we have
assumed that the number of nodes in a cluster and the number of neighbours for
each node are constant and equal to expected values, and that the link duration of
every node is exponentially distributed with mean E{Dij}. Following the simula-
tion results in Fig. 6.7(a) and Fig. 6.7(b), we approximate the PDF of the NALD
of the CHs as a Rayleigh distribution, which is
f(ηCH) =
ηCH
σ2
e−η
2
CH/2σ
2
, (6.19)
where σ = E{ηCH}
√
2
pi
.
Probability that the NALD of the CHs is greater than ΩThreshold
Using the Rayleigh distribution in (6.19), we can readily derive the probability that
the NALD of the CHs is larger than the merging threshold, given by,
P(NALDCH > ΩThreshold) = 1− F (ΩThreshold)
= e−Ω
2
Threshold/2σ
2
= e−piΩ
2
Threshold/4E{ηCH}2 . (6.20)
Expected Number of Potential Merging CHs
Given n nodes in a network, the expected number of potential merging 1-hop
clusters is,
E{CHP} = nP(NALDCH > ΩThreshold) = ne−
piΩ2Threshold
4E{ηCH}2 . (6.21)
Expected NALD of Potential Merging CH
Since the NALD of a potential merging CH is larger than the merging threshold,
the conditional distribution is,
f(ηCH |ηCH > ΩThreshold) = f(ηCH)
1− F (ΩThreshold) =
ηCH
σ2
e−pi(η
2
CH−Ω2Threshold)/4E{ηCH}2 .
(6.22)
Using the PDF in (6.22), we can derive the expected value E{ηCH |ηCH > ΩThreshold},
which is greater than the given threshold, ΩThreshold.
Expected Number of k-Hop CHs
Consider a network with the number of 1-hop clusters, E{CH} . Among the 1-hop
clusters, only those CHs which have higher NALD than ΩThreshold have potential for
merging. The expected number of the unchanged clusters are E{CH} −E{CHP}.
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We suppose that the E{CHP} potential clusters will merge to E{CHM} clusters,
which can be approximated as:
E{CHM} = E{CHP} ΩThreshold
E{ηCH |ηCH > ΩThreshold} . (6.23)
Therefore, from (6.10), (6.21) and (6.23) the expected number of k-hop clusters is
given by
E{CHk} = E{CH} − E{CHP}+ E{CHM} (6.24)
=
n
1 + µd/2
− ne−
piΩ2Threshold
4E{ηCH}2
(
1− ΩThreshold
E{ηCH |ηCH > ΩThreshold}
)
.
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Figure 6.7: Expected number of CHs for 1-hop and k-hop clustering. The calculated
values are from (6.10) and (6.24).
Figure (6.7) illustrates that our solution of the expected E{CHk} for k-hop
clustering agrees well with the simulated results, for a range of different scenarios,
such as different node density, transmission range and node mobility. We can
readily observe the following cases:
• If ΩThreshold = ∞, there is no merging process. Specifically, if the merging
threshold is so large that ΩThreshold ≥ 2E{D}, there is almost no merging
process. In this case, E{CHk} for k-hop clustering is equal to E{CH} for
1-hop clustering.
• If ΩThreshold = 0, all 1-hop clusters will merge to one large cluster.
Most importantly, we need to notice that the expected number of k-hop clusters
E{CHk} is also a function of E{D}. In other words, it is adaptive to node speed
and transmission range. Given a fixed merging threshold ΩThreshold, the lower the
mobility of a CH is, the larger cluster size it can handle, and vice versa. Therefore,
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apart from keeping the cluster stable, another merit of our AdpKHop clustering
algorithm is that it is suitable for networks with varying and varied mobility char-
acteristics.
6.6 Optimal Cluster Density of k-Hop Clustering
One of the main aims of clustering is to reduce routing overhead in MANETs. For
a large-scale network, 1-hop clustering may not be so effective nor efficient because
it is similar to flat hierarchy routing. However, if the size of a k-hop cluster is too
large (e.g., the network contains only a small number of very large clusters), we
again have mostly flat hierarchy routing because much of the communication will
be within a large cluster, similarly to an individual network. In order to resolve
this dilemma, it is desirable to investigate the optimal cluster density for the k-
hop clustering algorithm. Based on analysis of routing control overhead, in this
section we will show that an optimal k-hop cluster density does exist, if a reasonable
clustering routing protocol is provided.
Sucec and Marsic in [89, 90] have assessed control overhead due to hierarchy
routing for a multi-level clustering algorithm. They conclude that the number
of control packet transmissions per second per node is O(log n). Also, Er [29]
compares the clustering overhead of several clustering schemes such as MobDHop
[28], Max-Min [5], Lowest-ID [56], Highest Connectivity Clustering (HCC) [33]
and DMAC [11], based on Knuth’s big-O notation [24]. Recently, a more practical
routing overhead analysis method for 1-hop clustering algorithms was introduced
by Xue [104]. One of the limitations of Xue’s argument is that too frequent flooding
causes large overhead in maintaining intra-cluster routing tables. To the best
knowledge of the author, there has been little other published work that assesses
analytically the routing overhead incurred in hierarchical routing.
Our control overhead analysis focusses on k-hop clustering, for which 1-hop
clustering is a special case. Our analysis model is based on a more efficient flooding
protocol than previous work [104]. We illustrate for the first time, that an optimal
k-hop cluster density can exist if given a reasonable flooding mechanism within
the clustering algorithm. We use the Random Walk Mobility Model which is more
sophisticated than the Bounded Constant Velocity (BCV) Mobility Model used
in [104]. The analysis in this section shows that the control overhead is determined
by a number of network parameters such as network size, radio transmission range,
node mobility and node density.
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6.6.1 Link Change Rate Mobility Metric
In Section 2.4.1, we discussed the calculation of link change rate. Here, we give
more detail about the link change rate in terms of different node velocity settings
for the Random Walk Mobility Model.
Recall from (2.25) that, the link generation rate, λgen, and the link break rate,
λbrk, are given by λgen = λbrk =
λc
2
= µd
2E{D} =
pir2ρ
2E{D} , where λc is the link change
rate.
LCR in Random Walk for Constant Node Speed
If the node speeds of all nodes are a constant, v, the relative movement between a
pair of nodes is v
√
2− 2 cos θ in the RWMM, where θ is the angle of the relative
node speed. As a mobile node is travelling, with transmission range r, its circular
communication region sweeps the network with a rate 2rv
√
2− 2 cos θ [23]. The
LCR is given by
λc =
∫ pi
0
2ρrv
√
2− 2 cos θdθ = 8ρrv
pi
. (6.25)
Hence, the expected link duration is
E{D} = pir
2ρ
λc
=
pi2r
8v
. (6.26)
LCR in Random Walk for Variable Node Speed
Recall from (3.34) that the link duration can be approximated as v(12r−v)
9(v2+σ2v)
, if node
speeds are variables with the same mean, v. In this case, the LCR can be rewritten
as:
λc =
pir2ρ
E{D} ≈
9pir2ρ(v2 + σ2v)
v(12r − v) . (6.27)
Further, if the mean speeds are not the same, but uniformly distributed in the
interval [0, V max], the network link duration can be approximated in (6.15). We
can estimate the LCR as:
λc =
pir2ρ
E{D} ≈
48V maxpir
2ρ
(24r − V max)(ln(V 2max) + 2 ln(2)− 2 ln(V max)) + 24rpi − 2V max
.
(6.28)
Using the above derived link change rate in terms of different mobility assumptions
in random walk mobility, we will investigate routing overhead, which is a function
of a range of network parameters. In particular, the control overhead is a convex
function of cluster density ρc, determined by the cluster probability PCHk or the
expected number of CHs E{CHk}.
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6.6.2 Analysis of k-Hop Clustering Algorithm Routing Over-
head
Generally, among different clustering schemes and protocols, three types of routing
control overhead are used to organise and update cluster routing information [104].
We consider the following control messages:
• Periodic HELLO messages to neighbour nodes, for every node to determine
its link changes;
• Control messages for cluster maintenance, to maintain backbone routes among
CHs, dealing with CH changes and the updating of cluster membership; and
• Control messages for intra-cluster routing when links change, for every node
to maintain a routing-table of its corresponding cluster.
Therefore, the control overhead mainly consists of HELLO, CLUSTER, and LINK
CHANGE routing packets.
The major differences between this routing overhead, and the previous work
in [104] are:
• considering the control overhead for k-hop clustering with 1-hop clustering
as a special case;
• dramatically reducing the number of LINK CHANGE overhead flooding pack-
ets by a modified broadcasting mechanism for the intra-cluster routing table;
• triggering flooding packets for CLUSTER messages to the whole network if
the role of a CH is changed, in order to maintain backbone routes among
CHs; and
• using the Random Walk Mobility model, while the Bounded Constant Veloc-
ity Mobility model is only a simplified model.
In the following, we will demonstrate that routing overhead is a convex function of
cluster density. Based on this property, we will derive the optimal cluster density.
HELLO Overhead
Taking into consideration the number of expected link changes for an arbitrary
node, the frequency of the HELLO messages generated by each node should be
equal to at least the link generation rate of the network. This metric is related to
the network parameters link duration and node density, where the link duration is
determined by node mobility and transmission range. Considering the frequency
of newly formed links, from (2.25), we have
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fhello = λgen =
λc
2
=
µd
2E{D} , (6.29)
where λc can be substituted by (6.25), (6.27) and (6.28), with respect to constant
node speed and variable node speed in the RWMM.
CLUSTER Overhead
To maintain proper cluster structure, CHs must not be neighbours according to
clustering algorithms, such as LID [27], LCC [21], DMAC [11,14], MOBIC [12] and
MobDHop [28] etc. Once two CHs have an active link between them, one of them
must give up its CH role. For example, in the LID algorithm, a CH with higher ID
must defer to one with a lower ID; in our AdpKHop algorithm, the CH with lower
clustering metric ΩX must give up its CH role.
In a network with n nodes, the expected number of clusters is E{CHk} =
nP (CHk). The link generation rate between two CHs can be determined from
(6.29) as:
λgen(CHk) =
µ′d
2E{D} , (6.30)
where the expected CH degree µ′d, similarly to the expected node degree µd in
(6.11), is
µ′d = nP (CHk)
r2pi
a2
(1− 8r
3pia
+
r2
2pia2
) = P (CHk)µd. (6.31)
Hence, we obtain
λgen(CHk) = P (CHk)λgen. (6.32)
Since there are nP (CHk) clusters and the CH change information will be flooded
throughout the network to maintain the backbone routes among CHs, the number
of flooding packets is given by
nP (CHk)
nµd
2
λgen(CHk), (6.33)
where nµd
2
is the total number of links for the entire network. For every node, the
rate of CLUSTER messages sent from each node per unit time is:
fcluster =
nµd
2
P (CHk)λgen(CHk) =
nµd
2
P (CHk)
2λgen. (6.34)
LINK CHANGE Overhead
The major merit of cluster-based routing is that only partial topology information
of the network is maintained at any node. This is because it is remarkably resource-
consuming to keep global routing information of the entire network, particularly
for a large-scale network. That is, the control overhead can be reduced by cluster-
based routing, as each mobile node maintains a routing table only for its own
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cluster, using a proactive routing strategy.
In order to maintain the intra-cluster routing tables, link change information
can be immediately broadcast within the cluster whenever a link change occurs.
The routing overhead is reasonably low for 1-hop clustering, given low node density
and low node mobility. However, the flooding overhead will increase dramatically
for a k-hop strategy due to the larger cluster sizes. To keep the flooding packets
to an acceptable level, we propose to only allow the CH to initiate flooding. This
is implemented in two steps:
• Link changes are only allowed to be forwarded to the CH;
• The CH periodically broadcasts the reported link changes with a frequency
commensurate with the link change rate.
Number of Links per Cluster: In a network, there are, on average, nµd/2 links.
So, the average number of links in each cluster is, from (6.13)
nµd
2E{CHk} =
µd
2P (CHk)
. (6.35)
Link Changes per Cluster: In a cluster, the expected number of nodes is:
n
E{CHk} =
1
P (CHk)
, (6.36)
where the number of link changes per time unit is,
λc
P (CHk)
. (6.37)
Link Change Indicator Packets per Cluster: These link changes will be reported
to the CH by the two nodes involved in the changed link. The average hop length
from a cluster member to the CH is proportional to the cluster size. Since there
are, on average, 1 + µd/2 nodes in a 1-hop cluster [14], the number of the link
change indicator packets for a k-hop cluster is
2
λc
P (CHk)
1/P (CHk)
1 + µd/2
. (6.38)
Using flooding, the CH updates the routing tables of the nodes in the cluster, via
every link. The update is periodically broadcast at a rate commensurate with the
link change rate, λc. Therefore, the number of flooding packets per time unit is
estimated as:
µdλc
2P (CHk)
. (6.39)
Taking both the link change indicator packets and the CH flooding packets into
account, from (6.38) and (6.39), we find that the total number of link change
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maintenance packets per unit time, is
2
λc
P (CHk)
1/P (CHk)
1 + µd/2
+
µdλc
2P (CHk)
. (6.40)
Hence, the rate of routing packets per node per unit time is given by
froute =
2λc
P (CHk)
1
1 + µd/2
+
µdλc
2
. (6.41)
Total Control Overhead
Combining the above analysis of k-hop clustering, the total control overhead rate
per node per unit time can be calculated as:
foverhead = fhello + fcluster + froute
= λgen +
nµd
2
P (CHk)
2λgen +
2λc
P (CHk)
1
1 + µd/2
+
µdλc
2
= λc
[
1 + µd
2
+
nµd
4
P (CHk)
2 +
4
P (CHk)(2 + µd)
]
. (6.42)
By using (2.25) in the bounded network environment, foverhead can be rewritten as:
foverhead =
µd
E{D}
[
1 + µd
2
+
nµd
4
P (CHk)
2 +
4
P (CHk)(2 + µd)
]
. (6.43)
Apart from the expected node degree µd and the CH probability P (CHk), the
total routing overhead is proportional to the link change rate of the network; it is
inversely proportional to the average link duration (determined by node mobility
and transmission range).
foverhead is plotted in Fig. 6.8. It is easy to verify that the total control overhead
rate foverhead is a convex function of P (CHk). Therefore, the minimum control
overhead rate is achieved where the derivative of foverhead is equal to 0. Since
P (CHk) must be in the interval (0, 1), we can readily derive its optimal value
P (CHk)opt as:
P (CHk)opt = 2
[
1
nµd(2 + µd)
] 1
3
. (6.44)
Thus, the optimal expected number of CHs is simply given by,
E{CHk}opt = 2
[
n2
µd(2 + µd)
] 1
3
. (6.45)
From (6.45), we make an important observation that the optimal expected
number of CHs does not depend on the link change rate, although the minimum
routing overhead does. Therefore, the optimization of the cluster density can be
carried out regardless of the node mobility of the network. For example, if there
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Figure 6.8: Control routing overhead vs. expected number of clusters for k-hop
clustering. n = 400, a = 1000m and r = 0.15a.
are 400 nodes with transmission range equal to 0.15a in a square area of size
a× a, the optimal number of clusters from (6.45) would be equal to 12 to achieve
minimum routing overhead, no matter what the node speed was. This property
is verified using a Random Walk Mobility model in Fig. 6.8, where mobile nodes
change direction randomly with constant speeds, set to 0.01a, 0.005a and 0.001a
respectively.
In Fig. 6.8, we also observe that the flat hierarchy routing (i.e., E{CHk} = 1)
has the highest routing overhead, which can be reduced by 60.37% using a 1-hop
clustering algorithm. This can be further reduced by 30.24% using k-hop clustering
with the optimal cluster density. However, k-hop clustering is not always better
than 1-hop clustering routing if there are insufficient clusters, as seen in Fig. 6.8(d).
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Summarizing, we conclude the following:
• The routing overhead for a k-hop clustering protocol is proportional to the
link change rate of the network, highly related to node mobility; and it is also
a function of the cluster density and the expected node degree of the network.
• Minimum routing overhead can be achieved with optimal cluster density,
which is independent of the node mobility, but determined by the number
of nodes and the expected node degree of the network.
• The control routing overhead for a flat hierarchy based routing protocol can
be reduced by 1-hop clustering, and further reduced by using k-hop clustering.
To achieve the minimum routing overhead, we choose the optimal threshold of
cluster merging metric Ωopt from E{CHk}opt in our AdpKHop clustering algorithm.
From (6.45) and (6.24), Ωopt can be determined by:
2
[
1
nµd(2 + µd)
] 1
3
=
1
1 + µd/2
− e−piΩ2opt/4E{ηCH}2
(
1− Ωopt
E{ηCH |ηCH > Ωopt}
)
,
(6.46)
where E{ηCH |ηCH > Ωopt} is derived from (6.24) with ΩThreshold replaced by Ωopt.
In this section, through the analysis of link change rate, we have discussed the
control routing overhead problem of k-hop clustering, which is related to a range of
network parameters, such as network size, radio transmission range, node mobility
and node density. We further addressed the optimal cluster density to achieve
minimum routing overhead. In the following section, the analysis in this chapter
will be verified by simulations.
6.7 Simulation Results and Discussions
In this section, we validate the analysis undertaken in this chapter, via simulations.
Firstly, a simple 1-hop case is simulated by comparing the LID and the LCC
clustering schemes to our AdpKHop which uses NALD or NPLD cluster metrics
to choose CHs. Further, we implement our AdpKHop to organize k-hop clusters.
Finally, the control routing overhead calculations are verified by simulations in
terms of a range of network parameters.
The simulations are conducted using the Random Walk Mobility model, though
our AdpKHop algorithm is independent of any mobility model. In the simulations,
initially all nodes are uniformly placed in a square area of a × a m2. Then they
move according to the Random Walk model, where each node changes direction
and node speed after every epoch. Note that in the simulation every node has
different mean node speed in the range (0, V max). In this case, the nodes with
lower mean speed are more likely to be chosen as CHs in the AdpKHop scheme.
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To implement the AdpKHop scheme, each node in the network keeps a data
array and updates it after every epoch to record its cluster information. The data
array includes the cluster metric NALD, cluster metric ΩX , cluster ID, and some
Boolean variables, such as CH status, gateway status and ordinary member status.
These Boolean flags indicate whether a node is a CH, gateway node or just an
ordinary node, respectively.
6.7.1 1-Hop Clustering
Lowest-ID and Least Cluster Change (LCC) are well-known 1-hop clustering algo-
rithms. Figure 6.9 illustrates that our AdpKHop-NALD 1-hop scheme outperforms
both the LID and the LCC for cluster stability in terms of different transmission
ranges. In LCC, only two conditions cause the cluster head to change. One is when
two cluster heads come within range of each other, and the other is when a node
becomes disconnected from any other cluster. However, the cluster stability can be
further improved by using the NALD metric to choose low mobility nodes as CHs.
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Figure 6.9: Cluster stability, in terms of number of CH changes per second, as a
function of transmission range. 50 nodes are simulated in an area 670m × 670m
with V max = 10m/s.
For the purpose of comparison, we have used the simulation setting used in [12,
21]. The simulation was conducted in a area 670m×670m with 50 nodes. The trans-
mission range varies according to the array [10, 20, 50, 100, 125, 150, 175, 200, 225, 250],
corresponding to the array of the expected number of neighbours [0.034, 0.136,
0.819, 3.066, 4.629, 6.435, 8.451, 10.641, 12.974, 15.416]. In Fig. 6.9, we can ob-
serve when transmission range is so low (e.g., 10 or 20m) that it causes unreasonably
low node density. Therefore, the probability of CH change is low due to there be-
ing almost no active links between mobile nodes. In such cases, different strategies
make no difference in terms of cluster stability. The highest CH change rate occurs
when the transmission range is around 50m, i.e., the node density is around 0.8197
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which is less than 1. When the node density is greater than 1 (transmission range
larger than 50m), the number of CH changes decreases as the transmission range
increases, because of the decreasing E{CH}.
6.7.2 Adaptive Properties of AdpKHop
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Figure 6.10: Performance comparison of CHs chosen by cluster metrics and CHs
chosen randomly. ΩX and ΓX are from (6.5) and (6.8), respectively. n = 100,
V max = 20m/s, and a = 1000m.
Since CH changes cause extra routing overhead, good CH selection criteria
should reduce the rate of CH change to maintain a stable clustering topology. In
this experiment, we consider a cluster which is randomly located in a network,
with a virtual cluster centroid. The size of the cluster is determined by its cluster
radius from the centroid, which means the cluster area can be considered as a circle.
Again, the mobile nodes move according to the Random Walk mobility model with
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different mean speeds. We assume that a CH change takes place if a CH moves
out of the the pre-defined cluster area.
Figure 6.10 demonstrates that the CHs chosen via the cluster metrics ΩX or ΓX
are more stable than randomly chosen CHs when n = 100, V ∈ (0, 20m/s), and the
size of network is 1000 × 1000 m2. In Fig. 6.10(a), it can be observed that a CH
chosen via ΩX or ΓX survives much longer than a randomly selected CH, regardless
of cluster radius. The reasons behind this are that the CHs selected via the cluster
metrics are closer to the virtual centroid, as shown in Fig. 6.10(c), and that they
move at a lower node speed, as shown in Fig. 6.10(b). The CHs chosen via ΩX
have lower node speed, but they are slightly farther away from the cluster centroid
than those selected via ΓX . As mentioned in Section 6.3, it is important to note
that the performance improvement is only based on the recorded link connection
information from routing tables, and not aided by any location awareness systems.
6.7.3 Optimal Merging of AdpKHop
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Figure 6.11: Comparison of average number of CHs between different clustering
algorithms. The expected number of 1-hop clusters is from (6.10); the expected
number of optimal k-hop clusters is from (6.45) and (6.46). n = 100, V max =
10m/s, and a = 1000m.
K-hop clusters are formed by merging two or more 1-hop clusters. In our
AdpKHop algorithm, the 1-hop clusters are initially structured using the mobility
metric, NALD. Then, the 1-hop clusters are merged to form k-hop clusters based
on the cluster merging threshold Ωopt, which is determined by the optimal expected
number of CHs, E{CHk}opt, in Eq. (6.45). As previously mentioned, one advantage
of AdpKHop is that the selected CHs have lower mobility which keeps the cluster
topology more stable, reducing routing overhead. The routing overhead can be
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further reduced by using E{CHk}opt, which is independent of node mobility and
transmission range, and can be quickly estimated by the node degree and the
number of nodes in the network. These advantages are essential in a clustering
algorithm for dealing with large-scale MANETs.
It can be observed in Fig. 6.11 that AdpKHop forms fewer clusters than the
Lowest-ID and LCC algorithms in a 100-node MANET for different transmission
ranges, as we expect due to the k-hop clustering structure. The mean node speed
varies in the range of (0, 10m/s) within a 1000× 1000m2 simulation area. We can
also see that there is particularly no difference between Lowest-ID and LCC with
respect to the average number of clusters formed. This is because they follow the
same two general principles that cluster members are only one hop away from the
CH, and that any CH cannot directly hear any other CH.
6.7.4 Optimal k-Hop Cluster Density
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Figure 6.12: Link change rate, link generation rate and link break rate. The
calculated plots are from (6.28) and (2.25) respectively. n = 100, V max = 10m/s,
and a = 1000m.
For k-hop clusters, the control routing overhead is closely related to the cluster
density, based on the expected number of clusters. We first consider the link change
rate, link generate rate and link break rate and see, from Fig. 6.12, that they match
the calculation well, though they are all slightly lower than the calculation, due to
the simulation being conducted in a bounded area. The effect of having a boundary
causes higher link durations and, therefore, smaller link change rates, particularly
for large transmission ranges as shown in Fig. 6.12. We also observe that the link
generation rate and the link break rate are identical, and half of the link change
rate.
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Figure 6.13: Optimal cluster density versus node speed, transmission range and
the number of nodes. The calculated foverhead is from (6.43), and the calculated
E{CHk}opt is from (6.45).
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(6.43) and (6.45). n = 100, V max = 10m/s, and a = 1000m.
In terms of the control routing overhead rate, Figure 6.13 illustrates the rela-
tionship between the optimal cluster density and other network parameters, such
as node speed, transmission range and the number of nodes in the network. We
can see that the control overhead using 1-hop clustering (e.g. E{CHk} = 16 in
Fig. 6.13(a)) is much less than for flat hierarchy routing, i.e., E{CHk} = 1, and
that the overhead can be further reduced by k-hop clustering using E{CHk}opt
CHs.
It is important to note that the optimal cluster density is independent of the
node mobility, as shown in Fig. 6.13(a), where V max is 0.005a, 0.01a and 0.015a.
This property significantly simplifies the determination of the optimal cluster den-
sity. However, the control overhead rate increases as the node speed increases, due
to the concomitant increase in link change rate. If we change the transmission
range, the expected number of neighbours µd is changed. In this case, the optimal
cluster density is changed as shown in Fig. 6.13(b). Similarly, Fig. 6.13(c) demon-
strates that the optimal cluster density is dependent on n. The control overhead
rate is an increasing function of V max, and n. All the simulation results in Fig. 6.14
verify that optimal cluster density is determined by node degree and the number
of nodes in network, rather than by node mobility.
Once again, Figure 6.14 illustrates that k-hop clustering using E{CHk}opt can
achieve minimum routing overhead. However, with increasing transmission range,
the node degree is increased. If the node degree is high, for example µd = 15.6 when
r = 0.25a, the performance improvement of k-hop clustering is not so obvious,
compared to 1-hop clustering. If the node degree continues increasing, clusters
might be overloaded with too many members and would become a bottleneck [14],
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due to the bandwidth limitation of the CH.
6.8 Conclusion
As a hybrid of proactive and reactive routing, a clustering algorithm was pro-
posed to provide hierarchy routing for large-scale MANETs, where k-hop cluster-
ing is more useful than a 1-hop clustering scheme. Using a heuristic approach,
this chapter has proposed an AdpKHop clustering scheme to organise k-hop clus-
ters. The AdpKHop algorithm enables greater cluster stability than previous
schemes [12, 21, 27], since the selected CHs have lower mobility than the aver-
age node and are closer to the cluster centroid than other cluster members. This
property reduces the frequency of CH changes, which cause extra control messages.
Unlike previous research which uses information from location-aided systems, the
cluster metrics proposed in this chapter are based solely on recorded routing link
status between mobile nodes.
Most importantly, a novel method has been proposed to investigate the optimal
cluster density problem for any k-hop clustering strategy. On the one hand, if clus-
ter sizes are too small, the clustering scheme is similar to 1-hop clustering, which
is not effective for large-scale MANETs. On the other hand, an extremely large
cluster makes the network topology similar to flat hierarchy routing. Through the
analysis of control routing delay, we demonstrate that, given a reasonable broad-
casting mechanism, we can derive the optimal cluster density, which is independent
of node mobility. It is determined by the number of nodes in the network and the
average node degree. Accordingly, the control overhead of k-hop clustering can be
significantly reduced by using adaptive CH selection metrics and by keeping the
optimal cluster density.
The heuristic routing scheme introduced in this chapter is a sound basis for fur-
ther research of optimal clustering algorithms. For future work [98], the AdpKHop
algorithm needs to be verified within more mobility models. Some analyses, such
as approximation of the cluster merging threshold, might then be carried out for
more realistic network scenarios.
Chapter 7
Conclusions and Further Work
We draw some conclusions of the work in this thesis with respect to the questions
posed in Chapter 1, and suggest possible future research directions.
7.1 Conclusions
• Frequent changes in network topology caused by mobility in mobile ad hoc
networks impose great challenges for developing efficient routing algorithms.
The theoretical analysis framework presented in Chapter 2 provides a better
understanding of network behaviour under mobility and some fundamental
work on the issue of path stability. In addition to the link availability and
path availability in the literature, we propose the link and path persistence for
evaluating link and path stability. The Markov chain model used in Chapter
2 has enabled us to accurately determine a series of mobility metrics. We
also illustrate the relationship between link change rate and link duration.
These calculations are useful for comparison of artificial mobility behaviours
with actual network implementation scenarios. By means of route caching
strategies, proactive routing and clustering schemes, the derived mobility
metrics can be used to develop algorithms for medium access control, or to
improve performance of existing routing protocols.
• The analysis mobility metric framework proposed in Chapter 2 is validated
in Chapter 3 using a Random Walk Mobility Model, which is a widely used
mobility model and has been implemented in network simulators, such as
ns-2 and GloMoSim. In Chapter 3, we derive the PDF of separation distance
between a pair nodes, under the assumption that node speed is constant in
a network, based on relative movement analysis. We also consider the PDF
on the assumption that node speed is a random variable. The derived PDFs
are the key to constructing the probability transition matrix in Chapter 2.
Using the MCM model, we demonstrate that the mobility metrics calculated
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in the analysis framework are valid, through the simulations using a RWMM
in NS-2. Based on a reasonable mobility model, the derived metrics give
more insight into requirements for network routing protocol designs. Without
having to run time-consuming detailed simulations, accurate expressions of
these mobility metrics can significantly improve performance evaluation of
current and new routing protocols, especially with the simple and intuitive
expressions for the link residual time, link duration and link change rate.
• A key to achieving efficient MANET performance with on-demand routing
protocols is to use a route cache. However, stale route cache information and
frequent route discovery processes generate considerable routing delay and
overhead. Regarding the minimum routing delay, in Chapter 4 we propose
setting the cache timeout to a mobility metric, the expected path duration,
if link duration is randomly distributed, or path residual time if the link
duration is approximately deterministic. Numerical and simulation results
show that the increase in expected routing delay is less than 2.5% using our
practical scheme, rather than using the optimal setting. Further, we have
shown that choosing the timeout to minimize routing delay does not neces-
sarily minimize routing overhead, which contravenes the intent of on-demand
routing protocols. For exponentially distributed link times, practically mini-
mum routing overhead is achieved for timeout more than twice the expected
duration. This leads to the conclusion that a compromise timeout exists to
trade-off minimum routing latency and control overhead packets.
• Following the route cache scheme in Chapter 4, we further address timeout
setting in a link cache scheme in Chapter 5. Expected path duration is used
for uniform caching, and expected residual link time is used for adaptive
caching. Simple analytic expressions for the proposed timeout values are
given. As a result, only small modifications to existing caching schemes are
necessary. Simulation results show that the proposed schemes can enhance
network performance for DSR routing over a range of node speeds. The
uniform caching strategy is simple to implement, and does not require any
extra hardware to calculate node separation. Moreover, the adaptive caching
scheme gives even further improvements in network performance. This shows
that it can be advantageous to use additional node location information when
choosing timeout values for link caching.
• As a hybrid of proactive and reactive routing, a clustering algorithm was
proposed to provide hierarchy routing for large-scale MANETs, where k-hop
clustering is more useful than a 1-hop clustering scheme. Using a heuristic
approach, Chapter 6 has proposed an AdpKHop clustering scheme to organise
k-hop clusters. The AdpKHop algorithm enables more stable clusters, since
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the selected CHs have lower mobility than average and are closer to cluster
centroid than other cluster members. This property reduces the probability
of CH changes, which cause extra control messages. Most importantly, a
novel method has been proposed here to investigate the optimal cluster den-
sity problem for any k-hop clustering strategy. Through analysis of control
routing delay, we demonstrate that, given a reasonable broadcasting mech-
anism, we can derive optimal cluster density, which is independent of node
mobility. It is determined by the number of nodes in the network and the
average node degree. Accordingly, the control overhead of k-hop clustering
can be significantly reduced by using adaptive CH selection metrics and by
using the optimal cluster density.
7.2 Further Work
There are a number of interesting areas of future work that have been identified as
a result of the work in this thesis. More research is needed to better understand the
mobility metric calculation in different mobility models for mobile ad hoc networks.
Much more work is also required to achieve an optimal hierarchy structure for k-hop
clustering.
• Extend our mobility metric analysis framework to other mobility models.
The Random Ad-Hoc Mobility Model (RAHMM) [63] is an extension of the
RWMM. The major difference between the RAHMM and the RWMM is
that the epoch lengths are exponentially distributed in RAHMM. Moreover,
the Random Waypoint Mobility Model can be regarded as a variant of the
RWMM if we assume all MNs move within a highly bounded simulation
area. With slight modifications, we expect that our mobility metric analysis
framework introduced in this thesis can at least be applied to these two
models.
• More analysis of the transition matrix of the MCM would be helpful to ob-
tain explicit expressions for mobility metrics, such as link persistence and
path persistence. Though the MCM can achieve accurate calculations for the
mobility metrics, the complexity of the metric computation increases if the
number of transition states increases.
• For the caching strategies introduced, investigation in the context of other
on-demand routing protocols, such as AODV, would allow us to improve our
cache scheme and to find other important relevant issues that might not be
addressed in this thesis. This work may also be useful to enhance other
routing protocols with respect to their cache strategies.
140 Conclusions and Further Work
• The AdpKHop algorithm in Chapter 6 can be verified via more mobility
models in NS-2. Some analysis, such as the approximation between cluster
merging threshold and cluster density, might be carried out to an enhanced
standard. The overhead analysis model with respect to k-hop clustering is
mainly based on the control messages to maintain k-hop clusters. Therefore,
the analysis model can be further improved by taking on-demand control
messages into account, such as Route Error messages. Moreover, the k-hop
clustering algorithm can be extended to a multi-level hierarchy, suitable for
larger scale networks.
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