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6 Two-dimensional Kac-Rice formula.
Application to shot noise processes excursions.
Raphae¨l Lachie`ze-Rey∗
Abstract
Given a deterministic function f : R2 → R satisfying suitable assump-
tions, we show that for h smooth with compact support,∫
R
χ({f > u})h(u)du =
∫
R2
γ(x, f, h)dx,
where χ({f > u}) is the Euler characteristic of the excursion set of f above
the level u, and γ(x, f, h) is a bounded function depending on∇f(x), h(f(x)),
h′(f(x)) and ∂iif(x), i = 1, 2. This formula can be seen as a 2-dimensional
analogue of Kac-Rice formula. It yields in particular that the left hand
member is continuous in the argument f , for an appropriate norm on the
space of C2 functions.
If f is a random field, the expectation can be passed under integrals in
this identity under minimal requirements, not involving any density assump-
tions on the marginals of f or his derivatives. We apply these results to give
a weak expression of the mean Euler characteristic of a shot noise process,
and the finiteness of its moments.
Keywods: Random excursions, Euler characteristic, Kac-Rice formula,
co-area formula, shot noise processes, Gaussian fields
1 Introduction
The Euler characteristic of a set A ⊂ R2, denoted χ(A) whenever it is well
defined, is a topological invariant used for many purposes. Its additivity and
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topological properties make it a privileged indicator in nonparametric spatial
statistics [17], study of random media [16], it is a privileged topological index
in astronomy [13, 14], brain imagery [9], or oceanography. See also [1] and
references therein for a general review of applied algebraic topology. In the
last two decades, much interest has been brought to the geometric properties
of level sets of multivariate random fields, and in particular to their Euler
characteristic [2, 3, 4, 5, 6, 7, 11, 13, 17]. Given a function f : R2 → R, we call
excursion set, or upper-level set of f , the set {f > u} = {x ∈ R2 : f(x) > u},
for u ∈ R.
Most results concerning the mean Euler characteristic of random excur-
sions address Gaussian random fields, as their finite dimensional distributions
are easier to handle, and more general results require the field to satisfy strong
density requirements. In this paper, we use the recent general variographic
approach [11] to give the mean value of a bidimensionnal weak version of the
Euler characteristic which does not require density hypotheses.
The method derives from a purely deterministic application of the results
of [11]. Given a sufficiently regular function f on R2, we consider the Euler
primitive of f , which to a smooth test function h : R→ R associates
χf(h) :=
∫
R
h(u)χ({f > u})du. (1.1)
We show in this paper that the Euler primitive can be written as a proper
Lebesgue integral over R2, involving the first and second order derivatives
of f . Note u1,u2 the canonical basis of R
2, ∂if the partial derivative of f
along ui, i = 1, 2, and ∂
2
iif the second order partial derivative in direction ui.
Then, Theorem 2.2 states that if f is Morse and has compact excursion sets,
we have
χf (h) = −
2∑
i=1
∫
R2
[
h′(f(x))∂if(x)2 + h(f(x))∂2iif(x)
]
1{∇f(x)∈Qi}dx, (1.2)
where Q1 and Q2 are two quarter planes defined at (2.1). The compacity
assumption on the upper level set is present mainly to avoid taking care of
boundary effects when one intersects an unbounded excursion with a bounded
window. Such a study could be done by using the boundary estimates from
[11], but is beyond the scope of the present paper.
The classical litterature gives the Euler characteristic of an excursion
in function of the indexes of its critical points above the considered level.
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Namely, for a Morse function f and u ∈ R such that {f > u} is compact
and does not have critical points on its boundary, we have
χ({f > u}) =
2∑
k=0
(−1)kµk(f, u), (1.3)
where
µk(f, u) = #{x ∈ {f > u} : ∇f(x) = 0 and the Hessian matrix of f in x
has exactly k positive eigenvalues}.
In practical uses of this formula in dimension 2, see e.g. [7], the count-
ing measure on the right hand side is captured through an integral over a
neighbourhood of the critical points, see [4, Theorem 11.2.3],
χ({f > u}) = lim
ε→0
1
4ε2
∫
R2
1{‖∇f(x)‖∞6ε}1{f(x)>u} det(Hf(x))dx.
In contrast, our approach focuses here on the behaviour of f and its deriva-
tives around the boundary of the considered excursion set. In this respect,
our weak formulation breaks free from the critical-point theory, and formally
requires twice differentiability only almost everywhere, also called C1,1 reg-
ularity. Also, while (1.3) hardly makes sense without Morse assumptions,
only C1,1 regularity is required to define the right-hand member of (1.2). We
advocate through Section 2.1 that the latter might hold in larger general-
ity than the Morse framework, but different ideas seem to be required for a
proof.
Even though the two methods derive the same quantity, it is not clear
how to pass directly from (1.3) to (1.2). The integral form (1.3) features a
more linear structure than the counting measure concentrated on the critical
points. This allows for instance for a better control of the continuity of the
Euler characteristic in the argument f , see Lemma 2.8. With this method, it
is also simpler to establish the finiteness of moments of χf (h) for a random
field f , than through the use of formulas such as (1.3), see Section 4.
We exploit (1.2) to give the Euler primitive of a random C2 field f under
very broad conditions: almost surely, the critical points of f should be non-
degenerate (i.e. f is Morse), its excursion sets should be compact, and the
right hand member of (1.2) should have a finite expectation. The absence of
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requirement of density for the distribution of f(x) or its derivatives allows
us to give the mean value of the Euler primitive for fields for which it is
difficult to have bounds on the density. We consider here the excursion sets
of Poisson moving averages, also called shot noise processes. Some related
questions have been studied in [3, 5, 6], but the literature does not contain
yet an exact expression for the mean value of the Euler characteristic. We
give a weak version of such a formula in Theorems 3.2-3.3.
Formula (1.2) can be seen as a two-dimensional analogue of the Kac-Rice
formula. In dimension 1, the Euler characteristic, noted χ(1)(·), is the number
of connected components. For the excursion set {f > u} of a C1 function
f with compact level sets, it corresponds to the number of up-crossings at
level u, provided u is not a ctitical value (see the proof of Theorem 2.7). The
integral version of Kac-Rice formula states that for h smooth with compact
support ∫
R
h(u)χ(1)({f > u})du =
∫
R
h(f(x))|f ′(x)|dx, (1.4)
where the integrand of the left hand member is properly defined for almost
all u.
Another celebrated formula to which (1.2) can be compared, and whom
the formula above is the one-dimensional version, is the co-area formula
((7.4.14) in [4]). To introduce this formula in R2, call perimeter of a set
A ⊂ R2, noted Per(A), the 1-dimensional Hausdorff measure of its topologi-
cal boundary. In R2, the co-area formula expresses the perimeter of the level
sets of a locally Lipschitz function f : R2 → R, in function of a differential
operator applied to f : For h : R→ R a bounded measurable function,∫
R
h(u)Per({f > u})du =
∫
R2
h(f(x))‖∇f(x)‖dx. (1.5)
In this respect, (1.2) is an analogue of (1.5) for the Euler characteristic. The
perimeter and the Euler characteristic form a remarkable pair of function-
als as they are central in the theory of convex bodies. They are, with the
volume function, the only homogeneous additive continuous functionals of
poly-convex sets of R2, see [15, Chapter 14]. In both cases, thanks to (1.2)
and (1.5), their integral against a test function can be computed in terms of
a spatial integral involving f and its derivatives. This gives hope for similar
formulas for all additive functionals in higher dimensions.
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2 Euler primitive
Let m > 1,W ⊂ Rm measurable. Let f be a C1,1 function on W , i.e.
continuously differentiable with Lipschitz gradient. Note M(f) = {x ∈ W :
∇f(x) = 0} its set of critical points, and for u ∈ R, M(f, u) = M(f) ∩ {f >
u}. Also note V (f) = f(M(f)) its set of critical values. We will make
frequent use that by Sard’s Theorem, V (f) has 0 Lebesgue measure.
Definition 2.1. Let the previous notation prevail, and assume furthermore
that f has compact excursion sets. Let u ∈ R \ V (f). Even though the
Euler characteristic is not unambiguously defined in all generality, for such
a non-degenerate excursion set {f > u} of a C1,1 function, the Euler charac-
teristic corresponds to the number of bounded connected components minus
the number of bounded connected components of the complement (also called
“holes”). Depending on the regularity of the set, several equivalent defini-
tions of the Euler characteristic can be adopted, but we use the latter in this
paper.
The function u ∈ f(W ) ∩ V (f)c 7→ χ(f > u) is well defined and measur-
able, as it is constant on each interval of f(W )∩ V (f)c by (1.3). Since V (f)
is negligible, we can define, for h a measurable bounded function,
χf(h) =
∫
R
h(u)χ({f > u})du,
where χ({f > u}) takes an arbitrarily irrelevant fixed value, 0 for instance,
on V (f). This quantity is not well defined in all generality, but in the context
where f is Morse, the set of critical points of f is locally finite, and χ({f >
u}) can only take a finite number of values (see below).
Say that a C2 function f : R2 → R is a Morse function if all its critical
points are non-degenerate, i.e. if for x ∈M(f), the Hessian matrix
Hf(x) =
(
∂211f(x) ∂12f(x)
∂21f(x) ∂22f(x)
)
of f at x is non-singular. Say that f is Morse above some value u ∈ R if
Hf(x) is non-singular for x ∈M(f, u). In that case, the set of critical points
x ∈ M(f) with f(x) > u is locally finite. Call furthermore the index of
x ∈M(f) the number of positive eigenvalues of Hf(x).
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Introduce the quarter-planes
Q1 = {(s, t) ∈ R2 : t < s < 0}, Q2 = {(s, t) ∈ R2 : s < t < 0}. (2.1)
Given a C1,1 function f over some bounded measurable W ⊂ R2, f is twice
differentiable a.e., and for any C1 function h : R→ R, introduce for i ∈ {1, 2},
γi(x, f, h) = 1{∇f(x)∈Qi}
[
∂if(x)
2h′(f(x)) + ∂2iif(x)h(f(x))
]
, x ∈ W,
γ(x, f, h) = γ1(x, f, h) + γ2(x, f, h), and If (h) =
∫
W
γ(x, f, h). Along the
text, we might ask additional properties from the test function h, such as
that to be twice continuously differentiable, or have compact support.
Theorem 2.2. Let h : R → R be a C1 function with compact support. Let
f : W ⊂ R2 → R be a C2 function which is Morse above min(supp(h)), and
such that {f > min(supp(h))} is compact and contained in W ’s interior.
Then χf(h) is well defined and
χf (h) = If(h). (2.2)
The proof is postponed to the Appendix, in Section 4.1. It relies on the
application of Theorem 1.1 from [10], that states that for u /∈ V (f), the Euler
characteristic can be expressed as the limit of some quantity δu,ε ∈ R that is
explicit in [10],
χ({f > u}) = lim
ε→0
δε,u(f).
The quantity |δε,u| cannot be bounded uniformly over ε in some quantity
integrable in u, because of its behavior around the critical values of f . This
difficulty, which prevents us from directly switching limε→0 and
∫
R
, compels
us to apply this formula to a random perturbation of f , noted fη, η > 0.
Then the results of [11], concerning random fields, can be applied to each fη,
using the density of this fields’ marginals, and then use Lebesgue’s theorem
in the limit η → 0. This randomization of the problem allows us to avoid
dealing with the quantity χ({f > u}) when u is close to a critical value of f ,
but it also raises doubts as to the optimality of such a proof.
For f like in Theorem 2.2 and u /∈ V (f), (1.3) yields that χ({f > u}) is
constant on a neighbourhood of u. For ε sufficiently small and δε : R → R
of class C1 with support in [−ε, ε] such that ∫ ε−ε h(v)dv = 1,
χ(f > u) = lim
ε→0
χf(δε) = lim
ε→0
If(δε).
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This formula can be seen as a 2-dimensional analogue of the celebrated Kac-
Rice formula, obtained by taking h = δε in (1.4).
In the context of a random field f , (2.2) can be passed on to the expec-
tation. Let (Ω,A,P) be a complete probability space. Let W ⊂ R2 open.
We call here C2 random field a collection of random variables {f(x), x ∈ W}
such that for any countable subset I ⊂ W, {f(x), x ∈ I} has a unique C2
extension on W , still denoted f , and the finite dimensional distributions of
f do not depend on the choice of I. See [4] for more on the formalism of ran-
dom fields. Say that f is Morse above some value u ∈ R if with probability
1, {f(x), x ∈ W}, is Morse above u.
Corollary 2.3. Let W ⊂ R2 open, f : W → R a random C2 function, and
u0 ∈ R. Assume that {f > u0} is a.s. compact and that f is a.s. Morse
above u0. Then, if∫
R2
E
[
1{f(x)>u0}
[‖∇f(x)‖2 + |∂211f(x)|+ |∂22f(x)|]] dx <∞,
for every C1 function h : R → R with support in [u0,∞), E [|χf(h)|] < ∞
and
Eχf(h) = EIf(h) =
∫
R2
Eγ(x, f, h)dx.
Proof. We have a.s., according to Th. 2.2,
χf (h) = If(h),
and it is clear that the assumption yields∫
W
E [|γ(x, f, h)|] dx <∞,
whence Lebesgue’s theorem yields
E|χf(h)| = E|If(h)| < E
[∫
|γ(x, f, h)|dx
]
<∞,
and the conclusion follows by switching integral and expectation.
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Remark 2.4. It is in general, difficult to verify that a random C2 field f
has a.s. Morse sample paths, see for instance [3, Section 5] for an abstract
result. In the case where f is a centred Gaussian field, some explicit necessary
conditions exist, see Corollary 11.3.2 in [4]: Assume that the vector formed
by the partial derivatives (∂if(x), ∂ijf(x))16i6j62, x ∈ R2 is non-degenerate,
and that the covariance function, for 1 6 i, j 6 2,
Σi,j(x, y) = E
[
∂2i,jf(x)∂
2
i,jf(y)
]
, x, y ∈ W,
satisfies for some CW > 0
|Σi,jf(x, x) + Σi,jf(y, y)− 2Σi,jf(x, y)| 6 CW | ln(‖x− y‖)|−1+α, x, y ∈ W,
for some α > 0. Then the sample paths of f are a.s. Morse over W .
Remark 2.5. If f(x) is locally isotropic in some point x ∈ W , i.e. if the
law of ∇f(x) is invariant under rotations, conditionally to f(x), then for any
bounded measurable function h the first integrand of If (h) simplifies to
E
[
h(f(x))1{∇f(x)∈Qi}∂if(x)
2
]
=
π − 2
16π
E
[
h(f(x))‖∇f(x)‖2] , i = 1, 2.
To show it, note in R2 S1 the unit circle, (·) the canonical scalar product,
and H1 the 1-dimensional Hausdorff measure in R2. Conditionnally to f(x),
one can decompose the law of ∇f(x) in the couple of independent variables(
‖∇f(x)‖, ∇f(x)‖∇f(x)‖
)
. The law of ∇f(x)‖∇f(x)‖ is furthermore uniform in S1. There-
fore, for i = 1, noting that ∂1f(x) = ‖∇f(x)‖
(
∇f(x)
‖∇f(x)‖ · u1
)
,
E
[
h(f(x))1{∇f(x)∈Q1}∂1f(x)
2
]
=
1
2π
∫
S1
1{u∈Q1}E
[
(u · u1)2h(f(x))‖∇f(x)‖2
]
dH1(u)
=
1
2π
∫ −pi/2
−3pi/4
cos(θ)2E
[
h(f(x))‖∇f(x)‖2] dθ
=
π − 2
16π
E
[
h(f(x))‖∇f(x)‖2] ,
and the same computation holds for i = 2 (with
∫ −pi/2
−3pi/4 cos(θ)
2dθ replaced
by
∫ −3pi/4
−pi sin(θ)
2dθ, also equal to (π − 2)/8). With similar arguments, this
term is also easy to compute if the function is radial and deterministic. See
Theorem 3.3 for an illustration in the framework of shot noise processes.
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Remark 2.6. Call rθ the clockwise rotation with angle θ ∈ [0, 2π] in the
plane. For a function f defined on the plane, put f θ(x) = f(rθ(x)). The in-
variance of the Euler characteristic under rotation yields that for all θ, χfθ =
χf . In particular, we have for any test function h, averaging over r0, rpi/2, rpi, r3pi/2,
χf (h) =
−1
4
2∑
i=1
∫
R2
1{|∂i′f(x)|>|∂if(x)|}
[
∂if(x)
2h′(f(x)) + ∂2iif(x)h(f(x))
]
dx.
where
i′ =
{
1 if i = 2
2 if i = 1.
We also have the formula
χf(h) =
1
2π
∫ 2pi
0
Ifθ(h)dθ.
2.1 Extension to non-Morse functions
In the work [11], the validity of the result about the Euler characteristic of
excursions only requires C1,1 regularity, i.e. continuous differentiability with
Lipschitz gradient. In contrast, Theorem 2.2 requires C2 regularity and Morse
behaviour around the critical points. Still we believe that the conclusion
could be valid under C1,1 regularity (under such assumptions, the second
order partial derivatives are well defined a.e.).
To support and motivate this claim, we show here that it holds if the
function f is radial.
Theorem 2.7. Assume f(x) = ψ(‖x2‖), x ∈ R2, for some C1,1 function
ψ : R+ → R+ that vanishes at ∞. Then for a.a. u > 0, χ({f > u}) is well-
defined and bounded by 1, and for h : R+ → R+ a C1 function with compact
support in (0,∞), we have
χf (h) = If(h) =
∫ ψ(0)
0
h(u)du.
It is not clear what a general result should be in dimension 2, and how
to prove it. By modifying the proof in Section 4.1 (after the proof of Lemma
9
4.4), an abstract condition replacing the Morse assumption could be that
there is some M > 0, n0 > 0 such that for Lebesgue-almost all A,B1, B2 ∈
[−M,M ], the function fη : x 7→ f(x)+ η(A+B1x1+B2x2) is Morse and has
less than n0 critical points.
Proof of Theorem 2.7. The C1,1 regularity amounts to the fact that ψ′ has
a.e. a derivative, noted ψ′′, or equivalently that is is absolutely continuous,
i.e.
ψ′(b)− ψ′(a) =
∫ b
a
ψ′′(x)dx
for all a, b ∈ R+.
Recall that a point x ∈ R+ \M(ψ) is an up-crossing at level u > 0 if
ψ(x) = u and ψ′(x) > 0, and a down-crossing if ψ(x) = u and ψ′(x) < 0. Call
N+u (ψ) the total number of up-crossings at level u, and N
−
u (ψ) the number
of down-crossings. From (1.5), we have∫
R+
N+u (ψ)du =
∫
R+
N−u (ψ)du =
∫
R+
|ψ′(x)|dx. (2.3)
Since V (ψ) is negligible, it yields that the number of connected components
of {ψ > u} is finite for a.a. u.
For u > 0 not in V (ψ), {f > u} is a union of N−u (ψ) concentric rings,
with the central ring being a disc if 0 ∈ {ψ > u}, and a proper ring otherwise.
Furthermore, as a union of concentric rings, the Euler characteristic of {f >
u} is 1 if 0 ∈ {f > u}, and 0 otherwise. It yields for a.a. u > 0,
χ({f > u}) = 1{f(0)>u} = 1{ψ(0)>u}, (2.4)
whence χf (h) is clearly well-defined.
Let us now compute If(h). We have for a.a. x ∈ R2, i = 1, 2,
∂if(x) = 2xiψ
′(x2), ∂2iif(x) = 2ψ
′(x2) + 4x2iψ
′′(x2).
If x has polar coordinates (r, θ) ∈ R+× [−π, π], then for i = 1, 2, ∇f(x) ∈ Qi
amounts to θ ∈ Ii with I1 = [−3π/4,−π/2], and I2 = [−π,−3π/4]. We
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therefore have
If(h) =
∫
I1
∫ ∞
0
[
h′(ψ(r2))(2r cos(θ)ψ′(x2))2 + h(ψ(r2))
(
2ψ′(r2) + 4(r cos(θ))2ψ′′(r2)
)]
rdrdθ
+
∫
I2
∫ ∞
0
[
h′(ψ(r2))(2r sin(θ)ψ′(x2))2 + h(ψ(r2))
(
2ψ′(r2) + 4(r sin(θ))ψ′′(r2)
)]
rdrdθ
=
(∫
I1
cos(θ)2dθ
)∫ ∞
0
[
h′(ψ(r2))4r2ψ′(x2)2 + h(ψ(r2))4r2ψ′′(r2)
]
rdrdθ
+
(∫
I2
sin(θ)2dθ
)∫ ∞
0
[
h′(ψ(r2))4r2ψ′(x2)2 + h(ψ(r2))4r2ψ′′(r2)
]
rdrdθ
+ 2 · π
4
∫ ∞
0
2h(ψ(r2))ψ′(r2)rdr
=
(
2
∫ pi/4
0
sin(θ)2dθ
)
(2I + 2J) +
π
2
K
where, with the change of variables u = r2,
I =
∫ ∞
0
h′(ψ(u))ψ′(u)2udu
J =
∫ ∞
0
h(ψ(u))ψ′′(u)udu
K =
∫ ∞
0
h(ψ(u))ψ′(u)du.
An integration by parts gives
J = [ψ′(u)h(ψ(u))u]∞0 −
∫ ∞
0
ψ′(u)[h(ψ(u)) + uψ′(u)h′(ψ(u))]du
= −
∫ ∞
0
h(ψ(u))ψ′(u)du−
∫ ∞
0
uψ′(u)2h′(ψ(u))du = −K − I.
Then, ∫ pi/4
0
sin2(θ)dθ =
π − 2
8
.
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We finally have
If (h) =
π − 2
2
(−K) +Kπ
2
= K. (2.5)
To conclude, remark that if a < b ∈ R+ are two consecutive zeros of ψ′ such
that ψ′ > 0 on (a, b),∫ b
a
h(ψ(u))ψ′(u)du =
∫ ψ(b)
ψ(a)
h(v)dv,
and if ψ′ < 0 on (a, b), ψ(b) < ψ(a) and∫ b
a
h(ψ(u))ψ′(u)du = −
∫ ψ(a)
ψ(b)
h(v)dv.
Call I+ the set of maximal open intervals of R+ where ψ′ > 0, and I− the set
of maximal open intervals of R+ where ψ
′ < 0. For u ∈ R+ \V (ψ), N+v (ψ) is
the number of intervals I of I+ such that u ∈ ψ(I), and N−u (ψ) the number
of I ∈ I− such that u ∈ ψ(I).
Decomposing (2.5) as a sum over all open maximal intervals where ψ′ 6= 0
yields
If (h) =
∫
R
h(u)(N+u (ψ)−N−u (ψ))du.
(2.3) yields that for a.a. level u > 0, the number of down crossings and up-
crossings are finite. Let u > 0 that is not a critical value of ψ. If u > ψ(0),
since ψ(u) → 0 as u → ∞, every upcrossing at level v can be uniquely
associated with a downcrossing, namely the smallest point u′ > u where
ψ(u′) = u and ψ′(u′) < 0. It follows thatN+u (ψ) = N
−
u (ψ). For 0 < u < ψ(0),
the first downcrossing at u cannot be matched with any upcrossing, therefore
N−u (ψ) = N
+
u (ψ) + 1. We indeed have shown that
If(h) =
∫
R
1{u>ψ(0)}h(u)du = χf (h)
in virtue of (2.4).
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2.2 Continuity in f
For f a C2 function defined on some measurable subset W ⊂ R2, we have
the following result for the continuity of If in f . For u ∈ S1, note ∂uf the
partial derivative of f in direction u. Introduce e1 = 2
−1/2(u1 + u2), e2 =
2−1/2(u1 − u2). Note δx(f, g) = maxu∈{u1,u2,e1,e2}
(
1{|∂uf(x)|6|∂ug(x)|}
)
.We also
note, for some function g : A ⊂ Rm → R of class Ck, k > 0, and 0 6 p 6 k,
‖g(p)‖ = sup
x∈A
max
(i1,...,ip)∈{1,...,m}p
∣∣∣∣ ∂pg(x)∂i1 . . . ∂ip
∣∣∣∣ ,
and Np(g) = max06i6p ‖g(i)‖.
Lemma 2.8. Let h be a C2 real function with compact support in R. Given
two C2 functions f, g we have the bound, for x ∈ R2 in both their domains of
definition, and i = 1, 2,
|γi(x, f + g, h)− γ(x, f, h)| 66N2(h)max
(
∂if(x)
2, |∂2iif(x)|, 2|∂if(x)|+ |∂ig(x)
)
×max (δx(f, g), |∂ig(x)|, |g(x)|, |∂2iig(x)|) .
(2.6)
Proof.
γi(x, f, h)− γi(x, f + g, h) =∂if(x)2h′(f(x))
(
1{∇f(x)∈Qi} − 1{∇(f+g)(x)∈Qi}
)
+ ∂if(x)
21{∇(f+g)(x)∈Qi} [h
′(f(x))− h′((f + g)(x))]
+
(
∂if(x)
2 − ∂i(f + g)(x)2
)
h′((f + g)(x))1{∇(f+g)(x)∈Qi}
+ ∂2iif(x)h(f(x))
(
1{∇f(x)∈Qi} − 1{∇(f+g)(x)∈Qi}
)
+ ∂2iif(x)1{∇(f+g)(x)∈Qi} [h(f(x))− h((f + g)(x))]
+
(
∂2iif(x)− ∂2ii(f + g)(x)
)
h((f + g)(x))1{∇(f+g)(x)∈Qi}.
Note that for any two vectors u, v ∈ R2,∣∣1{u∈Q1} − 1{u+v∈Q1}∣∣ = ∣∣1{u2<u1<0} − 1{u2+v2<u1+v1<0}∣∣
6
(
1{|u1|<|v1|} + 1{|u1−u2|<|v1−v2|}
)
.
Using also |h′(f(x))− h′((f + g)(x))| 6 ‖h(2)‖|g(x)| and |∂if(x)2 − ∂i(f +
g)(x)2| 6 |∂ig(x)| (2 |∂if(x)|+ |∂ig(x)|) the previous expression is bounded
by
6N2(h)max
(
∂if(x)
2, |∂2iif(x)|, 2|∂if(x)|+ |∂ig(x)
)
max
(
δx(f, g), |∂ig(x)|, |g(x)|, |∂2iig(x)|
)
.
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The idea of this inequality is that If+g(h) and If(h) are close when g is
small with respect to the norm N2(·), and the gradient of f does not lie too
close from the boundaries of the quarter planes Qi. When the fields are ran-
dom, the most delicate quantity to deal with is the probability P(|∂uf(x)| 6
|∂ug(x)|),u ∈ S1, which requires a fine control of the law of ∂uf(x) near 0. In
many cases, such as when f is a shot noise field (see Section 3), the existence
and boundedness of the density around 0 is problematic, and requires for
instance that the grain functions of the shot noise process have R2 as their
support; see [3, 6].
In an asymptotic study of the Euler primitive, one will typically need
to control the variation of higher order moments under the variation of the
function f . We derive the following result, that is used in the proof of
Theorem 3.3 for an asymptotic formula of the Euler primitive for stationary
shot noise processes.
We extend the notation of the Euler primitive to If(h,W
′) :=
∫
W ′
γ(x, f, h)dx,
when either W ′ ⊂ W is compact, or (∂if)2 and |∂2iif | are integrable over W ′
for i = 1, 2.
Corollary 2.9. Let q > 1, and h : R → R a C2 function with compact
support. Let f, g be two random C2 fields over some measurable set W ⊂ R2,
such that If (h,W ) and Ig(h,W ) have a finite q-th moment. Then there is
Cq > 0 not depending on f, g, h, or W , such that
E |If(h,W )− If+g(h,W )|q
6 CqN2(h)
qmax
i=1,2
(∫
W
[
max
(
E∂if(x)
4q,E|∂2iif(x)|2q, 2E∂if(x)2q + E∂ig(x)2q
)
×max (E|g(x)|2q,E|∂ig(x)|2q,E|∂2iig(x)|2q, δx(f, g))
]1/2q
dx
)q
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Proof.
E |If(h,W )− If+g(h,W )|q
6
∑
16i1,...,iq62
∫
W q
E(γi1(x1, f, h)− γi1(x1, f + g, h))
. . . (γiq(xq, f, h)− γiq(xq, f + g, h))dx1 . . . dxq
6
∑
16i1,...,iq62
∫
W q
[E(γi1(x1, f, h)− γi1(x1, f + g, h))q]1/q
. . .
[
E(γiq(xq, f, h)− γiq(xq, f + g, h))q
]1/q
dx1 . . . dxq
66qN2(h)
q
∑
16i1,...,iq62
q∏
k=1
(∫
W
(
E
[
max
(
∂ikf(x)
2, |∂2ikikf(x)|, 2|∂ikf(x)|+ |∂ikg(x)
)
×max (δx(f, g), |∂ikg(x)|, |g(x)|, |∂2ikikg(x)|) ]q)1/qdx
)q
6CqN2(h)
qmax
i=1,2
(∫
W
[
Emax
(
∂if(x)
4q, |∂2iif(x)|2q, |∂if(x)|2q + |∂ig(x)|2q
) ]1/2q
× [Emax (δx(f, g), |∂ig(x)|4q, |g(x)|2q, |∂2iig(x)|2q)]1/2q dx
)q
.
3 Expectation of the Euler characteristic of
a Shot Noise process
Most results giving the expected Euler characteristic of a random field require
the marginals of the fields to satisfy a density hypothesis (Theorem 11.2.1 in
[4], Condition 5.2 in [3], or Proposition 4 in [5]). This kind of assumptions
are hard to resolve outside the Gaussian realm. We show in this section
how to deal with the Euler primitive with shot noise fields, without density
assumptions. Let us first introduce this family of functions.
Shot noise processes, also called moving averages, sparse convolution
models, or many other names, are used for modelisation in many fields:
Telecommunications, texture synthesis, neurobiology. We introduce here a
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non-parametric rather abstract family of shot noise processes, that can be
specified to many models encountered in the literature. Let G be the set of
non-negative continuous real functions g on R2 such that for u > 0, {g > u}
is compact and g is Morse above u. Such functions necessarily vanish at ∞
and can possibly have degenerate critical points corresponding to the critical
value 0. See Example 3.5 for some admissible functions.
Let B be the Borel σ-algebra of uniform convergence on each compact
set, and µ be a probability measure on (G,B) such that∫
R2×G
|g(x)|dxµ(dg) <∞. (3.1)
For W ⊂ R2 compact, let N (W ) be the space of finite sets on W , and
N (W × G) the space of finite sets on W × G. Let η˜W ∈ N (W × G) be a
Poisson process on W × G with intensity measure ℓ1{W} ⊗ µ (see [12] for a
proper introduction to Poisson measures on arbitrary spaces).
Note ηW ∈ N (W ) the Poisson point process that consists of the spatial
projections of points of η˜W . If W is implicit from the context, note η˜ = η˜W
and η = ηW for simplicity. For x ∈ η, y ∈ R2, note gx(y) = g(y − x) where
g is the a.s. unique function such that (x, g) ∈ η˜. In virtue of (3.1), we can
define the shot noise process with germ process η and kernel model µ as
f(x) =
∑
y∈η
gy(x), x ∈ R2, (3.2)
see [8] for details.
Remark that the field f is a.s. twice continuously differentiable over the
whole plane, even though the points of η only fall in W . The hypotheses on
G imply that with probability 1, f is non-negative and vanishes at ∞. It is
not easy to give good conditions on µ that ensure that f is indeed a Morse
function (over the levels u > 0), see [3, Section 5] for a discussion on this
topic.
The distribution of shot noise fields marginals are more easily expressed
via the characteristic function. Likewise, it is more tractable to compute the
Fourier transform of the Euler characteristic. Noting h(t)(u) = exp(ıtu), t, u ∈
R, define
χ̂f (t) =
∫
R
h(t)(u)χ({f > u})du, t ∈ R.
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At this stage, this expression is not properly defined since h(t) does not have
a compact support in (0,∞). Applying Corollary 2.3 requires a little bit
of care, especially to deal with the discontinuity of u 7→ χ({f > u}) at 0.
For that we need additional structural assumptions on the typical grain to
control the topological complexity of excursion sets {g > u} as u→ 0.
Assumption 3.1. We assume that for µ-almost every g ∈ G, there is ug > 0
such that the excursion sets {g > u}, 0 < u < ug, are convex. Assume
furthermore that a.s.∫
R2
2∑
i=1
[∂ig(x)
2 + |∂2iig(x)]dx <∞, (3.3)
and that there is αg > 1, and a random variable Cg > 0 such that a.s.
‖∇g(x)‖ 6 Cg|g(x)|αg/2, x ∈ R2,
and ∫
R2
|g(x)|αg−1dx <∞.
A typical example consists of taking ν = δg0 for some fixed g0 ∈ G satis-
fying the assumptions above. In this case, for x ∈ R2, the random variable
f(x) might not have a bounded density, and traditional results cannot be
applied to even prove that the Euler characteristic has a finite expectation.
We have the following result for the Euler primitive:
Theorem 3.2. Let the previous notation prevail. Assume thatW is compact,
that µ satisfies Assumption 3.1 and that f as defined in (3.2) is a.s. Morse
above u, u > 0. Then for t ∈ R, a.s,
χ̂f(t) =If(h
(t))
=−
2∑
i=1
∫
R2
E
[
exp(ıtf(x))1{∇f(x)∈Qi}
[
it∂if(x)
2 + ∂2iif(x)
]]
dx. (3.4)
See Section 4.2 in the Appendix for the proof. Let us apply this result
to the approximation of a stationary isotropic shot noise process. Introduce
Wn = B(0,
√
n), and note η˜n := η˜
Wn, ηn = η
Wn. Let fn be the corresponding
shot-noise field, as defined on R2 by (3.2). Assumptions (3.1) and (3.3) ensure
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that f(x) = limn fn(x) is a.s. well defined for every x ∈ R2, and has finite
first and second-order derivatives in every x ∈ R2 (see [8]).
Introduce the characteristic function, for t ∈ R, s = (s1, s2) ∈ R2, v ∈ R,
ψ1(t, s, v) =E exp
(
ı
[
tf(0) + (s · ∇f(0)) + v∂211f(0)
])
=exp
(∫
R2×G
(
exp
[
ı
(
tg(x) + (s · ∇g(x)) + v∂211g(x)
)]− 1) dxµ(dg)) .
(3.5)
(see for instance [8]) Call ψ2(t, s, v) the version with the role of u1 and u2
switched,
ψ2(t, s, v) = exp
(∫
R2×G
(
exp
[
ı
(
tg(x) + (s1∂2g(x) + s2∂1g(x)) + v∂
2
22g(x)
)]− 1) dxµ(dg)) ,
notice how s1 and s2 have been switched in the scalar product with ∇g(x).
Introduce the reduced forms ψi(t, s) = ψi(t, s, 0), ψ(t) = ψi(t, 0). Under the
hypothesis (3.6) below, we can deduce from (3.5) an expression of the partial
derivatives
∂4ψ1(t, s, 0) =
dψi(t, s1, s2, v)
dv
∣∣∣
v=0
= ıψ1(t, s)
∫
R2×G
∂211g(x) exp [ı(tg(x) + (s · ∇g(x)))] dxµ(dg)
with a similar expression for ∂4ψ2(t, s, 0), and
∂22,2ψi(t, (0, 0)) = −ψ(t)
[(∫
R2×G
∂ig(x) exp(ıtg(x))dxµ(dg)
)2
+
∫
R2×G
∂ig(x)
2 exp(ıtg(x))dxµ(dg)
]
.
Theorem 3.3. Assume that the hypotheses of Theorem 3.2 prevail, that the
measure µ is isotropic, and furthermore that for some γ > 4, for µ-a.e.
g ∈ G, some random constant Cg with finite 4-th moment satisfies(
|g(x)|+
2∑
i=1
[
∂ig(x)
2 + |∂2iig(x)|
])
6 C ′g(1 + ‖x‖)−γ. (3.6)
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Then
lim
n→∞
1
|Wn|Eχ̂fn(t) = limn→∞
1
|Wn|EIfn(h
(t)) = Eγ(0, f, h(t)) (3.7)
= −π − 2
8π
E
[
eıtf(0)‖∇f(0)‖2]− 2∑
i=1
E
[
eıtf(0)1{∇f(x)∈Qi}∂
2
iif(0)
]
=
2∑
i=1
[
π − 2
16π
∂22,2ψi(t, (0, 0))−
∂4ψi(t, 0, 0, 0)
4ı
+
1
2π2
∫ ∞
0
[∫ ∞
0
∂4ψi(t, s1 − s2, s2, 0)− ∂4ψi(t, s1 + s2,−s2, 0)
s1s2
ds1
]
ds2
]
.
The proof is at Section 4.3.
Remark 3.4. With ergodicity arguments, the previous convergence of ex-
pectations can probably be turned into an almost sure convergence.
Example 3.5. Let us give a class of probability measures µ that satisfy the
hypotheses of Theorem 3.3. Let first g0(x), x ∈ R2, be such that
• g0 is of class C2 and Morse above u, u > 0,
• There is u0 > 0 such that {g0 > u} is convex for 0 < u 6 u0
• There is C0 > 0, α0 > 1 such that ‖∇g(x)‖ 6 C0|g(x)|α0/2, x ∈ R2, and∫
R2
|g(x)|α0−1dx <∞.
• There is C ′0 > 0 with finite 4-th moment, γ > 4 such that g0(x) and its
first and second order partial derivatives are bounded by C ′0(1+‖x‖)−γ.
For example, g0(x) = exp(−‖x‖2), g0(x) = (1 + x41 + x4,52 )−1, x ∈ R2, or
g0(x) = ψ0(‖x‖2), where ψ0 is a non-negative C2 function on R+ that vanishes
at ∞, and ψ′0 < 0, fit these requirements. Assume also that f as defined in
(3.2) is a.s. Morse above u, u > 0. Let then θ be a uniformly distributed
random variable in [0, 2π), and M a random variable in R+ with finite 4-
th moment. Then the law µ of Mgθ, as defined in Remark 2.6, satisfies the
hypotheses of Theorem 3.3. Since these requirements are only about moments
or almost sure properties of the sample paths, appropriate mixtures of such
measures also work.
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4 Moments of higher order
It is difficult, in general, to give general conditions on f ensuring that χ({f >
u}) has finite moments of higher order. For the Euler primitive, moment
conditions on the field partial derivatives directly imply the finiteness of the
moments of χf (h).
Proposition 4.1. Let q > 1. Let f be a C2 random field, and h a C1 function
with compact support. Assume that for some real numberM <∞, and p > 1,
for i = 1, 2,
E∂if(x)
2pq
6 M, E|∂2iif(x)|pq 6 M,x ∈ R2.
Then
E|If(h)|q 6 Cq
(
M1/p(‖h‖+ ‖h′‖)
∫
R2
P(f(x) ∈ supp(h))1−1/pdx
)q
Proof. We have, using several times Ho¨lder inequality,
E [|If(h)|q] 6
∫
(R2)q
E
[
q∏
k=1
1{f(xk)∈supp(h)}
(
∂if(xk)
2 + |∂2iif(xk)|
)]
dx1 . . . dxq
6q
∫
(R2)q
q∏
k=1
(
E
[
1{f(xk)∈supp(h)}
(
∂if(xk)
2q + |∂2iif(xk)|q
)])1/q
dx1 . . . dxq
=q
(∫
R2
(
E
[
1{f(x)∈supp(h)}
(
∂if(x)
2q + |∂2iif(x)|q
)])1/q
dx
)q
6q
(∫
R2
(
E
[
1{f(x)∈supp(h)}
])1/p′ (
E
[
∂if(x)
2pq + |∂2iif(x)|pq
])1/p
dx
)q
6qM q/p
(∫
R2
P(f(x) ∈ supp(h))1−1/pdx
)q
.
A staightforward application of this result yields the following corollary.
Corollary 4.2. Let f be a centered Gaussian field with covariance function
Σ(x, y) = E [f(x)f(y)] , x, y ∈ R2,
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that satisfies the condition of Remark 2.4. Assume that for some u, α > 0∫
R2
exp
(
− u
2
2Σ(x, x)
)1−α
dx <∞.
Then for q > 1, for every C1 function h : R 7→ R with support in [u,∞),
E
(∫
R
h(u)χ({f > u})du
)q
<∞.
Appendix
4.1 Proof of Theorem 2.2
We recall some set-related notation. For A,B ⊂ R2, introduce the Minkowski
addition
A+B = {a+ b; a ∈ A, b ∈ B}.
For a set A ⊂ R2, and r > 0, let
A⊕r = A+B(0, r) = {x ∈ R2 : d(x,A) 6 r},
where d denotes the Euclidean distance in R2, and B(0, r) is the Euclidean
ball centered in 0 with radius r. We also note, for m = 1, 2, and some
function g : A ⊂ Rm → R of class Ck, k > 1, and 1 6 p 6 k,
‖g(p)‖ = sup
x∈A
max
(i1,...,ip)∈{1,...,m}p
∣∣∣∣ ∂pg(x)∂i1 . . . ∂ip
∣∣∣∣ ,
and note Np(g) = max06i6p ‖g(i)‖.
Proof of Theorem 2.2. Note first that in virtue of formula (1.3) and since f
is Morse above min(supp(h)), its number of critical values over supp(h) is
finite and χf(h) is well defined.
Let umin = min(supp(h)). Let K be a compact set contained in W ’s
interior, and containing {f > umin} in its interior. Let A,B1, B2, be three
independent real random variables with compact support and C2 density on
R. For η > 0, let fη(x) = f(x) + η(A + B1x1 + B2x2), x ∈ K. Hence there
is η0 > 0,M, κ > 0 such that for η 6 η0, a.s. {fη > u} is contained in
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K’s interior, N2(fη) 6 M , and the density ϕx,η of (fη(x), ∂1fη(x), ∂2fη(x))
satisfies N2(ϕx,η) 6 κ, x ∈ K.
The main technical aspect of the proof is taken care of in the following
lemma.
Lemma 4.3. For each 0 < η 6 η0,∫
R
h(u)Eχ(fη > u)du = EIfη(h).
Proof. Fix 0 < η 6 η0. The setup implies in particular that ‖∇fη(x)‖, |∂iifη(x)|, x ∈
K, 1 6 i 6 2, have uniformly bounded moments of any order, and (fη(x), ∂1fη(x), ∂2fη(x))
has a uniformly bounded joint density. Therefore, using Theorem 9 from [11],
for u > umin,
Eχ({fη > u}) = lim
ε→0
ε−2
∫
K
E[δε(x, fη, u)− δ−ε(x,−fη,−u)]dx,
where, for any ε > 0, A ⊂ R2, function g : A⊕ε → R,
δ±ε(x, g, u) = 1{g(x)>u,g(x±εu1)<u,g(x±εu2<u)}, x ∈ A, u ∈ R.
In the sequel of the proof, we set g = fη for notational simplification. Let
1 6 i 6 2 be fixed. Let ε0 > 0 such that K
⊕ε0 ⊂ W and for η 6 η0, {fη >
umin}⊕ε0 ⊂ K. Take 0 < ε 6 ε0. Let us first approximate f(x + εui) by
f(x) + ε∂if(x) +
ε2
2
∂2iif(x) for each x ∈ K, i = 1, 2. We have, using Taylor
expansion,
g(x+ εui) = g(x) + ε∂ig(x) +
ε2
2
∂2iig(x˜)
for some x˜ ∈ [x, x+ εui]. We introduce the continuity modulus, for D ⊂ A,
ω∂2iif (s,D) = sup
x,y:‖x−y‖6s
|∂2iif(x)− ∂2iif(y)|, x, y ∈ D, s > 0,
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and recall that ∂2iig = ∂
2
iifη = ∂
2
iif . We have
E
∫
K
∣∣∣∣∣1{g(x)>u,g(x+εui)<u} − 1{g(x)>u,g(x)+ε∂ig(x)+ ε22 ∂2iig(x)<u}
∣∣∣∣∣dx
6E
∫
K
∣∣∣∣∣1{g(x)>u,g(x+εui)<u,g(x+εui)+ ε22 (∂2iig(x˜)−∂2iig(x))>u}
∣∣∣∣∣dx
+ E
∫
K
∣∣∣∣∣1{g(x)>u,g(x+εui)>u,g(x+εui)+ ε22 (∂2iig(x˜)−∂2iig(x))<u}
∣∣∣∣∣dx
6 2
∫
K
P
(
|g(x+ εui)− u| 6 ε
2
2
|∂2iig(x)− ∂2iig(x˜)| 6 ε2ω∂2iif(ε,K)/2
)
dx.
(4.1)
Since ∂2iif is (uniformly) continuous on K,
2
∫
K
P
(
|g(x+ εui)− u| 6 ε
2
2
(ω∂2iig(ε,D))
)
dx 6 κ|K|ε2(ω∂2iif(ε,D)) = o(ε2).
For u ∈ supp(h), x ∈ K, 0 < ε 6 ε0, define
δ′η(x, f, u) = 1{g(x)>u,g(x)+ε∂ig(x)+ ε22 ∂2iig(x)<u,i=1,2}
, η ∈ R.
The inequality (4.1) applied twice yields, as ε→ 0,
ε−2
∫
K
[δε(x, g, u)− δ′ε(x, g, u)]dx→ 0.
Proving a similar result for δ−ε(x,−g,−u), we have for u ∈ supp(h)
Eχ({g > u}) = lim
ε→0
ε−2
∫
K
E
[
δ′ε(x, g, u)− δ′−ε(x,−g,−u)] dx. (4.2)
Then, fix x ∈ K and denote by ϕx the density of the random vector (g(x), ∂1g(x), ∂2g(x)),
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and note t = ∂211g(x)/2 = ∂
2
11f(x)/2, s = ∂22g(x)/2 = ∂22f(x)/2. We have
Eδ′ε(x, g, u) = E1{g(x)>u,g(x)+ε∂1g(x)+ε2t<u,g(x)+ε∂2g(x)+ε2s<u}dx
=
∫
R3
1{a>u,a+ε(b+εt)<u,a+ε(c+εs)<u}ϕx(a, b, c)dadbdc
=
∫
R3
1{a>u,a+εβ<u,a+εγ<u}ϕx(a, β − εt, γ − εs)dadβdγ
=
∫
R2
1{β<0,γ<0}
[∫ u−εmax(β,γ)
u
ϕx(a, β − εt, γ − εs)da
]
dβdγ
= ε
∫
R2
1{β<0,γ<0}
[∫ −max(β,γ)
0
ϕx(u+ εa, β − εt, γ − εs)dadβ
]
dγ.
Recall that supp(ϕx) ⊂ [−M,M ]3. After doing a second order Taylor-
expansion of ϕx, the remainder term above is, noting X = (u, β, γ), Y =
(a,−t,−s), for ε < 1,[ ∫
R3
1{β<0,γ<0,0<a<min(|β|,|γ|)}
∣∣ϕx(X + εY )− [ϕx(X) + ε∇ϕx(X) · Y ] ∣∣dadβdγ]
6 ε2‖ϕ(2)x ‖
∫
R3
1{|a|6min(|β|,|γ|)}1{[X,X+εY ]∩supp(ϕx)6=∅}dadβdγ
6 ε2‖ϕ(2)x ‖
∫
R3
1{|a|6min(|β|,|γ|)}1{|β|−ε|t|6M}1{|γ|−ε|s|6M}dadβdγ
6 16‖ϕ(2)x ‖(M + ε(|t|+ |s|))3ε2.
It follows that∫
K
Eδ′ε(x, g, u)dx
= ε
∫
K
[ ∫
R
2
−
∫ −max(β,γ)
0
(ϕx(u, β, γ) + ε(a,−t,−s) · ∇ϕx(u, β, γ))dadβdγ
]
dx+ o(ε2)
= ε
∫
K
[ ∫
R
2
−
[
(−max(β, γ))[ϕx(u, β, γ)− ε[s∂2ϕx(u, β, γ) + t∂3ϕx(u, β, γ)]]
+ ε
max(β, γ)2
2
∂1ϕx(u, β, γ)
]]
dβdγ
]
dx+ o(ε2).
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Similar computations yield∫
K
Eδ′−ε(x,−g,−u)dx
= ε
∫
K
[ ∫
R
2
−
[
(−max(β, γ))[ϕx(u, β, γ) + ε[s∂2ϕx(u, β, γ) + t∂3ϕx(u, β, γ)]]
− εmax(β, γ)
2
2
∂1ϕx(u, β, γ)
]]
dβdγ
]
dx+ o(ε2).
Integrations by parts yield∫
R
2
−
max(β, γ)∂2ϕx(u, β, γ)dβdγ = −
∫
R
2
−
1{β>γ}ϕx(u, β, γ)dβdγ∫
R
2
−
max(β, γ)∂3ϕx(u, β, γ)dβdγ = −
∫
R
2
−
1{γ>β}ϕx(u, β, γ)dβdγ
which finally gives, using (4.2),
Eχ({g > u}) =
∫
R2
[∫
R
2
+
min(β2, γ2)∂1ϕx(u, β, γ)dβdγ − 2
∫
1{β<γ}sϕx(u, β, γ)dβdγ
− 2
∫
1{γ<β}tϕx(u, β, γ)dβdγ.
]
dx.
Let us now integrate this expression against h(u). We can switch inte-
grations on the right-hand side with Fubini’s Theorem because each function
involved is bounded with compact support, and then perform an integration
by parts in the variable u. It yields, substituting s and t with ∂211g(x)/2 and
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∂22g(x)/2,∫
R
h(u)Eχ({g > u})du =−
∫
R×K×R2
−
h′(u)min(β2, γ2)ϕx(u, β, γ)dβdγdudx
−
∫
R×K×R2
−
1{β<γ}h(u)∂211g(x)ϕx(u, β, γ)dβdγdudx
−
∫
R×K×R2
−
1{γ<β}h(u)∂22g(x)ϕx(u, β, γ)dβdγdudx
=− E
[∫
K
h′(g(x))1{∂ig(x)<0,i=1,2}min(∂1g(x)
2, ∂2g(x)
2)dx
−
2∑
i=1
∫
K
∂2iig(x)h(g(x))1{∇g(x)∈Qi}dx
]
.
The integration over K can be extended to W because f−1η (supp(h)) ⊂
int(K). Also,
1{∂ig(x)<0,i=1,2}min(∂1g(x)
2, ∂2g(x)
2) = 1{∂2g(x)<∂1g(x)<0}∂1g(x)
2+1{∂1g(x)<∂2g(x)<0}∂2g(x)
2,
which concludes the proof.
For u ∈ R, g a function Morse over u, and x ∈ R2, recall that x ∈ {g > u}
is a critical point of index k ∈ {0, 1, 2} if ∇g(x) = 0 and the Hessian matrix
Hg(x) has exactly k positive eigenvalues. Introduce
Mk(g, u) = {x : g(x) > u and x is a critical point of index k}
and µk(g, u) = #Mk(g, u).
Lemma 4.4. Let g :W → R of class C2, and u ∈ R\V (g) such that {g > u}
is compact and g is Morse above u. Then there is η(g, u) > 0 such that for
any g˜ such that N2(g − g˜) 6 η(f, u), then µk(g, u) = µk(g˜, u) for k = 0, 1, 2.
In particular, χ({g > u}) = χ({g˜ > u}).
Proof. We call absolute angle formed by two vectors s, t ∈ R2, with value
in [0, π/2], the angle between the lines spanned by s and t in R2. Also note
B(2)(g, η) the ball with radius η > 0 in the space of C2 functions on W ,
endowed with the norm N2(·).
A compacity argument easily yields thatMk(g, u) is finite. Let α1 > 0, θ ∈
(0, π/2] such that for x ∈ Mk(g, u), the absolute angle formed by ∇∂1g(y)
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and ∇∂2g(y), at any point y ∈ B(x, α1), is larger than θ. The reason why
these normals are not collinear is that det(Hg(x)) 6= 0.
Since y 7→ ∇∂ig(y) is continous, let 0 < α2 6 α1 be such that the angle
between ∇∂ig(y) and ∇∂ig(y′) is smaller than θ/5 for y, y′ ∈ B(x, α2), x ∈
Mk(g, u), i = 1, 2.
There is η1 > 0 depending also on α2 such that, for x ∈ Mk(g, u), and
g˜ ∈ B(2)(g, η1), for every y ∈ B(x, α2), the absolute angles formed by ∇∂ig˜(y)
and ∇∂ig(y) are smaller than θ/5.
It yields that for y, y′ ∈ B(x, α2), the absolute angles between∇∂ig˜(y),∇∂ig˜(y′), i =
1, 2, are smaller than 3θ/5, and the absolute angle between ∇∂1g˜(y) and
∇∂2g˜(y′) is larger than θ − 2θ/5 = 3θ/5.
Let i ∈ {1, 2}. There is κ > 0, 0 < α3 6 α2 such that for x ∈ Mk(g), y ∈
B(x, α3), ‖∇∂ig(y)‖ > κ. There is η2 > 0 such that for g˜ ∈ B(2)(g, η2),
‖∇∂ig˜(y)‖ > 2κ/3 on B(x, α3), and there is η3 > 0 such that for g˜ ∈
B(1)(g, η3), |∂ig˜(x)| 6 α3κ/3 on B(x, α3).
Let x ∈ Mk(g, u), y ∈ B(x, α3), i ∈ {1, 2} and g˜ ∈ B(2)(g, η3). Assume
without loss of generality that ∂ig˜(x) > 0 (the reasoning is similar if ∂ig˜(x) 6
0). Then, for the right choice of s ∈ {1,−1}
∂ig˜
(
x− sα3 ∇∂ig˜(x)‖∇∂ig˜(x)‖
)
6∂ig˜(x)− α3 min
y∈B(x,α3)
‖∇∂ig˜(y)‖
6 ∂ig˜(x)− α2κ
3
,
and this quantity is 6 0, whence ∂ig˜(x
g˜
i ) = 0 for some x
g˜
i ∈ B(x, α3), for
i = 1, 2.
Let now 0 < α4 6 α3 be such that for any x ∈Mk(g, u), for any function
g˜ ∈ B(g, η3) such that the absolute angles between ∇∂1g˜ and ∇∂2g˜ is larger
than θ/5 > 0 on B(x, α4), then if the two C1 manifolds {∂1g˜ = 0} and {∂2g˜ =
0} both touch B(x, α4), then they meet at a unique point zx,g˜ ∈ B(x, α3).
Since the space of non-degenerate matrices with k simple positive eigen-
values is open, and the application which to g˜ associatesHg˜(x) isN2-continuous,
for η4 > 0 sufficiently small, for g˜ ∈ B(g, η4), for x ∈ Mk(g, u), Hg˜(zx,g˜) and
Hg(x) have the same number of negative eigenvalues.
We therefore have shown that for N2(g˜ − g) 6 η(g, u) = η4, in the neigh-
borhood of each critical point of g, there is one and only one critical point of
g˜, and it has the same index. It remains to prove that for η sufficiently small
there is no other. Assume that for every η > 0, there is a critical point zη of
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some g˜η ∈ B(2)(g, η) such that zη is not in one of the B(x, α4), x ∈M(g, α4).
By compacity, a subsequence zη′ converges to some z ∈ K, and by continuity
∇g(z) = 0, g(z) > u, which implies that z ∈ M(x, u), reaching a contradic-
tion. We use (1.3) for the conclusion.
Let us finish the proof of Theorem 2.2. Recall that by Sard’s theorem,
any function of class C1 on a domain of R2 has a negligible set of critical
values. We therefore have, in virtue of Lemma 4.4, for a.a. u ∈ R, as η → 0,
χ(fη > u)→ χ(f > u)a.s.
Lemma 4.4 also yields that for η 6 η(f, umin), and u > umin
|χ(fη > u)| = |µ2(fη, u)− µ1(fη, u) + µ0(f, u)| 6 |µ2(fη, umin)|+ |µ1(fη, umin)|+ |µ0(fη, umin)|
6 M(f, umin).
Since this value is deterministic and h has compact support, Lebesgue’s the-
orem yields Eχfη(h)→ χf (h) as η → 0. Also, since we have χfη(h) = Ifη(h)
by Lemma 4.3 and
sup
x∈K,0<η6η(f,umin)
|γ(x, fη, h)| 6 sup
x∈K,0<η6η(f,umin)
|∂ifη(x)2h′(fη(x))|+ |∂2iif(x)h(fη(x))| <∞,
we have, invoking again Lebesgue’s theorem,
Eχfη(h) = EIfη(h) = E
∫
R2
γ(x, fη, h)dx→
∫
R2
Eγ(x, f, h) = If (h),
which gives the conclusion.
4.2 Proof of Theorem 3.2
Proof. According to Theorem 2.2, for each test function h supported by
(0,∞), we have a.s.
χf (h) = If(h).
Let gq,p, q, p > 1 be a family of function satisfying the following:
• |gq,p| 6 1 and gq,p is of class C1 with support in [2−p, q + 1]
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• gq,p(u) = 1 for u ∈ [2−p+1, q]
• gq,p and gq+1,p coincide on R \ [q, q + 1]
• For u ∈ R, ∣∣g′q,p(u)∣∣ 6 1{u∈[2−p,2.2−p]}2p+1 + 21{u∈[q,q+1]}.
Let gp(u) = limq→∞ gq,p(u), u > 0, define
hq,p(u) = gq,p(u) exp(ıut), hp(u) = gp(u)e
ıut, t ∈ R,
and recall that χf(hq,p) = If(hq,p).
With probability 1, f has a finite maximum M , whence χ(f > u) = 0 for
u > M . From there, it easily follows that χf(hq,p) = χf(h[M ]+1,p) for q > M ,
and a.s.,
χf(hp) = lim
q→∞
χf(hq,p) = lim
q→∞
If (hq,p).
Then, for fixed p > 1, the support of hq,p is contained in the set {f >
min(hp)}, which is compact since f(x) → 0 as ‖x‖ → ∞. The integrand of
If(hq,p) is a.s. bounded by the continuous function
x 7→ (‖hp‖∞ + ‖h′p‖∞) 2∑
i=1
[
∂if(x)
2 +
∣∣∂2iif(x)∣∣] .
Therefore Lebesgue’s theorem yields χf(hp) = If(hp) for p > 1.
Let us deal with the singularity of f around 0. Call N the number of
points of η˜, and call {(gk, yk), 1 6 k 6 N} the points of η˜. By Assumption
3.1, µ-almost every function g has a threshold ug > 0 such that χ(f > u) is
convex for u 6 ug. Therefore, for u 6 uf := min(ugk , k = 1, . . . , N), {f > u}
is the union of at most N convex sets, its Euler characteristic is therefore
bounded by N2 (this can be proved by induction by considering the number
of connected components of the excursion set, or of its complement). As a
result, we have the a.s. convergence
χf (h
(t)) = lim
p→∞
χf(hp) = lim
p→∞
If (hp).
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The last convergence is more delicate. Developping h′p in If(hp) yields
If(hp) =−
2∑
i=1
∫
R2
1{∇f(x)∈Qi}
[
(gph
(t))′(f(x))∂if(x)2 + gp(f(x)) exp(ıtf(x))∂2iif(x)
]
dx
=−
2∑
i=1
∫
R2
1{∇f(x)∈Qi}
[[
(g′p(f(x))) + itgp(f(x))
]
exp(ıtf(x)))∂if(x)
2
+ gp(f(x)) exp(ıtf(x))∂
2
iif(x)
]
dx
To estimate these three terms, recall that |gp(u)| 6 1 and that |g′p(u)| 6
2p+11{2−p6u62−p+1}, u > 0. Using (3.3), the second and third terms converge
a.s. to the right hand side of (3.4).
To prove that the first term vanishes, take x ∈ R2. We have that a.s., as
p→∞,
2p1{2−p6f(x)62.2−p} → 0. (4.3)
Let us prove that we have the domination, for i = 1, 2,∫
R2
sup
p>1
2p
[
∂if(x)
21{2−p6f(x)62.2−p}
]
dx <∞. (4.4)
The non-negativity of the gk and (3.2) yield that for x ∈ R2, p > 1, 1 6 k 6
N , 1{f(x)62.2−p} 6 1{gk(yk−x)62.2−p}. The left-hand side of (4.4) is bounded by∫
R2
2∑
i=1
N∑
k,l=1
[
∂igk(yk − x)∂igl(yl − x) sup
p>1
2p
[
1{gk(yk−x)62.2−p}
]]
dx
62
∫
R2
2∑
i=1
N∑
k,l=1
[(
∂igk(yk − x)2 + ∂igl(yl − x)2
)
sup
p>1
2p
[
1{gk(yk−x)62.2−p}
]]
dx
64
∫
R2
N
2∑
i=1
N∑
k=1
[
∂igk(yk − x)2 sup
p>1
2p
[
1{gk(yk−x)62.2−p}
]]
dx
64N
2∑
i=1
N∑
k=1
Cgk
∫
R2
sup
p>1
1{gk(yk−x)6=0}gk(yk − x)αg2p1{2p62/gk(yk−x)}du
68N
2∑
i=1
N∑
k=1
Cgk
∫
R2
gk(z)
αg−1dz <∞,
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by Assumption 3.1. Therefore, (4.3) and Lebesgue’s theorem yield the con-
clusion.
4.3 Proof of Theorem 3.3
Proof. According to Theorem 3.2, χ̂fn(t) = Ifn(h
(t)) a.s.. The decay hypoth-
esis (3.6) yields that for 1 6 q 6 4,
E
∫
R2
|g(x)|qdxµ(dg) 6 E[C ′g]q
∫
R2
(1 + ‖x‖)−qγdx <∞,
which yields that f(0) has finite 4-th moment. For similar reasons, ∂uf(0),u ∈
S1, ∂2iif(0) also have finite 4-th moment. We have, using Mecke’s formula for
the first and second-order moments of a simple Poisson integral (see for in-
stance [8]),
E |Ifn(h)− Ifn(h,Wn)| 6
2∑
i=1
N1(h)
∫
W cn
E
[|∂2iifn(x)|+ ∂ifn(x)2] dx
6N1(h)
2∑
i=1
∫
W cn
[ ∫
Wn
|∂2iig(y − x)|dyµ(dg)
+
[ ∫
Wn
∂ig(y − x)dyµ(dg)
]2
+
∫
Wn
∂ig(y − x)2µ(dg)dy
]
dx
6N1(h)
∫
W cn
[
Eµ[C
′
g]
∫
Wn
(1 + ‖y − x‖)−γdy + Eµ[(C ′g)2]
∫
Wn
(1 + ‖y − x‖)−2γdy
+ Eµ[(C
′
g)
2]
[∫
Wn
(1 + ‖y − x‖)−γdy
]2 ]
dx.
(4.5)
Up to a constant, the previous quantity can be bounded by the same expres-
sion where ‖·‖ is replaced by the norm ‖y−x‖1 = |y1−x1|+|y2−x2|, x, y ∈ R2.
Let x ∈ W cn. Assume that x is on the positive horizontal axis, i.e. that the
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coordinates of x are (‖x‖, 0). It is clear that Wn ⊂ [−∞,
√
n]× R. We have∫
Wn
(1 + ‖y − x‖1)−γdy 6
∫ √n
−∞
∫ ∞
−∞
(1 + ‖x‖ − l + |t|)−γdldt
=
∫ √n
−∞
(1 + ‖x‖ − l)−γ
∫
R
(
1 +
|t|
1 + ‖x‖ − l
)−γ
dtdl
=
∫ √n
−∞
(1 + ‖x‖ − l)1−γ
∫
R
(1 + |t|)−γdtdl
6cγ
[
(1 + ‖x‖ − l)2−γ
2− γ
]√n
−∞
= c′γ(1 + ‖x‖ −
√
n)2−γ .
It follows that, after a polar change of coordinates, up to a multiplicative
constant, (4.5) is bounded by
2π
∫ ∞
√
n
(
(1 + r −√n)2−γ + (1 + r −√n)2−2γ + (1 + r −√n)4−2γ) rdr = O(√n),
using γ > 4. Therefore Ifn(h)− Ifn(h,Wn) = o(|Wn|).
Let W ′n = B(0,
√
n− n1/4). The very expression of Ifn(h,Wn) yields
that EIfn(h,Wn)− EIfn(h,W ′n) = o(|Wn|). The rest of the proof consists in
showing that Ifn(h,W
′
n)− If(h,W ′n) = o(|Wn|). Put gn = fn − f . As for fn,
gn and its partial directional derivatives have finite moments up to order 4.
Corollary 2.9 yields
E |Ifn(h,W ′n)− If(h,W ′n)| 6 cN2(h)max
i
(
E∂if(0)
4,E|∂2iif(0)|2, 2E∂if(0)2 + E[(C ′g)2]
)1/2
×
∫
W ′n
max
i
(
E|gn(x)|2,E|∂ign(x)|2,E|∂2iign(x)|2,Eδx(f, gn)
)1/2
dx. (4.6)
Note η˜∞ a Poisson measure with intensity ℓ × µ on R2 × G. It can also be
built as η˜∞ = limn→∞ η˜n, where the limit is a pointwise convergence on each
compact. We have, using again Mecke’s formula for the second order moment
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((3.1) in [8]),∫
W ′n
Egn(x)
2dx 6
∫
W ′n
 ∑
y∈η∞∩W cn
(C ′gy)
2(1 + ‖y − x‖−2γ)
2 dx
=
∫
W ′n
[(∫
W cn
C ′g(1 + ‖y − x‖)−2γdyµ(dγ)
)2
+
∫
W cn
C ′g(1 + ‖y − x‖)−2γdyµ(dg)
]
dx
6
∫
W ′n
[(∫
B(x,n1/4)c
C ′g(1 + ‖y − x‖)−2γdyµ(dγ)
)2
+
∫
B(x,n1/4)c
C ′g(1 + ‖y − x‖)−2γdyµ(dg)
]
dx
6c|W ′n|
[(∫ ∞
n1/4
(1 + r)−2γrdr
)2
+
∫ ∞
n1/4
(1 + r)−4γrdr
]
6c′|W ′n|
(
(n(−2γ+2)/4)2 + n(−4γ+2)/4
)
6 c′′|W ′n|n−γ+1 = o(|W ′n|) = o(|Wn|).
A similar bound holds for
∫
W ′n
∂2iign(x)
2dx and
∫
W ′n
∂ign(x)
2dx.
To complete bounding (4.6), let now x ∈ W ′n,u ∈ S1. We have
P(|∂uf(x)| 6 |∂ugn(x)) 6P
|∂uf(0)| 6 ∑
y∈η∞∩B(x,n1/4)c
Cgy(1 + ‖x− y‖)−2

Since EµCg <∞ and
∫
R2
(1+‖y‖)−2γdy <∞, E ∫
R2
∑
y∈η∞ Cgy(1+‖y‖−2) <
∞, and ∑y∈η∞ Cgy(1 + ‖y‖)−2γ < ∞ a.s.. Lebesgue’s theorem theorefore
yields that a.s.
∑
y∈η∞∩B(x,n1/4)c Cgy(1 + ‖y‖)−2 → 0 a.s. as n → ∞. It
follows that P(|∂uf(x)| 6 |∂ugn(x)) converges to P(∂uf(0) = 0) uniformly
in x.
By isotropy, P(∂uf(0) = 0) does not depend on u, and can therefore not
be non-zero by σ-finiteness of the law of ‖∇f(0)‖−1∇f(0). Finally
|EIfn(h,Wn)−EIf(h,Wn)| 6 o(|Wn|)
and (3.7) is proved.
According to Remark 2.5, the first term in (3.7) is
π − 2
16π
E exp(ıtf(0))‖∇f(0)‖2 = π − 2
16π
E
[
exp(ıtf(0))(∂1f(0)
2 + ∂2f(0)
2)
]
and, since E∂if(0)
2 <∞,
E exp(ıtf(0))∂if(0)
2 = − d
2
ds2
∣∣∣
s=0
E exp(ı(tf(0) + s∂if(0))) = −∂22,2ψi(t, (0, 0)).
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It follows that the first term of (3.7) is
π − 2
16π
2∑
i=1
∂22,2ψ(t, 0, 0).
Let us now take care of the second term. Start with the summand i = 1.
Recalling that 1{∇f(x)∈Q1} = 1{∂2f(0)<∂1f(0)<0}, we have
1{∂2f(0)<∂1f(0)}1{∂1f(0)<0} =
1
4
(1− sign(∂2f(0)− ∂1f(0)))(1− sign(∂1f(0))).
The isotropy and stationarity of f entail that in any point x, (f(x+ y), y ∈
R
d)
(d)
= (f(x− y), y ∈ Rd), whence
(f(x),∇f(x), ∂2iif(x))
(d)
= (f(x),−∇f(x), ∂2iif(x)). (4.7)
As a consequence,
E
[
exp(ıtf(0))∂211f(0)sign(∂1f(0))
]
= −E [exp(ıtf(0))∂211f(0)sign(∂1f(0))] = 0,
and similarly E exp(ıtf(0))∂211f(0)sign(∂2f(0) − ∂1f(0)) = 0. We end up
having to compute
1
4
E
[
exp(ıtf(0))∂211f(0) (1 + sign(∂2f(0)− ∂1f(0))sign(∂1f(0)))
]
. (4.8)
Using the fact that for any w ∈ R we have the improper integral
lim
X→∞
∫ X
0
sin(uw)
u
du = sign(w)
π
2
,
we have for any random variables U, V,W such that E|U | <∞
E [Usign(V )sign(W )] =
4
π2
lim
X→∞
[
lim
Y→∞
∫ X
0
[∫ Y
0
E
[
U
sin(Ws1)
s1
sin(V s2)
s2
]
ds1
]
ds2
]
.
(4.9)
Using (4.7) again, the characteristic function satisfies ψi(t, s, v) = ψi(t,−s, v), t, v ∈
R, s ∈ R2, i = 1, 2. The equality still holds after derivation with respect to
the first or third argument. Below, at the third line, we use ∂vψ
i
x(t, s, v) =
∂vψ
i
x(t,−s, v).
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We have, using (4.9) and (4.8)
E
[
exp(ıtf(0))∂211f(0)1{∇f(0)∈Q1}
]
=
1
4
[
Eeıtf(0)∂211f(0)
+
4
π2
lim
X,Y
∫ X
0
∫ Y
0
E
[
eıtf(0)∂211f(0)
sin(s1∂1f(0))
s1
sin(s2(∂2f(0)− ∂1f(0)))
s2
]
ds1ds2
]
=
1
4ı
d
dv
∣∣
v=0
ψ1(t, 0, 0, v) +
1
π2
∫ ∞
0
[ ∫ ∞
0
E
[
∂211f(0)e
ıtf(0)
× (e
ıs1∂1f(0) − e−is1∂1f(0))(eıs2(∂2f(0)−∂1f(0)) − e−is2(∂2f(0)−∂1f(0)))
−4s1s2
]
ds1
]
ds2
=
1
4ı
∂4ψ1(u, 0, 0, 0)− 1
4π2
∫ ∞
0
∫ ∞
0
−ı
s1s2
[
∂4ψ1(t, s1 − s2, s2, 0) + ∂4ψ1(t, s2 − s1,−s2, 0)
− ∂4ψ1(t,−(s1 + s2), s2, 0)− ∂4ψ1(0, s1 + s2,−s2, 0)
]
ds1ds2
)
=
∂4ψ1(u, 0, 0, 0)
4ı
+
ı
2π2
∫ ∞
0
[∫ ∞
0
∂4ψ1(t, s1 − s2, s2, 0)− ∂4ψ1(t, s1 + s2,−s2, 0)
s1s2
ds2
]
ds1
which we report in (3.7), with a similar expression for i = 2.
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