We present a new graph-based approach to the following basic problem in phylogenetic tree construction. Let P = {T 1 , . . . , T k } be a collection of rooted phylogenetic trees over various subsets of a set of species. The tree compatibility problem asks whether there is a phylogenetic tree T with the following property: for each i ∈ {1, . . . , k}, T i can be obtained from the restriction of T to the species set of T i by contracting zero or more edges. If such a tree T exists, we say that P is compatible and that T displays P. Our approach leads to a O(M P log 2 M P ) algorithm for the tree compatibility problem, where M P is the total number of nodes and edges in P. Our algorithm either returns a tree that displays P or reports that P is incompatible. Unlike previous algorithms, the running time of our method does not depend on the degrees of the nodes in the input trees. Thus, our algorithm is equally fast on highly resolved and highly unresolved trees.
Introduction
Building a phylogenetic tree that encompasses all living species is one of the central challenges of computational biology. Two obstacles to achieving this goal are lack of data and conflict among the data that is available. The data shortage is a consequence of the vast disparity in the amount of information at our disposal for different families of species and the limited amount of comparable data across families [19] . One approach to overcoming this obstacle begins by identifying subsets of species such that, for each subset, either (a) a reliable phylogeny is already available or (b) there is enough data to build a reliable phylogeny for the subset. The phylogenetic trees for these subsets are then synthesized into a single phylogeny-a supertree-for the combined set of species. This approach, proposed in the early 90s [2, 18] , has been used successfully to build large-scale phylogenies (see, e.g., [3, 13] ).
Any attempt at synthesizing phylogenetic information from multiple input trees must deal with the potential for conflict among these trees. Conflict may arise due to errors, or due to phenomena such as gene duplication and loss, and horizontal gene transfer. A fundamental question is whether conflict exists at all; that is, does there exist a supertree that exhibits the evolutionary relationships implicit in each input tree? We can formalize this question as follows. Let P = {T 1 , . . . , T k } be a collection of rooted phylogenetic trees, where, for each i ∈ {1, . . . , k}, T i is a phylogenetic tree for a set of species L(T i ). The tree compatibility problem asks whether there exists a phylogenetic supertree T for the set of species k i=1 L(T i ) such that, for each i ∈ {1, . . . , k}, T i can be obtained from T |L(T i )-the minimal subtree of T spanning L(T i )-by zero or more contractions of internal edges. If such a supertree T exists, then we say that T displays P and that P is compatible; otherwise, P is incompatible.
Here we present an algorithm that solves the compatibility problem for rooted trees in O(M P log 2 M P ) time, where M P is the total number of vertices and edges in the trees in P. This running time is independent of the degrees of the internal nodes of the input trees.
Previous Work
Over three decades ago, Aho et al. [1] laid the foundation for much of the subsequent work on tree compatibility, including ours. Their paper addressed the following question. Suppose we are given a set L of labels and a collection of constraints between pairs of labels, where each constraint has the form (a, b) ≺ (c, d). The question is whether there exists a tree T whose leaves are labeled bijectively by L such that if (a, b) ≺ (c, d), for some a, b, c, d ∈ L, then the lowest common ancestor of a and b in T is a proper descendant of the lowest common ancestor of c and d in T . Aho et al. devised an algorithm, which they named Build, that answers the question in O(N 2 log N ) time, where N is the number of constraints.
The motivation for Aho et al.'s work was not phylogenetics, but relational databases. Steel [21] was perhaps the first to notice the relevance of the Build algorithm to tree compatibility. The connection is through rooted triples; i.e., rooted phyloge-netic trees on three species. Steel observed that triples can be interpreted as lowest common ancestor constraints; thus, the Build algorithm can be adapted to determine the compatibility of a collection R of rooted triples in O(R| 2 ) time. The Build algorithm gives a polynomial-time algorithm for tree compatibility of a collection P of k phylogenetic trees on n distinct species because (i) P can be encoded by a collection R(P) of O(n 3 k) rooted triples, obtained by enumerating the restriction of each input tree to every three-element subset of its species set, and (ii) testing the compatibility of P is equivalent to testing the compatibility of R(P).
Although it is polynomial, Build's running time is unsatisfactory in practice because of the potentially dramatic increase in problem size in going from P to R(P). One way to alleviate this is to encode P with fewer triples. Indeed, O(n 3 k) is a naïve estimate on the size of R(P). The minimal set R * of rooted triples that encodes P can be much smaller. If the trees are binary-fully resolved, in the language of phylogenetics-, then O(n) triples suffice for each tree, giving us |R * | = O(nk). If we allow input trees to have non-binary-that is, unresolved-nodes, however, the number of triples needed per input tree is roughly proportional to n 2 (the precise bound depends on the sum of the products of the degrees of internal nodes and the degrees of their children [11] ), giving us |R * | = O(n 2 k). Of course, the extra step of finding R * adds to the complexity of the algorithm.
It is also possible to improve the running time of Build itself. Henzinger et al. [12] noted that achieving this requires the ability to maintain graph connectivity information dynamically. They devised a data structure that can maintain such information under a series of edge deletions, done in batches, and showed that their data structure leads to an O(|R|n 1/2 ) algorithm to check the compatibility of a collection R of rooted triples on n distinct species. The running time can be improved to O(|R| log 2 n) by using the dynamic graph connectivity data structure of Holm et al. [14] .
Aside from the connections with rooted triples, the tree compatibility problem is related to other well-known questions. One of these is the incomplete directed perfect phylogeny problem (IDPP), the problem of testing the compatibility of a collection of m "directed partial characters" on n species. We refer the reader to Pe'er et al. [17] for a precise definition of partial characters and IDPP, but note that there is aÕ(nm) for the problem, which is related to Build and relies on dynamic graph connectivity [17] . We also note that a collection of k phylogenetic trees on n distinct species corresponds intuitively to a collection of partial characters, where each character encodes the species in the subtree rooted at some node in an input tree. The correspondence is not, however, exact. Indeed, partial characters from the same tree are related, and must be treated as such.
When the input trees are unrooted, the tree compatibility problem becomes NP-hard [21] . Nevertheless, the decision version is polynomial-time solvable if k is fixed [4] ; that is, the problem is fixed-parameter tractable in k. The proof of fixed-parameter tractability in [4] relies on Courcelle's Theorem [7] , and thus is an existence proof, rather than a practical algorithm.
Finally, we note that there are linear-time algorithms for testing the compatibility of a collection of trees that all have exactly the same leaf label set. One such algorithm can be obtained using recent results on computing "loose" and "strict" consensus trees [16] . Both types of consensus trees can be found in O(nk) time, which is O(M P ) when all leaf label sets are identical. (We thank J. Jansson for pointing this out.)
Our Contributions
We present an O(M P log 2 M P ) algorithm that, given a collection P of phylogenetic trees, either returns a phylogeny that displays P, if P is compatible, or reports that P is incompatible, otherwise. Our algorithm, named BuildST, is asymptotically faster than the triple-based algorithm cited earlier across a broad range of inputs. Indeed, the triple-based algorithm is faster than BuildST only if the number of triples used to encode P is linear in M P (as is the case if the input trees are binary) and k is much larger than n.
BuildST is closely related to Semple and Steel's version of Build 1 [20] , with one important difference. While Build relies on the triple graph, whose nodes are the species and where there is an edge between two species if they are involved in a rooted triple in some input tree, BuildST relies on intersection graphs of clusters-that is, with sets of species in the subtrees of certain nodes of the input trees. We remark that intersection graphs have a long history of use in testing compatibility, beginning with the work of Buneman [5] .
The correctness of our approach is based on the intimate relationship between triple graphs and cluster intersection graphs (see Lemma 9 of Sect. 3). One of the keys to the speedup we achieve is that cluster intersection graphs allow a more compact representation of the rooted triples induced by the trees in P (see Sect. 4). Cluster intersection graphs by themselves do not suffice, however, because it is hard to maintain them dynamically. We avoid this by using display graphs, an idea borrowed from the proof of the fixed-parameter tractability of unrooted compatibility [4] . The display graph of a collection P is obtained by identifying leaves in the input trees that have the same label. Display graphs provide the same connectivity information as cluster intersection graphs (see Lemma 11 of Sect. 3), but are easier to maintain, using the aforementioned data structure of Holm et al.
Finally, we adapt an important idea from Pe'er et al.'s IDPP algorithm [17] : the notion of a semi-universal node. Although the graphs used to solve IDPP and rooted compatibility are different, semi-universal nodes play similar roles in both problems, enabling us to establish a mapping between input tree nodes map and supertree nodes, if a supertree exists. The relationship between our algorithm and Pe'er et al.'s goes deeper. Our approach can be viewed as an algorithm for IDPP that takes advantage of the fact that our particular set of incomplete characters arises from a collection of trees.
Through our techniques, we achieve what, to our knowledge, is the first algorithm for rooted compatibility to achieve near-linear time under all input conditions, regardless of the degrees of the nodes in the input trees. This is an essential quality for dealing with large datasets.
Contents
Section 2 reviews basic concepts in phylogenetics and defines compatibility formally. Section 3 introduces three useful graphs-the triple graph, the cluster intersection graph, and the display graph-and discusses their interrelationships. Section 4 presents our intersection graph approach to testing tree compatibility. Section 5 describes the implementation details needed to achieve the O(M P log 2 M P ) time complexity. Section 6 contains some final remarks.
Preliminaries
For each positive integer r , [r ] denotes the set {1, . . . , r }.
Phylogenetic Trees
Let T be a rooted tree. We write V (T ), E(T ), and r (T ) to denote the nodes, edges, and the root of T , respectively. For each x ∈ V (T ), we write Ch(x) and T (x) to denote the set of children of x and the subtree of T rooted at x, respectively. If Ch(x) = ∅, we say that x is a leaf of T ; otherwise, x is an internal node of T .
then v is an ancestor of u. Note that any node in T is a descendant and an ancestor of itself. T is binary, or fully resolved, if each of its internal nodes has two children.
A (rooted) phylogenetic tree is a rooted tree T where every internal node has at least two children, along with a bijection λ that maps each leaf of T to an element of a set of species, denoted by L(T ). For each x ∈ V (T ), L(x) denotes the set of species mapped to the leaves of T (x); that is,
The following lemma, adapted from [20, p. 52] , is part of the folklore of phylogenetics.
Lemma 1 Let H be a collection of non-empty subsets of a set of species X that includes all singleton subsets of X as well as X itself. If there exists a phylogenetic tree T such that Cl(T ) = H, then, up to isomorphism, T is unique.
Let T be a phylogenetic tree and A be a set of species. The restriction of T to A, denoted T |A is the phylogenetic tree with species set L(T ) ∩ A where Cl(T |A) = {C ∩ A : C ∈ Cl(T ) and C ∩ A = ∅}. Let T be a phylogenetic tree. T displays T if Cl(T ) ⊆ Cl(T |L(T )). Equivalently, T displays T if T can be obtained from T |L(T ) by zero or more contractions of internal edges.
A rooted triple is a binary phylogenetic tree on three leaves. A rooted triple with leaves a, b, and c is denoted ab|c if the path from a to b does not intersect the path from c to the root. We treat ab|c and ba|c as equivalent. 
Profiles and Compatibility
Throughout the rest of this paper P = {T 1 , . . . , T k } denotes a set where, for each i ∈ [k], T i is a phylogenetic tree. We refer to P as a profile, and write L(P) to denote i∈[k] L(T i ), the species set of P. We write V (P) for i∈ [k] 
where, as before, n = |L(P)|, the number of species.
Profile P is compatible if there exists a phylogenetic tree T such that L(T ) = L(P) and, for each i ∈ [k], T displays T i . If such a tree T exists, we say that T displays P. See Figs. 1 and 2.
Three Graphs
Here we introduce three important graphs. The first is the triple graph, which is the basis for Semple and Steel's version of the Build algorithm. The second is the cluster intersection graph, which describes the intersection patterns among clusters associated with a collection of nodes in P. We show that the cluster intersection graph, for certain sets of clusters, offers the same information as the triple graph. The cluster intersection graph is the basis for BuildST, our version of the Build algorithm, to be described in Sect. 4. Finally, we define the display graph, which offers the same information as the cluster intersection graph, but is easier to maintain dynamically. We use standard graph terminology. In particular, the connected components of a graph are the equivalence classes of vertices under the "is reachable from" relation [6, p. 1170 ].
The Triple Graph
The triple graph of a profile P, denoted (P), is the graph whose vertex set is L(P) and where there is an edge between species a and b if and only if there exists a c ∈ L(P) such that ab|c ∈ R(P). See Fig. 3 .
The following fact concerning singleton profiles will be useful.
Lemma 3
Let T be a phylogenetic tree, and let u 1 , . . . , u p be the children of r (T ). Then, the connected components of ({T }) are L(u 1 ), . . . , L(u p ), where p ≥ 2.
Proof First, note that, by definition, ({T }) cannot have an edge between any species
. This is trivially true if |L(u j )| = 1. Suppose, therefore, that |L(u j )| ≥ 2. Consider any two distinct species a, b ∈ L(u j ), and suppose c ∈ L(u h ), for some h ∈ [p], h = j. Then, we must have ab|c ∈ R({T }), so there is an edge between a and b in ({T }). We conclude that L(u j ) is a clique in ({T }).
Given a subset A of L(P), (P|A) denotes the subgraph of (P) induced by the leaf set A. (P|A) could have a single connected component or several connected components.
The triple graph plays a fundamental role in the Build algorithm [20, p. 119 ]. For completeness, we give the pseudocode for Build in Algorithm 1, slightly adapted from Semple and Steel's description. The two trivial cases of Build, occur when the input profile has one or two species; these cases are handled by Lines 2-10. Lines 11-20 are the core of Build. It can be shown that, if the triple graph of P is connected, P must be incompatible (indeed, the proof of this fact is implicit in the proof of Lemma 10, Sect. 3.2.2). Otherwise, the triple graph breaks down into two or more components, A 1 , . . . , A p , and it can be shown that P is compatible if and only if P|A j is compatible for each j ∈ [p]. Lines 14-19 consider each of these subproblems recursively. If all Algorithm 1: Build(P) Input: A profile P. Output: A tree T that displays P, if P is compatible; incompatible otherwise. 1 Create a node r P 2 if |L(P)| = 1 then 3 Let be the label in L(P) 4 return the tree consisting of node r P , labeled by 5 if |L(P)| = 2 then 6 Let 1 , 2 be the two labels in L(P)
Create a node r j , labeled j 9 Make r P the parent of r j 10 return the tree with root r P 11 Let A 1 , A 2 , . . . , A p be the connected components of (P) 12 if p = 1 then 13 return incompatible 14 foreach j ∈ [p] do 15 Let t j = Build(P|A j ) 16 if t j is a tree then 17 Make r P the parent of r (t j ) 18 else 19 return incompatible 20 return the tree with root r P the recursive calls succeed in constructing trees, Line 20 assembles these into a tree that displays P.
The Cluster Intersection Graph
Instead of the triple graph, our version of Build uses the cluster intersection graph, a graph that reflects the intersection patterns among the clusters at certain sets of nodes in V (P), called positions. It is well-known that clusters and triples provide equivalent information [20] -in fact, in Sect. 2.1, we saw that one can define the notion of "displays" via clusters or triples. On the other hand, clusters can sometimes provide the needed information more compactly than triples, since a single cluster can correspond to multiple triples; i.e., every pair of species in a cluster forms a triple with every species outside the cluster.
Next, we define positions, valid positions, and cluster intersection graphs formally. We then introduce two concepts that are essential to our compatibility algorithm: the notion of a semi-universal node in a position and the notion of the successor of a position.
Positions and Valid Positions
Let U be a subset of V (P); we refer to any such subset as a position in P. A position of special interest is the initial position, denoted U init , defined as follows
(1) The cluster intersection graph for position U , denoted G P (U ), is the intersection graph of the clusters associated with the nodes in U . That is, G P (U ) is the graph whose vertex set is U and where u, v ∈ U are joined by an edge if and only if
The species set of a position U in P, denoted L(U ), is defined as
The initial position U init trivially satisfies property (V1).
Hence, L(U init ) satisfies property (V2), and, therefore, U init is valid.
Consider the position U illustrated in Fig. 5 .
property (V2) holds as well. Therefore, U is valid. Figure 5 illustrates that G P (U ) may have more than one connected component. Observe that each connected component W 1 and W 2 in that figure is itself valid. To verify that W 1 is valid, note first that L(W 1 ) = {a, b, c, g}, and that W 1 (1) = {1, 2}, W 1 (2) = {4}, W 1 (3) = {6, 7}. Position W 1 clearly satisfies property (V1); it also satisfies property (V2), since
One can similarly verify that W 2 is valid. The preceding example illustrates a general fact, expressed formally in the next lemma.
Lemma 4 Let W 1 , . . . , W p be the connected components of G P (U ), for some valid position U . For each j ∈ [p], W j is a valid position.
Together with Lemma 1, the next result shows that, for any valid position U and any i ∈ [k], T i |L(U ) is essentially determined by the descendants of U (i).
Proof By properties (V1) and (V2), for each i ∈ [k], every cluster of T i |L(U )except, possibly, the cluster at the root of T i |L(U )-is a cluster at a descendant of some node in U (i). The lemma follows.
If such a tree T exists, we say that T displays U .
Lemma 6 Profile P is compatible if and only if every valid position U in P is compatible.
Proof (Only if) Suppose P is compatible, but there is a valid position U of P that is not compatible. Let T be a tree that displays P. But then T |L(U ) displays U , a contradiction.
(If) Suppose every valid position in P is compatible. Then, in particular, so is the initial position, U init . Let T be a tree that displays U init . Thus, by definition,
Semi-Universal Nodes and Successor Positions
Let U be a valid position in P.
such that v is an internal node in T i and U (i) = {v}. We write S(U ) to denote the set of all semi-universal nodes in U .
Note that every node in U init is semi-universal; i.e., S(U init ) = U init . Consider again the graph G P (U ) of Fig. 5 , whose connected components are W 1 and W 2 . As we saw earlier,
The term "semi-universal", borrowed from Pe'er et al. [17] , derives from the following fact. Suppose that P is compatible, that T is a supertree that displays P, and that U is a valid position in P. Then, intuitively, the nodes of S(U ) map to a node w in T such that L(w) = L(U ). (The precise sense in which this is true is stated formally in the proof of Theorem 1 of Sect. 4.) Thus, the nodes in S(U ) are "almost" universal ancestors for all the species in L(U ).
The successor of a valid position U is the result of replacing each semi-universal node in U by its children. That is, the successor of U is (U \ S(U ))∪ v∈S(U ) Ch(v). If S(U ) is empty, then the successor of U is U itself. In Fig. 1, U = {1, 2, 3, 4 , 5, 6, 7, 8} is the successor of U init .
Lemma 7
Let U be the successor of some valid position in a profile P. Then, U is a valid position that contains no semi-universal nodes.
Proof Suppose U is the successor of valid position U . Each element of U is either an element of U or a child of some semi-universal node v ∈ S(U ). In the latter case, every child of v is in U . Since U is valid, and for every non-leaf node v,
. Thus, U contains no semi-universal nodes.
As illustrated by Figs. 4 and 5 , even if the cluster intersection graph for a valid position U is connected, this graph may be disconnected for the successor of U . Each connected component of the latter graph has its own, possibly empty, set of semiuniversal nodes.
The main result of this section, Lemma 10, is that if U is a valid position with no semi-universal nodes and G P (U ) is connected, then it must be the case that P is incompatible. As we shall see in Sect. 4, this fact is crucial to the correctness of our compatibility algorithm. The result is a consequence of the close relationship between the triple graph and the cluster intersection graph, explored in the next two lemmas.
Lemma 8
Suppose that U is a valid position in P that contains no semi-universal nodes. Let a and b be any two species in L(U ). Then, (a, b) is an edge in (P|L(U )) if and only if there exists a node v ∈ U such that a, b ∈ L(v).
Proof First, note that, since U has no semi-universal nodes,
(Only if) Suppose that (a, b) is an edge in (P|L(U )). Then, there is an i ∈ [k] such that ab|x ∈ R(T i |L(U )). Thus, there must be a proper descendant w of r (T i |L(U )) such that {a, b} ⊆ L(w). Lemma 5 and the fact that and, hence, (a, b) is an edge of (P|L(U )).
Lemma 9
Suppose that U is a valid position in P that contains no semi-universal nodes. Let W 1 , . . . , W p be the connected components of G P (U ) . Then, the connected components of (P|L(U )) are precisely L(W 1 ), . . . , L(W p ).
Proof Let 1 and 2 be defined as follows.
Both 1 and 2 are partitions of L(U ). We prove that 1 = 2 by showing that (a) for each connected component A of (P|L(U )) there exists a connected
(a) Let A be any connected component of (P|L (U ) ). We argue that any two species a, b in A must be in the same connected component of G P (U ) .
Then, each of U a and U b is a clique in G P (U ). It thus suffices to show that there is a path between some node in U a and some node in U b .
By the definition of A, there exists a path between a and b in (P|L(U )). Suppose this path is ρ = a 1 , . . . , a m , where a 1 = a and a m = b. By Lemma 8, for each l ∈ [m − 1], there exists a node w l ∈ U such that {a l , a l+1 } ⊆ L(w l ). For each l ∈ [m − 2], L(w l ) ∩ L(w l+1 ) = ∅, so, either w l = w l+1 or there is a edge between w l and w l+1 in G P (U ). Let π = w 1 , . . . , w m−1 . Then, we can extract from π a subsequence that is a path from w 1 to w m−1 in G P (U ). By the definition of ρ, a ∈ L(w 1 ) and b ∈ L(w m−1 ), so w 1 ∈ U a and w l ∈ U b . This completes the proof of part (a).
(b) Let W be any connected component of G P (U ). If |L(W )| = 1, the statement holds trivially, so assume that |L(W )| > 1. We argue that any two species a, b in L(W ) are in the same connected component of (P|L (U ) ). Let v a and v b be nodes in W such that a ∈ L(v a ) and b ∈ L(v b ). If v a = v b , then, by Lemma 8, (a, b) is an edge of (P|L(U )), and we are done. So, suppose instead that v a = v b .
Let us call a path π from v a to v b good if |L(w)| > 1 for every node w in π . We claim that there exists a good path from v a to v b . To prove this claim, we first argue that we can choose v a and v b such that |L(v a )|, |L(v b )| > 1. Indeed, consider the case of species a (the case for b is analogous). If |L(v)| = 1 for every node v ∈ W such that a ∈ L(v), then we would have |L(W )| = 1, contradicting our assumption that |L(W )| > 1. Now, suppose the path π from v a to v b has a node w / ∈ {v a , v b } such that |L(w)| = 1. Let w and w be the predecessor and successor of w in π . Then, L(w ) ∩ L(w ) = L(w) = ∅, so there is an edge between w and w . Thus, we can delete w from π and the resulting sequence remains a path between v a and v b .
Let π = w 1 , . . . , w l , where w 1 = v a and w l = v b , be a good path from v a to v b in G P (U ). Choose a sequence of species ρ = c 1 , . . . , c l+1 , where c 1 = a, c l+1 = b and, for each j ∈ [l], c j , c j+1 ∈ L(w j ) and c j = c j+1 . Note that such a choice is always possible. Then, by Lemma 8, (c j , c j+1 ) is an edge of (P|L(U )). Hence, ρ is a path from a to b in (P|L(U )).
Lemma 10 Let U be a valid position in P such that U contains no semi-universal nodes. Then, if G P (U ) is connected, U is incompatible. Proof Suppose, for contradiction, that U is compatible. Then, there exists a phylogenetic tree T U that displays U . By Lemma 3, ({T U }) has at least two connected components A and B. By Lemma 9, however, (P|L(U )) is connected, so there exist species a ∈ A and b ∈ B such that ab|c ∈ R(P|U ). But ab|c / ∈ R(T U ), and, by Lemma 2, T U does not display some tree in P|L(U ), a contradiction.
The Display Graph
The display graph of P, denoted H P , is the graph constructed as follows. For each species ∈ L(P), create a new node x / ∈ V (P), and let
Then, H P is the graph whose vertex set is V (P) ∪ X P and whose edge set is E(P) ∪ {(u, x ) : u is a leaf in T i , for some i ∈ [k], such that λ(u) = }. See Fig. 6 . Note that H P has O(M P ) nodes and edges, and can be constructed from P in O(M P ) time.
We remark that the display graph is usually defined as the result of identifying leaves in P labeled by the same species [4] . Contrast this with H P , which connects leaves with a common label through nodes in X P . Even though our definition of the display graph is slightly non-standard, the difference with the standard one is minor, and only serves to simplify our presentation.
Given a valid position U in P, we define H P (U ) as the subgraph of H P induced by the set {v : v is a descendant of some node u ∈ U } ∪ {x ∈ X P : ∈ L(U )}. Note that H P (U init ) = H P . The next result states the basic properties of H P (U ); in particular, part (ii) indicates the close relationship between H P (U ) and G P (U ). Figure 7 illustrates this result.
Lemma 11
The following statements hold for any valid position U of V (P).
(i) Let v be a node in U such that v is an internal node in some tree in P. If U = (U \ {v}) ∪ Ch(v), then H P (U ) is obtained from H P (U ) by deleting v and every edge (v, u) such that u ∈ Ch(v). (If ) Suppose v and w are in the same connected component of H P (U ). Then, there exists a path π between v and w in H P (U ). Let π = x 1 , . . . , x m , where { 1 , . . . , m } ⊆ L(P), be the subsequence of π obtained by striking out from π all nodes not in X P . Note that x 1 ∈ L(v) and x m ∈ L(w). Hence, if m = 1, we have 1 ∈ L(v) ∩ L(w), so there is an edge between v and w in G P (U ), and, consequently, v and w are in the same connected component of G P (U ) . Thus, suppose m > 1. Let u 0 = v and u m = w. By construction of H P (U ), for each i ∈ [m − 1], there is a node u i ∈ U such that i , i+1 ∈ L(u i ). Therefore, for each i ∈ [m], we have L(u i−1 ) ∩ L(u i ) = ∅, so there is an edge between u i−1 and u i in G P (U ) . Thus, the sequence u 0 = v, u 1 , . . . , u m = w is a path between v and w in G P (U ). Hence, v and w are in the same connected component of G P (U ).
Testing Compatibility
Here we present our tree compatibility algorithm. Section 4.1 gives an overview of and pseudocode for the algorithm. We prove the correctness of our algorithm in Sect. 4.2. In Sect. 4.3, we give an equivalent iterative version of the algorithm. The recursive and nonrecursive versions of our algorithm rely on the cluster intersection graph. In Sect. 4.4 we describe how to adapt our algorithms to use the display graph instead. As explained in Sect. 5, the iterative algorithm, combined with the display graph, provides an efficient solution to the tree compatibility problem.
From this point forward, we assume that G P (U init ) is connected. No generality is lost by making this assumption. To see why, observe that if G P (U init ) is not connected, then P can be partitioned into a collection of species-disjoint profiles P 1 , . . . , P r such that P is compatible if and only if P j is compatible, for all j ∈ [r ].
Overview of the Algorithm
Given a valid position U in P such that G P (U ) is connected, BuildST(U ) (Algorithm 2) determines whether or not L(U ) is compatible, and, if so, returns a phylogenetic tree T U that displays U . BuildST is closely related to the Build algorithm, reviewed in Sect. 3.1 (Algorithm 1). The key difference is that the latter uses the triple graph (P|A), for different subsets A of L(P), while the former uses the cluster intersection graph G P (U ), for different valid positions U in P. This exploits the fact that, by Lemma 9, the two graphs offer essentially the same information.
The steps of BuildST are analogous to those of Build, with L(U ) replacing L(P) and references to connected components of (P) replaced by references to connected components of G P (U ) . The most significant difference is the loop in Lines 11-12, which replaces U by its successor position, replacing semi-universal nodes by their children. This is because the one-to-one relationship between connected components of G P (U ) and (P|L(U )) implied by Lemma 9 only holds in the absence of semiuniversal nodes.
Correctness
We need an auxiliary lemma.
Lemma 12 Let U be a valid position in P. If BuildST(U ) returns a tree T U , then T U is a phylogenetic tree such that L(T U ) = L(U ).
Proof We use induction on |L(U )|. If |L(U )| = 1 or |L(U )| = 2, the claim is trivially true, so suppose |L(U )| > 2. Let W 1 , . . . , W p be the connected components of G P (U ) in Step 13. By Lemma 4, each W j is a valid position. Then, by construction, the sets L(W 1 ), . . . , L(W p ) are pairwise disjoint and L(U ) = p j=1 L(W j ). Since BuildST(U ) returns tree T U , it must be the case that, for each j ∈ [p], the result t j returned by the recursive call to BuildST(W j ) in Step 17 is a tree, which we can assume inductively to be a phylogenetic tree for L(W j ). Since p ≥ 2, the tree with root r U returned in Step 22 is a phylogeny with species set L(U ).
We are now ready to prove the correctness of BuildST.
Theorem 1 Let U init be the set defined in Eq. (1). Then, BuildST(U init ) either (i) returns a tree T that displays P, if P is compatible, or (ii) returns incompatible otherwise. By Lemma 10, immediately before Lines 11-12, U has a non-empty set of semiuniversal nodes. By Lemma 7, after Lines 11-12, U is a valid position that contains no semi-universal nodes. Since Line 15 returns incompatible, it must be the case that G P (U ) is connected at this line. But then, by Lemma 10, U must be incompatible, a contradiction. Now, suppose that BuildST(U init ) returns a tree T . We prove that T displays P by arguing that for each i ∈ [k] there is an injective mapping φ i :
Algorithm 2: BuildST(U )
By Lemma 12, each recursive call BuildST(U ) returns a phylogenetic tree T U for L(U ). Let r U denote the root of T U . We have two cases.
Case (i) |L(U )| ≤ 2. For each i ∈ [k], we must have |U (i)| ∈ {0, 1, 2}; we only need to consider |U (i)| ∈ {1, 2}. Suppose first that |U (i)| = 1, and let v be the single node in U (i). Note that L(v) ⊆ L(r U ). Thus, we make φ i (v) = r U . If |L(U (i))| = 1, we are done. Otherwise, |L(U (i))| = 2. Then, v has two children, v 1 and v 2 , both leaves, labeled with, say, species s 1 and s 2 , respectively. Node r U also has two children, r 1 and r 2 . Assume, without loss of generality, that these children are labeled with species s 1 and s 2 , respectively. Then, L(v j ) = L(r j ) for j ∈ {1, 2}. Therefore, we make φ i (v j ) = r j for each j ∈ {1, 2}. Now, suppose that |U (i)| = 2. Then, |L(U (i))| = 2, and each node in U (i) is a leaf in T i . As in the previous case, we map each node of U (i) to the corresponding child of r U .
Case (ii) |L(U )| > 2. Let S(U ) be the set of semi-universal nodes in U and let U be the successor of U , computed in Lines 11-12. Thus, U = (U \ S(U )) ∪ {u ∈ Ch(v) : v ∈ S(U )}. Assume inductively that for every strict descendant w of a node in U , there is a j ∈ [p] such that w is mapped to a node in the tree t j computed in Line 17. It therefore suffices to establish mappings for the nodes in S(U ). Now, for every v ∈ S(U ), L(v) ⊆ L(r U ). Thus, we make φ(v) = r U for every v ∈ S(U ).
An Iterative Version
Although we described BuildST as a recursive algorithm, we can also express it iteratively. As we will see in Sect. 5, the iterative version lends itself naturally to an efficient implementation. Algorithm 3, BuildST N (where the "N" stands for "non-recursive"), performs a breadth-first traversal of BuildST's recursion tree using a first-in first-out queue Q. This queue stores pairs of the form (U, pred) , where U is a valid position in P and pred is a reference to the parent of the node corresponding to U in the supertree built so far.
BuildST N initializes its queue to contain the starting position, U init , with a null parent. It then proceeds to the while loop of Lines 3-22. Each iteration of the loop starts by dequeuing a valid position U , along with a reference pred to the potential parent for the subtree for L(U ) in the supertree. BuildST N then creates a tentative root r U for the tree T U for L(U ), and links r U to its parent. In Lines 6-15, it considers the trivial cases |L(U )| = 1 or 2, in a manner analogous to that of BuildST. Here, the continue statement indicates that the rest of the current iteration of the while loop should be skipped, and the algorithm should continue to the next iteration.
After considering the trivial cases, BuildST N proceeds to in Lines 16-18, wherein the same manner as BuildST-it computes the successor of U and recomputes the connected components of G P (U ). If G P (U ) has only one component, then, as argued in the proof of Theorem 1, P must be incompatible, which is reported in Line 20. Otherwise, Lines 21-22 enqueue each of the connected components W 1 , . . . , W p of G P (U ), along with r U . Each W j is processed in a subsequent iteration, in which the root for the subtree for L(W j ), if such a tree exists, will be linked to its parent r U . If the while loop terminates without any incompatibility being detected, the algorithm returns the tree with root r U init .
Note that the order in which BuildST N processes connected components differs from that of BuildST: the former proceeds breadth-first, while the latter does so depth-first. Nevertheless, it is straightforward to see that the effect is equivalent, and the proof of correctness of BuildST (Theorem 1) applies to BuildST N as well. We thus state the following result without proof.
Algorithm 3: BuildST N (P)
Input: A profile P. Output: A tree T that displays P, if P is compatible; incompatible otherwise. 1 Construct G P (U init ) 2 enqueue(Q, (U init , null)) 3 while Q is not empty do 4 (U, pred) = dequeue(Q) 
Using the Display Graph
There is a potential difficulty in maintaining the connected components of graph G P (U ), as required by BuildST and BuildST N : the edges of G P (U ) are defined via set intersections, which can make it costly to update G P (U ) after computing the successor of U (e.g., as in Lines 16-17 of Algorithm 3). We can circumvent this difficulty by using the graph H P (U ) of Sect. 3.3 as a proxy for G P (U ) in our algorithms. Next, we explain how to do so, focusing on the iterative version, BuildST N .
By Lemma 11(ii), the connected components W 1 , . . . , W p of G P (U ) can be put into a one-to-one correspondence with the connected components Y 1 , . . . , Y p of H P (U ) so that W j = Y j ∩ U for each j ∈ [p]. Thus, H P (U ) offers the same connectivity information as G P (U ). On the other hand, offers an important advantage over G P (U ): maintaining the connected components of H P (U ) only requires performing edge and vertex deletions; there is no need to recompute set intersections. Indeed, by Lemma 11(i), we can perform Lines 16-17 of BuildST N by deleting each edge (v, u) such that u ∈ Ch(v) from H P (U ), and then deleting v from H P (U ).
As BuildST N (P) is executed, and edges and vertices of H P = H P (U init ) are deleted, the graph, which is initially connected, becomes increasingly fragmented. Let H cur be the subgraph of H P (U init ) that remains at the beginning of the current iteration of BuildST N 's while loop. Each entry of Q now corresponds to a distinct component Y of H cur such that Y is the set of vertices of H P (U ) for some valid position U . It is easy to see that U consists of those nodes in Y \ X P that have no parent in Y . It is also clear that the total size of all the components stored in Q at any point during the execution of BuildST N is O(M P ). As we explain in the next section, we can maintain the connected components in O(log 2 M P ) time per edge or node deletion. Since BuildST N performs O(M P ) deletions, the total time to maintain the components is O(M P log 2 M P ). In addition to connectivity information, we also need a way to quickly identify semi-universal nodes, and to perform other bookkeeping operations. We shall see that this additional work also takes O(M P log 2 M P ) time.
Time Complexity
The main result of this section is the following.
Theorem 3
There is an algorithm that, given a profile P of rooted phylogenetic trees, runs in O(M P log 2 M P ) time, and either returns a tree that displays P, if P is compatible, or reports that is P is incompatible otherwise. In the rest of this section, we describe the data structures used by BuildST N , and how these data structures are initialized and then maintained throughout the execution. Finally, we analyze the running time of our algorithm.
Data Structures
We represent H P (U ) using the dynamic graph connectivity data structure of Holm et al. [14] , which we refer to as HDT. HDT maintains a graph G under a series of updates-edge insertions or deletions-interspersed with queries asking whether two given nodes are in the same connected component. If we start with no edges in a graph with N vertices, HDT guarantees that the amortized cost of each operation is O(log 2 N ). HDT can be implemented using O(N ) space [22] . BuildST N requires three operations that are not explicitly specified by Holm et al. [14] :
1. detecting whether the deletion of an edge splits a connected component of G in two, 2. determining the number of nodes in a connected component of G, and 3. iterating through the nodes of a connected component of G.
The need for operation 1 is obvious. The need for operations 2 and 3 will become clear later.
Let N be the number of nodes in the graph G and m be the number of nodes in the connected component under consideration. We now explain how to adapt HDT so that operations 1, 2, and 3 take, respectively, O(log 2 N ) amortized time, O(log N ) time, and O(m) time (where the latter does not count the time to process each node).
Implementing operation 1 is straightforward. Let e = (u, v) be the edge to be deleted. Then, to see if the deletion of e breaks the graph into two components, we simply delete e and then test if u and v are in the same component. This requires two operations on HDT, for a total of O(log 2 N ) amortized time.
To explain how to implement operations 2 and 3, we first need to review the main features of HDT. Our focus is on the aspects that are crucial to our algorithm. For a full description of HDT, we refer the reader to the original reference [14] .
HDT maintains a spanning forest of the graph G, where each tree in the forest is a spanning tree for a connected component. An edge in the graph is a tree edge if it belongs to some spanning tree; otherwise it is a non-tree edge. Each spanning tree is represented using an Euler Tour tree (ET-tree), a dynamic balanced search tree that represents an Euler tour of the tree. An Euler tour of a tree S is obtained by replacing every edge in S be two edges in opposite directions, and then finding a cycle in the resulting graph that uses each edge exactly once. Thus, a spanning tree with m nodes is represented by an ET tree with 2m − 2 nodes. A node in G may contribute multiple vertices to the ET tree that contains it. Any one of these tree vertices is chosen as the representative of that node. We note that, in fact, HDT maintains multiple ET trees for each component, one of which is the aforementioned ET tree for the spanning tree of the component. Those additional ET trees are essential for achieving the time bounds proved by Holm et al., but they have no impact on our analysis. Thus, we will not consider those trees in the subsequent discussion.
Given any vertex v in an ET tree, one can determine in O(log N ) time the number of vertices in the tree containing v. From this number, we can easily obtain the number of nodes in the connected component containing v in O(1) time. Hence, we can implement operation 2 to run in O(log N ) time.
To iterate through the nodes in a connected component of G, we traverse the ET tree for the component, ignoring any vertex that is not a representative for a node in the component. Since the number of vertices in the ET tree for an m-node connected component is O(m), iterating through the nodes in the connected component, as required for operation 3, takes O(m) time (aside from the time spent processing the node).
Observe that the total number of edge and vertex deletions performed by BuildST N (P) cannot exceed the total number of edges and vertices in H P , which is O(M P ). Each update on H P (U ) takes O(log 2 M P ) amortized time. Therefore, the HDT data structure allows us to maintain connectivity information throughout the entire algorithm in O(M P log 2 M P ) time, which is within the time bound claimed in Theorem 3. Thus, from this point forward, we focus on how to maintain (I1) and (I2).
Let H cur be the subgraph of H P (U init ) that remains at the beginning of the current iteration of BuildST N 's while loop. We assume that each node v in H cur has the following two pieces of information. We assume that map fields are implemented using balanced binary search trees. Thus, given any index i ∈ [k], we can, in O(log M P ) time per operation, access Y.map(i) or determine that Y.map(i) is undefined. (Note that the stated O(log M P ) time bound per operation is an overestimate-the actual time is O(log k)-but the overestimate suffices for our analyses.) We can also add or delete an entry (i, L i ) to Y.map in O(log M P ) time. The set Y.map(i) is itself implemented using a balanced binary search tree. We also assume that the semiU fields are implemented using balanced binary search trees, so that access and updates (insertions and deletions) can be performed in O(log M P ) time per operation.
Suppose Y is the vertex set of H P (U ) for the valid position U extracted from Q at the beginning of an iteration of the while loop of Lines 3-22. Then, |L(U )| = Y.count and S(U ) = {v ∈ Y.map(i) : i ∈ Y.semiU}. Moreover, if |L(U )| ∈ {1, 2}, we can easily identify the labels in L(U ), by examining the species labels of the nodes v ∈ Y such that v.index is k + 1. Thus, the data fields we have defined provide all the information needed by each iteration of BuildST N 's while loop.
In the next subsections, we describe how to initialize all the required data fields for H P = H P (U init ) and maintain the data fields for each connected component of the current graph H cur after each edge and vertex deletion. semiU, and map fields of Y 1 and Y 2 , we use the well-known technique of scanning the smaller component [10] . We query HDT to determine which of Y 1 and Y 2 has fewer nodes. Suppose without loss of generality that |Y 1 | ≤ |Y 2 |. We initialize Y 2 .count, Y 2 .semiU, and Y 2 .map to Y .count, Y .semiU, and Y .map, respectively. We initialize Y 1 .count to 0, Y 1 .semiU = ∅, and Y 1 .map = ∅. We then iterate through each node v in Y 1 , and do the following. If v ∈ X P , we decrement Y 2 .count and increment Y 1 .count. Otherwise v ∈ V (T i ), where i = v.index. If v is marked, we remove v from Y 2 .map(i) and add v to Y 1 .map(i). As we do this, for each j ∈ {1, 2}, we check whether it is necessary to add or remove i from Y j .semiU. This decision depends on whether, as a result of moving v, we have that |Y j .map(i)| = 1 and the single element of Y.map(i) is an internal node in T i . The test to determine this can be performed in O(log M P ) time. Note that each update on a map or semiU field takes O(log M P ) time.
We claim that any node v is scanned O(log M P ) times over the entire execution of BuildST N (P). To verify this, let N (v) be the number of nodes in the connected component containing v. Suppose that, initially, N (v) = N . Then, the r th time we scan v, N (v) ≤ N /2 r . Thus, v is scanned O(log N ) times. The claim follows, since N = O(M P ). Therefore, the total number of updates over all nodes is O(M P log M P ), for a total time of O(M P log 2 M P ).
Summary
Let us review the running times of each aspect of our implementation of BuildST N .
1. Initializing the data structures This step has two parts.
• Setting up the HDT data structure for H P . This takes O(M P log 2 M P ) time. We conclude that the total running time of BuildST N (P) is O(M P log 2 M P ), completing the proof of Theorem 3.
Discussion
A trivial lower bound for the tree compatibility problem is (M P ), the time to read the input. Thus, our result leaves us a polylogarithmic factor away from an optimal algorithm for compatibility. Is it possible to reduce or even eliminate this gap? The bottleneck is the time to maintain the information associated with the various components of H P (U ). It is conceivable that the special structure of this graph and the way the deletions are performed could be used to our advantage. A second question is how well our algorithm performs in practice. To investigate this, it should be possible to leverage existing knowledge on the empirical behavior of dynamic connectivity data structures [15] . In recent work [8] , we have extended the approach presented here to develop a O(M P log 2 M P ) algorithm to test the compatibility of profiles of semi-labeled trees, that is, phylogenies whose internal nodes may be labeled by higher-order taxa. This extension enables us incorporate taxonomies (that is, trees that group organisms according to a system of taxonomic rank-e.g., family, genus, and species) as input trees. The use of taxonomies can broaden the taxonomic coverage of supertree analyses significantly [13] .
