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その停止性,健全性と完全性が項書換えシステムの枠組みにおいて示されている [2, 3, 7, 10, 12].
有限項だけを対象とするのではなく,比較的性質のよい無限項である正則項上の単一化に関す
る研究も行われている.正則項とは,その部分項集合が有限である (無限) 項である.正則項上の
単一化に関する最初の研究は文献 [8\mathrm{J} で行われている1. 文献 [6] では,無限木 (項)に関する基礎理
論に関する研究がまとめられており,正則項上における単一化も代数的な手法により形式化され
ている.また,文献 [4, 5] では,正則項上の単一化を論理型言語Prologの処理系に実装するため
に,推論規則により形式化が試みられている.実際,Prolog Ⅱでは文献 [5] で与えられた手法に基
づき,正則項上の単一化が実装されている.現在でも,SWI‐Prolog等の多くのProlog処理系に
おいて,正則項上における単一化が実現されている.さらに,効率的な正則項上の単一化アルゴ






まり正確には与えられていない.文献 [14] では,文献 [12] の手法に基づいた推論規則が与えられ
ているが,その停止性しか示されていない.また,推論規則の定義が非常に複雑であり,そのため















詳細は文献 [2, 3, 6] などを参考にして頂きたい.
関数記号の集合を \mathcal{F} , 変数の加算無限集合を \mathcal{V} とする ( \mathcal{F}\cap \mathcal{V}=\emptyset とする).  0 引数の関数記号
を定数とよび, n 引数の関数記号の集合を \sqrt{}n と表す. \mathrm{N}^{+} を正整数集合とし,正整数の有限列の
集合を \mathbb{N}^{+^{*}} と表す.有限列 p, q\in \mathbb{N}^{+^{*}} の連結を p.q と表す.部分関数 t : \mathbb{N}^{+^{*}} \rightarrow \mathcal{F}\cup \mathcal{V} に対し
て,以下の条件を満たすものを \mathcal{F}, \mathcal{V} 上の項とよぶ: (1) t( $\epsilon$) \in \mathcal{F}\cup \mathcal{V} ; (2) 任意の p\in \mathbb{N}^{+^{*}} に対し
て,  t(p.i)\in \mathcal{F}\cup \mathcal{V}\Leftarrow\Rightarrow t(p)\in ㌦かつ  1\leq i\leq n . ここで,  $\epsilon$ は空列を表す. \mathcal{F}, \mathcal{V} 上の項の集合を
T_{\dot{ $\iota$}nf}(\mathcal{F}, \mathcal{V}) と表す.
項 t\in T_{inf}(\mathcal{F}, v) の定義域 Pos(t)=\{p\in \mathbb{N}^{+^{*}} |t(p)\in \mathcal{F}\cup \mathcal{V}\} の要素を t における位置とよぶ.
p\not\in P\mathrm{o}s(t) なる p\in \mathbb{N}^{+^{*}} に対して,  t(p)=\perp と定義する.ただし, \perp は \perp\not\in \mathcal{F}\cup \mathcal{V} なる定数とす
る.このとき, s=t\Leftrightarrow\forall p\in Pos(s) . s(p)=t(\mathrm{p}) が成り立つ.項 t に出現する変数集合を \mathcal{V}(t)
と表す.位置集合が有限集合であるとき,項 t を有限であるという.有限項の集合を T_{f\hat{ $\iota$}n}(\mathcal{F}, \mathcal{V}) と
表す.有限項 t のサイズを位置集合 P\mathrm{o}s(t) の要素の個数とし, |t| と表す.有限項と区別するとき
には,項を無限項とよぶこともある.位置 p\in P\mathrm{o}s(t) における項 t の部分項 t|_{p} を t_{p}(q)=t(pq)
により定義する.関数記号  f\in 」㌦と項  t_{1} , . . . , t_{n}\in T_{inf}(\mathcal{F}, v) に対して,次の条件により定義さ
れる項 t を f(t_{1}, \ldots, t_{n}) と表す: (1) t( $\epsilon$)=f ; (2) t(i.p)=t_{i}(p) (1\leq i\leq n,p\in \mathbb{N}^{+^{*}}) . 位置集合上
の接頭辞順序を p\preceq q\Leftrightarrow\exists r\in \mathbb{N}^{+^{*}}. q=p.r により定義する.ある位置 q および正整数 i<j が存
在して, q.i\preceq p\mathrm{i}, q.j\preceq p_{2} を満たすとき,pi はp2の左に位置するという.
写像  $\sigma$ : \mathcal{V}\rightarrow T_{\dot{m}f}(\mathcal{F}, v) を代入とよぶ.代入  $\sigma$ を項  t\in T_{inf}(\mathcal{F}, \mathcal{V}) に適用した結果  $\sigma$(t) を次
のように定義する:  $\sigma$(t)(p) =  $\sigma$(t(p\mathrm{o}))(p\mathrm{i}) (p=p0\cdot p\mathrm{i} かつ t(p\mathrm{o}) \in \mathcal{V} を満たす  p0,p\mathrm{i}\in \mathbb{N}^{+^{*}} が
存在する場合):  $\sigma$(t)(p) =t(p) (それ以外の場合).  $\sigma$(t) は t に出現する変数 x \in \mathcal{V} を  $\sigma$(x) によ
り置き換えられた結果得られる項を表す.代入  $\sigma$ の定義域 \{x \in \mathcal{V} |  $\sigma$(x) \neq x\} を dom( $\sigma$) と表
す. dom( $\sigma$) = \{x_{1}, . . , x_{n}\} かつ  $\sigma$(x_{i}) = u_{i} である代入を \{x_{1} := u_{1}, . .., x_{n} := u_{n}\} とも表す.
dom( $\sigma$) が有限かつ任意の x\in dom( $\sigma$) に対して  $\sigma$(x) \in T_{f}鼠 \mathcal{F}, \mathcal{V} ) を満たすとき,  $\sigma$ を有限代入
とよぶ.  $\sigma$(t) を  t $\sigma$ とも表す.代入の合成を。により表す.すなわち,任意の変数  x\in V に対して,
( $\sigma$ 0 $\tau$)(x)= $\sigma$( $\tau$(x)) .
\square \not\in \mathcal{F}\cup \mathcal{V} なる定数 \square (ホールとよぶ) を考える. C \in  T_{inf} ( \mathcal{F} 火 \{\square \}, \mathcal{V}) に対して, \{p \in
\mathbb{N}^{+^{*}} | C(p) = \square \} が有限集合となるものを文脈とよぶ.文脈 C が \{p \in \mathbb{N}^{+^{*}} | C(p) = \square \} =
{pi, . . . , p_{n} } かつ任意の i<j に対してpi がpj より左に位置するとき, C を C[ , .. . , ]_{p_{1},\ldots,p_{n}} と表
す.文脈 C[ , .. . , ]_{p_{1\text{）}}\ldots,p_{n}} と項 t_{1} , . .. , t_{n}\in T_{inf}(\mathcal{F}, \mathcal{V}) に対して,項 t=C[t_{1}, . . . , t_{n}]_{p_{1},\ldots,p_{n}} を次の
ように定義する: \exists i, q. p=p_{i}q のとき, t(p) =t_{i}(q) ; それ以外のとき, t(p)=C(p) . すなわち,
C[t_{1}, . . . , t_{n}]_{p_{1},\ldots,\mathrm{p}_{n}} は文脈 \mathrm{C} に出現するホールを左から順に t_{1} , . . . ,らに置き換えて得られる項を
表す.また,ホールの出現が1つだけの文脈を C[]_{p} と表す.
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等式を s\approx t と表す.ここでは s, t\in T_{inf}(\mathcal{F}, \mathcal{V}) とする.等式 s\approx t の左辺は s , 右辺は t をさし,
等式の左辺と右辺は区別する.代入  $\sigma$ を等式集合 \{x\approx $\sigma$(x) |x\in dom( $\sigma$)\} と同一視することが
ある.等式集合 E に出現する変数の集合を次のように定義する: \displaystyle \mathcal{V}(E)=\bigcup_{(s\approx t)\in E}(\mathcal{V}(s)\cup \mathcal{V}(t)) .
等式集合 E の単一化子とは,任意の等式 s\approx t\in E に対して,  s $\sigma$=t $\sigma$ となる代入  $\sigma$ をいう.
等式集合  E の単一化子の集合を \mathrm{U}\mathrm{n}|\mathrm{f}_{inf}(\mathrm{E}) と表す. \mathrm{U}\mathrm{n}|\mathrm{f}_{inf}(E) \neq\emptyset のとき,等式集合  E は単一
化可能であるという.単一化可能性を判定する問題を,単一化問題という.代入上の擬順序 \sim< を
 $\theta$ \sim< $\eta$ \Leftrightarrow ある代入  $\rho$ が存在して  $\eta$=  $\rho$\circ $\theta$ により定めるとき,単一化子のうち擬順序 \sim< に関
して極小となる単一化子を最汎単一化子とよぶ.等式集合 E が単一化可能であるときには,最汎
単一化子が存在し,同値関係 \sim>\mathrm{n}<\sim に関して一意に定まる [6]. 等式集合  E と代入  $\sigma$ に対して,





定義1 (正則項 [6]) 項 t が正則 (re9^{ular} または rational)であるとは, t の部分項集合が有限集合
であるときをいう.
有限項は明らかに正則である.代入  $\theta$ が次の2つ条件を満たすとき正則代入とよぶ:  dom( $\theta$) が有
限集合,かつ,任意の変数 x\in dom( $\theta$) に対して  $\theta$(x) が正則項である.正則項は正則代入の適用に
関して閉じており,代入の正則性は関数合成 \circ により保存される.





定義3 (再帰式表現 [17]) 有限代入 {xl :=t_{1} , . . . , x_{n}:=t_{n}} が以下の条件を満たすとき,これを
再帰式表現とよび, [x_{1}:=t_{1}, . . . , x_{n}:=t_{n}] と表す:
\neg\exists i_{1} , . .. , i_{k}\in\{1, . . , n\}. (\forall 1\leq j<k. t_{i_{j}}=x_{i_{j+1}})\wedge t_{i_{k}}=x_{i_{1}} (1)
定義4 (再帰式表現の解 [17])  $\theta$=[x_{1} :=t_{1}, . . . , x_{n}:=t_{n}] を再帰式表現とし,任意の 1 \leq i\leq n
に対して,ti = C_{i}[x_{i_{1}}, . . . , x_{i_{k_{i}}}] とする.ただし,ここで,文脈 C_{i} には変数が出現しないと
する.このとき,項 $\theta$^{\star}(x_{1}) , . . . , $\theta$^{\star}(x_{n}) を以下のように相互再帰的に定義する. $\theta$^{\star}(x_{i})(p) =
\left\{\begin{array}{ll}
C_{i}(p) & (p\in Pos(C_{i})\wedge C_{i}|_{p}\neq \text{口})\\
$\theta$^{\star}(x_{i_{j}})(q) & (\exists j, q. p=p_{i_{j}}.q)
\end{array}\right.
項 $\theta$^{\star}(x_{1}) , . . . , $\theta$^{\star}(x_{n}) を再帰式表現の解とよぶ.
再帰式表現の条件 (1) より, $\theta$^{\star}(x_{i}) は定義として成立している (well‐defined である) こと,また,
Ci |_{\mathrm{P}i_{j}}= 口より項 $\theta$^{\star}(x\mathrm{i}) , . . . , $\theta$^{\star}(x_{n}) は一意に定まる.さらに,定義より明らかに, $\theta$^{\star} は dom($\theta$^{\star})=
{xi, . . , , x_{n}} なる正則代入である.
また,任意の再帰式表現  $\theta$ に対して,  $\theta$^{\star}=$\delta$^{\star} となる再帰式表現  $\delta$ で次の条件を満たすものが存
在する: \forall x\in dom( $\delta$) .  $\delta$(x) \not\in dom( $\delta$) .
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例5 (再帰式表現 [17]) 有限代入  $\theta$ = \{x := \mathrm{f}(x), y := x\} は再帰式表現であり,有限代入  $\theta$ =
\{x := \mathrm{f}(x), y := z, z := y\} は再帰式表現ではない.また,任意の n \geq  0 について $\theta$^{\star}(x)(1^{n}) =
$\theta$^{\star}(y)(1^{n}) =\mathrm{f} であるから, $\theta$^{\star}(x) =$\theta$^{\star}(y) =\mathrm{f}(\mathrm{f}(\cdots)) となる.  $\delta$= [x:=\mathrm{f}(x), y :=\mathrm{f}(x)] をとる
と, $\delta$^{\star}=$\theta$^{\star} かつ \forall x\in dom( $\delta$) .  $\delta$(x) \not\in dom( $\delta$) が成立する.再帰式表現  $\eta$=[x:=\mathrm{f}(y), y:=\mathrm{g}(x)]
に対して, $\eta$^{\star}(x)=\mathrm{f}(\mathrm{g}(\mathrm{f}(\mathrm{g}(\cdots)))) , $\eta$^{\star}(y)=\mathrm{g}(\mathrm{f}(\mathrm{g}(\mathrm{f}(\cdots となる.
命題6 (正則項と再帰式表現 [5, 6]) 再帰式表現の解は正則項である.また,任意の正則項はある
再帰式表現の解となる、
すなわち,任意の正則項は,再帰式表現  $\theta$ を用いて,  $\theta$^{\star}(x) の形で表すことができる.これを正
則項の再帰式表現とよぶ.ここで,正則項の再帰式表現は必ずしも一通りとは限らない.
実際,次の補題は,再帰式表現  $\theta$ の表す正則代入  $\theta$^{\star} は再帰式表現に対応する等式集合の最汎単
一化子となっていることを示す.
以下では文脈から明らかな場合には,再帰式表現  $\theta$=[x_{1}:=t_{1}, . . . , x_{n}:=t_{n}] を文脈に応じてそ
れに対応する等式集合 \{x_{1}\approx t_{1}, . .., x_{n}\approx t_{n}\} とみなす.
補題7 (再帰式表現の最汎単一化子 [17])  $\theta$= [x_{1} :=t_{1}, \cdots, x_{n}:=t_{n}] を再帰式表現とする.この
とき,正則代入 $\theta$^{\star} は再帰式表現  $\theta$ に対応する等式集合 \{x_{1}\approx t_{1}, . . . , x_{n}\approx t_{n}\} の最汎単一化子で
ある.
次に,再帰式表現の表す正則代入はべき等性を満たすことを示す.
補題8 S が再帰式表現であるとき, S^{\star}=S^{\star}\circ S^{\star}.
(証明) S= [x_{1} :=t\mathrm{i}, . .., x_{n} :=t_{n}] とする.例5の直前に述べた事実から,一般性を失うこと
なく, t_{1} , . . ., t_{n} \not\in\{x\mathrm{i}, .. ., x_{n}\}= dom(S) としてよい.任意の i (1 \leq i \leq n) に対して, t_{l} =
 C_{i}[x_{i_{1}}, \cdots, x_{i_{k_{i}}}]_{p,\ldots \mathrm{p}_{\dot{l}}}i_{1k_{i}} $\lambda$ とおく.仮定  t\mathrm{i} , . . . , t_{n} \not\in\{x\mathrm{i}, \cdots, x_{n}\} から,  C_{\dot{l}}\neq \square であることに注意
する.補題7から,正則代入 S^{\star} は S の最汎単一化子である.ここで,一般性を失うことなく
\displaystyle \{x_{1}, . . . , x_{n}\}\cap(\bigcup_{1\leq i\leq n}\mathcal{V}(S^{\star}(x_{i}))) =\emptyset と仮定することができる.この理由を以下に示す.いま,
\displaystyle \{x\mathrm{i}, . . . , x_{n}\}\cup(\bigcup_{1\leq i\leq n}\mathcal{V}(S^{\star}(x_{i}))) に含まれない変数 y_{1} , . . . ,腕をとる. S'=\{x\mathrm{i} :=y_{1} , . . . , x_{n}:=
y_{n}\}\circ S^{\star} とすると, \displaystyle \{x\mathrm{i}, . . . , x_{n}\}\cap(\bigcup_{1\leq i\leq n}\mathcal{V}(S'(x_{i}))) =\emptyset である.このとき,  S^{\star} \sim< S' . 一方,
S^{\star}=\{y\mathrm{i}:=x\mathrm{i}, \cdots , y_{n}:=x_{n}\}\circ S' より, S_{\sim}^{\star>s'} . よって, S^{\star}>\mathrm{n}< . すなわち, S' は S^{\star} と
同値である S の最汎単一化子であるからである. \displaystyle \{x_{1}, . .., x_{n}\}\cap(\bigcup_{1\leq i\leq n}\mathcal{V}(S^{\star}(x_{i}))) =\emptyset であれ
ば,任意の  x\in \mathcal{V} に対して, S^{\star}(x)=S^{\star}\circ S^{\star}(x) が成立する.
1. x \in \{x\mathrm{i}, . . . , x_{n}\} ; x = Xj とする. t_{j} = C_{j}[Xj_{l}, . .., Xj_{k_{j}}]_{p_{j_{1},\ldots,\mathrm{P}j_{k_{j}}}} であるから, S^{\star}(t_{j}) =
C_{j}[S^{\star}(x_{j_{1}}), .., , S^{\star}(x_{j_{k_{j}}})]_{p_{j_{1}},\ldots,p_{j_{k_{j}}}} かつ S^{\star}(S^{\star}(t_{j})) = C\prime[S^{\star}(S^{\star}(x_{\mathrm{j}_{1}})), . .. , S^{\star}(S^{\star}(x_{j_{k_{j}}}))]_{p_{j_{1}\text{）}}\ldots,p_{j_{k_{j}}}}
1_{\vee}\backslash ま, \displaystyle \{x\mathrm{i}, . .., x_{n}\}\cap(\bigcup_{1\leq i\leq n}\mathcal{V}(S^{\star}(x_{i})))=\emptyset より,  S^{\star}(Xj_{m})=S^{\star}(S^{\star}(Xj_{\mathfrak{m}}.)) (m=j\mathrm{i}, \ldots,j_{k_{j}}) . す
なわち, S^{\star}(xj)=S^{\star}(S^{\star}(xj)) . よって, S^{\star}(x)=S^{\star}(t_{j})=S^{\star}(S^{\star}(t_{j}))=S^{\star}\mathrm{o}S^{\star}(x) .
2. x\not\in\{x_{1}, . .., x_{n}\};S^{\star}(x)=x=S^{\star}\mathrm{o}S^{\star}(x) . \square 
次の補題は次節において重要な役割を果たす.
補題9 S を等式集合とする. S が再帰式表現の条件を満たすならば,任意の  $\sigma$\in \mathrm{U}\mathrm{n}\mathrm{i}\mathrm{f}_{inf}(S) に対
して,  $\sigma$= $\sigma$\circ S^{\star}.
(証明) S=\{x\mathrm{i}\approx t\mathrm{i}, \cdots, x_{n}\approx t_{n}\} とする.仮定より, [x\mathrm{i} :=t_{1}, . . . , x_{n}:=t_{n}] は再帰式表現であ
る.補題7より,正則代入 S^{\star} は上記の再帰式表現に対応する等式集合 S の最汎単一化子である.
よって,任意の  $\sigma$\in \mathrm{U}\mathrm{n}\mathrm{i}\mathrm{f}_{inf}(S) に対して,  $\sigma$= $\rho$\circ S^{\star} を満たす代入  $\rho$ が存在する.
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ここで,任意の  x\in \mathcal{V} に対して,  $\sigma$(x)= $\sigma$\circ S^{\star}(x) が成立することを示す.
1. x\in\{x_{1}, . . . , x_{n}\};x=x_{k} とする.
このとき,  $\sigma$(x)= $\sigma$(t_{k})= $\rho$(S^{\star}(t_{k})) かつ  $\sigma$\circ S^{\star}(x)= $\sigma$(S^{\star}(t_{k}))= $\rho$(S^{\star}(S^{\star}(t_{k}))) . 補題8より,
S^{\star}=S^{\star}\circ S^{\star} . よって,  $\sigma$(x)= $\sigma$ \mathrm{o}S^{\star}(x) が成り立つ.




次の正則項上の単一化に対する推論規則の定義は文献 [10, 4] に基づいている.ただし,以下で
は出現検査を行う Check* 規則 ([10]) は考えない.文献 [10] における有限項上の単一化に対する推
論規則と同様な規則は文献 [7] においても与えられている.
以下では,解を持たない特別な単一化問題を \perp で表す.
定義10 (正則項上の単一化に対する推論規則)  P を等式集合とする.
1. Delete: \{s\approx s\}\cup P\Rightarrow P,
2. Decompose : f \in ちのとき,{  f(si, \ldots, s_{n}) \approx  f(tl, . . . t_{n}) } \cup P\Rightarrow {si \approx t\mathrm{i} , . .. , s_{n} \approx
 t_{n}\}\cup P,
3. Orient: s\not\in \mathcal{V} のとき, \{s\approx x\}\cup P\vec{\frac{}{}}\{x\approx s\}\cup P,
4. Coalesce : x\in \mathcal{V}(P) のとき, \{x\approx y\} 団 P\Rightarrow\{x:=y\}(P)\cup\{x\approx y\},
5. Merge ; s, t\not\in \mathcal{V} かつ |s|\leq|t| のとき, \{x\approx s, x\approx t\}\cup P\Rightarrow\{x\approx s, s=t\}\cup P,
6. Clash : f, g\in \mathcal{F} かつ f\neq 9 のとき, \{f(\mathrm{s}\mathrm{l}, . . . , s_{m})\approx g(t_{1}, \ldots , t_{n})\}\cup P\Rightarrow\perp.
以降では,正則項における単一化手続き RUnifyを推論規則で次のように定義する.この関数は
最汎単一化子が存在すればそれを返し,そうでなければ失敗を返す.ここで, S は等式集合とする.
以下では,定義10の推論規則を任意に1回使用した推論を ~により表す. \sim の反射推移的閉包
を \rightarrow^{*} で表す. S が~に関する正規形であるとは, S\rightarrow T を満たす Tが存在しないときをいう.
定義11 (正則項における単一化手続き)
RUnify(S)= wh麗e\exists Ts.t. S\rightarrow T do S:=T ;
if S が再帰式表現の条件を満たす
then return S else 失敗 j
上記の手続きは非決定的であることに注意する.すなわち , 2つ以上の適用可能な規則が存在す
るとき,たとえば, S\rightarrow T_{1} かつ  S\rightarrow 乃のとき,手続きは任意の規則を選んでよい.このように,
RUnify の停止性は ~の停止性に依存する.
以下では,まずRUnify の停止性を示す.このために必要な補題をいくつか示す.
補題12任意の等式集合  P に対して, P\rightarrow^{*}S かつ S は推論~に関する正規形であるとする.こ
のとき, S が再帰式表現の条件を満たすか否かを判定することは決定可能である.
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(証明) いま,一般性を失うことなく S=\{x_{1}\approx t_{1}, . . . , x_{n}\approx t_{n}\} とすることができる.このとき,
t_{1} , . . . ,らはすべて有限項であることに注意する.
1. S が有限代入の条件を満たすことを示す.
最初に,ある変数 x\in\{x_{1}, . .., x_{n}\} に対して, x\approx t_{i}, x\approx t_{j}\in S かつ  t_{i}\neq ちを満たす等式が存
在すると仮定する.
(1) ti,  tj\not\in \mathcal{V} かつ | ti |\leq| tj | ; このとき, S=\{x\approx t_{l}, x\approx tj\} 団 S' とおける. S には Merge 規
則が適用でき, S が正規形であることに矛盾する.
(2) t_{i} \in \mathcal{V}, x \in \mathcal{V}(\{x \approx t_{j}\}\cup S かつ x \neq ti; いま, t_{i} = y とする.このとき, S = \{x \approx
 y\} 田 (\{x\approx t_{j}\}\cup S とおける. S にはCoalesce規則が適用でき, S が正規形であることに矛盾す
る.よって,x1 , . .. , x_{n} は相異なる変数である.
次に,仮定から, x\mathrm{i}\neq t\mathrm{i} , . . ., x_{n}\neq t_{n} . よって, S(x_{i})\neq x_{i}(i=1, \ldots, n) . すなわち, dom(S)=
\{x_{1}, . . . , x_{n}\} . さらに, t_{1} , . . . , t_{n} は有限項より, S は有限代入の条件を満たす.
2. S が再帰式表現の条件を満たすことを示す.
上記の1より,この等式集合 S に対応する有限代入は S=\{x_{1}:=t_{1}, . . . , x_{n}:=t_{n}\} である.仮
定から, x\mathrm{i} \neq t\mathrm{i} , . .. , x_{n}\neq t_{n} が成り立つ.このとき, S に出現する変数 x_{i} と有限項ちが等しい
かを,有限回確認すればよい.したがって, S が再帰式表現であるか否かを判定することは決定
可能であ .口
定義13 ([4]) 等式の (有限) 集合 P に対して, P の重みを次のように定義する :
\Vert P \displaystyle \sum_{(s\approx t)\in P}\max\{|s|, |t|\}
補題14すべての推論 S\rightarrow T に対して \Vert S\Vert\geq\Vert T\Vert が成り立つ.また,Decompose 規則が適用
されている推論  S\rightarrow T に対して, \Vert S\Vert>\Vert T\Vert が成り立つ.
(証明)∼に適用されている推論規則の場合分けにより示す.
1. Delete規則;
\Vert\{s\approx s\}\cup P \displaystyle \max\{|s|, |s|\}+\Vert P\Vert>\Vert P
2. Decompose 規則 ;
\Vert {  f (sl, . .. ,  s_{n})\approx  f (tl, . . . , t_{n}) } \cup P \displaystyle \max\{| f(s_{1}, \ldots, s_{n}) |, | f(t_{1}, \ldots, t_{n}) |\}+ \Vert  P \Vert>
\displaystyle \max\{|s_{1}|, |t_{1}|\}+\ldots+\max\{|s_{n}|, |t_{n}|\}+\Vert P \{s_{1}\approx t_{1}, . . . , s_{n}\approx t_{n}\}UP
3. Orient規則 ;
\Vert\{s\approx x\}\mathrm{U}P \displaystyle \max\{|s|, |x|\}+\Vert P \{x\approx s\}\cup P
4. Coalesce 規則 ;
\Vert \{x\approx y\}\cup P \displaystyle \max\{| x |, | y |\}+ \Vert  P \{x :=y\}(P) \Vert +\displaystyle \max\{| x |, | y |\} \{x :=
y\}(P)\cup\{x\approx y\}
5. Merge規則:
\Vert \{x\approx s, x\approx t\}\cup P \displaystyle \max\{|x |, |s |\}+\max\{|x|, |t|\}+ \Vert  P s| + |t| + \Vert  P
\displaystyle \max\{|x|, |s|\}+\max\{|s|, |t|\}+\Vert P \{x\approx s, s\approx t\}\cup P ロ
次の補題の証明は文献 [4] の手法に基づいている.
補題15 (RUnify (P) の停止性) 任意の等式集合 P に対して, \mathrm{R}\mathrm{U}\mathrm{n}|\mathrm{f}\mathrm{y}(P) は停止する.
(証明) 等式集合 P0に対して,RUnify (P_{0}) が停止しないと仮定する.定義11と補題12から,次
のような瑞から始まる無限推論列が存在すると仮定して,矛盾を導く.
恥 \rightarrow P_{1}\rightarrow\ldots\rightarrow P_{\dot{l}}\rightarrow P_{\dot{ $\iota$}+1} へ . . .
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最初に,もし Decompose規則が適用されなければ,このような推論列は有限であることを示す.
推論列の最初の等式集合 P_{0} 申の s\approx s または x\approx y の形の等式の個数を n とする.また, P_{0} 中の
x\approx t または t\approx x の形の等式の個数を m とする.ここで,昂は有限集合であることに注意する.
このとき,Delete, Coalesce 規則の適用回数は n以下である.また, \mathrm{O}\mathrm{r}|\mathrm{e}\mathrm{n}\mathrm{t} , Merge 規則の適用回数
は m以下である.よって,Decompose規則が適用されなければ,推論列は有限である.
定義13の重みにより,上記の無限推論列から次のような自然数の無限列が得られる;
\Vert P_{0} \Vert P_{1} . . . , \Vert P_{i} \Vert P_{i+1} . . .
補題14から,すべての推論に対して \Vert P_{i}\Vert\geq\Vert P_{i+1}\Vert が成り立ち,かつ,Decompose規則が適用
されている推論に対して,1  P_{i}\Vert>\Vert P_{\dot{ $\iota$}+1} \Vert が成り立つ.瑞からはじまる無限推論列が存在すると
仮定しているので,Decompose規則は無限回適用されている.このとき,次のような自然数の無
限減少列 \Vert P_{\dot{l}}1 \Vert>\Vert P_{i_{2}} \Vert>\Vert P_{i_{3}} \Vert>\ldots が得られる.よって矛盾する 口
次の補題は推論過程において,単一化子の集合が保存されることを示す.これは \mathrm{R}\mathrm{U}\mathrm{n}|\mathrm{f}\mathrm{y} の健全
性と完全性の証明に必要である.
補題16 S, T を等式集合とする.このとき, S\rightarrow T かつ  T\neq\perp ならば, \mathrm{U}\mathrm{n}\mathrm{i}\mathrm{f}_{\dot{ $\iota$}nf}(S)=\mathrm{U}\mathrm{n}\mathrm{i}\mathrm{f}_{\inf}(T) .
(証明) (1) Delete, Decompose, \mathrm{O}\mathrm{r}|\mathrm{e}\mathrm{n}\mathrm{t} 規則のときは自明である.
(2) Coalesce規則のとき;
 $\theta$=\{x\approx y\} とする.  $\theta$ は再帰式表現の条件を満たすから,補題7より  $\theta$^{\star}=\{x:=y\} . このと
き,補題9より,任意の  $\sigma$\in \mathrm{U}\mathrm{n}i\mathrm{f}_{inf}( $\theta$) に対して,  $\sigma$= $\sigma$\circ$\theta$^{\star}.
 $\sigma$\in \mathrm{U}\mathrm{n}\mathrm{i}\mathrm{f}_{inf}(\{x\approx y\}\mathrm{b}lP)
\Leftrightarrow  $\sigma$(x)= $\sigma$(y)\wedge $\sigma$\in\cup \mathrm{n}|\mathrm{f}_{inf}(P)
\Leftrightarrow  $\sigma$\circ$\theta$^{\star}\in \mathrm{U}\mathrm{n}\mathrm{i}\mathrm{f}_{inf}(P)\wedge $\sigma$(x)= $\sigma$(y)
\Leftrightarrow  $\sigma$\in \mathrm{U}\mathrm{n}\mathrm{i}\mathrm{f}_{inf}($\theta$^{\star}(P))\wedge $\sigma$(x)= $\sigma$(y)
\Leftrightarrow  $\sigma$\in \mathrm{U}\mathrm{n}|\mathrm{f}_{inf}($\theta$^{\star}(P)\cup\{x\approx y\})
(3) Merge規則のとき:
 $\sigma$\in \mathrm{U}\mathrm{n}|\mathrm{f}_{inf}(\{x\approx s, x\approx t\}\cup P)
\Leftrightarrow  $\sigma$(x)= $\sigma$(s)\wedge $\sigma$(x)= $\sigma$(t)\wedge $\sigma$\in \mathrm{U}\mathrm{n}\mathrm{i}\mathrm{f}_{inf}(P)
\Leftrightarrow  $\sigma$(x)= $\sigma$(s)\wedge $\sigma$(s)= $\sigma$(t)\wedge $\sigma$\in\cup \mathrm{n}\mathrm{i}\mathrm{f}_{inf}(P)
\Leftrightarrow  $\sigma$\in \mathrm{U}\mathrm{n}i\mathrm{f}_{inf}(\{x\approx s, s\approx t\}\cup P)
口








補題17 (RUnifyの健全性) RUn |fy(P)が正則代入  $\sigma$ を返すならば,  $\sigma$ は  P の最汎単一化子である.
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(証明) 仮定より, P\rightarrow P_{1}\rightarrow\ldots\rightarrow P_{n} が存在する.このとき,瑞は再帰式表現の条件を満たす.
よって,補題7から,  P_{n}^{\star}= $\sigma$ が成立する.  $\sigma$ は再帰式表現に対応する等式集合瑞の最汎単一化子
である,すなわち,  $\sigma$\in \mathrm{U}\mathrm{n}\mathrm{i}\mathrm{f}_{\mathrm{i}\mathrm{n}\mathrm{f}}(P_{n}) . 補題16より,  $\sigma$\in\cup \mathrm{n}|\mathrm{f}_{inf}(P) . 一方,任意の  $\theta$\in \mathrm{U}\mathrm{n}\mathrm{i}\mathrm{f}_{inf}(\mathrm{P})
に対して,補題16より,  $\theta$\in \mathrm{U}\mathrm{n}\mathrm{i}\mathrm{f}_{\dot{m}f} (Pn). いま,  $\sigma$ は瑞の最汎単一化子より,  $\theta$= $\rho$ 0 $\sigma$ を満た
す代入  $\rho$ が存在する.したがって,  $\sigma$ は  P の最汎単一化子である \square 
次に,RUn酌の完全性を証明する.
補題18 (\mathrm{R}\mathrm{U}\mathrm{n}|\mathrm{f}\mathrm{y} の完全性) P が単一化可能ならば,RUnify (P) は失敗しない.
(証明) P が単一化可能であり,かつ, \mathrm{R}\mathrm{U}\mathrm{n}|\mathrm{f}\mathrm{y}(P) が失敗すると仮定する.このとき,補題15か
ら,有限の推論列 P\sim P_{1}\rightarrow\ldots\rightarrow P_{n} が存在し, P_{n} が推論 \rightarrow の正規形であり,かつ,瑞が再
帰式表現の条件を満たさない.
1.  P_{n}=\perp;P は単一化可能であるから, \mathrm{U}\mathrm{n}\mathrm{i}\mathrm{f}_{\dot{x}nf}(P)\neq\emptyset . 補題16より, \cup \mathrm{n}|\mathrm{f}_{inf}(P_{n})\neq\emptyset . いま,
\perp は解をもたない特別な単一化問題より,Unifi\sqrt{}(P_{n})=\emptyset . よって,矛盾する.
2.  P_{n}\neq\perp ;  P_{n}= \{x1\approx t_{1}, . . ., x_{n}\approx t_{n}\} とする.いま, P_{n} が再帰式表現の条件を満たさない
から, \exists i\mathrm{i} , . .. , i_{k} \in \{1_{\text{）}}\ldots, n\}. (\forall 1 \leq j <k. t_{\dot{l}}j =x_{i_{j+1}})\wedge t_{i_{k}} =x_{i_{1}} . すなわち, t_{i_{1}} =x_{i_{2}}, t_{i_{2}} =
x_{i_{3}} , . . . , t_{i_{k-1}} = x_{i_{k}}, t_{0_{k}}.= x_{i_{1}} が成り立っ.このとき, P_{n} \supseteq \{x_{i_{1}} \approx  x_{i_{2}}, x_{i_{2}} \approx  x_{i_{3}} , .. . , x_{i_{k-1}} \approx
 x_{i_{k}}, x_{i_{k}}\approx x_{i_{1}}\} より,瑞に対して,Coalesce規則が適用できる.よって, P_{n} が~ の正規形である
ことに矛盾する \square 
最後に,停止性,健全性と完全性から本論文の主定理を示す.
定理19 P が単一化可能ならば, P は最汎単一化子である正則代入をもつ.
(証明) 補題18より,RUnify(P) は失敗しない.補題15より, \mathrm{R}\mathrm{U}\mathrm{n}|\mathrm{f}\mathrm{y}(P) は停止する.よって,
\mathrm{R}\mathrm{U}\mathrm{n}|\mathrm{f}\mathrm{y}(P) は正則代入  $\sigma$ を返す.補題17より,  $\sigma$ は  P の最汎単一化子である. \square 
以下では,正則項上の単一化の例をいくつか与える.
例20いま, E=\{\mathrm{f}(x, x)\approx \mathrm{f}(y, z)\} とする.
E=\{\mathrm{f}(x, x)\approx \mathrm{f}(y, z)\}\rightarrow \mathrm{D}\mathrm{e}\mathrm{c}\{x\approx y, x\approx z\}\rightarrow \mathrm{c}_{\mathrm{o}\mathrm{a}}|\{x\approx y, y\approx z\}\rightarrow \mathrm{C}\mathrm{o}\mathrm{a}| \{x\approx z, y\approx z\}. \leftarrow\vee\emptyset
とき, \{x\approx z, y\approx z\} が再帰式表現の条件を満たすから,RUni呼 (E) は正則代入  $\sigma$=\{x:=z, y:=z\}
を返す.補題17より,  $\sigma$ は  E の最汎単一化子である.
例21 E_{0} = \{\mathrm{f}(x, x) \approx \mathrm{f}(z, \mathrm{g}(y))\} \rightarrow \mathrm{D}\mathrm{e}\mathrm{c} \{x \approx z, x \approx \mathrm{g}(y)\} へ③Merge \{x \approx z, z \approx \mathrm{g}(y)\} = E_{2} . こ
のとき,E2は再帰式表現であるから,RUnify (E_{0}) は正則代入として E_{2}^{\star} = \{x :=\mathrm{g}(y), Z :=\mathrm{g}(y)\}
を返す.このとき,補題17より, E_{2}^{\star} はEo の最汎単一化子である.
例22 (周) この例は有限項上の単一化では出現検査で失敗するが,正則項上の単一化では最汎単
一化子として正則代入が求まる.
E_{0}= \{\mathrm{f}(x, x)\approx \mathrm{f}(y, \mathrm{g}(y))\}
\rightarrow \mathrm{D}\mathrm{e}\mathrm{c} \{x\approx y, x\approx \mathrm{g}(y)\}=E_{1}
へ③欧 \mathrm{o}\mathrm{a}| \{x\approx y, y\approx \mathrm{g}(y)\}=E_{2}
このとき,等式 x \approx y, x\approx \mathrm{g}(y) \in  E_{1} には Merge規則は適用できない.もしCoalesce 規則が
なければ再帰式表現 E_{2} を得ることはできない.よって,再帰式表現を得るためには Merge規則だ
けでは不足であり,Coalesce 規則が必要である. E_{2} は再帰式表現であるから, \mathrm{R}\mathrm{U}\mathrm{n}|\mathrm{f} $\gamma$(E_{0}) は正
則代入として瑠 = \{x:=\mathrm{g}^{ $\omega$}, y:=\mathrm{g}^{ $\omega$}\} を返す.補題17より, E_{2}^{\star} は E_{0} の最汎単一化子である.









れている [11, 15]. 有限項上の一意半単一化は文献 [1] において推論規則で形式化され,その停止
性について議論されている.そこで,一意半単一化を正則項上へ拡張し,推論規則で形式化し,停
止性,健全性と完全性を示す.この拡張により,文献 [17] における反証手続きを改良することを
試みる.(ii) 交換律や結合律等の等式を法とした単一化 ([2, 3, 10]) を正則項上に拡張し,推論規
則を用いて形式化し,それらの理論的な性質を示す.
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