ABSTRACT
INTRODUCTION
SNPs are increasingly used in genetic studies. However, the large-scale genotyping of SNPs brings along the problem of genotyping errors. Several authors have discussed the detection of such errors (2) (3) (4) (5) (6) (7) , studied the effects of errors on linkage analyses (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) , or proposed statistical tests that can take genotyping errors into account (20, 21) . Less attention has been paid to studying the causes and rates of genotyping errors and devising procedures to reduce them.
A few studies have examined genotyping error rates (22) (23) (24) (25) . Estimates varied from 0.08% to 3%. However, these studies pertained to multi-allelic short tandem repeat (STR) or microsatellite markers. Differences between these markers and SNPs exist not only with respect to the genotyping procedures but also in the way the data are processed and the genotypes are scored. For example, in this study we focus on the SNP genotyping technology introduced by Chen et al. (1) labeled fluorescence-polarization detection with template-directed, dye-terminator incorporation (FP-TDI). FP-TDI is commonly used and has proven to be efficient and accurate. When performing FP-TDI genotyping, to our knowledge there are no widely used computer packages, so these are often performed by laboratory technicians.
Scoring genotypes manually introduces possible human errors. The first aim of this article is to study error rates and types as may occur when SNP genotypes are scored manually. The second aim is to examine whether statistical genotype scoring methods form a viable alternative. Statistical procedures have several potential advantages. First, several steps of data manipulation are required to transform the raw SNP data to a genotype in a database that can be used for subsequent analyses. Automating these steps avoids errors that can result from handling the data manually. Second, ratings by technicians can be subject to variations in scoring rules, confusion, or fatigue. Statistical genotype scoring is not affected by these sources of unreliability. Third, additional information such as genotypes of relatives can be included when scoring the genotypes by computer algorithms. This allows the use of more information in the decision process that could potentially improve the scoring. However, scoring genotypes automatically requires a statistical model. This is the potential disadvantage of statistical procedures. If the model is not an accurate representation of the data, then erroneous decisions about genotypes will be obtained.
In this study, we focus on eight SNPs typed in about 1400 individuals. The genotyping was done as part of a previous larger fine mapping study. Therefore, the technicians were unaware of the aim of the present study, making our results more representative of datasets obtained from the daily routine in a medium-sized human molecular genetics laboratory. We compared the genotypes scored manually with three statistical procedures. The core of all three statistical approaches was a mixture model. Based on the results obtained from fitting mixture models to the FP-TDI data, we classified data points as ambiguous, outliers, failures, minor allele homozygotes, heterozygotes, and common homozygotes. We also tried to improve the classification by including genotype information of family members and making use of regularities we discovered in the error structure of the model. Results were evaluated in terms of the data quality as measured by several internal criteria such as the occurrence of Mendelian errors. Discrepancies between genotypes scored manually and the statistical procedures were examined in detail. If the source of the discrepancy could not be identified, then the genotypes were re-scored by two raters and agreement measures were computed to validate the scoring by statistical procedures and technicians.
MATERIALS AND METHODS

Sample and Genotyping
The sample consisted of 268 multiplex families selected for high density of schizophrenia (26) . The number of individuals in the pedigrees was 2368. Most pedigrees consisted of two or three generations. The average number of children per nuclear families was 3.2. DNA was available for 1405 individuals. The SNPs were genotyped using the technology discussed by Chen et al. (1) . The genotyping was performed as part of a larger fine mapping study so that the technicians were unaware of the aim of this study. We focused on eight SNPs that were approximately evenly spaced in a 30-kb region. This implied a total of 117 plates of 96 wells and, after excluding control samples, a total of 11 177 samples. Seventeen of the 117 plates were redone because their quality was considered too poor for genotype scoring.
Manual Genotype Scoring
The TDI reactions were read using an LJL fluorescence plate reader (Analyst HT; Molecular Devices, Sunnyvale, CA, USA). For each dye used, the reader generates an FP value for each sample. The two FP values can be plotted. The plot normally forms four distinct groups representing failures, minor allele homozygotes, heterozygotes, and common homozygotes. Figure 1 shows an example. Technicians visually inspected the plots to assign the individual points to one of the four groups. Outliers or points that are hard to score are included with the failures. If the segregation is very poor, then the plate will typically be redone. Although most plots will show a better segregation of groups than the one in Figure 1 , these kinds of plots are scored and demonstrate some of the challenges that technicians may face. The failures are always in the lower left corner, the homozygotes in the upper left and lower right corner, and the heterozygotes in the upper right corner. In this example, the groups of heterozygotes and minor allele homozygotes (lower right corner) seem to be fairly well separated. More problematic are points such as 26 and 74 that seem to be somewhere in between the groups of failures and common homozygotes. Technicians will typically not score points when they are segregated from the bulk of the group. Although this guideline would be helpful for point 80, it is less clear how point 96 should be scored. Furthermore, for small groups such as the minor allele homozygotes that may consist of only a few points, it may not always be easy to possible to determine the bulk of the group.
Statistical Genotype Scoring
The Appendix gives details of the statistical genotype scoring. The first step is to prepare the data so that they are in the proper format. Next, the number of groups need to be determined by visual inspection of the data, starting values have to be provided for the analysis, and a choice has to be made concerning the type of analysis to be used for the scoring. The analysis consists of fitting mixture models to the two FP values for each plate of 96 wells. An advantage of this approach is its flexibility, allowing the inclusion of covariates, all sorts of variables that may affect the classification, and constraints across groups to improve the statistical behavior of the model. The maximum number of groups in this mixture model was four. This is because, for bi-allelic SNPs, the maximum number of genotype groups is three: minor allele homozygotes, heterozygotes, and common homozygotes. In addition, a fourth group can be present, including those cases where the FP reaction failed. Note that not all genotype groups may be present on each plate, and in some instances there DRUG DISCOVERY AND GENOMIC TECHNOLOGIES may be no failures so that four is a maximum. Starting values consist of rough estimates of the mean of each group in the 2-D FP plot. We studied a basic model, a model that included genotypes of relatives, and a model with error deviations as covariates.
Basic model. The basic model (Figure 2A) uses the two FP values denoted X and Y as input. The groups are indicated with the variable c k . Because the groups are not directly observed, they may be better viewed as latent classes. The arrows labeled x k and y k represent the means of X and Y in each group. These parameters are subscripted k because they can be different for each group. We also need to estimate a variance and a covariance for X and Y. We tried different models by fixing the covariance between the FP values to be zero versus estimating this covariance and estimating different covariance matrices in each group versus forcing these matrices to be equal. Effect sizes and fit indices suggested that it was necessary to estimate the covariance between the two FP values. The often very small group sizes of failures and minor allele homozygotes resulted in unstable estimates of the variance-covariance matrices, and we therefore constrained the variance-covariance matrices to be equal across groups. Therefore, the parameters are not subscripted k in Figure 2A . The estimates were obtained by maximum likelihood. This assumes that within each group of the mixture model the FP values are multivariate normal distributed.
Based on the results of the analysis (posterior) probabilities can be computed that a case i belongs to each of the four groups. A case was assigned to a group only if the probability of belonging to that group was higher than 99%, or else it was considered ambiguous. This threshold of 99% was chosen because it seemed to maximize the agreement with the manual scoring and produced results that had face validity after we inspected a large number of plots. When a case is much closer to one group in the 2-D FP plot than the three other groups, it will have a high probability. However, even if it is relatively close to that group, it may have different FP values compared to other members of that group. To determine whether a case was an outlier, we used the Mahanalobis distance that measures the distance of a data point to the "center" of the group. An outlier was defined as a data point with probability lower than 0.001 of belonging to the group to which it most likely belonged.
This threshold of 0.001 was again determined on the basis of agreement with the manual scoring and face validity.
In the first cycle of the analysis, group membership was assumed to be unknown for all cases. In our mixture model approach, variables can be used to indicate the group(s) to which a case can belong. There are as many indicator variables as there are groups. The k th. indicator variable is defined as I ik = 1 if case i can belong to group k and is zero otherwise. In Figure 2A , this indicator variable is allowed to have an effect on c k , thus the way subjects are assigned to one of the classes of the mixture. Indicator variables were fixed to one for cases that were assigned to a group. The model was then rerun to see whether this helped to classify the cases that were ambiguous. This cycle of rerunning analyses was repeated until there were no more changes in group assignments.
Including genotypes of family members. Indicator variables were also used to include information about genotypes of family members. This may help to score outliers or ambiguous cases. parents and a child, the laws of inheritance limit the number of combinations to 15 (27) . For example, if a parent and a child are both homozygous for the minor allele, then the genotype of the other parent has to have at least one copy of the minor allele. These constraints may help to classify ambiguous cases that would now be based on both the FP data and the genotypes of family members. This genotype information can be incorporated in the model by giving the case a value of zero for the indicator variable that pertains to the group of common homozygotes and values of one for the indicator variables that correspond to the other groups.
To reduce the possible genotypes for ambiguous cases/outliers, we started with the cases who were parents by using possible genotypes of the spouse in combination with each of the children. Next, possible genotypes of the parents of the index cases were used. The search was stopped if only one genotype was left or all possible triads had been considered. Genotype information could either be an assigned genotype in one or both other members of the triad or multiple genotypes when one triad member was an ambiguous case or outlier itself where one of its genotypes was eliminated in a previous step. Thus, information from the whole pedigree was used. This genotype reduction was only tried in families that passed the Mendelian check. If a Mendelian error was found, then the indicator variables for all members from that family were set to one so that the genotype scoring was completely redone. Information from family members cannot be used to exclude the possibility that a case is a failure. Therefore, the indicator variable corresponding to the group of failures was always set to one. Note that genotypes are not only assigned on the basis of the genotypes of family members but also on the FP data. Thus, if the genotypes of family members would suggest certain genotypes that are incompatible with the FP data because of genotyping errors in the relatives or the misspecification of family relations, then that case would remain ambiguous.
Error deviations as a covariate. To reduce the "error" term and obtain a more accurate classification, covariates can be added to the model. We were not able to identify variables that explained between group variation. However, relative to the group mean, individual data points appeared to have similar positions or deviations in the 2-D FP-plot across SNPs. For each plate p, we fitted the basic mixture model to estimate the group means x kp and y kp and obtain a pooled estimate of the standard deviation: SD(X) kp = SD(X) p and SD(Y) kp = SD(Y) p . Next, for each case i that was assigned to group k on plate p, deviation scores were computed and divided by the pooled standard deviation to standardize across plates: X′ = (x ikp -x .kp )/ SD(X) p and Y′ = (y ikp -y .kp )/SD(Y) p . Correlations between standardized deviation scores across different SNPs were on average 0.266 for X′ and 0.192 for Y′. The deviations from the eight SNPs were also submitted to an unweighted least squares factor analysis. Table 1 displays the results. Factors were extracted using the traditional "eigenvalue larger than 1" criterion. For both X′ and Y′, only one factor was extracted. This suggested that a single common factor can explain the correlations between the deviations across SNPs. A possible candidate is DNA concentration that might affect the polarization for different SNPs in the same way. This is suggested by the literature where fluorescence polarization is used to measure the concentration of substrate-in our case, the concentration of PCR products and the fact that many different systems have been developed using FP principles to quantify the amount of substrates or products (28) (29) (30) (31) .
To obtain overall measures to be included in the mixture model analyses to score genotypes, we computed a factor score for the eight deviation scores X′ as well as a factor score for the eight deviations Y′ from the y-axis. The factor scores were regressed on the deviations of the individual SNPs to give an impression of their explanatory power. Results are shown in the second part of Table 1 . The multiple correlations varied between 0.252 and 0.755 and were on average 0.568, suggesting that over 30% of the within-group variance could be explained by the factor scores. Although the correlation between the two factor scores was 0.757, in most cases, both factor scores made significant contributions so that both were allowed to affect both FP values in the mixture model. Figure 2B displays the model where these factor scores were included. In addition to the parameters shown in Figure 2A (that were left out for sake of simplicity), we now also estimated the effects b of the factor scores on X and Y. These effects were constrained to be equal across the groups and are therefore not subscripted k in Figure 2B .
Programs
For the statistical genotype scoring, we wrote a Pascal program that controlled the cycles of fitting mixture models, read the output, scored the genotypes, and wrote the genotypes plus group and outlier probabilities to an output file. The mixture models were fit by calling the program Mplus (32). Our program plus documentation can be downloaded from the software library at www.BioTechniques.com and from http://www.vipbg.vcu.edu/~edwin.
RESULTS
To check the assumption of normality made by our mixture model, in Figure 3 we plotted the quantiles of the error terms computed as described in the section "Error deviations as a covariate" for the basic model against the quantiles of the normal distribution. If the normality assumption is correct, then the points should cluster around a straight line. Figure 3 shows that this match is pretty good and supports the assumption of normal distributions. Some deviation is observed but only for z scores greater than three or less than -3 that represent merely 0.2% of the most extreme scores. our pedigrees. A haplotype is a piece of DNA that contains genetic variations linked so closely that it is nearly always inherited as a unit. Two nearby microsatellites were included in these analyses to avoid the possibility that a substantial proportion of the haplotypes would be uncertain. Haplotype ambiguity is a big problem with SNPs because they have two alleles only (34) . Microsatellites have many alleles so that it is much easier to establish from which parent chromosome the haplotype was derived. Although it tries to minimize them, the haplotype estimation allowed for recombination. Because the markers were at a very short distance from each other, the presence of two or more recombinations is very likely to reflect genotyping errors. The absolute number of double recombinations may again be difficult to interpret because of factors such as genotyping errors in the microsatellites or the incorrect estimation of haplotypes by Simwalk. However, differences in the number of double recombinants between methods are likely to be the result of errors in genotype scoring. Recombinations are more likely at specific locations. Therefore, individuals from different families may still share part of the haplotype from very distant ancestors. Indeed, recent studies confirm a structure consisting of haplotype blocks in which a large percentage of a sample can typically be characterized by few common haplotypes that cover relatively long regions of the genome (35, 36) . Our final indices assessed the consistency of the haplotypes with this model. We reported the number of common haplotypes, considering the SNPs only, defined as haplotypes with a prevalence larger than 1% in the founders. In addition, the percentage of founder haplotypes that belonged to one of the common haplotypes was calculated. The idea is that genotyping errors and missing genotypes result in a more diffuse haplotype structure so that genotype scoring is likely to be better when there are a few common haplotypes that account for a relatively large percentage of the founder haplotypes in the sample.
Scoring by Manual and Statistical Procedures
The percentage of genotypes that could be scored with the basic mixture model was 96.19%. These rates range from 91.7 to 98.5, indicating that that some SNPs are easier to score than others. Five Mendelian errors and 13 double recombinants were found in the 11 177 genotypes. Seven common haplotypes accounted for 93.64% of the founder haplotypes in the sample. Only minor differences were found with the two other automated procedures. These differences involved the distribution of the various categories, the "Total % scored", the number of common haplotypes, and "% with common haplotype". The differences are unlikely to be merely chance findings. For instance, the distribution of outliers and ambiguous points was different for the "family member" and "covariate" model (Chi-square = 12.2, df = 1, P < 0.001). Furthermore, the pattern of differences seems consistent and sensible. For instance, eight previously ambiguous cases could be assigned genotypes when the model included the genotypes of relatives. This seems to make sense because you add further information that is likely to be correct and therefore helps the classification. The fact that the use of genotypes from family members makes little difference may be because, in most cases, the use of genotype data from other family members excludes merely one homozygous genotype. Therefore, in principle, it would be most helpful to classify ambiguous points that could be one of the two homozygotes. However, in the FP plot, the two homozygous genotypes are always in opposite corners so that it is unlikely to have data points that are in the middle of these two groups. The use of the overall within-group residual terms as covariates yielded the most favorable results in terms of the total number of genotypes scored. Three observations suggested that these changes represented a small improvement. First, the number of double recombinants was reduced. Second, the same seven haplotypes accounted for a slightly larger percentage of the founder haplotypes in the sample. Third, the eight ambiguous cases that could be assigned genotypes by including information about family members were assigned the same genotypes when the covariates were included in the model.
The manual genotype scoring consistently yielded less favorable results compared to the statistical scoring. It resulted in greater than 3%-3.4% more missing genotypes. The number of Mendelian errors and double recombinants equaled those found by the basic mixture model but were poorer than the mixture model approach with covariates. Finally, two more common haplotypes were found, and this larger number of haplotypes accounted for a smaller percentage of founder haplotypes in the sample. This suggested that genotyping errors produced a less clear and consistent haplotype structure.
A case was assigned to a group if the Note that * means these failures include outliers and ambiguous points. probability of belonging to that group was higher than 99%; otherwise, it was considered ambiguous. An outlier was defined as a data point with probability less than 0.001 of belonging to the group to which it most likely belonged. We studied how altering these criteria affected the scoring. The vast majority of cases had probabilities greater than 0.99 of belonging to the groups to which they were assigned. 
Statistical Procedures versus Manual Scoring
In 94%-95% of the cases, the technicians and the three statistical procedures scored classified the samples in the same group (failures, two homozygotes, and heterozygotes). This corresponded to a Kappa (37), a measure between zero and one for agreement between raters that corrects for agreement due to coincidence, of about 0.88. When we excluded the failures from both methods, the average agreement increased to 99.1% and the Kappa was 0.978. Thus, about 95% of the genotypes were identical and therefore likely to be correct. The disagreements in the remaining 5% most often involved data points that were not scored by one procedure but were assigned a genotype by the other.
We inspected all 748 data points that were classified differently by statistical procedures versus manual scoring. In 200 cases, the differences could be identified and were the result of data handling errors. That is, for two plates of 96 samples, the wrong FP data were used for the genotype scoring, and, in one situation, the wrong FP data were used for part of the plate. In addition, two plates of scored genotypes were mistakenly excluded from the final data file, which explains about 190 missing genotypes.
After excluding these identified differences, the remaining 548 discrepant genotypes were independently scored by two raters (Y.J. and X.C.). The raters disagreed about 132 points. Table 3 shows Kappa statistics. The Kappas above the diagonal show that there was perfect agreement among the statistical procedures and between the statistical procedures and rater 2. That is, there were no instances where different genotypes were assigned to the same individual. Agreement between the statistical procedures and rater 2 versus rater 1 was very close to one. The Kappas below the diagonal show a much lower agreement. This is because disagreement nearly always involved unclear data points-that is, data points that were scored as outliers or ambiguous points by one procedure and assigned a genotype by another. The statistical procedures tended to show higher agreement than the two raters. This was particularly true for the basic and family member method because the only difference in scoring between these methods was that eight previously ambiguous cases could be assigned genotypes when the model included the genotypes of relatives. The agreement between raters and statistical procedures decreased when additional information about family members and covariates was included. This may not necessarily point to poorer results. These models use information that is not available to the raters so that the lower disagreement could reflect the different inputs used to score the genotypes.
The agreement between the original manual genotype scoring and the two raters was clearly lower than between raters and statistical procedures. This is true for the Kappas above and below the diagonal. This finding is more remarkable when one considers the fact that technicians and raters are more likely to use similar rules to score genotypes. Therefore, such method effects may be expected to favor the manual scoring. The conclusion of these findings is that the discrepancies between statistical procedures and manual scoring were more likely to reflect errors in the manual scoring.
A Combined Procedure
We also studied whether genotype scoring could be improved by having technicians/raters score difficult data points. For this purpose, we created a Manual 0.003 -0.086 n/a n/a n/a -Note: above diagonal is Kappa when failures are excluded from both methods, and below diagonal is Kappa with failures included. n/a is not applicable because the genotypes were selected to be discordant. Cases for which the cause of the discrepancy could be identified were not included. dataset where all discrepant points (i.e., those scored differently by statistical procedures and technicians) were assigned the genotype that was most frequent in the scoring by the two raters and statistical procedure that included covariates. In comparison to the statistical scoring alone, this combined procedure, although it increased the number of missing genotypes by 49, reduced the number of Mendelian errors and double recombinants by one. Thus, a slight reduction of errors seems possible by having technicians score difficult data points. It is unclear whether this improvement was the result of systematic differences between raters and statistical procedure or the general phenomenon that raters tended to take fewer risks at the expense of having more missing genotypes. To study this, we selected cases where statistical procedures and raters differed. The statistical procedure scored more aggressively: in 92% (57/62) of the cases, the statistical procedure scored a genotype, whereas the raters classified these cases as failures. However, the differences concentrated on certain plates. These plates generally showed relatively poor separation of the groups. In these situations, the raters were apparently more cautious and less likely to assign genotypes. The raters were also more inclined to score data points as outliers when they were disconnected from the rest of group. A variation on this theme involved the group of minor allele homozygotes that typically consisted of very few data points. As a result, there was more often a point that looked disconnected. Our model that assumes equal variances in all groups would score such points as homozygous, whereas the raters were more inclined to score them as outliers. This phenomenon may also account for the finding in Table  2 that the frequency of the minor allele tended to be somewhat lower in the manual scoring (13.6%) than with the statistical procedure (13.8%).
DISCUSSION
We studied error rates and types when SNP genotypes are scored manually and explored the possibility of automating SNP genotype scoring. For 0.6% of the total number of scored genotypes, the wrong FP data were used in the manual procedure as a result of data-handling errors. These errors are not inherent in the data. However, assuming that our laboratory is representative of other laboratories, the errors are inherent to manual genotype scoring. For another 1%, differences were found between manual genotype scoring and statistical procedures, but the source of the errors could not be identified. However, there were two indications that the genotypes scored manually were more likely to be wrong. First, the statistical procedures performed better with respect to several internal criteria such as the number of Mendelian errors. Second, when discrepant genotypes were re-scored by two raters, the genotypes scored by the statistical procedure showed much higher agreement with the raters, even though possible method effects should have favored the manual genotype scoring. Assuming that the statistical procedure was correct in the 1% where technicians scored the genotypes differently and errors could not be identified, an overall estimate of the error rate equals 1 + 0.6 = 1.6%. Another aspect of data quality involved the finding that there were 3.3% more missing genotypes when scoring was done manually. This percentage can be broken up into 1.7% caused by errors in data manipulation where data got lost so that these genotypes were not present in the final dataset. This percentage is again not inherent in the data but, to the extent our laboratory is representative, is inherent to genotype scoring where data are handled manually. The other 1.6% was due to conservative scoring by technicians who were more likely to classify less clear data points as failures.
Our model made several assumptions such as multivariate normality, equal group variances, and that there are no external processes that may cause more than four groups. Even if, strictly speaking, some of these assumptions may not hold, results suggested that the scoring method is robust to violations of these assumptions. The manual genotype scoring can be viewed as a "non-parametric" method. After eliminating the data manipulation errors where the wrong FP was used by technicians, greater than 95% of the samples were scored identically. If the automated procedures were sensitive to violations of the assumptions, then we would not have observed such a large agreement. The disagreements in the remaining percentage involved "difficult" data points that were not scored by one procedure but were assigned a genotype by the other. As judged by a wide variety of criteria, our analyses suggested that the automated procedures scored these difficult points better than the technicians. Thus, although, strictly speaking, some model assumptions may not hold, even for those difficult points, the statistical procedures yielded better results than those obtained via manual scoring.
Another kind of question is whether the automated procedure could be further improved by making other assumptions. A first remark is that the room for improvement seems very limited. One indication that there were only 62 cases where statistical procedures and the two raters (who re-scored the "difficult points") differed consistently. Furthermore, it seems likely that part of this systematic difference has to do with a reluctance of raters to score difficult points rather than a systematic error caused by the normality assumption of the automated procedure. Another indication is that only five Mendelian errors were left after the genotypes were scored by the statistical procedures. It should be noted that this number is likely to be an underestimate of the true number of errors (3, 4, 15) . Douglas et al. (15) found that, particularly with SNPs, genotype errors are difficult to detect via Mendelian inconsistencies. Assuming a random-allele-error model, they suggested that Mendelian checks identify 13%-75% of the genotype errors. However, even these percentages would still imply merely 0.06%-0.34% remaining errors that could be eliminated. In addition, 3.6% of the genotypes were failures or could not be scored. This percentage gives the upper bound for a further possible reduction of the number of missing genotypes.
Even if one assumes that a systematic error is introduced by some of the model assumptions, it is an open question whether the best way to solve this problem would be to change the assumptions. Estimating more complex models and more parameters may have a negative impact on the statistical behavior of the models and the precision of the parameters estimates. Therefore, the challenge would be to improve the classification of these possible systematic errors and maintain the same accuracy in classifying the other points at the same time. We also found that the possible systematic differences concentrated on plates that showed relatively poor separation of the groups and situations where points looked disconnected from the rest of group. In addition to changing model assumptions, another option could be to find and incorporate the factors that account for these possible anomalies into the model. A more rigorous option involves duplication or replication with a different SNP genotyping technology of the problematic points. However, because of the increase in cost/effort and limited room for improvement, it may be difficult to justify this approach. Furthermore, because of the regularities in the error structure, difficult data points will remain difficult to score using the same genotyping method. Assuming that it eliminates this phenomenon, replication with a different technology may therefore be better. There was some evidence that genotyping errors may be slightly reduced by having technicians score plates that showed relatively poor separation of the groups. The explanation may be that in these situations the more conservative manual scoring is justified by the lower data quality. Therefore, a final option is to let difficult data points score independently by raters.
It was encouraging to find that SNP genotype scoring could be statistical. In addition to fewer errors and missing
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genotypes, statistical procedures have the obvious advantage of being much less time consuming and expensive because they save manpower. The inclusion of family members to aid the genotype scoring had little effect. Merely eight additional cases could be assigned genotypes when the genotypes of family members were included. The model that included covariates reflecting regularities in the error structure of FP scores across SNPs scored these eights points in the same way. Because the latter model is much easier to implement, it may not be worth the trouble of fitting the model with family members, and the choice may either be the basic model or the model with covariates. The covariate model produced the best results with respect to the internal criteria. That is, it reduced the number of double recombinants and increased the number of scored genotypes. However, the differences with the basic model were small. It seems to be a matter of individual preference whether the slightly better results are judged to be worth performing the more elaborate procedure. In this study, we used a fairly large sample and included eight different SNPs. Furthermore, results were fairly robust against changes in the probabilities that determined ambiguous cases and outliers. Although the program we used has that flexibility, under ordinary circumstances we would therefore not think that dataset-specific tuning would be required in other datasets.
APPENDIX
Mixture Models
Let n y be the number of variables (two for the basic model and four for the model that includes the covariates), y i be the n y -dimensional random vector with the FP data plus possible covariates for case i (i = Next, the logarithm of the individual likelihoods is taken, and the sum of all individual log-likelihoods is maximized: N lnL(θ,p; y i ,t i ) = Σ ln(L i ) i=1 Given the ML parameter estimates, it is possible to assign the cases by calculating the posterior probability that a given case belongs to a given group. By Bayes' theorem, the posterior probability that case i belongs to component k is: prob(k | y i ) = p k g k (y i ; Σ k {θ k }, µ k {θ k }) / f(y i ; p,Σ{θ}, µ{θ}). For outlier detection, we used the Mahalanobis Distance using the ML estimates: and z i = A t (y i -µ k ) and A is the whitening transformation (38) . Since the mean vector of z are [0,0] t and covariance matrix of z the identity matrix, the z ij s are independent random variables with zero mean and unity variance. Thus, if y is normal, then the Mahalanobis distance is a chi-square random variable with two degrees of freedom. Therefore, the probablity that observation y i belongs to group k is χ 2 (k > d i 2 | k,θ), df. = 2).
