Abstract. Negotiation between agents aims at reaching an agreement in which the conflicting interests of agents are accommodated. In this paper, we present a concrete negotiation scenario where two agents are situated in a maze and the negotiation outcome is a cell where they will meet. Based on their individual preferences (a minimal distance from their location computed from their partial knowledge of the environment), we propose a negotiation protocol which allows agents to submit more than two proposals at the same time and a conciliatory strategy. Formally, we prove that the agreement reached by such a negotiation process is Paretooptimal and a compromise, i.e. a solution which minimizes the maximum effort for one agent. Moreover, the path between the two agents emerges from the repeated negotiations in our experiments.
Introduction
Negotiation is a form of interaction in which a group of agents with conflicting interests try to reach a mutually acceptable agreement over some outcomes [1] . The outcome is typically a tasks/resources allocation, a matching between agents or a joint decision. Agents' interests are conflicting in the sense that they cannot be simultaneously fully satisfied. In this perspective, negotiation can be seen as a distributed search through a space of potential agreements [2] .
In this paper, we present a concrete negotiation scenario where two agents are situated in a maze and the negotiation outcome is a cell where they will meet. Based on their individual preferences (a minimal distance from their location computed from their partial knowledge of the environment), we propose a negotiation protocol which allows agents to submit more than two proposals at the same time and a strategy which consists in starting from the deal that is best for the agent and then concedes. A concession of an agent means that she proposes a new deal such there is no other preferred alternatives. Formally, we prove that the agreement reached by such a negotiation process is Pareto-optimal and a compromise, i.e. an alternative which minimizes the maximum effort for one agent to reach it. Moreover, the path between the two agents emerges from the repeated negotiations in our experiments. Paper Overview. Section 2 describes the addressed concrete problem and why the negotiation frameworks in the literature are not sufficient for it. In section 3, we introduce the basic notions in the background of our work. Section 4 proposes a rule for multi-agents decision. Then, we present our negotiation game (Sec. 5). We describe our experiments in section 6. Finally, section 7 concludes.
Problem
We consider here two agents which are paratroopers landed at the two opposite corners of a maze. They aim at meeting as soon as possible, i.e minimizing the maximum number of steps for one agent to reach the meeting point. Both of them have a local perception of the environment. Each agent can perceive the walls of her current cell. Moreover, she knows her own location. Contrary to the classical rendezvous problem [3], the agents are allowed to communicate in order to negotiate the meeting point. Moreover, the meeting point can be re-negotiated during the exploration of the maze. The optimal solution for finding a meeting point requires the knowledge of the whole maze. Under this assumption, the agents can compute the shortest path between them and set the meeting point in the middle of it. By contrast, a solution which does not need any prior knowledge consists of pseudo-randomly selecting a meeting point in the first diagonal.
In order to illustrate this problem, we consider a 3 × 3 maze (cf Fig.1 ). At the second step of the resolution, Alice is in the cell d while Bob is in the cell f . Each agent computes the distance to reach all the other cells based on its knowledge. For this purpose, an agent takes into consideration the perceived walls and she assumes that there is no wall between the cells it did not visit yet. In other words, the computation is performed by an A-star algorithm where the future path-cost function is the Manhattan distance. For instance, Bob supposes that 3 steps are required to reach the cell c since she is aware there is a wall between c and f , and so it plans to go through e and b. However, this path cannot be followed since there is a wall between e and b the agent is not aware of.
Since we want to minimize the maximum number of steps for an agent to reach the meeting point, the cell e is a good candidate even if d, e and f are Pareto-optimal (see Def. 1). In order to solve this distributed solving problem, we need a negotiation protocol and a strategy which allow to reach a fair solution. It is worth noticing that the communication of their position is not enough to reach a rendezvous with a pure strategy [3] . Moreover, the communication of the wall is useless since the agents explore different parts of the maze.
Related Works. Many negotiation frameworks have been proposed in the literature (see [1] for a survey) depending on the object of negotiation, the agents' preferences (2 or n), the protocol and the strategy. First of all, we consider here 2 agents (the paratroopers) negotiating a single-issue with discrete values (the meeting point).
Model for the Agents' Preferences. Most of the literature assume that the preferences are represented by utility functions in order to negotiate a payoff,
