We present a new method to study analytic inequalities. As for its applications, we prove the wellknown Hölder inequality and establish several new analytic inequalities.
Monotonicity Theorem
Throughout the paper R denotes the set of real numbers and R denotes the set of strictly positive real numbers. Let n ≥ 2, n ∈ N, and x x 1 , x 2 , . . . , x n ∈ R n ; the arithmetic mean A x and the power mean M r x of order r with respect to the positive real numbers In 1 , Pachpatte gave many basic methods and tools for researchers working in inequalities. In this section, we present a monotonicity theorem which can be used as powerful tool to prove and find analytic inequalities. Proof. We only prove the case of ∂f/∂x 1 ≥ ∂f/∂x 2 .
Necessity. For all x 1 , x 2 ∈ D and l ∈ R with m ≤ x 2 < x 2 l ≤ x 1 − l < x 1 ≤ M, by the assumption we have f x 1 − l, x 2 l − f x 1 , x 2 ≤ 0. Then from the Langrange's mean value theorem we know that there exists ξ l ∈ 0, l such that Sufficiency. For all a, b ∈ D and l > 0 with b < b l ≤ a − l < a, from the assumption and the Langrange's mean value theorem we know that there exists ξ l ∈ 0, l such that
Therefore the proof of Lemma 1.1 is completed. 
Theorem 1.2. Suppose that D ⊂ R n is a symmetric convex set with nonempty interior, f : D → R has continuous partial derivatives, and
2 The proof for the case of a 1 max 2≤j≤n {a j } or a n min 1≤j≤n−1 {a j } is implied in the proof of 1 .
In particular, according to Theorem 1.2 the following corollary holds.
Corollary 1.3. Suppose that D ⊂ R
n is a symmetric convex set with nonempty interior, f : D → R is a symmetric function with continuous partial derivatives, and
1.16
If 
Recall that the following so-called Schur's condition is very useful for determining whether or not a given function is Schur convex or concave. 
It is well known that a convex function is not necessarily a Schur convex function, and a Schur convex function need not be convex in the ordinary sense either. However, under the assumption of ordinary convexity, f is Schur convex if and only if it is symmetric 4 .
Although the Schur convexity is an important tool in researching analytic inequalities, but the restriction of symmetry cannot be used in dealing with nonsymmetric functions. Obviously, Theorem 1.2 is the generalization and development of Theorem 2.3; the following results in Sections 3-5 show that a large number of inequalities can be proved, improved, and found by Theorem 1.2.
A Proof for the Hölder Inequality
Using Theorem 1.2 and Corollary 1.3, we can prove some well-known inequalities, for example, power mean inequality, Hölder inequality, and Minkowski inequality. In this section, we only prove the Hölder inequality.
Proposition 3.1 Hölder inequality . Suppose that
If p, q > 1 and 1/p 1/q 1, then
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Proof. Let a 1 , a 2 , . . . , a n ∈ R n and
Then
From Theorem 1.2 we get
Therefore, the Hölder inequality follows from 3. 
Improvement of the Sierpiński Inequality
In the section, we give some improvements of the well-known Sierpiński inequality:
Therefore, t α 1 g t is monotone increasing in 1, ∞ . From
Abstract and Applied Analysis we know that t α 1 g t > 0, g t > 0. Then lim t → 1 g t 0 leads to g t > 0 and
We assume that x ∈ D * see 1.16 . Let t x 1 /x 2 1/β . Then inequality 4.8 becomes
4.9
Combining inequalities 4.3 and 4.9 yields that ∂f x /∂x 1 − ∂f x /∂x 2 > 0. Using Corollary 1.3 we have
4.10
Letting
Case 2. α β < 0. Let t > 1. Then from α < 0 and α β < 0, one has
Hence inequality 4.8 holds. The rest is similar to above, so we omit it.
The proof of Theorem 4.2 is similar to the proof of Theorem 4.1, and so we omit it.
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Theorem 4.3. Suppose that n ≥ 3, a a 1 , a 2 , . . . , a n ∈ R n . If r − ln n/ n − 1 ln n − ln n − 1 , then r < −1 and
Proof. Let n ≥ 3 and
4.15
Then r − ln n
4.16
Therefore, we get 
4.17
We assume that x ∈ D * see 1.16 . Then we have
4.18
4.19
11
According to Bernoulli's inequality 1 x α < 1 αx with x ≥ −1, x / 0, and 0 < α < 1, one has
4.20
For 0 < s < 1 and t > 1, it is not difficult to verify that 1 − s t s st s−1 − 1 > 0. Letting s −1/r, we have
4.21
Using Corollary 1.3, we know that
4.22
Letting 
4.23
A a n−1 /n M r a 1/n ≥ M 0 a . 4.24a k ≥ n k 1 a 1/r k n n−1 r · n k 1 a k n , M 0 a ≥ M 1/r a n−1 /n A a 1/n .
4.26
Inequality 4.14 is proved.
Five New Inequalities
Let n ≥ 3 and a a 1 , a 2 , . . . , a n ∈ R n . Then
References 5, 6 is the third symmetric mean of a.
with the best possible constant p k − 1 / n − 1 .
Proof. Let a a 1 , a 2 , . . . , a n ∈ R n and f a n i 1
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5.5
If a ∈ D * see 1.16 , then
5.6
Combining inequalities 5.5 and 5.6 yields that ∂f/∂a 1 − ∂f/∂a 2 > 0. Then from Corollary 1.3 we have f a 1 , a 2 , . . . , a n ≥ f A a , A a , . . . , A a 5.7
for all a a 1 , a 2 , . . . , a n ∈ R n , which implies that
Therefore, inequality 5.2 is proved.
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Taking a 1 a 2 · · · a n−1 1 and a n x in inequality 5.2 , we get
5.9
Letting x → ∞, we get
5.10
So p k − 1 / n − 1 is the best possible constant. For n ≥ 2, a a 1 , a 2 , . . . , a n ∈ R n , Alzer 7 established the following inequality:
Theorems 5.2 and 5.3 are the improvements of Alzer's inequality.
Proof. Firstly, let p > n 2 / n 2 4n − 4 , and 
5.15
Then from Corollary 1.3, we get
5.16
Let e x i a i in above inequality. Then we know that inequality 5.12 holds. From continuity we know that inequality 5.12 holds also for p n 2 / n 2 4n − 4 .
Proof. Let f a If n ≥ 2 and 0 < a 1 ≤ a 2 ≤ · · · ≤ a n , then the following inequalities can be found in 8-10 : 
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