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Effective field theory for two-species bosons in an optical lattice:
Multiple order, the Nambu-Goldstone bosons, the Higgs mode and
vortex lattice
Yoshihito Kuno, Keita Suzuki, and Ikuo Ichinose
Department of Applied Physics, Nagoya Institute of Technology, Nagoya, 466-8555 Japan
In the previous papers, we studied the bosonic t-J mode and derived an effective field theory,
which is a kind of quantum XY model. The bosonic t-J model is expected to be realized by
experiments of two-component cold atoms in an optical lattice. In this paper, we consider a
similar XY model that describes phase diagram of the t-J model with a mass difference. Phase
diagram and critical behavior of the quantum XY model are clarified by means of the Monte-
Carlo simulations. Effective field theory that describes the phase structure and low-energy
excitations of the quantum XY model is derived. Nambu-Goldstone bosons and the Higgs
mode are studied by using the effective field theory and interesting findings are obtained for
the system with multiple order, i.e., Bose-Einstein condensations and pseudo-spin symmetry.
We also investigate physical properties of the quantum XY model in an effective magnetic
field that is realized by rotating the optical lattice, etc. We show that low-energy states of the
system strongly depend on the strength of the “magnetic field”. For some specific strength
of the magnetic field, vortex lattice forms and the correlation function of the bosons exhibits
solid like behavior, which is a kind of Bose-Einstein condensation.
KEYWORDS: bosonic t-J model, cold atom, optical lattice, supersolid, phase separation
1. Introduction
Recently cold atomic systems are one of the most actively studied fields in physics.1)
The versatility of cold atom systems offers new methods for investigating problems that are
difficult to be studied by means of conventional methods. In particular, the cold atomic system
in an optical lattice is sometimes regarded as a “quantum simulator” and it is expected to
give important insights into properties of strongly-correlated many-body systems.2) The cold
atomic systems in an optical lattice are highly controllable, e.g., the dimension and type of
lattice are controlled by the setup of the experimental apparatus, the interactions between
atoms are freely controlled by the Feshbach resonance, etc.
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It is now widely accepted that a single-species boson system in an optical lattice is de-
scribed by the Bose-Hubbard model.3) The Mott-superfluid phase transition, which was ob-
served in the experiments,4) is well described by the Bose-Hubbard model. Multi-species
(multi-component) boson systems are expected to have a rich phase structure and are realized
by, e.g., 85RB -87Rb, 87RB -41K mixture.5, 6) These multi-component systems were theoreti-
cally studied by various methods. The two-component Bose-Hubbard model at commensurate
fillings has been studied in e.g., Refs.7–9) by the mean-field-theory (MFT) type approxima-
tions and the numerical methods. It was predicted that interesting states including the super-
counter-fluid, supersolid (SS), etc, form in certain parameter regions. Doped two-component
hard-core Bose-Hubbard model was studied by using the Monte-Carlo (MC) simulations,10)
and it was shown that five distinct phases can exist.
In this paper, we are interested in the strong replusive case of the two-component model,
which is a bosonic counterpart of the strongly-correlated electron systems like the high-
Tc materials.11) It is expected that various phases appear in that system at incommensurate
particle density. The results obtained for that system may give important insight into the
phase diagram of the fermionic counterpart. In the previous papers,12, 13) we showed that the
strong-repulsive Bose-Hubbard model is well described by the bosonic t-J model14) and stud-
ied its phase diagram, etc. To this end, we employed the path-integral formalism with the
slave-particle representation. In Ref.,12) we studied the finite-temperature properties of the
bosonic t-J model on a stacked triangular lattice. In particular we were interested in the anti-
ferromagnetic J-couplings that generates the frustration. By means of the MC simulations,
the phase diagrams of the system were investigated rather in detail. However to perform the
MC simulations, we ignored the Berry phase in the action assuming that the existence of
the Berry phase does not influence the finite-temperature phase diagram substantially. On the
other hand in Ref.,14) we studied the ground-state phase diagram of the bosonic t-J model on
a square lattice. We first integrated out the amplitude degrees of freedom of the slave particles
in order to make the action of the model positive-definite. The resultant model describes the
phase degrees of freedom of each atom and hole and we call it “quantum XY model”. As the
action of the quantum XY model (qXY model) is positive-definite, a straightforward applica-
tion of the Monte-Carlo (MC) simulation to it is possible. Furthermore, a low-energy effective
field theory was obtained by means of a “Hubbard-Stratonovich” transformation. Phase di-
agram of the qXY model and low-energy excitations, e.g., Nambu-Goldstone bosons, were
studied analytically by using the effective field theory.
In this paper, we shall extend the previous studies.12, 13) The extension is three-fold.
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(1) a finite mass difference of the a and b-atoms
(2) a finite Jz-term in the qXY model and its effect on supersolid
(3) effects of an external (synthetic) magnetic field
This paper is organized as follows. In Sec.II, we introduce the bosonic t-J model and the
qXY model. Relation between the bosonic t-J model and the Bose-Hubbard-J model is also
explained. Phase diagram of the qXY model with a mass difference is obtained by the MC
simulations. Topological excitations, i.e., vortices are also studied numerically. Section III is
devoted for study of the supersolid that forms as a result of sufficiently large Jz-term of the
pseudo-spin interactions. Parameter region of the SS in the phase diagram is clarified by the
numerical study. In Sec.IV, we derive an low-energy effective field theory taking account of
the Jz-term. The obtained phase diagram of the qXY model by the numerical study in Sec.II
is re-derived by using the effective potential of the effective theory. We also study the low-
energy excitations including the Nambu-Goldstone boson and the Higgs mode, and obtain
interesting results. In Sec.V, we study effects of the synthetic magnetic field to the superfluid
(SF) phase. We show that the SF is destroyed by a small amount of the magnetic field. How-
ever, we also find that there exist stable SFs at some specific strength of the magnetic field.
Various correlation functions exhibit unusual behaviors there. Detailed study on these states
is given and it is found that some specific vortex lattices form there. Section V is devoted for
conclusion.
2. Phase diagram of quantum XY model for t-J model with mass difference
In this section, we shall study the phase diagram of the bosonic t-J model with a mass
difference. Hamiltonian of the system is given as
HtJ = −
∑
〈i, j〉
(taa†i a j + tbb†i b j + h.c.) + Jz
∑
〈i, j〉
S zi S
z
j − J
∑
〈i, j〉
(S xi S xj + S yi S yj), (1)
where a†i and b
†
i are boson creation operators at site i of a square lattice. Pseudo-spin operator
~S i is given as ~S i = 12 B
†
i ~σBi with Bi = (ai, bi)t, and ~σ is the Pauli spin matrix. In the original
t-J model, the doubly-occupied state is excluded at each site. In the present study, we extend
the above constraint to the one such that the total number of a-atom and b-atom at each site is
less than the (freely) assigned value N. Furthermore we add the following potential term HV
that controls fluctuations of the particle numbers at each site,
HV =
V0
4
∑
i
(
(a†i ai − ρai)2 + (b†i bi − ρbi)2
)
, (2)
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where ρai + ρbi ≤ N and V0 is a positive parameter. Parameter V0 is obviously related to the
on-site repulsion of atoms, but we regard it as a free parameter with the energy dimension.
The Heisenberg “pseudo-spin” terms in HtJ (1) represent the interactions between the a and
b-atoms at nearest-neighbor (NN) sites. Experimental realization of the above “nonlocal”
interactions between atoms is interesting and important. The Jz-term obviously gives an inter
and intra-species interactions of the a and b-atoms at NN sites. Besides the ordinary Feshbach
resonance, dipolar interaction might be useful for realizing the NN interaction.15) For Jz >
0 and in a bipartite lattice, the checkerboard (CB) configuration with a Ising type order is
enhanced, whereas for Jz < 0, a homogeneous configuration is favored. On the other hand,
the J-term controls the relative phase of the a and b-atoms’ condensates. For example the
FM (AF) interaction J > 0 (J < 0) prefers 〈a†i 〉 = 〈b†i 〉 (〈a†i 〉 = −〈b†i 〉). The J-term (S xi S xi+ˆk +
S yi S
y
i+ˆk
) ∝ (a†i bib†i+ˆkai+ˆk +H.c.) (ˆk=unit vector) is realized experimentally by putting auxiliary
fermions (or bosons) on the link (i, i + ˆk) of the optical lattice.16) These fermions are coupled
with the bosons ai, bi, etc via scattering terms as∑
j=i,i+ˆk
a†jb jφ
†
i,ˆk
ϕi,ˆk + H.c., (3)
where φi,ˆk and ϕi,ˆk are annihilation operators of distinct internal states of the fermion (or
boson). By making a large energy difference between the two states φ†
i,ˆk|0〉 and ϕ
†
i,ˆk|0〉 as
H0f =
∑
i,ˆk
(
mφφ
†
i,ˆkφi,ˆk + mϕϕ
†
i,ˆkϕi,ˆk
)
, mφ ≫ mϕ, (4)
the interaction (3) can be treated as a perturbation, and the second-order perturbation expan-
sion gives the (S xi S xi+ˆk + S
y
i S
y
i+ˆk)-term. The parameter J in Eq.(1) is given by the the overlap
integral of the Wannier functions of each atom. The model given by Eqs.(1) and (2) HtJ +HV
without the local constraint of particle number should be called Bose-Hubbard-J model.
Low-energy effective model for HtJ + HV is obtained by integration out the amplitude
mode of a†i and b
†
i in the path-integral formalism by using a slave-particle representation
and the qXY model for the phase degrees of freedom is derived. In the previous papers,12, 13)
we considered the specific case ta = tb and showed that the obtained qXY model well de-
scribes low-energy properties of the original t-J model. In this section, we shall continue the
previous study and consider the case ta , tb. We clarify the phase diagram and low-energy
excitations including Nambu-Goldstone bosons and Higgs particles. Topological excitations
in each phase are also studied.
For the bosonic t-J model on the square lattice with J > 0 and Jz = 0, action of the derived
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qXY model is given as follows,
ALxy = ALτ + AL(eiΩσ , e−iΩσ), (5)
where
ALτ = cτ
∑
r
3∑
σ=1
cos(ωσ,r+τˆ − ωσr + λr), (6)
and
AL(eiΩσ , e−iΩσ) = −
∑
〈r,r′〉
(
Ca3 cos(Ω2r −Ω2r′) +Cb3 cos(Ω3r − Ω3r′) + C1 cos(Ω1r − Ω1r′)
)
. (7)
We have introduced a lattice for the imaginary time. Then in Eqs.(6) and (7), r denotes site
of the space-time cubic lattice, τˆ is the unit vector in the direction of the imaginary time, and
〈r, r′〉 denotes the NN sites in the 2D spatial lattice. λr is the Lagrange multiplier field for
the local constraint of the particle number at each site in the t-J model. In the homogeneous
distribution ρai = ρa and ρbi = ρb, the parameters are related to the original ones as
cτ =
1
V0∆τ
,
C1 = 4Jρ2aρ2b∆τ ∝ J/(cτV0),
Ca3 =
ta
2
ρa(N − ρa − ρb)∆τ ∝ ta/(cτV0),
Cb3 =
tb
2
ρb(N − ρa − ρb)∆τ ∝ tb/(cτV0), (8)
where ∆τ is the lattice spacing of the imaginary time. It should be remarked that cτ, · · · ,Cb3
are dimensionless parameters. (We have put ~ = 1.) In Eq.(7), the dynamical variables are
Ω1r = ω1r − ω2r, Ω2r = ω1r − ω3r, Ω3r = ω2r − ω3r,
where ωαr (α = 1, 2, 3) are phases of the slave particles, and the above variables are related
with the original ones as
S xr + iS yr ∝ eiΩ1r , ar ∝ eiΩ2r , br ∝ eiΩ3r . (9)
Then the partition function Z is given as follows by the path-integral formalism,
Z =
∫
[dωαrdλr]eALxy . (10)
We numerically studied the model defined by Eqs.(5) and (10) with the value of cτ fixed
by calculating the “internal energy” E and “specific heat” C as a function of C1 and (Ca3,Cb3),
E = 〈ALxy〉/L3,
C = 〈(ALxy − E)2〉/L3, (11)
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Fig. 1. (Color online) Phase diagram of the qXY model (5). There are four phases, i.e., paramagnetic (PM),
ferromagnetic (FM), superfluid of a-atom (a-SF), and superfluid of a and b-atoms accompanying the ferro-
magnetic order (FM+2SF). Locations of the phase transitions are determined by the calculation of system size
L = 16. The numbers in parentheses indicate the number of Nambu-Goldstone bosons in each phase.
where L is the linear size of the 3D cubic lattice with the periodic boundary condition. In
order to identify various phases, we also measured the pseudo-spin and boson correlation
functions that are given by,
GS(r) = 1L3
∑
r0
〈eiΩ1r0 e−iΩ1,r0+r〉,
Ga(r) = 1L3
∑
r0
〈eiΩ2r0 e−iΩ2,r0+r〉,
Gb(r) = 1L3
∑
r0
〈eiΩ3r0 e−iΩ3,r0+r〉, (12)
where sites r0 and r0 + r are located in the same spatial 2D lattice, i.e., they are the equal-
time correlators. For example, if Ga(r) → finite as r → ∞, we judge that Bose-Einstein
condensation (BEC) of the a-atom takes place.
For numerical simulations, we employ the standard Monte-Carlo Metropolis algorithm
with local update.17) The typical sweeps for measurement is (30000 ∼ 40000)× (10 samples),
and the acceptance ratio is 40% ∼ 50%. Errors are estimated from 10 samples with the
jackknife methods.
We first study a simple case in which ρai = ρbi = ρ as both the ferromagnetic J-term
and the hopping terms prefer the homogeneous distribution. The case with Jz > 0 will be
studied in Sec.III. In the practical calculation, we put Ca3 = 2Cb3. We show the phase diagram
obtained by the MC simulations in Fig.1. There are four phases, the paramagnetic (PM) phase
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Fig. 2. (Color online) Internal energy and specific heat as a function of Cb3 for C1 = 0.3. Behavior of C
indicates that there exist two second-order phase transitions. L = 16.
without any long-range orders (LRO), the ferromagnetic (FM) state that exhibits a FM order
but neither a nor b-atom Bose condenses there. The FM state forms as a result of condensation
of the bi-atom composite 〈aib†i 〉 , 0, and is sometimes called super-counter-fluid. There are
two other phases, i.e., the state of the BEC of the a-atom without the FM order, and finally
the FM state with BECs of both the a and b-atoms. Order of the phase transitions is also
indicated in Fig.1, and some typical behaviors of E and C near the phase boundary are shown
in Fig.2. We also show the result of the finite-size scaling (FSS) for two second-order phase
transitions in Fig.2. In the FSS, the specific heat C is parameterized as
CL(ǫ) = Lσ/νΦ(L1/νǫ), (13)
where ν and σ are critical exponents, ǫ = (Cb3 − Cb3∞)/Cb3∞ with Cb3∞ = the critical coupling
for L → ∞, and Φ(x) is the scaling function. See Fig.3. For the first phase transition shown in
Fig.2, Cb3∞ = 0.645, ν = 0.95 and σ = 0.28, whereas for the second, Cb3∞ = 0.876, ν = 0.88
and σ = 0.32.
Some of the correlation functions that were used for the identification of each phase are
shown in Fig.4. The obtained phase diagram should be compared with that of the case ta =
tb.12, 13) As the result of the mass difference, the phase with single BEC appears.
In order to study the low-energy excitations in each phase, an effective field theory, which
is derived by means of the “Hubbard-Stratonovich” transformation, is very useful.13) For the
case of ta = tb, the effective field theory was derived and the number of the NG bosons was
identified.13) Similar manipulation is applicable to the present case straightforwardly. The
action of the effective field theory is given as follows for the case ta , tb and Jz = 0, though
7/28
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Fig. 3. (Color online) Finite size scaling for two phase transitions in Fig.2. Φ(x) is the scaling function in
Eq.(13).
Fig. 4. (Color online) Correlation functions for C1 = 0.3 and Cb3 = 0.8 (left), C1 = 0.3 and Cb3 = 1.5 (right).
At C1 = 0.3 and Cb3 = 0.8, only the BEC of a-atom forms. On the other hand at C1 = 0.3 and C
b
3 = 1.5, the FM
as well as the BECs of a and b-atoms form. This state is denoted as FM+2SF.
we shall discuss more general case in Sec. IV,
A =
∫
dτ
[ ∑
α=a,b,s,〈i, j〉
(aαΦ∗αiΦα j) −
1
V0
∑
α=a,b,i
(| ˙Φαi|2 + V20 |Φαi|2)
− 1
2V0
∑
i
(| ˙Φsi|2 + 4V20 |Φsi|2) +
∑
i
g(Φ∗siΦaiΦ∗bi + c.c.) +
∑
α=a,b,s,i
λα|Φαi|4
]
, (14)
where Φαi (α = s, a, b) are collective fields for the FM pseudo-spin, a-atom and b-atom,
respectively, i.e.,
eiΩ1i ⇒ Φsi, eiΩ2i ⇒ Φai, eiΩ3i ⇒ Φbi. (15)
The effective field theory in Eq.(14) is defined in the continuum imaginary-time. Then the
parameters in the action A in Eq.(14) are given as a1 = C1/∆τ, a2 = Ca3/∆τ, a3 = Cb3/∆τ
and g ∝ V0. It is seen that qualitative structure of the phase diagram shown in Fig.1 is easily
obtained from the quadratic, cubic and quartic terms of Φαi in the action A in Eq.(14).
From the effective field theory Eq.(14), it is easily proved that the number of the NG
8/28
J. Phys. Soc. Jpn. DRAFT
bosons in the FM, a-SF, and FM+2SF are one, one, and two, respectively. The cubic-coupling
terms gΦ∗siΦaiΦ
∗
bi + c.c. play an essential role for the number of the NG bosons. One may ex-
pect that there appear three NG bosons in the FM+2SF phase because three U(1) symmetries
in the t-J model are spontaneously broken. However as we showed in the previous paper,13)
the U(1) spin rotation in the space (S x, S y) is induced by the U(1) phase rotation of the opera-
tors of the a and b-atoms, and therefore the genuine symmetry of the t-J model is U(1)×U(1).
In the FM+2SF phase, this U(1) × U(1) symmetry is spontaneously broken simultaneously
and as a result two NG bosons appear.
It is easily seen that A in Eq.(14) has a “Lorentz invariance”, i.e., the conjugate variable
of the field Φαi is ∂τΦ∗αi. Therefore it is expected that the Higgs modes, which correspond
amplitude modes of Φαi, appear as elementary excitations.18) This point will be discussed
rather in detail in Sec.IV.
It is interesting to study topologically stable excitations, i.e., vortices, in each phase.
In particular in the FM and SF coexisting phases, one may expect that vortex for the xy-
component FM order and that for the SF appear independently with each other. However,
as the pseudo-spin operator is originally a composite operator of the a-atom and the b-atom
operators, there might be a close relation between these vortices.
Generally vorticity in the (x − y) plane at site r, Vr, of a complex field eiθr is defined as,
Vr =
1
4
[
sin(θr+xˆ − θr) + sin(θr+xˆ+yˆ − θr+xˆ) − sin(θr+xˆ+yˆ − θr+yˆ) − sin(θr+yˆ − θr)
]
, (16)
where xˆ(yˆ) is the unit vector in the x(y)-direction. By using the definition Eq.(16), vorticities
of the pseudo-spin S xr + iS
y
r , ar and br in Eq.(9) are defined. We show the numerical calcula-
tions of the density of each vorticity in Fig.5. From the phase diagram in Fig.1, the results in
Fig.5 indicate that the existence of a long-range order obviously suppresses the vortex corre-
sponding to that symmetry. Careful look at the snapshots reveals that no obvious correlations
between locations of the three type of vortices exist even though Ω1r − Ω2r + Ω3r = 0. It also
seems that a solid-like order of vortices does not exist in the disordered phases, whereas in
the ordered phases the density of vortices is very low. Later we will see that this is in a sharp
contrast to the case of the system in an external magnetic field.
3. Supersolid
Supersolid (SS) is one of the most interesting phenomenon that is expected to be ob-
served in the cold-atom system. The SS has both the solid order, which is observed by the
density profile, and the superfluidity. In this section, we focus on the effect of the Jz-term in
9/28
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Spin a-atom b-atom
Fig. 5. (Color online) Snapshot of vortices for C1 = 0.3 and C1 = 1.5. Spin, a-atom and b-atom vortices from
the left to right columns.
the Hamiltonian HtJ in Eq.(1) and investigate the possibility of the SS state as the Jz-term
enhances Ising like solid order. To this end, the internal energy of the system is calculated as
a function of the density deference of a and b-atoms in the even-odd sublattices. Parameter
region of the SS state in the phase diagram is clarified by the calculation of the internal energy
and Bose correlation.
In the practical calculation, we fix N = 1 and the average density of hole at each site is
put to 30%. We consider the case Jz > 0 and assume the checkerboard symmetry for the SS if
10/28
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it exists. Therefore the density of the a-atom on the even site is equal to that of the b-atom on
the odd site and is denoted by ρe, whereas that of the a-atom on the odd site (the b-atom on
the even site) ρo = 0.7 − ρe. We assume without the loss of the generality ρe ≥ ρo, and define
the difference ∆ρ = ρe − ρo ∈ [0, 0.7]. We calculate the internal energy U of the system HtJ in
Eq.(1) by using both the MC simulation and the MF level approximation as,
U =
〈
−
∑
〈i, j〉
(taa†i a j + tbb†i b j + h.c.) − J
∑
〈i, j〉
(S xi S xj + S yi S yj)
〉
+ Jz
∑
〈i, j〉
S zi S
z
j, (1)
where the quantities 〈· · · 〉 are calculated by the MC simulation with the qXY action in Eq.(5)
(please notice that the parameters C1 etc vary as a function of ∆ρ), whereas the last term on the
RHS of Eq.(1) is evaluated by substituting ρe and ρo and ignoring quantum fluctuations. Then
U is obtained as a function ∆ρ with the other parameters ta etc fixed and if U has a minimum
at nonvanishing ∆ρ, we conclude that the inhomogeneous state with the checkerboard pattern
forms. Existence of the SF is examined by calculating the correlation functions of the a and
b-atoms.
Fig. 6. (Color online) Internal energy U as a function ∆ρ. U has the absolute minimum at ∆ρ ≃ 0.59. J∆τ =
(ta/2)∆τ = (tb/2)∆τ = 30 and Jz∆τ = 16. (See Fig.7.)
In Fig.6, we show a typical behavior of U as a function ∆ρ. The state of ∆ρ = 0 corre-
sponds to the homogeneous state, whereas the pure checkerboard configuration of the a and
b-atoms corresponds to ∆ρ = 0.7 as the average hole density = 30%. From Fig.6, we can see
that U generally has three local minima for an intermediate value of Jz, i.e., ∆ρ = 0,∆ρc and
∆ρ = 0.7. As the value of Jz is increased gradually from zero, the location of the absolute
minimum of U shifts from ∆ρ = 0 to ∆ρ = ∆ρc(, 0,, 0.7) and finally ∆ρ = 0.7. This
behavior comes from the fact that the increase of ∆ρ makes the energy of the hopping term
and the J-term increase, whereas the energy of the Jz-term decrease. The SS forms for the
parameter region in which the absolute minimum of U is located at ∆ρc(, 0,, 0.7) and the
BEC is realized simultaneously.
In the practical calculation, we start with FM+2SF states at Jz = 0 and then increase value
11/28
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Fig. 7. (Color online) Phase diagram in the J = ta plain for Jz > 0 and ta = tb. CB(AF) stands for the
antiferromagnetic state of the pseudo-spin (checkerboard state), SS for the supersolid, and FM+2SF for the SF
of the both a and b-atoms. Symbols indicate the location of the phase boundaries verified by the numerical
methods explained in the text.
Fig. 8. (Color online) Phase diagram for Jz > 0 and ta = 2tb. J∆τ = 25, C1 = 0.3 (upper panel) and C1 = 1.5
(lower panel).
of Jz. The internal energy U is calculated as a function of ∆ρ and then see if the SS forms.
In Figs.7 and 8, we show the obtained phase diagrams for the positive Jz. The SS forms in
small parameter regions of the phase diagram. This result, in particular the phase diagram
in Fig.8, should be compared with that of the Bose-Hubbard model of the two-component
12/28
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hard-core boson with a mass difference that was obtained in Ref.8) It was found there that at
half-integer filling factor for each component, the SS (checkerboard symmetry+SF) forms in
the parameter region of the strong asymmetric hopping, e.g., ta ≫ tb and 2zta/Uab > 2, where
Uab is the inter-species repulsion and z is the number of links emanating from a single site. In
the phase diagram obtained in Ref.,8) the SS has the phase boundary with the AF phase and
2SF+FM phase as in Figs.7 and 8. As the strong asymmetric hopping in the Bose-Hubbard
model means Jz ≫ J in the bosonic t-J model, the phase diagram obtained in this section is
in agreement with that of Ref.8)
4. Effective field theory
4.1 Derivation of effective field theory
Gapless modes in the various phases can be examined by deriving an effective field theory
for low-energy excitations. Effective field theory was obtained in the previous paper13) for the
FM and SF states in the system with Jz = 0. By means of the effective field theory, the FM
and SF phase transitions and the low-energy excitations in these phases were studied in detail.
It was verified that the phase diagram of the effective field theory is in good agreement with
that obtained by the MC simulations.
In this section, we shall take into account the effect of the Jz-term in the Hamiltonian,
and derive the effective field theory that can describe the SS. To this end, we reexamine
the amplitude integration of the a and b-atoms in the path-integral formalism of the system
HtJ + HV . To make the presentation clearer, we fix the gauge such that ω3r = 0 as the system
HtJ + HV in the slave-particle representation is invariant under a local gauge transformation.
The same action is obtained directly by representing the boson fields of the a and b-atoms in
terms of their amplitude and phase and using the assumption that the average hole density is
homogeneous. Effective field theory in this section is also applicable for the Bose-Hubbard-J
(BHJ) model as the local number constraint becomes irrelevant if N is large enough and the
average hole density is fairly large.
We start with the BHJ Hamiltonian HtJ + HV in Eqs.(1) and (2). For simplicity, we set
ta = tb = t. We employ the path-integral representation of the partition function and use the
following parametorization for the a and b-bosons,
ai =
√
ρai + δρaie
iφai ,
bi =
√
ρbi + δρbie
iφbi , (1)
where ρai and ρbi are average number of the a and b-atoms at site i, and δρai and δρbi are their
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fluctuations. By substituting Eq.(1) into HtJ + HV , the hopping term is expressed as follows
in the leading order of the average particle number,
−t√ρaiρa j e−iφaieiφa j + · · · . (2)
Similarly the xy-spin term is given as
−J √ρaiρa jρbiρb j e−iφaieiφa jeiφbie−iφb j + c.c. (3)
In the path integral, the above terms including eiφαi are expressed by introducing source terms
as
exp
∫
dτ
[
Ce−iφaieiφa j
]
= e
∫
dτ[C δη¯ai
δ
ηa j ] · e
∫
dτ(ηaieiφa j+η¯aie−iφai ), (4)
for an arbitrary constant C. Similarly for the xy-spin composite field (e−iφaieiφbi),
exp
∫
dτ
[
Ce−iφai eiφa jeiφbie−iφb j
]
= e
∫
dτ[C δη¯si
δ
ηs j ] · e
∫
dτ(ηs jeiφa j e−iφb j+η¯sie−iφai eiφbi ). (5)
On the other hand, the Jz-term contains δρai and δρbi, Jz(δρai, δρb j), and it is expressed as
follows by introducing sources Jai and Jbi,
e
∫
dτJz(δρai,δρb j) = e
∫
dτJz( δiδJai ,
δ
iδJb j ) · ei
∫
dτ(δρaiJai+δρbiJbi). (6)
Finally, the Berry phase and the V0-term are given as
e−
∫
dτ∑i,α=a,b(α∗i α˙i+V0δρ2αi) = e−
∫
dτ∑i,α=a,b(iδραi ˙φαi+V0δρ2αi). (7)
The final expression in Eqs.(6) and (7) is a summation of the linear and quadratic terms
of δραi and then its path integral can be performed without any difficulty,∫
[Dδρ]ei
∫
dτ∑i,α δραiJαi · e−
∫
dτ∑i,α(iδραi ˙φαi+V0δρ2αi) = e− 1V0
∫
dτ∑i,α( ˙φαi−Jαi)2 . (8)
By using Eq.(8), the path integral of φαi can be performed as follows,∫
[Dφ]e− 1V0
∫
dτ( ˙φαi−Jαi)2 · e
∫
dτ(ηαieiφαi+η¯αie−iφαi ) = e
∫
dτ
∫
dτ′e−V0 |τ−τ
′|−i
∫ τ
τ′ dτ
′′Jαi (τ′′)η¯αi(τ)ηαi(τ′). (9)
It is not difficult to show that the RHS of Eq.(9) can be expressed as a path integral of auxiliary
boson fields Φαi(τ) (α = a, b),
e
∫
dτ
∫
dτ′e−V0 |τ−τ
′|−i
∫ τ
τ′ dτ
′′Jαi(τ′′)η¯αi(τ)ηαi(τ′) =
∫
[DΦ] exp
[
− 1
V0
∫
dτ Φ∗αi(−(∂τ − iJαi)2 + V20 )Φαi
+
∫
dτ(ηαiΦαi + η¯αiΦ∗αi)
]
. (10)
Similarly for the xy-spin composite field of α = s,∫
[DΦ] exp
[
− 1
2V0
∫
dτ Φ∗si(−(∂τ − iJsi)2 + 4V20 )Φsi +
∫
dτ(ηsiΦsi + η¯siΦ∗si)
]
, (11)
where Jsi ≡ Jai − Jbi.
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By using the above manipulation, the functional derivatives with respect to ηαi and Jαi can
be performed straightforwardly and then the partition function of the BHJ model is expressed
as follows by the path integral of the collective field Φαi,
Z =
∫
[DΦ] eAΦ , (12)
AΦ =
∫
dτ
[∑
〈i, j〉
[
CaΦ∗aiΦa j + CbΦ∗biΦb j + CsΦ∗siΦs j −
Jz
4
(ρai − ρbi)(ρa j − ρb j)
]
+
∑
〈i, j〉
[
Ja1z
(
− i
2V0
Φ∗ai∂
↔
τ Φai −
i
4V0
Φ∗si∂
↔
τ Φsi
)
×
(
i → j
)
+ Jb1z
(
− i
2V0
Φ∗bi∂
↔
τ Φbi −
i
4V0
Φ∗si∂
↔
τ Φsi
)
×
(
i → j
)
+ J2z
(
− i
2V0
Φ∗ai∂
↔
τ Φai −
i
4V0
Φ∗si∂
↔
τ Φsi
)
×
(
i → j, a → b
)]
− 1
V0
∑
α=a,b,i
Φ∗αi(−∂2τ + V20 )Φαi −
1
2V0
∑
i
Φ∗si(−∂2τ + 4V20 )Φsi
+ g
∑
i
(ΦaiΦ∗biΦ∗si + c.c) −
∑
α,i
λα|Φαi|4
]
, (13)
where
f ∂↔τ h = f ∂τh − ∂τ f · h,
g ∝ V0,
Ca = ta
√
ρaiρa j,
Cb = tb
√
ρbiρb j, (14)
Cs = J
√
ρaiρa jρbiρb j,
Jα1z = Jz
√
ραiρα j, α = a, b
J2z = −2Jz √ρaiρb j.
Existence of the SS can be discussed by using the above effective field theory. To this end,
effective potential of Φα and ∆ρ is obtained from AΦ in Eq.(13) as
V(Φ,∆ρ) = −
[(
2dCa − V0
)
Φ∗aΦa +
(
2dCb − V0
)
Φ∗bΦb +
(
2dCs − 2V0
)
Φ∗sΦs +
Jz
4
(∆ρ)2
]
−g
(
ΦaΦ
∗
bΦ
∗
s + c.c
)
+
∑
α
λα|Φα|4, (15)
where d is the spatial dimension. From V(Φ,∆ρ), it is obvious that the Jz-term favors the CB
symmetry with ∆ρ , 0 whereas the hopping terms favor the homogeneous distribution of the
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atoms and the BEC withΦα , 0 for sufficiently large ta, tb and J. The SS is expected to appear
in the region of sufficiently large Jz and also the hopping amplitude as the result exhibited
in Figs.7 and 8. On the other hand for the case with Jz ≃ 0, it is easily verified that V(Φ, 0)
derives the phase diagram shown in Fig.1. In particular by the existence of the cubic term in
the potential (15), the 2SF state with condensation of Φa and Φb accompanies condensation
of Φs, as seen in the phase diagram in Fig.1.
4.2 Nambu-Goldstone bosons and Higgs modes
In this subsection, we shall study the low-energy excitations by using the effective field
theory derived in the previous subsection. In the following discussion, we consider the sym-
metric case Ca = Cb, λa = λb and put 〈Φai〉 = 〈Φbi〉 = va and 〈Φsi〉 = vs. Extension to the
SS is straightforward and the similar results are obtained. Then the effective potential Eq.(15)
with Jz = 0 reduces to
V(va, vs) = −4dCav2a + 2V0v2a + 2λav4a − 2dCsv2s + 2V0v2s + λsv4s − 2gv2avs. (16)
From Eq.(16), it is obvious that va , 0 and vs , 0 for sufficiently large Cα(α = a, s). The
value of va and vs are obtained by minimizing the potential V(va, vs) with respect to them.
Explicitly, they are solutions to the following a pair of equations,
2dCa + V0 + 2v2aλa = gvs,
2dCs + 2V0 + 2v2sλs = g
v2a
vs
. (17)
The above equations (17) will be used afterwards to obtain the mass matrix of the NG bosons
and Higgs bosons.
We focus on the case of va , 0 and vs , 0, and study structure of the massless NG bosons.
To this end, we put Φα = vα + iχα (α = a, b, s) assuming the positive va = vb and vs without
loss of generality. We take a continuum description for simplicity. The mass matrix of χα is
obtained as follows from Eq.(13),
MNG(χ) = (χaχbχs) ˆMNG

χa
χb
χs
 , (18)
where
ˆMNG = g

vs vs −va
vs vs −va
−va −va v
2
a
vs
 . (19)
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The above mass matrix ˆMNG is easily diagonalized by using a unitary matrix ˆU as
ˆU−1 ˆMNG ˆU = g

0 0 0
0 0 0
0 0 2v
2
s+v
2
a
vs
 . (20)
From Eq.(20), it is obvious that there exist two gapless modes (NG bosons) and one gapful
mode in χα. Explicitly, 
ψ1
ψ2
ψ3
 =
ˆU

χa
χb
χs
 , (21)
where ψ1 and ψ2 are NG bosons.
Let us derive the dispersion relation of the above NG bosons. By substitutingΦα = vα+iχα
(α = a, b, s) into the action of the effective field theory Eq.(13) and taking the continuum
description, the time-derivative term of χα has the following structure,
T =
∑
α,β=a,b,s
χ˙α ˆTαβχ˙β, (22)
where ˆT is a matrix. The gapful mode ψ3 in Eq.(20) can be safely integrated out in the path-
integral, and the resultant action of the two NG modes ψ1 and ψ2 has the following form,∑
α,β=1,2
( ˆPαβ∂τψα∂τψβ + ˆQαβ∂2τψα∂2τψβ) +
∑
α=1,2,µ=x,y
(∂µψα)2, (23)
where ˆP and ˆQ are matrices. From Eq.(23), the dispersion relation ω(k) has the form
ω2(k) ∝ − f +
√
f 2 + k2, (24)
where f is a real number and ω(k) has a relativistic dispersion relation for small k,
ω(k) ∝ |k|. (25)
Let us turn to the Higgs bosons, i.e., the amplitude mode of Φα. As the action Eq.(13)
shows, the conjugate field theory of Φα is essentially ∂τΦ∗α, and therefore the amplitude and
phase modes are independent dynamical variables. In the original bosonic t-J model and also
the Bose-Hubbard-J model, the boson operators, e.g., aˆi and aˆ†i are conjugate with each other,
and this lead to the fact that the amplitude and the phase are also conjugate with each other
and they are not independent variables. The derivation of the effective field theory in this
section eloquently tell us that at low energies and close to the phase boundary, the order
parameters Φα behave as relativistic fields. This fact was revealed in the seminal paper Ref.19)
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To study the Higgs modes, we put
Φαi = vα + ηαi
Φ∗αi = vα + ηαi. (26)
By substituting Eq.(26) into Eq.(13), the mass matrix of the Higgs field ηαi is obtained as,
MH = (ηa, ηb, ηs) ˆMH

ηa
ηb
ηs
 , (27)
where
ˆMH =

4v2aλa + gvs −gvs −gva
−gvs 4v2aλa + gvs −gva
−gva −gva 4v2sλs + g v
2
a
vs
 .
The above matrix ˆMH has three eigenvalues (λ1,λ±),
λ1 = 4v2aλa + 2gvs, λ± =
F ± √G
2
, (28)
F = 4(v2aλa + v2sλs) + g
v2a
vs
,
G =
(
4v2aλa − 4v2sλs − g
v2a
vs
)2
+ 8g2v2a. (29)
It is quite instructive to consider the limit va → 0, i.e., approaching to the phase boundary
of the FM and FM+2SF phases. In this limit,
ˆMH →

gvs −gvs 0
−gvs gvs 0
0 0 4v2sλs
 ,
and the massgaps become as
λ1 → 2gvs, λ+ → 8v2sλs, λ− → O(v2a) → 0. (30)
In Eq.(30), λ+ is the ordinary massgap of the Higgs boson corresponding to the amplitude
mode of the spin degrees of freedom. On the other hand, λ−, which tends to vanish at the
phase boundary, corresponds to the Higgs boson of the SF amplitude. As we are considering
the phase boundary at which the SFs of both the a and b-atoms tend to disappear, one may
expect the appearance of two Higgs modes with a vanishing massgap, whereas in the present
case only one exists. From Eq.(30), it is obvious that the finiteness of λ1 at the phase boundary
results from the cubic coupling in action (13). This cubic term comes from the fact that the
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spin operator is a composite operator of the a and b-atoms, and the spin U(1) symmetry is
nothing but the symmetry of the phase rotation of these operators. Then the number of the NG
bosons is two but not three in the FM+2SF phase. The above behavior of the Higgs bosons
in Eq.(30) is consistent with the number of the NG bosons.
In the experiment of a single component gas like 87Rb atoms, the Higgs mode is am-
biguously identified by observing softening of spectral response on approaching to the phase
boundary of the superfluid and the Mott insulator.18) For the two-component Bose gas, above
result and Eq.(30) shows that the behavior of the Higgs model and the number of the NG
bosons crucially depends on the magnitude of the J-coupling, i.e., for sufficiently large J
(FM+2SF→FM transition) only one softening Higgs mode appears whereas for small J
(FM+2SF→PM transition), vs = 0 and therefore there appear two softening Higgs modes
for each BEC of a and b-atoms. We hope that this phenomenon will be observed by experi-
ment near future.
5. Ground state in external magnetic fields and vortex lattice
In this section, we shall study the two-component boson system in an effective external
magnetic field. The artificial magnetic field can be generated in experiment by, e.g., rotating
the system with a confining potential or laser-assisted tunneling method.20–24) In particular, we
are interested in how the Bose-condensed states observed in the previous section will evolve
as the strength of the external magnetic field is increased. After investigating this problem,
we shall study a BEC system that is closely related to a single-atom system in a staggered
external magnetic field, which was recently realized by experiment.25)
5.1 qXY model in a uniform magnetic field
System action on the cubic space-time lattice including the effect of the magnetic field is
given as follows,
ALxy(A) = ALτ + AL(eiΩσ , e−iΩσ; A),
AL(eiΩσ , e−iΩσ; A) = −
∑
〈r,r′〉
(
Ca3 cos(Ω2r −Ω2r′ + Aar,r′) + Cb3 cos(Ω3r −Ω3r′ + Abr,r′)
+C1
∑
〈r,r′〉
cos(Ω1r − Ω1r′ − Aar,r′ + Abr,r′)
)
, (1)
where Aar,r′ and Abr,r′ are vector potentials that the a and b-atoms feel, respectively, and given
by 
Aa
r,r+xˆ
Aa
r,r+yˆ
 =

π f × y
−π f × x
 ,

Ab
r,r+xˆ
Ab
r,r+yˆ
 =

π f ′ × y
−π f ′ × x
 , otherwise zero, (2)
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with r = (x, y, τ). In Eq.(2), f and f ′ are the parameters for the strength of the magnetic field,
i.e., 2π f (2π f ′) is the magnetic flux per plaquette for the a-atom (b-atom). In the practical
calculation, we employed the periodic boundary condition. Therefore, the values of f and f ′
are restricted as π f L = 2nπ and π f ′L = 2n′π whereL is the linear size of the system, and n
and n′ are integers.
Fig. 9. (Color online) Internal energy E and specific heat C as a function of the magnetic field f . L = 24.
We first consider the system of the same mass, i.e., Ca3 = Cb3, and the state of the FM+2SF
in the phase diagram for Jz = 0, which exists for sufficiently large C1 and Ca3 = Cb3 as we
showed in the previous paper.13)
In Fig.9, we show the internal energy E and specific heat C as a function of f (= f ′) for
C1 = 3 and Ca3 = 40 obtained by the MC simulation. The specific heat shown in Fig.9 seems
to indicate that the BEC is destroyed quite easily by the external magnetic field with very
small value of f ∼ 0.02. We verified that the BEC is actually destroyed by calculating the
boson correlation function. However, E and C in Fig.9 obviously indicate the existence of
certain stable states for specific values of f , i.e., f = 13 , 12 and 23 .26, 27) We also measured the
average vortex density 〈V+r 〉 and anti-vortex density 〈V−r 〉 as a function of f , and the result is
shown in Fig.10 for f ∼ 1/3, 1/2 and 2/3, where the vortex density V+r is defined as
V+r ≡

VAr , VAr > 0.6
0, VAr < 0.6,
(3)
with
VAr =
1
4
[
sin(θr+xˆ − θr − Ar,r+xˆ) + sin(θr+xˆ+yˆ − θr+xˆ − Ar+xˆ,r+xˆ+yˆ)
− sin(θr+xˆ+yˆ − θr+yˆ − Ar+yˆ,r+xˆ+yˆ) − sin(θr+yˆ − θr − Ar,r+yˆ)
]
, (4)
and similarly for V−r .28) See also snapshots of vortices in Fig.11, which indicate the existence
of some kind of vortex lattice for f = 1/3, 1/2 and 2/3.
It is useful to observe the correlation functions of the a, b-atom and spin for investigating
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Fig. 10. (Color online) Vortex density as a function the magnetic field f . The results indicate that some spe-
cific states form at f = 1/3, 1/2 and 2/3.
Fig. 11. (Color online) Snapshots of vortex for f = 0.33, 0.66, 0.5 and f = 1. The results indicate the exis-
tence of some kind of vortex-solid order except f = 1. See Fig.14.
Fig. 12. (Color online) Particle and vortex correlation functions for f = 0.33 and ta = tb.
the states appearing at f = 1/3, 1/2 and 2/3 in more detail. These correlation functions for
f = 1/3 are shown in Fig.12. The spin correlation has an ordinary LRO, whereas the boson
correlation exhibits a specific spatial pattern. Similarly the vortex correlations are obtained as
in Fig.12, which also exhibit certain spatial pattern. Here we define the correlation function
of the vortex as
G+V(r) =
1
4
(
〈V+r0V+r0+xˆr〉 + 〈V+r0V+r0−xˆr〉 + 〈V+r0V+r0+yˆr〉 + 〈V+r0V+r0−yˆr〉
)
, (5)
where r0 is the location of vortex, i.e., VAr0 ≃ 1. The correlation function of anti-vortex G−V(r) is
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Fig. 13. (Color online) Various correlation functions for f = 0.5 and f = 0.665. ta = tb.
defined similarly, though it is vanishingly small for f = 1/3. It is obvious that the boson and
vortex have qualitatively the same correlations though the boson correlations have a strong
correlation for r = 6 whereas the vortex ones for r = 3. All the above results indicate the
existence of certain specific configuration of vortices. To verify this expectation, we also
studied the cases f = 1/2 and 2/3 in which a stable state is expected to exist from the result
of E in Fig.9. From the results in Figs.12 and 13, it is obvious that vortex solid (vortex lattice)
forms at these values of f as the snapshots in Fig.11 show.29) We examined other cases from
the above values of f , and found that no LROs exist in any correlation.
Fig. 14. (Color online) Dominant configuration of vortices for f = 1/3, 1/2 and 2/3. Correlation functions
indicate that a state of quantum superposition of vortex and anti-vortex is realized at f = 1/2. Vortices are
located on sites of the dual lattice of the original square lattice.
In Fig.14, we show the typical configurations of vortices that are obtained through a care-
ful look at the vortex snapshots and the vortex correlation functions. We also observed by the
MC simulation that location of each vortex sightly fluctuates from the above through the MC
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update, which can be understood as a quantum fluctuation. It should be remarked that the lat-
tice spacing of the “boson lattice” doubles that of the vortex lattice for f = 1/3 and f = 1/2,
whereas for f = 2/3 they are the same. This vortex lattice is expected to be observed by the
density profile of the BEC. Furthermore its direct measurement might be possible by using
recent experimental techniques. This will be discussed in the following subsection.
Fig. 15. (Color online) Density of vortices as a function of f . ta = tb/2.
Fig. 16. (Color online) Correlation functions for the system with the mass difference at f = 1/3. ta = tb/2.
To understand the behavior of the boson correlation functions, the approach using the ef-
fective field theory in Sec.IV is useful. The vector potentials couple with the field Φαi though
the hopping terms as in Eq.(1). In the present case f = f ′, the spin collective field Φsi does
not couple with the vector potential and then it can have the LRO as the above numerical
study indicates. On the other hand, the fields Φai and Φbicouple to the vector potentials Aar,r′
and Abr,r′(= Aar,r′), respectively. One-body problem in a constant magnetic field was studied by
Hofstadter.30) It was found that for general value of the magnetic field per unit plaquette, frac-
tal bands appear, whereas for rational number f = p/q (p, q are integers and prime with each
other) the energy spectrum splits into q bands and the ground state becomes q-fold degener-
ate. This fact implies that the superfluid in the present case is a superposition of the degenerate
q condensates whose phase degrees of freedom has spatial dependence. Interference between
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them causes cancellation of the correlation, and the correlator has a nonvanishing value only
in the case where the condensates have the same phase.
Let us turn to the case with the mass difference ta = tb/2. In this case, f ′ = 2 f and
Aar,r′ − Abr,r′ = −Aar,r′ . E and C exhibit similar behavior to those shown in Fig.9. Stable state
exists for f = 1/3, 1/2 and 2/3 as in the previous case. Vortex density is shown in Fig.15.
This result can be expected from the action AL in Eq.(1) and the calculation in Fig.10. For
f = 1/3, the correlation functions of the phase fields and the vortices are shown in Fig.16.
As the b-atom feels f ′ = 2/3, the behavior of the correlation functions corresponding to it is
easily understood from the results of f = 2/3 with the same mass.
5.2 qXY model in a staggered magnetic field
lattice point
x
y
Fig. 17. (Color online) Square optical lattice with staggered magnetic flux Φ = ±π/2 per plaquette.
In the previous subsection, we studied the qXY model in a uniform magnetic field and
found that the stable ground state forms for specific strength of the magnetic field, and vortex
lattice is realized there. The vortex lattice is expected to be observed by the density profile of
BEC. In the experiments, two-dimensional optical lattice system in a strong staggered mag-
netic field was realized and interesting phenomena were observed.25) Among them, spatial
distribution of the ground-state phase was observed for the staggered magnetic field with
±π/2 per plaquette. See Fig.17. This system is closed related with the system studied in this
paper, in particular, in the ground-state properties. The qXY model in a staggered magnetic
field can be studied straightforwardly as in the previous subsection. The Bose-condensed
ground-state is closely related with the ground-state of the one-particle system in a staggered
magnetic field investigated experimentally.
We focus on the case of single BEC system in the staggered magnetic field ±π/2 per
plaquette and employ the axial gauge for the vector potential, i.e. Ar,r+xˆ , 0, Ar,r+yˆ = 0 as in
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Fig. 18. (Color online) Snapshot and +vortex correlation functions for the system in ±π/2 staggered magnetic
field. There is one vortex per four plaquettes along the y-direction. The chirality of vortices alternates in the x-
direction. −vortex exhibits similar correlation.
the experimental setup using the laser-assisted tunneling.25) Furthermore to obtain the direct
connection to the experimental observation, we employ the definition of the vortex density
Eq.(16) instead of Eq.(4). In Fig.18, we show snapshot of vortex lattice and also the vortex
correlation in both the x and y-directions. It is obvious that the vortex lattice forms and there
is one vortex per four plaquettes along the y-direction. The chirality of the vortices alternates
in the x-direction due to the staggering. This result is essentially in good agreement with the
experimental observation, though the pattern of the vortex lattice is sightly different with each
other.
In the previous subsection, we studied the BEC system in a uniform magnetic field, and
discussed how the obtained result is related with the Hofstadter butterfly. We expect that a
direct observation of the vortex lattice will be succeeded in near future.
6. Conclusion
In this paper, we studied the qXY model that describes dynamics of phase degrees of free-
dom of cold-atom fields in an optical lattice. The qXY mode is an effective low-energy model
of the bosonic t-J model and the Bose-Hubbard-J model. By means of the MC simulations,
we clarified the phase diagram of the qXY model with a mass difference. We found that there
exist four phases and clarified critical behavior near the phase boundary.
We also considered the effects of the Jz-term in the bosonic t-J model, in particular, we
searched the parameter region of the SS in which both the spatial (checkerboard) and internal
(SF) LROs coexist. Then we derived the second form of the effective field theory by means
of the “Hubbard-Stratonovich” transformation, and we studied the NG bosons and the Higgs
mode and obtained interesting results.
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Finally, we studied the qXY model in an external magnetic field. We found that the BEC
is easily destroyed by the external magnetic field, but also at certain specific magnitudes of
the magnetic field per plaquette, the stable SF states exist. In these states, the vortices form
nontrivial spatial lattice and the boson correlation exhibits certain solid like order with a
periodicity of a multiple lattice spacing.
As we explained in various places in the text, we hope that the above findings will be
observed by experiments of the cold atoms on optical lattices near future.
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