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Abstract
A set Z of vertices of a graph G is a zero forcing set of G if initially labeling all vertices in Z with
1 and all remaining vertices of G with 0, and then, iteratively and as long as possible, changing the
label of some vertex u from 0 to 1 if u is the only neighbor with label 0 of some vertex with label 1,
results in the entire vertex set of G. The zero forcing number Z(G), defined as the minimum order
of a zero forcing set of G, was proposed as an upper bound of the corank of matrices associated
with G, and was also considered in connection with quantum physics and logic circuits. In view of
the computational hardness of the zero forcing number, upper and lower bounds are of interest.
Refining results of Amos, Caro, Davila, and Pepper, we show that Z(G) ≤ ∆−2
∆−1
n for a con-
nected graph G of order n and maximum degree ∆ at least 3 if and only if G does not belong
to {K∆+1,K∆,∆,K∆−1,∆, G1, G2}, where G1 and G2 are two specific graphs of orders 5 and 7,
respectively. For a connected graph G of order n, maximum degree 3, and girth at least 5, we
show Z(G) ≤ n
2
−Ω
(
n
logn
)
. Using a probabilistic argument, we show Z(G) ≤
(
1− Hr
r
+ o
(
Hr
r
))
n
for an r-regular graph G of order n and girth at least 5, where Hr is the r-th harmonic number.
Finally, we show Z(G) ≥ (g − 2)(δ − 2) + 2 for a graph G of girth g ∈ {5, 6} and minimum degree
δ, which partially confirms a conjecture of Davila and Kenter.
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1 Introduction
We consider graphs that are finite, simple, and undirected, and use standard terminology.
Let G be a graph. For a set Z of vertices of G, let F(Z) be the maximal set of vertices of G that
arises from Z by iteratively adding vertices that are the unique neighbor outside the current set of
some vertex inside the current set. Equivalently,
• |NG(w) \ F(Z)| 6= 1 for every vertex w in F(Z), and,
• the elements of F(Z) \Z have a linear order u1, . . . , uk such that for every index i in {1, . . . , k},
there is some vertex vi in Z ∪ {uj : 1 ≤ j ≤ i − 1} such that ui is the only neighbor of vi in
{uj : i ≤ j ≤ k}.
In the latter case, we say that vi forces ui for i ∈ {1, . . . , k}, and denote this by vi → ui. The sequence
v1 → u1, v2 → u2, . . . , vk → uk is called a forcing sequence for Z.
The set Z is a zero forcing set of G if F(Z) equals the vertex set V (G) of G. The zero forcing
number Z(G) of G is the minimum order of a zero forcing set of G. The zero forcing number was
proposed by the AIM Minimum Rank - Special Graphs Work Group [1, 16] as an upper bound on
the corank of matrices associated with a given graph. Independently, it was considered in connection
with quantum physics [5,7,22] as well as logic circuits [6]. It has already been studied in a number of
papers [3, 10–12,15,19–21,23] and is computationally hard [2, 13].
In the present paper we establish some upper and lower bounds on the zero forcing number.
For a connected graph G of order n and maximum degree ∆ at least 2, Amos et al. [3] prove
Z(G) ≤
∆
∆+ 1
n and (1)
Z(G) ≤
∆− 2
∆− 1
n+
2
∆+ 1
. (2)
It was shown that the only extremal graph for (1) is the complete graph K∆+1 of order ∆ + 1 [14],
and that the only extremal graphs for (2) are K∆+1, the complete bipartite graph K∆,∆ with partite
sets of order ∆, and the cycle Cn [14, 18].
We characterize the graphs for which the additive term 2∆+1 in (2) is not needed. In fact, we
believe that (2) can be improved considerably, and, in particular, pose the following conjecture.
Conjecture 1 If G is a connected graph of order n and maximum degree 3, then Z(G) ≤ 13n+ 2.
As a contribution towards this conjecture, we prove Z(G) ≤ n2 −Ω
(
n
logn
)
for a connected graph G of
order n, maximum degree 3, and girth at least 5. We present a probabilistic upper bound on the zero
forcing number and discuss some of its consequences.
In [11] Davila and Kenter conjecture that the lower bound
Z(G) ≥ (g − 2)(δ − 2) + 2 (3)
for every graph G of girth g at least 3 and minimum degree δ at least 2. They observe that for g > 6
and sufficiently large δ, the conjecture follows by combining results from [4] and [9]. For g = 4, that
is, for triangle-free graphs, it was shown in [14]. Here, we prove the conjecture for g ∈ {5, 6}.
2
2 Results
We begin with a simple consequence of (2).
Proposition 2 If G is a connected graph of order n and maximum degree ∆ at least 3 that is distinct
from K∆+1, then
Z(G) ≤
∆− 1
∆
n.
Proof: If n ≥ 2∆, then Z(G)
(2)
≤ (∆−2)n+2∆−1 ≤
(∆−1)n
∆ . Now, let n < 2∆. Since G is not complete, it
contains an induced path uvw of order 3. Since the set V (G) \ {v,w} is a zero-forcing set of G, we
obtain Z(G) ≤ n− 2 ≤ (∆−1)n∆ , which completes the proof. ✷
Our next goal is to characterize the graphs for which the additive term in (2) is not needed.
The following lemma is implicit in the greedy argument in [8].
Lemma 3 Let G be a connected graph of order n and maximum degree ∆ at least 3.
If there is some set Z0 of vertices of G such that |F(Z0)| ≥
∆−1
∆−2 |Z0|, and F(Z0) induces a subgraph
of G without isolated vertices, then Z(G) ≤ ∆−2∆−1n.
Proof: If F(Z0) = V (G), then Z0 is a zero forcing set of G, and, hence, Z(G) ≤ |Z0| ≤
∆−2
∆−1 |F(Z0)| =
∆−2
∆−1n. Therefore, we may assume that Zi is a set of vertices of G for some non-negative integer i such
that |F(Zi)| ≥
∆−1
∆−2 |Zi|, the set F(Zi) induces a subgraph of G without isolated vertices, and F(Zi)
is a proper subset of V (G). Because G is connected, there is a vertex v in F(Zi) that has at least one
neighbor in V (G)\F(Zi) as well as at least one neighbor in F(Zi). Let Zi+1 arise from Zi by adding to
Zi all but exactly one neighbor of v in V (G)\F(Zi). Note that |Zi+1| = |Zi|+|NG(v)\F(Zi)|−1. Since
NG(v) ⊆ F(Zi+1), we obtain |F(Zi+1)| ≥ F(Zi)+ |NG(v)\F(Zi)|. Since |NG(v)\F(Zi)| ≤ ∆−1, this
implies |F(Zi+1)| ≥
∆−1
∆−2 |Zi+1|. Furthermore, by construction, the set F(Zi+1) induces a subgraph of
G without isolated vertices. Repeating this extension as long as F(Zi) is a proper subset of V (G), we
obtain a zero forcing set Z of G with |Z| ≤ ∆−2∆−1 |F(Z)| =
∆−2
∆−1n, which completes the proof. ✷
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Figure 1: The two specific graphs G1 and G2.
Theorem 4 If G is a connected graph of order n and maximum degree ∆ at least 3, then
Z(G) ≤
∆− 2
∆− 1
n (4)
if and only if G 6∈ {K∆+1,K∆,∆,K∆−1,∆, G1, G2}, where G1 and G2 are the two specific graphs
illustrated in Figure 1.
Proof: The necessity follows easily using Z(K∆+1) = ∆, Z(K∆,∆) = 2∆ − 2, Z(K∆−1,∆) = 2∆ −
3, Z(G1) = 3, and Z(G2) = 5. We proceed to the proof of the sufficiency. Therefore, let G 6∈
3
{K∆+1,K∆,∆,K∆−1,∆, G1, G2} be as in the statement. In order to derive (4) using Lemma 3, it
suffices to exhibit a set Z0 of vertices of G such that
|F(Z0)|
|Z0|
≥ ∆−1∆−2 , and F(Z0) induces a subgraph of G without isolated vertices. (5)
Therefore, suppose that such a set does not exist.
If G has a vertex v of degree dG(v) at most ∆−2, and u is a neighbor of v, then let Z0 = NG[v]\{u}.
Since |Z0| = dG(v) and u ∈ F(Z0), we obtain
|F(Z0)|
|Z0|
≥ dG(v)+1
dG(v)
≥ ∆−1∆−2 , that is, the set Z0 satisfies (5),
which is a contradiction. Hence, we may assume that G has minimum degree at least ∆− 1.
Since ∆−1 ≥ 2, the graph G is not a tree. Let C : v1 . . . vgv1 be a shortest cycle in G. We consider
three cases depending on the girth g of G.
Case 1 g ≥ 5.
Since G has girth at least 5, no vertex in V (G)\V (C) has more than one neighbor on C. If all vertices
on C have degree at least 3, then let ui be a neighbor of vi in V (G)\V (C) for every i ∈ {1, . . . , g}. Let
Z0 =
g⋃
i=1
NG[vi]\{ui}. Since |Z0| ≤ (∆−2)g and u1, . . . , ug ∈ F(Z0), we obtain
|F(Z0)|
|Z0|
≥ |Z0|+g|Z0| ≥
∆−1
∆−2 ,
that is, the set Z0 satisfies (5), which is a contradiction. Hence, we may assume that C contains a
vertex of degree 2. Since G has minimum degree at least ∆− 1 ≥ 2, this implies ∆ = 3.
Let 1 ≤ i1 < i2 < . . . < ip ≤ g be such that {vij : 1 ≤ j ≤ p} is the set of vertices of degree 3 on C.
Since G is connected and has maximum degree 3, we obtain that p is at least 1. Possibly renaming
vertices, we may assume that ip = g. Similarly as above, for j ∈ {1, . . . , p}, let uij be the neighbor of
vij in V (G) \ V (C).
If p ≤ g − 2, then let Z0 = {vg} ∪ {vij+1 : 1 ≤ j ≤ p}, where vg+1 = v1. See Figure 2 for an
illustration.
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Figure 2: A section of C. The vertices in {v1, v4, v6, v7} belong to Z0 because the vertices in
{vg, v3, v5, v6} have degree 3. The vertex vg belongs to Z0 regardless of the degree of vg−1. Note
that v1 → v2, v2 → v3, v3 → u3, v4 → v5, v5 → u5, v6 → u6, v7 → v8, v8 → v9, v9 → v10, and
v10 → u10.
Since |Z0| ≤ p + 1 and V (C) ∪ {uij : 1 ≤ j ≤ p} ⊆ F(Z0), we obtain
|F(Z0)|
|Z0|
≥ g+p
p+1 ≥ 2 =
∆−1
∆−2 , that
is, the set Z0 satisfies (5), which is a contradiction. Hence, we may assume that p = g − 1, that is,
C contains exactly one vertex, say v1, of degree 2. Let Z0 = V (C) \ {v2}. Since |Z0| ≤ g − 1 and
V (C) ∪ {uij : 1 ≤ j ≤ p} ⊆ F(Z0), we obtain
|F(Z0)|
|Z0|
≥ 2g−1
g−1 ≥ 2 =
∆−1
∆−2 , that is, the set Z0 satisfies
(5), which is a contradiction. This completes the proof in this case.
Case 2 g = 4.
First, we assume that dG(v1) = 2. As noted above, this implies ∆ = 3. If dG(v2) = 2, then
Z0 = {v1, v2} satisfies (5), which is a contradiction. Hence, by symmetry, we may assume that
dG(v2) = dG(v4) = 3. Let Z0 = {v1, v2, v3}. If v1 and v3 are the only common neighbors of v2 and
v4, then F(Z0) contains v4 as well as the two neighbors of v2 and v4 that do not lie on C. Hence,
|F(Z0)| ≥ 6, that is, the set Z0 satisfies (5), which is a contradiction. Hence, we may assume that
4
NG(v2) = NG(v4). Since G 6= K2,3, we may assume, by symmetry, that dG(v3) = 3. Since F(Z0)
contains NG[v2] and the neighbor of v3 that does not lie on C, we obtain |F(Z0)| ≥ 6, that is, the
set Z0 satisfies (5), which is a contradiction. Hence, we may assume, by symmetry, that G contains
no cycle of length 4 that contains a vertex of degree 2. Since G is a shortest cycle, it is induced. For
i ∈ {1, 2, 3, 4}, let ui be a neighbor of vi that does not lie on C.
Next, we assume that NG(v1) 6⊆ NG(v3) and NG(v2) 6⊆ NG(v4). We may assume that u1 ∈ NG(v1) \
NG(v3) and u2 ∈ NG(v2)\NG(v4), which implies that u1, u2, u3, and u4 are four distinct vertices. Let
Z0 = (NG[v1] ∪NG[v2] ∪NG[v3] ∪NG[v4]) \ {u1, u2, u3, u4}. Clearly, |Z0| ≤ 4(∆ − 2). Since v1 → u1,
v2 → u2, v3 → u3, and v4 → u4, we obtain u1, u2, u3, u4 ∈ F(Z0), and, hence,
|F(Z0)|
|Z0|
≥ |Z0|+4|Z0| ≥
4(∆−2)+4
4(∆−2) =
∆−1
∆−2 , that is, the set Z0 satisfies (5), which is a contradiction. Hence, we may assume, by
symmetry, that NG(u2) = NG(u4).
Next, we assume that NG(v1) 6⊆ NG(v3). Again, let u1 ∈ NG(v1) \ NG(v3). If |NG(v1) ∪ NG(v3)| ≤
2∆− 3, then let Z0 = (NG[v1]∪NG[v2]∪NG[v3]) \ {u1, u2, u3}. We obtain |Z0| ≤ |NG(v1)∪NG(v3)|+
|NG(v2)| − |{u1, u2, u3}| ≤ 2∆ − 3 + ∆ − 3 = 3(∆ − 2). Since v1 → u1, v2 → u2, and v3 → u3,
we obtain u1, u2, u3 ∈ F(Z0), and, hence,
|F(Z0)|
|Z0|
≥ |Z0|+3|Z0| ≥
3(∆−2)+3
3(∆−2) =
∆−1
∆−2 , that is, the set Z0
satisfies (5), which is a contradiction. Hence, we may assume |NG(v1) ∪ NG(v3)| ≥ 2∆ − 2, which
implies that v1 and v3 both have degree ∆, and do not have a common neighbor apart from v2 and
v4. By symmetry, this implies that every vertex in NG(u2) has degree ∆, and that every two vertices
in NG(u2) do not have a common neighbor apart from v2 and v4. Let w2 ∈ NG(u2) \ {v2, v4}, and let
Z0 = (NG[v1]∪NG[v2]∪NG[v3]∪NG[u2])\{u1, u2, u3, w2}. We obtain |Z0| ≤ 4(∆−2). Since v2 → u2,
v1 → u1, v3 → u3, and u2 → w2, we obtain u1, u2, u3, w2 ∈ F(Z0), and, hence,
|F(Z0)|
|Z0|
≥ ∆−1∆−2 , that is,
the set Z0 satisfies (5), which is a contradiction. Hence, we may assume that NG(v1) = NG(v3).
If some vertex v′4 ∈ NG(v1) is not adjacent to some vertex in NG(v2), then one of the previous cases
applies to the cycle v1v2v3v
′
4v1. Hence, we may assume that all vertices in NG(v1) are adjacent to all
vertices in NG(v2), which implies that G contains a complete bipartite subgraph H with partite sets
NG(v1) and NG(v2). If NG(v) 6= NG(w) for two vertices v and w that both either belong to NG(v1) or
to NG(v2), then some previous case applies to a cycle of length 4 containing these two vertices. This
implies that G equals H, and, hence, Z(G) = n−2. Since G 6∈ {K∆,∆,K∆−1,∆}, we obtain n ≤ 2∆−2
and (4) follows, which completes the proof in this case.
Case 3 g = 3.
First, we assume that dG(v1) = 2. Again, this implies ∆ = 3. Since G is connected and has maximum
degree 3, we may assume that dG(v2) = 3. This implies that the set Z0 = {v1, v2} satisfies (5), which
is a contradiction. Hence, we may assume, by symmetry, that G contains no triangle that contains a
vertex of degree 2. For i ∈ {1, 2, 3}, let ui be a neighbor of vi that does not lie on C.
Next, we assume that NG(v1) 6⊆ NG(v2) ∪NG(v3) and NG(v2) 6⊆ NG(v3). We may assume that u1 ∈
NG(v1)\(NG(v2)∪NG(v3)) and u2 ∈ NG(v2)\NG(v3). For Z0 = (NG[v1]∪NG[v2]∪NG[v3])\{u1, u2, u3},
we obtain |Z0| ≤ 3(∆ − 2). Since v3 → u3, v2 → u2, and v1 → u1, we obtain u1, u2, u3 ∈ F(Z0), and,
hence, |F(Z0)||Z0| ≥
∆−1
∆−2 , that is, the set Z0 satisfies (5), which is a contradiction.
Next, we assume thatNG(v1) 6⊆ NG(v2)∪NG(v3) andNG(v2) = NG(v3). If |NG(v1)∪NG(v2)| ≤ 2∆−2,
then let Z0 = (NG[v1] ∪NG[v2]) \ {u1, u2}. Note that |Z0| ≤ 2(∆ − 2). Since v2 → u2 and v1 → u1,
we obtain u1, u2 ∈ F(Z0), and, hence,
|F(Z0)|
|Z0|
≥ ∆−1∆−2 , that is, the set Z0 satisfies (5), which is
a contradiction. Hence, |NG(v1) ∪ NG(v2)| ≥ 2∆ − 1, which implies that v1, v2, and v3 all have
5
degree ∆, and that v3 is the only common neighbor of v1 and v2. Let A = NG(v1) \ {v2, v3} and
B = NG(v2) \ {v1, v3}. Note that |A| = |B| = ∆ − 2. If some vertex u
′
1 in A is not adjacent to some
vertex u′2 in B, then let Z0 = (NG(v1) ∪NG(v2) ∪NG(u
′
2)) \ {u
′
1, v1, v2}. Note that |Z0| ≤ 3(∆ − 2).
Since u′2 → v2, v2 → v1, and v1 → u
′
1, we obtain v1, v2, u
′
1 ∈ F(Z0), and, hence,
|F(Z0)|
|Z0|
≥ ∆−1∆−2 , that is,
the set Z0 satisfies (5), which is a contradiction. Hence, every vertex in A is adjacent to every vertex
in B. Note that NG(u) = {v2, v3}∪A for every vertex u in B, and that every vertex in A has at most
one neighbor outside of {v1} ∪B.
If some vertex u′1 in A has a neighbor w1 outside of {v1, v2, v3} ∪A ∪B, then let Z0 = (NG(v1) ∪
NG(v2)) \ {u
′
1, u2}. Note that |Z0| = 2∆ − 3. Since v2 → u2, v1 → u
′
1, and u
′
1 → w1, we obtain
u′1, u2, w1 ∈ F(Z0), and, hence,
|F(Z0)|
|Z0|
≥ |Z0|+3|Z0| =
2∆
2∆−3 ≥
∆−1
∆−2 , that is, the set Z0 satisfies (5), which
is a contradiction. Hence, no vertex in A has a neighbor outside of {v1, v2, v3} ∪A ∪B. Note that A
induces a subgraph of G of maximum degree at most 1.
If A contains two vertices u′1 and u
′′
1 that are not adjacent, then let Z0 = (NG(v1) ∪ NG(v2)) \
{u′′1 , v2, u2}. Note that |Z0| = 2∆ − 4. Since u
′
1 → u2, v3 → v2, and v1 → u
′′
1, we obtain u
′′
1 , v2, u2 ∈
F(Z0), and, hence,
|F(Z0)|
|Z0|
≥ |Z0|+3|Z0| =
2∆−1
2∆−4 ≥
∆−1
∆−2 , that is, the set Z0 satisfies (5), which is a
contradiction. Hence, every two vertices in A are adjacent.
Since G has maximum degree ∆, and every vertex in A has degree |{v1}| + (|A| − 1) + |B| =
2∆ − 4, we obtain ∆ ≤ 4, which implies the contradiction that G is either G1 or G2. Hence, we may
assume, by symmetry, that NG(vi) ⊆ NG(vj) ∪NG(vk) for {i, j, k} = {1, 2, 3}. Note that this implies
|NG[v1] ∪NG[v2] ∪NG[v3]| ≤
3
2(∆− 2) + 3.
Since G is not K∆+1, we may assume that NG(v1) 6⊆ NG(v2), and that ∆ ≥ 4. We may assume that
u1 ∈ NG(v1) \NG(v2). Let Z0 = (NG(v1) ∪NG(v2)) \ {u1, u2}. Note that |Z0| ≤
3
2(∆− 2) + 1. Since
v2 → u2 and v1 → u1, we obtain u1, u2 ∈ F(Z0), and, hence,
|F(Z0)|
|Z0|
≥ |Z0|+2|Z0| ≥
3
2
(∆−2)+3
3
2
(∆−2)+1
≥ ∆−1∆−2 , that
is, the set Z0 satisfies (5), which is a contradiction. This completes the proof. ✷
While our Conjecture 1 remains widely open, we are able to improve (2) at least by some lower order
term for subcubic graphs of girth at least 5.
Theorem 5 If G is a connected graph of order n, maximum degree 3, and girth at least 5, then
Z(G) ≤
n
2
−
n
24 log2(n) + 6
+ 2.
Proof: Let G be as in the statement. We begin with an extension statement similar to Lemma 3.
Claim 1 Let Z be a set of vertices of G. Let F = F(Z) and R = V (G) \ F .
If F induces a connected subgraph of G of order at least 3, and R contains a vertex of degree at
least 2, then there is a set Z ′ of vertices of G with
(i) |Z ′ \ Z| ≤ 2 log2(n),
(ii) |F(Z ′) \ F | ≥ 2|Z ′ \ Z|+ 1,
(iii) Z ⊆ Z ′, and F(Z ′) induces a connected subgraph of G.
Proof of Claim 1: Note that a vertex in F with a neighbor in R has exactly one neighbor in F and
two neighbors in R, in particular, such a vertex has degree 3.
A subgraph H of G is an extension subgraph if it is of one of the following types:
6
Type a: A path P : v0 . . . vk with v0 ∈ F , v1, . . . , vk ∈ R, and dG(vk) = 2.
Type b: A path P : v0 . . . vk with v0 ∈ F , v1, . . . , vk ∈ R, dG(vk) = 1, and k ≥ 2.
Type c: A path P : v0 . . . vk with v0, vk ∈ F , v1, . . . , vk−1 ∈ R, and k ≥ 2.
Type d: A cycle C : u1 . . . uℓu1 with u1 ∈ F , u2, . . . , uℓ ∈ R.
Type e: The union of a path P : v0 . . . vk and a cycle C : u1 . . . uℓu1 with v0 ∈ F , v1, . . . , vk, u1, . . . , uℓ ∈
R, vk = u1, and V (P ) ∩ V (C) = {u1}.
Whenever we refer to some extension subgraph, we use the notation introduced above.
First, we show the existence of a small extension subgraph. Therefore, suppose that G does not
contain an extension subgraph of order at most 2 log2(n) + 1. Since G is connected, and R contains a
vertex of degree at least 2, there is a vertex v in F that has a neighbor u in R such that u has degree
at least 2. Since there is no extension subgraph of order at most 2 log2(n)+ 1, the vertex u is the root
of a perfect binary subtree T of G of height ⌊log2(n)⌋ with V (T ) ⊆ R. Since v has a neighbor in F ,
we obtain the contradiction n ≥ 2 + n(T ) = 2 + 2⌊log2(n)⌋+1 − 1 > n.
Let H be an extension subgraph such that the order n(H) of H is as small as possible, and, subject
to this first condition, the number of vertices of H in R is as small as possible.
As shown above, n(H) ≤ 2 log2(n) + 1.
Since G has girth at least 5, and the set F contains more than two vertices, the choice of H easily
implies that
• H is an induced subgraph of G,
• no vertex in R \ V (H) is adjacent to two vertices of H,
• V (H)∩R contains a vertex of degree less than 3 only if H has Type a or Type b, in which case
vk is the only such vertex, and
• every vertex v in V (H) ∩R with dH(u) = 2 and dG(u) = 3 has a neighbor p(v) in R \ V (H).
The violation of any of these conditions leads to an extension subgraph of smaller order or of the same
order but less vertices in R. As observed above, every vertex v in V (H)∩F has exactly two neighbors
in R, and if only one of these two neighbors belongs to H, then we denote the other neighbor by p(v).
Now, we consider the different types.
First, assume that H has Type a). Let u be the neighbor of vk distinct from vk−1. If u ∈ F , then
the choice of H implies k = 1. Let Z ′ = Z ∪ {vk}, and let p(u) be the neighbor of u in R distinct
from vk. Since |Z
′ \ Z| = 1, we obtain (i). Since p(u), p(v0) ∈ F(Z
′) \ F and Z ′ \ Z ⊆ F(Z ′) \ F , we
obtain |F(Z ′) \F | ≥ 2|Z ′ \Z|+1, and, hence, (ii). If u 6∈ F , then let Z ′ = Z ∪ {p(vi) : 0 ≤ i ≤ k− 1}.
Since |Z ′ \ Z| = k = n(H) − 1 ≤ 2 log2(n), we obtain (i). Since v1, . . . , vk, u ∈ F(Z
′) \ F and
Z ′ \Z ⊆ F(Z ′) \F , we obtain |F(Z ′) \F | ≥ 2k+1 = 2|Z ′ \Z|+1, and, hence, (ii). Clearly, (iii) holds
in both cases.
Next, assume that H has Type b). If k = 2, then let Z ′ = Z ∪ {vk}. Since |Z
′ \Z| = 1, we obtain
(i). Since p(v0), p(v1) ∈ F(Z
′) \F and Z ′ \Z ⊆ F(Z ′) \F , we obtain |F(Z ′) \F | ≥ 2|Z ′ \Z|+1, and,
hence, (ii). If k ≥ 3, then let Z ′ = Z∪{vk}∪{p(vi) : 0 ≤ i ≤ k−3}. Since |Z
′\Z| = k−1 = n(H)−2 ≤
2 log2(n), we obtain (i). Since v1, . . . , vk−1, p(vk−2), p(vk−1) ∈ F(Z
′) \ F and Z ′ \ Z ⊆ F(Z ′) \ F , we
obtain |F(Z ′) \ F | ≥ 2k ≥ 2|Z ′ \ Z|+ 1, and, hence, (ii). Clearly, (iii) holds in both cases.
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Next, assume that H has Type c). Let Z ′ = Z ∪ {p(vi) : 0 ≤ i ≤ k − 2}. Since |Z
′ \ Z| =
k − 1 = n(H) − 2 ≤ 2 log2(n), we obtain (i). Since v1, . . . , vk−1, p(vk−1), p(vk) ∈ F(Z
′) \ F and
Z ′ \ Z ⊆ F(Z ′) \ F , we obtain |F(Z ′) \ F | ≥ 2k ≥ 2|Z ′ \ Z|+ 1, and, hence, (ii). Clearly, (iii) holds.
Next, assume that H has Type d). Note that, since G has girth at least 5, we have ℓ ≥ 5.
Let Z ′ = Z ∪ {uℓ} ∪ {p(uj) : 2 ≤ j ≤ ℓ − 2}. Since |Z
′ \ Z| = ℓ − 2 = n(H) − 2 ≤ 2 log2(n),
we obtain (i). Since u2, . . . , uℓ−1, p(uℓ−1), p(uℓ) ∈ F(Z
′) \ F and Z ′ \ Z ⊆ F(Z ′) \ F , we obtain
|F(Z ′) \ F | ≥ 2ℓ− 2 ≥ 2|Z ′ \ Z|+ 1, and, hence, (ii). Clearly, (iii) holds.
Finally, assume that H has Type e). Let Z ′ = Z ∪ {p(vi) : 0 ≤ i ≤ k − 1} ∪ {uℓ} ∪ {p(uj) :
2 ≤ j ≤ ℓ − 2}. Since |Z ′ \ Z| = k + ℓ − 2 = n(H) − 2 ≤ 2 log2(n), we obtain (i). Since
v1, . . . , vk, u2 . . . , uℓ−1, p(uℓ−1), p(uℓ) ∈ F(Z
′) \ F and Z ′ \ Z ⊆ F(Z ′) \ F , we obtain |F(Z ′) \ F | ≥
2k + 2ℓ− 2 ≥ 2|Z ′ \ Z|+ 1, and, hence, (ii). Clearly, (iii) holds.
This completes the proof of the claim. ✷
Since G has maximum degree 3, we have n ≥ 4, which implies 12 −
1
8 log2(n)+2
≥ 49 . For some vertex
v of degree 3, and some neighbor u of v, let Z0 = NG[v] \ {u}. Since |Z0| = 3 and |F(Z0)| ≥ 4, we
obtain
|Z0| − 2
|F(Z0)|
≤
1
2
−
1
8 log2(n) + 2
.
Clearly, F(Z0) induces a connected subgraph of G of order at least 3.
Suppose that Z is a set of vertices of G that satisfies the hypotheses of Claim 1 such that
|Z| − 2
|F(Z)|
≤
1
2
−
1
8 log2(n) + 2
. (6)
By Claim 1, the set Z can be extended to a set Z ′ with the properties stated in Claim 1. In particular,
|Z ′ \ Z|
|F(Z ′) \ F(Z)|
(ii)
≤
|Z ′ \ Z|
2|Z ′ \ Z|+ 1
(i)
≤
2 log2(n)
4 log2(n) + 1
=
1
2
−
1
8 log2(n) + 2
,
which implies
|Z ′| − 2
|F(Z ′)|
=
(|Z| − 2) + |Z ′ \ Z|
|F(Z)| + |F(Z ′) \ F(Z)|
≤
1
2
−
1
8 log2(n) + 2
.
In view of the set Z0 defined above, this implies the existence of a set Z of vertices of G that satisfies
(6) such that F = F(Z) induces a connected subgraph of G of order at least 3, and all vertices in
R = V (G) \ F have degree 1. Since G is connected, and every vertex in F has at most two neighbors
in R, we obtain |R| ≤ 2|F |. Since n = |F |+ |R|, this implies |F | ≥ n3 and |R| ≤
2n
3 . Note that every
vertex v in F that has a neighbor in R has exactly two neighbors in R. Let Z˜ arise from Z by adding,
for every such vertex v in F , exactly one of its two neighbors in R to Z. Clearly, Z˜ is a zero forcing
set of G, and we obtain
|Z˜| − 2 = (|Z| − 2) +
1
2
|R|
(6)
≤
(
1
2
−
1
8 log2(n) + 2
)
|F |+
1
2
|R|
≤
((
1
2
−
1
8 log2(n) + 2
)
·
1
3
+
1
2
·
2
3
)
n
=
(
1
2
−
1
24 log2(n) + 6
)
n,
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which completes the proof. ✷
We proceed to our probabilistic upper bound. For a set N and a non-negative integer i, let
(
N
i
)
be
the set of all subsets of N of order i.
Theorem 6 If G is a graph, then
Z(G) ≤
∑
u∈V (G)
dG(u)∑
i=0
(−1)i
∑
I∈(NG(u)i )
∣∣∣∣∣{u} ∪
⋃
v∈I
NG[v]
∣∣∣∣∣
−1
.
Proof: Let u1, . . . , un be a linear order of the vertices of G selected uniformly at random. Let Z be the
set of those vertices ui such that ui is not the unique neighbor within {ui, . . . , un} of some vertex uj
with j < i. Clearly, Z is a zero forcing set of G. Hence, by the first moment method, Z(G) ≤ E[|Z|].
Let u be a vertex of G. For v ∈ NG(u), let Av be the event that u is the rightmost vertex from
NG[v] within the linear order u1, . . . , un, that is, if u = uj , then i < j for every i in {1, . . . , n} with
ui ∈ NG[v] \ {u}. The definition of Z implies
P[u ∈ Z] = P

 ⋃
v∈NG(u)
Av

 .
Let N = {u} ∪
⋃
v∈NG(u)
NG[v] and d = |N |. Note that there are d! linear orders of N . Furthermore, if
I is a subset of NG(u), then the number of linear orders σ of N such that u is the rightmost vertex
from {u} ∪
⋃
v∈I
NG[v] within σ is exactly
d!∣
∣
∣
∣
∣
{u}∪
⋃
v∈I
NG[v]
∣
∣
∣
∣
∣
, which implies
P
[⋂
v∈I
Av
]
=
∣∣∣∣∣{u} ∪
⋃
v∈I
NG[v]
∣∣∣∣∣
−1
.
By inclusion-exclusion, we obtain
P[u ∈ Z] = P

 ⋃
v∈NG(u)
Av


=
dG(u)∑
i=0
(−1)i
∑
I∈(NG(u)i )
P
[⋂
v∈I
Av
]
=
dG(u)∑
i=0
(−1)i
∑
I∈(NG(u)i )
∣∣∣∣∣{u} ∪
⋃
v∈I
NG[v]
∣∣∣∣∣
−1
.
By linearity of expectation, we have E[|Z|] =
∑
u∈V (G)
P[u ∈ Z], and the desired result follows. ✷
Since the bound in Theorem 6 is not very explicit, we derive some more explicit corollaries.
For a positive integer r, let Hr =
r∑
i=1
1
i
. It is known that lim
r→∞
(Hr − ln r) ≈ 0, 577.
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Corollary 7 If G is a r-regular graph of order n and girth at least 5, then
Z(G) ≤
(
r∏
i=1
(
1−
1
ri+ 1
))
n =
(
1−
Hr
r
)
n+O
((
Hr
r
)2)
n.
Proof: By Theorem 6, we obtain
Z(G)
n
≤
1
n
∑
u∈V (G)
dG(u)∑
i=0
(−1)i
∑
I∈(NG(u)i )
∣∣∣∣∣{u} ∪
⋃
v∈I
NG[v]
∣∣∣∣∣
−1
=
r∑
i=0
(−1)i
(
r
i
)
1
ri+ 1
(using the regularity and the girth condition)
=
r∑
i=0
(−1)i
(
r
i
)∫ 1
0
xridx
=
∫ 1
0
r∑
i=0
(−1)i
(
r
i
)
xridx
=
∫ 1
0
(1− xr)rdx (using the binomial theorem)
=
1
r
∫ 1
0
(1− z)rz
1
r
−1dz (substituting z = xr)
=
1
r
B
(
r + 1,
1
r
)
(where B(·, ·) is the Beta function)
=
1
r
Γ(r + 1)Γ
(
1
r
)
Γ
(
1 + r + 1
r
) (where Γ(·) is the Gamma function)
=
r!
(r + 1
r
)(r − 1 + 1
r
) . . . (1 + 1
r
)
(using Γ(x+ 1) = xΓ(x))
=
r∏
i=1
i
i+ 1
r
=
r∏
i=1
(
1−
1
ri+ 1
)
,
which implies the first stated bound for Z(G).
Note that
r∏
i=1
(
1−
1
ri+ 1
)
= 1−
r∑
i=1
1
ri+ 1
+
r∑
i=2
(−1)i
∑
I∈([r]i )
∏
j∈I
1
rj + 1
= 1−
(
r∑
i=1
1
ri
−
r∑
i=1
1
ri(ri+ 1)
)
+
r∑
i=2
(−1)i
∑
I∈([r]i )
∏
j∈I
1
rj + 1
= 1−
(
Hr
r
−
r∑
i=1
1
ri(ri+ 1)
)
+
r∑
i=2
(−1)i
∑
I∈([r]i )
∏
j∈I
1
rj + 1
.
Since ∣∣∣∣∣
r∑
i=1
1
ri(ri+ 1)
∣∣∣∣∣ ≤ 1r2
r∑
i=1
1
i2
≤
π2
6r2
= O
((
Hr
r
)2)
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and ∣∣∣∣∣∣∣
r∑
i=2
(−1)i
∑
I∈([r]i )
∏
j∈I
1
rj + 1
∣∣∣∣∣∣∣ ≤
r∑
i=2
∑
I∈([r]i )
∏
j∈I
1
rj
=
r∑
i=2
1
ri
∑
I∈([r]i )
∏
j∈I
1
j
≤
r∑
i=2
1
ri
1
i!

 r∑
j1=1
1
j1



 r∑
j2=1
1
j2

 . . .

 r∑
ji=1
1
ji


=
r∑
i=2
1
i!
(
Hr
r
)i
≤
(
Hr
r
)2 r∑
i=2
1
i!
≤ e
(
Hr
r
)2
= O
((
Hr
r
)2)
,
we obtain the second stated bound for Z(G). ✷
Note that
r∏
i=1
(
1−
1
ri+ 1
)
=


81
140 ≈ 0.579 , for r = 3,
2048
3315 ≈ 0.618 , for r = 4, and
15625
24024 ≈ 0.65 , for r = 5.
In fact, this expression is less than the factor r−2
r−1 from (2) for r ≥ 4.
If G is a cubic triangle-free graph such that no component of G is K3,3, then, for every vertex u
of G, the subgraph of G that contains all vertices at distance at most 2 from u as well as all edges
incident with neighbors of u is of one of the seven types illustrated in Table 1. This defines the type
of the vertex u.
Type 1 Type 2 Type 3 Type 4 Type 5 Type 6 Type 7
r
rr r
r rr r rr
❅
❅
 
 
u
r
rr r
rr r r
❅
❅
 
 
u
r
❆
❆✁
✁
r
rr r
r
❅
❅
 
 
u
r
✁
✁
r r
❆
❆✁
✁◗◗◗
r
rr r
r
❅
❅
 
 
u
r
✁
✁
r r
❆
❆
❆
❆
r
rr r
r
❅
❅
 
 
u
r
✁
✁
r r
❆
❆
❆
❆
✁
✁
r
r
r
r
r
r
r
❅
❅
 
 
u
❅
❅
 
  ❅
❅
r
r
r
r
r
r
r
❅
❅
 
 
u
❅
❅
 
 ❅
❅
 
 
p1 =
81
140 p2 =
149
252 p3 =
5
8 p4 =
171
280 p5 =
101
168 p6 =
269
420 p7 =
17
28
Table 1: The seven possible types of the vertex u.
Corollary 8 If G is a cubic triangle-free graph such that no component of G is K3,3, and G has ni
vertices of type i for i ∈ {1, . . . , 7}, then Z(G) ≤
7∑
i=1
pini.
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Proof: This follows immediately from Theorem 6 by calculating the probabilities P[u ∈ Z] considered
within the proof of Theorem 6 for the vertices u of the different types. If u has type 4 for instance,
then P[u ∈ Z] = 1− 34 +
1
5 +
2
7 −
1
8 =
171
280 . ✷
We proceed to the proof of two further cases of the conjecture of Davila and Kenter.
Theorem 9 If G is a graph of girth g in {5, 6} and minimum degree δ at least 2, then
Z(G) ≥ (g − 2)(δ − 2) + 2.
Proof: Let G be as in the statement. Let Z be a zero forcing set of minimum cardinality. For a
contradiction, suppose that |Z| ≤ (g − 2)(δ − 2) + 1. For δ = 2, this implies that Z contains exactly
one vertex, say v1. Since G has more than one vertex, and v1 has degree at least 2, no vertex in
V (G) \ Z is the unique neighbor of v1, which implies a contradiction. Hence, δ ≥ 3. Since g ≥ 5, the
order n of G is at least 1 + δ + δ(δ − 1) = δ2 + 1. Since g ∈ {5, 6} and δ ≥ 3, we obtain n − |Z| ≥
δ2 − (g − 2)(δ − 2) ≥ g − 2, which implies that a forcing sequence S : v1 → u1, v2 → u2, . . . , vk → uk
satisfies k ≥ g−2. Let Z ′ = {v1, . . . , vg−2}. Let N =
( ⋃
v∈Z′
NG(v)
)
\Z ′. Since S is a forcing sequence,
Z ′ ∪N ⊆ Z ∪ {u1, . . . , ug−2}, and, hence,
|N | = |Z ′ ∪N | − (g − 2)
≤ |Z ∪ {u1, . . . , ug−2}| − (g − 2)
= |Z|
≤ (g − 2)(δ − 2) + 1.
Let G′ = G[Z ′]. Let G′ have κ components. Note that κ ≤ |Z ′| = g − 2 ≤ 4. Let m′ be the number
of edges between Z ′ and N . Since g > |Z ′|, the graph G′ is a forest and has exactly g − κ− 2 edges.
This implies that m′ ≥ (g − 2)δ − 2(g − κ − 2) ≥ |N | + 2κ − 1. Since m′ > |N |, some vertex in N
has more than one neighbor in Z ′. Since g > |Z ′|+ 1, no vertex in N has two neighbors in the same
component of G′. This implies that κ ≥ 2.
First, we assume that κ = 2. If three vertices in N have neighbors in both components of G′, then
G has a cycle of length at most g − 1, which is a contradiction. Hence, at most two neighbors in N
have neighbors in both components of G′, which implies the contradiction m′ ≤ |N |+2 < |N |+2κ−1.
Next, we assume that κ = 3. If some vertex u in N has neighbors in all three components of G′
and another vertex u′ has two neighbors in Z ′, then G has a cycle of length at most g − 1, which is
a contradiction. Similarly, if two distinct vertices in N have neighbors in the same two components
of G′, then G has a cycle of length at most g − 1, which is a contradiction. These observations imply
the contradiction m′ ≤ |N |+
(3
2
)
< |N |+ 2κ− 1.
Finally, we assume that κ = 4, which implies that g = 6, and that Z ′ is an independent set. Again,
no two distinct vertices in N have neighbors in the same two components of G′. If some vertex in N has
neighbors in three components of G′, then this implies the contradiction m′ ≤ |N |+5 < |N |+2κ− 1.
Similarly, if no vertex in N has neighbors in three components of G′, then this implies the contradiction
m′ ≤ |N |+
(4
2
)
< |N |+ 2κ− 1.
This final contradiction completes the proof. ✷
Acknowledgment We thank Henning Bruhn-Fujimoto for fruitful discussion.
12
References
[1] AIMMinimum Rank - Special Graphs Work Group (F. Barioli, W. Barrett, S. Butler, S. Cioaba, D.
Cvetkovic, S. Fallat, C. Godsil, W. Haemers, L. Hogben, R. Mikkelson, S. Narayan, O. Pryporova,
I. Sciriha, W. So, D. Stevanovic, H. van der Holst, K.V. Meulen, A.W. Wehe), Zero forcing sets
and the minimum rank of graphs, Linear Algebra and its Applications 428 (2008) 1628-1648.
[2] A. Aazami, Hardness results and approximation algorithms for some problems on graphs, PhD
thesis, University of Waterloo, 2008.
[3] D. Amos, Y. Caro, R. Davila, R. Pepper, Upper bounds on the k-forcing number of a graph,
Discrete Applied Mathematics 181 (2015) 1-10.
[4] F. Barioli, W. Barrett, S. Fallat, H.T. Hall, L. Hogben, B. Shader, P. van den Driessche, H. van
der Holst, Parameters related to tree-width, zero forcing, and maximum nullity of a graph, Journal
of Graph Theory 72 (2013) 146-177.
[5] D. Burgarth, V. Giovannetti, Full control by locally induced relaxation, Physical Review Letters
99 (2007) 100501.
[6] D. Burgarth, V. Giovannetti, L. Hogben, S. Severini, M. Young, Logic circuits from zero forcing,
Natural Computing 14 (2015) 485-490.
[7] D. Burgarth, K. Maruyama, Indirect Hamiltonian identification through a small gateway, New
Journal of Physics 11 (2009) 103019.
[8] Y. Caro, R. Pepper, Dynamic approach to k-forcing, arXiv:1405.7573v1.
[9] L.S. Chandran, C.R. Subramanian, Girth and treewidth, Journal of Combinatorial Theory, Series
B 93 (2005) 23-32.
[10] K.B. Chilakammari, N. Dean, C.X. Kang, E. Yi, Iteration index of a zero forcing set in a graph,
Bulletin of the Institute of Combinatorics and its Applications 64 (2012) 57-72.
[11] R. Davila, F. Kenter, Bounds for the Zero-Forcing Number of Graphs with Large Girth,
arXiv:1406.0482v2.
[12] C.J. Edholm, L. Hogben, M. Huynh, J. LaGrange, D.D. Row, Vertex and edge spread of the
zero forcing number, maximum nullity, and minimum rank of a graph, Linear Algebra and its
Applications 436 (2012) 4352-4372.
[13] S. Fallat, K. Meagher, B. Yang, On the complexity of the positive semidefinite zero forcing
number, Linear Algebra and its Applications 491 (2016) 101-122.
[14] M. Gentner, L.D. Penso, D. Rautenbach, U.S. Souza, Extremal Values and Bounds for the Zero
Forcing Number, to appear in Discrete Applied Mathematics.
[15] L. Hogben, M. Huynh, N. Kingsley, S. Meyer, S. Walker, M. Young, Propagation time for zero
forcing on a graph, Discrete Applied Mathematics 160 (2012) 1994-2005.
[16] L. Hogben, H. van der Holst, Forbidden minors for the class of graphs G with ζ(G) ≤ 2, Linear
Algebra and Its Applications 423 (2007) 42-52.
13
[17] H.-O. Le, V.B. Le, H. Mu¨ller, Splitting a graph into disjoint induced paths or cycles, Discrete
Applied Mathematics 131 (2003) 199-212.
[18] L. Lu, B. Wu, Z. Tang, Proof of a conjecture on the zero forcing number of a graph, to appear in
Discrete Applied Mathematics.
[19] S.A. Meyer, Zero forcing sets and bipartite circulants, Linear Algebra and its Applications 436
(2012) 888-900.
[20] D.D. Row, Zero forcing number: Results for computation and comparison with other graph
parameters, Ph.D. thesis, Iowa State University, 2011.
[21] D.D. Row, A technique for computing the zero forcing number of a graph with a cut-vertex,
Linear Algebra and its Applications 436 (2012) 4423-4432.
[22] S. Severini, Nondiscriminatory propogation on trees, Journal of Physics A: Mathematical and
Theoretical 41 (2008) 482002.
[23] M. Trefois, J.-C. Delvenne, Zero forcing number, constraint matchings and strong structural
controllability, arXiv:1405.6222v1.
14
