We consider the volumetric cutting plane method for nding a point in a convex set C < n that is characterized by a separation oracle. We prove polynomiality of the algorithm with each added cut placed directly through the current point, and show that this \central cut" version of the method can be implemented using no more than 25n constraints at any time.
Introduction
Let C < n be a convex set. Given a point x 2 < n , a separation oracle for C either reports that x 2 C, or returns a separating hyperplane a 2 < n such that a T x > a T x for every x 2 C. The convex feasibility problem is to use such an oracle to nd a point in C, or prove that the volume of C must be less than that of an n-dimensional sphere of radius 2 ?L , for given L > 0.
It is well known 9] that a variety of convex optimization problems can be cast as instances of the convex feasibility problem, and moreover the problem plays a fundamental role the complexity analysis of many combinatorial optimization problems. For many years the standard approach to the convex feasibility problem has been the ellipsoid algorithm; see for example 5] or 9]. In 14], Vaidya proposed an alternative algorithm for the convex feasibilty problem based on a new barrier for a polyhedral set, the volumetric barrier. On each iteration k 0, Vaidya's algorithm has a point x k 2 < n , and a polyhedral set P k = fx j A k x b k g, where A k is a m k n matrix. For each k the set P k is bounded, C P k , and x k 2 P k is an approximation of the volumetric center of P k , the minimizer of the volumetric barrier (see Section 2) . The algorithm then either deletes one constraint that de nes P k , or calls the separation oracle to see if x k 2 C. If not, the oracle returns a separating hyperplane which is used to add a constraint to P k . After the addition or deletion of a constraint, the algorithm takes a number of Newton, or Newton-like, steps for the volumetric barrier to obtain a new point x k+1 which is an approximation of the volumetric center of the new polyhedron P k+1 .
Let T represent the cost, in numerical operations, of a call to the separation oracle. Vaidya's fundamental result is that the complexity of his volumetric cutting plane algorithm for the convex feasibility problem is O(nLT + n 4 L) operations, compared to O(n 2 LT + n 4 L) operations for the ellipsoid algorithm. (In theory, the complexity of Vaidya's method can be further reduced through the use of \fast matrix multiplication," which cannot be applied to the ellipsoid algorithm.) Although Vaidya's result is theoretically signi cant, the algorithm of 14] does not appear to very practical. In particular, the analysis of 14] requires that the polyhedral sets P k have up to 10 7 n constraints, and the algorithm might require thousands of Newton-like steps following the addition or deletion of a constraint.
In 3], Anstreicher describes a strengthened version of Vaidya's volumetric cutting plane algorithm for the convex feasibility problem. The algorithm of 3] reduces the maximum number of constraints to 200n, while requiring no more than 5 Newton steps following a constraint addition or deletion. Although these gures represent a substantial improvement over 14], the algorithm of 3] is still not fully practical. In particular:
i. For reasonable n, 200n constraints is still quite large, given that least{squares systems with this number of rows must be repeatedly solved on each iteration. ii. The algorithm of 3] uses true Newton steps, which in practice are expensive to compute compared to the Newton-like steps used in 14]. iii. As in 14], the algorithm of 3] cannot place a new constraint directly through the current point, but must rather \back o " each separating hyperplane to generate a shallow cut.
Ramaswamy and Mitchell 13] describe a \central cut" version of the volumetric cutting plane algorithm that allows for the placement of each new constraint through the current point, and uses Newton-like steps following constraint additions and deletions. (The algorithm of 13] actually solves the problem of minimizing a linear function over a convex set C using a separation oracle, but most of the analysis is very similar to that required to solve the convex feasibility problem.) Unfortunately 13] , which uses many results from 14], requires that the algorithm maintain up to 10 8 n constraints.
The purpose of this paper is to develop a central cut volumetric cutting plane algorithm that also improves on the 200n constraints required by the algorithm of 3]. As in 13], the algorithm uses an \a ne" step to move o of a cut placed through the current point. Although this is certainly a disadvantage from the standpoint of theoretical complexity, the fact that the O( p n) bound arises from a worst-case analysis of descent in the volumetric barrier suggests that in practice far fewer steps would likely be required. Our nal result is a central cut volumetric cutting plane method that requires no more than 25n constraints at any time.
In Table 1 we summarize important attributes of four papers (including this paper) on volumetric cutting plane methods. These features are the placement of added cuts (shallow or central), the number of Newton or Newton-like steps required after a constraint addition or deletion, the maximum number of constraints required, and the value of a scalar V , de ned as the di erence between the mimimal increase in the volumetric barrier following a constraint addition, and the maximal decrease following a constraint deletion (see Section 3). For all four algorithms the number of oracle calls is O(nL), with a constant that is inversely proportional to V (see for example the proof of 3, Theorem 3.2]).
Reference Placement
Steps after Number of V of cut addition/deletion constraints Vaidya 14 In this section we collect a number of properties of the volumetric barrier V ( ) which will be used in the subsequent analysis. To start, let P = fx 2 < n j Ax bg, where A is an m n matrix, and b 2 < m . Whenever we refer to P, we are implicitly refering to the constraint system A; b] which de nes it. The volumetric barrier for P is the function (1) and a proof of (2); these and other properties of V ( ) are originally due to Vaidya 14] . In the sequel we will often be interested in the behavior of V ( ) for a step of the form x = x+ , where s = s(x) > 0 and kS ?1 A k 1 = < 1. For such an x let s = s( x), = ( s), 
Using a Taylor series expansion, (2) , and (3), it is easy to show that
The bounds in (4) 
Proof: We have
To prove the lemma we will obtain lower and upper bounds on the nal term in (5). We begin with the lower bound. Using (2) and (3), we have T H(x + ) (1 ? ) 2 (1 + ) 4 T Q ; (6) and therefore
But it is straightforward to compute that 3 3 6 (1 + ) 3 (1 + ) 3 : (8) Substituting (8) into (7), we obtain
An integration by parts shows that
and substituting (10) into (9) produces the lower bound of the lemma. The proof of the upper bound is similar. Again using (2) and (3), we have
and therefore (1 + 2 =3)
Substituting (12) into (11), we obtain
Another integration by parts shows that
and substituting (14) into (13) 
In the following lemma we give two bounds for kS ?1 A k 1 in terms of k k Q ; one involving , and therefore min , and the other independent of . 
The fundamental proximity criterion that we employ throughout the paper is^ kgk Q ?1. When this quantity is \large" (that is, (1)), we will take a damped Newton-like step in an e ort to reduce V ( ), and thus move closer to !, the volumetric center of P. When^ 
where the inequality uses (6) , and the nal equality uses (8) In this section we describe the central-cut volumetric cutting plane method, and establish its complexity using results from the two following sections. At the start of each iteration k 0,
we have an interior point x k of a bounded polyhedron P k C, where P k = fx j A k x b k g, and A k is an m k n matrix with independent columns. We assume that C is contained in the hypercube kxk 1 1, and set P 0 = fx j ? e x eg, x 0 = 0. (It is straightforward to show that x 0 is the volumetric center of P 0 .) The algorithm to be analyzed is as follows: Central-Cut Volumetric Cutting Plane Algorithm Step 0. Given x 0 , P 0 , 0 < < 1, 0 < < 1, L 1. Go to Step 1.
Step . Let x k+1 = x J , k = k + 1, and go to Step 1. In Step 1 of the algorithm, the value of V k max is such that V (x k ) V k max proves that the volume of P k , and therefore also C P k , is less than that of an n{dimensional sphere of radius 2 ?L . An explicit value for V k max is given in Lemma 3.1, below. A suitable steplength in
Step 3 is given in Theorem 4.6. Note that by construction each P k is bounded, by Corollary 2.5, since^ k kg k k (Q k ) ?1 < 1 for each k. In addition, the fact that a constraint is only added if k min , and e T k = n for all k, implies that m k n= + 1 for every k. For the Newton-like steps in Step 5, we assume that the steplengths are chosen so that each step produces an (1= p n) decrease in V k ( ). That this is always possible follows from Next we consider the issue of how many iterations might be required for the algorithm to terminate. Assume that each time a constraint is added the algorithm achieves V k+1 (x k+1 ) V k (x k ) + V + ;
where V + > 0, while each time a constraint is deleted it is assured that The value V = :0014 demonstrated in Theorem 3.3 may seem relatively small, but it should be noted that this is the largest value of V to date for a volumetric cutting plane algorithm; see Table 1 in Section 1.
Adding a Central Cut
Let x be an interior point of P. In this section we consider augmenting the constraint system de ning P by imposing a central cut through x, to obtain a new polyhedronP = fx j Ax b; a Tx a T xg. LetṼ 
We will rst use (29) to establish a lower bound onṼ (!)?V (x) when a cut is added through x. We will obtain two versions of this result. The rst, using x = !, produces a relatively simple bound for the fundamental quantityṼ (!) ? V (!). Although this bound may be of some independent interest, in practice it cannot be used since x = ! is unattainable. Therefore we will also obtain a lower bound using x in a certain neighborhood of !. We begin with a series of lemmas. Throughout we let s = s(x), min = min (s), Q = Q(x), g = g(x), = (x). 
Next we use the fact that ln(1 + ) =(1 + ), for all 0, to obtain ln 1 + (1 ? ) 2 
A straightforward di erentiation shows that the minimum of the right-hand side of (36), for 0 1, occurs at = 2=3, with value 1=(10 2 ). From (36) we then have V (!) ? V (!) 1= (10 2 
where the second inequality uses the fact that jg T (! ?x)j kgk Q ?1k! ?xk Q . We distinguish two cases. Although the a ne step (40) is su cient to obtain an O(1) bound onṼ ( x)?V (x), as in Theorem 4.6, this bound is too weak relative to min to show that O(1) steps su ce to return to a suitable proximity of the new volumetric center!. As a result it becomes necessary to use a proximity measure based on^ in place of , leading to a worst-case decrease of (1= p n) instead of (1) in the steps on Step 5 of the algorithm. In practice the algorithm might of course do much better than these worst-case bounds indicate, but serious computational work using the volumetric barrier has not yet been conducted. For the analytic center cutting plane method it is relatively easy to show that O(1) steps su ce to return to a suitable proximity of the new analytic center following the addition of a central cut 7] . (The basic analytic center cutting plane method is not a polynomial time algorithm, however. To date the only polynomial cutting plane algorithm based on analytic centers, due to Atkinson and Vaidya 4] , uses shallow cuts.) The complexity analysis for the analytic center cutting plane method can also be extended to multiple cuts ( 11] , 15]), and deep cuts ( 6] , 8]). Similar results for the volumetric cutting plane method would be desirable. In 13] a result allowing multiple cuts is developed, but in addition to the very small constants required throughout 13], the multiple cut result requires a \Selective Orthonormalization" procedure that weakens the original cuts in the interest of constructing a feasible a ne step.
