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The ability to identify cause-effect relations is an essential component of the scientific method. The
identification of causal relations is generally accomplished through statistical trials where alternative
hypotheses are tested against each other. Traditionally, such trials have been based on classical
statistics. However, classical statistics becomes inadequate at the quantum scale, where a richer
spectrum of causal relations is accessible. Here we show that quantum strategies can greatly speed up
the identification of causal relations. We analyse the task of identifying the effect of a given variable,
and we show that the optimal quantum strategy beats all classical strategies by running multiple
equivalent tests in a quantum superposition. The same working principle leads to advantages in the
detection of a causal link between two variables, and in the identification of the cause of a given
variable.
INTRODUCTION
Identifying causal relations is a fundamental primi-
tive in a variety of areas, including machine learning,
medicine, and genetics [1–3]. A canonical approach is to
formulate different hypotheses on the cause-effect rela-
tions characterising a given phenomenon, and test them
against each other. For example, in a drug test some pa-
tients are administered the drug, while others are admin-
istered a placebo, with the scope of determining whether
or not the drug causes recovery. Traditionally, causal
discovery techniques have been based on classical statis-
tics, which effectively describes the behaviour of macro-
scopic variables. However, classical techniques become
inadequate when dealing with quantum systems, whose
response to interventions can strikingly differ from that
of classical random variables [4, 5].
Recently, there has been a growing interest in the ex-
tension of causal reasoning to the quantum domain. Sev-
eral quantum generalizations of the notion of causal net-
work have been proposed [6–15] and new algorithms for
quantum causal discovery have been designed [16–20].
Besides its foundational relevance, the study of quantum
causal discovery algorithms is expected to have applica-
tions in the emerging area of quantum machine learning
[21, 22], in the same way as classical causal discovery
algorithms have previously impacted classical artificial
intelligence.
An intriguing possibility is that quantum mechanics
may provide enhanced ways to identify causal links. A
clue in this direction comes from Refs. [17, 18], where
the authors show that certain quantum correlations are
witnesses of causal relationships, in apparent violation of
the classical tenet correlation does not imply causation.
This observation suggests that quantum setups for test-
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ing causal relationships could overcome some of the lim-
itations of existing classical setups. However, the type of
advantage highlighted in [17, 18] only concerns a limited
class of setups, where the experimenter is constrained to
a subset of the possible interventions. If arbitrary inter-
ventions are allowed, this particular type of advantage
disappears. A fundamental open question is whether
quantum setups can offer an advantage over all classi-
cal setups, without any restriction on the experimenter’s
interventions.
Here we answer the question in the affirmative, prov-
ing that quantum features like superposition and entan-
glement can significantly speed up the identification of
causal relations. We start from the task of deciding which
variable, out of a list of candidates, is the effect of a given
variable. We first analyze the problem in the classical
setting, determining the performance of the best classi-
cal strategy. Then, we construct a quantum strategy that
reduces the error probability by an exponential amount,
doubling the decay rate of the error probability with the
number of accesses to the relevant variables. Remarkably,
the decay rate of our strategy is the highest achievable
rate allowed by quantum mechanics, even if one allows for
exotic setups where the order of operations is indefinite
[23, 24].
The key ingredient of the quantum speedup is the abil-
ity to run multiple equivalent experiments in a quantum
superposition. The same working principle enables quan-
tum speedups in a broader set of tasks, including, e.g.,
the task of deciding whether there exists a causal link
between two given variables, and the task of identifying
the cause of a given variable.
RESULTS
Theory-independent framework for testing causal hy-
potheses. Here we outline a framework for testing causal
hypotheses in general physical theories [25–30]. In this
ar
X
iv
:1
80
6.
06
45
9v
3 
 [q
ua
nt-
ph
]  
2 A
pr
 20
19
2framework, variables are represented as physical systems,
each system with its set of states. The framework applies
to theories satisfying the Causality Axiom [28], stating
that the probability of an event at a given time should
not depend on choices of settings made at future times.
A causal relation between variable A and variable B
is represented by a map describing how the state of B
responds to changes in the state of A. If the map discards
A and outputs a fixed state of B, then no causal influence
can be observed. In all the other cases, some change of
A will lead to an observable change of B. Hence, we say
that A is a cause for B.
In general, the set of allowed causal relationships de-
pends on the physical theory, which determines which
maps can be implemented by physical processes. In clas-
sical physics, cause-effect relations can be represented by
conditional probability distributions of the form p(b|a),
where a and b are the values of the random variables A
and B, respectively. In quantum theory, cause-effect rela-
tions are described by quantum channels, i.e. completely
positive trace-preserving maps transforming density ma-
trices of system A into density matrices of system B.
Given a set of variables, one can formulate hypothe-
ses on the causal relationships among them. For exam-
ple, consider a three-variable scenario, where variable A
may cause either variable B or variable C, but not both.
The causal relation is described by a process C, with in-
put A and outputs B and C. Here we consider two al-
ternative causal hypotheses: either A causes B but not
C, or A causes C but not B. The problem is to dis-
tinguish between these two hypotheses without having
further knowledge of the physical process responsible for
the causal relation. This means that the process C is un-
known, except for the fact that it must compatible with
one and only one of the two hypotheses. Mathemati-
cally, the two hypotheses correspond to two sets of phys-
ical processes, and the problem is to determine which set
contains the process C.
In order to decide which hypothesis is correct, we as-
sume that the experimenter has black box access to the
physical process C. The experimenter can probe the pro-
cess for N times, intervening between one instance and
the next, as illustrated in Figure 1. In the end, a mea-
surement is performed and its outcome is used to guess
the correct hypothesis.
An important question is how fast the probability of
error decays with N . The decay is typically exponential,
with an error probability vanishing as perr(N) ≈ 2−RN
for some positive constant R, which we call the discrim-
ination rate. The operational meaning of the discrimi-
nation rate is the following. Given an error threshold ,
the error probability can be made smaller than  using
approximately N > log −1/R calls to the unknown pro-
cess. The bigger the rate, the smaller the number of calls
needed to bring the error below the desired threshold.
Since the explicit form of the process C is unknown,
we take perr(N) to be the worst-case probability over all
processes compatible with the two given causal hypothe-
FIG. 1. Testing causal hypotheses in the black box sce-
nario. The unknown process C induces a causal relation between
one input variable and two output variables. The experimenter
probes the process for N times, intervening on the relevant vari-
ables at each time step. The first intervention is the preparation
of a state Ψ, involving the input of the black box and, possibly, an
additional reference system (top wire). The subsequent interven-
tions Ui manipulate the output variables and prepare the inputs
variables for the next steps. In the end, the output variables and
the reference system are measured, and the measurement outcome
is used to infer the causal relation.
ses. If prior information over C is available, one may also
consider a weaker performance measure, based on the
average with respect to some prior. In the following we
stick to the worst case scenario, as it provides a stronger
guarantee on the performance of the test.
FIG. 2. Spacetime picture of a causal intermediary. Vari-
able A is localized at a point in spacetime, and its causal influences
propagate within its future light cone. Variable B is distributed
over a section of the light cone of A and intercepts all the influ-
ences of A. Every other variable B′ that is affected by A and comes
after B must be obtained from variable B through some physical
process.
Identifying causal intermediaries. A variable B is a
causal intermediary for variable A if all the influences of
A propagate through B. Physically, one can think of B
as a slice of the future light cone of A, so that all causal
influences of A must pass through B, as illustrated in
Figure 2. Mathematically, the fact that B is a causal
intermediary means that there exist a process C from
A to B such that for every other variable B′ and for
every process C′ with input A and output B′ one can
decompose C′ as C′ = R◦C, where R is a suitable process
from B to B′.
The condition that a variable is a causal intermedi-
ary of another has a simple characterisation in all physi-
3cal theories where processes are fundamentally reversible,
meaning that they can be modelled as the result of a re-
versible evolution of the system and an environment [28].
The reversibility condition is captured by the expression
C = (IB ⊗ TrE′)U(IA ⊗ ηE), where variables E and E′
represent the environment (before and after the interac-
tion), η is the initial state of the environment, TrE′ is
the operation of discarding system E′ [28], and U is a
reversible process from AE to BE′.
When the reversibility condition is satisfied, the vari-
able A can be recovered from variables B and E′. If
variable B is to be a causal intermediary of A, then the
process C must be correctable, in the sense that its action
can be undone by another process R. In addition, if the
state spaces of variables A and B are finite dimensional
and of the same dimension, then the process C must be
reversible. In classical theory, this means that C is an
invertible function. In quantum theory, this means that
C is a unitary channel, of the form C(ρ) = UρU† for some
unitary operator U .
In the following, we will consider the task of identify-
ing which variable, out of a given set of candidates, is the
causal intermediary of a given variable A. An important
feature of this task is that it admits a complete analyti-
cal treatment, allowing us to rigorously prove a quantum
advantage over all classical strategies. Besides its funda-
mental interest, this advantage could have applications
to the task of monitoring the information flow in future
quantum communication networks, allowing an experi-
menter to determine which node of a quantum network
receives information from a given source node.
Optimal classical strategy. Suppose that A, B, and
C are random variables with the same alphabet of size
d <∞. In this case, the fact that X ∈ {B,C} is a causal
intermediary for A means that the map from A to X is
a permutation. The first (second) causal hypothesis is
that B (C) is a permutation of A, while C (B) is uni-
formly random. Other than this, no information about
the functional relation between the variables is known to
the experimenter. In particular, the experimenter does
not know which permutation relates the variable A to its
causal intermediary X.
Let us determine how well one can distinguish between
the two hypotheses with a finite number of experiments.
In principle, we should examine all sequential strategies
as in Figure 1. However, in classical theory the problem
can be greatly simplified: the optimal discrimination rate
can be achieved by a parallel strategy, wherein the N
input variables are initially set to some prescribed set of
values [31].
The possibility of an error arises is when the ran-
domly fluctuating variable accidentally takes values that
are compatible with a permutation, so that the outcome
of the test gives no ground to discriminate between the
two hypotheses. The probability of such inconclusive
scenario is equal to P (d, v)/dN , where v is the num-
ber of distinct values of A probed in the experiment and
P (d, v) = d!/(d− v)! is the number of injective functions
from a v-element set to a d-element set. The probability
of confusion is minimal for v = 1, leading to the overall
error probability
pCerr =
1
2dN−1
. (2)
As a consequence, the rate at which the two causal hy-
potheses can be distinguished from each other is
RC = log d . (3)
A first quantum advantage. Classical systems can be
regarded quantum systems that lost coherence across the
states of a fixed basis, consisting of the classical states.
But what if coherence is preserved? Could a coherent
superposition of classical states be a better probe for the
causal structure?
If the causal relations are restricted to reversible gates
that permute the classical states, coherence offers an im-
mediate advantage. The experimenter can prepare N
probes, each in the superposition |e0〉 =
∑d−1
i=0 |i〉/
√
d.
Since the superposition is invariant under permutations,
the unknown process will produce either N copies of the
state |e0〉〈e0|⊗I/d or N copies of the state I/d⊗|e0〉〈e0|,
depending on which causal hypothesis holds. Using Hel-
strom’s minimum error measurement [32], the error prob-
ability is reduced to
pcoherr =
1
2dN
. (4)
Compared with the classical error probability (2), the er-
ror probability of this simple quantum strategy is reduced
by a factor d, which does not change the rate, but could
be significant when the size of the alphabet is large.
Let us consider the full quantum version of the prob-
lem. Three quantum variables A,B, and C, correspond-
ing to d-dimensional quantum systems, are promised to
satisfy one of two causal hypotheses: either (i) the state
of B is obtained from the state of A through an arbi-
trary unitary evolution and the state of C is maximally
mixed, or (ii) the state of C is obtained from the state of
A through an arbitrary unitary evolution and the state
of B is maximally mixed.
Despite the fact that now the cause-effect relation can
be one of infinitely many unitary gates, it turns out that
the error probability (4) can still be attained. A universal
quantum strategy, working for arbitrary unitary gates, is
to prepare d particles in the singlet state
|Sd〉 = 1√
d!
∑
k1,k2,··· ,kd
k1k2...kd |k1〉|k2〉 · · · |kd〉 (5)
where k1k2...kd is the totally antisymmetric tensor and
the sum ranges over all vectors in the computational ba-
sis. Then, each of the d particles is used as an input to one
use of the channel. Repeating the experiment for t times,
and performing Helstrom’s minimum error measurement
one can attain the error probability pcoherr = (2d
N )−1, with
4FIG. 3. Simple parallel strategies. The unknown process
C is probed for N times, acting in parallel on N identical
systems, initially prepared in a correlated state Ψ.
N = td, independently of the unitary gate representing
the cause-effect relationship. In summary, the quantum
error probability is at least d times smaller than the best
classical error probability, even if the cause-effect rela-
tionship is described by an arbitrary unitary gate.
Optimality among simple parallel strategies. We now
show that the value (4) is optimal among all simple
strategies where the unknown process is applied N times
in parallel on N identical input systems, as in Figure 3.
Optimality follows from a complementarity relation be-
tween the information about the causal structure and the
information about the functional dependence between
cause and effect. Suppose that the cause-effect depen-
dence amounts to a unitary gate U in some finite set U.
The ability of a state |Ψ〉 to probe the cause-effect de-
pendence can be quantified by the probability pUguess of
correctly guessing the unitary U from the state U⊗N |Ψ〉.
When the set of possibly unitaries has sufficient symme-
try, we find that the probability of error in identifying
the causal structure satisfies the lower bound
perr ≥ 1
2dN
1 + 12(dN − 1)
(
pUguess − 1|U|
1
|U|
)2 (6)
(Appendix A). The higher the probability of success
in guessing the cause-effect dependence, the higher the
probability of error in identifying the causal structure. A
consequence of the bound (6) is that the minimum er-
ror probability in identifying the causal intermediary is
(2dN )−1, and is attained when the success probability
pUguess is equal to the random guess probability 1/|U|.
Exponential reduction of the error probability. The
bound (6) shows that the discrimination rate of simple
parallel strategies cannot exceed the classical discrimina-
tion rate log d. We now show that that the rate can be
doubled by entangling the N probes with an additional
reference system.
The working principle of our strategy is to build a
quantum superposition of equivalent experimental se-
tups. If no reference system is used, we know that the op-
timal strategy is to divide the N probes into N/d groups
(assuming for simplicity that N is a multiple of d), and
to entangle the probes within each group. Clearly, dif-
ferent ways of dividing the N inputs into groups of d are
FIG. 4. Coherent superposition of configurations. Sub-
figure (a) shows the three different ways of dividing four quan-
tum bits into groups of two. These three configurations are
all equivalent for the identification of the causal intermediary.
Subfigure (b) pictorially illustrates a quantum superposition
of configurations, with the choice of configuration correlated
with the state of a control system.
equally optimal: it does not matter which particle is en-
tangled with which, as long as all each particle is part of
a singlet state. Still, we can imagine a machine that par-
titions the particles according to a certain configuration
i if a control system is in the state |i〉. When the control
system is in a superposition, the machine will probe the
unknown process in a superposition of configurations, as
pictorially illustrated in Figure (4). Explicitly, the opti-
mal input state is
|Ψ〉 = 1√
GN,d
GN,d∑
i=1
(
|Sd〉⊗N/d
)
i
⊗ |i〉 , (7)
where i labels the different ways to partition N identical
objects into groups of d elements, GN,d is the number
of such ways,
(|Sd〉⊗N/d)i is the product of N/d singlet
states arranged according to the i-th configuration, and
{|i〉 , i = 1, . . . , GN,d} are orthogonal states of the refer-
ence system.
Classically, there would be no point in randomizing op-
timal configurations, because mixtures cannot reduce the
error probability. But in the quantum case, the coher-
ent superposition of equivalent configurations brings the
5error probability down to
pQerr(r) =
r
2dN
(
1−
√
1− r−2
)
r1−−−→ 1
4rdN
, (8)
where r is the number of linearly independent states of
the form (|Sd〉⊗N/d)i (Appendix B).
To determine how much the error probability can be
reduced, we only need to evaluate the number of linearly
independent states. It turns out that this number grows
as dN , up to a polynomial factor (Appendix B again).
Taking the logarithm, we obtain the discrimination rate
RQ = − lim
N→∞
log pQerr
N
= 2 log d , (9)
which is twice the classical discrimination rate (3). In
fact, the asymptotic regime is already reached with a
small number of interrogations, of the order of a few tens.
For example, the causal relation between two quantum
bits can be determined with an error probability smaller
than 10−6 using with 12 interrogations, whereas 20 in-
terrogations are necessary for classical binary variables.
The above strategy is universal, in that it applies to
causal relationships described by arbitrary unitary gates.
In particular, it applies to gates that permute the clas-
sical states. Hence, the ability to maintain coherence
across the classical states and to generate entanglement
with a reference system offers an exponential speedup
with respect to the best classical strategy. In passing,
we note that the universal quantum strategy is insensi-
tive to the presence of perfectly correlated noise, such as
the noise due to the lack of a reference frame [33], where
each of the N input variables is subjected to the same
unknown unitary gate.
The ultimate quantum limit. So far, we examined
strategies where the unknown process is applied in par-
allel to a large entangled state. Could a general sequence
of interventions achieve an even better rate?
Finding the optimal sequential strategy is generally a
hard problem. To address this problem, we introduce
the fidelity divergence of two quantum channels C1 and
C2, defined as
∂F (C1, C2) = inf
R
inf
ρ1,ρ2
F
[
(C1 ⊗ IR)(ρ1) , (C2 ⊗ IR)(ρ2)
]
F (ρ1, ρ2)
,
(10)
where ρ1 and ρ2 are joint states of the channel’s input
and of the reference system R. It is understood that
the infimum in the right hand side is taken over pairs of
states (ρ1, ρ2) for which the fidelity F (ρ1, ρ2) is non-zero,
so that the expression on the right hand side of Equation
(10) is well-defined.
The fidelity divergence quantifies the ability of chan-
nels C1 and C2 to move two states apart from each other.
In the Methods section, we show that the error probabil-
ity in distinguishing between C1 and C2 with N queries
is lower bounded as
pseqerr (C1, C2;N) ≥
∂F (C1, C2)N
4
. (11)
In particular, suppose that the two channels C1 and C2
have the form C1 = U ⊗ I/d and C2 = I/d⊗ U , where U
is a fixed unitary channel. In this case, we find that the
fidelity divergence is 1/d2. Hence, the error probability
satisfies the bound
pseqerr (C1, C2;N) ≥
1
4d2N
. (12)
In the causal intermediary problem, the unitary gate U
is unknown, and therefore the error probability can only
be larger than pseqerr (C1, C2;N). Hence, the identification
of the causal intermediary cannot occur at a rate faster
than 2 log d.
Equation (12) limits all sequential quantum strategies.
But in fact quantum theory is also compatible with sce-
narios where physical processes take place in an indef-
inite order [23, 24]. Could the rate be increased if the
experimenter had access to exotic phenomena involving
indefinite order?
The answer is negative. In the Methods section we
develop the concepts and methods needed to answer
this question, and we show that the minimum error
probability in distinguishing between the two channels
C1 = I ⊗ I/d and C2 = I/d ⊗ I using arbitrary setups
with indefinite order satisfies the bound
pinderr (C1, C2;N) ≥
1−
√
1− 1
d2N
2
. (13)
Clearly, this bound applies to the causal intermediary
problem, which is harder than the discrimination of the
two specific channels C1 = I ⊗ I/d and C2 = I/d ⊗ I.
Hence, the rate RQ = 2 log d represents the ultimate
quantum limit to the identification of a causal interme-
diary.
Extension to arbitrary numbers of hypotheses. The
quantum advantage demonstrated in the previous sec-
tions can be extended to the identification of the causal
intermediary among an arbitrary number k of candi-
date variables. The best classical strategy still con-
sists in initializing all variables to the same value. Er-
rors arise when the values of two or more output vari-
ables are compatible with an invertible function. In the
limit of many repetitions, the minimum error probabil-
ity is pCerr,k = (k − 1)/(2dN−1) + O
(
d−2N
)
. (Appendix
C). For quantum strategies, the best option among sim-
ple parallel strategies is still to divide the input par-
ticles into N/d groups of d particles and to initialize
each group in the singlet state. In Appendix D, we
show that this strategy reduces the error probability to
pcoherr,k = (k − 1)/(2dN ) + O
(
d−2N
)
, for causal relations
represented by arbitrary unitary gates.
An exponentially smaller error probability can be
achieved using the input state (7). The evaluation of
6the error probability is more complex than in the two-
hypothesis case, but the end result is the same: when the
causal dependency is probed N times, the quantum error
probability decays at the exponential rate RQ = 2 log d,
twice the rate of the best classical strategy (see Appendix
E for the technical details).
Applications to other tests of causal hypotheses. The
strategies developed in the previous sections can be ap-
plied to the identification of causal relations in a variety
of scenarios. For example, they can be used to decide
whether there is a causal link between two variables A
and B. More specifically, they can be used to determine
whether variable B is a causal intermediary for variable
A or whether B fluctuates at random independently of
A. Also in this case, the error probability of the best
classical strategy is 1/(2dN−1), whereas preparing N/d
copies of the singlet yields error probability 1/(2dN ).
By superposing all possible partitions of the N inputs
into groups of d, one can boost the discrimination rate
from log d to 2 log d. One could speculate that, in the fu-
ture, such a fast identification could be useful as a quan-
tum version of the ping protocol, capable of establishing
whether there exists a quantum communication link be-
tween two nodes of a quantum internet [34].
Another application of our techniques is in the prob-
lem of identifying the cause of a given variable. Suppose
that one of k variables A1, A2, . . . , Ak is the cause for a
given variable B. An example of this situation arises in
genetics, when trying to identify the gene responsible for
a certain characteristic. Here, the interesting scenario is
when the number of candidate causes is large.
Classically, the problem is to find the variable Ax such
that B is a function of Ax. For simplicity, we first as-
sume that all variables have the same d-dimensional al-
phabet, and that the function from Ax to B is the iden-
tity, namely b = ax. In this case, the cause can be iden-
tified without any error by probing the unknown process
for dlogd ke times. The identification is done by a simple
search algorithm, where one divides the candidate vari-
ables in d groups and initializes the input variables in
the i-th group to the value i. In this way, d − 1 groups
can be ruled out, and one can iterate the search in the
remaining group. Using a decision tree argument [35], it
is not hard to see that dlogd ke is the minimum number
of queries needed to identify the unknown process in the
worst case scenario.
In the quantum version of the problem, we find that
the number of queries can be cut down by approximately
a half when the number of hypotheses is large. The trick
is to prepare k maximally entangled states, and to apply
the unknown process to the first system of each pair.
Repeating this procedure for N times and using results
on port-based teleportation [36] we find that the error
probability is perr = (k − 1)/(d2N + k − 1). Hence, N =
d(1 + )(logd k)/2e queries are sufficient to identify the
cause with vanishing error probability in the large k limit.
In Appendix F we consider the more complex scenario
where the functional dependence between the cause and
effect is unknown, and the only assumption is that the
effect is a causal intermediary of the cause. Despite the
lack of information about the functional dependence, we
show that the correct cause can be still identified with
high probability using N = d(1 + )(logd k)/2e calls to
the unknown process. The fast identification of the cause
is achieved by dividing the N copies of each input vari-
able Ai into groups of d copies, preparing each group in
the singlet state, and entangling the configuration of the
groupings with an external reference system. Once again,
the superposition of multiple equivalent setups leads to
a quantum speedup over the best classical strategy.
DISCUSSION
We showed that quantum mechanics enhances our abil-
ity to detect direct cause-effect links. This finding moti-
vates the exploration of more complex networks of causal
relations, including intermediate nodes and global causal
dependences between groups of variables [1–3]. The de-
velopment of new techniques for testing causal relations
could find applications to future quantum communica-
tion networks, providing a fast way to test the presence
of communication links. It could also assist the design of
intelligent quantum machines, in a similar way as classi-
cal causal discovery algorithms have been useful in clas-
sical artificial intelligence. In view of such applications,
it is important to go beyond the noiseless scenario con-
sidered in this paper, and to address scenarios where the
cause-effect relationships are obfuscated by noise. The
techniques developed in our work already provide some
insights in this direction. Quite interestingly, one can
show that the quantum advantage persists in the pres-
ence of depolarizing noise, provided that the noise level
is not too high (see Appendix G). A complete study of
the noisy scenario, however, remains an open direction of
future research.
Another direction of future investigation is founda-
tional. Given the advantage of quantum theory over
classical theory, it is tempting to ask whether alterna-
tive physical theories could offer even larger advantages.
Interesting candidates are theories that admit more pow-
erful dense coding protocols than quantum theory [37],
as one might expect super-quantum advantages to arise
from the presence of stronger correlations with the refer-
ence system. In a similar vein, one could explore phys-
ical theories with higher dimensional state spaces, such
as Zyczkowski’s quartic theory [38], or quantum theory
on quaterionic Hilbert spaces [39]. Indeed, it is intrigu-
ing to observe that the classical rate RC = log d and the
quantum rate RQ = 2 log d are equal to the logarithms of
the dimensions of the classical and quantum state spaces,
respectively. In general, one may expect a relationship
between the dimension of the state space and the rate.
Should super-quantum advantages emerge, it would be
natural to ask which physical principle determines the
causal identification power of quantum mechanics. An
7intriguing possibility is that one of the hidden physical
principles of quantum theory could be a principle on the
ability to distinguish alternative causal hypotheses.
METHODS
Properties of the fidelity divergence. Here we derive
two properties of the fidelity divergence defined in Equa-
tion (10). First, the fidelity divergence provides a lower
bound on the probability of misidentifying a channel with
another:
Proposition 1 . The probability of error in distinguishing
between two quantum channels C1 and C2 with N queries
is lower bounded as pseqerr (C1, C2;N) ≥ ∂F (C1, C2)N/4.
The bound can be obtained in the following way. Let
ρ
(N)
x be the output state of a circuit as in Figure 1. Then,
we have the bound
pseqerr (C1, C2;N) =
1
2
(
1− 1
2
∥∥∥ρ(N)1 − ρ(N)2 ∥∥∥
1
)
≥ 1
2
(
1−
√
1− F
(
ρ
(N)
1 , ρ
(N)
2
))
≥ 1
2
[
1−
√
1− ∂FN (C1, C2)
]
≥ 1
2
[
1−
(
1− ∂F
N (C1, C2)
2
)]
=
∂F (C1, C2)N
4
. (14)
The first line follows from Helstrom’s theorem [32], and
the second line follows from the Fuchs-Van De Graaf In-
equality [40]. The third line follows from the definition
of the fidelity divergence (10), which implies that the fi-
delity between the states right after the (t+ 1)-th use of
the unknown channel Cx, denoted by ρx,t+1, satisfies the
bound
F
(
ρ1,t+1, ρ2,t+1
) ≥ ∂F (C1, C2)F (Ut+1ρ1,t,Ut+1ρ2,t)
≥ ∂F (C1, C2)F
(
ρ1,t, ρ2,t
)
, (15)
where Ut+1 is the (t + 1)-th operation in Figure 1.
The fourth line follows from the elementary inequality√
1− t ≤ 1− t/2.
Another important property is that the fidelity diver-
gence can be evaluated on pure states. The proof is
simple: let ρ1 and ρ2 be two arbitrary states of the
composite system AR, where R is an arbitrary refer-
ence system. By Uhlmann’s theorem [41], there ex-
ists a third system E and two purifications |Ψ1〉, |Ψ2〉 ∈
HA⊗HR⊗HE , such that F (Ψ1,Ψ2) = F (ρ1, ρ2). On the
other hand, the monotonicity of the fidelity under partial
trace [42], ensures that the fidelity between the output
states (C1 ⊗ IRE)(Ψ1) and (C2 ⊗ IRE)(Ψ2) cannot be
larger than the fidelity between the states (C1 ⊗ IR)(ρ1)
and (C2⊗IR)(ρ2). Hence, the minimization on the right
hand side of equation (10) can be restricted without loss
of generality to pure states.
Fidelity divergence for the identification of the causal
intermediary. Let us see how the fidelity divergence can
be applied to our causal identification problem. The two
channels are of the form C1,U (ρ) = UρU† ⊗ I/d and
C2,V = I/d ⊗ V ρV †, where U and V are two unknown
unitary gates. Since we are interested in the worst case
scenario, every choice of U and V will give an upper
bound to the discrimination rate. In particular, we pick
U = V .
Proposition 2 . The fidelity divergence for the two chan-
nels C1,U and C2,U is ∂F (C1,U , C2,U ) = 1/d2.
By the unitary invariance of the fidelity, ∂F (C1,U , C2,U )
is independent of U . Without loss of generality, let us
pick U = I. For a generic reference system R and two
generic pure states |Ψ1〉, |Ψ2〉 ∈ HA⊗HR, the two output
states are
ρ′1 = (C1,I ⊗ IR)(Ψ1) = (Ψ1)BR ⊗
IC
d
ρ′2 = (C2,I ⊗ IR)(Ψ2) =
IB
d
⊗ (Ψ1)CR , (16)
up to reordering of the Hilbert spaces. The fidelity can
be computed with the relation
F (ρ′1, ρ
′
2) =
∣∣∣Tr [√(Ψ1)BR (Ψ2)CR (Ψ1)BR]∣∣∣2
d2
, (17)
where we omitted the identity operators for the sake of
brevity. Let us expand the input states as
|Ψx〉 =
∑
n
|φxn〉 ⊗ |n〉 , x ∈ {0, 1} (18)
where {|n〉} is an orthonormal basis for the reference sys-
tem, and {|ψxn〉} is a set of unnormalized vectors. In-
serting Equation (18) into Equation (17), we obtain the
expression
F (ρ′1, ρ
′
2) =
∣∣∣Tr [√C†C]∣∣∣2
d2
=
| Tr |C| |2
d2
, (19)
with C =
∑
n |φ1n〉〈φ2n|. On the other hand, the fidelity
between the input states is
F (ρ1, ρ2) = |〈Ψ1|Ψ2〉|2 = |Tr[C]|2 . (20)
Hence, the fidelity divergence satisfies the bound
∂F (C1, C2) = inf
R
inf
ρ1,ρ2
F (ρ′1, ρ
′
2)
F (ρ1, ρ2)
=
1
d2
inf
C
∣∣∣∣Tr |C|Tr[C]
∣∣∣∣2
≥ 1
d2
, (21)
8having used the inequality |Tr[C]| ≤ Tr |C|, valid for
every operator C. The inequality holds with the equality
sign whenever C is positive. This condition is satisfied,
e.g. when the input states |Ψ1〉 and |Ψ2〉 are identical.
Quantum strategies with indefinite causal order. In
principle, quantum mechanics is compatible with situa-
tions where multiple processes are combined in indefinite
order [23, 24]. This suggests that an experimenter could
devise new ways to probe quantum channels, allowing the
relative order among different uses of the same channel
to be indefinite. We call such strategies indefinite testers.
Consider the problem of identifying a channel Cx from
N uses. The input resource is the channel C⊗Nx , repre-
senting N identical black boxes that can be arranged in
any desired order. Besides the product of N indepen-
dent channels, the most general class of channels with
this property is the class of no-signalling channels with
N pairs of input/output systems.
Mathematically, an indefinite tester is a linear map
from the set of no-signalling channels to the set of prob-
ability distributions over a given set of outcomes. Equiv-
alently, the tester can be described by a set of operators
{Tx}, where each operator Tx acts on the Hilbert space⊗
i (Hini ⊗ Houti ), where Hini and Houti are the Hilbert
spaces of the input and output system in the i-th pair, re-
spectively. When the test is performed on a no-signalling
channel C, the probability of the outcome x is given by
the generalized Born rule px = Tr[Tx C], where C is the
Choi operator of the channel C [43]. The normalization
of the probabilities ∑
x
Tr[Tx C] = 1 (22)
is required to hold for every no-signalling channel C.
Consider the problem of distinguishing between a set
of no-signalling channels {Cx} using an indefinite tester.
For every probability distribution {pix}, the worst-case
probability of error satisfies the bound
pinderr ≥ 1−
∑
x
pix Tr[TxCx] . (23)
Now, suppose that there exists a constant λ and a no-
signalling channel C such that
λC ≥ pix Cx (24)
for every x. Substituting Equation (24) into Equation
(23) one obtains the bound
pinderr ≥ 1− λ
∑
x
Tr[TxC] = 1− λ , (25)
having used the normalization condition (22). The bound
(25) can be seen as a generalization of the classical Yuen-
Kennedy-Lax bound for quantum state discrimination
[44].
We now apply the bound (25) to the task of distin-
guishing between the two channels C1,I = (U ⊗ I/d)⊗N
and C2,I = (I/d ⊗ U)⊗N . To this purpose, we consider
the universal cloning channel [45]
C± := 2
dN + 1
P+(ρ⊗ I⊗N )P+ , (26)
and the universal NOT channel [46]
C± := 2
dN − 1 P−(ρ⊗ I
⊗N )P− , (27)
with P± = (I ± SWAP)/2, and SWAP being the
unitary operator that swaps between the even and
odd output spaces. It is easy to verify that both
channels are no-signalling. Moreover, we find that
the convex combination C = p+C+ + p−C− with
p± =
√
dN±1
2dN
/
(√
dN+1
2dN
+
√
dN−1
2dN
)
satisfies the con-
dition (24) with λ = 12
(√
dN+1
2dN
+
√
dN−1
2dN
)2
(see Ap-
pendix H for technical details). Hence, the bound (25)
becomes
pinderr ≥ 1− λ =
1−
√
1− 1
d2N
2
≥ 1
4d2N
. (28)
The above bound implies that the discrimination rate of
quantum strategies with indefinite order cannot exceed
2 log d.
ACKNOWLEDGMENTS
We thank the referees of this paper for valuable com-
ments that led to improvements in the paper. We
acknowledge Robert Spekkens, David Schmidt, Lucien
Hardy, Sergii Strelchuk, and Thomas Gonda for stim-
ulating discussions. This work is supported by the
National Natural Science Foundation of China through
grant 11675136, the Croucher Foundation, John Temple-
ton Foundation, Project 60609, Quantum Causal Struc-
tures, the Canadian Institute for Advanced Research (CI-
FAR), the Hong Research Grant Council through grants
17300317 and 17300918, and the Foundational Questions
Institute through grant FQXi-RFP3-1325. This publica-
tion was made possible through the support of a grant
from the John Templeton Foundation. The opinions ex-
pressed in this publication are those of the authors and
do not necessarily reflect the views of the John Temple-
ton Foundation. This research was supported in part by
Perimeter Institute for Theoretical Physics. Research at
Perimeter Institute is supported by the Government of
Canada through the Department of Innovation, Science
and Economic Development Canada and by the Province
of Ontario through the Ministry of Research, Innovation
and Science.
9[1] Spirtes, P., Glymour, C. N. & Scheines, R. Causation,
prediction, and search (MIT press, 2000).
[2] Pearl, J. Causality (Cambridge University Press, 2009).
[3] Pearl, J. Probabilistic reasoning in intelligent sys-
tems: networks of plausible inference (Morgan Kauf-
mann, 2014).
[4] Chaves, R. et al. Quantum violation of an instrumental
test. Nature Physics 14, 291 (2018).
[5] Van Himbeeck, T. et al. Quantum violations in the
instrumental scenario and their relations to the Bell
scenario. Preprint at https://arxiv.org/abs/1804.04119
(2018).
[6] Leifer, M. S. Quantum dynamics as an analog of condi-
tional probability. Physical Review A 74, 042310 (2006).
[7] Chiribella, G., D’Ariano, G. M. & Perinotti, P. Theoret-
ical framework for quantum networks. Physical Review
A 80, 022339 (2009).
[8] Coecke, B. & Spekkens, R. W. Picturing classical and
quantum bayesian inference. Synthese 186, 651–696
(2012).
[9] Leifer, M. S. & Spekkens, R. W. Towards a formulation of
quantum theory as a causally neutral theory of bayesian
inference. Physical Review A 88, 052130 (2013).
[10] Henson, J., Lal, R. & Pusey, M. F. Theory-independent
limits on correlations from generalized bayesian net-
works. New Journal of Physics 16, 113043 (2014).
[11] Pienaar, J. & Brukner, Cˇ. A graph-separation theorem
for quantum causal models. New Journal of Physics 17,
073020 (2015).
[12] Costa, F. & Shrapnel, S. Quantum causal modelling.
New Journal of Physics 18, 063032 (2016).
[13] Portmann, C., Matt, C., Maurer, U., Renner, R. &
Tackmann, B. Causal boxes: Quantum information-
processing systems closed under composition. IEEE
Transactions on Information Theory 63, 3277–3305
(2017).
[14] Allen, J.-M. A., Barrett, J., Horsman, D. C., Lee, C. M.
& Spekkens, R. W. Quantum common causes and quan-
tum causal models. Physical Review X 7, 031021 (2017).
[15] MacLean, J.-P. W., Ried, K., Spekkens, R. W. & Resch,
K. J. Quantum-coherent mixtures of causal relations.
Nature communications 8, 15149 (2017).
[16] Wood, C. J. & Spekkens, R. W. The lesson of causal
discovery algorithms for quantum correlations: Causal
explanations of bell-inequality violations require fine-
tuning. New Journal of Physics 17, 033002 (2015).
[17] Fitzsimons, J. F., Jones, J. A. & Vedral, V. Quantum
correlations which imply causation. Scientific reports 5,
18281 (2015).
[18] Ried, K. et al. A quantum advantage for inferring causal
structure. Nature Physics 11, 414–420 (2015).
[19] Chaves, R., Majenz, C. & Gross, D. Information–
theoretic implications of quantum causal structures. Na-
ture communications 6 (2015).
[20] Giarmatzi, C. & Costa, F. A quantum causal discovery
algorithm. npj Quantum Information 4, 17 (2018).
[21] Schuld, M., Sinayskiy, I. & Petruccione, F. An intro-
duction to quantum machine learning. Contemporary
Physics 56, 172–185 (2015).
[22] Biamonte, J. et al. Quantum machine learning. Nature
549, 195 (2017).
[23] Chiribella, G., D’Ariano, G. M., Perinotti, P. & Valiron,
B. Quantum computations without definite causal struc-
ture. Physical Review A 88, 022318 (2013).
[24] Oreshkov, O., Costa, F. & Brukner, Cˇ. Quantum corre-
lations with no causal order. Nature communications 3,
1092 (2012).
[25] Hardy, L. Quantum theory from five reason-
able axioms. Preprint at https://arxiv.org/abs/quant-
ph/0101012 (2001).
[26] Barnum, H., Barrett, J., Leifer, M. & Wilce, A. Gener-
alized no-broadcasting theorem. Physical Review Letters
99, 240501 (2007).
[27] Barrett, J. Information processing in generalized proba-
bilistic theories. Physical Review A 75, 032304 (2007).
[28] Chiribella, G., D’Ariano, G. & Perinotti, P. Probabilis-
tic theories with purification. Phys. Rev. A 81, 062348
(2010).
[29] Hardy, L. Foliable operational structures for general
probabilistic theories. Deep Beauty: Understanding
the Quantum World through Mathematical Innovation;
Halvorson, H., Ed 409 (2011).
[30] Chiribella, G. & Spekkens, R. W. Quantum Theory: In-
formational Foundations and Foils (Springer, 2016).
[31] Hayashi, M. Discrimination of two channels by adap-
tive methods and its application to quantum system.
IEEE Transactions on Information Theory 55, 3807–
3820 (2009).
[32] Helstrom, C. W. Quantum detection and estimation the-
ory. Journal of Statistical Physics 1, 231–252 (1969).
[33] Bartlett, S. D., Rudolph, T. & Spekkens, R. W. Refer-
ence frames, superselection rules, and quantum informa-
tion. Reviews of Modern Physics 79, 555 (2007).
[34] Kimble, H. J. The quantum internet. Nature 453, 1023
(2008).
[35] Cormen, T. H., Leiserson, C. E., Rivest, R. L. & Stein,
C. Introduction to algorithms (MIT press, 2009).
[36] Mozrzymas, M., Studzin´ski, M., Strelchuk, S. &
Horodecki, M. Optimal port-based teleportation. New
Journal of Physics 20, 053006 (2018).
[37] Massar, S., Pironio, S. & Pitalu´a-Garc´ıa, D. Hyperdense
coding and superadditivity of classical capacities in hy-
persphere theories. New Journal of Physics 17, 113002
(2015).
[38] Z˙yczkowski, K. Quartic quantum theory: an extension
of the standard quantum mechanics. Journal of Physics
A: Mathematical and Theoretical 41, 355302 (2008).
[39] Barnum, H., Graydon, M. A. & Wilce, A.
Some nearly quantum theories. Preprint at
https://arxiv.org/abs/1507.06278 (2015).
[40] Fuchs, C. A. & Van De Graaf, J. Cryptographic dis-
tinguishability measures for quantum-mechanical states.
IEEE Transactions on Information Theory 45, 1216–
1227 (1999).
[41] Uhlmann, A. The transition probability in the state space
of a ∗-algebra. Reports on Mathematical Physics 9, 273–
279 (1976).
[42] Wilde, M. M. Quantum information theory (Cambridge
University Press, 2013).
[43] Choi, M.-D. Completely positive linear maps on complex
matrices. Linear algebra and its applications 10, 285–290
(1975).
10
[44] Yuen, H., Kennedy, R. & Lax, M. Optimum testing of
multiple hypotheses in quantum detection theory. IEEE
Transactions on Information Theory 21, 125–134 (1975).
[45] Werner, R. F. Optimal cloning of pure states. Physical
Review A 58, 1827 (1998).
[46] Buzˇek, V., Hillery, M. & Werner, R. Optimal manipu-
lations with qubits: Universal-not gate. Physical Review
A 60, R2626 (1999).
[47] Chiribella, G., D’Ariano, G. M. & Roetteler, M. Iden-
tification of a reversible quantum gate: assessing the re-
sources. New Journal of Physics 15, 103019 (2013).
[48] Hausladen, P. & Wootters, W. K. A pretty good mea-
surement for distinguishing quantum states. Journal of
Modern Optics 41, 2385–2390 (1994).
[49] Holevo, A. S. Probabilistic and statistical aspects of quan-
tum theory, vol. 1 (Springer Science & Business Media,
2011).
[50] Chiribella, G. Group theoretic structures in the estima-
tion of an unknown unitary transformation. In Journal of
Physics: Conference Series, vol. 284, 012001 (IOP Pub-
lishing, 2011).
[51] Fulton, W. & Harris, J. Representation theory: a first
course, vol. 129 (Springer Science & Business Media,
2013).
[52] Li, K. et al. Second-order asymptotics for quantum hy-
pothesis testing. The Annals of Statistics 42, 171–189
(2014).
[53] Harrow, A. W. Applications of coherent classical com-
munication and the schur transform to quantum infor-
mation theory. Preprint at https://arxiv.org/abs/quant-
ph/0512255 (2005).
[54] Christandl, M. & Mitchison, G. The spectra of quantum
states and the kronecker coefficients of the symmetric
group. Communications in mathematical physics 261,
789–797 (2006).
[55] Audenaert, K. M. et al. Discriminating states: The quan-
tum chernoff bound. Physical review letters 98, 160501
(2007).
Appendix A: Complementarity relation between tests of the causal structure and tests of the functional
dependency between cause and effect.
Here we provide the proof of the complementarity relation (7) in the main text.
1. Bound on the error probability for parallel strategies with no reference system
The two causal hypotheses are that the quantum channel from A to the composite system B ⊗ C is either of the
form C1,U1 = U1,B ⊗ IC/d, or of the form C2,U2 = IB/d⊗ U2,C , with U1(·) := U1 · U†1 , U2(·) := U2 · U†2 . Here, U1 and
U2 are unitary operations, unknown to the experimenter but fixed throughout the N rounds of the experiment.
Here we consider parallel strategies, where the channel C⊗Nx,Ux (with x = 1 or x = 2) is applied in parallel on a
multipartite input state, as in the following diagram
where R is a reference system of fixed dimension.
The probability to obtain the outcome x̂ when the channel is Cx,Ux is equal to
p(x̂|x) = Tr
[
Px̂
(
C⊗Nx,Ux ⊗ IR
)
(ρ)
]
. (A2)
For fixed gates U1 and U2, the probability of error is
perr(U1, U2) =
1
2
Tr
[
P1
(
C⊗N2,U2 ⊗ IR
)
(ρ)
]
+
1
2
Tr
[
P2
(
C⊗N1,U1 ⊗ IR
)
(ρ)
]
. (A3)
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Since U1 and U2 are unknown, we consider the worst-case error probability, namely
pwcerr := max
U1,U2∈U
perr(U1, U2) , (A4)
where U is a set of unitary operators. For example, U can be
1. the group of permutation operators of the form Upi =
∑d
i=1 |pi(i)〉〈i|, where pi is an element of the permutation
group Sd
2. the group of all unitary operators in dimension d.
In general, we assume that the set U is a generalised N -design [47], meaning that (i) U is a subset of a group
representation {Ug}g∈G for some group G, and (ii) for every operator A, one has the identity
1
|U|
∑
U∈U
U⊗NAU⊗N† =
∫
G
dg U⊗Ng AU
⊗N†
g , (A5)
where dg denotes the normalized invariant measure over G (for finite groups, it is understood that the integral
∫
G
dg
has to be replaced by the sum 1|G|
∑
g).
The worst-case error probability is lower bounded by the average error probability
paveerr :=
1
|U|2
∑
U1,U2
perr(U1, U2) . (A6)
By definition, the average error probability is equal to the error probability in distinguishing between the average
channels
C(N)1 :=
1
|U|
∑
U1
C⊗N1,U1 and C
(N)
2 :=
1
|U|
∑
U2
C⊗N2,U2 . (A7)
Now, suppose that the experimenter prepares an N -particle state |Ψ〉 ∈ H⊗N , without using a reference system.
The average error probability has the tight lower bound
paveerr ≥
1− 12
∥∥∥C(N)1 (Ψ)− C(N)2 (Ψ)∥∥∥
1
2
(A8)
achieved by Helstrom’s minimum error measurement [32]. The distance between the average output states can be
expressed as
∥∥∥C(N)1 (Ψ)− C(N)2 (Ψ)∥∥∥
1
=
∥∥∥∥∥〈Ψ〉 ⊗
(
I
d
)⊗N
−
(
I
d
)⊗N
⊗ 〈Ψ〉
∥∥∥∥∥
1
〈Ψ〉 := 1|U|
∑
U∈U
U⊗NΨU†⊗N
=
1
dN
dN−1∑
i,j=0
|pi − pj | 〈Ψ〉 =
dN−1∑
i=0
pi |i〉〈i|
=
1
dN
dN−1∑
k=1
∥∥〈Ψ〉 − Sk〈Ψ〉Sk†∥∥
1
S :=
dN−1∑
i=0
|(i+ 1) mod dN 〉〈i|
=
(
1− 1
dN
)
‖〈Ψ〉 ⊗ ω − Σ‖1 , (A9)
with
ω :=
∑dN−1
k=1 |k〉〈k|
dN − 1 and Σ :=
1
dN − 1
dN−1∑
k=1
Sk〈Ψ〉Sk† ⊗ |k〉〈k| . (A10)
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Now, the pure states
|Γ〉 :=
dN−1∑
i=0
dN−1∑
k=1
√
pi
dN − 1 |i〉 ⊗ |i〉 ⊗ |k〉 ⊗ |k〉
|∆〉 :=
dN−1∑
j=0
dN−1∑
l=1
√
pi
dN − 1 S
k|j〉 ⊗ Sk|j〉 ⊗ |l〉 ⊗ |l〉 (A11)
are purifications of 〈Ψ〉 ⊗ ω and Σ, respectively. Hence, the monotonicity of the trace distance yields the bound∥∥∥C(N)1 (Ψ)− C(N)2 (Ψ)∥∥∥
1
≤
(
1− 1
dN
)
‖Γ−∆‖1
=
(
1− 1
dN
)
2
√
1− |〈Γ|∆〉|2
≤
(
1− 1
dN
)
2
(
1− |〈Γ|∆〉|
2
2
)
. (A12)
Inserting this bound into Equation (A8), we then obtain
paveerr ≥
1
2dN
[
1 +
(
dN − 1) |〈Γ|∆〉|2
2
]
(A13)
Now, note that we have
〈Γ|∆〉 = 1
dN − 1
dN−1∑
i,j=0
√
pipj 〈i|
dN−1∑
k=1
Sk|j〉〈j|Sk
 |i〉
=
1
dN − 1
dN−1∑
i,j=0
√
pipj 〈i|
(
I − |j〉〈j|
)
|i〉
=
1
dN − 1
dN−1∑
i,j=0
√
pipj (1− δij)
=
(
Tr
[√〈Ψ〉])2 − 1
dN − 1 (A14)
Hence, the Equation (A13) yields the bound
pwcerr ≥ paveerr ≥
1
2dN
1 +
[(
Tr
[√〈Ψ〉])2 − 1]2
2(dN − 1)
 . (A15)
It is clear that the minimum of the right-hand-side is obtained when the state 〈Ψ〉 is pure, in which case, the bound
becomes pwcerr ≥ 1/(2dN ).
2. Bound on the success probability in the identification of a unitary gate
More generally, the bound (A15) can be interpreted as a complementarity relation between the estimation of the
causal structure and the estimation of the functional dependence between cause and effect.
Lemma 1 . Consider the task of guessing the gate U ∈ U from the state |ΨU 〉 := U⊗N |Ψ〉. If U is a generalised
N -design for some group representation {U}U∈G, then the probability of a correct guess satisfies the bound
pUguess ≤
(
Tr
[√〈Ψ〉])2
|U| (A16)
The bound is attained by the square-root measurement [48], with operators PU = 〈Ψ〉− 12 ΨU 〈Ψ〉− 12 /|U|.
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Proof. Equation (A16) follows from the Yuen-Kennedy-Lax bound [44] pUguess ≤ Tr[Λ] where Λ is a positive operator
satisfying the inequalities Λ ≥ 1|U| U⊗NΨU⊗N† for all U ∈ U. Equivalently, one has U⊗N†ΛU⊗N ≤ Ψ/|U| for all U ,
which implies the condition
〈Λ〉 ≥ Ψ|U| , 〈Λ〉 :=
1
|U|
∑
U
U⊗N†ΛU⊗N . (A17)
Then, the Yuen-Kennedy-Lax bound implies the inequality
pUguess ≤ Tr[〈Λ〉] . (A18)
Since the unitaries U form a generalised N -design, the operator 〈Λ〉 is invariant under the action of the group
representation {U⊗N}U∈G. Moreover, every invariant operator Γ can be written as 〈Λ〉 for some suitable Λ (in fact,
it suffices to take Λ = Γ). Hence, one has the bound
pUguess ≤ Tr[Γ] , ∀Γ : 〈Γ〉 = Γ , Γ ≥
Ψ
|U| . (A19)
In particular, one can take Γ = c
√〈Ψ〉 for some suitable constant c. With this choice, the condition Γ ≥ Ψ/|U| is
equivalent to
c I ≥ 〈Ψ〉
− 14 Ψ 〈Ψ〉− 14
|U| , (A20)
which in turn is equivalent to
c ≥ Tr[Ψ〈Ψ〉
− 12 ]
|U| =
Tr[〈Ψ〉〈Ψ〉− 12 ]
|U| =
Tr[〈Ψ〉 12 ]
|U| . (A21)
Then, the bound (A19) becomes pUguess ≤ Tr[
√〈Ψ〉]2/|U|. The bound is attained by the square-root measurement
PU = 〈Ψ〉− 12 ΨU 〈Ψ〉− 12 /|U|, which yields
Tr[PU ΨU ] =
1
|U| Tr[〈Ψ〉
− 12 ΨU 〈Ψ〉− 12 ΨU ]
=
1
|U| Tr[〈Ψ〉
− 12 Ψ〈Ψ〉− 12 Ψ]
=
1
|U|
∣∣∣〈Ψ|〈Ψ〉− 12 |Ψ〉∣∣∣2
=
1
|U|
∣∣∣Tr[Ψ〈Ψ〉− 12 ]∣∣∣2
=
1
|U|
∣∣∣Tr[〈Ψ〉〈Ψ〉− 12 ]∣∣∣2
=
1
|U|
∣∣∣Tr[〈Ψ〉 12 ]∣∣∣2 , (A22)
for every U .
Combining the above lemma with Equation (A15) we obtain the relation
pwcerr ≥
1
2dN
1 + 12(dN − 1)
(
pUguess − 1|U|
1
|U|
)2 . (A23)
Appendix B: Optimal universal strategy
Here we derive the optimal strategy for identifying the causal intermediary when the cause-effect relationship is
described by an arbitrary unitary gate.
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1. Reduction to the minimisation of the average probability
The problem is to find the strategy that minimises the worst-case error probability. Thanks to the symmetry of
the problem, the minimisation of the worst-case error probability can be reduced to the minimisation of the average
error probability:
Lemma 2 . For every fixed reference system R and for every fixed N , minimum worst-case error probability in the
discrimination of the channels C1,U1 and C2,U2 with N uses is equal to the average error probability
paveerr :=
∫
U1∈SU(d)
dU1
∫
U2∈SU(d)
dU2 perr(U1, U2) , (B1)
where dU is the normalised invariant measure. In turn, the average error probability is equal to the minimum error
probability in the discrimination of the channels
C(N)1 :=
∫
dU1 C⊗N1,U1 and C
(N)
2 :=
∫
dU2 C⊗N2,U2 . (B2)
There exists a state ρ and a measurement {P1, P2} that are optimal for both problems.
We omit the proof, which is a simple adaptation of Holevo’s argument on the optimality of covariant measurements
[49], see also [50].
2. Optimal form of the input states
Let us search for the optimal quantum strategy. Note that the channels C(N)1 and C(N)2 satisfy the condition
C(N)x = C(N)x ◦ T (N)in , ∀x ∈ {1, 2} . (B3)
where T (N)in is the twirling channel
T (N)in :=
∫
dW W⊗N . (B4)
Eq. (B3) implies that the search of the optimal input state can be restricted to invariant states—i. e. states satisfying
the condition
T (N)in (ρ) = ρ . (B5)
The structure of the invariant states can be made explicit using the Schur-Weyl duality [51], whereby the tensor
product Hilbert space H⊗N is decomposed as
H⊗N =
⊕
λ∈YN,d
(Rλ ⊗Mλ) , (B6)
where YN,d is the set of Young diagrams of N boxes arranged in d rows, while Rλ and Mλ are representation and
multiplicity spaces for the tensor action of SU(d), respectively. Using the Schur-Weyl decomposition, every invariant
state on H⊗N ⊗HR can be decomposed as
ρ =
⊕
λ
qλ
(
Pλ
dλ
⊗ ρλR
)
, (B7)
where {qλ} is a probability distribution, Pλ is the identity operator on the representation space Rλ, and ρλR is a
density matrix on the Hilbert space Mλ ⊗HR.
Note that the set of invariant states (B7) is convex. Since the (average) error probability is a linear function of ρ,
the minimisation can be restricted to the extreme points of this convex set. Hence, we have the following
Proposition 3 . Without loss of generality, the optimal input state for a parallel strategy with reference system R can
be taken of the form
ρ =
Pλ0
dλ0
⊗Ψλ0R , (B8)
where λ0 ∈ YN,d is a fixed Young diagram and Ψλ0R is a pure state on Mλ0 ⊗HR.
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3. Error probability for states of the optimal form
The problem is to find the input state that makes the output states most distinguishable. To this purpose,
it is convenient to label operators with the corresponding systems and to use the notation A := A1A2 · · ·AN ,
B := B1B2 · · ·BN , C := C1C2 · · ·CN , and R := R.
When applied to an invariant state of the composite system AR, the two channels C(N)1 and C(N)2 produce the
output states (
C(N)1 ⊗ IR
)
(ρAR) = ρBR ⊗
(
I
d
)⊗N
C
and
(
C(N)2 ⊗ IR
)
(ρAR) =
(
I
d
)⊗N
B
⊗ ρCR , (B9)
up to a convenient reordering of the Hilbert spaces.
The minimum error probability in the discrimination of the output states is given by Helstrom’s theorem [32].
Specifically, one has
perr =
1
2
(
1− 1
2
‖∆‖1
)
, ∆ := ρBR ⊗
(
I
d
)⊗N
C
−
(
I
d
)⊗N
B
⊗ ρCR . (B10)
In the following, we compute the trace norm explicitly for input states of the optimal form
ρ =
Pλ0
dλ0
⊗Ψλ0R , (B11)
It is convenient to decompose the identity operator I⊗N as
I⊗N =
⊕
λ∈YN,d
(
Pλ ⊗Qλ
)
, (B12)
where Pλ is the identity operator on the representation space Rλ and Qλ is the identity operator on the multiplicity
space Mλ. In the following, we denote by mλ = Tr[Qλ] the dimension of Mλ. Combining Eqs. (B9), (B11), and
(B12), we obtain
‖∆‖1 =
dλ0mλ0
dN
∥∥∥∥Pλ0dλ0 ⊗ Pλ0dλ0 ⊗
(
Ψλ0R ⊗
Qλ0
mλ0
− Qλ0
mλ0
⊗Ψλ0R
)∥∥∥∥
1
+ 2
∑
λ6=λ0
dλmλ
dN
∥∥∥∥Pλ0dλ0 ⊗ Pλdλ ⊗Ψλ0R ⊗ Qλmλ
∥∥∥∥
1
=
dλ0mλ0
dN
∥∥∥∥Ψλ0R ⊗ Qλ0mλ0 − Qλ0mλ0 ⊗Ψλ0R
∥∥∥∥
1
+ 2
(
1− dλ0mλ0
dN
)
(B13)
It remains to compute the trace norm in the first summand. To this purpose, it is convenient to define the states∣∣Φ±n 〉 := |Ψλ0R〉 ⊗ |n〉 ± |n〉 ⊗ |Ψλ0R〉
γ±n
, γ±n :=
√
2(1± 〈n|ρ|n〉) , (B14)
where ρ is the marginal state of Ψλ0R on the multiplicity space Mλ0 , and {|n〉 , n = 1, . . . ,mλ0} are the eigenvectors
of ρ. With this definition, the states
{∣∣Φkn〉 , k ∈ {+,−} , n ∈ {1, . . . ,mλ0}} (B15)
are mutually orthogonal. For example, one has
〈Φ+m|Φ+n 〉 =
Re[〈m|ρ|n〉]
γ±mγ±n
= 0 , (B16)
the second equality coming from the fact that ρ is diagonal in the basis {|n〉}.
In terms of the vectors (B14), one can rewrite the relevant terms as
Ψλ0R ⊗
Qλ0
mλ0
− Qλ0
mλ0
⊗Ψλ0R =
1
2mλ0
∑
n
γ+n γ
−
n
( ∣∣Φ+n 〉 〈Φ−n ∣∣+ ∣∣Φ−n 〉 〈Φ+n ∣∣ ) . (B17)
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Then, the trace norm is∥∥∥∥Ψλ0R ⊗ Qλ0mλ0 − Qλ0mλ0 ⊗Ψλ0R
∥∥∥∥
1
=
1
2mλ0
∑
n
γ+n γ
−
n
∥∥∥∥ ∣∣Φ+n 〉 〈Φ−n ∣∣+ ∣∣Φ−n 〉 〈Φ+n ∣∣ ∥∥∥∥
1
=
2
mλ0
∑
n
√
1− 〈n|ρ|n〉2 . (B18)
The maximum trace norm is reached when the eigenvalues of ρ are all equal. In that case, one has∥∥∥∥Ψλ0R ⊗ Qλ0mλ0 − Qλ0mλ0 ⊗Ψλ0R
∥∥∥∥
1
=
2
mλ0
(
mλ0 − r + r
√
1− r−2
)
, (B19)
where r is the rank of ρ. Combining the above equation with Eqs. (B13) and (B10) we obtain the error probability
perr =
dλ0
2dN
f(r) f(r) := r
(
1−
√
1− r−2
)
. (B20)
Note that the function f(r) is monotonically decreasing, and therefore the error probability is minimised by maximising
the rank r, i. e. by choosing
r = min{mλ0 , dR} , (B21)
where dR is the dimension of the reference system.
4. Minimum error probability
The probability of error is given by Eq. (B20). When the reference system has dimension larger than the multiplicity
mλ0 , one has the equality
r = mλ0 (B22)
and the error probability becomes
perr =
dλ0
2dN
f(mλ0) , (B23)
with f defined as in Equation (B20).
The only way to beat the classical scaling 1/dN is to make f(mλ0) exponentially small. Since f is positive and
monotonically decreasing, this means that mλ0 must be exponentially large. Note that, for large mλ0 , the probability
of error has the asymptotic expression
perr =
dλ0
4mλ0d
N
[
1 +O
(
mλ0
−2)] . (B24)
Asymptotically, the problem is reduced to the minimisation of the ratio dλ0/mλ0 .
To find the minimum, it is useful to apply the notion of majorisation Young diagrams. Given two diagrams λ and
µ of N boxes arranged in d rows, we say that λ majorises µ if
s∑
i=1
λi ≥
s∑
i=1
µi ∀s ∈ {1, . . . , d} , (B25)
where λi (µi) is the length of the i-th row of the diagram λ (µ).
Lemma 3 . If λ majorises µ, then dλ/mλ ≥ dµ/mµ.
Proof. For a generic Young diagram λ ∈ YN+1,d, one has
dλ =
∏
(i,j)∈λ d− i+ j∏
(i,j)∈λ hook(i, j)
and mλ =
N !∏
(i,j)∈λ hook(i, j)
, (B26)
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Here the pair (i, j) labels a box in the diagram, with the indices i and j labelling the row and the column, respectively.
hook(i, j) denotes the length of the hook consisting of boxes to the right and to the bottom of the box (i, j). Using
the above expressions, the dimension/multiplicity ratio reads
dλ
mλ
=
∏
(i,j)∈λ d− i+ j
N !
=
1
N !
d∏
i=1
(d− i+ λi)!
(d− i)! . (B27)
Now, since λ majorises µ, one has the bounds
(d− 1 + λ1)!
(d− 1)! ≥
(d− 1 + µ1)!
(d− 1)! (d+ µ1)
λ1−µ1
(d− 1 + λ1)!
(d− 1)!
(d− 2 + λ2)!
(d− 2)! ≥
(d− 1 + µ1)!
(d− 1)!
(d− 2 + µ2)!
(d− 2)! (d− 1 + µ2)
λ1+λ2−µ1−µ2
...
s∏
i=1
(d− i+ λi)!
(d− i)! ≥
s∏
i=1
(d− i+ µi)!
(d− i)! (d− s+ 1 + µs)
∑s
i=1(λi−µi) ∀s ∈ {1, . . . , d} . (B28)
Choosing s = d and recalling Eq. (B27), one finally obtains dλ/mλ ≥ dµ/mµ.
Proposition 4 . Define t := N − dbN/dc. Then, the ratio dλ/mλ is
1. minimum when λ is the Young diagram with t rows of length dN/de and d− t rows of length bN/dc
2. maximum when λ is the Young diagram with one row or length N .
Proof. The Young diagram λ0 = (dN/de, . . . , dN/de︸ ︷︷ ︸
t times
, bN/dc, . . . , bN/dc︸ ︷︷ ︸
d−t times
) is majorised by any other Young diagram
in YN,d. Hence, λ0 minimises the ratio dλ/mλ (by Lemma 3 ). Similarly, the Young diagram λ0 = (N, 0, . . . , 0︸ ︷︷ ︸
d−1 times
)
majorises every other young diagram and therefore it maximises the ratio dλ/mλ.
Summarizing, we showed that
1. when N is a multiple of d, the optimal Young diagram corresponds to the trivial representation of SU(d)
2. when N is not a multiple of d, the optimal Young diagram corresponds to the totally antisymmetric represen-
tation acting on N − dbN/dc particles.
3. asymptotically, the symmetric subspace is the worst possible choice, leading to the classical rate RC = log d.
In conclusion, we proved the following
Proposition 5 . When N is a multiple of d, the optimal input state is Pλ0/dλ0 ⊗ |Ψ〉〈Ψ|λ0R, where λ0 is he trivial
representation of SU(d) in the N -fold tensor product U⊗N , dR ≥ mλ0 , and |Ψ〉λ0R ∈ Mλ0 ⊗ HR is a maximally
entangled state.
Since the trivial representation is one-dimensional, the error probability (B24) takes the form
perr =
1
4mλ0d
N
[
1 +O
(
mλ0
−2)] . (B29)
Moreover, the trivial representation of SU(d) corresponds to the Young diagram with d rows, each of length N/d.
Hence, its multiplicity is given by
mλ0 =
N !∏d
i=1
(Nd +d−i)!
(d−i)!
. (B30)
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For fixed d, the Stirling approximation yields the expression
mλ0 = d
N
[
d
d2
2 e
d(d−1)
2
∏d
i=1(d− i)!
(2pi)
d−1
2 N
d2−1
2
]
c(N) , (B31)
where c(N) is a function tending to 1 in the large N limit. Taking the logarithm on both sides, one obtains
logmλ0 = N log d+O(logN) . (B32)
Inserting this value into the expression of the error probability (B24), we obtain the rate
R = lim
N→∞
− log perr
N
= lim
N→∞
log(4mλ0d
N )
N
= 2 log d . (B33)
5. Quantum superposition of equivalent setups
Here we prove that the optimal state can be realized as a coherent superposition of equivalent setups, where the N
input variables are divided in groups of d, and all the variables in the same group are initialized in the SU(d) singlet
state.
Proposition 6 . For N multiple of d, consider the state
|Ψ〉AR = 1√
GN,d
∑
i
(
|S〉⊗N/dA
)
i
⊗ |i〉R , (B34)
where {|i〉R}GN,di=1 is an orthonormal basis for the reference system, indexed by the possible ways to group N objects
into groups of d, and
(|S〉⊗N/d)
i
is the product of N/d singlet states, distributed according to the grouping i. Then,
1. the state |Ψ〉AR is optimal for the identification of the causal intermediary
2. the number r of linearly independent vectors of the form
(
|S〉⊗N/dA
)
i
satisfies the equality
r = dN
[
d
d2
2 e
d(d−1)
2
∏d
i=1(d− i)!
(2pi)
d−1
2 N
d2−1
2
]
c(N) , (B35)
where c(N) is a function tending to 1 in the large N limit.
Proof. By definition, |Ψ〉AR is invariant under the n-fold action of SU(d) on system A, meaning that the corresponding
density matrix has the optimal form |Ψ〉〈Ψ|AR = Pλ0/dλ0⊗|Ψ〉〈Ψ|λ0R, where λ0 is the trivial representation of SU(d).
In fact, since the trivial representation is one-dimensional, we may equivalently write |Ψ〉〈Ψ|AR ≡ |Ψ〉〈Ψ|λ0R.
Now, the marginal state
ρA := TrR [|Ψ〉〈Ψ|AR]
=
1
GN,d
∑
i
(
|S〉〈S|⊗N/dA
)
i
(B36)
is invariant under permutations. Hence, the Schur lemma implies the relation
ρA =
Qλ0
mλ0
. (B37)
Since |Ψ〉AR is a purification of ρA, we conclude that |Ψ〉AR is a maximally entangled state between R and the
multiplicity system Mλ0 . Hence, |Ψ〉AR coincides with the optimal input state of Proposition 5 .
Moreover, comparing Equations (B36) and (B37) we obtain that the rank of ρA is equal to the multiplicity mλ0 .
Since the rank of ρA is the number of linearly independent vectors of the form
(
|S〉⊗N/dA
)
i
, we conclude that the
number of such vectors is mλ0 . Finally, mλ0 can be expressed as in Equation (B31).
19
Appendix C: Optimal classical strategy for k causal hypotheses
Here we provide the optimal classical strategy for the case where exactly one out of k possible variables
B1, B2, . . . , Bk is the causal intermediary of A. The result is stated in the following
Lemma 4 . The minimum error probability in the identification of the causal intermediary among k ≥ 2 alternatives
is
pCerr =
k − 1
2dN−1
+O
(
1
d2N
)
.
Proof. Suppose that the i-th output variable is not the causal intermediary. The probability that it takes values
compatible with a permutation is P (d, v)/dN , where v is the number of distinct values of A probed in the experiment
and P (d, v) = d!/(d− v)! is the number of injective functions from a v-element set to a d-element set.
Hence, the probability that the i-th variable—and only the i-th variable—is confusable with the true causal inter-
mediary is
pi =
P (d, v)
dN
[
1− P (d, v)
dN
]k−2
. (C1)
Similarly, the probability that that variables i1, i2, . . . , it (and only variables i1, i2, . . . , it) are confusable with the
true causal intermediary is
pi1i2...it =
[
P (d, v)
dN
]t [
1− P (d, v)
dN
]k−t−1
. (C2)
When this situation arises, one has to resort to a random guess, with probability of error t/(t + 1). In total, the
probability of error is equal to
pCerr =
k−1∑
t=1
t
t+ 1
(
k − 1
t
) [
P (d, v)
dN
]t [
1− P (d, v)
dN
]k−t−1
=
(k − 1)P (d, v)
2dN
+O
(
1
d2N
)
. (C3)
Since the coefficient P (d, v) is minimum when v = 1, the optimal strategy is to initialize all input variables in the
same value, thus obtaining probability of error pCerr =
k−1
2dN−1 +O
(
1
d2N
)
.
Appendix D: Optimal quantum strategy for k hypotheses without reference system
Here we provide the best strategy among all quantum strategies that do not use a reference system.
Lemma 5 . The best quantum strategy without reference system is to divide the N input variables into N/d groups
of d elements each and, within each group, to prepare the singlet state
|Sd〉 = 1√
d!
∑
k1,k2,··· ,kd
k1k2...kd |k1〉|k2〉 · · · |kd〉 (D1)
where k1k2...kd is the totally antisymmetric tensor and the sum ranges over all vectors in the computational basis.
The corresponding error probability is
pQCerr =
k − 1
2dN
+O
(
1
d2N
)
. (D2)
Proof. Let us denote by x the “true causal intermediary”, namely the quantum system Bx whose state depends on
the state of A, and by Cx,U the channel defined by the relation
Cx,U (ρ) =
[U(ρ)]
x
⊗
(
I
d
)⊗(k−1)
x
, (D3)
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where the subscript x indicates that the operator U(ρ) acts on the Hilbert space of system Bx and the subscript x
indicates that the operator acts on the Hilbert space of the remaining k − 1 systems.
By the same arguments used in Lemma 2 , the discrimination of the causal hypotheses can be reduced to the
discrimination of the channels
C(N)x =
∫
dU C⊗Nx,U , x ∈ {1, . . . , k} . (D4)
Again, one can show that, for every reference system R, the optimal state can be chosen of the form
ρ =
Pλ0
dλ0
⊗Ψλ0R , (D5)
where Pλ0 is the projector on the SU(d) representation space with Young diagram λ0, dλ0 = Tr[Pλ0 ], and Ψλ0R is a
pure state of the composite system Mλ0 ⊗HR, Mλ0 being the SU(d) multiplicity space associated to λ0.
Here we consider the case where the reference system R is trivial. In this case, the problem is to distinguish among
the states
ρx :=
(
Pλ0
dλ0
⊗Ψλ0
)
x
⊗
(
I
d
)⊗N (k−1)
x
x ∈ {1, . . . , k} . (D6)
Using the Yuen-Kennedy-Lax formula [44], the maximum success probability in distinguishing among these states is
psucc = min
{
Tr[Γ] | Γ ≥ 1
k
ρx , ∀x ∈ {1, . . . , k}
}
.
Note that the states {ρx , k = 1, . . . , k} commute. Hence, they can be diagonalized in the same basis and the
operator Γ can be chosen to be diagonal in that basis without loss of generality. With a similar argument, one can
restrict the search for the optimal Γ over the operators of the form
Γ =
⊕
λ1,λ2,...,λk
Pλ1 ⊗ Pλ2 ⊗ · · · ⊗ Pλk ⊗ Γλ1,...,λk , (D7)
where Γλ1,...,λk is an operator acting on the tensor product space Mλ1 ⊗Mλ2 ⊗ · · · ⊗Mλk . Note that the operators
Γλ1,...,λk can be set to zero for all k-tuples (λ1, . . . , λk) such that λi 6= λ0 for every i ∈ {1, . . . , k}. Now, suppose that
λi = λ0 and λj 6= 0 for the remaining j 6= i. In this case, we must have
Γλ1,...,λi−1λ0λi+1...λk ≥
1
kdλ0d
N(k−1) Qλ1 ⊗ · · · ⊗Qλi−1 ⊗Ψλ0 ⊗Qλi+1 ⊗ · · · ⊗Qλk , (D8)
where Qλ is the identity operator on the multiplicity spaceMλ. Taking the trace on both sides, we obtain the relation
Tr
[
Γλ1,...,λi−1λ0λi+1...λk
] ≥ 1
kdλ0d
N(k−1) mλ1 . . .mλi−1 mλi+1 . . .mλk . (D9)
Similar bounds can be found for the operators Γλ1,...,λk where two or more indices are equal to λ0. For example,
consider the terms where λi = λj = λ0, while λl 6= 0 for the remaining values of l. In this case, we have the conditions
Γλ1,...,λk ≥
1
kdλ0d
N(k−1)
(
Ψλ0 ⊗Qλ0
)
ij
⊗
(
Qλ
)
ij
(D10)
Γλ1,...,λk ≥
1
kdλ0d
N(k−1)
(
Qλ0 ⊗Ψλ0
)
ij
⊗
(
Qλ
)
ij
, (D11)
where we introduced the shorthand notation(
Qλ
)
ij
:= Qλ1 ⊗ · · · ⊗Qλi−1 ⊗Qλi+1 ⊗ · · · ⊗Qλj−1 ⊗Qλj+1 ⊗ · · · ⊗Qλk . (D12)
We now combine conditions (D10) and (D11) can be combined into a single condition. To this purpose, we expand
Qλ0 as
Qλ0 = Ψλ0 + Ψ
⊥
λ0 ,
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which allows for rewriting (D10) and (D11) as
Γλ1,...,λk ≥
1
kdλ0d
N(k−1)
(
Ψλ0 ⊗Ψλ0 + Ψλ0 ⊗Ψ⊥λ0
)
ij
⊗
(
Qλ
)
ij
(D13)
Γλ1,...,λk ≥
1
kdλ0d
N(k−1)
(
Ψλ0 ⊗Ψλ0 + Ψ⊥λ0 ⊗Ψλ0
)
ij
⊗
(
Qλ
)
ij
. (D14)
Now, since Ψλ0 ⊗Ψ⊥λ0 and Ψ⊥λ0 ⊗Ψλ0 are orthogonal vectors, it is also true that
Γλ1,...,λk ≥
1
kdλ0d
N(k−1)
(
Ψλ0 ⊗Ψλ0 + Ψλ0 ⊗Ψ⊥λ0 + Ψ⊥λ0 ⊗Ψλ0
)
ij
⊗
(
Qλ
)
ij
,
which can be rewritten as
Γλ1,...,λk ≥
1
kdλ0d
N(k−1)
(
Qλ0 ⊗Qλ0 −Ψ⊥λ0 ⊗Ψ⊥λ0
)
ij
⊗
(
Qλ
)
ij
. (D15)
Tracing on both sides, one obtains
Tr [Γλ1,...,λk ] ≥
1
kdλ0d
N(k−1) (2mλ0 − 1)
∏
l 6=i,j
mλl
 . (D16)
Likewise, a term with λi1 = λi2 = · · · = λit = λ0 and all the remaining λl different from λ0 will satisfy the condition
Γλ1,...,λk ≥
1
kdλ0d
N(k−1)
(
Q⊗tλ0 −Ψ⊥⊗tλ0
)
i1...it
⊗
(
Qλ
)
i1...it
, (D17)
leading to the inequality
Tr [Γλ1,...,λk ] ≥
1
kdλ0d
N(k−1)
[
mtλ0 − (mλ0 − 1)t
] ∏
l 6=i1,...,it
mλl . (D18)
Note that one can choose the operator Γ in such a way that the equality holds in all bounds. With this choice, the
probability of success is
psucc =
∑
λ1,...,λk
dλ1 . . . dλk Tr[Γλ1,... λk ]
=
k∑
t=1
(
k
t
)
(dλ0mλ0)
t
kdλ0d
N(k−1)
[
1−
(
1− 1
mλ0
)t] (
dN − dλ0mλ0
)k−t
=
dN
kdλ0
k∑
t=1
(
k
t
)
ptλ0 (1− pλ0)k−t
[
1−
(
1− 1
mλ0
)t]
, (D19)
having defined the Schur-Weyl measure pλ := dλmλ/d
N .
Expanding the term in square brackets, we obtain
psucc =
dN
kdλ0
k∑
t=1
(
k
t
)
ptλ0 (1− pλ0)k−t
[
t∑
s=1
(
t
s
)
(−1)s+1
msλ0
]
=
dN
kdλ0
k∑
s=1
(−1)s+1
msλ0
[
k∑
t=s
(
k
t
) (
t
s
)
ptλ0 (1− pλ0)k−t
]
=
dN
kdλ0
k∑
s=1
(−1)s+1 psλ0
msλ0
(
k
s
)
=
dN
kdλ0
[
1−
(
1− pλ0
mλ0
)k]
= 1− (k − 1)dλ0
2dN
+O
[(
dλ0
dN
)2]
. (D20)
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Hence, the error probability is
perr =
(k − 1)dλ0
2dN
+O
[(
dλ0
dN
)2]
. (D21)
Again, the optimal choice for N multiple of d is to pick λ0 to be the trivial representation of SU(d), in which case the
error probability is
perr =
(k − 1)
2dN
+O
(
1
d2N
)
. (D22)
Note that, however, the choice of representation λ0 does not affect the asymptotic rate: indeed, for every λ0 we have
R = − lim inf
N→∞
log perr
N
= log d− lim inf
N→∞
log[(k − 1) dλ0/2]
N
= log d
≡ RC . (D23)
Note also that the rate is independent of the number of hypotheses, as in the case of the Chernoff bound for quantum
states [52].
Appendix E: Optimal quantum strategy for k causal hypotheses with arbitrary reference system
Here we provide the optimal quantum strategy using a reference system. We will prove the following lemma:
Lemma 6 . The optimal input state is
|ρ〉 = 1√
GN,d
GN,d∑
i=1
(
|Sd〉⊗N/d
)
i
⊗ |i〉 , (E1)
where i labels the different ways to divide N identical objects into groups of d elements, GN,d =
N !
(d!)N/d(N/d)!
is the
total number of such ways,
(|Sd〉⊗N/d)i is the product of N/d singlet states arranged according to the configuration i,
and {|i〉 , i = 1, . . . , GN,d} are orthogonal states of the reference system, chosen to be of dimension equal to or larger
than GN,d. The corresponding error probability is upper bounded as
pQerr(r) ≤
k − 1
2dNm(N, d)
(E2)
where m(N, d) is the dimension of the multiplicity space of the trivial representation, given by (for N/d being an
integer)
m(N, d) = dN
[
d
d2
2 e
d(d−1)
2
∏d
i=1(d− i)!
(2pi)
d−1
2 N
d2−1
2
]
c(N) , (E3)
with limN→∞ c(N) = 1.
The proof consists of four steps:
Step 1: reduction to the permutation register. We apply N uses of the channel Cx to a state of the optimal form
(B8), where the pure state |Ψλ0〉 is set to be the maximally entangled state |Φλ0〉 =
∑mλ0
i=1 |i〉⊗|i〉/
√
mλ0 . The output
state is
ρoutx =
(
Pλ0
dλ0
⊗ Φλ0
)
x
⊗
(
I
d
)⊗N(k−1)
x
, (E4)
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where the subscript x indicates that the corresponding operator acts on the N Hilbert spaces with label x (and on
the reference), while the subscript x indicates that the corresponding operator acts on all systems except those with
label x.
Breaking down the identity operator as I = (Pλ0 ⊗Qλ0)⊕ (I −Pλ0 ⊗Qλ0), we can decompose ρoutx into orthogonal
blocks where exactly l output systems are in the sector λ0. Explicitly, we have
ρoutx =
k⊕
l=1
⊕
A∈Sl
q(A|x)
(
ρA,x ⊗ χA
)
, (E5)
where Sl denotes the set of all l-element subsets of {1, 2, . . . , k}, ρx,A is the quantum state defined by
ρA,x =
(
Pλ0
dλ0
⊗ Φλ0
)
x
⊗
 ⊗
i∈A ,i6=x
(
Pλ0
dλ0
⊗ Qλ0
mλ0
)
i
 , (E6)
χA is the quantum state defined by
χA =
⊗
i6∈A
(
I⊗N − Pλ0 ⊗Qλ0
dN − dλ0mλ0
)
i
, (E7)
and q(A|x) is the conditional probability distribution defined by
q(A|x) =
 p
l−1
λ0
(1− pλ0)k−l for x ∈ A
0 for x 6∈ A ,
(E8)
pλ := dλmλ/d
N being the Schur-Weyl measure,
From Eq. (E5) one can see that blocks with different values of l and/or different subsets A are orthogonal for
every value of x. Hence, one can extract first the information about the block and then the information about x.
Mathematically, this means performing a non-demolition measurement with outcomes (l,A), which projects the state
into the block labelled by (l,A). When such a measurement is performed on the state ρoutx , the outcome (l,A) can
occur only if A contains x—in which case the probability of occurrence is q(A|x). Conditionally on the outcome, the
system is left in the state ρA,x⊗χA and the problem is to identify x within the set A. Hence, the probability of success
for fixed x is
psucc(x) =
k∑
l=1
∑
A∈Sl
q(A|x) p(A)succ(x) , (E9)
where p
(A)
succ(x) is the probability of correctly identifying the state ρA,x ⊗ χA.
Note that, for x ∈ A, the optimal success probability p(A)succ(x) does not depend on the specific subset A, but only on
its cardinality l: indeed, p
(A)
succ(x) coincides with the probability p
(l)
succ(x) of correctly identifying the label of the states
σx = Φx ⊗
(
Im
m
)⊗l−1
x
, x ∈ {1, 2, . . . , l} , (E10)
where we used the shorthand notation Φx := (Φλ0)x, and used Im to denote the identity matrix in dimension m, with
m = mλ0 (these are the states that arise from Eq. (E6) after discarding the representation spaces). We denote by
p
(l)
succ the average success probability
p(l)succ =
1
l
l∑
x=1
p(l)succ(x) . (E11)
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Averaging the success probability (E9) over x, we obtain
psucc =
1
k
k∑
x=1
psucc(x)
=
1
k
k∑
x=1
k∑
l=1
∑
A∈Sl
q(A|x) p(A)succ(x)
=
1
k
k∑
l=1
∑
A∈Sl
∑
x∈A
pl−1λ0 (1− pλ0)k−l p(A)succ(x)
=
1
k
k∑
l=1
∑
A∈Sl
pl−1λ0 (1− pλ0)k−l l p(l)succ
=
1
k
k∑
l=1
∣∣∣Sl∣∣∣ pl−1λ0 (1− pλ0)k−l l p(l)succ
=
1
k
k∑
l=1
(
k
l
)
pl−1λ0 (1− pλ0)k−l l p(l)succ . (E12)
The next step is to compute p
(l)
succ.
Step 2: reduction to type states. The state σx in Eq. (E10) is the product of a maximally entangled state and a
(l − 1) copies of the maximally mixed state. The latter can be diagonalized as(
Im
m
)⊗(l−1)
x
=
1
ml−1
∑
j
|j〉〈j| , (E13)
where |j〉 is the basis vector |j〉 = |j1〉 ⊗ |j2〉 ⊗ · · · ⊗ |jl−1〉 corresponding to the sequence j = (j1, j2, . . . , jl−1) ∈
{1, . . . ,m}×(l−1).
Now, let us introduce the shorthand
|Φx,j〉 := |Φ〉x ⊗ |j〉x . (E14)
Note that for x ≤ y one has
〈Φx,j|Φy,k〉 =

1 x = y , j = k
1
m x 6= y , ji = ki , ∀i < x
ji = ki+1 ,∀x ≤ i < y − 1
jy−1 = kx
ji = ki ,∀i ≥ y
0 otherwise .
(E15)
Let n = (n1, n2, . . . , nm) be a partition of l − 1 into m nonnegative integers. Recall that the sequence j =
(j1, j2, . . . , jl−1) is said to be of type n if it n1 entries of j are equal to 1, n2 entries are equal to 2, and so on. Eq.
(E15) tells us that the vectors |Φx,j〉 and |Φy,k〉 are orthogonal whenever the sequences j and k are of different type.
Using this fact, we can define the orthogonal subspaces
Hn = Span
{
|Φx,j〉 | x ∈ {1, . . . , l} , j ∈ Sn
}
, (E16)
where Sn is the set of all sequences of length l−1 and of type n. Hence, we can decompose the states σx in Eq. (E10)
as
σx =
⊕
n
p(n)σn,x , (E17)
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with
p(n) =
Cn
ml−1
and σn,x =
1
Cn
∑
j∈Sn
|Φx,j〉〈Φx,j| , (E18)
where Cn = (l − 1)!/[n1!n2! · · ·nm!] is the number of sequences of type n.
Eq. (E17) tells us that, in order to distinguish the states σx, one can perform an orthogonal measurement that
projects on the subspaces {Hn} (E16). If the measurement outcome is n, one is left with the task of distinguishing
among the states σn,x. The success probability of this strategy is
p(l)succ =
∑
n
p(n) p(n)succ , (E19)
where p
(n)
succ is the probability of correctly distinguishing the states {σn,x | x ∈ {1, . . . , l}}.
Step 3: lower bound on the probability of success. The probability of correctly distinguishing the states {σn,x | x ∈
{1, . . . , l}} is lower bounded by the probability of correctly distinguishing among all their eigenstates{
|Φx,j〉 | x ∈ {1, . . . , l} , j ∈ Sn
}
. (E20)
Note that the total number of states is l Cn.
We now construct a measurement that distinguishes these states with high success probability. The measurement
is constructed through a Grahm-Schmidt orthogonalization procedure. We define a first batch of Cn vectors as
|Ψ1,j〉 := |Φ1,j〉 j ∈ Sn . (E21)
This definition is well-posed, because the above vectors are orthonormal, due to Eq. (E15).
A second batch of vectors is constructed from the vectors {|Φ2,j〉 , j ∈ Sn} via the Grahm-Schmidt procedure, which
yields
|Ψ2,j〉 :=
|Φ2,j〉 − 1m |Φ1,j12〉√
1− 1m2
, (E22)
where j12 is the sequence such that 〈Φ1,j12 |Φ2,j〉 = 1/m.
A third batch of vectors is constructed from the vectors {|Φ2,j〉 , j ∈ Sn}. Now, the Grahm-Schmidt procedure yields
|Ψ3,j〉 :=
|Φ3,j〉 − 1m |Φ2,j23〉 − 1m |Φ1,j13〉√
1− 2m2
+O
(
1
m2
)
|Γ3,j〉+O
(
1
m3
)
|Rest3,j〉 , (E23)
where |Γ3,j〉 is a vector of the form |Φ1,k〉 for some suitable k and |Rest3,j〉 is a suitable unit vector, which is irrelevant
for computing the leading order of the success probability.
In general, the x-th batch of vectors is
|Ψx,j〉 :=
|Φx,j〉 − 1m
∑x−1
y=1 |Φy,jyx〉√
1− x−1m2
+O
(
1
m2
)
|Γx,j〉+O
(
1
m3
)
|Restx,j〉 , (E24)
where |Γx,j〉 is a normalized combination of vectors of the form |Φz,kz 〉, z < x − 2, while |Restx,j〉 is a suitable unit
vector.
Note that one has
〈Φx,j|Ψx,j〉 =
√
1− x− 1
m2
+O
(
1
m3
)
, ∀x ∈ {1, . . . , l} , ∀j ∈ Sn , (E25)
having used the fact that the product 〈Φx,j|Γx,j〉 is O(1/m).
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Using Eq. (E25), we can now evaluate the probability of correctly distinguishing the states {|Φx,j〉}. On average
over all possible states, the probability of success is
p(n)succ =
1
lCn
l∑
x=1
∑
j∈Sn
∣∣∣〈Ψx,j|Φx,j〉∣∣∣2
=
1
lCn
l∑
x=1
∑
j∈Sn
[
1− x− 1
m2
+O
(
1
m3
)]
=
1
l
l∑
x=1
[
1− x− 1
m2
+O
(
1
m3
)]
= 1− l − 1
2m2
+O
(
1
m3
)
. (E26)
Since measuring on the basis {|Ψx,j〉} is not necessarily the optimal strategy, we arrived at the lower bound
p(n)succ ≥ 1−
l − 1
2m2
+O
(
1
m3
)
. (E27)
Note that the (leading order of the) r.h.s. is independent of the type n.
Step 4: putting everything together. Combining the results obtained so far, we can lower bound the success proba-
bility in distinguishing among k causal structures. Inserting the lower bound (E27) into Eq. (E19), we obtain
p(l)succ =
∑
n
p(n) pnsucc
≥ 1− l − 1
2m2
+O
(
1
m3
)
.
Then, we can insert the above bound into Eq. (E12). Reverting to the full notation mλ0 ≡ m, we obtain
psucc =
1
k
k∑
l=1
(
k
l
)
pl−1λ0 (1− pλ0)k−l l p(l)succ
≥ 1
k
k∑
l=1
(
k
l
)
l pl−1λ0 (1− pλ0)k−l
[
1− l − 1
2m2λ0
+O
(
1
m3λ0
)]
= 1− (k − 1)pλ0
2m2λ0
+O
(
1
m3λ0
)
= 1− k − 1
2dN
dλ0
mλ0
+O
(
1
m3λ0
)
. (E28)
Hence, the error probability of the optimal quantum strategy is upper bounded as
perr ≤ k − 1
2dN
dλ0
mλ0
+O
(
1
m3λ0
)
. (E29)
Recalling that the ratio dλ/mλ is minimised by the representation with “minimal” Young diagram (in the majorisation
order), we conclude that, when N is a multiple of d, the optimal error probability satisfies the bound
perr ≤ k − 1
2dN m(N, d)
+O
(
1
m3λ0
)
, with m(N, d) = dN
[
d
d2
2 e
d(d−1)
2
∏d
i=1(d− i)!
(2pi)
d−1
2 N
d2−1
2
]
c(N) and c(N)→ 1 .
(E30)
Hence, the asymptotic decay rate is lower bounded as
RQ = − lim
N→∞
log perr
N
≥ 2 log d . (E31)
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On the other hand, the r.h.s. is equal to the decay rate for k = 2, which is a lower bound for the decay rate for k ≥ 2.
In conclusion, we obtained that the optimal decay rate is equal to RQ = 2 log d.
Appendix F: Quantum speedup in the identification of a cause
We consider the scenario where k quantum variables A1, . . . , Ak are candidate causes of a given effect B. For
simplicity, we assume that all variables are quantum systems of dimension d <∞. The causal relation is described by
a quantum channel Cx,U of the form Cx,U (ρ) = U(Trx[ρ]), where Trx denotes the partial trace over all input systems
except Ax, with x ∈ {1, . . . , k}, and U is a generic unitary channel, acting on the remaining system Ax. The problem
is to identify the value of x.
1. Fixed unitary gates
Suppose first that the unitary gate U is fixed. Without loss of generality, we can assume U = I, so that the
channel Cx,I is simply the partial trace over all systems except x. The distinguishability of the channels {Cx,I}kx=1 has
been studied extensively in the optimization of port-based teleportation [36]. A simple strategy is to entangle each
input system with a reference system, obtaining the output state ρx := Φ
+
BRx
⊗ ( Id)⊗k−1x , where Φ+ is the maximally
entangled state, Rx is the x-th reference system, and the subscript x indicates that the operator (I/d)
⊗(k−1) acts on
the Hilbert space of all reference systems except Rx.
For k ≥ d, the optimal probability of success in distinguishing between the states {ρx}kx=1 is psucc = d2/(k−1 +d2)
[36]. If the unknown process is probed for N times, the output state is ρ⊗Nx and the probability of success is
psucc = d
2N/(k − 1 + d2N ).
2. Unknown unitary gates
Let us consider the scenario where the unitary gate U is completely unknown. By the same argument as in Appendix
1, the minimum worst-case error probability is equal to the minimum error probability in distinguishing between the
average channels
C(N)x =
∫
dU1dU2 · · · dUk C⊗Nx,I ◦
(U1 ⊗ U2 ⊗ · · · ⊗ Uk)⊗N . (F1)
The symmetry of the problem implies that the optimal input states are of the form
ρAR =
Pλ1
dλ1
⊗ Pλ2
dλ2
⊗ · · · ⊗ Pλk
dλk
⊗ΨMλ1Mλ2 ···MλkR , (F2)
where Pλi is the projector on the representation space Rλi in the tensor product (H⊗N )i of the N systems corre-
sponding to variable Ai, and the subscript Mλi denotes the multiplicity space in (H⊗N )i.
When the input variables are initialized in the state ρAR, the output is
ρBR,x =
Pλx
dλx
⊗ TrMλx
[
ΨMλ1Mλ2 ···MλkR
]
, (F3)
where TrMλx
is the trace over all multiplicity spaces except Mλx .
We now show that the true cause can be perfectly identified using at O(logd k) queries to the unknown process. We
first provide an exact strategy using logd k queries (at the leading order), and then show that the number of queries
can be reduced to 1/2 logd k (at the leading order) if a small error, vanishing in the large k limit, is tolerated.
Our exact strategy disregards the reference system R. In this strategy, we prepare the multiplicity systems in the
product state
|Ψ〉Mλ1Mλ2 ···Mλk = |ψ1〉Mλ1 ⊗ |ψ2〉Mλ2 ⊗ · · · ⊗ |ψk〉Mλk . (F4)
We divide the indices i into L groups, labelled as G1, G2, . . . , GL and assign a distinct Young diagram to each group,
so that λi = λj for i, j in the same group. Within each group, we choose the states |ψi〉Mλi to be orthogonal. This
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choice constrains the number of indices in group Gl to be at most the dimension of the multiplicity space MλGl ,
where λGl is the Young diagram assigned to the group Gl. In turn, this implies that the condition
k ≤
L∑
l=1
mλGl ≤
∑
λ
mλ (F5)
must be satisfied. Both bounds can be saturated, as one can choose L to be the number of Young diagrams in
the decomposition of the tensor representation U⊗N . On the other hand, the multiplicities are lower bounded as
mλ ≥
(
N
λ
)
/(N + 1)d(d−1)/2 where
(
N
λ
)
= N !/(λ1!λ2! · · ·λk!) is the multinomial coefficient [53, 54]. Hence, we have
the bound
∑
λmλ ≥ dN/(N +1)d(d−1)/2, meaning that condition (F5) can be satisfied with N ≥ logd k+O(log log k).
Hence, the unknown cause can be identified with zero error using approximately logd k queries.
We now construct a strategy that identifies the correct cause with 1/2 logd k+O(log log k) queries and with vanishing
error probability. In this strategy, all the input variables are initialized in the same sector, namely λ1 = λ2 = · · · =
λk ≡ λ. Specifically, we take N to be a multiple of d and choose λ to be the Young diagram corresponding to the
trivial representation of SU(d). The strategy uses the reference system R = M⊗kλ and the input state
ρAR =
(
Pλ
dλ
)⊗k
⊗ (Φ+λ )⊗k , (F6)
where Φ+λ is the projector on the maximally entangled state of two identical copies of Mλ. Then, the output state is
ρBR,x =
Pλ
dλ
⊗ (Φ+λ )x ⊗ (Qλmλ
)⊗(k−1)
x
, (F7)
where the maximally entangled state
(
Φ+λ
)
x
involves the output system B and the x-th reference system, while all
the remaining reference systems are in the maximally mixed state Qλ/mλ. Distinguishing among the states ρBR,x
is equivalent to distinguishing the states
(
Φ+λ
)
x
⊗
(
Qλ
mλ
)⊗(k−1)
x
. This problem has been solved in the context of
port-based teleportation, and the minimum error probability is known to be perr = (k − 1)/(m2λ + k − 1) [36]. Using
Equation (E3), we then obtain
perr ≤ k − 1
m2λ
=
k − 1
d2N
[
(2pi)d−1Nd
2−1
dd2 ed(d−1)
∏d
i=1(d− i)! c(N)
]
, (F8)
with limN→∞ c(N) = 1. Hence, a vanishing error probability can be obtained by setting N = d(logd k)(1 + )/2e with
 > 0.
Appendix G: A quantum advantage in the presence of noise
Here we consider the task of identifying causal intermediaries when the cause-effect relation is obfuscated by
depolarizing noise, corresponding to the channel Dp = (1− p) I + pI/d, where p is the probability of depolarization.
For simplicity, consider the case of one input variable A and two output variables B and C. Suppose that the
experimenter prepares N copies of the maximally entangled state and sends half of each entangled state through one
instance of the unknown process. With this choice, the output state consists of N copies of the state Σx, x ∈ {1, 2},
with
Σ1 =
[
(1− p)Φ + pI ⊗ I
d2
]
BR
⊗
(
I
d
)
C
and Σ2 =
(
I
d
)
B
⊗
[
(1− p)Φ + pI ⊗ I
d2
]
CR
, (G1)
where Φ is the projector on the canonical maximally entangled state. Then, the quantum Chernoff bound [55] yields
the rate
R = − log min
0≤s≤1
Tr[Σs1Σ
1−s
2 ]
= − log min
0≤s≤1
1
d2
[(
1− p+ p
d2
)s
+ (d2 − 1)
( p
d2
)s ] [(
1− p+ p
d2
)1−s
+ (d2 − 1)
( p
d2
)1−s ]
= 2 log d− 2 log
[√
1− p+ p
d2
+
√
p
d2
]
. (G2)
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When p is small enough, the rate can be larger than log d, the best classical rate in the noiseless scenario. Since
noise can only increase the error probability, this implies a quantum-over-classical advantage in the noisy scenario.
The same result holds for the discrimination of k ≥ 2 hypotheses, as the quantum Chernoff bound for multiple states
is equal to the worst-case Chernoff bound among all pairs [52].
We now provide a partial discussion of the scenario where the functional dependence between cause and effect
is unknown. This scenario can be modelled by concatenating the depolarizing channel with a completely unknown
unitary gate acting on the input variable. The full analysis of the probability of error is substantially more complex,
and we leave it as a topic of future research. Here we evaluate the error probability in the simplified scenario where
the depolarization is heralded, meaning that when the system is depolarized to the maximally mixed state, the
process outputs a classical outcome. Taking this piece of information into account, the error probability becomes
perr =
∑N
k=0 (1− p)k pN−k
(
N
k
)
perr,k, where perr,k is the probability of error with k noiseless experiments.
The evaluation of perr,k is as follows. The input state of k maximally entangled states, averaged over all possible
unitary gates is
ρin =
⊕
λ
pλ
Pλ ⊗ Pλ
d2λ
⊗ Φλ , (G3)
where pλ = dλmλ/d
N is the Schur-Weyl measure, and Φλ is the maximally entangled state in Mλ ⊗Mλ.
The two output states corresponding to the two hypotheses are
ρout,1 = (ρin)BR ⊗
(
I
d
)⊗k
C
and ρout,2 =
(
I
d
)⊗k
B
⊗ (ρin)CR . (G4)
The distance between them is
‖ρout,1 − ρout,2‖1 =
∥∥∥∥∥∥
⊕
λ,µ,ν
(Pλ)B ⊗ (Pµ)R ⊗ (Pν)C
dλdµdν
⊗
[
pλpνδλµ(Φλ)BR ⊗
(
Qν
mν
)
C
− pλpµδµν
(
Qλ
mλ
)
B
⊗ (Φµ)RC
]∥∥∥∥∥∥
1
= 2
(
1−
∑
λ
p2λ
)
+
∑
λ
p2λ
∥∥∥∥(Φλ)BR ⊗ (Qλmλ
)
C
−
(
Qλ
mλ
)
B
⊗ (Φλ)CR
∥∥∥∥
1
= 2
(
1−
∑
λ
p2λ
)
+ 2
∑
λ
p2λ
√
1−m−2λ ,
where the second term in the sum has been evaluated through Equation (B19).
Hence, we have the approximate expression
‖ρout,1 − ρout,2‖1 = 2
(
1−
∑
λ
p2λ
)
+ 2
∑
λ
p2λ
[
1− 1
2m2λ
+O(m4λ)
]
= 2− 1
d2k
∑
λ
d2λ +O(d
−4k)
= 2− Poly(k, d)
d2k
+O(d−4k) , (G5)
having used the fact that the dimensions and the number of Young diagrams grow at most polynomially in k and d
(see e.g. [53, 54]). Using the above expression, we obtain the expression perr,k =
Poly(k,d)
d2k
+ O(d−4k). Summing over
k and averaging with the Bernoulli distribution we finally obtain perr = Poly(N, d)
(
1−p
d2 + p
)N
at the leading order.
In conclusion, the discrimination rate is R = − log ( 1−pd2 + p), which is larger than the noiseless classical rate log d
when p is smaller than 1/(d + 1). The rate R = − log ( 1−pd2 + p) provides an upper bound to the achievable rate
without heralding, for the simple strategy consisting in preparing N copies of the maximally entangled state. When
the probability of depolarisation exceeds 1/(d + 1) this simple quantum strategy cannot beat the noiseless classical
rate, and comparison between quantum and classical strategies requires a more detailed analysis.
It is worth noting the above derivation provides an alternative strategy for the identification of the causal interme-
diary in the noiseless case (p = 0). This strategy achieves the same rate of our universal strategy, although with a
polynomially worse error probability. While suboptimal, the present strategy is practically interesting because it does
not require input states with large-scale multipartite entanglement.
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Appendix H: Proof of Equation (29) in the main text
Step 1. Observe that the channels C± = 2dN±1 P±
(
ρ⊗ I⊗N) P± are no-signalling. Indeed, for every subset S ⊆
{1, . . . , N} one has that the input system A(S) := ⊗i∈SAi cannot signal to the output system BC(S) := ⊗i 6∈S(Bi⊗
Ci). To check the no-signalling condition, we use the relation
P± =
I ± SWAP
2
=
(⊗
i∈S IBiCi
)⊗ (⊗i6∈S IBiCi) ± (⊗i∈S SWAPBiCi)⊗ (⊗i 6∈S SWAPBiCi)
2
, (H1)
where IBiCi is the identity operator on the composite system BiCi, and SWAPBiCi is the unitary operator that swaps
systems Bi and Ci. The state of the output system BC(S) is(⊗
i∈S
TrBiCi
)
[C±(ρ)] ∝ d|S|
(⊗
i∈S
TrBi
)[
ρ
]
⊗
⊗
i6∈S
ICi
+ d|S|
⊗
i 6∈S
ICi
⊗(⊗
i∈S
TrBi
)[
ρ
]
±
(⊗
i∈S
TrBi
)[
ρ
]
⊗
⊗
i 6∈S
ICi
 ⊗
i6∈S
SWAPBiCi

±
⊗
i6∈S
SWAPBiCi
 (⊗
i∈S
TrBi
)[
ρ
]
⊗
⊗
i 6∈S
ICi
 (H2)
and depends only on the state of the input system A(S).
Step 2. Show that there exist coefficients a and b such that the maps a C++b C−−1/2 C1,I and a C++b C−−1/2 C2,I
are completely positive.
Let us consider the N = 1 case first. By definition, one has
a C+ + b C− − 1/2 C1,I =M◦ (I ⊗ I) and a C+ + b C− − 1/2 C1,I =M◦ (I ⊗ I) , (H3)
where M is the linear map defined by
M(A) :=m00A+m01A (SWAP) +m10 (SWAP)A+m11 (SWAP)A (SWAP) (H4)
with
m00 =
a
2(d+ 1)
+
b
2(d− 1) −
1
2d
m10 =
a
2(d+ 1)
− b
2(d− 1)
m10 =
a
2(d+ 1)
− b
2(d− 1) m11 =
a
2(d+ 1)
+
b
2(d− 1) . (H5)
Now, if the matrix M is positive, then the map M is completely positive. Defining
α :=
a
2(d+ 1)
and β :=
b
2(d− 1) , (H6)
the positivity condition becomes
α+ β ≥ 1/(2d) (H7)
4αβ ≥ (α+ β)/(2d) . (H8)
As an ansatz, we choose α =
√
d− 1x and β = √d+ 1x, for some x > 0. Then, condition (H8) becomes
x ≥ 1
8d
(
1√
d+ 1
+
1√
d− 1
)
=: x0 . (H9)
Note that the choice x = x0 satisfies both conditions (H8) and (H7). Finally, note that the above derivation holds
for arbitrary N , by replacing d with dN .
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Step 3. Define the constant λ := a + b and the no-signalling channel C := (a C+ + b C−)/λ. By construction, the
maps λ C − 1/2 C1,I and λ C − 1/2 C2,I are completely positive. Explicit evaluation yields
λ =
(√
dN + 1 +
√
dN − 1
)2
4dN
. (H10)
Finally, observe that the maps λ C−1/2 C1,I and λ C−1/2 C2,I are completely positive if and only if the Choi operators
C,C1,I , and C2,I corresponding to C, C1,I , and C2,I satisfy the inequalities λC ≥ 1/2C1,I and λC ≥ 1/2C2,I . Inserting
the expression of λ into Equation (26) of the main text, we then obtain the desired bound
pinderr ≥ 1− λ =
1−
√
1− 1
d2N
2
. (H11)
