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I. INTRODUCTION
Energy transport through molecular systems has received considerable interest, in par-
ticular, due to its importance for molecular electronics and the functioning of biological
systems. For example, the energy transport through long-chain hydrocarbon molecules,1
small molecules in solution,2 and bridged azulene-anthracene compounds3 has been studied.
Also biological systems like reverse micelles4 and proteins,5–8 have obtained interest from
both an experimental and theoretical point of view. In spite of these efforts, the role of
specific structural elements like α-helices and β-sheets in the energy transport is still not
well understood.
In experiment, energy is usually induced into the biomolecule by photoexcitation of a
chromophore. Prime examples include retinal in rhodopsin protein9 or a synthetically at-
tached azobenzene moiety.10 These chromophores undergo (i) femtosecond internal conver-
sion which results in a highly vibrationally excited chromophore on a subpicosecond time
scale.11 Alternatively, one can directly pump a localized infrared vibration to induce energy
into the system.12 The photoexcitation is followed by (ii) a picosecond vibrational energy
redistribution from high-frequency, mostly localized, modes to low-frequency modes.13,14
Delocalized harmonic modes with frequencies <∼ 200 cm
−1 are believed to be the main rea-
son of (iii) transport of energy through a biomolecule, which also occurs on a picosecond
time scale.15–17 Furthermore, it also can take place through anharmonically coupled lo-
calized modes. Finally, due to heat transfer to the solvent, the (iv) cooling the molecules
takes place.5,18–20 These processes have been studied by transient IR spectroscopy by various
groups. In particular, Hamm and coworkers have used isotope labeling of carbonyl oscillators
at different positions along a peptide helix,12,21 which act as local thermometers.18
The theoretical description of these experiments represents a challenging task. It includes
the accurate modeling of the potential energy by an anharmonic force field as well as the
appropriate dynamical description of the above described processes (i)-(iv). Aiming at an
atomistic description of biomolecules in aqueous solution, the first requirement leaves us with
standard biophysical force field such as AMBER,22 CHARMM,23 GROMOS,24 and OPLS25,
which may only give a crude model of the normal modes and the anharmonic couplings.26
Furthermore, several aspects of the photoinduced dynamics are of quantum-mechanical na-
ture, which is not straightforward to incorporate in a classical formulation.27 There are
various theories that describe the energy transport in a molecule, including formulations
using time-dependent perturbation theory28–30 or Golden Rule,31 and harmonic transport
theory.15–17 However, it is not straightforward to apply these formulations to simulate the
energy transfer observed, e.g., in a vis/IR experiment, because this also requires to consider
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all four processes (i-iv) and not only of the energy transfer (iii).
In a series of papers,32–34 Stock and coworkers have combined the quasiclassical tech-
niques used in the description of gas phase reactions35 with biomolecular force fields used
in molecular dynamics (MD) simulations.36 This leads to nonequilibrium MD simulations,
which mimic the laser excitation of the molecules by nonequilibrium phase-space initial con-
dition for the solute and the solvent atoms. The approach rest on the following assumptions.
Firstly, it is assumed that an empirical force field at least provides a qualitative modeling
of the process. This is because the initial relaxation appears to be an ultrafast and generic
process and because it can be expected that the strong interaction with the polar solvent
smoothes out many details of the intramolecular force field. Secondly, quantum-mechanical
effects are only included via the nonequilibrium initial conditions of the classical simulations.
This means that the method represents a short-time approximation to quantum-mechanics.
In this chapter, we wish to review this work. Being a critical aspect of the method, we
discuss in the Methods Section the generation of suitable nonequilibrium initial conditions
representing infrared or optical laser excitation of the system. As a simple first example, we
study the vibrational energy relaxation of N -Methylacetamide in D2O following the laser
excitation of the amide I mode in its first excited state. We then turn to photoswitchable
peptides,10 which provide an exciting and relatively recent way to study heat transfer along
the peptide backbone. In these experiments, the vibrational energy is locally deposited
at the N-terminus of the helix by ultrafast internal conversion of a covalently attached,
electronically excited, azobenzene moiety. We discuss the virtues and shortcomings of the
nonequilibrium simulation method and try to make contact to other approaches described
in this book.
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II. THEORY AND METHODS
We wish to study vibrational energy redistribution and heat transport processes in sol-
vated biomolecules. With this end in mind, we construct for classical calculations appropri-
ate initial conditions that mimic infrared or optical laser excitation of the system (Sections
A and B), and perform nonequilibrium MD simulations of the various relaxation processes
(Section C).
A. Simulation of infrared laser excitation
To construct appropriate initial conditions that mimic the infrared laser excitation of a
specific normal mode into its first excited state, we consider a molecule containing N atoms
with Cartesian coordinates r = (ξ1 . . . ξ3N)
T and vibrational velocities v = (ξ˙1 . . . ξ˙3N)
T . The
total vibrational energy of the molecule is
Evib =
3N∑
i=1
mi
2
ξ˙2i + V (r). (1)
To decompose the vibrational energy of a flexible molecule into single-mode contributions, it
is useful to perform an instantaneous normal-mode analysis37,38 of the vibrational dynamics.
In this approach, we choose a structure at the instantaneous position r¯(t) and consider the
normal mode vibrations around this reference structure. We expand the molecular potential
energy up to second order
V [r(t)] = V [r¯(t)] +
3N∑
i=1
Fi(t)[ξi − ξ¯i(t)]
+12
3N∑
i,j=1
Hij(t)[ξi − ξ¯i(t)][ξj − ξ¯j(t)], (2)
where Fi = ∂V/∂ξi denotes the negative of the force in direction ξi and Hij = ∂
2V/∂ξi∂ξj
represents the elements of the Hessian matrix. Upon diagonalization of this Hessian matrix
via U †HU = diag(m1ω
2
1 . . .m3Nω
2
3N), we obtain 3N−6 instantaneous nonzero normal-mode
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frequencies ωk and the dimensionless normal coordinate and normal momentum
qk =
√
mkωk/h¯
3N∑
i=1
Uik(ξi − ξ¯i), (3)
pk =
√
mk/h¯ωk
3N∑
i=1
Uikξ˙i. (4)
The total vibrational energy of the molecule defined in Eq. (1) can then be decomposed into
single-mode contributions as
Evib = V [r¯(t)] +
1
2
3N−6∑
k=1
h¯ωk(p
2
k + q
2
k + 2akqk), (5)
where the coordinate shifts ak = (mkh¯ω
3
k)
−1/2
∑3N
i=1 FiUik account for the force term in Eq.
(2). Introducing shifted positions q′k = qk + ak and the energy V0 = V [r¯(t)] −
1
2
∑
k h¯ωka
2
k,
we finally obtain the instantaneous normal-mode representation of the vibrational energy
Evib = V0 +
1
2
3N−6∑
k=1
h¯ωk(p
2
k + q
2
k), (6)
where q′k was renamed as qk. As the instantaneous normal-mode analysis is not necessarily
performed at a minimum of the potential, several modes with imaginary frequency (ω2k ≤ 0)
may occur.37,38 In the case of N -Methylacetamide considered below, we observed several
trajectories with up to three imaginary-frequency modes. All averaged normal-mode energies
〈Ek〉 of the nonequilibrium simulations [see Eq. (8)], though, were found to be positive.
In a second step, we employ the above introduced instantaneous normal modes to con-
struct appropriate initial conditions for the nonequilibrium MD simulations. To this end,
we represent the solute normal modes in terms of classical action-angle variables {nk, φk}
39
qk =
√
(2nk + γ) sinφk,
pk =
√
(2nk + γ) cosφk, (7)
where the factor γ = 1 accounts for the zero-point energy of the mode. To obtain the initial
positions and momenta of the initially excited mode (in our study, it is the amide I mode),
we associate the action nk with the initial quantum state of the amide I mode, e.g., nk = 1
for the first excited state. The initial actions of the remaining solute modes (which are at
thermal equilibrium) may be sampled from the Boltzmann distribution P (nk) ∝ e
−nkh¯ωk/kBT .
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In all cases, the vibrational phases φk are picked randomly from the interval [0, 2pi]. This
way an ensemble of normal-mode positions and momenta are calculated, which present
a quasiclassical representation of the nonequilibrium quantum initial state of the solute
molecule.35,40
B. A simple model of an azobenzene photoswitch
Moroder and coworkers have synthesized various peptides, in which an azobenzene unit
was incorporated directly in the backbone.41–44 This guarantees that the light-induced struc-
tural changes of the chromophore upon photoisomerization around the central N=N double
bond are directly transferred into the peptide chain. Alternatively, the azobenzene photo-
switch was covalently attached to the N-terminus of Aib-based 310-helix.
21,45 By photoex-
citing the system by an ultrashort laser pulse, the subsequent conformational dynamics
and the energy transfer in the peptide can be investigated by optical46,47 or infrared21,48,49
spectroscopy. To facilitate an appropriate simulation of this process, we construct a simple
model of the photoexcitation that mimics the experimental preparation.32 The basic idea
is explained in Fig. 1, which shows a schematic view of the adiabatic potential-energy sur-
faces of the electronic ground-state S0 and the first npi
∗ electronic excited state S1 of the
azobenzene chromophore. Recent high-level ab initio calculations on azobenzene50–52 have
indicated that the torsion around the N=N double bond is the isomerization coordinate.
The potential-energy curves shown in Fig. 1 were obtained by assuming cosine functions for
the corresponding diabatic potentials,11 the energy gaps of which are designed to reproduce
the maxima of the experimental cis and the trans absorption spectra and the ground-state
cis-trans energy barrier.41
Also shown in Fig. 1 is the N=N torsional potential-energy function as assumed in the
GROMOS96 force field, V0(ϕ) =
K0
2
(1−cos 2ϕ) with K0 = 84 kJ/mol. The force field model
clearly underestimates the cis-trans energy barrier and also neglects energy difference of the
cis and the trans configurations. At thermal energies (kBT ≈ 2.5 kJ/mol at 300 K) and
short time scales, however, these differences are hardly relevant. As a minimal model of the
cis-trans photoisomerization process, the dotted line in Fig. 1 shows a potential-energy curve
which is designed to connect S1 cis state and the S0 trans state by using a cosine function,
V1(ϕ) =
K1
2
(1 + cosϕ) with K1 = 320 kJ/mol. In the absence of an ab initio description of
azobenzene chromophore and since we do not know the detailed phase-space distribution of
the system after passing the conical intersection, the simple model by construction yields
the correct experimental excess energy that is initially put in the N=N torsional degree of
freedom.
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FIG. 1: Scheme of the S0 and the S1 potential-energy curves of the azobenzene photoswitch
as a function of the N=N cis-trans isomerization coordinate ϕ. The solid lines represent the
adiabatic potentials of a model which is designed to reproduce the experimental cis and trans
absorption bands and the ground-state cis-trans energy barrier. The dashed line corresponds to
the GROMOS force field potential of the N=N torsion, the dotted line shows a model of the cis-trans
photoisomerization potential, which simply connects the S1 cis state and the S0 trans state. Within
this model, the photoexcitation of the system by an ultrashort laser pulse is simulated by instantly
switching from the ground-state to the excited-state potential, which causes the isomerization of
the system within ≈ 250 fs. Representative snapshots of the photoisomerization process reveal
that azobenzene first undergoes a rotation along the C-C-N=N and N=N-C-C dihedral angles.
We mimic the photoexcitation of the system by an ultrashort laser pulse by instantly
switching from the ground-state N=N torsional potential V0(ϕ) to the excited-state poten-
tial V1(ϕ), see Fig. 1. Following this nonequilibrium preparation at time t = 0, the system
isomerizes along excited-state N=N potential within 250 fs. After the isomerization (i.e., for
times ≥ 500 fs), the N=N torsional potential is switched back to its ground state form, and
a standard MD simulation is performed up to 1 ns. To obtain an impression of the photoi-
somerization process, selected snapshots at different times are shown in Fig. 1. Although
the N=N torsional mode was chosen as reaction coordinate, interestingly, it is seen that the
azobenzene first undergoes a rotation along the C-C-N=N and N=N-C-C dihedral angles,
before the C-N=N-C rotation is completed.
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C. Nonequilibrium MD simulations
Adopting the two models of laser-induced initial conditions developed above, a nonequi-
librium MD description of the photoinduced relaxation processes can be rationalized as
follows. As the system is in thermal equilibrium before the excitation, we first perform
a standard canonical MD simulation using the GROMACS simulation program package.53
From this trajectory, a number of (typically some hundred) statistically independent snap-
shots are chosen in which the positions and momenta of the solvent are stored as equilibrium
initial conditions. Nonequilibrium initial conditions are then prepared by either applying
Eq. (7) (in the case of the infrared laser excitation), or by switching the chromophore’s
potential energy surface (as shown in Fig. 1). Following the preparation of the initial con-
ditions, nonequilibrium simulations are performed. To correctly describe the initial cooling
of the hot molecule in the solvent, no thermostat should be used. Hence, the trajectories
were simulated at constant total energy (NVE ensemble), which requires a short time step
of typically 0.2-0.5 fs.32 The long-range electrostatic interactions were treated through the
particle-mesh Ewald method,54 whereby the nonbonded pair list was updated every 10 fs.
To study the vibrational energy relaxation of the amide I mode inN -Methylacetamide, we
employed the OPLS all-atom force field25 to model the solute and the flexible simple-point-
charge (SPC) water model55 with doubled hydrogen masses to model the solvent D2O. To
investigate the photoinduced heat transfer in photoswitchable peptides, we used the GRO-
MOS96 united atom force field 43a1.24 Additional force field parameters for the azobenzene
unit were derived from density functional theory as described in Ref. 32. We employed a
united-atom model56 to describe the DMSO solvent, the SPC model55 to describe water,
and the rigid all-atom model of Ref. 57 to describe the chloroform solvent.
Following the simulations, the time-dependent observables of interest are obtained via an
ensemble average over the initial distribution. For example, the average energy content of
the kth normal mode is given by
〈Ek(t)〉 =
1
Ntraj
Ntraj∑
r=1
E
(r)
k (t), (8)
where E
(r)
k denotes the normal-mode energy pertaining to an individual trajectory and Ntraj
is the number of trajectories.
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III. APPLICATIONS
A. Vibrational energy relaxation of the amide I mode
As a first simple example, we apply the above explained methodology to study the vi-
brational energy redistribution of N -Methylacetamide (NMA) in D2O following the laser
excitation of the amide I mode in its first excited state. NMA has been used in numerous
studies as a model system the peptide bond that links the various amino acids in a protein.
The vibrational life time of the C=O vibration of NMA has been studied experimentally in
Ref. 58, revealing a typical life time in the order of 1 ps (the decay is observed to occur in
a bi-exponential, or non-exponential, manner). The relaxation rate does not change much
whether the peptide bond is isolated (i.e., in NMA) or whether it is part of a larger peptide58
or protein.59 Furthermore, the decay is hardly affected by temperature,59 and increases by
less then a factor of two when decreasing the temperature below 100 K.
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FIG. 2: Vibrational energy relaxation of the amide I mode of NMA in D2O following ν = 1 → 0
excitation as obtained for various quasiclassical initial conditions. For better comparison, the
initially included zero-point energy is subtracted. (a) Comparison of action-angle initial conditions
including zero-point energy in all solute modes (dashed line), in the amide I mode only (lower solid
line), and no solute mode (upper solid line). Note that in the first two cases the energy content
of the amide I mode drops below zero for times
>
∼ 4 ps. (b) Including only 35% of the zero-point
energy in all solute modes (dashed line) and in the amide I mode only (solid line), respectively, the
amide I energy remains positive.
Employing quasiclassical action-angle initial conditions, [Eq. (7)], for the normal modes of
NMA, we may assign quantum-mechanical zero-point energy (ZPE) to the solute vibrational
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modes. In the following three cases are considered: (i) ZPE is included in all solute modes.
(ii) ZPE is included in the amide I mode only. (iii) In the purely classical limit, no ZPE is
included. In all cases, the classical thermal energy kBT is assigned to all solvent degrees of
freedom. Figure 2(a) shows the time-dependent energy content of the amide I mode obtained
for the three cases. For better comparison, the initially included ZPE is subtracted. In the
purely classical case, the decay can be well fitted to a biexponential function with the decay
times τ1 = 1.9 ps (80%) and τ2 = 13.3 ps. At longer times, the amide I energy converges
to kBT ≈ 200 cm
−1 which is consistent with the equipartition theorem. Including ZPE in
the amide I mode is seen to lead to a considerable enhancement of the initial relaxation
process (τ1 ≈ 1.5 ps). There is only little change, though, if the ZPE is also included in the
remaining solute modes. Although we find a bi-exponential decay as observed in experiment,
it is difficult to assess if it’s for the same reasons, because the experimentally found decay
times τ1 = 0.45 ps (80%) and τ2 = 4 ps are significantly shorter. Better agreement with
experiment was recently achieved by a quantum-classical perturbative approach.60
It is noted, however, that for times
>
∼ 4 ps, the energy content of the amide I mode drops
below its ZPE. This well-known artefact reflects the so-called ZPE problem of classical
mechanics.61 In quantum mechanics, each oscillator mode must hold an amount of energy
that is larger or equal to the ZPE of this mode. In a classical trajectory calculation, on the
other hand, energy can flow among the modes without this restriction. Numerous approaches
have been proposed to fix the ZPE problem61. Here we adopt the method introduced in
Ref. 62. At the simplest level of the theory, only a fraction γ (0 ≤ γ ≤ 1) of the full zero-
point energy is included into the classical calculation. As an example, one may estimate the
quantum correction γ by simply requiring that the amide I energy remains larger than the
ZPE for all times under consideration. From this procedure, we obtained γ = 0.35, which
leads to the amide I relaxation shown in Fig. 2(b) with time constants τ1 = 1.8 ps (75%)
and τ2 = 7.5 ps (25%).
It should be stressed, though, that this procedure is only a remedy to fix the ZPE problem
at short times. This is because in the long time limit, the energy of each normal mode decays
to kBT in classical mechanics, regardless of the value of ZPE initially included. In other
words, by incorporating ZPE into classical MD simulations, we find that the resulting tra-
jectories describe the correct quantum-mechanical vibrational dynamics only up to a certain
time. Starting at t = 0 with correct initial conditions (γ = 1), the classical approximation
breaks down latest at t ≈ 4 ps, when the energy content of the amide I mode drops below
its ZPE. For γ = 0.35 this time is extended to ≈ 10 ps, and for γ = 0, there is of course no
problem with unrestricted flow of ZPE. However, if no ZPE is added, the phase space the
classical system can explore is too small compared to a quantum description, which results
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in an underestimation of the vibrational energy relaxation.62 In that sense, nonequilibrium
MD simulations can be regarded as short time approximation to quantum mechanics.
B. Photoinduced heat transfer in bicyclic peptides
As an experimentally particularly well characterized molecular system,41,46–49 we consider
the octapeptide fragment H-Ala-Cys-Ala-Thr-Cys-Asp-Gly-Phe-OH (bcAMPB1), which was
connected head to tail via (4-aminomethyl)-phenylazobenzoic acid as well as by a disulfide
bridge, see Fig. 3(A). As bcAMPB1 can be dissolved in dimethyl sulfoxide (DMSO) but not
in water, moreover a water-soluble photoswitchable peptide (bcAMPB2) was synthesized by
replacing three aminoacids outside the active site motif by lysines,63 see Fig. 3(B). Accord-
ing to nuclear magnetic resonance (NMR) experiments of bcAMPB1,41 in equilibrium the
trans azopeptide is predominantly in a single conformational state, while there are many
conformations of similar energy in the equilibrium cis state of the peptide. These molecular
systems have studied extensively by time resolved VIS-pump VIS-probe as well as VIS-pump
IR-probe spectroscopy.41,46–49 The original goal of these experiments, of course, was to follow
the conformational dynamics of the peptide backbone responding to the photoisomerization
of the azobenzene moiety (which is quite complex and occurs on various time scales). How-
ever, the huge amount of energy deposited by the photoisomerization resulted in a response
in the IR spectrum at early delay times that was attributed to heating of the peptide, rather
than a conformational change.48 Thermal excitation of low frequency modes in the vicin-
ity of the peptide unit leads to a frequency shift of the C=O band, which is the result of
anharmonic couplings between both types of modes.18 These frequency shifts are a generic
phenomenon which are very commonly observed in VIS-pump-IR-probe experiments. They
are the basic mechanism behind the idea of using such high frequency spectator modes as
local thermometers.
Following photoexcitation, the azobenzene unit of the peptide undergoes nonadiabatic
photoisomerization from the excited S1 state of the cis isomer to the ground state S0 of the
trans isomer.46,48 As shown in Ref. 32, the classical model of diabatically connecting initial
and final states reproduces the 0.2 ps time scale of this process. Due to the isomerization
the excess energy of ≈ 320 kJ/mole is rapidly redistributed to the vibrational modes of
the peptide (by intramolecular vibrational relaxation) as well as to the surrounding solvent
molecules (by vibrational cooling). Although the quantitative description of these processes
in general requires a quantum-mechanical modeling,28,31,64 a simple classical approach to
study vibrational energy transport and cooling is to consider the kinetic energy of various
parts of the molecular system.
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FIG. 3: Structures and amino acid labeling of the bicyclic azobenzene peptides bcAMPB1 (A) and
bcAMPB2 (B), and the 310-helix peptide PAZ-Aib8-OMe (C).
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FIG. 4: Time evolution of the mean kinetic energy of various parts of bcAMPB1 in DMSO (A)
and bcAMPB2 in D2O (B) following photoexcitation. In each graph, the upper panels show the
kinetic energy of the azobenzene photoswitch (left) and the octapeptide (right). The decay of the
latter can be well represented by a biexponential fit shown in grey. The lower panels show the time
evolution of the kinetic energy pertaining to the individual peptide residues.
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The upper panels in Fig. 4(A) show the time evolution of the kinetic energy of the
azobenzene photoswitch and the octapeptide bcAMPB1 in DMSO, respectively. The same
results but for bcAMPB2 peptide in D2O are shown in Fig. 4(B). The general behavior of
the results is similar for the two systems. Following photoexcitation, the kinetic energy of
the azobenzene chromophore rises within only 100 fs. During the next 100 fs the vibrational
energy is transfered to the peptide. As a consequence, the peptide kinetic energy increases
from 240 kJ/mol to about 290 kJ/mol, which is equivalent to the temperature jump of
≈ 100 K found in experiment.49 Subsequently, the vibrational energy of both azobenzene
and peptide is dissipated into the solvent within 100 ps. A single exponential fit yields
a decay time of 16 ps for the kinetic energy of the bcAMPB1 peptide in DMSO solvent.
For bcAMPB2 peptide in D2O, the cooling occurs significantly faster on a time scale of 7
ps. In experiment, cooling times of 7 and 4 ps are found for DMSO49 and water44 solvent,
respectively.
Since the cooling into the solvent is dominated by Coulomb interactions,65 the faster
relaxation of water may be attributed to its larger polarity as compared to DMSO. The
overall underestimation of the efficiency of the cooling process by the MD simulations is,
most likely, caused by two deficiencies of the description: The lack of polarizibility of the
classical force field and the neglect of internal degrees of freedom of the solvent. As a remedy,
one may employ a polarizeable and flexible all-atom model of the solvent, which adds more
degrees of freedom, therefore increasing the heat capacity and the ability to cool the solute
(albeit at the cost of other problems such as the classical description of high-frequency
modes). In the light of these considerations, the agreement achieved by the present simple
model appears satisfactory.
To study the energy transport along the peptide, the lower panels in Fig. 4 show the
time evolution of the kinetic energy pertaining to the individual peptide residues. The
two end residues Ala1 and Phe8 of bcAMPB1 or Lys1 and Lys8 of bcAMPB2 are directly
connected to the photoswitch, and are seen to receive most of the transfered energy from the
photoswitch. While this process is ultrafast (≈ 0.2 ps) and carries substantial vibrational
energy, the subsequent transfer to the remaining peptide residues is significantly slower (1-2
ps) and less prominent.
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C. Heat transport along a peptide helix
Motivated by the early delay-time results of Ref. 48 (see previous paragraph), we designed
a molecular system aimed to study the energy transport through a peptide with well-defined
structure, i.e., without the complication of an additional conformational change.12,21,66 Fig-
ure 3(C) shows the essential idea: Vibrational energy is locally deposited at the N-terminus
of an Aib-rich 310-helix by ultrafast internal conversion of a covalently attached, electron-
ically excited, azobenzene moiety. The subsequent heat flow through the helix is detected
with subpicosecond time resolution by employing vibrational probes as local thermometers
at various distances from the heat source. Certain amide I vibrations are singled out from
the main amide I band by site-selective isotope labelling to provide a local thermometer.
In a first paper,67 we showed that the concept does indeed work, and established the heat
conduction properties of the model system. In contrast to our expectation, however, the helix
is not a particular good heat conductor; the heat conduction along the helix (heat diffusivity
2 A˚2ps−1) only slightly exceeds that into the solvent. In a second piece of work,12 the energy
transport efficiency was compared after excitation of the azobenzene chromophore with a
3 eV (UV) photon to that after excitation of a peptide C=O oscillator with a 0.2 eV (IR)
photon. The experiments showed that heat transport through the peptide after excitation
with low-energy photons is at least four times more efficient than after UV excitation.
To explain this somewhat surprising finding, nonequilibrium MD simulations of the heat
transport were performed for both high- and low-energy excitation conditions.12,21 The main
results of these simulations are comprised in Fig. 5(B), which shows the time evolution of
the kinetic energy per atom of the peptide units along the helix. In the case of high-energy
excitation, following the photoexcitation at time t = 0, the kinetic energy is deposited into
the azobenzene photoswitch within less than 0.1 ps. This excess energy is then transferred
to the Aib peptide (30 %) as well as directly to the solvent (70 %).21 The peak of the
photoinduced energy (grey lines) reaches the first unit at about 0.3 ps. The time-delayed
rise of the kinetic energies of the subsequent peptide units nicely illustrates the propagation
of energy (or heat) along the peptide backbone. Using a simple rate equation model with
an exchange rate between two peptide units kp and a dissipation rate to the solvent ks [see
Fig. 5(A)] the time traces can be well fitted resulting in kp = (0.5 ps)
−1 and ks = (18
ps)−1. Compared to the experimental findings kp = (2 ps)
−1 and ks = (7 ps)
−1,12 the energy
transport along the peptide in simulation is thus about five times faster and the cooling rate
is about two times slower.
In the case of low-energy excitation (red lines), the kinetic energy of the C=O oscillators is
in overall about a factor of three lower than in the case of high-energy excitation. Due to the
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BA
FIG. 5: (A) Schematic representation of the energy transport along a peptide helix. The grey
arrows describe direct (excitonic) population transfer with a rate kex, while the black arrows
illustrate energy transport through low-frequency modes with a rate kp. Cooling to the solvent
occurs with rate ks. The life time of the high frequency modes is T1. (B) Time evolution of
the dynamics of PAZ-Aib8-OMe from the MD simulations. The mean kinetic energy of selected
residues after high-energy (grey) and low-energy (red) excitation is plotted as a function of time.
The black lines show global fits according to a simple rate equation model (panel A). After low-
energy excitation, the C=O stretch vibration of unit 1 is excited, a high-frequency (HF) mode.
Energy dissipates out of this mode with a time constant of 1.5 ps into low-frequency (LF) modes
around unit 1. After high-energy excitation, in contrast, it is assumed that energy is deposited
into the low-frequency (LF) modes directly in a at least randomized, if not thermalized, manner.
In both cases, energy transport through the peptide units take place with a time constant of 0.4
ps. Cooling to the solvent occurs on a 18 ps timescale.
signal-to-noise ratio obtained from the average over 400 trajectories, the energy transport is
hard to extract for distances larger than four peptide units from the excitation. Nevertheless,
by using the same rate-equation model [see Fig. 5(a)], the data can again be modeled with
a propagation rate kp ≈ (0.2-0.6 ps)
−1 and a cooling time to the solvent of ks = (18 ps)
−1
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[black lines in Fig. 5(b)].
The above results certainly appear surprising on a first account. On one hand, our ex-
periments have shown that the energy transport is significantly more efficient for low-energy
excitation (although there is much less energy available) than for high-energy excitation.
On the other hand, the MD calculations have revealed quite similar energy propagation
rates in both cases. These findings may be caused by three effects. First, in contrast to
UV pumping, in the low-energy pump experiment we start with a direct excitation of C=O
vibrations, which may delocalize significantly and form excitonic states. A careful consider-
ation of this possibility suggests, however, that this effect should not considerably contribute
to the overall transport.12 Second, given the large energy gradients ∆T/T caused by high
energy excitation, the thermal diffusivity of the peptide may itself depend on the temper-
ature. Adopting a simple harmonic model of one-dimensional diffusive transport,15,16 it is
found that this effect is mostly caused by the heat capacity of the normal modes and may
account for at most a factor 2 in the reduction of the heat transport for UV excitation.
Because the classical heat capacity of a harmonic system does not depend on temperature,
classical MD simulations cannot account for this effect.
Finally, given a hopping rate between adjacent sites as fast as kp = (0.5 ps)
−1, we must
conclude that the usual assumption, that thermalization within one individual peptide unit
is significantly faster than thermalization between units, breaks down. In fact, we know,
for example, that the depopulation rate of the initially excited C=O vibration is 1/T1 =
(1.2 ps)−1, and similar timescales are expected for subsequent relaxation steps as energy
cascades down13,14 from higher to lower energy states within one peptide unit. Following
high-energy excitation, higher-frequency states, which tend to be localized, get thermally
excited at a temperature that locally exceeds that of the surrounding by a large amount.
As these localized modes hardly contribute to energy transfer, the subsequent relaxation
cascade to delocalized low-frequency modes may represent the rate-limiting step rather than
hopping from site to site.13,14 At the low excitation levels of the IR experiment, on the other
hand, repopulation between vibrational modes does not really occur and cooling within the
individual peptide units will not be rate-limiting. This difference between high- and low-
energy excitation is again largely underestimated by the MD simulations. Most likely, this
is a consequence of our simple model employed to describe the initial cis-trans photoisomer-
ization of azobenzene. Disregarding virtually all aspects of multidimensional nonadiabatic
photodynamics,27 our simplistic ansatz to initially deposit the entire photon energy in the
central N=N torsion of azobenzene naturally effects that a large fraction of the initial energy
is transferred directly into the solvent. To obtain a more realistic modelling of the initial
step, true nonadiabatic ab inito MD simulations are required.69–71
16
IV. DISCUSSION
In this review, we have shown that nonequilibrium MD simulations may provide a ver-
satile tool to describe photoinduced vibrational energy redistribution and heat transport
in solvated biomolecules such as peptides. While there is a reasonable qualitative agree-
ment between MD simulations and experiment, what the overall process is concerned, both
may differ with respect to the timescales of the various relaxation processes. For example,
we have found that the amide I vibrational energy redistribution and the cooling of the
photoexcited peptide is modeled somewhat (by a factor of two) too slow, while the heat
propagation through a peptide helix was predicted too fast in the case of UV excitation.
The first thought that comes into ones mind is the accuracy of the force fields. Varying force
field parameters, one may be able to figure out what the mechanism of energy transport
is. Preliminary results suggest that transport through the helix is essentially mediated by
covalent bonds, whereas cooling into the solvent is dominated by Coulomb interactions.65
The latter are weaker and play essentially no role in the intramolecular energy propagation
process. Since cooling into the solvent proceeds in all three dimensions, however, both pro-
cesses may still compete. One may expect that the too slow cooling rate would increase
when the polarizibility of the solvent molecules were included.
Clearly, the parameters of empirical force fields have not been designed to model energy
relaxation processes. Vibrational energy relaxation depends to a large extent on specific
resonances which were not taken care of in the design of biomolecular force field such as
AMBER,22 CHARMM,23 GROMOS,24 and OPLS25 (for the same reason, these force fields
cannot describe vibrational spectroscopy). Furthermore, although empirical force fields are
intrinsically anharmonic (e.g., through non-bonding interactions), the anharmonicity of high-
frequency vibrations is poorly accounted for – another important factor in energy relaxation
process. Given these deficiencies, the agreement we obtain between MD simulation and
experiment is maybe not so bad, and one might hope that at least some of the problems
could be fixed by tuning force fields parameters.
A more severe problem might be the classical mechanics nature of MD simulations. It
is nowadays established that quantum mechanics does not play a major role in the nuclear
dynamics of condensed phase systems at room temperature (apart from, maybe, in proton
transfer reactions), but the same is not necessarily true for thermal properties. In fact,
the deviation of a classical from a quantum-mechanical heat capacity is a historic result
that triggered the development of quantum mechanics in the first place.72 This deviation
is not a small effect, and it is still very evident at room temperature. That is, the heat
capacity of all modes that are larger than h¯ω >∼ kBT ≈ 200 cm
−1 is not described correctly
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in a classical MD simulation. All stretching, bending and torsional degrees of freedom of
individual groups fall into this category; only collective conformational modes of, e.g., the
peptide backbone are typically below the critical cut-off.
On the other hand, it has been argued that it is mostly the modes h¯ω <∼ 200 cm
−1 which
are delocalized, and hence contribute to heat transport.15–17,64 To the extent this is correct,
the non-classical modes may not play any role in the heat transport properties, and the
wrongly described heat capacity partially cancels out when calculating the heat diffusivity.
Nevertheless, a classical simulation will distribute thermal energy very differently over the
various degrees of freedoms of a protein than a quantum description would do. This will
in particular be relevant when the transient temperature jumps are large, ∆T >∼ T . In
fact, we have found experimentally a strong dependence of the energy propagation rate on
the amount of initial energy and the way we deposit it.12 This dependence could not be
reproduced by the MD simulation, and the classical nature of the latter might be one reason
for this failure.
V. CONCLUDING REMARKS
In many photobiological processes such as the photoisomerization of retinal in rhodopsin
during the process of vision9 or the quenching of excitation energy in antenna complexes by
carotenoids in the photosynthetic apparatus,73 an energy equivalent of a visible photon is
dissipated on a subpicosecond timescale. A similar situation is expected for newly developed
molecular electronic devices or nanostructures. Such processes result in enormous temper-
ature gradients as large as many 100 K over length scales of a few chemical bonds only.
Under these extreme conditions, heat transport is no longer diffusive in the same way as
known from macroscopic physics. This is since thermalization within an individual building
block of a macromolecule is not necessarily significantly faster than thermalization between
building blocks. In this chapter, we have laid the foundation for a deeper understanding of
these processes, based both on theory and experiment.
Heat transport properties have also been brought into relation to allosteric regulation, i.e.,
the regulation of the properties of an active site of a protein after binding of a substrate at a
distant second (allosteric) site. Allosteric regulation is a fundamental process responsible for
signalling in biological systems. For example, Ranganathan and coworkers have identified an
evolutinarily conserved pathway of (free) energetic connectivity in certain protein families,
using sequence analysis.74–76 Later, Agard and coworkers77 as well as Skinner and coworkers78
identified the very same sequence of amino acids as a preferred energy transport channel,
based on nonequilibrium MD simulations. However, a simplistic direct comparison between
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both pieces of work contains a caveat: While large scale structural changes of proteins
during allosteric signalling are expected to occur on a microsecond or even much slower
timescale, the energy transport discussed in Refs. 77,78 is a picosecond phenomenon. Very
generally speaking, vibrational energy in disordered condensed phase systems dissipates on
a few picosecond timescale. Hence, signalling in allosteric regulation certainly is not directly
related to transport of vibrational energy.
Nevertheless, often the existence of fast fluctuations is a prerequisite of a slow process.
The most prominent example is transition state theory, where the preexponential factor can
be interpreted as a fast “search rate”, whereas the actual reaction rate is significantly slower,
dictated by a barrier that has to be surmounted (certainly, this picture cannot applied in a
one-to-one manner to the problem of allostery). Hence, the chain of reasoning might go the
other way around. That is, the connectivity of sites responsible for allostery, the nature of
which is essentially unknown at this point, might manifest itself also as a preferred pathway
of vibrational energy. In other words, while transport of vibrational energy may not be
the reason for allostery, it might still indicate possible allosteric connectivity in proteins.
Theoretical simulations have revealed that the transport of vibrational energy in proteins
can be highly specific and very anisotropic.15–17,20,64,77–80. A high specificity would appear
to be an important prerequisite for allosteric regulation. As there is virtually no experi-
mental evidence for these speculations, a future goal is to design a versatile experimental
approach to deposit and to detect vibrational energy at essentially any pair of positions in a
protein. Together with a detailed structure-function analysis, these investigations will form
the foundation for a better understanding of allostery on an atomistic level.
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