Abstract-In this paper, we propose a soft-iterative approach for the estimation of block-fading channels based on multiblock (MB) processing. Coded transmission over fading channels is usually performed by interleaving the code word over a large time interval and arranging it into data packets (or blocks) that include also pilot symbols to allow the estimation of the time-varying channel. In this paper, we propose to exploit this block-based structure, and also the inherent latency of soft-iterative receivers due to data interleaving, to improve the channel estimate accuracy. Within the observed frame of blocks, the MB approach uses the invariance of some multipath features, such as delays and mean powers, to estimate the covariance matrix of the channel vector and to identify the corresponding channel subspace. Here, the MB method is extended to incorporate soft information, which is available in iterative receiver structures. The performance of this soft-iterative method is derived in terms of mean square error of the estimate by using a general framework that applies also to other soft-based methods in the literature. A performance comparison is carried out among these estimation methods, both analytically and by numerical simulations, showing the benefits of the proposed approach on the turbo equalizer convergence.
I. INTRODUCTION

S
OFT iterative (turbo) equalization is a powerful technique that can be adopted at the receiver when data, protected by an error correction code, are transmitted over a frequency selective channel causing intersymbol interference. The equalization and decoding tasks are performed separately and iteratively on the same block of received signals, with exchange of soft information [1] - [3] . The aim is to refine the data estimate by iterations so as to achieve near-optimal performance with reasonable complexity. The convergence of turbo receivers depends on the quality of channel state information (CSI) [4] - [6] . To improve the CSI accuracy, soft-iterative techniques have been proposed to refine the channel estimate using soft information provided by the channel decoder. Soft feedback is the preferred approach for decision-directed estimation, as it allows to properly weight reliable and unreliable symbols, thus avoiding error propagation effects that usually arise in hard decision feedback [7] . Recently, several soft-iterative channel estimation methods have been developed for single-user [4] - [15] and multiuser [16] - [24] (such as CDMA, MC-CDMA) systems, with either single-antenna [4] - [13] , [16] - [23] or multiple-antenna [14] , [15] , [24] transceivers, over frequency-flat [4] - [6] , [15] - [19] or frequency-selective [7] - [14] , [20] - [24] channels. Channel estimates are obtained using different criteria: the least squares (LS) criterion [8] , [14] , [16] , [20] , [21] ; the minimum-mean-square-error (MMSE) method [9] , [17] , [18] , [21] , [23] , [24] ; the maximum a posteriori (MAP) estimation [15] ; algorithms based on the expectation-maximization (EM) approach [7] , [10] , [19] ; and adaptive methods for the estimation of time-varying channels [8] , [11] - [13] , [21] , [22] , such as least mean squares (LMS), recursive least squares (RLS), or Kalman filtering (KF).
In this paper, we focus on soft-iterative estimation methods that combine hard-valued pilot symbols with soft-valued data symbols (such as in [4] , [8] , and [21] ). The soft-iterative approach is here applied to block-based transmission systems where coding and interleaving are performed on a set of data blocks, each containing both pilot and data symbols, transmitted over a block-fading channel. In these systems the CSI is usually evaluated block-by-block, either from pilot symbols (training-based estimate) or from both pilot and data symbols (soft-based estimate). An example of block-by-block soft-based estimation from block-interleaved data and pilots can be found in [21] , where the MMSE method is used for the estimation of block-fading channels in MC-CDMA systems. This conventional approach will be referred to as single-block (SB) channel estimation. On the other hand, if the channel can be modeled as a zero-mean stationary Rayleigh process having unknown covariance matrix and varying from block to block, a multiblock (MB) approach can be adopted to improve the accuracy of the SB estimate, as shown in [25] . The underlying idea of this approach is drawing the stationary features of the channel structure from a sample covariance matrix obtained from MB measurements, and then constraining the channel estimate in each block to fulfill the corresponding algebraic structure. Since turbo processing is performed on a -block set, in this paper, we propose a soft-based MB approach that makes use of both pilot and data signals contained in all the blocks. This channel estimation method takes advantage of the inherent latency of the turbo receiver to improve the estimate accuracy for those channel parameters that are slowly varying within the observed time interval. The estimate relies on the assumption that the covariance matrix of the multipath channel has a deterministic (but unknown) structure that depends on delays and powers. These terms remain constant within the blocks, while the fading amplitudes vary from block to block (block-fading channel). Instead of estimating the delay pattern, the MB approach converts the stationarity of the delays into the stationarity of the subspace spanned by the corresponding channel impulse responses, here referred to as the channel subspace. This stationary subspace is estimated by averaging the signals received over the blocks, while the fast varying parameters are calculated block-by-block. As proved in [25] , for increasing , the estimation error for the stationary parameters (i.e., the channel subspace) becomes negligible; thus, the overall channel estimation error depends asymptotically (for ) on the fading amplitudes only.
In this paper, the MB approach is modified to combine hardvalued training with soft-valued information-bearing data. At first iteration, the channel estimate is obtained as in [25] from the training signals only, while in the subsequent iterations it is refined using a priori statistics on the information-bearing symbols. An approximate maximum likelihood (AML) estimation is carried out by extending the training set with soft-valued symbols and by modeling the additional noise due to soft-estimation errors as a white Gaussian process. The AML approach is here compared to other similar soft-based estimates using pilot and data symbols, specifically: a LS-based estimate and two other linear approaches named, as in [4] , the mixing and the combining methods. The LS and the mixing methods have been widely adopted in the literature (see, e.g., [8] and [21] for the former method, and [7] and [12] for the latter one), while the combining estimate was originally developed in [4] for flat fading channels and it is modified in this paper to be used for the estimation of frequency-selective channels. An analytical performance comparison is carried out between the proposed AML approach and the other above mentioned methods, by deriving the mean square error (MSE) of the estimate for all the considered methods. The derivation of the estimation methods and the MSE analysis are here performed for frequency-selective fading channels in single-carrier block-based transmission systems, with single antenna at the transmitter and the receiver. Nevertheless, the proposed methods can be generalized and extended to any arbitrary multiple-antenna and/or multiple-carrier system (see also [26] ). The extension of the soft-based MB method to the estimation of time-varying channels by means of subspace tracking can be found in [27] .
The paper is organized as follows. Section II defines the signal model and the receiver structure. Soft-iterative channel estimation is discussed in Section III, where the AML SB and MB methods are derived. Some other soft-based methods, combining pilot and data signals, are recalled from the literature and adapted to the framework of this paper. The analytical MSE evaluation and comparison is presented in Section IV, and it is validated in Section V by simulation results. Section VI draws some concluding remarks.
II. SYSTEM DESCRIPTION
We consider a block-based transmission of convolutionally coded data over a frequency-selective channel, as depicted in Fig. 1 . A sequence of binary information symbols, , is convolutionally encoded with code rate . The output code bits are permuted by a random interleaver , , and mapped into quadrature phase-shift-keying (QPSK) symbols (the analysis can also be extended to larger constellations). The transmission of the so obtained QPSK sequence is organized, as shown in Fig. 2 , in blocks of symbols each: , with being the th data block for . Before transmission, an uncoded training sequence is added as preamble to each block yielding an overall block length of symbols. The blocks are then transmitted over a frequency-selective channel, modeled here as a causal filter, , that includes the transmitter/receiver filter responses and the multipath effects. The channel vector is assumed to be constant within each block interval but varying from block to block (block-fading channel). The equivalent complex baseband model of this system is shown in Fig. 1 .
Let denote the th sample measured (after matched filtering and sampling at symbol-rate ) at the receiver within the th block; the vectors and gather, respectively, the and the samples received within the training and the data-transmission phases. For analytical convenience, the first samples at the beginning of each phase have been discarded to avoid overlapping between training and data (see Fig. 2 ). The received signals are modeled as Training Data (1) where the Toeplitz matrices and denote the convolution with, respectively, the training and data symbols: and . The vectors and collect uncorrelated complex Gaussian noise samples with zero mean and variance . The signal-to-noise ratio (SNR) is defined as .
A. Subspace Channel Model
Within the -block time window, a multipath propagation scenario is considered having constant delays and block-fading amplitudes (2) According to the Rayleigh fading and the wide sense stationary uncorrelated scattering (WSSUS) assumptions (see [28, ch. 14] ), the amplitudes are complex normal, , with covariance matrix defining the power delay profile. The amplitudes are also assumed to be uncorrelated from block to block, i.e., . The vector in (2) contains the pulse waveform (convolution of the transmitter and receiver filter responses) delayed by and sampled at symbol frequency . Furthermore, the matrix collects the pulse waveforms for all the paths. We observe that fading uncorrelation is experienced when blocks are distributed in different time frames (e.g., in time-slotted communications such as 3G TD-SCDMA systems [26] ) or in different frequency bins (e.g., in frequency-hopping systems), provided that the interblock time/frequency interval is larger than the channel coherence time/bandwidth. Such an assumption is here needed to carry out the performance analysis of the proposed estimation methods, but the algorithms can be applied also in case of correlated fading (see [25] ).
Under the above assumptions, the channel is a stationary (up to the second-order statistics) random vector , with covariance matrix and block-correlation . The structure of the covariance matrix is related to the invariant power-delay features of the multipath pattern [25] . In particular, its rank, , is a measure of the number of equivalent paths (or macro-paths) that the system can resolve given the limited bandwidth of the transmitted signals. When a system has to be tailored to operate in many propagation situations, it is common to oversize the channel support , so that , and, thus, results rank deficient. Its -dimensional column-space , here referred to as the channel subspace, represents the subspace spanned by the channel impulse responses that are experienced over the propagation paths.
Based on the reduced-rank and the block-fading features of the multipath structure, the channel vector can now be re-parameterized in terms of a constant full-column rank matrix (containing the so called channel modes) and a block-fading vector (containing the corresponding modal amplitudes) [25] (3)
A possible (but not unique) choice for is the matrix containing the eigenvectors corresponding to the non-null eigenvalues of . The corresponding modal amplitudes are given by the components of with respect to these eigenvectors: , where is the diagonal matrix containing the positive eigenvalues of . Another example of basis expansion for channel estimation can be found in [22] .
B. Iterative Receiver Structure
The iterative receiver structure adopted in this paper is shown in Fig. 1 . It consists of a soft-in channel estimator, a sliding-window soft-input-soft-output (SISO) LMMSE equalizer [3] and a log-MAP SISO decoder [29] , separated by an interleaver and a de-interleaver (of size ). At each iteration, the soft channel estimator derives (as described later on in Section III) a new estimate for the channels by exploiting both the training symbols and the a priori log-likelihood ratio (LLR) for the data-bearing bits . The channel estimates are then used to perform equalization and decoding. Specifically, the SISO equalizer (or subsequently the decoder) uses the a priori information to evaluate the extrinsic LLR of each code bits (or ), as difference between the a posteriori LLR (or ) and the a priori LLR (or ). This refined soft information is de-interleaved (or interleaved) and it is passed to the decoder (or the equalizer) as new a priori LLR (or ) for further processing.
In the following, we focus on channel estimation. For further details on the equalization and the decoding tasks, in addition to the review above, we refer to the cited papers.
III. SOFT-BASED CHANNEL ESTIMATION
In the following, we address the problem of estimation of the channel from the ensemble of blocks . At first iteration the estimation is carried out from the training signals only, using the knowledge of the pilot symbols (the a priori information on is missing). After the first channel estimation, equalization and decoding of the blocks, the LLRs about the code bits are available at the input of the channel estimator and they can be exploited to refine the initial estimate. Namely, the a priori LLRs are used to compute the mean value and the variance , with , for each code symbol , . We recall that for QPSK modulation these statistics can be obtained as [3] (4) (5) with . Within the th block, the quantities (4) and (5) will be indicated as and , respectively. The convolution matrix built from the soft-valued data sequence is , while is the convolution matrix obtained from the data estimation errors . Some technical assumptions will be used in the remainder of the paper to perform channel estimation and to evaluate the performance.
A1) The training sequence is assumed to be the same in all blocks, , so that is independent of the block index. A2) The information-bearing sequence is assumed to be uncorrelated and the block size is assumed long enough so that the following approximations hold:
(both matrices are constant over the blocks). The parameter in (7) is obtained from the approximation (8) yielding where (9) is the sample variance of the information-bearing symbols . Since is constrained to be constant over the blocks, the sample average estimation of the symbol variance can be obtained with higher accuracy using all the blocks as .
Notice that the parameter represents the effective number of known data symbols that can be used for channel estimation in each block. It is indeed , with for missing prior information and for perfect a priori information . A3) The error sequence is assumed to be a stationary white process, independent from and with variance . This implies that (10) Before proceeding with channel estimation, it is convenient to rewrite the model (1) as Training Data (11) where, based on the assumptions above, the soft-valued data is known on every iteration and can be treated as an extension of the training sequence, while is an additive zero-mean noise, independent from . For the derivation of the estimation methods, we will consider as a white Gaussian vector with covariance . The variance can be obtained as from where we used the assumption A3. We, thus, get , being the SNR defined as in Section II. As expected, the power of the additional noise term depends on the symbol variance and, thus, on the data estimate reliability. In particular, the noise is null for perfect a priori information , while it affects the data field for uncertain a priori information , making the signal model (11) not homogeneous. The overall noise variance is indeed in the training-phase, while it is increased by a factor in the data-transmission phase to account for the unreliability of the soft values . Below we consider soft-based channel estimation from (11), at first without imposing any specific constraint on the channel structure and then imposing the channel-subspace invariance constraint (3) (for known ). The unconstrained estimate of is obtained block by block from the single-block (SB) measurement . We will briefly recall the following SB methods proposed in the literature to combine hard-valued pilot and soft-valued data symbols: the least squares (SB-LS) approach (see, e.g., [8] and [21] ); the mixing (SB-M) method (see [4] , [7] , and [12] ); the combining (SB-C) method, proposed in [4] and modified here for the estimation of frequency-selective channels. Next, we propose the approximate maximum likelihood (SB-AML) method based on the white Gaussian assumption (whiteness is an approximation as it holds only for diagonal, e.g., for symbol-spaced delays and Nyquist impulse waveform). A structured soft-based approach is finally obtained by the AML estimation of parametrized as (3), from the MB ensemble .
A. SB Channel Estimation 1) SB-LS Method:
The LS estimation of is obtained from the signal model (11) by minimizing with , yielding (12) This approach has the advantage of a very simple implementation but it is suboptimal as it does not take into account the noise (neither the additional term ).
2) SB-M Method:
The estimate of the channel vector is obtained as the minimizer of the mixed training-data objective with , where stands for the expectation with respect to the data calculated using the a priori statistics about the data bits at the input of the channel estimator.
After straightforward computations, it can be shown that the minimizer reads (13) where the matrix is defined as (14) here approximated according to the assumption A2. As pointed out in [4] , this estimate has the disadvantage that it is biased.
3) SB-C Method:
The combining method, originally proposed in [4] for the estimation of a scalar channel, is here re-proposed for the estimation of the frequency-selective channel . The SB-C method is based on a linear combination between the unbiased training-based LS estimate (15) and the biased data-based estimate (16) the latter being the minimizer of . The linear combination of the estimates (15) and (16) (17) is obtained according to two weighting matrices and , that are chosen so as to minimize the objective under the unbias constraint . In case of frequency-flat channel , the scalar weighting factors have a close form that is given in [4] . On the other hand, for the optimization with respect to the weighting matrices yields
where (see Appendix I for the proof). Notice that the solution depends on the unknown symbols ; thus, the matrix needs to be somehow approximated. According to the suggestion in [4] , we set where is the bit error probability at the output of the SISO decoder and . The disadvantage of this approach is the need of estimating . We also observe that for , the SB-C estimate (17) reduces to the SB-LS estimate (12), as it is:
, and .
4) SB-AML Method:
The unconstrained maximum likelihood estimate of from the nonhomogeneous model (11) and under the Gaussian approximation for is the minimizer of (20) which yields (see Appendix II) (21) where and (22) This method will be referred to as single-block approximate maximum likelihood (SB-AML) estimate. As expected, for perfect a priori information, in (20), it is and the AML estimate reduces to the usual LS approach.
B. MB Channel Estimation
By generalizing the results in [25] , here we consider the maximum likelihood estimation of from the MB measurements modeled as in (11) , under the Gaussian approximation for and under the channel structure constraint (3). The MB approximate maximum likelihood estimate (MB-AML) is obtained by the minimization of , with defined according to (20) , constrained to (3), yielding (23) represents the estimate of the projector onto the stationary subspace spanned by the channel covariance matrix weighted by , and it is obtained from the leading eigenvectors of the sample covariance matrix (24) As in the training-based case [25] , the MB-AML estimate (23) can be interpreted as a postprocessing of the whitened SB-AML estimate , so called because it has an identity matrix as covariance matrix. In fact, the covariance of the SB-AML estimate is (as it will be proved later on in next section) and, thus, that of the whitened vector is . This whitening operation is performed before the eigenvalue analysis to get uniform noise eigenvalues and, thus, allowing the separation of the channel subspace from the noise one. The MB-AML estimation (23) consists, indeed, of the projection of the whitened SB-AML estimate onto the subspace spanned by the leading eigenvectors of the matrix , computed from the ensemble of whitened SB-AML estimates.
Notice that, differently from the training-based estimate [25] , here the preliminary SB-AML estimate, the projection matrix and the whitening factor depend not only on the training signals but also on the a priori statistics of the data symbols. The soft MB-AML estimate (23) reduces to the training-based one only in case of missing ( and ) or perfect ( and ) a priori information.
IV. PERFORMANCE ANALYSIS AND COMPARISON
In this section, we evaluate and compare the MSE for the SB methods (SB-LS, SB-M, SB-C, SB-AML) and the MB-AML method for (as for perfect knowledge of the channel covariance ). We recall that , and are considered as independent. To simplify the notation, we also introduce the following Gaussian random vectors: (25) We further define the parameter .
A. Performance Analysis
Let be the channel estimate for any method presented in Section III, and denote the estimation error (26) In this section, we evaluate a close form for the correlation matrix of the estimation error (27) where denotes the correlation matrix of the argument vector. The expectation is taken with respect to the noise and the data symbols . The MSE is finally obtained as . The resulting MSEs for all the estimation methods are summarized in Table I , for the general case (second column) and for uncorrelated training sequence (third column).
1) SB-LS Method:
The estimation error (26) for the SB-LS method can be obtained from (11) , (12) , and (25), as (28) Recalling (25), (22) , and the independence assumption for the noise vectors in (28) , it can be shown by straightforward calculations that the error correlation matrix is given by (29) The corresponding MSE is shown in Table I (row 7) .
2) SB-M Method: Using (11), (13) , and (25), we can write the estimation error for the SB-M method as (30) where , and the term appears due to the approximation derived from (7) and (14) . The correlation matrix of (30) is, from (25) (31) The resulting MSE is given in Table I (row 8) .
3) SB-C Method:
The estimation error for the SB-C method (17) is derived assuming perfect knowledge of the matrix . Let us introduce the definition , the estimation error can be written, as proved in Appendix I, as (32) where , and are independent random vectors. It follows that the error correlation matrix is (33) where and depend on the data symbols , while the correlations for and are obtained from (25) as
By plugging these last results into (33) and taking the trace of the resulting matrix, we get the MSE shown in Table I (row 9) , where and .
4) SB-AML Method: The estimation error is derived from (11), (21), and (25), as (36)
Recalling (25) and the definition for , the correlation matrix simplifies according to ( 
37)
The corresponding MSE is given in Table I (row 10) .
5) MB-AML Method:
The MSE for the MB-AML method is here calculated for . Recalling from [25] that the SB-AML and MB-AML estimates are unbiased, we notice that asymptotically the correlation matrix (24) tends to (38) whose subspace is simply . This implies that the projector tends for to the projector onto , as for a perfect knowledge of the channel subspace. As a consequence, it is , and the estimation error can be written as a function of the SB-AML error as This result equals the CRB for (see Appendix III). The corresponding MSE is given in Table I (row 11) .
B. Performance Comparison
To simplify the performance comparison, in the following we will focus on the case of uncorrelated training sequence, i.e., for and . Under this assumption, the MSE performances simplify as shown in the third column of Table I .
The comparison between the SB performances (rows 7-10 in Table I ) shows that the AML approach has some definite advantages with respect to the mixing, combining and LS techniques. First of all, let us consider the estimation errors (28), (30) , (32) , and (36). The noise terms have zero mean; thus, all the estimates are unbiased, except the SB-M estimate, as it is (41) for . As highlighted in [4] , for (unreliable soft data) and , the bias (41) can prevent the turbo receiver from bootstrapping.
The results in rows 3-4-5 of Table I show that, for (missing a priori information), the MSEs for the SB-LS, SB-C, and SB-AML methods reduce to (42) i.e., the performance of the conventional training-based estimate (defined as in Section III). On the other hand, the ratio between the MSE of the SB-M method and the MSE of the training-based estimation is given by (43) that, for large and , simplifies to (44) This implies that in the SB-M receiver the use of data symbols can even worsen the estimate accuracy with respect to the conventional training estimate, thus making the turbo-equalizer deteriorate its performance through the iterations (as it will be shown later by simulation results in Section V and, particularly, in Fig. 6 for dB). On the other hand, for (i.e., for and ), all SB methods reduce to the LS estimate calculated from the overall sequence of known symbols, reaching the lowest MSE value
Let us now consider any intermediate values . By comparing row 3 (corresponding to the MSE of the estimator ) and row 10 in Table I , it can be seen that (i.e., the SB-AML estimate is always more accurate than the conventional training-based one). This improved accuracy, provided for any level of reliability on the data estimate, is another advantage of the AML approach. On the other hand, the SB-LS and SB-M methods perform worse than under the settings (46) and (47) i.e., for unreliable data and large SNR. Besides, the AML method outperforms the LS one for any , as it is (48) being (recall that ). Also, notice that the MSE ratio (48) reduces to 1 only when data symbols are perfectly known . So far, we have compared only the SB methods' performances. Let us now focus on the AML approach, and consider the MSE of the SB-AML and the MB-AML methods in rows 10-11 of Table I . We observe that in case of missing prior information (i.e., at the first iteration), it is and the MSE reduce to the training-based performance 
Finally, let us compare the MSE of the SB-AML and the MB-AML methods for the training-only case (superscript t), the training-plus-data case (superscript ) and the training-plus-soft-data case . We observe that the following relationships hold:
The first inequality can be easily proved by comparing the MSE of the SB-AML estimate in Table I (row 10 and column 2) with (49) and (51), and observing that it is , and, thus, (inequality between matrices is in the sense that the difference matrix is positive semidefinite). Recalling that is a projection matrix, this last result also implies that , proving (54).
In addition, from rows 10-11 in Table I , we can notice that the number of unknowns, affecting the MSE performance, is for the SB estimator while for the MB estimator it is reduced to the number of block-dependent amplitudes (as the projector is perfectly estimated for [25] ), leading to (55) To conclude, the AML method is unbiased and outperforms the training-based estimate for any . Numerical results in next section validate this conclusion. They also show that the AML-SB approach outperforms both the LS and the mixing methods, and the combining method in the case of unreliable data estimates. Furthermore, when integrated with MB processing, the proposed method allows a further MSE reduction by a factor with respect to the AML-SB approach, yielding the most accurate estimate among all other methods considered in this paper, even for block-wise varying channels.
As a final remark on the computational cost, we point out that all the SB methods have similar costs while the MB-AML requires an additional computational burden due to the postprocessing of the SB estimates. This cost is essentially due to the EVD of the correlation matrix requiring a complexity order of . A more efficient implementation is obtained by means of subspace tracking algorithms [27] , which can reduce the computational complexity up to , where is the rank order. The subspace tracking approach has also the advantage of adaptively estimating the channel basis when the multipath pattern gradually changes over the blocks.
V. NUMERICAL RESULTS
In this section, we compare by numerical simulations the estimation methods considered in Section III in terms of MSE and bit-error-rate (BER) performance. In all the simulations, a frame of 10 000 randomly-chosen equiprobable information bits is coded by a four-state convolutional code with generators and it is permuted by a random interleaver. The code bits are then mapped into 10 000 QPSK symbols and arranged into blocks with symbols each. A training sequence of QPSK symbols is obtained by adding a cyclic prefix of symbols to the sequence of length defined in [8] . The symbol duration is , and the waveform used for the transmission is a raised cosine pulse with roll-off factor 0.22.
The block-fading Rayleigh channel (2) is simulated as a vector, uncorrelated from block to block, using the following sets of multipath parameters.
• Model C1: resolvable paths with delays , mean powers and temporal support . • Model C2: resolvable paths with delays , mean powers and temporal support .
• COST-207 Hill Terrain (HT) propagation environment [32] : resolvable paths with delays , mean powers , and temporal support . The SB and MB methods defined in Section III will be used for the estimation of these channels. The MB method will be simulated under two different conditions: using as the projection matrix estimated from blocks or the true projector (as for an asymptotic estimate from blocks). Fig. 3 compares the analytical (lines) and simulated (markers) MSE for all SB methods ( , , , ) and the AML-MB method both for and for the asymptotic case . The number of data symbols used for channel estimation is in Fig. 3(a) and in Fig. 3(b) . The SNR is here set to dB, and the channel is modeled according to the multipath model C1. The MSE is shown versus the mutual information between the input code bits and the output a priori information . According to [30] , the LLR is simulated as a Gaussian variable, with mean value and variance . The relation between and is given by [30] (56)
The MSE results for the SB-C method are obtained either by approximating (as described in Section III-A-3 for a practical implementation) or by assuming perfect knowledge of (as in Section IV-A3). In the former case, the MSE values are only simulated (markers without lines), while in the latter case the MSE values are both simulated (markers) and evaluated analytically (lines) from Table I, using the true values of the transmitted data for the computation of the weighting factors . The MSE values for this ideal case of known have to be considered as a theoretic lower bound of the SB-C performance. As regards the MSE of the MB-AML method, the values for are only simulated (as the analytical results in Section IV-A-3 are valid for ), while those for are both simulated and analytical. For the analytical derivation of the MSE for the MB estimate with finite number of blocks, see [25] .
The results in Fig. 3(a) confirm that, for or , all SB methods have the same performance (except SB-M that is affected by a remarkable bias for low ). The MSE degradation of the SB-M method with respect to the other SB methods for follows from the analytical result (43): dB. The MSE reached for and equals the performance of the LS estimate evaluated from the training sequence only ( for ) and the whole training-data sequence when all symbols are known ( for ). As pointed out in Section IV, it is for all values, while for low the MSE of the estimate is above for both the SB-C method and the SB-LS methods (for ). For instance, for ( and ), the simulation confirms the MSE gains/losses evaluated from Table I : dB, dB, dB. It is also shown that dB for . Notice that for the SB-M case, the analytical and the simulated curves are slightly different, namely for intermediate values of mutual information due to the Gaussian approximation used in Section III. Fig. 3(b) compares the MSE of the AML-based methods versus the mutual information for and [the SNR and the channel model are the same used for Fig. 3(a) ]. Both the analytical (lines) and simulated (markers) values are shown. As expected, the MSE decreases for increasing , being the MSE inversely proportional to the number of symbols (see the analytical results in Table I) . Furthermore, the figure shows that the MB method can be more accurate than the SB one even using less soft symbols for the estimation. Fig. 4 shows the MSE versus the SNR, for all the estimation methods and for three different values of mutual information:
(top figure), (middle figure) and (bottom figure) . The channel is simulated according to the model C1. Again, the SB-M method performs worse than all the other methods. Its MSE is particularly high for and it does not improve for increasing SNR. This behavior is confirmed by the analytical performance in Table I (row 8, column 3) where the dominant term in the MSE is , leading to , being the data symbol decrease for and the channel power normalized to . This effect can be noticed also for (bottom figure) for large SNR. We can, thus, conclude that the use of a longer data sequence can lead to MSE degradations for the SB-M method, while it is always advantageous for the AML approach. A similar error-floor effect can be noticed also on the MSE performance for the SB-LS and SB-C methods, especially for . On the other hand, the MSE of the SB/MB AML estimates decreases linearly with the SNR providing a remarkable MSE gain with respect to the other methods, especially for low values of when using the MB approach. The benefits of this improved accuracy on the convergence of the iterative equalizer are shown later on through BER simulations. Fig. 5 shows the MSE of the SB methods and the AML-MB method for and 4, 5, 6. The simulation parameters are the same used for Fig. 3(a) , apart from the channel that is here modeled according to the standard model COST 207 HT. With respect to the results in Fig. 3(a) , the MSE gain achieved by the MB approach with respect to the SB one is higher here, as the factor is larger then for the model C1. This gain increases for decreasing from 6 to 4, as the first four paths have similar delays (the delay difference is below the sampling interval), and, thus, the effective number of resolvable paths is smaller than the number of paths . Notice, however, that for the simulated performances start to differ from the analytical ones, as the channel distortion induced by the reduced parameterization becomes relevant especially for moderate values of mutual information. The optimal rank value should be estimated from the sample correlation matrix as a trade-off between the estimate bias due to the reduced parameterization and the noise variance (see, e.g., the rank estimator adopted in [25] ).
Figs. 6 and 7 show the BER performance versus for the complete iterative receiver for iterations going from to . The channel model is simulated according to model C2 (Fig. 6) and C1 (Fig. 7) . The number of data symbols used for soft-based channel estimation is . Fig. 6 compares the receiver for known channel with the receiver based on SB-M (top figure) and SB-C/LS/AML (bottom figure) channel estimation. It can be seen that for large all SB methods have comparable performance, with SB-AML performing slightly better than the others. On the other hand, for dB the bias of the SB-M estimate is shown to worsen the receiver performance for increasing . Fig. 7 compares the AML-SB and AML-MB estimators highlighting the advantages of the MB approach: the performance of the MB receiver is far below the SB one and it is very close to the known-channel lower bound. For instance, at , the MB approach has an advantage of 0.4 dB over the SB approach.
Finally, for the channel model C1, Figs. 8 and 9 show the MSE of all the estimates ( , , , , ) for different values of iteration number and . It is important noticing that, for low mutual information between the data bits and the LLRs, i.e., either at the first iterations of the turbo processing or for moderate , the matching between the analytical and numerical performances for the SB-LS and SB-AML methods is not as good as in the previous analysis, due to the Gaussian assumption used in the MSE derivation. We recall that the analytical MSE for SB-C method is not shown here as it cannot be calculated in case of unknown transmitted data. The simulated MSE values for MB-AML refer to blocks, while the analytical ones were obtained assuming asymptotic conditions . Looking at the SB-M performance in Fig. 8 , it is evident the reason why the BER performances are not satisfactory for low values of . In fact, it turns out that the MSE performances deteriorates for increasing number of iterations. This affects the behavior of the overall structure. On the other hand, for high value of all the SB estimators behave similarly. The advantage of using the AML approach (either SB or MB) is confirmed in all figures, where this method is shown to achieve always better (or at least equal) performances than the other approaches.
VI. CONCLUDING REMARKS
This paper proposes the use of a MB-based estimate [25] for block-fading channels in the context of iterative (turbo) equalization. The soft MB-AML method exploits the invariance of the channel subspace across blocks and it estimates the channel using the soft statistics on the information-bearing data. This technique was demonstrated to be advantageous with respect to other methods proposed in the literature (SB-M, SB-C, and SB-LS) owing to the modal analysis performed on the channel covariance matrix.
The analytical performances expressions were derived for all the methods and then compared with the results of numerical simulations. It was shown that, for each value of mutual information and SNR, the performances of the proposed technique in terms of MSE are always overcoming those of the other methods. This improvement reflects on the behavior of the overall iterative structure; in fact, the BER results demonstrate how the proposed estimator can achieve performances closer to those obtainable with a complete knowledge of the channel and in a limited number of iteration (i.e., a faster convergence).
APPENDIX I SB-C WEIGHTING MATRICES DERIVATION
In [4] , the SB-C method is derived for the estimation of flatfading channels, thereby the weighting factors are scalar coefficients. In case of a frequency-selective channel, we need to extend the method using two weighting full (nondiagonal) matrices, one for the training-based estimate and one for the soft-based estimate. The training-based (15) and data-based (16) estimates can be expressed, highlighting their dependence on , as
where the noise terms are defined as , , while the matrix is given by 
Imposing now the unbiasedness constraint , we get , and, thus, . The weighting matrices and are obtained as the minimizers of the estimate MSE (62) where and are the covariance matrices defined, respectively, in (34) and (35). The minimization of the MSE under the unbiased-estimate constraint can be expressed as (63) where denotes the generalized derivative with respect to the complex matrix [31] . It follows that:
APPENDIX II SB-AML ESTIMATION
The solution (21) can be derived by rewriting the system (11) according to (66) yielding the homogeneous set of measurements (67) where . The AML estimate is now the minimizer of which equals (20) .
APPENDIX III CRAMÉR-RAO LOWER BOUND
Here we prove that the asymptotic MB-AML performance (40) coincides with the CRB for the estimate of from all the signals when . As observed in Section IV-A, for the MB sample correlation matrix tends to the weighted channel covariance (38). Thereby, the eigenvectors corresponding to the positive eigenvalues of the matrix can be considered as perfectly known by the MB estimator. The projector onto the -dimensional subspace spanned by those eigenvectors (i.e., the stationary channel subspace) is given by . The channel decomposition (3) is here performed by selecting as stationary component the known matrix . We get (68) Since is known, the unknown parameters for the MB estimator are only the entries of the vector . These have to be estimated from the signal (67) which is rewritten here as (69) Based on the parametrization (68), we can express the CRB as [31] (70) where denotes the matrix of sensitivities (71) while is the Fisher information matrix (FIM) for the measurement (69) 
