Advances in typing methodologies have been the driving force in the field of molecular epidemiology of pathogens. The development of molecular methodologies, and more recently of DNA sequencing methods to complement and improve phenotypic identification methods, was accompanied by the generation of large amounts of data and the need to develop ways of storing and analysing them. Simultaneously, advances in computing allowed the development of specialised algorithms for image analysis, data sharing and integration, and for mining the ever larger amounts of accumulated data. In this review, we will discuss how bioinformatics accompanied the changes in bacterial molecular epidemiology. We will discuss the benefits for public health of specialised online typing databases and algorithms allowing for real-time data analysis and visualisation. The impact of the new and disruptive next-generation sequencing methodologies will be evaluated, and we will look ahead into these novel challenges.
Introduction
In the past twenty years, the advances in several fields of biology, molecular biology in particular, led to an increased capacity to generate data. This resulted in the accumulation of large datasets and the need to store, manage and analyse them. This was the starting point for the development of the multidisciplinary field of bioinformatics. Hesper and Hogeweg originally coined the term bioinformatics in 1970 [1] . It was broadly defined as "the study of informatics processes in biotic systems". But it was the convergence of mathematicians, computer scientists, physicists, biologists, chemists and health professionals for the analysis of the biological data generated in the genomic revolution that resulted in the diverse disciplines comprised within bioinformatics. The field can also be subdivided into two large, interrelated subareas: data management, encompassing the creation and management of databases for biological data, and data analysis, ranging from the creation of mathematical and statistical models to computational tools and data mining techniques.
In bacterial molecular epidemiology, bioinformatics drove the creation of online databases for microbial typing data (e.g. antibiotic resistance profiles, phage typing, serotyping or other phenotypic information), the analytic methodologies for gel-based molecular typing techniques and the study and analysis of phylogenetic inference models.
In this review we aim to provide a perspective on the bioinformatics tools that have been applied in the field of bacterial molecular epidemiology. We will explore their applications in public health, documenting how they have changed and discussing possible avenues for future research and development in the field.
Online databases for bacterial typing
Microbial typing methods allow the characterisation of bacteria to the strain level, providing researchers with important information for surveillance of infectious diseases, outbreak investigation and control. These methods offer insights into the pathogenesis and natural history of an infection, and into bacterial population genetics [2, 3] , areas of research that have an important impact on human health issues such as the development of vaccines or novel antimicrobial drugs [4] , with significant social and economical implications.
Molecular typing methods, such as pulsed-field gel electrophoresis (PFGE), provided the intra-and interlaboratory reproducibility needed to create databases of isolates that could be used for longitudinal studies [3] . This allowed for bacterial typing to extend beyond outbreak investigation. Results were originally stored in local databases, using specialised software such as BioImage Whole Band Analyzer (Genomic Solutions, Inc, Ann Arbor, MI, currently discontinued) and GelCompar (currently GelComparII or Bionumerics from Applied Maths, Ghent, Belgium). These pieces of software, which integrated rudimentary database management and gel image analysis, were in fact the first widely adopted bioinformatics tools used in the field.
The ability to share information using the Internet led to the next step: the evolution of those software applications to distributed systems in which nationwide or worldwide comparisons could be performed. PulseNet, the molecular subtyping network for foodborne bacterial disease [5] was the first network that created local and central databases where laboratories from across the United States (US), could securely query nationwide data and compare their local samples. PulseNet is a governmental network initiated by the US Centers for Disease Control and Prevention and laboratories in several state health departments in the US, but has evolved to PulseNet International (www.pulsenetinternational.org/) [6] . PulseNet was created based on standardised PFGE protocols for the identification of pathogenic food-borne bacteria, relying on specifically trained technical personnel, but nowadays also integrates information obtained by other typing methods.
The network derives its strength from a series of bioinformatics techniques, implemented in the Bionumerics software, that range from optimised algorithms for gel image analysis and comparison to database management and secure sharing of data. The PulseNet online information system became the first distributed database for microbial typing with a direct application in public health and remains an example of the successful application of bioinformatics in typing and molecular epidemiology.
What the PulseNet distributed network achieved for PFGE, was much more simply achieved for multilocus sequence typing (MLST) [7] , due to the inherent portability of sequence data (i.e. data easily transferrable between different systems). MLST is based on the analysis of allelic profiles generated by comparing sequences to an online repository. In contrast to PulseNet, MLST websites host publicly accessible databases where any laboratory can submit data, while PulseNet is only accessible by their member laboratories due to privacy and confidentiality issues ( Table 1) .
The ability to easily share sequence data through the Internet [8, 9] is one of the main characteristics that made MLST the method of choice for clonal identification and tracking for many bacterial species. Currently available MLST databases (Table 1 ) are more commonly used for nomenclature purposes and may not reflect clonal abundance. The portability that is characteristic of MLST allows disambiguation when analysing and comparing results. Another important feature that contributed to its success was the possibility to infer patterns of phylogenetic descent through comparison of the allelic profiles. Even though MLST became the gold standard for long-term epidemiological surveillance of several species, PFGE remains important for outbreak [10] .
Several other sequence-based typing methodologies with online databases have become available. In contrast to MLST, the majority of these methods are only available for certain species, since they focus on non-housekeeping genes, and most are single locus sequence typing (SLST) schemes.
Taking Staphylococcus aureus as an example, several SLST were developed in the past decade. Two methods based on variable-number of tandem repeats (VNTR) were proposed, one relying on the direct repeat unit (dru) VNTR region adjacent to IS431 in SCCmec [11] , and the other based on the analysis of repeat patterns in the spa gene, the now widely used spa typing [12] . A major factor for the widespread use of spa typing was the implementation of a user-friendly software, Ridom StaphType. This tool allows the automatic assignment of a spa type from a DNA sequence in Fasta format or directly from chromatograms, through comparison with the centralised SpaServer [13] . Another SLST is ccrB typing [14] , originally developed for meticillin-resistant S. aureus (MRSA), but extended and applicable to all staphylococci containing the mecA gene, the determinant of meticillin resistance. Also this method benefits from online databases and tools.
A multilocus methodology that has recently shown promise for several bacterial species is multilocus VNTR analysis (MLVA). Similarly to MLST it produces a numeric profile, in this case of the number of repeats at each locus that can unambiguously identify a given strain (MLVA type). Its appeal derives from providing a highly discriminatory method that shows high congruence with MLST results for several bacterial species [15] , but is less expensive since sequencing of the loci is not necessary. Databases for a variety of schemes and bacterial species have been made available by several institutions (Table 1) . Some of these online databases offer users the possibility to create their own private or public database like MLVAbank [16] , MLVAplus or MLVA-NET [17] . A particular application of an MLVA scheme is the MIRU-VNTRplus Internet application for Mycobacterium tuberculosis [18, 19] .
Recently, a new sequence-based typing methodology was proposed using clustered regularly interspaced short palindromic repeats (CRISPR), a specific family of DNA repeats, conferring resistance to foreign DNA such as plasmids and phages. A database and tools are also available online (Table 1) .
With next generation sequencing (NGS) technologies comes the ability to quickly obtain complete or nearly complete genome sequences of thousands of individual strains. In spite of the great promise of these approaches, it is still unclear how whole-genome data on bacterial pathogens will be shared and used for bacterial population surveillance and possible applications in public health.
BIGSdb, is a database system recently proposed to handle NGS data of microbial genomes and perform analyses focused on extended MLST typing approaches, which can comprise thousands of genes, and also on other population analysis methodologies [20] . One such scheme is ribosomal MLST [21] that, by focusing on the same ribosomal genes, allows a universal characterisation of bacteria, encompassing all levels of bacterial diversity, from domain to strain.
In highly monomorphic and slowly evolving bacterial species such as M. tuberculosis or Bacillus anthracis, identification of single nucleotide polymorphisms (SNPs) by comparison to a defined archetypal strain, could also be a basis for analysis, imposing different requirements on an online database.
Tools for data analysis
The cornerstone of molecular epidemiology is the ability to compare the classification results obtained by a given typing method for two or more distinct isolates and to measure their relatedness. With that information, one can then support an epidemiological investigation or raise a hypothesis about phylogenetic relationship. In this section we will describe several of the techniques developed in the last decades and used in the analysis of molecular typing data.
The first methodologies used in analysis of the phenotypic and genotypic data, were classical techniques used in numerical taxonomy [22] , a field pioneered by P. Sneath and R. Sokal. The most popular are hierarchical clustering methods, which result in a unique tree representing the relationships between isolates, commonly called dendrogram or phenogram. From that tree, groups of related isolates are defined by a similarity level cut-off. These are mathematical methods that were implemented in generic statistical software or custom-made computer programmes. However, for the analysis of gel-based typing data, an integrated solution of image analysis and normalisation was needed prior to data analysis. This led to the development of the first tools specific for the analysis of gelbased typing methods. They allowed the quantitative analysis of large numbers of isolates and their comparison with databases of already characterised strains for gel-based methodologies such as PFGE, random amplification of polymorphic DNA (RAPD) [23] , amplified fragment length polymorphism (AFLP) [24] or any restriction fragment length polymorphism (RFLP) methodology. Presently, the most widely used and complete software solution for the analysis of gel-based typing methods is the commercially available Bionumerics, as it incorporates several hierarchical clustering algorithms for the analysis of typing data, as well as algorithms for the analysis of DNA sequences (Table 2) .
With the appearance of MLST, new analysis methodologies were developed that tried to incorporate a model of bacterial evolution and spread. eBURST (based upon related sequence types) [25] implements a simple model for the emergence of clonal complexes [26, 27] : a given genotype increases in frequency in the population and becomes a founder clone, and this increase is accompanied by a gradual diversification of that genotype, by mutation or recombination, forming a cluster of phylogenetically related strains. Software that performs eBURST analysis is available as freeware ( Table  2 ).
The eBURST algorithm was further extended by goe-BURST [28] , a global optimal implementation of the eBURST algorithm that guarantees a unique solution for the BURST rules, while simultaneously allowing an assessment of the validity of each drawn link. The goeBURST algorithm is not exclusive for the analysis of MLST sequence types (ST) and can also be used in the analysis of any other sequence-based typing method that produces an allelic profile, such as MLVA or even SNP data from NGS methods. goeBURST also clarified the relationship between BURST rules and the use of minimum spanning trees (MSTs), another commonly used method in the analysis of sequence-based typing methods. It showed that the definition of clonal complexes by goeBURST is identical to pruning an MST at a chosen number of differences in the profiles that are being compared. That MSTs are easy to interpret has made them one of the preferred representation methods of the relationships inferred from SNP data in a variety of studies [29] [30] [31] Although eBURST or goeBURST have been used extensively and successfully for determining the genetic population structure of many bacterial species, they also have limitations. As with other methods of phylogenetic reconstruction, the BURST rules do not specifically take into account recombination. Recombination is increasingly recognised as a major force in bacterial evolution, and when it involves segments of DNA larger than the internal gene fragments analysed by MLST, this will lead to the presence of the same alleles in strains from different genetic lineages. Horizontal gene transfer can therefore result in STs that have similar allelic profiles due to recombination, rather than recent shared ancestry. This is particularly true for some bacterial species such as Enterococcus faecium and Burkholderia pseudomallei in which recombination occurs with very high rates [32] . In other instances, recombination was even shown to occur between different species of the same genus [33] . To highlight recombination occurring within the analysed fragments different methods can be used, many are implemented in the software RDP3 [34] , while traditional phylogenetic methods are helpful in detecting recombination between different species. An important set of tools are implemented in the software MEGA (Molecular Evolutionary Genetics Analysis) [35] .
Table 2
Currently available software for the analysis of typing results
For the analysis of spa typing data, an algorithm was proposed to create clonal complexes from the sequence of repeats, based on an evolutionary model of repeated excision and duplication as well as single nucleotide substitutions and indels (insertions or deletions) (EDSI) [36] . This approach is available in the BURP (based upon repeat pattern) algorithm [37] , implemented in the Ridom StaphType software, but could also be applied to other VNTR analysis.
An important aspect in the analysis of typing data is the integration of the algorithm results with epidemiological data. This is usually done by annotation of the resulting trees or dendrograms. Bionumerics offers that possibility in its multiple analysis algorithms. The freely available PHYLOViZ software [38] offers a more dynamic interface for the integration of this information into a goeBURST analysis, in the expansion of the goeBURST rules to any number of loci and in MSTs.
In epidemiological studies, the spatial component is of great importance. The ability to monitor the geographic spread of clones at different levels (cities, countries, continents or worldwide) can provide a perspective of the dissemination of successful clones. The website www.spatialepidemiology.net provides users with a map-based interface that allows the display and analysis of epidemiological data for infectious diseases. It was used by the European Antimicrobial Resistance Surveillance System (EARSS) [39] to provide a genetic snapshot of the S. aureus population causing invasive disease in Europe, plotting spa typing data, antibiotic resistance and other epidemiologically relevant data [40] . The website can also be connected to the EpiCollect system [41] , allowing the real-time collection and annotation of data using any browser or smartphone.
The growing availability of sequence data also led to the increased popularity of model-based statistical analysis approaches. These focus on the use of Bayesian theory to infer the most probable population structure. The software applications STRUCTURE [42] , Clonalframe [43] and Bayesian Analysis of Population Structure (BAPS) [44, 45] are freely available, but have high computational requirements for large datasets. STRUCTURE and BAPS were initially proposed for classical population genetic analysis and try to infer possible population structures by identifying admixture events in the population history. Clonalframe was proposed for the analysis of MLST sequence data or alignments of multiple bacterial genomes and takes into account the possibility of recombination between sequences. More recently, BAPS was also adapted to detect and represent recombination between different populations and subpopulations [46] using MLST sequences as input. These methodologies can provide a much finer picture of how the phenomena shaping population structure interact and how they influence the final population [47] [48] [49] , but the computational needs and complex analysis of results still limit their application in the field of bacterial epidemiology.
Not all bioinformatics tools in molecular epidemiology were initially designed for clonal inference from typing data. Two freely available tools were developed with the goal of providing a quantitative comparison of typing methods. Ridom Epicompare is a stand-alone software that allows the calculation of Simpson's index of diversity [50] and 95% confidence intervals [51] for a typing method, and the concordance indexes of Rand [52] , adjusted Rand [53] and Wallace [54] for the assessment of congruence between typing methods [55] . The website www.comparingpartitions.info extends the features of Epicompare, by implementing confidence intervals for Wallace [56] and adjusted Rand [57] indices, as well as an adjusted Wallace coefficient and respective 95% confidence intervals [58] . These discriminatory and concordance indexes are now being used for evaluating the adequacy of a method for epidemiological typing. More recently these indexes were used to evaluate cut-off criteria for defining groups. This was done for multilocus variable-number tandem repeat fingerprinting (MLVF) patterns for S. aureus typing, including analyses of outbreaks and strain transmission events [59] as well as for PFGE [60] , and also for defining clones in Staphylococcus epidermidis [61] .
Bioinformatics for molecular epidemiology: the way forward
The advances in the last two decades in DNA sequencing capacity and bioinformatics led to an increase in the number of databases and software tools for microbial typing methods. The ability to freely share sequence data over the Internet, pioneered by MLST databases, was the turning point for the definition of a common language for the identification of bacterial clones.
However, the currently available databases suffer from several drawbacks. In some cases, data submission and curation protocols still rely heavily on human input with the exchange of files by email or other non-automated processes that are prone to human error and lead to extended response times by curators. Another missing feature is the absence of application programming interfaces for automatic querying and of standardised data sharing formats. These limitations make data collation a difficult and laborious manual process that requires integrating data from different databases and preparing them for analysis by available software. Consequently, a wealth of data is left largely inaccessible and unexplored.
The first step in tackling these problems is the definition of a common language to exchange data between databases and between databases and software. This is the starting point for the creation of database interoperability, i.e. the ability of tools in one database to query another, allowing for transparent data integration.
Current concepts and technologies for data integration are focused in the Semantic Web [62] and Linked Open Data concepts [63] . These concepts envision a datacentric approach with loosely standardised formats for information exchange, based on explicit data descriptions [64] . To achieve these goals, an ontology of terms in the field must be explicitly described. Ontologies provide a formal, standardised representation of the data and the relationships between the data entities [65] . Recently, the prototype of an ontology for microbial typing was proposed and made publicly available at www.phyloviz.net/typon/ [66] . The use of the ontology and the concepts of Linked Data for the construction of webservices for data exchange and validation could prove fundamental for the integration of the present techniques with the new NGS methods. This would allow NGS databases and data analysis algorithms to be validated against the large body of data available in existing databases.
The potential of NGS technology to become the ultimate methodology for bacterial identification and typing has been recognised by the scientific community, and the first steps towards its application have been taken.
NGS data result from a plethora of different technologies, each with its own strengths and caveats [67] . Running a single NGS analysis of an isolate will generate an amount of data that is orders of magnitude greater than that generated by other typing methods.
As an example, the reads of a single bacterial genome with 100-fold coverage, will occupy around 200 MB of disk space. To handle this amount of data requires a complex IT infrastructure that was not necessary before. This also generates computational challenges that must be addressed by specialised software. Cloud computing and the use of high performance computing facilities will mitigate this problem, but are not a substitute for optimised algorithms. Stimulating collaborations between computer scientists and mathematicians with interest in biological problems, and developing specific training programmes will be key to attaining this goal.
Since the technology has been in constant evolution and the algorithms are evolving with it, there is currently no stable pipeline for the analysis of NGS data [68] . Due to limited availability of expertise in this area, centralised hubs for NGS application in diagnosis and public health have been proposed [69] . As the technology matures, the situation may change, allowing the deployment of NGS at hospital level. Recent releases of commercial Windows-based software with a menu-driven approach are a first step towards this goal (Table 2) . However, it is important to note that at the current pace of innovation in NGS, these platforms frequently incorporate already superseded versions of algorithms that are under constant development in UNIX-based counterparts, less user-friendly, but freely available.
There are already several successful applications of NGS to a variety of public health problems, ranging from outbreak or short-term epidemiology investigations, to the discovery of unsuspected zoonosis cases and long-term epidemiology studies.
An event that received considerable media coverage was the outbreak of Escherichia coli O:104 haemolyticuraemic syndrome in Germany that started in May 2011. Due to the pioneering crowdsourcing efforts in annotating an early released genome of an outbreak isolate and subsequent follow-up analyses [70, 71] , it was possible to promptly develop a diagnostic PCR to identify outbreak isolates. Subsequent studies were able to propose that the outbreak strain, E. coli O104:H4, had emerged due to horizontal gene exchange, shedding novel light on the emergence of new pathogens [72] .
A recent pilot study focusing on the nosocomial pathogens MRSA and Clostridium difficile evaluated the feasibility of using benchtop sequencers for outbreak detection and surveillance at hospital level [73] . The ability to further discriminate isolates grouped together by other typing methods allowed a better understanding of the chains of transmission and supported infection control measures. Similar results were achieved when tracing an MRSA outbreak in a neonatal ward [74] .
Long-term epidemiological studies have also benefited from NGS technology. The evolution of extremely successful and clones with worldwide dissemination has been followed for MRSA and Streptococcus pneumoniae [75, 76] . Using SNP to identify phylogenetic relationships, these studies mapped the acquisition of mobile genetic elements and the fast-paced evolution of surface antigens that had frequently confounded previous analyses.
Most intriguing was the use of NGS to identify a probable zoonotic origin for autochthonous leprosy cases in the southern United States [77] . The study identified a unique genotype in this geographic area that also occurred in the armadillo population, strongly suggesting a zoonotic origin and a potential avenue for the control of this infection.
Two recent international meetings discussed and defined roadmaps in bacterial genomic identification and outbreak detection through the use of NGS.
The National Food Institute at the Technical University of Denmark issued a consensus report from an expert meeting on the perspectives of a global, real-time microbiological genomic identification system [78] . In this report it is recognised that within 5 to 10 years, DNA sequencers will likely be a common tool in clinical microbiology laboratories, and that the limiting factor will not be the cost of whole genome sequencing, but the creation of standardised pipelines to handle the large amounts of data generated. It was also highlighted that a clear and widely accepted concept of the term 'clone' was needed, and that the comparison with data from existing databases (for example MLST) will play a crucial part in validating whole-genome approaches and providing the link with currently accepted and validated methodologies. It was further recognised that achieving this goal required "a global system or at least inter-operable systems to aggregate, share, mine and translate the genomic data to direct part of the genomics efforts to address global public health and clinical challenges, a high impact area in need of focused effort" [78] .
A follow-up meeting was held in Washington, under the auspices of the United States Food and Drug Administration, also with the objective of establishing consensus guidelines in the field, focusing on NGS technology for outbreak detection. One of the most debated topics was the future development of databases for NGS data. The need for publicly available data repositories with NGS data from all bacterial domains was reinforced as a prerequisite for the development of new analysis methods.
These needs were also recently recognised in an expert consultation on molecular epidemiology hosted and organised by the European Centre for Disease Prevention and Control (ECDC) [79] .
As more data becomes available, it is clear that molecular epidemiology will also benefit from closer integration with basic research in evolution and population biology. Changes in databases and analysis tools will be needed to bring about this integration in order to empower stakeholders in everyday public health decisions.
Tools are being developed to integrate different sources of molecular epidemiology data as well as other metadata (place, time, etc). However, these efforts are still in their infancy, and greater emphasis will need to be placed on the integration of different information sources in the analysis algorithms. Through the combined analysis of this information we can obtain knowledge of the epidemiology of infectious diseases. In particular, the broader use of geographic information in phylo-geographical approaches will allow a better understanding of the spread of particular clones [80] .
Conclusions
Epidemiology has come a long way since John Snow investigated the cholera epidemic in Soho, London, in 1854. From hand-plotting cases on a map, we have come to depend on computing power and complex bioinformatics algorithms to make sense of the wealth of available molecular epidemiology data. It is clear that bioinformatics tools have raised the public health impact of the widely used typing methods. Similarly, the NGS revolution will not be extensively available to health professionals until several bioinformatics challenges have been solved and the results can be reported in a way that can be acted upon in everyday practice.
Integration of data of already established microbial typing methods, genomic and epidemiological databases and NGS data will be the next frontier in bacterial epidemiology. Once NGS becomes widely adopted, the development of software that analyses information from different data sources will be key to the synthesis of available knowledge. The public health community must also define standards for analysis and reporting, in order to produce the desired reproducibility and common language needed for typing based on NGS to be useful in clinical settings. More than ever, the need for a convergence of specialists of numerous disciplines in the field of bioinformatics will be fundamental to solve these challenges.
