We present an approach to Jacobi and contact geometry that makes many facts, presented in the literature in an overcomplicated way, much more natural and clear. The key concepts are Kirillov manifolds and Kirillov algebroids, i.e. homogeneous Poisson manifolds and, respectively, homogeneous linear Poisson manifolds. The difference with the existing literature is that the homogeneity of the Poisson structure is related to a principal GL(1, R)-bundle structure on the manifold and not just to a vector field. This allows for working with Jacobi bundle structures on nontrivial line bundles and drastically simplifies the picture of Jacobi and contact geometry. In this sense, the properly understood concept of a Jacobi structure is a specialisation rather than a generalisation of a Poission structure. Our results easily reduce to various basic theorems of Jacobi and contact geometry when the principal bundle structure is trivial, as well as give new insight in the theory. For instance, we describe the structure of Lie groupoids with a compatible principal G-bundle structure and the 'integrating objects' for Kirillov algebroids, define canonical contact groupoids, and show that any contact groupoid has a canonical realisation as a contact subgroupoid of the latter.
that there are artificial complications that arise when insisting on working with trivial line bundles, but their way of solving the problem is completely different to ours and makes use of Spencer operators.
Our framework produces, for any Lie groupoid G, canonical examples of contact groupoids C(G) ⊂ T * G, consisting of all covectors that vanish on vectors that are tangent to the source or target fibres. Interestingly, such examples are somewhat universal and generic; every contact groupoid can be represented or realised as a contact subgroupoid of a canonical one. We will of course be more precise in due course. Among the main results of this paper:
• We give the description of any G-groupoid in terms of a splitting into a product of the G-bundle of units and the reduced groupoid (Theorem 4.9). In the simplest case, this description reduces to the well-known groupoid extension by the additive R with a help of a multiplicative function.
• We show that Kirillov algebroids and R × -groupoids are related via Lie theory (Theorem 4.19).
• We present the Lie theory of Kirillov manifolds and contact groupoids, generalising and simplifying some known results of [8, 22] (Proposition 5.6).
• We prove that all contact groupoids have a realisation as a contact subgroupoid of a canonical contact groupoid (Theorem 5.7 ).
To sum up, our intention is to show how the setting of homogeneous Poisson geometry simplifies various concepts and problems of Jacobi and contact geometry. We would like to emphasize that, besides a number of new observations, the novelty of this paper lies mainly in the underlying approach that unifies and generalises various points of views, as well as establishes the proper language for the Jacobi and contact geometry. This results in a drastic simplification of proofs of various important facts spread over the literature and clarification of the strategies used. We hope that our work will put a new light on Jacobi and contact geometry as a whole, even if separate observations may seem to be known to the reader. Remark 1.1. The picture of Jacobi geometry -or better Kirillov geometry -in terms of R × -bundles and homogeneous Poisson structures allows for a natural generalisation thereof to the world of L ∞ -algebras via replacing the Poisson structure with a higher Poisson structure (also known as a P ∞ -structure). This leads to the notions of higher Kirillov manifolds and homotopy Kirillov algebras, see [4] .
Arrangement of paper:
In section 2 we recall the equivalence of line bundles and principal R × -bundles. We also remind the reader of the tangent and phase lift of R × actions as these will feature heavily throughout this work. In section 3 we show how R × -bundles appear in an essential way when dealing with Kirillov brackets and contact structures. We then turn our attention to Lie groupoids that have a compatible action of a Lie group upon them in section 4. In this section we examine the structure of such Lie groupoids and show how Kirillov algebroids and R × -groupoids are related via the Lie functor. In the final section 5 we proceed to the main concept of this work: Kirillov and contact groupoids within the framework of R × -groupoids.
Principal R × -bundles
In many cases, the Jacobi bracket is understood in the literature as a bracket on an algebra of functions on a manifold M , while a quick analysis shows its 'module nature', meaning that rank 1 modules (line bundles) form the natural and proper framework for such structures. The reason could be that, in the trivial case, sections of the bundle R × M → M are identified with the algebra A = C ∞ (M ) of functions, and the regular A-module structure on A looks exactly like the multiplication in A, although morphisms in the category of modules are different from these in the category of rings.
Using Jacobi-type brackets on sections of a line bundle L → M is nothing else but working with 'local Lie algebras' in the sense of Kirillov [23] , so we will call them Kirillov brackets. Moreover, the corresponding poissonisations live not on M × R but on the dual bundle L * with the removed 0-section, (L * ) × = L * \{0 M }, which can be recognized as a principal GL(1, R)-bundle equipped with a homogeneous Poisson tensor. Such structures we will call Kirillov manifolds (Kirillov structures). We are working with a contact structure if this tensor is actually symplectic. We generally use the identification GL(1, R) ≃ R × , where R × = R \ {0} is the group of multiplicative reals. The appearance of the non-connected group R × is forced by the fact that real line bundles over M are classified by a Z 2 = R × /R + cohomology of M .
Line bundles and principal R × -bundles
For a vector bundle E → M , with E × we will denote the total space E with the zero-section removed,
The latter is no longer a vector bundle, but a principal
depends on multiplication by non-zero reals. The bundle P(E) → M is known as the projectivisation of E.
Since R × = GL(1, R), in the case of vector bundles of rank 1, i.e. for line bundles, we have the following.
× establishes a one-to-one correspondence between line bundles over M and principal R × -bundles over M .
Denote the converse of the above association with P →P . In other words,P × = P . Let us introduce the notation P + =P * .
The fundamental vector field ∆ P of the R × -action on P = L × is nothing more than the Euler vector field ∆ L on L restricted to L × . We will refer to ∆ P , by some abuse of nomenclature, as the Euler vector field of P and the R × -action as the homogeneity structure on P . By employing t as the standard coordinate on R, and so R × , we can understand t as the fibre coordinate of P in some fixed local trivialisation. That is, (x a , t) can serve as local coordinates on P , where (x a ) are understood as local coordinates on M ; such coordinates we will call homogeneous coordinates. With respect to homogeneous coordinates the Euler vector field on P is simply ∆ P = t∂ t .
Tangent and phase lifts
The base manifold of a principal R × -bundle P will be generally denoted with P 0 , P 0 = P/R × . A fundamental observation is that principal R × -actions on P can be canonically lifted to principal R × -actions on TP (tangent lifts) and T * P (phase lifts), see e.g. [16] .
Proposition 2.2. Let π : P → P 0 be a principal R × -bundle with respect to an action h. Then, (a) TP is also canonically a principal R × -bundle, with respect to the action
The base of the corresponding fibration is the Atiyah bundle TP/R × , whose sections are interpreted as R × -invariant vector fields on TP or, equivalently, as the bundle DO 1 (P + , P + ) of first-order linear differential operators on the line bundle P + with values in P + .
(b) T * P is also canonically a principal R × -bundle, with respect to the action
The base of the corresponding fibration is the first jet bundle J 1 P + of sections of the line bundle P + .
In homogeneous local coordinates (t, x a ) on P , the naturally induced coordinates on the tangent bundle are (t,
Similarly, for the naturally induced coordinates (t, x a , p, p b ) on the cotangent bundle,
Note that, since the lifted actions are linear, we have actually a whole series of lifted actions, since the multiplication of (Th) s and (T * h) s by s k , k ∈ Z, gives a new principal action. The above one has the advantage that, for P coming from a vector bundle, P = E × , it can be extended to the lift of the corresponding action of the monoid (R, ·) of multiplicative reals, which in turn is the most efficient way to obtain the double vector bundle structures on TE and T * E [13] .
Let now Λ be a Poisson structure on a principal R × -bundle (P, h), and let Λ # be the corresponding vector bundle morphism
3)
The following is straightforward. 
Remark 2.4. The above reductions of TP and T * P can be extended to a reduction of the whole Courant algebroid structure on the Pontryagin bundle TP ⊕ P T * P to a structure of a contact Courant algebroid in the sense of [16] (or Courant-Jacobi algebroid in the sense of [12] ) on DO 1 (P + , P + ) ⊕ P0 J 1 P + . As we have a canonical pairing DO
analogs of Dirac structures can also be naturally defined (see [39] ).
3 Kirillov brackets and Kirillov manifolds
Kirillov manifolds
A line bundle equipped with a local Lie bracket on its sections, (L, [·, ·] L ), introduced by Kirillov [23] , is known in the literature also as a Jacobi bundle following [33] . Locally this bracket is given by
One can identify smooth sections of a line bundle L with smooth homogeneous functions of degree one on L * , and further also with homogeneous functions of degree one on the principal R × -bundle
L on sections of L, we can try to define a Poisson bracket {·, ·} Λ , associated with a linear Poisson structure Λ on L * , using the identity
However, unlike the case of a Lie algebroid, this bracket is generally singular at points of the zero-section. Instead, one has to define a Poisson tensor on L * × . Indeed, in dual coordinates (
This identification allows for a very useful characterisation of Kirillov brackets (c.f. [16, 33] ) in terms of Kirillov manifolds (Kirillov structures).
Definition 3.1 ([16]). A principal Poisson R
× -bundle, shortly Kirillov manifold, is a principal R × -bundle (P, h) equipped with a Poisson structure Λ of degree −1. A morphism of Kirillov manifolds φ : P → P ′ is a Poisson morphism that intertwines the respective R × -actions.
Evidently, Kirillov manifolds form a category under the standard composition of smooth maps. We summarise all the above observations as:
There is a one-to-one correspondence between Kirillov brackets [·, ·] L on a line bundle L → M and Kirillov manifold structures on the principal R × -bundle P = L * × given by (3.1).
Remark 3.3. Local representation (3.2) identifies (locally) Kirillov manifolds with Jacobi manifolds in the sense of Lichnerowicz [27] ,
In other words, for a trivial principal R × -bundle P = M × R × , the reduced tangent and cotangent bundles can be identified as
and the reduced map (2.4) is nothing but the vector bundle morphism
induced by the Jacobi structure.
Coisotropic submanifolds of Kirillov manifolds
Recall that a submanifold S of a Poisson manifold (P, Λ) is called coisotropic if the ideal of functions vanishing on S is closed under the Poisson bracket. In the context of a Kirillov manifolds (P, h, Λ), of particular interest are coisotropic submanifolds which are simultaneously R × -subbundles; we will call them coisotropic Kirillov submanifolds or simply coisotropic subbundles. The natural inclusion S ֒→ P implies S 0 ֒→ M , where S 0 = S/R × is the reduced manifold. Of course, in the traditional language, S 0 is called a coisotropic submanifold of the corresponding Jacobi structure (cf. [24] ).
Suppose now that S is a coisotropic subbundle of the Kirillov manifold P . It is clear that in local coordinates (t, x α , y i ) on P adapted to S, so (t, x α ) form a coordinate system on S, that the Poission structure on P encoding the Kirillov manifold structure is of the form
where we require Λ ij = 0 and Λ i = 0 on S. Hamiltonian vector fields X h := {h, ·} Λ where h ∈ I S are tangent to S and so form an integrable distribution. The corresponding foliation is known as the characteristic foliation of S. The space of leaves, if smooth, will inherit a Kirillov manifold structure. Studying reductions, deformations, etc., of coisotropic subbundles is an interesting but extensive task, which we postpone to a separate paper.
Contact structures
Proceeding to contact structures, first note that a nowhere-vanishing one-form α spans a trivial one dimensional vector subbundle [α] of T * M . Associated with α is a canonical embedding
. In natural local coordinates the canonical embedding is given by
were t is the (global) coordinate on R and locally we have α = dx a α a (x).
Proposition 3.4. The nowhere-vanishing one-form α is a contact form if and only if the trivial principal bundle
The above propositions is essentially a well-known rewording of the standard notion of the 'symplectisation' of a contact form. In particular, it is easy to see that in Darboux coordinates
which gives the symplectisation of α remembering that t = 0. Moreover, note the that contact form can be recovered from
where ∇ is the Euler vector field on the principal R × -bundle [α] × , i.e. the fundamental vector field of the R × -action. All this implies the following.
Proposition 3.5. [16]
A line subbundle C of T * M is locally generated by contact one-forms if and only if C × is a symplectic submanifold of T * M . Definition 3.6. A principal R × -bundle (P, h) equipped with a 1-homogeneous symplectic form ω, i.e. a symplectic form such that (h t ) * ω = t ω (t = 0), will be referred to as a contact structure. In other words, a contact structure is a Kirillov manifold whose Poisson structure is invertible (symplectic).
Let ∇ be the Euler vector field on P , ∇ : P → TP . It is easy to see that the composition η = ω ♭ • ∇ : P → T * P is a one-form on P which takes values in basic covectors, η(y) = π * (Ψ(y)) ∈ T * y P , Ψ(y) ∈ T * π(y) P 0 , so can be viewed as a map Ψ : P → T * P 0 which locally has the form (3.4). Consequently, the range C × (P ) = {Ψ(y) | y ∈ P } of Ψ is a a symplectic submanifold in T * P 0 . Thus we get the following.
Theorem 3.7.
[16] Any contact structure (P, ω, h), where P is an R × -bundle over P 0 , can be canonically symplectically embedded into T * P 0 as a symplectic principal R × -bundle of the form C × for a line subbundle C ⊂ T * P 0 .
Remark 3.8. Commonly, a contact structure on a manifold M is understood as a maximally nonintegrable hyperplane distribution D ⊂ TM , locally given as the polar (annihilator) of a line bundle C ⊂ T * M generated by contact one-forms, D = C 0 . We will refer to such hyperplane distributions D ⊂ TM as contact distributions to avoid confusion. In our language, contact structures are homogeneous symplectic structures on a principal R × -bundle P , while in the classical language they are certain hyperplane distributions on the reduced manifold M = P/R × .
Example 3.9. The canonical symplectic structure on the cotangent bundle T * M is linear, thus homogeneous on (T * M ) × . The symplectic homogeneous manifold P = (T * M ) × represents therefore a contact structure. In the traditional language it is a canonical contact structure on the reduced manifold (T * M ) × /R × , i.e. on the projectivisation P(T * M ) of the cotangent bundle.
Example 3.10. Consider a principal R × -bundle (P, h). It is easy to see that the canonical symplectic form on the cotangent bundle T * P is homogeneous with respect to the lifted action T * h, so T * P represents canonically a contact structure. If we write P = L * × , then in the traditional language this is exactly the canonical contact structure C on the reduced manifold T * P/R × which is the first jet bundle
For the trivial bundle L = R × M , the canonical contact structure C is the trivial line subbundle of T * (R × T * M ) generated by the contact form α = dz − p a dx a . Thus we have
, which we equip with local coordinates (t, z, x a , p b ) and thus the symplectic structure on P is
Remark 3.11. Contact structures on nonnegatively graded manifolds further equipped with homological contact vector fields were studied by Mehta [34] using a more traditional language than put forward here.
In particular, for the degree 1 case he showed that there is a one-to-one correspondence between such structures (with a global contact form) and Jacobi manifolds. The line bundle approach to the concept of a generalized contact bundle can be found in the work of Vitagliano & Wade [40] . Furthermore, the R × -principal bundle approach can also be applied to the notion of a contact structure on a Lie algebroid following Ida & Popescu [17, Remark 4.2] 4 Principal bundle Lie groupoids and algebroids
Morphisms of Lie groupoids and Lie algebroids
Our general reference to the theory of Lie groupoids and Lie algebroids will be Mackenzie's book [32] .
Let G ⇒ M be an arbitrary Lie groupoid with source map s : G → M and target map t : G → M .
There is also the inclusion map ι M : M → G, ι M (x) = ½ x , and a partial multiplication (g, h) → gh which is defined on G (2) = {(g, h) ∈ G × G : s(g) = t(h)}. Moreover, the manifold G is foliated by s-fibres G x = { g ∈ G| s(g) = x}, where x ∈ M . As by definition the source and target maps are submersions, the s-fibres are themselves smooth manifolds. Geometric objects associated with this foliation will be given the superscript s. In particular, the distribution tangent to the leaves of the foliation will be denoted by T s G. To ensure no misunderstanding with the notion of a Lie groupoid morphism we recall the definition we will be using.
) be a pair of Lie groupoids. Then a Lie groupoid morphisms is a pair of maps (Φ, φ) such that the following diagram is commutative
and
subject to the further condition that Φ respects the (partial) multiplication; if g, h ∈ G 1 are composable, then Φ(gh) = Φ(g)Φ(h). It then follows that for x ∈ M 1 we have Φ(½ x ) = ½ φ(x) and Φ(g
Consider a Lie groupoid G ⇒ M . A subset H ⊂ G is a Lie subgroupoid if it is closed under multiplication (when defined) and inversion. In particular, we have that 
* by passing to the polar. It is also well known that via a differentiation procedure one can construct the Lie functor
that sends a Lie groupoid to its Lie algebroid, and sends morphisms of Lie groupoids to morphisms of the corresponding Lie algebroids. However, as is also well known, we do not have an equivalence of categories as not all Lie algebroids arise as the infinitesimal versions of Lie groupoids. There is no direct generalisation of Lie III, apart from the local case. The obstruction to the integrability of Lie algebroids, the so called monodromy groups, were first uncovered by Crainic & Ferandes [6] . To set some notation and nomenclature, given a Lie groupoid G, we say that G integrates Lie(G) = A(G). Moreover, if Φ : G → H is a morphism of Lie groupoids, then we will write Φ ′ = Lie(Φ) : A(G) → A(H) for the corresponding Lie algebroid morphism, which actually comes from the differential TΦ : TG → TH restricted to s-fibres at submanifold of M .
Let us just recall Lie II theorem as we will need it later on; This generalisation of Lie II to the groupoid case was first proved by Mackenzie & Xu [31] . A simplified proof was obtained shortly after by Moerdijk & J. Mrčun [35] . Note that the assumption that the Lie groupoid G is source simply-connected is essential.
Compatible group actions on Lie groupoids and algebroids
In our study of Jacobi and contact groupoids we will encounter Lie groupoids that have a compatible action of R × upon them; compatibility to be defined shortly. However, as the basic theory of compatible group actions on Lie groupoids is independent of the actual Lie group, we discuss the general setting here focusing on what we will need later in this paper. Definition 4.3. An action h : G× G → G of a Lie group G on a Lie groupoid G ⇒ M is called compatible with the groupoid structure if h g : G → G are groupoid isomorphisms for all g ∈ G. A principal G-bundle π : G → G 0 is a principal bundle G-groupoid (G-groupoid in short ) if the principal action of G on G is compatible with the groupoid structure.
Similarly, a G-action on a Lie algebroid A is compatible if the group acts by Lie algebroid isomorphisms, and we get a G-algebroid if a principal G-action is compatible with the Lie algebroid structure.
Remark 4.4. The reader should immediately be reminded of Mackenzie's notion of a PBG-groupoid [29, 30] , which is close to ours, although Mackenzie, being interested in extensions of principal bundles, starts with a principal G-structure on the manifold M of units extended accordingly to a Lie groupoid G. The other difference is that what we call a Lie groupoid is a differentiable groupoid in the sense of Mackenzie, and his Lie groupoids in [29, 30] (or locally trivial Lie groupoids in [32] ) form much smaller class and are understood as particular transitive Lie groupoids. However, the following observations are independent of these details and so are probably already known to Mackenzie.
1. The action of G on G commutes with the source and target maps, thus projects onto a G-action on the manifold M . Moreover, M as an immersed submanifold of G is invariant with respect to the G-action, and the projected and restricted actions coincide.
2. As the action of G on G is principal, it is also principal on the immersed submanifold M , so M inherits a structure of a principal G-bundle. In particular, the quotient manifold M 0 = M/G exists.
The reduced manifold
, with the set of units M 0 , defined by the following structure:
where π : G → G 0 is the canonical projection. In fact, the above constructions imply, tautologically, that (π, p) : G ⇒ M → G 0 ⇒ M 0 is a morphism of Lie groupoids with the above structures. This concept is essentially of double nature: a G-groupoid is a principal G-bundle object in the category of Lie groupoids. From the point of view of Jacobi and contact geometry, the most important will be of course R × -groupoids.
Remark 4.5. It is well known that a G-action on a set X is equivalent to a groupoid morphism of G into the pair groupoid X × X. It can be shown that if X = G is a (Lie) groupoid and the action is by automorphism, then the morphism of G into G × G is simultaneously a morphism with respect to the other, namely Cartesian product groupoid structure on G × G (with M × M as the set of units, which is simultaneously the pair groupoid over M ). A G-groupoid can be therefore also defined as a (double) groupoid morphism of G (viewed as a double groupoid) into the double groupoid (in the sense of Ehresmann) G × G, with the diagram
Of course, we are unable to develop the corresponding theory here: replacing the group G with a groupoid leads to groupoid morphisms in the sense of Zakrzewski [36, 44] , which are nowadays also called groupoid comorphisms.
It is easy to see that a compatible principal G-structure on a Lie groupoid G induces canonically a compatible principal G-structure on the Lie algebroid Lie(G). Indeed, if h : G × G → G is such a structure, then via the first Lie theorem, h
define a free G-action on Lie(G) by automorphisms. This action is also proper, as the Lie functor is a restriction of the tangent functor; the tangent lift of a proper group action is a proper group action. Actually we have the following theorem on integrability of G-algebroids. Proof. It remains to prove that if g → h ′ g gives rise to a compatible principal G-action on Lie(G), then g → h g is also principal and compatible. Via the Lie second theorem we know that the latter is a free G-group action as Lie groupoid automorphisms. This action is smooth, as it comes from the induced G-action on the Weinstein groupoid of admissible paths in Lie(G). It only remains to show that this group action is proper.
Of course, M is an invariant submanifold of this action and the 'integrated' action coincides with the original action on M ⊂ Lie(G), thus is proper. Moreover, the integrated action on G projects via the source map s to the action on M which implies that the integrated action is proper. Indeed, having two compact sets
Remark 4.7. The above theorem can be derived from the main results of Stefanini [37, 38] describing, roughly speaking, integrability conditions for G-algebroids with G being a Lie groupoid. However, the Lie group case is substantially simpler, so we decided to present the direct proof.
Structure of G-groupoids
Let now G be a G-groupoid with the structure diagram
Proposition 4.8. The map
is a diffeomorphism.
Proof. The map S is clearly a diffeomorphism if the principal
and with these identifications the map S : G 0 × G → G 0 × G is the identity. As the bundle G → G 0 is locally trivial, the map S is generally a surjective local diffeomorphism. It is also globally injective, thus a global diffeomorphism. Indeed, S(y) = S(y ′ )implies that π(y) = π(y ′ ), so y ′ = yg for some g ∈ G, and therefore s(y ′ ) = s(y)g. But S(y) = S(y ′ ) implies also s(y ′ ) = s(y), so that g = e (the action is free) and y = y ′ .
Using the above identification, we can transmit the G-groupoid structure from G onto G 0 × M0 M . The G-action is clearly (y 0 , x)g = (y 0 , xg), the embedding of units is ι M (x) = (½ x , x), and the source map reads s(y 0 , x) = x. Knowing the inverse we could define the target map and the composition. It is easy to see that the inverse of y = (y 0 , x) is y −1 = (y Then, any G-groupoid structure on the manifold G 0 × M0 M equipped with the principal G-action (y 0 , x)g = (y 0 , xg), the source map s(y 0 , x) = x, and such that the projection (y 0 , x) → y 0 is a groupoid morphism, is uniquely determined by its target map t. On the other hand, a map t : G 0 × M0 M → M , t(y 0 , x) =: y 0 .x, can serve as such a target map if and only if it has the following properties (holding for all x ∈ M ):
Note that (i) − (iii) mean that t is an action of G 0 on p : M → M 0 (c.f. [32, Definition 1.6.1]), and (iv) means that the action is G-equivariant. The G-groupoid determined by t as above we will denote G 0 × t M0 M and called t-split G-groupoid. Thus, any G-groupoid (4.3) is t-split for some t(y 0 , x) = y 0 .x satisfying (i) − (iv).
There are two particular cases of the above construction which are of great importance. The first is the case of a trivial principal bundle, M = M 0 × G which is always a local form of any G-groupoid. In this case we can use the identification G 0 × M0 M ≃ G 0 × G and replace the map t satisfying (i) with a map b : G 0 → G. Indeed, any map on a Lie group commuting with all the right-translations is a left-translation, so can we write t(y 0 , σ(y 0 ), g) = (τ (y 0 ), b(y 0 )g). Now, the properties (i) − (iv) can be reduced to
0 , i.e. to the fact that b : G 0 → G is a groupoid morphism. This is of course always the local form of any G-groupoid. The corresponding G-groupoid structure, denoted with G 0 × b G, is an obvious generalisation of the groupoid extension by the additive R with a help of a multiplicative function considered in the literature (cf. [8, Definition 2.3]), and we have shown that this construction is in a sense universal. Thus we get the following. Theorem 4.10. For any G-groupoid structure on the trivial G-bundle G = G 0 ×G there is a Lie groupoid structure on G 0 with the source and target maps σ, τ : G 0 → M 0 and a groupoid morphism b : G 0 → G such that the source map s, the target map t and the partial multiplication in G read
Another particular case is that of a bundle of groups, i.e. a groupoid in which the source and the target map coincide (the anchor map ρ = (s, t) is diagonal ). This means that G 0 is a bundle of groups and the map t is trivial, t(y 0 , x) = x. Any G-groupoid with diagonal anchor splits therefore as the product G = G 0 × M0 M in which all groupoid operations come from G 0 and the principal G-action from M . This is in particular the case of a G-vector bundle, i.e. a vector bundle τ : P → M on which G acts principally by vector bundle automorphisms, which means in this case that the G-action commutes with the natural homogeneity structure l : R × P → P that is associated with homotheties of the said vector bundle structure. In other words, (tv)g = t(vg) and we have the diagram
where, as we already know, τ, τ 0 are vector bundles, and π, π 0 are principal R × -bundles. We stress that this double structure is not a double vector bundle. In particular, P 0 is not canonically embedded in P , but we have a variant of isomorphism (4.4),
In other words, we get the following generalisation of [16, Theorem 3.2] .
Theorem 4.11. If τ : P → M is a G-vector bundle, then there is an induced principal G-action on M and the splitting E = M × M0 P 0 , where P 0 = P/G is a vector bundle over M 0 = M/G. The G-vector bundle structure on P comes directly from this splitting in the obvious manner.
Linear R × -bundles
When dealing with Jacobi and contact geometry, principal R × -bundles π : P → P 0 that also carry a compatible vector bundle structure τ : P → M are an essential part of the theory. We will refer to such structures as linear R × -bundles. We are free to employ local homogeneous coordinates of the form (t, x α , y i ) on P , where (t, x α ) represent coordinates on M and (x α , y i ) on P 0 , so that the R × -action h reads
and (t, x α , y i ) → (t, x α ) is a vector fibration. We will use the following fundamental fact. It is easy to see that, starting with coordinates (t, x a ) in M , where t ∈ R × , identification (4.7) takes in the above cases the form
, and
Kirillov algebroids vs R × -groupoids
Assuming that a Kirillov manifold is equipped simultaneously with a compatible vector bundle, we get the following. Remark 4.14. If the principal R × -bundle is trivial, our concept of a Jacobi algebroids coincides with the one introduced and studied in [11, 12] and that of a generalized Lie algebroid in [18] . In full generality, the notion of a Kirillov algebroid is equivalent to that of an abstract Jacobi algebroid, defined in [24] as a Lie algebroid and together with a representation thereof on a line bundle, see [16] for a closer description and proof of this equivalence.
We will denote a Kirillov algebroid as the quadruple (P, h, l, Λ), where h and l are R × and R-actions, respectively, or simply (P, Λ) where no risk of confusion can occur. In local homogeneous coordinates, the Poisson structure must be of the form
where (t, x, y) are coordinates of (h, l)-bidegrees (1, 0), (0, 0), and (0, 1), respectively. Remark 4.16. The above construction is in principle equivalent to the one described in [11, Remark 2] and, for trivial R × -bundles, it leads to the construction of a Lie algebroid associated with a given Jacobi structure, as presented in [22] . The above description, however, is strikingly simple.
We must draw attention to the similarities with Lie algebroids. In particular Lie algebroid structures on a vector bundle are equivalent to linear Poisson structures on the dual vector bundle; there is an equivalence of categories here. In [16] the following was proved (expressed now in our language). One has to take a little care here, as the above picture is dual to the description in terms of homogeneous Poisson structures. In particular, in the above proposition we make the identification E = P * as vector bundles over P 0 = P/R × . × -bundle will be called Jacobi groupoids. If the Poisson structure is non-degenerate, i.e. a symplectic structure, then we will speak of a contact groupoid.
Remark 5.2. In other words, a contact groupoid is a homogeneous symplectic groupoid, i.e. a symplectic groupoid (G, ω) equipped additionally with a compatible principal R × -bundle structure h such that R × acts by groupoid isomorphisms and ω is homogeneous of degree 1 with respect to this action, h * t ω = t ω. Symplectic groupoids have been defined by Weinstein [41] and, under different names, independently by Karasev [21] and Zakrzewski [43, 44] . They can be understood as groupoids G ⇒ M equipped with a multiplicative symplectic form ω. The notion of a homogeneous symplectic groupoid can be traced back to Libermann [26] , however her notion of homogeneity is in terms of a vector field and not an action of R × , so does not cover the case of an arbitrary line bundle.
and the reduced morphism can be viewed as a map
3) associated with a Jacobi structure on G 0 . This map is a groupoid morphism for the groupoid structures determined by that on G 0 ×R × , so according to Theorem 4.10, by the groupoid structure of G 0 and a multiplicative function b : G 0 → R × , which reduces to a multiplicative function log |b| into the additive group of reals. This leads to the definition of a Jacobi groupoid as presented in [19] , although the explicit form of the groupoid structures on T * G 0 × R and TG 0 × R, expressed in terms of G 0 and b, is quite complicated. Our 'Kirillov version' of the Jacobi groupoid is not only more general, but conceptually simpler. The technical complications of the definition in [19] , together with the presence of the multiplicative function log |b|, come from insisting on working with trivialisations of principal bundles.
The above observations do not change if we consider a contact groupoid; in particular we still have a Kirillov manifold M which is generally not a contact manifold. Definition 5.5. A Kirillov manifold is said to be an integrable Kirillov manifold if it arises from a contact groupoid as described above.
By minor modification of the classical results on the integrability of Poisson manifolds and in view of Theorem 4.19, we are led to the following; Note finally that the contact distribution D(G, h, ω) and the contact structure C(G, h, ω) are related by the polar condition: one annihilates the other in the canonical pairing between the tangent and the cotangent bundle. Since the partial multiplication in the cotangent and tangent groupoid are related by the condition
) , it can be easily seen that C(G, h, ω) is a subgroupoid if and only if D(G, h, ω) is a subgroupoid.
Remark 5.8. To be very clear, Ψ : G → T * G 0 is in general not a Lie groupoid morphism (a contact form on G 0 need not to be multiplicative), however the range of Ψ is a contact subgroupoid of T * G 0 . Thus we have a canonical realisation of G rather than a genuine morphism between contact groupoids. 
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