Abstract
1. Introduction
Brief review of previous UK recommendations for electron dosimetry
In 1971, the HPA published a practical guide to electron beam dosimetry (HPA1971). This was based on the use of a graphite-walled Farmer chamber having an in-air exposure calibration in a 2 MV x-ray or a 60
Co gamma-ray beam and used composite correction factors, C E . It was later supplemented by recommendations for lower energy electron beams which followed the same general approach,but which were based on the use of a thin-window parallelplate chamber (HPA 1975) . Both of these were superseded by the 1985 code of practice (HPA 1985) . This retained the same designated chambers, but now with calibrations in terms of air kerma at 2 MV or 60 Co. Because there were still a very limited number of designated chambers recommended for beam calibration use, the code retained the concept of composite factors, C e , combining all relevant data for the beam energy and the particular chamber at the calibration measurement point. It was supplemented by additional recommendations for parallel-plate chamber use in 1992 (IPSM 1992) . A more recent electron dosimetry code of practice included a wider range of designated chambers (IPEMB1996). This and other changes necessitated the use of the more flexible approach based on establishing the N D,air calibration of the chambers of interest and then providing all relevant data for each designated chamber and for a range of beam energies and depths. For parallel-plate chambers the N D,air calibration was realized via intercomparison in a relatively high energy electron beam against a calibrated cylindrical chamber. A detailed evaluation (Nisbet et al 1998) of the 1996 code has been carried out, comparing this with the previous 1985 code and with the IAEA (1997) and AAPM (1994) recommendations for electron dosimetry current at the time. At about the same time, a comprehensive dosimetry intercomparison was undertaken, involving all UK radiotherapy centres then using electron beams clinically (Nisbet and Thwaites 1997) .
In general terms, UK electron dosimetry recommendations have tended to follow the similar approaches used at the time for high energy photon beams (e.g. HPA 1983) up to 1990. However since that date UK megavoltage photon beam dosimetry recommendations have rested directly on calibrations in terms of absorbed dose to water, following publication of the IPSM (1990) code of practice. This is based on the calibration service introduced in 1989 by the National Physical Laboratory (NPL) using a graphite calorimeter as the dosimetry primary standard system. The NPL service was unique in providing directly determined calibration factors 1 in terms of absorbed dose to water, N D,w , over a range of beams including 60 Co gamma rays and x-rays of nominal energy 4-19 MV (quality index from 0.57-0.79), rather than just being based on 60 Co. The code of practice provides a much simpler formalism and a significant reduction in the uncertainties involved in the determination of absorbed dose in reference conditions, as compared to the previous approaches based on air kerma chamber calibrations. More recently, the NPL has developed a similar graphite calorimeter service for electron beams, providing directly determined N D,w calibration factors over a range of electron beam energies. The underlying objective has been to provide similar improvements in electron beam calibration dosimetry as have been realized and are well-established for photon beams. This is in keeping with the evolution of other recent national and international dosimetry recommendations (DIN 1997 , IAEA 1997 , AAPM 1999 , IAEA 2000 . However, not many standards laboratories can currently provide directly determined absorbed dose calibrations over a range of megavoltage photon and electron beams, and generally not at all for electron beams since their access to a sufficient range of beams and qualities is limited (often to 60 Co only). Thus the UK system based on the direct NPL calibration service differs from most other current approaches to the implementation of absorbed dose to water dosimetry protocols, which generally employ indirect 60 Co based factors. A recent review of practical experience and the likely overall uncertainties involved in the clinical use of the IPSM (1990) code of practice has been given by Thwaites (2003) .
One of the principal advantages of obtaining calibration factors directly in terms of absorbed dose to water over a range of beam qualities, as compared to an air kerma based approach, is that each ion chamber is directly characterized at each of those beam qualities. All air kerma approaches rely on characterizing chamber types as a whole (for example to determine perturbation correction factors) rather than individual chambers. Measurements made at NPL (McEwen et al 2001) and elsewhere indicate that there are much larger chamberto-chamber variations in electron beams than in photon beams. It is, therefore, less reliable to assume that all chambers of a given type behave in the same way and this is one source of increased uncertainties for the older approaches. This limitation is still present in applications of absorbed dose to water protocols where an N D,w factor is provided for only one reference beam quality, commonly 60 Co, and theoretically derived or generic experimental beam quality correction factors are then used to move to other beams and qualities.
Development of the NPL absorbed dose calibration service for electron beams
The NPL calibration service for electron beams is based on the primary standard electronbeam graphite calorimeter and yields a direct calibration of an ionization chamber in terms of absorbed dose to water. The calibration is a two-step process. First, reference ionization chambers are calibrated against the calorimeter in a graphite phantom at a specified reference depth. A theoretical conversion of the calibration factor is then carried out from graphite to water. User chambers are then compared with the NPL reference chambers in a water phantom, also at a specified reference depth. The formalism was first proposed by Burns et al (1994) and is described in detail in appendix C. The uncertainty in the calibration is estimated to be ±1.5% at the 95% confidence level, representing a significant improvement over air kerma based protocols (e.g. IPEMB (1996) , IAEA (1987 IAEA ( , 1997 ).
Prior to the introduction of this new code a number of trial calibrations of the service have been carried out (McEwen et al 2001) . These trials involved 17 UK radiotherapy centres supplying a total of 46 chambers of the NACP, Markus, Roos and Farmer types. Calibration factors were derived from the primary standard calorimeter at seven energies in the nominal energy range 4-19 MeV. Investigations were also carried out into chamber perturbation corrections, polarity effects, ion recombination and repeatability of the calibration process. The instruments were returned to the radiotherapy centres for measurements to be carried out comparing the NPL direct calibration with the 1996 IPEMB air kerma based code of practice.
The trials are described in detail by McEwen et al (2001) . In summary, it was found that, in general, all chambers of a particular type (for Farmer, NACP and Roos designs) showed the same energy response within experimental uncertainties and that polarity and recombination behaviour was also reasonably consistent. Perturbation corrections were obtained and were found to agree well with the standard data used in the IPEMB (1996) Code. In particular, no difference was seen between the NACP and Roos chambers. However, it was found that results could be significantly variable for some examples of the Markus chamber. Based on this work, the Markus design is not recommended as a designated chamber for absolute dosimetry (see section 2.1.2 and appendix B).
The results of the comparisons between measuring dose using the approach based on the NPL service providing direct N D,w calibrations and the air kerma based approach embodied in the IPEMB (1996) code of practice show that the stated doses are greater using the new approach. The change in stated dose was no more than 2% for individual chambers of Farmer, NACP and Roos designs and generally less than 1%. However, for Markus chambers the results were much more variable with a mean difference of around 2%.
It is likely that in the future absorbed dose primary standards will move from being based on graphite calorimeters to being based on water calorimeters. In this case the absorbed dose to water is derived directly in a water phantom. A review of calorimetry can be found in Williams and Rosser (1999) .
Current code of practice
The current code of practice for electron beam dosimetry is intended to replace the previous UK recommendations (IPEMB 1996) . It provides a comprehensive approach based on the NPL absorbed dose to water calibration service, which supplies direct N D,w for designated chambers at specified reference depths in a range of electron energies. Electron beam quality is specified in terms of R 50,D , the depth in water along the beam central axis at which the dose is 50% of the maximum. The calibration factors, and other data are specified as functions of this quantity. Any underlying basic data are consistent with internationally recommended values, as generally adopted by standards laboratories. The calibration factors are valid for unambiguously specified reference depths, 0.6R 50,D − 0.1 cm in water, which show good consistency in matching spectra at chamber calibration in the standards laboratory beams and also at beam calibration in the wide range of hospital accelerator beams.
The general approach used for beam calibration and in the code puts electron dosimetry on the same basis as the recommendations for megavoltage photon dosimetry (IPSM 1990) and improves consistency between those different modalities, between different chambers and between different beam qualities. It reduces chamber-to-chamber variations by having the calibrated chambers individually specified over a range of electron beam qualities. It gives reduced uncertainties and a simpler formalism than previous air kerma calibration based recommendations for electron dosimetry. The approach is compatible with the recent IAEA (2000) code of practice.
The changes in stated dose are expected to be no more than 2% compared to those obtained using the previous code of practice (IPEMB 1996) for the chambers designated in the current code, with average changes expected to be close to 1% for the Farmer design chambers and to 0.5% for the NACP and Roos designs.
The practical code of practice is contained in section 2. This gives the procedures to be followed to determine the absorbed dose to water at the stated reference point in an electron beam using a calibrated electron chamber of one of the designated types. It also gives guidance on the practical methods to be followed to transfer from measured dose at the reference point to dose at other points in the beam and deals with the case of beam energies outside the direct calibration range. This section can be used as a stand-alone code if so required. Appendices A and B give further practical information on corrections to the instrument reading and on chamber characteristics respectively. Appendix C details the underlying formalism and appendix D discusses the input data required and gives the sources of recommended numerical values for any relevant factors. Appendix E provides estimates of the uncertainties associated with use of the code. (2000) . It must be calibrated traceably to national standards at the NPL, the chamber against the electron absorbed dose to water standards in terms of dose per unit charge collected and the electrometer in terms of charge collected per unit electrometer reading (appendices A.4.8, D.2). The electrometer must allow the voltage applied to the ion chamber to be set to at least two different voltages differing by a factor of 2 or more and also must enable the applied polarity to be reversed (see appendix A). If the ion chamber is not inherently waterproof, a waterproofing sleeve of 1 mm maximum thickness, made of polymethylmethacrylate (PMMA) or similar low atomic number plastic material is required (see section 2.2.1).
List of symbols
In accordance with normal practice for calibration dosimetry, instruments or systems are also required to provide measurements of the local air pressure in the room and to measure the temperature of the phantom near the ion chamber.
In order to specify the beam quality and other beam characteristics, a system is required to measure depth-dose curves (e.g. a water phantom with a scanning facility).
Designated chambers.
The absorbed dose to water under reference conditions in an electron beam should be determined using one of the following designated ionization chambers:
(i) the NE2571 cylindrical graphite-walled Farmer chamber, manufactured by NE Technology (Thermoelectron) 2 ; (ii) the PTW 30004 cylindrical graphite-walled Farmer chamber, manufactured by PTW 3 (now also numbered as 30012); (iii) the NACP-designed parallel-plate chamber (Mattsson et al 1981 , NACP 1981 , manufactured by Scanditronix 4 under the name 'NACP electron beam chamber' (there are two designs of this chamber, differing in their waterproofing arrangements; only the type-02 is designated); (iv) the Roos-designed parallel-plate chamber , manufactured by PTW under the name 'Roos chamber', type 34001.
Cylindrical chambers are only recommended for use in electron beams where the mean energy at the reference depth is greater than approximately 5 MeV. In practice this implies that the beam quality specified in terms of R 50,D 4 cm of water (or specified in terms of the mean energy at the surface, E 0 9.5 MeV).
Where particular makes of chamber are mentioned, this is on the basis of long term practical experience of a number of samples by the NPL or by the centres involved in the pilot testing of the service (section 1.2) and also on the specific observations and results from that testing exercise. Appendix B gives a discussion of the performance requirements for electron chambers and lists the characteristics of those recommended.
For practical purposes it is recommended to have at least two designated chambers which can cover the whole range of electron energies, i.e. parallel-plate chambers. One of these may be treated as the local reference chamber and one as the field instrument. Calibration of the local reference chamber against national standards is recommended at least every 2 years. This is more frequent than the recommendations for the photon secondary standard chamber, since parallel-plate chambers are inherently less stable than cylindrical chambers. One possible approach is to alternate the two chambers so that one is calibrated each year. The electrometer to be used in the local reference system needs to be calibrated at least every 3 years. The chamber and electrometer can be calibrated separately and do not need to be sent to the standards laboratory together.
Effective point of measurement.
A practical ionization chamber does not sample the electron fluence that is present in the undisturbed phantom at the point corresponding to the geometrical centre of the chamber cavity. The difference between this and the fluence in the cavity depends on a number of factors, one of which is the fluence gradient across the chamber. This gives rise to the concept of the effective point of measurement P eff . A practical definition of P eff is that depth in the medium where the average energy is the same as in the chamber; then stopping-power ratios as conventionally evaluated can be used. The effective point of measurement is closer to the radiation source than the centre of the cavity. The displacement of P eff from the geometrical centre depends mainly on the chamber geometry and for practical use the shift is assumed to be independent of depth. For use in an electron beam the effective point of measurement of the chamber must be placed at the depth at which the dose is required. It must be ensured that the same effective point of measurement is used during calibration of the chamber and its subsequent use. This ensures the accurate transfer of the dose from the primary standard to the reference point in the user's beam.
For cylindrical chambers used close to the depth of dose maximum and at greater depths in megavoltage electron beams a spread of experimental data is available. A reasonable representation of this data is given by taking the effective point of measurement to lie at 0.6r towards the radiation source from the centre of the chamber, where r is the internal radius of the cavity (Johansson et al 1978 , Thwaites 1985 , Kubo 1988 ). However, it may be noted that the experimental values are not strictly consistent with the practical definition of P eff given above. For parallel-plate chambers, P eff is taken to be at the centre of the inside surface of the chamber front window. The NPL absorbed dose calibration of parallel-plate chambers takes account of the water equivalent thickness of the chamber front window, therefore this should also be taken into account when using such chambers to determine dose in section 2.2.
Corrections to 'chamber reading'.
In this code, the 'chamber reading' refers to the ionization charge or current indicated on the attached electrometer in any convenient units. It is normal practice as a first step to correct the reading for any differences between ambient air conditions at the time of measurement and the standard conditions for which the calibration factor applies (20
• C, 1013.25 mbar and 50% humidity being NPL standard conditions), and also for any ion recombination and polarity effects in the particular beam involved. A correction for the absolute calibration of the electrometer is also required. Details of these corrections are given in appendix A. Thus the term 'corrected reading' used in this code has this meaning.
Measurements in an electron beam
2.2.1. General points. Sections 2.2.2 and 2.2.3 define the beam quality specifier and the calibration reference depth respectively. Sections 2.2.4-2.2.10 deal with practical measurements in electron beams to determine these parameters from depth-dose distributions and to determine absorbed dose at the reference point and relative dose at other points. This section summarizes some general considerations to be taken into account when carrying out any of these measurements.
The preferred phantom material for measurements in an electron beam is water. This is the primary recommendation, in order to minimize uncertainties due to the recognized problems associated with other phantom materials, i.e. the need to scale the depth, fluenceratio uncertainties, charge storage problems in insulating materials and sample variability (appendix D.4). The NE 2571 and PTW 30004 should be waterproofed with a thin plastic sleeve, no thicker than 1.0 mm, whilst the designated parallel-plate chambers do not require any extra waterproofing. The following sections are written assuming that a water phantom is used, as this is the expectation for all measurements involved in the calibration of clinical electron beams. However positional uncertainties may be increased when using a water phantom, depending on the construction of the phantoms available, more so for lower-energy beams. There may also be other circumstances, such as quality control measurements, where plastic phantoms are more convenient. Therefore secondary recommendations are given for the use of plastic phantoms, primarily for measurements in lower-energy beams. However, this is a less desirable alternative, associated with increased uncertainties. The phantoms considered are epoxy-based solid water substitutes, PMMA and polystyrene. The use of these alternative non-water phantoms is dealt with in section 2.2.8 (and appendix D.4).
Phantoms should be large enough laterally to provide adequate margins around the field being used for measurements for scatter effects to be fully accounted for. As a general guide an extra 5 cm margin around each side of the field is more than adequate. For similar reasons there must also be sufficient phantom material, at least 5 cm, beyond the greatest depth of measurement.
All ionization chamber measurements in an electron beam require the chamber to be positioned with its effective point of measurement at the depth of interest (section 2.1.3). Besides the corrections for ambient conditions, corrections for polarity and ion recombination must be considered and applied,as they are generally significant (see appendix A). In particular, it must be recognized that these corrections may vary with the depth of measurement in a given beam, as well as with the ionization chamber and polarizing voltage applied. The ion recombination corrections can be relatively large in a scanning-(swept-) beam system. They are not as large in a pulsed (scatter foil) system but can still be significant (at a few per cent).
Where source-to-surface distance (SSD) is mentioned in the following sections it is intended to mean the nominal or indicated SSD.
Beam quality specification.
In this code of practice the beam quality specifier for electron beams is taken to be R 50,D . This is the depth on the central axis in water (in cm) at which the absorbed dose is 50% of the maximum value, measured at or close to 100 cm SSD and in a field size at least large enough to ensure that the measured value is independent of field size. The latter condition is equivalent to ensuring that the determination of the appropriate value of R 50,D is in a field size large enough to give scatter equilibrium at the central axis. The appropriate field sizes will depend on the beam energy and also on the detailed characteristics of accelerator design and performance, so they should be determined for the particular user beams. Scatter equilibrium is generally achieved with field sizes of at least 10 cm × 10 cm or 12 cm × 12 cm for beam qualities up to R 50,D = 6.5 cm (E 0 up to 15 MeV), but may require field sizes of at least 20 cm × 20 cm for higher beam qualities.
The beam quality specifier, as defined above, is obtained from the measured central axis depth-dose curves (section 2.2.4). However R 50,D can also be obtained from a determination of R 50,I , the depth in water at which the depth-ionization curve, measured in similar conditions, falls to 50% of its maximum value. R 50,D can be obtained for most of the beam qualities considered in this code of practice to within 0.5 mm from R 50,I , using :
for (2 R 50,I 10 cm; 5 E 0 24 MeV). For lower energy beams (R 50,D 4 cm, E 0 9.5 MeV) R 50,D and R 50,I are indistinguishable within experimental uncertainties. Absorbed dose calibration factors are given from the NPL calibration service as a function of R 50,D . Other parameters are also given in this code in terms of this beam quality specifier. It must be noted that the value of R 50,D obtained as specified above, in a sufficiently large field, is the beam quality specifier for all irradiation conditions using that particular energy setting on that accelerator. It must be used for selection of calibration and other factors and data for all fields for that energy setting on that machine, including for small field sizes which can have very different depth-dose curves from those of larger field sizes, due to lack of scatter equilibrium in smaller fields.
In previous electron dosimetry recommendations, beam quality was specified by E 0 the mean energy at the surface and some other parameters were selected using E z , the mean energy at depth z. However these energy parameters were obtained from measurements of range parameters, specifically R 50,D and R p , the practical range. The current approach is designed to simplify procedures as there is now no need to equate range parameters to energy parameters for selection of the basic calibration factors. However energy parameters may be required in some conversion steps, for example for field size factors, depending on the ionization chambers used. Energy parameters are also useful in some practical clinical calculations and much of the literature on clinical dosimetry is available in terms of energy parameters. Therefore, this code gives approximate energy parameters in a number of places to link to statements of beam quality in R 50,D . Where both are given, the beam quality specification in R 50,D takes precedence. For completeness, some details of the energy-range relationships are given in appendix D.5, which allows the user to link current specification to previous energy specifications.
Calibration reference depth.
The reference depth, z ref , adopted here for calibration measurements in a beam of quality R 50,D follows the suggestion of Burns et al (1996) :
For lower quality beams (R 50,D 4 cm, E 0 9.5 MeV) this calibration reference point will typically be found to lie at or very close to the depth of dose maximum. However, for higher quality beams this will often not be the case and the calibration reference depth will typically be at a greater depth than the depth of dose maximum. This set of depths has been selected as it gives a significant improvement in consistency between stopping power ratios, and hence also chamber calibration factors, for a wide range of clinical electron beams and for beams from standards laboratory machines (Burns et al 1996) , thereby improving accuracy (see appendices D.2 and D.3).
The chamber calibration factors supplied by NPL are for these specific reference depths in water. The same reference depths must be used at chamber calibration and for the absorbed dose calibration measurements in clinical electron beams, to ensure the close applicability of the calibration factors, i.e. to ensure that the energy spectra, mean energy, etc are similar, from one to the other.
Determination of central-axis depth-dose curves
(i) Central-axis depth-dose curves can be obtained from depth-ionization curves measured using an ionization chamber. The depth scale of the curve should be set up taking into account the position of the effective point of measurement of the chamber and the equivalent thickness of the front wall of the chamber. The most accurate curves will be obtained with a thin-window parallel-plate chamber, particularly in the region from the surface to around the ionization maximum. Therefore it is recommended that one of the designated parallel-plate chambers be used. Polarity and ion recombination effects vary with depth and should be considered for different depths, although generally the effect on the depth-ionization curve will not be significant (see appendix A). Their magnitude and variation can be derived from a set of representative measurements, of sufficient width to characterize the chamber behaviour in the beams of interest and at the polarizing voltage being used. Pressure and temperature corrections should not be required for such relative measurements provided the phantom has been allowed to come to thermal equilibrium.
The relative ionization measurements at different water depths should be converted to relative dose values by multiplying each one by the appropriate water-to-air stopping power ratio s w/air (R 50,D , z w ) selected for the beam quality and the water depth, z w , of the measurement. Appropriate data can be taken from table 1, or can be obtained by using the fitting equation given in appendix D.2, on which table 1 is based. The depth-dose curve thus obtained should be normalized to a value of 100% at the maximum. Strictly, perturbation (in-scattering) factors should also be included in this conversion, because they vary with depth as the mean energy varies. However, if one of the designated parallel-plate chambers is used this variation is negligible.
(ii) Central-axis depth-dose curves can also be measured directly using p-type diodes (Rikner 1985, Rikner and Grusell 1986) or diamond detectors (e.g. Heydarian et al 1993 , Laub et al 1999 in water, taking care to account for the effective point of measurement obtained from the design specification. However, the performance of any such systems should be tested against depth-dose curves obtained using ionization chambers for at least a limited set of measurement conditions covering at least the highest and lowest energy beams.
It should be noted that some diodes supplied commercially are specifically intended for photon beam use and have high atomic number material added close to the sensitive volume in an attempt to improve the relative photon energy sensitivity. Such modified 'photon' diodes are not suitable for use in electron beams. Unmodified diodes are denoted 'electron' diodes by some manufacturers. This terminology is used here. This highlights the need to be thoroughly familiar with the equipment to be used and its behaviour in the beams of interest as regards any aspect affecting the determination of absorbed dose. (iii) Measurements should be carried out with the surface of the phantom positioned at the SSD to be used clinically. The phantom should be large enough to meet the requirements of section 2.2.1 for the largest field to be measured. It should also be at least thick enough in the direction of the beam to give sufficient measurements beyond the practical range to determine the behaviour of the bremsstrahlung tail. Besides measurements of depth-dose curves in reference conditions, as required for the determination of beam quality specifier for each beam and to determine the reference point required for the absolute determination of absorbed dose in each beam, depth doses should also be determined at any other SSDs to be used clinically and over the range of beam energies and field (applicator or additional shaping) sizes available. For small field sizes, if the dimensions of the designated ionization chamber in the direction across the field are too large relative to the field width, 'electron' diodes, diamonds or alternative dosimetry systems (point (v)) may be used.
For depth-dose measurements using scanning water phantom systems, where the detector is moved vertically, care should be exercised that meniscus effects do not occur. Moving towards the surface will minimize the risk. If the beam is horizontal, the depth scale must be set up taking into account the effective thickness of the phantom wall, using scaling recommendations as given in section 2.2.8. For each energy to be measured, scan speed and/or step resolution should be chosen so that they do not have a significant effect on the determination of the curve and the range parameters obtained from it.
(iv) Water is the primary recommended phantom material. If depth-dose curves are measured in any other phantom material, e.g for low energy beams, all depths must be scaled as described in section 2.2.8. Strictly, different fluence ratios, h m , should also be included at different depths, since they vary as the mean energy varies. However this is generally a small effect as regards its influence on depth-dose curve determination. This is discussed in appendix D.4.4. (v) Other dosimetry systems may be used, for convenience, speed or better spatial resolution (e.g. film dosimetry). However it is recommended that such systems are thoroughly checked against ionization chamber measurements. Further details of practical procedures for use in the determination of depth doses and other distributions can be found, for example, in Williams and Thwaites (2000) and Klevenhagen (1993) .
Determination of absorbed dose at the reference point
(i) The absorbed dose in an electron beam should be determined with one of the designated electron chambers, traceably calibrated to national standards, as discussed in section 2.1. (ii) It is recommended that the phantom material should be water. Secondary guidance on the use of alternative phantoms is given in section 2.2.8 for situations where this is not possible or practical. The use of other phantoms will increase the uncertainties. The phantom should be at least large enough to meet the requirements of section 2.2.1 with respect to the calibration field, i.e. to provide sufficient scatter. The thickness, t, in the direction of the beam should be at least
( 2.3)
The phantom and chamber should be allowed to come to thermal equilibrium. (iii) The phantom should be set up under reference conditions, i.e. with its front surface at the normal SSD to be used clinically, i.e. at or close to 100 cm (in the range 90-110 cm) and using a reference field size of at least 10 cm × 10 cm (where the field size chosen will normally be that which is used locally to normalize output factors). The chamber should be positioned so that its effective point of measurement is situated at the reference point, i.e. on the central axis of the field and at the reference depth (see also appendix D.3).
If the beam enters through one of the sides of the water phantom and the wall thickness is significant, then the wall thickness should be corrected to a water-equivalent depth using the appropriate scaling factor (see section 2.2.8). (iv) Repeated measurements should be taken for a known monitor unit setting, to ensure stability of the systems and the readings. The chamber readings should be corrected for polarity and ion recombination effects at that position in that electron beam and for any difference between ambient conditions and the standard conditions for which the calibration factor applies (appendix A). The temperature used in the latter correction should be the temperature of the phantom, which may be different from that of the air in the room. The factor to convert the reading as indicated on the electrometer to charge or current should also be applied (appendix A.5). (v) The absorbed dose to water at the position in the electron beam of the effective point of measurement of the chamber at z ref , when the chamber is replaced with water, is given by
where M ch,w is the corrected chamber reading and N D,w (R 50,D ) is the calibration factor for the chamber to convert the reading in this quality beam at the specified reference depth to absorbed dose to water. M ch,w is given by (appendix A)
where M raw is the raw chamber reading indicated by the electrometer, f TP is the factor to correct ion chamber reading for temperature and pressure (appendix A.2), f pol is the factor to correct ion chamber reading for polarity effect (appendix A.3), f ion is the factor to correct chamber reading for ion recombination (appendix A.4) and f elec is the factor to convert electrometer reading to absolute charge (appendix A.5 Sr check-source measurements are useful to check the stability of parallel-plate chambers, as with cylindrical chambers. Check sources for both Farmer and parallel-plate chambers are available commercially. Such sources may require a positioning jig to be constructed for the particular source and chamber to ensure that the two can be positioned reproducibly in relation to each other. Commercial jigs are available for a number of chamber types.
Transfer of dose from calibration reference point to the depth of dose maximum.
If the calibration reference point is not at the depth of dose maximum, which will typically be the case for higher energy electron beams, the measured dose at the reference depth, D w (z ref,w ), should be converted to that at dose maximum, D w (z max ), using appropriate central axis depthdose data. This is necessary as the dose at the depth of dose maximum is normally the value required for normalization of clinical dosimetry systems and calculations. The depth-dose data should be taken from curves obtained with the same experimental geometry as for the dose determination in section 2.2.5 and measured following the procedures of section 2.2.4. It is generally expected that the conversion will be by no more than a few per cent, i.e. that the reference depth will lie no more than a few per cent down the depth-dose curve beyond the depth of dose maximum in the reference field.
Determination of relative output factors.
For electron beams, output factors, OF, for different field sizes are generally measured and tabulated as the ratio of the dose at the depth of dose maximum in the non-reference field, D w (z max ) non-ref , relative to the dose at the depth of dose maximum in the reference field,
(2.7) Different field sizes may have different depths of maximum dose, particularly for higher beam energies. In particular, smaller field sizes, below the size that gives lateral scatter equilibrium at the central axis, will have maximum doses at shallower depths than the reference field size. For each of these the position of the dose maximum should be determined from a central axis depth-dose determination in this field. Then an output factor relative to that for the reference field should be measured. If 'electron' diodes or diamond detectors are used, the ratio of the readings in the two situations (non-reference and reference) is expected to give a direct measure of the output factor, although it is recommended that these systems be checked against ionization chambers for at least a sufficiently wide range of situations to be confident of their relative behaviour.
If ionization chambers are used, the relative ionization readings must be corrected for the depth variation in water-to-air stopping power ratio if the depths are different, using the data from table 1. It must be noted that the beam quality specifier used to select the appropriate stopping power ratio data is the same for all fields for the same nominal electron energy setting on the accelerator (section 2.2.2). If a chamber is used which has perturbation (in-scattering) factors significantly different to unity, for example the Farmer chamber, then these factors too will vary with depth and additional corrections will be required if the depths of dose maximum in the non-reference field and the reference field are different. Information on perturbation factors for the Farmer chamber at different depths can be found in IPEMB (1996) , expressed against mean energy at depth, and in appendix D.6. The designated parallel-plate chambers have negligibly varying perturbation factors and so are recommended over other ionization chambers for these measurements. An alternative approach is to use a fixed depth, that of the dose maximum in the reference field, and correct the relative readings to the depth of dose maximum in the non-reference field using the relevant depth-dose data for the non-reference field.
For very small fields the designated chambers may be too large, i.e. the chamber dimensions in the direction across the field may be too large relative to the field width. In this case smaller instruments may be used in a relative manner, e.g. 'electron' diodes or diamond detectors. Alternatively smaller ionization chambers may be used, e.g. the Markus design chamber (Markus 1973 (Markus , 1976 . However the Markus has significantly varying perturbation factors with mean energy incident on the chamber, necessitating corrections for perturbation factors to the relative ionization readings if the depths of non-reference and reference fields are different, as well as for depth variations of stopping power ratios. Information on perturbation factors for the Markus chamber can be found in IPEMB (1996) and in appendix D.6. It should be noted that the pilot study of the new NPL calibration service (section 1.2) found some examples that had significantly different perturbation factors from the general Markus behaviour.
If output factors are measured in any other phantom material, depths must be scaled as described in section 2.2.8. Strictly, different fluence ratios, h m , should also be included if measurements are carried out at different depths, since they vary as the mean energy varies. The principle is that the measurement at each different field size in a non-water phantom be converted separately into those for water. Discussion of the values of h m is given in appendix D.4.4.
More details of practical procedures for general relative dosimetry and for electron dosimetry as input to treatment planning of electron fields can be found, for example, in Williams and Thwaites (2000) and Klevenhagen (1993) .
Use of non-water phantoms
(i) It is generally recommended that water phantoms should be used for the experimental procedures involved in the absolute calibration of electron beams. The designated electron chambers either have built-in waterproofing or can be readily waterproofed and the use of modern water tank systems can give precise positioning even for relatively shallow measurement depths. The use of plastic phantoms is to be discouraged for absolute calibration dosimetry, as they are a source of significantly increased uncertainties, not only due to the inclusion of the fluence-ratio correction, but also due to differences in behaviour of different samples of the same nominal material.
However it is recognized that in certain circumstances where there are significant problems in the use of a water phantom, particularly for lower-energy electron beams (R 50,D < 4 cm; E 0 < 9.5 MeV), there may be justification for the use of a solid plastic phantom. Also for quality control measurements it may often be more convenient to use solid phantoms. In such cases the depths must be scaled to water-equivalent depths and the chamber reading must be multiplied by an appropriate fluence-ratio correction. All other points mentioned in previous sections with regard to measurements in water phantoms are essentially unchanged. In particular, the stopping-power ratios selected should be the same as in the water case, but at the appropriate scaled depth.
(ii) Any phantoms intended for use in this way should be thoroughly tested locally, comparing measurements in the phantom with those in water. The commissioning should also include checking the density, the thickness and the variation of thickness of each slab and radiographic checks for air gaps inside the slabs. (iii) The plastic phantoms allowed under these circumstances in this code of practice are firstly epoxy-resin-based water-substitute phantom materials 5 and also polystyrene and polymethylmethacrylate (PMMA, Perspex or Lucite). Epoxy-based materials are preferred because they are less likely to have batch-to-batch variations for a specific manufacturer and a particular phantom type or mix. Greater uncertainties are attached to measurements made with polystyrene and PMMA (see appendices D.4 and E). (iv) Polystyrene and PMMA are good insulators and can exhibit charge storage effects as a result of the stopped electrons being trapped in the material. This can significantly change the measured chamber reading in a non-predictable way for cylindrical chambers (see appendix D.4). However the effects are typically reported as insignificant when using parallel-plate chambers. To reduce the impact of charge storage on measurements in an insulating plastic, it should be constructed of several sheets, with that containing the chamber preferably not greater than 12 mm in thickness. The effect can be further reduced by enclosing cylindrical chambers in a sleeve of the phantom material. Charge storage effects appear to be negligible in the epoxy-resin-based materials. The use of cylindrical chambers is not recommended in an insulating plastic phantom, for example for quality control measurements, unless regular checks are made comparing its response in a water (or epoxy resin) material to ensure that charge storage is not affecting the measurements. (v) For a given depth in a plastic phantom, z non-w , an effective water depth, z w,eff , can be taken as that depth of water which is equivalent, in the sense of giving the same mean electron energy and hence stopping power ratios. An approximation to the effective water depth can be obtained from scaling the non-water phantom depth:
The recommended values of the scaling factors, C pl , applicable where the depths of both materials are given in simple length dimensions, e.g. cm, are presented in table 2. They are based on a range of experimental measurements (see appendix D.4.3) and normalized to the quoted standard densities for the given plastics. It is recommended that the density of the specific sample of plastic to be used should be checked and compared with the tabulated value given. If it is significantly different, then the scaling factor in table 2 should be multiplied by the ratio of the measured density to the quoted standard density. C pl is taken to be energy independent. (vi) Measurements to determine the absorbed dose in an electron beam, using a plastic phantom, are to be made following the same general principles as given in section 2.2.5. The SSD and the field size are not to be scaled, but left unchanged. The chamber must be positioned with its effective point of measurement at the equivalent scaled reference depth (see 2.2.5(iii)) in the plastic phantom. Scaling the reference depth in water may result in the chamber being positioned at a reference depth in the non-water phantom which is not at dose maximum in that phantom, even for beams where the reference depth is at or close to the depth of dose maximum in water. (vii) The expression to be used to evaluate the absorbed dose to water in this situation is
(2.9)
M ch,non-w is now the corrected chamber reading in the non-water phantom. The interpolated value of N D,w should be derived from the calibration data using the R 50,D value for the beam measured in water, not plastic, as it is the water value which is the beam quality specifier. The additional term, h m , is the fluence-ratio correction, which may be selected from the data given in table 3, taking into account the discussion in appendix D.4.4. Although h m increases with decreasing energy, table 3 gives single values of h m for lower energy beams (R 50,D < 4 cm; E 0 < 9.5 MeV). These are representative values for the particular phantom material for measurements at or close to the reference depths in this low energy range. A discussion of the selection of these values and the uncertainties on h m is given in appendix D.4.4. More detail of variations in h m with mean beam energy, and therefore with depth for a given initial energy, is given in appendix D.4.4, which may be required for quality control measurements using alternative phantoms.
Use of other chambers as field instruments.
One of the designated chambers must be used as the local reference chamber and is also recommended for absolute calibration of electron beams in reference conditions. However other chambers may be used as field instruments, for quality control purposes and for measurements in non-reference conditions. Calibration factors can be transferred to other non-designated chambers by repeated relative measurements with each chamber (calibrated designated chamber and other chamber) successively placed with its effective point of measurement at the reference point in the beam of interest. The general recommendations concerning phantoms and measurements, given in section 2.2.1, should be followed. The calibration factor for the field instrument at the particular beam quality, R 50,D , is given by
where the subscripts f and r stand for the field instrument and the calibrated local reference designated chamber respectively; M is the corrected chamber reading (pressure, temperature, polarity and recombination) for the indicated chamber; [M r /M f ] is the mean ratio of these readings for repeated comparisons; and [N D,w (R 50,D )] r is the calibration factor for the calibrated local reference chamber interpolated from the calibration certificate for the appropriate beam quality. Sufficient measurements should be carried out over the range of energies available to provide confidence that the relative response of that particular instrument is well understood. It should be noted that some non-designated chambers (and the Farmer-type designated chamber) will have perturbation factors which vary significantly with the mean energy incident at the chamber, i.e. with beam quality and with depth. In addition recombination and polarity factors can vary significantly with beam energy and depth. It should also be noted that for chambers other than the designated chambers, there is evidence that different individual chambers of the same nominal design may exhibit significantly different behaviour.
Extension to beam qualities outside the range available at the standards laboratory.
The NPL absorbed dose to water calibration service for electron beams currently provides calibration factors in the beam quality range approximately 1.2 cm R 50,D 6.6 cm (E 0 approximately in the range 3-16 MeV). A significant number of users will have clinical beams that lie outside this range, typically at higher energies. N D,w factors for such beams can be obtained by (i) taking the calibration factor provided by the NPL calibration at the nearest beam quality, R 50,D,cal (highest or lowest quality in the calibration range on the certificate, depending on whether factors are required for lower or higher energy beams), and (ii) converting from that nearest calibrated beam quality to the beam quality of interest, R 50,D,u using ratios of beam and chamber data.
It is recommended to base this on data applicable to a calibrated designated parallel-plate chamber, because their perturbation factors are taken to be unity at all beam energies and depths. Therefore there is no need to include any perturbation correction ratios in this conversion. In this case the N D,w for the chamber at the reference depth in beam quality R 50,D,u is estimated by
The appropriate values of stopping power ratios, water-to-air, s w/air , can be selected from table 1 for the two beams in question and for the two appropriate reference depths. As a quick check on this procedure and only for small differences in beam quality outside the range, it may be noted that the N D,w factors follow a smooth curve and it may be possible to extrapolate the factors against R 50,D .
Farmer chambers must not be used in this process at the low energy end of the calibration range as this is below the range of applicability for these chambers. If Farmer chambers are to be used at the high energy end of the range, then a ratio of perturbation factors for the chamber in the two situations must also be included. The only component which gives rise to significant differences in situations with different spectra of electrons incident on these chambers is the in-scattering perturbation, p cav . Information on p cav for this chamber can be found in IPEMB (1996) and in appendix D.6. In-scattering perturbation factors have mainly been determined for depths at or close to the depth of dose maximum, but are expected to be applicable at the reference depths specified in this code of practice. Earlier data have always been given in terms of E z , the mean energy of the electrons incident on the effective point of measurement of the chamber. However IAEA (2000) recasts the data applicable to the reference depths, 0.6R 50,D − 0.1 cm, in terms of R 50,D . For the Farmer chamber, with an internal radius of 3.15 mm, the p cav at the reference depth for a beam of quality R 50,D can be taken as (IAEA 2000)
(2.12)
Appendix A. Corrections to the instrument reading

A.1. Introduction
The calibration factor for a chamber is the ratio of the best estimate of the stated dosimetric quantity being measured to the instrument reading under standard conditions. For measurements taken in non-standard conditions, various precautions and/or corrections may be necessary to take account of the differences, in order to ensure that the calibration factor is applied to the correct reading. These factors are sometimes referred to as influence quantities. As many as possible of these should be controlled, e.g. ensuring that measurements are not significantly affected by warm-up effects, drift, leakage currents with or without radiation present, stem effects, cable effects, etc. However some cannot be controlled and therefore the measurement must be corrected to the standard conditions used at chamber calibration. These are dealt with in the following sections.
A.2. Temperature, pressure and humidity
(i) The standards laboratories provide calibration factors under standard ambient conditions. For the NPL, these are a temperature of 20 • C, a pressure of one atmosphere, or 1013.25 mbar (101.325 kPa), and 50% humidity. If conditions are different from these during a measurement, the response of an unsealed chamber will change and will need correction back to these standard conditions. All the designated chambers are unsealed.
(ii) The wall of any waterproofing should be thin enough to allow the chamber to achieve thermal equilibrium with the phantom in about 5 min. The sleeve's open end should be suitably constructed to allow the air pressure inside to reach ambient air pressure quickly. Perspex and other plastics tend to absorb water which can result in their distortion. It is advisable not to leave chamber sleeves in water any longer than necessary.
(iii) The temperature of the air in a chamber should be taken as that of the phantom when in equilibrium. Water phantom temperatures may often be a degree or so below room temperature due to evaporation; solid phantoms may need significant times to achieve thermal equilibrium with their surroundings if they have been subjected to large changes in temperature. (iv) Unless relative measurements are being taken in conditions of thermal equilibrium, all unsealed ion chamber measurements should be corrected to standard conditions by multiplying the instrument reading at temperature T • C and pressure P mbar by the correction factor (v) It is difficult to determine the humidity of the air in the chamber, particularly when in a water phantom. However the effect of water vapour on the measured ionization is a maximum of 0.1% for relative humidities between 10% and 90% when comparing to a standard humidity of 50% and can generally be neglected. Minimizing the length of time the chamber and sleeve are in the water phantom will reduce the possibility of moist air entering the chamber volume. No chamber should be left in water for longer than 8 h.
A.3. Polarity
(i) The polarity effect is the difference in readings obtained in the same irradiation conditions, but taken with positive and negative polarizing voltages. It must be checked for a sufficient range of measurement situations, by taking additional readings with the collecting voltage reversed in sign from that normally being used. After reversing the polarity, typically at least 10 min should be allowed before taking subsequent readings, but also taking into account any recommendations from the manufacturer. It is good practice to repeat the readings with the original polarity to take account of any drift in accelerator output. To further reduce uncertainties due to possible accelerator variations, an external monitor chamber may be useful throughout these measurements to monitor and correct for such variations, as for any measurement situation where small differences are being investigated. (ii) The polarity effect should be measured and the polarity correction applied, unless it is insignificant, for all chambers being used to determine the absorbed dose in an electron beam and this check should be carried out under the same conditions as those being used for the absorbed dose measurements. The effect will vary with chamber, with beam energy incident on the chamber and with depth and can vary with other factors, such as field size. Generally polarity effects will be less than 0.5% for the designated parallelplate chambers for measurements in practical beams near the depth of dose maximum (Nisbet and Thwaites 1998a) . However, for the Farmer chambers, polarity effects can be larger, up to 1% at the lower end of its recommended range. If the polarity correction is more than a few per cent in these conditions then that individual chamber is not recommended for electron beam dosimetry. (iii) For relative measurements (depth ionization, relative output factors, etc) the polarity correction should be determined in a sufficient subset of situations to be able to apply appropriate corrections to the measurements, if significant. (iv) The polarity correction is given by where the superscripts + or − indicate the reading (M) with collecting voltage positive and negative respectively and M in the denominator is the reading taken with the normal polarity used during measurements.
A.4. Ion recombination
A.4.1. Introduction. A correction is required to account for the incomplete collection of charge, due to ion recombination in the chamber volume. The correction for ion recombination is the sum of two components, initial recombination and general or volume recombination. Both depend on the chamber geometry and the collecting voltage. Initial recombination is independent of dose rate; however general recombination depends on the ion density in the cavity. The ion density depends on the dose rate for continuous radiation and on the dose per pulse for pulsed beams. Initial recombination is typically around 0.1% for the usual cylindrical chambers and collecting voltages employed in radiotherapy and around 0.1-0.2% for the parallel-plate chambers recommended in this code of practice. General recombination is typically a small effect for continuous radiation, e.g. kilovoltage x-ray beams or 60 Co gamma ray beams, however for pulsed beams it can often be significant and especially so for pulsed scanned (swept) beams.
Theoretical correction factors can be calculated following Boag's work on experimental corrections by determining 1/M against 1/V plots (Boag 1950 , Boag and Currant 1980 , ICRU 1982 . However, a convenient practical procedure for determining the appropriate factor for a given measurement situation is to use the experimental two-voltage technique Currant 1980, Conere and Boag 1984) .
A.4.2. The two-voltage technique.
In this approach two ionization chamber readings are taken in the same irradiation conditions, one at the normal collecting voltage (V 1 , reading M 1 ) and one at a lower voltage (V 2 , reading M 2 ). The ratio V 1 /V 2 should have a value of two or three. The recombination correction factor to be applied at the normal collecting voltage, f ion , can be obtained from the solutions of the particular expressions for pulsed and pulsed scanned beams (Boag and Currant 1980) . To simplify this, Weinhous and Meli (1984) have given quadratic fits to these solutions:
where the coefficients, a i , are given in table A.1.
For small corrections (( f ion − 1) < 0.05) the theoretical expressions reduce in a first approximation to
i.e. the percentage correction is simply the percentage change in reading divided by a number equal to one less than the voltage ratio. As the simplest example, if the voltage ratio selected, V 1 /V 2 = 2, the percentage recombination correction is equal to the percentage change in reading. Such an approach yields values of f ion accurate to 0.1% for corrections up to 3% and to 0.5% for corrections up to 5%.
A.4.3. Voltage limits.
It may be noted that in some texts recommendations are given to increase the collecting voltage to reduce the magnitude of the recombination correction. However this is not generally recommended, as effects such as charge multiplication, insulator charging and changes of the sensitive volume can come into play, depending on the chamber and the voltages involved. Users should be aware that there are often upper limits specified by the manufacturer on the collecting voltage for a particular chamber. The NACP chamber has a limit of 400 V. For the Roos chamber the upper limit quoted by the manufacturer is also 400 V; however the recommended operating voltage is only 100 V. It may be noted that some commercial electrometers have normal voltage settings which may be greater than the recommended bias voltages and will therefore require a lower setting with chambers of these types. In general, therefore, increasing the voltage is not to be recommended, but instead a correction for recombination should be applied.
A.4.4. Parallel-plate chambers.
Parallel-plate chambers designed for electron beam use typically have plate separations of 1 or 2 mm and would be expected to have high collection efficiencies under typical pulsed beam conditions. However, some measured apparent 'recombination corrections' using the two-voltage method (Burns 1991 , Havercroft and Klevenhagen 1993 have been larger than expected. Burns (1991) has suggested that changing the voltage changes the sensitivity of the chamber and this is the cause of the observations. The two-voltage method is applicable only if linear or approximately linear relationships exist between 1/M and 1/V in the voltage region of interest. It has been clearly demonstrated (Burns 1991 , Burns and McEwen 1998 , Nisbet and Thwaites 1998a ) that this is not the case for a number of examples of parallel-plate chambers. The upper voltage limit for linearity for many parallelplate chambers is as low as 125 V, although there appears to be no problem for Farmer chambers.
As a result of this it is recommended that the two-voltage method only be applied to parallel-plate chambers if a full 1/M against 1/V plot is measured to establish the range of linearity and the chamber is then operated at voltages to remain within that range.
A.4.5. General equation for recombination.
Because of the potential problems with the two-voltage technique the NPL absorbed dose calibration service offers a full characterization of the recombination correction for each chamber calibrated. Recombination measurements are made on the chamber at a number of doserates. From these measurements one can derive the recombination correction at any dose per pulse at a fixed stated polarizing potential (Burns and McEwen 1998): f ion = c + md (A.5) where d is the dose per pulse in cGy. The use of this equation significantly reduces the number of measurements required to determine the absorbed dose in the clinic. This equation can be extended to other polarizing voltages (assuming that the chamber exhibits normal behaviour) as follows (Burns and McEwen 1998) :
where c and m have the same values as in equation (A.5), and will be supplied in the calibration certificate. V cal is the polarizing voltage used in the determination of c and m, and V user is the polarizing voltage selected by the user. These equations are only valid for electron beams produced from accelerators using scattering foils to give a wide beam (referred to here as pulsed (scatter foil) beams). Section A.4.7 discusses recommendations for scanned (swept) beams.
A.4.6. Theoretical values
A.4.6.1. General expression. As a check on the measured value for a cylindrical chamber or as a possible alternative for parallel-plate chambers, Boag's analytical formulae (Boag 1950 , ICRU 1982 ) may be applied. For pulsed (scatter foil) beams f ion for general recombination can be written as
where
If d is the dose per pulse in cGy, s is the plate separation in mm and V is the collecting voltage in volts, then µ is a constant equal to 10.2 V mm −2 cGy −1
.
A.4.6.2. Cylindrical chambers.
For cylindrical chambers the effective electrode spacing can be calculated from Boag's work referred to above. For the Farmer design chamber, such as the NE2571, the value obtained is 3.3 mm. Thus the percentage loss of signal due to general recombination in a Farmer 2571 chamber is calculated to be approximately 2.2% in a pulsed beam having 0.1 cGy/pulse and using a collecting voltage of around 250 V. This will vary in proportion to the dose per pulse and inversely to the collecting voltage, for corrections in the range from 0 to around 5%. It may be noted that in pulsed (scatter foil) beams (but not scanned (swept) beams) from clinical linear accelerators the dose per pulse typically lies within the range 0.01-0.2 cGy. The value may be the same for each individual electron modality or may be variable, depending on the accelerator operating conditions. In addition to general recombination, there will be approximately 0.1% initial recombination, giving a total correction in the above example of 2.3%.
A.4.6.3. Parallel-plate chambers. As plate separation decreases, the value of the constant µ may change and the theoretical formulae may become less applicable, depending on the free-electron component Currant 1980, ICRU 1982) . However in this situation the two-voltage method would also become less applicable. For typical electron chambers it is generally assumed that the models can still be used with acceptable accuracy. Thus for a pulsed beam with 0.1 cGy/pulse and a collecting voltage of 250 V, a parallel-plate chamber with a plate separation of 1 mm would have a theoretical percentage loss of signal of 0.2%, whilst a chamber of plate separation 2 mm would have a loss of approximately 0.8%. Again there will also be a small contribution from initial recombination.
A.4.7. Pulsed scanned (swept) beams.
The theoretical approach is more complex; d in equation (A.8) must be replaced by a function taking account of the variation of pulse sizes and corresponding charge densities experienced by the chamber as the beam is scanned. Knowing the parameters of this distribution and the parameters of the scanned irradiation allows a solution to be calculated iteratively for f ion . The user is referred to the article by Boag (1982) and ICRU Report 34 (1982) . In routine practice the two-voltage method is recommended, provided the additional recommendations concerning voltage limits in section (A.4.4) are followed for parallel-plate chambers. The general equations describing the recombination correction determined and issued as part of the NPL chamber calibration (section A.4.5) are not applicable to scanned beams.
A.4.8. Relative measurements.
For relative measurements (depth ionization, relative output factors, etc) the recombination correction should be determined in a sufficient subset of situations to be able to apply appropriate corrections to the measurements, if significant.
A.5. Electrometer correction factor
The NPL calibration procedure treats the ion chamber and electrometer separately. The electrometer correction factor, f elec , is the calibration factor which corrects the electrometer reading to true coulombs and is given in the NPL calibration certificate. In general, f elec is specific to the particular range being used on the electrometer so care should be taken in selecting the correct value to use.
A.6. Summary of correction factors
Taking all the above correction factors into account, the corrected chamber reading to be used in the determination of absorbed dose, M ch,w , is given by
where M raw is the raw chamber reading indicated by the electrometer and the other terms have the same meaning as above.
Appendix B. Chamber characteristics
B.1. Desirable properties of parallel-plate chambers
Consistent with section 2.1.2, parallel-plate chambers must be used where E z < 5 MeV; in practice this implies that R 50,D 4 cm (E 0 9.5 MeV). The chambers should ideally be designed for measurements in water and the construction should be as homogeneous and water equivalent as possible, i.e. mass stopping powers and linear scattering powers should be similar to those of water. The composition of the back wall of the chamber is especially important due to backscattering effects (e.g. Hunt et al 1988 , Klevenhagen 1991 , Nilsson et al 1997 .
One of the main advantages of parallel-plate chambers for electron beam dosimetry is the possibility of minimizing in-scattering perturbation effects (Morris and Owen 1975 , Mattsson et al 1981 , Nahum and Thwaites 1993 , IAEA 1997 . Parallel-plate ionization chambers can be designed so that the chamber samples the electron fluence incident only through the front window, thus making the contribution of electrons entering through the side walls negligible. The effective point of measurement P eff is then taken to be at the centre of the front surface of the air cavity and it is assumed that the position of P eff does not vary with energy.
In order to fulfil these conditions, i.e. negligible in-scattering perturbation and P eff as above, parallel-plate chambers must have a flat cavity, i.e. the ratio of cavity diameter and cavity height must be large ( 5), the cavity height should not exceed 2 mm and the collecting electrode should be surrounded by a guard electrode having a width not smaller than 1.5 times the cavity height. The diameter of the collecting electrode should not exceed 20 mm in order to reduce the influence of radial non-uniformities of the beam profile and the thickness of the front window should be restricted to 1 mm at most to make measurements at shallow depths possible (Morris and Owen 1975 , Mattsson et al 1981 , Nahum and Thwaites 1993 , IAEA 1997 . The air cavity must be vented so that it will equilibrate rapidly with the external pressure and temperature. The polarity effect (see also appendix A.3) represents a considerable source of uncertainty in dosimetry with parallel-plate ionization chambers. In this situation it is essentially a chargebalance effect, and depends on the energy and the angular distribution of the incident radiation, the measuring depth in the phantom and also on the field size. The effect may change sign as a function of depth in the phantom. This is because there is a net deficit of negative charge close to the surface due to forward δ-ray transport whereas at depths close to and beyond the dose maximum there is a net excess due to (primary) electrons being stopped; the highest negative net charge occurs in the vicinity of the R 50 where most of the primary electrons are stopped. Depending on the polarity of the polarizing voltage of the chamber, the charge deposition in the collecting electrode may be increased or decreased. The type and thickness of the material behind the collecting electrode can also significantly affect the polarity correction.
Appendix D.3 of IPEMB (1996) gives a discussion of perturbation factors in electron beams, including specific consideration of the parallel-plate chambers designated in this code of practice.
A summary of preferred parallel-plate chamber properties is compiled in table B.1. The Markus chamber, recommended in the previous IPEMB code, does not meet all the above design and construction requirements. McEwen et al (2001) have also shown that Markus chambers can exhibit variations of several per cent between different electron beams and between different individual chambers. For these reasons the Markus chamber is no longer recommended for absolute dosimetry. However, the Markus chamber may have some advantages over the designated chambers for a number of applications in electron dosimetry such as measurement at shallow depths (due to the very thin front window) and small field sizes. In these situations it can be used in a relative way, although if different depths (different energy spectra) are involved, then variations in perturbation effect must be considered.
When commissioning a new chamber it is recommended that radiographs are taken to check that the design is consistent with the manufacturer's drawings.
B.2. Characteristics of the designated chamber types
B.2.1. Parallel-plate chambers. Table B .2 contains some of the most important design characteristics of the two designated parallel-plate chambers. Materials, dimensions and some Table B .2. Characteristics of the designated parallel-plate chambers (taken from manufacturers' data where possible) Thwaites 1993, IAEA 1997 performance characteristics are included. The data have been taken from manufacturers' specification statements. Ideally, information on the composition and thickness of the back wall should also have been included, but this is often not fully available. If deviations from the specifications have been reported in the literature, this is noted separately. This applies especially to the magnitude of the polarity effect where differences from chamber to chamber of the same type may have to be taken into account. Furthermore, during the lifetime of a chamber its polarity effect may change. It is therefore important to check the polarity effect regularly.
B.2.2. Farmer cylindrical chambers.
The characteristics of the two cylindrical chambers recommended in this code are given in table B.3. Appendix D.3 of IPEMB (1996) gives a discussion of perturbation factors in electron beams, including specific consideration of Farmer-type cylindrical chambers.
B.3. Desirable properties of measuring assemblies
Recommendations for electrometers suitable for use with ion chambers for absolute dosimetry are given in IPEM (2000). Extension cables for ion chambers should have a leakage current <10 −14 A.
Appendix C. Formalism
C.1. Absorbed dose calibration of ion chambers
The first step in carrying out the calibration of ion chambers is to define the reference depth at which measurements are made. For a direct calibration in terms of N D,w , a robust well-defined reference depth is required which is applicable to all beams with acceptably small uncertainties. Burns et al (1996) give an expression for the best choice of reference depth z ref,w ;
where both z ref,w and R 50,w are in cm of water. (Here the terminology R 50,w is used for R 50,D to stress that the medium is water, as the discussion will include the conversion from R 50,g , the 50% dose depth in graphite in the primary standard graphite calorimeter.) This depth is typically very close to the depth of the dose maximum in clinical beams at low energies, where the dose maximum is well defined. At higher energies, where the depth of dose maximum varies significantly from one accelerator to another for a given value of R 50,w , this equation specifies a more robust reference depth which is generally beyond the dose maximum. Burns et al (1996) showed that this reference depth was likely to give the least linac-to-linac variation in stopping power. For calibration of a chamber against a graphite calorimeter, a reference depth in graphite, z ref,g , is required. If this is chosen such that
(where the subscripts w and g refer to water and graphite respectively) then the electron spectrum at the reference depth will be similar in each phantom material. The NPL primary standard graphite calorimeter for electron beam dosimetry covers the dose range from therapy levels of typically 1 Gy up to kilogray dose levels. The main calorimeter body is a graphite core and a graphite surround. The core, where the dose is measured is thermally isolated from the surround by a nominal 1 mm air gap at all faces. Graphite plates are added in front of the calorimeter body to position the core at the desired measurement depth and also added to the rear to provide backscatter. A simplification in design has been possible because the measurement area at the NPL linear accelerator can be controlled in temperature to ±0.2
• C and by working at a doserate above 5 Gy min −1 one can obviate the need for complex temperature control and vacuum systems within the calorimeter. The calorimeter has been previously validated by comparison in a 16 MeV electron beam with the graphite calorimeter used as the primary standard for photon beams. The two calorimeters were found to agree within the measurement uncertainties of approximately 0.5% (McEwen et al 2003) .
The calorimeter is used at NPL to calibrate a set of reference chambers in graphite at this reference depth:
where N D,g is the absorbed dose-to-graphite calibration factor for each reference chamber, 
where M ch,w is the corrected reading. N D,w (R 50,D ) is the calibration factor for the chamber to convert the reading in this quality beam, R 50,D , at the specified reference depth to absorbed dose to water. The correct value is to be interpolated from the table of calibration data for the particular chamber for the measured value of R 50,D for the beam under consideration.
C.2.2. Measurements in a non-water phantom.
Where the use of a non-water phantom is unavoidable, a plastic with properties not very far removed from water may be used. The absorbed dose to water is still derived using the same equation (C.5) provided the measured reading is corrected to the equivalent reading obtainable in water. The basic requirement for the application of the calibration factor is that the air in the cavity in the non-water phantom is traversed by the same electron fluence, in energy and in angular distribution as well as in magnitude, as that at the depth of interest in the undisturbed medium. To ensure this, a depth conversion must be effected to determine z w,eff , the effective depth in water at which the mean energy E z is the same as at depth z non-w in the alternative phantom material. This depth can be approximated by scaling the ratio of practical ranges in the two media:
where the range ratio or scaling factor is given the symbol C pl (see section 2.2.6 and appendix D.4.3). The next step is to take account of any differences in the magnitude of the electron fluence, integrated over energy, between the plastic at depth z non-w and water at depth z w,eff (Mattsson et al 1981) . Such differences are mainly due to differences in scattering power between the two materials, but with a small additional contribution from the different distances between the source and the measuring point in the two situations. A factor h m is employed to correct for this effect (NACP 1981) , such that at equivalent depths
where is the electron fluence. The meter reading is proportional to the mean dose to the air in the cavity, which in turn is proportional to the product of the electron fluence and the collision stopping power of air. Since at scaled depths the energy spectra are very similar, the stopping-power term will be the same in both media. Thus the meter reading appropriate to the effective depth in water can be written as
The expression for the absorbed dose to water at the depth z w,eff in water is then
where the assumption is made that the calibration factor, N D,w , evaluated at z w,eff is independent of the fluence-ratio correction factor, i.e. that all variations arising from the use of the non-water phantom are taken into account via h m . Strictly h m is given as a function of E z , where this is obtained from E 0 and z w,eff .
Appendix D. Data
D.1. Calibration data for ion chambers
The calibration certificate issued with each calibrated chamber gives the calibration factor as a function of the beam quality specifier R 50,D in water for a range of nominal energies between 4 and 19 MeV, R 50,D between 1.2 and 6.6 cm (E 0 in the range 3-16 MeV). Since it is unlikely that there will be an exact match between the calibration and the clinical beam, the user must interpolate the tabulated data for the required value of R 50,D .
Ion chambers are calibrated independently of their measuring assembly (electrometer) and calibration factors are issued in terms of dose per unit charge collected. If an electrometer has been supplied for calibration then the certificate will contain a value for f elec to convert the indicated reading to true charge (see appendix A.4.8). It is not necessary for chamber and electrometer to be calibrated together; a calibrated chamber can be used with any calibrated electrometer which meets the requirements set out in appendix B.3.
D.2. Stopping power ratios
The procedure set out in section 2.2.5 gives the absorbed dose at the reference depth. The dose at any other depth can be derived using appropriate depth-dose values. Ion chambers, as stated in section 2.2.4, are the instruments of choice for determining central axis depth-dose curves, although they initially yield depth-ionization curves. Water-air stopping power ratios are therefore required to convert the depth-ionization data to a depth-dose curve.
In previous recommendations, e.g. see appendix D.1 of IPEMB (1996), stopping power ratios have been based on the ratio of restricted collision mass stopping powers with an energy cutoff value, = 10 keV, averaged over the total electron fluence, differential in energy, E (z), down to (Spencer and Attix 1955, ICRU 1984a) ; 10 keV is chosen because an electron of this energy has a range approximately equal to the distance across the air cavity in typical ion chambers. The quantity E (z) can be obtained from Monte Carlo simulation of electron beams incident on a water phantom (ICRU 1984a) .
The values in IPEMB (1996) were based on EGS4 Monte Carlo computations by Andreo (1990) and used basic input data from ICRU 37 (ICRU 1984b) , with the density effect correction calculated according to Ashley (1982) . The values were selected using a combination of E 0 = 2.33R 50,D and depth, which assumed monoenergetic, monodirectional, i.e. 'clean' beams. However, real beams have an energy and angular spread at the surface, leading to quite different depth-dose characteristics compared to monoenergetic beams (ICRU 1984a) and real beams are 'contaminated' with bremsstrahlung photons generated in the beamdefining devices, scattering foils, etc (Udale 1988 , Klevenhagen 1994 . In addition, the estimation of E 0 using the factor 2.33 MeV cm −1 is only an approximation (Rogers and Bielajew 1986, Ding et al 1996) . Despite these drawbacks, this approach to selecting s w/air was shown by Andreo (1993) to provide estimates accurate to within 1% at depths close to the reference depths used in previous recommendations (at or close to the depth of dose maximum) for the energy range and type of electron beam most commonly used in radiotherapy.
Over the last 15 years or so there have been an increasing number of detailed Monte Carlo simulations of the treatment heads of different practical clinical accelerators (Udale 1988 , Udale-Smith 1992 which have provided data to allow calculation of stopping power ratios. In particular Ding et al (1995) simulated a variety of clinical accelerators, with basic input data from ICRU 37 and calculated stopping power ratios for realistic clinical electron beams. The stopping power ratios calculated for a wide range of beams at the recommended reference depth of z ref = 0.6R 50,D − 0.1 cm of water were extracted and have been fitted empirically by Burns et al (1996) , as
This fit is valid for R 50,D in the range 1 to 20 cm of water and exhibits a standard deviation of <0.2%, with a maximum deviation of 0.3%. The variations of stopping power ratios between machines for beams of the same quality are small at this depth, as it is close to the cross-over point between stopping power ratio curves for 'clean' beams, i.e. close to monoenergetic, and 'real' beams from practical machines. Therefore differences in the details of the spectra for beams of a given quality (R 50,D ) have little effect. This is part of the rationale for the choice of this depth as the reference depth (appendix D.3). For more general stopping power ratios over a wide range of beam qualities and depths, Burns et al (1996) provided empirical fits to the Monte Carlo calculations of Ding et al (1995) , also including results from simulation of three of the NPL beams: It should be emphasized that the stopping power data are only used in a relative manner in this code of practice, since the absolute measurement of dose is derived from the primary standard calorimeter via the calibration of the ion chamber. Examples of stopping power ratio use include: converting depth-ionization data to depth-dose data, transferring doses between reference depth and other depths, in determination of relative output factors if measurement points are at different depths and in estimating N D,w for beam qualities outside the range directly calibrated.
D.3. Choice of reference depth
As stated above (in D.2) the reference depth adopted here, z ref = 0.6R 50,D −0.1, was proposed by Burns et al (1996) , based on considering realistic simulations of practical electron beams and the desire to provide stopping-power ratios selected only by R 50 . It has also been chosen as the reference depth by both the AAPM (1999) and the IAEA (2000) . Although this definition means that the reference depth may be some way beyond the depth of dose maximum for higher energy beams, Burns et al (1996) showed that it significantly reduces machine-tomachine variations in chamber calibration factors. This choice of reference depth represents a change from the previous code where it was defined as z max or 0.5R 50,D , whichever is the greater. The change in depth is not likely to be great and the reduced uncertainty in the absolute determination of dose outweighs the uncertainty introduced in the transfer from z ref to z max .
D.4. Non-water phantoms
D.4.1. Introduction. The primary recommendation on phantom materials in this code of practice is that users carry out the measurements necessary for the absolute calibration of electron beams in a water phantom (section 2.2). All the designated chambers are either supplied waterproofed or can be readily used in waterproof sleeving. Any other phantom material can significantly increase the uncertainties. However solid phantoms offer greatly increased practicality in particular situations, such as for routine quality control measurements, due to the ease of set up and the reproducibility of chamber depth.
D.4.2. Choice of non-water phantom.
In the ideal situation, a water-substitute phantom material should exactly mimic water in all the relevant physical parameters-chiefly stopping and scattering powers-across the whole electron energy range (ICRU 1984a (ICRU , 1989 (ICRU , 1992 . This essentially reduces to a requirement for both the electron density and the effective atomic number to be matched to water. In practical plastic phantom materials this is never exactly achieved as the carbon content reduces the effective atomic number, producing a scattering power which is too low when the stopping power is matched. Plastics with the addition of a small amount of higher-atomic-number material go some way to redress this, e.g. white (high-impact) polystyrene with a few per cent TiO 2 or epoxy resin water substitutes which have been designed specifically to approximate the requirements of electron dosimetry (Constantinou et al 1982) . Thus suitable phantom materials are chosen to give as close a match as possible to water, but also taking into account other factors such as availability and cost, reproducibility and stability, machining properties, ruggedness, etc (ICRU 1984a (ICRU , 1989 (ICRU , 1992 . Typically this has led to recommendations in codes of practice for electron dosimetry of one or both of two common plastics, polystyrene and polymethylmethacrylate (PMMA). One problem with standard off-the-shelf industrial plastics of this type is that the reported characteristics of different samples of the same nominal material can vary greatly in terms of density and electron scattering power, due to differences in composition caused by even small amounts of additives or impurities.
A second problem arises with these two plastics as they are both good insulators and this can give rise to errors in dosimetry due to charge storage effects of stopped electrons being trapped in the phantom and modifying the behaviour of subsequent incoming electrons (Galbraith et al 1984 , Mattsson and Svensson 1984 , Thwaites 1984 , Pitchford and Thwaites 1985 . These effects produce increases in the measured signal in a cylindrical chamber placed in an insulating phantom. The increases can be very significant in a thick slab phantom (Galbraith et al 1984) . The change in signal in the practical situation cannot be predicted, as it depends on the time, dose and radiation modality history of the phantom use as well as the specific insulating properties of the material both under normal conditions and under the action of radiation beams. Charge storage effects appear to be insignificant for parallel-plate chambers. Even for cylindrical chambers, effects are small or negligible in phantoms made up of relatively thin sheets of material (Thwaites 1984) and this has given rise to the practical recommendations of section 2.2.6 aimed at minimizing the effects. Even so, for low-energy beams the thickness of sheet required to house a cylindrical chamber may still represent a significant fraction of the electron range and possible non-negligible effects may still be present. These can be checked by comparison of measured dose in the insulating phantom and in a conducting phantom such as water.
More recently, a number of epoxy-resin-based water substitute phantom materials have been developed and have become increasingly available (White et al 1977 , Constantinou et al 1982 . These have been specifically formulated for radiation dosimetry purposes, with quality control of the composition linked to dosimetry requirements and having densities and radiation interaction properties reasonably well matched to those of water. In addition they do not appear to show charge storage effects. They are now normally included in the recommendations of recent dosimetry codes of practice (AAPM 1991 , 1994 , IPEMB 1996 , IAEA 2000 . However, it must be noted that there are a number of different manufacturers and there are different mixes, even from the same manufacturer. In particular, some earlier mixes were formulated for megavoltage photon dosimetry use (e.g. WT1, St Bartholomews Hospital; 'solid water' RMI 451, Gammex-RMI) and others were then developed for electron dosimetry purposes with some additional higher-atomic-number constituents (e.g. WTe, St Bartholomews Hospital; 'solid water' RMI 457, Gammex-RMI; 'plastic water', Nuclear Associates). The latter have been sold in some cases for both photon and electron use, as they were found to be equally good for megavoltage photons. Some manufacturers have given the same nominal description to different mixes at different times. Therefore some caution is still required as regards sample variability of these materials.
On considering the various factors above, this code of practice has selected three types of material as alternatives to water. Epoxy-resin-based materials are recommended as firstchoice water substitutes since they are likely to show smaller batch-to-batch variations and mimic most closely the radiation properties of water. In addition, polymethylmethacrylate (PMMA, Perspex, Lucite) and polystyrene are retained from earlier recommendations, given their already widespread use. As none of these materials is an exact match to water, depth scaling is required to correct the measurement depth in plastic to the equivalent water depth. There may also be an additional correction to the chamber reading, the fluence-ratio correction, to account for the difference in fluence build up between the plastic and water at equivalent depths. The relevant factors are given in table 3. Again it must be stressed that for PMMA and polystyrene, the factors given are generally typical for the standard material, but that any variability of a particular sample from standard may affect these, increasing the uncertainties. For the epoxy-resin materials there may be differences between different mixes. However, the factors provided are based on measurements in five specific commercial types and, given the manufacturing quality control on these materials, should be applicable to those specific types within smaller uncertainties. The uncertainties for both epoxy-based materials and PMMA are given in appendix E.
D.4.3. Depth scaling.
The purpose of depth scaling is to convert a depth in plastic to the effective (or equivalent) depth in water, so that the mean energy is the same in both phantoms (appendix C.2.2). This equivalence is in the sense that the electron spectra are similar in shape at the two positions in the two materials so that the same calibration factor can be used. There have been a number of methods recommended to do this in various codes of practice and some discussion of these is given by AAPM (1991). Grosswendt and Roos (1989), Fernandez-Varea et al (1996) and others have shown that scaling according to csda (continuous slowing down approximation) ranges can be significantly improved, particularly at lower energies, by taking the detour factor into account. This builds in information on the scattering properties of the material as well as the energy losses and is a link between the ranges and pathlengths of electrons in the given material. In the interests of an approach which is simple to apply and yet still takes into account the necessary factors, the method recommended in this code is essentially to use scaling by the ratio of practical ranges based on measured values. Table 2 provides recommended values of the scaling factors for the allowed phantoms based on the information summarized by AAPM (1991) and Thomadsen et al (1995) , Tello et al (1995) and on extensive measurements by Thwaites and coworkers (Thwaites 1985 , IPSM 1992 , Nisbet and Thwaites 1998b . The recommended values are to be used for plastics of the stated typical density. If the measured density of the particular sample of plastic used locally is different then the values should be multiplied by the ratio (measured density/typical density). As a practical check on these values for the local sample, practical ranges may be measured in a medium-or higher-energy electron beam in both water and the plastic and the ratio compared to the expected value as given in table 2 or subsequently modified by the measured density.
D.4.4. Fluence-ratio correction.
The fluence-ratio correction, h m , accounts for the difference in electron fluence in the non-water phantom and in water at the same waterequivalent depth. This arises mainly from the mismatch in scattering power between the materials. There are small additional contributions from the different distances of the two equivalent depths from the electron source, but these are generally negligible in comparison. The fluences in the allowed plastic phantoms are generally less than in water in equivalent conditions, so h m is generally greater than unity. Some calculated values of the fluence ratio are available (e.g. Hogstrom and Almond 1982 , Ding et al 1997 , Olivares et al 2001 and there are many experimental investigations (summarized in AAPM 1991, Tello et al 1995 , IPEMB 1996 , Nisbet and Thwaites 1998b , Olivares et al 2001 , McEwen and DuSautoy 2003 . The measured h m values depend on the beam energy, the angular and energy distributions incident on the phantom, and also on the exact composition of the material involved. Typical uncertainties on reported experimental measurements are 0.2-0.5% (1 standard deviation). However differences between some reported sets may be larger than the combined uncertainties, reflecting some of the factors above. Any set of recommended h m values is necessarily a compromise and may not apply exactly to the particular sample of plastic used or to the particular electron beam. Therefore the uncertainties are increased by the use of a non-water phantom and the inclusion of this factor. Given some of these uncertainties, the values of h m provided in table 3 are only given as a single representative value appropriate to depths close to z max and the reference depth and for lower energy beams, R 50,D 4 cm of water (E 0 9.5 MeV), where it is expected that it is more likely that non-water phantoms may be used. Using a single representative value is justified on the basis of the underlying uncertainties and the fact that a value can be chosen to represent the likely spread of values at the reference depths across this energy range to within approximately ±0.2% for epoxy resin phantoms and PMMA and ±0.4% for polystyrene.
For other (e.g. higher-energy) beams or for more detail on the energy variation, data on h m can be taken from table 7 of IPEMB (1996) , for example if non-water phantoms are to be used for quality control measurements. This will require a determination of E z at the depths of interest. For applications of h m to measurements in non-water phantoms at other depths, i.e. away from z max , the tabulated values in table 7 of IPEMB (1996) can be used for depths beyond the depth of dose maximum with acceptable accuracy, whilst for depths between the surface and z max an acceptable practical solution is to use linear interpolation with depth between a value of 1.00 at the surface and the value from table 7 (IPEMB 1996) at z max . It may be noted that the figures in that table for epoxy-resin water-substitute plastics are applicable to three of the five commercial epoxy-resin phantom materials widely used or available in the UK (WT1, RMI 451, RMI 457), whilst a figure of unity is recommended across the usual electron energy range for two other commercial varieties (WTe, 'plastic water'). This is reflected in the figures given in the current code in table 3. Ding et al (1997) carried out Monte Carlo calculations of fluence ratios for realistic electron beams and illustrated reasons for some of the differences in measured values. Measured h m will include any other differences between measurements in water and in plastic, e.g. differences in chamber perturbations in the different phantom materials, which are not explicitly taken into account in the approach used (Nilsson et al 1997) . The experimental values are generally lower than the Monte Carlo predictions. However, the recommended values in this code of practice are based on experimental values, as this is then consistent with the practical procedures used for measurements in plastic and the conversion to dose to water. In particular the chamber perturbation factors, which are implicit in the N D,w , are taken to be the same as in a water phantom, which is consistent with this approach. The values of some experimental determinations of h m may also be expected to vary, as the measurements are carried out at the ionization maxima in the two materials, which may be at different equivalent depths. In this code of practice h m is defined to be the appropriate ratio at equivalent scaled depths and the figures given are applicable to this situation.
D.5. Determination of energy parameters of electron beams
Energy parameters are not strictly required in this code of practice. However the user is referred back for some indirect data to the earlier code of practice (IPEMB 1996) , where energy parameters are used and some of the data is given as a function of E z , the mean energy at depth z, requiring a determination of E 0, the mean energy at the surface and also R p , the practical range. In addition clinical dosimetry systems are often based on energy parameters. Therefore for completeness a brief discussion is given here of the determination of energy parameters. More detail can be found in IPEMB (1996) . The mean energy of an electron beam at the surface of the phantom, E 0, can be related to the depth in water at which the ionization is 50% of the maximum ionization, R 50,I , or to the depth at which the absorbed dose is 50% of the maximum absorbed dose, R 50,D . This can be either at fixed source-to-chamber distance (SCD), i.e. corresponding to a non-divergent beam, or at a fixed source-to-surface distance (SSD) as long as appropriate relationships are used for the link between R 50 and E 0 . The conventional relationships with a fixed SCD are the basis of energy determination, but practical relationships are given for R 50 measured in the more convenient fixed-SSD geometry.
The relationship between E 0 and R 50 is usually taken to have the general form
where C is a constant. (Here R 50 is given no qualifying subscript, as this can be applied to both R 50,D and R 50,I .) However, this expression is only valid when R 50 has been obtained from depth-ionization or depth-dose curves for a non-divergent beam (fixed SCD). The constant C is taken to be 2.33 MeV cm −1 for R 50,D in centimetres in water and 2.38 MeV cm −1 for R 50,I in cm in water.
When the R 50 is taken from a dose distribution which has been obtained with a constant SSD (e.g. SSD = 100 cm) as the more practical approach, equation (D.3) is not valid. In this case NACP (1980) have provided tabulated data for determining E 0 either from ionization curves measured at SSD = 100 cm with an ionization chamber or from depth-dose distributions at SSD = 100 cm; this data was also given in table IV, IAEA (1987) and table 4, IPEMB (1996) . These tabulated data have also been presented in the form of a second-order polynomial by IAEA (1997): for the case of R 50,D determined from a depth-dose curve. In all cases above, the R 50 must be obtained in field sizes large enough to provide scatter equilibrium at the central axis, as in section 2.2.2. Again it must be noted that the value of E 0 determined as above must then be used for all situations using that particular beam setting on that machine, including measurements and calculations for small field sizes which have depth-dose curves that are different in shape from those of larger field sizes.
As examples of the link between the beam quality specification given in this code, R 50,D , and the beam quality specification used in previous codes (e.g. IPEMB (1996) ), E 0 , the approximate E 0 for the range of R 50,D values listed in the stopping power ratio table (table 1) are given in table D.1.
The practical range R p is required to obtain an estimate of the mean energy at depth, E z . It is defined as the depth at which the tangent to the steepest part of the descending region of the depth-dose, or depth-ionization, curve intersects with the extrapolation of the bremsstrahlung tail of the distribution (see figure 1 on page 2567 of the IPEMB (1996) code of practice). Again this must be determined from measurements in a reasonably large field and at an SSD of at least 100 cm. There is no D or I subscript here as the value should be similar irrespective of which curve is used.
The mean energy at depth z, E z , was often obtained in the past from the simple linear formula of Harder (1965) . However this is only acceptably accurate for low-energy beams and for shallow depths at higher energies. In the previous recommendations (IPEMB 1996) this was not recommended for determining parameters for use in absolute dosimetry. Instead the IAEA (1987) approach was followed, where E z parameters were based on Monte Carlo calculations (table 3 of IPEMB (1996) ).
D.6. Indirectly required parameters
A number of parameters were given in IPEMB 1996 in terms of E z , e.g. perturbation factors for the Markus and the Farmer ionization chambers and fluence-ratio corrections, h m . These are generally not required directly when following the recommendations of the current code of practice. However in some situations, using non-designated chambers, or using plastic phantoms, or measuring in non-reference conditions some of this data may be required. In those situations this code of practice has referred the user back to IPEMB (1996) . To follow those recommendations in detail will require determination of E z and then its use in the selection of the appropriate value of the parameter. Perturbation factors for ionization chambers in electron beams are discussed in appendix 3 of IPEMB (1996) .
Appendix E. Estimated uncertainties
E.1. Uncertainty in chamber calibration factor
The various components of equation (C.4) contribute to the overall uncertainty in the calibration of a user chamber in terms of absorbed dose to water. The uncertainties for all energies (quoted as standard uncertainties according to UKAS document M3003 (1995) ) are given in table E.1, as quoted by the NPL. This gives an overall uncertainty in N D,w as supplied to the user of ±1.5% at the 95% confidence level (using a coverage factor of k = 2).
E.2. Uncertainty in the measurement of absorbed dose to water at the reference depth in a water phantom in a user beam
The uncertainties in the determination of absorbed dose to water per accelerator MU (monitor unit) at the reference depth are given in table E.2. These are estimated values for the situation when a directly calibrated ion chamber is used, based on practical experience in optimal circumstances in clinical practice.
This gives an overall uncertainty in D w of ±2.0% at the 95% confidence level (using a coverage factor of k = 2).
E.3. Uncertainty in the realization of absorbed dose to water per monitor unit at the depth of dose maximum
For lower energy beams the reference depth will lie at or very close to the depth of dose maximum. In these cases the uncertainty in the expression of dose per monitor unit at dose maximum is 1.0%. For higher energy beams, this includes the final step of conversion from the reference depth to the depth of dose maximum, introducing another small uncertainty component, increasing the combined standard uncertainty from 1.0% to 1.1%.
E.4. Additional uncertainties when using non-water phantoms
The use of non-water phantoms will increase the uncertainties due to the use of scaling factors and fluence ratios, but may decrease the positional uncertainties a little. Typical standard uncertainties on any set of selected values of h m are 0.2-0.5%, but differences between different sets may be larger than the combined uncertainties. Due to the likely batch-to-batch variations in PMMA and polystyrene the estimated uncertainty is increased relative to epoxy-based water substitutes. The use of single values in table 3 also adds a small additional component for the variation across the energy range that the values are given for (see appendix D.4.4). Overall an estimated additional standard uncertainty of around 0.5%, 0.7% and 0.8% may be introduced for epoxy materials, PMMA and polystyrene respectively. Thus, using a non-water phantom, the equivalent estimated standard uncertainties for dose per monitor unit at the depth of dose maximum are:
Epoxy-based water substitutes combined uncertainty 1.2% PMMA combined uncertainty 1.3% Polystyrene combined uncertainty 1.4%.
E.5. Discussion of uncertainties
All the above values are valid for both parallel-plate and Farmer chambers. As a comparison of likely practical variations between centres, the results from the electron dosimetry intercomparison carried out in UK centres from 1994 -1996 (Nisbet and Thwaites 1997 can be considered. This showed a standard deviation on the distribution of audited air kerma calibration factors of the local chambers used for electron dosimetry of 1.2-1.3% and a standard deviation on the distribution of comparisons of electron dose per monitor unit at the depth of dose maximum in all the beams checked of 1.8%. Some of the uncertainties are associated with the set up and procedures during the audit measurements themselves. Estimated corrections can be made for these. Some of the remaining uncertainties must be associated with selection of parameters in the air kerma based approach in use at the time (IPEMB 1996) and their applicability and the various steps in this approach. However making the pessimistic assumption that all the difference is associated with the practical beam calibration procedures in the centres and combining this with the NPL quoted value for the uncertainty on the N D,w values of 0.75% gives an upper estimate on the overall uncertainties of approximately 1.4%. This can be compared with the optimal estimate of 1.0% given in table E.2 for the uncertainty on a dose measurement at a reference depth lying at the depth of dose maximum. More recent audit data for electron beams , Thomas et al 2003 indicate that the variations in dose measurement in UK radiotherapy centres have improved since the earlier 1994-1996 intercomparison (Nisbet and Thwaites 1997) , suggesting that the upper estimate of 1.4% may now be too large.
