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Abstract
The small and fluctuating samples of lubricating oil data render the wear trend prediction a challenging task in operation and maintenance management of wind turbine gearboxes. To deal with this problem, this paper puts forward a method to enhance the prediction accuracy and robustness of the grey prediction model by introducing multi-source information into traditional grey models. Multi-source information is applied by creating a mapping sequence according to the sequence to be predicted. The significance of the key parameters in the proposed model was investigated by numerical experiments. Based on the results from the numerical experiments, the effectiveness of the proposed method was demonstrated using lubricating oil data captured from industrial wind turbine gearboxes. A comparative analysis was also conducted with a number of selected other models to illustrate the superiority of the proposed model in dealing with small and fluctuating data. Prediction results show that the proposed model is able to relax the quasi-smooth requirement of data sequence and is much more robust in comparison to exponential regression, linear regression and non-equidistance GM(1,1) models. 
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1 Introduction
The wind energy industry grows exponentially in recent years. By the end of 2017, global wind capacity has reached 540 GW, and the total installations in 2017 were 52,573 MW [1]. With the total installed capacity of wind power rising, the operation and maintenance management of wind turbines (WTs) is becoming increasingly important [2]. Among all subsystems in WTs, gearboxes are considered the most troublesome as gearbox failures contribute to roughly 20% of the WTs’ downtime [3]. Oil analysis is one of the most operative means to maintain the maximum protection of the gearboxes while prolonging the useful life of the lubricants [4]. The detection and analysis of wear particles support the choice of maintenance strategy, so as to avoid the loss of operation.
Although on-line monitoring has developed rapidly, many wind power plants still adopt off-line oil monitoring, and off-line oil monitoring will not be completely replaced in the short-term [5]. For a normal operating WT, each off-line oil monitoring sample is collected every 3-6 months, which makes the available data for wear trend prediction limited. Furthermore, the data might be even less if the gearbox breaks down before a complete oil change period. The grey system theory has shown its advantage in such small sample, poor information uncertain systems, because it is not constrained by the statistical restrictions of the original data [6]. 
By generating, developing and extracting valuable information, grey system theory tries to describe the behavior and evolution law of a system correctly and then to predict its future changes quantitatively. The GM(1,1) model, which is a single variable first order grey model, is the most important prediction model in grey theory. Improving the prediction accuracy of GM(1,1) series models is one of the most critical problems in grey system theory, and has been studied for more than 30 years. By changing the model building methods, optimizing background values [7, 8] and revising the initial value [9, 10], a group of grey prediction models emerged and achieved satisfying results. Xie [11] proposed a discrete grey model solving the problem of the equation transformation gap from a discrete form to a continuous form in the original model. Wu [12, 13] used fractional order accumulation to shrink the perturbation bound, and to reduce errors from an inverse accumulated generating operator of grey models. Zhou [14] put forward a generalized grey model and gave four stepwise ratios estimating methods. Maciej Tabaszewski [15] studied grey models with different window sizes, and suggested the algorithm using a moving window should be adaptive in automated diagnostic systems of fan mills. In consideration of the non-equal intervals of the practical raw data, many scholars studied the non-equidistance grey model and improved the accuracy. Dai and Li [16] reconstructed the background values of the model by integral. Xiao [17] established a matrix form of generalized grey model. Wang [18] proposed a more flexible non-equidistance grey model, which was a grey power model. Combined with generalized contra-harmonic mean and weakening buffer operator, Zhi [19] presented a non-equidistance grey model and applied it into the steel corrosion rate prediction. 
Moreover, the grey models have been successfully used in oil analysis. Zhang [20] constructed an unequal interval revised grey model to forecast the wear trend based on oil spectrometric data of marine diesel engines, and obtained acceptable fitting and prediction results. Chen [21] applied a non-equidistance grey model to the oil analysis of an internal combustion engine. The results showed that this model was able to predict the mass fraction of elemental plumbum and boron, and that dynamic prediction of replacing old information with new information could enhance the accuracy of fitting and prediction. Wang [22] built a grey model for the trend prediction of dissolved gases in the power transformer by using double accumulated generating operation, and combined the model with a fault diagnosis method for future fault analysis. In relation to prediction and diagnostic analysis of equipment wear condition, more combined grey models had been built [23, 24] and achieved good prediction accuracy. The comparison showed that the grey model could simulate the macro trends of modelling data, and subtle random variation could be revised by autoregressive models, neural networks, etc.
Research on oil monitoring and grey prediction models has achieved fruitful results both in theory and in practice. However, as models for small samples, these models highly depend on the monitored data, where one abnormal change in a single record on account of some random factors can make the predicting outcomes far away from its true value. In the face of a poor information system, too much emphasis on accuracy of a prediction model may be misleading because of the instability of the small samples. So accuracy should not be the only criterion of a prediction model, robustness should also be considered in practical applications. In many cases, even if the measured data of a system is limited, it may still be possible to find other information source such as historical data, expert information and data from similar systems to assist the prediction and make the results more reliable. In off-line oil monitoring, although inspection data of a single WT’s gearbox is sparse within a whole oil change period, there might be other WTs with the same type of gearbox in the wind plant. The trends of different gearboxes’ inspection data share common characteristics. This relevant information could provide important reference to lubricating oil quality and wear trend prediction. However, the existing grey models do not take this into account. This study develops a novel method based on a non-equidistant GM(1,1) model under this background. The model is then applied to gearbox wear trend prediction via analyzing the off-line oil monitoring data. The proposed method could reduce the instability impact of the small sample prediction by revising the predicting outcomes according to historical and other relevant information. 
The remainder of the paper is organized as follows. In Section 2, the non-equidistance GM(1,1) model is revisited, and the modelling procedure of a multi-information fusion GM(1,1) model is proposed. In Section 3, the determination of two significant parameters in the proposed model is discussed. In Section 4, the model is utilized to simulate and forecast the elemental iron density of oil samples. The conclusions are presented in Section 5.
2 Methodology
2.1 The non-equidistance GM(1,1) model
Definition 1.[16] Assume that is a non-negative sequence of raw data, and let be the distance between the two adjacent data samples in the sequence, then is called a non-equidistance sequence, and its first order accumulative generation sequence is  , where
.                                       (1) 
The reconstructed integral background value of non-equidistance sequence is defined as
, .                     (2)
Definition 2.[16] For a non-equidistance sequence of raw data , is defined as Eq.(1), then  is called the Non-equidistance GM(1,1) (NGM(1,1)) model, and its corresponding difference equation form is ,. The parameter is called the development coefficient and  is called the grey action quantity.
The parameter vector of NGM( 1,1) model can be obtained by the least square estimation , in which 
,.                                             (3)
In general, the coefficient matrixis a non-singular matrix. But two cases that may result in the singular phenomenon and erroneous prediction results are worthy of special note:
 (1) the raw data sequence is a constant sequence in which the value of the first data is non-zero and the rest of the sequence are zeros;
(2) the measured data has high absolute values or the sampling intervals are too large.
For case (1), modelling based on such data makes no practical sense; for case (2), unit conversion can be utilized to convert the original sequence into a sequence of smaller order of magnitude [25-28]. 
Taking  as the initial value, the time response equation of NGM(1,1) is Eq.(4),
                                             (4)
The restored values of raw data is given as Eq.(5),
.                  (5)
Let, so is the simulation sequence of , and is the simulation data of .
The above model can achieve acceptable prediction results when applied to real industrial data. However, real-world data inevitably contains measurement errors. In some extreme situations, the noise contained in the data may smear over the real developing trends. In such a case, the developing trends predicted by the measured data may deviate from its real development laws, and the prediction error may become even larger in the presence of small samples. Multi-source information fusion which will be introduced in the next section can solve the above mentioned problems and therefore enhance the performance of NGM(1,1).
2.2 Construction of multi-information fusion grey model
Consider a poor information system, in which the monitoring system only provides few samples and therefore very limited information for prediction analysis. Although the data obtained from the local system is limited, there are many other data sources, such as historical data, expert information and data from similar systems, which can serve as referential information to assist a prediction task. The schematic of a multi-information fusion prediction model is illustrated in Fig.1. As shown in the figure, the results of multi-source information fusion (here the information provided by multiple sources are regarded as referential information) can better reflect the real developing trend of the local system, and thereby improve the prediction accuracy compared to the results when only a single-source of information is considered.   

Fig.1. Schematic diagram of multi-information fusion prediction model.

Definition 3. For a given universe , there exists a set of non-negative time series sequences , where , andare homogenous but mutually independent. For any selected sequence to be modeled, other sequences are called referential sequences, and denoted as.
For example, there are two WTs with the same type of gearboxes and lubricating oil in the same wind plant, but the installation times of the two WTs are different. WT 1 has been operational for 4 years, while WT 2 has only been operational for 2 years. The sequence length of WT 1 oil monitoring data is 8, while the sequence length of WT 2 is 4. Both WTs are properly functioning without oil change. When we predict the indicator changing trend of WT 2, the oil monitoring data from WT 1 could provide an objective reference for analysis, so the data sequence from WT 1 is a referential sequence to that of WT 2.
One thing to note is that a referential sequence () can either be an equidistance series or a non-equidistance series. The sampling intervals and the sequence lengths do not need to remain consistent with the modeled sequence. 
Definition 4. For a referential sequence,  is the first order accumulative generation sequence of. Build the grey differential equation of , thenis called the referential development coefficient.
The development trend of is reflected by the parameter , which is considered as referential information for predicting the changes of . There may exist several available referential sequences for , so the integrated referential development coefficient is calculated by the weighted average of several referential development coefficients, denoted as  , namely
,                                                            (6)
is the weight of referential sequence ,and .is denoted as integrated referential sequence. 
When we predict the sequence with the referential information from,  can’t be used directly. The referential sequenceshould be mapped to the modeled sequence. Since development coefficient reflects the development trend of the time series sequence and also determines the predicted value of NGM(1,1) models, we assume the referential development coefficient  remains constant when we create the mapping sequence. If the mapping sequence is written as , thenis regarded as the first order accumulative generation sequence of.
Once the mapping development coefficient  is determined, the other mapping parameters could be derived from the differential equations. From the description of the NGM(1,1) model in Section 2.1, the general solution of the grey differential equation can be expressed as Eq.(7),
,                                                                  (7)
where c is a constant,  and are parameters derived from the least square estimation method.
For the general solution, if we consider two different values of : and in the mapping sequence, respectively, then we can obtain the Eq. (8) ,
                                              (8)
For the general solution in Eq.(7), constant is determined by the initial value. Taking the  as the initial value of , so Eq.(9) is obtained.
                                                             (9)
Then the Eq. (8) can be expressed as Eq. (10), where only is the unknown parameter.
                         (10)
Solving the Eq. (10), we can obtain the parameter
                                           (11)
The time response equation of mapping sequence is Eq.(12).
,                                      (12)
The restored values of is given by Eq.(13),
.                                                      (13)
Similarly, we can take as the initial value for a mapping sequence, and the resultant sequence is equivalent. The mapping sequenceis determined only by the referential development coefficient  and the two fixed mapping points in . 
Definition 5. Assume  is a non-negative time series sequence, is its corresponding mapping sequence according to the referential sequence, and is the simulated value obtained by NGM(1,1) in Eq.(5). Then the following Eq.(14)
                                                      (14)
is called the multi-information fusion GM(1,1) (MFGM(1,1)) model, and is called the coincidence coefficient.
The value range of the coincidence coefficientis , when , the MFGM(1,1) model deteriorates into the normal GM(1,1), namely ; when , the MFGM(1,1) model deteriorates into predicting the changes of its mapping sequence.
2.3 The procedure of the MFGM(1,1)
Let  be the original non-negative data series, and be the referential sequences of .The procedures of applying the MFGM(1,1) can be described as follows :
Step 1 Build a NGM(1,1) model of , then calculate the time response equation  and the restored values of simulated raw data .
Step 2 Build a series of NGM(1,1) models of referential sequences, and calculate the integrated referential development coefficient .
Step 3 Take and  as the fixed points of mapping sequence , then calculate the time response equation  and the restored values of mapping data .
Step 4 Determine the coincidence coefficient, then the simulated value of the MFGM(1,1) is .
2.4 Evaluation criteria of the model
An important criterion for evaluating a forecasting technique is its prediction accuracy, besides the robustness of the models will also be considered. Here, the robustness refers to the ability for the model to give acceptable results with fluctuation or noisy data. There are two statistical measures to evaluate the prediction accuracy, viz. mean absolute deviation (MAD), and mean absolute percentage error (MAPE). Assume the raw data is and the simulating sequence or forecasting sequence is , two measures are, respectively, defined as follows:
,                                                    (15)
.                                             (16)
In this paper, MAD and MAPE are used to evaluate the accuracy of the MFGM(1,1) and related models, while the percentage of sequences whose MAD or MAPE are not exceeding the required criteria is used to evaluate the models’ robustness. Fitting and prediction error analyses are carried out individually owing to the different performances of the compared models. 
3 Determination of the model parameters
From the modelling process of the MFGM(1,1) in Section 2, there are two important parameters, the referential development coefficient and the coincidence coefficient , to be determined. In Section 2, in view of the impact of all available referential sequences, is taken as the weighted average of all available referential sequences. In this section, numerical experiments are carried out to investigate the significance of the two parameters in MFGM(1,1) model.
In order to test the performance of the MFGM(1,1) model, NGM(1,1) and exponential regression are chosen here to conduct a comparative analysis. The simulation data is generated by an exponential functionwhen parameter  takes different values. Here we letand. The values of  were randomly chosen to make the sampling intervals roughly equal, and the resultant simulation data sequence is shown in Table 1.
Table 1
The simulation data sequence generated by the exponential function.
t	1	9	24	36	47	60	75	89
	30.30 	32.83 	38.14 	43.00 	48.00 	54.66 	63.51 	73.05 

To compare the prediction accuracy and robustness of the three models, we assume the obtained data is not exactly , but plus a random fluctuation (noise), which obeys the normal distribution. We randomly generate 1000 fluctuation sequences of normal distribution (each sequence contains 8 data samples and is independent from one another) and add them to  respectively. All the following calculation is based on these 1000 sets of raw data with random fluctuation. Then we construct the following models: the exponential regression model, the NGM(1,1) and the MFGM(1,1) model proposed in this paper. The first 6 data samples in each sequence are used to train the model, and the last 2 data samples in the sequence are used to test the prediction effectiveness. MAPE is used to evaluate the accuracy of the three models. The predicted outcomes with MAPE values lower than the required maximum are taken as acceptable, the percentage of acceptable predictions is considered as the indicator for the robustness of the three models. 
3.1 Significance of referential development coefficient in MFGM(1,1)
According to the generating law of , we can assume the general range of the referential development coefficient. Here we test the model performance with the referential development coefficient  varying from 0.005 to 0.015. The coincidence coefficient is taken as a fixed value, then we have . The simulation results are shown in Figs. 2-4.

Fig.2. Fitting error varies according to the referential development coefficient in MFGM(1,1) model.

Fig.2 shows the imitative effects of the three models. Here we only compare the fitted value of the 2-6 data samples in each sequence, which is the modelling data. We don’t calculate the fitting error of the first data sample because of  in GM(1,1) models. The fitting error levels of the exponential regression model and the NGM(1,1) model are shown as reference lines. We can see that the fitting ability of the exponential regression model and the NGM(1,1) model are fairly close, where the exponential regression model is slightly better by 3.11% to 3.35%. The fitting error of the MFGM(1,1) model varies according to the referential development coefficient. When, the fitting performance of the MFGM(1,1) model is better than that of the original NGM(1,1) model, because the referential development trend in this area is closer to the real development trend. The average development coefficient of the 1000 sequences is 0.0097, which is also in the acceptable performance interval. It is worth mentioning that the fitting error of the MFGM(1,1) model is larger compared with the exponential regression model. The existence of noise fluctuation in the training data means that a lower fitting error carries the risk of overfitting with the noise data. The curves in Fig. 2 shows that no matter how we change the referential development coefficient, the fitting error cannot be dropped lower than the exponential regression model. Therefore, the proposed model has an ideal property to avoid such overfitting.
 
Fig.3. One-step prediction error varies according to referential development coefficient in MFGM(1,1) model. 

Fig.4. Two-step prediction error varies according to referential development coefficient in MFGM(1,1) model. 

Figs.3 and 4 show the extrapolation prediction ability of the three models. Fig.3 shows the one-step prediction errors while Fig.4 shows the two-step prediction errors. Firstly, the prediction precision declines with extrapolation steps. The one-step prediction error of the exponential regression model is 4.04%, whereas the NGM(1,1) model is 4.50%. The two-step prediction error of the exponential regression model is 4.93%, while the NGM(1,1) model is 5.66%. For the MFGM(1,1) model, it is important to find an appropriate referential development coefficient. The prediction performance will achieve the optimal effect if  is in the appropriate areas. Comparing with the fitting results in Fig.2, the better predicting performance area of  becomes larger. In this case, shown in Fig.3, when , the one-step prediction performance of the MFGM(1,1) is better than that of the original NGM(1,1) model, and when , the one-step prediction performance of the MFGM(1,1) is better than that of the exponential regression model. As shown in Fig.4, when , the two-step prediction performance of the MFGM(1,1) is better than that of the original NGM(1,1) model, and when , the two-step prediction performance of the MFGM(1,1) is better than that of the exponential regression model. Considering the fact that the fitting error of the proposed model is larger than that of the exponential regression model, this superior prediction performance gives further evidence on the robustness of MFGM(1,1) on overfitting problems.
When the referential development coefficientequals to 0.0105, the MFGM(1,1) model achieves the minimum fitting error. Tables 2 and 3 show the comparison of prediction accuracy and robustness of the three models. The parameters of MFGM(1,1) in these Tables are and , respectively. Because there are 1000 sets of data and each sequence consists of 6 training data and 2 verified data, the average fitting error ε, one-step prediction error ε1 and two-step prediction error ε2 are calculated as Eqs.(17)-(19).  
                                                                    (17)
                                                                        (18)
                                                                        (19)
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Robustness comparison considering two required criteria.
	MAPE≤10%	MAPE≤5%





Tables 2 and 3 indicate that the MFGM(1,1) model with suitable referential information performs better than the other two models in terms of accuracy and robustness. The average one-step prediction error ε1 and two-step prediction error ε2 of MFGM(1,1) are 3.33% and 3.54%, respectively, which are much lower than those of the original NGM(1,1) and exponential regression model. This is because the information fusion enhances the anti-disturbance ability of traditional GM(1,1) model, thus rending the model tolerant to fluctuation. 
Table 3 shows that in term of MAPE, 98.9% of the one-step prediction made by MFGM(1,1) is less than 10%, while 77.5% of all predictions is less than 5%. Furthermore, 97.2% of the two-step predictions implemented by MFGM(1,1) is less than 10%, while 74.3% is less than 5%. It is obvious that compared with exponential regression and NGM(1,1), the MFGM(1,1) model has a higher prediction accuracy and robustness. 
Above shows how different referential development coefficients affect the performance of MFGM(1,1) model in terms of accuracy and robustness. According to this example, the mean development coefficient is fairly close to the ideal one although it is not exactly the best one, and it is always in the acceptable performance interval compared with NGM(1,1) and exponential regression models. That is to say, when there exist several available referential sequences, if no additional information is available, the average of the several referential development coefficients could be taken as the integrated referential development coefficient. 
3.2 Significance of coincidence coefficient in MFGM(1,1) 
In this section, we consider the coincidence coefficient () as a variable, and take the referential development coefficient as a fixed value according to. The simulation data is the same as that in 3.1. The MFGM(1,1) model is and the simulation results are shown in Figs.5-7. 
 
Fig.5. Fitting error varies according to coincidence coefficient in MFGM(1,1) model. 

Fig.5 shows the imitative effect of MFGM(1,1) model with referential development coefficient . For the same reason, we only compare the fitted value of the 2-6 data samples in each sequence. In general, the fitting performance of MFGM(1,1) is closed to the NGM(1,1) model, varying from 3.29% to 3.53%. Since the average development coefficient calculated by the NGM(1,1) model of 1000 simulation sequences is 0.0097, which is fairly close to 0.01. With the change of the coincidence coefficient  from 0 to 1, the fitting errors slightly decrease at first, and reaches the minimum point at ; then keep increasing to exceed the error level of NGM(1,1) model. This is because a smaller in the model puts more weight on the simulation sequence, and a larger  puts more weight on the mapping sequence and deviates the simulation sequence. 

Fig.6. One-step prediction error varies according to coincidence coefficient in MFGM(1,1) model. 

Fig.7. Two-step prediction error varies according to coincidence coefficient in MFGM(1,1) model. 

Figs.6 and 7 show the predict effect of the MFGM(1,1) model with referential development coefficient . The prediction error levels of the exponential regression model and the NGM(1,1) model are shown as reference lines. In these figures, the prediction errors decline with  varying from 0 to 1. This is because of the generation rule of the simulation data, since the referential development coincidence  is closer to the ideal value which reflects the real development trend. Therefore the referential information leads to a more precise prediction by reducing the impact of noise fluctuations. Otherwise, if the raw data is sufficient or accurate enough, we suggest applying a smaller coincidence coefficient  or simply use a more precise model. Besides, the results in Figs. 5-7 show that the MFGM(1,1) model maintains a relatively large fitting error no matter what coincidence coefficient is chosen, but exhibits a significantly superior prediction error with a suitable coincidence coefficient.  It illustrates again the robustness of the MFGM(1,1) in dealing with overfitting problems. 
4 Case study: wear trend prediction of wind turbines 
Fault diagnosis and fault early warning of WTs play important roles in the operation and maintenance management of wind power plants, which help to reduce production loss, increase the safety of plant operations, and optimize manufacturing costs. The failure warning mainly depends on the detecting procedure and expert judgment of the WT’s operational condition. Accurate and effective fault early warning will help avoid disastrous equipment damage caused by insufficient maintenance, and also reduce the operating costs due to the excessive maintenance. Periodic detection is an important approach to obtain information concerning the operating state of a WT. One of the periodic detection methods is lubricating oil detection, which provides information on pollutant, deterioration of the lubricant and equipment wear. The method is used in gearbox offline detection in most wind power plants. The detection period is 3-6 months according to the operation state of the gearbox, generally every 6 months when the gearbox is functioning well. The wear trend prediction of gearboxes in wind turbines is mainly based on this periodic interval, especially when online monitoring systems are non-existent.
Indicator boundaries of the lubricating oil detection are given by the industrial standard or the manufacturers. In some situations, although indicators of the detection results are still within the normal range, they may already indicate the impending failure. This is why wear trend prediction is applied. The abrasion of the gearbox or deterioration of the lubricant may accelerate mechanical degradation owing to tooth breaking of the gear or contaminant intrusion. Predicting the trend of these indicators precisely, together with identifying the abnormal data effectively, is vital for fault early warning in the operation and maintenance of the wind power plant. In practice, however, the long detection period, small samples and data fluctuation caused by heterogeneous sampling make it a great challenge for wear trend prediction.
4.1 Variable selection
The data used in the present study comes from a large wind power plant in the south of China. The 54 sets of iron content data are taken from the results of lubricating oil detection of 54 proper functioning WTs with FL800A gearboxes and Exxon Mobil lubricating oil. Due to the difference of installation time, working condition, the most recent oil replacement and inspection date of each WT, the length and sampling time intervals of obtained sequences are different. At the same time, the sampling process is related to the operator’s skill and the working status of the WTs, which means that the monitored data is fluctuant and contains errors. The inspection data of the oil samples are shown in Fig.8. Each line represents a sequence taken from the same gearbox.

Fig.8. The 54 sets of inspection data of the oil samples.
4.2 Data pre-processing
In practice, it is inevitable that the monitoring results are not equal distance (uniformly-spaced) because of the time interval of the sampling, data deficiencies, sampling or measurement errors, and aberrant data. Though the model is suited to non-equidistance data, the prediction results may not fare so well if ratios of the maximum sampling interval to minimum sampling interval is larger than 2. By calculating , we find 22 sets of data which don't meet the criterion. For those in which sampling interval is too long or data is missing, we use average-generating arithmetic operators to fill in the missing data and ensure the sampling intervals are roughly equal.
The quasi-smooth sequence is the basis of grey prediction models, and whether the sequence satisfies the quasi-smooth condition is an important criterion for establishing a GM(1,1) model. The smooth ratio [6] is commonly used to examine the stationarity of data, which is the ratio of the th data sample to the sum of the  data samples ahead of it.
. 
The sequence is called a quasi-smooth sequence when it satisfies that (1) , (2),. 
According to this test, all the sequences do not meet the requirement. Following traditional GM(1,1) models, this data cannot be used to set up the model. However, this is the only available data set we have here. In real world engineering practice, it is not always possible to get ideal data sets. The failure to make use of such available data is therefore a significant limitation of the current models. As illustrated in the last section, the MFGM(1,1) model has the ability to work with noisy data. Therefore, we use this real world data set to demonstrate the robustness of the proposed model. To investigate the impact of quasi-smooth sequence criterion, we divide the sequences into two groups. The sequences in Group 1 can satisfy a relaxed criterion, where we only loosen the constraint (2) to . 48 sequences belong to this group. The rest of sequences are divided into Group 2.
4.3 Modelling implementation
Among all the 48 sequences of iron content data in Group 1, 22 sequences only contain 4 data samples, which is the minimum sample requirement for building a GM(1,1) model. Therefore the 22 short sequences are employed to calculate the referential development coefficient. The development coefficients of these 22 short sequences are calculated by the Eq.(3) . In the result, 2 development coefficients deviate from the mean, and we moved these 2 sequences to Group 2. So the referential development coefficient in Group 1 is taken by the mean value of the 20 development coefficients left behind, which is . 
The remaining 26 sequences which contain more than 4 data samples are used to test the prediction performance of the exponential regression, linear regression, NGM(1,1) and MFGM(1,1) models. All data in the sequence except the last data sample is used for training the models, and the last data sample is used for verification. Due to the fact that all observed data contains certain measurement errors, the coincidence coefficient is taken as , which is a conservative estimation.
For Group 2, there are 6 sequences which cannot even satisfy the relaxed criterion, and 2 sequences which satisfy the relaxed criterion but the sequence development coefficients deviate from the mean. 5 sequences in Group 2 consist of more than 4 data samples and can be used to test the prediction performance by the four models mentioned before. Considering the limited number of referential sequences in Group 2 (only 3 sequences), we randomly selected several short sequences from Group 1 and mix them together. The mixed referential development coefficient is , and the coincidence coefficient of MFGM(1,1) is also taken as .
4.4 Results and analysis
For Group 1, 26 sets of iron content data are utilized to build MFGM(1,1) models for wear trend prediction. The prediction results are compared with an exponential regression, a linear regression and a NGM(1,1) model. The simulation results are shown in Fig.9. The last point in each line is the prediction result. 

Fig.9. The simulation results of the four models.

The fitting and one-step predicting performances of each model are shown in Figs.10 and 11 from the perspective of MAD and MAPE defined in Eqs.(15) and (16), respectively. The fitting error of the first data sample is not calculated because  is the initial value in GM(1,1) models. The average MAD and MAPE of fitting and prediction errors of each model are shown in Table 4. 

Fig.10. The fitting performance of the four models.

From Fig.10 we can see that different models have different performances on the fitting effect from sequence to sequence. Regardless of whether MAD or MAPE, no model consistently performs best in simulating effect for all sequences. This is because the working condition of each gearbox is different, and the shapes of wear sequences are not the same. In general, the performances of regression models are similar, while linear regression model is slightly better than exponential regression model; the effects of two non-equidistance GM(1,1) models are closer, while the original NGM(1,1) model performs better than the MFGM(1,1) model. 

Fig.11. The one-step predicting performance of MFGM(1,1)  and other models.

Fig.11 illustrates the one-step predicting performance of MFGM(1,1) compared with other three models. It is observed that the MFGM(1,1) model performs very well with the largest MAD equals to 8.57 mg/kg, whereas the other three models’ largest MADs are all beyond 20 mg/kg. Besides, all of the one-step predictions made by MFGM(1,1) achieve MAD≤10 mg/kg, but only 22, 18, 14 cases of the one-step predictions made by linear regression, NGM(1,1) and exponential regression achieve MAD≤10 mg/kg. 25 out of 26 predictions made by MFGM(1,1) achieve MAPE≤10%, while only 22 sets by linear regression, 18 sets by NGM(1,1) and 13 sets by exponential regression achieve MAPE≤10%. Those results indicate that MFGM(1,1) is more robust for the prediction of different gearboxes’ wear trend. In the situation of inaccurate or limited data, the outcomes of other models may be misleading. In this experiment, a model will not be considered reliable if the predicting MAPE is beyond 10%. From this perspective, nearly half of the results obtained by exponential regression and NGM(1,1) model are invalid, while the MFGM(1,1) model shows good robustness and adaptability to the iron content data sequences. The average predicting MAD of the MFGM(1,1) model is 3.35 mg/kg and the average MAPE is 4.37%, which are much lower than those of other models’. The average fitting and predicting errors (i.e. MAD and MAPE) of each model are shown in Table 4, and Table 5 summaries the robustness of the models compared.

Table 4
Comparison of average fitting and prediction errors.
	exponential regression	linear regression	NGM(1,1)	MFGM(1,1) 
Fitting MAD 	3.03	2.78	2.16	2.71
One-step predicting MAD 	11.29	5.44	7.51	3.35
Fitting MAPE 	5.58%	5.52%	4.00%	5.44%
One-step predicting MAPE  	13.59%	6.54%	9.51%	4.37%

Table 5







For Group 2, 5 sets of iron content data are utilized to build the MFGM(1,1) models. The prediction results are compared with an exponential regression model, a linear regression model and a NGM(1,1) model. The simulation results are shown in Fig.12, and the average fitting and predicting errors are shown in Table 6. 

Fig. 12. The simulation results of the abnormal data.

Table 6
Comparison of fitting and predicting errors (abnormal data).
	exponential regression	linear regression	NGM(1,1)	MFGM(1,1)
Fitting MAD 	5.59	7.51	5.71	6.97
One-step predicting MAD 	12.91	6.06	15.21	3.59
Fitting MAPE 	13.07%	18.31%	13.94%	16.45%
One-step predicting MAPE  	14.78%	7.17%	18.37%	4.67%

The results show that all models perform worse when applied to abnormal data. However, the prediction results of the MFGM(1,1) are all within the acceptable interval. As it can be seen from Table 6, the fitting errors of MFGM(1,1) are larger compared to those in Table 4, but the prediction errors do not increase significantly. In general, MFGM(1,1) performs better than the other three models in terms of MAD and MAPE. Similar to Table 4, the two models with lower fitting error, namely exponential regression and NGM(1,1) model, perform worse in prediction. It is always safer to apply the quasi-smooth criterion to remove those fluctuating data if sufficient data samples are available, but there are situations where it would be difficult even if not impossible: some outlier may carry valid information as well. Similar to the simulation results in the last section, our results show that the proposed model has the capacity to relax the requirement of data sequence and is much more robust in comparison with other models here. 
5 Conclusions and future work
The purpose of this paper is to enhance the prediction accuracy and robustness of grey prediction models by considering multi-information fusion for fluctuating data. This is the first known application of introducing multi-source information into a GM(1,1) model by creating a mapping sequence. Furthermore, a novel model is proposed to combine the multi-source information and the sequence to be predicted in order to improve the prediction robustness of small samples. Although the GM(1,1) model is a high precision model for systems with small samples and poor information, and has also been applied successfully to the forecast of lubricating oil data, the results in this paper show that it does not always work well when the data demonstrates fluctuating characteristics. 
The results of the numerical examples in this paper indicate that the proposed MFGM(1,1) model can improve the prediction accuracy of GM(1,1) model, when an appropriate referential development coefficient  and a suitable coincidence coefficient  are chosen. From our case studies, we can see that the quasi-smooth sequence criterion plays an important role in building a GM(1,1) model, therefore, it is always recommended to remove  fluctuating data if sufficient data samples are available. When dealing with fluctuating data, simply enhancing the fitting accuracy makes little difference in improving prediction accuracy. On the contrary, overfitting may lead to relatively poor results. A robust prediction model which can work with unfiltered data might be a better solution. In fact, sampling data is always imperfect and not easy to obtain; therefore using similar and empirical information to improve the prediction performance is one of the most economical methods. The results of MFGM(1,1) model will improve further when the referential information is more precise and closer to the real developing trend of the target sequence. 
The prediction performance of the MFGM(1,1) model is highly dependent on the accuracy of the referential information, which must reflect the real developing trend of the local system. Although this paper provides a reasonable way to obtain the referential development coefficient, a number of aspects remain to be further explored, such as a systematic method to determine the referential data sequences for each target sequence, a general approach to find the reasonable range of referential development coefficient in specific situations, and an objective way to determine the coincidence coefficient. These problems will be investigated further in our future research.
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