The Steiner tree problem in graphs presents highest difficulties in case of graphs with a medium density of terminals. In fact, most of the efficient algorithms that have been developed to deal with the Steiner tree problem show their worse behaviour for a terminal density between 15 and 30%. Here we present a new bio-inspired approach based on a biological virus infection called viral system (VS) that emulates a massive infection in an organism (representing a massive exploration of the feasibility region). The approach is tested in a large-sized library of problems for which the optimal solution is known, and it is compared to other very efficient soft computing methodologies such as Tabu search and genetic algorithms that have been developed for this specific problem. The VS massive infection algorithm improves the results provided by such approaches.
Introduction
The Steiner tree problem in graphs considers the connection of a set of nodes, identified as terminal nodes, using another set of nodes, called Steiner nodes. The Steiner tree problem tries to find the minimum cost network that connects the subset of terminal nodes in a specific graph G = (N, A).
The Steiner tree problem can be stated as follows: given a non-directed graph G = (N, A) with |N| nodes and |A| arcs with costs c ij ∀(i, j) ∈ A, and a subset T ⊆ N with |T| nodes called terminals or targets, with the rest of the nodes in N called Steiner nodes; find a network G T ⊆ G that connects all the terminal nodes in T at minimum cost. This network can include some of the Steiner nodes but does not have to include all the Steiner nodes.
The Steiner tree problem presents a major difficulty for problems with a medium density of terminals. It is known that the Steiner tree problem with low terminal density can be efficiently solved with approaches based on shortest path algorithms (in the limit, the case with only two terminals corresponds to the shortest path problem), and Steiner tree problems with high terminal density can be efficiently solved with approaches based on minimum spanning trees (MST) (in the limit, the total absence of Steiner nodes corresponds to the MST problem). Problems with medium terminal density reveal themselves as the most complex cases, and the most suitable approaches experiment the highest difficulties.
To solve this type of problems we are presenting a novel approach based on a soft computing technique called viral systems (VS) (firstly described in Cortés et al., 2008) , and we compare the provided results with other well-established approaches in a large sized library of problems. The new approach differs from the original VS in the infection conceptualisation. VS were firstly introduced making use of a selective (parsimonious) infection process. Here we reveal how considering a quick massive infection can provide better solutions for special cases.
The rest of this paper follows with a brief description of VS massive infection algorithm in Section 2, the presentation of the computational results in Section 3, and the final conclusions in last section.
A brief description of VS in massive infection cases
VS were first introduced by Cortés et al. (2008) with the description of a new soft computing approach and its biological analogy with a viral infection; readers interested in a detailed description of such methodology are referred to this paper. One of the main characteristics of VS refers to the replication mechanism of viruses, together with the capability of the host organism to develop an antigenic response. Basically, viruses can follow two different replication processes: lytic or lysogenic replication. In lytic replication, the virus infects the cell starting to replicate nucleus-capsids (copies) of the virus. Once a maximum number of replications has been reached, the new viruses are released and try to infect new cells of the organism. In lysogenic replication, the virus infects the cell and remains hidden inside until a number of generations has passed. After that, the genome of the cell is altered in a way similar to a mutation process.
VS is an iterative method that runs during a maximum number of iterations, or until the optimum is reached in case of a known optimum.
VS defines the clinical picture of an infected population as the description of all the cells infected by viruses. Computationally, it includes the encoding of the solution that is being explored (the genome of the cell that is infected, in biological terms) and the number of nucleus-capsids being replicated, NR, (for lytic replications) or the number of hidden generations, IT, (for lysogenic replications). Thus the state of each virus is given by the three-tuple 'cell genome-NR-IT'. All these three-tuples corresponding to the cells infected by viruses define the clinical picture.
Every cell infected by a virus develops a lytic or a lysogenic replication according to a probability p lt (for lytic replication) or p lg otherwise, where p lt + p lg = 1.
In case of lysogenic replications, the activation of the mutation process takes place after a limit of iterations has passed (LIT). The value of LIT depends on the cell's health conditions, so a healthy cell (high value of the objective function being minimised, f(x)) will have a low infection probability, i.e., the value of LIT will be higher. An unhealthy cell, on the contrary, will have a lower value of LIT.
In case of lytic replications, a number of virus replications (NR) is calculated for each iteration as a function of a binomial variable, Z, adding its value to the current NR in the clinical picture. Z is calculated using a binomial distribution given by the maximum level of nucleus-capsids replicated, LNR, and the single probability of one replication, p r ,: Z = Bin (LNR, p r ). LNR represents the limit to break the cell border and to release the lodged viruses. As in the lysogenic cycle, the value of LNR is set depending on the value of the objective function being minimised, f(x). Thus cells with higher f(x) have lower probability of getting infected, and therefore the value of LNR will be higher.
After that, each liberated virus will have a probability, p i , of infecting other new cells of the neighbourhood. If the neighbourhood cardinality of x is defined as |V(x)|, the number of cells infected by the virus in the neighbourhood can be calculated as a binomial distribution given by Y = Bin (|V(x)|, p i ).
On the other hand, in order to defend itself from the growth of the viral infection, the organism (the set of cells) responds by releasing antigens. In the clinical picture, each one of the infected cells generates antibodies according to a Bernoulli probability distribution A(x) = Ber (p an ), where p an is the unitary probability of generating antibodies by the cell x in the clinical picture. Hence, the total population of infected cells generating antibodies is characterised by a binomial distribution of parameters: the size of the clinical picture, n, and the probability of generating antibodies, p an :
Also, the antigenic response for every cell in the neighbourhood of an active virus is estimated as a Bernoulli probability distribution given by the probability of generating antibodies, p an : A(x') = Ber (p an ): x' ∈ V(x). Therefore, the total number of cells with antibodies in the neighbourhood will follow a binomial probability distribution given by the total size of the neighbourhood for all the active viruses, |V(x)|, and the probability of generating antibodies, p an : A = Bin (|V(x)|, p an ).
In this situation, a Markovian process defines the evolution of the clinical picture. Let
π π π π = be the probability of a cell with 0, 1, …, LNR nucleus-capsids replicated. Equations (1-3) are satisfied in steady state.
To ensure computational control of the infection evolution (4) has been given as a suitable value for p an .
where | ( )| V x is the average neighbourhood size for a specific problem.
Considerations of VS in relation to the Steiner tree problem
Considering a Steiner tree problem with N nodes and T terminals, the cell genome is represented by a bit string of size |N -T| corresponding to the Steiner nodes in the graph, where position i corresponds to node i in the graph. Taking value 1 means that the Steiner node i is connected, with the bit set to 0 otherwise. We consider a bit string of size |N -T| because all the terminal nodes must be in the Steiner tree, so it is enough to use a bit string that identifies only the Steiner nodes in the Steiner tree.
Once the Steiner nodes of the graph have been specified, a Steiner tree can be constructed by means of a MST that contains all the terminal nodes (set T), the subset of Steiner nodes fixed to 1 in the bit string and, perhaps, some artificial arcs if the set is disconnected. If there is need to introduce artificial arcs due to the disconnection of the tree, there appear different options, and we follow the graph construction mechanisms (Gendreau et al., 1999) .
A key decision in every VS is to state an adequate cell neighbourhood for the virus in the lytic replication process, as well as to define the genome alteration process for the lysogenic replication.
In the case of the Steiner tree problem, given a feasible solution, the genome alteration is carried out by flipping a bit in the string when the lysogenic replication is being considered.
On the other hand, when considering the lytic replication, the neighbourhood of the feasible solution (infected cell) being considered consists of the set of bit strings that can be obtained by the removal or the addition of a single Steiner node from/to the current cell encoding. In order to be efficient, the new MSTs must be found by manipulating a rooted tree data structure carefully (Gendreau et al., 1999) .
Due to the special encoding for the Steiner problem solutions the neighbourhood size is constant and equal to the number of Steiner nodes. It must be noted that the neighbourhood is set by changing the value of each bit from 0 to 1 and vice versa.
VS pseudocode
The following pseudocode (Table 1 ) describes a VS massive infection applied to the Steiner tree problem. 
/* apply move of mutation on CS
The general pseudocode functions and procedures previously described in the table are complemented with the specific problem procedures. These are mainly the neighbourhood characterisation and the problem-oriented lysogenic replication. These procedures are described for the Steiner tree problem in Table 2 . Table 2 Specific pseudocode for the Steiner tree problem 
Computational results
The OR-Library that can be accessed in the website http://people.brunel.ac.uk/~mastjjb/jeb/info.html (Beasley, 2008) has been used for the computational results, considering series SteinC, SteinD and SteinE. We divided the Steiner tree problem into three groups: Group No.1 is a low terminal density group that contains problems with less than 15% of terminal nodes; Group No. 2 corresponds to medium terminal density and consists of problems with more than 15% and less than 30% of terminal nodes; and Group No. 3 features problems with more than 30% of terminals. Table 3 shows results obtained by the P-Tabu and F-Tabu methods (Gendreau et al., 1999) , two genetic algorithms GA-E (Esbensen, 1995) , and GA-V (Voss and Gutenschwager, 1999) , and a VS based on a selective infection (Cortés et al., 2008) . The table also includes the minimum-path heuristic (MPH) (Takahashi and Matsuyama, 1980) which is the best greedy heuristic implemented for the Steiner tree problem. Problems were assigned to groups after pre-processing the Steiner tree problem with the five graph reduction rules described in Winter (1897) . Table 3 shows the problem code that is associated to each analysis group. As clearly stated by the figures, Group 2 is largely the most complex one, and bigger errors are always obtained for this group, taking into consideration both the average error and the maximum error. We have therefore focused our research on Group 2. In our opinion, a major effort has to be put on this specific and characteristic group of the Steiner tree problem.
To compare methodologies, we executed the VS massive infection five times for each problem, with the algorithm run on a Xeon (TM) 2.80 GHz; 1 GB RAM. Table 4 shows the results compared to the previous of Table 3 .
The most significant parameters of the algorithm are the maximum number of iterations (taking into account that each iteration is computed after a virus replication takes place, which does not necessarily happen every time the cells neighbourhood is searched), and the probabilities of infecting neighbouring cells (p i ) and generating antibodies (p an ). It has to be taken into account that p an and p i must satisfy equation (4). We finally selected a number of iterations equal to 100,000, a clinical picture size of 100, a probability of antigenic response equal to 0.1, and a probability of infection equal to 0.6. Likewise, we fixed the values of LNR and LIT to 15 and the probability of lytic replication to 0.7). Table 4 provides the results for Steiner tree problem Group 2. VS massive infection algorithm provided the best solution for 11 instances, nine of which were the optimum. The selective infection case of VS provided seven times the optimum and the best approach and the F-Tabu provided five optimums, although it was the best approach on seven occasions. The results provided by the less efficient P-Tabu were slightly worse. The behaviour of the other methods is clearly worse, producing two best approaches in case of the genetic algorithm due to Esbensen (1995) and only one for the MPH heuristic.
Furthermore, the massive infection approach maintained a bounded distribution of its standard deviation, which provides a better adjustment around the optimum. It also provided the best solution for all the problems except for C8 (0.39% error versus 0.00% of F-Tabu), D8 (0.47% versus 0.37% of F-Tabu) and E8 (1.78% versus 0.42% of GA-E).
Table 3
Results for the Steiner tree problem according to the percentage of terminal C{1,2,6,7,11,12,16,17} D{1,2,6,7,11,12,16,17} E{1,2,6,7,11,12,16,17} C{8,9,13,14,18,19} D{8,13,14,18,19} E{8,13,14,18,19} C{3,4,5,10,15,20} D{3,4,5,9,10,15,20} E{3,4,5,9,10,15,20} Additionally, we have to state that our VS massive infection was executed starting with a randomly generated population. On the contrary, F-Tabu starts from a very efficient seed, provided by MPH and P-Tabu approaches run one after the other, as an initial solution. It is also remarkable that MPH obtains better results than specially oriented genetic algorithms, which is probably due to the heuristic being executed 100 times in order to obtain the best possible seed to supply to the P-Tabu and F-Tabu methods. However, we realised that without need to search for a good seed we were obtaining better results than the best Steiner tree problem algorithm (F-Tabu) for this specific complex group. The computational times of VS-massive can be estimated as the order of time consumption required depending on the problem's complexity, given by (5),
OR-library Group 1 Group 2 Group 3

Trials
where ITER is the maximum number of iterations, NumSteiners the number of Steiner nodes in the graph and Ngraph the total number of nodes in the graph. The evaluation of a cell's neighbourhood is the process that requires the largest amount of computational time in the algorithm, which process is the same as the one used in the F-Tabu algorithm to reach the next solution in the search procedure. Therefore, the worst case would be to run lytic replications in every iteration of the algorithm. For that case, the degree of complexity would be equal to the number of neighbourhood solutions evaluated multiplied by the complexity of the evaluation process. The number of evaluations is calculated as the number of iterations multiplied by the number of Steiner nodes. The evaluation process is the calculation of a MST, which requires O(Ngraph 2 ). Therefore, it can be guaranteed that VSmassive yielded computational times in the same order of magnitude than Tabu's approaches by Gendreau et al. (1999) .
Conclusions
The Steiner tree problem in graphs shows especially difficult characteristics when the density of terminals is neither too high nor too low, but not much attention has been put on this special aspect of the problem yet. In fact, algorithms exploring varied and different areas of the feasibility region are more promising when looking for the optimum, or at least a good solution. Due to these reasons, our VS representing a massive infection where viruses are deployed throughout the organism allows for better results that other very efficient methods that tackle the Steiner tree problem in a more general fashion. The VS algorithm was tested for a large-sized library of the Steiner tree problem for which the optimal solutions are known, and the results were compared with some of the best approaches in the scientific literature. The VS massive infection algorithm clearly outperformed both of them.
