Abstract. In the Storage Area Network (SAN), the mature network technology is used to substitute for the IO bus. Usually, the common switch is used in the storage network especially in the iSCSI storage system. Because the common switches are not aware of the environment it is used in, it can not make optimization for the storage network. In this paper, an optimization of storage network is presented which can greatly improve the performance and resource utilization of the whole storage system. In this optimization, the IO acknowledgment commands passing through the switch which is used in storage network are transferred in highest priority. This optimization of SAN has been certified by the simulation experiments.
Introduction
With the developing of the Internet, a dramatic growth of enterprise data storage capacity can be observed in the last couple of years. Many things including a lot of enterprise data coming onto the internet; data warehouse, e-business and especially the Web contents contribute the growth of storage. People require more and more performance, capacity and manageability of the storage with the time goes by. So the relative slow developing speed of the storage compared to the other parts of the computer system such as CPU, network bandwidth and so on are becoming the bottleneck of IT. Now, the SAN (Storage Area Network) is a popular technology to solve these problems. It can ensure the reliability, serviceability, scalability and availability of the storage. But now it obviously can not satisfy the increasing need of market, so many researchers are working on improving the technology of SAN. There are three main components in an SAN environment such as server systems, storage devices and interconnect devices. So methods to improve the SAN are mainly focused on these three components. For example, many data placement algorithms, for example [1] [2][3] [4] and so on, which mainly improve the storage devices are proposed to get more performance and scalability of the storage system. In this paper, we focus on the optimization of the switches which are used to connect the servers and storage devices. So far, there are not many works on improving the switches, because their implementation details are not much clear because they are commercial secrets for the company selling the products. But we may assert that the switches now being sold are not optimized specially for the use of storage networks because most of the switches which can be used to connect the servers can also be used in the storage networks. So the swiches even can not know which environment they are used in, storage network or normal intranet. In fact, there are a lot of properties of switches can be optimized specially for the storage networks. This paper presented a change of the priorities of the routing packages. The theory analysis and simulation tests all ensure that this optimization can improve the response speed of the IO requests and resource utilization. And more, it can be implemented easily in switches being sold.
Related Works
There are many works trying to improve the performance of the SAN. But they are most focused on the other two components of the SAN environments such as servers and storage devices. In this paper, we focus on the optimization of the switches which are used as the interconnect devices in the iSCSI storage system. As for switches, they have been well studied in the past two decades. In the traditional method, the switches internally works with fixed-size cells according to which a tremendous amount of scheduling algorithms have been proposed, such as [5] [6] [7] [8] . The packet mode scheduling was first proposed in article [9] , in which switches internally operate on variable-length packets and restrict that the packets are transferred without interruption. After then, many packet-based scheduling algorithms have been proposed, such as [10] [11]. In [10] , an algorithm which is stable for arbitrary admissible arrival processes was prented. In [11] , it showed that making short packets which may preempt the long packets scheduled in high priority can reduce the average waiting time of packet and thus improve the switching performance. All the above works are helpful to promote the performance of the switch when used in normal intranet as well as storage network. But for being used in storage networks, they are too general since they mostly did not take storage networks for granted. In fact, we could do much optimization in the switch specially for the storage network. According to the characteristics of storage networks, we proposed an optimization of scheduling algorithm of switches to improve the performance of the whole storage system.
Optimization of the Switches
As mentioned above, the switches which can be used to connect servers can also be used in the storage networks. And more than that, the switches can not get any information about the environments they are in. So we can conclude that the switches being sold in the market must have not been optimized for being used in storage networks. Obviously, not distinguishing the purposes of switches, being used in normal intranet or storage network, is good for the products costs and applicability. But in fact, when used in the real environments, people always need more performance and the switches are seldom required to connect both servers and storage devices. So, we may do some optimization in the switches when they are specially used in the storage networks.
To illustrate the characteristics of the storage networks which common switches are used in, consider a reading and a writing request in the iSCSI protocol. As for a reading request, it triggers the transmission of iSCSI Command PDU to the target. The target on receiving the command finds the requested data from the buffers and sends out a sequence of Data-In PDUs which contain the data requested. The initiator on receiving the Data-In PDUs, allocates the data into buffers. When all the data for the request have been transferred from the target to the initiator, the target sends an iSCSI Response PDU to the initiator, indicating successful completion of the command. Then both of the initiator and the target release the resources allocated for this request. The interaction of iSCSI Reading Commands is illustrated in fig. 1 .
Fig. 1. Interaction of iSCSI Reading Commands
As for a writing request, the initiator transfers an iSCSI Command PDU to the target. After the target receives the command, it allocates buffers for transfer and responds with Ready to Transfer (R2T) PDUs, indicating permission for the initiator to transfer the data. The initiator responds to a R2T PDU by sending out a sequence of Data-Out PDUs which contain the data requested. The target on receiving the Data-Out PDUs, allocates buffer for data. When all the data for the request has been transferred from the initiator to the target, the target sends an iSCSI Response PDU to the initiator, indicating successful completion of the request. Then both of the initiator and the target release the resources allocated for this request. The interaction of iSCSI Writing Commands is illustrated in fig. 2 .
From the read and write process of iSCSI protocol described above, we can see that there are two types of iSCSI PDUs transferred between the initiator Were these acknowledgements accepted, the resource allocated for the request would be released. For example, when all the data for the IO request has been transferred between the initiator and the target, the target sends an iSCSI Response PDU to the initiator. Only after the initiator receives this command, both of the initiator and the target can release the resources allocated for the IO request. So by intuition, we can assert that if the second type of commands have higher priority to be transferred, the time waiting for releasing resource will be reduced and the resource utilization will be improved.
We can also conclude that if we give the acknowledgement commands higher priority to be transfered, the performance will be exalted. This is because most of the commands, including the iSCSI command PDU, the Ready to Transfer (R2T) PDU and the iSCSI Response PDU, are so short that they have not extra room for reading or writing data. During the IO commands processing, if these short commands have the higher priority of being transfered, the performance of the system will be improved, which has been tested in other works [11] .
Simulation Tests
Simpy [12] is used to test the performance promotion of the system with the optimization. Using Simpy, we build a simulation model which is shown in fig. 3 . The model for storage networks simulates a closed queueing network, assuming that there are always 1000 requests in the system, 50% of which are reading requests and the others are writing requests. The arrival distribution of the requests is influenced by the time slot which is variable in the simulation model, which means that two requests arrived at the system with a equal time internal. It is assumed that each request takes equal resources of server. As for the switches, Fig. 4 shows the comparison of the average processing time of the requests in the two systems. It indicates that when the arrival time slot is less than about 0.3, the processing time of the requsts with the optimization is much smaller. When the arrival time slot is more than 0.3, the performance of the two systems is nearly the same. It is because that the system is not busy at that time and there are less requests competing for the resources in the system. Fig. 5 shows the comparison of the number of the request finished in the two systems. There are much more requests finished in the system with our optimization and the difference between the two systems becomes greater when the arrival time slot is smaller. It can be infered that when there are more competitions happened in the scheduling the optimization will play a dominant role in affecting the performance of the storage networks.
Next, we studied the average resource occupancy in the system whose results were shown in fig. 6 . It indicates that the average resource occupancy of the system with optimization is lower when the arrival time slot is smaller. We can get that the busier the system is, the more effectively the resources are used. With the increase of the arrival time slot, the difference is less which nearly none when the arrival time slot is more than 0.3. It is because that there are less requests waiting for being allocated in the server, so there are less requests competing for resources. It can be deduced that our optimiztion can improve the resource utilization of the storage networks.
The results are gained under the assuming that the arrival distribution of the requests is described as the time slot. But in reality, the IO requests happened at random, and the status which indicates in the simulation that two requests are generated more than 0.3 seconds is nearly rare. When there are a great lot of IO requests in the system, the improvement of the performance using the optimization will be more conspicuous. 
Conclusions
This paper focused on improving the performance of the storage networks by optimizing the switches which are used as the interconnection devices. Common switches used in intranet can also be used in storage networks, so few optimizations special for the storage networks have been done. The processing steps of iSCSI commands are analyzed, and then based upon that, improving the transferring priority of the acknowledgement commands is proposed. This method can greatly promote the performance of the storage system and improve the resource utilization, for example buffers. Finally, a simulation model implemented by Simpy is constructed to test our conclusion.
Though we take iSCSI as an example, the optimization can also be used in other storage systems, such as FC-SAN. More than that, we wonder that if this optimization could effectively be applied in the whole IO path, including servers, switches, and storage devices. The further theoretical and experimental works are being done.
