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Résumé
L’observation de simulations orientées agent
composées de nombreux agents est une tâche
coûteuse en temps de calcul. Dans cet article,
nous proposons deux méthodes, très simples à
mettre en œuvre, basées sur la théorie des son-
dages et la notion d’auto-observation, permet-
tant d’optimiser le calcul d’observables. Ces
méthodes sont évaluées et comparées empiri-
quement sur un problème jouet.
Mots-clés : Simulation multi-agents, observa-
tion
Abstract
The observation of agent-based simulations
composed of numerous agents is a task requi-
ring a lot of computation time. In this paper,
we introduce two methods, easy to implement,
based on survey theory and the notion of auto-
observation, to optimize the computation of ob-
servables. These methods are evaluated and
compared empirically on a toy problem.
Keywords: Agent-based simulation, observation
1 Introduction
Les avancées à la fois théoriques et pratiques
dans le domaine de la simulation orientée agent
(SOA) ont permis la modélisation de systèmes
toujours plus complexes, i.e., formés de com-
posants en interaction toujours plus nombreux.
L’exécution et l’analyse des systèmes artificiels
résultants posent de nombreux problèmes d’in-
génierie. Ainsi, un problème classique lié aux
SOA et plus généralement aux systèmes multi-
agents (SMA) est leur observation. Ces sys-
tèmes étant composés de nombreuses entités in-
dépendantes, il est souvent nécessaire d’agré-
ger leurs états pour fournir à l’utilisateur un ou
plusieurs indicateurs de l’état du système dans
sa globalité. On trouve dans la littérature rela-
tive au problème de l’observation en temps réel
(ou monitoring) d’agents deux familles de mé-
thodes :
– l’observation basée sur les rapports d’agents
(report-based monitoring) suppose que
chaque agent du système envoie un message
contenant les valeurs des propriétés à obser-
ver à un « agent superviseur » qui agrégera
ces données [11],
– l’observation indirecte consiste à écouter les
conversations des agents (ou plus généra-
lement toute conséquence facilement obser-
vable de l’activité des agents) pour inférer les
valeurs des propriétés à observer [4].
Kamika et al. [4] soulignent que, dans le cadre
des SMA, l’observation indirecte est intéres-
sante comparativement à l’obervation directe
pour au moins deux raisons :
1. il n’est pas nécessaire de modifier les agents
pour la mettre en œuvre,
2. son impact sur le temps de calcul est faible.
En revanche, il n’est pas toujours possible de
mettre en œuvre une telle méthode. En effet,
rien ne garantit qu’une propriété du système
puisse être observée indirectement. Notons ce-
pendant que l’observation des interactions, et en
particulier des conversations entre agents d’une
simulation, présente un intérêt intrinsèque, no-
tamment pour comprendre, débugger ou encore
valider une SOA [1]. Des outils basés sur ce
principe ont ainsi été développés [9].
Les objectifs de l’observation d’agents dans les
SMA (au sens général) et les SOA peuvent être,
si l’on se réfère à la littérature, très différents.
Cela est dû aux caractéristiques des agents (no-
tamment leur capacité à élaborer collectivement
des plans), du médium de communication (e.g.,
l’accessibilité), du système (physiquement dis-
tribué ou non) et des observations elles-mêmes.
Ainsi, dans le cas des SOA qui nous occupe ici,
il est possible de distinguer certains de ces buts,
liés aux différentes étapes de développement du
modèle [10]. Une simulation sera ainsi observée
afin de fournir à l’utilisateur ou à un système au-
tomatisé d’analyse de simulations des informa-
tions sur l’état du système pour :
– vérifier le simulateur,
– valider le modèle,
– valider une simulation ou certains paramètres
de la simulation.
Par ailleurs, les méthodes d’observation sont
elles aussi différentes. Les méthodes d’obser-
vation de SMA citées plus haut, ont été essen-
tiellement conçues pour des systèmes composés
d’agents fonctionnellement autonomes (aucun
système externe à l’agent ne peut accéder à sa
structure ou aux valeurs de ses propriétés). Dans
le cas des SOA, il ne semble pas aberrant que
des agents extérieurs à la simulation puissent ac-
céder aux valeurs des propriétés des agents de la
simulation. En d’autres termes, si les agents de
la simulation sont fonctionnellement autonomes
entre eux, rien n’impose qu’ils ne le soient des
systèmes d’observation et d’exécution de la si-
mulation. Ainsi, les plates-formes de SOA four-
nissent généralement des outils d’observation
fondés sur la notion de « sondage » (probing),
i.e., d’accès direct aux propriétés à observer :
un agent observateur ayant pour rôle le calcul
d’un observable sonde l’ensemble des agents du
système pour déterminer les agents devant être
observés et agréger les états de ceux-ci.
L’utilisation de ces outils a bien évidemment un
coût sur le temps de calcul de la simulation.
Leur impact dépend de la complexité de l’al-
gorithme d’agrégation, de la fréquence des ob-
servations et, selon la nature de l’observation,
du nombre d’agents, de la complexité des or-
ganisations et des interactions ou encore de la
taille de l’environnement. Il n’existe pas, à notre
connaissance, de travail existant relatif à ce pro-
blème1.
Dans cet article, nous introduisons deux mé-
thodes d’observation directe de SOA et ana-
lysons de manière comparative leurs perfor-
mances sur un cas d’étude simple présenté dans
la section 2. La première méthode, basée sur
le concept d’auto-observation, consiste à inté-
grer des fonctions d’observation locale dans le
cycle de vie des agents de la simulation. La se-
conde, largement utilisée dans les sciences hu-
maines (e.g. le marketing, la sociologie ou en-
core la démographie), est basée sur la théorie
1Les publications relatives à l’observation de SOA, e.g., [7], traitent
de la représentation des informations, non de leur calcul.
des sondages. Toutes deux sont non-intrusives,
dans le sens où la plate-forme n’a pas été mo-
difiée pour les mettre en œuvre. Dans la sec-
tion 3, nous montrons que ces méthodes peuvent
être des alternatives intéressantes au sondage
de l’ensemble des agents. Nous nous focalisons
sur les simulations composées d’un très grand
nombre d’agents, i.e., pour lesquelles le temps
de calcul nécessaire à l’observation de la simu-
lation devient grand par rapport à celui de la si-
mulation elle-même.
2 Cas d’étude
Nous considérons des SOA particulièrement
simples, inspirées du StupidModel [8], afin de
mettre en œuvre les méthodes décrites dans les
sections suivantes. Ces SOA sont caractérisées
par :
– un environnement toroïdal E de dimension 2
composé de 100 · 100 cellules carrées (avec le
voisinage de Moore),
– N agents se déplaçant aléatoirement dans cet
environnement durant 100 pas de temps,
– l’observation du nombre d’agents Z présents
dans une zone de l’environnement Z ⊆ E ,
définie arbitrairement (surface et position) à
chaque pas de simulation.
L’efficacité des différentes méthodes d’observa-
tion sera analysée en fonction de N et de E(Z),
l’espérance mathématique du nombre d’agents
présents dans Z . Nous considérerons ici que
E(Z) = N ·
surface de Z
surface de E
(1)
Ces simulations ont été implémentées sur la
plate-forme MadKit/TurtleKit [3, 5]. Chaque si-
mulation est répétée 10 fois. Cependant, la dis-
persion des temps de calcul s’est révélée très
faible. À titre d’exemple, la figure 1 compare les
temps CPU nécessaires au calcul de telles simu-
lations, pour E(Z) = N/2, en fonction de N ,
lorsqu’on les observe à l’aide de l’outil fourni
dans la plate-forme (la méthode d’observation
sur laquelle est basée cet outil, fondée sur l’ob-
servation de l’ensemble des agents, sera appelée
« méthode naïve » par la suite) et lorsque l’on ne
les observe pas.
Dans les sections suivantes, nous proposons des
idées pour réduire l’impact des méthodes d’ob-
servation directes sur le temps de calcul des si-
mulations.
110
100
1000
4000 8000 12000 16000 20000
Te
m
ps
C
P
U
m
oy
en
(s
)
N
Simulations non observées
Simulations observées
FIG. 1 – Temps CPU moyen utilisé pour le cal-
cul de différentes simulations avec et sans ob-
servation pour E(Z) = N/2
3 Filtrage des agents observés
Dans le cas d’étude considéré, comme dans de
nombreux cas, il n’est pas nécessaire de son-
der tous les agents pour calculer la valeur de la
propriété observée. Formellement, on considère
une fonction d’observation
obs : 2A → I, (2)
où A représente l’ensemble des agents et I
l’ensemble des valeurs pouvant être observées.
On s’intéresse au sous-ensemble d’agents mi-
nimal A′ ⊆ A défini par un ensemble de
contraintes (e.g., dans l’exemple précédent on
considère une contrainte unique relative à la po-
sition de l’agent dans l’environnement) permet-
tant de calculer obs correctement. En d’autres
termes, on cherche à déterminer A′ tel que
obs′(A′) = obs(A) et
∄ A′′ ⊂ A′ | obs′(A′′) = obs(A), (3)
où obs′ est une fonction d’observation « sim-
plifiée », i.e., pouvant être calculée plus rapide-
ment que obs car spécifique à A′ :
∀ A′′ 6= A′ ⊆ A, obs′(A′) = obs(A′)
mais obs′(A′′) 6= obs(A′′). (4)
Ainsi, dans notre exemple, la fonction d’ob-
servation obs(A) filtre les agents de A afin de
ne compter que ceux situés dans Z , alors que
obs′(A′) ne fait que compter les agents de A′.
Afin de pouvoir utiliser obs′, il est nécessaire
de considérer une fonction de filtrage capable
d’identifier le sous-ensemble A′ (dans notre
exemple ce sous-ensemble ne contient bien évi-
demment que les agents situés dans Z) :
filtre : 2A → 2A | ∀A′,A′′ ⊆ A,
si filtre(A′) = A′′, alors A′′ ⊆ A′. (5)
L’objectif est de définir et d’implémenter une
telle fonction, tel que le temps nécessaire au cal-
cul de l’observation soit réduit. Le présent tra-
vail repose sur des implémentations existantes
d’outils d’observation. Nous nous intéresserons
donc à la complexité empirique moyenne, i.e.,
le temps CPU moyen observé pour l’exécution
de simulations implémentant les différentes mé-
thodes d’observation. Cette complexité, notée C,
dépend du nombre d’agents, |A|, et de l’espé-
rance du cardinal du sous-ensemble A′ de A
calculé par filtre (i.e., dans notre exemple de
N et de E(Z)). On cherche donc à déterminer
des méthodes de filtrage telles que :
C(obs′(filtre(A))) < C(obs(A)). (6)
3.1 Auto-observation des agents
L’idée derrière cette méthode est d’implémen-
ter la fonction de filtrage dans les agents de la
simulation eux-mêmes. L’utilisation d’un mo-
dèle organisationnel permet alors d’identifier
l’ensemble des agents devant être observés.
Ainsi, un groupe est défini comme l’ensemble
des agents contenant les informations néces-
saires et suffisantes au calcul d’une propriété.
En d’autres termes, un groupe définit pour une
observation particulière, l’ensemble minimal
des agents nécessaire à son calcul. Les agents
s’auto-observent pour déterminer s’ils doivent
rejoindre, quitter ou rester dans un groupe.
Un ensemble de règles (caractérisant filtre)
spécifié par le modélisateur/observateur, déter-
minant si un agent doit être observé pour calcu-
ler la valeur d’une propriété particulière, est éva-
lué à chaque pas de simulation. Ainsi, dans notre
cas d’étude, on considère le groupe G, conte-
nant l’ensemble des agents présents dans Z et
on associe à chaque agent l’ensemble de règles
suivant :
– si l’agent se trouve dans Z et que l’agent
n’appartient pas à G, alors le rejoindre,
– si l’agent ne se trouve pas dans Z et que
l’agent appartient à G, alors le quitter.
Le système d’observation (obs′) ne sondera que
les agents appartenant au groupe G. La figure 2
représente la différence entre les temps de cal-
cul de simulations observées à l’aide des mé-
thodes basée sur l’auto-observation des agents
et naïve en fonction du nombre d’agents dans la
simulation N et du taux moyen d’agents obser-
vés E(Z)/N . La ligne en pointillée représente
la ligne de niveau 0, i.e., lorsqu’il n’y a pas de
différence entre les deux méthodes d’observa-
tion. Ainsi, la zone située en dessous de cette
ligne correspond aux cas où la méthode basée
sur l’auto-observation des agents est la plus ef-
ficace. À l’inverse, la zone située au dessus de
cette ligne correspond aux cas où la méthode
naïve est la plus efficace.
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FIG. 2 – Différence entre les temps CPU
moyens (s) de simulations observées à l’aide
des méthodes basée sur l’auto-observation des
agents et naïve
3.2 Échantillonnage de la population
En réécrivant l’équation 3 de la manière sui-
vante :
obs(A′) ≃ obs(A) et
∄ A′′ ⊂ A′ | obs(A′′) ≃ obs(A), (7)
i.e., en autorisant des observations approxima-
tives, il devient possible de filtrer la population
d’agents à observer sur des critères statistiques.
On ne considère donc plus de fonction d’ob-
servation spécifique, les agents retournés par la
fonction de filtrage n’étant pas nécessairement
les agents à observer.
La théorie des sondages2 fournit un cadre
formel permettant de déterminer la taille de
l’échantillon à observer. Considérons le cas de
l’exemple précédent et notons n le nombre
d’agents dans l’échantillon d’agents observés.
2Les résultats de cette théorie exposés ici ne seront pas démontrés, le
lecteur intéressé peut se référer à [2] pour une présentation exhaustive.
Un estimateur de Z, noté Zˆ, peut ainsi être
construit à partir de cet échantillon. E.g., l’es-
timateur de Horvitz-Thompson est défini par
Zˆ =
N
n
Zn, (8)
où Zn représente le nombre d’agents de l’échan-
tillon présents dans Z . La qualité de cet estima-
teur, pour un échantillon donné, dépend de la
variance V de Zˆ. Ici,
V (Zˆ) = (1−
n
N
) ·
S2
n
≃
S2
n
si N >> n. (9)
S2 peut être estimé par :
S2 ≃ (1−
E(Z)
N
) ·
E(Z)
N
. (10)
La précision absolue de Zˆ est estimée par la
demi-longueur de l’intervalle de confiance à
95% : ǫ. On suppose que la loi de E(Z) est une
loi normale :
ǫ ≃ 2 ·
√
V (Zˆ). (11)
La taille de l’échantillon est déterminée à par-
tir de l’erreur absolue maximale d tolérée pour
l’observation. On cherche donc à minimiser n
sous la contrainte ǫ ≤ d. Ainsi :
n =
1
d2
4S2
+ 1
N
. (12)
La figure 3 montre le nombre d’agents à obser-
ver pour une erreur absolue tolérée de 0.08 et
pour E(Z) = N/2.
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FIG. 3 – Taille de l’échantillon à observer pour
d = 0.08
L’impact sur le temps de calcul est présenté
dans la figure 4. La sémantique est la même que
pour la figure 2 : la zone située à droite de la
ligne en pointillés correspond aux cas où la mé-
thode basée sur l’échantillonnage de la popula-
tion d’agents est la plus efficace. À l’inverse, la
zone située à gauche de cette ligne correspond
aux cas où la méthode naïve est la plus efficace.
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FIG. 4 – Différence entre les temps CPU
moyens (s) de simulations observées à l’aide des
méthodes basée sur l’échantillonnage de la po-
pulation d’agents (avec d = 0.08) et naïve
3.3 Bilan
Pour conclure, la figure 5 synthétise les ré-
sultats précédents en identifiant les conditions
dans lesquelles il est préférable, en termes de
temps de calcul, d’utiliser une méthode d’obser-
vation particulière. Bien évidemment, ces résul-
tats sont propres au cas d’étude considéré ; ils
permettent cependant de mettre en évidence que
le choix d’une méthode d’observation n’a rien
de trivial et que les performances de ces mé-
thodes doivent être analysées sur un ensemble
de simulations préalablement à l’exploitation du
modèle. De plus, il semble très probable que
la forme générale de la figure 5 soit, indépen-
damment de l’échelle, invariante quel que soit
le problème considéré.
De manière générale, lorsque la proportion
d’agents à observer est faible ou lorsque le
nombre d’agents dans la simulation est impor-
tant, la méthode naïve n’est pas la plus efficace
et il devient alors intéressant de mettre en œuvre
des méthodes plus évoluées comme celles pré-
sentées dans cet article.
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thodes d’observations sont les plus efficaces ;
A : auto-observation, B : naïve, C : échantillon-
nage
4 Conclusion et perspectives
Les méthodes de filtrage proposées dans cet ar-
ticle permettent, dans certaines conditions iden-
tifiées dans le cadre d’un problème jouet, de ré-
duire les temps de calcul de SOA composées de
très nombreux agents. Cependant, le filtrage ne
semble pas être la seule stratégie d’optimisation.
Ainsi, la nécessité, du point de vue de la qua-
lité de l’observation, d’actualiser la valeur d’une
propriété dépend de sa variation : grossièrement,
plus elle est importante, plus la fréquence d’ob-
servation devrait l’être aussi. Or, les SOA sont
utilisées pour simuler des systèmes complexes
aux dynamiques souvent non linéaires. L’adap-
tation dynamique de la fréquence d’observation
pourrait donc être une piste intéressante pour ré-
duire le temps de calcul de SOA.
De plus, dans le cas de la méthode basée
sur l’échantillonnage de la population (cf. sec-
tion 3.2), seul un plan de sondage simple a
été mis en place. Il semblerait intéressant de
considérer des plans de sondages plus com-
plexes (e.g., un plan stratifié ou avec remise)
afin d’observer des populations d’agents dans
lesquelles la distribution des propriétés indivi-
duelles observées n’est pas uniforme. Un sys-
tème d’apprentissage pourrait d’ailleurs être im-
plémenté pour analyser l’impact des différents
paramètres d’échantillonnage (taille de l’échan-
tillon, fréquence d’échantillonnage, choix du
plan de sondage adéquat) sur le temps de cal-
cul et la qualité des observations. Similaire-
ment, le modèle organisationnel sur lequel re-
pose l’auto-observation est lui aussi simple :
seule la notion de groupe a été utilisée. L’utilisa-
tion d’un modèle organisationnel plus complet
(e.g., AGR [3]) pourrait permettre de prendre en
compte des observations plus complexes.
D’un point de vue méthodologique, la mise en
place de l’une de ces méthodes d’observation
peut aider à la définition de la validité d’une si-
mulation ou du simulateur en comparant des va-
leurs de paramètres observables lors des simula-
tions à celles de paramètres obtenus lors d’expé-
rimentations par exemple. De tels travaux sont
en cours d’étude pour la validation de simula-
tions dans le cadre du développement d’un Sys-
tème Informatique d’Aide à la Décision (SIAD)
dédié à l’entomologie médico-légale [6]. Les
gains en temps de calcul obtenus grâce à la
mise en place de ces méthodes d’observation
devraient ainsi permettre de prendre en compte
une quantité plus importante de paramètres et
augmenter la fiabilité des validations des simu-
lations.
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