The uncertainty in meteorological predictions is of interest for applications ranging from economic to recreational to public safety. One common method to estimate uncertainty is by using meteorological ensembles. These ensembles provide an easily quantifiable measure of the uncertainty in the forecast in the form of the ensemble variance. However, ensemble variance may not accurately reflect the actual uncertainty, so any measure of uncertainty derived from the ensemble should be calibrated to provide a more reliable estimate of the actual uncertainty in the forecast. A previous study introduced the linear variance calibration (LVC) as a simple method to determine the ensemble variance to error variance relationship and demonstrated this technique on real ensemble data. The LVC parameters, the slopes, and y intercepts, however, are generally different from the ideal values.
Introduction
Sensitivity to initial conditions in nonlinear fluid problems renders precise forecasts impossible (Lorenz 1963) . Thus, the uncertainty in meteorological predictions is of great interest for a large number of applications, ranging from economic to recreational to public safety. It is therefore important that numerical models and forecasts provide accurate estimates of their uncertainty along with their best or most likely prediction (National Research Council 2003) . Forecast uncertainty varies depending on the season, flow regime, observation quality, etc. Thus, ideally we would like to predict uncertainties that represent our knowledge of the potential states of the atmosphere.
Ensemble forecasting is a common way to quantify this flow-dependent uncertainty. Ensemble forecasting consists of running multiple numerical weather prediction (NWP) models independently, each with different initial conditions, boundary conditions, and/or model configurations. The goal of ensemble forecasting is to span the range of likely outcomes given the uncertainties in the model(s) and the model inputs (Leith 1974) . If an ensemble was completely successful in achieving this goal, it would fully represent the probability density function (PDF) of possible future atmospheric states given the current conditions, providing a multimoment representation of the uncertainty.
Unfortunately, even if current ensembles could be configured to fully span the uncertainty in their own representation of the atmosphere, the practical limitations on the size of operational ensembles render them incapable of fully representing the forecast PDF. Furthermore, there may be portions of the forecast PDF that no practical ensemble configuration can span. Therefore, any existing ensemble provides only a sampling of the full PDF of possible outcomes, and any measures of uncertainty generated from this sampled PDF should be calibrated to better estimate the characteristics of the full PDF. Given these restrictions, we consider only the second moment of the PDF (the variance or ''spread'') as a dependable measure of uncertainty. Note that while the PDF may be more complex in some situations (most notably bimodal cases involving upslope-downslope or onshore-offshore wind regimes), treating forecast errors as normally distributed is common and adequate for many variables (e.g., Seidman 1981; Houtekamer 1993; Dee and DaSilva 1999; Grimit and Mass 2002) .
Many studies seek to determine a correlation between the ensemble spread and various measures of ensemble skill but fail to find a strong correlation between the two (e.g., Kalnay and Dalcher 1987; Murphy 1988; Barker 1991; Houtekamer 1993; Buizza 1997; Hamill and Colucci 1998; Stensrud et al. 1999; Grimit and Mass 2002) . Houtekamer (1993) uses a stochastic model to show that even for a ''perfect'' ensemble system the correlation between ensemble spread and skill is not strong. (A perfect ensemble has the ensemble members drawn from the same distribution as the observations.) However, ensemble spread is intended to predict the forecast uncertainty, which is a measure of the distribution of possible errors, rather than the exact error of any particular forecast, which if predictable could simply be used to eliminate the error. Therefore, as Grimit (2004) suggests, what should actually be determined is the relationship between the spread and the distribution of the errors.
At first glance this presents a problem, as for any particular forecast we only observe one realization from the error distribution, which is insufficient to calculate the higher moments of the distribution. However, if ensemble spread is predictive then errors from two different forecasts with the same ensemble variance should come from the same error distribution. Therefore, collecting the errors of multiple independent samples with the same ensemble spread is equivalent to collecting multiple samples from the same distribution. Furthermore, if the relationship between ensemble spread and forecast uncertainty is smoothly continuous, multiple forecasts with similar ensemble spread correspond to similar error distributions. Using this principle, we can compare the relationship between ensemble variance and the error variance.
Several papers apply some type of grouping procedure to examine the relationship of ensemble variance to errors. Houtekamer (1993) and Whitaker and Loughe (1998) consider climatological extreme values of ensemble spread separately to show that climatologically extreme ensemble spreads correlate to similarly extreme forecast errors. Houtekamer (1993) uses a stochastic model and Whitaker and Loughe uses real data. Grimit and Mass (2007) use a stochastic model similar to that used in Houtekamer (1993) to demonstrate that when grouping (binning) of similar ensemble variances is used to produce error variances for each group to allow spread-to-spread comparisons rather than spread-to-error or spread-to-skill comparisons, the results fall very near the y 5 x line with high correlations, indicating a perfectly reliable ensemble. Wang and Bishop (2003) and Wang et al. (2004) use grouping (binning) of forecasts by ensemble variance to compare the mean squared error within a group to the average ensemble variance. Since the mean squared error is related to the error variance, this can also be viewed as a spread-to-spread comparison. Kolczynski et al. (2009) proposes the use of a method similar to that of Grimit and Mass (2007) to calibrate ensemble variances for ensembles that are not perfectly reliable. The method, dubbed linear variance calibration (LVC), is applied to real data from the National Centers for Environmental Protection (NCEP) Short-Range Ensemble Forecast (SREF). Kolczynski et al. (2009) finds that the LVC has high correlation for low-level wind components, but produces positive y intercepts and slopes less than 1. In this current paper we show that the biases in the slopes and intercepts are a statistical artifact that can be corrected using population statistics that should be readily available from real ensemble data. However, estimation of the parameters of this regression is of less importance than using the regression relationship to estimate the forecast variance. The high coefficient of determination R 2 of the fitted model indicates that LVC provides a good estimator of forecast variance.
This study uses an idealized model to further investigate the biases in the LVC parameters documented in the real data study of Kolczynski et al. (2009) . After reviewing the LVC method (section 2), we construct a new stochastic model that allows configurations representing paradigms
other than an identical distribution of the ensemble and errors (section 3). Several different variance relationships are examined and the role of ensemble size is investigated (section 4). Finally, the statistical model results that provide an explanation for the difference between the estimated regression coefficients and the ideal coefficients are presented as a fair way to compare the performance of ensembles of different sizes (section 5). Section 6 then summarizes results and conclusions.
Linear variance calibration
The LVC is described in detail in Kolczynski et al. (2009) . In brief, the empirical varianceŝ 2 ei of the ith forecast point is calculated from the ensemble members as usual:ŝ
where M is the ensemble size, s mi is the forecast value for the mth ensemble member, and the overbar denotes the sample mean. The empirical variance defined in (1) may also be called the estimated variance or sample variance of the ensemble, as this empirical result provides an estimate of the true ensemble variance based on the sample. The error « i of the ensemble mean compared to the observed verification value s vi is also calculated:
Note that both terms on the right-hand side of (2) are actually random variables. The sample mean is a random variable s i 5 m ei 1 g i , where m ei is the actual ensemble mean and g i is the sampling error, which has a variance dependent on the true ensemble variance s 
Equations (1) and (2) provide an error-ensemble variance pair for the ith forecast point. These pairs are ordered by the ensemble variance, and then the ordered pairs are grouped into equally populated bins of N pairs each. The ensemble variances within each bin are averaged to get a representative ensemble variance of the bin bŝ 2 e :
bŝ 2
Most importantly, the grouping allows us to compute an estimated actual error variance, bŝ 2 a , for the bin:
where b « is the average error in bin b. Since we will only be considering the bin-averaged ensemble variances, we will omit the overbar in (4) and (5) for the remainder of this study and refer to the variance pairs bŝ2 e and bŝ2 a for the bth bin.
With these variance pairs, we use linear regression of bŝ2 a depending on bŝ2 e to produce estimates of the slope, b 1 , and the y intercept,b 0 . These LVC parameters can be used to ''correct'' ensemble variances that may not be perfectly reliable. (A perfectly reliable ensemble will have the same variance as the actual forecast, resulting in a slope of 1 and an intercept of 0.) The quality of this correction is determined by the coefficient of determination R 2 of the linear regression. The R 2 values close to 1 indicate that a linear approximation of the relationship between ensemble variance and error variance provides a reliable prediction of the forecast variance.
Simulation study a. Stochastic model
We wish to study the meaning of the estimated regression parametersb 1 andb 0 in the context of a known ensemble distribution. To control the relationship between ensemble variance and error variance, we construct a stochastic model where the distributions are known and their relationship can be computed algebraically. This process will allow us to compare the results from the sample LVC with the theoretical correct values.
The ensemble variance and error variance are both assumed to be linearly related to some underlying random variable V. One interpretation is that V is the value of the scalar that we are trying to predict and that both variances are proportional to that value. However, this interpretation need not be strictly true for the model to be applicable, as long as there is some underlying variable controlling the ''climatological'' distribution of both variances. The true ensemble variance s 2 e is thus given by 
where the ms are slopes and the cs are intercepts. This process can be used for any number of samples of the random variable V to provide ensemble variances and error variances that vary, while still maintaining the same relationship to one another. Now we must produce the ensemble members, s mi and the verification value s vi using these variances. Determining the verification value s vi to produce the correct error variance s 2 ai requires computing the variance of (3) as
The variance of the error in the sample mean is var(g i ) 5 s 2 ei /M, where M is the ensemble size, and the last term can be replaced with a single variance s 2 vi in terms of specified parameters:
Note that the expected value of both (1) and (5) (4) and (5), and (4) follows directly from (1), this means that the values of m ei and m ai are arbitrary in this model. For simplicity, we set both equal to zero. Thus, we create M ensemble members s mi for each forecast by repeated sampling from the normal distribution:
and we can produce s vi by sampling from the normal distribution:
These samples can then be used to estimate the LVC parameters as described in section 2. The inclusion of var(g i ) in the error variance s 2 ai [and the resulting correlation between (1) and (2)] is a feature not present in previous models (e.g., Hamill 2001; Grimit and Mass 2007) , which assume the error variance is uncorrelated with the ensemble sample [i.e., « i ; N(0, s 2 ai )]. Also note that this model allows the error in the true ensemble mean (m ei 2 m ai ) to be correlated to the observation error (d i ), as long as the total variance of the two is s 2 vi . The ''true'' LVC parameters for this model given a perfect infinite ensemble can also be computed using (6) and (7). The true slope, b 1 , is given by
Knowing b 1 , the true y intercept b 0 can be calculated as
These theoretical LVC parameter values provide a point of comparison to measure the ensemble performance.
b. Experimental design
This study investigates six different stochastic model configurations, which are summarized in Table 1 along with their true LVC parameters, b 1 and b 0 . Experiments A and B are both perfect ensembles, where the ensemble members and the errors are drawn from identical distributions, with B having variances that are 3 times larger than those for experiment A for both the error and ensemble. Experiment C is a conventional overdispersive ensemble, where the ensemble variance is three times the error variance. Conversely, experiment D is a conventional underdispersive ensemble, with an ensemble variance one-third the error variance. Experiment E is an overdispersive ensemble, but unlike C, the ensemble variance is larger than the error variance by the same constant for any V. Similarly, experiment F's ensemble is underdispersive like D, but by a constant instead of a proportion.
The distribution of V (the variance ''climatology'') is chosen to be a Weibull distribution, although other distributions are evaluated in section 4c. This distribution is chosen based on the supposition that variance is proportional to the magnitude of the scalar field and, as with Kolczynski et al. (2009) , our main focus is on low-level winds. Thus, a Weibull distribution is appropriate (Wilks 2006) . As we will see in section 4c, however, the choice of climatology is largely inconsequential. All of our experiments use 100 000 samples from V (100 000 ''forecasts'') and a bin size N of 1000.
We first show results using an ensemble size M 5 20, a value typical of operational meteorological ensembles. Then, ensemble sizes distributed roughly logarithmically from 5 to 5000 are considered (5, 10, 20, 50, 100, 200, 300, 400, 500, 1000, 2000 , and 5000). 
Stochastic model results
a. Constant ensemble size of 20 Figure 1 shows the scatterplots of the binned error variances to the bin-average ensemble variance for experiments A-F, with insets that indicate the rank histogram for each ensemble. Note that even though there is no correlation between the ensemble members and no serial (temporal) correlation in the errors, even the two perfect ensembles (experiments A and B) do not exhibit rank uniformity. Instead the rank histograms are slightly dome shaped, a property conventionally thought to correspond to overdispersive ensembles. This behavior is in contrast to previous results such as those of Hamill (2001) . The change in the rank histogram is due to including the variance of the ensemble mean in the determination of the error variance. When we replace (10) with an equation that specifies the error independent of the ensemble [i.e., « i ; N(0, s 2 ai )], experiments A and B display rank uniformity (not shown). This finding demonstrates another potential difficulty in interpreting rank histograms, following the previous results in Hamill (2001) and Marzban et al. (2011) . Experiments C and E, our overdispersive ensembles, have a much more severe dome shape and experiments D and F, the underdispersive ensembles, have the U-shaped rank histogram typically associated with underdispersive ensembles. (Table 1) .
While the R 2 values are high, indicating a good linear fit, the estimated slopes are all smaller than the true values of the slope. Interestingly, all of the estimated slopes except that for E are about 72% of the true value. Conversely, the estimated y intercepts are all larger than the theoretical y intercepts, with all but experiment E larger by about 1.3m a . These results are consistent with those seen with real data in Kolczynski et al. (2009) . This similar behavior in most of the experiments implies that some common factor may cause all of the slopes and y intercepts to deviate from their theoretical value. One candidate is sampling error due to the limited ensemble size. Additionally, the different behavior for experiment E indicates that c e is also playing a role in the deviation.
b. Exploration of ensemble size
To test the hypothesis that sampling error plays a role in the deviation of the LVC parameters from the theoretical values, we now repeat all six experiments for a large range of ensemble sizes. If the deviation changes in a consistent way as the ensemble size is varied, then the sampling error has an impact on the LVC estimates. Also, we expect that deviations from the true values should become smaller with increasing ensemble size, so we can determine how large an ensemble is needed before sampling error becomes negligible.
The R 2 values are high for all experiments at all ensemble sizes (Fig. 2) and increasing with ensemble size. These high R 2 values indicate that a good linear fit exists between ensemble variance and error variance (and thus LVC is appropriate), even when ensemble size is small. Figure 3 shows the calculated LVC slope for each experiment for a variety of ensemble sizes. The slope for each of the experiments approaches its true value as the ensemble size gets larger, indicating that the deviation from the true value seen with an ensemble size of 20 is indeed caused by sampling error. Even experiment E, which exhibits different behavior than the other experiments at an ensemble size of 20, approaches the true value as the ensemble size becomes large. Similarly, the y intercept of each experiment approaches its true y intercept as ensemble size grows large (Fig. 4) . While the exact cutoff threshold will depend on how much precision is needed for the application, it appears that even for otherwise perfect ensembles, the ensemble size must be at least several hundred before calibration is no longer necessary to produce reliable forecasts of uncertainty. However, the high values of R 2 indicate that the calibrated variance is highly accurate. These results are consistent with the findings of Wang and Bishop (2005) , which show that the relationship between the error variance and the true ensemble variance is different than that between the error variance and the sample ensemble variance, and that this difference is always present for small ensemble sizes.
c. Additional variance climatologies
While our stochastic model results using a Weibull distribution indicate a dependence on ensemble size, it is important to determine whether that result is sufficiently robust to encompass other climatological distributions of variance V. Therefore, we repeat each of the six experiments using both a lognormal distribution, as was used in Houtekamer (1993) and Grimit and Mass (2007) , and a uniform distribution for the distribution of V.
The LVC slopes for the lognormal distribution (Fig. 5 ) are very similar to those using the Weibull distribution (Fig. 3) . The LVC slopes deviate most from the theoretical values at small ensemble sizes and approach the true values as the ensemble size becomes large. The only experiment for which slopes seem to behave appreciably differently for the lognormal distribution is experiment E, which has somewhat higher slopes at small ensemble sizes. However, experiment E still approaches the true value as ensemble size grows large for the lognormal case. LVC y intercepts (Fig. 6 ) are larger than those from the Weibull distribution (Fig. 4) at small ensemble sizes, but approach their true value similarly to those from the Weibull as the ensemble size increases. LVC parameters using the uniform distribution (not shown) also behave similarly to those from the Weibull distribution, approaching the true value as ensemble size increases.
The similarity in the LVC parameters across these three different distributions implies that the cause of this deviation from the theoretical values acts similarly regardless of the climatological distribution of variance. The insensitivity to the climatology also suggests that the results are robust and can be applied to other climatological distributions.
Adjustment for ensemble size
The attenuation of the LVC slope estimate at small ensemble sizes and the corresponding increase in the intercept, along with the reduction of these biases as ensemble size increases, suggests that the estimation bias is due to the well-known ''errors in variables'' regression Table 1 using various ensemble sizes and a Weibull distribution for the variance climatology V. Data are plotted for ensemble sizes of 5, 10, 20, 50, 100, 200, 300, 400, 500, 1000, 2000 , and 5000. Fig. 2 , but for the calculated LVC slope. The true slope is 1 for A, B, E, and F; 1 /3 for C; and 3 for D.
FIG. 3. As in
problem (Dorff and Gurland 1961; Fuller 1980) , in which both the predicted and predictor variables are measured with error. To understand this in a formalized setting, assume that s 
It is shown in the appendix that for large samplesb 1 is biased down and converges to
where var(s 2 e ) is the variance of the ensemble variance, which is determined by the climatology V. As a result, the estimated slope is biased down (smaller) due to the error that comes from computing the estimated variance bŝ2 e from the ensemble members and the bin rather than knowing the actual variance s 2 e of the distribution from which the ensemble is drawn.
Using (16) as the relationship between the expectation of the estimated slope and the true slope, we can also derive the relationship between the expectation of the estimated y interceptb 0 and the true y intercept. For any linear regression with intercept, the regression line passes through the means of both variables. Also, in large random samples, the sample mean of the true ensemble variance and the mean of the estimated ensemble variance are both close to their expectations, which are equal: E(s 2 e ) 5 E(ŝ 2 e ). Substituting this we get
Substituting (16), we find
In the typical case in which the slope is positive, the estimated intercept will be positively biased compared to ideal intercept. When the ensemble members are independent (or not strongly dependent), the bias approaches zero as the ensemble size becomes large because the variance of the error in estimating the ensemble variance s e /(M 2 1). When applied to the estimated LVC parameters for the experiments from section 4b, these adjustments perform well. Estimated LVC slopes adjusted for ensemble size (Fig. 7, solid lines) are near to their true values for each experiment for all ensemble sizes. Likewise, corrected estimates of LVC y intercepts (Fig. 8, solid lines) are near to their true values for each experiment for all ensemble sizes. Similar results for both LVC parameters are achieved by applying the adjustment for the lognormal and uniform distributions (not shown). This procedure shows that, using only data commonly known for realworld ensembles, we can calculate the relationship between the ensemble error variance and the actual ensemble variance. However, for application, the adjustment to the slope and intercept are not needed (Carroll et al. 1995, p. 18) . While the values of the calibration parameters for an ensemble without sampling error (i.e., an infinite ensemble) may be useful for ensemble evaluation, the estimated ensemble variances include the sampling error. Therefore, the calibration should account for the sampling error and use the unadjusted slope and intercept. The LVC regression provides the best predictor of the forecast variance from the estimated ensemble variance.
Conclusions
This study explores the relationship between ensemble variance and error variance in a controlled manner using a stochastic model and the linear covariance calibration (LVC) method introduced by Kolczynski et al. (2009) . The stochastic model allows for relationships between the two variances other than the ideal perfectly calibrated relationship. Because we control the parameters of the stochastic model, the theoretical ''true'' LVC parameters (slope and y intercept) can be determined algebraically for comparison to the LVC-estimated values.
The stochastic model here deviates from previous studies by including the variance of the ensemble sample mean in determining the error variance. This inclusion yields perfect ensembles with rank histograms that do not exhibit rank uniformity.
All types of ensembles (underdispersive, overdispersive, and perfect) exhibit a sampling error that produces LVC slopes that are smaller than their true value and corresponding y intercepts larger than their true value. As ensemble size increases, the LVC parameters approach their true values. While the exact cutoff size will depend on the user's tolerance for error in reliability, at least several hundred members appear necessary before LVC parameters approach their true value. This means that even a perfectly reliable ensemble requires calibration when its ensemble size is fewer than several hundred members.
Also presented is a derivation of the functional relationship between the true LVC parameters and their estimated values as a function of ensemble size. We show that the true slope and y intercept can be computed from the LVC estimates of slope and y intercept using quantities that are known: the mean and variance of the estimated ensemble variances. This formula is then applied to the experiments using the stochastic model. Moreover, we demonstrate that application of the adjustment can recover LVC parameters near to the true values for all ensemble sizes.
Since the only assumption of the derivation is that the ensemble variance has a finite variance, the ensemble size adjustment should be applicable to situations we encounter in ensemble forecasting and is not bound to the stochastic model presented here. While the derivation requires the ''effective ensemble size'' if the ensemble members are correlated (a common condition), the calibration does not. This is because the LVC regression automatically adjusts for effective ensemble size in its prediction of forecast error.
While this adjustment is not necessary (or desirable) for the calibration of ensemble forecasts, it does provide two key capabilities for ensemble evaluation. First, it allows a new, more accurate method for determining if the spread of an ensemble is ''correct.'' This may improve the ensemble creation process by setting a more appropriate goal for ensemble variability. Second, it allows for a fair 
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APPENDIX

Derivation of Ensemble Size Adjustment
The following is a heuristic derivation that demonstrates how (16) follows from (15). We note first that s 
where the overbar indicates the average over all bins. We can approximate E(b 1 ) by the delta method, which is a Taylor series expansion ofb 1 around the mean of the numerator and the denominator components (Casella and Berger 2001, p. 240) .
We find 
As the ensemble size approaches infinity, the expectation of the estimated slope approaches the true slope. The result does not depend on the distribution of errors. It does depend, however, on the independence of the deviation ofŝ 2 e from the true value s 2 e . Typically in the current application, larger values of s 2 e are associated with larger deviations; in this case, we still obtain attenuation of the slope but var(s 2 e ) in (16) is replaced by the average variance. Also note that since for this study var(h) 5 2s 4 e /(M 2 1) and s 2 ei 5 m e V i 1 c e , changes to c e affect the constant C in (A7), and thus the expected value of the slope. This result is consistent with the finding in section 4a that c e plays a role in the deviation of the estimated slope from the true value.
We cannot always arrange for the ensemble members to be independent. In that case, the ensemble size M in (A7) can be replaced with the effective ensemble size, which is a reduction in the sample size that takes into account the fact that the sample is correlated.
