The possibility of making short-term prediction of rainfall is studied by investigating the existence of chaotic behavior in the rainfall data series. The minimum number of variables essential and the number of variables sufficient to model the dynamics of the rainfall process are identified. The behavior of rainfall over different record lengths is studied. The effects of the data size and the delay time on the correlation dimension estimate are also analyzed. Daily rainfall data of different record lengths from each of six stations in Singapore are analyzed. The correlation dimension method, the inverse approach of the nonlinear prediction method, and the method of surrogate data (to detect nonlinearity) are used in the analysis. The results indicate that the rainfall data exhibit nonlinear behavior and possibly low-dimensional chaos, which imply that short-term prediction based on nonlinear dynamics might be possible. The minimum number of variables essential is identified as 3 and the number of variables sufficient lies in the range between 11 and 18. The results also indicate that the attractor dimensions of data of longer record lengths are greater than that of data of shorter record lengths. The study suggests that a minimum of ϳ1,500 data points is required for the computation of the correlation dimension. Recommendation on the selection of the delay time is also provided.
INTRODUCTION
Modeling of complex processes, like rainfall, from time series data is a difficult task due to the tremendous range of variability it displays both in time and space. The variables are often interconnected, and these processes are treated as stochastic and unpredictable. However, the recent interest in nonlinear dynamics and a rapidly growing set of tools for nonlinear time series analysis have provided new ideas into the working of many such complex processes.
Perhaps the most familiar of these new ideas is the discovery of ''chaos science.'' The term ''chaos'' is used to denote the irregular behavior of dynamical systems arising from a strictly deterministic time evolution without any source of external stochasticity but with sensitivity to initial conditions. From a physical point of view, the most striking difference between a picture based on a stochastic description and the approach based on deterministic chaos is essentially contained in the very different number of variables, which characterize the system. If, given some irregular dynamics, one is able to show that the system is dominated by a low-dimensional attractor (an attractor is a geometric object that characterizes long-term behavior of a system in the phase-space), then an important physical result is that the system dynamics can be described by only a few modes and hence a small system of ordinary differential equations. This is in sharp contrast to the behavior of systems dominated by a very large number of excited modes, which are in general better described by stochastic or statistical models. Thus, determining the presence of low-dimensional attractor from time series data has important dynamical implications and hence the calculation of the system dimension is one of the steps toward this goal. The central idea behind the application of this approach is that systems whose dynamics are governed by stochastic processes are thought to have an infinite value for the attractor dimen-1
RAINFALL CHAOTIC BEHAVIOR
The discovery of chaotic behavior in complex and nonlinear processes stimulated researchers, in the recent past, to investigate the existence of such behavior in rainfall data (Rodriguez-Iturbe et al. 1989; Sharifi et al. 1990; Rodriguez-Iturbe 1991; Jayawardena and Lai 1994) . Rodriguez-Iturbe et al. (1989) analyzed two rainfall records, namely, a single rainstorm event data, measured at every 15-s time interval, in Boston, and weekly rainfall data, of 148 years, obtained in Genoa. Chaotic behavior was observed in the storm event data but not in the weekly rainfall data. Sharifi et al. (1990) analyzed three different storms with 4,000, 3,991, and 3,361 data points, respectively. Both the studies (Rodriguez-Iturbe et al. 1989; Sharifi et al. 1990 ) confirmed each other's results with respect to the existence of chaotic behavior in storm events with a strange attractor dimension between 3 and 4. However, for daily rainfall data of 11 years from three stations in Hong Kong, Jayawardena and Lai (1994) showed the existence of chaotic behavior with attractor dimensions of 0.95, 1.76, and 1.65, respectively.
The discrepancy in the attractor dimension resulting from the aforementioned works could be caused by the length of the sampling time (15 s and daily data, respectively) of the data set considered for the analysis. Furthermore, the variation in the attractor dimension could also be caused when the rainfall process is viewed over different record lengths. None of the aforementioned studies looked into the behavior of the rainfall process of different record lengths.
The objectives of the present study are (1) to investigate the existence of chaotic behavior in the daily rainfall time series of Singapore; (2) to identify the minimum number of variables essential and the number of variables sufficient to model the dynamics of the daily rainfall process; (3) to determine whether variation in the behavior of the rainfall process is observed for different record lengths; and (4) to determine the effects of the data size and the delay time on the correlation dimension estimate. The correlation dimension method, the nonlinear prediction method, and the method of surrogate data (to detect nonlinearity) are used in the analysis. The first ob-jective is analyzed using all three methods, whereas the remaining three objectives are analyzed only through the correlation dimension method. Daily rainfall data from six rainfall stations in Singapore are analyzed in this study, and data of 30, 20, 10, 5, 4, 3, 2 , and 1 years from each of the six stations are considered.
CORRELATION DIMENSION METHOD
Correlation dimension is a measure of the extent to which the presence of a data point affects the position of the other points lying on the attractor. The correlation dimension method uses the correlation integral or function (Grassberger and Procaccia 1983) for differentiating chaotic from stochastic behavior. The concept of the correlation integral is that even a process may look irregular; if it comes from deterministic dynamics, it will have a limited number of degrees of freedom equal to the smallest number of first-order differential equations that capture the most important features of the dynamics. Thus, when one constructs phase-spaces of higher and higher dimension for an infinite data set, a point will be reached where the dimension equals the number of degrees of freedom and, beyond which, increasing the dimension of the representation will not have any significant effect on the correlation dimension.
Grassberger-Procaccia Correlation Dimension Algorithm
Many algorithms have been formulated for the computation of the correlation dimension of time series data [e.g., Grassberger and Procaccia (1983) and Theiler (1987) ]. The present study uses the Grassberger-Procaccia correlation dimension algorithm to compute the correlation dimension of the Singapore rainfall time series. This algorithm uses the phase-space reconstruction of the time series. For a scalar time series X i , where i = 1, 2, . . . , N, the phase-space can be constructed using the method of delays given by
where j = 1, 2, . . . , N Ϫ (m Ϫ 1)/⌬t; m = dimension of the vector Y j , also called the embedding dimension; and = delay time taken to be some suitable multiple of the sampling time ⌬t (Packard et al. 1980; Takens 1981) . For an m-dimensional phase-space, the correlation integral C(r) is given by (Theiler 1987) 2
where H = Heaviside step function with H(u) = 1 for u > 0 and H(u) = 0 for u Յ 0, where u = r Ϫ ͉Y i Ϫ Y j ͉; r = radius of sphere centered on Y i or Y j ; and N = number of data points.
If the time series data is characterized by an attractor, then for positive values of r, the correlation integral C(r) is related to the radius r by the following relation:
where ␣ = constant; and = correlation exponent or the slope of the Log C(r) versus Log r plot given by
The slope is generally estimated by a least-squares fit of a straight line over a certain range of r, called the scaling region.
To observe whether chaos exists, the correlation exponent values are plotted against the corresponding embedding dimension values. If the correlation exponent leads to a finite value, then the system is often considered as dominated by deterministic dynamics. If the value of the correlation exponent is small then the system is thought as dominated by a low-dimensional dynamics governed by the properties of an attractor. The saturation value of the correlation exponent is defined as the correlation dimension of the attractor of the time series. In contrast, for systems dominated by stochastic processes, the correlation exponent is supposed to increase without any bound. The correlation dimension of an attractor provides information on the dimension of the phase-space required for embedding the attractor, which in turn provides information on the number of variables present in the evolution of the corresponding dynamic system. According to the embedding theorem of Takens (1981) , to characterize a dynamic system with an attractor dimension d, an (m = 2d ϩ 1)-dimensional phasespace is adequate, whereas Abarbanel et al. (1991) suggested that, in practice, m > d would be sufficient. According to Fraedrich (1986) , the nearest integer above the correlation dimension value provides the minimum dimension of the phasespace essential to embed the attractor, while the value of the embedding dimension at which the saturation of the correlation exponent occurs provides an upper bound on the dimension of the phase-space sufficient to describe the motion of the attractor.
Problems in Correlation Dimension Computation
The reliability of the Grassberger-Procaccia algorithm for estimating the attractor dimension is still under investigation. A key question is what is the size of the data required to compute the dimension? A second important question is what should be the appropriate delay time for the phase-space reconstruction? These two aspects have been investigated in many studies, a brief account of which is presented later, and the present study also makes an effort to provide some guidelines to these equations.
According to some authors (Smith 1988; Nerenberg and Essex 1990) , the number of data points required for a reliable dimension estimate increases exponentially with the embedding dimension used for the phase-space reconstruction. Ramsey and Yuan (1990) concluded that for small sample sizes dimension could be estimated with upward bias for attractors and with downward bias for random noise as the embedding dimension is increased. Havstad and Ehlers (1989) used a variant of the nearest neighbor dimension algorithm to compute the dimension of only 200 points but obtained an underestimation of the dimension by ϳ11%. Jayawardena and Lai (1994) suggested that only a few thousands of data points are adequate, whereas Kurths and Herzel (1987) used only 640 points in analyzing solar time series. Rodriguez-Iturbe et al. (1989) suggested the continuation of decreasing the sample size until significant changes in results are observed to obtain the minimum number of data points.
An appropriate time delay (also called lag time) for the reconstruction of the phase-space is necessary because an optimum selection of gives best separation of neighboring trajectories within the minimum embedding space (Frison 1994) . If is too small, then there is little new information contained in each subsequent datum. On the other hand, if is chosen too large and the dynamics are chaotic, all relevant information for phase-space reconstruction is lost since neighboring trajectories diverge, and averaging in time and/or space is no longer useful (Sangoyomi et al. 1996) . Hence, the goal is to consider only a coordinate set, which is independent such that each coordinate added to the reconstruction set provides new information. Holzfuss and Mayer-Kress (1986) suggested using a value of lag time at which the autocorrelation function first crosses the zero line. Other approaches consider the lag time at which the autocorrelation function attains a certain value, that is, 1/e (Tsonis and Elsner 1988) or 0.5 (Schuster 1984) . For a discrete time series X i , where i = 1, 2, . . . , N, for the different values of the lag time , the autocorrelation function r() is determined according to the following formula:
The autocorrelation function measures the linear dependence between successive points and, thus, may not be appropriate for nonlinear dynamics (Frazer and Swinney 1986) . The mutual information method, which measures the general dependence between successive points, is found to provide better results in determining proper delay time values (Tsonis 1992) . However, the mutual information method has the disadvantages of requiring a large number of data, unless dimension is very low, and is computationally cumbersome. RodriguezIturbe et al. (1989) suggested trying a range of values of and checking that the results are not significantly affected.
NONLINEAR PREDICTION METHOD
The inverse approach of the nonlinear prediction method (Casdagli 1989; Sugihara and May 1990) has gained much importance in recent years. One advantage of this method is that it does not require a large number of data points. If the data are a single time series X i , where i = 1, 2, . . . , N, the first step is to embed it in a phase-space according to (1). The next step is to assume a financial relationship between the current state Y j and the future state Y jϩT such as
The problem then is to find an appropriate expression for f T (e.g., F T ). There are several possible approaches for determining F T . One promising approach is the ''local approximation method'' (Farmer and Sidorowich 1987) , which uses only nearby states to make prediction. The basic idea in the local approximation method is to break up the domain into local neighborhoods and fit parameters in each neighborhood separately. To predict X jϩT based on Y j (an m-dimensional vector) and past history, k nearest neighbors of Y j are found on the basis of the minimum values of ʈY j Ϫ with jЈ < j. If only YЈʈ, j one such neighbor is considered, the prediction of X jϩT would be For k number of neighbors, the prediction of XЈ . X jϩT jϩT could be taken as an average of the k values of The value XЈ .
jϩT of k is determined by trial and error. The accuracy of the prediction can be evaluated by using any of the statistical measures such as the linear correlation coefficient between the observed value X and the predicted value Y, given by
where N = number of values. Based on the prediction accuracy obtained, the identification of chaos can be done using any of the following approaches:
1. If models near the deterministic extreme (i.e., smaller number of neighbors) give the most accurate short-term prediction compared to that of stochastic extreme (i.e., larger number of neighbors), then this may be considered as strong evidence for low-dimensional chaos in the data, whereas the opposite may be treated as an indication of stochastic behavior. But, if the best prediction is obtained using neither deterministic nor stochastic models but intermediate models (i.e., intermediate number of neighbors), then such a condition can be taken as an indication of low-dimensional chaos with some amount of noise in the data or chaos of moderate dimension (Casdagli 1991; Muller-Jerking et al. 1996) . 2. If the time series is chaotic, it is expected that the correlation coefficient (i.e., prediction accuracy) will increase to a value close to 1 with an increase in the embedding dimension up to a certain point, which is often labeled as the optimal embedding dimension m opt and remain close to 1 for embedding dimensions higher than m opt . On the other hand, if the time series is stochastic, there would be no increase in the prediction accuracy with an increase in the embedding dimension, and the correlation coefficient would essentially remain the same for any value of the embedding dimension (Casdagli 1989) . 3. For a given embedding dimension and for a given number of neighbors, prediction in stochastic systems will yield a fixed amount of error, regardless of how far, or close, into the future one tries to predict, whereas prediction in chaotic systems will deteriorate as the prediction time interval (or lead time) increases (Sugihara and May (1990) because of their sensitivity to initial conditions, which is typical in chaotic systems.
METHOD OF SURROGATE DATA
The method of surrogate data (Theiler et al. 1992a,b) is an approach that makes use of the substitute data generated in accordance to the probabilistic structure underlying the original data. This means that the surrogate data possess some of the properties, such as the mean, the standard deviation, the cumulative distribution function, the power spectrum, etc., but are otherwise postulated as random, generated according to a specific null hypothesis. Here, the null hypothesis consists of a candidate linear process, and the goal is to reject the hypothesis that the original data have come from a linear stochastic process. The rejection of the null hypothesis can be made based on some discriminating statistics. Since the primary interest is to identify chaos in the time series, it would be desirable to use any of the statistics used for the identification of chaos, such as the correlation dimension, the Lyapunov exponent, the Kolmogorov entropy, the prediction accuracy, etc. If the discriminating statistics obtained for the surrogate data are significantly different from those of the original time series, then the null hypothesis can be rejected, and original time series may be considered to have come from a nonlinear process. On the other hand, if the discriminating statistics obtained for the original data and surrogate data are not significantly different, then the null hypothesis cannot be rejected, and the original time series is considered to have come from a linear stochastic process. One reasonable statistics suggested by Theiler et al. (1992a,b) is obtained as follows.
Let Q org denote the statistic computed for the original time series and Q si for the ith surrogate series generated under the null hypothesis. Let s and s denote, respectively, the mean and standard deviation of the distribution of Q s . Then the measure of significance S is given by 
An S value of ϳ2 cannot be considered very significant, whereas an S value of ϳ10 is highly significant (Theiler et al. 1992a,b) . The error on the significance value ⌬S is estimated by
where n = number of surrogate data sets. Some of the possibilities that can be used for specifying null hypothesis and generating surrogate data are temporally independent data, Ornstein-Uhlenbeck process, linearly autocorrelated Gaussian noise, and static nonlinear transform of linear Gaussian noise. Details on the specification of null hypothesis and surrogate data generation are given by Theiler et al. (1992a,b) . Algorithms for generating surrogate data, under the last two null hypothesis mentioned earlier, are also provided by Theiler et al. (1992a,b) .
The present study uses one of the aforementioned methods to generate surrogate data, which can be given as follows:
where Z = surrogate data; V = standard Gaussian variable; and = mean and standard deviation of the original time series, respectively. In general, (10) provides reasonably good results since the mean and standard deviation of the surrogate data generated are almost the same as those of the original time series. Such a simple generation of surrogate data may not always provide realistic results when it is applied to time series such as the rainfall data series containing quite a large number of zeros. A simple substitution of the mean and standard deviation of the original data series in (10) may provide surrogate data, with the same mean and standard deviation, without a single zero in the surrogate data.
Thus, a modification is introduced to model the surrogate data Z as a mixed random variable with the following cumulative distribution function:
where ⌽ = standard Gaussian cumulative distribution; and Ј and Ј = the mean and standard deviation of the natural log of the original time series after removing all zeros, respectively. For Z > 0, the surrogate data are lognormally distributed and simulated as follows:
where V = standard Gaussian variable and when generated through the Box-Muller transformation is given as
In (13) U 1 and U 2 are independent standard uniform variables varying between 0 and 1. The approach first categorizes the original rainfall data into zeros and nonzeros. Let N be the total number of data in the original time series and n 0 be the number of zeros in the time series. The ratio n 0 /N is an estimate of p 0 in (11). A standard uniform variable lying between 0 and 1 is first generated. If the uniform random number is greater than the ratio n 0 /N, then the surrogate datum is generated according to (12) and (13).
On the other hand,if the uniform random number is less than the ratio n 0 /N, then the surrogate datum is considered to be zero. The procedure is repeated until the total number of surrogate data generated is N. The resulting surrogate data will have approximately the same mean, standard deviation, number of zeros and nonzeros, and cumulative distribution function as the original data. This approach is simple and yet simulates closely the rainfall data in so far as temporally independent data is concerned.
ANALYSIS AND RESULTS

Study Area and Data Used
In the present study, the rainfall data of Singapore is analyzed to investigate the existence of chaotic behavior. The island of Singapore lies only 1Њ20Ј north of the equator. The average annual rainfall over the island is 2,700 mm, a large share of which is caused by the northeast monsoon. There are 
Correlation Dimension Method
To investigate the existence of chaotic behavior in the rainfall data and to determine the variation in the behavior of the rainfall process of varying record lengths, daily rainfall data of 30, 20, 10, 5, 4, 3, 2, and 1 years from each of the six stations were considered. The delay time was computed using the autocorrelation function method [(5)] and was taken as the lag time at which the autocorrelation function first crossed the zero line. Fig. 3 shows a sample of the variation of the autocorrelation function against the lag time for Station 05 with a record length of 30 years. In Fig. 3 , the first zero value the autocorrelation function attained is at lag time 10 (i.e., 10 days).
The correlation integral C(r) and the correlation exponent were then computed for each data set using the GrassbergerProcaccia algorithm as explained earlier. Fig. 4 shows a sample of the relationship between the correlation integral C(r) and the radius r for various values of the embedding dimension m for a 30-year record length from Station 05. Fig. 5 shows the relationship between the correlation exponent values and the embedding dimension values for the same data set. Fig. 5 also shows that the correlation exponent increases with an increase in the embedding dimension up to a certain point and saturates beyond that dimension. The saturation value of the correlation exponent (also called the correlation dimension) is ϳ1.01, indicating the presence of a low-dimensional attractor, and the embedding dimension at which the saturation occurs is ϳ12. Fig. 6 shows the relationship between the correlation exponent values and the embedding dimension values for different data sets from Station 05. Saturation of the correlation exponents is observed for all data sets. The analyses are repeated for data sets from the other five stations. Table 1 summarizes the results of the correlation dimension analyses for all data sets from the six stations. The saturation values (or correlation dimension values) range from 0.79 to 1.07 as listed in Table 1 . The saturation of the correlation exponents occurs at embedding dimensions ranging from 11 to 18. The low, noninteger correlation dimension values obtained indicate the existence of low-dimensional chaos in the daily rainfall data of Singapore. The results agree with those of Jayawardena and Lai (1994) , who obtained correlation dimension values of 0.95, 1.76, and 1.65 respectively, for the daily rainfall data of three stations in Hong Kong. The nearest integer above the correlation dimension value is often considered equal to the minimum dimension of the phase-space essential to embed the attractor. The value of the embedding dimension at which the saturation of the correlation dimension occurs is considered to provide the upper bound on the dimension of the phase-space sufficient to describe the motion of the attractor. Furthermore, the dimension of the embedding phase-space is equal to the number of variables present in the evolution of the system dynamics. Therefore, the results from the present study indicate that to model the dynamics of the rainfall process the minimum number of variables essential is equal to 1 or 2 and the number of variables sufficient ranges from 11 to 18. However, to model a
FIG. 7. Correlation Exponent versus Embedding Dimension for Various Time Delay Values: Station 05 with 30-year Daily Data
chaotic system, the minimum dimension of the phase-space and hence the minimum number of independent variables essential is 3 (Hao 1984) . Since the results from the present study indicate that the behavior of the rainfall process in Singapore is chaotic (also see the results of the nonlinear prediction method for further evidence), the minimum number of variables essential to model the dynamics of the rainfall process should be 3. Therefore, the rainfall attractor should be embedded at least in a three-dimensional phase-space. The results also indicate that the upper bound on the dimension of the phase-space sufficient to describe the motion of the attractor, and hence the number of variables sufficient to model the dynamics of the rainfall process ranges from 11 to 18.
The preceding results imply that it is impossible to model the dynamics of the daily rainfall process with fewer than 3 variables. Significant improvement can be achieved, however, when additional variables, up to the number of variables sufficient (11 to 18), are included in the model. Inclusion of any additional variable may not provide significant improvement but will make the model more complicated. It should be noted, however, that the correlation dimension analysis provides information only on the number of variables influencing the dynamics of the system and does not identify the variables or the mathematical model for the dynamics of the rainfall process.
Even though the results of the correlation dimension analysis indicate that chaotic behavior is observed for data of different record lengths, variations in the attractor dimension estimates are observed as given in Table 1 . A correlation dimension of slightly above 1.0 is generally observed for data sets with record lengths of 4 years or longer. For data sets of record lengths of 3 years or shorter, however, the correlation dimension drops to below 1.0.
In the computation of the correlation dimension there is a lack of guideline on the selection of the minimum number of data points. One way to achieve this is to compute the correlation (or attractor) dimensions for different sample sizes until significant changes are observed below a certain sample size. The results from the present study indicate that significant variations in the attractor dimension of rainfall data seem to occur, in general, when the record length is <4 years (equivalent to 1,461 data points). The attractor dimension of some rainfall stations shows, however, that significant changes occur only when the record length is <3 years (equivalent to 1,096 data points at Stations 05 and 43) or even 2 years (equivalent to 731 data points at Stations 22 and 23). It is therefore suggested that, to compute the correlation dimension of time series, a record of ϳ1,500 data is required.
It should be noted that the results presented in Table 1 for the rainfall data from the six stations are with delay time values computed using the autocorrelation function approach. Given the limitations of the autocorrelation function approach discussed previously, an effort is made to study the effect of the delay time on the correlation dimension estimate. Fig. 7 shows the relationship between the correlation exponent values and the embedding dimension values for 30-year data from Station 05 with delay time values of 1, 2, 8, 10, 12, 20, and 50. For this data set the delay time obtained using the autocorrelation function method is 10, and the corresponding value of the correlation dimension is ϳ1.01. It can be seen from Fig.  7 that the correlation dimension value is almost the same when the delay time value is approximately equal to 10. However, the dimension obtained earlier is underestimated or overestimated when the delay time is considerably smaller or larger than 10. Also, it may be expected that saturation may not be observed when the delay time is very large because the successive coordinates in the embedding vector are independent of each other thus converging to a random process (Havstad and Ehlers 1989) . The results suggest a delay time value, or thereabouts, resulting from the autocorrelation function method.
Nonlinear Prediction Method
In this method, 3,000 rainfall values from each of the six stations are used to predict the next 100 values using the local approximation technique. To select the optimal number of neighbors, trial values of the number of neighboring points k = 10, 20, . . . , 200 for embedding dimensions from 1 to 20 were used and the correlation coefficients between the predicted and the observed values evaluated. Fig. 8 shows the relationship between the correlation coefficient and the number of neighbors for different embedding dimensions for data from one of the stations (Station 05). Fig. 8 shows that the prediction accuracy increases with increasing number of neighbors until a certain number and then decreases with further increase in the number of neighbors. This indicates that the best prediction is obtained neither for the deterministic nor for the stochastic extreme models but for intermediate models, which exhibit chaotic behavior of either low dimension with moderate amount of noise or chaotic behavior of moderate dimension (Casdagli 1991; Muller-Jerking et al. 1996) . Fig. 9 shows plots of the correlation coefficient versus embedding dimension. The plots show that the correlation coefficient increases to a maximum value when the embedding dimension is increased up to a certain value (2 or 3 as the case may be) and decreases when the embedding dimension is increased further. The existence of an optimal embedding dimension (which has the highest correlation coefficient) indicates the existence of chaotic behavior in the daily rainfall data. According to Casdagli (1989) , for a chaotic time series, the correlation coefficient is close to 1 as m is increased to the optimal embedding dimension m opt and remains close to 1 for values of m above m opt . But as can be seen from the plots in Fig. 9 , the correlation coefficient is not close to 1 at the optimal embedding dimension, which will be discussed later. Another important point to be noted here is that the correlation coefficient does not remain constant when the embedding dimension is increased beyond the optimal embedding dimension but rather decreases when the embedding dimension is increased. It may seem surprising that the accuracy of the prediction decreases at higher embedding dimensions where potentially more information -more data -is summarized in each m-dimensional point. This may be caused by the contamination of nearby points in the high-dimensional embedding with points whose earlier coordinates (at low embedding dimensions) are close but whose recent coordinates (at high embedding dimensions) are distant (Sugihara and May 1990) .
To check the prediction accuracy against the lead time, a prediction was made for different lead times between 1 and 10 with the embedding dimensions equal to the optimal embedding dimensions obtained earlier. Fig. 10 shows the relationship between the correlation coefficient between the predicted and observed values and the lead time. It can be seen that, for rainfall data from all the six stations, a decrease in the correlation coefficient is observed when the lead time is increased. Such a decrease in the correlation coefficient with increasing lead time, which is an important characteristic of a chaotic system, indicates the existence of chaotic behavior in the daily rainfall data from the six stations. The correlation coefficients between the observed and the predicted rainfall values lie in the range between 0.24 and 0.42 and seem to be very low for a chaotic system. An important reason for this could be the presence of noise in the rainfall data. The nonlinear prediction method, or other methods, for the identification of chaos is based on the assumption that the data is noise-free. But it is well known that data from natural processes and experiments contain some amount of noise, such as the measurement error. When such a method, developed for noise-free data, is applied to noisy data, such as the rainfall data, it may not be possible to obtain very accurate results. Noise reduction methods [e.g., Kostelich and Yorke (1988) and Schreiber (1993) ] developed for chaotic data can be applied to the rainfall data. A prediction can then be made for the noise-reduced data. (We made an attempt along these lines and observed a significant improvement in the prediction accuracy, the details of which will be discussed elsewhere.) Another reason could be that the present study uses the first-order local approximation for making predictions. Tsonis (1992) observed that such a first-order approximation might not always provide the best results and, therefore, recommended a higher-order approximation.
Method of Surrogate Data
To detect nonlinearity in the rainfall data, several realizations of surrogate data sets are generated according to a null hypothesis in accordance to the probabilistic structure underlying the original data, as discussed previously. Fig. 11(a) shows the cumulative distribution function for the original rainfall data of a 30-year record length from Station 05, and the corresponding cumulative distribution function for one of the surrogate data sets is shown in Fig. 11(b) . These plots clearly indicate that the cumulative distribution functions for the original data and the surrogate data are in good agreement, and the number of zeros and nonzeros in the original data and the surrogate data are approximately the same. It also is observed that the mean and standard deviation obtained for the surrogate data set is in good agreement with those of the original data.
The correlation integrals and the correlation exponents, for embedding dimension values from 1 to 20, were computed for each of the surrogate data sets using the Grassberger-Procaccia algorithm as explained earlier. Fig. 12 shows the relationship between the correlation exponent values and the embedding dimension values for the original data set of a 30-year record length from Station 05 (Fig. 5) and each of the corresponding surrogate data sets. As can be seen from Fig. 12 , a significant difference in the estimates of the correlation exponents, between the original data and the surrogate data sets, is observed. In the case of the original data, a saturation of the correlation exponent is observed after a certain embedding dimension value (i.e., 12), whereas the correlation exponents computed for the surrogate data sets continue increasing with the increasing embedding dimension. The significance values of the statistic (correlation exponent), given by the difference between the original and the mean surrogate value of the statistic, divided by the standard deviation of the surrogate values [(8)] are computed for each embedding dimension and are shown in Fig. 13 . The significance values lie in the range between 10 and 60. The high significance values of the statistic indicate that the null hypothesis (the data arise from a linear stochastic process) can be rejected and hence the original data might have come from a nonlinear process.
CONCLUSIONS
This paper investigated the existence of chaotic behavior in the daily rainfall data of Singapore. The correlation dimension method, the inverse approach of the nonlinear prediction method, and the method of surrogate data (to detect nonlinearity) were used in the analysis.
The correlation dimension method provided a low fractaldimensional attractor for the different data sets from the six stations thus suggesting a possibility of the existence of chaotic behavior. Based on the attractor dimensions that resulted, the minimum number of variables essential to model the daily rainfall dynamics of Singapore was identified as 3 and the number of variables sufficient ranges from 11 to 18. This implies that it is impossible to model the dynamics of the daily rainfall process with fewer than 3 variables. Significant improvement can be achieved when additional variables, up to the number of variables sufficient (11 to 18), are included in the model. The results also indicate that data of longer record lengths exhibit a higher attractor dimension than those of shorter record lengths. The effects of the delay time value, used for the phase-space reconstruction, on the attractor dimension estimate were investigated, and the results achieved have been found to provide additional support to some of the claims of the earlier studies. A total of ϳ1,500 data points is suggested as the minimum number for the computation of the correlation dimension.
The inverse approach of the nonlinear prediction method used three different approaches to identify the existence of chaos. These approaches check the prediction accuracy with respect to (1) the number of neighbors; (2) the embedding dimension; and (3) the lead time. The results indicate the existence of chaotic behavior with some amount of noise in the rainfall data. The low prediction accuracy could be due to the presence of noise in the data and the use of the first-order approximation in the prediction.
The method of surrogate data, for detecting nonlinearity, provided significant differences in the correlation exponents between the original data series and the surrogate data sets. This finding indicates that the null hypothesis (linear stochastic process) can be rejected.
The results from the aforementioned three methods, for the identification of the existence of nonlinearity and chaos, indicate that the daily rainfall data of Singapore exhibit a nonlinear behavior and possibly low-dimensional chaos. Thus, a precise short-term prediction based on nonlinear dynamics is possible. Noise reduction methods, for instance, can be employed to achieve more accurate results than those obtained in the present study. m = embedding dimension; m opt = optimal embedding dimension; N = number of data points; n = number of surrogate data sets; n 0 = number of zeros in rainfall data; Q org = statistic computed for original data; Q si = statistic computed for ith surrogate series; r = radius of sphere centered on Y i or Y j ; r() = autocorrelation function; S = measure of significance of statistic; T = time step into future; U 1 , U 2 = independent standard uniform variables ranging between 0 and 1; u = r Ϫ ͉Y i Ϫ Y j ͉; V 1 , V 2 = standard Gaussian variables; X = observed value; X i = scalar time series, where i = 1, 2, . . . , N; X Ј jϩT = prediction of X jϩT ; Y = predicted value;
Y i , Y j = vectors; Z = surrogate data; ␣ = constant; ⌬S = error on significance value; ⌬t = sampling time; = mean of rainfall data; s = mean of distribution of statistic of surrogate sets; Ј = mean of natural log of rainfall data without zeros; = correlation exponent; = correlation coefficient between observed and predicted values; = standard deviation of rainfall data; s = standard deviation of distribution of statistic of surrogate sets; Ј = standard deviation of natural log of rainfall data without zeros = time delay; and = standard Gaussian cumulative distribution.
