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A GRADIENT FLOW FORMULATION OF THE LOHE MATRIX
MODEL WITH A HIGH-ORDER POLYNOMIAL COUPLING
SEUNG-YEAL HA AND HANSOL PARK
Abstract. We present a generalized Lohe matrix model for a homogeneous ensemble
with higher order couplings via the gradient flow approach. For the homogeneous free
flow with the same hamiltonian, it is well known that the Lohe matrix model with cubic
couplings can recast as a gradient system with a potential which is a squared Frobenius
norm of of averaged state. In this paper, we further derive a generalized Lohe matrix model
with higher-order couplings via gradient flow approach for a polynomial potential. For the
proposed model, we also provide a sufficient framework in terms of coupling strengths and
initial data, which leads to the emergent dynamics of the homogeneous ensemble.
1. Introduction
Synchronous dynamics of oscillatory systems often appears naturally in our daily life,
e.g., synchronous heart beating [26] and synchronous firing of fireflies [1, 4, 27, 28, 32], etc.
Then, one of natural questions would be a mathematical model which exhibits collective
synchronous behaviors. In this direction, Arthur Winfree [31] and Yoshiki Kuramoto [20]
proposed analytically manageable simple mathematical models in a half century ago, and
they provided a sufficient framework leading to the emergent dynamics of weakly coupled
oscillators. Recently, the authors introduced a generalized aggregation model on the space
of tensors, namely “the Lohe tensor model” which encompasses all the previous Lohe type
aggregation models such as the Kuramoto model [3, 6, 7, 9, 10, 11, 13, 17, 19, 20, 29, 30], the
Lohe sphere model [5, 25] and the Lohe matrix model [8, 12, 18, 21, 22, 23, 24]. However, all
interaction mechanism in aforementioned models are given by cubic couplings (see Section
2 for details).
In this paper, we are mainly interested in the generalization of the Lohe matrix model
with high-order couplings. More precisely, let Uj = Uj(t) be a d×d complex matrix, and the
dynamics of the state matrix is given by the first-order matrix-valued continuous dynamical
system.
(1.1) iU˙jU
†
j = Hj +
iκ
2N
N∑
k=1
(
UkU
†
j − UjU †k
)
, t > 0, j = 1, · · · , N,
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where U †j is the Hermitian conjugation of Uj . Then, it is easy to see that the quadratic
quantity UjU
†
j is conserved along (1.1). Hence, system (1.1) can be rewritten as follows:
(1.2) U˙j = −iHjUj + κ
2N
N∑
k=1
(
UkU
†
jUj − UjU †kUj
)
, j = 1, · · · , N.
or equivalently
(1.3) U˙j = −iHjUj + κ
2N
N∑
k=1
(
Uk − UjU †kUj
)
, j = 1, · · · , N.
The above system was first introduced in [23, 24] without resorting on the first principle as
one of possible non-abelian generalizations of the Kuramoto model. In what follows, we are
interested in the following two questions:
• (Q1): First of all, why only the cubic couplings is involved in the R.H.S. of the Lohe
matrix model (1.2)?
• (Q2): If cubic couplings are not essential, what kind of couplings can be allowed for
the formation of aggregation?
The model was not introduced by a hamiltonian formalism or variational approach. Hence
it is not clear why cubic couplings were involved in. As briefly discussed in [?], any odd
order of couplings will be possible for the Lohe tensor model. In a recent paper by the first
author and his collaborators, the Lohe matrix model with the same Hamiltonian Hj = H
can recast as a gradient flow. Thanks to solution splitting property for the Lohe matrix
model, we can set H = 0 without loss of generality.
Consider the equivalent form of the Lohe matrix model:
(1.4) U˙j =
κ
2N
N∑
k=1
(
UkU
†
jUj − UjU †kUj
)
, j = 1, · · · , N.
A gradient flow formulation of (1.4) was first investigated in [12]. For a homogeneous Lohe
matrix ensemble {Uj}, we set
Uc :=
1
N
N∑
j=1
Uj , V1(U) := −κN
2
‖Uc‖2F .
Then, system (1.3) can be recast as a gradient flow (Proposition 2.3):
U˙i = − ∂V1
∂Ui
∣∣∣∣
TUiU(d)
, i = 1, · · · , N.
Main question is how to define a potential suitably so that the resulting gradient flow ex-
hibits an emergent aggregation dynamics.
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Next, we briefly discuss our main results. First, we introduce a potential as follows. For
m ≥ 1, we set
Vm(U) := −κN
2m
tr((UcU
†
c )
m) = −κN
2m
tr(UcU
†
c · · ·UcU †c︸ ︷︷ ︸
2m
).
Note that it follows from the property of trace: tr[AB] = tr[BA] that the potential Vm(U)
can be rewritten as
tr[(UcU
†
c )
m] = tr[(U †cUc)
m].
So actually U †cUc and UcU
†
c have same effect in the trace function.
Then the corresponding gradient flow
U˙j = − ∂Vm
∂Uj
∣∣∣∣
TUjU(d)
, j = 1, · · · , N.
can be expressed as
iU˙jU
†
j = Hj +
iκ
2N2m−1
×
N∑
k1,··· ,k2m−1=1
(
Uk1U
†
k2
· · ·U †k2m−2Uk2m−1U
†
j − UjU †k2m−1Uk2m−2 · · ·Uk2U
†
k1
)
.
(1.5)
Then, it is easy to see that UjU
†
j is a conserved quantity for (1.5). Thus for UjU
†
j = Id,
system (1.5) can be further rewritten as
U˙j = −iHjUj + κ
2N2m−1
×
N∑
k1,··· ,k2m−1=1
(
Uk1U
†
k2
· · ·U †k2m−2Uk2m−1U
†
jUj − UjU †k2m−1Uk2m−2 · · ·Uk2U
†
k1
Uj
)
.
(1.6)
Note that the order in the coupling term in the R.H.S. of (1.6) is 2m + 1. Second, we
provide a general case:
(1.7) iU˙jU
†
j = Hj +
m∑
n=1
iκn
2
(UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2n−1
U †j − Uj U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2n−1
).
It is easy to see that the R.H.S. of (1.7) is skew-hermitian so that system (1.7) conserves
the quantity UjU
†
j . For an ensemble, we set
Vpoly := −Ntr(f(UcU †c )), f(A) :=
κ1
2
A+
κ2
4
A2 + · · · + κm
2m
Am.
Then, one has emergent dynamics (see Theorem 4.2):
lim
t→∞
‖Uj(t)− U∞j ‖F = 0, lim
t→∞
d
dt
Vpoly(U) = 0, lim
t→∞
‖U˙j‖F = 0, j = 1, · · · , N.
The rest of this paper is organized as follows. In Section 2, we briefly discuss the Lohe
matrix model and its basic properties, and we also present a gradient flow formulation, and
we briefly review basic a priori estimates to be used crucially for a later use. In Section
3, we consider a monomial potential function and as a gradient flow approach, we derive a
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generalized Lohe matrix model with a higher-order couplings, and study several emergent
estimates and provide several sufficient frameworks leading to the emergent dynamics. In
Section 4, we consider a general case with a polynomial potential and derive a generalized
Lohe matrix model with higher-order couplings. Using Barbalat’s lemma, we derive an
emergent dynamics of the proposed model. In Section 5, we derive a Gronwall type dif-
ferential inequality for a ensemble diameter. This yields an exponential decay estimate of
ensemble diameter. Finally, Section 6 is devoted to a brief summary of our main results
and some unresolved issues for a future work.
Notation: Let U(d) be a unitary group manifold consisting of unitary d× d matrix U †U =
UU † = Id and for two unitary matrices A,B ∈ U(d), we introduce a Frobenius inner product
〈·, ·〉F and its induced norm ‖ · ‖F :
〈A,B〉F := tr(A†B), ‖A‖F :=
√
〈A,A〉F .
2. Preliminaries
In this section, we review the Lohe matrix model [23, 24] on the unitary group U(d) and
review the basic properties of the Lohe matrix model such as conservation laws and gradient
flow formulation.
2.1. The Lohe matrix model. Let Uj be a d × d unitary matrix whose dynamics is
governed by the first-order continuous-time dynamical system:
(2.1) iU˙jU
†
j = Hj +
iκ
2N
N∑
k=1
(
UkU
†
j − UjU †k
)
, j = 1, · · · , N,
where κ is a nonnegative coupling strength, U †j denotes the hermitian conjugate of the
matrix Uj , and Hj is the Hermitian matrix with the property H
†
j = Hj. This property
results in the following relation:
〈Uj ,−iHjUj〉F + 〈−iHjUj , Uj〉F = 0, j = 1, · · · , N,
where 〈·, ·〉F is the Frobenius inner product on U(d):
〈A,B〉F := tr(A†B), A,B ∈ U(d).
Below, we will see that the quadratic quantity U †jUj is a conserved quantity (see Proposition
2.1).
For the case UjU
†
j = Id, system (2.1) can be rewritten as
(2.2) U˙j = −i HjUj + κ
2N
N∑
k=1
(
Uk − UjU †kUj
)
, j = 1, · · · , N.
Moreover, system (2.2) can be further simplified as a mean-field form using the average
quantity Uc :=
1
N
∑N
k=1 Uk to rewrite system (2.2) as
U˙j = −iHjUj + κ
2
(
Uc − UjU †cUj
)
.
Next, we list several key properties of (2.1) as follows.
Proposition 2.1. [23, 24] Let {Uj} be a global smooth solution to (2.1) with the initial data
{U inj }. Then, the following assertions hold.
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(1) (Conservation of amplitude): The quadratic quantity UjU
†
j is conserved along the
Lohe matrix flow (2.1):
Uj(t)U
†
j (t) = U
in
j U
in†
j , t > 0.
(2) (Unitary invariance): Let U˜j be a transformed state by the relation:
U˜j := UjL, L ∈ U(d).
Then, the transformed state U˜j satisfies
i ˙˜UjU˜
†
j = Hj +
iκ
2N
N∑
k=1
(
U˜kU˜
†
j − U˜jU˜ †k
)
, t > 0.
As in the Kuramoto model, system (2.1) admits a “solution splitting property” for the
identical Hamiltonian case:
Hj = H, j = 1, · · · , N.
In this case, system (2.1) becomes
(2.3) U˙j = −iHUj + κ
2N
N∑
k=1
(Uk − UjU †kUj), j = 1, · · · , N.
Let R(t) and L(t) be the two solution operators corresponding to the following two subsys-
tems, respectively:
V˙j = −iHVj , W˙j = κ
2N
N∑
k=1
(Wk −WjW †kWj).
Next, we introduce solutions operators associated with the above two systems:
R(t)V in := (e−iHtV in1 , · · · , e−iHtV inN ), W(t)Lin := (W1(t), · · · ,WN (t)), t ≥ 0.
Proposition 2.2. [18] Let S(t) be a solution operator to (2.3). Then, one has
S(t) = R(t) ◦ L(t), t ≥ 0.
It follows from Proposition 2.2 that it suffices to assume H = 0 for a homogeneous
ensemble in what follows.
2.2. A gradient flow formulation. Consider the Lohe matrix model with H ≡ 0:
(2.4) U˙j =
κ
2N
N∑
k=1
(
Uk − UjU †kUj
)
, j = 1, · · · , N.
In [14], the authors introduced an order parameter R and the corresponding potential V1
for (2.4) with Hi = 0:
(2.5) R2 :=
1
N2
N∑
i,j=1
tr
(
U †i Uj
)
= tr(U+c Uc) and V1 := −
κN
2
R2 = −κN
2
‖Uc‖2F ,
Then, it is easy to see that R2 is analytic and
(2.6) R = ‖Uc‖F ≤ 1
N
N∑
j=1
‖Uj‖F =
√
d.
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Note that the potential V1 is an analytic function of states Uj ’s, and the Riemannian
metric on U(d) is induced by the natural inclusion U(d) →֒Md,d(C).
Proposition 2.3. [14] The Lohe matrix model (2.4) with H = 0 is a gradient flow with an
analytical potential V1 in (2.5):
U˙i = − ∂V1
∂Ui
∣∣∣∣
TUiU(d)
, t > 0, i = 1, · · · , N.
Proof. Although a detailed proof can be found in [14], we briefly sketch its proof here for
self-containedness.
• Step A (Expression of the potential in terms of components of Ui): Note that the function
V has an obvious polynomial extension to all ofMd,d(C)N = C2d2N viewed as a real analytic
manifold. Since each variable Ui is in Md,d(C) = C
2d2 , the partial derivatives of a matrix
can be calculated by the partial derivatives of each real and imaginary component of Ui
on R2d
2
. Let ukli = a
kl
i + ib
kl
i be the (k, l)-element of matrix Ui, where a
kl
i and b
kl
i are real
numbers. First, we use
tr
(
UiU
†
j
)
=
d∑
k,l=1
ukli u¯
kl
j =
d∑
k,l=1
[
(akli a
kl
j + b
kl
i b
kl
j ) + i(a
kl
j b
kl
i − akli bklj )
]
to see
V1 = −κN
2
‖Uc‖2F = −
κ
2N
N∑
i,j=1
tr(UiU
†
j ) = −
κ
2N
N∑
i,j=1
d∑
k,l=1
[
akli a
kl
j + b
kl
i b
kl
j
]
,
where we cancel the imaginary term by symmetry of the indices i, j.
• Step B: We derive
∂V1
∂Ui
∣∣∣∣
TUiMd,d(C)
= − κ
N
N∑
j=1
Uj = −κUc.
By direct calculation with (2.5), one has
∂V1
∂akli
= − κ
N
N∑
j=1
aklj ,
∂V1
∂bkli
= − κ
N
N∑
j=1
bklj ,
and thus reverting back to the coordinates of Md,d(C)
N = R2d
2N , we have
∂V1
∂Ui
∣∣∣∣
TUiMd,d(C)
=
d∑
k,l=1
(
∂V1
∂akli
+ i
∂V1
∂bkli
)
Ekl = − κ
N
N∑
j=1
d∑
k,l=1
uklj E
kl = − κ
N
N∑
j=1
Uj ,
where Ekl denotes the d× d matrix whose (k, l)-coordinate is 1 and the other coordinates
are 0.
• Step C: We set
u(d) = TIdU(d) = {X ∈Md,d(C) | X +X† = 0},
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and define an orthogonal projection:
π : TIdMd,d(C)→ u(d) by A 7→
1
2
(A−A†).
Since TUiU(d) is the right translate u(d)Ui of u(d), we can see that the orthogonal projection
πUi : TUiMd,d(C) → TUiU(d) is given by AUi 7→ π(A)Ui = 12(A − A†)Ui for an element
AUi ∈ TUiMd,d(C). Hence we may calculate
∂V1
∂Ui
∣∣∣∣
TUiU(d)
= πUi
(
∂V1
∂Ui
∣∣∣∣
TUiMd,d(C)
)
= π
(
∂V1
∂Ui
∣∣∣∣
TUiMd,d(C)
U †i
)
Ui
= π

− κ
N
N∑
j=1
UjU
†
i

Ui = − κ
2N
N∑
j=1
(
UjU
†
i − UiU †j
)
Ui
= −κ
2
(Uc − UiU †cUi).

As a direct application of Proposition 2.3, we have the convergence of the flow e−iHtUi
as t→∞.
Corollary 2.1. Let Ui = Ui(t) be a global solution to the Cauchy problem (2.4). Then, the
flow Ui converges for any initial configuration {U ini }.
Proof. We use a gradient flow formulation in Proposition 2.3 and a standard argument in
[14] to derive the convergence of the flow. 
Lemma 2.1. (Babalat’s lemma [2]) Suppose that a real-valued function f : [0,∞) → R is
continuously differentiable, and limt→∞ f(t) = α ∈ R. If f ′ is uniformly continuous, then
lim
t→∞
f ′(t) = 0.
Proposition 2.4. Let {Uj} be a global solution to the Cauchy problem (2.3). Then, the
potential V1 in (2.5) satisfies
dV1
dt
= −
N∑
i=1
‖U˙i‖2F , ∃ lim
t→∞
V1(U(t)) and sup
0≤t<∞
∣∣∣ d2
dt2
V1(U(t))
∣∣∣ <∞.
Proof. Note that Uj and Uc satisfy
(2.7) U˙j = κ(Uc − UjU †cUj), U˙c =
κ
N
N∑
j=1
(Uc − UjU †cUj), j = 1, · · · , N.
• (Estimate of the first and second estimates): We use the above relations (2.7) to get
(2.8)
dR2
dt
=
1
κN
N∑
j=1
‖U˙j‖2F ≥ 0.
This yields the first estimate:
dV1
dt
:= −
N∑
j=1
‖U˙j‖2F ≤ 0.
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Since V1 is non-decreasing and bounded below by −12κNd (see (2.6)),
∃ lim
t→∞
V1(U(·)).
• (Estimate of the third estimate): In the sequel, we will derive
‖U˙i‖F ≤ κ
2
√
d(1 + d), ‖U˙c‖F ≤ κ
2
√
d(1 + d),
∣∣∣∣ ddt‖U˙j‖2F
∣∣∣∣ ≤ κ32 d(1 + d)(1 + 2d).
For the first estimate, we use (2.6) and (2.7)1 to get
‖U˙j‖F ≤ κ
2
(
‖Uc‖F + ‖UjU †cUj‖F
)
≤ κ
2
(
‖Uc‖F + ‖Uj‖F · ‖U †c ‖F · ‖Uj‖F
)
≤ κ
2
√
d(1 + d).
This also implies
‖U˙c‖F =
∥∥∥∥∥∥ 1N
N∑
j=1
U˙j
∥∥∥∥∥∥
F
≤ 1
N
N∑
j=1
‖U˙j‖F ≤ κ
2
√
d(1 + d).
For the third estimate, we use (2.7)1 to obtain
d
dt
‖U˙j‖2F =
d
dt
κ2
2
Re tr(UcU
†
c − UjU †cUjU †c )
=
κ2
2
Re tr(U˙cU
†
c + UcU˙
†
c − U˙jU †cUjU †c − UjU˙ †cUjU †c − UiU †c U˙jU †c − UjU †cUjU˙ †c )
=κ2Re tr(U˙cU
†
c − U˙jU †cUjU †c − UjU˙ †cUjU †c ).
This yields∣∣∣∣ ddt‖U˙j‖2F
∣∣∣∣ ≤ κ2(‖U˙c‖F ‖U †c ‖+ ‖U˙jU †c ‖F ‖UjU †c ‖F + ‖UjU˙ †c ‖F ‖UjU †c ‖F )
≤ κ
3
2
d(1 + d)(1 + 2d).
Finally, (2.8) yields
d2R2
dt2
=
2
κN
N∑
j=1
d
dt
‖U˙j‖2F ≤ κ2d(1 + d)(1 + 2d).
This yields
sup
0≤t<∞
∣∣∣d2V1
dt2
∣∣∣ ≤ Nκ3d(1 + d)(1 + 2d).

Finally, we combine Lemma 2.1 and Proposition 2.4 to get a desired result.
Corollary 2.2. Let Uj = Uj(t) be a global solution to the Cauchy problem (2.3). Then,
one has
lim
t→∞
U˙j(t) = 0 for all j = 1, · · · , N.
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2.3. Previous results. In this subsection, we brief review two closely related results from
[8, 14] that deal with Lohe type aggregation model on matrix Lie groups. The original Lohe
matrix model was introduced as an aggregation model on the unitary group. After Lohe’s
work [23, 24], it was further extended to the Lohe group (whose definition is defined below)
in [14]. Next, we provide a concept of the Lohe group in the following definition.
Definition 2.1. [14] Let G be a subgroup of the linear group GL(d, k) with k = R or k = C.
Then, we say G is a Lohe group if the following two conditions hold.
(1) G is a matrix Lie group, which is a closed subgroup of GL(d, k):
G ≤ GL(d, k).
(2) G satisfies
X −X−1 ∈ g for all X ∈ G.
Here, g is the Lie algebra associated to G, i.e., the tangent space TIG of G at the
identity matrix I.
Remark 2.1. The following matrix groups are Lohe groups:
GL(k, d), Od(k), Op,q(k), Ud, SPn(k), SOd(k), SOp,q(k), SP (n), SL(2, k), SU(2).
Let G and g be a Lohe group and its associated Lie algebra, respectively. Then, a
generalized Lohe matrix model [14] on G reads as follows.
(2.9)


X˙jX
−1
j = Ωj +
κ
2N
N∑
k=1
(
XkX
−1
j −XjX−1k
)
, t > 0,
Xj(0) = X
in
j , j = 1, · · · , N,
where Ωi ∈ g.
For an ensemble {Xj}, we set
D(X) := max
1≤i,j≤N
‖Xi −Xj‖F .
Theorem 2.1. [14] Suppose that Hi, the coupling strength and the initial data {Xin} satisfy
Hi = 0, i = 1, · · · , N, κ > 0 and D(Xin) < 1.
Then, there exists a smooth global solution {Xj} such that
D(Xin)
(1 +D(Xin))eκt −D(Xin) ≤ D(X(t)) ≤
D(Xin)
(1−D(Xin))eκt +D(Xin) , t ≥ 0.
In [8], Deville further introduced the generalized model (2.9) by introducing a polynomial
coupling, namely “quantum Kuramoto model” on the Lohe group G associated with Lie
algebra g introduced in Definition 2.1. Let Γ be an undirected weighted graph with N
vertices with edge weights γij ≥ 0 with γij = γji. To be more specific, let f be a real
analytic function. Then, the quantum Kuramoto model reads as
(2.10) X˙jX
−1
j = Ωj +
1
2
N∑
k=1
γjk
(
f(XkX
−1
j )− f(XjX−1k )
)
,
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where Ωj ∈ g.
Note that for f(x) = x and γij =
2
N
, the quantum Kuramoto model (2.10) becomes
the generalized Lohe matrix model (2.9). In the aforementioned work, Deville studied sync
and near sync solutions and investigated the stability of these solutions and twist solutions.
Other than a linear function f , system (2.10) cannot be rewritten as a mean-field form. For
example, f(x) = x2 and γjk =
2
N
, system (2.10) becomes
X˙jX
−1
j = Ωj +
1
N
N∑
k=1
(
(XkX
−1
j )
2 − (XjX−1k )2
)
.
This is clearly different from our proposed model (3.10):
U˙jU
†
j = −iHj +
κ
N3
N∑
k1,k2,k3=1
(
Uk1U
†
k2
Uk3U
†
j − UjU †k3Uk2U
†
k1
)
.
2.4. Elementary estimates. In this subsection, we present several elementary estimates
to be used for later sections.
Let Ui and Uj be the unitary matrices. Then we have following identities:
‖Ui − Uj‖2F = 2d− tr(UiU∗j − UjU∗i ), ‖Uc‖2F = d−
1
2N2
∑
i,j
‖Ui − Uj‖2F .
Lemma 2.2. Let A and B be the matrices with proper size. Then we have the following
inequality:
‖AB‖F ≤ ‖A‖op · ‖B‖F ,
where ‖ · ‖op is an operator norm.
Proof. Let
B =
[
b1
... b2
... · · · ... bn
]
,
where bα is a vector. From the direct calculation, we have
‖AB‖2F =
∑
α,β
|[AB]αβ |2 =
∑
α
‖Abα‖2 ≤
∑
α
(‖A‖op · ‖bα‖)2
= ‖A‖2op ·
∑
α
‖bα‖2 = ‖A‖2op · ‖B‖2F .

Remark 2.2. If U is a unitary matrix, then
‖U‖op = 1.
Lemma 2.3. Let {Ui}Ni=1 be an ensemble of unitary matrices in U(d). Then we have
‖Uc‖op ≤ 1.
Equality holds if and only if there exists v ∈ Cd with ‖v‖ 6= 0 such that
U1v = U2v = · · · = UNv.
A GRADIENT FLOW APPROACH FOR THE LOHE MATRIX MODEL 11
Proof. By direct calculation, we have
‖Ucv‖F ≤ 1
N
N∑
k=1
‖Ukv‖F ≤ 1
N
N∑
k=1
‖Uk‖op‖v‖ = ‖v‖.
So we have
‖Uc‖op ≤ 1.
We can also easily show the equality condition. 
Lemma 2.4. Let A and B be d× d matrices. Then, one has
|tr(A)| ≤
√
d‖A‖F and ‖AB‖F ≤ ‖A‖F · ‖B‖F .
Proof. (i) By definition of a trace, one has
|tr(A)|2 =
∣∣∣∣∣∑
α
[A]αα
∣∣∣∣∣
2
≤
∑
α
|[A]αα|2 ·
∑
α
12 ≤ d‖A‖2F .
(ii) By direct calculation, one has
‖AB‖2F =
∑
α,β
|[AB]αβ |2 =
∑
α,β
|
∑
γ
[A]αγ [B]γβ |2
≤
∑
α,β
(∑
γ
|[A]αγ |2
)
·
(∑
γ
|[B]γβ|2
)
= ‖A‖2F · ‖B‖2F .
Thus, we have
‖AB‖F ≤ ‖A‖F · ‖B‖F .

3. The Lohe matrix model with a monomial interaction
In this section, we present a generalized Lohe matrix model with a monomial higher-order
coupling via a gradient flow approach.
More precisely, we will derive a generalized Lohe matrix model with higher-order cou-
plings: for t > 0,
(3.1)


iU˙jU
†
j = H +
iκ
2N2m−1
×
N∑
k1,··· ,k2m−1=1
(
Uk1U
†
k2
· · ·U †k2m−2Uk2m−1U
†
j − UjU †k2m−1Uk2m−2 · · ·Uk2U
†
k1
)
,
Uj
∣∣∣
t=0+
= U inj ,
where H is a Hermitian matrix with H† = H.
Note that system (3.1) can be rewritten as a mean-field form using a mean-field quantity
Uc:
(3.2) iU˙jU
†
j = H +
iκ
2
(
UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2m−1
U †j − Uj U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2m−1
)
.
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Since the R.H.S. of (3.1) is self-adjoint, and this yields the conservation of quadratic quan-
tities UjU
†
j .
Lemma 3.1. Let {Ui} be a global smooth solution of system (3.1). Then one has
d
dt
(UjU
†
j ) = 0, t > 0, j = 1, · · · , N.
Proof. We set
Cj(U1, · · · , UN )
:=
iκ
2N2m−1
N∑
k1,··· ,k2m−1=1
(
Uk1U
†
k2
· · ·U †k2m−2Uk2m−1U
†
j − UjU †k2m−1Uk2m−2 · · ·Uk2U
†
k1
)
.
Then, it is easy to see that
(3.3) Cj(U1, · · · , UN )† = Cj(U1, · · · , UN ).
Now, we return to system (3.1):
(3.4) U˙jU
†
j = −i
(
H + Cj(U1, · · · , UN )
)
.
We take a hermitian conjugate of (3.4) and use (3.3) to get
(3.5) UjU˙
†
j = i
(
H + Cj(U1, · · · , UN )
)
.
Finally, we add (3.4) and (3.5) to get
d
dt
(UjU
†
j ) = 0.

From now on, throughout the paper, we assume
UjU
†
j = U
†
jUj = Id, j = 1, · · · , N.
and consider emergent dynamics of the following Cauchy problem:
(3.6)


U˙j = −iHUj + κ
2
(
UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2m−1
−Uj U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2m−1
Uj
)
, t > 0,
Uj
∣∣∣
t=0+
= U inj , j = 1, · · · , N.
Now, we consider the corresponding nonlinear subsystem:
(3.7)


L˙j =
κ
2
(
LcL
†
cLc · · ·L†cLc︸ ︷︷ ︸
2m−1
−Lj L†cLcL†c · · ·LcL†c︸ ︷︷ ︸
2m−1
Lj
)
, t > 0,
Lj
∣∣∣
t=0+
= U inj , j = 1, · · · , N.
Proposition 3.1. (Solution splitting property) Let {Uj} and {Lj} be two solutions to
systems (3.6) and (3.7), respectively. Then one has
(3.8) Uj(t) = e
−iHt ◦ Lj(t), j = 1, · · · , N.
Proof. We substitute (3.8) into (3.7) and use the relations
U˙j = −iHe−iHtLj + e−iHtL˙j, UcU †c = LcL†c, UjU †c = LjL†c
to see that Lj satisfies system (3.7). 
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Fom now on, we assume H ≡ 0. In what follows, we will derive system (3.1) using a
gradient flow formulation with a monomial potential Vm(U): for m ≥ 1, we set
Vm(U) := −κN
2m
tr((UcU
†
c )
m) = −κN
2m
tr(UcU
†
c · · ·UcU †c︸ ︷︷ ︸
2m
).
Note that Vm is analytic and bounded:
(3.9) |Vm(U)| ≤ κ
2m
|tr(UcU †c · · ·UcU †c︸ ︷︷ ︸
2m
)| ≤ κ
2m
‖Uc‖2mF ≤
κ
2m
dm.
In next two subsections, we consider the cases:
Either m = 2 or m ≥ 3.
3.1. Case with m = 2. Consider the Cauchy problem to the following system:
U˙j =
κ
2
(UcU
†
cUc − UjU †cUcU †cUj), t > 0,
Uj
∣∣∣
t=0
= U inj ∈ U(d), j = 1, · · · , N.
(3.10)
3.1.1. A gradient flow formulation. For an ensemble {Uj}Nj=1, consider the potential
(3.11) V2(U) := −Nκ
4
tr((UcU
†
c )
2).
Lemma 3.2. Let {Uj} be a solution of (3.10) and V2 = V2(U) be a potential defined by
(3.11). Then, one has
∂V2
∂Ui
∣∣∣∣
TUiMd,d(C)
= −κUcU †cUc.
Proof. (i) We set
[Ui]αβ := a
αβ
i + ib
αβ
i , a
αβ
i , b
αβ
i ∈ R.
Then we have
V2 = − κ
4N3
∑
i,j,k,l
[Ui]αβ[U
†
j ]βγ [Uk]γδ[U
†
l ]δα
= − κ
4N3
∑
i,j,k,l
(aαβi + ib
αβ
i )(a
γβ
j − ibγβj )(aγδk + ibγδk )(aαδl − ibαδl ),
(3.12)
where we used Einstein summation rule. Now, we use the symmetry and (3.12) to get
V2 = − κ
4N3
∑
i,j,k,l
(
aαβi a
γβ
j a
γδ
k a
αδ
l + b
αβ
i b
γβ
j b
γδ
k b
αδ
l − 2aαβi bγβj aγδk bαδl
+ 2aαβi a
γβ
j b
γδ
k b
αδ
l + 2b
αβ
i a
γβ
j a
γδ
k b
αδ
l
)
.
(3.13)
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This yields
∂V2
∂aµνi
= − κ
4N3
∑
j,k,l
(
4aγνj a
γδ
k a
µδ
l − 4bγνj aγδk bµδl + 4aγνj bγδk bµδl + 4bανj aµδk bαδl
)
= − κ
N3
∑
j,k,l
(
aµαj a
βα
k a
βν
l − bµαj aβαk bβνl + bµαj bβαk aβνl + aµαj bβαk bβνl
)
,
∂V2
∂bµνi
= − κ
4N3
∑
j,k,l
(
4bγνj b
γδ
k b
µδ
l − 4aανj aµδk bαδl + 4aαβj aµβk bανl + 4aγνj aγδk bµδl
)
= − κ
N3
∑
j,k,l
(
bµαj b
βα
k b
βν
l − aµαj bβαk aβνl + aµαj aβαk bβνl + bµαj aβαk aβνl
)
.
Finally we can calculate
∂V2
∂Ui
∣∣∣∣
TUiMd,d(C)
=
(
∂V2
∂aµνi
+ i
∂V2
∂bµνi
)
Eµν ,
where Eµν denotes the d× d matrix whose (µ, ν)-coordinate is 1 and the other coordinates
are 0. By direct calculation, one has
∂V2
∂aµνi
+ i
∂V2
∂bµνi
= − κ
N3
∑
j,k,l
(
(aµαj a
βα
k a
βν
l − bµαj aβαk bβνl + bµαj bβαk aβνl + aµαj bβαk bβνl )
+ i(bµαj b
βα
k b
βν
l − aµαj bβαk aβνl + aµαj aβαk bβνl + bµαj aβαk aβνl )
)
= − κ
N3
∑
j,k,l
[Uj ]µα[U
†
k ]αβ [Ul]βν .
This implies
∂V2
∂Ui
∣∣∣∣
TUiMd,d(C)
=
(
∂V2
∂aµνi
+ i
∂V2
∂bµνi
)
Eµν = − κ
N3
∑
j,k,l
UjU
†
kUl = −κUcU †cUc.

Proposition 3.2. System (3.10)1 can be rewritten as a gradient flow with the potential V2:
U˙i = − ∂V2
∂Ui
∣∣∣∣
TUiU(d)
, i = 1, · · · , N.
Proof. We use Lemma 2.1 to see
∂V2
∂Ui
∣∣∣∣
TUiU(d)
= πUi
(
∂V2
∂Ui
∣∣∣∣
TUiMd,d(C)
)
= π
(
∂V2
∂Ui
∣∣∣∣
TUiMd,d(C)
U †i
)
Ui
= π

− κ
N3
N∑
j,k,l=1
UjU
†
kUlU
†
i

Ui = − κ
2N3
N∑
j,k,l=1
(UjU
†
kUlU
†
i − UiU †l UkU †j )Ui
= −κ
2
(UcU
†
cUc − UiU †cUcU †cUi).

As a corollary of a gradient flow formulation of (3.10), we have the convergence of the
flow.
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Corollary 3.1. Suppose that coupling strength and the initial data {U inj } satisfy
κ > 0, U in†j U
in
j = Id, j = 1, · · · , N,
and let {Uj} be a global solution of system (3.10). Then, there exists an equilibrium
(U∞1 , · · · , U∞N ) such that
lim
t→∞
‖Uj(t)− U∞j ‖F = 0, j = 1, · · · , N.
Proof. Since system (3.10) is a gradient flow with the analytical potential V2, the flow Uj
converges toward an equilibrium (see Theorem 5.2 in [12]). 
3.1.2. Temporal evolution of potential. Next, we study temporal evolution of the potential
V1 and V2 in the following lemma.
Lemma 3.3. Let {Uj} be a global solution of system (3.10) with the initial data {U inj }:
U in†j U
in
j = Id, j = 1, · · · , N.
Then, one has
(i)
d
dt
V1(U) = −κ
2
4
N∑
j=1
‖UcU †cUj − UcU †jUc‖2F −
κ2
8
N∑
j=1
‖UcU †cUj − UjU †cUc‖2F ,
(ii)
d
dt
V2(U) = −κ
2
4
N∑
j=1
‖UcU †cUcU †j − UjU †cUcU †c ‖2F .
Proof. (i) We use (3.10) to get
d
dt
V1(U) = −κN
2
d
dt
tr(UcU
†
c ) = −
κN
2
tr(U˙cU
†
c + UcU˙
†
c ) = −
κ
2
N∑
j=1
tr(U˙jU
†
c + UcU˙
†
j )
= −κ
2
4
N∑
j=1
(
tr(UcU
†
cUcU
†
c − UjU †cUcU †cUjU †c ) + (c.c.)
)
= −κ
2
4
N∑
j=1
tr(2UcU
†
cUcU
†
c − UjU †cUcU †cUjU †c − UcU †jUcU †cUcU †j )
= −κ
2
4
N∑
j=1
tr
(
(UcU
†
cUj − UcU †jUc)(U †jUcU †c − U †cUjU †c ) + UcU †cUcU †c − UcU †jUcU †cUjU †c
)
= −κ
2
4
N∑
j=1
‖UcU †cUj − UcU †jUc‖2F −
κ2
8
N∑
j=1
‖UcU †cUj − UjU †cUc‖2F .
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(ii) Similarly, one has
d
dt
V2(U) = −κN
4
d
dt
tr(UcU
†
cUcU
†
c ) = −
κN
2
(
tr(U˙cU
†
cUcU
†
c ) + tr(UcU˙
†
cUcU
†
c )
)
= −κ
2
N∑
j=1
(
tr(U˙jU
†
cUcU
†
c ) + tr(UcU˙
†
jUcU
†
c )
)
= −κ
2
4
N∑
j=1
(
tr((UcU
†
cUc − UiU †cUcU †cUj)U †cUcU †c ) + (c.c)
)
= −κ
2
4
N∑
j=1
‖UcU †cUcU †j − UjU †cUcU †c ‖2F .

As a corollary, one has the following result.
Corollary 3.2. Let {Uj} be a global solution of system (3.10) with the initial data {U inj }:
κ > 0, (U inj )
†U inj = Id, j = 1, · · · , N.
Then, one has
lim
t→∞
‖UcU †cUcU †j − UjU †cUcU †c ‖2F = 0, j = 1, · · · , N.
Proof. (i) Since V2(U) is bounded below and non-increasing along the flow (3.10), V2(U(·))
converges as t→∞.
(ii) It follows from Lemma 3.3 that
(3.14)
d
dt
V2(U) = −κ
2
4
N∑
j=1
‖UcU †cUcU †j − UjU †cUcU †c ‖2F .
In order to apply Babalat’s lemma (Lemma 2.1) for the derivation of the desired estimate,
it suffices to show that
(3.15) sup
0≤t<∞
∣∣∣ d2
dt2
V2(U)
∣∣∣ <∞.
We differentiate (3.14) with respect to t and obtain
d2
dt2
V2(U) = −κ
2
4
N∑
j=1
d
dt
‖UcU †cUcU †j − UjU †cUcU †c ‖2F .
From the direct calculation, we have
d
dt
‖UcU †cUcU †j − UjU †cUcU †c ‖2F =
d
dt
tr[(UcU
†
cUcU
†
j − UjU †cUcU †c )(UcU †cUcU †j − UjU †cUcU †c )†]
=
1
N3
N∑
k1,k2,k3,k4,k5,k6=1
d
dt
tr[(Uk1U
†
k2
Uk3U
†
j − UjU †k1Uk2U
†
k3
)(Uk4U
†
k5
Uk6U
†
j − UjU †k4Uk5U
†
k6
)†].
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From the boundedness of ‖Uj‖F , ‖Ukα‖F , ‖Uj‖op, ‖Ukα‖op, ‖U˙j‖F , ‖U˙kα‖F , ‖U˙j‖op, ‖U˙kα‖op
and Lemma 2.2, 2.3, 2.4 we can obtain the boundedness of
d
dt
tr[(Uk1U
†
k2
Uk3U
†
j − UjU †k1Uk2U
†
k3
)(Uk4U
†
k5
Uk6U
†
j − UjU †k4Uk5U
†
k6
)†].
Hence
d
dt
‖UcU †cUcU †j − UjU †cUcU †c ‖2F is uniformly bounded.
Therefore, one has
d2
dt2
V2(U) = −κ
2
4
N∑
j=1
d
dt
‖UcU †cUcU †j − UjU †cUcU †c ‖2F .
is uniformly bounded over time. So we can apply Barbalat’s lemma to obtain
lim
t→∞
d
dt
V2(U) = 0.
This implies
lim
t→∞
‖UcU †cUcU †j − UjU †cUcU †c ‖2F = 0, j = 1, · · · , N.

3.2. Case with m ≥ 3. Consider the Cauchy problem for (3.1) in a mean-field form:
(3.16)


U˙j =
κ
2
(
UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2m−1
−Uj U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2m−1
Uj
)
,
Uj
∣∣∣
t=0
= U inj ∈ U(d).
Similar to Lemma 3.1 and Proposition 3.2, one has a gradient flow formulation to (3.16).
Proposition 3.3. System (3.16)1 can be rewritten as a gradient flow with the potential Vm:
U˙j = − ∂Vm
∂Uj
∣∣∣∣
TUjU(d)
, j = 1, · · · , N.
Proof. The proof is basically the same as in the proof of Proposition 3.2. Hence we omit
its details. 
As a corollary of a gradient flow formulation of (3.16), we have the convergence of the
flow.
Corollary 3.3. Suppose that coupling strength and the initial data {U inj } satisfy
κ > 0, U in†j U
in
j = Id, j = 1, · · · , N,
and let {Uj} be a global solution of system (3.16). Then, there exists an equilibrium
(U∞1 , · · · , U∞N ) such that
lim
t→∞
‖Uj(t)− U∞j ‖F = 0, j = 1, · · · , N.
Proof. Since system (3.16) is a gradient flow with the analytical potential Vm(U), the flow
Uj(·) converges toward an equilibrium (see Theorem 5.2 in [12]). 
Now we want to find the derivative of functional Vm(U) along the dynamics (3.10).
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Lemma 3.4. Let {Uj} be a global solution of system (3.16) with the initial data satisfying
U in†j U
in
j = Id, j = 1, · · · , N.
Then we have
d
dt
Vm(U) = −κ
2
4
N∑
j=1
‖Uj U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2m−1
−UcU †cUc · · ·U †cUc︸ ︷︷ ︸
2m−1
U †j ‖2F .
Proof. By direct calculations, one has
d
dt
Vm(U) = −κN
2m
d
dt
tr((UcU
†
c )
m) = −κN
2

tr(U˙c U †c · · ·UcU †c︸ ︷︷ ︸
2m−1
) + (c.c.)


= −κ
2
4
N∑
j=1
tr((UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2m−1
−Uj U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2m−1
Ui)U
†
c · · ·UcU †c︸ ︷︷ ︸
2m−1
) + (c.c.)
= −κ
2
4
N∑
j=1
‖Uj U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2m−1
−UcU †cUc · · ·U †cUc︸ ︷︷ ︸
2m−1
U †j ‖2F .

Proposition 3.4. Let {Uj} be a global smooth solution of system (3.16) with the initial
data {U inj }:
U in†j U
in
j = Id, j = 1, · · · , N.
Then, for i = 1, · · · , N,
lim
t→∞
‖Ui U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2m−1
−UcU †cUc · · ·U †cUc︸ ︷︷ ︸
2m−1
U †i ‖2F = 0, limt→∞ ‖U˙j‖F = 0.
Proof. (i) The first assertion follows from the gradient flow formulation (Proposition 3.2)
and Uj ∈ U(d).
(ii) We use the boundedness of V2 (see (3.9)) and Lemma 3.4 to see
(3.17) ∃ lim
t→∞
Vm(U).
Note that
d
dt
Vm(U) = −κ
2
4
N∑
i=1
‖Ui U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2m−1
−UcU †cUc · · ·U †cUc︸ ︷︷ ︸
2m−1
U †i ‖2F .
We claim:
(3.18) sup
0≤t<∞
∣∣∣ d2
dt2
Vm(U)
∣∣∣ <∞.
By (3.17) and (3.18), we can apply Babalat’s lemma to get the desired estimate:
lim
t→∞
d
dt
Vm(U) = 0.
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For the proof of claim (3.18), it is sufficient to prove the uniform boundedness of
d2
dt2
Vm(U).
This proof is very similar to the proof of Corollary 3.2, so we will omit. From this result,
we have
lim
t→∞
d
dt
Vm(U) = − lim
t→∞
κ2
4
N∑
i=1
‖Ui U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2m−1
−UcU †cUc · · ·U †cUc︸ ︷︷ ︸
2m−1
U †i ‖2F = 0.
So we have
lim
t→∞
κ2
4
‖Ui U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2m−1
−UcU †cUc · · ·U †cUc︸ ︷︷ ︸
2m−1
U †i ‖2F = 0.
for all i = 1, 2, · · · , N .
(iii) From the relation:
U˙j =
κ
2
(UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2m−1
U †j − Uj U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2m−1
)Uj ,
we can transform above limit as follows:
‖U˙j‖2F =
κ2
4
‖Uj U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2n−1
−UcU †cUc · · ·U †cUc︸ ︷︷ ︸
2m−1
U †j ‖2F → 0 as t→∞.

Lemma 3.5. Let {Uj} be a global solution of the system (3.13) with m = 2k. Then we have
dR2
dt
=
κ
2N
N∑
i=1

‖(UcU †i − UiU †c )UcU †c · · ·Uc︸ ︷︷ ︸
2k−1
‖2F
+
k∑
p=1
1
2p
‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ‖2F

 .
where R2 = tr(UcU
†
c ).
Proof. Note that
d
dt
tr(UcU
†
c ) = tr(U˙cU
†
c ) + (c.c.)
=
κ
2N
N∑
i=1

tr((UcU †cUc · · ·U †cUc︸ ︷︷ ︸
2k+1−1
−Ui U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2k+1−1
Ui)U
†
c ) + (c.c.)

 .
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Here we have
tr(UcU
†
cUc · · ·U †cUcU †c︸ ︷︷ ︸
2k+1
−Ui U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2k+1−1
UiU
†
c ) + (c.c.)
= tr(UcU
†
cUc · · ·U †c︸ ︷︷ ︸
2k+1−2
(2UcU
†
c − UiU †cUiU †c − UcU †i UcU †i ))
= tr(UcU
†
cUc · · ·U †c︸ ︷︷ ︸
2k+1−2
((UcU
†
i − UiU †c )(UcU †i − UiU †c )† + UcU †c − UiU †cUcU †i ))
= ‖(UcU †i − UiU †c )UcU †c · · ·Uc︸ ︷︷ ︸
2k−1
‖2F + tr(UcU †cUc · · ·U †c︸ ︷︷ ︸
2k+1
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k+1−2
UiU
†
cUcU
†
i ).
(3.19)
Now we define
Ap := tr(UcU †cUc · · ·U †c︸ ︷︷ ︸
2k+1
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k+1−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ).
Next, we derive a recursive relation between Ap and Ap+1 when 1 ≤ p < k:
2Ap = 2tr(UcU †cUc · · ·U †c︸ ︷︷ ︸
2k+1
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k+1−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i )
= ‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ‖2F
+ tr(UcU
†
cUc · · ·U †c︸ ︷︷ ︸
2k+1
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p+1
U †i UcU
†
cUc · · ·U †c︸ ︷︷ ︸
2k−2p
)
= ‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ‖2F
+ tr(UcU
†
cUc · · ·U †c︸ ︷︷ ︸
2k+1
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k+1−2p+1
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p+1
U †i )
= ‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ‖2F +Ap+1.
(3.20)
On the other hand, Ak can be estimated as follows.
Ak = tr(UcU †cUc · · ·U †c︸ ︷︷ ︸
2k+1
−Uc · · ·U †c︸ ︷︷ ︸
2k
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2k
U †i )
=
1
2
‖UcU †c · · ·U †c︸ ︷︷ ︸
2k
Ui − Ui U †cUc · · ·Uc︸ ︷︷ ︸
2k
‖2F
=
1
2
‖UcU †c · · ·U †c︸ ︷︷ ︸
2k
−Ui U †cUc · · ·Uc︸ ︷︷ ︸
2k
U †i ‖2F .
(3.21)
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If we combine (3.20) and (3.21), A1 can be calculated inductively.
A1 = 1
21
A2 + 1
21
‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−21
Ui U
†
c · · ·Uc︸ ︷︷ ︸
21
U †i ‖2F
= · · ·
=
1
2k−1
Ak +
k−1∑
p=1
1
2p
‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ‖2F
=
k∑
p=1
1
2p
‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ‖2F .
(3.22)
Finally, we combine (3.19) and (3.22) to get
‖(UcU †i − UiU †c )UcU †c · · ·Uc︸ ︷︷ ︸
2k−1
‖2F + tr(UcU †cUc · · ·U †c︸ ︷︷ ︸
2k+1
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k+1−2
UiU
†
cUcU
†
i )
= ‖(UcU †i − UiU †c )UcU †c · · ·Uc︸ ︷︷ ︸
2k−1
‖2F +A2
= ‖(UcU †i − UiU †c )UcU †c · · ·Uc︸ ︷︷ ︸
2k−1
‖2F
+
k∑
p=1
1
2p
‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ‖2F .
From this, we have
d
dt
tr(UcU
†
c ) =
κ
2N
N∑
i=1

‖(UcU †i − UiU †c )UcU †c · · ·Uc︸ ︷︷ ︸
2k−1
‖2F
+
k∑
p=1
1
2p
‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ‖2F

 .

Proposition 3.5. Let {Uj} be a global solution of system (3.13) with m = 2k. Then, one
has
(i) lim
t→∞
‖(UcU †i − UiU †c )UcU †c · · ·Uc︸ ︷︷ ︸
2k−1
‖F = 0.
(ii) lim
t→∞
‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U∗i ‖F = 0,
for all p = 1, 2, · · · , k, i = 1, 2, · · · , N .
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Proof. It follows from Lemma 3.5 that R is non-decreasing and bounded. Hence, R tends
to R∞ as t→∞. On the other hand, we use the uniform boundedness of U˙i and
dR2
dt
=
κ
2N
N∑
i=1

‖(UcU †i − UiU †c )UcU †c · · ·Uc︸ ︷︷ ︸
2k−1
‖2F
+
k∑
p=1
1
2p
‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ‖2F


to show
sup
0≤t<∞
∣∣∣ d2
dt2
R2
∣∣∣ <∞.
Then, by Babalat’s lemma, one has
lim
t→∞
dR2
dt
= 0.
This implies the desired estimates. 
4. A gradient flow formulation with a polynomial potential
In this section, we continue the study on the Lohe matrix model with higher-order cou-
plings. In previous section, we considered the monomial potential function so that only one
pair of coupling terms is involved in the coupling. In the sequel, we consider a polynomial
potential function.
Consider the Lohe matrix model in a mean-field form:
iU˙jU
†
j =
m∑
n=1
iκn
2
(UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2n−1
U †j − Uj U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2n−1
),
Ui(0) = U
in
i ∈ U(d).
(4.1)
First, we study a conservation law.
Lemma 4.1. Let {Uj} be a global solution of system (4.1). Then one has
d
dt
(U †jUj) = 0, t > 0, j = 1, · · · , N.
Proof. The proof is the same as that of Lemma 3.1. Hence we omit its proof. 
For U †jUj = UjU
†
j = Id, system (4.1) becomes
(4.2) U˙j =
m∑
n=1
κn
2
(
UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2n−1
−Uj U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2n−1
Uj
)
.
From now on, we assume
U †jUj = UjU
†
j = Id, j = 1, · · · , N.
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Next, we study the gradient flow formulation of (4.1). For this, we consider a polynomial
potential:
Vpoly := −Ntr(f(UcU †c )), f(A) :=
κ1
2
A+
κ2
4
A2 + · · ·+ κm
2m
Am.
Then, Vpoly is an analytic function and since∣∣∣tr [(UcU †c )n]∣∣∣ ≤ ∥∥∥UcU †c · · · ∥∥∥2
F︸ ︷︷ ︸
n−times of Uc
≤ (‖Uc‖n−1op · ‖Uc‖F )2 ≤ d.
it is easy to see
|Vpoly| ≤ N
2
(κ1 + κ2 + · · ·+ κm) d.
Proposition 4.1. System (4.2) can be rewritten as a gradient flow with potential Vpoly:
U˙j = − ∂Vpoly
∂Uj
∣∣∣∣
TUjU(d)
, j = 1, · · · , N.
Proof. The proof is basically the same as in the proof of Proposition 3.2. Hence we omit
its details. 
Lemma 4.2. Let {Uj} be a global solution of system (4.1) with the initial data satisfying
U in†j U
in
j = Id, j = 1, · · · , N.
Then, one has
d
dt
Vpoly = −
N∑
i=1
∥∥∥∥∥
m∑
n=1
κn
2
(
(UcU
†
c )
n−1UcU
†
i − UiU †c (UcU †c )n−1
)∥∥∥∥∥
2
F
.
Proof. We use (4.2) to see
(4.3)
d
dt
tr(f(UcU
†
c )) =
m∑
n=1
κn
2n
d
dt
tr((UcU
†
c )
n) =
m∑
n=1
κn
2
(
tr(U˙cU
†
c (UcU
†
c )
n−1) + (c.c.)
)
.
The first term in the R.H.S. of (4.5) can be estimated as follows.
tr(U˙cU
†
c (UcU
†
c )
n−1)
=
1
N
N∑
i=1
m∑
l=1
κl
2
tr
(
(UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2l−1
−Ui U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2l−1
Ui)U
†
c (UcU
†
c )
n−1
)
=
1
N
N∑
i=1
m∑
l=1
κl
2
tr
(
(UcU
†
c )
n+l−1 − UiU †c (UcU †c )l−1UiU †c (UcU †c )n−1
)
.
(4.4)
We combine (4.3) and (4.4) to obtain
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d
dt
tr(f(UcU
†
c ))
=
m∑
n=1
κn
2
(
tr(U˙cU
†
c (UcU
†
c )
n−1) + (c.c.)
)
=
1
N
N∑
i=1
m∑
l,n=1
κlκn
4
tr
(
(UcU
†
c )
n+l−1 − UiU †c (UcU †c )l−1UiU †c (UcU †c )n−1
)
+ (c.c.)
=
1
N
N∑
i=1
m∑
l,n=1
κlκn
4
tr
[(
(UcU
†
c )
n−1UcU
†
i − UiU †c (UcU †c )n−1
)(
(UcU
†
c )
l−1UcU
†
i − UiU †c (UcU †c )l−1
)†]
=
1
N
N∑
i=1
∥∥∥∥∥
m∑
n=1
κn
2
(
(UcU
†
c )
n−1UcU
†
i − UiU †c (UcU †c )n−1
)∥∥∥∥∥
2
F
.
(4.5)
Therefore, we have following equality:
d
dt
Vpoly = −N d
dt
tr(f(UcU
†
c )) = −
N∑
i=1
∥∥∥∥∥
m∑
n=1
κn
2
(
(UcU
†
c )
n−1UcU
†
i − UiU †c (UcU †c )n−1
)∥∥∥∥∥
2
F
.

Remark 4.1. Since
f ′(A) =
1
2
(
κ1I + κ2A+ · · ·+ κmAm−1
)
,
we can express above result as follows:
N∑
i=1
∥∥∥∥∥
m∑
n=1
κn
2
(
(UcU
†
c )
n−1UcU
†
i − UiU †c (UcU †c )n−1
)∥∥∥∥∥
2
F
=
N∑
i=1
∥∥∥f ′(UcU †c )UcU †i − UiU †c f ′(UcU †c )∥∥∥2
F
.
Theorem 4.1. Let {Uj} be a global solution of system (4.1) with the initial data {U inj }:
U in†j U
in
j = Id, j = 1, · · · , N.
Then, there exists an equilibrium (U∞1 , · · · , U∞N ) such that
lim
t→∞
‖Uj(t)− U∞j ‖F = 0, lim
t→∞
d
dt
Vpoly(U) = 0, lim
t→∞
‖U˙j‖F = 0, j = 1, · · · , N.
Proof. (i) By Lemma 4.1 and the assumption on the initial data, we have
U †jUj = UjU
†
j = Id, j = 1, · · · , N.
Under this circumstance, dynamics of (4.1) is equivalent to (4.2). Moreover, it follows from
Proposition 4.1 and analyticity of the potential function that the ensemble (U1, · · · , UN )
tends to an equilibrium (U∞1 , · · · , U∞N ) as t→∞.
(ii) We can use similar argument to prove the boundedness of
sup
0≤t<∞
∣∣∣ d2
dt2
Vpoly
∣∣∣.
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Then we can apply the Barbalat’s lemma to obtain
lim
t→∞
d
dt
Vpoly = 0.
(iii) Above result yields,
lim
t→∞
d
dt
Vpoly = − lim
t→∞
N∑
i=1
∥∥∥∥∥
m∑
n=1
κn
2
(
(UcU
†
c )
n−1UcU
†
i − UiU †c (UcU †c )n−1
)∥∥∥∥∥
2
F
= 0.
This also implies∥∥∥∥∥
m∑
n=1
κn
2
(
(UcU
†
c )
n−1UcU
†
i − UiU †c (UcU †c )n−1
)∥∥∥∥∥
2
F
→ 0 as t→∞.
If we combine the above relation and following relation
U˙i =
m∑
n=1
κn
2
(
UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2n−1
−Ui U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2n−1
Ui
)
,
we have
‖U˙i‖2F =
∥∥∥∥∥
m∑
n=1
κn
2
(
(UcU
†
c )
n−1UcU
†
i − UiU †c (UcU †c )n−1
)∥∥∥∥∥
2
F
→ 0 as t→∞.

Next, we consider the following special polynomial type function f satisfying the following
property:
κj 6= 0⇐ j = 2n for some n ∈ N.
i.e., f(A) takes the following form:
f(A) =
κ20
21
A2
0
+
κ21
22
A2
1
+ · · · + κ2l−1
2l
A2
l−1
.
Then we have following system:

U˙j =
l−1∑
k=0
κ2k
2
(UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2k+1−1
−Uj U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2k+1−1
Uj), t > 0,
Uj(0) = U
in
j ∈ U(d), j = 1, · · · , N.
(4.6)
We have following dynamics of order parameter.
Lemma 4.3. Let {Ui} be a global solution of system (4.6). Then we have
dR2
dt
=
l−1∑
k=0
N∑
i=1
κ2k
2N

‖(UcU †i − UiU †c )UcU †c · · ·Uc︸ ︷︷ ︸
2k−1
‖2F
+
k∑
p=1
1
2p
‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ‖2F

 .
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Proof. By direct calculations, one has
d
dt
‖Uc‖2F = tr(U˙iU †i ) + (c.c.)
=
l−1∑
k=0
κ2k
2
tr
(
(UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2k+1−1
−Ui U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2k+1−1
Ui)U
†
c
)
=
l−1∑
k=0
N∑
i=1
κ2k
2N

‖(UcU †i − UiU †c )UcU †c · · ·Uc︸ ︷︷ ︸
2k−1
‖2F
+
k∑
p=1
1
2p
‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ‖2F

 .

Theorem 4.2. Let {Uj} be a global solution of system (4.6) with the initial data {U inj }:
U in†j U
in
j = Id, j = 1, · · · , N.
Then, the following assertions hold.
(1) For all i = 1, 2, · · · , N and for all k = 0, 1, · · · , l − 1 which satisfies κ2k 6= 0,
lim
t→∞
‖(UcU †i − UiU †c )UcU †c · · ·Uc︸ ︷︷ ︸
2k−1
‖F = 0.
(2) For all i = 1, 2, · · · , N , for all p = 1, 2, · · · , k and for all k = 0, 1, · · · , l − 1 which
satisfies κ2k 6= 0,
lim
t→∞
‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ‖F = 0.
Proof. Since R2 is bounded and non-increasing, R2 converges as t→∞. Next, we will show
lim
t→∞
dR2
dt
= 0.
For this, it suffices to check
sup
0≤t<∞
∣∣∣d2R2
dt2
∣∣∣ <∞.
Once the above estimate is verified, then Babalat’s lemma yields the desired estimates.
However the proof of the boundedness of second derivative of R2 is very similar to the proof
of Corollary (3.2). Then we have
lim
t→∞
dR2
dt
= lim
t→∞
l−1∑
k=0
N∑
i=1
κ2k
2N

‖(UcU †i − UiU †c )UcU †c · · ·Uc︸ ︷︷ ︸
2k−1
‖2F
+
k∑
p=1
1
2p
‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ‖2F

 = 0.
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From this equality, for all i and k which satisfies κ2k , we have
lim
t→∞

‖(UcU †i − UiU †c )UcU †c · · ·Uc︸ ︷︷ ︸
2k−1
‖2F +
k∑
p=1
1
2p
‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ‖2F


= 0.
Since each term is non-negative, each term must converge to zero, we have
‖(UcU †i − UiU †c )UcU †c · · ·Uc︸ ︷︷ ︸
2k−1
‖F → 0 as t→∞
and
‖UcU †cUc · · ·U †c︸ ︷︷ ︸
2k
−UcU †cUc · · ·U †c︸ ︷︷ ︸
2k−2p
Ui U
†
c · · ·Uc︸ ︷︷ ︸
2p
U †i ‖F as t→∞
for all i = 1, 2, · · · , N , p = 1, 2, · · · , k, and k = 0, 1, · · · , l − 1 which satisfies κ2k 6= 0. 
5. Emergent dynamics of Lohe ensemble
In this section, we study a relaxation estimate toward the aggregated state for system
(4.1). In previous section, we show that the state configuration tends to an equilibrium
for any initial data without any explicit decay estimate. The main reason for this is that
we employed a gradient flow approach and Babalat’s lemma which does not tell us any
constructive decay estimate. For an explicit decay estimate, we employ a diameter func-
tional and derive a Riccati type differential inequality for the state diameter. This yields
an explicit decay estimate for some restricted class of initial data and system parameters.
5.1. Ensemble diameter. For a state configuration {Uj}, we set
D(U) := max
i,j
‖Ui − Uj‖F .
Lemma 5.1. Let {Uj} be a global solution to system (4.1). Then D(U) satisfies
−κ+D(U)2 − κ1D(U)4 ≤ d
dt
D(U)2 ≤ −κ−D(U)2 + κ1D(U)4.
where κ+ and κ− are given by the following relations:
κ− = 2κ1 −
√
d
m∑
n=2
κn and κ+ = 2κ1 +
√
d
m∑
n=2
κn.
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Proof. Let (i, j) be a pair of indices. By direct estimate, one has
d
dt
‖Ui − Uj‖2F
=
d
dt
tr(2I − UiU †j − UjU †i ) = −tr(U˙iU †j + U˙jU †i )− (c.c.)
= −
m∑
n=1
κn
2
tr
(
(UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2n−1
−Ui U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2n−1
Ui)U
†
j
)
−
m∑
n=1
κn
2
tr
(
(UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2n−1
−Uj U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2n−1
Uj)U
†
i
)− (c.c.)
= −
m∑
n=1
κn
2
tr
(
(UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2n−1
)(U †i + U
†
j )− (U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2n−1
)(UiU
†
jUi − UjU †i Uj)
)− (c.c.)
= −
m∑
n=1
κn
2
tr
(
(UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2n−1
)(U †i + U
†
j − U †i UjU †i − U †jUiU †j )
)− (c.c.)
= −
m∑
n=1
κn
2
tr
(
(UcU
†
c )
n−1(UcU
†
i + UcU
†
j − UcU †i UjU †i
− UcU †jUiU †j + UiU †c + UjU †c − UiU †jUiU †c − UjU †i UjU †c )
)
.
It follows from the Lemma 2.2 that∣∣∣tr((UcU †c )n−1(UcU †i + UcU †j − UcU †i UjU †i − UcU †jUiU †j + UiU †c
+ UjU
†
c − UiU †jUiU †c − UjU †i UjU †c )
)∣∣∣
≤
√
d
∥∥∥(UcU †c )n−1(UcU †i + UcU †j − UcU †i UjU †i − UcU †jUiU †j
+ UiU
†
c + UjU
†
c − UiU †jUiU †c − UjU †i UjU †c )‖F .
(5.1)
On the other hand, Lemma 2.3 and Lemma 2.4 imply
√
d‖(UcU †c )n−1(UcU †i + UcU †j − UcU †i UjU †i − UcU †jUiU †j
+ UiU
†
c + UjU
†
c − UiU †jUiU †c − UjU †i UjU †c )‖F
≤
√
d‖Uc‖2n−2op ‖UcU †i + UcU †j − UcU †i UjU †i − UcU †jUiU †j
+ UiU
†
c + UjU
†
c − UiU †jUiU †c − UjU †i UjU †c ‖F
≤
√
d‖UcU †i + UcU †j − UcU †i UjU †i − UcU †jUiU †j + UiU †c
+ UjU
†
c − UiU †jUiU †c − UjU †i UjU †c ‖F .
(5.2)
Note that
UcU
†
i + UcU
†
j − UcU †i UjU †i − UcU †jUiU †j
= Uc(Ui − Uj)†(Ui − Uj)U †i − UcU †j (Ui − Uj)(Uj − Ui)†.
(5.3)
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Then, one has
‖UcU †i + UcU †j − UcU †i UjU †i − UcU †jUiU †j + UiU †c + UjU †c − UiU †jUiU †c − UjU †i UjU †c ‖F
≤ ‖Uc(Ui − Uj)†(Ui − Uj)U †i ‖F + ‖UcU †j (Ui − Uj)(Uj − Ui)†‖F
≤ 2‖Uc‖op · ‖(Ui − Uj)∗(Ui − Uj)‖F ≤ 2‖(Ui − Uj)†(Ui − Uj)‖F .
(5.4)
From the Lemma 2.4, we have
‖(Ui − Uj)†(Ui − Uj)‖F ≤ ‖Ui − Uj‖2F .
Finally, we combine (5.1), (5.2), (5.3) and (5.4) to get∣∣∣tr((UcU †c )n−1(UcU †i + UcU †j − UcU †i UjU †i − UcU †jUiU †j
+ UiU
†
c + UjU
†
c − UiU †jUiU †c − UjU †i UjU †c )
)∣∣∣ ≤ 2√d‖Ui − Uj‖2F .
It follows from [18] that we have following estimate with n = 1. If we set
In := κn
2
tr
(
(UcU
†
c )
n−1(UcU
†
i + UcU
†
j − UcU †i UjU †i − UcU †jUiU †j
+ UiU
†
c + UjU
†
c − UiU †jUiU †c − UjU †i UjU †c )
)
,
then we have
−2κ1D(U)2 − κ1D(U)4 ≤ −I1 ≤ −2κ1D(U)2 + κ1D(U)4.
For n > 1, we have
|In| ≤ κn
√
dD(U)2.
From the equality:
−
m∑
n=0
In = d
dt
D(U)2,
we have following estimate:
−
(
2κ1 +
√
d
m∑
n=2
κn
)
D(U)2 − κ1D(U)4 ≤ d
dt
D(U)2
≤ −
(
2κ1 −
√
d
m∑
n=2
κn
)
D(U)2 + κ1D(U)
4.
Now we set
κ− = 2κ1 −
√
d
m∑
n=2
κn, κ+ = 2κ1 +
√
d
m∑
n=2
κn,
then we can express above estimate as follows
−κ+D(U)2 − κ1D(U)4 ≤ d
dt
D(U)2 ≤ −κ−D(U)2 + κ1D(U)4.
and assume that κ− > 0. This implies κ1 must be positive and κn with n > 1 can be
negative. 
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5.2. Relaxation estimate. In this subsection, we derive decay estimates for D(U). For
this, we first present estimates on the Riccati type differential inequalities.
Lemma 5.2. Suppose that a differential inequality X satisfies a differential inequality:
−κ+X − κ1X2 ≤ d
dt
X ≤ −κ−X + κ1X2, t > 0, 0 ≤ X(0) < κ−
κ1
.
Then we have following inequality.
κ+
κ1
X(0)
eκ+t(X(0) + κ+/κ1)
≤ X(t) ≤ κ−X(0)/κ1
eκ−t(κ−/κ1 −X(0)) +X(0)
Proof. By direct estimates, one has
−κ1X
(
X +
κ+
κ1
)
≤ d
dt
X ≤ −κ1X
(
κ−
κ1
−X
)
.
For the lower bound estimate, we use the L.H.S. of the above differential inequality to get
−κ+ ≤ X˙
X
− X˙
X + κ+
κ1
This yields
κ+X(0)/κ1
eκ+t(X(0) + κ+/κ1)−X(0) ≤ X(t).
Similarly, one has
X(t) ≤ κ−X(0)/κ1
eκ−t(κ−/κ1 −X(0)) +X(0) .

Finally, Lemma 5.1 and Lemma 5.2 imply the exponential decay estimate of relative
states.
Theorem 5.1. Suppose that coupling strengths and initial data satisfy
κ− = 2κ1 −
√
d
m∑
n=2
κn > 0 and max
1≤i,j≤N
‖U ini − U inj ‖2F <
κ−
κ1
,
and let {Ui} be a global solution of system (4.1). Then we have
O(e−κ+t) ≤ ‖Ui(t)− Uj(t)‖2F ≤ O(e−κ−t), i, j = 1, · · · , N.
5.3. Extension to a heterogeneous ensemble. For a heterogeneous ensemble, we can
extend the generalized Lohe matrix model (4.1) by adding Hj to the R.H.S. of (4.1):
iU˙jU
†
j = Hj +
m∑
n=1
iκn
2
(UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2n−1
U †j − Uj U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2n−1
), t > 0,
Uj(0) = U
in
j ∈ U(d), j = 1, · · · , N,
(5.5)
where Hj is a Hermitian matrix with H
∗
j = Hj. In this case, it is easy to see that
d
dt
U †jUj = 0, j = 1, · · · , N.
Hence, we have
U †jUj = Id, j = 1, · · · , N.
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In this case, system (5.5) becomes

U˙j = −iHj +
m∑
n=1
κn
2
(UcU
†
cUc · · ·U †cUc︸ ︷︷ ︸
2n−1
−Uj U †cUcU †c · · ·UcU †c︸ ︷︷ ︸
2n−1
Uj),
Uj(0) = U
0
j ∈ U(d).
(5.6)
For an ensemble {Hj}, we set
D(H) := max
i,j
‖Hi −Hj‖F .
We use the same argument as in [18], one has following estimate:
− 2D(H)D(U)− κ+D(U)2 − κ1D(U)4 ≤ d
dt
D(U)2
≤ 2D(H)D(U)− κ−D(U)2 + κ1D(U)4.
This yields
(5.7) −D(H)− κ+
2
D(U)− κ1
2
D(U)3 ≤ d
dt
D(U) ≤ D(H)− κ−
2
D(U) +
κ1
2
D(U)3.
Theorem 5.2. Suppose that system parameters and initial data satisfy
κ− = 2κ1 −
√
d
m∑
n=2
κn > 0, D(H) <
1
3
√
κ3−
3κ1
,
U in†j U
in
j = Id, j = 1, · · · , N and D(U in) < ρ =
2D(H)
κ1
.
Then, for a global solution {Ui} to (5.5), we have
lim
κ1→0
lim sup
t→∞
D(U) = 0.
Proof. For the decay estimate of (5.7), we set
f(x) := D(H)− κ−
2
x+
κ1
2
x3.
Then we have
d
dt
D(U) ≤ f(D(U)).
Now we want to analyze the graph of the f(x) defined on x ≥ 0. Let ζ be the positive
solution of the f ′(x). Since
f ′(x) = −κ−
2
+
3κ1
2
x2,
there is only one positive solution and only one negative solution. Then the global minimum
of f(x) with the range x ≥ 0 is at x = ζ with
ζ =
√
κ−
3κ1
.
So the global minimum is
f(x) ≤ f(ζ) = D(H)− 1
3
√
κ3−
3κ1
.
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From the assumption
D(H) <
1
3
√
κ3−
3κ1
,
we have two distinct positive solutions η1 and η2 of f(x) = 0 with η1 < η2. Then, we know
f(x) > 0 at x < η1, x > η2; f(x) < 0 at η1 < x < η2.
If the initial data satisfies
D(U in) < η2,
then
lim sup
t→∞
D(U) ≤ η1.
Now we want to find the estimate for η1. Since
f ′′(x) = 3κ1x ≥ 0 ∀x ≥ 0
If we draw the tangent line l at (0,D(H)) on the graph of y = f(x), then l intersects with
x-axis at (ρ, 0) with
0 < η1 < ρ.
Since ρ = 2D(H)
κ1
, we have
lim sup
t→∞
D(U) ≤ 2D(H)
κ1
.
Finally, we have the practical synchronization:
lim
κ1→0
lim sup
t→∞
D(U) = 0.

6. Conclusion
In this paper, we have derived a generalized Lohe matrix model with a higher-order poly-
nomial coupling via a gradient flow approach. In [14], the first author and his collaborator
have shown that the Lohe matrix model can cast as a gradient flow with a quadratic po-
tential on the unitary group. In the original Lohe’s works [23, 24], the quadratic coupling
is not justified a priori. Hence it is not clear why Lohe employed a cubic interaction for
the evolution of the state. In authors’ earlier work on the Lohe tensor model which is
a high-dimensional generalization of the Lohe matrix model, couplings can be allowed to
include odd high-order ones To incorporate higher-order couplings, we use a gradient flow
approach to derive a generalized Lohe matrix model with higher-order couplings by em-
ploying a higher-order potential and gradient flow approach altogether. For the proposed
model, we presented a sufficient framework for the emergent dynamics in terms of system
parameters and initial data. Our gradient flow approach is restricted to a homogeneous
ensemble. Hence, its extension to the heterogeneous remains unsolved at present, and we
leave it for a future work.
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