Abstract. We study a simple geometric model for local transformations of bipartite graphs. The state consists of a choice of a vector at each white vertex made in such a way that the vectors neighboring each black vertex satisfy a linear relation. Evolution for different choices of the graph coincides with many notable dynamical systems including the pentagram map, Q-nets, and discrete Darboux maps. On the other hand, for plabic graphs we prove unique extendability of a configuration from the boundary to the interior, an elegant illustration of the fact that Postnikov's boundary measurement map is invertible. In all cases there is a cluster algebra operating in the background, resolving the open question for Q-nets of whether such a structure exists.
Introduction
The dynamics of local transformations on weighted networks plays a central role in a number of settings within algebra, combinatorics, and mathematical physics. In the context of the dimer model on a torus, these local moves give rise to the discrete cluster integrable systems of Goncharov and Kenyon [13] . Meanwhile, for plabic graphs in a disk, Postnikov transformations relate different parametrizations of positroid cells [26] which in turn define a stratification of the totally non-negative Grassmannian.
The dimer model also manifests itself in many geometrically defined dynamical systems. We focus on projective geometry and draw our initial motivation from the pentagram map. The pentagram map was defined by Schwartz [28] and related to coefficient-type cluster algebra dynamics in [11] . Gekhtman, Shapiro, Tabachnikov, and Vainshtein [9, 10] placed the pentagram map and certain generalizations in the context of weighted networks and derived a more conceptual take on the integrability property first proven by Ovsienko, Schwartz, and Tabachnikov [24] . Although considerable work in various directions of the subject has been undertaken, most relevant to our work is a further generalization termed Y -meshes [12] .
We propose a simple but versatile geometric model for the space of edge weights of any bipartite graph modulo gauge equivalence. The induced dynamics of local transformations includes in special cases pentagram maps, Q-nets, and discrete Darboux maps. This common generalization resolves a long standing question of how the pentagram map and Q-nets relate. Moreover, our systems come with a cluster dynamics, which is new in the Q-net case. Lastly, in the setting of plabic graphs we define a geometric version of the boundary measurement map and its inverse. In this language, properties of the boundary measurement map imply unique solvability of a certain family of geometric realization problems.
Let G be a planar bipartite graph with vertex set B ∪ W . For b ∈ B let N (b) ⊆ W denotes its set of neighbors. Fix a vector space V .
Definition 1.1. A vector-relation configuration on G consists of choices of
• a nonzero vector v w ∈ V for each w ∈ W and • a non-trivial linear relation R b among the vectors {v w : w ∈ N (b)} for each b ∈ B. In particular, each set {v w : w ∈ N (b)} must be linearly dependent.
By a linear relation we mean a formal linear combination of vectors that evaluates to zero. For technical reasons it is best to allow G to have multiple edges in which case the N (B) are understood to be multisets and a given vector can appear multiple times in a given relation. We often ignore this possibility, either implicitly or by assuming G to be reduced (a certain condition that implies it lacks multiple edges). Figure 1 . Local transformations applied to a graph.
Local transformations.
Let G be a planar bipartite graph with nonzero edge weights. A gauge transformation at a given vertex multiplies the weights of all edges incident to that vertex by a common scalar. A local transformation modifies a small portion of G in the manner indicated in one of the pictures in Figure 1 .
There are two types of local transformations:
• The top of Figure 1 depicts urban renewal. The new edge weights are
• The bottom of Figure 1 depicts degree two vertex addition. A vertex is split into two vertices of the same color connected by a new degree two vertex of the opposite color. The move depends on a choice of a partition of the neighbors of the original vertex into two cyclically consecutive blocks of size k and l. The figure depicts addition of a degree two black vertex, but the same move is allowed with all colors reversed producing a degree two white vertex instead.
It is common to consider the space of edge-weightings of G modulo gauge equivalence, and it is easy to see that local transformations are well-defined on this level. Both types of local moves can be performed in either direction, where going from right to left requires first applying gauges to make the indicated edge weights equal to 1. The second local transformation when applied from right to left is called degree two vertex removal.
We now wish to define dynamics with the same combinatorics as local transformations, but operating on our vector and relation data rather than on edge weights. If R is a relation among vectors {u 1 , . . . , u k , v 1 , . . . , v l } let R| u1···u k denote the linear combination of u 1 , . . . , u k appearing in R. This combination may be formal or not depending on context. For instance, as formal linear combinations we have R| u1···u k + R| v1···v l = R while as vectors we have R| u1···u k + R| v1···v l = 0 since R evaluates to 0.
First consider urban renewal, as pictured in Figure 2 . We need to define the vectors and relations at the new vertices. Let u 1 = R 1 | v1v2 and u 2 = R 2 | v1v2 . Note u 1 and u 2 are both given as linear combinations of v 1 , v 2 , so if the coefficient matrix is nonsingular we can formally solve for each v i in terms of u 1 and u 2 . Moving the u j terms to the other side we get a linear relation S i among v i , u 1 , and u 2 for i = 1, 2. In short, the u i , v i and S i are consistent with being part of a vector-relation configuration on the new graph. As a final step R 1 is modified to reflect that a linear combination of v 1 , v 2 has been replaced by 1u 1 and similarly with R 2 .
Next consider degree two vertex addition, as picture in Figure 3 . First suppose we are adding a degree two black vertex. It is natural to set the new vectors equal to each other and to the old vector, i.e. v = w = u. We then get a relation T = 1v − 1w. The nearby relations do not need to be modified at all. On the other hand, suppose we are adding a degree two white vertex. Choose as the new vector w = R| u1···u k = −R| v1···v l . We get the relation S by starting with R and replacing R| v1···v l with −1w. Similarly T is obtained from R by replacing R| u1···u k with 1w.
As with classical local transformations, these operations preserve gauge equivalence and can be run in both directions. In fact, we will show (Proposition 2.1) that these two stories are in some sense equivalent to each other. At least locally, it is possible to go back and forth between edge weights and vector-relation configurations (with some genericity assumptions) in a manner that commutes with local transformations. As a result, we Figure 2 . The vector-relation version of urban renewal. Figure 3 . The vector-relation version of degree two vertex addition.
can import much of the theory of the dimer model to our setting. For instance we get face weights, which are simple to define geometrically and which satisfy nice evolution equations.
1.2.
Configurations on plabic graphs. Plabic graphs are a family of finite planar graphs widely used in the study of positroids and the totally non-negative Grassmannian. Restricted to this case, our model provides a new take on plabic graphs and much of the surrounding theory.
A plabic graph is a finite planar graph G = (B ∪ W, E) embedded in a disk with the vertices all colored black or white. We assume throughout that G is in fact bipartite, that all of its boundary vertices are colored white, and that each boundary vertex has degree 1 or 0. An almost perfect matching of G is a matching that uses all internal vertices (and some boundary vertices). Assume always that G has at least one almost perfect matching. Remark 1.3. The most common formulation these days [21, 23] is to assume that G is bipartite with the boundary vertices being uncolored and all having degree 1. Starting from such a graph, one can use degree 2 vertex addition where needed on boundary edges to get each boundary vertex adjacent to a black vertex. At that point, boundary vertices can be colored white to adhere to our conventions. The exception is if the original graph has a degree 1 white vertex attached to the boundary. The above procedure would produce a graph that is not reduced, a condition we will eventually require. For us, an isolated boundary vertex models this situation.
Fix for the moment a plabic graph G = (B ∪ W, E). Let M = |B|, N = |W |, and let n be the number of boundary vertices. As all boundary vertices are white that leaves N − n internal white vertices. Number the elements of B and W respectively 1 through M and 1 through N in such a way that the boundary (white) vertices are numbered 1 through n in clockwise order. We will sometimes use these numbers in place of the vertices, e.g. writing v i for the vector of a configuration at the white vertex numbered i. Let k = N − M . Each almost perfect matching uses all M black vertices and all N − n internal white vertices. As such it must use M − (N − n) = n − k boundary vertices, from which we conclude 0 ≤ k ≤ n, with the interesting case being 0 < k < n.
We make several modifications to our model to better cater to plabic graphs and related geometry. First, we will see the natural ambient dimension is k = N − M so we simply fix as our vector space V = C k . It is also natural to allow boundary vectors to be zero, and to add some genericity assumptions. In the following, let K ij denote the coefficient of the vector v j in relation R i where 1 ≤ i ≤ M and 1 ≤ j ≤ N .
Definition 1.4.
A vector-relation configuration on a plabic graph G is a choice of vector v w ∈ V = C k for each w ∈ W and a non-trivial linear relation R b among the neighboring vectors of each b ∈ B such that
• the vector v w at each internal white vertex w is nonzero,
• the boundary vectors v 1 , . . . , v n span V , and
Two configurations are called gauge equivalent if they are related by a sequence of gauge transformations, in the sense of Definition 1.2, at internal vertices.
Although local transformations are also of interest in this case, we focus on global questions concerning the space of all configurations given fixed G. The main result, which in isolation is rather striking, is that a configuration is uniquely determined up to gauge by its boundary vectors.
To state this result precisely, and also to provide relevant context, we need notions from positroid theory. Recall that for G as above every almost perfect matching of G uses n − k of the n boundary vertices. The positroid M = M(G) associated to G is the set of k element subsets J ⊆ {1, . . . , n} such that G has an almost perfect matching using the boundary vertices not in J.
The significance of positroids lies in their use in the study, initiated by Postnikov [26] , of the totally nonnegative Grassmannian. Let A ∈ Gr(k, n) viewed as a k × n matrix and let ∆ J (A) denote the Plücker coordinate of A given by the maximal minor of A using column set J. Positroids M as constructed above are characterized by the property that there exists A such that ∆ J (A) ≥ 0 for all J, i.e. A is totally nonnegative, and ∆ J (A) > 0 precisely for J ∈ M. The set of such A is a topological cell and can be parametrized by a function on edge weights of G called the boundary measurement map.
As mentioned previously, there is a correspondence between edge weightings of a graph and certain vectorrelation configurations thereon. We will show (Proposition 4.9) that the boundary measurement map translates simply to restriction of a configuration to the boundary. More precisely, the point of the Grassmannian associated to a vector-relation configuration
k so each boundary vector v i has k entries). We allow complex, and in some cases zero, edge weights. As such the space of potential outputs is the full positroid variety Π M defined in the Grassmannian by the equations ∆ J = 0 for all J / ∈ M.
Theorem 1.5. Fix a plabic graph G with all the preceding conventions and notation. (1) If (v, R) is a vector-relation configuration on
G then A = [v 1 · · · v n ] lies in the Positroid variety Π M . (2) Suppose G is reduced. For generic A ∈ Π M , the columns v 1 , . .
. , v n of A can be extended to a vectorrelation configuration on G that is unique up to gauge at internal vertices. In particular, each internal vector is determined up to scale.
We delay the definition of reducedness for plabic graphs to Section 4.1, which also contains background on various aspects of positroid theory. Also, note that in examples such as the following we allow boundary vertices to have degree greater than 1. Our main results can be generalized to this situation, but it makes some definitions and arguments more cumbersome. Example 1.6. Consider the plabic graph G in Figure 4 . It has k = 3 and n = 6. In fact, the associated positroid is the uniform matroid, meaning all 3 element subsets of {1, . . . , 6} are included. So the positroid variety is the whole Grassmannian Gr 3, 6 . In short, the boundary vectors v 1 , . . . v 6 ∈ C 3 of a configuration can be generic. Now suppose v 1 , . . . v 6 ∈ C 3 are given and consider the possibilities for the internal vector u. The lower black vertex forces u, v 1 , v 2 to be dependent while the top black vertex forces u, v 4 , v 5 to be dependent. If the v i are generic then u must lie on the line of intersection of the planes v 1 , v 2 and v 4 , v 5 . Hence u is determined up to scale. The other two black vertices have degree 4. It is always possible to find a linear relation among 4 vectors in C 3 , so there are no added conditions imposed on u.
1.3.
Relation to previous work. Our model of vector-relation configurations has substantial precedent in the literature. In fact, a main selling point of our specific formulation is that it is versatile enough to tie into previously studied ideas in a variety of areas. We outline some of the relevant previous work here for the interested reader's convenience. In the plabic graph setting, Lam's relation space [21, Section 14] is in a sense dual to our model. Let G be a plabic graph and suppose we have vectors v w ∈ C k at white vertices satisfying relations
indexed by black vertices. Our approach is to consider the boundary vectors [v 1 · · · v n ] as making up a point in Gr k,n . The relation space is the dual point of Gr n−k,n . More directly, one takes in the n-dimensional space of linear combinations of v 1 , . . . , v n the subspace consisting of valid relations. Note that the coefficients K bw alone determine the relation space, so the v w are replaced with formal variables. In light of this connection, our Proposition 4.9 is equivalent to [21, Theorem 14.6 ] except that we give explicit rules for the signs. Another geometric model on plabic graphs is provided by Postnikov [25] . He associates a point of a small Grassmannian Gr 1,3 or Gr 2,3 to each vertex. His setup has the advantage that there is a natural duality Figure 4 . A plabic graph corresponding to the open cell in Gr (3, 6) between the black and white vertices. We should also note that both [21, Section 14] and [25] are attempts to put on more mathematical footing the on-shell diagrams of physics.
In the case of the dimer model on the torus, Kenyon and Okounkov [16] associate a section of a certain line bundle to each white vertex of a bipartite graph. It is easy to see that said sections satisfy linear relations in such a way as to give a configuration (in an infinite dimensional space). Fock [7] shows how to recover this data from the line bundle. He constructs on each vertex of one color (black with his conventions) a one dimensional space defined by a certain intersection of spaces living on zigzags. Our reconstruction map for plabic graphs as defined by (4.8) is entirely analogous.
As already mentioned, Gekhtman et al. [9, 10] were the first to describe the pentagram map (and generalizations) in terms of dynamics on networks. It is easy in retrospect to see all of the ideas of vector-relation configurations in these papers. For instance, the authors identify the edge weights as coefficients of linear relations among lifts of the points of the polygon. Such coefficients also appear as the a, b-coordinates of Ovsienko, Schwartz, and Tabachnikov [24] . Similarly, in the study of Q-nets [3] an important role is played by the relation among the four coplanar points living at the vertices of each primitive square.
Finally, we note that there are many other geometric models on planar bipartite graphs compatible with the dimer model on the torus, for instance T -graphs [18] , Miquel dynamics on circle patterns [1, 15] , and Clifford dynamics [20] . The interplay between the various models is considered in [2] . That paper also includes descriptions of both Q-nets and discrete Darboux maps in terms of cluster dynamics arrived at independently from those in the present paper.
1.4. Structure of the paper. The remainder of this paper is organized as follows. Section 2 covers the basic properties of our vector-relation model as well as a slight modification living in projective space. In Section 3 we illustrate how to incorporate several previously studied systems into our framework. We tackle the plabic graph case in Sections 4 and 5. More specifically, Section 4 builds the general theory and proves Theorem 1.5, while Section 5 considers the geometry of the space of configurations on a plabic graph. Lastly, in Section 6 we identify what sorts of vector-relation configurations arise from resistor and Ising networks.
Let wt(e) = ε bw K bw for each edge e = bw of G. Assuming the edge weights are nonzero, we obtain what is called a trivialized line bundle with connection [13] on G. Note in the planar case that any two choice of Kasteleyn signs are gauge equivalent, so the gauge class of the result depends only on the gauge class of (v, R). Proof. First suppose the operation is urban renewal, and adopt the notation of Figure 2 . Suppose the initial relations are
so by definition u 1 = av 1 + dv 2 and u 2 = bv 1 + cv 2 . Therefore
The new relations are
′ be the edge weights obtained by multiplying the associated coefficients by Kasteleyn signs. The notation has been chosen so that these weights correspond to edges in the manner indicated in 
Applying this substitution to (2.1) verifies that the edge weights evolve according to (1.1), as desired. Now suppose the transformation is degree 2 vertex addition. There is a natural injection from edges of G to edges of G ′ , and the definitions are such that coefficients living on these edges are all unchanged. Fixing Kasteleyn signs on G, we can get valid signs on G ′ by keeping the signs of all old edges and giving the two new edges opposite signs from each other. If the new vertex is black (see top of Figure 3 ), the opposite signs are reflected in the new relation T = 1v − 1w. If instead it is white (bottom of Figure 3) we have that the new vector w appears with coefficient −1 in S and +1 in T , so again the signs are opposite. In both cases, the unsigned weights of both new edges equal 1 in agreement with the bottom of Figure 1 .
Note that the map from vector-relation configurations to line bundles with connection on G has only been defined in the one direction. Before moving on to applications, we briefly discuss the reverse problem. Suppose a planar bipartite graph G = (B ∪ W, E) is given with edge weights. Applying Kasteleyn signs we obtain formal relations. One approach to getting the vectors is to start with |W | independent vectors and quotient the ambient space by these relations. The resulting configuration is the most general with these edge weights in the sense that any other will be a projection of it. In particular, assuming highest possible dimension the configuration is unique up to linear isomorphism. We explore this construction in the Plabic graph case in Section 4.
A more difficult matter is existence of a configuration for given edge weights. A fundamental family of examples come from taking G to be balanced (same number of white and black vertices) on a torus. In this case, the construction from the previous paragraph applied to generic edge weights would produce a trivial configuration with all vectors equals to 0. A partial remedy would be to allow twisted configurations in the spirit of twisted polygons in the theory of the pentagram map.
2.2. The face weights. For a line bundle with connection on G, the basic gauge invariant functions are the monodromies around closed cycles. In terms of edge weights, the monodromy is the product of weights along the cycle taken alternately to the power 1 and −1. We can pull these quantities back to get gauge invariant functions of vector-relation configurations. 
The sign accounts for the product of Kasteleyn signs around the face.
Proposition 2.2.
Under an urban renewal move, the face weights of a vector-relation configuration evolve as in Figure 5 . The face weights are unchanged by degree 2 vertex addition/removal.
Proof. The formulas follow from the case of ordinary local transformations, for which they are standard, see e.g. [13, Theorem 4.7] .
To simplify some formulas, we introduce a vector associated to each black vertex b of a given face F . Suppose w and w ′ are the neighbors of b around F . Given a vector relation configuration we define v( 
Projective dynamics.
By placing an additional assumption on our configurations, we can obtain an elegant model for the gauge classes in terms of projective geometry. Recall a set of vectors is called a circuit if it is linearly dependent but each of its proper subsets is linearly independent. Say that a vector-relation configuration is a circuit configuration if each set {v w : w ∈ N (b)} is a circuit for b ∈ B. For each w ∈ W , let P w equal the span of v w considered as a point in the projective space P(V ).
Proposition 2.3. The gauge class of a circuit configuration is uniquely determined by the configurations of points
Proof. Suppose two circuit configurations both give rise to the points P w . Then the vectors agree up to scale, so we can gauge to get the vectors v w to agree exactly. As usual, we take an affine chart to visualize P(V ) as an affine space of dimension one less than V . From this point of view, a circuit of size d consists of d points contained in an d − 2 dimensional plane with each proper subset in general position (e.g. 4 points on a plane of which no 3 are collinear).
We next describe how local transformations look on the level of the P w . For F a face of G and w 1 , b, w 2 three consecutive vertices on the boundary of F , define Figure 3 . Then the new point that gets placed at w is
Proof. The black degree 2 vertex addition case follows directly from the definitions. The proof in the white case follows the same approach as the proof of Proposition 2.4.
To sum up, for each planar bipartite graph G we have a projective geometric dynamical system dictated by the corresponding dimer model. The state of the system is given by a choice of a point in projective space at each white vertex so that the points neighboring each black vertex form a circuit. The points (and the graph) evolve under local transformations, the most interesting of which is urban renewal as described by Proposition 2.4 and formula (2.3).
We will see that many systems, some in the pentagram map family some not, fit in this framework. For each such system we get for free the set of face weights Y F and their corresponding evolution equations as in Proposition 2.2. These variables are easy to define in a projectively natural way. Suppose points P 1 , . . . , P 2k in an affine space are given with the triples {P 1 , P 2 , P 3 }, {P 3 , P 4 , P 5 }, . . . , {P 2k−1 , P 2k , P 1 } all collinear. The multi-ratio (called a cross ratio for k = 2 and a triple ratio for k = 3) of the points is
Each individual fraction involves 3 points on a line and is interpreted as a ratio of signed distances. 
Proof. By definition we have lifts v wi of P wi and v(F,
Applying gauge we can assume all 2m of these vectors lie in some affine hyperplane from which it follows that
As such the above can be rewritten
Viewing the P 's as points on the hyperplane this shows
Multiplying across all i produces the reciprocal of the multi-ratio on the left and the defining expression (2.2) for the face weights on the right.
Examples
In this section, we consider several projective geometric systems from the literature, and explain how they fit in our framework. For each we identify the appropriate bipartite graph as well as the sequence of local transformations realizing the system. In some cases we also explicitly work out the associated dynamics on the face weights.
The pentagram family.
Example 3.1. The Laplace-Darboux system [4] operates on a 2-dimensional array of points in P 3 for which the points of each primitive square are coplanar. It is convenient to index the points as P i,j for i, j ∈ Z with i + j even. The centers of the squares are then (i, j) with i + j odd so the condition is (3.1)
The system produces a new array of points Q i,j for i + j odd defined by
To state Laplace-Darboux dynamics in our language take the infinite square grid graph G = (Z 2 , E), which is bipartite with white vertices being those (i, j) with i + j even. Place the points P i,j above at the white vertices. For each black vertex (i, j) with i + j odd, the circuit condition says that the 4 neighboring points should be coplanar, which is precisely (3.1). Figure 6 . The local transformations which, when followed by degree 2 vertex removals, realize Laplace-Darboux dynamics.
To evolve the system, perform urban renewal at each face whose upper left corner is black. Figure 6 shows a local picture. Taking F, b as in the picture, one of the new points is
Eliminating all degree 2 vertices in the resulting picture recovers the square lattice except with the colors of vertices reversed. The surviving points are precisely the Q i,j .
Example 3.2. The pentagram map inputs a polygon in the plane with vertices A i for i ∈ Z and outputs the polygon with vertices
. This operation can be seen as a reduction of Laplace-Darboux dynamics. Indeed, one can check that letting
gives an input-output pair for Laplace-Darboux. Note that P i,j = P i−3,j+1 and moreover if A is a closed n-gon
As the bipartite graph for Laplace-Darboux was the square grid on Z 2 , the correct choice for the pentagram map is its quotient of this graph by the lattice generated by (−3, 1) and (2n, 0). This is a bipartite graph on a torus. Point A i live at the vertex (equal to the class of) (2i, 0). The relations are of the form A i−1 , A i , A i+1 , A i+2 coplanar which explains why the whole configuration must be in a plane. Finally, the local transformations take the same form as for Laplace-Darboux.
The face weights of a polygon are precisely the y-parameters as defined in [11] . As an example, Figure 7 gives a portion of the bipartite graph. Applying Proposition 2.6, the variable at the face labeled F is
Although this algebraic formulation of the pentagram map was known, there may be other insights to be gained from the vector-relation perspective. For instance, if nearby vertices of a polygon come together it creates a singularity for the pentagram map dynamics. Keeping track of the coefficients of the relation satisfied by the points as they come together would be one way to try to control the behavior through the singularity. 
. Indeed, the (−i, i) form a set of representatives of the white vertices. Placing a point P i at each (−i, i), the neighbors of a given black vertex are labeled by P i , P i+1 , P i+d , P i+d+1 . The condition that such four-tuples be coplanar is called the corrugated property and the resulting dynamics produces points
as in the higher pentagram map. The right of Figure 8 shows a bipartite graph whose vector-relation dynamics capture this system. As with the pentagram map on hexagons, the vertex set of the graph G is Z 2 modded out by the lattice generated by (−3, 1) and (12, 0). However, G does not include all of the edges from the square grid. The figure shows exactly Figure 7 . A portion of the bipartite graph whose vector-relation dynamics coincide with the pentagram map. 
Figure 8. One step of a system that produces a pentagram spiral (left) along with the associated bipartite graph (right).
one copy of each edge and each black vertex, while the repeats among white vertices help to visualize how the picture repeats when lifted to Z 2 . Place points A i for i = 1, . . . , 6 at the white vertices. There are three degree 4 black vertices which give conditions that {A 1 , A 2 , A 3 , A 4 }, {A 2 , A 3 , A 4 , A 5 }, and {A 3 , A 4 , A 5 , A 6 } are coplanar. As such, all six points are on a common plane. There are also three degree 3 black vertices implying that the triples {A 1 , A 4 , A 5 }, {A 1 , A 3 , A 6 }, and {A 2 , A 5 , A 6 } are collinear. These match the defining conditions of the six points in the left picture. In short, being a configuration on G is equivalent to being a union of two consecutive seeds of the pentagram spiral.
We give a quick description of how to realize spiral dynamics. There is a quadrilateral face of G containing white vertices 1 and 3. Urban renewal at this face followed by a degree 2 vertex removal will produce a graph isomorphic to G. The points A 2 , . . . , A 6 will remain and there will also be a new point
which is the next point on the spiral. So the dynamics on the graph are equivalent to the spiral map, with the only discrepancy being that the former keeps track of six consecutive points at each time instead of five.
The graph G is a special case of the dual graph to a Gale-Robinson quiver. It is likely that every sufficiently large such graph models some combinatorial type of pentagram spiral.
2 to a projective space such that each translate of a fixed 4 element subset of Z 2 maps to a quadruple of collinear points. The second and third authors [12] defined a family of dynamical systems that iteratively build Y -meshes of various types. Each system can be described in terms of mutations of a quiver on a torus [12, Section 12] . We strongly suspect that vector-relation dynamics on the dual bipartite graph recover the original system. The only challenge is determining the correspondence between points of the Y -mesh and white vertices of the graph. We focus here on a single illustrative example.
The rabbit map acts on the space of triples A, B, C of polygons in P 4 satisfying the conditions 
of points is collinear, indicating the type of the Y -mesh that this system constructs.
The vector-relation formulation of the rabbit map is given in Figure 9 . The black vertices correspond exactly to the conditions listed above. Propagation is carried out by applying urban renewal for each i at the square face containing both A i−1 and B i+1 .
In general, the bipartite graph perspective represents a significant improvement in our understanding of Y -meshes. As an example, in the original formulation only the cross ratio y-variables are easy to describe and the others require a messy case by case analysis [12, Section 13] . Now we get a uniform description of all y-variables via Proposition 2.6. For instance, the hexagon in Figure 9 containing A 3 , C 2 , B 3 has weight
A central question that is open in general is what minimum collections of points determine the Y -mesh and
what relations they satisfy (see [12, Section 8] for many examples including the rabbit case). There is hope that these questions have answers in terms of graph theoretic properties of G. A result of this flavor in a different context is given in Proposition 4.11.
Q-nets.
Discrete conjugate nets, or Q-nets were introduced by Doliwa-Santini [5] ; we follow the exposition of Bobenko-Suris [3] . We shall specifically be concerned with 3-dimensional Q-nets, defined as follows.
and for every pair of indices i, j ∈ {1, 2, 3} points f (u), f (u + e i ), f (u + e j ), f (u + e i + e j ) are coplanar (where e 1 , e 2 , e 3 are the generators of Z 3 ).
While a Q-net is a static object, it is often convenient to think of it in a dynamical way as follows. For u = (i, j, k) let |u| = i + j + k. A generation of vertices of a Q-net is the set of all f (u) where |u| = t. Let us denote f t such t-th generation. Then knowing f t and f t+1 one can construct the next generation f t+2 as follows. Consider an elementary cube consisting of eight points f (u + ε 1 e 1 + ε 2 e 2 + ε 3 e 3 ), where each ε i is either 0 or 1. Assume |u| = t − 1. Then using the six points that belong to f t , f t+1 one can construct three planes that have to contain f (u + e 1 + e 2 + e 3 ) ∈ f t+2 . Intersecting those planes we generically get the unique candidate for f (u + e 1 + e 2 + e 3 ).
The problem of analytic description, which also can be called parametrization of Q-nets is discussed in [3] , with first such description going back to the original work [5] . Our constructions suggests a new way to parametrize 3-dimensional Q-nets. Furthermore, since our parameters are cross-ratios of quadruples of points, it is natural to view it as parametrizing projective Q-nets, i.e. Q-nets considered up to projective equivalence.
Consider three consecutive generations f t , f t+1 , f t+2 of a Q-net f . Their vertices and the edges that connect them can be conveniently visualized as a lozenge tiling dual to the Kagome lattice, see Figure 10 . Vertices of each lozenge map into vertices of a face of one of the elementary cubes of a Q-net, and thus are coplanar. Thus, the geometry of the three generations of points is captured by the bipartite graph we get by placing a white vertex at each vertex of the lozenge tiling, and a black vertex at each face, see Figure 10 . The set of points of this configuration is sufficient initial data to determine the whole Q-net. In fact, the rest of the Q-net is obtained via local transformations, which by an inductive argument boils down to the following. Figure 11 . The gentrification sequence of moves. For convenience, each black vertex is labeled by the affine hull of the points at neighboring white vertices.
Proof. We verify the sequence of square moves using Proposition 2.4 on each step. For example, points G and H are formed by intersecting line CD with affine spans of the rest of black points surrounding respectively a ′ and b ′ , i.e. with lines BA ′ and AB
Remark 3.8. This sequence of square moves has appeared in [15, Figure 8 ], without the current geometric interpretation, and under the name of star-triangle move. Here we introduce the name gentrification to emphasize its similar, but not coinciding nature with superurban renewal of [17] , see below.
Denote Q i,j,k the vertex of the Q-net with coordinates i, j, k, and denote Q Figure 10 are home to three generations of the Q-net, say f t , f t+1 , f t+2 . As such the edges correspond to the Q * i,j,k with i + j + k ∈ {t, t + 1} and * ∈ {x, y, z}. Meanwhile, the faces of the bipartite graph correspond to the edges of the tiling, with each edge connecting the two white vertices of the corresponding face. Each face is a quadrilateral with both of its black vertices having degree four. It follows from Proposition 2.6 that the face variable equals a negated cross ratio with two points being the endpoints of the edge and the others being intersections of the edge with nearby parallel edges of the tiling. The exact formula depends on whether the edge connects f t with f t+1 or f t+1 with f t+2 . To this end, define
The formulas for the variables at y and z edges are obtained from these by performing a cyclic shift of subscripts and a substitution x → y → z → x of superscripts. Proposition 3.9. The collection of face weights, also known as the Y -seed, corresponding to the above setup is Proof. One simply follows Y -variable dynamics of the associated cluster algebra, whose quiver is shown in Figure 12 .
Remark 3.11. There is of course also X-variable cluster dynamics associated with gentrification. Its given by
It is not clear if the X-variables have any geometric meaning in terms of Q-nets however.
Remark 3.12. Several cluster algebra descriptions of geometric systems, including Q-nets and discrete Darboux maps, were found independently in collaboration with Fu [2] . A common situation that in particular holds for Q-nets is that there are two distinct sets of geometric quantities that each evolve according to the (coefficient type) dynamics of the same quiver. One of the goals of [2] is to better understand this phenomenon. 
, and f y i,j,k+1 lie in one plane is a necessarily condition that is easily seen to self-propagate.
The geometry of a discrete Darboux map is captured by the bipartite graph in Figure 13 . Here on each edge of the lozenge tiling we place a white vertex signifying a point. To force the four points on the sides of a single lozenge to lie on one line we introduce two black vertices inside. It is clear that if the two triples of points lie on one line, then so do all four points. Figure 13 should be compared for example with [17, Figure 7 ]. Proof. We verify the sequence of square moves using Proposition 2.4 on each step. Remark 3.16. This sequence of square moves has appeared in [17, Figure 6 ], without the current geometric interpretation, under the name of superurban renewal. Proposition 2.6 suggests we introduce the following variables, one for each region in Figure 13 . For the variables associated with lozenges we get
and similar formulas for other pairs of indexes. The variables associated with vertices of lozenges come in three flavors, as there are three generations of them present in the picture.
The quiver is shown in Figure 15 . The Y -s evolve according to the Y -dynamics formulas of the associated cluster algebra. The formulas are too long to be written here. Remark 3.18. The notions of Q-nets and discrete Darboux maps are related by projective duality. As such, it is interesting that we get distinct quivers for these two systems. It is unclear if there is a good notion of projective duality on the level of vector-relation configurations in general. 
Configurations on plabic graphs
4.1. Background on positroid varieties. We now return to the plabic graph case. The proof of Theorem 1.5 utilizes a significant amount of the theory of positroid varieties. We begin by reviewing the relevant material, generally following [23] and [21] .
The totally nonnegative Grassmannian is the set of A ∈ Gr(k, n) for which ∆ J (A) is real and nonnegative for all J. The matroid of any A ∈ Gr(k, n) is
A positroid is a set of k-element subsets of {1, . . . , n} that arises as the matroid of a point in the totally nonnegative Grassmannian. We also denote a positroid by M even though this is a more restrictive notion than a matroid.
Let M be a positroid. (I 1 , . . . , I n ) . The positroid variety Π M is defined to be the Zariski closure of Π Taking this result as given we can define Π
• M as the set of A ∈ Π M whose Plücker coordinates ∆ Ij (A) coming from the Grassmann necklace are all nonzero.
Let G = (B ∪ W, E) be a plabic graph. Following our conventions, all boundary vertices are white. Let n be the number of boundary vertices and k = |W | − |B|. An almost perfect matching is a matching in G that uses all internal vertices. Hence it is a matching of B with W \ J where J ⊆ {1, . . . , n} (identified with the boundary vertices) and |J| = k. The positroid of G, denoted M G is the set of J that arise this way as the unused vertices of an almost perfect matching.
The boundary measurement map is a function that inputs a set of nonzero edge weights on G and outputs a point A ∈ Π where the sum is over matchings π of B with W \J. The result is unchanged by gauge transformations at internal vertices. The boundary measurement map plays a key role in the study of the nonnegative Grassmannian as it proves that the individual strata therein are cells.
The situation is more complicated in the complex case as the boundary measurement map is not surjective. Its image, which will play a key role for us, was identified by Muller and Speyer [23] . First, they define a remarkable isomorphism τ : Π
We do not give the full definition of the twist, but instead state a key property (that defines the v ′ j up to scale). Specifically for each j, v ′ j is orthogonal to v i for all i ∈ I j \ {j}. The last piece of technology we need, both in relation to the boundary measurement map and for other purposes, is the notion of zigzag paths in G. A zigzag path is a path of G that turns maximally left (respectively right) at each white (respectively black) vertex and either starts and ends at the boundary or is an internal cycle. Each directed edge can be extended to a zigzag path, so there are two zigzag paths through each edge. Define an intersection of two zigzags to be such an edge that they traverse in opposite directions. Say that G is reduced if
• each zigzag path starts and ends at the boundary,
• each zigzag of length greater than two has no self intersections • no pair of distinct zigzags have a pair of intersections that they encounter in the same order. If G is reduced then there are exactly n zigzags, one starting at each boundary vertex. Call j the number of the zigzag starting at vertex j. A zigzag that does not self intersect divides the disk into two regions. For F a face of G, let S F denote the set of j for which F lies to the left of zigzag number j. There are two corner cases. If j is attached to a degree 1 black vertex b then zigzag j goes from j to b and back to j. In this event all faces are considered to be to the right of the zigzag. On the other hand, if j is an isolated boundary vertex then zigzag j is an empty path that all faces are considered to lie to the left of. With these conventions one can show that all S F have size k. 
4.2.
Sharpening the main result. The remainder of this section is devoted to the proof of Theorem 1.5, and we begin by reformulating and sharpening this result. Let G = (B ∪ W, E) be a plabic graph with all the notation of Section 1.2. Recall in this setting we only allow gauge transformations at the internal vertices. Let C G denote the space of gauge equivalence classes of vector-relation configurations on G modulo the action of
The v i are defined up to a common change of basis so A = [v 1 · · · v n ] is a well-defined point of Gr k,n . We use Φ to denote the map Φ : C G → Gr k,n taking (v, R) to A, and we call Φ the boundary restriction map.
In this language, Theorem 1.5 asserts that Φ maps into Π M and that generic points in this positroid variety have unique preimages. Let T G be the image of the boundary measurement map. We will show that elements of T G are sufficiently generic for this purpose. By Theorem 4.2, T G is dense in Π
• M which in turn is dense in Π M .
It is also simple to describe the set of preimages of the A ∈ T G . Let C
• G denote the set of (v, R) ∈ C G for which K bw = 0 whenever bw ∈ E. There is a better characterization of C • G along the lines of the circuit condition discussed previously, but we delay this definition until we are in a better position to prove its equivalence.
We now state the stronger version of Theorem 1.5, which is the one we will prove.
4.3. Connection to the boundary measurement map. It turns out that an element of C G is completely determined by its Kasteleyn matrix K. The potentially nonzero entries of K are in bijection with edges of G. As such, viewing K as the input of the boundary restriction map Φ gives it the same feel as the boundary measurement map. As in Section 2.1, we will eventually introduce certain signs to establish the exact relationship. Proof. We can define a linear map ϕ via ϕ(e w ) = v w for all w ∈ W . As v 1 , . . . , v n span V , this map is surjective. Any given row of K is indexed by some b ∈ B, and equals w K bw e w . As such it gets mapped to w K bw v w which equals zero by relation
The previous establishes that a configuration in this setting is completely determined by K. More precisely, K determines a configuration in the ambient space C N /row(K) whose vectors are projections of the coordinate vectors and which is isomorphic to any other configuration giving rise to K.
Lemma 4.5. Let v ∈ C G and let
where λ is a nonzero scalar not depending on S and ∆ J denotes the determinant of a submatrix consisting of all rows and a specified set J of columns of a matrix.
Proof. By Lemma 4.4, v is isomorphic to the configuration of the projections of coordinate vectors in
There is a volume form on U defined by lifting u 1 , . . . u k ∈ U to (row) vectors in R N , placing them on top of K, and taking the determinant of the resulting N ×N matrix. Applied to e w1 , . . . , e w k , the result equals ±∆ W \S (K) (if S is in increasing order the sign is determined by the parity of (w 1 − 1) + . . . + (w k − k)). The isomorphism scales volume by some nonzero λ giving the formula for det [v 
with the sign determined by the parity of
Proof. A representing matrix for
, and we can compute its minors using Lemma 4.5. The Plücker coordinates are only defined up to multiplication by a common constant so we can ignore the λ's.
Unfolding (4.2), we have
where the sum is over bijections f from B to W \ J. In fact K bw = 0 unless bw is an edge, so we only get a nonzero terms if the set of bf (b) form an almost perfect matching of G avoiding the vertex set J. So we can rewrite the formula as
the sum being over such matchings π. Aside from the signs, this formula has the exact same form as the defining equation (4.1) of the boundary measurement map.
To rectify these definitions, we introduce a version of Kasteleyn signs for plabic graphs. Let G be a plabic graph as above. By a face of G, we mean a connected component of the complement of the graph in the disk in which it is embedded. A face is internal if its boundary is a closed walk in G and external otherwise. The boundary of an external face is an interlacing collection of walks in G and segments of the boundary of the disk. There is a unique boundary face including the boundary segment of the disk from n to 1. We call this face the infinite face and all other faces finite faces Let ε bw = ±1 for each edge bw of G. Say these constitute a choice of Kasteleyn signs if • the product of the signs along the boundary of each internal 2m-gon face is (−1) m−1 and • the product of the signs along the walk(s) on the boundary of each finite external face is (−1) m+a−1 , where a is the number of said walk(s) and 2m is the total number of edges along them.
Several notes are in order. Each walk on the boundary of an external face starts and ends at a boundary vertex and hence has even length as we assume boundary vertices are white. No assumption is made about the product of the signs around the infinite face. Lastly, the most common case is that G is connected. In that event each finite external face is cut out by a single (a = 1) path from i to i + 1 and the second condition becomes that the product of signs along this path is (−1) m where 2m is its length.
Remark 4.7. One reference for Kasteleyn signs on plabic graphs is a short note of Speyer [29] . He does not directly identify the conditions above. Instead he defines the signs implicitly so that a certain result (along the lines of our Proposition 4.9) holds and then proves that such signs exist with a topological argument.
Proposition 4.8. A choice of Kasteleyn signs on G exists.
Proof. Extend G to a new graph G by adding a single black vertex b ∞ and n edges connecting b ∞ to the boundary vertices 1, . . . , n. Then G can be embedded in a sphere and the faces of G in the standard sense biject in a natural way with the faces of G as defined above. Consider the faces of G finite or infinite as dictated by this bijection. By ordinary Kasteleyn theory signs can be chosen on the edges of G so that each finite 2m-gon face has a product of signs equal to (−1) m−1 . This property is preserved by gauge transformations wherein all signs adjacent to a given vertex are flipped. Applying gauge as needed at vertices 1 through n we can assume that all signs of edges adjacent to b ∞ are positive. Restricting the signs to the subgraph G yields precisely the right properties. Proof. Substitute K bw = ε bw wt(bw) into (4.3). Let ε J = ±1 as per the sign in the front of the summation, which as previously mentioned is based on the parity of (j 1 − 1) + . . . + (j k − k). So given J and a matching π of B with W \ J, the sign of the corresponding term is
To match (4.1) we need to show all these signs are equal (it is okay if they are all negative as the Plücker coordinates are only defined up to a common multiple). For two matchings with the same J this property is standard for Kasteleyn theory. One possible reference in [14, Theorem 2] , and in fact we will follow the same outline in our proof of the general case. We will compare the signs from (4.4) corresponding to the pair J 1 , π 1 and the pair J 2 , π 2 . The disjoint union of the edges of π 1 and π 2 gives a multigraph for which each internal vertex has degree 2 and each boundary vertex has degree 0, 1, or 2. Each component (not counting isolated boundary vertices) is a doubled edge, a cycle, or a path starting and ending at the boundary. Each path and cycle alternates between edges of π 1 and π 2 . Starting from π 1 one can flip along such a component by switching to the other half of the edges to obtain a matching with greater overlap with π 2 . By induction it suffices to consider the case when π 1 and π 2 are related by a single flip. As already mentioned, the case of flipping a cycle in the graph is classical, so we focus on the path case.
Suppose π 1 and π 2 are related by a flip of a path from i to j with i < j. Without loss of generality, π 2 contains the edge of the path incident to i. It follows that I 2 = I 1 \ {i} ∪ {j}. Therefore
We next consider the signs of the matchings. To make comparison easier, pass to the graph G from the proof of Proposition 4. using the fact that I 1 and I 2 agree beyond j. The last consideration is the sign coming from the weights on the edges where π 1 and π 2 differ, i.e. along the path from i to j. As in the previous paragraph we complete this to a cycle of length 2m passing through b ∞ . This addition has no effect on signs because, as in the proof of Proposition 4.8 we take all edges adjacent to b ∞ to have sign +1. We have a cycle in G, a graph with ordinary Kasteleyn signs, so by [14, Lemma 1] the signs around it come to (−1)
1+m+l where l is the number of vertices properly inside the cycle, "inside" referring to the component that does not include the infinite face. By our conventions, this inside region includes the boundary vertices i + 1, . . . , j − 1 and not the others. Restricted to this region, the matching π 1 includes all vertices other than {i + 1, . . . , j − 1} ∩ I 1 . The vertices covered by π 1 come in pairs so l has the same parity as |{i + 1, . . . , j − 1} ∩ I 1 |. Therefore Multiplying (4.5), (4.6), and (4.7), we get that the ratio of the signs of the two terms is governed by the parity of
which equals 2m + j − i + j − i = 2(m + j − i) (using that j / ∈ I 1 ). This number is even so the terms have the same sign as desired.
Much, but not all, of Theorem 4.3 can be derived from analogous properties of the boundary measurement map. We will give largely self-contained proofs to demonstrate the power of our model and to suggest some new insights. Before moving on, we note that part 1 of Theorem 4.3 follows immediately from the results of this subsection. Proof. First suppose |S| = k. Then the v w for w ∈ S form a square matrix whose determinant can be calculated using Lemma 4.5. There is no matching of B with W \ S so the right hand side is zero and the vectors are dependent. If |S| < k then we can augment S arbitrarily to get a set of size k satisfying the same hypotheses and hence corresponding to a dependent set. In other words {v w : w ∈ S} cannot be extended in the configuration to a basis of V . All vectors together span V so it follows that the set is dependent.
Remark 4.12. Restricting to the |S| = k case, one might hope for the stronger statement that {v w : w ∈ S} is a basis if and only if there is a matching of B with W \ S. The if direction only holds for generic v ∈ C G . In the generic case, the matroid of the vectors of v is dual to the so-called transversal matroid of the bipartite graph G. This result is very similar to one of Lindström [22] . The similarity comes as no surprise as Lindström's famed lemma, which he introduced in that paper, is an essential ingredient in the boundary measurement map. In this subsection, we begin to prove the second part of Theorem 4.3. Specifically, we define a map Ψ which will turn out to be the inverse of the restriction of Φ to C
• G . As Ψ has the effect of reconstructing the entire configuration from just the boundary vectors, we term it the reconstruction map. We temporarily add an assumption on G that there is no isolated boundary vertex and no boundary vertex attached to vertex of degree 1. Since G is reduced this condition is equivalent to saying M has a basis containing j and one excluding j for each j = 1, . . . , n. It follows that j ∈ I j and j / ∈ I j+1 . It is convenient at this point to introduce an alternate representation of zigzag paths known as strands. A strand is obtained from a zigzag by taking each turn of the zigzag and replacing it with an arc connecting the midpoints of two edges involved. Based on the zigzag rules, the arc appears to go clockwise around a white vertex and counterclockwise around a black vertex. The strand is obtained by combining all arcs of a zigzag as well as small pieces at the beginning and end to connect it to the boundary of the disk. The strands together form an alternating strand diagram, one example of which is given in Figure 16 . Note that strand number i begins slightly clockwise relative to boundary vertex i. An intersection of zigzags as defined previously translates to an intersection in the usual sense of strands.
Each region of an alternating strand diagram has boundary oriented clockwise, counterclockwise, or in an alternating manner, and the region corresponds respectively to a white vertex, black vertex, or face of G. Use the notations S w , S b , and S F to denote the set of strands that the region in the strand diagram associated to w, b, or F lies to the left of. For F a face, this definition agrees with the previously given zigzag one. To avoid strands all together, one could define S w and S b in terms of zigzags as well, with the caveat that the black vertices of a zigzag are considered to be on its left while its white vertices are not. • |S F | = k, |S w | = k − 1, and |S b | = k + 1.
• If b and w are on the boundary of
Proof. It is standard that each S F has size k. If w is a white vertex of F then there is a zigzag through w that enters and exits along the boundary of F and turns left at w. The corresponding strand divides the regions corresponding to F and w with the region corresponding to F on the left. Therefore S w equals S F less that one strand. In particular S w ⊆ S F with |S w | = k − 1. A similar argument applies to black vertices. Proof.
we know that ∆ Ij (A) = 0 so the v i with i ∈ I j is a basis of V . We know that j ∈ I j so H j is a span of all but one of these vectors and is hence a hyperplane. The twist is defined in such a way that v 
Also, S ⊆ S F1 so the hyperplanes in this intersection are in general position. As Proof. Let v j equal column j of A. First we show v j ∈ L j holds for these eventual boundary vectors. Consider the boundary face F of G containing the boundary segment between j and j + 1. By [23, Proposition 4.3] , S F equals the set I j in the so-called reverse Grassmann necklace of M. The strand separating face F from white vertex j is in fact strand number j so S j = I j \ {j}. To prove v j ∈ L j it is equivalent to show that v j is orthogonal to v ′ i for each i ∈ I j \ {j}. This fact is part of the characterization of the inverse of the right twist (also known as the left twist) provided by Muller and Speyer [23] .
To extend to a configuration with the desired properties, each internal v w is determined up to scale since L w is a line. Fixing a nonzero v w for each w, we get by Proposition 4.15 that the associated relations R b are also determined up to scale. In short, the whole configuration is determined up to gauge at internal vertices, giving us the uniqueness. That the relations have nonzero coefficients also gives us the circuit condition.
It remains to show that the vectors and relations (v, R) as above comprise a valid configuration on G. The only property not clear at this point is that the Kasteleyn matrix K is full rank. By Proposition 4.15 all coefficients K bw with bw ∈ E are nonzero. By the general theory, there is a unique almost perfect matching of B with W \ I 1 (we describe a construction of this matching later on). Therefore the polynomial ∆ W \I1 (K) of the coefficients is in fact a monomial and hence nonzero.
We now have our definition of the reconstruction map Ψ : T G → C
• G , namely it maps A to the configuration given by Proposition 4.16. Clearly Φ • Ψ is the identity. In plainer terms we have existence of an extension of generic A ∈ Π M to a full configuration. In principle, there could be other extensions with v w / ∈ L w for some w, a possibility we rule out in the next subsection.
Example 4.17. Consider the plabic graph G in Figure 16 . As previously discussed, G corresponds to the uniform matroid in Gr 3, 6 , and it follows that I j = {j, j + 1, j + 2} with indices modulo 6. Given
The unique internal white vertex w has S w = {3, 6}, so
Hence our general recipe reproduces the result argued in Example 1.6.
Uniqueness. If A ∈ T G we now know Φ(Ψ(A)) = A. On the other hand, suppose (v, R) ∈ C
• G and that Φ(v, R) = A. We want to show (v, R) = Ψ(A) in order to establish that preimages are unique. In light of Proposition 4.16, it is sufficient to show v w ∈ L w for all internal white vertices w. The proof is in a sense recursive, utilizing a certain acyclic orientation on G.
A perfect orientation on G is an orientation with the property that each internal white vertex has a unique incoming edge and each (internal) black vertex has a unique outgoing edge. Given such an orientation, the set of edges oriented from black to white always give an almost perfect matching. We focus on one such orientation. Each edge of G is part of two zigzags that traverse it in opposite directions. Declare each edge to be oriented in the direction of its smaller numbered zigzag. We need a topological lemma before establishing the properties of this orientation. Proof. Number the curves 1 through n clockwise based on their endpoints on the inner circle. Curve i is simple so locally there is a notion of being clockwise or counterclockwise relative to i. If curve j intersects curve i then from its last intersection point with i it goes either clockwise or counterclockwise. Call the distance of the intersection either j − i or i − j in these respective cases, where in either case the distance is reduced modulo n to {1, . . . , n − 1}. Note distance 1 is not possible since consecutive curves do not intersect.
Suppose for the sake of contradiction curves intersect, and pick a pair i, j intersecting with minimal distance. Let's say j goes clockwise after its last intersection with i. The final segments of i and j separate the endpoints of curves i + 1, . . . , j − 1 from the inner circle. Each such curve must either intersect i and go clockwise or intersect j and go counterclockwise. In either case we get a contradiction of the minimality of the distance j − i. Proof.
(1) Suppose zigzags j 1 , . . . , j d pass through a given black vertex b, and are arranged in clockwise order according to the edges along which they approach b. Passing to the strand diagram, segments of strands j 1 , . . . , j d form a topological circle around b with j i and j i+1 intersecting at the point where j i first reaches the circle. By reducedness, the strands do not intersect prior to that point. In particular, the segments of j i and j i+1 from their beginnings to where they first reach the circle do not intersect. By Lemma 4.18 these n initial segments are all pairwise non-intersecting. As such, the start points are also in clockwise order. Applying a cyclic shift we can assume j 1 < j 2 < . . . < j d . Going back to zigzags shows that the edge through which j d approaches b and j 1 departs it is the unique edge oriented away from b. A similar argument applies to white vertices. (2) Each zigzag i starts at vertex i and ends at some f (i). The function f is called the trip permutation.
Let F be the boundary face of G between vertices n and 1. Then F is to the left of zigzag number i if and only if f (i) < i. By [23, Proposition 4.3] , I 1 equals the set of target labels f (i) of the strands for which this occurs, so
Each boundary vertex j has degree one with zigzag j departing along its one edge and zigzag f −1 (j) approaching. Unfolding definitions, j is part of the matching if and only if the edge is oriented towards j, if and only if f −1 (j) < j. By the above, this condition is equivalent to j / ∈ I 1 . Each edge of the matching using an edge of F uses exactly one black vertex from the boundary of F . We have shown there are m − 1 such black vertices, so there are m − 1 such edges as desired. (4) Suppose for the sake of contradiction that G had a cycle. Half of the edges of the cycle, namely those going from black to white, appear in the matching. Another matching is obtained by taking out all of these edges and including the other half of the edges of the cycle. The result is another almost perfect matching using the same boundary vertices. By Muller and Speyer [23] , the set of almost perfect matchings using a fixed set of boundary vertices is a distributive lattice. Moreover, they show that the cover relations in this partial order correspond to flips in internal faces of which one half the edges are used in the first matching and the other half in the second. By the previous part, the matching we have constructed does not use half the edges of any internal faces. Therefore it is alone among those avoiding the set I 1 . The second matching constructed above gives a contradiction.
Let π be the almost perfect matching defined above. More directly, π is the set of edges of G through which the smaller numbered zigzag goes from the black endpoint to the white endpoint. This matching can easily be seen to be among the extremal matchings defined by Muller and Speyer [23] in terms of downstream wedges. From this point of view the properties listed above can be attributed to them. ′ to w. We can apply the same argument recursively to each w ′ . Since the orientation is acyclic the end result is that v w lies in the span of those v j with j a source (i.e. j ∈ I 1 ) for which there exists a path from j to w. By assumption there is no such path from 1 so v w ∈ H 1 as desired. Proof. First note that every edge of zigzag 1 is oriented in the direction of zigzag 1. In other words, zigzag 1 is an oriented path. We claim there is no oriented edge starting weakly right of the zigzag and ending strictly left of the zigzag. The proof is case by case depending on the start vertex of the edge. If the edge starts strictly right of the zigzag then it must end weakly right of the zigzag (otherwise it would cross it and break planarity). If the edge starts on the zigzag at a black vertex b then it must be the unique edge oriented away from b. We know that this edge is part of the zigzag so it ends on the zigzag. Lastly, suppose our given edge starts at a white vertex w on the zigzag. The zigzag locally looks like b, w, b ′ where b ′ is reached by turning maximally left at w. As such, all the edges incident to w lie weakly to the right of the zigzag.
Combining Proposition 4.21 and Lemma 4.22, we have that v w lies on H 1 if w is strictly left of the zigzag starting at 1. The analogous result holds for each start vertex. We are now ready to prove the uniqueness result. Proof. Recall C Indeed if (v, R) 
Proof of Theorem 4.3. All that remains is Part 3. We already know if (v, R) ∈ C
• G then Φ(v, R) ∈ T G . On the other hand, suppose A ∈ T G and that Φ(v, R) = A. We know ∆ {1,...,n}\I1 (A) = 0 so by Corollary 4.20 each K bw = 0 for bw in the matching π. By definition of π, this in particular is true on any edge which zigzag number 1 traverses from black to white. For a general edge, it is traversed from black to white by some zigzag j and we get the same result by taking the matching defined the same way relative to the order j < . . . < n < 1 < . . . < j − 1 on zigzags. All coefficients are nonzero so (v, R) ∈ C
• G . We have assumed at various points that G has no isolated boundary vertex and no boundary vertex attached to a degree 1 vertex. We briefly describe modifications needed to handle these cases. First suppose j is an isolated boundary vertex of G. One can consider the strand of j to be a simple arc disjoint from G starting at a point clockwise from j and ending at a point counterclockwise from j. All definitions and proofs go through except a simple argument needs to be added to part 2 of Proposition 4.19. Now suppose j is attached to a degree 1 vertex b. The strand for j loops around b and self-intersects before returning to the boundary, causing a few problems including in the definition of the reconstruction map. It is consistent to have all other S F , S w , S b ′ omit j, but there is no clear definition for S j and S b . That said, j is part of every almost perfect matching so it is part of no basis of M. Hence any A ∈ Π M has jth column v j = 0. As such, we can define Ψ(A) to have v j = 0 and R b = 1v j , and define all other vectors and relations in a manner independent of the index j. Elsewhere, the orientation we define is ambiguous regarding how to orient the edge jb. In fact it must be oriented towards j to get a perfect orientation, and this choice does not cause any other issues.
4.6. Geometric interpretation of edge weights. We now shift focus back to the boundary measurement map and describe a geometric interpretation of the edge weights in terms of vector configurations. To this end, it is more convenient to use Postnikov's original formulation of the boundary measurement map in terms of path families [26] , which we now review.
Postnikov's construction depends on a choice of a perfect orientation on G. We only consider the special case of the acyclic orientation from before where each edge of G is oriented in the direction of its smaller numbered zigzag. Assume G is given positive real edge weights and define the weight of a directed path to be the product of the weights of its edges traversed from white to black divided by the product of weights of edges traversed from black to white. Recall the set of sources is I 1 . For i ∈ I 1 and j ∈ {1, . . . , n} let M ij be the sum of the weights of all oriented paths from i to j. Remark 4.25. It is common to take the v i with i ∈ I 1 to be the ordered standard basis. Assuming this convention, Postnikov does take the M ij with certain signs as the entries of A, but our signs are different from his. We get a different representative matrix A but the same point in the Grassmannian (we omit the proof of this fact). Note our formula for σ j only works for this specific perfect orientation.
There is an efficient recursive method to calculate the boundary measurement map. Indeed, for any source i and white vertex w define M iw to be the sum of the weights of paths from i to w. Fix any nonsource w and let b be its unique neighbor such that e = bw is directed towards w. All other neighbors w ′ of b are such that bw ′ is directed towards b. So a path from i to w is given by a path from i to some such w ′ followed by the length two path w ′ to b to w. Hence
As the orientation is acyclic, this gives a well-defined recursion starting from M iw = δ iw for w ∈ I 1 . We can just as well work on the level of vectors defining v w recursively by
As b varies, the relations (4.9) show that the vectors v w form a configuration v ∈ C
• G . It has the added feature that each vector is a positive combination of the vectors 2 steps upstream from it, and in particular all vectors are in the positive orthant relative to the basis { v i : i ∈ I 1 }. More can be said. Using acyclicity again, we can apply gauges at internal vertices so that the sum of the weights of incoming edges to each internal vertex equals 1. In the notation above, e is the unique incoming edge to w so if w is internal then wt(e) = 1 and the coefficients in (4.9) sum to 1. So v w is a convex combination of the v ′ w . Example 4.26. Figure 17 shows a plabic graph G for Gr 3, 6 . Assume gauge has been applied so that the weights of edges entering each internal vertex sum to 1. As I 1 = {1, 2, 3} only σ 2 = −1 so we can suppress the ∼'s Figure 17 . A plabic graph with an acyclic perfect orientation (left) and a configuration that results from the associated sequence of convex combinations (right) in the v j except for j = 2. Let u be the vector at the interior white vertex. Let v 1 , v 2 , v 3 be any basis of R 3 . Following the arrows we construct
The output of the boundary measurement map is
If we allow gauge at boundary vertices, which corresponds to modding out by the torus action on the Grassmaian, we can additionally arrange b 0 = c 0 = d 0 = 1. Each vector is constructed as a convex combination of its predecessors with coefficients given by the edge weights. It is easier to draw the picture in the projective plane replacing the vectors v 1 , v 2 , . . . v 6 , u with points P 1 , P 2 , . . . , P 6 , Q (see the right of Figure 17 ). The points are constructed in the same way: start with P 1 , P 2 , P 3 , pick Q on segment P 1 P 2 , pick P 4 in triangle △ P 2 P 3 Q, pick P 5 on segment P 4 Q, and pick P 6 in △P 1 P 5 Q.
Proposition 4.27. Let
and consider the problem of recovering the edge weights on G of its preimage under the boundary measurement map. To this end, construct the following data: The proof is immediate as we are just undoing the boundary measurement map as described in this section. The vectors v w constructed by Ψ must agree with the ones built recursively by the boundary measurement map thanks to the uniqueness result Proposition 4.23. Since Ψ is defined via intersection of hyperplanes we get a geometric meaning for the edge weights. Note that the problem of recovering the edge weights was solved for Le-diagrams by Talaska [30] and in general by Muller and Speyer [23] . 
We know all vectors lie in the cone spanned by v 1 , v 2 , v 3 . Projecting to the affine plane spanned by the endpoints of these vectors produces a picture as in the right of Figure 17 . As such, a 1 , a 2 are the barycentric coordinates of Q = P 1 , P 2 ∩ P 4 , P 5 relative to P 1 , P 2 .
Alternately, a direct formula for a 1 , a 2 can be derived as follows. A candidate for u is
We want a convex combination a 1 v 1 + a 2 v 2 = a 1 v 1 − a 2 v 2 so we scale down to get
Remark 4.29. The shape of the relation (4.9) suggests possible Kasteleyn signs for G. Specifically, let π be the almost perfect matching consisting of the set of edges directed from black to white. It is tempting to define the signs of edges of π to be negative and all others positive. Part 3 of Proposition 4.19 verifies that the result does in fact satisfy the Kasteleyn condition at each internal face, but the boundary faces do not end up working out. This issue can be resolved by taking the signs just described and applying gauge by σ j at each boundary vertex j.
Remark 4.30. The matrix A with certain columns negated has some advantages over the traditional output A of the boundary measurement map. For instance, the usual picture for a totally positive point A ∈ Gr 3,n is to project the columns and obtain the vertices of a convex n-gon P . An intersection point like P 1 , P 2 ∩ P 4 , P 5 could lie on either side of the polygon or even at infinity. Now consider A. In this case σ 2 = −1 and all other σ j = 1. The picture in the plane is that P 1 , P 2 , P 3 form a triangle and P 3 , P 4 , . . . , P n , P 1 form a convex polygonal curve in its interior (see Figure 17 ). The hyperplanes spanned by pairs of consecutive points all intersect in predictable regions.
Structure of the space C G
Let G be a plabic graph with all of the conventions and notation of Section 4. We have defined C G as the set of vector-relation configurations on G modulo gauge transformations at internal vertices and the action of GL k (C). In this section we consider the algebraic-geometric structure both of C G and of the function Φ which by Theorem 4.3 maps it to the positroid variety Π G .
First, consider a configuration v ∈ C G . We will describe explicitly a bijection between a neighborhood of v and an open subset of an affine variety. Since the boundary vectors v 1 , . . . , v n span V , there must be a basis {v j : j ∈ I} among them. Acting by GL k we can arrange for this to equal the standard basis in order. Next, each internal vector v w is nonzero so we can pick one of its nonzero entries and apply a gauge so that the entry equals 1. Finally, by Lemma 4.5 we know that
It follows that there is an almost perfect matching of B with W \ I with all K bw along the matching nonzero. Apply gauge at the black vertices to scale all these K bw to 1.
We have exhausted the allowable operations, so the collection of remaining variables give a well-defined map to affine space. Specifically, the coordinates are the entries of the boundary vectors v j with j / ∈ I, each entry of each internal vector v w except the one scaled to 1, and all the K bw for edges bw not in the matching. The map to affine space is injective and it is easy to describe the image. For each b ∈ B the vector relation w K bw v w = 0 amounts to k quadratic relations in the variables. The only other condition is that the matrix K has full rank. Restricting the chart a bit, we can replace this with the single inequality ∆ W \I (K) = 0 which as already mentioned holds for v. Taking the columns not in our basis we want ∆ 24 (K) = 1 − bd = 0. The image of the chart is defined in affine space C 8 by the four equations above and this one inequality. Figure 18 . One chart on C G with G a plabic graph corresponding to Gr 2,4 .
In fact, a more efficient chart is obtained by taking just a, b, c, d as coordinates. The other variables can be reconstructed as
and as before we assume 1 − bd = 0. The image of the chart is an open subset of C 4 , so in particular it is smooth.
We now state the main result for this section.
Theorem 5.2. The space C G of configurations on any reduced plabic graph G is smooth.
The images of the charts defined above have lots of defining equations which make analysis somewhat difficult. Generalizing Example 5.1, we introduce more intricate charts which have the advantage of landing in open subsets of affine space. The atlas that results is indexed by certain subgraphs of G.
• F is a forest,
• each component of F includes exactly one boundary vertex of G, and • each component of F either contains exactly one edge or has the property that all of its black vertices have degree 2.
We choose the name because F has the appearance of a system of rivers connecting various points on an island to the surrounding ocean.
Then there is a unique representative of the gauge class of v so that
Proof. There is a unique simple path in F from each internal vertex to the boundary. Define a partial order on the set of internal vertices via a a ′ if a lies on the path from a ′ to the boundary. Go through the internal vertices in a manner consistent with this order. At each a apply gauge to set equal to 1 the coefficient at the first edge on the path from a to the boundary. Each K bw will be set to 1 after the gauge at whichever of b or w is larger in the order, and it will remain unchanged thereafter. It is easy to see that all choices for this gauge were forced, so the outcome is unique.
We now have a rational map ϕ F : C G → C |E\E ′ | . The map inputs a configuration v, performs the gauge described in Proposition 5.3, and outputs the remaining coefficients K bw for bw / ∈ E ′ . On the other hand, given a point in c ∈ C |E\E ′ | we can construct a matrix K by setting
As explained in the paragraph following Lemma 4.4, an element of C G is determined by its Kasteleyn matrix so we can recover v. Therefore ϕ F is injective.
Proof. Given c ∈ C |E\E ′ | we can construct K as above and then use Lemma 4.4 to build a configuration v in C N /row(K). The only difficulty would be if v violated one of the conditions in the definition of C G , each of which is easily seen to be stated in terms of an inequality. Specifically we need
• K is full rank, i.e. some ∆ S (K) = 0,
• the boundary vectors v 1 , . . . , v n span V (equivalently some subset of them is a basis), i.e. some ∆ W \J (K) = 0 with J ⊆ {1, . . . , n}, and • for all w internal v w is nonzero (equivalently v w is part of a basis with other vectors of v), i.e. some ∆ S (K) = 0 with w / ∈ S.
Everything so far has only used the first two conditions of a system, namely that it is a forest with exactly one boundary vertex per component. The next result, which identifies the origin of each chart, clarifies the significance of the third condition. Proof. First note each single edge component of F is balanced as it has 1 black and 1 white vertex. Meanwhile, every other component has exactly one more white vertex than black. Indeed the number of edges of the component is one less than the number of vertices (since it is a tree) and twice the number of black vertices (since each black vertex has degree 2). So the number of non-single edge components must equal N − M = k. Let J be the set of boundary vertices of these components.
It is convenient to consider F to be a non-reduced plabic graph. Let F j be the component of F containing boundary vertex j. Fix j ∈ J and w a white vertex of F j . Then there is a unique matching in F j of all vertices other than j: simply match each back vertex with the one of its two neighbors not in the direction of w. Every matching of all of B in F consists of combining one matching as above for all j ∈ J along with all of the edges of the single edge components. Taking the boundary vertex of each component we have a unique almost perfect matching π of B with W \ J. For w ∈ W internal, let F j be the component containing it. We can modify π along F j so that it includes j instead of w. The result is a matching π w of B with W \ S where S = (J \ {j}) ∪ {w}.
Consider the point 0 ∈ C Proof of Theorem 5.2. Let v ∈ C G . We will construct a system F so that ϕ F is defined at v. As such we get an identification of a neighborhood of v with an open set in affine space proving that C G is smooth at v.
Let J ⊆ {1, . . . , n} be such that {v j : j ∈ J} is a basis of V . Then there is an almost perfect matching π of B with W \ J such that K bw = 0 for all bw ∈ π. We will start from the graph F = (B ∪ W, π) and add edges one at a time maintaining the properties • F is a forest • each component of F includes at most one boundary vertex • each non-single edge component of F is connected to the boundary and has all its black vertices degree 2 • each edge of F has a nonzero coefficient K bw until all vertices are connected to the boundary. The result will be a system F with ϕ F defined at v.
Suppose we are at a stage where not all vertices of F are connected to the boundary. There are never isolated black vertices, so there must be a white vertex w not connected to the boundary. Since v w = 0, it can be swapped into {v j : j ∈ J} so that the result is still a basis. Suppose j ∈ J is such that v j is the vector that got swapped out. Then there is a matching π ′ of B that avoids the white vertices (J \ {j}) ∪ {w} and that has all edge variables nonzero. The disjoint union of π and π ′ has degree ≤ 2 at each vertex and degree 1 at only w and j. As such it contains a path from w to j which we consider oriented in that direction. Let e be the first edge of this path whose target is connected to the boundary in F . Then the source of e is not connected to the boundary in F , so e is not in F and in particular e is not in π. Therefore e is in π ′ from which it follows that e goes from black to white. Adding e to F merges a single edge internal component to a boundary-connected component along a black vertex of the former. All the properties listed above are easily verified.
As it is always possible to find an additional edge, the above process does not terminate until all vertices are connected to a boundary. It follows at that point that F is a system as desired. Figure 19 . An example of a coordinate chart on C G coming from a system in G.
Combining with results from the previous section, we have that Φ : C G → Π M maps a smooth variety to the positroid variety and restricts to an isomorphism from C • G to T G . Although Φ is not surjective, it can resolve certain singularities of Π M as the next example illustrates.
Example 5.6. Consider the plabic graph G in Figure 19 . The four edges of a system F have been labeled with 1's and the other three edges assigned coordinates a, b, c. We have that J = {3, 4} are the boundary vertices of the non-single edge components of F so we can take v 3 , v 4 as a basis. It is then possible to determine the vectors at the other three white vertices. In these coordinates, the map Φ takes the form On the other hand, let A = A sing . Then v 1 = v 2 = 0 and the internal vector u ∈ C 2 becomes arbitrary. As we only consider u up to scale, we have a P 1 worth of preimages. This is the standard picture of the blowup of a variety at a point. Alternately, we can analyze the situation in coordinates. Restricting to the above chart we get a set {(a, 0, 0) : a ∈ C} of preimages of A. The last preimage, corresponding to the point at infinity in P 1 , lies outside the chart.
The resistor and Ising subvarieties
Goncharov and Kenyon [13] give a recipe to go from a resistor network given by an arbitrary weighted graph to a line bundle with connection on an associated bipartite graph. The resulting face weights satisfy some simple relations. There is an analogous recipe starting from the Ising model on a graph [6, 8, 15] . In this section we describe the vector-relation configurations that arise this way, focusing on the case when the initial network is on a triangular grid.
A resistor network is a plane graph G = (V, E) with each edge assigned a positive real weight interpreted as its conductance (i.e. reciprocal of resistance). Suppose we draw the dual graph G * = (V * , E * ) superimposed over a drawing of G. The resulting picture can be interpreted as a bipartite graph Γ whose white vertex set is V ∪ V * and whose black vertices are the intersection points of dual edge pairs e ∈ E, e * ∈ E * . Each edge of both G and G * is subdivided in two, and all of the resulting half edges together comprise the edge set of Γ. Assign each half of an edge in E the same weight as the original edge, and assign each half of an edge in E * a weight of 1. Figure 20 illustrates the construction starting from a portion of the triangular grid graph G.
Let G = (V, E) be the graph given by an infinite triangular grid and let Γ be the associated bipartite graph. Comparing Figures 10 and 20 , we see that vector relation configurations on Γ give three generations of a Q-net. By Proposition 2.1, we can introduce signs to the weights coming from G to get such a configuration. Proof. The graph in Figure 21 shows a small piece of Γ. Consider each edge to have a negative sign if there is a stroke drawn through it and a positive sign otherwise. This picture can be tiled to cover the plane and define signs on all edges of Γ. The result satisfies the Kasteleyn condition: all faces are quadrilateral and each has either one or three negative edges on its boundary. As such, the edge weights coming from G multiplied by these signs give the relations of our vector-relation configuration.
The relations at the three black vertices in Figure 
Therefore the projectivizations of u, u 1 , u 2 , u 3 all lie in a plane. These four points are precisely Q i,j,k , Q i+1,j+1,k , Q i+1,j,k+1 , Q i,j+1,k+1 for some i, j, k. The relationship between the dynamics of resistor networks and the dimer model [13] guarantees that this property is preserved under the sequence of moves described in Section 3.2. The equivalence of the coplanarity condition to other definitions of Koenigs nets is given in [3, Theorem 2.29].
Remark 6.2. The relations of (6.1) can be rearranged to be instances of the discrete Moutard equation on the vectors at the white vertices. This description gives another path via [3, Theorem 2.32] to conclude that the Q-net is a discrete Koenigs net. for each dual edge pair vv ′ ∈ E, ww ′ ∈ E * (a convention needs to be fixed for the direction of the crossing of the edges). If G is the hexagonal grid, so G * is the dual triangular grid, the above precisely means that f and g together define valid vectors for the associated vector-relation configuration on G. The picture is as in Figure  21 except with the non-trivial weights c i moved to the other half of the edges. Some care with signs would be needed to extend this idea to other graphs.
We next consider the Ising model. We follow the approach of Galashin and Pylyavskyy [8] . Figure 22 gives an example of a bipartite graph arising from an Ising network. Each unlabeled edge has weight 1 and the s i , c i are certain positive reals satisfying c The relative position of the points is as in the top left of Figure 14 and it follows from Carnot's Theorem that A, B, C, D, E, F lie on a conic. Now suppose we begin with an infinite triangular grid. The associated bipartite graph is the one in Figure  13 whose configurations correspond to discrete Darboux maps. What we have shown is that, in the notation of Definition 3.13, a Darboux map arising from the Ising model has the property that for all i, j, k the points lie on a conic. This reduction of Darboux maps has been studied by Schief under the name discrete CKP maps [27] .
