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Abstract
A recurrent theme in the description of phase portraits of dynamical systems is that of elliptic
islands in a chaotic sea. Usually this picture is invoked in the context of smooth twist maps of the
annulus or the torus, like the standard map. In this setting ‘elliptic islands’ refers to the topological
disks bounded by periodic smooth curves surrounding elliptic periodic points. Establishing the
existence of these curves is one of the many achievements of KAM-theory.
The aim of this note is to approach the topic from a different angle, namely from the viewpoint
of rotation theory in a purely topological setting. We study homeomorphisms of the two-torus,
homotopic to the identity, which have no wandering open sets (as in the area-preserving case) and
whose rotation set has non-empty interior. We define local rotation subsets ρF (U) by restricting
Misiurewicz and Ziemian’s definition of the rotation set to starting points in a small open disk U .
Our main result is the following dichotomy: Either ρU (F ) is reduced to a single rational vector and
U is contained in a periodic topological open disk which contains a periodic point, or ρU (F ) is large,
in the sense that its convex hull has non-empty interior. This allows to distinguish an ‘elliptic’ and
a ‘chaotic’ regime, and as a consequence we obtain that in the chaotic region the dynamics are
sensitive with respect to initial conditions.
In order to demonstrate these results we introduce a parameter family of smooth toral diffeo-
morphisms that is inspired by an example of Misiurewicz and Ziemian. The pictures obtained from
simulations in this family motivate an alternative formulation of the original theme.
Figure 1: Elliptic islands surrounding two 2-periodic orbits of the map fα(x, y) = (x+α sin(2pi(y+
α sin(2pix))), y + α sin(2pix)) with α = 0.5.
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1 Introduction
We denote by Homeo0(T2) the set of homeomorphisms of the two-torus that are homotopic to the
identity. Given a lift F : R2 → R2 of f ∈ Homeo0(T2), Misiurewicz and Ziemian [1] introduced the
rotation set of F as
(1.1) ρ(F ) :=
{
ρ ∈ R2
∣∣∣ ∃ni ր∞, zi ∈ R2 : lim
i→∞
(Fni (zi)− zi) /ni = ρ
}
.
This set is always compact and convex [1]. Further, the properties of ρ(F ) have strong implications
for the dynamics of f . In particular, this is true for the situation we will concentrate, namely
when ρ(F ) has non-empty interior. In this case all rotation vectors in int(ρ(F )) are realised on
minimal sets [2, 3, 4] and the topological entropy of f is strictly positive [5]. Further the set{
f ∈ Homeo0(T2) | int(F ) 6= ∅
}
is an open and therefore, in a topological sense, large subset of
Homeo0(T2) [3].
Our aim is to give some meaning to the notion of elliptic islands in a chaotic sea in this purely
topological setting. To that end, we restrict the definition in (1.1) to orbits starting in some subset
U ⊆ T2. Let pi : R2 → T2 denote the canonical projection. We define the rotation subset on U by
(1.2) ρU (F ) :=
{
ρ ∈ R2
∣∣∣ ∃zi ∈ pi−1(U), ni ր∞ : lim
i→∞
(Fni (zi)− zi) /ni = ρ
}
.
In general, even when U is open ρU (F ) can be much smaller than ρ(F ). For instance, when f is
a sufficiently smooth toral diffeomorphism then generic elliptic periodic points are surrounded by
periodic invariant curves (see, for example, [6, 9]). The rotation subsets of the corresponding topo-
logical disks contain a single rational rotation vector, whereas ρ(F ) may have non-empty interior.
A more general example is sketched in Remark 1.2 below.
However, when U is open and recurrent, then in a number of situations ρ(F ) is already de-
termined by ρU (F ). In order to give precise statements, we need some notation and terminology.
We say U ⊆ T2 is bounded if the connected components of its lift to R2 are bounded. Given
f ∈ Homeo0(T2) we say U is wandering if fn(U) ∩ U = ∅ ∀n ≥ 1 and non-wandering otherwise.
We call U recurrent if there exist infinitely many n ∈ N with fn(U) ∩ U 6= ∅. We call z ∈ T2
wandering if it is contained in some wandering open set and non-wandering otherwise. It is easy to
see that if U is open and contains a non-wandering point then it is recurrent. Finally, we say that
f is non-wandering if it has all points non-wandering. In this case all open sets are recurrent. Note
that any area-preserving toral homeomorphism is non-wandering.
Given a lift F of f ∈ Homeo0(T2), let ϕn(z) = (Fn(z)− z) /n. If λ ∈ R and v ∈ R2 \ {0}, let
Lλ,v = λv + {v}
⊥.
Theorem 1.1. Suppose F is a lift of f ∈ Homeo0(T2) and U ⊆ T2 is open, bounded, connected
and recurrent.
(a) If ρU (F ) ⊆ Lλ,v for some λ ∈ R, v ∈ R2 \ {0}, then either ρ(F ) ⊆ Lλ,v or ρU (F ) is reduced to
a single rational vector.
(b) If S is a line segment of positive length without rational points and ρU (F ) = S, then ρ(F ) = S.
Further, ϕn(U) converges to S in Hausdorff distance as n→∞.
(c) If ρU (F ) = {ρ} with ρ ∈ R2 irrational1 then ρ(F ) = {ρ}.
Remark 1.2. We note that when no recurrence assumption is made no relation between ρU (F ) and
ρ(F ) can be expected. Without going into detail, we want to mention a possible way to construct
respective examples: When ρ(F ) has non-empty interior, then for any compact connected subset
C ⊆ ρ(F ) there exists a point z ∈ T2 with ρ{z}(F ) = C [5]. By blowing up the points in the orbit
of z to small disks in a Denjoy-like construction one may thus obtain a wandering open set U whose
rotation set is an arbitrary compact connected subset of the rotation set.
Theorem 1.1(i) implies that if f is non-wandering and ρ(F ) has non-empty interior then the
rotation subset of U can only be contained in a line if it is reduced to a single rational rotation
vector, that is, ρU (F ) = {ρ} with ρ ∈ Q2. Together with some additional details on the rational
case, this yields our main result.
Theorem 1.3. Let F : R2 → R2 be a lift of f ∈ Homeo0(T2) and suppose that f is non-wandering
and ρ(F ) has non-empty interior. Then for any open, bounded and connected set U one of the
following two holds.
(i) ρU (F ) is reduced to a single rational vector ρ and U is contained in an embedded topological
open disk D ⊆ T2 which is invariant under some iterate fp and contains a p-periodic point.
(ii) The convex hull of ρU(F ) has non-empty interior.
1We call a vector ρ = (ρ1, ρ2) ∈ R2 rational if ρ ∈ Q2, irrational if ρ1, ρ2, ρ1/ρ2 /∈ Q and semi-rational if
it is neither rational nor irrational.
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The above result allows to give an intrinsic definition of ‘elliptic’ and ‘chaotic’ regions. Given a
set A ⊆ R2 we denote by Conv(A) its convex hull and by int(A) its interior.
Definition 1.4. Suppose f ∈ Homeo0(T2). Let
E(f) :=
{
z ∈ T2 | #ρU (F ) = 1 for some open neighbourhood U of x
}
,
C(f) :=
{
z ∈ T2 | int (Conv(ρU (F ))) 6= ∅ ∀open neighbourhoods U of x
}
.
A point z ∈ T2 is called ε-Lyapunov stable if there exists some δ > 0 such that fn (Bδ(z)) ⊆
Bε (f
n(z)) ∀n ∈ N and Lyapunov stable if it is ε-Lyapunov stable for all ε > 0. As one should
expect for a notion of stability, Lyapunov stable points do not occur in the ‘chaotic’ regime.
Proposition 1.5. Suppose f ∈ Homeo0(T2) and ρ(F ) has non-empty interior.
(a) If f is non-wandering then no point in C(f) is 1
2
-Lyapunov stable.
(b) If f is area-preserving, U is a connected and bounded neighbourhood of z ∈ C(f) and Û is a
connected component of pi−1(U) then lim supn→∞ diam
1
n
(
Fn(Û)
)
> 0.
Note that in contrast to this, in the construction sketched in Remark 1.2 all points in the
wandering topological disks will be Lyapunov stable provided the diameter of these disks goes to
zero along the orbit.
The paper is organised as follows: In Section 2 we collect a number of basic statements on
rotation subsets. Section 3 then contains the technical core of the paper. We work on the universal
cover R2 and consider bounded open and connected sets that intersect their image. In this setting,
we describe a number of situations in which the rotation subset already determines the rotation
set, or at least forces it to be contained in a line segment. In Section 4 these statements are then
used to prove the main results. Finally, in Section 5 we provide some explicit examples to which
our results apply. To that end, we introduce a parameter family of smooth torus diffeomorphisms
that is based on an example by Misiurewicz and Ziemian in [3]. For appropriate parameter values
these maps have a rotation set with non-empty interior, and simulations clearly indicate that they
also exhibit elliptic islands.
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2 Some basic results on rotation subsets
The aim of this section is to collect a number of elementary statements on rotation subsets and
rotation vectors that will be used in the later sections. For the purposes of this section there is no
need to restrict to dimension 2. Hence, we will work on Td (d ∈ N), with the definitions of the
rotation set and rotation subsets analogous to those on T2.
Notation. We denote the Euclidean scalar product of vectors v, w ∈ Rd by 〈v, w〉 and also write
〈w〉v instead of 〈v, w〉. By ‖v‖ =
√
〈v, v〉 we denote the Euclidean length of the vector v. If G is
an additive group then G∗ = G \ {0}. By Conv(C) we denote the convex hull of a subset C ⊆ Rd.
By Ex(C) we denote the extremal points of Conv(C) and let Conv×(C) = Conv(C) \ Ex(C).
If v = (v1, v2) ∈ R2 we let v⊥ = (−v2, v1). Given λ 6= 0, v ∈ R2∗ and a ≤ b ∈ R ∪ {±∞} we let
Lλ,v = λv + {v}
⊥ and
Cv[a, b] = {z ∈ R
2 | a〈z, v〉 ≤ 〈z, v⊥〉 ≤ b〈z, v〉}
Lλ,v[a, b] = {z ∈ Lλ,v | a〈z, v〉 ≤ 〈z, v
⊥〉 ≤ b〈z, v〉} .
Note that thus Lλ,v(a, b) = Lλ,v ∩ Cv(a, b) and Cv[a, a] = R · (v + av⊥). Further, we let
C+v [a, b] = {z ∈ Cv[a, b] | 〈z, v〉 ≥ 0} and
Sv[a, b] = {z ∈ R
2 | 〈z, v〉 ∈ [a, b]} .
All these notions are used similarly for open and half-open intervals.
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The following basic observation is a direct consequence of the definition in (1.2). Recall that
ϕn(z) = (F
n(z)− z)/n.
Lemma 2.1. Suppose F is a lift of f ∈ Homeo0(Td) and U ⊆ Td. Then for all ε > 0 there exists
some n0 = n0(ε) ∈ N such that ϕn(U) ⊆ Bε(ρU (F )) ∀n ≥ n0.
The proof of the following statementis more or less identical to that of the connectedness of the
rotation set in [1], but we include it for the convenience of the reader.
Lemma 2.2. Let F be a lift of f ∈ Homeo0(Td). For any U ⊆ Td, the set ρU (F ) is compact.
Further, if U is connected then so is ρU(F ).
Proof of Lemma 2.2. The fact that ρU (F ) is compact follows immediately from the definition.
Suppose for a contradiction that U is connected but ρU (F ) is not. Then there exist disjoint open
sets V1 and V2 with ρU(F ) ⊆ V1 ∪ V2 and ρU (F ) ∩ Vi 6= ∅ (i = 1, 2). Since ρU (F ) is compact,
we may assume that ε = d (V1, V2) > 0. Lemma 2.1 implies that there exists n0 ∈ N such that
ϕn(U) ⊆ V1 ∪ V2 ∀n ≥ n0. Further, since supz∈R2 ‖F (z)− z‖ <∞ there exists n1 ∈ N such that
(2.1)
∣∣(Fn+1(z)− z) /(n+ 1)− (Fn(z)− z) /n∣∣ < ε ∀n ≥ n1, z ∈ R2 .
It follows that if n ≥ n1 and ϕn(U) ⊆ Vi, then ϕk(U) ⊆ Vi ∀k ≥ n and therefore ρU(F ) ⊆ Vi.
Since this is not the case, ϕn(U) must intersect both V1 and V2 for all n ≥ n1. However, for
n ≥ max{n0, n1} we then obtain ϕn(U) ⊆ V1 ∪ V2 and ϕn(U) ∩ Vi 6= ∅ (i = 1, 2). This contradicts
the connectedness of ϕn(U).
Deviations from a constant rotation and invariant measures. For f ∈ Homeo0(Td) with lift F :
Rd → Rd, ρ ∈ Rd and v ∈ Rd∗ we let
(2.2) Dn(z, ρ) := F
n(z)− z − nρ and Dvn(z, ρ) := 〈Dn(z, ρ)〉v .
If we need to make the dependence on f explicit, we also write Df,n(z, ρ) and D
v
f,n(z, ρ). For any
f -invariant probability measure µ, the rotation number of f with respect to µ is given by
(2.3) ρµ(F ) =
∫
Td
F (z)− z dµ(z) .
When F is fixed and no ambiguities can arise, we suppress it from the notation and write ρµ instead
of ρµ(F ). By supp(µ) we denote the topological support of µ.
Lemma 2.3. Suppose F : Rd → Rd is a lift of f ∈ Homeo0(Td) and µ is an ergodic f-invariant
probability measure. Then there exists no constant s > 0 with the property that for µ-a.e. z ∈ R2
there is a positive integer nz such that D
v
nz (z, ρµ) ≥ snz.
Proof. We suppose for a contradiction that a constant s > 0 with the above property exists. We
fix an f -invariant set Ω ⊆ T2 of measure µ(Ω) = 1 such that for all z ∈ Ω there exists nz ∈ N with
(2.4) Dvnz (z, ρµ) ≥ snz .
In addition, we assume that
(2.5) lim
n→∞
(Fn(z)− z) /n = ρµ ∀z ∈ Ω .
Given any z0 ∈ Ω, we recursively define a sequence of integers ni by n0 = 0 and ni+1 = ni+nFni (z0).
Then we obtain
Dvnk (z0, ρµ) = 〈F
nk(z0)− z0 − nkρµ〉v
=
〈
k−1∑
i=0
Fni+1(z0)− F
ni(z0)− (ni+1 − ni)ρµ
〉
v
=
〈
k−1∑
i=0
F
n
Fni (z0) (Fni(z0))− F
ni(z0)− (nFni(z0))ρµ
〉
v
(2.4)
≥
k−1∑
i=0
s(ni+1 − ni) = snk .
Hence limk→∞D
v
nk
(z0, ρµ)/nk ≥ s, contradicting (2.5) which implies limn→∞D
v
n(z0, ρµ) = 0.
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A reduction lemma. Any integer matrix M ∈ GL(d × d,Z) induces a toral endomorphism gM :
Td → Td, pi(z) 7→ pi(Mz), and gM is invertible if and only if M ∈ SL(d,Z). The following lemma
describes how a coordinate transformation by such a map gM acts on the rotation set.
Lemma 2.4 (Reduction Lemma). Suppose f ∈ Homeo0(Td) has lift F : Rd → Rd, U ⊆ Td and
M ∈ SL(d,Z). Then the following hold.
(a) Let f˜ = g−1M ◦ f ◦ gM ∈ Homeo0(T
d) with lift F˜ =M−1 ◦ F ◦M . Then
(2.6) ρ
g
−1
M
U
(F˜ ) = M−1(ρU(F )) .
(b) If ρU (F ) ⊆ Lλ,v then ρg−1
M
U
(F˜ ) ⊆ M−1(Lλ,v) = Lλ˜,v˜, where v˜ = M
tv and λ˜ = λ‖v‖2/‖v˜‖2.
Further Dvf,n(z, ρ) = D
v˜
f˜ ,n
(M−1z,M−1ρ) ∀n ∈ N, z, ρ ∈ Rd.
(c) Let 1 ≤ k < d and suppose that w1, . . . , wk are linearly independent integer vectors and
Conv×({w1, . . . , wk}) contains no further integer vectors. (If k = 1 this just means that the
entries of w1 are relatively prime.) Then there exist integer vectors wk+1, . . . , wd such that
det(w1, . . . , wd) = 1.
Note that for any integer vector w ∈ Zd with relatively prime entries part (c) allows to perform a
linear coordinate transformation on Td such that w becomes a base vector.
Proof.
(a) Suppose zi ∈ pi
−1U, ni ր∞ and limi→∞ (F
ni (zi)− zi) /ni = ρ. Then
M−1ρ = M−1
(
lim
i→∞
(Fni (zi)− zi) /ni
)
= lim
i→∞
(
M−1 ◦ Fni ◦M
(
M−1zi
)
−M−1zi
)
/ni
= lim
i→∞
(
F˜n
(
M−1zi
)
−M−1zi
)
/ni ∈ ρM−1U (F˜ ) .
This shows that M−1 (ρU (F )) ⊆ ρg−1
M
U
(
F˜
)
and since f = gM ◦ f˜ ◦ g
−1
M the opposite inclusion
follows in the same way.
(b) ρ
g
−1
M
U
(F˜ ) ⊆ M−1(Lλ,v) holds by part (a). Further, we have M
−1(Lλ,v) = M
−1(λv) +
M−1{v}⊥. Since v˜ = M tv ⊥ M−1{v}⊥ if follows that M−1(Lλ,v) = Lλ˜,v˜ for some λ˜ ∈ R
and we have λ˜‖v˜‖ = 〈M−1(λv), v˜/‖v˜‖〉 = (λ/‖v˜‖) · 〈v, v〉. Finally, in order to check that
Dvf,n(z, ρ) = D
v˜
f˜ ,n
(M−1z,M−1ρ) let z ∈ Rd. Then
Dv˜
f˜ ,n
(M−1z,M−1ρ) = 〈F˜n(M−1z)−M−1z − nM−1ρ, v˜〉
= 〈M−1 ◦ Fn(z)−M−1z − nM−1ρ,M tv〉
= 〈Fn(z)− z − nρ, v〉 = Dvf,n(z, ρ) .
(c) Choose integer vectors wk+1, . . . , wd such that span(w1, . . . , wd) = Rd. Then |det(w1, . . . , wd)| ≥
2 if and only if Conv×(w1, . . . , wd) contains an integer vector. In this case we replace one of the
vectors wk+1, . . . , wd by an integer vector in Conv×(w1, . . . , wd) such that the new set of vectors
still spans Rd. This reduces the absolute value of the determinant, and after a finite num-
ber of steps we arrive at det(w1, . . . , wd) = ±1. Replacing wd by −wd if necessary we obtain
det(w1, . . . , wd) = 1.
3 Rotation subsets on the universal cover
Throughout this section, we suppose that G is the lift of a toral homeomorphism g ∈ Homeo0(T2),
Û ⊆ R2 is bounded and connected and G(Û) ∩ Û 6= ∅. Further, we assume that λ 6= 0 and v ∈ R2∗.
In order to control the whole rotation set by using assumptions on ρÛ (G), we proceed in several
steps. The first is to obtain some information about the extremal points of the rotation set.
Lemma 3.1. Suppose ρÛ(G) = Lλ,v[a, b]. Then all extremal points of ρ(G) belong to Cv[a, b].
Proof. Suppose that λ > 0. (Otherwise we replace v by −v.) Performing a linear change of
coordinates via Lemma 2.4 if necessary we may assume that
(3.1) pi1(Lλ,v[a, b]) ⊆ (0,∞) ,
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such that in particular C+v [a, b]\{0} ⊆ (0,∞)×R. Further, we may assume that Û intersects {0}×R,
otherwise we replace it by an integer translate and/or one of its iterates.2 Let V :=
⋃
n∈N0
Gn(Û).
As G(Û) ∩ Û 6= ∅, the set V is connected. We claim that for sufficiently large l ∈ N the integer
translate V − (0, l) is disjoint from V . In order to see this let r := supz∈Û ‖z‖. Due to (3.1) and
Lemma 2.1 only a finite number of iterates of Û intersect [−r, r] × R. Therefore V and Û − (0, l)
are disjoint for large l. Hence, if the orbit of Û − (0, l) intersects V then it must first intersect
Û . However, by the same argument the orbit of Û − (0, l) can only intersect a finite number of its
vertical integer translates, such that for sufficiently large l we have V ∩ [V − (0, l)] = ∅ as required.
Now let y1 = inf{y ∈ R | (0, y) ∈ V − (0, l)}, y2 = sup{y ∈ R | (0, y) ∈ V } and define W as the
union of V , V − (0, l) and the vertical arc from (0, y1) to (0, y2). Let Y be the unique connected
component of R2 \W which is unbounded to the left and A = R2 \ Y .
y2
V
Û
Û−(0,l)
y1
V−(0,l)
A
Y
BR(C
+
v [α, β])
Figure 2: Construction of the sets W on the left and A on the right.
The following three remarks about these objects will be helpful. First, as ρÛ(G) ⊆ Lλ,v[a, b]
and λ > 0, we have that for all α < a and β > b there exists a constant R = R(α, β) > 0 such that
(3.2) A ⊆ BR(C
+
v (α, β)) .
Secondly, due to the definition of W , its connectedness and (3.1), the set Z := (R+ × R) \ A =
(R+ × R) ∩ Y consists of exactly two connected components. These can be defined as follows. Fix
any ζ0 ∈ Y with pi1(ζ0) < 0. For any ζ ∈ Z, there is a path γζ in Y from ζ to ζ0. Let yζ be the
second coordinate of the first point in which γζ intersects the vertical axis. The fact whether yζ
lies below y1 or above y2 does not depend on the choice of the path, since this would contradict the
connectedness of W . Hence, Z− = {ζ ∈ Z | yζ < y1} and Z
+ = {ζ ∈ Z | yζ > y2} form a partition
of Z into two connected components.
Thirdly, there holds R+ × R ⊆
⋃
k∈NA + (0, kl). Consequently, for any m ∈ N the set A ∩
pi−11 [m,m+ 1) contains a fundamental domain of T
2, that is, pi(A ∩ pi−11 [m,m+ 1)) = T
2.
It is important to note, however, that A is not G-invariant. Yet, in order to obtain control over
the full rotation set via A we will need to ensure that orbits ‘moving to the right’ become ‘trapped’
in A (or one of its integer translates). Hence, the following statement is crucial for our purposes.
Claim 3.2. There exists a constant K > 0 such that z ∈ A ∩ pi−11 [K,∞) implies G
±1(z) ∈ A.
Proof. We show that there exists a constant K′ > 0 such that z ∈ Z ∩ pi−11 [K
′,∞) implies
G±1(z) ∈ Z. If we let
(3.3) M := sup
z∈R2
‖G(z)− z‖ = sup
n∈R2
‖G−1(z)− z‖ ,
then for any z ∈ pi−11 [K
′ +M,∞) this means that G±1(z) ∈ Z implies z ∈ Z and hence z ∈ A
implies G±1(z) ∈ A. Thus we can choose K = K′ +M .
2Note that by assumption
⋃
n∈N0
Gn(Û) is connected and pi1 ◦Gn(Û ) goes to ∞ as n→∞ due to (3.1).
Hence, one of the iterates of Û has to intersect an integer vertical {m} × R.
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From (3.1) and Lemma 2.1 we deduce that there exists n0 ∈ N such that pi1 ◦ Gn(Û) ⊆
(4M,∞) ∀n ≥ n0. Let K
′ > 0 such that for all j ≤ n0 there holds pi1 ◦G
j(Û) ⊆ [0,K′). Then we
have
(3.4) pi1 ◦G
n(Û) ∩ [K′,∞) 6= ∅ ⇒ pi1 ◦G
k(Û) ∩ [0, 4M ] = ∅ ∀k ≥ n .
The same statement applies to Û + (0, l). Due to (3.2) there exists C > 0 such that
B := [0, 4M ]× [C −M,∞) ⊆ Z+ .
Let z∗ = (3M,C) and fix z ∈ Z+ with pi1(z) ≥ K
′. Then, since Z+ is open and connected,
there is a simple path γ : [0, 1] → Z+ from z to z∗. We claim that γ can be chosen such that
its image is contained in Z+ ∩ pi−1[3M,∞). Suppose not and let t0 := min{t ∈ [0, 1] | γ(t) ∈ B}
and Γ = {γ(t) | t ∈ [0, t0]}. Then Γ divides the set ([0, pi1(z)]× R) \ B into exactly two connected
components D+ and D− that are unbounded above, respectively below. Now, if W does not
D+
z
D
A
−
B
z*
Figure 3: The domains D− and D+.
intersect D+ ∩pi−11 [0, 4M) then D
+ ∩pi−11 [0, 4M) ⊆ Z
+, and it is easy to see that in this case either
γ does not intersect pi−11 [0, 3M) or we can modify it to that end. Otherwise, there must be some
k ∈ N such that Gk(Û) or Gk(Û) − (0, l) intersects D+ ∩ pi−11 [0, 4M). However, since Û intersects
D− and the set
⋃k
i=0G
i(Û) is connected, this implies that there must be some n ≤ k such that
pi1 ◦G
n(Û) intersects [pi1(z),∞) ⊆ [K
′,∞). This contradicts (3.4).
Summarising, we have found a path γ from z to z∗ which is contained in Z+ ∩ pi−11 [3M,∞). In
particular, γ is contained in the complement of W . Consequently, the path G◦γ is contained in the
complement of G(W ). At the same time, it is also contained in pi−11 [2M,∞). However, it follows
from the construction of W and the definition of M that G(W )∩ pi−11 [2M,∞) =W ∩ pi
−1
1 [2M,∞).
Hence, the path G ◦ γ is contained in the complement of W as well. Furthermore, it joins G(z) to
the point G(z∗). Since the latter is contained in B ⊆ Z+, this implies that G(z) is equally contained
in Z+. When z ∈ Z− the argument is similar. In the same way one can show that G−1(z) ∈ Z,
and this proves the claim. ◦
In order to complete the proof of Lemma 3.1, suppose that ρ is an extremal point of ρ(G) which
is not contained in Cv[a, b]. By performing a linear change of coordinates again if necessary, we
may assume that pi1(ρ) > 0.
3 Since ρ is realised by an ergodic invariant measure [1, Corollary 3.5],
there exists a point z0 ∈ R2 with
(3.5) lim
n→∞
(Gn(z0)− z0)/n = ρ .
3Choose a basis of integer vectors w1, w2 with det(w1, w2) = 1 such that both w1 and ρ lie to the right of
the oriented line Rw2 and w2 /∈ Cv[a, b] (the latter ensures that (3.1) remains valid.) Then apply Lemma 2.4.
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Let zn = G
n(z0) and O
+(z0) = {zn | n ≥ 0}. Then, due to (3.5), for every γ < 0 < δ there exists
R˜ > 0 such that O+(z0) ⊆ z0 + BR˜(C
+
ρ [γ, δ]). If γ, δ are chosen sufficiently close to 0 and α, β in
(3.2) are sufficiently close to a and b then BR(Cv[α, β])∩(z0 +BR˜(Cρ[γ, δ])) is bounded (recall that
ρ is not contained in Cv[a, b]). Further, by replacing z0 with an integer translate if necessary, we
may assume that z0 ∈ A and pi1(z0) ≥ K + R˜, where K is chosen as in Claim 3.2. If follows that
pi1(zn) ≥ K and hence zn ∈ A ∀n ∈ N. Consequently O+(z0) ⊆ BR(Cv[α, β]) ∩ (z0 +BR˜(Cρ[γ, δ]))
such that O+(z0) is bounded, contradicting (3.5). Hence, all extremal points of ρ(G) must be
contained in Cv[a, b].
In the opposite way, information about the extremal points of ρ(G) allows to draw conclusions
about the behaviour of the iterates of Û .
Lemma 3.3. Suppose that ρÛ (G) = Lλ,v[a, b], γ ∈ [a, b] and ρ ∈ Cv[γ, γ] is an extremal point of
ρ(G). Then given any ε > 0 there exists N ∈ N such that Gn(Û) ∩ C+v (γ − ε, γ + ε) 6= ∅ ∀n ≥ N .
Proof. As in the proof of Lemma 3.1 we assume λ > 0, pi1(v) > 0 and C
+
v [a, b]\{0} ⊆ (0,∞)×R.
Let l be the integer in the definition of the set A above and define Û ′ := Û ∪ [Û − (0, l)]. Suppose
for a contradiction that Gn(Û) ∩ C+v (γ − ε, γ + ε) = ∅ for infinitely many n ∈ N. Slightly reducing
ε if necessary, we may assume that Gn(Û ′) ∩ C+v (γ − ε, γ + ε) = ∅ for infinitely many n ∈ N. We
M
R
ρ
A
Cv[a, b]
z
Large deviations
D
ρ⊥
nz (z, ρ) ≥ snz
sn
z
Figure 4: Strategy for the proof of Lemma 3.3: The existence of large ’lacunae’ in the set A (with
blue boundary) forces orbits inside A to deviate far from the line Rρ. In particular, this is true for
almost all orbits w.r.t. the measure µ realising the rotation vector ρ ∈ Ex(ρ(G)). This leads to a
contradiction with Lemma 2.3.
first consider the case where 〈ρ〉v > 0, such that ρ ∈ C
+
v [a, b] by Lemma 3.1.
Due to Lemma 2.1 the fact that ρÛ (G) ⊆ Lλ,v implies that 〈G
nz〉v /n converges uniformly to λ
on Û ′ as n→∞. Hence, for any δ > 0 there exists N(δ) ∈ N such that
(3.6) Gn(Û ′) ⊆ Sv[(1− δ)nλ, (1 + δ)nλ] ∀n ≥ N(δ) .
As pi1(v) > 0, this implies that inf pi1(G
n(Û ′)) → ∞ as n → ∞. Therefore (3.2) yields that
for given α < a and β > b and sufficiently large n there holds Gn(Û ′) ⊆ C+v [α, β] (apply (3.2)
with α˜ ∈ (α, a) and β˜ ∈ (b, β) to get rid of the constant R). Consequently, if n is large then
Gn(Û ′)∩C+v (γ− ε, γ+ ε) = ∅ implies G
n(Û ′) ⊆ C+v [α, γ− ε] or G
n(Û ′) ⊆ C+v [γ+ ε, β]. We assume
that Gn(Û ′) ⊆ C+v [α, γ − ε] for infinitely many n ∈ N, the other case is symmetric.
Since ρ ∈ Ex(ρ(G)), there exists an ergodic measure µ with ρµ(F ) = ρ [1, Corollary 3.5]. Let
Ω ⊆ T2 be such that g(Ω) = Ω, µ(Ω) = 1 and
(3.7) lim
n→∞
(Gn(z)− z)/n = ρ ∀z ∈ pi−1(Ω) .
We will show that, in contradiction to Lemma 2.3, for some s > 0 there holds
(3.8) ∀z ∈ Ω ∃nz ∈ N : D
−ρ⊥
nz (z, ρ) ≥ snz .
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In order to do so, fix z ∈ Ω. Let A be as in the proof of Lemma 3.1. Due to (3.7) there exists a lift
z0 ∈ A of z such that pi1(zn) ≥ K ∀n ∈ N, where zn = Gn(z0) and K is chosen as in Claim 3.2.
Consequently Claim 3.2 implies that
(3.9) zn ∈ A ∀n ∈ N .
Due to (3.6) and the fact that M defined in (3.3) is finite, there exists η > 0 and N1 ∈ N such that
for any n ≥ N1 there holds
(3.10) Gn(Û ′) ⊆ C+v [α, γ − ε] ⇒ G
k(Û ′) ⊆ C+v [α, γ − ε/2] ∀k ∈ [(1− η)n, (1 + η)n] .
Now, choose δ in (3.6) sufficiently small, such that (1+ δ)(1− η) < 1 < (1− δ)(1+ η). Then choose
N2 ∈ N such that for all n ≥ N2 there holds
[λn−M,λn+M ] ⊆ [(1 + δ)(1− η)λn, (1− δ)(1 + η)λn] ,(3.11)
λn−M ≥ M ·N(δ) · ‖v‖+ sup
〈
Û ′
〉
v
.(3.12)
Suppose n ≥ N3 := max{N(δ)/(1 − δ), N1, N2} and G
n(Û) ⊆ C+v [α, γ − ε]. Then by combining
(3.6) and (3.10)–(3.12) we obtain that
(3.13) Gk(Û ′) ∩ Sv(λn−M,λn+M) ⊆ C
+
v [α, γ − ε/2] ∀k ∈ N .
(Treat the cases k ≤ N(δ), k ∈ (N(δ), (1−η)n) and k ≥ (1+η)n separately to show that for all such
k the set Gk(Û) does not intersect Sv(λn−M,λn+M) and then use (3.10) for the remaining k.)
This means in particular that
(3.14) A ∩ Sv(λn−M,λn+M) ⊆ C
+
v [α, γ − ε/2] ∀n ≥ N3 : G
n(Û) ⊆ C+v [α, γ − ε] .
Now, as Rρ = Cv[γ, γ] exist constants r > 0 and N4 ≥ N3 such that
(3.15) 〈z′ − z0〉ρ⊥ ≤ −rn ∀n ≥ N4, z
′ ∈ Sv(λn−M,λn+M) ∩ C
+
v [α, γ − ε/2] .
Further, since z and its lift z0 are fixed and due to (3.7) (applied to z0) there exist constants
N5 = N5(z) ≥ N4 and c > 0, with c only depending on ρ, γ and ε, such that
(3.16) ∀n ≥ N5 ∃nz ≤ cn : znz ∈ Sv(λn−M,λn+M)
(Note that the orbit of z0 has to pass through Sv[λn−M,λn+M ] by definition of M , and due to
(3.7) this happens approximately at time nλ/ 〈ρ〉v.) Choose n ≥ N5 with G
n(Û) ⊆ C+v [α, γ − ε].
Let nz be as in (3.16). Since znz ∈ A by (3.9), we obtain 〈znz − z0〉ρ⊥ ≤ −rn from (3.14) and
(3.15). Thus, if s = r/c then D−ρ
⊥
nz (z, ρ) ≥ snz. Since z ∈ Ω was arbitrary, this proves (3.8).
Finally, if 〈ρ〉v < 0 then we can proceed in the same way by regarding the inverse of G. Due to
the symmetry in the statement of Claim 3.2 we obtain that for a suitable lift z0 of z ∈ Ω the whole
backwards orbit of z0 remains in A, and the remaining argument is exactly the same as before.
Corollary 3.4. Suppose ρÛ (G) = Lλ,v[a, b] with a < b. Then there exist constants c > 0 and
N ′ ∈ N such that
(3.17) sup
z∈Û
〈Gn(z)〉v⊥ − inf
z∈Û
〈Gn(z)〉v⊥ > cn ∀n ≥ N
′ .
Proof. As Lλ,v[a, b] = ρÛ (G) ⊆ ρ(G), the set ρ(G) must have at least two linearly independent
extremal points ρ1, ρ2 6= 0. Due to Lemma 3.1 these are contained in Cv[a, b], such that ρ1 ⊆
Cv[γ1, γ1] and ρ2 ∈ Cv[γ2, γ2] for some γ1 6= γ2 ∈ R. The statement now follows from Lemma 3.3
together with the fact that inf〈Gn(Û)〉v →∞ as n→∞.
We can now describe two situations in which the rotation subset of Û determines the whole
rotation set completely, or at least forces it to be contained in a line segment.
Lemma 3.5. Suppose ρÛ(G) = Lλ,v[a, b] with a < b. Then ρ(G) = Lλ,v[a, b].
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Proof. Due to Lemma 3.1, it suffices to show ρ(G) ⊆ Lλ,v. Suppose for a contradiction that
ρ(G) * Lλ,v. Then there exists an extremal point ρ ∈ Ex(ρ(G)) \ Lλ,v. We assume w.l.o.g. that
‖v‖ = 1 and 〈ρ〉v > λ. Since ρ is realised by an ergodic measure, there exists z0 ∈ R
2 with
limn→∞(zn − z0)/n = ρ, where zn = G
n(z0) as above. Fix η > 0 and k0 ∈ N such that
(3.18) 〈zk − z0〉v > (1 + η)λk ∀k ≥ k0 .
Further, fix δ > 0 such that
(3.19) δ (1 + 15M/c) < η ,
with M defined by (3.3) and c as in Corollary 3.4. Choose n0 ∈ N such that
Gn(Û) ⊆ Sv[(1− δ)λn, (1 + δ)λn] ∀n ≥ n0 and(3.20)
δλn0 ≥ 2 .(3.21)
Then choose k ≥ k0 and n ≥ n0 such that
(3.22) (4M + 2)k ≤ cn ≤ 5Mk .
Γ2
kM Gn(Û)
zk
≥2kM+2 z0 G
k(Γ)
Γ0
kM
≥ (1− 2δ)λn Γ1 ≤ (1 + δ)λn
v
Figure 5: Proof of Lemma 3.5: The slow movement of the curve Γ impedes a faster movement of
the point z0 under iteration.
Due to Corollary 3.4 there exists a simple arc Γ0 ⊆ G
n(Û) with endpoints ζ1, ζ2 ∈ G
n(Û) such
that 〈ζ2 − ζ1〉v⊥ > cn and Γ0 ⊆ Sv⊥ [〈ζ1〉v⊥ , 〈ζ2〉v⊥ ]. Let Γ1 and Γ2 be properly embedded half-lines
(proper images of R+) which join ζ1, respectively ζ2, to infinity and satisfy
(3.23) Γi \ {zi} ∩ Sv⊥ [〈ζ1〉v⊥ , 〈ζ2〉v⊥ ] = ∅ .
Let the properly embedded line Γ = Γ0∪Γ1∪Γ2 be oriented in the direction from ζ1 to ζ2 and denote
by W the connected component of R2 \ Γ to the left of Γ. Then, since Γ0 ⊆ Gn(Û) by assumption
and due to (3.20) and (3.23), W contains the set Sv(−∞, (1− δ)λn]∩Sv⊥[〈ζ1〉v⊥ , 〈ζ2〉v⊥ ]. Further,
due to (3.21) and (3.22) the set
(3.24) W0 = Sv[(1− 2δ)λn, (1− δ)λn] ∩ Sv⊥ [〈ζ1〉v⊥ + 2kM, 〈ζ2〉v⊥ − 2kM ]
is a rectangle whose side-lengths are greater than 2. Hence W0 contains a fundamental domain of
T2 and by replacing z0 with an integer translate if necessary we may assume z0 ∈W0. This implies
in particular that 〈z0〉v ≥ (1− 2δ)λn. Now, there holds
(3.25) zk ∈ G
k(W ) ∩ Sv⊥ [〈ζ1〉v⊥ + kM, 〈ζ2〉v⊥ − kM ] .
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However, due to (3.20) and (3.23) we have
(3.26) Gk(W ) ∩ Sv((1 + δ)λ(n+ k),∞) ∩ Sv⊥ [〈ζ1〉v⊥ + kM, 〈ζ2〉v⊥ − kM ] = ∅ ,
such that zk ∈ Sv(−∞, (1 + δ)λ(n + k)]. Thus, using (3.22) and (3.19) we obtain 〈zk − z0〉v ≤
(1 + δ)λ(n+ k)− (1− 2δ)λn < (1 + η)λk, in contradiction to (3.18).
More or less along the same lines we obtain the following.
Lemma 3.6. Suppose ρÛ(G) ⊆ R · v is a line segment of positive length. Then ρ(G) ⊆ R · v.
Proof. Suppose for a contradiction that ρ(G) * R · v and assume withhout loss of generality
that there exists ρ ∈ Ex(ρ(G)) with σ := 〈ρ〉v⊥ > 0. Then as above, there exists a point z0 ∈ R
2
with limn→∞(zn − z0)/n = ρ, where zn = G
n(z0). Hence, there exists an integer N ≥ 1 such that
(3.27) 〈zn − z0〉v⊥ > nσ/2 ∀n ≥ N .
Let av and bv be the endpoints of ρU (G), with a < b. Then by definition of ρÛ(G) in (1.2) and
due to the connectedness of
⋃m
j=0G
j(Û), there are infinitely many m ∈ N such that there exists a
simple arc Γ0 ⊆
⋃m
j=0G
j(Û) with endpoints ζ1 and ζ2 such that
(3.28) 〈ζ2 − ζ1〉v ≥ m(b− a)/3 .
Of course, we may assume Γ0 ⊆ Sv[〈ζ1〉v , 〈ζ2〉v ]. Further, given any δ > 0 there exists m0 ∈ N such
that for all m ≥ m0 we have
(3.29) Gn(Γ0) ⊆
n+m⋃
j=0
Gj(Û) ⊆ Sv⊥ [−δ(m+ n), δ(m+ n)] ∀n ∈ N .
Now, fix δ > 0 such that
(3.30) 4δ/(σ − 2δ) < (b− a)/12
and choose m ≥ m0 such that there exists an integer n0 ≥ N with
(3.31) n0 ∈
[
4δm+ 4
σ − 2δ
,
m(b− a)− 6
12M
]
.
Let Γ1 and Γ2 be properly embedded half-lines such that Γi joins ζi to infinity and Γi\{ζi} is disjoint
from Sv[〈ζ1〉v , 〈ζ2〉v ]. Let Γ = Γ0 ∪Γ1 ∪Γ2 be oriented in the direction from ζ1 to ζ2. Denote by W
the connected component of R2 \Γ to the right of Γ. Then W0 = Sv[〈ζ1〉v +2n0M, 〈ζ2〉v − 2n0M ]∩
Sv⊥ [−δm − 2,−δm) ⊆ W contains a fundamental domains of T
2. (Note that due to (3.28) and
(3.31) there holds 〈ζ2〉v − 〈ζ1〉v ≥ 4n0M + 2.) Replacing z0 by an integer translate if necessary, we
may therefore assume z0 ∈ W0. It follows that
(3.32) zn0 ∈ G
n0(W ) ∩ Sv[〈ζ1〉v + n0M, 〈ζ2〉v − n0M ] .
However, due to (3.29) and the choice of Γ the set Gn0(W ) is disjoint from Sv[〈ζ1〉v +n0M, 〈ζ2〉v −
n0M ] ∩ Sv⊥(δ(m+ n0),∞), such that
(3.33) 〈zn0 − z0〉v⊥ ≤ δ(2m+ n0) + 2 .
However, from (3.31) we obtain that δ(2m+n0)+2 ≤ n0σ/2, such that (3.33) contradicts (3.27).
4 Proof of the main results
The following basic observation will be used in the proof of Theorem 1.1. Recall that ϕn(z) =
(Fn(z)− z)/n.
Lemma 4.1. Suppose F is a lift of f ∈ Homeo0(Td) and U ⊆ Td is open, connected, bounded and
recurrent. Further, assume that ρU (F ) = S ⊆ R ·v is a line segment with 0 /∈ S and v, v′ are linearly
independent. Let Û be a connected component of pi−1(U). Then there exists p ∈ N and w ∈ Z2
linearly independent of v′ such that
(4.1)
(
F p(Û)−w
)
∩ Û 6= ∅ .
In particular, if v is not the scalar multiple of an integer vector then there exist infinitely many
pairs (pi, wi) with pairwise independent integer vectors wi that satisfy (4.1).
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Proof. Choose ε > 0 such that B2ε(ρU (F )) = B2ε(S) is disjoint from Rv′. As Û is bounded, there
exists n0 ∈ N such that
1
n
(
Fn(Û)− Û
)
⊆ Bε(ϕn(Û)) ∀n ≥ n0.
(Here A−B = {z − z′ | z ∈ A, z′ ∈ B}.) Due to Lemma 2.1 we may further assume, by increasing
n0 if necessary, that
ϕn(Û) ⊆ Bε(ρU(F )) ∀n ≥ n0 .
We thus obtain (
Fn(Û)− Û
)
∩ Rv′ = ∅ ∀n ≥ n0 .
Now, since U is recurrent, there exists p ≥ n0 with f
p(U) ∩ U 6= ∅ and hence an integer vector w
with
(
F p(Û)−w
)
∩ Û 6= ∅. As w belongs to Fn(Û)− Û it must be linearly independent of v′.
Proof of Theorem 1.1. We start with (b) and (c) and prove (a) at the end.
(b) Let f, F, U and S = ρU (F ) be as in the statement of the theorem. Let Û be a connected com-
ponent of pi−1(U). We first assume that the line passing through S does not contain any rational
points. Since U is non-wandering, there exists p ∈ N and w ∈ Z2 such that
(
F p(Û)− w
)
∩Û 6= ∅.
Let G = F p −w. Then ρÛ (G) = pS −w = Lλ,v[a, b] for some λ ∈ R, v ∈ R
2
∗ and a < b. Further,
the line Lλ,v contains no rational points either and therefore λ 6= 0. Hence g = f
p, G and Û satisfy
the assumptions of Lemma 3.5 and we obtain ρ(G) = Lλ,v[a, b] and thus ρ(F ) = (ρ(G)+w)/p = S .
It remains to treat the case where the line passing through S has irrational slope and contains a
single rational point. We choose Û and G as above and again have ρÛ(G) = Lλ,v[a, b] for some
λ ∈ R, v ∈ R2∗ and a < b. If λ 6= 0, then we can proceed exactly as before. However, this time
we may have λ = 0 since Lλ,v may pass through 0. In this case Lemma 4.1 yields the existence
of a pair p˜ ∈ N and w˜ ∈ Z2 such that w˜ and w are linearly independent and G˜(Û)∩ Û 6= ∅, where
G˜ = F p˜ − w˜. Then
ρÛ (G˜) = p˜ · ρÛ (F )− w˜ = p˜ ·
(
ρÛ (G) + w
p
)
− w˜ ⊆ L0,v +
(
p˜
p
· w − w˜
)
As w and w˜ are linearly independent there holds p˜
p
·w−w˜ 6= 0. At the same time, this vector is not
in L0,v = {v}
⊥ since the only rational vector contained in this line is 0. Therefore ρÛ (G˜) = Lλ˜,v
for some λ˜ 6= 0 and we can apply Lemma 3.5 to g˜ = f p˜, G˜ and Û to obtain ρÛ (F ) = S as before.
(c) Suppose ρU (F ) = {ρ} with ρ irrational. As above, we choose p ∈ N, w ∈ Z2 and G = F p − w
such that G(Û) ∩ Û 6= ∅. Then ρÛ (G) = {pρ − w} = L1,pρ−w[0, 0]. By Lemma 3.1 all extremal
points of ρ(G) are contained in Cpρ−w[0, 0] = R · (pρ− w) and hence ρ(G) ⊆ R · (pρ− w). This
implies ρ(F ) ⊆ R · (ρ− w/p) + w/p =: A1.
Due to Lemma (4.1) we can repeat this argument with a second pair p˜ ∈ N and w˜ ∈ Z2, with w˜
linearly independent of w, and obtain ρ(F ) ⊆ R · (ρ− w˜/p˜) + w˜/p˜ =: A2. It follows that ρ(F ) is
contained in the intersection of the two lines A1 and A2, which is equal to {ρ}. (Note that as ρ
is irrational and the vectors w/p and w˜/p˜ are both rational and linearly independent, the vectors
ρ− w/p and ρ− w˜/p˜ are linearly independent as well.)
(a) Due to (a) and (b), it only remains to treat the two cases where ρU (F ) is either a line segment of
positive length containing a rational vector or ρU (F ) is reduced to a single semi-rational vector.
The second case is treated exactly as in (b), the only difference is that we cannot necessarily
repeat the argument with a second w˜ to conclude that ρ(F ) is a singleton.
Hence, suppose that ρU (F ) ⊆ R · v is a line segment of positive length and ρU (F ) contains a
rational. By going over to a suitable iterate, we may assume w.l.o.g. that 0 ∈ ρU (F ). Again,
there exists a pair p ∈ N and w ∈ Z2 such that G(Û) ∩ Û 6= 0, where G = F p − w. We have
ρÛ (G) ⊆ Lλ,v⊥ with λ := 〈w〉v⊥ . If λ 6= 0, then Lemma 3.5 implies that that ρ(G) = ρÛ (G) and
hence ρ(F ) = ρU (F ). If λ = 0, such that ρÛ(G) ⊆ R · v, then Lemma 3.6 implies ρ(G) ⊆ R · v,
such that we obtain ρ(F ) = ρ(G)/p ⊆ R · v as well.
Proof of Theorem 1.3. Suppose U ⊆ T2 is open, bounded and connected. As f in non-wandering,
U is also recurrent. Suppose Conv(ρU (F )) has empty interior, that is, ρU(F ) is contained in a line.
Then Theorem 1.1 implies that ρU (F ) is reduced to a single rational vector. By going over to a
suitable iterate, we may assume ρU(F ) = {0}. Let D := {z ∈ T2 | ∃ε > 0 : ρBε(z)(F ) = 0} and note
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that U ⊆ D. Let D denote the connected component of D that contains U . Since D is f -invariant
and f is non-wandering, D is periodic with period p for some p ∈ N.
We claim that D contains no essential simple closed curve. In order to see this, suppose for a
contradiction that the curve γ ⊆ D is essential with homotopy vector v ∈ Z2∗. Let Γ be a connected
component of pi−1(γ). Then Γ is a properly embedded line that remains in a bounded distance
of R · v. Furthermore, due to compactness γ ⊆ D is covered by a finite number of open sets Ui
with ρUi(F ) = {0}, which implies ργ(F ) = {0}. However, this clearly contradicts the existence of
rotation vectors ρ with 〈ρ〉v 6= 0 in ρ(F ). (Compare, for example, the proof of Lemma 3.6.)
In a similar way, we see that D is simply-connected. If Γ ⊆ pi−1(D) is a closed Jordan curve,
then by compactness we obtain ρΓ(F ) = {0}. Consequently the Jordan domain J(Γ) bounded by J
has rotation subset ρJ(Γ)(F ) = {0} and therefore belongs to pi
−1(D) as well. Thus D is the required
fp-invariant topological disk. Finally, as D is homeomorphic to R2, the restriction fp|D defines a
plane homeomorphism. Since fp|D is non-wandering, it must have a fixed point. (This follows, for
example, from the Brouwer Plane Translation Theorem or from Franks Lemma [11]).
Proof of Proposition 1.5.
(a) Suppose f ∈ Homeo0(T2) is non-wandering, F is a lift and z ∈ C(f) is 12 -Lyapunov stable.
Choose δ > 0 such that fn(Bδ(z)) ⊆ B 1
2
(fn(z)) ∀n ∈ N. Let z0 ∈ R2 be a lift of z and
Û := Bδ(z0). Then F
n(Û) ⊆ B 1
2
(Fn(z0)) ∀n ∈ N, in particular diam
(
Fn(Û)
)
≤ 1.
Since f is non-wandering U is recurrent, such that there exist infinitely many pairs (p,w) ∈
N × Z2 with
(
F p(Û)−w
)
∩ Û 6= ∅. The latter implies F p(Û) ⊆ B1+δ(z0 + w). Further, as(
Fnp(Û)− w
)
∩ F (n−1)p(Û) 6= ∅ ∀n ∈ N, we obtain by induction that
Fnp(Û) ⊆ Bn+δ(z0 + nw) ∀n ∈ N .
However, this implies ρÛ (F ) ⊆ B 1
p
(w), such that diam(ρÛ (F )) ≤ 1/p. As p can be chosen
arbitrarily large we obtain diam(ρÛ (F )) = 0, in contradiction to z ∈ C(f).
(b) Suppose f is area-preserving, U is a connected and bounded neighbourhood of z ∈ C(f) and Û
is a connected component of pi−1(U). Birkhoffs Ergodic Theorem implies that Lebesgue-almost
every point z′ ∈ Û has a rotation vector ρ(F, z′) = limn→∞ (F
n(z′)− z′) /n (that is, the limit
exists). If limn→∞ diam
(〈
Fn(Û)
〉
v
)
/n = 0 this implies ρÛ (F ) ⊆ Lλ,v with λ = 〈ρ(F, z
′)〉v,
contradicting z ∈ C(f).
5 A parameter family of Misiurewicz-Ziemian type
Examples of a toral homeomorphisms, homotopic to the identity, whose rotation set has non-empty
interior were introduced by Misiurewicz and Ziemian [3] via lifts of the form
(5.1) F (x, y) = (x+ ψ2(y + ψ1(x)), y + ψ1(x)) ,
with continuous and 1-periodic functions ψi : R → R, i = 1, 2. When ψ1(0) = ψ2(0) = 0 and
ψ1(
1
2
) = ψ2(
1
2
) = 1, it can be easily checked that the points (0, 0), ( 1
2
, 0), (0, 1
2
) and ( 1
2
, 1
2
) are fixed
under the induced map f ∈ Homeo0(T2) and have rotation vectors (0, 0), (0, 1), (1, 0) and (1, 1),
respectively. Since the rotation set ρ(F ) is convex, it contains the square [0, 1]2. More or less the
same type of examples was proposed independently by Llibre and MacKay in [5].
In order to give a smooth example, we slightly modify this structure and let ψ1(x) = α sin(2pix)
and ψ2(y) = β sin(2piy) to obtain the parameter family
(5.2) Fα,β(x, y) = (x+ β sin(2pi(y + α sin(2pix))), y + α sin(2pix)) .
We denote the toral diffeomorphisms induced by these lifts by fα,β . We note that fα,β is area-
preserving for all α, β ∈ R and hence, in particular, non-wandering.
For F∗ = F 1
2
, 1
2
, the points ( 1
4
, 0), (0, 1
4
), ( 3
4
, 0) and (0, 3
4
) are 2-periodic with rotation vectors
(0, 1
2
), ( 1
2
, 0), (0,− 1
2
) and (− 1
2
, 0). The rotation set ρ(F∗) therefore contains the square Q = {(x, y) |
|x| + |y| ≤ 1
2
} spanned by these vectors. Hence, the toral diffeomorphism f∗ = f 1
2
, 1
2
induced by
F∗ satisfies all the assumptions of Theorem 1.1. Furthermore, this remains true for all (α, β) in a
neighbourhood of ( 1
2
, 1
2
). The reason is that when the rotation set has non-empty interior, then it
depends continuously on the toral homeomorphism in the C0-topology [3].
14 T. Ja¨ger
The points ( i
4
, j
4
) with i, j = 1, 3 are 2-periodic for f∗ and have rotation vector (0, 0). The phase
portrait of f∗ in Figure 1
4 clearly suggests that these points are surrounded by (star-shaped) elliptic
islands. Since the differential DF 2∗ in these points is the identity matrix, it is difficult to establish
the existence of elliptic islands in a rigorous way by the application of standard KAM-results5, and
we shall not further pursue this issue here. Yet, the pictures obtained by simulations show typical
features of a KAM-type elliptic region, with invariant curves prevalent in the centre and at least
one clearly visible instability zone towards the boundary (Figure 6).
Figure 6: Enlargement of the elliptic island around ( 1
4
, 1
4
) in Figure 1. Left: 20000 iterates of the
starting points (0.253+ i ·0.00455) · (1, 1), i = 1, . . . , 10. Right: 100000 iterates of the starting point
0.298429 · (1, 1) in the instability region. )
Instead, we want to close by briefly discussing some of the symmetries present in Figure 1. The
picture is invariant under the rotation with angle pi/2 around the point ( 1
2
, 1
2
), which is given by
the map R(x, y) = (−y, x) on the torus. However, f∗ is not conjugate to itself by R. The reason
why this symmetry nevertheless appears is the fact that R conjugates f∗ to its inverse, that is,
R−1 ◦ f∗ ◦R = f
−1
∗ , and for the visualisation of elliptic islands it does not make any difference if f∗
is replaced by f−1∗ . This remains true for fα,α for all α, since
(5.3) R−1 ◦ fα,α ◦R = f
−1
α,α ∀α ∈ R .
Two symmetries conjugating fα,β to itself, for all α, β ∈ R, are the rotation S(x, y) = (−x,−y) with
angle pi and the map T (x, y) = (x+ 1
2
,−y+ 1
2
), which is the reflexion along the x-axis composed with
the shift by ( 1
2
, 1
2
). This implies that if the points ( i
4
, j
4
) with i, j = 1, 3 are surrounded by elliptic
islands, then these are all isometric to each other, but the isometries are orientation-reversing if
(i, j) and (i′, j′) are such that i = i′ or j = j′. When α = β the additional symmetry given by R
implies that the elliptic islands are self-symmetric. For the island surrounding ( 1
4
, 1
4
) the symmetry
axis is L = {(x, y) | x+ y = 1
2
}, for the others it is the respective image of L under Ri, i = 1, 2, 3.
When α 6= β this self-symmetry of the elliptic islands breaks down since (5.3) does not hold
anymore. With a slight adjustment of the parameters and some imagination in the Rorschach test
below, this allows to return to a more aquatic environment (Figure 7).
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