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Abstract— In this paper, we investigate the stabilization of
a nonlinear plant subject to network constraints, under the
assumption of partial knowledge of the plant state. The event
triggered paradigm is used for the observation and the control
of the system. Necessary conditions, making use of the ISS
property, are given to guarantee the existence of a triggering
mechanism, leading to asymptotic convergence of the observer
and system states. The proposed triggering mechanism is
illustrated in the stabilization of a robot with a flexible link
robot.
I. INTRODUCTION
The use of the digital technology is pervasive in modern
control systems, where the control task consists of the
sampling of the plant outputs, the computation, and the
implementation of the actuator signals. The classic way is
to sample in a periodic fashion, thus allowing the closed–
loop system to be analysed on the basis of sampled–data
systems, see [2]. Recent years have seen the development
of a different paradigm where, instead of being sampled
periodically (i.e. with a time–triggered policy), the system
is triggered when the stability property is lost (i.e with an
event–triggered policy). A good number of works deal with
this subject, see [3], [12], [14], [9], [5], and [6] for an
introduction to this topic. The problem is to design an event–
triggered mechanism to ensure the closed–loop stability. This
problem was solved, for both the linear and the nonlinear
case, when the full state is available [12], [14]. When the
state is not available, the problem was addressed in [8], [4]
for linear systems. In [13] the results were extended to linear
event–triggered network control systems. In the nonlinear
setting, to the best of the authors’ knowledge, no result is still
available when the whole state is not available for feedback.
The main objective of this paper is to address the problem
of the event–triggered output–based feedback for nonlin-
ear systems, giving sufficient conditions for the dynamic
feedback control of nonlinear plants subject to network
constraints, using an event–triggered strategy.
The paper is organized as follows. In Section II we recall
the event–triggered control, and we introduce the class of
systems considered. In Section III we give sufficient condi-
tions on the observer and on the observation error in terms of
input–to–state stability, along with relevant event–triggering
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mechanisms, in order to ensure asymptotic convergence to
the origin. In Section IV we consider some type of systems
fitting into the class of systems considered in Section III. In
Section V an example is given. Finally, in Section VI we
give some concluding remarks.
Notation: In the following, | · | denotes the norm ‖ · ‖1, and
‖·‖ is the euclidean norm. Moreover, | · |∞ is the component
with the biggest absolute value. Furthermore, α(·) ∈ K if it
a strictly increasing function from [0, a)→ [0,∞), while α
is a class K∞ function if it strictly increasing function from
[0,∞) → [0,∞) and limr→∞ α(r) = ∞. Finally, β(r, s) ∈
KL if β(·, s) ∈ K for all s and lims→∞ β(r, s) = 0 for all r.
When a function f is Lipschitz, we denote Lf its Lipschitz
constant.
II. PROBLEM FORMULATION AND DEFINITIONS
A. Problem Statement and Event Triggering Policies
We will first recall some known facts and terminologies
about event triggered systems. Consider the system
x˙(t) = fs(x(t), u(t))
y(t) = h(x(t))
(1)
where x ∈ Rn is the state, u ∈ Rm is the control, y ∈ Rp
is the output. The time instant t is dropped if there are no
ambiguities. The functions f and h are assumed sufficiently
smooth. We also assume the existence of a continuous state
based controller which renders the origin asymptotically
stable.
The control scheme is shown in Fig. 1. Due to the
communication constraints, there is no continuous commu-
nication either between sensors and observer, or between
observer and actuators. The inputs and the outputs are par-
titioned into actuator/sensor nodes u = (uT1 , · · · , uTq )T , y =
(yT1 , · · · , yTr )T = (hT1 (x), · · · , hTr (x))T , with u1, · · · , uq ,
y1, · · · , yr, not necessarily scalars.
The value yi(tki) = hi(x(tki)), i = 1, · · · , r, is the
last sampled value at the ith sensor node, available for the
controller to implement the control, while the value ui(tji),
i = 1, · · · , q, is applied to the system at the ith actuator node,
through a classic zero–order holder H0. It is worth noting
that this means that the different outputs {yi}i=1,··· ,r and the
different inputs {ui}i=1,··· ,q are not sampled synchronously.
For this reason, at time t the latest output available is
y¯(t) =
(
yT1 (tk1), y
T
2 (tk2) · · · , yTp (tkp)
)T
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while the control is
u¯(t) =
(
uT1 (tj1), u
T
2 (tj2) · · · , uTq (tjq )
)T
.
Denoting by eu = u−u¯ and ey = y−y¯ the difference vectors
between the continuous and sampled values, one considers
the vector E = (eTu , e
T
y )
T of the error due to the sampling.
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Fig. 1. Control scheme with sampled output and zero order holder
Let us consider first a simple case in which the state x
is available for measurement, and let us assume that there
exists a state–feedback
u = γ(x) (2)
rendering system (1) asymptotically stable at the origin. The
partitioned input vector is
u =
(
γT1 (x), · · · , γTq (x)
)T
.
When the controller is implemented making use of the
sampled values, one considers the last communication time
tj between controller and plant, and the control value
u¯ = γ¯(x) =
(
γT1 (x(tj1), · · · , γTq (x(tjq ))
)T
.
Using a classic periodic sampling, the next sampling time
is tk+1 = tk + δ, where δ > 0, so that tk+1 − tk = δ > 0
or, that is the same
tk+1 = min
t
{t | t > tk + δ}.
The event triggered paradigm replaces this condition with a
condition on the state values x(t), x(tk). A simple condition
of this kind is, for instance, the epsilon crossing policy, which
is of the form
tk+1 = min
t
{t ≥ tk | |x(t)− x(tk)| > ε}
viz. x(t) is sampled when |x(t) − x(tk)| is greater than
a certain threshold value ε ∈ R. When this condition is
verified, an event is triggered, which determines the sampling
time tk+1. The difference δk = tk+1−tk is usually called the
inter–event time. To avoid Zeno behaviors [7], it is important
that the chosen sampling policy ensures that δk > 0 for all
k ∈ N, possibly under additional conditions.
Further strategies can also be used to determine the next
sampling time. For instance, the state dependent triggering
condition
tk+1 = min
t
{t ≥ tk | |x(t)− x(tk)| > σ|x|+ ε}
with ε, σ ∈ R+, or a mixed triggering policy
tk+1 = min
t
{t ≥ tk + δmin, | |x(t)− x(tk)| > ε}
with ε, δmin ∈ R+. Furthermore, (1) can be stabilized
asymptotically with the state triggering condition
tk+1 = min
t
{t ≥ tk, | |x(t)− x(tk)| > σ|x(t)|}
under the sole assumption that the closed loop nonlinear
system is input–to–state stable with respect to the quantity
|x(t)− x(tk)| [12].
When the state x of (1) is not measurable, these triggering
policies cannot be implemented. In the following, we will
introduce the triggering policy that will be used in this case,
taking into account the constraints on the communication of
output and input. An obvious assumption is that it is possible
to design an observer that converges asymptotically to x, of
the form
˙ˆx = fo(xˆ, y, u).
where fo : Rn×Rp×Rm → Rn is not smooth, in general. In
view of an implementation via a triggering policy, and since
the observer has not y(t) available, one can use the vector
y¯, so considering the observer
˙ˆx = fo(xˆ, u, y¯). (3)
A feedback controller based on xˆ given by (3) will be
used in the following to stabilize the system (1) in the origin.
The input applied to the system, due to the communication
channel, is u¯ = γ¯(xˆ), so obtaining the controlled dynamics
x˙ = fs(x, γ¯(xˆ)).
Eventually, one gets the following closed–loop system
x˙ = fs(x, γ¯(xˆ))
˙ˆx = fo(xˆ, γ¯(xˆ), y¯).
The observation error is z = x − xˆ. We assume that the
observation error dynamics can be written is the form
z˙ = fs(x, γ¯(xˆ))− fo(xˆ, γ¯(xˆ), y¯) = g(z, θ1(eu), θ2(ey), xˆ)
where θ1, θ2 give the dependence on the input and the output
errors eu, ey , due to the sampling.
B. Definitions
Definition 1 (Input–to–state stability–ISS): System (1) is
said to be locally ISS if there exist a KL function β, a K
function α, and some constants k1, k2 > 0 such that
|x(t)| ≤ β(|x0|, t) + α(|u|), ∀ t ≥ 0
for all x0 ∈ D, u ∈ Du satisfying |x0| < k1, |u| < k2.
System (1) is said (globally) input–to–state stable if D = Rn,
Du = Rm, and the above inequalities are satisfied for any
initial state and any bounded input. 
Definition 2 (ISS Lyapunov function):
A continuous function V : D → R is an ISS Lyapunov
function on D for system (1) if there exist class K functions
α1, α2, α3, β such that the following two conditions are
satisfied
α1(|x|) ≤ V (x(t)) ≤ α2(|x|) ∀x ∈ D, t ≥ 0
∂V (x)
∂x
f(x, u) ≤ −α3(|x|) + β(|u|) ∀x ∈ D,u ∈ Du.
Moreover, V is an global ISS Lyapunov function if D =
Rn, Du = R
m, and α1, α2, α3, β,∈ K∞. 
III. MAIN RESULT
A. Hypothesis on the Dynamics of the State Observer and
of the Observation Error
Since the observer state is available, in the following we
consider the observer dynamics, so allowing imposing on
xˆ a triggering condition, along with the observation error
dynamics
˙ˆx = fo(xˆ, γ¯(xˆ), h¯(xˆ+ z)) (4a)
z˙ = g(z, θ1(eu), θ2(ey), xˆ) (4b)
where y = h(xˆ+ z) and y¯ = h¯(xˆ+ z), or equivalently
X˙ = G(X,E) (5)
where X = (xˆT , zT )T is an extended state vector, and
G = (fTo , g
T )T . In the following we consider the following
assumptions.
(A1) There exists an ISS Lyapunov function for (4a) such
that ∀ xˆ, z ∈ Rn, E ∈ Rm+p, ∀ t ≥ 0
αc,1(|xˆ|) ≤ Vc(xˆ(t)) ≤ αc,2(|xˆ|)
∂Vc(xˆ)
∂xˆ
fo(xˆ, γ¯(xˆ), h¯(xˆ+ z)) ≤ −αc,3(|xˆ|) + βc(|(z, E)|)
with αc,1, αc,2, αc,3, βc ∈ K, and βc, α−1c,3 Lipschitz;
(A2) There is an ISS Lyapunov function for (4b) such that
∀ z ∈ Rn, E ∈ Rm+p, ∀ t ≥ 0
αo,1(|z|) ≤ Vo(z(t)) ≤ αo,2(|z|)
∂Vo(z)
∂z
g(z, θ1(eu), θ2(ey), xˆ) ≤ −αo,3(|z|) + βo(|E|)
with αo,1, αo,2, αo,3, βo ∈ K, and βo, α−1o,3 Lipschitz;
(A3) fo, h and γ are Lipschitz;
(A4) g is Lipschitz with respect to (z, θ1(eu), θ2(ey)), uni-
formly in xˆ, and θ1, θ2 are Lipschitz.
Remark 1: (A1) ensures the asymptotic convergence to
the origin of the observer, in absence of sampling errors
and observation error, and an ISS property with respect to
z, eu, ey . (A2) ensures the asymptotic convergence to zero of
the observation error in absence of sampling errors, and an
ISS property with respect to eu, ey . Those two assumption
suppose a separation principle between state estimation and
control. 
Since we are interested in the stabilisation of the observer
state xˆ and of the observation error state z, in the following
we will assume that X(0) 6= 0.
Lemma 1: Under the Assumptions (A1), (A2), (A3), (A4),
the extended system X = (xˆT , zT )T admits an ISS
Lyapunov function V (X) such that ∀XR2n,∀E ∈ Rn+p,
∀ t ≥ 0
a1(|X|) ≤ V (X) ≤ a2(|X|)
∂V (X)
∂X
G(X,E) ≤ −a3(|X|) + b(|E|)
with a1, a2, a3, b ∈ K, b, a−13 , G Lipschitz.
Proof: Let us consider the candidate ISS Lyapunov
function
V (X) = λcVc(xˆ) + Vo(z).
From (A1), (A2),
a1(|X|) = min|(xˆ,z)|=|X|λcαc,1(|xˆ|) + αo,1(|z|)
≤ λcαc,1(|xˆ|) + αo,1(|z|)
a2(|X|) = max|(xˆT ,zT )|=|X|λcαc,2(|xˆ|) + αo,2(|z|)
≥ λcαc,2(|xˆ|) + αo,2(|z|)
with a1, a2 ∈ K. Furthermore,
∂V (X)
∂X
G(X,E) =
(
∂V (X)
∂xˆ
∂V (X)
∂z
)(
fo
g
)
≤ λc
(
− αc,3(|xˆ|) + βc(|(zT , ET )T |)
)
− αo,3(|z|) + βo(|ET |)
≤ −
(
λcαc,3(|xˆ|) + αo,3(|z|)− λcLβc |z|
)
+ λcLβc |E|+ βo(|E|)
where we have used the fact that
βc(|(zT , ET )T |) ≤ Lβc |(zT , ET )T | ≤ Lβc |E|+ Lβc |z|.
It is always possible to choose λc sufficiently small such that
αo,3(|z|)−λcLβc |z| is a class K function with z as variable.
Since we are considering 1–norm
a3(|X|) = min|X|
{
λcαc,3(|X|), αo,3(X)− λcLβc |X|
}
.
To show that a−13 is Lipschitz, note first that since α
−1
o,3 is
Lipschitz
αo,3(|z|) ≥ 1
Lα−1o,3
|z|.
Moreover, one can compute an upper bound on the derivative
of (αo,3(| · |)− λcLβc | · |)−1, since
d
d|z| (αo,3(|z|)− λcLβc |z|)
−1 ≤
Lα−1o,3
1− λcLα−1o,3Lβc
Hence it is always possible to choose λc sufficiently small
such that (αo,3(| · |)−λcLβc | · |)−1 is a class K function with
Lipschitz constant
La−13
= max
{
λc
Lαc,3
,
Lα−1o,3
1− λcLα−1o,3Lβc
}
.
Furthermore,
b(|E|) = Lβc |E|+ βo(|E|)
which is Lipschitz with constant Lb = Lβc + Lβo . Finally,
thanks to (A3), (A4), G(X,E) is Lipschitz.
In the following section we are interested in providing suf-
ficient conditions on the stabilisation of a nonlinear system
using the event trigger paradigm. The key concept will be
the ISS of both the closed–loop system and of the observer
dynamics. For, we introduce the following lemmas.
Lemma 2: If the observer and the error dynamics verify
(A1), (A2), (A3), (A4), then there exist a σ > 0 such that any
sampling policy ensuring |E| ≤ σ|X|, leads to asymptotic
convergence of the overall system to the origin.
Proof: From Lemma 1, the existence of an ISS Lya-
punov function V is ensured. Since a−13 and b are Lipschitz,
a3(|X|) ≥ 1
La−13
|X| and
−a3(|X|) + b(σ|X|) ≤ −
(
1
La−13
− Lbσ
)
|X|.
Therefore for all σ ∈
(
0,
1
La−13
Lb
)
the system (4) converge
asymptotically to the origin.
Remark 2: Under the hypothesis that a2, a−11 are Lips-
chitz, one can prove exponential convergence of (4). In fact,
since
1
La−11
|X| < a1(|X|) < V (|X|)
one has that
V˙ (|X|) ≤ −
(
1
La−13
− Lbσ
)
|X|.
Therefore
V˙ (|X|) ≤ −
(
1
La−13
− Lbσ
)
La−11
V (|X|).

Remark 3: The choice σ ∈
(
0,
1
La−13
Lb
)
represents a
trade–off between the sampling rate and the convergence
rate. 
Since |E| < σ|X|, using the norm equivalence there exists
a σ′ > 0 such that ‖E‖ < σ′‖X‖ implies |E| < σ|X|.
Lemma 3: For every κi > 0 there is a minimal time
τmin > 0 such that if |E| ≤ σ|X|, then ∀ tk, ∀ t ∈
[tk, tk + τmin) the following inequalities are verified
‖γi(xˆ(t))− γi(xˆ(tk))‖ ≤ κi‖X‖
‖hj(xˆ(t) + z(t))− hj(xˆ(tk) + z(tk)‖ ≤ κj‖X‖.
Proof: In the following we assume X 6= 0. The
argument follows the proof of Theorem 1 in [12]. Denoting
eui = γi(xˆ(t))− γi(xˆ(tk)), one works out
d
dt
‖eui‖
‖X‖ =
eTui e˙ui
‖eui‖‖X‖
− X
T X˙‖ei‖
‖X‖3
≤ ‖eui‖‖e˙ui‖‖eui‖‖X‖
+
‖X˙‖‖ei‖
‖X‖2 .
Since ‖e˙ui‖ ≤ Lγi‖ ˙ˆx‖ ≤ Lγi‖X˙‖,
d
dt
‖eui‖
‖X‖ ≤
‖X˙‖
‖X‖
(
Lγi +
‖ei‖
‖X‖
)
Moreover, G is Lipschitz, so that
d
dt
‖eui‖
‖X‖ ≤
LG(‖X‖+ ‖E‖)
‖X‖
(
Lγi +
‖ei‖
‖X‖
)
Since ‖E‖ < σ′‖X‖,
d
dt
‖eui‖
‖X‖ ≤ LG(1 + σ
′)
(
Lγi +
‖ei‖
‖X‖
)
.
At each reset time one has eui = 0. Using the comparison
lemma with the differential equation
y˙ = LG(1 + σ
′)
(
Lγi + y
)
, y(0) = 0
one has
‖eui(t)‖
‖X(t)‖ ≤
(
eLG(1+σ
′(t−tk) − 1)Lγi .
Therefore the inequality
‖γi(xˆ(t))− γi(xˆ(tk))‖ > κi‖X‖
can not be true before time
τ imin =
1
LG(1 + σ′)
ln
(
1 +
κi
Lγi
)
.
Analogously, for
‖hj(xˆ(t) + z(t))− hj(xˆ(tk) + z(tk)‖ > κj‖X‖
gives for the sensors
τ jmin =
1
LG(1 + σ′)
ln
(
1 +
κj
Lhi
)
.
Let us define the triggering function at each node
tik+1 = min
t
{t ≥ tik + τ imin, | ‖ui(t)− ui(tik)‖ > κi‖X‖}
(6)
tjk+1 = mint
{t ≥ tjk + τ jmin, | ‖yj(t)− yj(tik)‖ > κj‖X‖}.
(7)
Remark 4: From Lemma 3, tik+1 = mint{t ≥ tik + τ imin, |
‖ui(t) − ui(tik)‖ > κi‖X‖} = tik+1 = mint{t ≥ tik, |
‖ui(t)− ui(tik)‖ > κi‖X‖}. 
Lemma 4: If
∑
{1,··· ,r}∪{1,··· ,q} κi ≤ σ′ then (6) and (7)
ensure ‖E‖ ≤ σ‖X‖.
Proof: from (6) and (7)
‖E‖ ≤
∑
{1,··· ,r}∪{1,··· ,q}
κi‖X‖ ≤ σ′‖X‖.
The proposed triggering conditions allow asymptotic con-
vergence with a nonzero minimum inter–event time. Un-
fortunately, they are not implementable on a network for
two reasons. The first is that X is not available, since the
observation error is not known. The second is that sensors do
not communicate among them nor receive information from
the observer–based controller. Nevertheless, considering the
following modified triggering conditions
tik+1 = min
t
{t ≥ tik+τ imin, | ‖ui(t)−ui(tik)‖ >
κi
Lγi
‖γi(xˆ)‖}
(8)
tjk+1 = mint
{t ≥ tjk + τ jmin, | ‖yj(t)− yj(tik)‖ >
κj
2Lh
‖yj‖}
(9)
this approach can be used on a network, allowing asymptotic
convergence and a nonzero minimal inter–event time, using
only information available at each node, as stated by the
main contribution of this work.
Theorem 1: If (A1), (A2), (A3), (A4) are verified, and the
sampling instants are defined by (8), (9), then the origin of
the closed–loop system (4) is asymptotically stable and there
exists a nonzero minimum inter–event time for each node.

Proof: Under the hypotheses of the theorem, Lemma 1
applies. Since
‖yj‖
2Lh
< ‖X‖ and ‖ui‖
Lγi
< ‖X‖ and ∀i ∈
{1, · · · , r} from Lemma 3 one can state that between tki and
tki+τ
i
min, ‖ui(t)−ui(tik)‖ > κi‖X‖, while ∀j ∈ {1, · · · , q}
between tkj and tkj + τ
j
min, one has ‖yj(t) − yj(tkj )‖ >
κj‖X‖.
Therefore, ‖E‖ < σ′‖X‖. Using Lemma 2, there is
asymptotic convergence of (4) to the origin.
IV. EXAMPLES OF SYSTEMS FITTING INTO THE
PROPOSED FRAMEWORK
A. Linear Systems
Let us consider a detectable and stabilizable linear system
x˙ = Ax+Bu
y = x
(10)
with
˙ˆx = Axˆ+Bu+ LC(x¯− xˆ) (11)
a Luenberger observer. With control K ¯ˆx, one gets
˙ˆx = (A+BK)xˆ+BK(¯ˆx− xˆ) + LCz − LC(x− x¯)
z˙ = (A− LC)z + LC(x− x¯).
Since A + BK and A − LC are Hurwitz, it is possible to
find an ISS Lyapunov function for the extended system.
B. Nonlinear Lipschitz Systems
Let us consider a nonlinear Lipschitz system
x˙ = Ax+Bu+ φ(x, u)
y = Cx.
(12)
Several results are available for the observer synthesis of
nonlinear Lipschitz systems when the control and the output
are implemented in a continuous fashion. We consider an
observer of the form
˙ˆx = Ax+BKxˆ+ φ(x,Kxˆ). (13)
Hence, the extended closed–loop system is
˙ˆx = A+ xˆ+BKxˆ+ φ(xˆ,Kxˆ) + LCz (14a)
z˙ = (A− LC)z + φ(x,Kxˆ)− φ(xˆ,Kxˆ). (14b)
To implement an event–triggered control strategy, we need
to consider the following structural properties.
(H1) ‖φ(x1, u) − φ(x2, u)‖ ≤ ρ‖x1 − x2‖ , ∀u ∈ Rp,
(x1, x2) ∈ R2n;
(H2) ‖φ(x, u)‖ ≤ ρ‖x‖,∀u ∈ Rp;
(H3) There exist a gain K such that u = Kx for the system
(13) and there exist a quadratic Lyapunov function
Vc(x) = x
TPcx, V˙c(x) ≤ −ηcxTx (15)
with Pc = PTc > 0, ηc > 0;
(H4) There exist gain L such that for (14b) and there exist
quadratic Lyapunov function for the z dynamic
Vo(z) = z
TPoz, V˙o(z) ≤ −ηozT z (16)
with Po = PTo > 0, ηo > 0.
In (H2), for ρ = 0 we have a linear system, and the
existence of Vc, Vo derive from the stabilizability and the
detectability. Moreover, there always exists a ρmax > 0
small enough such that the proposed Lyapunov function exist
forall ρ ∈ [0, ρmax]. For other (more complex) conditions of
existence of Vc, Vo verifying (15), (16), see for instance [10].
Lemma 5: If (H1), (H2), (H3), (H4) are verified, then
the proposed observer and the observation error verify
(A1), (A2), (A3), (A4) .
Proof: When subject to the trigger conditions, the
observer has the following dynamics
˙ˆx = (A+BK)xˆ+BK(xˆ− ¯ˆx) + LCz + LC(z¯ − z).
Let us consider the candidate ISS Lyapunov function
2
√
λmin(Pc)‖xˆ‖ ≤ 2
√
Vc(xˆ) ≤ 2
√
λmax(Pc)‖xˆ‖
having derivative
d
dt
2
√
xˆTPcxˆ =
1√
xˆTPcxˆ
(
− xˆTQxˆ+ 2xˆTPφ(xˆ, u)
)
+
1√
xˆTPcxˆ
(2xˆTP
(
BK(x− x¯) + LCz − LC(z − z¯)
)
where Q = −(A + BK)TP + P (A + BK). In virtue of
(H1), one can write
d
dt
2
√
xˆTPcxˆ ≤ − ηc‖xˆ‖
2√
xˆTPcxˆ
+
1√
xˆTPcxˆ
[
‖P‖‖xˆ‖(‖BK‖‖(x− x¯)‖
+ ‖LC‖‖z‖+ ‖LC‖‖(z − z¯)‖)]
≤ −ηc√
λmax(Pc)
‖xˆ‖
+
(‖BK‖‖(x− x¯)‖+ ‖LC‖‖z‖+ ‖LC‖‖(z − z¯)‖)√
λmin(Pc)
which verifies assumption (A1). Analogously, using the
candidate ISS Lyapunov function 2
√
Vo, one can prove that
(A2) holds. Furthermore, it is trivial to show that (H1), (H2)
imply (A3), (A4).
Therefore, applying Lemma 1 to the system (12), and
using Theorem 1, to the event–triggered observer–based
controller ensures asymptotic convergence to the origin.
Corollary 1: If (H1), (H2), (H3), (H4) are verified, the
event–triggered control policy (8), (9) and the control u =
K ¯ˆx ensure the asymptotic stability of the closed–loop system
(14).
Proof: Lemma 5 ensures that (A1), (A2), (A3), (A4)
are verified. Then one applies Theorem 1 to the system (14).
V. SIMULATIONS
The proposed methodology will be applied to a robot with
a flexible link, used as a benchmark example in several
papers dealing with Lipschitz observers (see for instance
[11], [1], [10]). The dynamics are in the form (12), with
x˙ = Ax+ φ(x, u) +BK ¯ˆx
˙ˆx = Axˆ+ φ(xˆ, u) +BK ¯ˆx+ LCz¯
y = Cx
where
A =

0 1 0 0
−48.6 −1.25 48.6 0
0 0 0 1
19.5 0 −19.5 0
 , B = ( 0 21.6 0 0)T
C =
(
1 0 0 0
0 1 0 0
)
, φ =
(
0 0 0 3.3 sinx3
)T
.
One considers the control u = K ¯ˆx, with
K =
(
7.8428 1.1212 −4.3666 1.1243
)
and the observer (13), with
L =

9.3334 1.0001
−48.7804 22.3665
−0.0524 3.3194
19.4066 −0.3167
 .
The closed–loop equations are in the form (14). The simu-
lations have been performed considering the initial states
x(0) =
(
1 1 1 1
)T
, xˆ(0) =
(
0 0 0 0
)T
.
The theoretical values obtained on the triggering policy can
be used but are too restrictive, due to the over–approximation
on the convergence rate of the nonlinear observer and on
the triggering parameter estimations. Via simulations it is
possible to better tune the triggering parameters. It is worth
noting that there is an order of magnitude of 100 between
the theoretical value and the practical ones. We compared
the result of a system controlled using triggering policy
tki+1 = min
t
{t ≥ tki + 0.01, | |ui(t)− ui(tki)| > 0.2|ui(t)|}
tkj+1 = min
t
{t ≥ tkj + 0.01, | |yj(t)− yj(tkj )| > 0.2|yj(t)|}
with the case in which tki+1 = tki + 0.05. The simulations
show that for t ∈ [0, 2] s the system and observer are closed
to the equilibrium, while at t = 2 s an impulse drives the
system away from equilibrium. Then, for t ∈ [2, 15] s, the
system is stabilized at the origin by the proposed observer–
based controller.
Figs. 2, 3 show the convergence of the observer and the
stabilization at the origin of the overall system. We can note
that the event triggering is relatively slower with respect to
the periodic sampling, but introduces a lower peaking. When
confronting the number of triggers in Fig.s 4.a, 4.b, it is
clear that the number of communications is greater when
considering the periodic sampling, so justifying the interest
of the proposed event–triggering scheme. It is worth noting
that the advantage of the method appears more clearly for
output communications. As already noted, this is due to the
fact that the observation and the control communications are
done only when necessary. The comparison of Figs. 4.a, 4.b
illustrates a trade–off between “intelligence” in the sensor
and actuator, and the communication burden.
VI. CONCLUSION
In this paper we have presented an event–triggered
observer–based controller for a class of nonlinear systems.
Sufficient conditions in term of ISS stability for the observer
and the observation error dynamics are given for design-
ing an event–triggering mechanism ensuring the asymptotic
convergence to the origin of the closed–loop system state. A
particular subclass is that of systems with Lipschitz nonlin-
earities. The relevance of the approach has been highlighted
by simulations of a robot with a flexible link, where the
triggering parameters have been appropriately tuned.
Further work will include a practical way of determining
theoretically a good choice of triggering parameters. Further-
more, even thought the hypotheses on the state and on the
observer imply a separation principle (convergence of the
observer without assumption on the trajectory of the state)
when considering a continuous feedback, this property is
lost when introducing the triggering policy. Since this is not
the case when considering periodic sampling, an interesting
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V. SIMULATION
The proposed methodology will be applied to a robot with
a flexible link, used as a benchmark example in several
papers dealing with Lipschitz observers (see for instance
[11], [1], [10]). The dynamics are in the form (12), with
x˙ = Ax+ φ(x, u) +BK ¯ˆx
˙ˆx = Axˆ+ φ(xˆ, u) +BK ¯ˆx+ LCz¯
y = Cx
A =

0 1 0 0
−48.6 −1.25 48.6 0
0 0 0 1
19.5 0 −19.5 0
 , B = ( 0 21.6 0 0)T
C =
(
1 0 0 0
0 1 0 0
)
, φ =
(
0 0 0 3.3 sinx3
)T
.
One considers the control u = K ¯ˆx, with
K =
(
7.8428 1.1212 −4.3666 1.1243
)
and the observer (13), with
L =

9.3334 1.0001
−48.7804 22.3665
−0.0524 3.3194
19.4066 −0.3167
 .
The closed–loop equations are in the form (14). The simu-
lations have been performed considering the initial states
x(0) =
(
1 1 1 1
)T
, xˆ(0) =
(
0 0 0 0
)T
.
The theoretical values obtained on the triggering policy can
be used but are too restrictive, due to the over–approximation
on the convergence rate of the nonlinear observer and on
the triggering parameter estimations. Via simulations it is
possible to better tune the triggering parameters. It is worth
noting that there is an order of magnitude of 100 between
the theoretical value and the practical ones. We compared
the result of a system controlled using triggering policy
tki+1 = min
t
{t ≥ tki + 0.01, | |ui(t)− ui(tki)| > 0.2|ui(t)|}
tkj+1 = min
t
{t ≥ tkj + 0.01, | |yj(t)− yj(tkj )| > 0.2|yj(t)|}
with the case in which tki+1 = tki + 0.05. The simulations
show that for t ∈ [0, 2] s the system and observer are closed
to the equilibrium, while at t = 2 s an impulse drives the
system away from equilibrium. Then, for t ∈ [2, 15] s, the
system is stabilized at the origin by the proposed observer–
based controller.
Fig.s 2, 3 show the convergence of the observer and the
stabilization at the origin of the overall system. We can note
that the event triggering is relatively slower with respect to
the periodic sampling, but introduces a lower peaking. When
confronting the number of triggers in Fig.s 4.a, 4.b, it is
clear that the number of communications is greater when
considering the periodic sampling, so justifying the interest
of the proposed event–triggering scheme. It is worth noting
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.
that the advantage of the method appears more clearly for
output communications. As already noted, this is due to the
fact that the observation and the control communications are
done only when necessary. The comparison of Fig.s 4.a, 4.b
illustrates a trade–off between “intelligence” in the sensor
and actuator, and the communication burden.
Fig. 4. Number of triggers with the a) Proposed event triggered policy;
b) Periodic sampling. u1 (solid), y1 (dashed), y2 (dotted).
question to address is: Can we ensure a separation principle
when using event–triggered control olicies?
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