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Abstract
Gametheoreticmodelsoflearningwhicharebasedonthestrategicformofthegamecannotexplain
learning in games with large extensive form. We study learning in such games by using valuation of
moves. A valuation for a player is a numeric assessment of her moves that purports to reﬂect their
desirability. We consider a myopic player, who chooses moves with the highest valuation. Each time
the game is played, the player revises her valuation by assigning the payoff obtained in the play to
each of the moves she has made. We show for a repeated win–lose game that if the player has a
winning strategy in the stage game, there is almost surely a time after which she always wins. When
a player has more than two payoffs, a more elaborate learning procedure is required. We consider one
that associates with each move the average payoff in the rounds in which this move was made. When
all players adopt this learning procedure, with some perturbations, then, with probability 1 there is a
time after which strategies that are close to subgame perfect equilibrium are played. A single player
who adopts this procedure can guarantee only her individually rational payoff.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Moves vs. strategies
Game theory has developed scores of models which describe how players learn to play
games. But invariably, these models describe learning in terms of the strategic form of the
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game. 1 Implementing these learning models, say by computer programs, requires that the
strategic form of the game is used as an input. This is, of course, practically impossible for
games in extensive form, the strategic form of which is too big to be effectively described.
Thus, game t heory has notyetprovided an explanat ion of learning in such games.
This explains why game theory has ignored the developing of learning programs in
artiﬁcial intelligence, starting with the ﬁrst such program by Samuel [18]—the checkers-
playing learning program, and ending with the chess-playing program “deep-blue”. We do
not know a single game theoretic study that proposes a rigorous theoretic explanation of the
success of these programs or indicates the way to such theory. Here, we are still far from
being able to provide such an explanation, but we hope that we are providing a ﬁrst step in
the right direction.
In contrast to the existing learning models in game theory, we base our model not on the
strategic form, but rather on the moves in the games. As a result the models employed here
can be effectively implemented for games of any size. 2
1.2. Reinforcement vs. response
The other way in which this paper differs from most of the learning models in game
theory is the data used by the player for learning.
Models of learning in games fall roughly into two categories. In the ﬁrst, the learning
player forms beliefs about the future behavior of other players and nature, and directs her
behavior according to these beliefs. We refer to these as response models. In the second, the
player is attuned only to her own performance in the game, and uses it to improve future




have been developed, based on reinforcementlearning (see [20]). Such playing programs
try neither to learn the behavior of a speciﬁc opponent, nor to ﬁnd the distribution of the
opponents’ behavior in the population. Instead, they learn how to improve their play from
the achievements of past behavior.
Until recently, game theorists studied mostly response models. Reinforcement learning
has only attracted the attention of game theorists in the last decade in theoretical works like
Gilboa and Schmeidler [10], Börgers and Sarin [1], Sarin and Vahid [19] or Karandikar
etal. [15] and Cho and Matsui [3], and in experimental works like Erev and Roth [5] and
1 This is true even for the few studies of learning in games that are given in extensive form. See Fudenberg
and Levine [9] for a survey of these studies. In the context of evolutionary models, Hart [11] may be viewed as
exception, as he provides an analysis of extensive form games based on the agent-normal form (one different
player per node), and thus uses moves rather than strategies as the basic building block. See Cressman [4] for a
recentaccountof evolut ionary approaches in game t heory.
2 The concentration of the AI literature on moves rather than strategies is the main reason why there seems to
be almost no overlap between two major books on learning, each in its ﬁeld: The Theory of Learning in Games,
Fudenberg and Levine [6] and Reinforcement Learning: An Introduction, Sutton and Barto [20].P. Jehiel, D. Samet / Journal of Economic Theory 124 (2005) 129–148 131
Camerer and Ho [2]. 3 In all these studies the basic model is given in a strategic form, and
the learning player reinforces those of her strategies that perform better. This approach, as
we argued before, is inadequate where learning of games in extensive form is concerned.
Here, as opposed to all the game theoretic models of reinforcement it is the moves of the
game that are reinforced and not the strategies.
Reinforcement learning, and concentrating on moves rather than strategies is typical not
only of the AI learning models. Consider the very different context of a 2 year old toddler
learninghowtooperateaDVDplayer,withhiseffortsbeingfrustratedbytwohighlyrational
andstrategicplayers,momanddad,andperhapsalsobynatureintheformofthefamilycat.
Our toddler is oblivious of the strategic aspects of the situation. She concentrates mostly
on the possible moves available to her, exhibiting reinforcement learning by remembering
the button pushes that terminated in a successful operation of the device, and learning how




valuation, which is a real valued function on the possible moves of the learning player. The
valuation of a move reﬂects, very roughly, the desirability of the move. Given a valuation,
a learning process can be deﬁned by specifying two rules:
• A strategy rule, which speciﬁes how the game is played for any given valuation function
of the player.
• A revision rule, which speciﬁes how the valuation is revised after playing the game.
Our purpose here is to study learning-by-valuation processes, based on simple strategy
and revision rules. In particular, we want to demonstrate the convergence properties of
these processes in repeated games, where the stage game is given in an extensive form with
perfect information and any number of players. Converging results of the type we prove
here are very common in the literature of game theory. But as noted before, convergence of
reinforcement is limited in this literature to strategies rather than moves. Since there is no
obvious way to deﬁne a valuation of a strategy from a system of move valuations, a simple
translation of our learning model in terms of strategies is not straightforward. 4
3 WhileGilboaSchmeidler[10]studyanaxiomatizationmotivatedbyreinforcementlearning,BörgersandSarin
[1] establish some connections between certain stochastic versions of reinforcement learning and the replicator
dynamics. Karandikar etal. [15] study a learning model based on evolving aspirations (see also Cho and Matsui
[3]: As in all reinforcement learning models, the learning player bases her strategy solely on her past performance,
but in addition she keeps playing the same strategy (up to perturbations) as long as the strategy gives more than
the current level aspiration level (assumed to evolve according to some averaging of past payoffs).
4 To illustrate the difﬁculties, consider ﬁrst the case in which a player must move at several nodes, and consider
a path that crosses a move m of this player. In our setting, after this path has been played the valuation of move
m is revised. Thus, the assessments of all the strategies that specify the move m are affected. In contrast, when
strategies are reinforced, only the valuation of the strategy chosen is revised. Consider next the case where there
is a different player at every node. In our setting, when a node is not reached the valuations of the corresponding
moves are not revised. In the strategic form approach, all strategies are revised according to their performance no
matter what the outcome is.132 P. Jehiel, D. Samet / Journal of Economic Theory 124 (2005) 129–148
1.4. The main results
The strategy rule we adopt here is the exploratory myopic strategy rule. By this rule, the
learning player chooses in each of her decision nodes, with high probability, a move which
has the highest valuation among the moves available to her at this node. In case there are
severalmoveswiththehighestvaluation,shechoosesoneofthematrandom.Buttheplayer
chooses also, with small probability, all other moves. 5
As a revision rule we adoptt he averaging revision. After each round the player revises
only the valuation of the moves made in the round. The valuation of such a move is the
average of the payoffs in all previous rounds in which this move was made.
Equippedwiththeserules,andaninitialvaluation,theplayercanplayarepeatedgame.In
each round she plays according to the exploratory myopic strategy, deﬁned by the current
valuation. At the end of the round she revises her valuation according to the averaging
revision.
When one player learns: This learning process, together with the strategies of the other
players in the repeated game, induce a probability distribution over the inﬁnite histories of
the repeated game. We show the following, with respect to this probability.
Ifthelearningplayerobeystheexploratorymyopicstrategyandtheaveragingrevision
rules,thenstartingwithanyvaluation,thereexists,withprobability1,atimeafterwhich
the player’s payoff exceeds her individually rational payoff (the minmax payoff) in the
stage game, minus ε.
Thus, the learning process described yields the player approximately the payoff that
she can guarantee even when the other players are disregarded. This result indicates that
reinforcementlearningachieveslearningofplayingthestagegameitself,ratherthanplaying
against certain opponents. 6
When all playerslearn : Our nextresultconcerns t he case where all t he players learn
how to play the stage game. By the previous result we know that each can guarantee his
individually rational payoff. But, it turns out that the synergy of the learning processes
yields a stronger convergence result. Indeed, players learn in this case each other’s behavior
and act rationally on this information.
Suppose the stage game has a unique perfect equilibrium. If all the players employ
the exploratory myopic strategy and the averaging revision rules, then starting with
any valuation, with probability 1, there is a time after which their strategy in the stage
game is close to the subgame perfect Nash equilibrium (SPNE). 7
5 The importance of trembles for learning in extensive form games was ﬁrst noted by Fudenberg and Kreps [6]
and Fudenberg and Levine [7]. Without trembles learning convergences to self-conﬁrming equilibria rather than
subgame perfectNash Equilibria.
6 The idea of deriving results for the behavior of a player irrespective of other players’ strategies is in the spirit
of universal consistency as deﬁned in Fudenberg and Levine [8].
7 It should be noted that convergence to the SPNE would also hold if we were to place in each node an agent
of the player. This is so, because the stochastic process of valuations would be the same in both cases.P. Jehiel, D. Samet / Journal of Economic Theory 124 (2005) 129–148 133
Learning and evolutionary models have had a mixed success in providing support for
the SPNE. One main difﬁculty is that starting from the SPNE strategy proﬁle, a strategy
that differs only off the equilibrium path performs as well as the SPNE strategy. Thus, such
strategies tend to increase in size through the mutation force, up to a point where the SPNE
strategy proﬁle gets unstable (see Noldeke and Samuelson [17] for an illustration). A recent
paper by Hart [11] gives support to the SPNE for the case of large populations. As he shows
in the large population case the evolutionary pressure dominates the mutation force and the
SPNE obtains. Our learning model is different in nature from the evolutionary model both
in t hatitdoes notrequire populat ions of agent s 8 (representing each player) and in that the
state of the learning system is unaffected at those nodes which are unreached in a given
round (that is, there is no analog of the mutation force in our context).
1.5. Win–lose games
The class of win–lose game is of special int erestbecause much efforthas been invest ed
in studying learning algorithm for such games. Also, learning to perform simple tasks, like
operating a DVD player discussed in Section 1.2, can be modelled as win–lose game.
We study a somewhat larger class of stage games in which the learning player has only
two payoffs, 1 (win) and 0 (lose). But no assumption is made on the number of the other
players or their payoff functions.
By our main result we know that using the rules described above, the learning player can
guarantee approximately her individually rational payoff. Obviously, this result has a bite
only when this payoff is 1, that is, when the learning player can guarantee a win.
It turns out, though, that to achieve this result much simpler rules sufﬁce. For a strategy
ruleweadoptthesimple myopicstrategyrule.Thisrulediffersfromtheexploratorymyopic
strategyruleinthatmovesthatdonothavethehighestvaluationamongthemovesavailable
to her at this node, are played with probability zero.
For a revision rule we use here the simple memoryless revision. Like in the averaging
revision, after each round the player revises only the valuation of the moves made in the
round. But here no averaging is done, and only the last round matters. The valuation of a
move made in the last round becomes the player’s payoff (0 or 1) in that round, regardless
of previous valuations of the move:
Suppose that the learning player can guarantee a win in the stage game. If she plays
according to the myopic strategy and the memoryless revision rules, then starting with
anynonnegativevaluation,thereexists,withprobability1,atimeafterwhichtheplayer
always wins.
Note, that no assumption is made on how the players, other than the learning player,
play the game. In particular, the stochastic process generated in the repeated game is not
necessarily a Markov process, and simple techniques of such processes cannot be used.
8 While Hendon etal. [13] consider a ﬁctitious play model leading to the SPNE, their model as acknowledged
by the authors cannot be viewed as a learning model, since players keep updating the strategy of their opponent at
nodes which are not reached in a given round. The authors provide a mental process interpretation of their model.134 P. Jehiel, D. Samet / Journal of Economic Theory 124 (2005) 129–148
A simpler learning method we might consider for a win–lose game is one in which the
learning player deletes her last move in each round when her payoff is 0. This method is
not equivalent to the revision method we adopt here: when valuation is used, moves with
valuation 0 my have valuation 1 in later rounds, while deleted moves do not reappear. Thus,
assigning 0 valuation to a move is not the same as deleting it. But unlike the valuation
method, the method of deleting moves does not lend itself to generalizations and seem to
be a dead end. Obviously, it cannot be extended to games in which the learning player has
more than two payoffs. Second, it cannot be extended to efﬁcient learning models, even in
games with 0–1 payoffs. In contrast, valuation can be used in many ways to form strategy
and revision rules.
1.6. Information requirements





Still, the learning procedure does not require that the player knows how many players there
are, let alone the moves they can make and their payoffs.
1.7. Efﬁciency
Unlikestrategy-basedlearningmodels,themodelstudiedhere,whichismove-based,can
be effectively implemented by a computer program. Although the number of moves can be
very large, there is no need to record them in advance. Instead, each can be recorded after
being ﬁrstencount ered. However, t his learning model will notbe efﬁcientfor large games,
because the time required to see a given move again is too long for practical purposes. In
chess, for example, almost any state of the board, except for the ﬁrst few, has been seen in
recorded history only once.
Inordertomakethemodelmoreefﬁcient,similarityofmovesshouldbeintroduced.Thus,
moves (or states of the board) should be considered similar if they share certain properties.
Inchessthesecanbethenumberofpiecesontheboard,forexample,ormoresubtlefeatures
of the array. Now, when the valuation of a move is revised, so are the valuations of all the
moves similar to it. Similarity of moves can be given exogenously, or preferably, change
endogenously during the learning process. The strategic implication of similarity grouping
as well as the properties of this similarity that can guarantee convergence of the learning
process to a reasonable outcome should be the subject of further research. In a companion
paper, Jehiel and Samet [14], we make a ﬁrst step toward this.
2. Preliminaries
2.1. Gamesand s uper games
ConsideraﬁnitegameGwithcompleteinformationandaﬁnitesetofplayersI.Thegame
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nodes, correspondingly, the root of the tree is r, and the set of arcs is A. Elements of A are
ordered pairs (n,m), where m is the immediate successor of n.
The set Ni, for i ∈ I, is t he setof nodes in which itis i’s turn to play. The sets Ni form a
partition of N. The moves of player i atnode n ∈ Ni are the nodes in Mi(n) ={ m|(n,m) ∈
A}. Denote Mi =∪ n∈Ni Mi(n). For each i the function fi:Z → R is i’s payoff function.
The depth of the game is the length of the longest path in the tree. A game with depth 0 is
one in which {r}=Z and N =∅ .
A behavioral strategy, (strategy for short) for player i is a function i deﬁned on Ni such
that for each n ∈ Ni, i(n) is a probability distribution on Mi(n).
The super game  is the inﬁnitely repeated game, with stage game G. An inﬁnite history
in  is an elementof Z. A ﬁnite history of t rounds, for t0, is an elementof Zt.Asuper
strategy for player i in  is a function i on ﬁnite histories, such that for h ∈ Zt, i(h)
is a strategy of i in G, played in round t + 1. The super strategy  = (i)i∈I induces a
probability distribution on histories in the usual way.
2.2. Valuations
We ﬁx one player i (the learning player) and omit subscripts of this player when the
context allows it. We ﬁrst introduce the basic notions of playing by valuation. A valuation
for player i is a function v:Mi → R.
Playing the repeated game  by valuation requires two rules that describe how the stage
game G is played for a given valuation, and how a valuation is revised after playing G.
• A strategy rule is a function v → v. When player i’s valuation is v, i’s strategy in G
is v.
• A revision rule is a function (v,h) → vh, such that for the empty history , v = v.
When player i’s initial valuation is v, then after a history of plays h, i’s valuation is vh.
Deﬁnition 1. The valuation super strategy for player i, induced by a strategy rule v → v,
a revision rule (v,h) → vh, and an initial valuation v, is the super strategy v
i , which is
deﬁned by v
i (h) = vh




a learning player can guarantee approximately her individually rational payoff. Theorem
4 claims that when all players learn using this procedure, then they play approximately a
perfect equilibrium strategy.
For the special case of a win–lose game, Theorem 3 means that if the learning player
can guarantee a win in the stage game, then she learns how to win with high probability.
But for such games a much simpler learning procedure can guarantee that such a player
learns to win for sure, namely, the procedure which involves the myopic strategy rule and
the memoryless revision rule.136 P. Jehiel, D. Samet / Journal of Economic Theory 124 (2005) 129–148
Because of the simplicity of the rules required for win–lose games, we present ﬁrst the




loss of generality, 1 (win) and 0 (lose). A two-person win–lose game is a special case, but
here we place no restrictions on the number of players or their payoffs.
We assume that learning by valuation is induced by a strategy rule and a revision rule of
a simple form.
The myopic strategy rule. This rule associates with each valuation v the strategy v,
where for each node n ∈ Ni, v(n) isthe uniform dis tribution over the maximizersof v on
Mi(n). That is, in each node of player i, the player s electsat random one of the moveswith
the highest valuation. 9
The memoryless revision rule. For a history of length 1, h = (z), the valuation v is
revised to vz which isdeﬁned for each node m ∈ Mi(n) by
vz(m) =

fi(z) m ison the path leading from r to z,
v(m) otherwise.
For a history h = (z1,...,z t), the current valuation isrevis ed in each round according to






The temporal horizons, future and past, required for these two rules are very narrow.
Playing the game G, the player takes into consideration just her next move. The revision of
the valuation after playing G depends only on the current valuation, and the result of this
play,andnotonthehistoryofpastvaluationsandplays.Inaddition,therevisionisconﬁned
only to those moves that were made in the last round.
Theorem 1. Let G be a game in which player i either wins or loses. Assume that player i
hasa s trategy in G that guaranteeshim a win. Then for any nonnegative initial valuation v
of i, and super strategies  in , if i is the valuation super strategy induced by the myopic
strategy and the memoryless revision rules, then with probability 1, there isa time after
which i iswinning forever .
The following example demonstrates learning by valuation.
Example 1. Consider the game in Fig. 1, where the payoffs are player 1’s.
9 The requirementt hat  uniformly selects one of the moves at n is not essential for our results. It is enough
that  assigns positive weight to every move available at n.P. Jehiel, D. Samet / Journal of Economic Theory 124 (2005) 129–148 137
Fig. 1. Two payoffs.
Suppose that 1’s initial valuation of each of the moves L and R is 0. The valuations that
will follow can be one of (0,0), (1,0), and (0,1), where the ﬁrst number in each pair is the
valuation of L and the second of R. (As we shall see, the valuation (1,1) cannotbe reached
from any of these valuations.)
Wecanthinkofthesepossiblevaluationsasstatesinastochasticprocess.Thestate(0,1)
is absorbing. Once itis reached, player 1 is choosing R and being paid 1 forever. When
the valuation is (1,0), player 1 goes L. She will keep playing L, and winning 1, as long as
player 2 is choosing a. Once player 2 chooses b, the valuation goes back to (0,0). Thus, the
only way player 1 can fail to be paid 1 from a certain time on is when (0,0) recurs inﬁnitely
many times. But the probability of this is 0, as the probability of reaching the absorbing
state (0,1) from state (0,0) is 1/2.
Note that the theorem does not state that with probability 1 there is a time after which
player 1’s strategy is the one that guarantees him payoff 1. Indeed, in this example, if player
2’s strategy is always a, then there is a probability 1/2 that player 1 will play L for ever,
which is not the strategy that guarantees player 1 the payoff 1.
3.2. The case of payoff functions with more than two values
We now turn to the case in which payoff functions take more than two values. The next
example shows that in this case the myopic strategy and the memoryless revision rules may
lead the player astray.
Example 2. Player 1 is the only player in the game in Fig. 2.
The player can guarantee a payoff of 10, and therefore we expect a learning process to
yield eventually this payoff. But, in order to guarantee that the learning process induced by
themyopicstrategyandthememorylessrevisionresultsinthepayoff10inthelongrun,the
initial valuation should reﬂect the structure of the payoff. 10 If the initial valuation does not
reﬂect it, for example, if it is constant, then there is a positive probability that the valuation
(−10,2) for (L,R) is obtained, which is absorbing.
10 The valuation of L should be greater than that of R, and the valuation of a should be greater than that of b.138 P. Jehiel, D. Samet / Journal of Economic Theory 124 (2005) 129–148
Fig. 2. More than two payoffs.
WecannotstateforgeneralpayofffunctionsanytheoremanalogoustoTheorem1oreven
a weaker version of this theorem. But something meaningful can be stated when all players
playtherepeatedgameaccordingtothemyopicstrategyandthememorylessrevisionrules.
We say that game G is generic if for every player i and for every pair of distinct terminal
nodes z and z ,w eh a v efi(z)  = fi(z ).
Theorem 2. Let G be a generic game. Assume that each player i plays  according to the
myopic strategy rule and uses the memoryless revision rule. Then for any initial valuation
proﬁle, with probability 1, there isa time after which the s ame terminal node isreached in
each round.
The limit plays guaranteed by this theorem depend on the initial valuations and have no
special structure in general. 11 Moreover, it is obvious that for any terminal node there are
initial valuations that guarantee that this terminal node is reached in all rounds.
We return, now, to the case where only one player learns by reinforcement. In order to
preventa player from being paid an inferior payoff forever, like in Example 2, we change
the strategy rule. We allow for exploratory moves that remind her of all possible payoffs in
the game, so that she is not stuck permanently in a bad valuation. Assume, then, that having
a certain valuation, the player opts for the highest valued nodes, but still allows for other
nodes with a small probability . Such a rule guarantees that the player in Example 2 will
never be stuck permanently in the valuation (−10,2). We introduce formally this new rule.
The -exploratory myopic strategy rule. This rule associates with each valuation v the
strategy v
, where for each node n ∈ Ni, v
(n) = (1 − )v(n) + (n). Here, v isthe
strategy associated with v by the myopic strategy rule, and  isthe s trategy that uniformly
s electsone of the movesat n . 12
11 The emergence of any possible pure outcome is reminiscent of Proposition 1 in Karandikar et al. [15] which
was obtained in an evolving aspiration learning model (applied to the prisoner’s dilemma). Observe though that
unlike the evolving aspiration model in [15] our revision rule has nothing to do with inertia.
12 Like in the deﬁnition of the myopic strategy rule, it is enough to require that  assigns positive weight to every
move available at n.P. Jehiel, D. Samet / Journal of Economic Theory 124 (2005) 129–148 139
Unfortunately, adding exploratory moves alone does not help the player to achieve 10
in the long run, as we show now. Assume that the initial valuation of a and b is 10 and
−10 correspondingly, and the valuation of the ﬁrst two moves is also favorable: (10,2).
We assume now that in each of the two nodes player 1 chooses the higher valued node
with probability 1 −  and the other with probability . The valuation of a and b cannot
change over time. The valuation of (L,R) forms an ergodic Markov chain with the two
states {(10,2),(−10,2)}. Thus, for example, the probability of transition from (10,2) to
itself occurs when the player chooses either L and a, with probability (1 − )2,o rR with
probability , which sum to 1 −  + 2.
The following is the transition matrix of this Markov chain.

(10,2)( −10,2)
(10,2) 1 −  + 2  − 2
(−10,2)  − 2 1 −  + 2

The two states (10,2) and (−10,2) are symmetric and therefore the stationary probability
of each is 1/2. Thus, the player is paid 10 and 2, half of the time each.
Note that the exploratory moves are required because the payoff function has more than
two values. However, we have shown that a learning player who adopts such a rule fails
to achieve the payoff 10. Indeed, even in a win–lose game, a player who has a winning
strategy may fail to guarantee a win in the long run by playing according to the rules of
-exploratory myopic strategy and memoryless revision. To ﬁx this problem we consider
the following revision rule:
The averaging revision rule. For a node m ∈ Mi, and a history h = (z1,...,z t), if the
node m wasnever reached in h , then vh(m) = v(m). Else, let t1,...,t k be the timesat







We state, now, that by using a little exploration and averaging revision, player i can
guarantee a payoff which is above his individually rational (minmax) payoff in G minus ε.
Theorem 3. Let  be a super strategy such that i is the valuation super strategy induced
by the -exploratory myopic strategy and the averaging revision rules. Denote by P the
distribution over histories in  induced by .
Let  be i’sindividually rational payoff in G. Then for every ε>0 there exists 0 > 0







f(z l)> − ε.
We consider now the case where all players learn to play G, using the -exploratory
myopic strategy and the averaging revision rules. We show that in such a case, in the long140 P. Jehiel, D. Samet / Journal of Economic Theory 124 (2005) 129–148
run, the players’ strategy in the stage game is close to a perfect equilibrium. We assume for
simplicity that the game G has a unique perfectequilibrium (which is t rue generically).
Theorem 4. Assume that G has a unique perfect equilibrium 	 = (	i)i∈I. Let  be
the super strategy such that for each i, 
i is the valuation super strategy induced by the
-exploratory myopic strategy, and the averaging revision rules.
Let P be the distribution over histories induced by . Then there exists 0, such that
for all 0 <  < 0, for P-almost all inﬁnite histories h = (z1,...,z t,...), there exists T,
such that for all t>T, v(z1,...,zt)
i (m) = (1 − )	i(m) + (m), for each player i and node
m ∈ Mi.
4. Proofs
4.1. A sketch of the proof of Theorem 1
All the theorems are proved by induction on the depth of the game tree. We ﬁrst sketch
the main idea in the proof of Theorem 1.
SupposethatplayericanguaranteeawininthegameG,andshehastheﬁrstmoveinthis
game (t he ot her case is simpler). Then, atleastone of her moves att he rootof G guarantees
her a win. Denote by G  a subgame that follows such a move. By the induction hypothesis,
the theorem holds for the inﬁnitely repeated game of G .
Consider the vector of valuations of i’s moves at the root. Assume that it is not the 0
vector. At each round in , i chooses one of the moves that has positive valuation. If she
wins, it remains positive (indeed, it is 1). If she loses the valuation of the move is reduced
to zero. Thus, the set of moves with positive valuation can only shrink. Suppose that in a
given history there is a time after which the vector does not become the zero vector. Then,
at some later time the set of moves with positive valuation must be ﬁxed, and from that time
on i always wins.
Now suppose that in a given history this vector of valuations is 0 inﬁnitely many times.
At these times a move is chosen at random, and therefore with probability 1, G  is reached
inﬁnitely many times. We now apply the induction hypothesis.
There is a small ﬂaw in the proof just described. The induction hypothesis is about the
inﬁnitely repeated game of G  and we need to apply it to histories in . In these histories
there are “gaps” between the consecutive times in which G  is played.
Toovercomethisproblemweproveourtheoremsforalargerfamilyofsupergameswhich
we call stochastic repeated games. In such a super game, before each round of playing the
stage game all the players observe some random signal. This solves the problem mentioned
before, because the “gaps” between playing G  can be considered as signals rather than a
play.
4.2. Stochastic repeated games
LetSbeacountablesetofstateswhichalsoincludesanendstatee.Astochasticrepeated
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from S is selected according to a probability distribution which depends on the history of
the previous terminal nodes and states. When the state e is realized the game ends. The
selected state is known to all the players. The strategy played in each round depends on the
history of the terminal nodes and states. We now describe S formally.
Histories. The set of inﬁnite histories in S,i sH∞ = (S ×Z).F o rt0 the set of ﬁnite
histories of t rounds, is Ht = (S × Z)t, and the set of preplay histories of t rounds is
H
p
t = (S × Z)t × S. Denote H =∪ ∞
t=0Ht and Hp =∪ ∞
t=0 Ht × S. The subsetof Hp of
histories that terminate with e is denoted by F.F o rh ∈ H∞ and t0 we denote by ht the
history in Ht which consists of the ﬁrst t rounds in h. For ﬁnite and inﬁnite histories h we
denote by ¯ h the sequence of terminal nodes in h.
Transition probabilities. For each h ∈ H, 
(h) is a probability distribution on S.F o r
s ∈ S, 
(h)(s) is the probability of transition to state s after history h. The probability that
the game ends after h is 
(h)(e).
Super strategies. After t rounds the player observes the history of t pairs of a state and
a terminal node, and the state that follows them, and then plays G. Thus, a super strategy
for player i is a function i from Hp \ F to i’s strategies in G. We denote by (h)(z) the
probability of reaching terminal node z when (h) is played.
The super play distribution. The super strategy  induces the super play distribution
whichisaprobabilitydistributionPoverH∞∪F.Itistheuniqueextensionofthedistribution
over ﬁnite histories which satisﬁes
P(h,s) = P(h)
(h)(s) (1)
for h ∈ H, and
P(hp,z)= P(hp)(hp)(z) (2)
for hp ∈ Hp.
The valuation super strategy. Player i’s valuation super strategy in S, starting with val-




We show now how a stochastic repeated game of a subgame of G can be imbedded
in S.
For a node n in G, denote by Gn the subgame starting at n. Fix a super strategy proﬁle
 in S and the induced super play distribution P on H∞. In whatfollows we describe
a stochastic super game S 
n , in which the stage game is Gn. For this we need to deﬁne
the state space S . We denote with primes histories and states in the game S 
n , as well as
terminal nodes in Gn. Our purpose in this construction is to imbed H 
∞ in H∞. The idea is
to regard the rounds in a history h in H∞ in which node n is not reached as states in S .142 P. Jehiel, D. Samet / Journal of Economic Theory 124 (2005) 129–148
Let S  be deﬁned as the set of all hp ∈ Hp, such that node n is never reached in hp.
Obviously, S  subsumes S, and in particular includes the end state e. Note that the inﬁnite
histories in S 
n , that is, the elements of H 
∞, can be naturally viewed as the histories in H∞
in which the node n is repeated inﬁnitely many times. Similarly, the ﬁnite histories in H 
and H p can be identiﬁed with those in H an Hp correspondingly. We use this fact to deﬁne
the transition probability distribution 
 (h) in S 
n as follows.
For any s   = e in S  and h  ∈ H  with P(h )>0,

 (h )(s ) = P(h ,s  | h )(h ,s )(n), (3)
where (h ,s )(n) is the probability that node n is reached under the strategy proﬁle
(h ,s ).F o re, 
 (h )(e) = P(E|h ), where E consists of all histories h ∈ H∞ ∪ F
with initial segment h  such that n is never reached after this initial segment.
Note that 
 (h )(s ) is the probability of all histories in H∞∪F that start with (h ,s ) and
are followed by a terminal node of the game Gn. These events and the event E described
above, form a partition of H∞ ∪ F, and therefore 
  is a probability distribution.
Claim 1. Deﬁne a super strategy proﬁle   in S 
n , by
 (h p) = n(h p) (4)
for each h p ∈ H p, where the right-hand side is the restriction of (h p) to Gn. Then, the
restriction of P to H 
∞ coincides with the super play probability distribution P , induced
by  .
Proof. It is enough to show that P and P  coincide on H . The proof is by induction on the
length of h  ∈ H . Suppose P (h ) = P(h )>0 and consider the history (h,s ,z  ). Then,
by the deﬁnition of the super play distribution (1) and (2),
P (h ,s ,z  ) = P (h )
 (h )(s ) (h ,s )(z ).
By the induction hypothesis and the deﬁnitions of 
  in (3), the right-hand side is P(h ,s  |
h)(h ,s )(n) (h ,s )(z ). By the deﬁnition of   in (4), this is just P(h ,s )(h ,s )(n)
n(h ,s )(z ).Theright-handside,inturn,isjustP(h ,s )(h ,s )(z ) = P(h ,s ,z  ). 
Next, we note that playing by valuation is inherited by subgames.
Claim 2. Supposethati’sstrategyinS,i,isthevaluationsuperstrategystartingwithv,
andusingeitherthemyopicstrategyandthememorylessrevisionrules,orthe-exploratory
myopic strategy and the averaging revision rules. Then the induced strategy in S 
n ,  
i, is
the valuation super strategy starting with vn—the restriction of v to the subgame Gn—and
following the corresponding rules.
Proof. The valuation super strategy in S 
n , starting with vn, requires that after history
h  ∈ H , strategy v
¯ h 
n is played. Here, ¯ h  is the sequence of all terminal nodes in h , which
consists of terminal nodes in Gn. These are also all the terminal nodes of Gn,i nh , when
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When h  is considered as a history in H, then the strategy i(h ) is v
¯ h 
, where ¯ h 
is the sequence of all terminal nodes in h .  
i(h ) is the restriction of v
¯ h 
to Gn. But
along the history h , the valuation of nodes in the game Gn does notchange in rounds in
which terminal nodes which are not in Gn are reached. Therefore,  




4.4. Theorems1 and 2
The game  is in particular a stochastic repeated game, where there is only one state,
besides e, and transition to e (that is, termination of the game) has null probability. We
prove all three theorems for the wider class of stochastic repeated games. The theorems
can be stated verbatim for this wider class of games, with one obvious change: any claim
aboutalmostallhistoriesshouldbereplacedbyacorrespondingclaimforalmostall inﬁnite
histories.
All the theorems are proved by induction on the depth of the game G. The proofs for
gamesofdepth0(thatis,gamesinwhichpayoffsaredeterminedintheroot,withnomoves)
are straightforward and are omitted. In all the proofs, R ={ n1,...,n k} is the set of all the
immediate successors of the root r.
Proof of Theorem 1. Assume that the claim of the theorem holds for all the subgames of
G. We examine ﬁrst the case that the ﬁrst player is not i. By the stipulation of the theorem,
player i can guarantee payoff 1 in each of the games Gnj for j = 1,...,k.
Consider now the game S 
nj, the super strategy proﬁle  , and the induced super play
distribution P . By the induction hypothesis, and Claim 2, for each j, for P -almostall
inﬁnite histories there is a time after which player i is paid 1. In view of Claim 1, for P-
almostall hist ories in S in which nj is reached inﬁnitely many times, there exist a time
after which player i is paid 1, whenever nj is reached. Consider now a nonempty subset
Q of R. Let EQ be the set of inﬁnite histories in S in which node nj is reached inﬁnitely
many times iff nj ∈ Q. Then, for P-almostall hist ories in EQ there is a time after which
player i is paid 1. The events EQ when Q ranges over all nonempty subsets of R, form a
partition of the set of all inﬁnite histories, which completes the proof in this case.
Consider now the case that i is the ﬁrst player in the game. In this case there is at least
one subgame Gnj in which i can guarantee the payoff 1. Assume without loss of generality
that this holds for j = 1.
For a history h denote by R+
t the random variable that takes as values the subset of the
nodesinRthathaveapositivevaluationaftertrounds.WhenR+
t isnotempty,thenichooses
at r, with probability 1, one of the nodes in R+
t . As a result the valuation of this node after
the next round is 0 or 1, while the valuation of all other nodes does not change. Therefore
weconcludethatR+
t isweaklydecreasingwhenR+
t  =∅ .Thatis, P(R+
t+1 ⊆ R+
t |R+
t  =∅ )
= 1.
Let E+ be the event that R+
t =∅for only ﬁnitely many t’s. Then, for P-almostall
histories in E+ there exists time T such that R+
t is decreasing for tT. Hence, for P-
almostall hist ories in E+ there is a nonempty subset R  of R, and time T, such that R+
t =
R  for tT. Butin order for t he setof nodes in R with positive valuation not to change144 P. Jehiel, D. Samet / Journal of Economic Theory 124 (2005) 129–148
after T, player i mustbe paid 1 in each round aft er T. Thus we only need to show that
P( ¯ E+) = 0.
Consider the event E1 that n1 is reached in inﬁnitely many rounds. As proved before
by the induction hypothesis, for P-almostall hist ories in E1, there exists T, such that the
valuation of n1 is 1, for each round tT in which n1 is reached. The valuation of this node
does notchange in rounds in which itis notreached. Thus, E1 ⊆ E+ P-almostsurely.
We conclude that for P-almostall hist ories in ¯ E+ there is a time T, such that n1 is not
reached after time T. But P-almost surely for such histories there are inﬁnitely many t’s in
which the valuation of all nodes in R is 0. In each such history, the probability that n1 is not
reached is 1 − 1/k, which establishes P( ¯ E+) = 0. 
Proof of Theorem 2. Let i be the player at the root of G. By the induction hypothesis and
Claim 1, for each of the supergames S 
nj, j = 1,...,k, for P -almost inﬁnite histories in
this super game, there is a time after which the same terminal node is reached. By Claim 2,
for P-almostall hist ories of  in which nj recurs inﬁnitely many times there is a time after
which i’s valuation of this node is constantly the payoff of the same terminal node of Gnj.
Itis enough t hatwe show t hatfor P-almost all inﬁnite histories in S, there is a time after
which the same node from R is selected with probability 1 at the root. Suppose that this
is nott he case. Then t here mustbe a setof hist ories E with P(E)>0, two nodes nj and
nl, and two terminal nodes zj and zl in Gnj and Gnl correspondingly, that recur inﬁnitely
many times in this set. Therefore, for P-almostall hist ories in E, i’s valuation of nj and
nl is fi(zj) and fi(zl). Since G is generic, we may assume that fi(zj)>f i(zl). Thus, for
P-almostall hist ories in E, there is a time after which the conditional probability of nl given
the history is 0. Which is a contradiction. 
4.5. Theorems3 and 4
We prove Theorem 3 for stochastic repeated games, where the conclusion of the theorem
holds for P-almostall inﬁnite histories. We ﬁrst consider a node nj that follows the root,
and histories in which this node recurs inﬁnitely many times. Let j be i’s individually
rational payoff at nj. We prove that for such histories, in the long run, i’s average payoff at
the times in which nj was reached, denoted ¯ f t
j, is notlower t han j −ε.N o w ,i fi is nott he
player at the root, then i’s individually rational payoff  is the minimum of the j’s. Since
i’s average payoff ¯ f t is an average over j of the averages ¯ f t
j, itfollows t hatin t he long run
¯ f t is notlower t han j − ε.I fi is the player at the root, then  is the maximum over j of
j. We show that conditional on any history the probability that player i expected payoff in
t hatround is notlower t han  − ε is high. To conclude that this holds unconditionally on
histories, we use a version of the strong law of large numbers for dependent variables.
Proof of Theorem 3. Assume that the claim holds for all the subgames of G. We denote
by j, i’s individually rational (maxmin) payoff in Gnj.
Wedenoteby ¯ f t(h),i’saveragepayoffattime tinhistoryh.FixasubgameGnj.Histories
in the game S 
nj are denoted with primes. Thus, ¯ f t(h ) is i’s average payoff att ime t in
history h  in S 
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Let h be a history in  in which nj recurs inﬁnitely many times at t1,t 2,.... Let ¯ h =
(z1,z 2,...). Denote by ¯ f t








Thehistoryhcanbeviewedasaninﬁnitehistoryh  inS 
nj.Moreover,foreachl, ¯ f l(h ) =
¯ f
tl
j (h). By the deﬁnition of ¯ f t
j(h), it follows that if there exists L such that for each l>L ,
¯ f l(h )>j − ε, then there exits T such that for each t>T , ¯ f t
j(h) > j − ε.B yth e
induction hypothesis there is 0, such that for all 0 <  < 0, for P 
-almostall hist ories
h  there exists such an L. Thus, by Claims 1 and 2, there exists 0, such that for all j and
0 <  < 0, for P-almostall hist ories h in S in which nj recurs inﬁnitely many times,
there exists a time T such that for each t>T, ¯ f t
j(h) > j − ε.
Weexamineﬁrstthecasethattheﬁrstplayerisnoti.Obviously,inthiscase, = minj j.
Let Q be a nonempty subset of R, and let EQ be the set of all inﬁnite histories in which
the set of nodes that recurs inﬁnitely many times is Q. Consider a history h in EQ, with
¯ h = (z1,z 2,...). Let t
j(h) be the number of times nj is reached in h until time t. Then,











where the inequality holds, because

j t
j (h) = t, and for j/ ∈ Q, t
j(h) = 0. Thus for
P-almostall hist ories h in EQ,
lim
t→∞















  − ε.
Since this is true for all Q, the conclusion of the theorem follows for all inﬁnite histories.
Next, we examine the case that i is the ﬁrst player. Note that in this case, for each node
nj, ¯ f t
j(h) = vht(nj). Observe, also, that for P-almost all inﬁnite histories h in S, each of
the subgames Gnj recurs inﬁnitely many times in h. Indeed, after each ﬁnite history, each
of the games Gnj is selected by i with probability  at least. Thus, the event that one of
these games is played only ﬁnitely many times has probability 0.
Let Xt be a binary random variable over histories such that Xt(h) = 1 for histories h in
which the node nj0 selected by player i att ime t satisﬁes,
vht(nj0)> − ε/2, (5)
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Claim 3. There exists 0 such that for all j = 1...kand any 0 <  < 0, for P-almost
all inﬁnite histories h in S there istime T s uch that for all t>T,
vht(nj)>j − ε/4, (6)
|vht(nj) − vh 
t+1(nj)| <ε / 4, (7)
for each history h  such that h 
t = ht, and
E(Xt+1|ht)1 − , (8)
where E isthe expectation with res pect to P.
Inequality(6)followsfromtheinductionhypothesis.For(7),notethatifnj isnotreached






/( + 1), where  is the number of times nj was reached in ht and f(z t+1) is the
payoff in round t + 1. But,  goes to inﬁnity with t, and thus (7) holds for large enough t.
For (8), observe that (6) implies maxj vht(nj)>−ε/4, as  = maxjj. Then, by (7),
maxj vh 
t+1(nj)>−ε/2 for each history h  such that h 
t = ht. Therefore, after ht, player
i chooses, with probability at least , a node nj0 that satisﬁes (5), which shows (8).
The information about the conditional expectations in (8) has a simple implication for
the averages of Xt. To see it we use the following convergence theorem from Loève
[16] p. 387.












E(Xl|X1,...,X l−1)) → 0, (10)
almost surely, where ¯ Xt = (1/t)
t
l=1 Xl. 13
Consider now the restriction of the random variables Xt to the set of inﬁnite histo-










E(Xl|X1,...,X l−1))1 − . This is so, because the ﬁeld generated by the random vari-
ables (X1,...,X l−1) is coarser than the ﬁeld generated by histories ht. Since condition (9)
holds for Xt, it follows by the Stability Theorem that for P-almost all inﬁnite histories h,
lim
t→∞
¯ Xt 1 − . (11)
13 The name stability theorem was give by Loève. Hart and Mas-Colell [12], who also use this theorem in the
context of a learning model, refer to it as the strong law of large numbers for dependent random variables.P. Jehiel, D. Samet / Journal of Economic Theory 124 (2005) 129–148 147
By the deﬁnition of Xt,






j(h)vht(nj) ¯ Xt(h)( − ε/2) + (1 − ¯ Xt(h))M,
where M is the minimal payoff in G. If we choose 0 such that (1−0)(−ε/2)+0M >
 − ε, then by (11), for each  < 0, limt→∞ f t(h) >  − ε for P-almostall inﬁnit e
histories. 
The proof of Theorem 4 is also extended to stochastic repeated games. We show that the
conclusion of the theorem holds for P-almost all inﬁnite histories.
Proof of Theorem 4. Assume that the claim of the theorem holds for all the subgames
of G. We denote by vj the restriction of the valuation v to Gnj, and by 	i,j, i’s perfect
equilibrium strategy there, which is also the restriction of 	i to this game.
Claim 4. Let i0 be the player at the root, j be i0’spayoff in the perfect equilibrium of
Gnj, and ε>0.
Then there exists 0 > 0 such that for all 0 <  < 0, nodes nj, and playersi, for P 

almost all inﬁnite histories h  of S 






i (m) = (1 − )	i,j(m) + (m) (12)
for each node m ∈ Mi in Gnj, and
|E(f t+1
j |h 
t) − j| <ε (13)
where E isthe expectation with res pect to P 
, and f t+1
j isi’spayoff in round t + 1.
Equality (12) is the induction hypothesis. Consider a history h 
t for which (12) holds. In
the round that follows h 
t, the perfect equilibrium path in Gnj is played with probability
(1−)d−1 atleast , where d is the depth of G. Player i0’s payoff in this path is j. Thus for
small enough 0,( 13) holds.
By Claims 1 and 2 itfollows from ( 12) that for 0 <  < 0, for P-almostall hist ories
h in , there exists T such that for all t>Tthe strategies played in each of the games S 
nj
is the perfect equilibrium of Gnj. Thus, to complete the proof it is enough to show that in
addition, at the root, i0 chooses in these rounds, with probability 1 − , the node nj0 for
which 	i0(r) = nj0. For this we need to show that i0’s valuation of nj0 is higher than the
valuation of all other nodes nj.
To show it, let 3ε be the difference between j0 and the second highest payoffs j.
By the assumption of the uniqueness of the perfect equilibrium, ε>0. Note that as all






t) exists. Using the
stability Theorem, as in Theorem 3, we conclude that limt→∞ ¯ f t
j(h ) exists, and by (13)
the inequality |limt→∞ ¯ f t
j(h ) − j| <εholds, where ¯ f t
j(h ) is i0’s average payoff until
round t of history h , in the game S 
nj.148 P. Jehiel, D. Samet / Journal of Economic Theory 124 (2005) 129–148
As in the proof of Theorem 3, itfollows t hatfor P-almost all inﬁnite histories h in ,
|limt→∞ vht(nj) − j| <ε . Butt hen, for P-almost all inﬁnite histories h there exists T
such that for all t>T, vht(nj0) is the highest valuation of all the nodes nj. 
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