ABSTRACT Recent years, along with the promotion of smart campus, social networks developed rapidly which demands high accuracy of man-man & man-machine interaction technologies. Thus, physiological information in speech interactive processing has become an important complement or even replaced acousticbased features. With the aim of assessing the influence of emotions on articulatory-acoustic features in speech production, the current study explored the articulatory mechanism that underlying emotional speech production of Mandarin words. We first used the AG501 EMA device to collect articulatory and acoustic data synchronously as subjects were speaking specific words in Mandarin with different emotions, e.g., anger, sadness, happiness, and neutral; articulatory and acoustic features then were extracted from the collected data and analyzed in a one-way ANOVA to discover the significance of emotions on articulatory and acoustic features. The results illustrated that the motion of articulators (tongue and lip) were influenced by emotions significantly; in detail, the motion range of tongue and lip with anger were larger than other emotions, meanwhile, tongue speed and lip speed with anger and happiness were more sensitive than with sadness and neutral in emotional words. Results had been discussed to discover the relationship between acoustic and articulatory features of emotional speech, and then the conclusion can be acquired that articulatory motion feature (tongue and lip) may be the major feature of emotional speech recognition, so that which can be applied to the man-machine interaction of smart campus research in the future.
I. INTRODUCTION
With the rapid development of Evolved Packet Core (EPC) network and artificial intelligence, Smart City and Smart Campus had risen quickly, which shared similar base installation, communication network and traffic network [1] . Especially, the concept of Smart Campus put forward the sharing of education and knowledge, and covered the key areas, such as communication and transportation [2] . For helping the user in the Inter-City Network and Campus Network to communicate and exchange with each other better, there is more strict demand to synthesis and recognition of emotional speech. As an effective communication tool for humans, textual information of speech is not the only content; emotional information is often of equal importance. Emotional recognition is the key element for natural humancomputer interactions and has large research and application values, which can be applied to other recognition tasks, such as speaker recognition and automatic speech recognition [3] . After 2000, with the rapid development of computer multimedia processing technology, emotional speech recognition made great progress as an important branch of artificial intelligence technology, which was reflected in the occurrences of a more integrated emotional speech corpus and abundant emotional speech features. For example, Cowie et al. developed an emotion labeling system, FEELTRACE, which provided a standard tool for annotation of emotional speech data [4] ; Eyben et al. [5] from Munich University of Technology used an open toolkit, openSMILE, to extract speech emotional features and provided batch automatic extraction of common speech emotional features: energy, fundamental frequency, duration, and Mel-frequency cepstrum coefficient (MFCC).
Previous studies generally have used acoustic and statistical features for emotional speech recognition, but the critical articulators, i.e., lip and tongue, have been largely ignored, particularly for emotional speech recognition, which is probably due to the difficulty of obtaining direct articulatory data. Several collection technologies have been attempted for articulatory data, including X-ray microbeam, ultrasound, electromagnetic articulography (EMA), and real-time magnetic resonance imaging (MRI) [6] - [8] . Most collection technologies require special environments and strict subject selection, which makes it difficult to collect articulatory data of natural speech accurately.
On the other hand, EMA has relatively few environmental requirements and allows natural speech, which provided confidence in extracting emotional information from the speech. Some studies combined various collection technologies to extract and analyze articulatory data geared toward improving articulatory feature accuracy. Narayanan et al., for example, used real-time MRI and EMA articulatory data to study speech production [9] , which showed that EMA was suitable for articulatory data collection and could be combined effectively with acoustic data to study speech production. Articulators were divided into critical and non-critical types [10] , and the articular motion was analyzed according to emotional variation (happiness, sadness, hot angry, and cold angry). Word-level articulatory and acoustic parameters were analyzed separately [11] , [12] to obtain critical and noncritical parameter significance. Moreover, Sungbok Lee et al., analyzed the emotional speech using kinematic and acoustic features separately, discovered that the positions of tongue tip, jaw and lip become more advanced when emotionally changed, being similar to acoustic feature (pitch, duration and formants). [13] . All those work laid the foundation for ongoing studies on production and recognition of emotional speech using combined EMA and acoustic data.
Most studies of emotional speech using articulatory parameters focused on English, with other languages drawing significantly less attention. With growing evidence that this method greatly assists emotional speech research, several researchers have collected articulatory data in a variety of languages using EMA technology. For example, Meenakshi et al. used an AG501 EMA data collection device to build Indian corpus and compared speech quality with and without sensors [14] ; Dang et al. conducted an experimental comparison about emotion perception among subjects coming from Japan, the United States and China, which revealed similarities and differences in the articulation of different spoken languages in emotional speech expression [15] .
There are little research on emotional speech production and recognition of Mandarin, even though it is the most widely spoken language in the world; there are several research institutes conducting studies on Mandarin. [16] and Yu et al. [17] from the Chinese University of Science & Technology used articulatory data to study parametric speech synthesis using an HMM model; Wei et al. [18] and Fang et al. [19] , all from Tianjin University, used EMA data to build 3D articulatory models and studied visualization of Mandarin articulatory motions; the National Laboratory of Pattern Recognition at the Science Academy of China applied articulatory features to speech recognition of Mandarin [20] ; and Lee [21] from City University of Hong Kong studied the relationship of articulatory and acoustic features in Cantonese. However, few research institutes have considered the articulatory motion of Mandarin emotional speech production and applied the articulatory features to emotional speech recognition.
Meanwhile, existing research of emotional speech production on Mandarin and other spoken languages only focused on the research of phonemes, with an emphasis on producing laws and articulatory features of vowels. However, as a kind of tone language, the interaction between phonemes also hid some emotional information. Thus, the current study took disyllable words as a research subject, focusing on the motion variation of articulators (tongue and lip) under the emotion of neutral, happiness, sadness and anger, and then verified the hypothesis that articulatory features had significant effects on different emotions. Furthermore, the study wanted to verify the hypothesis that articulatory features can add into the feature network of emotional speech recognition, which can apply to the inversion of articulatory-acoustic features and multi-mode emotional speech recognition. Thus we can improve the interaction of speech, which can serve the construction of Smart Campus. This paper is organized as follows. First, datasets, feature extraction and emotion modeling methods are described in section 2. Next, the results and discussions of emotional influences on articulatory-acoustic features in each experiment are provided in section 3 and section 4 separately. Finally, the summary of this study and directions for future work are provided in section 5.
II. METHODS
This study first built a Mandarin emotion corpus, containing synchronous audio and articulatory data, and then analyzed articulatory and acoustic features of the collected data to discover the correlations between emotions and articulatoryacoustic features.
A. MATERIAL AND SUBJECTS
To express emotion without bias [22] , disyllable words of neutral affect were chosen as the spoken material, including 'Mama' (Mom), 'Zaijian' (Good-bye), 'Tiantian' VOLUME 6, 2018 (Everyday), 'Daqi' (Encourage), and 'Nihao' (Hello). All words were spoken as neutral, anger, happiness and sadness.
Six subjects (three females: F1, F2, F3; three males: M1, M2, M3) were recruited. All were native Mandarin speakers between 25 and 30 years old (average of ages is 27.1, and STD is 1.94) with no professional language training, and no orofacial surgery history. Before collecting the data, all subjects were trained briefly about language performance to help them understand the emotional connotation and representation style of the same text in different scenes. Subjects were told the processes required for collecting data, and signed informed consent.
B. DATA COLLECTION
Articulatory data was collected using the AG501 EMA device from Carstens (Lenglern, Germany), as shown in Fig. 1 , which has 24 articulatory channels and one audio channel with 250 Hz and 48 kHz sampling rates [23] . The current study placed sensors on each subject to ensure successful collection. Sensors were attached to the left and right mastoids and the bridge of nose to correct for head movement; three sensors were attached to the bite plane, as shown in Fig. 2 . Additional sensors were attached to the upper and lower lips, the left and right lip corners, the upper and lower incisor, and the tongue tip (TT), body (TB), and root (TR). Detailed locations are shown in Fig. 3 . The subjects were asked to read the designated word on the projection screen after ensuring sensor stability. When recording speech, a 3-min rest was enforced between trials to help the subject adjust emotion and prepare the next recording [24] , [25] . Each subject was asked to speak each word three times. Thus, 360 trials (6 Subjects × 5 Words × 4 Emotion Types × 3 Repeats) were collected, comprising audio (.wav) and 3D articulatory (.pos) data files. 
C. PRE-PROCESSING OF DATA
Quality of collected trials was influenced by environmental noise and subjects' expressing abilities. First, the principle of AG501 made sensors move in the magnetic field produced by AG501 for recording sensors' movement trail; the magnetic field may be influenced by external electromagnetic waves and metal radiations, which can create errors in partial data. Second, subjects are not professional actors and actresses, but instead are postgraduates with Second-Level Mandarin. All those characteristics would cause imperfect emotional expression from the speakers, especially if the desired emotion is not understood correctly by the listener. This finding illustrates how data evaluation and selection are very important [26] .
1) HEAD CORRECTION OF ARTICULATORY DATA.
Subjects had different sitting positions and heights when they were speaking, so it was not appropriate to analyze subject kinematic data in the same Cartesian coordinate system. We used a head correction on the collected articulatory data before studying the kinematics, as shown in Fig. 4 . The correction transformation put the three sensors of the subject's bite plane on the X-Y plane, with OC located at the origin and the bridge of nose sensor located on the positive X positive axis. The left and right mastoid sensors were symmetric on the X-Z plane:
At here, A and R are the corrected and raw articulatory data, respectively; and M is the rotation matrix automatic generated by AG501 according to the subject's bite plane.
2) EVALUATION AND SELECTION OF AUDIO DATA
Ten undergraduates with Second-Level Mandarin and normal hearing were recruited to score the acoustic data following the evaluation standard shown in Table 1 , based on the likert scale [27] . Thus, each trial was scored separately according to perceived level of understanding and expression of emotion. In processing the evaluation of each speech, emotion types of speech that the subject wanted to express were ignored in understanding degree evaluation; in the same way, subjective evaluation of emotion expression needed the audio data in advance to rely on the emotion type the subject wanted to express.
Results have been collated, and the mean outcomes were calculated after the independent scoring was completed. Let U i be the mean speech understanding, and let D i be the mean emotion expression; then,
where i = 1-360 is the speech index, N = 10 is the number of evaluation team members, and j = 1-10 is the evaluation team member index; expressing emotion for neutral speech was scored as 5. Effective audio data was selected for subsequent analysis where mean understanding evaluation ≥ 4.5 and emotion expression ≥ 4.0.
3) EVALUATION AND SELECTION OF ARTICULATORY DATA
Root mean square error (RMSE) was employed to indicate articulatory data stability,
where i is the number of articulatory data points for each speech, and RMSE is the Euclidean distance of the data point from the relevant mean. The equation (4) can be expressed as
In general, a smaller RMSE implies more stable data. Therefore, articulatory data with RMSE < 10 mm were considered sufficiently stable, and other data were discarded.
Applying the criteria above, 216 trials were identified as having suitable audio and articulatory data for subsequent analysis.
D. DATA ANALYSIS 1) DESCRIPTIVE ANALYSIS
The articulatory data after head correction is three dimensional (3D) in Cartesian coordinates (x = front-back, y = left-right, and z = up-down sensor position on the articulator surface, respectively). The tongue and lip are very sensitive articulators and have different kinematic trajectories and velocities as well as different emotions and semantics. Fig. 5 shows the 'Zaijian' case as an example to compare tongue tip positions.
The tongue tip z-axis range and velocity are visibly different between emotions, for both subjects. Thus, articulators, as with the tongue tip, may vary significantly by emotion. Statistical analyses were performed to define this level of difference.
Using the same textual material, the kinematics of articulators regardless of different genders is similar; thus, there is only M2, one of male subjects, has been look as the example to illustrate the descriptive kinematics of articulators.
2) STATISTICAL ANALYSIS OF ARTICULATORY AND ACOUSTIC DATA
The motion parameters of lip and tongue collected by sensors can be analyzed statistically. Simultaneously, among the acoustic features from speech, the most basic parameters are duration, fundamental frequency and formants, etc. In this study, acoustic parameters have been chosen as the research objects, with variation analyzed under different emotions. We then determined the corresponding points between acoustic features and articulatory features.
Single-factor analysis of variance (ANOVA) was performed on articulator position and velocity in the x, y, and z-axes and on the acoustic variates against emotion explanatory variables. Discrimination analyses of articulatory, acoustic, and articulatory-acoustic features then were performed.
III. RESULTS

A. INFLUENCE OF EMOTION ON ARTICULATORY DATA 1) TONGUE
Tongue motion is a sensitive articulator of speakers [28] , [29] and can reflect the speaker's gender, emotion, and semantics. Independently, when the speaker expressed different VOLUME 6, 2018 FIGURE 5. Tongue tip kinematics for 'Zaijian' word from (a) F2 and (b) M2 subjects. emotions, their tongue followed different trajectories, as shown in Fig. 6 . Fig. 6 shows the position range of tongue sensors for different emotion intentions. Tongue position for sadness has the largest range, and anger has the smallest range, with happiness less than neutral and larger than anger (Fig. 6(a) ). In subfigure (b), it is observed that the tongue position for anger is the most forward, whereas the tongue position for sadness is the least forward; happiness is more forward than neutral and less forward than anger. In subfigure (c), we can discover that the tongue left-right motion for happiness is different from other emotions obviously. However the motion range in Y-axis is less sensitive than in other axis.
In terms of representing the dynamic changes of the tongue in different emotions, Fig. 7 indicates the kinematics of tongue when speakers spoke the words with different emotions. From the figure, we can see roughly that positions of Tongue Body are higher than Tongue Tip and Root for anger and happiness, and the variation of emotion caused undulating change of Tongue Body and Tip. In detail, tongue is flattish in sadness, steeper in anger and happiness. Meanwhile, it can be observed that motion range of tongue in sadness and happiness are more large than in neutral and anger. Relying on one-way ANOVA, Table 2 shows single factor ANOVA results for tongue positions and velocities. It can be found that emotion influence on tongue position is not significant, whereas the influence on tongue velocity is significant. The emotion pairs (neutral + any other emotion) have a significant influence on x velocity, and (anger + any other emotion) has a significant effect on z velocity.
2) Lips
The lip is the key articulator for expressing emotion and semantics [29] . Similar to the tongue, different emotions have different lip kinematics. Four sensors on the lip reflect the motion of lip. At here, Lip Distance and Lip Protrusion, separately representing lip aperture, are used to describing the motion range of lips. Fig. 8 illustrates the distance between upper and lower lips for emotions, i.e. anger, happiness, neutral and sadness. From the figure, it can be seen that the distance between upper and lower lips for sadness is the most small, and the neutral is the largest.
At the same time, the variation of Lip Protrusion with different emotions is illustrated in Fig. 9 . The degree of Lip Protrusion with happiness is higher than other emotions largely, and the degree with sadness is the lowest among all emotions. It is unfortunately that the degree with anger and neutral is not obvious, which may be decided by other parameters of lips and tongue. And then, in order to study the kinematics of lips more accurately, statistical analy- sis results for lip sensors position and velocity are shown in Table 3 .
Sensor positions are not significant for emotions, although there are significant differences between particular pairs, e.g., happiness and neutral on the x-axis about for the Left Lip and Lower Lip.
On the other hand, sensor velocities generally are significantly affected by emotional variation. On the z-axis (up-down motion), anger is significantly different to other emotions particularly for Left Lip, Right Lip and Upper Lip; there are significant differences between happiness and other emotions on Right Lip, and between neutral and other emotions on Upper Lip. On the y-axis (left-right motion), the velocity of Right Lip is significantly different between anger and other emotions, but no other emotion pairs show significant differences.
On the x-axis (front-back motion), significant differences are exhibited for anger and neutral on Left Lip, (Neutral + Anger), (Happiness + Sadness) on Right Lip, and (Happiness + Neutral) and (Neutral + Sadness) on Upper Lip. 
B. INFLUENCE OF EMOTION ON ACOUSTIC FEATURES
Duration, amplitude, formants and fundamental frequency are very important features of audio signals. [6] , and can reflect the speakers' psychology and custom to a certain extent. The current study investigated these features of words for different emotional states, as shown in Table 4 and Fig. 10. 
1) DISCRIPTION ANALYSIS OF DURATION
From Fig. 10 , we found that the mean of duration with anger is the lowest, and the duration with sadness is the highest.
2) SIGNIFICANCE OF EMOTIONS ON ACOUSTIC FEATURES
All acoustic features in Table 4 are affected significantly by emotions (P < 0.05), in detail, about duration of words, there are difference among all emotion pairs except (anger + happiness ); about amplitude, there are difference between anger and other emotions; about first formant, only (neutral + anger), (sadness + anger), and (sadness + happiness) pairs shows significant differences; about second formant, there are difference between sadness and other emotions; about fundamental frequency, there are difference between sadness and other emotions. 
C. DISCRIMINANT ANALYSIS OF ARTICULATORY AND ACOUSTIC FEATURES
Finally, we studied the acoustic features and articulatory features using discriminant analysis, as shown in Table 5 . Classification accuracies are differed by features and emotion states. When observing only articulatory parameters, anger is the most effective emotion, and performs better than acoustic features. Sadness is better than happiness, with neutral the poorest. Classification accuracy improved obviously over either feature separately when acoustic and articulatory data were combined.
IV. DISCUSSION
This study provided evidence that the emotional variation pattern of articulatory data using disyllable words in Mandarin as the research objects of emotional speech. In the current study, motion of the tongue and the lip in 3D coordinates under the emotional conditions of neutral, happiness, anger, and sadness have been analyzed for significance during emotional variation using one-way ANOVA. From the analyses, we found that tongue and lip positions and velocities directly influenced the expression of emotions. Different sensors on the tongue have accordant performance on emotion, which were reflected in the up-down and front-back constrictions of tongues. When speakers expressed sensitive emotions, such as anger, sadness, and happiness, speakers' tongue constriction velocities were sensitive in the frontback and up-down directions. Meanwhile, in the tongue, as a whole, the motion scopes of front-back with anger and happiness were larger than sadness and neutral; accordingly, up-down motion scopes with anger and happiness are smaller than sadness and neutral. Moreover, the study analyzed detailed tongue motion parameters (max, mean, min, and median of positions and velocities) by one-way ANOVA and discovered that tongue front-back motion velocities indicated the difference between emotional speech and neutral speech, which illustrated the tongue's constricted degree increased significantly as speakers expressed the emotions to distinguish the neutral speech. Additionally, the tongue's up-down motion indicated the intensity of emotion, for instance anger, as a kind of hot emotions, its variations on up-down motion velocities are most obvious among three kinds of emotions and neutral, and its mean positions were also lowest. Thus, it could be verified that anger was the most sensitive emotion. Furthermore, tongue positions were the highest when speakers were expressing sadness, and the variations of up-down motion velocities were less obvious, so that the expression of sadness was not very strong. Results regarding anger and sadness were similar to Lee et al. [13] .
Similar to the tongue, lip motion reflects the difference of emotions; different sensors on the lip had different reflections about different emotions. Among them, anger had the most significant influence on up-down and left-right motion velocities of lips; in detail, left-right and up-down motion velocities of left and right lip corners had obvious distinguishing features of other emotions. This finding illustrated that the lip opening area and motion velocities in anger were more sensitive than other emotions, which is in accordance with Fang et al. [19] .
Li and Lee abovementioned analyzed the vowels in emotional speech. However, as a kind of tone language, only the vowels in Mandarin have been analyzed, which might lose some emotional information and could not show the emotion that speakers want to express. In the current study, disyllable words are selected to study the motion of tongue and lips during speakers' expressions; syllable tone and articulatory patterns were combined to discover more emotional information. For example, up-down motion velocities of left and right lip corners were significant to happiness, and upper lip frontback constriction velocities were also related to happiness. Thus, the hypothesis was verified, such that disyllable words have more emotional information than signal syllable words. Thus, the viewpoint is the same as emotional research results on sentence and word level in the English corpus [27] , [11] , which shows that continuous syllables may have more abundant emotional information than single vowels or syllables [30] , whose emotional features will be extracted more easily.
Additionally, duration, amplitude, first and second formants [31] , and fundamental frequencies have been analyzed in the current study. Anger was found to be the most outgoing emotion, and amplitudes of anger trials have significant effects on the emotion states, which happen to coincide with the up-down motion of the tongue and lip [19] . At the same time, fundamental frequencies, as the feature parameter of tone in Mandarin, have significant effects on sadness and other emotions; this was accordant to the position that the whole position of the tongue is the highest in sadness.
Thus, the research results illustrated that there are common emotional features between articulatory and acoustic features. These two types of features can supplement each other and can be extracted for discriminant analyses. The discriminant analyses explored that combining articulatoryacoustic features had better results on the judgements of emotional types than solitary results from articulatory or acoustic features.
The mapping and inversion of articulatory-acoustic features was not performed in this study and cannot be further fused into the feature network of emotional speech recognition. Meanwhile, the current study broke the limit from most researchers of focusing on the vowels; however, the transition process of two syllables and its paralinguistic information have less research, which will be undertaken in future efforts. All those can promote the fusion of artificial intelligence and Smart Campus in the future.
V. CONCLUSION
Our aim was to verify the importance of articulatory research in Mandarin emotional speech; moreover, it can be used for emotional speech recognition in Mandarin and the inversion of acoustic-articulatory features in the future. In the current study, we extracted and analyzed acoustic and articulatory features, e.g., tongue and lip, and found that the tongue and lip showed variation with emotions. Anger had the largest impact, with happiness and sadness having less impact and neutrality having the least impact.
To fully understand the variations of emotional speech production, it is important to know how the emotional variations of speech production components are related to each other, not only among articulators but also with other emotional crucial voice cues, i.e., pitch, energy, and duration (prosody), and intonation and voice quality. The current study combined acoustic and articulator data but did not construct a fused model using these features. And then, the fused model can be used to emotional speech recognition in artificial intelligence area, which will accelerate the development of Smart Campus and Smart City. These aspects will be studied in the future work. 
