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The critical behaviour of the Ising ferromagnet confined in pores of radius R and length L is studied
by means of Monte Carlo computer simulations. Quasi-cylindrical pores are obtained by replicating
n-times a triangular lattice disc of radius R, where L = na and a is the spacing between consecu-
tive replications. So, spins placed at the surface of the pores have less nearest-neighbours (NN) as
compared to 8 NN for spins in the bulk. These “missing neighbour” effects undergone by surface
spins cause a strong suppression of surface ordering, leading to an ordinary surface transition. Also,
the effect propagates into the bulk for small tubes (R ≤ 12) and the effective critical temperature of
the pores is shifted towards lower values than in the bulk case. By applying the standard finite-size
scaling theory, subsequently supported by numerical data, we concluded that data collapse of rele-
vant observables, e.g., magnetization (m), susceptibility, specific heat, etc., can only be observed by
comparing simulation results obtained by keeping the aspect ratio C ≡ R/L constant. Also, by extrap-
olating “effective” R-dependent critical temperatures to the thermodynamic limit (R → ∞, C fixed),
we obtained TC(∞) = 6.208(4). As suggested by finite-size scaling arguments, the magnetization is
measured at the critical point scales according to h|m|iTcR
β
ν ∝ £R
L
¤ 1
2
, where β and ν are the standard
exponents for the order parameter and the correlation length, respectively. Furthermore, it is shown
that close to criticality the axial correlation length decreases exponentially with the distance. That
result is the signature of the formation of (randomly distributed) alternating domains of different mag-
netization, which can be directly observed by means of snapshot configurations, whose typical length
(ξ ) is given by the characteristic length of the exponential decay of correlations. Moreover, we show
that at criticality ξ = 0.43(2)R. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4821826]
I. INTRODUCTION
The study and understanding of phase transitions and
critical phenomena that take place in confined geometries are
topics of both fundamental and practical interest, which have
recently attracted considerable attention.1–4 The interplay be-
tween the finite-size of the confinement geometry and the
surface effects due to the interaction of the physical system
with the walls of the container modifies the phase behaviour
of the confined system as compared to the bulk.5–9 In fact,
phase transitions are often shifted due to surface effects and
rounded due to finite-size effects.10–12 Furthermore, and due
to the purpose of this paper that focuses on the critical be-
haviour of fluids and fluid mixtures in nano- and micro-pores,
one also has a topic with many technological and practical
applications13, 14 ranging from the non-conventional extrac-
tion of gas and oil from porous clays and rocks to the design
and operation of nano- and micro-fluidic devices.4, 15 In ad-
dition, the study of gas adsorption in tubes at the nanoscale
has been boosted by the development and availability of sev-
eral techniques to synthesise carbon nanotubes, e.g., the laser
vaporization synthesis method, which is of particular inter-
est since it allows one to obtain ordered carbon nanotube
structures. Namely, the mentioned method produces “ropes”
that typically have 10–20 nm of diameter and lengths over
100 μm, as observed by Scanning Electron Microscope
(SEM) imaging.16 On the other hand, Transmission Electron
Microscopy (TEM) observations16 show that these ropes are
actually arrays of several single-wall carbon nanotubes that
axially look like a bi-dimensional honeycomb of lattice con-
stant 1.7 nm and where each cell of the honeycomb is a carbon
nanotube separated from the others by at least 0.315 nm. Fur-
thermore, the single-wall carbon nanotubes have a diameter
of 1.38±0.02 nm and are bonded by weak inter-tube van der
Waals forces.
Motivated by these technical and experimental applica-
tions, we will treat the topic, however, from a more fundamen-
tal point of view, i.e., by addressing its statistical mechanics
description by means of an archetypical model: the confined
Ising ferromagnet. Along the paper we will use the magnetic
terminology, without losing generality, since the mapping of
the Ising model into a lattice gas allows for a straightforward
description in terms of a confined fluid. The same prescription
also holds for the properties of a confined binary alloy.17
It is worth mentioning that the 3D Ising ferromagnet
confined by parallel walls that exert competing short-range
surface magnetic fields has been extensively studied12, 18–20 in
order to characterize wetting phenomena, i.e., the
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localization-delocalization transition of the interface be-
tween magnetic domains of different orientation, which
is the precursor of the wetting phase transition that takes
place in the thermodynamic limit only.21 Similar studies
have also been performed in 2D, where some existing exact
results have been confirmed by means of Monte Carlo
simulations.22 Also, by adopting the wedge geometry, with
competing magnetic fields, the so-called filling transition has
also been studied by means of Monte Carlo simulations of
the Ising magnet.23–25 For studies of their 2D counterpart,
i.e., the corner filling transition, see Ref. 26. Very recently,
the Ising magnet was also employed for the study of both
capillary condensation and the rounding of phase transitions
in cylindrical pores.10, 27 The former case was also studied in
2D by adopting a rectangular (L × D, L À D) geometry, i.e.,
by actually using long strips (for early studies of this system
performed by keeping the aspect ratio D/L = constant see
also Ref. 28). Furthermore, in long pores, by scanning the
bulk magnetic field H, hysteresis effects of the magnetization
are identified; in particular, the fact that the area enclosed by
hysteresis curves strongly decreases while increasing T, and
for T > T0(L, D), i.e., temperatures higher than the hysteresis
critical point, hysteresis is no longer observed. For H = 0
and T < T0(L, D) the probability distribution of the order
parameter, P(M), exhibits two peaks at the exactly known
spontaneous magnetization of the system. However, for T
> T0(L, D) a broad peak at M = 0 appears and is identified
with the onset of a multi-domain configuration, as was also
observed earlier.27 In addition, capillary condensation was
actually studied in cylindrical pores with and without surface
magnetic fields.10 The study is mainly focused on the case of
large pores, i.e., L À R, where L and R are the length and the
radius of the pores, respectively. It is found that the nature of
the phase coexistence at the vapour-liquid transition (note that
here we are adopting the lattice-gas terminology) strongly
depends on the length of the pore or cylinder: for very long
pores the system is axially homogeneous at low T, while at
high temperatures, but still far below criticality, the system
becomes axially inhomogeneous exhibiting a multi-domain
structure such that liquid-liquid and vapour-liquid domains
alternate along the tube.
Within the broad context discussed above, it is worth
mentioning that here we adopt an alternative approach for
the study of critical phenomena in quasi-cylindrical pores,
namely, we will focus our interest on samples where the as-
pect ratio C ≡ R/L is kept constant, so that our results can
straightforwardly be extrapolated to the thermodynamic limit
in order to characterise a true phase transition. So, our aim
is to characterise the critical behaviour of the Ising ferromag-
net confined in quasi-cylindrical pores by means of finite-size
scaling analysis of equilibrium Monte Carlo measurements.
It is worth mentioning that finite-size scaling quantities de-
pend not only on the universality class of the phase transition,
but also on the geometry and boundary conditions used. Of
course, the model proposed for the adsorption in the pores is
rather specific; however, in the regime where the correlation
length ξ becomes much larger than the lattice spacing, one
expects to enter into a universal scaling regime such that the
microscopic details of the model become irrelevant.29
It is also worth mentioning that our study is performed
by assuming the absence of both surface and bulk magnetic
fields and, therefore, it represents a quite different approach
from the one used in Refs. 10 and 27, that on the other hand
is focused to the study of hysteresis effects and capillary con-
densation.
Finally, we would like to mention that the critical Casimir
effect, which is observed in confined geometries,30 has re-
cently attracted much interest.31, 32 Also, it is interesting to
note that incidentally the Casimir force is found in some
cases to be dependent on the aspect ratio of the confining
geometry.31, 32 Nevertheless, this work is not intended to deal
with that effect but it will be considered in future studies.
The paper is organized as follows: in Sec. II we provide a
description of the Ising magnet confined in quasi-cylindrical
pores. Section III is dedicated to the presentation and discus-
sion of the relevant theoretical background. The details of the
Monte Carlo simulation method used and our results are then
presented and discussed in Sec. IV, while our conclusions are
finally stated in Sec. V.
II. ISING MAGNET CONFINED IN
QUASI-CYLINDRICAL PORES
In order to represent the quasi-cylindrical tubes or pores
in a simplified way, we consider a triangular 2D lattice disc
of arbitrary radius R (see Figure 1) and replicate it n = L/a
times in order to obtain the desired 3D lattice. Typically, we
choose a = 1 for the spacing between successive replications
and an aspect ratio of C ≡ R/L = 1/12. By adopting this con-
figuration, except for the sites on the surface, each site of the
3D lattice has eight neighbours, namely, six corresponding to
the plane where the site belongs to and two corresponding to
the neighbouring disc replications. Furthermore, in order
FIG. 1. Typical snapshot of the triangular lattice disc of radius R = 18 where
colors differentiate up and down spins. Note that in this top view of the quasi
cylindrical pore, each spin is surrounded by six nearest neighbors.
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to implement the confined geometry, we choose periodic
boundary conditions at the extremes of the tube in order to
avoid unpleasant boundary effects, while free boundary con-
ditions are assumed for the quasi-circular surface of the tube.
Also, for the sake of simplicity, we choose the distance and
the strength of the interaction among the sites within and
out of the plane to be the same but, of course, this hypoth-
esis could be relaxed in order to depict a more general sit-
uation. We also assume that each site of the above-defined
lattice is occupied by a spin that can adopt only two orien-
tations, namely, s = ±1. Then, the confined ferromagnet is
represented by a typical 3D-Ising Hamiltonian, H, namely,
H = −J
X
{nm}
snsm, (1)
where the sum is taken over the eight next-near neighbours
previously mentioned and is denoted by {nm}. In this case we
consider that neither bulk nor surface fields are present on the
system.
In order to achieve the characterization of the system
we performed Monte Carlo simulations. For the simulations
we adopt the single spin flip with the Metropolis algorithm.
So, a randomly selected spin is flipped with probability pf lip
= exp(− 1H
kBT
), where 1H is the energy change involved in
the process, T is the temperature, and kB is the Boltzmann
constant. Henceforth, T is reported in units of J/kB. A Monte
Carlo time step (MCs) involves NRL flipping attempts, where
NR is the number of sites belonging to a disc of radius R. In
this way, during a single MCs each site of the sample is se-
lected once on average.
In order to perform equilibrium measurements, we start
the simulations from a random distribution of spins, and the
first ND MCs are discarded to allow for equilibration. Typical
simulations involve NT = 1 × 106 MCs. Then, after disregard-
ing ND = 0.5 × 106 MCs, the relevant observables (see below)
are measured and stored. Measurements are performed at dif-
ferent temperatures within the range 5.2 ≤ T ≤ 6.8 and by
using cylinders of different sizes, i.e., typically we used radii
R = 6, 9, 12, 18, 24, and 36. In most simulations we kept the
aspect ratio C = R
L
= 1/12 constant. Along this paper we re-
strict ourselves to the case of null magnetic fields acting on
both the bulk (Hb = 0) and the surface (Hs = 0), see Eq. (1).
Subsequently, thermal averages (denoted by h. . . i) of relevant
observables are measured during NM = (NT − ND) MCs. We
typically measure the order parameter, i.e., the magnetization
per spin, given by
hmi =
*
1
Ns
X
i,j,k
s(i, j, k)
+
, (2)
where Ns ∝ R2L is the total number of spins in the sample
and the summation is taken over all spins in the 3D lattice
identified by coordinates (i, j, k). As usually happens in finite
systems, along the simulation, the magnetization may per-
form excursions between values close to ±Ms, where Ms is
the spontaneous magnetization, so that the thermal average,
as defined by Eq. (2), simply vanishes. In order to overcome
this shortcoming, one actually measures the average of the
absolute magnetization h|m|i.
The other relevant observables measured along the sim-
ulations are the susceptibility given by the fluctuation of the
order parameter, namely,
χ = Ns
kBT
(hM2i − hMi2), (3)
where M is the total magnetisation and the energy per spin
measured in units of J,
E =
*
1
Ns
X
i,j,k
X
{i,j,k}
s(i, j, k)s({i, j, k})
+
, (4)
where the curly brackets indicate that the sum is over all the
eight neighbours of the (i, j, k) spin. The specific heat,
CV = Ns
kBT 2
(hE2i − hEi2), (5)
is measured too.
It is also interesting to study the magnetization profiles
that show the value of the average magnetization for an inner
radius, r, of the pore given by
hm(r)i =
*
1
Nr
X
i(r),j (r),k
s(i(r), j (r), k)
+
, (6)
where the sum is over all values of k and those values of i(r)
and j(r) that satisfy r2 = i(r)2 + j(r)2, and Nr is the number of
spins at the inner radius, r.
As was already mentioned in Sec. I, it is expected that
close but below criticality the system would exhibit an inho-
mogeneous pattern that consists of alternating domains of op-
posite spin orientation.27 In order to estimate the size of the
domains, it is useful to measure the axial spin-spin correlation
g(l) = 1
Nl
L/2X
k=1
σ (k)σ (k + l), (7)
where σ (k) is the average value of the spins at the kth layers
and Nl is the normalization factor. In fact, since the above-
mentioned domains occur axially,27 it is natural to calculate
the correlation along the tube and not radially.
III. THEORETICAL BACKGROUND: FINITE-SIZE
SCALING APPROACH APPLIED TO EQUILIBRIUM
MEASUREMENTS
It is widely accepted that, close to criticality, thermo-
dynamic potentials can be expressed as the sum of a regu-
lar and a singular part, where the latter is a homogeneous
function and describes the phase transition.5, 33 Recall that
an n-argument function f is homogeneous of degree {σ} if it
satisfies
λf (x1, x2, . . . , xn) = ˜f (x1λσ1 , x2λσ2 , . . . , xnλσn),
where λ ∈ (0, ∞) and σ i defines the homogeneous degree of
xi, i = 1, . . . , n. In particular, by choosing λ = |x1|−1/σ1 one
obtains
|x1|−1/σ1f (x1, x2, . . . , xn)
= ˜f (±1, |x1|−σ2/σ1x2, . . . , |x1|−σn/σ1xn),
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which shows up as an interesting feature of systems at critical-
ity: since the scaling function ˜f does not depend on x1, data
sets corresponding to different x1 collapse onto the same sub-
space given by ˜f , or equivalently, by |x1|−1/σ1f (x1, . . . , xn).
Usually, the function f is the free energy, from which any rel-
evant observable might be obtained, and the scaling variables
are control parameters such as the temperature or magnetic
field, as in the Ising model. Nonetheless, when dealing with
finite-size systems, as in our case, the ratio between the linear
dimensions of the system, R and L, and the microscopic dis-
tance, a (e.g., the lattice spacing that might be taken as a = 1),
i.e., NR = R/a = R and NL = L/a = L become relevant scaling
variables too. Furthermore, since there are no magnetic fields
and the spin-spin interaction depends only on the distance,
the pore possesses isotropic critical behaviour, so the scaling
relationship for the magnetization is given by34
h|m|i = R−β/ν ˜M(R/ξb, R/L) = R−β/ν ˜˜M(²R1/ν, R/L),
(8)
where ² = 1 − T
Tc
, Tc is the critical temperature. Here, we
used the fact that the infinite-volume correlation length ξ b di-
verges as ξ b ∝ |²|−ν , ν being the correlation length exponent.
Furthermore, in the thermodynamic limit the magnetization
vanishes as h|M|i ∝ |²|β , where β is the critical exponent of
the order parameter.35 Then, the fluctuations of the magneti-
zation yield the susceptibility (χ ), as follows:
kBT χ = Rγ/νχ˜(R/ξb, R/L) = Rγ/ν ˜χ˜ (²R1/ν, R/L). (9)
It is worth mentioning that the above scaling arguments hold
only if, taking R → ∞ and ² → 0, both ²R1/ν and the aspect
ratio R/L are kept constant. As is well known, these finite-size
scaling results are usually used to test the validity of the crit-
ical temperature and exponent values. On the other hand, the
system that we are dealing with possesses a clear anisotropic
geometry, i.e., the typical longitudinal size in one of the three
dimensions (L) differs from the two remaining (equivalent)
radial sizes (R). This anisotropy, in turn, suggests that critical
correlations would be limited by the shortest dimension or,
in other words, we expect that the finite-volume correlation
length behaves as ξ ∝ R.
At criticality the magnetization features a particular de-
pendence with the aspect ratio. This can be seen taking ² = 0
in Eq. (9) so the scaled susceptibility depends only on the as-
pect ratio,
kBT χ = Rγ/ν ˜χ˜ (R/L) = Rd−2β/ν ˜χ˜ (R/L), (10)
where the hyperscaling relation
γ /ν = 2 − η = d − 2β/ν (11)
was used in the last equality and d = 3 is the dimensional-
ity of the system. On the other hand, at T = Tc, the magne-
tization is proportional to
p
hm2i and can be related to the
susceptibility28
h|m|iTc ∝
s
kBTcχ (Tc)
Ns
. (12)
Then, using the last term of Eq. (10) and the already men-
tioned fact that Ns ∝ LR2, we obtain
h|m|iTc ∝
·
R3−2β/ν
LR2
˜χ˜ (R/L)¸
1/2
=R−β/ν[R/L]1/2[ ˜χ˜ (R/L)]1/2,
(13)
or more explicitly,
h|m|iTcR−β/ν ∝
·
R
L
¸1/2
, (14)
which means that at criticality the scaled magnetization per
spin depends on the square root of the aspect ratio.
As already mentioned above, finite-size effects shift the
peaks of the specific heat and the susceptibility with respect to
the thermodynamic limit. This means that, in finite systems,
one can only measure effective critical temperatures that de-
pend on the radius of the pore, Tc(R), and can be identified
by the location of the maxima of the above mentioned ob-
servables. In particular, enlarging the radius of the tube, one
asymptotically arrives at the thermodynamic limit, i.e., at the
critical temperature of the bulk. In order to estimate the criti-
cal temperature, we use the fact that the effective critical tem-
peratures of the tubes as a function of the radius can be ex-
pressed as36, 37
Tc(R) = A + α
·
1
R
¸1/ν
, (15)
where
A = lim
R→∞
Tc(R), (16)
α is a constant, and the aspect ratio C ≡ R/L of the sample is
kept constant.
On the other hand, close to Tc the correlation function
becomes isotropic and can be expressed in terms of a scaling
function g*(r = (x2 + y2 + z2)1/2), given by28
g(r) = r−ηg∗
µ
r
ξb
¶
with ξb ∝ |²|−ν, (17)
where the critical exponents are related via scaling relation-
ships, e.g., Eq. (11). However, in the case of long tubes it is
convenient to consider the limit L → ∞, but keeping the ra-
dius R fixed. So, the system becomes quasi-one-dimensional
and stays disordered for all finite temperatures. Then, it is
expected that the correlation function, as defined by Eq. (7),
would decay exponentially,38, 39 i.e.,
g(l) ∝ exp− lξ , (18)
with
ξ = BR, (19)
where B is a constant and ξ can be identified as the charac-
teristic correlation length that provides the averaged length of
the alternating domains. So, Eq. (17) can be rewritten as
g(l) ∝ R−ηg∗
µ
l
BR
¶
. (20)
It is worth mentioning that the pre-factor B in Eq. (19) de-
pends on the type of boundary conditions used and it is not
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FIG. 2. Plots of the absolute magnetization per spin, h|m|i versus T, as ob-
tained for cylinders of different sizes. The aspect ratio C = R/L = 1/12 is kept
constant. For more details see text.
set by scaling arguments. Also, it can be evaluated by confor-
mal invariance in 2D.40
IV. SIMULATION RESULTS AND DISCUSSION
Figure 2 shows the temperature dependence of magne-
tization per spin h|M|i corresponding to cylinders of differ-
ent radii. Here one observes a dramatic shift of the curves
towards lower temperatures for cylinders of small radii. This
is a typical shifting effect of the “effective” critical temper-
ature caused by the finite size of the samples. Also, round-
ing of the curves can be observed, mainly due to the action
of surface effects of the cylinders. It is worth mentioning
that the most significant drop in magnetization, which cor-
responds to the cylinder with R = 36, takes place close to
T ∼6.2, i.e., a temperature far above the critical tempera-
tures of both the 3D Ising model in the square lattice given
by TSL3D = 4.51142(5)37 and the 2D Ising triangular lattice
given by Ttriang2D = 3.6410.41 Of course, the actual critical
temperature of the replication of the 2D triangular lattice,
which we performed along its perpendicular axis in order
to mimic the cylinders, is expected to be different from the
above-mentioned figures (e.g., larger than TSL3D due to the
fact that now one has two additional NN spins), as confirmed
below by means of a finite-size extrapolation to the thermo-
dynamic limit. On the other hand, our estimation is close to
Thypercub4D = 6.682(2),42 the critical temperature of the 4D
Ising hyper-cubic lattice, where, as in our case, each spin has
eight neighbours.
Figures 3 and 4 show plots of the susceptibility, χ , and
the specific heat, CV , versus T as obtained for cylinders of
different radii, respectively. Here, one observes well defined
peaks of both χ and CV that also occur at different well-
defined temperatures, Tχ (R) and T CV (R), respectively. As is
implied in the adopted notation, these temperatures depend on
the sample size and can be identified as “effective” pseudo-
critical temperatures of finite systems. In fact, by proper ex-
trapolation to the thermodynamic limit according to Eq. (15),
it is possible to determine the critical temperature of the Ising
magnet in our lattice (cf. Figure 5). The extrapolations of
5.3 5.4 5.5 5.6 5.7 5.8 5.9 6 6.1 6.2
T
0
1000
2000
3000
4000
5000
6000
7000
χ
R=6
R=9
R=12
R=18
R=24
R=36
FIG. 3. Plots of the susceptibility, χ , versus T as obtained for cylinders of
different sizes. The aspect ratio C = R/L = 1/12 is kept constant. For more
details see text.
5.4 5.6 5.8 6 6.2
T
2
4
6
8
10
C
V
R=6
R=9
R=12
R=18
R=24
R=36
FIG. 4. Plots of the specific heat, Cv , versus T as obtained for cylinders of
different sizes. The aspect ratio C = R/L = 1/12 is kept constant. More details
are given in the text.
0 0.01 0.02 0.03 0.04 0.05 0.06
R
(-1/ν)
5.4
5.5
5.6
5.7
5.8
5.9
6
6.1
6.2
T
(χ
) c(
R
) 
,  
T
(C
V
) (
R
)
C
Vχ
T
c
(bulk)
FIG. 5. Plots of Tχ (R) and T CV (R) (full squares and circles, respectively)
versus R−1/ν as obtained by taking ν = 0.63002(10)43 corresponding to the
3D-Ising model. The straight lines correspond to the best fits of the data ac-
cording to Eq. (15). The arrow shows the critical temperature extrapolated
to the thermodynamic limit given by T χc = 6.2(3) and T CVc = 6.2(1) for the
susceptibility and the specific heat, respectively. More details are given in the
text.
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c
FIG. 6. Log-log plot for the scaling of the absolute magnetization per spin
obtained according to Eq. (8) by using the data already shown in Figure 1 and
taking Tc = 6.208, ν = 0.63002, and β = 0.3265.
the data corresponding to χ and CV yield T (χ )c = 6.2(3) and
T (CV )c = 6.2(1), respectively.
After an approximate determination of Tc we are in a con-
dition to attempt the achievement of data collapse of relevant
observables in order to test the validity of the scaling relations
(8) and (9) as shown in Figures 6 and 7, respectively. At this
point it is worth mentioning that we assume that the system
belongs to the 3D-Ising universality class, hence we will make
use of reported values43 for the critical exponents, namely, β
= 0.3265(3), ν = 0.63002(10), and γ = 1.2372(5). The qual-
ity of the achieved data collapse was also used to improve the
accuracy of the previously determined critical temperature by
means of a carefully viewed inspection, estimating a value of
Tc = 6.208(4) since tiny and systematic deviations are ob-
served for different temperatures (not shown here for the sake
of space). It is worth mentioning that we are not aware of
other estimations of Tc for this lattice. On the other hand, the
obtained collapses are quite satisfactory and strongly support
not only the critical exponents chosen but also the fact that
we must keep the aspect ratio constant, as already discussed
along Sec. III. In fact, attempts to collapse data taken for dif-
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FIG. 7. Scaling plot of the susceptibility as obtained in a log − log plot,
according to Eq. (9) by using the data already shown in Figure 2 and taking
Tc = 6.208, ν = 0.63002, and γ = 1.2372.
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FIG. 8. Log-log plot of the scaled absolute magnetization per spin at Tc
= 6.208, h|M|i(Tc)R−β/ν , versus the aspect ratio C = R/L. Circles, squares,
and triangles correspond to R = 6, 9, and 12, respectively. The dashed line
corresponds to the best fit of the data that yields a slope of 0.486(6). The
aspect ratios used were L/R = 1, 1/2, 1/10, 1/20, 1/50, 1/100, and 1/200.
The critical exponents used were those of the Ising 3D model, namely,
ν = 0.63002 and β = 0.3265. More details are given in the text.
ferent values of C were unsuccessful (not shown here for the
sake of space).
Furthermore, the scaling statements can be further sup-
ported by a more interesting test, i.e., the scaling ansatz given
by Eq. (14), namely, the verification of the dependence of
hMiRβ/ν on the square root of the aspect ratio C at critical-
ity (cf. Figure 8), since under this condition the first scaling
argument of Eq. (8) simply vanishes, i.e., ²R1/ν ≡ 0. As can
be observed in Figure 8, data obtained for cylinders of dif-
ferent sizes but sharing the same aspect ratio have almost the
same vertical axis, i.e., hMiLβ/ν is practically constant, in full
agreement with the data collapse already obtained in Figure 5.
The best fit of the data yields a slope of 0.486(6), where the
error bar merely reflects the statistical error. So, we conclude
that the agreement with the predicted scaling behaviour is ex-
cellent, provided that the errors in the determination of Tc, as
well as corrections to scaling, are not considered.
Let us now analyse the data corresponding to measure-
ments of the spin-spin correlation function as obtained at crit-
icality. Figure 9(a) shows log-linear plots of g(l) versus l as
obtained for cylinders of different radii, R. The exponential
decay of g(l) is verified by fitting the curves according to
Eq. (18). In this way, we determine the characteristic lengths,
ξ (R), which are plotted as a function of R in the inset of
Figure 9(a). Also, Figure 9(b) shows that the data already dis-
played in Figure 9(a) can be collapsed according to Eq. (20),
where we used η = 0.03627 for the exponent of the correla-
tions decay.43
As already discussed in Sec. III, the exponential decay
of g(l) is due to the formation of a multi-domain structure
that takes place close to criticality. In order to observe the
expected alternating multi-domain pattern in snapshot con-
figurations, a coarse-graining procedure must be done. For
this purpose, each point of the coarse-grained (CG) snapshots
shown in Figure 10 represents the average magnetization of a
4-site-long slit (taken along the axis of the pore). This aver-
aging method not only shortens the length of the pore, from
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FIG. 9. (a) Log-linear plot of the axial correlation function, g(l)
= 1
Nl
PL/2
k=1 s(k)s(k + l)versus l, the distance between spins, as obtained at
the critical temperature. The aspect ratio C ≡ R/L is kept constant in all
cases. By fitting the correlation function according to Eq. (18) (see the dashed
lines in the main panel) we obtain the characteristic correlation lengths, ξ (R),
which are shown in the inset as a function of the radius of the pores. The
slope of the linear function relation between the characteristic length and the
radius shown by the full line is 0.43(2). (b) Scaling plot of the data already
shown in (a) as obtained according to Eq. (20). More details are given in the
text.
L = 216 to LCG = 54 in the case of the pore shown in
Figure 10, but also projects the pore onto a plane. In fact,
averages over lines of the triangular lattice planes that are
perpendicular to the axis of the pore are also taken. In the
snapshot configurations of Figure 10, at low temperatures
the magnetization along the cylinder is rather uniform (cf.
Figure 10(a)) and only two main domains are present, as ex-
pected for the ordered phase. However, by approaching the
size-dependent effective critical temperature, one observes
the formation of alternating domains of different magnetiza-
tion (cf. Figure 10(b)), while at TC(R = 18) ' 6.1 the system
clearly exhibits a multi-domain pattern (cf. Figure 10(c)). So,
within the multi-domain regime, far from the ordered phase,
the inter-domain distance is just given by ξ (R) (cf. Figure 9).
Coming back to the behaviour of the characteristic
lengths of the alternating domains (cf. the inset of Figure 9),
the best fit of our results yields ξ (R) ∝ R with a proportion-
ality constant B = 0.43(2). It is worth mentioning that the
value of the proportionality constant cannot be fixed by any
simple phenomenological scaling argument and it depends on
the boundary conditions used. In the case of 2D strips B can
(a)
(b)
(c)
FIG. 10. Typical (coarse-grained) snapshot of a tube of radius R = 18 taken
at different temperatures: (a) T = 6.08, (b) T = 6.1, and (c) T = 6.28. Notice
that at temperatures close to the effective critical temperature TC(R = 18)
' 6.1, the system exhibits a multi-domain pattern, which is lost for tempera-
tures far below (above) TC(R = 18). Details of the coarse-graining procedure
are given in the text.
be calculated exactly by means of conformal invariance5, 40
as well as estimated by Monte Carlo simulations.44 In fact
for 2D strips with free boundary conditions one has B = 2/π
' 0.63.40 Our value of B for 3D tubes with free boundary con-
ditions is slightly lower than in the 2D case, and we are not
aware of any previous estimation of the constant in the 3D
case for the lattice used in this paper. However, for the simple
cubic lattice of dimension L with periodic boundary condi-
tions it has been found43 that ξ /L = 0.6431(1). It is also worth
noticing that the estimated value of B may still have a residual
dependence on the finite aspect ratio used in this work.
Figures 11(a) and 11(b) show plots of the radial magne-
tization profiles versus the distance to the centre of the cylin-
ders, as obtained for different temperatures and for R = 6 and
R = 36, respectively. For the case of the smaller cylinder, and
for the low temperature regime, T < TC(R = 6) ≈ 5.58, one
observes that the magnetization decreases monotonically and
rather sharply when one goes from the bulk towards the sur-
face of the pore. On the other hand, for higher temperatures,
e.g., T > 5.6 in Figure 11(b), the magnetization decreases
rather smoothly. On the other hand, for the larger tube (R
= 36) the magnetization remains constant by adopting the
value of the bulk even far from the centre of the cylinder, e.g.,
up to r = 20 for T = 6.0, but the distance increases when the
temperature decreases (cf. Figure 9(b)). Here, and particularly
for the low-temperature regime, the drop in the magnetization
spreads over few lattice spaces only, so that the effective crit-
ical temperature is slightly shifted downwards, as evidenced
by the behaviour of the whole magnetization (cf. Figure 1).
The dramatic suppression of the order close to the bound-
aries of the system is an expected feature of critical behaviour
at surfaces.46, 47 In fact, it is known that the surface of the sys-
tem undergoes an ordinary phase transition, when the tem-
perature is decreased but the surface order is not observed,
even for T < Tc. This phase transition arises due to the miss-
ing neighbours of sites laying on the surface. In other words,
the fact that spins placed at the surface of the tube have less
nearest-neighbours, as compared to 8 in the bulk, strongly
suppresses the surface ordering. Furthermore, due to that
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FIG. 11. Plots of magnetization profiles measured for pores of different radii:
(a) R = 6 and 5.32 ≤ T ≤ 5.88; (b) R = 36 and 5.36 ≤ T ≤ 6.16. In both cases
the aspect ratio C ≡ R/L = 1/12 is kept constant and the temperature increases
from top to bottom with steps of 1T = 0.04. For more details see text.
effect, one observes not only a large drop in the effective crit-
ical temperature, but also an overall shift of the whole mag-
netization of the tube towards lower temperatures, as already
shown in Figure 1.
A characteristic quantity of surface phenomena is
the extrapolation length, λ, which appears as a constant
in the surface term of the Landau semi-infinite ferromagnet
free energy.46 In particular, this model predicts that close to
the surface the order parameter varies linearly with the dis-
tance to the boundary, as it can be already observed in the
magnetization profiles of Figures 11(a) and 11(b). By per-
forming a linear extrapolation of the order parameter beyond
the surface, the distance where it vanishes can be determined
and the so-called extrapolation length can be defined.47
As discussed in Refs. 46 and 47, only within a mean field
scheme where fluctuations might be neglected, it makes sense
to consider that λ is temperature independent. If the system is
close to criticality this scheme fails and a size-scale and tem-
perature dependent extrapolation length must be considered.
This behaviour is observed in Figure 12 where, for pores of
different sizes, λ is plotted against temperature. As long as
the temperature is lower than the effective critical tempera-
ture, the extrapolation length is flat, in agreement with the
mean-field predictions. However, as T gets closer and exceeds
the effective critical temperature, λ increases. In addition, the
increment of λ is bigger for bigger pores, as it is clearly ob-
served for the three bigger tubes. The value of λ in the flat
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T
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(bulk)
FIG. 12. Plot of the extrapolation length (λ) vs. temperature (T), as obtained
for pores of radii R = 6, 9, 12, 18, 24, and 36. For each pore size, the extrap-
olation length is flat for temperatures lower than the effective critical tem-
perature, where each one is indicated with an arrow, but increases when T
is bigger than the latter. This behaviour shows that as far as fluctuations are
negligible the extrapolation length is independent of temperature. For more
details see text.
region is, for all pores, close to the lattice spacing, a, as ex-
pected for d-dimensional Ising models away from the critical
region.48
In order to give a qualitative insight into the suppression
of surface ordering, in Figure 13 we present 3D snapshots of
FIG. 13. 3D snapshots of a tube of radius R = 18 and aspect ratio R/L = 1/12
obtained at T = 6.06 < Tc(R = 18) = 6.10. The top and medium panels show
the inner cores of the tube obtained by removing outer layers with r > 6 and r
> 12, respectively. Also, the lowest panel shows the surface of the tube with
R = 18. In this way, one observes that the surface does not exhibit a clear
order as in the case of the inner layer (r = 6). This behaviour is consistent
with the magnetization profiles shown in Figure 9 where a dramatic drop in
magnetization close to the surface is observed. For more details see text.
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the system rendered using VMD software,45 where occupied
(spin up) and empty (spin down) sites are depicted with dif-
ferent colours. In order to enhance the view, a coarse-grain
procedure must also be performed. Accordingly, each point
of the coarse-grained snapshot represents the average magne-
tization of a 4-site-long slit taken along the axis of the pore.
This averaging method shortens the length of the pore from
216 to 54 as shown in Figure 13. By removing the outer lay-
ers of the tube, one can observe that a disordered surface with
R = 18 (Figure 13, low panel) changes to ordered ones, e.g.,
for inner layers r = 12 and r = 6, as shown in the middle and
upper panels of Figure 13, respectively.
V. CONCLUSIONS
We performed numerical Monte Carlo simulations of the
Ising ferromagnet confined in quasi-cylindrical pores of ra-
dius R and length L. The obtained results can be rationalized
in terms of the standard finite-size scaling theory where, in
comparison to the most simple scaling laws, two modifica-
tions have to be introduced: (a) Now the scaling functions
depend on the isotropic correlation length ξ , as well as on
L and R. In this way, by using well-established properties of
homogeneous functions one finds that it is necessary to deal
with an additional scaling argument, namely, the aspect ratio
C ≡ R/L, which in turn needs to be kept constant in order to
achieve proper data collapse of the numerical data. (b) For L
→ ∞ , R → ∞, but keeping R/L = constant, and T < Tc the
axial correlation function has a simple exponential decay.
In our simulations, the geometry of the pores is achieved
by replicating L-times triangular lattice discs of radius R.
So, our extrapolations to the thermodynamic limit of the
size-dependent effective critical temperatures yields Tc(∞)
= 6.208(4), i.e., a value above the critical temperature of the
3D Ising model on the square lattice (TcSL(∞) = 4.51142(5))
and higher than the critical point reported for the pure 2D tri-
angular lattice, namely, Ttriang2D ≈ 3.641 but close to the re-
ported value of the critical temperature for the 4D hyper-cubic
lattice Thypercub4D ≈ 6.682.
By measuring magnetization profiles along the inner radii
of the tubes, one observes the strong suppression of surface
ordering caused by the free boundary of the sample, leading
to the observation of an ordinary surface transition. Extrapo-
lations of the magnetization profiles away from the surface
allow us to determine the so-called “extrapolation length,”
which is found to behave according to a mean-field theory
at low enough temperature where fluctuations are irrelevant.
Furthermore, this surface effect causes the rounding of the to-
tal magnetization of the pores, which is additionally largely
shifted towards lower temperatures when the radii of the sam-
ples decrease due to finite-size effects. These effects are also
evidenced by dramatic shifts in the peaks of the susceptibility
and the specific heat. However, by properly keeping the aspect
ratio of the sample C ≡ R/L constant, we achieved satisfactory
data collapse of relevant observables, as expected from finite-
size scaling arguments.
On the other hand, measurements of the axial correla-
tion length are consistent with the formation of alternating do-
mains of opposite magnetization along the axis of the tubes.
This statement is further supported by drawing proper snap-
shot configurations. It is found that the typical average size of
these domains depends linearly on R (keeping the aspect ratio
C ≡ R/L= constant), more specifically we found ξ = 0.43R.
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