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Re´sume´ : Soit A une varie´te´ abe´lienne de´finie sur un corps de nombres K, le nombre de points de
torsion de´finis sur une extension finie L est borne´ polynomialement en terme du degre´ [L : K] de L
sur K. Sous les trois hypothe`ses suivantes nous calculons l’exposant optimal dans cette borne, en
terme de la dimension des sous-varie´te´s abe´liennes de A et de leurs anneaux d’endomorphismes. Les
trois hypothe`ses faites sur A sont les suivantes : (1) A est ge´ome´triquement isoge`ne a` un produit
de varie´te´s abe´liennes simples de type I ou II dans la classification d’Albert ; (2) A est de “type
Lefschetz” c’est-a`-dire que le groupe de Mumford-Tate est le groupe des similitudes symplectiques
commutant aux endomorphismes ; (3) A ve´rifie la conjecture de Mumford-Tate. Le re´sultat est
notamment inconditionnel (i.e. ces trois hypothe`ses sont ve´rifie´es) pour un produit de varie´te´s
abe´liennes simples de type I ou II et de dimension relative impaire. Par ailleurs nous prouvons,
en e´tendant des re´sultats de Serre, Pink et Hall, la conjecture de Mumford-Tate pour quelques
nouveaux cas de varie´te´s abe´liennes de type Lefschetz.
Abstract : Let A be an abelian variety defined over a number field K, the number of torsion
points rational over a finite extension L is bounded polynomially in terms of the degree [L : K] of L
over K. Under the following three conditions we compute the optimal exponent for this bound, in
terms of the dimension of abelian subvarieties and their endomorphism rings. The three hypotheses
are the following : (1) A is geometrically isogenous to a product of simple abelian varieties of type
I or II, according to Albert classification ; (2) A is of “Lefschetz type”, that is, the Mumford-Tate
group is the group of symplectic similitudes which commute with the endomorphism ring. (3) A
satisfies the Mumford-Tate conjecture. This result is unconditional (i.e. the three hypotheses are
satisfied) for a product of simple abelian varieties of type I or II with odd relative dimension.
Further, building on work of Serre, Pink and Hall, we also prove the Mumford-Tate conjecture for
a few new cases of abelian varieties of Lefschetz type.
1 Introduction
Soit A/K une varie´te´ abe´lienne, de´finie sur un corps de nombres K, de dimension g ≥ 1. Le
classique the´ore`me de Mordell-Weil assure que le groupe A(F ) des points F -rationnels de A est
de type fini pour toute extension finie F/K. Un proble`me naturel qui se pose est de de´terminer
le sous-groupe de torsion A(F )tors. Un premier proble`me consiste en fait a` borner explicitement
le cardinal de A(F )tors lorsque A ou F varient. Comme dans les articles [21], [9] et [10] auxquels
ce papier fait suite, nous nous inte´ressons ici au cas ou` l’on fixe A et ou` l’on fait varier F parmi
les extensions finies de K ; l’objectif e´tant d’obtenir une borne avec une de´pendance explicite et
optimale en le degre´ [F : K]. Introduisons maintenant l’invariant que nous allons e´tudier.
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De´finition 1.1 On pose
γ(A) = inf {x > 0 | ∀F/K finie, |A(F )tors| ≪ [F : K]
x} .
La notation ≪ signifie qu’il existe une constante C, ne de´pendant que de A/K, telle que l’on a
|A(F )tors| ≤ C[F : K]x.
On peut traduire la de´finition en le fait que γ(A) est l’exposant le plus petit possible tel que pour
tout ε > 0, il existe une constante C(ε) = C(A/K, ε) telle que pour toute extension finie F/K on
a
|A(F )tors| ≤ C(ε)[F : K]
γ(A)+ε.
Un re´sultat ge´ne´ral duˆ a` Masser [14] donne une borne simple :
γ(A) ≤ dimA.
Cette borne est optimale lorsque A est une puissance d’une courbe elliptique avec multiplica-
tion complexe ; il est fort probable que la borne de Masser n’est jamais optimale dans les autres
cas. L’invariant γ(A) est calcule´ dans [10] pour un produit de courbes elliptiques et, de manie`re
diffe´rente, dans [21] pour une varie´te´ abe´lienne de type CM et dans [9] pour une varie´te´ abe´lienne
“ge´ne´rique”. Le proble`me analogue pour les modules de Drinfeld est traite´ dans [3].
Nous notons End(A) l’anneau d’endomorphismes de A/K¯ et End0(A) := End(A)⊗Q. On e´tudie
dans ce texte les deux cas suivants :
– La varie´te´ abe´lienne A est de type I, ie E := End(A) ⊗ Q est un corps totalement re´el de
degre´ e ; en particulier g = he ou` h est entier.
– La varie´te´ abe´lienne A est de type II, ie D := End(A) ⊗ Q est une alge`bre de quaternions
totalement inde´termine´e de centre un corps totalement re´el E de degre´ e ; en particulier
g = 2he ou` h est entier.
Les deux autres cas (type III, ie alge`bre de quaternions totalement de´finie, et type IV, ie alge`bre
a` division sur un corps CM) sont de nature diffe´rente et seront traite´s dans une autre publication.
De´finition 1.2 L’entier h pre´ce´dent s’appelle la dimension relative de A.
On sait que, pour une telle varie´te´ abe´lienne de type I ou II, le groupe de Hodge est toujours
contenu dans ResE/QSp2h et est ge´ne´riquement e´gal a` ce dernier groupe. Lorsque h est impair ou
e´gal a` 2, on sait que le groupe de Hodge est effectivement ResE/QSp2h et, de plus, que la conjecture
de Mumford-Tate est vraie (cf. le the´ore`me 3.7 plus loin). Notons que le cas de type I avec e = 1
correspond aux varie´te´s abe´liennes de type GSp (dans la terminologie de [9]).
Pour tout premier ℓ, on note Tℓ(A) = lim←−
A[ℓn] le module de Tate ℓ-adique de A ; conside´rant l’ac-
tion du groupe de Galois GK := Gal(K¯/K) sur les points de ℓ
∞-torsion, on associe naturellement
a` A/K, la repre´sentation ℓ-adique
ρℓ∞,A : GK → GL(Tℓ(A)) ≃ GL2g(Zℓ)
On pose Vℓ(A) = Tℓ(A) ⊗Zℓ Qℓ. Rappelons que Vℓ(A) est naturellement le dual de H
1
e´t(A ×
K¯,Qℓ) et que, si l’on note V = V (A) = H1(A,Q), alors, comme Q-espace vectoriel, V ∼= Q2g,
et V ⊗Q Qℓ s’identifie naturellement a` Vℓ(A). Si ψ : V × V → Q est la forme symplectique
associe´e a` une polarisation, sa tensorise´e par Qℓ s’identifie avec la forme symplectique provenant
de l’accouplement de Weil associe´ a` la meˆme polarisation Tℓ(A)× Tℓ(A)→ Zℓ(1) ∼= Zℓ.
De´finition 1.3 Le groupe de Lefschetz de A, note´ L(A), est le commutateur 1, en tant que Q-
groupe alge´brique, de End0(A) dans Sp(V, ψ) = Sp2g.
On note e´galement Gℓ ou Gℓ,A si besoin, l’enveloppe alge´brique de l’image de ρℓ∞ , et Hℓ,A la
composante neutre de Gℓ ∩ SL(Vℓ), c’est-a`-dire :
Gℓ,A :=
(
ρℓ,A (GK)
Zar
)0
et Hℓ,A = (Gℓ ∩ SL(Vℓ))
0 .
1. Ce groupe alge´brique est connexe, sauf pour les varie´te´s de type III, Cf Murty [17] et Milne [15].
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On note MT(A) le groupe de Mumford-Tate et Hdg(A) le groupe de Hodge d’une varie´te´ abe´lienne
A (cf. par exemple [19] et [16]). La relation entre les deux groupes est MT(A) = Gm · Hdg(A) et
Hdg(A) est la composante neutre de MT(A) ∩ SL(V ).
Le groupe des homothe´ties est contenu dans Gℓ,A ; une autre manie`re de de´finir le Qℓ-groupe
alge´brique Hℓ,A, pour se ramener dans Hdg(A), est de le voir comme l’enveloppe alge´brique de
ρ(Gal(K¯/K(µℓ∞)), c’est-a`-dire la composante neutre de la cloˆture de Zariski de l’image de Galois
dans GL2g,Qℓ . On sait alors que l’on a toujours
Hℓ,A ⊂ Hdg(A)Qℓ ⊂ L(A)Qℓ .
Remarquons que ces deux inclusions n’ont pas le meˆme statut : la conjecture de Mumford-Tate
pre´dit que la premie`re inclusion est toujours une e´galite´, alors que la seconde inclusion peut ne
pas eˆtre une e´galite´.
De´finition 1.4 Nous dirons que A est de type Lefschetz si Hdg(A) = L(A) et pleinement de type
Lefschetz si pour tout premier ℓ, on a Hℓ,A = L(A)Qℓ .
Remarque 1.5 Dans la de´finition pre´ce´dente, il suffit en fait de supposer que Hℓ,A = L(A)Qℓ
pour un premier ℓ (cf. theorem 4.3 de [12]).
Ainsi une varie´te´ abe´lienne de type Lefschetz est pleinement de type Lefschetz si elle ve´rifie la
conjecture de Mumford-Tate.
The´ore`me 1.6 Soit A une varie´te´ abe´lienne ge´ome´triquement simple de type I ou II de´finie sur un
corps de nombres, dont le centre de l’alge`bre d’endomorphismes est un corps de nombres totalement
re´el E de degre´ e = [E : Q], posons d :=
√
[End0(A) : E] (ie d = 1 ou 2). On suppose que A est
pleinement de type Lefschetz, on a alors
γ(A) =
2dhe
1 + 2eh2 + he
=
2dimA
dimMT(A)
.
Remarque 1.7 Il est inte´ressant d’observer que l’exposant γ(A) est beaucoup plus petit que
la borne γ(A) ≤ g donne´e par Masser ; par exemple, pour toute varie´te´ abe´lienne ve´rifiant les
hypothe`ses du the´ore`me, on a pour le type I (resp. le type II) γ(A) < 2/3 (resp. γ(A) < 4/3).
Pour e´noncer la deuxie`me partie du corollaire suivant, nous introduisons la notation :
Σ =
{
g ≥ 1 | ∃k ≥ 3, impair, ∃a ≥ 1, 2g = (2a)k ou 2g =
(
2k
k
)}
. (1)
Pour e´noncer la troisie`me partie du corollaire suivant, rappelons que si une varie´te´ abe´lienne A a
re´duction semi-stable en une place v, la composante neutre de la fibre spe´ciale est une extension
d’une varie´te´ abe´lienne par un tore ; la dimension de ce tore s’appelle la dimension torique. Remar-
quons e´galement (cf. la preuve du the´ore`me 10.7) que si la varie´te´ abe´lienne A est de type I (resp.
de type II) et posse`de mauvaise re´duction semi-stable en une place, alors la dimension torique de
la fibre spe´ciale est un multiple de e (resp. de 2e). En rassemblant les cas ou` l’on sait de´montrer
qu’une varie´te´ abe´lienne de type I ou II est pleinement de type Lefschetz (voir The´ore`me 3.7 et
section 10) on obtient le corollaire suivant.
Corollaire 1.8 Soit E un corps de nombres totalement re´el de degre´ e = [E : Q]. Soit A une
varie´te´ abe´lienne de´finie sur un corps de nombres, telle que A est ge´ome´triquement simple de
type I ou II et le centre de son alge`bre d’endomorphismes est E. On suppose de plus que l’une
quelconque des trois hypothe`ses suivantes est satisfaite :
1. La dimension relative h est un nombre impair ou e´gal a` 2.
2. On a e = 1 (ou encore E = Q) et la dimension relative h n’appartient pas au sous-ensemble
exceptionnel Σ.
3
3. La varie´te´ abe´lienne A est de type I (resp. II) et posse`de une place de mauvaise re´duction
semi-stable avec dimension torique e (resp. avec dimension torique 2e).
On a alors
γ(A) =
2dhe
1 + 2eh2 + he
=
2dimA
dimMT(A)
.
Remarque 1.9 Lorsque e = 1 et A de type I, le point 2. correspond au cas “ge´ne´rique” traite´
dans [9].
Remarque 1.10 Comme cela est de´montre´ par Noot [18], pour chaque type de groupe de Hodge,
il existe des varie´te´s abe´liennes de´finies sur un corps de nombres, ayant ce groupe de Hodge donne´
et ve´rifiant la conjecture de Mumford-Tate. En particulier, pour tout corps de nombres totalement
re´el E de degre´ e sur Q et tout entier h, il existe des varie´te´s abe´liennes A de´finies sur un corps de
nombres, de dimension eh (resp. 2eh) telles que End0(A) = E (resp. End0(A) est une alge`bre de
quaternions inde´finie sur E) et qui sont pleinement de Lefschetz. Ces varie´te´s abe´liennes ve´rifient
donc les hypothe`ses du the´ore`me.
Remarque 1.11 La preuve fournit une ine´galite´ le´ge`rement plus pre´cise que |A(L)tor| ≪ε [L :
K]γ(A)+ε de la forme
|A(L)tor| ≪ [L : K]
γ(A)+c1/ log log[L:K]
On peut re´crire ce re´sultat en terme de minoration du degre´ de l’extension engendre´e par un
sous-groupe de torsion ; nous donnons la teneur du re´sultat ci-dessous dans le cas de l’extension
engendre´e par un seul point de torsion.
The´ore`me 1.12 Soit A/K une varie´te´ abe´lienne ge´ome´triquement simple de type I ou II, de
dimension relative h et pleinement de type Lefschetz. Il existe une constante c1 := c1(A,K) > 0
telle que pour tout point de torsion P d’ordre n dans A(K), on a :
[K(P ) : K] ≥ c
ω(n)
1 n
2h.
Remarque 1.13 On peut affaiblir le´ge`rement l’e´nonce´ en e´crivant l’ine´galite´ sous la forme
[K(P ) : K]≫ n2h−
c
log logn ou encore [K(P ) : K]≫ε n
2h−ε (∀ε > 0).
Par ailleurs notons que, toujours pour un point P d’ordre n, on a trivialement [K(P ) : K] ≤ n2g.
On voit donc que dans le cas totalement ge´ne´rique (appele´ “type GSp” dans [9]) tous les points
d’ordre n engendrent des corps de degre´s comparables n2g ≥ [K(P ) : K]≫ n2g−ε, mais qu’il n’en
est plus de meˆme quand e ≥ 2.
Nous e´tendons les re´sultats au cas d’une varie´te´ abe´lienne ge´ome´triquement isoge`ne a` un produit
de varie´te´s abe´liennes de type I ou II.
The´ore`me 1.14 Soit A/K une varie´te´ abe´lienne isoge`ne sur K¯ a` un produit An11 ×· · ·×A
nd
d avec
Ai non K¯-isoge`ne a` Aj pour i 6= j. On suppose que chaque facteur Ai est de type I ou II et est
pleinement de type Lefschetz. Pour tout sous-ensemble non vide I de [1, d] on note AI :=
∏
i∈I Ai.
On note ei la dimension du centre de End
0(Ai) et hi la dimension relative de Ai. Enfin on pose
di = 1 (resp. di = 2) si Ai est de type I (resp. de type II). On a alors
γ(A) = max
I
2
∑
i∈I nidihiei
1 +
∑
i∈I 2eih
2
i + hiei
= max
I
2
∑
i∈I ni dimAi
dimMT(AI)
.
Corollaire 1.15 Soit A une varie´te´ abe´lienne ge´ome´triquement isoge`ne a` un produit An11 × · · · ×
Andd avec Ai non K¯-isoge`ne a` Aj pour i 6= j. On suppose que chaque facteur Ai est de type I ou
II et ve´rifie l’une quelconque des trois hypothe`ses suivantes :
1. Le nombre hi est impair ou e´gal a` 2.
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2. On a ei = 1 (ie Ei = Q) et hi 6∈ Σ.
3. La varie´te´ abe´lienne Ai est de type I (resp. II) et posse`de une place de mauvaise re´duction
semi-stable avec dimension torique ei (resp. avec dimension torique 2ei).
On a alors, avec les notations du the´ore`me 1.14 :
γ(A) = max
I
2
∑
i∈I nidihiei
1 +
∑
i∈I 2eih
2
i + hiei
= max
I
2
∑
i∈I ni dimAi
dimMT(AI)
.
Remarque 1.16 Dans le contexte du corollaire 1.15, l’analogue du the´ore`me 1.12 dit simplement
que :
[K(P ) : K] ≥ c
ω(n)
1 n
2h0
ou` h0 est le minimum des hi.
Re´ductions. Le proble`me que nous e´tudions est clairement invariant par deux modifications :
remplacer K par une extension finie K ′ et remplacer A par une varie´te´ abe´lienne A′ isoge`ne a` A.
Quitte a` effectuer une extension finie de K et a` remplacer A par une varie´te´ isoge`ne, nous pouvons
donc supposer, et nous supposerons, dans le reste de l’article les proprie´te´s suivantes ve´rifie´es par
A/K :
1. L’anneau des endomorphismes de´finis sur K est e´gal a` l’anneau des endomorphismes de´finis
sur K¯ ; on le notera donc End(A).
2. L’anneau des endomorphismes End(A) est un ordre maximal dans End(A) ⊗Q.
3. La varie´te´ abe´lienne s’e´crit A = An11 ×· · ·×A
nr
r , avec 1 ≤ r, 1 ≤ ni et des varie´te´s abe´liennes
Ai absolument simples non isoge`nes deux a` deux.
4. L’adhe´rence de Zariski de ρℓ∞,A(GK) est connexe.
5. Les repre´sentations ρℓ∞,A sont inde´pendantes sur K.
En effet la possibilite´ de l’obtention des trois premie`res proprie´te´s par extension de K et isoge´nie
de´coule des proprie´te´s ge´ne´rales des varie´te´s abe´liennes, tandis que les points 4. et 5. s’obtiennent
par une extension ade´quate du corps K, en invoquant deux re´sultats subtils de Serre [26, 30]. Le
point 5. est rappele´, ainsi que la de´finition de “repre´sentations inde´pendantes” a` la proposition
3.2.
Remarquons qu’on pourrait e´galement songer a` imposer que A soit principalement polarise´e, mais
cela forcerait a` renoncer a` la proprie´te´ 2., il nous a semble´ plus commode de pre´server cette
dernie`re.
Plan. Le plan de ce texte est le suivant : dans la section suivante on rassemble un certain nombre
de lemmes de the´orie des groupes et de combinatoire. Dans les sections 3 et 4 on de´crit les accou-
plements λ-adiques de´duits de celui de Weil, ainsi que l’e´tude des proprie´te´s des repre´sentations
galoisiennes qui sont utilise´es dans la suite. Les sections 6 et 7 contiennent les preuves des deux
the´ore`mes cite´s en introduction (the´ore`mes 1.6 et 1.14), d’abord dans le cas d’une varie´te´ abe´lienne
simple et pour un groupe annule´ par ℓ puis dans le cas ge´ne´ral. Les preuves sont en fait e´crites pour
ℓ assez grand et on indique dans la huitie`me section comment on peut modifier les preuves pour
traiter les “petits” nombres premiers de manie`re similaire. La courte neuvie`me section contient
la de´monstration de la minoration du degre´ de l’extension engendre´e par un point de torsion
(the´ore`me 1.12). La dixie`me et dernie`re section est un appendice inde´pendant du reste de l’article
(sauf pour les notations), dans lequel nous montrons comment de´duire un e´nonce´ du type “conjec-
ture forte de Mumford-Tate” de l’e´nonce´ usuel de la conjecture de Mumford-Tate et expliquons
comment prouver les quelques cas supple´mentaires de la conjecture de Mumford-Tate ne figurant
pas dans la litte´rature et e´nonce´s dans les corollaires 1.8 et 1.15.
Notations Dans tout le reste de cet article, nous utiliserons les notations suivantes :
[L : K], (G : H), [G,G]
5
pour de´signer respectivement, le degre´ de l’extension de corps L sur K, l’indice du sous-groupe H
de G dans G, le groupe des commutateurs de G.
Par ailleurs nous utiliserons les deux notations supple´mentaires suivantes : l’e´galite´ a` indice fini
pre`s ≍ et la presque e´galite´ ⊜. Commenc¸ons par de´finir l’e´galite´ a` indice fini pre`s : si L1, L2 sont
des corps de nombres contenus dans un corps L (en pratique nos corps seront tous contenus dans
K(Ator) ou, si l’on pre´fe`re dans Q¯ ou meˆme C) qui de´pendent de A/K et d’un autre ensemble de
parame`tres Λ, nous e´crirons L1 ≍ L2 pour dire qu’il existe une constante C(A/K) ne de´pendant
que de A/K telle que les ine´galite´s [L1 : L1 ∩ L2] ≤ C(A/K) et [L2 : L1 ∩ L2] ≤ C(A/K)
sont vraies pour toutes valeurs des parame`tres dans l’ensemble Λ. De meˆme si G1 et G2 sont
des sous-groupes d’un meˆme groupe et de´pendant d’un ensemble de parame`tres Λ, nous e´crirons
G1 ≍ G2 pour dire qu’il existe une constante C(A/K) ne de´pendant que de A/K telle que les
ine´galite´s (G1 : G1 ∩G2) ≤ C(A/K) et (G2 : G1 ∩G2) ≤ C(A/K) sont vraies pour toutes valeurs
des parame`tres dans l’ensemble Λ. Nous utiliserons la meˆme notation pour des nombres. Ainsi,
si N1, N2 sont deux nombres (par exemple des cardinaux de groupes ou des degre´s d’extensions)
N1 ≍ N2 signifie qu’il existe deux constantes C1 et C2, inde´pendantes des parame`tres, telles
que C1N1 ≤ N2 ≤ C2N2 (voir, par exemple, le lemme 6.4 pour une utilisation de cette dernie`re
notation).
Concernant la presque e´galite´, dire que E ⊜ F signifie par de´finition que E ≍ F et que de plus il
y a en fait e´galite´ E = F pour toutes les valeurs des parame`tres dans Λ sauf e´ventuellement un
nombre fini (de´pendant e´ventuellement de A/K).
Un exemple typique d’utilisation de la notation pre´ce´dente consiste par exemple (cf. proposition
5.2) a` e´crire, pour A/K une varie´te´ abe´lienne simple de type I ou II de dimension relative h et
pleinement de type Lefschetz, que l’on a
[ρℓ(GK), ρℓ(GK)] ⊜ Sp2h(OE/ℓOE),
ceci signifiant qu’il existe une constante ℓ0(A/K) de´pendant de A/K telle qu’il a e´galite´ pour tout
ℓ ≥ ℓ0(A/K) et que de plus pour tout ℓ les deux groupes sont commensurables, i.e. l’indice de
l’intersection des deux groupes dans l’un et l’autre est fini.
Enfin, si L1, L2 sont des corps de nombres qui de´pendent de A/K et d’un autre ensemble de
parame`tres Λ, nous e´crirons [L1 : Q] ≪ [L2 : Q] pour dire qu’il existe une constante C(A/K) ne
de´pendant que de A/K telle que l’ine´galite´ [L1 : Q] ≤ C(A/K)[L2 : Q] est vraie uniforme´ment
sur Λ.
Remerciements. Les auteurs remercient le rapporteur, dont la lecture attentive et les corrections
et suggestions judicieuses ont permis d’ame´liorer la pre´sentation de ce texte.
2 Lemmes de groupes
Soit E/Q un corps de nombres, d’anneau d’entiers OE . Si ℓ est un premier et λ une place de OE
au dessus de ℓ, on note Oλ le comple´te´ de OE selon λ. De meˆme on note Fλ le corps re´siduel
correspondant.
Nous rappelons maintenant des objets et notations provenant de [9] que nous utiliserons ensuite.
Soit V un Q-espace vectoriel muni d’une forme symplectique (dans la suite du papier nous utili-
serons ceci avec V = H1(A(C),Q)). Dans les lemmes suivants nous introduisons (e1, . . . , e2g) une
base symplectique de V . (i.e. pour tout 1 ≤ i, j ≤ g, ei · eg+i = +1 et ei · ej = 0 si |i− j| 6= 0).
Lemme 2.1 Soit 0 ≤ s ≤ r ≤ g avec r ≥ 1. De´finissons Pr,s le sous-groupe alge´brique de Sp2g
fixant les vecteurs e1, . . . , er et les vecteurs eg+1, . . . , eg+s, c’est-a`-dire
Pr,s :=
{
M ∈ Sp2g |Mei = ei, i ∈ [1, r] ∪ [g + 1, g + s]
}
,
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alors, Pr,s est lisse sur OE et sa codimension dans Sp2g est :
codimPr,s = 2sg + 2rg − rs −
r(r − 1)
2
−
s(s− 1)
2
.
De´monstration : Il s’agit du lemme 2.24 de [9] (e´nonce´ sur Z mais valable par la meˆme preuve sur
OE). 
Lemme 2.2 Soit λ une place de OE au dessus d’un premier ℓ de Z. En introduisant les groupes
D0 :=
{(
I 0
0 αI
)
∈ GL2g(Oλ) | α ∈ Z
×
ℓ
}
, et Gλ :=
{
M ∈ GSp2g(Oλ) | mult(M) ∈ Z
×
ℓ
}
,
on a
D0 · Sp2g(Oλ) = Gλ.
Le meˆme e´nonce´ vaut en remplac¸ant Oλ par Fλ et Zℓ par Fℓ.
De´monstration : Il s’agit du lemme 2.12 de [9] dans sa version λ-adique : soit M ∈ Gλ de multi-
plicateur mult(M). La matrice
(
Ig 0
0 λ(M)−1Ig
)
M est dans Sp2g(Oλ). 
Lemme 2.3 Soit GE un sous-groupe alge´brique sur E de GLE. Soit t ∈ N∗ et soit G1,E , . . . ,Gt,E
une suite de sous-groupes alge´briques de GE. On note G (respectivement Gi) l’adhe´rence de Zariski
de GE (respectivement de Gi,E) dans GLOE sur OE. Il existe des constantes C1 > 0, C2 > 0 telles
que la proprie´te´ suivante est vraie : soient ℓ un premier de Z et λ une place de OE au-dessus
de ℓ. Soient G1 ⊂ G2 ⊂ · · · ⊂ Gt une suite de sous-groupes alge´briques sur Oλ de GOλ . On
suppose que pour tout i, le groupe Gi est conjugue´ sur Fλ a` Gi. On note gi := dim Gi = dimGi et
di := codimGGi = codimGOλGi et on pose, pour toute suite croissante d’entiers 0 = m0 < m1 <
m2 < · · · < mt :
H(m1, . . . ,mt) = {M ∈ G(Oλ) |M ∈ Gi mod λ
mi} .
Pour tous les ℓ tels que G et les Gi sont lisses sur Fλ, on a alors
C1 × (G(Oλ) : H(m1, . . . ,mt)) ≥ Card(Fλ)
∑
t
i=1 di(mi−mi−1) ≥ C2 × (G(Oλ) : H(m1, . . . ,mt)) .
De´monstration : Il s’agit du lemme 2.4 de [9] dont la preuve reste valable, en remplac¸ant Z par
OE , ainsi que ℓ par λ et Fℓ par Fλ. 
Nous donnons dans ce qui suit l’analogue d’un lemme prouve´ pour SL2(Zℓ) par Serre. L’e´nonce´
en vue est le suivant, ou` les notations suivantes sont utilise´es.
De´finition 2.4 Nous dirons qu’une sous-alge`bre de Lie de glm posse`de la proprie´te´ (CN ) (des
carre´s nuls) si elle est engendre´e, comme espace vectoriel, par des matrices de carre´ nul.
Exemple 2.5 Les alge`bres slm et sp2m ont la proprie´te´ (CN ) mais pas som. Les matrices Eij ayant
un seul coefficient non nul (sur la i-e`me ligne et j-e`me colonne) sont de carre´ nul. En dimension
2, on a de meˆme que
(
a 1
−a2 −a
)
est de carre´ nul, donc
(
a b
c −a
)
=
(
a 1
−a2 −a
)
+
(
0 b− 1
0 0
)
+
(
0 0
c+ a2 0
)
est bien somme de matrices de carre´ nul. Quand m est quelconque, on en tire aise´ment que
les matrices diagonales de trace nulle sont sommes de matrices de carre´ nul. L’alge`bre sp2m est
l’alge`bre des matrice
(
A B
C D
)
telles que D+ tA = 0, B et C sont syme´triques. On e´crit aise´ment
une telle matrice comme somme de matrices :(
0 S
0 0
)
,
(
0 0
S 0
) (
δ δ
−δ −δ
)
,
(
U 0
0 −tU
)
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ou` S est syme´trique, U a trace nulle et δ est la matrice dont le seul terme non nul est dans le coin
supe´rieur gauche et vaut 1 ; les trois premie`res sont de carre´ nul et la quatrie`me est somme de
matrices de carre´s nuls d’apre`s la proprie´te´ pour slm. Enfin notons qu’une matrice anti-syme´trique
de carre´ nul est elle-meˆme nulle, donc son ne posse`de pas la proprie´te´ des carre´s nuls.
Notations. On note O l’anneau d’entiers d’un corps p-adique, ̟ une uniformisante, F = O/̟O
le corps re´siduel et e l’indice de ramification, i.e. p = ̟eu avec u ∈ O×.
Lemme 2.6 Soit G un sous-groupe alge´brique lisse de GLm/O et H un sous-groupe ferme´ de
G(O). Conside´rons, pour tout entier n ≥ 1, les applications πn : H → GLm(O/̟nO), alors on a
1. Si πe+1(H) = G(O/̟e+1O) et p ≥ e + 2 alors H = G(O) ; si p ≤ e + 1 et πm surjective
avec m ≥ ep+1p−1 , alors H = G(O) ;
2. Si p ≥ 2e+ 3, πe(H) = G(O/̟) et Lie(GF) a la proprie´te´ (CN ) alors H = G(O) ;
En particulier, lorsque G = SLm ou Spm, si p ≥ 5 et K/Qp non ramifie´, alors π1(H) = G(F)
entraˆıne H = G(O) .
De´monstration : Notons L := Lie(GF). Commenc¸ons par observer que, d’apre`s l’hypothe`se de
lissite´, si une matrice s’e´crit M = I + ̟nB alors πn+1(M) ∈ G(O/̟n+1O) si et seulement si
π1(B) ∈ L. On prouve maintenant par re´currence sur n que la projection H → G(O/̟nO) est
surjective et donc que H est dense dans G(O) et donc e´gal a` ce dernier. Supposons la proprie´te´
vraie au cran n et montrons-la au cran n + 1. Soit donc A ∈ G(O), on sait donc qu’il existe
A1 ∈ H telle que A ≡ A1[̟n] et, quitte a` remplacer A par AA
−1
1 on peut supposer que A ≡ I[̟
n]
soit encore A = I + ̟nB avec donc π1(B) ∈ L. Par hypothe`se, il existe Z ∈ H telle que
Z ≡ I +̟n−eB[̟n−e+1] ou encore Z = I +̟n−eB +̟n−e+1C. Posons Y := Zp alors
Y = I + p̟n−e(B +̟C) +
p−1∑
h=2
(
p
h
)
̟h(n−e)(B +̟C)h +̟p(n−e)(B +̟C)p
On a e+ h(n− e) ≥ n+ 1 si n ≥ e+ 1 et p(n− e) ≥ n+ 1 si n ≥ ep+1p−1 ; ainsi si p ≥ e+ 2 on voit
que Y ≡ I + ̟nuB mod ̟n+1. On peut bien suˆr refaire ce calcul en remplac¸ant B par u−1B
et conclure. La surjectivite´ de πe+1 suffit donc pour entraˆıner H = G(O) si p ≥ e + 2 (resp. la
surjectivite´ de πm avec m ≥
ep+1
p−1 pour p ≤ e).
Si maintenant n = e, on reprend le calcul en supposant d’abord que π1(B
2) = 0 ∈ L. Observons
que, dans ce cas, B2j ≡ 0 mod ̟j donc
(B +̟C)p = Bp +̟
(
Bp−1C + . . .
)
+ · · ·+̟r
(
· · ·+Bj0CBj1C . . . CBjs
)
+ · · ·+̟pCp
avec Bp ≡ 0 mod ̟(p−1)/2 et ̟rBj0CBj1C . . .CBjs ≡ 0 mod ̟m avec
m ≥ r +
[
j0
2
]
+ . . .
[
js
2
]
≥ r +
s∑
i=0
(
ji
2
−
1
2
) = r +
p− r
2
−
s+ 1
2
≥
p− 1
2
Si maintenant Z = I +B +̟C et Y = Zp alors
Y = I + p(B+̟C) +
p−1∑
h=2
(
p
h
)
̟h(B+̟C)p−h+(B+̟C)p ≡ I + pB+(B+̟C)p mod ̟e+1
La condition (p− 1)/2 ≥ e + 1 e´quivaut a` p ≥ 2e+ 3. On trouve ainsi un e´le´ment Y ∈ H tel que
Y = I +̟eB mod ̟e+1. Pour le cas ge´ne´ral, on aura B = B1 + · · · + Bs avec π1(B
2
i ) = 0 ∈ L
et I +̟eB ≡ (I +̟eB1) . . . (I +̟eBs) mod ̟e+1, ce qui permet de conclure. 
Le lemme e´le´mentaire suivant est de´montre´ dans [9] (lemme 2.8).
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Lemme 2.7 Soit d ≥ 1 un entier, et pour tout i ∈ {1, . . . , d}, soient ti ≥ 1 des entiers. Pour
i ≤ d et j ≤ ti, on se donne e´galement des entiers aij et bij, strictement positifs. On a l’e´galite´
sup
mi1≥···≥miti
1≤i≤d
{∑d
i=1
∑ti
j=1 aijmij∑d
i=1
∑ti
j=1 bijmij
}
= max
1≤hi≤ti
1≤i≤d
{∑d
i=1
∑hi
j=1 aij∑d
i=1
∑hi
j=1 bij
}
, (2)
le sup dans le membre de gauche e´tant pris sur les entiers mij ordonne´s pour 1 ≤ i ≤ d par
mi1 ≥ · · · ≥ miti et tels que mi1 6= 0.
3 Repre´sentations et accouplements λ-adiques
L’e´tude de la repre´sentation galoisienne ade´lique se rame`ne essentiellement a` l’e´tude des repre´sen-
tations ℓ-adiques, graˆce au re´sultat suivant duˆ a` Serre.
De´finition 3.1 Une famille de repre´sentations (ρi)i∈I : GK →
∏
i∈I GL(Vi) indexe´e par un
ensemble I, est dite inde´pendante si
(ρi)i∈I(GK) =
∏
i∈I
(ρi(GK)) .
Les (ρi)i∈I sont presque inde´pendantes s’il existe une extension finieK
′/K telles que les restrictions
a` GK′ sont inde´pendantes.
Proposition 3.2 (Serre) Les repre´sentations ℓ-adiques associe´es a` une varie´te´ abe´lienne A sur
un corps de nombres K sont presque inde´pendantes.
De´monstration : C’est le the´ore`me 1 de [29], cf. e´galement [30] the´ore`me 1 et paragraphe 3.1. 
Cet e´nonce´ se traduit concre`tement en disant que, quitte a` remplacer K par une extension finie,
pour tous premiers ℓ1, ℓ2 distincts, les extensions K(A[ℓ
∞
1 ])/K et K(A[ℓ
∞
2 ])/K sont line´airement
disjointes.
Nous utiliserons en paralle`le les de´compositions ℓ-adiques et λ-adiques correspondant aux types I
et II ; ces de´compositions s’e´crivent pour tout ℓ au niveau des Qℓ-repre´sentations Vℓ(A) et pour ℓ
assez grand (hors d’un ensemble fini de ℓ) pour les Zℓ-repre´sentations Tℓ(A).
3.1 Modules de Tate, repre´sentations ℓ-adiques et λ-adiques
Soit ℓ un premier quelconque. On conside`re dans toute la suite de cette section 3. une varie´te´
abe´lienne A/K ge´ome´triquement simple de type I ou II, telle que EndK(A) = EndK¯(A) et telle
que EndK(A) est un ordre maximal de D := EndK(A)⊗Z Q. Nous noterons E le centre de D.
On a la de´composition suivante : Oℓ =
∏
λ|ℓOλ ou` Oλ est l’anneau des entiers du comple´te´ Eλ
de E pour la place λ. En notant f(λ) := [Eλ : Qℓ] et e(λ) le degre´ de ramification de λ|ℓ, on a∑
λ|ℓ e(λ)f(λ) = e = [E : Q].
Le module de Tate ℓ-adique, Tℓ(A), est muni d’une action de Oℓ et se de´compose en
Tℓ(A) =
∏
λ|ℓ
Tλ ou` Tλ := Tℓ(A)⊗Oℓ Oλ.
En inversant ℓ on obtient les espaces Vℓ(A) et Vλ a` partir de Tℓ(A) et de Tλ :
Vℓ(A) := Tℓ(A)⊗Zℓ Qℓ et Vλ := Tλ ⊗Oλ Eλ.
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La repre´sentation ℓ-adique e´tant OE -line´aire, elle se de´compose diagonalement selon les λ divisant
ℓ en repre´sentations λ-adiques (cf. [22] paragraphe II) :
ρℓ∞ = (
∏
λ|ℓ
ρλ∞) : GK →
∏
λ|ℓ
Aut(Tλ).
La repre´sentation ℓ-adique modulo ℓ e´tant OE/ℓOE-line´aire, elle se de´compose par re´duction
modulo ℓ diagonalement selon les λ en repre´sentations λ-adiques :
ρℓ = (
∏
λ|ℓ
ρλ) : GK → AutOℓ/ℓOℓ(A[ℓ]) =
∏
λ|ℓ
AutOλ/ℓOλ(Tλ/ℓTλ).
Nous noterons dans toute la suite Gλ le groupe de Galois correspondant a` ρλ (il est a priori a`
valeurs dans GL2h(Oλ/ℓOλ)). La meˆme chose vaut au niveau ℓ-adique et on sait (cf. par exemple
[5] p.319) que ces repre´sentations λ-adiques sont munies naturellement d’un accouplement de Weil
λ-adique provenant de l’accouplement ℓ-adique. Nous rappelons ceci dans le paragraphe suivant.
3.2 Accouplements ℓ-adique et λ-adique
Nous supposons ici de plus que A est polarise´e par une polarisation φ et que ℓ est un premier ne
divisant pas deg(φ).
Rappelons la construction de l’accouplement λ-adique (cf. par exemple [1] paragraphes 3 et 4).
On commence pour cela par l’accouplement de Weil ℓ-adique usuel :
φℓ∞ : Tℓ(A) × Tℓ(A)→ Zℓ(1) = lim←−µℓ
m .
L’accouplement usuel de Weil est non-de´ge´ne´re´ (modulo ℓn pour tout n ≥ 1) car ℓ ne divise
pas deg(φ). De plus, si † de´signe l’involution de Rosati sur End0(A) associe´e a` la polarisation
de´finissant l’accouplement on aura φℓ∞(ax, y) = φℓ∞(x, a
†y) pour x, y ∈ Tℓ(A) et a ∈ Oℓ.
Lemme 3.3 Notons O⋆ℓ le dual de Oℓ pour la dualite´ donne´e par la trace TrEℓ/Qℓ . Il existe un
unique accouplement Oℓ-line´aire, φ
⋆
ℓ∞ : Tℓ(A)× Tℓ(A)→ O
⋆
ℓ (1), tel que
TrEℓ/Qℓ(φ
⋆
ℓ∞) = φℓ∞ .
De´monstration : Il s’agit essentiellement du lemme 3.1 de [1] (cf. aussi sublemma 4.7 de [6],
page 55). Le preuve est la suivante : il s’agit de ve´rifier que le morphisme donne´ par la trace,
de HomOℓ (Tℓ(A)⊗Oℓ Tℓ(A),O
⋆
ℓ ) vers HomZℓ (Tℓ(A)⊗Oℓ Tℓ(A),Zℓ) est un isomorphisme. Or ces
deux objets sont des Zℓ-modules libres de meˆme rang et la preuve du lemme 3.1 de [1] donne la
surjectivite´. 
Hypothe`se : On suppose dans la fin de ce paragraphe que ℓ est de plus non ramifie´ dans E/Q,
ie que O⋆ℓ = Oℓ.
On a dans ce cas l’accouplement Oℓ-line´aire φ⋆ℓ∞ : Tℓ(A) × Tℓ(A) → Oℓ(1). Par projection on
construit alors l’accouplement λ-adique, Oλ-line´aire, de la fac¸on suivante :
φλ∞ : Tλ × Tλ → Oλ(1)
tel que φ⋆ℓ∞(x, y) ⊗ 1 = φλ∞(x ⊗ 1, y ⊗ 1).
Tout comme l’accouplement ℓ-adique, l’accouplement λ-adique est Galois e´quivariant :
∀σ ∈ GK , ∀x, y ∈ Tλ, φλ∞(σx, σy) = φλ∞(x, y)
σ ,
l’action de Galois a` gauche se faisant via la repre´sentation λ-adique, et a` droite, via le caracte`re
cyclotomique ℓ-adique usuel.
Nous noterons enfin φ0ℓ∞ et φ
0
λ∞ les accouplements ℓ-adiques et λ-adiques, de´finis de manie`re
similaires sur Vℓ(A) et Vλ, a` valeurs respectivement dans Eℓ et Eλ. Ils sont de´finis sans restriction
pour tout ℓ.
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3.3 Galois pour les varie´te´s de type I et II
Soit ℓ un premier quelconque.
Dans le cas de type I, les (Vλ, φ
0
λ∞) fournissent des repre´sentations irre´ductibles symplectiques.
Dans le cas de type II, on a une de´composition plus fine (cf. [4], [15], [1]) :
Vλ =Wλ(A)⊕Wλ(A),
ou` (Wλ(A), φ
0
λ∞|Wλ(A)
) est maintenant irre´ductible symplectique. Cependant, comme nous le
de´taillons plus loin, cette de´composition, dans le cas de type II, ne´cessite, pour le nombre fini
de premiers ℓ “ramifie´s” pour l’alge`bre de quaternions, d’e´tendre les scalaires a` une extension
quadratique.
Nous avons Vλ := Wλ(A) ⊕Wλ(A) si A est de type II et nous posons Wλ(A) := Vλ si A est de
type I. Autrement dit en notant d = 1 si A est de type I et d = 2 si A est de type II, nous aurons
toujours
Vλ =Wλ(A)
d,
et dans tous les cas, la repre´sentation Wλ(A) est irre´ductible, symplectique et, lorsque A est de
type I (resp. de type II), le module Vℓ(A) est isomorphe a`
∏
λWλ(A) (resp. a` la somme de deux
copies de ce produit). On pose ensuite dans tout les cas
Tλ(A) := Tλ ∩Wλ(A).
De´finition 3.4 Nous noterons dans la suite Sex(A) l’ensemble fini des ℓ divisant le degre´ de la
polarisation fixe´e φ de A, des ℓ ramifie´s dans OE et, dans le cas de type II, des ℓ tels que l’alge`bre
de quaternions D est non de´compose´e en au moins un λ|ℓ.
Au niveau des Zℓ-modules, la de´composition perdure, au moins pour ℓ hors de Sex(A). Nous
rassemblons ces e´nonce´s dans la proposition suivante.
Proposition 3.5 SoitWλ(A) le Eλ-module galoisien symplectique de´fini ci-dessus, qu’on identifie
a` un sous-module de Vℓ(A).
1. La repre´sentation Wλ(A) est irre´ductible et symplectique.
2. Si A est de type I (resp. de type II), on a une de´composition Vℓ(A) =
∏
λ|ℓWλ(A), resp.
Vℓ(A) =
∏
λ|ℓ (Wλ(A)⊕Wλ(A)). Toutefois, dans le cas de type II et pour les premiers
ramifie´s de l’alge`bre de quaternions, cette de´composition ne s’obtient qu’apre`s tensorisation
par une extension quadratique de E.
3. Pour ℓ /∈ Sex(A), on a une de´composition analogue pour les O ⊗ Zℓ-modules : Tℓ(A) =∏
λ|ℓ Tλ(A) si A est de type I, resp. Tℓ(A) =
∏
λ (Tλ(A)⊕ Tλ(A)) si A est de type II.
De´monstration : Pour A de type I, voir [22]. Pour A de type II, cet e´nonce´ est prouve´ pour ℓ assez
grand sur Qℓ dans [4] et sur Zℓ dans [1], le point essentiel e´tant l’identification de End
0(A) ⊗Qℓ
a` un produit d’alge`bres de matrices
∏
λM2(Eλ), ce qui est possible justement quand ℓ n’est pas
ramifie´. L’alge`bre de quaternions est toujours de´ploye´e sur une extension quadratique et l’on peut
donc se ramener au cas pre´ce´dent apre`s tensorisation par une telle extension ; plus pre´cise´ment, en
choisissant F extension quadratique de E telle que D⊗E F ∼=M2(F ) et en notant Fλ := Eλ⊗E F
et Vℓ⊗E F =
∏
λ Vλ,F , chaque Vλ,F est un module sur D⊗E Fλ
∼=M2(Fλ) et on peut alors imiter
le proce´de´ de´crit dans loc. cit.. Remarquons que la preuve sur Qℓ pour tout ℓ peut aussi eˆtre
extraite de [15].
De´finition 3.6 De´finissons la dimension relative de A simple avec D := End0(A) et E le centre
de D, par la formule :
dimrel(A) :=
dimA
[E : Q]
√
[D : E]
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Ainsi, si e = [E : Q], la dimension relative h d’une varie´te´ abe´lienne de dimension g de type I
(resp. de type II) est h = ge (resp. h =
g
2e ).
On a alors dans le cas I et II une repre´sentation irre´ductible symplectique de dimension 2h, et une
inclusion
Hℓ,A ⊂
∏
λ|ℓ
Sp(Wλ(A), φ
0
λ∞)
∼=
∏
λ|ℓ
Sp2h,Eλ ,
qu’il convient de mettre en paralle`le avec l’inclusion
Hdg(A)Qℓ ⊂ (ResE/QSp2h,E)Qℓ .
Nous allons nous placer dans le cas ge´ne´rique ou` l’on a e´galite´ dans les deux inclusions pre´ce´dentes
(la premie`re impliquant d’ailleurs la seconde puisque Hℓ,A ⊂ Hdg(A)Qℓ). Le the´ore`me suivant
pre´cise des conditions ou` l’on sait que l’e´galite´ voulue est toujours vraie.
The´ore`me 3.7 (Banaszak-Gajda-Krason´ [1], Pink [19], Hall [8]) Soit A/K une varie´te´
abe´lienne de type I ou II, de dimension relative h ; notons E le centre de End0(A). Supposons de
plus l’une des trois conditions suivantes re´alise´e :
1. L’entier h est impair ou e´gal a` 2,
2. On a E = Q et h n’appartient pas a` l’ensemble exceptionnel Σ de´fini en (1),
3. La varie´te´ abe´lienne A est de type I (resp. II) et posse`de une place de mauvaise re´duction
semi-stable avec dimension torique e (resp. avec dimension torique 2e).
on a alors Hℓ,A =
∏
λ Sp2h,Eλ .
De´monstration : Le re´sultat est de´montre´ dans [1] sous l’hypothe`se de l’aline´a 1 (cf. [13] remark
2.25 pour le cas h = 2) ; le re´sultat est de´montre´ explicitement dans [19] sous l’hypothe`se de
l’aline´a 2, pour une varie´te´ abe´lienne de type I, mais on peut extraire de [19] une preuve pour
le type II ; nous indiquons comment en appendice de cet article (Cf section 10). Le re´sultat est
de´montre´ dans [8] sous l’hypothe`se de l’aline´a 3, pour une varie´te´ abe´lienne de type I ve´rifiant
e = 1 ; nous indiquons en appendice de cet article comment e´tendre les arguments de [8] aux cas
e´nonce´s. 
3.4 Variantes λ-adiques modulo λn
On suppose ici que ℓ est un premier quelconque. Soit n ≥ 1 un entier. On a par re´duction modulo
ℓn,
A[ℓn] = Tℓ(A) ⊗Zℓ Z/ℓ
nZ = Tℓ(A)/ℓ
nTℓ(A).
De meˆme par re´duction modulo λn, on voit que
A[λn] := Tλ ⊗Oλ Oλ/λ
n = Tλ/λ
nTλ.
On pose ensuite
Tλ[λ
n] := Tλ(A)⊗Oλ Oλ/λ
n = Tλ(A)/λ
nTλ(A).
En utilisant que ℓnOλ = λe(λ)n on voit que par re´duction modulo ℓn on obtient :
A[ℓn] = Tℓ(A)/ℓ
nTℓ(A) =
∏
λ|ℓ
Tλ/ℓ
nTλ,
et
Tλ(A)/ℓ
nTλ(A) = Tλ(A) ⊗Oλ Oλ/λ
e(λ)n = Tλ[λ
e(λ)n].
Soit πλ une uniformisante de λ dans Oλ (πλ = ℓ dans le cas non-ramifie´). Pour tout entier n ≥ 0,
les applications
in : Tλ[λ
n]→ Tλ[λ
n+1], x mod λnTλ(A) 7→ πλx mod λ
n+1Tλ(A)
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sont des morphismes, bien de´finis, injectifs. En prenant le syste`me inductif qu’ils forment, on note
Tλ[λ
∞] la limite.
Supposons dans la fin de ce paragraphe que ℓ est non ramifie´. Dans ce cas le Oℓ/ℓ
nOℓ-module A[ℓ
n]
se de´compose en le produit des Oλ/λn-modules Tλ[λn] dans le cas de type I, et, pour ℓ /∈ Sex(A),
en le produit des Tλ[λ
n]⊕ Tλ[λn] dans le cas de type II. De plus, par projection modulo ℓn (ou ce
qui revient au meˆme ici, modulo λn), on obtient :
φλn : Tλ[λ
n]× Tλ[λ
n]→ Oλ/ℓ
nOλ(1)
qui ve´rifie
φλn(ℓx, ℓy) = φλn+1(x, y)
ℓ.
Tout comme l’accouplement λ-adique, on voit par re´duction modulo ℓn que les accouplements φλn
sont Galois e´quivariants, l’action de Galois a` gauche se faisant via la repre´sentation λ-adique, et
a` droite, via le caracte`re cyclotomique ℓ-adique usuel.
4 Modules isotropes
On conside`re dans ce paragraphe une varie´te´ abe´lienne A/K ge´ome´triquement simple de type I ou
II, telle que EndK(A) = EndK¯(A) et telle que EndK(A) est un ordre maximal de EndK(A)⊗Z Q.
Soit par ailleurs ℓ un premier et λ une place au dessus de ℓ. Notons πλ une uniformisante de λ.
On suppose ici que ℓ est tel que la condition suivante (qui exclut un nombre fini de premiers) est
re´alise´e : on a un accouplement biline´aire alterne´, non-de´ne´ne´re´ sur Tλ(A) (qui est un Oλ-module
libre de rang 2h) et sur le Fλ-espace vectoriel Tλ[λ] = Tλ(A)/λTλ(A).
De´finition 4.1 Soit H ⊂ Tλ[λ∞] un sous-groupe fini. Nous dirons que H est totalement isotrope
si pour tous points P,Q de H ⊂ Tλ[λn], on a
φλn(P,Q) = 1,
ou` φλn de´signe l’accouplement sur Tλ[λ
n].
Notons que si H est totalement isotrope au sens pre´ce´dent, alors son sous-groupe des points de λ-
torsion est totalement isotrope dans le Fλ-espace vectoriel Tλ[λ]. On retrouve avec cette de´finition
les deux lemmes suivants dont les preuves se reprennent mot pour mot du paragraphe 3.1 de [9]
en remplac¸ant Z par Oλ et ℓ par λ.
Lemme 4.2 Soit (e1, . . . , eh) une base d’un sous-Oλ-module isotrope maximal H∞ de Tλ(A). Il
existe un supple´mentaire H ′∞ isotrope maximal et une base (eh+1, . . . , e2h) de celui-ci de sorte que
dans la de´composition Tλ(A) = H∞⊕H ′∞ selon la base (e1, . . . , e2h), la forme symplectique s’e´crit
comme la forme canonique J =
(
0 Ih
−Ih 0
)
.
Lemme 4.3 Soit n ≥ 1 et H ⊂ Tλ[λn] un sous-groupe fini, totalement isotrope. Notons prn :
Tλ(A) → Tλ[λn] la projection canonique modulo λn. Il existe un sous-groupe totalement isotrope
Hti de Tλ[λ
n], contenant H et de meˆme exposant et il existe un sous-Oλ-module, H∞ de Tλ(A),
totalement isotrope, tel que prn(H∞) = Hti.
Remarque 4.4 Notons que dans [9] la version correspondante du lemme pre´ce´dent ne mentionne
pas que l’on peut choisir Hti de meˆme exposant que H . Toutefois la construction meˆme de ce Hti
fournie dans la preuve du lemme 3.7 de [9] donne imme´diatement cette information supple´mentaire.
5 Proprie´te´ µ, version λ-adique
On conside`re dans ce paragraphe une varie´te´ abe´lienne A/K ge´ome´triquement simple de type I ou
II, telle que EndK(A) = EndK¯(A) et telle que EndK(A) est un ordre maximal de EndK(A)⊗Z Q.
On suppose par ailleurs ici que ℓ /∈ Sex(A).
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5.1 Proprie´te´ µ
E´tant donne´ un sous-groupe H fini de Tλ[λ
∞], nous introduisons a` pre´sent l’invariant suivant :
m1(H) = max
{
k ∈ N | ∃n ≥ 0, ∃P,Q ∈ H d’ordre ℓn, φλn(P,Q) est d’ordre ℓ
k
}
.
Dire que H est totalement isotrope e´quivaut a` dire que m1(H) = 0. De plus on peut noter que,
sur la de´finition, il est e´vident que m1(H) est supe´rieur a` la valeur m suivante :
m(H) := max
{
k ∈ N | ∃P,Q ∈ H d’ordre ℓk, φλk(P,Q) est d’ordre ℓ
k
}
.
Lorsque H est de la forme Tλ[λ
n], nous allons montrer que m1(Tλ[λ
n]) = m(Tλ[λ
n]) = n.
De´finition 5.1 Nous appelons proprie´te´ µ pour une varie´te´ abe´lienne le fait d’avoir, pour tout
sous-groupe fini H ⊂ Tλ[λ∞], l’e´galite´ a` indice fini pre`s, uniforme´ment en (ℓ,H) :
K(µℓm1(H)) ≍ K(H) ∩K(µℓ∞).
5.2 Proprie´te´ µ pour Tλ[λ
n]
Soit n ≥ 1 un entier. La proprie´te´ µ pour Tλ[λn] de´coule essentiellement formellement de la
proprie´te´ µ pour A[ℓn] et du fait que le multiplicateur multλ(ρλ(σ)) est χℓ(σ). Plus pre´cise´ment,
on sait que concernant l’image de la representation λ-adique re´siduelle ρλ (a` valeur dans Fλ), on
a
Proposition 5.2 Soit A de type I ou II et pleinement de type Lefschetz. On a les (presque) e´galite´s
suivantes :
1. [ρℓ(GK), ρℓ(GK)] ⊜
∏
λ|ℓ Sp2h(Fλ) ⊜ Sp2h(OE/ℓOE).
2. ρλ(GK) ⊜ {x ∈ GSp2h(Fλ) | mult(x) ∈ F
×
ℓ }.
3. [ρℓ∞(GK), ρℓ∞(GK)] ⊜ Hdg(A)(Zℓ) =
∏
λ | ℓ Sp2h(Oλ).
4. ρλ∞(GK) ⊜ {x ∈ GSp2h(Oλ) | mult(x) ∈ Z
×
ℓ }.
5. ρℓ∞(GK) ⊜ MT(A)(Zℓ) = {(xλ) ∈
∏
λ | ℓGSp2h(Oλ) | ∀λ, ∃y ∈ Z
×
ℓ , mult(xλ) = y},
le produit portant sur les places λ au dessus de ℓ dans l’anneau des entiers OE de E.
De´monstration : L’hypothe`se que A est de type Lefschetz signifie que Hdg(A) = ResE/QSpE,2h et
MT(A) = GmResE/QSpE,2h, l’hypothe`se que A est pleinement de Lefschetz signifie que l’image
de Galois est d’indice fini dans MT(A)(Zℓ). Comme nous l’expliquons en appendice (the´ore`me
10.1), ceci entraˆıne en fait que cet indice est borne´ inde´pendamment de ℓ. En particulier l’indice
de ρλ(GK) ∩ Sp2h(Fλ) est borne´ inde´pendamment de ℓ, disons par c. Observons maintenant que
Sp2h(Fℓm) ne posse`de pas de sous-groupe d’indice “petit” (ceci se voit en appliquant les lemmes 2.5
et 2.13 de [9]), c’est-a`-dire que, pour ℓ ≥ ℓ0 = ℓ0(c), un sous-groupe d’indice infe´rieur a` c est e´gal
au groupe Sp2h(Fλ) tout entier. D’apre`s le lemme 2.6 nous pouvons conclure que, pour ℓ ≥ ℓ0, nous
avons [ρλ∞(GK), ρλ∞(GK)] = Sp2h(Oλ). Ensuite en utilisant le fait que multλ(ρλ∞(σ)) = χℓ∞(σ)
et que le caracte`re cyclotomique est surjectif sur Z×ℓ , toujours pour ℓ assez grand, on conclut que
ρℓ∞(GK) ⊜ MT(A)(Zℓ), comme annonce´. Les autres e´galite´s s’en de´duisent aise´ment. 
On peut de´duire de ces conside´rations l’observation suivante concernant la partie cyclotomique
des extensions engendre´es, valable pour A pleinement de type Lefschetz, de type I ou II. On peut
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de´crire la situation via la tour d’extensions suivante :
K(A[ℓ∞])
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
K(Tλ[λ
∞])
Sp2h(Oλ)K(µℓ∞)
Z
×
ℓ
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
K(Tλ[λ
∞]) ∩K(µℓ∞)
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
K
Nous re´sumons cela dans le corollaire suivant
Corollaire 5.3 Soit A est de type I ou II, et pleinement de type Lefschetz. On a les (presque)
e´galite´s suivantes :
K(Tλ[λ
∞]) ∩K(µℓ∞) ⊜ K(µℓ∞),
On a le meˆme re´sultat en niveau fini par re´duction modulo ℓn.
5.3 Proprie´te´ µ pour H ⊂ Tλ[λn]
Proposition 5.4 Soit H un sous-groupe fini de Tλ[λ
∞]. On a, uniforme´ment en (ℓ,H), l’ine´galite´,
[K(µℓm1(H)) : Q]≪ [K(H) : Q].
De´monstration : Soit x, y ∈ H deux points de meˆme ordre ℓn tels que φλn(x, y) est un e´le´ment
d’ordre ℓm1(H). Montrons que l’extension K(x, y) contient “presque” K(µℓm1(H)). Ces deux ex-
tensions sont des sous-K-extensions de K(Tλ[λ
n]) et par la description du groupe de Galois de
K(Tλ[λ
n])/K, on voit que le groupe de Galois Gx,y de K(Tλ[λ
n]) sur K(x, y) est donne´e par la
presque e´galite´ suivante (valable pour tout ℓ assez grand),
Gx,y ⊜ {ρλn(σ) ∈ GSp2h(Oλ/ℓ
nOλ) | σ ∈ GK , σ · x = x, σ · y = y, et χℓn(σ) ∈ (Z/ℓ
nZ)×}.
Soit donc σ ∈ GK tel que ρλn(σ) ∈ Gx,y. On a
φλn(x, y) = φλn(ρλn(σ)(x), ρλn (σ)(y)) = χℓn(σ)φλn (x, y).
On en de´duit que χℓn(σ)− 1 est un multiple de l’ordre de φλn(x, y) dans Oλ/ℓ
nOλ, autrement dit
que χℓn(σ) = 1 mod ℓ
m1(H). Or le groupe de Galois de K(Tλ[λ
n]) sur K(µℓm1(H)) est pre´cise´ment
constitue´ des ρλn(σ) tels que χℓn(σ) = 1 mod ℓ
m1(H). On en de´duit le re´sultat. 
Nous pouvons maintenant prouver la proprie´te´ µ proprement dite :
Proposition 5.5 En notant δ(H) :=
(
Z×ℓ : mult(G0(H))
)
ou` G0(H) = Gal (K(A [λ
∞])/K(H)),
on a, pour tout sous-groupe H fini de Tλ[λ
∞] l’e´galite´ a` indice fini pre`s, uniforme´ment en (ℓ,H),
[K(H) ∩K(µℓ∞) : K] ≍ δ(H).
De plus, pour tout H sous-groupe fini de Tλ[λ
∞], on a l’inclusion suivante, qui est une e´galite´ a`
un indice fini pre`s uniforme´ment en (ℓ,H) :
K(H) ∩K(µℓ∞) ⊂ K(µℓm1(H)) et K(H) ∩K(µℓ∞) ≍ K(µℓm1(H)).
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De´monstration : On a la presque e´galite´ Gal (K(Tλ [λ
∞])/K) ⊜ Gλ (introduit au lemme 2.2).
Le groupe de Galois Gal (K(Tλ [λ
∞])/K(µℓ∞)) s’identifie (c’est une presque e´galite´) alors avec
SGλ := Gλ∩Ker(mult). Alors K(H)∩K(µℓ∞) est la sous-extension fixe´e par le groupe U engendre´
par SGλ et G0(H). On voit imme´diatement que le noyau de Gλ
mult
→ Z×ℓ → Z
×
ℓ /mult(G0(H)) est
le groupe U d’ou` le premier e´nonce´.
Passons maintenant a` la seconde partie de la proposition. Commenc¸ons par conside´rerH∞ un sous-
groupe isotrope maximal de Tλ(A). Par le lemme 4.2, on peut supposer que dans une de´composition
Tλ(A) = H∞ ⊕ H ′∞ la forme symplectique s’e´crit comme la forme canonique J . On voit alors
aise´ment que,
Gal (K(Tλ[λ
∞])/K(H∞)) ≍
{
M =
(
I ∗
0 ∗
)
∈ GSp2h(Oλ) | mult(M) ∈ Z
×
ℓ
}
=
{
M =
(
I S
0 αI
)
| α ∈ Z×ℓ et S syme´trique
}
.
D’apre`s le lemme 2.2, le groupe engendre´ par ce dernier groupe et par le groupe Sp2h(Oλ) ⊜
Gal (K(Tλ[λ
∞])/K(µℓ∞)) est {x ∈ GSp2h(Oλ) | mult(x) ∈ Z
×
ℓ } tout entier. Ainsi K(H∞) ∩
K(µℓ∞) ≍ K. Si H est un sous-groupe fini de Tλ[λ∞] totalement isotrope, dans ce cas le lemme
4.3 et ce qui pre´ce`de nous permettent de conclure : on a K(H) ∩K(µℓ∞) ≍ K.
Soit maintenant H un sous-groupe fini non-isotrope de Tλ[λ
∞]. Le groupe [ℓm1(H)](H) est totale-
ment isotrope. En effet si P et Q sont deux points d’ordre ℓn dans H , alors
φλn−m1(H)(ℓ
m1(H)P, ℓm1(H)Q) = φλn(P,Q)
ℓm1(H) = 1 par de´finition de m1(H).
En appliquant le lemme 4.3, on trouve donc un sous-groupe H ′ contenant [ℓm1 ](H) de meˆme
exposant et il existe un sous-Oλ-module H∞ totalement isotrope de Tλ(A) tel que, si, pour tout
entier n ≥ 1, prn : Tλ(A)→ Tλ(A)/ℓ
nTλ(A) = Tλ[λ
n] de´signe la projection canonique, on a
prrH (H∞) = H
′.
Par le lemme 4.2, on peut supposer que dans une de´composition Tλ(A) = H∞ ⊕ H ′∞ la forme
symplectique s’e´crit comme la forme canonique J . Pour tout n ≥ 1, notons
Hn := prn(H∞) = H∞/H∞ ∩ ℓ
nTλ(A).
On a pour tout n ≥ 1, [ℓ]Hn+1 = Hn. On peut donc poser
H∞ =
⋃
n≥1
Hn ⊂ Tλ[λ
∞].
De plus, on voit que, dans K(Tλ[λ
∞]), le groupe de Galois correspondant a` H∞ est le meˆme que
celui correspondant a` H∞. On a
H ⊂ [ℓm1(H)]−1(H ′) = [ℓm1(H)]−1(HrH ) ⊂ [ℓ
m1(H)]−1(H∞).
En conside´rant la multiplication par [ℓm1(H)] sur H∞, on en de´duit (car H∞ est ℓ-divisible) que
H ⊂ H∞ + ker[ℓm1(H)] =: H˜∞,
ou` [ℓn] est le morphisme de multiplication dans Tλ[λ
∞]. Ainsi comme dans le cas totalement
isotrope, on se rame`ne a` une situation ou` un lemme de groupe permet de conclure : le groupe de
Galois Gal
(
K(Tλ[λ
∞])/K(H˜∞)
)
n’est autre que (il s’agit d’une e´galite´ ≍ a` indice fini pre`s){
M ∈ GSp2h(Oλ) | ∀i ≤ g Meg+i = eg+i mod ℓ
m1(H), Mei = ei et mult(M) ∈ Z
×
ℓ
}
.
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La meˆme preuve que celle du corollaire 2.11 de [9] donne alors le re´sultat : le groupe engendre´ par
Gal
(
K(Tλ[λ
∞])/K(H˜∞)
)
et Sp2h(Oλ) est (avec une e´galite´ ≍ a` indice fini pre`s){
M ∈ GSp2h(Oλ) | mult(M) ∈ Z
×
ℓ et mult(M) ≡ 1 mod ℓ
m1(H)
}
.
Notamment, on a,
K(H) ∩K(µℓ∞) ⊂ K(H˜∞) ∩K(µℓ∞) ⊂ K(µℓm1(H)),
la seconde inclusion e´tant aussi une e´galite´ a` indice fini pre`s, ie K(H˜∞) ∩K(µℓ∞) ≍ K(µℓm1(H)).
La proposition pre´ce´dente 5.4 permet de conclure. 
6 Preuve du the´ore`me principal pour H ⊂ A[ℓ]
Soit A/K une varie´te´ abe´lienne sur un corps de nombres, telle que EndK(A) = EndK¯(A). On
commence par se ramener au cas ℓ-adique (cf. [10] proposition 4.1) grace a` la presque inde´pendance
rappele´e a` la proposition 3.2 :
Proposition 6.1 Soit α > 0. Pour de´montrer que γ(A) ≤ α, il suffit de montrer que : il existe
une constante strictement positive C(A/K) ne de´pendant que de A/K telle que pour tout nombre
premier ℓ, pour tout sous-groupe fini Hℓ de A[ℓ
∞], on a
Card (Hℓ) ≤ C(A/K)[K(Hℓ) : K]
α. (3)
Remarque 6.2 Rappelons que l’on a suppose´ que la varie´te´ abe´lienneA/K est telle que EndK(A) =
EndK¯(A). Concernant notre question de borne sur la torsion, ceci nous permet de supposer que
le groupe fini H ⊂ A[ℓn] est en fait un EndK¯(A)-module. En effet : notons HE le EndK¯(A)-
module engendre´ par H et supposons que l’on ait pour HE une ine´galite´ de la forme suivante,
uniforme´ment en (ℓ,H),
|HE | ≪ [K(HE) : K]
α.
on a donc |H | ≪ [K(HE) : K]α car H est inclus dans HE . Mais EndK(A) = EndK¯(A), donc
si x ∈ H et f ∈ EndK¯(A) alors f(x) est encore un point de A qui est K(H) rationnel, donc
K(H) = K(HE). En particulier ceci implique que |H | ≪ [K(H) : K]
α comme annonce´.
Nous nous plac¸ons dans toute la suite de ce paragraphe dans la situation particulie`re d’une varie´te´
abe´lienne A de´finie sur K, ge´ome´triquement simple de type I ou II, qui est pleinement de type
Lefschetz. Nous supposerons de plus que ℓ /∈ Sex(A) de sorte a` pouvoir appliquer les techniques
de´veloppe´es dans les paragraphes pre´ce´dents. Enfin nous prenons le cas particulier d’une situation
horizontale d’un sous-groupe H de A[ℓ] (en particulier il s’agit d’un Fℓ-espace vectoriel). Par la
remarque pre´ce´dente, nous pouvons meˆme supposer que H est un OE/ℓOE-module. Nous avons
la de´composition suivante :
H =
{ ∏
λ|ℓH [λ] ⊂
∏
λ|ℓ Tλ[λ] (Type I)∏
λ|ℓH [λ]⊕H [λ] ⊂
∏
λ|ℓ Tλ[λ]⊕ Tλ[λ] (Type II)
.
On sait par la proposition 5.2 que pour tout ℓ on a,
ρλ(GK) ⊜
{
M ∈ GSp2h(Fλ) | mult(M) ∈ F
×
ℓ
}
.
Dans notre situation les H [λ] ⊂ Tλ[λ] sont des Fλ-espaces vectoriels. Rappelons que l’on a, uni-
forme´ment en (ℓ,H), l’e´galite´ a` indice fini pre`s δ(H [λ]) ≍ [K(H [λ]) ∩ K(µℓ) : K]. On obtient
ainsi :
Lemme 6.3 Si H [λ] est inclus dans un sous-espace totalement isotrope du Fλ-ev Tλ[λ] alors,
uniforme´ment en (ℓ,H), on a δ(H [λ]) ≍ 1. Sinon δ(H [λ]) ≍ ℓ.
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Lemme 6.4 Uniforme´ment en (ℓ,H), on a
δ(H [λ]) ≍
(
F×ℓ : mult(G0(H [λ]))
)
ou` G0(H [λ]) = Gal (K(Tλ[λ])/K(H [λ])) .
On a de plus :
[K(H [λ]) : K] ⊜ (ρλ(GK) : G0(H [λ])) ⊜ δ(H [λ])(Sp2h[Fλ) : G(H [λ])).
De´monstration : Pour le premier point, on a Gal (K(Tλ[λ])/K) ⊜ ρλ(GK). Le groupe de Galois
Gal (K(Tλ[λ])/K(µℓ)) est alors presque e´gal a` SGλ := ρλ(GK)∩Ker(mult). AlorsK(H [λ])∩K(µℓ)
est la sous-extension fixe´e par le groupe U engendre´ par SGλ et G0(H [λ]). On voit imme´diatement
que le noyau de ρλ(GK)
mult
→ F×ℓ → F
×
ℓ /mult(G0(H [λ])) est le groupe U . Pour le second point : la
premie`re e´galite´ est donne´e par la the´orie de Galois car on a que Gal(K(Tλ[λ])/K) ⊜ ρλ(GK). La
seconde e´galite´ est une chasse au diagramme facile. 
Notons dλ la dimension de H [λ] sur Fλ et (e1, . . . edλ) une base que l’on comple`te en une base
(e1, . . . , e2h) de Tλ[λ]. On de´finit
G(H [λ]) = {M ∈ Sp2h(Fλ) |Mei = ei, 1 ≤ i ≤ dλ} .
Notons (ê1, . . . , ê2h) une base de Tλ(A) relevant la base sur Fλ. Introduisons maintenant le groupe
alge´brique sur Oλ suivant :
G1 := {M ∈ Sp2h | Mêi = êi, 1 ≤ i ≤ dλ} .
On voit que
G(H [λ]) = {M ∈ Sp2h(Fλ) | M ∈ G1 mod λ} .
Par changement de base symplectique sur Fλ, G1 est conjugue´ sur Fλ a` l’un des groupes Pr,s
introduits pre´ce´demment. En posant G = Sp2h, et en rappelant que Card(Fλ) = ℓ
f(λ), on voit
que, d’apre`s lemme 2.3 on a
[K(H [λ]) : K] ≍ ℓm(H[λ])ℓf(λ)codimPrλ,sλ ,
ou` (rλ, sλ) (avec e´ventuellement sλ = 0) est le couple correspondant a` H [λ].
Utilisant le lemme 6.3, le the´ore`me 6.6 de [10] s’adapte imme´diatement (cf. la proposition 7.3
ci-apre`s) pour donner :
Proposition 6.5 Avec les notations pre´ce´dentes, uniforme´ment en (ℓ,H), on a
ℓm(H) ≍ [K(H) ∩K(µℓ) : K] ≍ max
λ|ℓ
ℓm(H[λ])
et
[K(H) : K(µℓm(H))] ≍
∏
λ|ℓ
[K(H [λ]) : K(µℓm(H[λ]))] .
6.1 Cas totalement de´compose´
Nous supposons ici que ℓ /∈ Sex(A) est totalement de´compose´ dans OE . Notre situation est alors
la suivante :
H =
{ ∏
λ|ℓH [λ] ⊂
∏
λ|ℓ Tλ[λ] et ρℓ =
∏
λ|ℓ ρλ (Type I)∏
λ|ℓH [λ]⊕H [λ] ⊂
∏
λ|ℓ Tλ[λ]⊕ Tλ[λ] et ρℓ =
∏
λ|ℓ ρλ ⊕ ρλ (Type II)
.
De plus
Gal(K(A[ℓ])/K(µℓ)) =
∏
λ|ℓ
Gal(K(Tλ[λ])/K(µℓ)).
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Du point du vue combinatoire, les formules sont identiques a` celles d’un produit de varie´te´s
abe´liennes de type GSp2h et, les re´sultats du paragraphe pre´ce´dent nous indiquent que la combi-
natoire n’est finalement autre que celle d’un produit de e varie´te´s abe´liennes de type GSp2h, deux
a` deux non-isoge`nes. Nous pouvons donc directement en de´duire la valeur de l’exposant γ(A).
De´finition 6.6 Nous noterons dans la suite : d = 1 si A et de type I et d = 2 si A est de type II.
Les calculs de [9] (paragraphes 4.1 et 6.2) donnent dans ce cas :
γ(A) = sup
I⊂{1,...,e}
2
∑
λ∈I dh
1 + (2h2 + h)|I|
.
Ce sup se calcule aise´ment (le max est atteint pour I = {1, . . . , e}) et on trouve donc
γ(A) =
2dhe
1 + (2h2 + h)e
=
2dimA
1 + dimResE/QSp2h
=
2dimA
dimMT(A)
.
6.2 Cas ge´ne´ral
Nous ne supposons plus de´sormais que ℓ est totalement de´compose´, la combinatoire qui re´sulte
est donc diffe´rente et il faut dans ce cadre ge´ne´ral la refaire explicitement (ceci contient d’ailleurs
le cas du sous-paragraphe pre´ce´dent). On a
H [λ] = (Oλ/λ)
rλ+sλ avec sλ = 0 ssi H [λ] est inclus dans un Lagrangien.
De plus on a, quitte a` re´ordonner,
0 ≤ sλ ≤ rλ ≤ h ou` 2h = dimFλ Tλ[λ], et
∑
λ|ℓ
f(λ) = [E : Q] = e et dhe = g = dimA,
ou` l’on note comme pre´ce´demment d = 1 si A est de type I et d = 2 si A est de type II.
On obtient finalement, sous les conditions pre´ce´dentes, la valeur suivante pour le cardinal de H :
Card(H) = ℓd
∑
λ|ℓ f(λ)(rλ+sλ).
Le degre´ de l’extension [K(H) : K] de´pend selon que les H [λ] sont ou non inclus dans des Lagran-
giens. Si l’un des H [λ] n’est pas inclus dans un Lagrangien alors nous obtenons
[K(H) : K] ≍ ℓ1+
∑
λ|ℓ f(λ)codimPrλ,sλ .
Si par contre tout les H [λ] sont inclus dans un Lagrangien alors nous obtenons
[K(H) : K] ≍ ℓ
∑
λ|ℓ f(λ)codimPrλ,0 .
Il reste a` interpre´ter le quotient de l’exposant de ℓ du Card(H) par celui de [K(H) : K] pour
conclure : c’est l’objet du paragraphe combinatoire suivant.
6.3 Combinatoire
Comme pre´ce´demment on note d = 1 si A est de type I et d = 2 si A est de type II. Nous sommes
ramene´s a` calculer la quantite´ :
1
d
γ := max
rλ,sλ
∑
λ | ℓ f(λ)(rλ + sλ)
δ +
∑
λ | ℓ f(λ)codimPrλ,sλ
ou` le maximum est pris pour 0 ≤ sλ ≤ rλ ≤ h et δ vaut 0 (resp. 1) si tous les sλ sont nuls (resp.
si l’un des sλ est non nul).
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Proposition 6.7 Soit γ = γ(A) de´fini ci-dessus, alors
γ =
2dhe
1 + 2eh2 + he
=
2dimA
dimMT(A)
.
Nous donnons ci-dessous, dans le cas particulier de la proposition ci-dessus, une preuve via les
interpolateurs de Lagrange. Un argument combinatoire diffe´rent, sera donne´ plus loin dans le
cas ge´ne´ral de la preuve du lemmme 7.5, l’argument suivant n’est donc pas indispensable mais a
l’avantage d’eˆtre assez direct.
Remarques “nume´riques”.
1. On peut re´e´crire, pour Pr,s ⊂ Sp2g :
codimPr,s = 2g(r + s)− rs−
(
r2 + s2
2
)
+
r + s
2
=
(
2g +
1
2
−
r + s
2
)
(r + s).
On observe en particulier que la dimension ou codimension de Pr,s ne de´pend que de r + s.
2. Nous allons devoir e´tudier le sens de variation d’une fraction rationnelle de la forme :
f(x) =
a− x
A− x(x−1)2
dont la de´rive´e s’e´crit :
f ′(x) = −2
(x− a)2 + 2A+ a− a2
(2A− x(x − 1))2
et est donc de´croissante de`s que 2A+ a ≥ a2.
De´monstration : La preuve consiste a` appliquer le calcul diffe´rentiel a` la fonction de variables
(r, s) := (rλ, sλ)λ|ℓ dont on veut e´valuer le maximum :
ψ(r, s) :=
N(r, s)
D(r, s)
:=
∑
λ | ℓ f(λ)(rλ + sλ)
δ +
∑
λ | ℓ f(λ)codimPrλ,sλ
(nous e´crivons la fonction sous la forme “Nume´rateur/De´nominateur= N/D”). Commenc¸ons par
traiter le cas ou` tous les sλ sont nuls. Les diffe´rentielles des deux fonctions N et D s’e´crivent
∂N = (f(λ))λ|ℓ et ∂D =
(
f(λ)(2h− rλ +
1
2
)
)
λ|ℓ
Le the´ore`me de Lagrange indique que, en un maximum de N/D, ces deux diffe´rentielles sont
proportionnelles, donc 2h − rλ +
1
2 est constant, ou encore, rλ = 2h − κ (avec h ≤ κ ≤ 2h). On
obtient alors
N
D
=
2he− κe
2
∑
λ|ℓ f(λ)h
2 + he− eκ(κ− 1)/2
=
2h− κ
2h2 + h− κ(κ− 1)/2
La fonction a` droite est de´croissante avec κ et donc majore´e par la valeur en κ = h, c’est-a`-dire
2/(3h+ 3) (noter que κ ≥ h).
On traite ensuite le cas ge´ne´ral (avec l’un des sλ non nul), on pose donc
N =:
∑
λ | ℓ
f(λ)(rλ + sλ); D := 1 +
∑
λ | ℓ
f(λ)(rλ + sλ)
(
2h+
1
2
−
rλ + sλ
2
)
Le the´ore`me de Lagrange indique maintenant que, en un maximum de N/D, on aura sλ + rλ =
2h− κ, avec maintenant 0 ≤ κ ≤ 2h. En reportant on obtient :
N
D
≤
e(2h− κ)
1 + 2
∑
λ | ℓ f(λ)h
2 + eh− eκ(κ− 1)/2
=
2h− κ
1
e + 2h
2 + h− κ(κ− 1)/2
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Cette dernie`re fonction est de´croissante en κ donc majore´e par la valeur en κ = 0, ce qui donne
au final :
ψ ≤ max
{
2
3(h+ 1)
,
2he
1 + 2eh2 + eh
}
=
2he
1 + 2eh2 + eh
Observons que κ = 0 corree´ond a` rλ + sλ = 2h donc a` rλ = sλ = h. En conside´rant donc le cas
rλ = sλ = h, on obtient
ψ =
2he
1 + 2h2e+ he
.
7 Cas d’un groupe H quelconque
Dans ce paragraphe nous allons donner une preuve du re´sultat principal (the´ore`me 1.14). Rappe-
lons que l’on a suppose´ que la varie´te´ abe´lienne A/K est un produit
∏d
i=1 A
ni
i de varie´te´s abe´liennes
simples, chacune de type I ou II et chacune pleinement de type Lefschetz. Nous avons de´ja` indique´
que l’on peut supposer de plus que pour tout i, les Ai sont telles que EndK¯(Ai) = EndK(Ai) et
telles que EndK(Ai) est un ordre maximal dans EndK(Ai)⊗Z Q.
De´finition 7.1 Avec la notation de la de´finition 3.4, nous noterons dans la suite Sex =
⋃d
i=1 Sex(Ai).
Dans la suite de ce paragraphe nous supposerons que ℓ /∈ Sex.
Soit H un sous-groupe fini de A[ℓ∞]. Par le paragraphe 4.2 de [10], on peut supposer que H s’e´crit
sous la forme H =
∏d
i=1H
ni
i . De plus par la remarque du paragraphe pre´ce´dent nous pouvons
supposer que chaque Hi est un Oℓ,i-module, inclus dans un Ai[ℓn] pour n convenable (ou` l’on note
Oℓ,i le tensorise´ par Zℓ de End(Ai)). Notons
Iℓ := {(λ, i) | i ∈ {1, . . . , d}, et λ une place du centre de End(Ai)⊗Q au-dessus de ℓ} .
Pour (λ, i) ∈ Iℓ, posons Oλ,i la composante λ-adique de Oℓ,i et posons Xλ,i le morceau de Hi
correspondant a` λ. Dans le cas de type II, Xλ,i se de´compose a` son tour en deux copies isomorphes :
Xλ,i = Hλ,i ⊕Hλ,i. Dans le cas de type I, on pose Hλ,i := Xλ,i. Avec des notations e´videntes, les
Hλ,i sont des Oλ,i/ℓnOλ,i-sous-modules de Tλ,i[λn]. On a finalement la de´composition suivante de
H :
H =
∏
(λ,i)∈Iℓ
Xniλ,i.
En tant que groupe on sait que pour (λ, i) ∈ Iℓ,
Oλ,i/ℓ
nOλ,i = (Z/ℓ
nZ)f(λ) et Tλ,i[λ
n] = (Z/ℓnZ)2hif(λ).
On sait e´galement que, uniforme´ment en ℓ et λ, on a,
ρAi,λ∞(GK) ⊜
{
M ∈ GSp2hi(Oλ,i) | mult(M) ∈ Z
×
ℓ
}
.
Dans tous les cas on obtient ainsi une e´galite´ a` indice fini pre`s, en re´duisant modulo ℓn.
Soit donc Hλ,i un sous-groupe fini de Tλ,i[λ
∞], on pose
G0(Hλ,i) :=
{
M ∈ GSp2hi(Oλ,i) | mult(M) ∈ Z
×
ℓ , ∀x ∈ Hλ,i, Mx = x
}
.
et G(Hλ,i) := G0(Hλ,i)∩Sp2hi(Oλ,i). Comme Oλ,i/ℓ
nOλ,i-module et comme groupe abstrait, Hλ,i
est de la forme
Hλ,i ≃
2hi∏
j=1
Oλ,i/ℓ
mjOλ,i ≃
2hi∏
j=1
(Z/ℓmjZ)f(λ),
ou` nous sous-entendons, pour ne pas alourdir plus que de raison les notations, que les nombres mj
de´pendent e´galement de (λ, i).
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Notons e1(λ,i), . . . , e
2hi
(λ,i) un syste`me de ge´ne´rateurs (en tant que Oλ,i/ℓ
nOλ,i-module) ; les e
j
(λ,i)
e´tant d’ordre respectifs ℓmj . Notons de plus {ê1(λ,i), . . . , ê
2hi
(λ,i)} une base du Oλ,i-module libre
Tλ,i := Tλ(Ai) relevant la famille {e
j
(λ,i)}, i.e. telle que e
j
(λ,i) = ê
j
(λ,i) mod ℓ
mj pour tout j. On a
G(Hλ,i) =
{
M ∈ Sp2hi(Oλ,i) |Mê
j
(λ,i) = ê
j
(λ,i) mod ℓ
mj , 1 ≤ j ≤ 2hi
}
.
Lemme 7.2 Notons δ(Hλ,i) :=
(
Z×ℓ : mult(G0(Hλ,i))
)
. Uniforme´ment en (ℓ,H), on a alors :
[K(Hλ,i) : K] ≍ (ρAi,λ∞(GK) : G0(Hλ,i)) ≍ δ(Hλ,i)(Sp2hi(Oλ,i) : G(Hλ,i)).
De´monstration : Comme le lemme 6.4. 
Quitte a` renume´roter on peut supposer que les exposants mj (correspondants aux e
j
(λ,i)) sont
ordonne´s dans l’ordre de´croissant : m1 ≥ . . . ≥ m2hi . On pose alors
m1 := max{mi | mi 6= 0} et par re´currence m
r+1 = max{mi | mi < m
r}.
On obtient ainsi une suite strictement de´croissante m1 > . . . > mtλ,i ≥ 1 (avec tλ,i ≤ 2hi). Le
groupe Hλ,i est isomorphe a`
∏tλ,i
j=1
(
Z/ℓm
j
Z
)f(λ)aj
, les aj de´pendants de (λ, i). On de´finit ensuite
pour tout 1 ≤ r ≤ tλ,i, les sous-ensembles emboite´s
Ir = {j ∈ {1, . . . , 2hi} | mj ≥ m
r} de cardinal |Ir | =
r∑
j=1
aj .
Introduisons maintenant la suite croissante de groupes alge´briques sur Oλ,i suivants :
∀1 ≤ r ≤ tλ,i Gr,(λ,i) :=
{
M ∈ Sp2hi | Mê
j
(λ,i) = ê
j
(λ,i) ∀j ∈ Itλ,i+1−r
}
.
On voit que
G(Hλ,i) =
{
M ∈ Sp2hi(Oλ,i) | ∀1 ≤ r ≤ tλ,i on a, M ∈ Gr,(λ,i) mod ℓ
mtλ,i+1−r
}
.
Par changement de base symplectique sur Fλ, le couple (λ, i) e´tant fixe´, chacun des Gj,(λ,i) est
conjugue´ sur Fλ a` l’un des groupes Pr,s introduits au paragraphe 2. En posant G = Sp2hi , on voit
que, avec les notations du lemme 2.3, on a
G(Hλ,i) = H(m
1, . . . ,mtλ,i).
On va donc pouvoir appliquer le lemme 2.3.
7.1 Cas d’un morceau Hλ,i
Le couple (λ, i) e´tant fixe´ nous renoterons dans ce paragraphe t := tλ,i afin de soulager un peu les
notations. On peut appliquer le lemme 2.3, uniforme´ment en (ℓ,H), on a :(
Sp2hi(Oλ,i) : G(Hλ,i)
)
≫ ℓ
∑t
j=1 f(λ)codim(Gj,(λ,i))(m
t+1−j−mt+1−(j−1)),
ou` l’on a pose´mt+1 = 0 et ou` codim (Gj,(λ,i)) est la codimension de Gj,(λ,i) dans Sp2hj . Les groupes
alge´briques Gj,(λ,i) e´tant conjugue´s sur Fλ aux Pr,s (avec e´ventuellement s = 0), codim (Gj,(λ,i))
est e´galement la codimension du groupe Prj ,sj correspondant. Par ailleurs, la suite des (Gj,(λ,i))j
e´tant croissante, (λ, i) e´tant fixe´, la suite des (Prj ,sj )j l’est e´galement. Ceci se traduit par
∀j, rj ≥ rj+1 et sj ≥ sj+1.
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Il nous reste a` calculer la valeur de δ(Hλ,i) (ou plutot une minoration de δ(Hλ,i)). Soit donc
h ∈ {0, . . . , t} maximal tel que sh ≥ 1 (on pose h = 0 si si = 0 pour tout i). On a donc
s1 ≥ . . . ≥ sh = 1 > 0 = sh+1 = . . . = st et Pr1,s1 ⊂ . . . Prh,sh ⊂ Prh+1,0 ⊂ . . . ⊂ Prt .
Posons
δ1 = . . . = δh = 1 et δh+1 = . . . = δt = 0.
Posons mt+1 = 0. On voit (il s’agit d’une somme te´le´scopique) que
mt+1−h = mt+1−h −mt+1 =
t∑
j=1
(mt+1−j −mt+1−(j−1))δj .
Or Prh,sh (avec sh ≥ 1) correspond au groupe Gh,(λ,i) lui meˆme associe´ a` l’ensemble It+1−h. Il
correspond donc a` un morceau de Hλ,i sur lequel on voit qu’il existe P,Q d’ordre ℓ
mt+1−h tel que
l’accouplement de Weil de ℓm
t−h
P et ℓm
t−h
Q est une racine primitive ℓ-eme de 1. Ceci se traduit
en disant que
δ(Hλ,i) ≥ φ(ℓ
mt+1−h) ≍ ℓm
t+1−h
,
ceci restant valable pour h = 0. Nous obtenons ainsi la minoration
[K(Hλ,i) : K]≫ ℓ
∑tλ,i
j=1 (m
tλ,i+1−j−mtλ,i+1−(j−1))(δj+f(λ)codimPrj ,sj ).
De plus, pour tout entier k ∈ {1, . . . t},
rt+1−k + st+1−k = |Ik| =
k∑
j=1
aj .
7.2 Invariant γ(A) pour H ⊂ A[ℓ∞]
Nous sommes ici dans la situation pre´sente´e au de´but de cette section avec H =
∏
(λ,i)∈Iℓ
Xλ,i.
Avec les notations introduites dans le cas d’un Hλ,i (i.e. au paragraphe pre´ce´dent 7.1), on peut,
pour tout (λ, i) ∈ Iℓ, e´crire
Hλ,i =
2hi∏
j=1
(Z/ℓmjZ)f(λ) =
tλ,i∏
j=1
(
Z/ℓm
j
Z
)ajf(λ)
,
ou` (mj)j≥1 est une suite strictement de´croissante (le couple (λ, i) e´tant fixe´).
Nous allons utiliser un re´sultat galoisien que nous avons de´montre´ dans [10]. Dans le the´ore`me 6.6
de [10] nous donnons une preuve pour A =
∏
iAi et avec Mi = Tℓ(Ai) (cf. notations ci-dessous).
En fait la meˆme preuve reprise mot pour mot donne :
Proposition 7.3 Soient Tℓ(A) = ⊕j∈JM
αj
j une de´composition de Zℓ-modules galoisiens ve´rifiant
les deux proprie´te´s suivantes (ou` Mj[ℓ
∞] de´signe ∪nMj/ℓnMj) :
1. pour tout j ∈ J et tout groupe fini Hj ⊂ Mj[ℓ∞], il existe wj = wj(Hj) tels qu’on a,
uniforme´ment en (ℓ,Hj),
K(Hj) ∩K(µℓ∞) ≍ K(µℓwj ) ;
2. Uniforme´ment en ℓ, on a l’identite´ :
Gal(K(A[ℓ∞])/K(µℓ∞)) ≍
∏
j∈J
Gal(K(Mj [ℓ
∞]))/K(µℓ∞))
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Alors si w := maxwj, pour tout groupe fini H =
∏
jHj ⊂ A[ℓ
∞], uniforme´ment en (ℓ,H) on a,
K(H) ∩K(µℓ∞) ≍ K(µℓw) et
[K(H) : K(µℓw)] ≍
∏
j∈J
[K(Hj) : K(µℓwj )].
Nous allons appliquer ceci avec l’ensemble J = Iℓ, et pour j = (λ, i) ∈ Iℓ, avec Mj = Tλ,i(Ai),
ainsi que αj = ni si Ai est de type I et αj = 2ni si Ai est de type II. Enfin nous l’utiliserons avec
Hj = Hλ,i.
Par le lemme 7.2 on a
[K(Hλ,i) : K] ≍ δ(Hλ,i)(Hdg(Ai)(Zℓ) : G(Hλ,i)).
Or on sait que dans notre situation on a uniforme´ment en (ℓ,H) :
Gal(K(Ai[ℓ
∞])/K(µℓ∞ ])) ≍
∏
(λ,i)∈Iℓ
Gal(K(Tλ,i[λ
∞])/K(µℓ∞)).
On peut appliquer la proposition 7.3 et on obtient, uniforme´ment en (ℓ,H),
[K(H) : K] ≍ δ(H)
∏
(λ,i)∈Iℓ
(Sp2hi(Oλ,i) : G(Hλ,i)).
Notons cdk(λ,i) la codimension du groupe alge´brique Gk,(λ,i). Dans la situation d’un Hλ,i fixe´ nous
avions introduit au paragraphe pre´ce´dent des notations
mj et aj , 1 ≤ j ≤ 2hi, ainsi que m
r, 1 ≤ r ≤ tλ,i.
Afin de rendre claire les diverses de´pendances nous utiliserons ci-dessous les notations un peu plus
lourdes suivantes en lieu et place des pre´ce´dentes :
mj(λ, i) et aj(λ, i), 1 ≤ j ≤ 2hi, ainsi que m
r
λ,i, 1 ≤ r ≤ tλ,i.
Les calculs effectue´s dans le cas d’un Hλ,i nous donnent, uniforme´ment en (ℓ,H),
(Hdg(A)(Zℓ) : G(H)) ≍ exp
 ∑
(λ,i)∈Iℓ
tλ,i∑
k=1
f(λ)cdk(λ,i)
(
m
tλ,i+1−k
λ,i −m
tλ,i+1−(k−1)
λ,i
)
log ℓ
 .
De plus, il existe un (λ1, i1) tel que δ(H) = δ(Hλ1,i1). Quitte a` renume´roter on peut supposer
que i1 = 1 On note alors (δ(λ1)j)j la suite de 0 et de 1 relative a` δ(Hλ1,1) de´finie au paragraphe
pre´ce´dent. On a, uniforme´ment en (ℓ,H),
δ(H)≫ exp
tλ1,1∑
j=1
(
m
tλ1,1+1−j
λ1,1
−m
tλ1,1+1−(j−1)
λ1,1
)
δ(λ1)j log ℓ
 .
On pose par ailleurs δ(λ)j = 0 pour tout j si (λ, i) 6= (λ1, 1). Avec ces notations, on trouve en
suivant les calculs du cas d’un Hλ,i, la minoration suivante (au sens ≫, uniforme´ment en (ℓ,H))
pour [K(H) : K] :
exp
 ∑
(λ,i)∈Iℓ
tλ,i∑
j=1
mjλ,i
[
(δ(λ)tλ,i+1−j − δ(λ)tλ,i+1−(j−1)) + f(λ)(cd
tλ,i+1−j
(λ,i) − cd
tλ,i+1−(j−1)
(λ,i) )
]
log ℓ
 ,
et
|H | = exp
 ∑
(λ,i)∈Iℓ
nidi
tλ,i∑
j=1
mjλ,if(λ)aj(λ, i) log ℓ
 ,
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ou` di vaut 1 (respectivement 2) si Ai est de type I (respectivement de type II) et ou` l’on rappelle
que A =
∏d
i=1A
ni
i .
Notons
bjλ,i := (δ(λ)tλ,i+1−j − δ(λ)tλ,i+1−(j−1)) + f(λ)(cd
tλ,i+1−j
λ,i − cd
tλ,i+1−(j−1)
λ,i ),
et posons de plus
ajλ,i := nidiaj(λ, i).
Avec ces notations, on aura donc, uniforme´ment en (ℓ,H), l’ine´galite´ |H | ≪ [K(H) : K]γ si
γ ≥ max
∑
(λ,i)∈Iℓ
∑tλ,i
j=1m
j
λ,if(λ)a
j
λ,i∑
(λ,i)∈Iℓ
∑tλ,i
j=1m
j
λ,ib
j
λ,i
,
le max e´tant pris sur les m1λ,i ≥ . . . ≥ m
tλ,i
λ,i pour (λ, i) ∈ Iℓ.
Ainsi, en invoquant le lemme combinatoire 2.7 et en suivant les notations et calculs du cas d’un
Hλ,i, on voit que l’ine´galite´ |H | ≪ [K(H) : K]γ est vraie uniforme´ment en (ℓ,H), si
γ ≥ max
∑
(λ,i)∈Iℓ
nidif(λ)(r(λ, i)tλ,i+1−hλ,i + s(λ, i)tλ,i+1−hλ,i)
δ(λ1)tλ1,1+1−hλ1,1 +
∑
(λ,i)∈Iℓ
f(λ)codimPr(λ,i)tλ,i+1−hλ,i ,s(λ,i)tλ,i+1−hλ,i
.
Ce dernier max se re´e´crit sous la forme
max
1≤rλ,i
0≤sλ,i≤rλ,i≤hi
∑
(λ,i)∈Iℓ
nidif(λ)(rλ,i + sλ,i)
δ +
∑
(λ,i)∈Iℓ
f(λ)(rλ,i + sλ,i)(2hi −
1
2 (rλ,i + sλ,i − 1)
,
et ou` en reprenant la de´finition de δ(λ1)tλ1,1+1−hλ1,1 on voit que δ = 0 si tout les sλ,i sont nuls et
δ = 1 si l’un des sλ,i est non nul.
Il y a en fait deux e´valuations a` faire selon que δ = 1 ou que δ = 0.
1. Si δ = 1 alors le max a` e´valuer se re´e´crit naturellement sous la forme suivante :
max
1≤xλ,i≤2hi
∑
(λ,i)∈Iℓ
midif(λ)xλ,i
1 +
∑
(λ,i)∈Iℓ
f(λ)xλ,i(2hi −
1
2 (xλ,i − 1))
.
Posons
ρ1(x) :=
∑
(λ,i)∈Iℓ
midif(λ)xλ,i
1 +
∑
(λ,i)∈Iℓ
f(λ)xλ,i(2hi −
1
2 (xλ,i − 1))
.
On rappelle que l’on veut comparer ρ1(x) avec la quantite´
α(A) := max
I⊂{1,...,r}
2
∑
i∈I migi
1 +
∑
i∈I 2eih
2
i + eihi
.
Lemme 7.4 pour tout i ∈ {1, . . . , r}, on a α(A) ≥ midihi+1 .
De´monstration : C’est un calcul imme´diat. 
Lemme 7.5 On a
max
1≤xλ,i≤2hi
ρ1(x) ≤ α(A).
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De´monstration : L’ine´galite´ ρ1(x) ≤ α(A) se re´e´crit∑
(λ,i)∈Iℓ
f(λ)
[
x2λ,i −
(
4hi + 1−
2midi
α(A)
)
xλ,i
]
≤ 2.
Par le lemme pre´ce´dent, on voit dans la somme dans le membre de gauche de l’ine´galite´, que les
indices tels que xλ,i ≤ 2hi − 1 contribuent via un terme ne´gatif a` la somme. Autrement dit, la
valeur ρ1(x) − α(A) est maximale quand pour tout les indices on a xλ,i = 2hi. Mais dans ce cas,
en utilisant que ∑
λ place de End(Ai)⊗Zℓ
f(λ) = ei,
on a :
ρ1(2hi, . . . , 2hi)− α(A) ≤ 0 ⇐⇒
∑
(λ,i)∈Iℓ
f(λ)
[
4h2i −
(
4hi + 1−
2midi
α(A)
)
2hi
]
≤ 2
⇐⇒
r∑
i=1
(
−4h2i − 2hi +
4mihidi
α(A)
)∑
λ
f(λ) ≤ 2.
⇐⇒
r∑
i=1
(
−4h2i ei − 2hiei +
4mihieidi
α(A)
)
≤ 2.
⇐⇒
2 dimA
dimMT(A)
≤ α(A).
La dernie`re assertion de la se´rie d’e´quivalences est vraie, ce qui conclut. 
2. Si δ = 0 alors dans ce cas un calcul du meˆme type (plus facile) permet e´galement de conclure.
8 Petites valeurs de ℓ exceptionnelles
Dans ce paragraphe nous indiquons quelles modifications apporter pour les valeurs exceptionnelles
de ℓ (en nombre fini). On se place dans le cadre d’une varie´te´ abe´lienne ge´ome´triquement simple
A/K de type I ou II et pleinement de type Lefschetz, telle que EndK(A) = EndK¯(A) et telle
que EndK(A) est un ordre maximal de D := EndK(A) ⊗Z Q. Nous notons E le centre de D et
nous notons enfin φ : A → A∨ une polarisation fixe´e avec A (les diverses constantes intervenant
de´pendant de A, de´pendent aussi du degre´ de cette polarisation).
Notons que, dans le cas ou` nous nous sommes place´s (pleinement de type Lefschetz), on sait que
la conjecture de Mumford-Tate est vraie, donc que l’on a l’inclusion suivante qui est une e´galite´ a`
indice fini pre`s (de´pendant e´ventuellement de ℓ mais peu importe ici car on travaille uniquement
avec un nombre fini de valeurs de ℓ) :
ρλ∞(GK) ⊂ {x ∈ GSp2h(Oλ) | mult(x) ∈ Z
×
ℓ }.
Nous indiquons dans ce qui suit les petites modifications a` faire pour pouvoir traiter les ℓ qui sont
dans l’ensemble fini exceptionnel Sex(A) introduit dans la de´finition 3.4.
8.1 Si ℓ est ramifie´ dans OE
On suppose dans ce paragraphe que ℓ ne divise pas deg(φ) et, dans le cas de type II, que ℓ est tel
que l’alge`bre de quaternions D est de´compose´e en λ|ℓ. On suppose par contre que ℓ est ramifie´
dans OE : ℓOE =
∏
λ|ℓ λ
e(λ).
Nous notons toujours f(λ) le degre´ du corps re´siduel en la place λ. Le lemme 3.3 produit l’accou-
plement φ⋆ℓ∞ sur Tℓ(A)× Tℓ(A) a` valeurs dans O
⋆
ℓ .
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Hypothe`se : Supposons pour l’instant pour simplifier que φ⋆ℓ∞ est en fait a` valeurs dans Oℓ.
Nous verrons plus loin comment faire dans le cas ge´ne´ral.
Rappelons que dans cette situation on a la de´composition
Tℓ(A) =
{ ∏
λ|ℓ Tλ(A) (Type I)∏
λ|ℓ Tλ(A)⊕ Tλ(A) (Type II)
Par re´duction modulo λn, on obtient alors pour tout entier +∞ ≥ n ≥ 1, comme dans le cas
non-ramifie´,
φλn : Tλ(A)/λ
nTλ(A) × Tλ(A)/λ
nTλ(A)→ Oλ/λ
n(1).
Notons par ailleurs que ℓOλ = λ
e(λ), donc par re´duction modulo ℓn on a
A[ℓn] = Tℓ(A)/ℓ
nTℓ(A) =
{ ∏
λ|ℓ Tλ[λ
e(λ)n] (Type I)∏
λ|ℓ Tλ[λ
e(λ)n]⊕ Tλ[λe(λ)n] (Type II)
,
et
φλe(λ)n : Tλ[λ
e(λ)n]× Tλ[λ
e(λ)n]→ Oλ/ℓ
nOλ(1).
De plus on ve´rifie que
φλe(λ)n (ℓx, ℓy) = φλe(λ)(n+1)(x, y)
ℓ
et on voit que l’action de Galois sur les accouplements φλe(λ)n se fait via le caracte`re cyclotomique
χℓn . Par ailleurs, le Zℓ-module Oλ e´tant libre de rang e(λ)f(λ), on a
Oλ/ℓ
nOλ ≃ (Z/ℓ
nZ)e(λ)f(λ) et Tλ[λ
e(λ)n] ≃ (Oλ/ℓ
nOλ)
2h ≃ (Z/ℓnZ)2he(λ)f(λ) . (4)
Finalement en travaillant en lieu de place de φλn avec φλe(λ)n , en de´composant H selon les Hλ ⊂
Tλ[λ
e(λ)n] ⊂ A[ℓn], on peut reprendre tout ce qui a e´te´ fait dans le cas non-ramifie´. Notamment
la proprie´te´ µ pour les Hλ est toujours ve´rifie´e avec la modification e´vidente suivante dans la
de´finition de m1(Hλ) (et de meˆme pour m(Hλ)) : on pose
m1(Hλ) := max
{
m | ∃P,Q ∈ Hλ d’ordre ℓ
k tels que φλe(λ)k (P,Q) est d’ordre ℓ
m
}
.
Pour prouver la proprie´te´ µ dans ce cadre on peut toujours utiliser le paragraphe sur les modules
isotropes sur (Oλ,Fλ), puisque les accouplements λ-adiques φλr sont construits modulo λr pour
tout entier r ≥ 1 et non pas uniquement modulo ℓr (cette re´duction modulo ℓr e´tant celle utilise´e
pour de´finir les Hλ).
En reprenant mot pour mot les calculs combinatoires de´ja` effectue´s, on voit avec (4) que les
calculs restent inchange´s sous re´serve de remplacer partout f(λ) par f(λ)e(λ). La contrainte∑
f(λ) = [E : Q] e´tant remplace´e par la contrainte
∑
e(λ)f(λ) = [E : Q], on voit que la valeur γ
reste la meˆme dans ce cadre, ce que l’on voulait prouver.
Suppression de l’hypothe`se : on ne suppose de´sormais plus que φ⋆ℓ∞ est a` valeurs dans Oℓ.
On sait que O⋆λ est un ide´al fractionnaire de Eλ, donc de la forme π
−mλ
λ Oλ pour un certain entier
mλ (avec πλ une uniformisante). On choisit
m0 := pgcd (mλ | λ|ℓ, ℓ ramifie´ dans OE) .
On a ainsi ℓm0O⋆ℓ ⊂ Oℓ pour tout les ℓ que l’on conside`re. On fait alors les modifications suivantes :
1. On remplace au de´part le module Tℓ(A) par T
′
ℓ := ℓ
m0Tℓ(A). Dans ce cas, le lemme 3.3
produit l’acccouplement φ⋆ℓ∞ sur T
′
ℓ × T
′
ℓ a` valeurs dans Oℓ (c’est pour arriver dans Oℓ que
l’on a remplace´ Tℓ(A) par T
′
ℓ).
2. On travaille avec H ′ = ℓm0H en lieu et place de H . La raison de cette modification est que
le groupe H n’est a priori pas contenu dans la re´duction modulo ℓn de T ′ℓ. Par contre H
′
l’est.
27
A` la de´perdition pre`s d’indice en ℓ2hm0 pre`s, on peut reprendre la preuve de´ja` effectue´e et on
obtient, uniforme´ment en H :
|H ′| ≪ [K(H ′) : K]γ(A) ≤ [K(H) : K]γ(A).
De plus, on a visiblement |H | ≤ |H ′| · |A[ℓm0 ]|. Les premiers proble´matiques ℓ e´tant en nombre
borne´s, il en est de meˆme pour le cardinal des divers A[ℓm0 ] et on voit donc que l’on obtient ainsi,
uniforme´ment en H ,
|H | ≪ [K(H) : K]γ(A).
8.2 Si ℓ divise le degre´ de la polarisation
On suppose de´sormais que ℓ est un premier quelconque divisant deg(φ) et, dans le cas de type II,
que ℓ est tel que l’alge`bre de quaternions D est de´compose´e en λ|ℓ. Notons m0 l’entier maximal
tel que ℓm0 divise deg(φ). Dans ce cas, toute les constructions faites jusqu’a` pre´sent continuent
encore a` s’appliquer a` condition de faire au de´part les modifications suivantes :
1. On travaille avec T ′ℓ(A) := ℓ
m0Tℓ(A) en lieu et place de Tℓ(A).
2. On travaille avec l’accouplement φφℓ : T
′
ℓ(A) × T
′
ℓ(A) → T
′
ℓ(A) × T
′
ℓ(A
∨) → Zℓ(1) de´fini
par (x, y) 7→ φℓ(x, φ(y)), en lieu et place de l’accouplement φℓ. Ce choix ainsi que le point
pre´ce´dent sont faits de sorte a` avoir un accouplement biline´aire alerne´ sur T ′ℓ(A), non de´ge´ne´re´
modulo ℓn pour tout n ≥ 1.
3. On travaille avec H ′ = ℓm0H en lieu et place de H . La raison de cette modification est que
le groupe H n’est a priori par contenu dans la re´duction modulo ℓn de T ′ℓ(A). Par contre H
′
l’est.
Avec ces modifications on peut reprendre la preuve de´ja` effectue´e et on obtient, uniforme´ment en
H :
|H ′| ≪ [K(H ′) : K]γ(A) ≤ [K(H) : K]γ(A).
De plus, on a visiblement |H | ≤ |H ′|+ |A[ℓm0 ]|. Les premiers ℓ e´tant en nombre fini, le le cardinal
des divers A[ℓm0 ] est donc borne et l’on obtient ainsi uniforme´ment en H ,
|H | ≪ [K(H) : K]γ(A).
8.3 Petites valeurs exceptionnelles pour le type II
Dans le cas d’une varie´te´ abe´lienne de type II, il y a encore un nombre fini de valeurs ℓ exception-
nelles a` traiter : les premiers ℓ tels que l’alge`bre D est non-de´compose´e en λ|ℓ. Ce cas des ℓ ra-
mifie´s dans l’alge`bre de quaternions doit eˆtre traite´ avec une le´ge`re modification : la de´composition
Vℓ(A) =
∏
λ (Wλ(A) ⊕Wλ(A)) n’existant que apre`s tensorisation par une extension quadratique
(voir Proposition 3.5). Avec les notations du de´but du paragraphe 7 : au lieu d’avoir sur Oλ,i la
de´composition Xλ,i = Hλ,i ⊕Hλ,i, on a, en travaillant sur une extension quadratique de Oλ,i, la
de´composition Xλ,i = Hλ,i ⊕ H¯λ,i ou` H¯λ,i est conjugue´ a` Hλ,i. Ainsi au lieu de comparer le car-
dinal de Hλ,i avec le degre´ de l’extension [K(Hλ,i) : K] on reprend la meˆme preuve en travaillant
directement avec Xλ,i, comparant le cardinal de Xλ,i et le degre´ de [K(Xλ,i) : K].
9 Ordre d’un point et degre´ de l’extension qu’il engendre
Nous donnons dans ce paragraphe la preuve du the´ore`me 1.12. Nous pouvons pour cela supposer
(et nous le faisons) que tous les K¯-endomorphismes de A sont de´finis sur K.
Soit P un point de torsion et HP le End(A)-module engendre´ par P , on a clairement K(P ) =
K(HP ). En remarquant que codimP1,0 = 2h (dans Sp2h), les arguments des paragraphes 6 et 7
pre´ce´dents montrent qu’un point Pλ d’ordre ℓ
n dans Tλ[λ
∞] engendre (uniforme´ment en (ℓ, P ))
une extension de degre´
[K(Pλ) : K]≫ ℓ
2hn.
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Si ensuite P =
∑
λ | ℓ Pλ avec Pλ point de Tλ[λ
∞] et d’ordre ℓnλ , de sorte que P est d’ordre ℓn
avec n = maxnλ, alors, uniforme´ment en (ℓ, P ) on a :
[K(P ) : K]≫ ℓ2h
∑
λ nλ ≥ ℓ2hn.
Enfin si P est d’ordre m quelconque avec m =
∏r
i=1 ℓ
ni
i , on peut e´crire P =
∑r
i=1 Pi avec Pi
d’ordre ℓnii . L’inde´pendance des repre´sentations ℓ-adiques (Cf proposition 3.2) permet d’e´crire,
uniforme´ment en (ℓ, P ),
[K(P ) : K] = [K(P1, . . . , Pr) : K]≫
r∏
i=1
[K(Pi) : K] ≥
r∏
i=1
c1ℓ
2hni = c
ω(m)
1 m
2h.
10 Appendice : comple´ments autour de la conjecture de
Mumford-Tate
10.1 Indice de l’image de Galois dans le groupe de Mumford-Tate
La conjecture de Mumford-Tate dit que l’inclusion G0ℓ∞ ⊂MT⊗Qℓ est une e´galite´, ou encore
que, quitte a avoir effectue´ une extension finie du corps de base K, l’image de la repre´sentation
ℓ-adique galoisienne ρ(GK) est contenue et ouverte dans MT(Qℓ), ou encore comme GL(Tℓ(A)) ∼=
GL2g(Zℓ) est compact, la conjecture e´quivaut a` dire que, quitte a avoir effectue´ une extension
finie du corps de base K, ρ(GK) est d’indice fini dans MT(Zℓ). Une forme le´ge`rement plus forte,
sugge´re´e par Serre, affirme que cet indice est borne´ inde´pendamment de ℓ. Clarifions tout d’abord
ce point en montrant que la conjecture de Mumford-Tate entraˆıne la forme “forte”.
The´ore`me 10.1 Si A/K ve´rifie la conjecture de Mumford-Tate alors l’indice de ρ(GK) dans
MT(A)(Zℓ) est borne´ inde´pendamment de ℓ.
La preuve consiste a` re´unir un re´sultat de Serre [26] (resp. de Wintenberger [33]) concernant
la partie torique centrale (resp. la partie semi-simple) des groupes ℓ-adiques et des groupes de
Mumford-Tate. Plus pre´cise´ment, notons S = SA le groupe de´rive´ du groupe de Mumford-Tate de
A ou, ce qui revient au meˆme, du groupe de Hodge et notons C la composante neutre du centre
du groupe MT(A) ; ce sont des Q-groupes alge´briques. Notons similairement Sℓ = Sℓ,A le groupe
de´rive´ de Gℓ,A ou, ce qui revient au meˆme, du groupe Hℓ,A et notons Cℓ la composante neutre du
centre du groupe Gℓ,A ; ce sont des Qℓ-groupes alge´briques.
On sait par les travaux de Borovo˘ı [2], Deligne [6] Exp I, 2.9, 2.11, et Pjatecki˘ı-Sˇapiro [20] que
Cℓ ⊂ CQℓ et Sℓ ⊂ SQℓ . (5)
En fait on sait meˆme que la premie`re inclusion est une e´galite´, essentiellement d’apre`s la the´orie
abe´lienne de Serre [23], une preuve est de´taille´e dans [32] et reprise dans [31]. On ne sait pas, en
ge´ne´ral si la deuxie`me inclusion est une e´galite´, en fait l’e´galite´ est e´quivalente a` la conjecture de
Mumford-Tate. D’apre`s Faltings, les deux groupes re´ductifs ont le meˆme commutant, leur e´galite´
est aussi e´quivalente a` l’e´galite´ des rangs des deux groupes semi-simples.
Posons Vℓ(A) = Tℓ(A)⊗Zℓ Qℓ. Les groupes C et S sont des sous-groupes du groupe de Mumford-
Tate MT = MTA. En voyant MTQℓ comme un sous-groupe alge´brique de GLVℓ(A)
∼= GL2g,Qℓ , on
peut e´tendre ces groupes sur Zℓ en prenant leur adhe´rence de Zariski dans GLTℓ(A). Avec un le´ger
abus de notation nous noterons C(Zℓ) (resp. S(Zℓ)) le groupe des Zℓ-points de C (resp. S) vu
comme groupe alge´brique sur Zℓ. Le meˆme proce´de´ nous permet d’e´tendre Cℓ (resp. Sℓ) en un
groupe sur Zℓ.
Concernant la partie torique centrale, nous savons donc que ρℓ∞(GK) ∩ C(Zℓ) est d’indice fini
dans C(Zℓ). Le re´sultat suivant de Serre pre´cise ce point et est un des deux points clef pour la
preuve du the´ore`me 10.1.
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Proposition 10.2 (Serre) [26] L’indice (C(Zℓ) : Cℓ(Zℓ) ∩ ρℓ∞(GK)) =: cℓ est fini borne´ inde´pen-
damment de ℓ.
C’est le the´ore`me p.60 de [26]. Notons que la preuve de [26] est re´dige´e dans le cas End(A) = Z et
esquisse´e dans le cas ge´ne´ral. Pour la commodite´ du lecteur nous donnons ci-dessous une description
du centre et de la relation avec l’image de Galois.
Concernant la partie semi-simple Sℓ de Gℓ, suivant Wintenberger [33], notons Sℓ,sc → Sℓ le
reveˆtement universel de Sℓ (sur Zℓ) et posons
Sℓ(R)u l’image de Sℓ,sc(R) dans Sℓ(R), pour R ∈ {Zℓ,Qℓ,Fℓ}.
Si ℓ ≥ 5 alors le groupe Sℓ(Fℓ)u est le sous-groupe de Sℓ(Fℓ) engendre´ par les e´le´ments unipotents.
C’est e´galement le groupe des commutateurs de Sℓ(Fℓ). Le point clef que nous utilisons peut
s’e´noncer ainsi.
Proposition 10.3 (Wintenberger) [33] L’indice Sℓ(Zℓ)u dans Sℓ(Zℓ) est borne´ inde´pendamment
de ℓ. Pour tout premier ℓ assez grand, le groupe Sℓ(Zℓ)u est contenu dans Gℓ. En particulier, on
a les inclusions Sℓ(Zℓ)u ⊂ Gℓ ∩ Sℓ(Zℓ) ⊂ Sℓ(Zℓ) avec indices finis, borne´s inde´pendamment de ℓ.
Cet e´nonce´ de´coule de l’e´nonce´ plus pre´cis suivant.
Proposition 10.4 (Wintenberger) [33] On a l’e´galite´ Sℓ(Zℓ)u = Sℓ(Zℓ) ∩ Sℓ(Qℓ)u. De plus,
si le centre Z(Sℓ,sc) est de cardinal premier a` ℓ alors Sℓ(Zℓ)u est l’image re´ciproque de Sℓ(Fℓ)u
par le morphisme de re´duction modulo ℓ, πℓ : Sℓ(Zℓ)→ Sℓ(Fℓ). Pour tout premier ℓ assez grand,
le groupe Sℓ(Zℓ)u est contenu dans Gℓ. Si ℓ est assez grand, alors l’indice (Sℓ(Zℓ) : Sℓ(Zℓ)u) est
majore´ par c(2 dimA) := ppcm(n | n ≤ 2 dimA).
La de´monstration du the´ore`me 10.1 est maintenant imme´diate a` partir des propositions 10.2
et 10.3. Comme S (resp. C) est le groupe de´rive´ (resp. la composante neutre du centre) de
MT(A) on a MT(A) = C · S et on en tire aise´ment que (MT(A)(Zℓ) : C(Zℓ) · S(Zℓ)) est
borne´ inde´pendamment de ℓ. La proposition 10.2 fournit un sous-groupe C1 de C(Zℓ) ∩ ρℓ∞(GK)
d’indice fini dans C(Zℓ), tandis que la proposition 10.3, jointe a` l’hypothe`se SQℓ = Sℓ four-
nit un sous-groupe S1 de S(Zℓ) ∩ ρℓ∞(GK) d’indice fini dans S(Zℓ). On conclut bien alors que
(MT (A)(Zℓ) : ρ(GK)) ≤ (MT (A)(Zℓ) : C1 · S1) est borne´ inde´pendamment de ℓ.
Donnons maintenant la description promise du centre du groupe de Mumford-Tate.
Notons L =
∏
i Li le centre de End
0(A) ; chaque Li est un corps de nombres et la de´composition
correspond a` la de´composition de A a` isoge´nie pre`s en composantes isotypiques, i.e. A ∼=
∏
iAi
avec Ai = B
mi
i et Bi absolument simple. On pose aussi TL =
∏
iResLi/Q(Gm,Li) et on note
detLi : ResLi/Q (GLVi,Li) → ResLi/Q (Gm,Li) et detL =
∏
i detLi . La restriction de detL au tore
TL donne une isoge´nie δ : TL → TL qui peut eˆtre explicite´e comme l’application x = (xi)i∈I 7→
(xdii )i∈I , ou` di := 2 dimAi/[Li : Q]. Introduisons une extension auxiliaire L˜ finie, galoisienne sur
Q et contenant les Li ; on de´finit ensuite la “norme” (Cf page 135 de [11]) :
Ψi : ResL˜/QGm,L˜ → ResLi/QGm,Li et Ψ =
∏
i
Ψi : ResL˜/QGm,L˜ →
∏
i
ResLi/QGm,Li.
On a alors une description de la composante neutre du centre du groupe de Mumford-Tate comme
le sous-tore de TL ve´rifiant δ(C) = ImΨ (aux notations pre`s, c’est la proposition 1.2.1 de [11]).
Proposition 10.5 (Cf. [11, 26]) Le tore C = CA est le sous-tore de TL tel que δ(C) = Ψ(TL).
Le lien avec les repre´sentations ℓ-adiques peut eˆtre de´crit ainsi (Cf Serre [27]).
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Chaque morceau Vℓ(Ai) est libre de rang di sur Li⊗Qℓ ; si l’on pose Lℓ := L⊗Qℓ, alors Vℓ(A) est un
Lℓ-module et on peut de´finir detLℓ(Vℓ(A)) qui est libre de rang 1, ce qui fournit une repre´sentation
ℓ-adique abe´lienne a` valeurs dans TL :
φℓ : GK → L
×
ℓ = (L ⊗Qℓ)
× = TL(Qℓ).
Par la the´orie abe´lienne de Serre il existe un module m et un homomorphisme de groupes alge´briques
associe´ Sm → TL induisant la repre´sentation de la manie`re suivante ; rappelons (Cf [23]) que Sm
est un Q-groupe alge´brique extension du groupe fini Cm des classes d’ide`les modulo m par un tore
Tm. Si on note εℓ : GK → Sm(Qℓ) la repre´sentation de´finie dans [23], alors φℓ = φ ◦ εℓ.
Le lien avec le centre du groupe de Hodge est que Ψ(TL) est la composante neutre de φ(Sm). Ce
fait appele´ “exercice embeˆtant” dans [27] est e´quivalent a` l’e´galite´ de la composante connexe des
centres de Gℓ et MT(A)Qℓ cite´e ci-dessus.
10.2 Quelques cas de la conjecture de Mumford-Tate
Pour e´noncer le premier re´sultat en vue, nous rappelons la notation suivante, Cf. (1) :
Σ =
{
g ≥ 1 | ∃k ≥ 3, impair, ∃a ≥ 1, 2g = (2a)k ou 2g =
(
2k
k
)}
. (6)
The´ore`me 10.6 Soit h un entier tel que h /∈ Σ et soit A/K une varie´te´ abe´lienne de type II
telle que le centre de End(A) ⊗ Q est re´duit a` Q. On suppose que A est de dimension g = 2h.
La conjecture de Mumford-Tate est vraie pour A et le groupe de Mumford-Tate associe´ a` A est
GSp2h,Q.
De´monstration : Il s’agit tout simplement d’appliquer la proposition 4.7 de Pink [19]. Pre´cise´ment :
soit ℓ un nombre premier suffisamment grand ; de´composons le module de Tate Vℓ en somme de
2 copies isomorphes Wℓ sur Qℓ. Les Wℓ donnent des repre´sentations de dimension 2h, de type
Mumford-Tate forte (puisque c’est le cas par [19] theorem 5.10 pour les Vℓ), fide`le, symplectique,
absolument irre´ductible du groupe de´rive´ de Gℓ. On peut donc appliquer la proposition 4.7 de
Pink qui nous dit que si h est en dehors de l’ensemble exceptionnel Σ alors Gℓ est isomorphe a`
GSp2h,Q. 
Pour e´noncer le re´sultat suivant, rappelons que si une varie´te´ abe´lienne A a re´duction semi-
stable en une place v, la composante neutre de la fibre spe´ciale est une extension d’une varie´te´
abe´lienne B0 par un tore que nous noterons T0 ; la dimension de ce tore s’appelle la dimension
torique. De plus, si ce tore est non trivial (i.e. s’il y a mauvaise re´duction) l’anneau des endomor-
phismes de A agit fide`lement sur ce tore. En conse´quence, si A est de type I et e = [End0(A) : Q]
(resp. de type II et 4e = [End0(A) : Q]) alors la dimension de T0 est un multiple de e (resp. de
2e).
The´ore`me 10.7 Soit A une varie´te´ abe´lienne simple de type I ou II, de´finie sur un corps de
nombres K. On note e le degre´ sur Q du centre de End0(A) et d := 1, si A est de type I (resp.
d := 2 si A est de type II). Supposons de plus que :
(T ) : il existe une place de K ou` A posse`de re´duction semi-stable de dimension torique de.
Alors A est pleinement de type Lefschetz.
Commenc¸ons par rappeler quelques re´sultats de Grothendieck de´crits dans [7]. On e´tudie la
re´duction modulo un ide´al premier donc on peut passer a` un anneau local que l’on peut d’ailleurs
comple´ter et qu’on notera O ; dans le langage de [7], le spectre de O est un trait. Tout sche´ma
quasi-fini X/O se de´compose en
X = X f ⊔X ′,
ou` X f est un sche´ma fini sur O et X ′ est un sche´ma e´gal a` sa fibre ge´ne´rique. On choisit un nombre
premier ℓ assez grand pour qu’il ne divise pas le cardinal du groupe des composantes de la fibre
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spe´ciale du mode`le de Ne´ron sur O de A. En de´composant ainsi le sche´ma quasi-fini A[ℓn] et en
prenant la limite on obtient la “partie fixe” Tℓ(A)
f ⊂ Tℓ(A). En conside´rant la partie torique de
la fibre spe´ciale A00 du mode`le de Ne´ron
0→ T0 → A
0
0 → B0 → 0,
on obtient la “partie torique” Tℓ(A)
t ⊂ Tℓ(A)
f , qui est de rang µ := dimT0 (i.e. e´gal a` la dimension
torique). Le re´sultat clef de Grothendieck de´crit ces sous-modules en termes de l’action du groupe
d’inertie, note´ I et s’e´nonce ainsi (le premier point est la Proposition 2.2.5 de [7], le deuxie`me le
the´ore`me The´ore`me 2.4 de [7]).
The´ore`me 10.8 (Grothendieck [7]) Avec les notations pre´ce´dentes, on a
1. On a l’e´galite´ Tℓ(A)
f = Tℓ(A)
I .
2. Soit Aˇ la duale de A, de´signons par ⊥ l’orthogonal au sens de l’accouplement canonique de
Weil Tℓ(A)× Tℓ(Aˇ)→ Tℓ(Gm). Alors
Tℓ(A)
t = Tℓ(A)
f ∩
(
Tℓ(Aˇ)
f
)⊥
= Tℓ(A)
I ∩
(
Tℓ(Aˇ)
I
)⊥
.
De plus, si on note U = Vℓ(A) = Tℓ(A)⊗ZℓQℓ, U1 = Vℓ(A)
f et U2 = Vℓ(A)
t, et si l’on identifie Vℓ(A)
et Vℓ(Aˇ) via une polarisation fixe´e, on a donc U2 = U1 ∩ U⊥1 . L’inertie agit de plus trivialement
sur U2 et sur U/U2 (mais non trivialement sur U si on suppose qu’il y a mauvaise re´duction).
De´monstration : (du the´ore`me 10.7). Notons comme pre´ce´demment E le centre de End0(A). Il
suffit de montrer que, pour un ℓ, le groupe Hℓ est le produit des Sp2h,Eλ , quand λ parcourt les
ide´aux premiers de E au dessus de ℓ. On choisit un ℓ assez grand et totalement de´compose´ dans
E/Q ; d’apre`s le lemme de rele`vement (lemme 2.6), il suffit de voir que l’image de Galois modulo
ℓ contient le produit des Sp2h,Fℓ . Chris Hall [8] montre dans le cas ou` End(A) = Z (ie e = d = 1)
que l’hypothe`se (T ) entraˆıne ceci. Nous expliquons comment adapter ses arguments au cas plus
ge´ne´ral.
Conside´rons les sous-modules de´crits ci-dessus U2 ⊂ U1 ⊂ Vℓ(A) et rappelons que µ = rangU2
est la dimension torique. L’inertie ope`re non trivialement sur Vℓ(A) puisqu’il y a mauvaise re´duction
mais trivialement sur U2 et Vℓ(A)/U2. Si gI de´signe un ge´ne´rateur topologique du quotient maximal
pro-ℓ-fini de I, sa matrice ρℓ(gI) est donc conjugue´e a` une matrice
(
Iµ B
0 I2g−µ
)
.
On peut “de´couper” les Ui, qui sont des Qℓ-espaces vectoriels, en introduisant eλ l’idempotent
de Eℓ = E ⊗Q Qℓ qui projette Eℓ sur Eλ et en notant Ui,λ l’image eλUi. On obtient alors la
de´composition cherche´e.
Lemme 10.9 Les sous-modules galoisiens U1 “partie fixe” et U2 “partie torique” sont stables par
End(A) et se de´composent ainsi.
1. (Type I) Les Ui se de´composent en Ui =
∏
λ Ui,λ.
2. (Type II) Les Ui se de´composent en Ui =
∏
λ (Ui,λ ⊕ Ui,λ).
De´monstration : (du lemme). L’action des endomorphismes commute avec celle du groupe de
Galois et en particulier du groupe d’inertie, ce qui entraˆıne la premie`re affirmation. De plus, pour
tout endomorphisme α, on a
< αv, v′ >=< v, α†v′ >,
ou` < ·, · > de´signe l’accouplement de Weil et † l’involution de Rosati associe´e a` la polarisation
choisie ; ainsi les de´compositions de la repre´sentation galoisienne de´crites dans la proposition (3.5)
induisent celles sur U1 et U2. 
L’hypothe`se (T ) se traduit en disant que de = rangU2 = d
∑
λ rangUi,λ, ce qui impose
rangUi,λ = 1. Si l’on e´crit maintenant la matrice de ρ(gI) par blocs, on voit que chaque bloc
est une transvection. Les arguments de [8] s’appliquent alors, permettant de montrer que chaque
bloc de la repre´sentation modulo ℓ contient dans son image Sp2h(Fℓ), ce qui ache`ve la preuve. 
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The´ore`me 10.10 Soit s ≥ 1 un entier et soient A1, . . . , As des varie´te´s abe´liennes, deux a` deux
non isoge`nes, chaque Ai e´tant pleinement de type Lefschetz, de type I ou II, de dimension relative
un entier hi. On a dans ce cas
Hdg
(
s∏
i=1
Ai
)
=
s∏
i=1
Hdg(Ai) =
s∏
i=1
ResEi/QSp2hi,Ei
∀ℓ, Hℓ
(
s∏
i=1
Ai
)
=
s∏
i=1
Hℓ(Ai) =
s∏
i=1
∏
λi | ℓ
Sp2hi,Eλi
ou` λi parcourt les places de Ei au dessus de ℓ.
De´monstration : Nous expliquons la preuve dans le cadre ℓ-adique qui s’appuie sur l’article de Lom-
bardo [13] (le cas complexe est plus simple et s’appuie de manie`re paralle`le sur l’article ante´rieur
d’Ichikawa [11]). Il s’agit en fait d’appliquer le the´ore`me 4.1 de [13]. Pour cela il nous suffit de
ve´rifier que les hypothe`ses de ce the´ore`me sont satisfaites. Nos hypothe`ses entraˆınent que pour tout
entier i, on a Hdg(Ai)×Cℓ = Sp
[Ei:Q]
2hi,Cℓ
ou` Ei est le centre de End(Ai)⊗Q. Or les automorphismes
de (l’alge`bre de Lie de) Sp2hi,Cℓ sont inte´rieurs et les automorphismes inte´rieurs pre´servent les
plus haut poids (cf. remarque 3.8 de [13]), donc le point 3. des hypothe`ses du the´ore`me 4.1 de [13]
est ve´rifie´. Les points 1. et 2. sont imme´diats dans notre situation, d’ou` la conclusion. 
En particulier ceci nous donne le corollaire suivant :
Corollaire 10.11 Soit s ≥ 1 un entier et soient A1, . . . , As des varie´te´s abe´liennes, deux a` deux
non isoge`nes, chaque Ai e´tant de type I ou II, de dimension relative un entier hi. Pour chaque i,
on suppose que l’une des hypothe`ses suivantes est ve´rifie´e :
1. l’entier hi n’est pas dans l’ensemble exceptionnel Σ et le centre de End(A) ⊗Q est re´duit a`
Q,
2. l’entier hi est e´gal a` deux ou est impair,
3. la varie´te´ abe´lienne Ai est de type I (resp. II) et posse`de une place de mauvaise re´duction
semi-stable avec dimension torique ei (resp. avec dimension torique 2ei).
Sous ces hypothe`ses on a alors
Hdg
(
s∏
i=1
Ai
)
=
s∏
i=1
Hdg(Ai) =
s∏
i=1
ResEi/QSp2hi,Ei
∀ℓ, Hℓ
(
s∏
i=1
Ai
)
=
s∏
i=1
Hℓ(Ai) =
s∏
i=1
∏
λi | ℓ
Sp2hi,Eλi
ou` λi parcourt les places de Ei au dessus de ℓ.
De´monstration : Soit i un entier dans l’ensemble {1, . . . , s}. Si l’hypothe`se 1. est ve´rifie´e alors par
le the´ore`me 5.14 de [19] (dans le cas de type I) ou par le the´ore`me 10.6 ci-dessus (dans le cas
de type II) on en de´duit que A est pleinement de type Lefschetz, de groupe de Hodge, Sp2hi . Si
l’hypothe`se 2. est ve´rifie´e, la` encore la meˆme conclusion vaut en appliquant cette fois le the´ore`me
A de [1] (cf. [13] remarque 2.25 pour le cas de dimension relative 2). Il suffit donc d’appliquer le
the´ore`me 10.10 ci-dessus pour conclure. 
Remarque 10.12 On peut bien suˆr e´noncer le the´ore`me et le corollaire pre´ce´dents en rem-
plac¸ant
∏s
i=1Ai par
∏s
i=1A
mi
i puisque Hdg (
∏s
i=1A
mi
i ) = Hdg (
∏s
i=1Ai) et Hℓ (
∏s
i=1 A
mi
i ) =
Hℓ (
∏s
i=1 Ai).
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