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Einleitung
Der Ausgangspunkt dieser Untersuchung ist eine Folge von Distributionen
auf Zp, die in drei verschiedenen Darstellungen auftritt: Als Bernoullidis-
tributionen Ek werden die Glieder der Folge durch die Bernoullipolynome
definiert. Als Hurwitzdistributionen Hk hängen sie mit speziellen Werten der
Hurwitz’schen Zetafunktion zusammen. Als Standarddistributionen L{p},k
erhält man sie als Fouriertransformierte spezieller Werte Dirichlet’scher L-
Reihen. (In Satz 2.6 und Korollar 2.15 weise ich nach, dass dies tatsächlich
drei verschiedene Ausprägungen der selben Sache sind.)
T. Kubota und H. W. Leopoldt schlossen die Untersuchungen dieser Folge
von Distributionen mit ihrer 1964 erschienenen Arbeit [7] ab. Zusammenfas-
send weiß man Folgendes:
(i) Die Distributionen sind über die Gleichung Ek(da) = ak−1E1(da) ver-
bunden.
(ii) Sie nehmen nur rationale Werte an.
(iii) Ihre Werte gehorchen strengen Kongruenzbedingungen.
(iv) Diese erlauben es, die Distributionen so zu modifizieren, dass sie ganz
bezüglich p werden.
(v) Mit ihrer Hilfe kann man eine p-adisch analytische Funktion konstru-
ieren, die spezielle Werte Dirichlet’scher L-Reihen interpoliert.
Betrachtet man die Interpretation als L{p},k genauer, so erkennt man,
dass die untersuchte Folge von Distributionen eng mit dem Körper Q der
rationalen Zahlen und der Familie (Q(µpn))n∈N von Kreisteilungskörpern
zusammenhängt. Es ergeben sich zwei Richtungen möglicher Verallgemei-
nerung, für die man ebenfalls das obige Programm (i) bis (v) durchführen
möchte:
Einerseits kann man den Körper Q durch andere algebraische Zahlkörper
ersetzen, die Familie von Erweiterungskörpern aber beibehalten (genauer:
durch eine entsprechende Familie abelscher Erweiterungen ersetzen). Diese
Verallgemeinerung gelang Ende der 1970er Jahre P. Deligne und A. Ribet
[4], P. Cassou-Noguès [3] und D. Barsky [1].
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Andererseits kann man am Grundkörper Q festhalten, jedoch den dar-
überliegenden Körperturm erweitern, so dass insbesondere auch über Q nicht-
abelsche Körper enthalten sind. Diesen Weg wollen wir hier beschreiten.
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Bezeichnungen
N bezeichne die Menge {1, 2, 3, . . .}. In einer Summe
∑
χ vonG durchlaufe
χ die irreduziblen Charaktere der Gruppe G. In einer Summe
∑
a rep.G/H
durchlaufe a ein beliebiges Vertretersystem von G/H. Linksoperationen einer
Gruppe werden gelegentlich in Potenzschreibweise notiert, in diesem Fall
muss man (aσ)τ = aτσ beachten. Mit Charakteren einer Gruppe sind stets
effektive Charaktere gemeint, das heißt solche der Form χ = tr ◦ρ für eine
komplexe Darstellung ρ. Virtuelle Charaktere sind Z-Linearkombinationen
von Charakteren. Homomorphismen G→ C∗ bezeichne ich stets explizit als
eindimensionale Charaktere.
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Kapitel 1
Einige Eigenschaften
Artin’scher L-Funktionen
Die folgenden Überlegungen bilden den Kern des Beweises der Rationalität
der Standarddistributionen (Satz 2.17). Sie sind in einem eigenen Kapitel
zusammengefasst, da sie im Gegensatz zum Rest der Arbeit nicht die Sprache
der Distributionen und Maße voraussetzen.
1.1 Grundlagen
Sei L|K eine galoissche Erweiterung algebraischer Zahlkörper. Wir betrach-
ten eine komplexe Darstellung ρ : G(L|K) → GLn(C) der Galoisgruppe.
Sei χ := tr ◦ρ der zugehörende Charakter, V der zugehörende C[G(L|K)]-
Modul. Sei S eine endliche Menge von Primidealen von K. Die Artin’sche
L-Funktion zu dieser Darstellung ohne die zu Primidealen aus S gehörenden
Eulerfaktoren bezeichnen wir je nach Situation mit
LS(L|K, ρ, s) = LS(L|K,χ, s) = LS(L|K,V, s).
Ist S = ∅, so wird es häufig von der Notation ausgenommen,
L(L|K, ρ, s) := L∅(L|K, ρ, s) etc.
Warnung. Im Gegensatz zur in manchen Büchern üblichen Schreibweise
sind Eulerfaktoren zu unendlichen Primstellen (Gammafaktoren) stets aus-
geschlossen, ohne dass die entsprechenden Primstellen in S auftauchen.
Die folgenden fundamentalen Eigenschaften Artin’scher L-Reihen zeigt
Neukirch für S = ∅ in [12], Kap. VII, Sa. 10.4; der Beweis behandelt jedoch
die einzelnen Eulerfaktoren getrennt, so dass er auch für S 6= ∅ gilt. Die
Abbildung χ 7→ LS(L|K,χ, s) ist ein Homomorphismus der additiven Halb-
gruppe der Charaktere von G(L|K) in die Multiplikativgruppe M(C)∗ des
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Körpers der meromorphen Funktionen auf C. Man kann diesen kanonisch
auf die Gruppe aller virtuellen Charaktere fortsetzen. Ist L′|K eine weitere
endliche galoissche Erweiterung mit L ⊆ L′, so induziert ρ eine Darstellung
von G(L′|K). Für die zugehörenden L-Funktionen gilt dann
LS(L
′|K, ρ, s) = LS(L|K, ρ, s). (1.1)
Man könnte daher auch den Körper L von der Notation ausnehmen und für
eine Darstellung ρ der absoluten Galoisgruppe GK , die über einen endlichen
Quotienten faktorisiert, die L-Funktion LS(K, ρ, s) definieren. Wir werden
dennoch die traditionelle Bezeichnung bevorzugen und stets einen Körper L
angeben, über dem sich die betrachtete Darstellung definieren lässt. Ebenso
induziert für L|M |K jeder Charakter ψ von G(L|M) einen Charakter ψ∗ von
G(L|K), und es gilt
LS˜(L|M,ψ, s) = LS(L|K,ψ∗, s), (1.2)
für S˜ := {P von M : P|p für ein p ∈ S}. Für den Charakter 1 zur trivialen
Darstellung von G(L|K) und S = ∅ erhält man gerade die Dedekind’sche
Zetafunktion zum Körper K,
L(L|K, 1, s) = ζK(s).
1.2 Transformationsverhalten spezieller L-Werte un-
ter Aut(C)-Operation
Wir untersuchen in diesem Paragraphen, wie sich Körperautomorphismen
von C auf spezielle Werte Artin’scher L-Reihen auswirken (siehe Satz 1.8).
Wir betrachten dabei die Stellen s = 1 − k für k ∈ N. Betrachtet man
insbesondere s = 0, so erhält man einen Spezialfall der Vermutung von
Stark, die Tate in [15], ch. III, th. 1.2 zeigt. Die folgenden Überlegungen sollte
man als Verallgemeinerungen dieses Satzes verstehen. Der Beweis ähnelt für
ungerade k stark dem bei Tate vorgestellten, für gerade k muss man etwas
anders vorgehen.
Sei zunächst G eine beliebige endliche Gruppe. Die Gruppe Aut(C) ope-
riert von links auf der Menge der komplexwertigen Klassenfunktionen von G
durch
χα := α ◦ χ.
Lemma 1.1. Die Operation von Aut(C) auf der Menge der Klassenfunktio-
nen von G erfüllt:
(i) Die Mengen der virtuellen Charaktere und der Charaktere sind invari-
ant.
(ii) Für virtuelle Charaktere bleibt die Dimension χ(1) erhalten.
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(iii) Für je zwei Klassenfunktionen χ und ψ gilt
(χ+ ψ)α = χα + ψα.
(iv) Die Menge der irreduziblen Charaktere ist invariant.
Beweis. Wir betrachten die folgende Operation von Aut(C) auf komplexen
G-Moduln: Sei V ein G-Modul und α ∈ Aut(C). Dann sei V α := V als
Menge. Die Skalarmultiplikation sei jedoch durch
z ·α x := z
α−1x := α−1(z)x
gegeben. Gruppenelemente sollen auf V α genauso wie auf V operieren, das
heißt
σ ·α x := σx.
Diese Operation ist linear, denn es gilt einerseits
σ ·α (x1 + x2) = σ(x1 + x2) = σx1 + σx2 = σ ·α x1 + σ ·α x1
für σ ∈ G und x1/2 ∈ V , sowie andererseits
σ ·α (z ·α x) = σ(z
α−1x) = zα
−1
(σx) = z ·α (σ ·α x)
für σ ∈ G, z ∈ C und x ∈ V .
Sei nun (e1, . . . , en) eine Basis von V . Wir zeigen, dass (ei) auch eine Basis
von V α ist: Sei x ∈ V beliebig. Dann hat x eine Darstellung x =
∑
i ziei mit
zi ∈ C. Also gilt
x =
∑
i
ziei =
∑
i
(zαi )
α−1ei =
∑
i
zαi ·α ei,
das heißt x ist auch in V α als Linearkombination der ei darstellbar. Damit
ist (ei) ein Erzeugendensystem von V α. Seien nun andererseits zi ∈ C mit∑
i zi ·α ei = 0. Dann gilt
0 =
∑
i
zi ·α ei =
∑
i
zα
−1
i · ei.
Da (ei) eine Basis von V ist, folgt zα
−1
i = 0 für alle i. Also ist auch auch
zi = 0 für alle i, und (ei) ist eine Basis von V α.
Sei (zij) die Matrix von σ ∈ G bei Operation auf V . Für jedes i gilt also
σ ·α ei = σei =
∑
j
zijej =
∑
j
(zαij)
α−1ej =
∑
j
zαij ·α ej .
Die Matrix von σ bei Operation auf V α ist also (zαij). Folglich gilt auch für
die Spuren, dass trV α σ = (trV σ)α.
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Die beschriebene Operation von Aut(C) auf G-Moduln induziert also die
gewünschte Operation auf den Charakteren. Daraus folgt die erste Aussage.
Die zweite und die dritte Aussage sind offensichtlich. Die vierte Aussage kann
man wie folgt einsehen: Nach (i) ist die Menge der Charaktere invariant, nach
(iii) die Teilmenge der reduziblen Charaktere. Also ist auch die Differenz
dieser Mengen, die Menge der irreduziblen Charaktere, invariant.
Sei nun H eine Untergruppe von G. Man kann jeder Klassenfunktion ψ
auf H die induzierte Klassenfunktion ψ∗ auf G wie folgt zuordnen: Zunächst
setze man ψ auf G fort durch ψ(σ) := 0 für σ 6∈ H. Dann ist ψ∗ durch
ψ∗(σ) =
1
|H|
∑
τ∈G
ψ(τστ−1)
für σ ∈ G gegeben. Die Operation von Aut(C) auf der Menge der Klassen-
funktionen ist mit der Induktion verträglich:
Lemma 1.2. Sei H eine Untergruppe der endlichen Gruppe G. Dann gilt
für jedes α ∈ Aut(C) und jede Klassenfunktion ψ auf H:
(ψ∗)
α = (ψα)∗.
Beweis. Mit der oben angegebenen expliziten Formel für induzierte Funk-
tionen rechnet man direkt nach:
ψ∗(σ)
α =
(
1
|H|
∑
τ∈G
ψ(τστ−1)
)α
=
1
|H|
∑
τ∈G
ψα(τστ−1)
= (ψα)∗(σ)
für jedes σ ∈ H.
Sei im Folgenden wieder L|K eine galoissche Erweiterung algebraischer
Zahlkörper, G := G(L|K) und S eine endliche Menge von Primidealen von
K. Für jeden G-Modul V und jedes k ∈ N bezeichne rS,k(V ) die Nullstel-
lenordnung der zugehörenden Artin’schen L-Funktion LS(L|K,V, s) an der
Stelle s = 1− k. Für S = ∅ kürzen wir die Notation zu rk(V ) := r∅,k(V ) ab.
Für jede (endliche oder unendliche) Primstelle P von L sei ϕP ein zu-
gehörender Frobeniusautomorphismus. Für P|∞ ist ϕP eindeutig bestimmt,
da unendliche Primstellen stets unverzweigt sind. In diesem Fall sei V ϕP :=
{x ∈ V : ρ(ϕP)x = x} sowie V −ϕP := {x ∈ V : −ρ(ϕP)x = x}. Der Vektor-
raum V zerlegt sich dann in eine direkte Summe V = V ϕP ⊕ V −ϕP, siehe
Neukirch, [12], Kap. VII, Beginn von § 12.
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Lemma 1.3. Zu jeder Primstelle p von K wähle eine Fortsetzung P|p von
L. Die Nullstellenordnungen rS,k(V ) erfüllen dann
rS,k(V ) =


−dimV G +
∑
p|∞ dimV
ϕP +
∑
p∈S dimV
GP k = 1,
|{p : p komplex}| · dimV +
∑
p reell dimV
−ϕP k = 2, 4, 6, . . . ,∑
p|∞ dimV
ϕP k = 3, 5, 7, . . .
Insbesondere ist rS,k(V ) für k 6= 1 von S unabhängig. Außerdem ist rS,k(V )
für alle k ∈ N nichtnegativ.
Beweis. Den Fall k = 1 zeigt Tate in [15], ch. I, pr. 3.4. Man beachte
dabei: Die Menge S ausgeschlossener Eulerfaktoren taucht in Tates Formel
nicht explizit auf, ist aber nach Vereinbarung 3.0 stets mitzudenken. Die
unendlichen Primstellen werden nicht gesondert behandelt, da sie bei Tate
stets in S enthalten sind.
Die übrigen Fälle (k ≥ 2) berechnet man unter Verwendung der Funktio-
nalgleichung für vollständige Artin’sche L-Reihen mit Berücksichtigung der
Nullstellenordnungen fehlender Eulerfaktoren wie folgt:
Sei Γ(s) die Gammafunktion,
LC(s) := 2(2pi)
−sΓ(s) und LR(s) := pi
−s/2Γ(s/2).
Für jedes Primideal p von K bezeichne
Lp(L|K,χ, s) := det(1− ϕP(Np)
−s|V IP)−1
den Eulerfaktor zu p. Für die unendlichen Primstellen p seien die Eulerfak-
toren durch
Lp(L|K,χ, s) :=
{
LC(s)
dimV p komplex,
LR(s)
dimV
ϕP
LR(s+ 1)
dimV
−ϕP
p reell
gegeben. Wir betrachten nun die vollständige Artin’sche L-Reihe zu V ,
Λ(L|K,χ, s) := c(χ)s/2
∏
p Primstelle
Lp(L|K,χ, s),
wobei c(χ) > 0 eine geeignete Konstante ist. (Siehe Neukirch, [12], Kap. VII,
Def. 12.2.) Die vollständige L-Reihe erfüllt die Funktionalgleichung
Λ(L|K,χ, s) = W (χ)Λ(L|K, χ¯, 1− s)
mit einer Konstanten W (χ) vom Betrag 1 (Neukirch, [12], Kap. VII, Th.
12.6). Insbesondere erfüllen für alle s0 ∈ C die Nullstellenordnungen in s0
beziehungsweise 1 − s0, dass vs0(Λ(L|K,χ, s)) = v1−s0(Λ(L|K, χ¯, s)). Setzt
man hier konkret s0 = 1− k für k ≥ 2 ein, so erhält man
v1−k(Λ(L|K,χ, s)) = vk(Λ(L|K, χ¯, s)) = 0.
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Die zweite Gleichheit erhält man dabei wie folgt: Als konvergentes Produkt
kann L(L|K, χ¯, s) keine Null- oder Polstellen in {Re s > 1} haben. Auch die
verbliebenen endlich vielen Faktoren der vollständigen Artin’sche L-Reihe
zu χ¯ haben dort keine Null- oder Polstellen, da die Gammafunktion keine
Null- oder Polstellen in {Re s > 0} hat.
Es gilt also mit S∞ := {p von K : p|∞}:
0 = v1−k(Λ(L|K,χ, s))
= v1−k

c(χ)s/2 · LS(L|K,χ, s) · ∏
p∈S∪S∞
Lp(L|K,χ, s)


= 0 + rS,k(V ) +
∑
p∈S∪S∞
v1−k(Lp(L|K,χ, s)).
Nach rS,k(V ) aufgelöst ergibt sich
rS,k(V ) = −
∑
p∈S∪S∞
v1−k(Lp(L|K,χ, s)). (1.3)
Das Problem ist also darauf reduziert, die Nullstellenordnung der auf der
rechten Seite von (1.3) auftretenden Eulerfaktoren in s = 1−k zu bestimmen.
Sei zunächst p ∈ S. Der Frobeniusautomorphismus ϕP hat (als Element
der endlichen Gruppe G(L|K)) endliche Ordnung, also sind alle Eigenwerte
Einheitswurzeln. Insbesondere haben alle Eigenwerte den Betrag 1. Der zu-
gehörende Eulerfaktor det(1−ϕP(Np)−s|V IP)−1 kann daher keine Polstelle
für s ∈ R \ {0} haben, das heißt v1−k(Lp(L|K,χ, s)) = 0.
Sei nun p komplex. Es ist
v1−k(Lp(L|K,χ, s)) = v1−k(LC(s)
dimV )
= dimV · v1−k(LC(s))
= dimV · v1−k(2(2pi)
−sΓ(s))
= −dimV.
Sei schließlich p reell. Es ist
v1−k(LR(s)) = v1−k(pi
−s/2Γ(s/2)) = v1−k(Γ(s/2)) = v(1−k)/2(Γ(s))
=
{
−1 (1− k)/2 ganz, d. h. k ungerade,
0 sonst.
Damit gilt
v1−k(Lp(L|K,χ, s)) = v1−k(LR(s)
dimV
ϕP
LR(s+ 1)
dimV
−ϕP
)
= dimV ϕP · v1−k(LR(s)) + dimV
−ϕP · v1−k(LR(s+ 1))
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=
{
−dimV ϕP k ungerade,
−dimV −ϕP k gerade.
Einsetzen dieser Nullstellenordnungen in Formel (1.3) ergibt nun für ge-
rade k
rS,k(V ) = −
∑
p∈S∪S∞
v1−k(Lp(L|K,χ, s))
=
∑
p komplex
dimV +
∑
p reell
dimV −ϕP
= |{p : p komplex}| · dimV +
∑
p reell
dimV −ϕP .
Für ungerade k ergibt sich entsprechend
rS,k(V ) = −
∑
p∈S∪S∞
v1−k(Lp(L|K,χ, s))
=
∑
p komplex
dimV +
∑
p reell
dimV ϕP
=
∑
p|∞
dimV ϕP .
Der Übergang zur letzten Zeile ist dabei möglich, da für komplexe p stets
ϕP = 1 und daher V ϕP = V gilt.
Lemma 1.4. Die Zahlen rS,k sind invariant unter der Operation von Aut(C),
das heißt für alle α ∈ Aut(C), k ∈ N gilt
rS,k(V
α) = rS,k(V ).
Beweis. Wegen der expliziten Formeln in Lemma 1.3 und da G auf V α wie
auf V operiert, reicht es zu zeigen, dass die Dimension jedes komplexen
Vektorraums V invariant unter der Operation von Aut(C) ist, das heißt
dimV = dimV α
für alle α ∈ Aut(C). Dies ist tatsächlich der Fall, da jede Basis von V auch
eine Basis von V α ist, wie wir im Beweis von Lemma 1.1 gesehen haben.
Für einen Charakter χ von G(L|K) bezeichne Lχ die minimale Erweite-
rung von K, über deren Galoisgruppe χ definiert ist, das heißt
Lχ = L
ker ρχ .
Ein total imaginärer Zahlkörper heißt ein CM-Körper, wenn er eine qua-
dratische Erweiterung eines total reellen Zahlkörpers ist. Ein Zahlkörper ist
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genau dann ein CM-Körper, wenn auf ihm die komplexe Konjugation einen
eindeutigen, das heißt von der Einbettung in C unabhängigen, nichttrivialen
Automorphismus definiert. (Siehe Lang, [8], ch. 1, § 2.)
Der Körper Lχ beeinflusst das Nullstellenverhalten von L(L|K,χ, s) wie
folgt:
Satz 1.5. Sei χ ein Charakter von G(L|K).
(i) Enthält χ nicht den trivialen Charakter als Summanden und ist rS,1(χ) =
0, so ist K total reell und Lχ ein CM-Körper.
(ii) Ist k ∈ {3, 5, 7, . . .} und rS,k(χ) = 0, so ist K total reell und Lχ ein
CM-Körper.
(iii) Für gerade k ist rS,k(χ) = 0 genau dann, wenn Lχ total reell ist.
Beweis. Wegen der Funktorialität der Artin’schen L-Reihen in Gleichung
(1.1) hängt die Nullstellenordnung rS,k(χ) nicht von L ab, sondern nur von χ
als Charakter der absoluten Galoisgruppe GK . Gleiches gilt für die minimale
Erweiterung Lχ von K, über deren Galoisgruppe χ definiert ist. Man kann
also annehmen, dass L = Lχ, dass also die Darstellung injektiv ist.
Wir betrachten zunächst ungerade k. Nach der expliziten Berechnung der
Nullstellenordnung in Lemma 1.3 folgt dann aus rS,k(χ) = 0, dass V ϕP = 0
für alle p|∞. Die Ordnung der Automorphismen ϕP ist ein Teiler von 2. Die
Jordan’sche Normalform von ρ(ϕP) kann daher auf der Hauptdiagonalen nur
Einträge 1 und −1 enthalten, auf der Nebendiagonalen nur 0. Zusammen
mit V ϕP = 0 folgt ρ(ϕP) = −1 für alle p und alle Wahlen der P|p. Da die
Darstellung injektiv ist, folgt daraus, dass alle ϕP gleich sind. Folglich ist K
total reell und L ein CM-Körper.
Sei nun k gerade. Wegen Lemma 1.3 bedeutet dann rS,k(χ) = 0, dass
es keine komplexen Primstellen gibt und dass V −ϕP = 0 für alle reellen p.
Daraus folgt wie oben, dass −ρ(ϕP) = −1, also ρ(ϕP) = 1, also ϕP = 1 für
alle p und P, dass also alle p|∞ total zerlegt sind. Somit muss auch L total
reell sein. Ist umgekehrt L total reell, so hat K keine komplexen Primstellen
und die reellen p sind in L total zerlegt, so dass ϕP = 1. Aus Lemma 1.3
liest man dann ab, dass rS,k(χ) = 0.
Für den Beweis von Satz 1.8 benötigen wir die folgende Serre’sche Ver-
feinerung des Induktionssatzes von Brauer:
Lemma 1.6. Sei G eine endliche Gruppe mit Zentrum Z und χ ein ir-
reduzibler Charakter von G. Dann ist die Einschränkung von χ auf Z ein
Vielfaches eines eindimensionalen Charakters ψ : Z → C∗, und χ hat eine
Darstellung
χ =
∑
i
niχi,∗.
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Dabei sind die Hi Untergruppen von G und enthalten Z, die χi sind eindi-
mensionale Charaktere von Hi, deren Einschränkung auf Z gerade ψ ist, und
ni ∈ Z sind ganze Zahlen.
Beweis. Siehe Tate, [15], ch. III, le. 1.3.
Lemma 1.7. Sei χ ein Charakter von G(L|K) und k ∈ N mit LS(L|K,χ, 1−
k) 6= 0. Dann gibt es Zwischenkörper Ki von L|K, eindimensionale Charak-
tere χi von G(L|Ki) und ni ∈ Z, für die gilt
(i) χ =
∑
i niχi,∗ und
(ii) LSi(L|Ki, χi, 1− k) = LS(L|K,χi,∗, 1− k) 6= 0
mit Si := {P von Ki : P|p für ein p ∈ S}.
Beweis. Sei zunächst χ irreduzibel. Wenn χ eindimensional ist, ist nichts zu
zeigen. Sei daher χ mehrdimensional, insbesondere χ 6= 1. Wegen Gleichung
(1.1) über die Unabhängigkeit Artin’scher L-Reihen vom Körper L kann man
L = Lχ voraussetzen. Der erste Teil von (ii) ist einfach Gleichung (1.2) über
Artin’sche L-Reihen zu induzierten Charakteren, gilt also viel allgemeiner.
Sei zunächst k gerade. Satz 1.5 besagt dann, dass L total reell ist. Nach
dem (ursprünglichen) Induktionssatz von Brauer gibt es Zwischenkörper Ki
von L|K, eindimensionale Charaktere χi von G(L|Ki) und ni ∈ Z, für
die (i) gilt. Da L total reell ist, haben nach Satz 1.5 auch die L-Reihen
LS(L|K,χi,∗, s) keine Nullstelle in s = 1 − k. Damit ist der zweite Teil von
(ii) gezeigt.
Sei nun k ungerade. Satz 1.5 besagt dann, dass K total reell und L
ein CM-Körper ist. Sei Z das Zentrum vom G(L|K). Gemäß Lemma 1.6
wählen wir Zwischenkörper Ki von L|K mit Z ⊆ G(L|Ki), eindimensionale
Charaktere χi vonG(L|Ki) und ni ∈ Z. Diese erfüllen dann (i). Da L ein CM-
Körper ist, stimmen alle ϕP für P|∞ überein. Sei τ dieser Automorphismus.
Sei j : L→ C eine beliebige Einbettung. Damit ist τ durch τ(z) = j−1(j(z))
gegeben. Für beliebige σ ∈ G(L|K) gilt
(στσ−1)(z) = σj−1(j(σ−1z))
= (jσ−1)−1((jσ−1)(z))
= τ(z),
da auch jσ−1 eine Einbettung von L in C ist. Also ist τ ∈ Z. Sei ψ : Z → C∗
wie in Lemma 1.6. Im Beweis zu Satz 1.5 haben wir ρ(τ) = −1 gesehen. Also
gilt χ(τ) = −χ(1). Da χ = χ(1)ψ auf Z folgt ψ(τ) = −1. Wegen χi = ψ auf
Z folgt also
χi(τ) = −1 (1.4)
für alle i. Sei nun i fest, p eine unendliche Primstelle von Ki und P ihre
Fortsetzung auf L. Dann ist der Frobeniusautomorphismus ϕP zu P durch
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ϕP(z) = ˜
−1(˜(z)) für eine Einbettung ˜ : L → C gegeben. Daher ist ϕP =
τ . Wegen (1.4) folgt also χi(ϕP) = −1, also V
ϕP
i = 0. Nach Lemma 1.3
folgt rSi,k(χi) = 0. Die L-Reihe LSi(L|Ki, χi, s) hat also keine Nullstelle in
s = 1− k. Damit ist (ii) auch für ungerade k gezeigt.
Abschließend behandeln wir den Fall reduzibler χ =
∑
j χ
(j). Wir haben
LS(L|K,χ, 1−k) 6= 0 vorausgesetzt. Artin’sche L-Reihen können nach Lem-
ma 1.3 keine Polstelle in s = 1−k haben. Daher muss auch LS(L|K,χ(j), 1−
k) 6= 0 für alle j gelten. Nach dem bisher Gezeigten findet man also für jede
irreduzible Komponente χ(j) von χ eine Zerlegung χ(j) =
∑
i n
(j)
i χ
(j)
i mit (i)
und (ii). Für χ ist dann
χ =
∑
j
χ(j) =
∑
j
∑
i
n
(j)
i χ
(j)
i
eine Zerlegung mit (i) und (ii).
Satz 1.8. Sei χ ein Charakter von G(L|K). Dann gilt für alle α ∈ Aut(C)
und k ∈ N:
LS(L|K,χ, 1 − k)
α = LS(L|K,χ
α, 1− k).
Beweis. Wenn der Satz für alle irreduziblen Charaktere gezeigt ist, folgt für
beliebige χ =
∑
i χi, dass
LS(L|K,χ, s)
α =
∏
i
LS(L|K,χi, s)
α
=
∏
i
LS(L|K,χ
α
i , s)
= LS(L|K,χ
α, s).
Wir setzten daher ohne Einschränkung im Folgenden χ als irreduzibel voraus.
Sei zunächst χ eindimensional. Die Artin’sche L-Reihe LS(L|K,χ, 1−k)
entspricht dann einer Hecke’schen L-Reihe,
LS(L|K,χ, s) = L(χ, s) =
∑
(a,m)=1
χ(a)(Na)−s
für ein ganzes Ideal m von K, wobei wir den χ entsprechenden Heckecharak-
ter auf Jm/Pm ebenfalls mit χ bezeichnet haben. Diese Hecke’sche L-Reihe
zerlegt sich weiter
LS(L|K,χ, s) = L(χ, s)
=
∑
(a,m)=1
χ(a)(Na)−s
=
∑
a rep. Jm/Pm
χ(a)
∑
b∈aPm
b ganz
(Nb)−s
=
∑
a rep. Jm/Pm
χ(a)H(s, aPm)
(1.5)
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mit den partiellen Zetafunktionen H(s, aP m) :=
∑
b∈aPm, b ganz(Nb)
−s. (Sie-
he auch Beispiel 2.7.)
Gleichung (1.5) ist zunächst nur für Re s > 1 gültig. Da die äußeren Ter-
me jedoch eine eindeutig bestimmte meromorphe Fortsetzung auf ganz C
haben, stimmen sie auch dort überein. Die Werte der partiellen Zetafunk-
tionen H(s, aPm) an den Stellen s = 1− k, k ∈ N sind nach dem Satz von
Siegel/Klingen rational (insbesondere endlich), siehe Neukirch, [12], Kap.
VII, Ko. 9.9. Also gilt
LS(L|K,χ, 1 − k)
α =
∑
a rep. Jm/Pm
χ(a)αH(s, aPm) = LS(L|K,χ
α, 1− k),
wie gewünscht.
Nun zum allgemeinen Fall: Sei χ ein beliebiger irreduzibler Charakter
von G(L|K). Im Beweis zu Lemma 1.1 haben wir gesehen, dass man den
zu χα gehörenden G(L|K)-Modul V α erhält, indem man die Operation von
G(L|K) auf V beibehält und V lediglich mit einer neuen komplexen Vektor-
raumstruktur versieht. Daraus folgt, dass ker ρ = ker ρα, dass also Lχ = Lχα .
Wir können daher ohne Einschränkung annehmen, dass L = Lχ = Lχα , dass
also die Darstellungen ρ und ρα injektiv sind. Der Fall χ = 1 wurde bereits
im ersten Schritt behandelt. Wir schließen ihn daher im Folgenden aus, da
er für k = 1 einer Sonderbehandlung bedürfte. Wegen Lemma 1.4 verschwin-
det mit der L-Funktion zu χ auch diejenige zu χα an der Stelle s = 1 − k
und umgekehrt. Man kann also rS,k(χ) = 0 voraussetzen. Unser Ziel ist es,
den allgemeinen Fall durch Brauerinduktion auf den bereits behandelten Fall
eindimensionaler Charaktere zurückzuführen.
Gemäß Lemma 1.7 wählen wir Zwischenkörper Ki von L|K, eindimen-
sionale Charaktere χi von G(L|Ki) und ni ∈ Z so, dass χ =
∑
i niχi,∗ und
dass die L-Reihen zu den χi keine Nullstellen in s = 1 − k haben. Für ein-
dimensionale Charaktere haben wir die gewünschte Transformationsformel
schon gezeigt. Wir können daher direkt nachrechnen:
LS(L|K,χ, 1 − k)
α = LS(L|K,
∑
i
niχi,∗, 1− k)
α
=
(∏
i
LS(L|K,χi,∗, 1− k)
ni
)α
da keine Nullst.
=
(∏
i
LSi(L|Ki, χi, 1− k)
ni
)α
nach (1.2)
=
∏
i
(
LSi(L|Ki, χi, 1− k)
α
)ni
=
∏
i
LSi(L|Ki, χ
α
i , 1− k)
ni da χi eindim.
=
∏
i
LS(L|K, (χ
α
i )∗, 1 − k)
ni nach (1.2)
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=
∏
i
LS(L|K, (χi,∗)
α, 1− k)ni nach Le. 1.2
= LS(L|K,
∑
i
ni(χi,∗)
α, 1− k)
= LS(L|K,
(∑
i
niχi,∗
)α
, 1− k)
= LS(L|K,χ
α, 1− k).
Kapitel 2
Galoisdistributionen
2.1 Einführung
Definition. Sei X = lim
←−
Xi (i ∈ I) ein proendlicher topologischer Raum
und A eine abelsche Gruppe. Eine Abbildung F :
⋃
iXi → A heißt eine
Distribution auf X mit Werten in A, falls für alle i, j ∈ I, i ≤ j und
x ∈ Xi die Distributionsrelation
F (x) =
∑
y∈Xj
y 7→x
F (y) (2.1)
erfüllt ist. Die abelsche Gruppe der Distributionen auf X mit Werten in A
bezeichnen wir mit Dist(X,A).
Bemerkung. Die Distributionsrelation (2.1) besagt, dass
Dist(X,A) = lim←−Abb(Xi, A),
wenn die Abbildungen ϕij im projektiven System
(
Abb(Xi, A)
)
i∈I
als
(ϕijF )(x) :=
∑
y 7→x
F (y)
gewählt werden.
Beispiel 2.1. Für N, a ∈ N sei
H(s, a mod N) :=
∑
n≥1
n≡a (N)
n−s.
Dann ist (a mod N) 7→ H(s, a mod N) eine Distribution auf Zˆ = lim
←−
Z/NZ
mit Werten im komplexen Vektorraum der formalen Dirichletreihen in einer
Variablen s. Die Dirichletreihen H(s, a mod N) konvergieren für Re s > 1
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und haben meromorphe Fortsetzungen auf C mit einzigem Pol in s = 1
(siehe Washington, [16], ch. 4, Absatz über die Hurwitz’sche Zetafunktion).
Wir können die Distribution also auch mit Werten im Körper M(C) der
meromorphen Funktionen auf C betrachten.
Beispiel 2.2. Sei Bk(x) das k-te Bernoullipolynom, gegeben durch die Tay-
lorentwicklung
zexz
ez − 1
=
∞∑
k=0
Bk(x)
zk
k!
.
Für x ∈ R bezeichne 〈x〉 das Element in x + Z mit 0 < 〈x〉 ≤ 1. Dann
definiert
Ek(a mod N) := N
k−1Bk(〈a/N〉)
k
eine Distribution Ek auf Zˆ mit Werten in Q. (Das zeigt etwa Lang in [9], ch.
2, § 2.) Ek heißt die k-te Bernoullidistribution.
Warnung. Die übliche Definition von 〈x〉 behandelt die Grenzfälle genau
umgekehrt. Unsere Definition ist jedoch in diesem Kontext nützlicher, da nur
mit ihr Satz 2.6 auch für k = 1 gilt.
Lemma 2.3. Sei F eine Distribution auf X mit Werten in A und ϕ : A→ B
ein Homomorphismus abelscher Gruppen. Dann ist ϕ ◦ F eine Distribution
auf X mit Werten in B.
Beweis. Klar.
Beispiel 2.4. Sei s0 ∈ C, s0 6= 1. Mit H wie in Beispiel 2.1 definiert dann
(a mod m) 7→ H(s0, a mod m)
eine Distribution auf Zˆ mit Werten in C. Der Homomorphismus ϕ ist in
diesem Fall die Auswertung an s0. Die auf diese Weise für s0 = 1−k, k ∈ N
erhaltene Distribution nennt man die k-te Hurwitzdistribution Hk.
Modulwertige Distributionen kann man zur Integration lokal konstanter
Funktionen benutzen: Sei X = lim
←−
Xi weiterhin ein proendlicher topologi-
scher Raum, R ein kommutativer Ring und M ein R-Modul. Für i ∈ I sei
pii : X → Xi die kanonische Projektion. Für y ∈ Xi ist dann pi
−1
i ({y}) eine
offene, abgeschlossene Teilmenge von X.
Eine Funktion f : X → R heißt über Xi faktorisierend, falls es eine
Abbildung f˜ : Xi → R mit f = f˜ ◦pii gibt. Wir nennen f : X → R über ein
Xi faktorisierend, falls f über Xi faktorisiert für ein i ∈ I. Es bezeichne
S(X,R) den R-Modul aller Funktionen, die über ein Xi faktorisieren. Dies
sind genau die lokal konstanten Funktionen.
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Definition. Sei F eine Distribution auf X mit Werten in M , f ∈ S(X,R).
Dann heißt ∫
X
f(y)F (dy) :=
∑
y∈Xi
f˜(y)F (y)
das Integral von f über X bezüglich F , wobei i so groß gewählt sei, dass f
über Xi faktorisiert.
Für Mengen A ⊆ B bezeichnet 1A : B → {0, 1} die charakteristische
Funktion von A.
Satz 2.5. Die R-Moduln Dist(X,M) und HomR(S(X,R),M) sind kano-
nisch isomorph. Dabei entspricht die Distribution F dem Homomorphismus
Φ mit
Φ(f) =
∫
X
f(y)F (dy).
Umgekehrt entspricht einem Homomorphismus Φ die Distribution F mit
F (y) := Φ(1pi−1i ({y})
)
für y ∈ Xi.
Beweis. Wir zeigen, dass die Verkettung der angegebenen Abbildungen in
beiden Reihenfolgen die Identität ergibt. Sei dazu zunächst F ∈ Dist(X,M).
Sei Φ der Homomorphismus mit Φ(f) =
∫
X f(y)F (dy). Dann gilt für jedes
i ∈ I und y ∈ Xi:
Φ(1pi−1i ({y})
) =
∫
X
1pi−1i ({y})
(z)F (dz)
=
∑
z∈Xi
1˜pi−1i ({y})
(z)F (z)
=
∑
z∈Xi
1{y}(z)F (z)
= F (y).
Sei andererseits Φ ∈ HomR(S(X,R),M). Sei F die Distribution mit F (y) :=
Φ(1pi−1i ({y})
) für y ∈ Xi. Dann gilt für jedes i ∈ I und jedes f ∈ S(X,R),
das über Xi faktorisiert:∫
X
f(y)F (dy) =
∑
y∈Xi
f˜(y)F (y)
=
∑
y∈Xi
f˜(y)Φ(1pi−1i ({y})
)
= Φ

∑
y∈Xi
f˜(y)1pi−1i ({y})


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= Φ(f).
Wir werden gelegentlich die beiden Seiten der obigen Isomorphie identi-
fizieren und setzen daher
F (f) :=
∫
X
f(y)F (dy).
Bemerkung. Satz 2.5 bereinigt eine Ungenauigkeit in der Definition des
Begriffs der Distribution: Man spricht von Distributionen auf dem proendli-
chen topologischen Raum X. Die Definition hängt jedoch von der gewählten
Darstellung X = lim←−Xi ab. Genauer müsste man also von Distributionen
des projektiven Systems (Xi) sprechen. Sei A eine abelsche Gruppe. Nach
Satz 2.5 (für R = Z, M = A) ist nun die Gruppe Dist(X,A) kanonisch zu
HomZ(S(X,Z), A) isomorph. Dist(X,A) ist also tatsächlich eine Invariante
des topologischen Raumes X.
2.2 Bernoulli- und Hurwitzdistributionen
Dieser Abschnitt stellt einige Eigenschaften der Bernoullidistributionen Ek
aus Beispiel 2.2 und der Hurwitzdistributionen Hk aus Beispiel 2.4 zusam-
men.
Satz 2.6. Für alle k ∈ N gilt
Hk = −Ek,
das heißt die Bernoulli- und Hurwitzdistributionen stimmen bis auf das Vor-
zeichen überein. Insbesondere hat auch Hk Werte in Q.
Beweis. Für 0 < x ≤ 1 bezeichne ζ(s, x) :=
∑∞
i=0(x+ i)
−s die (meromorph
auf C fortgesetzte) Hurwitz’sche Zetafunktion. Für N ∈ N, 1 ≤ a ≤ N gilt
H(s, a mod N) =
∞∑
k=0
(a+ kN)−s
= N−s
∞∑
k=0
(a/N + k)−s
= N−sζ(s, a/N)
Die obige Rechnung ist zunächst nur für Re s > 1 gültig. Da die äußeren
Terme jedoch eine eindeutig bestimmte meromorphe Fortsetzung auf ganz
C haben, stimmen diese auch dort überein. Nach Washington, [16], th. 4.2,
ist ζ(1− k, x) = −Bk(x)/k für 0 < x ≤ 1, insgesamt also
Hk(a mod N) = H(1− k, a mod N)
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= Nk−1ζ(1− k, a/N)
= −Nk−1Bk(a/N)/k
= −Ek(a mod N).
Die Tatsache, dass wir a als Vertreter in {1, . . . , N} gewählt haben, entspricht
dabei der Bedingung 0 < 〈x〉 ≤ 1, vergleiche die Warnung auf Seite 20.
Beispiel 2.7. Die Hurwitzdistributionen aus Beispiel 2.1 und 2.4 kann man
durch Einschränkung auch als Distributionen auf Zp und Z∗p für jede Prim-
zahl p betrachten. Die auf Z∗p definierte Version erlaubt die folgende Ver-
allgemeinerung: Sei K ein algebraischer Zahlkörper. Für ein Ideal m von K
bezeichne Jm die Gruppe der zu m teilerfremden Ideale von K und P m die
Untergruppe der Hauptideale, die durch ein total positives Element erzeugt
werden, das in der Klasse von 1 modulo m liegt. (Somit gilt laut Klassen-
körpertheorie G(Km|K) = Jm/Pm, wobei Km den Strahlklassenkörper zu m
bezeichnet. Im projektiven Limes ergibt sich GabK = lim←−J
m/Pm.) Für jedes
zu m teilerfremde Ideal a von K sei
H(s, aPm) :=
∑
b∈aPm
b ganz
(Nb)−s
die partielle Zetafunktion zu a, die bereits im Beweis zu Satz 1.8 verwen-
det wurde. Sei nun p ein festes Primideal von K und K p
∞
:=
⋃
n∈NK
pn
die Vereinigung aller Strahlklassenkörper zu p-Potenzen. Wenn wir m der
Form m = pn betrachten, erhalten wir eine Distribution auf lim
←−
Jp/P p
n
=
lim
←−
Jp
n
/P p
n
= G(Kp
∞
|K) mit Werten im Vektorraum der formalen Dirich-
letreihen in s bzw. (nach Fortsetzung) im Körper der meromorphen Funktio-
nen auf C. Diese Funktionen haben an den Stellen s = 1−k für k ∈N keine
Pole (sondern nehmen nach dem unten zitierten Satz von Siegel/Klingen dort
sogar rationale Werte an). Mit dem Lemma 2.3 erhalten wir also für k ∈ N
wieder Distributionen HKk mit Werten in C durch
HKk (aP
pn) := H(1− k, aP p
n
).
Diese werden wir ebenfalls als Hurwitzdistributionen bezeichnen.
Warnung. Die Wahl eines festen Primideals p erscheint auf den ersten Blick
überflüssig: Für jede Klasse aPm ∈ Jm/Pm kann man H(s, aPm) definie-
ren. Allerdings erfüllen diese Funktionen nicht mehr die Distributionsrelati-
on (2.1), so dass man keine Distribution auf lim←−J
m/Pm = GabK erhält. Dies
liegt am Fehlen von Eulerfaktoren bei Hecke’schen L-Reihen zu nichtprimiti-
ven Charakteren. Durch Verwendung Artin’scher L-Reihen kann man diesen
Mangel beheben (siehe Abschnitt 2.5).
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Satz 2.8 (Siegel, Klingen). Die Hurwitzdistributionen zu jedem algebrai-
schen Zahlkörper K haben Werte in Q, das heißt
HKk ∈ Dist(lim←−
Jp/P p
n
,Q).
Beweis. Siehe zum Beispiel Neukirch, [12], Kap. VII, Ko. 9.9.
2.3 Die Algebra der Distributionen
Sei G = lim
←−
Gi (i ∈ I) eine proendliche Gruppe und A ein Ring. Die abelsche
Gruppe Dist(G,A) wird dann ein A-Modul, indem A werteweise auf den
Distributionen operiert.
Definition. Wir definieren das Faltungsprodukt auf Dist(G,A) durch
(F ∗G)(c) :=
∑
ab=c
F (a)G(b)
für c ∈ Gi, wobei (a, b) die Paare von Elementen von Gi durchläuft, die
ab = c erfüllen. Dist(G,A) ist damit eine A-Algebra.
Definition. Für eine proendliche Gruppe G = lim←−Gi (i ∈ I) und einen Ring
A sei
A[[G]] := lim←−A[Gi]
der vollständige Gruppenring von G mit Koeffizienten in A.
Satz 2.9. Die A-Algebren Dist(G,A) und A[[G]] sind kanonisch isomorph.
Beweis. Wegen der Isomorphie Dist(G,A) = lim
←−
Abb(Gi, A) aus der Bemer-
kung auf Seite 19 sind die beiden Objekte sicher als abelsche Gruppen und
A-Moduln isomorph. Man muss sich also nur noch von der Übereinstimmung
der Produkte überzeugen. Tatsächlich ist das Produkt in den Gruppenringen
A[Gi] genau wie das Faltungsprodukt definiert.
Definition. Für ein Element θ =
∑
cσ · σ in einem beliebigen Gruppenring
heiße θ¯ :=
∑
cσ · σ
−1 das zu θ opposite Element.
Beispiel 2.10. Sei F ∈ Dist(Z∗p,Q) die Einschränkung der ersten Ber-
noullidistribution E1 auf Z∗p = G(Q(µp∞)|Q) = lim←−G(Q(µp
n)|Q). Für a ∈
(Z/pnZ)∗ sei σa ∈ G(Q(µpn)|Q) der Automorphismus, der auf pn-ten Ein-
heitswurzeln durch ζσa = ζa operiert. Wegen B1(x) = x− 1/2 entspricht F
als Element von Q[[G(Q(µp∞)|Q)]] der Familie (θ¯(pn))n∈N mit
θ¯(pn) =
∑
a=1,...,pn−1
(a,p)=1
B1(a/p
n) · σa
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=
∑
a=1,...,pn−1
(a,p)=1
(
a
pn
−
1
2
)
· σa.
Man erhält also durch θ¯(pn) opposite Stickelbergerelemente. Allgemein erhält
man durch Betrachten von Ek (k ∈ N) die oppositen k-ten Stickelbergerele-
mente θk(pn) aus Lang, [9], ch. 2, § 3.
(Lieber würde man statt pn wirklich alle N betrachten. Das geht aus den
in der Warnung zu Beispiel 2.7 angegebenen Gründen nicht: Die Einschrän-
kung von E1 auf Zˆ∗ ist keine Distribution.)
2.4 Klassendistributionen und die skalare Fourier-
transformation
Auf proendlichen Gruppen erhält man Distributionen als Fouriertransfor-
mierte von Charakterfunktionen (siehe Satz 2.12). Um dies zu zeigen benö-
tigen wir zunächst die folgende Orthogonalitätsrelation:
Lemma 2.11. Sei G eine endliche Gruppe, H normal in G, außerdem χ
ein irreduzibler Charakter und c ein Element von G. Dann gilt
∑
c˜∈G
c˜H=cH
χ(c˜) =
{
|H| · χ(c˜) falls ρχ über G/H faktorisiert,
0 sonst,
wobei ρχ eine zu χ gehörende Darstellung bezeichne.
Beweis. Der erste Fall ist offensichtlich. Im zweiten Fall gilt für alle irredu-
ziblen Charaktere χ′, für die ρχ′ über G/H faktorisiert, dass χ 6= χ′. Also
folgt aus den Orthogonalitätsrelationen
(χ, χ′)G :=
1
|G|
∑
a∈G
χ(a)χ¯′(a) = 0.
Sei f : G/H → C gegeben durch
f(aH) :=
∑
b∈H
χ(ab).
f ist eine Klassenfunktion auf G/H, denn
f(xax−1H) =
∑
b∈H
χ(xax−1b)
=
∑
b∈H
χ(xax−1xbx−1)
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=
∑
b∈H
χ(xabx−1)
=
∑
b∈H
χ(ab).
Für jeden irreduziblen Charakter χ′ von G/H gilt
(f, χ′)G/H =
1
(G : H)
∑
a mod H
f(a)χ¯′(a)
=
1
(G : H)
∑
a mod H
∑
b∈H
χ(ab)χ¯′(ab)
= konst. · (χ, χ′)G
= 0.
Da die χ′ eine Orthonormalbasis des Raumes der komplexwertigen Klassen-
funktionen auf G/H bilden, folgt f = 0.
Sei G = lim
←−
Gi (i ∈ I) eine proendliche Gruppe und V ein komplexer
Vektorraum.
Definition. Eine Charakterfunktion von G mit Werten in V ist eine
Abbildung, die jedem irreduziblen Charakter von G, der über ein Gi fakto-
risiert, ein Element aus V zuordnet. ChFct(G,V ) bezeichne den komplexen
Vektorraum der Charakterfunktionen von G mit Werten in V .
Eine Distribution F auf einer proendlichen Gruppe G mit Werten in V
heißt eine Klassendistribution, falls sie auf jeder Konjugationsklasse jedes
endlichen Quotienten Gi konstant ist. ClDist(G,V ) bezeichne die Menge der
Klassendistributionen auf G mit Werten in V .
Satz 2.12. Die Vektorräume ClDist(G,V ) und ChFct(G,V ) sind kanonisch
isomorph. Dabei entspricht einer Distribution F die Charakterfunktion Φ mit
Φ(χ) =
∫
G
χ(σ)F (dσ).
Umgekehrt entspricht einer Charakterfunktion Φ die Distribution F mit
F (σ) =
1
|Gi|
∑
χ vonGi
Φ(χ) · χ¯(σ)
für σ ∈ Gi.
Beweis. Der entscheidende Punkt ist, einzusehen, dass die Zuordnung Φ 7→
F tatsächlich stets eine Distribution liefert. Man muss dazu die Distributi-
onsrelation (2.1) verifizieren. Sei also i ≤ j, σ ∈ Gi. Dann gilt∑
τ∈Gj
τ 7→σ
F (τ) =
1
|Gj |
∑
χ vonGj
Φ(χ)
∑
τ
χ¯(τ)
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=
1
|Gi|
∑
χ vonGi
Φ(χ)χ¯(σ)
= F (σ),
wobei der Übergang zur zweiten Zeile dadurch gerechtfertigt ist, dass
∑
τ χ¯(τ)
laut Lemma 2.11 gerade 0 bzw. |Gj ||Gi| χ¯(σ) ist. F ist als Linearkombination von
Charakteren definiert. Also ist F auch konstant auf Konjugationsklassen, al-
so eine Klassendistribution.
Dass die beiden Abbildungen invers zueinander sind, kann man nun un-
mittelbar mit Hilfe der Orthogonalitätsrelationen für Charaktere wie folgt
nachrechnen: Sei zunächst Φ eine beliebige Charakterfunktion und F die da-
zu wie im Satz definierte Distribution. Dann gilt für jeden Charakter χ, der
über Gi faktorisiert:∫
G
χ(σ)F (dσ) =
∑
σ∈Gi
χ(σ)F (σ)
=
∑
σ∈Gi
χ(σ)
1
|Gi|
∑
ψ vonGi
Φ(ψ)ψ¯(σ)
=
∑
ψ vonGi
Φ(ψ)
1
|Gi|
∑
σ∈Gi
χ(σ)ψ¯(σ)
=
∑
ψ vonGi
Φ(ψ)(χ, ψ)
= Φ(χ).
Sei nun umgekehrt F eine beliebige Klassendistribution und Φ die dazu wie
im Satz definierte Charakterfunktion. Dann gilt für σ ∈ Gi:
1
|Gi|
∑
χ vonGi
Φ(χ)χ¯(σ) =
1
|Gi|
∑
χ vonGi
∫
G
χ(τ)F (dτ)χ¯(σ)
=
1
|Gi|
∑
χ vonGi
∑
τ∈Gi
χ(τ)F (τ)χ¯(σ)
=
∑
χ vonGi
1
|Gi|

∑
τ∈Gi
F (τ)χ(τ)

 χ¯(σ)
=
∑
χ vonGi
(F |Gi , χ¯)χ¯(σ)
=
∑
χ vonGi
(F |Gi , χ)χ(σ)
=

 ∑
χvonGi
(F |Gi , χ)χ

 (σ)
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= F (σ).
Wir werden aufgrund von Satz 2.12 Distributionen und zugehörende Cha-
rakterfunktionen gelegentlich identifizieren und mit dem gleichen Buchsta-
ben bezeichnen.
Die durch Satz 2.12 erhaltenen Distributionen sind konstant auf jeder
Konjugationsklasse jedes endlichen Quotienten der zugrundeliegenden pro-
endlichen Gruppe. Es ist daher gelegentlich handlicher, direkt zu Distribu-
tionen auf einem geeigneten Klassenraum überzugehen. Dies ist wie folgt
möglich:
Satz 2.13. Sei G = lim←−Gi (i ∈ I) eine proendliche Gruppe. Für jeden end-
lichen Quotienten Gi bezeichne Cl(Gi) die Menge der Konjugationsklassen.
F sei eine Distribution auf G, die auf jedem Element jedes Cl(Gi) konstant
ist. Für c ∈ Cl(Gi), σ ∈ c sei
F (c) := |c|F (σ) =
∑
τ∈c
F (τ).
Dies definiert eine Distribution F auf dem proendlichen topologischen Raum
Cl(G) := lim
←−
Cl(Gi).
Beweis. Der projektive Limes lim
←−
Cl(Gi) ist wohldefiniert, da konjugierte
Elemente in einem endlichen Quotienten Gj auf im kleineren Quotienten
Gi (i ≤ j) konjugierte Elemente abgebildet werden. Man muss also nur noch
die Distributionsrelation (2.1) nachrechnen. Sei dazu i ≤ j, c ∈ Cl(Gi). Dann
gilt
F (c) =
∑
τ∈c
F (τ)
=
∑
τ∈c
∑
τ˜ 7→τ
F (τ˜)
=
∑
c˜7→c
∑
τ˜∈c˜
F (τ˜ )
=
∑
c˜7→c
F (c˜),
wobei der Übergang zur dritten Zeile aus dem folgenden Grund gerechtfertigt
ist: Im ersten Fall wird über {τ˜ ∈ Gj : ϕij(τ˜) ∼ σ} summiert, im zweiten
Fall über {τ˜ ∈ Gj : τ˜ ∼ τ˜ ′ und ϕij(τ˜ ′) ∼ σ für ein τ˜ ′ ∈ Gj}. Tatsächlich
sind diese beiden Mengen gleich.
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2.5 Die Standarddistributionen
Satz 2.12 erlaubt es, Charakterfunktionen in Distributionen umzuwandeln.
Das nutzen wir für die folgende Konstruktion aus.
Sei K ein algebraischer Zahlkörper, GK die absolute Galoisgruppe von K
und S eine endliche Menge von Primidealen vonK. Für jeden Charakter χ je-
des endlichen Quotienten G(L|K) bezeichne LS(L|K, ρχ, s) die zugehörende
Artin’sche L-Reihe ohne die zu Primidealen aus S gehörenden Eulerfaktoren.
Für L|K endlich galoissch und σ ∈ G(L|K) sei
LS(s, σ) :=
1
|G(L|K)|
∑
χ vonG(L|K)
LS(L|K, ρχ, s) · χ¯(σ)
die partielle Zetafunktion zu σ. Dann ist σ 7→ LS(s, σ) gemäß Satz 2.12
eine Distribution auf GK mit Werten in M(C). Die Bezeichnung als „par-
tielle Zetafunktion“ ist dadurch gerechtfertigt, dass LS(s, 1) = ζK,S(s) für
den trivialen Automorphismus 1 ∈ GQ, wobei ζK,S(s) die Dedekind’sche Ze-
tafunktion zu K ohne die zu Primidealen aus S gehörenden Eulerfaktoren
bezeichnet. Die Distributionsrelation (2.1) besagt damit, dass man für jede
endliche Galoiserweiterung L|K eine additive Zerlegung
ζK,S(s) =
∑
σ∈G(L|K)
LS(s, σ)
der Dedekind’schen Zetafunktion erhält.
Wie in Beispiel 2.4 kann man auch die partiellen Zetafunktionen an einer
Stelle s0 auswerten, an der keine von ihnen einen Pol hat. Man erhält so
eine Distribution σ 7→ LS(s0, σ) mit Werten in C. Nach Lemma 1.3 haben
Artin’sche L-Reihen keine Pole in s = 1 − k. Also können auch partielle
Zetafunktionen dort keine Pole haben. Die obige Konstruktion ist also für
s0 = 1− k möglich.
Definition. Wir bezeichnen die so erhaltene Distribution mit LKS,k, das heißt
LKS,k(σ) = LS(1− k, σ).
LKS,k heißt die k-te Standarddistribution zu S auf GK . Für K = Q schrei-
ben wir kurz LS,k := L
Q
S,k.
Satz 2.12 besagt also in diesem Fall, dass
LS(L|K,χ, 1 − k) =
∫
GK
χ(σ)LKS,k(dσ) (2.2)
für alle irreduziblen Charaktere χ jedes endlichen Quotienten von GK .
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Warnung. Gleichung (2.2) wird falsch, wenn man die Voraussetzung der
Irreduzibilität von χ fallen lässt: Das sieht man schon daran, dass sich die
linke Seite bei Addition von Charakteren multiplikativ verhält, die rechte
Seite aber additiv.
Die Funktionen LS(s, σ) hängen mit den Funktionen H(s, a mod m) aus
Beispiel 2.1 wie folgt zusammen:
Satz 2.14. Sei p eine Primzahl, n ∈ N. σ ∈ G(Q(µpn)|Q) operiere auf
pn-ten Einheitswurzeln durch ζσ = ζa für a ∈ (Z/pnZ)∗. Dann gilt (mit
S = ∅)
L∅(s, σ) = H(s, a mod p
n) +
1
(p− 1)pn−1
H(s, p mod p).
Beweis. Sei G = G(Q(µpn)|Q). Für jeden Charakter χ von G bezeichne χ
ebenfalls den zugehörenden primitiven Dirichletcharakter. Für s ∈ C mit
Re s > 1 gilt dann
|G| · L(s, σ) =
∑
χ∈Gˆ
L(Q(µpn)|Q, χ, s) · χ¯(σ)
=
∑
χ∈Gˆ
∞∑
m=1
χ(m)m−sχ(a−1)
=
∑
χ∈Gˆ
∞∑
m=1
χ(a−1m)m−s
=
∞∑
m=1

∑
χ∈Gˆ
χ(a−1m)

m−s.
Wegen
∑
χ∈Gˆ
χ(a−1m) =


0, falls a−1m 6≡ 1 (pn) und p - m,
|G| , falls a−1m ≡ 1 (pn), sowie
1, falls p | m (beachte χ = 1)
folgt
|G| · L(s, σ) = |G| ·

 ∑
m≡a (pn)
m−s +
1
|G|
∑
p|m
m−s


und damit die Behauptung.
Korollar 2.15. Sei p eine Primzahl, n ∈ N. σ ∈ G(Q(µpn)|Q) operiere
auf pn-ten Einheitswurzeln durch ζσ = ζa für a ∈ (Z/pnZ)∗. Dann gilt (mit
S = {p})
L{p}(s, σ) = H(s, a mod p
n).
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Beweis. Da H(s, p mod p) = p−sζ(s) folgt aus Satz 2.14:
H(s, a mod pn) = L(s, σ)−
1
|G|
p−sζ(s)
= L(s, σ)−
1
|G|
(
1− (1− p−s)
)
ζ(s)
= L(s, σ)−
1
|G|
(
ζ(s)− (1− p−s)ζ(s)
)
=
1
|G|

 ∑
χvonG
L(Q(µpn)|Q, χ, s)χ¯(σ) − ζ(s) + (1− p
−s)ζ(s)

 .
In der Summe über alle χ wird also der Summand zum trivialen Charak-
ter χ = 1 durch den entsprechenden Summanden ersetzt, bei dem der p-
Eulerfaktor entfernt wurde. Da χ(p) = 0 für alle χ 6= 1 können wir schreiben
H(s, a mod pn) =
1
|G|

 ∑
χ vonG
(1− χ(p)p−s)L(Q(µpn)|Q, χ, s)χ¯(σ)


=
1
|G|

 ∑
χ vonG
L{p}(Q(µpn)|Q, χ, s)χ¯(σ)


= L{p}(s, σ)
und erhalten das Korollar.
Der Zusammenhang zwischen den Hurwitzdistributionen und den Stan-
darddistributionen zeigt sich auch über anderen Grundkörpern als Q. In
diesem Fall zeigen wir der Einfachheit halber direkt die Korollar 2.15 ent-
sprechende Version, die ohnehin die natürlichere ist.
Satz 2.16. Sei K ein algebraischer Zahlkörper, p ein Primideal von K und
n ∈ N. Sei m := pn und L := Km der Strahlklassenkörper zu m. Sei a ein
ganzes, zu p teilerfremdes Ideal von K, sowie σ := (a, L|K) ∈ G(L|K) der
ihm über das Artinsymbol zugeordnete Automorphismus. Dann gilt
L{p}(s, σ) = H(s, aP
m).
Beweis. Sei G := G(L|K). Für einen Charakter χ von G bezeichne χ eben-
falls den (nicht notwendig primitiven) zugehörenden Heckecharakter auf der
Strahlklassengruppe Jm/Pm. Damit gilt L{p}(L|K,χ, s) = L(χ, s) für jedes
χ, wobei L(χ, s) die Hecke’sche L-Reihe bezeichnet. Es gilt:
|G|L{p}(s, σ) =
∑
χvonG
L{p}(L|K,χ, s)χ¯(σ)
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=
∑
χ
L(χ, s)χ(σ−1)
=
∑
χ
∑
(b,p)=1
χ(b)(Nb)−sχ(a−1)
=
∑
(b,p)=1
(∑
χ
χ(ba−1)
)
(Nb)−s.
Da ∑
χ
χ(ba−1) =
{
|G| ba−1 = 1 in Jm/Pm,
0 sonst
ist also
|G|L{p}(s, σ) = |G|
∑
b∈aPm
b ganz
(Nb)−s = |G|H(s, aPm),
und die Behauptung folgt.
2.6 Rationalität der Standarddistributionen
Satz 2.17. Sei L|K eine endliche galoissche Erweiterung algebraischer Zahl-
körper, σ ∈ G(L|K) und S eine beliebige endliche Menge von Primidealen
in K. Dann gilt
LS(1− k, σ) ∈ Q
für die partielle Zetafunktion LS(s, σ) aus Abschnitt 2.5 und jedes k ∈ N.
Mit anderen Worten hat also die Standarddistribution LKS,k auf GK Werte in
Q.
Beweis. Sei α ∈ Aut(C) beliebig. Dann gilt nach Satz 1.8
LS(1− k, σ)
α =

 1
|G|
∑
χ vonG
LS(L|K,χ, 1 − k)χ¯(σ)


α
=
1
|G|
∑
χvonG
LS(L|K,χ, 1 − k)
αχ¯α(σ)
=
1
|G|
∑
χvonG
LS(L|K,χ
α, 1− k)χα(σ−1)
=
1
|G|
∑
χvonG
LS(L|K,χ, 1 − k)χ(σ
−1)
=
1
|G|
∑
χvonG
LS(L|K,χ, 1 − k)χ¯(σ)
= LS(1− k, σ).
LS(1− k, σ) ist also invariant unter Aut(C) und damit rational.
Kapitel 3
Distributionen auf GL2(Zp)
Bisher haben wir Standarddistributionen auf GQ betrachtet. Die zugehören-
de Familie von Körpererweiterungen von Q ist die Familie aller algebraischen
Erweiterungen. Im abelschen Fall entspricht dies der Untersuchung der Ber-
noullidistributionen auf Zˆ, das heißt bezüglich der Familie aller abelscher
Erweiterungen von Q. Schon im abelschen Fall erhält man jedoch viele Er-
gebnisse nur für die Einschränkung der Distributionen auf Zp, das heißt für
die Familie der pn-ten Kreisteilungskörper über Q. Das Ziel dieses Kapitels
ist es, eine entsprechende Familie nichtabelscher Erweiterungen von Q zu
untersuchen und so weitere Erkenntnisse über die Standarddistributionen zu
erhalten.
3.1 Einführung
Sei E eine über Q definierte elliptische Kurve und p eine Primzahl. Der
(Z/pnZ)-Modul der pn-ten Teilungspunkte von E über Q¯ wird mit E[pn]
bezeichnet. Q(E[pn]) bezeichne den kleinsten Erweiterungskörper von Q,
über dem alle pn-ten Teilungspunkte definiert sind. Wir setzen im Folgenden
voraus, dass die natürliche Galoisdarstellung
G(Q(E[pn])|Q)→ Aut(E[pn])
für alle n surjektiv ist. (Wie Serre in [13] gezeigt hat, ist dies der Normal-
fall.) Wir wählen eine feste Basis von E[pn] und können damit identifizieren:
E[pn] = (Z/pnZ)2, Aut(E[pn]) = GL2(Z/p
nZ). Im projektiven Limes ergibt
sich für Q(E[p∞]) :=
⋃
Q(E[pn])
G(Q(E[p∞])|Q) = Aut(Tp(E)) = GL2(Zp),
wobei Tp(E) := lim←−E[p
n] den Tatemodul bezeichnet.
Sei L{p},k die Einschränkung der k-ten Standarddistribution aus Ab-
schnitt 2.5 auf G(Q(E[p∞])|Q) = GL2(Zp). Diese Distribution wird im Fol-
genden untersucht.
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3.2 Folgerungen aus der Distributionsrelation
Die Standarddistributionen sind auf ganz GQ definiert. Wir betrachten hier
die Einschränkung aufG(Q(E[p∞])|Q), was dem Körperturm (Q(E[pn]))n∈N
der pn-ten Teilungspunkte von E entspricht. Durch Vergleich mit anderen
Körpertürmen liefert (2.1) jeweils Relationen der Werte der Distribution.
Wir werden hier den klassischen Turm der pn-ten Kreisteilungskörper zum
Vergleich heranziehen.
Satz 3.1. Das Diagramm
Aut(E[pn])
det
−−−−→ (Z/pnZ)∗∥∥∥ ∥∥∥
G(Q(E[pn])|Q) −−−−→ G(Q(µpn)|Q)
ist kommutativ.
Beweis. Der untere Homomorphismus ist wohldefiniert, das heißt µpn ⊆
Q(E[pn]) laut Silverman, [14], ch. III, co. 8.1.1. Sei
( , ) : E[pn]×E[pn]→ µpn
die Weilpaarung und {S, T} eine Basis von E[pn]. Dann ist ζ := (S, T )
eine primitive pn-te Einheitswurzel. Sei σ ∈ G(Q(E[pn])|Q). Dann gibt es
eindeutig bestimmte a, b, c, d ∈ Z/pnZ mit
Sσ = [a]S + [c]T, T σ = [b]S + [d]T.
Es folgt
ζσ = (S, T )σ
= (Sσ, T σ)
= ([a]S + [c]T, [b]S + [d]T )
= (S, S)ab · (S, T )ad · (T, S)bc · (T, T )cd
= (S, T )ad−bc
= ζad−bc
und damit die Behauptung.
Korollar 3.2. Sei a ∈ (Z/pnZ)∗ und k ∈ N. Dann gilt
∑
c∈Aut(E[pn])
det c=a
L{p}(1− k, c) = −p
(k−1)nBk(〈a/p
n〉)
k
.
§ 3.3 Arithmetik nichtabelscher partieller Zetawerte 35
Beweis. Sei σ ∈ G(Q(µpn)|Q) der Automorphismus mit ζσ = ζa für ζ ∈ µpn .
Dann gilt nach Anwendung von Satz 3.1, (2.1), Korollar 2.15 und Satz 2.6
(in dieser Reihenfolge)∑
c∈Aut(E[pn])
det c=a
L{p}(1− k, c) =
∑
τ∈G(Q(E[pn])|Q)
τ |Q(µpn )=σ
L{p}(1− k, τ)
= L{p}(1− k, σ)
= H(1− k, a mod pn)
= −p(k−1)n
Bk(〈a/p
n〉)
k
,
womit das Korollar gezeigt ist.
3.3 Distributionen und die matrixwertige Fourier-
transformation
In Satz 2.12 haben wir gesehen, dass für jede proendliche Gruppe G der Vek-
torraum der komplexwertigen Klassendistributionen auf G kanonisch zum
Vektorraum aller komplexwertigen Charakterfunktionen von G isomorph ist,
ClDist(G,C) = ChFct(G,C).
Dies folgt durch Übergang zum projektiven Limes daraus, dass für jede end-
liche Gruppe die Charaktere eine Basis des Raumes aller komplexwertiger
Klassenfunktionen auf G bilden. Wir werden nun eine Version der Fourier-
transformation kennenlernen, mit deren Hilfe man auch Funktionen erhalten
kann, die nicht konstant auf den Konjugationsklassen sind. Ihre Anwendung
findet diese Theorie im Beweis von Lemma 3.13.
Sei G zunächst eine endliche Gruppe und K ein algebraisch abgeschlos-
sener Körper der Charakteristik 0. Wir verwenden die folgenden Bezeichnun-
gen:
Definition. Fct(G) sei der Vektorraum der Abbildungen von G nach K.
Elemente von Fct(G) werden Funktionen auf G genannt.
ClFct(G) sei der Vektorraum derjenigen Funktionen auf G, die auf Kon-
jugationsklassen konstant sind. Elemente von ClFct(G) werden Klassen-
funktionen auf G genannt.
ChFct(G) sei der Vektorraum der Abbildungen, die jedem irreduziblen
Charakter von G ein Element von K zuordnen. Elemente von ChFct(G)
werden Charakterfunktionen von G genannt.
MChFct(G) sei der Vektorraum der Abbildungen, die jedem irreduziblen
Charakter χ von G einen K-Endomorphismus des Darstellungsraumes Vχ
zuordnen. Elemente von MChFct(G) werden matrixwertige Charakter-
funktionen von G genannt.
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χ
EndK(Vχ)
Abbildung 3.1: Veranschaulichung von MChFct(G).
Man sollte sich Elemente von MChFct(G) wie Schnitte in ein Vektor-
raumbündel vorstellen, siehe Abbildung 3.1. Wir haben nun die folgenden
Lemmata über verschiedene Versionen der Fouriertransformation:
Lemma 3.3. Die Abbildung SFT : ClFct(G)→ ChFct(G), gegeben durch
(SFT f)(χ) :=
∑
σ∈G
f(σ)χ(σ),
ist ein Vektorraumisomorphismus. Die Umkehrabbildung ist durch
(SFT−1 F )(σ) =
1
|G|
∑
χ vonG
F (χ)χ(σ−1)
gegeben.
Die nötige Rechnung haben wir im Wesentlichen bereits im Beweis zu
Satz 2.12 nachvollzogen. Allerdings soll hier nicht mehr K = C vorausgesetzt
werden und die Bezeichnungen haben sich geändert. Daher hier ein Beweis:
Beweis. Der Vektorraum ClFct(G) ist mit der Bilinearform 〈 , 〉 versehen,
wobei
〈ϕ,ψ〉 :=
1
|G|
∑
σ∈G
ϕ(σ)ψ(σ−1).
Nach Lang, [10], ch. XVIII, th. 5.1 bilden die irreduziblen Charaktere eine
Orthonormalbasis von ClFct(G) bezüglich dieser Bilinearform. Insbesondere
haben die beiden Vektorräume ClFct(G) und ChFct(G) die gleiche endliche
Dimension. Es reicht daher, zum Beispiel SFT ◦SFT−1 = 1 nachzurechnen.
Tatsächlich gilt für F ∈ ChFct(G) und jeden irreduziblen Charakter χ von
G:
(SFTSFT−1 F )(χ) =
∑
σ∈G
(SFT−1 F )(σ)χ(σ)
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=
∑
σ∈G
1
|G|
∑
ψ vonG
F (ψ)ψ(σ−1)χ(σ)
=
∑
ψ vonG
F (ψ)
1
|G|
∑
σ∈G
ψ(σ−1)χ(σ).
Da
1
|G|
∑
σ∈G
ψ(σ−1)χ(σ) = 〈χ, ψ〉 =
{
1 ψ = χ,
0 ψ 6= χ
ist also wie gewünscht (SFTSFT−1 F )(χ) = F (χ).
Lemma 3.4. Die Abbildung MFT : Fct(G)→ MChFct(G), gegeben durch
(MFT f)(χ) :=
∑
σ∈G
f(σ)ρχ(σ),
ist ein Vektorraumisomorphismus. Die Umkehrabbildung ist durch
(MFT−1 F )(σ) =
1
|G|
∑
χ vonG
χ(1) tr
(
ρχ(σ
−1)F (χ)
)
gegeben.
Beweis. Diese Aussage steht i.W. bei Fulton/Harris, [5], allerdings nur als
Übung (ex. 3.32) und nur für K = C. Daher hier der Nachweis: Die Vek-
torräume Fct(G) und MChFct(G) haben die gleiche endliche Dimension.
(|G| =
∑
χ χ(1)
2, siehe Lang, [10], ch. XVIII, Formel vor pr. 4.2.) Also reicht
es, zum Beispiel MFT−1 ◦MFT = 1 nachzurechnen. Tatsächlich gilt für alle
f ∈ Fct(G) und σ ∈ G
(MFT−1 MFT f)(σ) =
1
|G|
∑
χvonG
χ(1) tr
(
ρχ(σ
−1)(MFT f)(χ)
)
=
1
|G|
∑
χvonG
χ(1) tr
(
ρχ(σ
−1)
∑
τ
f(τ)ρχ(τ)
)
=
1
|G|
∑
τ∈G
f(τ)
∑
χ vonG
χ(1) tr
(
ρχ(σ
−1τ)
)
=
1
|G|
∑
τ∈G
f(τ)
∑
χ vonG
χ(1)χ(σ−1τ)
= f(σ).
Der Übergang zur letzten Zeile ist dabei aus den folgenden Gründen möglich:
Nach Lang, [10], ch. XVIII, pr. 4.3 und der vorausgehenden Formel ist
∑
χvonG
χ(1)χ(σ) =
{
|G| σ = 1,
0 σ 6= 1.
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Also folgt ∑
χ vonG
χ(1)χ(σ−1τ) =
{
|G| σ = τ,
0 σ 6= τ
und in unserer Rechnung bleibt nur der Summand mit τ = σ übrig.
MFT ist auch ein Isomorphismus von K-Algebren, wenn man Fct(G) mit
dem Faltungsprodukt versieht.
Der folgende Satz beschreibt, wie die beiden Versionen SFT und MFT der
Fouriertransformation zusammenhängen. Die kanonische Einbettung K →
EndK(V ), die Skalare mit der zugehörigen Diagonalmatrix identifiziert, wird
zur Vereinfachung der Notation ohne besondere Bezeichnung implizit verwen-
det.
Satz 3.5. Sei I : ChFct(G)→ MChFct(G) die durch
(If)(χ) :=
1
χ(1)
f(χ)
gegebene Einbettung. Dann ist das Diagramm
Fct(G)
MFT
−−−−→ MChFct(G)x xI
ClFct(G)
SFT
−−−−→ ChFct(G)
kommutativ.
Beweis. Sei f ∈ ClFct(G). Dann gilt einerseits
(SFT f)(χ) =
∑
σ∈G
f(σ) tr ρχ(σ) = tr
(∑
σ∈G
f(σ)ρχ(σ)
)
,
andererseits
(MFT f)(χ) =
∑
σ∈G
f(σ)ρχ(σ).
(MFT f)(χ) ist für f ∈ ClFct(G) sogar ein G-Endomorphismus, denn für
τ ∈ G gilt
ρχ(τ) · (MFT f)(χ) · ρχ(τ
−1) = ρχ(τ)
(∑
σ∈G
f(σ)ρχ(σ)
)
ρχ(τ
−1)
=
∑
σ∈G
f(σ)ρχ(τστ
−1)
=
∑
σ∈G
f(τ−1στ)ρχ(σ)
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=
∑
σ∈G
f(σ)ρχ(σ)
= (MFT f)(χ).
Nach Schurs Lemma ist daher (MFT f)(χ) ein Skalar. Die Abbildung z 7→
χ(1)−1z ist der einzige Schnitt von tr, in dessen Bild nur Skalare liegen.
Vermutung 3.6. Für proendliche Gruppen G induziert MFT in Analogie
zu Satz 2.12 einen Isomorphismus
Dist(G,K)→ MChFct(G),
wobei ein Element von MChFct(G) jedem Charakter von G, der über ein Gi
faktorisiert, einen G-Endomorphismus des zugehörenden Darstellungsraumes
zuordnet.
3.4 Maße auf proendlichen Räumen
Sei X ein proendlicher topologischer Raum und R ein kommutativer Ring.
In Satz 2.5 haben wir einen kanonischen Isomorphismus zwischen den R-
Moduln Dist(X,R) und HomR(S(X,R), R) =: S(X,R)′ konstruiert. Ge-
geben ist dieser Isomorphismus durch das Integral
∫
X f(y)µ(dy) für µ ∈
Dist(X,R) und f ∈ S(X,R).
Sei nun R = O der Bewertungsring eines vollständig nichtarchimedisch
bewerteten Körpers. Wir setzten in diesem Fall Meas(X,O) := Dist(X,O)
und nennen die Elemente von Meas(X,O) Maße auf X mit Werten in O.
Satz 3.7. Für jedes Maß µ ∈ Meas(X,O) ist das zugehörige Funktional
f 7→
∫
f(y)µ(dy) stetig auf C(X,O) fortsetzbar. Wir erhalten also einen
Isomorphismus zwischen Meas(X,O) und dem Raum C(X,O)′ der stetigen
Funktionale auf C(X,O).
Ähnliche Versionen dieses Satzes findet man bei Hida ([6], § 4.3, pr. 2)
und bei Mazur/Swinnerton-Dyer ([11], § 7.1, pr.).
Beweis. Sei µ ∈ Meas(X,O) ein Maß und Φ : S(X,O) → O das zugehö-
rige Funktional. Wir versehen C(X,O) mit der Supremumsnorm ‖f‖∞ :=
sup{f(y) : y ∈ X}. Damit wird C(X,O) ein O-Banachmodul.
Für y ∈ Xi und i beliebig ist |µ(y)| ≤ 1. Für f ∈ S(X,O) ist da-
her |Φ(f)| ≤ ‖f‖∞, das heißt der Operator Φ ist beschränkt (durch 1),
also stetig. Φ lässt sich daher eindeutig zu einem stetigen Funktional auf
C(X,O) = S(X,O) fortsetzen.
Lemma 3.8. Seien X und Y proendliche topologische Räume, ϕ : X → Y
stetig und µ ∈ Meas(X,O) ein Maß auf X. Für f ∈ C(Y,O) sei ϕ∗f :=
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f ◦ ϕ ∈ C(X,O). Dann gibt es ein genau ein Maß ϕ∗µ ∈ Meas(Y,O) auf Y
mit der Eigenschaft∫
X
(ϕ∗f)(x)µ(dx) =
∫
Y
f(y)(ϕ∗µ)(dy)
für alle f ∈ C(Y,R).
Tatsächlich könnte man ϕ∗µ explizit angeben, wir haben jedoch keine
Verwendung für eine solche Formel.
Beweis. Die linke Seite der Gleichung definiert ein stetiges Funktional auf
C(Y,O). Da C(X,O)′ ∼= Meas(X,O) wird dieses durch genau ein Maß ϕ∗µ
dargestellt.
3.5 Eine Konstruktion p-adischer L-Funktionen zu
Maßen auf GL2(Zp)
Diese Konstruktion folgt der bei Lang, [9], ch. 4, § 3, vorgestellten. Rufen wir
uns zunächst den klassischen Fall in Erinnerung: Die Bernoullidistributionen
Ek sind Distributionen auf Zp mit Werten in Q. Wählt man c ∈ Z∗p und
definiert Ek,c(da) := Ek(da) − ckEk(c−1da), so haben die Distributionen
Ek,c Werte in Zp, sind also Maße. Die Maße Ek,c hängen über Ek,c(da) =
ak−1E1,c(c
−1da) zusammen.
Der analoge Sachverhalt für die Standarddistributionen L{p},k auf GL2(Zp)
wäre der folgende: Sei c ∈ Z∗p. Wir fassen c als Element von GL2(Zp) auf, so
dass det c = c2. Sei L{p},k,c die durch
L{p},k,c(dσ) := L{p},k(dσ)− (det c)
kL{p},k(c
−1dσ)
gegebene Distribution auf GL2(Zp) mit Werten in Qp.
Vermutung 3.9. Die so definierten Distributionen L{p},k,c haben Werte
in Zp für alle k, sind also Maße. Diese Maße hängen über L{p},k,c(dσ) =
(det σ)k−1L{p},1,c(dσ) zusammen.
Wir betrachten nun allgemein Distributionen mit diesen Eigenschaften.
Sei (Fk)k∈N eine Folge von Klassendistributionen auf GL2(Zp) mit Werten
in Qp. Für c ∈ Z∗p und k ∈ N setze
Fk,c(dσ) := Fk(dσ)− (det c)
kFk(c
−1dσ).
Die Distributionen Fk sollen nun die folgenden Axiome erfüllen:
A1. Für alle c ∈ Z∗p und k ∈ N hat Fk,c Werte in Zp, ist also ein Maß.
A2. Fk,c(dσ) = (det σ)
k−1F1,c(dσ) für alle c ∈ Z∗p und k ∈ N.
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Diese Axiome erlauben es, eine p-adische L-Funktion zu konstruieren, siehe
Satz 3.11. Zunächst ist dazu jedoch etwas Vorarbeit nötig.
Für a ∈ Z∗p schreiben wir
a = 〈a〉 · ω(a)
mit einer (p − 1)-ten Einheitswurzel ω(a). Damit ist ω der Teichmüllercha-
rakter und 〈a〉 ∈ 1 + pZp. Für σ ∈ GL2(Zp) sei ω˜(σ) := ω(detσ). Damit ist
ω˜ ein eindimensionaler Charakter auf GL2(Zp).
Definition. Eine Funktion f : Zp → Cp heißt p-adisch analytisch auf Zp,
falls sie um 0 in eine auf ganz Zp konvergente Potenzreihe mit Koeffizienten
in Cp entwickelt werden kann. Eine Funktion g : B → Zp heißt p-adisch
meromorph auf Zp, falls es p-adisch analytische Funktionen p und q gibt
mit q 6= 0, B = Zp \ q−1({0}) und g = p/q auf B.
Lemma 3.10. Sei O der Bewertungsring von Cp und µ ∈ Meas(GL2(Zp),O)
ein Maß. Dann ist ∫
GL2(Zp)
〈detσ〉sµ(dσ)
als Funktion von s p-adisch analytisch auf Zp.
Beweis. Nach Lemma 3.8 ist∫
GL2(Zp)
〈det σ〉sµ(dσ) =
∫
Z∗p
〈a〉s(det∗ µ)(da)
für ein Maß det∗ µ ∈ Meas(Z∗p,O). Die rechte Seite dieser Gleichung ist p-
adisch analytisch nach Lang, [9], ch. 4, le. nach th. 3.1.
Wir wählen nun feste Einbettungen Q¯→ C und Q¯→ Q¯p ⊆ Cp. Damit
können wir Charaktere sowohl komplex als auch p-adisch auffassen.
Satz 3.11. Seien Fk ∈ Dist(GL2(Zp),Qp) Distributionen, die die Axiome
A1 und A2 erfüllen. Zu jedem irreduziblen Charakter χ jedes endlichen Quo-
tienten von GL2(Zp) gibt es dann genau eine p-adisch meromorphe Funktion
Lp(χ, s) auf Zp, mit der
Lp(χ, 1 − k) =
∫
GL2(Zp)
(χω˜−k)(σ)Fk(dσ) (3.1)
für alle k ∈ N gilt.
Für den angestrebten Fall Fk = L{p},k gilt dabei nach (2.2)∫
GL2(Zp)
(χω˜−k)(σ)Fk(dσ) = L{p}(K|Q, χω˜
−k, 1− k).
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Falls Vermutung 3.9 zutrifft, erhalten wir also mit Satz 3.11 eine Interpola-
tion spezieller Werte Artin’scher L-Reihen,
Lp(1− k, χ) = L{p}(K|Q, χω˜
−k, 1− k).
Im Lichte der Warnung in § 2.5 (siehe Seite 30) sollte man dabei beach-
ten, dass mit χ stets auch χω˜−k irreduzibel ist, da ω˜ ein eindimensionaler
Charakter ist.
Beweis. Gleichung (3.1) legt die Werte von Lp(χ, 1− k) auf {1− k : k ∈ N}
fest. Da diese Menge dicht in Zp liegt, ist die postulierte Funktion eindeutig
bestimmt. Ihre Existenz wird durch die folgende Konstruktion sichergestellt:
Sei c ∈ Z∗p so, dass 〈det c〉 keine Einheitswurzel ist. Sei f die durch
f(s) :=
∫
GL2(Zp)
〈det σ〉1−sχ(σ) det(σ)−1F1,c(dσ)
auf Zp erklärte Funktion. Wir zeigen, dass die durch
Lp(χ, s) :=
(
1−
χ(c)〈det c〉1−s
χ(1)
)−1
f(s) (3.2)
gegebene Funktion das Verlangte leistet. (Da wir die Eindeutigkeit bereits
eingesehen haben, ist diese Funktion dann insbesondere unabhängig von c.)
Es ist
f(s) =
∫
GL2(Zp)
〈detσ〉1−sµ(dσ)
für das Maß µ(dσ) := χ(σ) det(σ)−1F1,c(dσ) auf GL2(Zp). Nach Lemma 3.10
ist f also p-adisch analytisch auf Zp. Der Nenner 1−χ(c)〈det c〉1−s/χ(1) ist
ebenfalls p-adisch analytisch auf Zp und nicht die Nullfunktion. Damit ist
die durch (3.2) gegebene Funktion p-adisch meromorph. Es bleibt also zu
zeigen, dass sie tatsächlich (3.1) erfüllt. Direktes Nachrechnen ergibt
f(1− k) =
∫
〈detσ〉kχ(σ)(det σ)−1F1,c(dσ)
=
∫
〈detσ〉k−1χ(σ)ω˜(σ)−1F1,c(dσ)
=
∫
(detσ)k−1(χω˜−k)(σ)F1,c(dσ)
=
∫
(χω˜−k)(σ)Fk,c(dσ)
=
(
1−
(χω˜−k)(c)(det c)k
χ(1)
)∫
(χω˜−k)(σ)Fk(dσ)
=
(
1−
χ(c)〈det c〉k
χ(1)
)∫
(χω˜−k)(σ)Fk(dσ).
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Der Übergang zur zweitletzten Zeile wird dabei durch Lemma 3.13 gerecht-
fertigt, das wir auf den Charakter χω˜−k (statt χ) anwenden.
Die Darstellung ρ faktorisiert nach Voraussetzung über eine endliche
Gruppe GL2(Z/pnZ). Das Element c liegt im Zentrum von GL2(Zp), al-
so liegt sein Bild im Zentrum von GL2(Z/pnZ). Nach Schurs Lemma ist also
ρ(c) eine skalare Matrix αmit einer Einheitswurzel α. Es gilt χ(c) = tr ρ(c) =
χ(1)α, also ist α = χ(c)/χ(1). Nach Wahl von c ist aber 〈det c〉 keine Ein-
heitszurzel. Also ist auch 〈det c〉k keine Einheitswurzel für k ∈ N. Insgesamt
folgt χ(c)〈det c〉k/χ(1) 6= 1 für alle k ∈ N. Daher verschwindet der Faktor
1 − χ(c)〈det c〉k/χ(1) für kein k ∈ N. Man kann ihn also herausdividieren
und erhält (3.1).
Zum Beweis von Lemma 3.13 muss man matrixwertige lokal konstante
Funktionen integrieren. Diese Integrale sind komponentenweise erklärt. Sie
erfüllen die folgende Rechenregel:
Lemma 3.12. Sei X ein proendlicher topologischer Raum, R ein kommuta-
tiver Ring, A ∈Mn(R) eine konstante Matrix, B ∈ S(X,Mn(R)) eine lokal
konstante, matrixwertige Funktion und µ ∈ Dist(X,R) eine Distribution.
Dann gilt ∫
AB(σ)µ(dσ) = A
∫
B(σ)µ(dσ).
Beweis. Tiefgestellte Indizes ij bezeichnen die (i, j)-te Komponente einer
Matrix. Dann kann man komponentenweise nachrechnen(∫
AB(σ)µ(dσ)
)
ij
=
∫ (
AB(σ)
)
ij
µ(dσ)
=
∫ (∑
k
AikB(σ)kj
)
µ(dσ)
=
∑
k
Aik
∫
B(σ)kjµ(dσ)
=
∑
k
Aik
(∫
B(σ)µ(dσ)
)
kj
=
(
A
∫
B(σ)µ(dσ)
)
ij
,
so dass die beiden Seiten der behaupteten Gleichung übereinstimmen.
Lemma 3.13. Für jeden irreduziblen Charakter χ jedes endlichen Quotien-
ten von GL2(Zp) gilt∫
χ(σ)Fk,c(dσ) =
(
1−
χ(c)(det c)k
χ(1)
)∫
χ(σ)Fk(dσ).
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Vergleiche für den klassischen Fall Lang, [9], ch. 2, th. 2.4.
Beweis. Sei ρ die zu χ gehörende Darstellung. Es gilt:∫
ρ(σ)Fk,c(dσ) =
∫
ρ(σ)Fk(dσ) − (det c)
k
∫
ρ(σ)Fk(c
−1dσ)
=
∫
ρ(σ)Fk(dσ) − (det c)
k
∫
ρ(cσ)Fk(dσ)
=
∫
ρ(σ)Fk(dσ) − (det c)
kρ(c)
∫
ρ(σ)Fk(dσ).
Dabei ist der Übergang zur letzten Zeile der Schritt, der den Übergang von
Charakteren zu Darstellungen notwendig macht: Beim Betrachten nichta-
belscher Charaktere könnte man c nicht aus dem Integral herausziehen. Für
Darstellungen ermöglicht jedoch Lemma 3.12 diesen Schritt. Wir haben also∫
ρ(σ)Fk,c(dσ) =
(
1− (det c)kρ(c)
) ∫
ρ(σ)Fk(dσ). (3.3)
Wir betrachten nun die einzelnen Terme von (3.3). Die Darstellung ρ fakto-
risiert über einen endlichen Quotienten G von GL2(Zp). Es ist also∫
ρ(σ)Fk(dσ) =
∑
σ∈G
ρ(σ)Fk(σ) = (MFTFk|G)(χ).
Fk ist eine Klassendistribution, also folgt aus Satz 3.5, dass
(MFTFk|G)(χ) = (I SFTFk|G)(χ)
=
1
χ(1)
∑
σ∈G
χ(σ)Fk(σ)
=
1
χ(1)
∫
χ(σ)Fk(dσ).
Dabei sind Skalare wieder kanonisch mit der entsprechenden Diagonalmatrix
identifiziert. Insgesamt haben wir also gesehen, dass∫
ρ(σ)Fk(dσ) =
1
χ(1)
∫
χ(σ)Fk(dσ).
Insbesondere ist also der letzte Term
∫
ρ(σ)Fk(dσ) von (3.3) eine skalare
Matrix. Da c in Z∗p, also im Zentrum von GL2(Zp) liegt, ist auch Fk,c eine
Klassendistribution. Mit der gleichen Argumentation wie eben folgt∫
ρ(σ)Fk,c(dσ) =
1
χ(1)
∫
χ(σ)Fk,c(dσ).
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Damit ist also auch der erste Term
∫
ρ(σ)Fk,c(dσ) von (3.3) eine skalare
Matrix. Folglich muss auch der verbliebene Term 1−(det c)kρ(c) eine skalare
Matrix sein, also
1− (det c)kρ(c) = 1−
(det c)kχ(c)
χ(1)
.
Die Gleichung (3.3) wird damit zu
1
χ(1)
∫
χ(σ)Fk,c(dσ) =
(
1−
(det c)kχ(c)
χ(1)
)
·
1
χ(1)
∫
χ(σ)Fk(dσ).
Durchmultiplizieren dieser Gleichung mit χ(1) liefert das Lemma.
3.6 Mehrdimensionale abelsche Fouriertransforma-
tion
Die Motivation für die Untersuchungen dieses Paragraphen ist die folgende:
Das natürliche Objekt der Untersuchung im abelschen Fall sind die Distri-
butionen L{p},k auf G(Q(µp∞)|Q) = Z
∗
p. Jedoch ist es oft handlicher, diese
Distribution auf Zp fortgesetzt zu betrachten: Entweder setzt man einfach
durch 0 fort, oder man verwendet die Hurwitzdistributionen Hk bzw. die
Bernoullidistributionen Ek.
Warnung. Zp und Z∗p hängen auf zwei Arten zusammen: Erstens ist Zp
ein Faktor und Quotient von Z∗p und korrespondiert so zu einer Pro-p-
Teilerweiterung Q∞ von Q(µp∞)|Q. Zweitens ist Z∗p als Teilmenge in Zp ent-
halten. Dieser zweite Zusammenhang wird hier angesprochen. Insbesondere
sollte man die klassischen Bernoullidistributionen nicht als zu Q∞, sondern
als zu Q(µp∞) gehörend betrachten.
Man kann nun auch die Standarddistributionen L{p},k auf M2(Zp) :=
Z
(2,2)
p = Z4p fortsetzen, und sie eventuell so einfacher beschreiben. Wir entwi-
ckeln daher zunächst allgemein die mehrdimensionale abelsche Fourieranaly-
sis (in Dimension d, angestrebt ist der Fall d = 4). Klassische Vorlagen sind
für den eindimensionalen, p-adischen Fall Lang, [9], ch. 4, §§ 1 u. 2, sowie
für den mehrdimensionalen, archimedischen Fall Bauer, [2], §§ 22 u. 25.
Sei d ∈N und O der Bewertungsring von Cp. Sei m das maximale Ideal
von O.
Definition. Sei µ ∈ Meas(Zdp,O). Dann heißt die Funktion Φ : (1 + m)
d →
O, gegeben durch
Φ(t) :=
∫
Zdp
tyµ(dy), wobei ty :=
d∏
i=1
tyii ,
die charakteristische Funktion von µ.
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Satz 3.14. Für k ∈ Nd0 sei
ak(µ) :=
∫
Zdp
(
y
k
)
µ(dy), wobei
(
y
k
)
:=
d∏
i=1
(
yi
ki
)
.
Dann gilt
Φ(t) =
∑
k∈Nd0
ak(µ)(t− 1)
k, wobei (t− 1)k :=
n∏
i=1
(ti − 1)
ki .
Insbesondere ist Φ analytisch auf (1 + m)d.
Beweis. Setze xi := ti − 1. Dann gilt
Φ(t) =
∫
Zdp
d∏
i=1
tyii µ(dy)
=
∫
Zdp
d∏
i=1
(1 + xi)
yiµ(dy)
=
∫
Zdp
d∏
i=1
(
∞∑
k=0
(
yi
k
)
xki
)
µ(dy)
=
∫
Zdp
∑
k∈Nd0
d∏
i=1
(
yi
ki
)
xkµ(dy)
=
∑
k∈Nd0
ak(µ)x
k
und damit die Behauptung.
Wendet man Satz 3.14 für t = 1 := (1, . . . , 1) an, so ergibt sich∫
Zdp
µ(dy) = Φ(1). (3.4)
Satz 3.15. Sei t0 ∈ (1 + m)
d. Die charakteristische Funktion von µ˜(dy) :=
ty0µ(dy) ist dann
Φ˜(t) = Φ(t0 · t),
wobei t0 · t durch (t0 · t)i = t0,iti gegeben sei.
Beweis. Für t ∈ (1 + m)d gilt
Φ˜(t) =
∫
Zdp
tyµ˜(dy)
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=
∫
Zdp
tyty0µ(dy)
=
∫
Zdp
(t0 · t)
yµ(dy)
= Φ(t0 · t).
Sei f eine Funktion auf Zdp, die über (Z/p
nZ)d faktorisiert. Für ζ ∈ µdpn
sei
fˆ(ζ) :=
1
pnd
∑
y∈(Z/pnZ)d
f(y)ζ−y.
Dann gilt
f(y) =
∑
ζ∈µd
pn
fˆ(ζ)ζy, (3.5)
denn
pnd
∑
ζ∈µd
pn
fˆ(ζ)ζy =
∑
ζ∈µd
pn

 ∑
y˜∈(Z/pnZ)d
f(y˜)ζ−y˜

 ζy
=
∑
y˜∈(Z/pnZ)d
f(y˜)
∑
ζ∈µd
pn
ζy−y˜
= pndf(y).
Satz 3.16. Die charakteristische Funktion von µ˜(dy) := f(y)µ(dy) ist
Φ˜(t) =
∑
ζ∈µd
pn
fˆ(ζ)Φ(ζ · t).
Beweis. Für t ∈ (1 + m)d gilt
Φ˜(t) =
∫
Zdp
tyf(y)µ(dy)
=
∫
Zdp
ty

 ∑
ζ∈µd
pn
fˆ(ζ)ζy

µ(dy)
=
∑
ζ∈µd
pn
fˆ(ζ)
∫
Zdp
(t · ζ)yµ(dy)
=
∑
ζ∈µd
pn
fˆ(ζ)Φ(ζ · t).
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Sei d = 4. Wir identifizieren Z4p mit M2(Zp) durch (y1, y2, y3, y4) 7→( y1 y2
y3 y4
)
. Sei ξ eine primitive p-te Einheitswurzel. Wir identifizieren M2(Fp)
mit µ4p durch
( α β
γ δ
)
7→ (ξα, ξβ, ξγ , ξδ). Ein Einheitswurzelvektor ζ ∈ µ4p \ {1}
heißt regulär bzw. singulär, falls die entsprechende Matrix diese Eigen-
schaft hat. Der Einheitswurzelvektor ζ = 1 = (1, 1, 1, 1) entspricht der Null-
matrix, soll aber weder als singulär noch als regulär gelten. Diese Klassifika-
tion ist unabhängig von der Wahl von ξ.
Das folgende Lemma stellen wir für den Beweis von Satz 3.18 bereit:
Lemma 3.17. Durchläuft (a, b) die Menge Fp×Fp, so nimmt a · b den Wert
0 genau (2p− 1)-mal an, jeden anderen Wert genau (p− 1)-mal.
Beweis. Klar.
Satz 3.18. Die charakteristische Funktion von µ˜(dσ) := 1GL2(Zp)(σ)µ(dσ)
ist dann
Φ˜(t) = (UΦ)(t) :=
(p+ 1)(p− 1)2
p3
Φ(t) +
1− p
p3
∑
ζ∈µ4p
ζ sing.
Φ(ζ · t) +
1
p3
∑
ζ∈µ4p
ζ reg.
Φ(ζ · t).
Beweis. Sei ζ ∈ µ4p mit ζ 6= 1. Zu ζ betrachten wir wie oben α, β, γ, δ ∈ Fp
mit ζ1 = ξα, ζ2 = ξβ, ζ3 = ξγ und ζ4 = ξδ für eine feste, primitive p-te
Einheitswurzel ξ. Sei Lζ : M2(Fp)→ Fp die durch
Lζ
(
a b
c d
)
:= αa+ βb+ γc+ δd
gegebene Linearform. Hiermit definieren wir
λ(ζ) := |{y ∈M2(Fp) : Lζ(y) = det y = 0}| .
Die Zahl λ hängt nun wie folgt von ζ ab:
λ(ζ) =
{
p(2p− 1) ζ singulär,
p2 ζ regulär.
(3.6)
Man sieht das durch die folgende Fallunterscheidung ein: ζ heißt vom Typ(
1 1
0 0
)
, falls α, β 6= 0 und γ = δ = 0. Analog sind weitere Typen für jede
(2× 2)-Matrix mit Koeffizienten aus {0, 1} definiert.
1. Fall: ζ ist vom Typ
(
1 0
0 0
)
, also singulär. In diesem Fall gilt λ(ζ) =∣∣{( a b
c d
)
: ad− bc = 0, a = 0
}∣∣. Man kann also d beliebig wählen (p Möglich-
keiten). Wegen der Bedingung bc = 0 gibt es nach Lemma 3.17 genau 2p− 1
Möglichkeiten für die Wahl von b und c. Insgesamt ist also λ(ζ) = p(2p− 1).
§ 3.6 Arithmetik nichtabelscher partieller Zetawerte 49
2. Fall: ζ ist vom Typ
(
1 0
0 1
)
, also regulär. In diesem Fall gilt λ(ζ) =∣∣{( a b
c d
)
: ad− bc = 0, αa+ δd = 0
}∣∣. Falls a = 0, so ist auch d, ad, bc = 0,
und wegen Lemma 3.17 ergeben sich genau 2p−1 Möglichkeiten für die Wahl
von b und c. Falls a 6= 0, so ist sind auch d, ad, bc 6= 0, und wegen des gleichen
Lemmas ergeben sich für jede der p− 1 möglichen Werte von a wieder p− 1
Möglichkeiten für b und c. Insgesamt ist also λ(ζ) = 2p− 1 + (p− 1)2 = p2.
3. Fall: ζ ist vom Typ
(
1 1
0 0
)
, also singulär. In diesem Fall gilt λ(ζ) =∣∣{( a b
c d
)
: ad− bc = 0, αa+ βb = 0
}∣∣. Falls a = 0, so ist auch b = 0 und c
und d können frei gewählt werden, so dass es p2 Möglichkeiten gibt. Falls
a 6= 0, so ist auch b 6= 0 eindeutig durch a bestimmt, und man kann
einen der Werte c und d frei wählen, während der andere durch die De-
terminantenbedingung bestimmt ist, so dass sich für jede der p − 1 mög-
lichen Wahlen von a weitere p Möglichkeiten ergeben. Insgesamt ist also
λ(ζ) = p2 + (p− 1)p = p(2p− 1).
4. Fall: ζ ist vom Typ
(
1 1
1 0
)
, also regulär. In diesem Fall gilt λ(ζ) =∣∣{( a b
c d
)
: ad− bc = 0, αa+ βb+ γc = 0
}∣∣. Durch Auflösen der zweiten Glei-
chung nach c erhalten wir c = −αγ a −
β
γ b. Einsetzen in die erste Gleichung
liefert ad+ αγ ab+
β
γ b
2 = 0, bzw. äquivalent a
(
d+ αγ b
)
= −βγ b
2. Nach Lemma
3.17 gibt es für b = 0 also genau 2p − 1 Möglichkeiten zur Wahl von a und
d. Für jede der p− 1 möglichen Wahlen von b 6= 0 gibt es nach dem gleichen
Lemma p−1 gültige Wahlen für a und d. Der Wert von c ist jeweils eindeutig
bestimmt, so dass sich insgesamt λ(ζ) = 2p− 1 + (p− 1)2 = p2 ergibt.
5. Fall: ζ ist vom Typ
(
1 1
1 1
)
. In diesem Fall kann ζ sowohl regulär als
auch singulär sein. Wir betrachten eine weitere Symmetrie: GL2(Fp) ope-
riert linear auf M2(Fp) durch Linksmultiplikation, und diese Operation lässt
GL2(Fp) ⊆ M2(Fp) invariant. Ist ζ˜ der Vektor von Einheitswurzeln mit
Lζ˜ = Lζ ◦
(
x y
z u
)
für
(
x y
z u
)
∈ GL2(Fp), so gilt daher λ(ζ) = λ(ζ˜). Es gilt
Lζ˜
(
a b
c c
)
= Lζ
(
x y
z u
)(
a b
c c
)
= Lζ
(
xa+ yc xb+ yd
za+ uc zb+ ud
)
= (αx+ γz)a+ (βx+ δz)b
+ (αy + γu)c+ (βy + δu)d,
so dass Lζ also zur Matrix (
αx+ γz βx+ δz
αy + γu βy + δu
)
gehört. Seien nun α, β, γ, δ 6= 0. Wir werden x, y, z und u so wählen, dass ζ˜
vom Typ
(
1 1
1 0
)
oder
(
1 1
0 0
)
ist: Wähle (y, u) ⊥ (β, δ), so dass βy + δu = 0.
Man kann dann x und z so wählen, dass αx + γz 6= 0 und βx+ δz 6= 0. Es
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ist dann
αy + γu = 0 genau dann, wenn (α, γ) ‖ (β, δ),
und wir haben den Fall auf den 3. und 4. Fall zurückgeführt.
Alle übrigen Typen von Einheitswurzelvektoren erhält man aus den be-
handelten durch Symmetrie. Damit ist (3.6) gezeigt.
Wir definieren
ν(ζ) := |{y ∈ GL2(Fp) : Lζ(y) = 0}| .
M2(Fp) zerlegt sich disjunkt in M2(Fp) = GL2(Fp)∪ {y ∈M2(Fp) : det y =
0} und Lζ hat in M2(Fp) genau p3 Nullstellen. (Dazu haben wir ζ 6= 1
vorausgesetzt.) Also folgt aus (3.6)
ν(ζ) = p3 − λ(ζ) =
{
p(p− 1)2 ζ singulär,
p2(p− 1) ζ regulär.
(3.7)
Sei nun f = 1GL2(Fp). Aus ν(ζ) kann man wie folgt fˆ(ζ) berechnen: Mit
y =
(
a b
c d
)
gilt
fˆ(ζ) =
1
p4
∑
y∈M2(Fp)
f(y)ζy
=
1
p4
∑
y∈GL2(Fp)
ζa1 ζ
b
2ζ
c
3ζ
d
3
=
1
p4
∑
y∈GL2(Fp)
ξαa+βb+γc+δd
=
1
p4
∑
y∈GL2(Fp)
ξLζ(y).
In der letzten Summe liefert jedes y mit Lζ(y) = 0 einen Summanden 1. F∗p
operiert auf GL2(Fp) durch Multiplikation. Jede Bahn eines y mit Lζ(y) 6= 0
liefert einen Summanden −1. Also gilt
fˆ(ζ) =
1
p4
(
ν(ζ)−
|GL2(Fp)| − ν(ζ)
p− 1
)
=
1
p4
(
ν(ζ)− p(p+ 1)(p− 1) +
ν(ζ)
p− 1
)
=
ν(ζ)− (p+ 1)(p− 1)2
p3(p− 1)
.
Aus (3.7) errechnet man dann
fˆ(ζ) =
{
1−p
p3 ζ singulär,
1
p3
ζ regulär.
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Für ζ = 1 sieht man direkt, dass
fˆ(1) =
1
p4
|GL2(Fp)| =
p(p+ 1)(p− 1)2
p4
=
(p+ 1)(p− 1)2
p3
.
Damit ergibt Satz 3.16 das gewünschte Ergebnis:
Φ˜(t) =
∑
ζ∈µ4p
fˆ(ζ)Φ(ζ · t)
= fˆ(1)Φ(t) +
∑
ζ sing.
fˆ(ζ)Φ(ζ · t) +
∑
ζ reg.
fˆ(ζ)Φ(ζ · t)
=
(p+ 1)(p− 1)2
p3
Φ(t) +
1− p
p3
∑
ζ sing.
Φ(ζ · t) +
1
p3
∑
ζ reg.
Φ(ζ · t).
Sei nun wieder d ∈N beliebig.
Definition. Sei k ∈ Nd0. Dann heißt
Mk(µ) :=
∫
Zdp
ykµ(dy)
das k-te Moment von µ. Wir definieren außerdem den Differentialoperator
Dk :=
d∏
i=1
(
ti
∂
∂ti
)ki
.
Satz 3.19. Sei k ∈ Nd0. Die charakteristische Funktion von y
kµ(dy) ist
dann DkΦ. Insbesondere ist
Mk(µ) = (DkΦ)(1).
Beweis. Man muss o. B. d.A. nur den Fall k = (1, 0, . . . , 0) betrachten, der
Rest folgt dann aus Symmetriegründen und mit Induktion. Wir möchten eine
p-adische Version der Leibnitzformel über Differenziation unter dem Integral
verwenden. Um den Gedankengang nicht zu unterbrechen, wird diese unten
als Satz 3.21 nachgereicht. Hier nur ihre Anwendung: Seien t2, . . . td ∈ 1 + m
fest. Sei f : (1 + m)× Zdp → O die durch
f(t1, y) := t
y = ty11
d∏
i=2
tyii
gegebene Funktion. Dann gilt für t1 ∈ 1 + m und y ∈ Zdp :
f(t1, y) = t
y1
1
d∏
i=2
tyii
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=
(
∞∑
k=0
(
y1
k
)
(t1 − 1)
k
)
d∏
i=2
tyii
=
∞∑
k=0
((
y1
k
) d∏
i=2
tyii
)
(t1 − 1)
k
=
∞∑
k=0
fk(y)(t1 − 1)
k
mit fk ∈ C(Zdp,O) gegeben durch fk(y) :=
(y1
k
)∏d
i=2 t
yi
i . Die Funktion f
wird also durch eine Potenzreihe aus C(Zdp,O)[[t1−1]] dargestellt. Damit ist
Satz 3.21 für ty anwendbar. Für t ∈ 1 + m gilt also
(DkΦ)(t) = t1
∂
∂t1
∫
Zdp
tyµ(dy)
=
∫
Zdp
t1
∂
∂t1
d∏
i=1
tyii µ(dy)
=
∫
Zdp
t1y1t
y1−1
1
d∏
i=2
tyii µ(dy)
=
∫
Zdp
tyy1µ(dy).
Die Leibnitzformel wurde dabei beim Übergang zur zweiten Zeile angewen-
det.
Beispiel 3.20. Im Folgenden eine Anwendung, um die Bedeutung dieser
Theorie zu illustrieren: Sei µ ein Maß auf M2(Zp), zum Beispiel ein durch 0
fortgesetztes Maß auf GL2(Zp). Dann gilt
(det y)µ(dy) = y1y4µ(dy)− y2y3µ(dy),
also ist die charakteristische Funktion von µ˜ := (det y)µ(dy) durch
Φ˜(t) = (D(1,0,0,1)Φ)(t)− (D(0,1,1,0)Φ)(t)
=
(
t1t4
∂2
∂t1∂t4
− t2t3
∂2
∂t2∂t3
)
Φ(t)
gegeben. Betrachtet man zum Beispiel µ = L{p},1,c und ist Vermutung 3.9
zutreffend, so kann man aus der charakteristischen Funktion von L{p},1,c
diejenigen sämtlicher L{p},k,c (k ∈ N) gewinnen.
Wir zeigen nun die im Beweis zu Satz 3.19 angekündigte Version der
Leibnitzformel über Differenziation unter dem Integral. Zur Vereinfachung
der Notation betrachten wir hier Funktionen auf m anstatt auf 1 + m.
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Sei O der Bewertungsring eines vollständig nichtarchimedisch bewerteten
Körpers, X ein proendlicher topologischer Raum und µ ∈ Meas(X,O) ein
Maß. Sei f ∈ C(X,O)[[t]] eine Potenzreihe mit Koeffizienten in C(X,O).
Der O-Modul C(X,O) wird ein Banachmodul, wenn man ihn mit der Su-
premumsnorm ‖ ‖∞ versieht. Die Potenzreihe f ist konvergent auf m, stellt
also eine Funktion f : m→ C(X,O) dar. Eine Funktion, die auf diese Weise
entsteht, nennen wir analytisch.
Satz 3.21. Sei f : m → C(X,O) eine analytische Funktion. Dann ist∫
X f(t, y)µ(dy) nach t differenzierbar und erfüllt
∂
∂t
∫
X
f(t, y)µ(dy) =
∫
X
∂
∂t
f(t, y)µ(dy). (3.8)
Beweis. Sei f durch die Potenzreihe f =
∑
tifi mit fi ∈ C(X,O) dargestellt.
Sei t0 ∈ m beliebig. Dann gilt:
∫
∂
∂t
f(t, y)
∣∣∣∣
t=t0
µ(dy) =
∫ ( ∞∑
i=1
iti−10 fi(y)
)
µ(dy).
Da das Integral linear und stetig auf C(X,O) ist, ist dies
· · · =
∞∑
i=1
iti−10
∫
fi(y)µ(dy) =
∂
∂t
∞∑
i=0
ti
∫
fi(y)µ(dy)
∣∣∣∣∣
t=t0
.
Wiederum wegen der Linearität und Stetigkeit des Integrals können wir wei-
terrechnen
· · · =
∂
∂t
∫ ( ∞∑
i=0
tifi(y)
)
µ(dy)
∣∣∣∣∣
t=t0
=
∂
∂t
∫
f(t, y)µ(dy)
∣∣∣∣
t=t0
.
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