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Abstract 
This paper describes the development of a context independent, small vocabulary, connectionist-statistical continuous 
Malayalam speech recognition system which combines the time normalization property of Hidden Markov Models 
(HMMs) with the superior discriminative ability of Artificial Neural Networks (ANNs). In this work, the HMM 
based phoneme models use the emission probabilities estimated from the posterior probabilities obtained through 
Multi Layer Perceptrons. We evaluated the performance of our proposed system on a small vocabulary, speaker 
independent continuous Malayalam speech corpus and our system has produced a promising result of 86.67 % word 
and 66.67% sentence recognition rates. This is the first reported result for a Malayalam speaker independent 
continuous speech recognizer based on an HMM/ANN hybrid framework. 
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1. Introduction 
The basic task of a continuous speech recognition system is to output the correct sentences 
corresponding to the spoken utterances. Recognition of continuous speech is a difficult complex activity 
and the complexity is attributed to the following properties of continuous speech. First, word boundaries 
are unclear in continuous speech. Second, co-articulatory effects are much stronger in continuous speech 
compared to isolated utterances [1]. The automatic speech recognition falls under the category of pattern 
classification problems and statistical methods are the popular paradigms in solving pattern classification 
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problems. The dominant technology for Automatic Speech Recognition is Hidden Markov Model 
(HMM).  HMM is a stochastic method which provides a rich and flexible mathematical framework for 
building recognition systems. The major advantages that support their application in the speech 
recognition area include their powerful learning and decoding methods for temporal sequences, good 
sequence handling capabilities and a rich mathematical framework with flexible topology. To take 
advantage of this representational power, algorithms must explicitly or implicitly make numerous 
assumptions about speech, although some of them are obviously unrealistic. For instance, it is often 
necessary to assume that the features extracted within a phonetic segment are uncorrelated with one 
another. This is a poor match to most kinds of speech segments and features. Also, HMMs make the 
assumption that adjacent feature vectors are statistically independent and identically distributed which is 
incorrect for human speech process.  HMM training algorithms are based on likelihood maximization, 
which assumes correctness of the models (which is known not to be true) and implies poor discrimination 
[2].  
It has been shown in [2, 3] that the neural networks can be used to augment speech recognizers whose 
underlying structure is essentially that of HMMs. Connectionist or Artificial Neural Network (ANN) 
methods provide one way to reduce system dependence on unrealistic assumptions about speech. ANNs 
have also proved useful in the classification of speech patterns, but require improvement in their ability to 
deal with the temporal and sequential nature of speech. Hybrid connectionist/stochastic models tend to 
take advantage of the complementary capabilities of connectionist networks (in particular their 
discriminative power) and of stochastic models (in particular their capacity of handling time sequences) 
in order to derive new models that are well suited for automatic speech processing tasks [4]. This is due to 
the fact that the neural network can compute good approximates of a posteriori probabilities of classes 
that can be further exploited by the HMM. It has been proved in [5] that a properly trained Multi Layer 
Perceptron (MLP) for pattern classification is asymptotically equivalent to an estimator of a posteriori 
class probabilities.   A hybrid HMM/ANN system is a HMM based model where state emission 
probabilities are derived from the posterior probabilities obtained through a MLP. 
In a classical HMM framework, observation probabilities are usually represented by mixtures of 
Gaussian. Artificial Neural Networks and Support Vector Machines, which discriminate better than 
Gaussian Mixtures, have been proposed as models of emission probabilities in a hybrid system [5, 6]. In 
this paper we report the results of experiments we carried out on our hybrid HMM/ANN system which 
combines MLPs (the ANN model used in this work) and HMMs for speech recognition of a small 
vocabulary, speaker independent Malayalam continuous speech database. 
The rest of the paper is organized as follows. In Section 2, we examine HMM, the most popular 
statistical model for speech recognition and the HMM/ANN hybrid model used in our work. The 
experiments conducted and the results are given in Section 3. The concluding remarks are slated in 
section 4. 
 
2. Methodology  
Statistical classifiers are based on the Bayesian theory in which posterior probabilities play a central 
role. The fact that neural networks can provide estimates of posterior probability implicitly establishes the 
link between neural networks and statistical classifiers. The direct comparison between them may not be 
possible since neural networks are non-linear model-free method while statistical methods are basically 
linear and model based [7].  
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2.1. HMMs for Speech Recognition  
A HMM is a probabilistic finite state automation which changes state every discrete time unit and 
generates an observation (i.e., a feature vector in speech recognition). An HMM is defined as a set of 
states, a state transition probability matrix and a set of emission probability distributions. The emission 
probability distribution estimates the probability with which a given observation has been generated 
(emitted). In ASR the most commonly used probability density function is the mixture of multivariate 
Gaussian functions [8]. A multivariate Gaussian with a mean vector P  and covariance matrix ¦  can be 
written as: 
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where n is the dimension of the observation vector to  at time t and the subscript j indicates that the 
Gaussian under consideration belongs to the thj  state of the HMM. The covariance may be either a full 
nu n matrix modeling the correlation between the elements, or can be a diagonal matrix where the 
dimensions of the feature vector are assumed to be independent.  These Gaussian mixtures are trained by 
likelihood maximization, which assumes correctness of the model and thus suffer from poor 
discrimination   [2].  
 In continuous speech, a sentence is modeled as a sequence of sub word units, usually phonemes, and 
each phoneme is represented by  a continuous density HMM (CDHMM)  with  transition probability 
{a ij } and emission (observation)  density { b j  to }. Once the topology of the HMM has been defined 
the Baum-Welch algorithm [8] provides a simple method for computing the transition and emission 
probabilities of an HMM using the forward and backward probability recursion. In the decoding stage, the 
Viterbi algorithm [8, 9] finds the sequence of words which has the highest probability given the acoustic 
events. 
2.2. Estimation of Emission Probabilities using MLP in HMM/ANN hybrid model 
 As in standard HMM, the hybrid HMM/ANN system also uses a Markov process to temporally 
model the input speech signal. It has been shown in [2] that the outputs of ANN used in classification 
mode can be interpreted as estimates of a posteriori probabilities of output classes conditioned on the 
input.  MLP estimates the posterior probability of phonemes given the acoustic features P(qt=i|xt), where 
qt denotes the phoneme index at frame  t, xt denotes the feature vector taken with a window of 
surrounding frames. In the hybrid model, the posterior probability is used to estimate the state emission 
probabilities of HMM by applying Baye’s rule. That is, by dividing the posterior estimates from the ANN 
outputs by estimates of class priors. 
 
2.3. Speech Corpus and Feature Extraction  
 Malayalam is a Dravidian language spoken mainly in the South West of India. Its orthography is 
largely phonemic having a written form that has direct correspondence to the spoken form. Our speech 
corpus consists of naturally and continuously read Malayalam sentences from both male and female 
speakers. The Windows sound recorder is used for recording the speech input. The entire corpus consists 
of 108 sentences with 540 words and a total of 3060 phonemes. The lexical knowledge is modeled using 
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the pronunciation dictionary and it supports multiple pronunciations of words. 25 context independent 
phonemes (including silence) extracted from the lexicon are used as the basic speech units.  
 The feature set used in our work is Mel Frequency Cepstral Coefficients (MFCC). The corpus is 
digitized at 8 kHz sampling rate with a precision of 16 bits. After pre-emphasis (factor .95) and 
application of a Hamming window, 12 MFCC features are extracted from each speech sample along with 
their delta and acceleration coefficients. These parameters are computed every 8 ms on an analysis 
window of 16 ms.  Features of some surrounding frames are also appended to provide the network with 
information about the dynamics of the speech signal.  
2.4. Recognizer Architecture 
A baseline CDHMM system described in [10] is used to generate segmented training data by Viterbi-
aligning the training reference transcription to the acoustic data. A composite HMM representing spoken 
sentences are constructed from simple HMM phoneme models that are joined in sequence according to 
word pronunciations stored in the lexicon. Each phoneme is represented as a 3 state left-to-right model. 
The Viterbi decoder is used to compute the most likely state sequence for the unknown input utterance. A 
finite state network [8] representing the valid sentence sequence is used as the language model to restrict 
the search space. 
 A three layered MLP is used to estimate the phoneme posterior probability. Neural network training 
is performed using the standard backpropagation algorithm [3] with cross entropy error criteria. The 
weights and biases of the network are initialized randomly. The MLP has input nodes corresponding to 
the number of acoustic features. The input layer is made up of features from one central frame plus some 
frames on the left and right of the central frame. Such a measure can be interpreted as context-
dependency on the frame level and can be a certain substitute for the missing context-dependency on the 
phoneme level. This also incorporates the dynamic nature of speech (i.e. the identity of a phoneme will 
often depend not only on the spectral features at one point in time, but it will also depend on how the 
features change over time).  The output layer consists of 25 neurons (with softmax non-linearity) 
representing the output phoneme classes. A number of hidden nodes are changed through the experiments 
for the best results. The posterior probabilities obtained are divided by the prior probabilities to produce 
the emission likelihoods for the HMM. 
 
2.5. Training MLP 
ASR comes under the category of pattern classification problem. We followed a one-against-all 
multiclass classification approach where the target data has a 1-of-C coding scheme.   There is one output 
unit for each phoneme class, and the activation of each output unit represents the corresponding posterior 
probability  )| xCp k where kC the kth class, and x is the input feature vector. The MLP is trained using 
on-line backpropagation algorithm. The cth output, yc, of an MLP with one hidden layer can be 
represented as  
¦ ¦
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where wji are the input-to-hidden weights, wcj are the hidden-to-output weights, xi denotes the ith input, NI 
and NH are the number of input and hidden nodes respectively, and fh and fo are the activation functions 
for the hidden and output layers respectively. The activation function used in the hidden layer is the 
sigmoid function which is of the form  
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As the output values are to be interpreted as posterior probabilities they must lie in the range (0, 1), and 
they must sum to unity. This is achieved by using a generalization of the logistic sigmoid activation 
function known as the normalized exponential, or softmax function which takes the form  
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where k c is the number of phoneme units in the output layer. The weights are adjusted in the direction of 
the error gradient with respect to the weight vector, as estimated from a single pattern. The error function 
used is cross-entropy for softmax networks,  
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which allow the network outputs to be interpreted as probabilities [3].  
The recognition performance of the system is obtained by computing the Word Error Rate (WER). 
WER is a common metric of performance of speech recognition systems. It is based on how much the 
word string returned by the recognizer differs from a correct or reference transcription [10]. Word error 
rate (WER) can be computed as: 
                      
N
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where S is the number of substitutions, D is the number of the deletions, I is the number of the insertions 
and N is the number of words in the reference.  The word recognition rate (WRR) is given by 1-WER. 
The sentence recognition rate (SRR) shows the total number of sentences correctly identified by the 
recognizer and is computed by dividing the number of sentences recognized correctly by the total number 
of utterances in the test set. 
3. Experiments conducted and Results  
Experiments to test the performance of the system are conducted on our speaker independent, 
continuously read speech corpus. The entire corpus is divided into three parts: one part for training, one 
for cross-validation (evaluation) and the remaining for testing. Being a speaker independent system, the 
three data sets are kept mutually exclusive i.e., the data used in the test set is not included in the training 
or evaluation set. We have followed the online training in which weights are adjusted after each input. 
The network is tested after each epoch on a separate cross-validation set. Evaluation is performed by 
using the estimated probabilities obtained from the MLP within the HMM framework. The network that 
maximizes the word level accuracy is selected as the final network. As the evaluation set has not been 
used for adjusting the weights of the network during training, it can be used to evaluate the network’s 
ability to model the general properties of the training data.  
 During training the parameters of the MLP are varied to find the best accuracy for the resulting system 
as shown in Table 1. When 12 MFCC feature vector from a single frame, i.e., size of context widow is set 
to 0, is given as input to the system the WER obtained is 20%. On incorporating context by adding the 
surrounding frames (context window=1) the WER reduced to 13.33%. Further enhancement of the 
context window size doesn’t give any reduction in the WER but there is an improvement of 6.41% in the 
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phoneme recognition rate. On repeating the experiments on 24 and 36 MFCCs, the same WER is obtained 
with 120 features 180 features respectively which increase the number of free parameters to be trained by 
the system. Fig. 1 summarizes these results.  
Experimental results show that our proposed system, with emission probabilities computed from MLP, 
can provide promising performance for a small vocabulary, speaker independent, task specific continuous 
Malayalam speech recognition system. It also indicates the significance of contextual information in 
ASR. 
The incorporation of ANN in an HMM based continuous speech recognition system provides 
advantages like context sensitivity, a natural structure for discriminative training, model accuracy etc., 
over the traditional mixtures of Gaussian used in standard HMMs for posterior estimation.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                     
 
 
 
 
 
 
 
 
Fig. 1. Input feature size vs. Number of MFCC coefficients for same recognition results 
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Table 1. Recognition rates at different number of parameters 
 
 
No. of frames  WER  WRR  SRR  Phoneme  
                                              (%)                      (%)                      (%)             recognition rate (%) 
 
7   46.67  53.33  33.33  49.41 
5   13.33  86.67  66.67  97.64 
3   13.33  86.67  66.67  91.76 
1   20.00  80.00  66.67  87.01 
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4. Conclusion 
While HMM is a dominant approach in most state-of- the-art speaker-independent, continuous speech 
recognition systems, ANNs are universally known as one of the most powerful non-linear methods for 
pattern recognition. Although ANNs have been shown to be quite powerful in static pattern classification, 
their formalism is not very well suited to addressing ASR. In fact in ASR there is a time dimension which 
is highly variable and difficult to handle directly in ANN. To overcome this problem, a hybrid approach 
was suggested in [2]. Hybrid HMM/ANN system is a competitive alternative to HMM, both in terms of 
performance and recognition accuracy. They also provide a way to reduce system    dependence on 
unrealistic assumptions about speech.  
The development of an HMM/ANN hybrid system for a speaker independent, small vocabulary 
continuous Malayalam Speech Recognition system has been described in this paper and our system has 
produced a promising result of 86.67 % word and 66.67% sentence recognition rates. 
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