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Abstract-we present two domain decomposition methods for 1-D fourth order elliptic equations, 
and show that, in both cases, the iterative procedure converges in one step only for any partition of 
the domain int,o nonintersecting subdomains. 
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1. INTRODUCTION 
In the last years, domain decomposition methods have been intensively studied for applications to 
second order elliptic problems (see, e.g., [1,2] and the references therein), while very little exists 
for fourth order problems. In [3], Henrichs presents a method for pseudo-spectral approximations 
of fourth order equations. The basic idea is to split the original problem into two subproblems, one 
in each subdomain, by splitting the interface conditions (continuity of the solution up to the third 
derivatives) between subdomains. Different splitting give rise to different domain decomposition 
procedures where, at each step, two boundary value problems have to be solved and a proper 
update of the interface values has to be done in order to have convergence. The splitting analyzed 
in [3] consists in separating derivatives of the same order. For this splitting, convergence is 
proven, provided that the interface values are updated through a relaxation parameter that can 
be evaluated. In [4], we proposed another splitting, analogous to the Dirichlet-Neumann for 
second order problems, for finite element approximations of 1-D fourth order problems. The 
interface conditions are split into Dirichlet conditions in one subdomain (value of the solution 
and its first derivative prescribed), and Neumann conditions in the adjacent subdomain (value 
of second and third derivative prescribed). The interface values are then updated through a 
relaxation parameter to be computed. This splitting, very successful for second order problems, 
did not prove effective for fourth order equations: convergence is achieved, but extremely slow. In 
this paper, we present an improvement of both methods: the Dirichlet-Neumann and the method 
proposed in [3]. More precisely, we prove that there exists a relaxation in parameter, easily and 
explicitly computable, such that convergence is obtained in one step only, for any initial guess, 
provided that we solve four initial problems instead of two. 
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2. THE CONTINUOUS PROBLEM AND ITS SPLITTING 
Let (-a, b) be a domain in lR (a, b > 0); for f E L2(-a, b), consider the following boundary 
value problem: 
i 
JV = f in (-a, b), 
u(-a) = u/(-a) = u(b) = u’(b) = 0. 
(2.1) 
Physically, u represents the vertical displacement of an elastic bar clamped at the boundary; (2.1) 
is called the Dirichlet problem for fourth order equations. Clearly, problem (2.1) has a unique 
solution and u E C3( -a, b). In order to introduce our domain decomposition method, let us divide 
the interval (-a, b) into two parts: Ri = (-u,O) and flz = (0, b). If u is the solution of (2.1), 
then ui = uln, and uz = 2~1~~ satisfy the following continuity conditions at the interface: 
w(0) = uz(O), u:(O) = u;(O), uY(O) = u;(o), u:“(O) = U?(O). 
These conditions can be split in different ways between the two subdomains, giving rise to different 
methods. We shall consider the following two split problems: 
Ul 
(W = f in (-u,O) 
zQ(-u) = z&(-u) = 0 
u1(0) = uz(0); u:(o) = u;(o) 
Ul 
(IV) = f in (-a, 0) 
211(-u) = Q-u) = 0 
Ul(O) = 40); u’i(0) = z&O) 
u2 
(IV) = f in (0, b) 
uz(b) = u;(b) = 0 
z&!(O) = u’i(0); 213’(O) = q(o) 
u2 
(IV) = f in (0, b) 
u2(b) = u;(b) = 0 
u;(o) = u’,(O); u;‘(o) = UT(O). 
(2.2) 
(2.3) 
We shall first introduce a method associated with problems (2.2) that we shall call Dirichlet- 
Neumann to emphasize the type of boundary conditions at the interface. Actually, DiricJet 
conditions are assumed for ui at the interface, while Neumann conditions are taken for 212, so 
that fli can be seen as a “Dirichlet-subdomain,” and Rz as a “Neumann-subdomain.” On the 
other hand, the role of the two subdomains can be interchanged and one can think of solving, 
instead of (2.2), a Dirichlet problem for uz, and a Neumann problem for ui 
3. THE METHOD 
The last consideration suggests the idea of introducing an iterative procedure involving, at 
each step, the solution of four problems (two of the type (2.2) and two more by interchanging 
the domains); the problem is then to update the boundary conditions at the interface in order to 
achieve convergence. We shall show in the following theorem that it is always possible to have 
convergence in one step by combining the interface values conveniently. 
THEOREM 3.1. For any pair ($~i,&) of real numbers, let ul, 2~2, ~1, w2 be the solutions of the 
following problems: 
Ul 
(IV) = f in (-u,O) 
ul(-u) = u’l(-a) = 0 
Ul(0) = $1; u:(O) = $2 
w2 
(IV) = f in (0, b) 
wa(b) = w;(b) = 0 
wz(O) = $1; d(O) = $2 
u2 
(IV) = f in (0, b) 
u2(b) = u;(b) = 0 
u;(o) = u;(o); $(O) = u?(O) 
Wl 
(IV) = f in (-u,O) 
w1(-u) = w;(-u) = 0 
w’:(O) = w;(o); w:“(O) = WY(O). 
(3.1) 
(3.2) 
Domain Decomposition Method 41 
Let u be the solution of the problem (2.1). Setting r = a/b, the interface values u(O), u’(0) are 
given by 
with 
u(()) = w-4~m + Wl(O)) + (1 _ el) $1 
1 +r4 7 
u’(()) = e2(~44(o) + 4(O)) + (I _ e2) $ 
1 +r4 27 
4 a4 + b4 
e1=e2=*=-. 




PROOF. In order to prove the result, it will be convenient to introduce the biharmonic analogue 
of (3.1) and (3.2). More precisely, let us introduce the functions u! := ulc -u/ink, WE := Wk-111, 
(k = 1,2). Clearly, these functions are biharmonic and verify the interface conditions 
h’ 
u?(O) = $1 - u(0) =: cpl, (uy)‘(o) =$9 - u’(0) =: 92, 
w;(o) = $1 - u(0) =: $71, (u&‘(O) = $2 - u’(0) =: 92. 
To prove (3.3) and (3.4) is then equivalent to prove that 
e1(r4ui(o) + w?(o)) + (1 _ eljcpl = 0 
1 + r4 
e2(rW)‘(0) + (w!)‘(O)) 
1 + r4 
+ (I - e2jcp2 = 0 
(3.6) 
(3.7) 
with 8i, 02 defined as in (3.5). Let us introduce the linear operators S, D defined by: 
s : It2 - lR2 : vp = ($71, cpz) - sq = (T&O), (Q’(0)) ) (3.3) 
D : lR2 --+ R2 : Vcp = (cpl, cp2) - Dv = (w:(O), (w:)‘(O)) . (3.9) 
Being in one dimension, the biharmonic functions uy, ui, WY, wi are polynomials of degree three 
that can be explicitly computed, so that we have 
A simple algebraic computation shows that the operators 5’ and D are then explicitly given by 
S=f -4b2 - 3ab 2ab2 + 2ba2 




4a2 + 3ab 2ba2 + 2ab2 
6a + 6b ) 3ab+4b2 ’ 
(3.11) 
Note that it is always possible to find a, 0 < o < 1, such that the linear operator T = aS+( 1 ---a) D 
is diagonal. An easy computation gives (Y = r4/(r4 + l), so that the operator T is given by 
(3.12) 
and (3.6),(3.7) can be rewritten as T*cp = 6JTp + (I - 0)(p = 0. 
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It remains, then, to check that there exist 01,& such that, for any cp E IK2 
-&(r + 1)4 
Tep = 1 +r4 
+1 0 
0 
-Bz(r + 1y 
1 + r4 
A simple calculation shows that Tep = 0 if & = e2 = (r4 + l)/(r + 1)4 and the proof is 
completed. I 
REMARK 3.1. The natural extension of the iterative Dirichlet-Neumann method for second order 
problems analyzed in [4] is quite immediate, and reads as follows. Let cpy, cp$ be given real 
numbers; for n 2 1 compute the solutions $,ut of (3.1) with +1 = cpy-‘, $9 = cp;-‘. Then set 
cp;” = eltqo) + (1 - el)ql; cp; = e2(q’(o) + (1 - e2)cp;-l. (3.13) 
Using the operator 5’ defined in (3.10), (3.13) become 
g = esg-1 + (1 - e)IvV 
In [4], this algorithm was first analyzed in detail, and it was shown that convergence is achieved 
but extremely slowly. The main difficulty is given by the presence of the nonsymmetric, nondi- 
agonal operator 5’. Note that, even in the case a = b, S is never diagonal. 
REMARK 3.2. In [4], a finite element approximation of (3.1)-(3.5) by means of Cl-piecewise 
cubic polynomials has been presented. We chose not to give it here for the sake of brevity. In 
fact, this would need to introduce the variational formulation of the differential problems involved 
and it would take too long. We just point out that the discrete analogue of Theorem 3.1 holds 
true and the exact values of the finite element solution are given as in (3.3)-(3.5). 
We consider now the splitting (2.3), and we define a domain decomposition method with a 
strategy similar to the previous one. This method also determines the exact solution in one step 
only, as proven in the following theorem. 
THEOREM 3.2. For any pair ($1, $2) of real numbers, let ul,u2, ‘~1,202 be the solutions of the 
following problems: 
Ul 
(IV) = f in (-a, 0) 
ul(-a) = ui(-a) = 0 
w(O) = $1; u:‘(O) = $2 
u2 (Iv) = f in (0, b) 
uz(b) = u;(b) = 0 
u;(o) = u;(o); UT(O) = u:“(O) 
(3.14) 
w2 (Iv) = f in (0 b) 
w2(b) = w;(b) = b 
w2(0) = $3; w;(o) = $2 
Wl 
(IV) = f in (-a, 0) 
wl(-a) = wi(-a) = 0 
w’,(O) = w;(o); w’,“(O) = w;‘(o). 
(3.15) 
Let u be the solution of problem (2.1). The interface values u(O), u”(0) are given by 
u(0) = W-2u2(0) +w(O)) + (1 _ eljvl 
1 + r2 7 
u,,(o) = e2(r2(u2)“(o) + (w)“(O)) 






= 4r(r2 + 1) = 4ab(a2 + b2) 
(1 + r)4 (a+b)4 ’ 
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PROOF. The proof mimics that of Theorem 3.1, and we just sketch it for the sake of brevity. 
It suffices to introduce the functions u:, u!, WY, WJ~, solutions of the biharmonic analogs of 
(3.14),(3.15) and to introduce the linear operators 3, b as 
s : R2 - lR2 : vcp = (cpl, $02) - sp = (T&O), (t&“(O)) ) 
b : R2 - R2 : vv = (cpl,cpZ) - B,cp = (?&O), (u$)“(O)) . 




REMARK 3.3. The method analyzed in [3] is based on the split (2.3) and reads as follows: let 
cpy, cpi be given, for 7~ 2 1 compute the solutions of (3.14) with $1 = (p:-‘, $9 = (pg-‘. Then set 
$9;” = elu;(o) + (1 - 64) cpy-l; cp; = e,(u;)“(O) + (1 - e2) cp;-‘, 
or, with compact notation, 
cpn = e&n-l + (1 - e) hp. 
As pointed out in [3], if a = b, the operator L?’ is diagonal and the method determines the exact 
solution in one step. In the case a # b, 3 is never diagonal and convergence is extremely slow. 
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