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En la actualidad, todavía hay profesionales del ámbito 
de la Biblioteconomía y Documentación que no cono-
cen su papel en el desarrollo de la Web Semántica, 
en especial en lo concerniente a las ontologías. Este 
trabajo pretende contribuir a aclarar este asunto de 
dos maneras: en primer lugar, identificando las prin-
cipales tendencias, temas y problemas tratados en la 
investigación sobre ontologías y, en segundo lugar, 
identificando las posibles contribuciones del área de 
la Biblioteconomía y Documentación al desarrollo de 
ontologías para la Web Semántica. Para ello, se 
presenta en primer lugar una revisión de literatura 
basada en búsquedas en bases de datos de cobertu-
ra internacional (LISA, SCI, SSCI, ACM Digital Library 
e IEEE Explore). A continuación, y a partir de dicha 
revisión, se presenta una discusión de las principales 
tendencias, temas y problemas identificados. Final-
mente, se presentan recomendaciones sobre posi-
bles contribuciones del área documental al desarrollo 
de ontologías para la Web Semántica. 
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Nowadays, many Library & Information Science (LIS) 
professionals still do not know their precise role in the 
development of the Semantic Web, especially those 
aspects concerning ontologies. This paper intends to 
contribute clarifying this issue in a twofold manner: 1) 
identifying main trends, issues and problems concern-
ing ontology research; and 2) identifying possible 
contributions from the LIS area to the development of 
ontologies for the semantic web. To do so, a thorough 
literature review based on searches in international 
databases (LISA, SCI, SSCI, ACM Digital Library and 
IEEE Explore) is carried out. Then, the paper pre-
sents a discussion of the main trends, issues and 
problems concerning ontology research. Recommen-
dations of possible LIS contributions to the develop-
ment of ontologies for the semantic web are finally 
presented. 
Keywords: Ontologies. Semantic Web. Library & 
Information Science. 
1.  Introduction 
Many years have passed since Berners-Lee 
envisioned the Web as it should be (1999), but 
still many information professionals do not know 
their precise role in its development, especially 
concerning ontologies –considered one of its 
main elements. Why? May it still be a lack of 
understanding between the different academic 
communities involved (namely, Computer 
Science, Linguistics and Library & Information 
Science), as reported by Soergel (1999)? The 
idea behind the Semantic Web is that of several 
technologies working together to get optimum 
information retrieval performance, which is ba-
sed on proper resource description in a machi-
ne-understandable way, by means of metadata 
and vocabularies (Greenberg, Sutton & Camp-
bell, 2003). This is obviously something that 
Library & Information Science professionals can 
do very well, but, are we doing enough? When 
computer scientists put on stage the ontology 
paradigm they were asking for semantically ri-
cher vocabularies that could support logical infe-
rences in artificial intelligence as a way to im-
prove information retrieval systems. Which di-
rection should vocabulary development take to 
contribute better to that common goal? The main 
objective of this paper is twofold: 1) to identify 
main trends, issues and problems concerning 
ontology research; and 2) to identify possible 
contributions from the Library & Information 
Science area to the development of ontologies 
for the semantic web. To do so, our paper has 
been structured in the following manner. First, 
the methodology followed in the paper is repor-
ted, which is based on a thorough literature re-
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view, where main contributions are analysed. 
Then, the paper presents a discussion of the 
main trends, issues and problems concerning 
ontology research identified in the literature re-
view. Recommendations of possible contribu-
tions from the Library & Information Science 
area to the development of ontologies for the 
semantic web are finally presented. 
2.  Methodology 
According to the objectives of the present work, 
five of the most representative databases were 
selected: Library & Information Science Abs-
tracts (LISA), Association for Computer Machi-
nery (ACM) Digital Library, Institute of Electrical 
and Electronics Engineers (IEEE) Xplore and 
ISI’s Science Citation Index Expanded (SCI) and 
Social Science Citation Index (SSCI). Taking the 
broader topic of our interest and the generic 
names of related disciplines as reference, four 
queries were executed in the before mentioned 
databases: “ontologies” AND “semantic web” 
(Q1), “ontologies” AND “computer science” (Q2), 
“ontologies” AND “library science” (Q3) and “on-
tologies” AND “linguistics” (Q4). Thesaurus or 
keyword searches (with truncation) were used 
where applicable, and no temporal limits were 
applied. The results of the corresponding que-
ries are summarized in the following table: 
 Q1 Q2 Q3 Q4 
LISA 38 3 1 1 
ACM 110 1 0 2 
IEEE 517 7 1 63 
SSCI 75 23 4 16 
SCI 1060 66 15 24 
Total recs 1800 100 21 106 
Table I. Results of database searches 
A total amount of 1800 records has been retrie-
ved (overlap between databases not discounted) 
with Q1. Results from the rest of queries seem 
far from being representative. However, they do 
show a closer relationship between ontologies 
and Linguistics than that between ontologies 
and LIS.  
Benefiting from the data analysis application of 
ISI’s databases, the following yearly distribution 
has been observed for records retrieved with Q1 
(Table II). As shown, the production of works 
dealing with ontologies and the semantic web 
has increased progressively during the last de-
cade, and especially on the last five years.  
 
Fifty-six ISI subject categories have been assig-
ned to records produced during that time, sho-
wing certain interdisciplinarity in the topic. The 
category distribution observed is presented in 
the table III. 
 
Table II. Yearly distribution for Q1 ISI results 
 
Table III. Category distribution for Q1 ISI results 
As shown, the topic has been led by Computer 
Science, basically from the theoretical and met-
hodological perspective. Artificial Intelligence is 
also well represented, along with Information 
Systems and Software Engineering. Library & 
Information Science can be found on the eighth 
position, while Linguistics (under “Applied Lin-
guistics” and “Language & Linguistics theory” 
categories) is out of the chart in final positions. A 
more detailed analysis of works under the LIS 
category (table IV) shows that most of them also 
fall under the category devoted to the Informa-
tion Systems perspective of Computer Science. 
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Table IV. Category distribution for LIS Q1 results 
Actually, author’s affiliation data have revealed 
that 74% of works under the LIS category has 
been produced by authors from the CS field who 
have published in LIS journals. 
3.  Setting the stage: the Semantic Web 
The purpose of this section is to provide a back-
ground on the Semantic Web (SW) and its requi-
rements concerning vocabularies. 
3.1.  The vision 
Although the idea was not completely new, 
having Paul Otlet (Rayward, 1994) and Vanne-
var Bush (1999) as its most renowned prede-
cessors, it was Berners-Lee, current director of 
the World Wide Web Consortium (W3C), who 
succeeded in materializing the web and its most 
ambitious dimension, the semantic web, in the 
late 1990s. He defined it as “an extension of the 
current [web], in which information is given well-
defined meaning, better enabling computers and 
people to work in cooperation” (Berners-Lee, 
2001). Such vision is basically supported on 
three pillars (see figure I): XML, RDF and onto-
logy-based agents. The purpose of these tech-
nical tools, whose development is being promo-
ted by the W3C, is then to provide web resour-
ces with machine-understandable semantic an-
notations (metadata) in order to develop sophis-
ticated services based on automatic information 
retrieval techniques. 
 
Figure I. The Semantic Web layer-cake 
The preceding layer-cake (also called the ‘Se-
mantic Web Stack’ by the W3C) can also be 
interpreted as different stages in the long way 
from proprietary, pre-XML documents to auto-
mated reasoning in the smart data continuum 
that will lead to the SW (Daconta, Obrst & Smith, 
2003, p. 3). 
3.2.  The interoperability issue 
Interoperability is the key issue for information 
retrieval in distributed information systems. It 
has been defined by IEEE as “the ability of two 
or more systems or components to exchange 
information and to use the information that has 
been exchanged” (IEEE, 1990). Making systems 
and information representations compatible im-
plies a lot of agreement in creating and using a 
wide range of standards that will ensure syntac-
tic and semantic interoperability. 
3.2.1.  Syntactic interoperability 
HTML is a standard that provides an easy way 
to code resources, as well as embedding meta-
data, which is the reason why it has been so 
popular in the web. However, HTML is mainly 
presentation-oriented, and only a limited number 
of tags with scarce semantics can be used. Con-
trarily, XML is content-oriented, providing means 
to meaningfully and virtually unlimitedly describe 
the content of resources apart from their format, 
which constitutes the base for interoperability. 
Among other factors, content portability is what 
has made XML so successful. As shown in figu-
re 1, XML is built upon the Unicode universal 
character set and Universal Resource Identifiers 
(URI), which makes coding and resources 
human interpretable and authorable as well as 
unambiguously identified. 
3.2.2.  Semantic interoperability 
While XML provides syntactic interoperability, 
ontologies (in its widest sense, including meta-
data and different vocabularies) are intended for 
providing semantic interoperability. As mentio-
ned before, both are essential elements to allow 
agents to make inferences from them and per-
form previously required tasks. RDF and RDF 
Schema are XML-based representational fra-
meworks that intend to provide interoperable 
descriptions for web resources, defining ontolo-
gies or metadata schemas. Recently, SPARQL 
has completed the layer-cake of the SW archi-
tecture providing a query language for RDF. 
3.3.  The vocabulary spectrum 
With the rise of the multidisciplinary approach to 
information organization, we have witnessed an 
increase in the diversity of types of vocabularies. 
The different vocabulary initiatives can be arran-
ged on a spectrum, ranging from informal 
vocabularies to formal vocabularies. 
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3.3.1.  Formal vocabularies 
Vocabularies that are designed, maintained, and 
implemented for a particular purpose can be 
considered formal vocabularies. In LIS, this kind 
of vocabularies has been called controlled voca-
bularies or indexing languages. The latter makes 
explicit the pre-dominant purpose of these for-
mal vocabularies: to index documents in infor-
mation systems. The ultimate purpose of which 
is to retrieve them. The recently updated AN-
SI/NISO Z39.19-2005 (2005, p. 1-2) considers 
thesauri, taxonomies, and classification sche-
mes to be indexing languages. Ontologies are 
also formal vocabularies. And though ontologies 
can be used for retrieval, they are not used sole-
ly for indexing with the ultimate purpose of re-
trieval. Ontologies, as specifications of concep-
tualizations that are machine-processable (Gru-
ber, 1995) are formal because they are built, 
maintained, and implemented for a particular 
purpose. 
3.3.2.  Informal vocabularies 
Informal vocabularies are not bound by a parti-
cular purpose, but rather grow from multiple 
purposes, many of them not designed, but 
emergent or ad hoc based on the immediate and 
context specific needs of the user. That is not to 
say that we cannot speak to the general nature 
of the purposes employed by these informal 
vocabularies. However, the distinction remains 
between these and formal vocabularies that the 
former are free from the constraints and therefo-
re lacking the power of an explicit design impe-
rative in their realization. Folksonomies, annota-
tion services, and other Web 2.0 services like 
digg.com, del.icio.us and flickr can be conside-
red informal vocabularies. They are often used 
for personal information management, indexing, 
bookmarking, and commentary (Tennis, 2006). 
Yet, because of their informal nature, none of 
them adheres to a strict design principle. 
4.  Positions of involved disciplines 
In this section, we will revise key concepts and 
research trends associated with each of the 
main disciplines involved in ontology develop-
ment for the SW, as identified in the literature 
review. We have intentionally let Philosophy 
apart, since it is not treated in current research 
but as theoretical background. 
A first preliminary approach to the corresponding 
positions has been to observe the coverage of 
the topic in thesauri in order to draw a ‘roadmap’ 
of disciplines, in Soergel’s (1999, p. 1119) 
terms. Vocabularies, in its attempt to represent 
existing knowledge, can reflect how different 
domains perceive each other. Thus, the ASIS 
Thesaurus of Information Science and Libra-
rianship (1998) does not include the term “onto-
logy”, though it does include a related term, ‘in-
telligent agents (software)’ as narrower term of 
‘information retrieval software’ and related term 
of ‘artificial intelligence’. A more recent LIS the-
saurus, the CINDOC’s “Tesauro de Biblioteco-
nomía y Documentación” (Mochón & Sorli, 
2005) places ontologies as a narrower term of 
artificial intelligence, the latter being considered 
a narrower term itself of Computer Science. 
Curiously enough, the ACM Computing Classifi-
cation System (2006) does not include the term 
‘ontologies’, but it does include ‘thesauruses’ as 
narrower term of ‘content analysis and indexing’, 
itself a narrower term of ‘information storage and 
retrieval’ in ‘information systems’ (no direct refe-
rence at all to LIS). 
An informal, brief analysis of titles and abstracts 
of the retrieved articles revealed the following 
topics in ontology research: 
• Ontology-based indexing and querying for 
information retrieval. 
• Software agent-based semantic applications 
and services for the semantic web. 
• Ontology representation and query languages. 
• Ontology software tools (annotation, editing, 
automatic generation, reasoners, etc.). 
• Ontologies for information/document organiza-
tion (knowledge management, web mining). 
• Ontologies as key to semantic interoperability. 
• Automatic ontology generation (automatic or 
semi-automatic ontology learning, population, 
etc.). 
• Ontology validation, mapping, aligning, merging 
and translation for semantic interoperability. 
• Thesauri to ontology transformation models. 
• Ontology applications in e-commerce, e-
government, e-learning and e-health. 
• Ontology applications in wikis. 
• Ontology applications for geospatial data. 
• Ontology reusability. 
• Ontology visualization and ontology-based 
semantic navigation. 
• Semantic grid applications. 
• Ontology-based information system architec-
tures. 
Representing some of the core topics in current 
research, the preceding list introduces some of 
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the main issues in positions of involved discipli-
nes that we are about to detail. 
4.1.  Computer Science 
In computer science, vocabularies are differen-
tiated according to their ‘semantic strength’ (figu-
re II), from weak semantics to strong semantics. 
 
Figure II. Ontology spectrum (Daconta, 2003) 
In the ascending line towards strong semantics, 
ontologies are situated above RDF Schema and 
under the logic rules level. Taxonomies and the-
sauri are placed a step behind, considered light-
weight ontologies. In this field, the term ‘ontology’ 
is frequently used as an equivalent to ‘vocabula-
ry’, ‘taxonomy’ or ‘thesaurus’. But, what is an 
ontology for CS professionals, precisely? 
The most influential definition from the CS field 
identified in the literature has been, without a 
doubt, that of Gruber (1995): “an ontology is an 
explicit specification of a conceptualization”. As 
later explained by Studer, Benjamins and Fensel 
(1998), the idea of ‘conceptualization’ in ontolo-
gies refers to the abstract and simplified view of 
the world that is represented to serve a practical 
purpose; ‘explicit’ refers to the explicitness of the 
definition of concept types and use constraints; 
‘formal’ refers to their machine-readability; and 
‘shared’ means that it should constitute a set of 
agreed-upon terms. 
Another relevant definition is that from Guarino 
(1998), who tried to clarify Gruber’s definition by 
adding that the term is being used in AI referring 
to “an engineering artifact, constituted by a spe-
cific vocabulary used to describe a certain reali-
ty, plus a set of explicit assumptions regarding 
the intended meaning of the vocabulary words”. 
Berners-Lee, Hendler & Lassila (2001), also 
relating the concept to AI, stated that an ontolo-
gy is “a taxonomy and a set of inference rules”. 
Clearly, the involvement of AI in ontology re-
search has been decisive for its development. 
AI, in its attempt to create machines able to per-
form intelligent actions, deals with reasoning 
about computationally-inferred world models, 
which is where it connects with ontologies. Typi-
cal IA methods applied to or related with ontolo-
gies (Pajares Martinsanz & Santos Peñas, 2005, 
p. 7-8) are: Petri networks, expert systems, fuz-
zy logic, neural networks and genetic algorithms. 
Studer, Benjamins and Fensel (1998) distinguis-
hed four types of ontologies: domain ontologies 
(pertaining to particular domains), generic or 
core ontologies (valid for several domains), ap-
plication ontologies (for domain modelling) and 
representational ontologies (which do not state 
what should be represented). 
The general growing interest about ontologies 
has even determined the appearance of a new 
discipline in CS, Ontology engineering, which 
specifically addresses the development and 
management of ontologies (Sure, Tempich & 
Vrandecic, 2006). 
Ontology development in CS involves dealing 
with organizing classes (concepts), properties 
(instances) and axioms relating them. Logical 
reasoning is, then, an integral part of ontology 
design. Representational ontology languages 
are either logic-based (first-order logic), frame-
based (frame logic) or web-based (RDF, XML, 
HTML), as reported by Ding (2001). Usually, 
ontology construction is treated as a semi-
automatic process with several techniques wor-
king at a time. 
Main research trends concerning ontologies in 
CS are: 
• Agent systems. As more web content is asso-
ciated with explicit meaning and becomes mo-
re machine-readable, intelligent agents can re-
trieve and process information readily. Apart 
from providing resources with semantically 
machine-understandable information, machi-
nes that simulate human intelligent activities 
can make a valuable contribution. Intelligent 
software agents can be defined as “retrieval 
tools which routinely scan networks and sys-
tems for information meeting specified criteria 
and present the retrieved information to the 
user” (ASIS, 1998, p. 52). Autonomous soft-
ware web agents make their decisions accor-
ding to their knowledge (limited representation 
of the world), so it is essential that the shared 
ontology is consistent. Software Engineering 
modelling and verification techniques are ap-
plicable at many stages during the design, 
maintenance and deployment process of 
ontologies. 
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• Semantic web mining. This concept refers to 
the application of web mining techniques to 
ontology construction for web mining and the 
semantic web. Within web mining, three areas 
are usually distinguished: content mining, 
structure mining and usage mining (Stumme, 
Hotho & Berendt, 2006). When applied to on-
tology development, those areas provide se-
veral action lines (ibidem), from which we 
would like to highlight: 
• Ontology learning. It refers to the automatic 
(unsupervised learning or semi-automatic ex-
traction of semantics by means of machine-
learning techniques. It is usually based on pre-
existing resources such as dictionaries, the-
sauri, linguistic corpora and databases, from 
which the system ‘learns’ and populates the 
resulting ontology. 
• Ontology mediation: Mapping and merging 
ontologies. The increasing number of overlap-
ping ontologies available allows considering 
their reuse as a feasible way to build new do-
main-specific ontologies. The semi-automatic 
process of extracting and assembling ontology 
fragments based on syntactic and semantic 
matching techniques is called merging. On the 
other hand, mapping is oriented towards the 
achievement of semantic interoperability bet-
ween information systems, and it refers to the 
process of finding equivalences between con-
cepts from different ontologies, having one of 
them as reference and the others as target on-
tologies. 
• The semantic grid. Originated in 2001 under 
the influence of the semantic web vision, this 
concept is related to what is called “grid com-
puting”, which refers to “coordinated resource 
sharing and problem solving in dynamic, multi-
institutional virtual organizations” (Sure & Rou-
re, 2006). Research on the semantic grid is 
currently focused on ontology and agents-
based applications for delivering intelligent, 
knowledge-based services. 
4.2.  Linguistics 
As reported by Bontcheva, Cunningham, Kirya-
kov & Tablan (2006), there is a tension between 
“the increasingly rich semantic models in IT sys-
tems on the one hand, and the continuing preva-
lence of human language materials on the ot-
her”. In this tension lies the reason for the in-
creasingly closer relationship between Linguis-
tics and CS, as suggested by database query 
results presented in section 2. New areas of joint 
research have matured over the years, such as 
HTL (Human Language Technology), which 
deals with the analysis, mining and production of 
natural language; or a form of natural language 
analysis for information extraction, IE (Informa-
tion Extraction), which “is becoming a central 
technology to link Semantic Web models with 
documents as part of the process of metadata 
extraction” (ibidem, p. 30). 
4.3.  Library & Information Science 
Vickery (1997) defined ontologies as “a schedu-
le, in some form that may involve the use of 
semantic categories, of concepts significant in a 
particular domain (that may be as wide as the 
universe of knowledge), together with a defini-
tion or scope note for each concept, and me-
chanisms for displaying its relationships to other 
concepts”. He stated that the main difference 
between ontologies and documentary tools like 
bibliographic classifications and thesauri is their 
intended usage. Ontologies were to be used as 
knowledge bases in knowledge engineering as 
an application of artificial intelligence, while most 
documentary tools, like thesauri, were mainly 
designed for human consultation (Vickery & 
Vickery, 2004, p. 312). In his work, Vickery 
(1997) complains about the lack of interest of 
‘ontological engineers’ in previous work in Infor-
mation Science such as those of Chan (1985) 
and Lancaster (1986), which obviously denied 
the novelty of ontology construction. 
Lancaster (2003) himself has complained about 
the gradual replacement of the traditional term in 
the library profession “classification” by newer, 
trendier terms like “taxonomy”, “concept hierar-
chy” or “ontology”, which he attributes to the 
multiplicity of professions currently contributing 
to information retrieval, and particularly to the 
influence of computer scientists’. As he reports, 
“computer scientists writing on information re-
trieval seem to recognize and cite only other 
computer scientists writing on information retrie-
val” (ibidem, p. xi). 
Soergel (1999) has seen the ontology move-
ment as the ‘reinvention’ of classification provo-
ked by the lack of communication between dis-
ciplines. He has reported (ibidem) that the gro-
wing need for classification in other fields has 
led to the rise of ontologies, by largely ignoring 
the vast body of knowledge previously develo-
ped in Information Science: “classification by 
any other name is still a classification”. 
Garshol (2004) considers that ontologies, due to 
their open nature in opposition to controlled vo-
cabularies, are the culmination in the progres-
sion of vocabularies towards the most powerful 
means of description. Contrarily, Gradmann 
(2004) argues that ontologies may be useful in 
what he calls “evident domains”, that is, specia-
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lized, restricted domains, but may not be appro-
priate for other complex domains where a higher 
degree of interpretation is required. That is so-
mething that even Gruber had in mind when 
defining ontologies and restricting them to parti-
cular areas of interest, as reported by Jacob 
(2003). Jacob also remarks that although onto-
logies have many similarities with documentary 
representational structures, their equation with 
any of them would diminish their potential in the 
Semantic Web. García Jiménez (2004) has 
agreed on the differentiation, but has also insis-
ted on the special synergies that can be achie-
ved between ontologies and thesauri. Moreira, 
Alvarenga and Paiva (2004) allege that both 
instruments possess different origins and purpo-
ses (as stated by Vickery & Vickery), but ack-
nowledge that “the thesaurus accomplishes part 
of the objectives that computer science intends 
with ontology”. 
As for the existing types of ontologies, Fonseca 
(2005) identified two major types in Information 
Science research: ontologies of information sys-
tems and ontologies for information systems, 
both the result of a long-term research effort on 
conceptual modelling. Following McGuinness’ 
(2003) classification of ontologies, Legg (2007) 
distinguishes three kinds of ontologies according 
to their expressivity: ‘thesaurus ontologies” 
(among which she includes DCMES and Word-
Net), ontologies with Description Logic expressi-
vity (Topic Maps, RDF Schema, 
DAML+OIL/OWL and SHOE) and ontologies 
with first order logic expressivity (CYC, SUMO 
and SUO). She also distinguishes domain onto-
logies, as ontologies that belong to specific 
areas of knowledge. 
Vocabulary development in LIS is typically under 
the form of controlled vocabularies, which invol-
ves domain analysis, relevant vocabulary selec-
tion and reuse, terminology control and esta-
blishment of term relationships. Their purpose is 
to avoid the ambiguity of natural language used in 
documents and achieve optimum information 
retrieval performance. In vocabularies, inference 
rules are usually understood as property inheri-
tance among terms in a hierarchical organization. 
Main research trends concerning ontologies in 
LIS are: 
• Automatic indexing and thesauri construction. 
Research in this field started in the seventies. 
After demonstrating the limitations of statistical 
techniques, automatic thesauri construction 
begun to apply, among other techniques, tho-
se belonging to Natural Language Processing 
(NLP). 
• Thesauri to ontology transformation. As sug-
gested by Greenberg, Sutton & Campbell, 
(2003), “for existing and developing ontologies 
to be used and function fully in the Semantic 
Web environment, they need to adhere to 
standards supported by enabling technologies”. 
An example application would be Topic maps, 
a standard (ISO/IEC 13250, 2000) that provi-
des an ontology framework for information re-
trieval that has been discussed from the LIS 
perspective by Garshol (2004), among others. 
5.  Discussion 
According to our observations, it seems evident 
that, first of all, there is a lack of terminological 
consensus (as reported by Vickery & Vickery, 
2003, p. 312), not only among disciplines, but 
also within the respective disciplines. Both in CS 
and LIS, the term has become a buzzword ap-
plied to almost anything. However, LIS profes-
sionals look betrayed by other disciplines’ use of 
their traditional terminology and techniques and 
seem reluctant to incorporate their advances to 
their own practice. 
There is also a conceptual lack of understan-
ding, which may have to do with the different 
educational background of the respective aca-
demic disciplines. But professional profiles are 
changing both for CS and LIS professionals, and 
blended education is beginning to be required. 
In the case of the latter, Rupp & Burke (2004) 
describes the evolution from cataloguers to on-
tologists in job advertisements published in pro-
fessional journals. 
Apart from that, we also find that there is a disa-
greement on ontology functions. A common 
position in CS is that unlike traditional, limited 
information environments where representation 
and retrieval based on controlled vocabularies 
were feasible, the open nature of the Web envi-
ronment makes them inadequate. On the other 
hand, LIS professionals argue that controlled 
vocabularies are essential to give quality to on-
tology creation and consequently, to SW servi-
ces. Things, of course, are not so black and 
white for everyone, and solution may be found 
on collaboration. 
6.  Recommendations  
for LIS professionals 
Current research reviewed shows that the follo-
wing recommendations can be made for LIS 
professionals: 
•  Advancing on domain-specific vocabulary 
translation to semantic web syntax. Examples 
of previous experiences on transforming vo-
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cabularies into ontologies are, among many 
others, those of Qin & Paling (2001), Guzman 
Luna, Torres Pardo & López García (2006) 
and Marzal et al. (2006). 
• Advancing on vocabulary registration. Provi-
ding universally available and authoritative re-
ference on vocabularies can make a positive 
contribution to the SW vision. Exemplary is the 
case of the DCMI Vocabulary registry. 
• Advancing on enriching and expanding the-
sauri’s semantic relationships. An example of 
this is the Center for Bioinformatics of the US 
National Cancer Institute Metathesaurus (Gol-
beck, 2003). It is commonly understood that 
“the use of such techniques would greatly en-
hance the possibilities of using intelligent 
agents to handle information on the web” (Vic-
kery & Vickery, 2004, p. 322). 
• Work on ontology-based information organiza-
tion and visualization. Conceptual navigation 
has promising applications for digital libraries, as 
demonstrated by, for instance, AquaBrowser. 
• Collaborate. Participate and promote the de-
velopment of multidisciplinary research 
groups. 
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