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información caracteŕıstica para la implementación del método
WENO espectral con multirresolución adaptativa
UNIVERSIDAD DEL NORTE
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Introducción
Las leyes de conservación surgen del estudio de fenómenos f́ısicos que involucran cantidades
conservadas como la materia, la enerǵıa o el momento; gran cantidad de modelos se pueden
describir matemáticamente por un sistema de leyes de conservación. Un sistema de leyes de
conservación unidimensional y no lineal tiene la forma
∂tΦ + ∂xf (Φ) = 0 (x, t) ∈ R× R+ (0.0.1)
donde t es la variable temporal, x es la variable espacial, Φ = Φ(x, t) := (φ1(x, t), ..., φM(x, t))
T
es el vector de incógnitas y f (Φ) := (f1(Φ), ..., fM(Φ))
T es el vector función de flujo. Gen-
eralmente la solución de estos sistemas desarrollan discontinuidades en un tiempo finito; por
esta razón, se buscan soluciones débiles para este tipo de sistemas. La presencia de discon-
tinuidades amerita también una elección cuidadosa de los métodos numéricos usados en la
aproximación de las soluciones.
En este trabajo nos ocuparemos de aspectos teóricos relacionados con el carácter hiperbóli-
co de un modelo de sedimentación polidispersa y la obtención de información caracteŕıstica
necesaria para la implementación numérica de un método numérico espectral de alto orden.
Para varios modelos de sedimentación polidispersas no se dispone de un par de funciones de
entroṕıa, lo que dificulta el estudio del problema de existencia y unicidad, Por otro lado, el
análisis de los valores propios, y en general de la información caracteŕıstica de la matriz Jaco-
biana de la función de flujo para este tipo de modelos es fundamental tanto en el estudio teóri-
co de los modelos de sedimentación polidispersa como también en la implementación numérica
de los mismos. Infortunadamente, para el caso general, la matriz Jacobiana de flujo no posee
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una estructura que permita inferir a priori información acerca de la naturaleza de los valores
propios, esta información caracteŕıstica es fundamental para la implementación de esquemas
espectrales de alto orden como son los del tipo ENO (Essentially non-oscillatory) o WENO
(Weighted essentially non-oscillatory), puesto que la implementación por componentes (es
decir, sin usar la información caracteŕıstica completa) usualmente produce oscilaciones cerca
de las discontinuidades debido a la interacción de los diferentes campos caracteŕısticos.
El análisis de hiperbolicidad del sistema (0.0.1) ha sido estudiado en las referencias [13], [14],
[19]. El primer objetivo de este trabajo es estudiar algunos de los resultados conocidos en la
literatura relacionados con la hiperbolicidad del modelo Höfler y Schwarzer (modelo HS).
El segundo objetivo es implementar el esquema WENO espectral de quinto orden con mul-
tirresolución usando el enfoque de Harten [34], [35] y [36], el cual permite reducir en forma
significativa las evaluaciones de flujo (donde se concentra gran parte el costo computacional
para métodos de alto orden).
Este trabajo consta de cuatro caṕıtulos distribuidos de la siguiente manera:
El primer caṕıtulo está dedicado al estudio de los sistemas de leyes de conservación en gen-
eral. Además, se presentan las herramientas necesarias para la prueba de hiperbolicidad del
modelo HS.
En el segundo caṕıtulo se abordan los modelos de sedimentación de suspenciones polidisper-
sas. Posteriormente, se estudia la hiperbolicidad del sistema para un número arbitrario de
especies, aplicando el modelo Höfler y Schwarzer [19, 38, 39].
En el caṕıtulo 3, nos concentramos en los esquemas para aproximar numéricamente las solu-
ciones teniendo en cuenta que no se tienen soluciones exactas para el modelo bajo estudio,
se describe el método WENO incorporando la información caracteŕıstica. Terminamos el
caṕıtulo con una breve descripción del algoritmo de multirresolución de Harten [35]. A difer-
encia de otros trabajos relacionados, para la discretización temporal se utiliza un método de
Runge-Kutta de cuarto orden y diez etapas que preserva fuertemente la estabilidad y cuyo
coeficiente de estabilidad supera el coeficiente correspondiente al método de tercer orden, y
tres etapas comunmente empleado en simulaciones con leyes de conservación. Finalmente, en
el cuarto caṕıtulo se incluye ejemplos para el caso de cuatro y once especies.
CAPÍTULO 1
Preliminares
En este caṕıtulo se estudia generalidades de los sistemas hiperbólicos de leyes de conservación
unidimensionales.
1.1. Sistemas de leyes de conservación unidimensional
En esta sección damos definiciones básicas relacionadas con sistemas de leyes de conservación,
solución clásica y débil. El objetivo fundamental es introducir cierta terminoloǵıa, definiciones
y notación que usamos en este trabajo.
Definición 1.1.1 Sea Ω ⊆ RM abierto. Un sistema de leyes de conservación de primer orden
y unidimensional (en la variable espacial) es un sistema de ecuaciones diferenciales parciales
de la forma
∂tΦ + ∂xf (Φ) = 0 (x, t) ∈ R× R+ (1.1.1)
donde Φ = Φ(x, t) := (φ1(x, t), ..., φM(x, t))
T : R× R+ → Ω es el vector de variables conser-
vativas (vector de incógnitas), f (Φ) := (f1(Φ), ..., fM(Φ))
T : Ω → RM es el vector función
de flujo, la cual es, en general, no lineal. Junto con la ecuación (1.1.1) consideraremos un
dato inicial
Φ(x, 0) = Φ0(x) = (φ01(x), ..., φ
0
M(x))
T x ∈ R. (1.1.2)
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Definición 1.1.2 Una solución clásica del problema de Cauchy (1.1.1)-(1.1.2) es una
función Φ de clase C1 que satisface dicho sistema puntualmente y la condición inicial.
Es bien conocido que, independientemente de la regularidad del dato inicial Φ0(x) y de la
función de flujo, el problema (1.1.1)-(1.1.2), en general, presenta discontinuidades. En con-
secuencia, no es posible tener soluciones clásicas para todo tiempo t. Luego, se debe considerar
soluciones en un sentido débil o soluciones distribucionales.






[Φ(x, t) · ϕt(x, t) + f(Φ(x, t)) · ϕx(x, t)] dtdx +
∫
R
Φ0(x) · ϕ(x, 0) dx = 0 (1.1.3)
para toda función test ϕ ∈ C10(R× R+).
Las soluciones débiles para un sistema de leyes de conservación no necesariamente son
únicas, en consecuencia, para obtener unicidad se requiere una condición adicional o cri-
terio de admisibilidad, conocida como condición de entroṕıa, que permite obtener entre todas
las soluciones posibles la que sea f́ısicamente relevante. En tal sentido se dan las siguientes
definiciones.
Definición 1.1.4 Sean η : RM → R y q : RM → R funciones de clase C2 con η convexa.
Se dice que η es una función de entroṕıa para el sistema (1.1.1) si
∇η(Φ)Jf (Φ) = ∇q(Φ), (1.1.4)
donde q es llamada función flujo de entroṕıa asociada a η y (η, q) es llamado un par de









Una consecuencia de la ecuación (1.1.4) es que las soluciones suaves de (1.1.1) satisfacen la
identidad de entroṕıa
∂tη(Φ) + ∂xq(Φ) = 0. (1.1.6)
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Sin embargo, como se ha mencionado, las soluciones de (1.1.1) son en general discontin-
uas, en consecuencia, la identidad (1.1.6) se reemplaza por la desigualdad (en el sentido de
distribuciones):
∂tη(Φ) + ∂xq(Φ) ≤ 0, (1.1.7)
mas formalmente se tiene la siguiente definición.
Definición 1.1.5 Una solución débil Φ del problema (1.1.1)-(1.1.2) se llama una solución






[η(Φ)ϕt + q(Φ)ϕx]dxdt +
∫
R
η(Φ0(x))ϕ(x, 0) dx ≥ 0. (1.1.8)
Observación 1.1.1 Las leyes de conservación escalares unidimensionales poseen infinitas





η′(τ)f ′(τ) dτ. (1.1.9)
Tal riqueza en pares de entroṕıa para el caso escalar facilita el estudio del problema de exis-
tencia y unicidad. Infortunadamente, en general, para los sistemas de leyes de conservación
no siempre es una tarea sencilla hallar funciones de entroṕıa. De hecho, para el modelo que
consideramos aqúı (HS) no se dispone de un par de entroṕıa expĺıcito.
Definición 1.1.6 Se dice que el sistema de leyes de conservación (1.1.1) es hiperbólico, si
la matriz Jacobiana de la función de flujo Jf (Φ) es diagonalizable con valores propios reales.
Si los valores propios son, además, distintos dos a dos, entonces decimos que el sistema es
estrictamente hiperbólico. Los valores propios
λ1(Φ) ≤ ... ≤ λM(Φ)
de un sistema hiperbólico son llamados también velocidades caracteŕısticas.
Definición 1.1.7 Sea Ω ⊆ RM abierto y dados λ1(Φ), ..., λM(Φ) los valores propios de
Jf (Φ), con correspondientes vectores propios r1(Φ),..., rM(Φ) se dice que el k-ésimo campo
caracteŕıstico (λk(Φ), rk(Φ)) es:
¨ genuinamente no lineal, si ∇λk(Φ) · rk(Φ) 6= 0, ∀ Φ ∈ Ω.
¨ linealmente degenerado, si ∇λk(Φ) · rk(Φ) = 0, ∀ Φ ∈ Ω.
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Teorema 1.1.1 (Teorema de Lax [37].) Suponga que fj ∈ C2(RM), j = 1, ..., M . Sea D un
dominio en RM y considere el sistema de ecuaciones (1.1.1) estrictamente hiperbólico en D.
Suponga además, que cada familia de ondas es ya sea genuinamente no lineal o linealmente
degenerado. Entonces, para φl ∈ D existe un entorno D̃ ⊂ D de φl tal que para todo





φl, para x < 0,
φr, Para x ≥ 0,
tiene una solución única en D̃ formada a lo sumo por M ondas elementales.
Definición 1.1.8 Se dice que el sistema de leyes de conservación (1.1.1) es simetrizable
si para cada Φ ∈ Ω existe una matriz simétrica definida positiva S(Φ), tal que S(Φ)J f (Φ)
es simétrica. La matriz S(Φ) se denomina un simetrizador del sistema (1.1.1).
Corolario 1.1.1 [27, 46]. Si un sistema de leyes de conservación admite una función de
entroṕıa estrictamente convexa, entonces el sistema es simetrizable.
La dificultad para usar este resultado para el modelo de sedimentación considerado en este
trabajo radica en que no se dispone de un par de entroṕıa.
Además, el calculo directo de los valores propios de la matriz jacobiana de flujo por medio
del polinomio caracteŕıstico, puede resultar un procedimiento dispendioso y computacional-
mente costoso (ver por ejemplo ref. [8] para un modelo particular). Una alternativa factible
propuesta en la referencia [25] es explotar el hecho de que, para algunos de los modelos de
sedimentación, la matriz jacobiana de la función de flujo Jf (Φ) puede expresarse como una
perturbación de rango m (con m ¿ M) de una matriz diagonal, esto es,
Jf (Φ) = D + BA
T (1.1.10)
donde D = D(Φ) = diag (v1(Φ), ..., vM(Φ)) es una matriz diagonal y A = A(Φ), B = B(Φ)
son matrices de rango m.
Esta estructura particular permite (usando un resultado del algebra lineal demostrado en las
referencias [1], [25] conocido como ecuación secular) reducir el análisis del carácter hiperbóli-
co del sistema (1.1.1) al estudio de las ráıces de una ecuación racional.
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1.2. La ecuación secular
En esta sección estudiamos, una ecuación racional que proporciona la información sobre los
valores propios de Jf (Φ) y un corolario que facilita el cálculo de los valores propios, infor-
mación que es vital para la implementación de los esquemas numéricos. Para más detalles
ver [13].
Supongamos que λ es un valor propio de Jf (Φ), con vector propio x 6= 0, esto es,
(D + BAT )x =λx, (1.2.1)
tal que
λ 6= vi para todo i = 1, ..., M. (1.2.2)
Como (D−λI) es invertible, (1.2.1) se puede escribir como
x+(D−λI)−1B(ATx) = 0 (1.2.3)
y multiplicando esta relación por AT , obtenemos
ATx + AT (D−λI)−1B(ATx) = 0 (1.2.4)
en consecuencia, el vector ξ = ATx ∈ RM satisface Mλξ = 0, donde
Mλ := I + A
T (D−λI)−1B. (1.2.5)
Como ξ 6= 0, entonces cualquier valor propio λ 6= vi para todo i = 1, ..., M debe ser una ráız
de la ecuación detMλ = 0, y se obtiene una relación directa entre la ecuación detMλ = 0 y
los valores propios de Jf (Φ). Mas exactamente se tiene:
Teorema 1.2.1 (Anderson [1], Donat-Mulet [25]) Supongamos que D := diag(v1, ..., vM) es
una matriz diagonal de tamaño M ×M con vi > vj para i < j y que A :=(Ajl) y B :=(Bil),
1 ≤ i, j ≤ M, 1 ≤ l ≤ m, son matrices de rango m (con m ¿ M ). Sea λ 6= vi para
i = 1, ..., M , entonces λ es un valor propio de D + BAT si y sólo si




vi − λ = 0. (1.2.6)
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(vl − vi) . (1.2.7)
La relación R(λ) = 0 es conocida como la ecuación secular.
Aqúı, denotamos por Spr el conjunto de todos los subconjuntos ordenados de r elementos
tomados de un conjunto de p elementos. Suponiendo que X es un matriz de m×M , y dado
el conjunto de ı́ndices
I := {i1 < · · · < ik} ∈ SMk y J := {j1 < · · · < jl} ∈ Sml ,
denotamos por XI,J la submatriz de k × l de X dada por (XI,J)p,q = Xip,jq .
Corolario 1.2.1 (Donat-Mulet [25], Corolario 1) Supongamos que D := diag(v1, ..., vM) es
una matriz diagonal de tamaño M ×M con vi > vj para i < j y que A :=(Ajl) y B :=(Bil),
1 ≤ i, j ≤ M, 1 ≤ l ≤ m, son matrices de rango m (con m ¿ M ), y que γi · γj > 0
para i, j = 1, ..., M , donde los coeficientes γi vienen dados por (1.2.7). Entonces D + BA
T
es diagonalizable con valores propios reales λ1, ..., λM .
Además, si γ1, ..., γM < 0, se verifica la siguiente propiedad de entrelazamiento
M1 := vM +
M∑
i=1
γi < λM < vM < λM−1 < · · · < λ1 < v1. (1.2.8)
En el caso γ1, ..., γM > 0, se tiene
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hay otro cambio de signo a la izquierda de vM si s = −1 o a la derecha de v1 si s = 1. En
consecuencia la ecuación secular R(λ) = 0 tiene M ráıces reales distintas.
Por lo tanto, teniendo en cuenta que M1 < vM y M2 > v1 en los casos respectivos γi < 0
y γi > 0, la propiedad de que M1 es una cota inferior y M2 es una cota superior para
λ1, ..., λM , respectivamente, se establece si se puede demostrar que R(M1) ≥ 0 y R(M2) ≥ 0,
respectivamente. En el caso γi < 0 se tiene que
M1 − vi = vM − vi + γ1 + · · ·+ γM ≤ γ1 + · · ·+ γM , para i = 1, ...,M,
lo cual implica que
γi
M1 − vi ≤
γi
γ1 + · · ·+ γM , para i = 1, ..., M,
por lo tanto








γ1 + · · ·+ γM = 0.
la prueba de R(M2) ≥ 0 es análogo. 2
Observación 1.2.1 En [13] se indica que si γi = 0, entonces vi no es una ráız de la
ecuación secular, por el Teorema 1.2.1 será entonces proporcionar de todos modos M ráıces
diferentes del polinomio caracteŕıstico. La condición de R(vi) 6= 0 siempre que γi = 0 es dif́ıcil
de analizar, en general, pero hay una situación en la que se puede perfectamente asegurar,
dado, por ejemplo, que v1 > ... > vM y γj ≤ 0 para todo j: γi = 0 implica γj = 0 para todo
j < i, lo que da




vj − vi > 0.
Observación 1.2.2 Aparte de caracterizar los valores propios, la importancia de la propiedad
de entrelazamiento radica en que permite localizarlos, lo que facilita calcularlos mediante un
buscador de ráıces adecuado.
A partir del análisis de la ecuación secular, se puede obtener el resto de la información
caracteŕıstica.
Supongamos que λ es una ráız de la ecuación secular, es decir, λ es un valor propio de Jf que
satisface (1.2.2). Entonces ξ = ATx es una solución no trivial de Mλξ = 0. Pero Mλ es una
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matriz de m × m que puede ser calculada fácilmente. Dados dos vectores g = (g1, ...,gM)T ,
h = (h1, ..., hM)
T ∈ RM , si usamos la notación
[g,h] := [g,h]λ := g




vk − λ (1.2.10)
y denotamos por a1, ..., am y b1, ...,bm las columnas de A y B, respectivamente, entonces
Mλ = I + ([ai,bj])1≤i,j≤m .
Asumiendo que podemos calcular una solución no trivial ξ de
Mλξ = 0, (1.2.11)
y utilizando la relación x + (D− λI)−1B(ATx) = 0 se calcula un vector propio a derecha de
Jf de la forma
x = −(D− λI)−1Bξ (1.2.12)
El mismo procedimiento se puede emplear para calcular los vectores propios a izquierda de
Jf , ya que son los vectores propios a derecha de J
T
f = D + AB
T .
CAPÍTULO 2
Análisis de hiperbolicidad del modelo de Höfler
- Schwarzer
En este caṕıtulo se aborda el análisis de hiperbolicidad del modelo de Höfler - Schwarzer para
un número arbitrario de especies y cuyas velocidades de asentamiento vi permiten aplicar la
teoŕıa descrita en el caṕıtulo anterior.
2.1. Descripción del modelo
Los modelos para la sedimentación de suspensiones polidispersas consisten de pequeñas part́ıcu-
las sólidas de forma esférica dispersas en un fluido viscoso, tal que cada part́ıcula pertenece
a una de las M especies, las cuales difieren por su tamaño o densidad.
Si el diámetro de las part́ıculas es pequeño en comparación con el área de la sección transver-
sal del recipiente en el cual se encuentra la suspensión, se puede identificar cada especie
i ∈ {1, ..., M} con una fase continua, donde la especie i tiene un diámetro Di, donde supon-
dremos el siguiente orden de tamaños de las part́ıculas D1 ≥ D2 ≥ · · · ≥ DM , y vamos a
considerar part́ıculas con la misma densidad. Si φi denota la fracción de volumen de part́ıcu-
las de la especie i y vi es la velocidad de asentamiento de la especie i, de las ecuaciones de
continuidad para cada una de las M especies, se obtiene que, el proceso de sedimentación
polidispersa se puede describir mediante un sistema de primer orden, no-lineal y acoplado de
11
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M leyes de conservación, esto es,
∂tΦ + ∂xf(Φ) = 0, f(Φ) := (f1(Φ), ..., fM(Φ))
T , fi(Φ) := φivi(Φ), i = 1, ...,M. (2.1.1)
donde t es la variable temporal y x es la variable espacial, vi velocidad de asentamiento de la
especie i. Para el sistema (2.1.1) se buscan soluciones Φ = Φ(x, t) que asumen valores en el
conjunto Φ ∈ Dφmáx, donde Dφmáx es la clausura del conjunto
Dφmáx := {Φ ∈ RM : φ1 > 0, ..., φM > 0, φ := φ1 + · · ·+ φM < φmáx}.
Aqúı 0 < φmáx ≤ 1 es la máxima concentración de sólidos permitida y φ = φ1 + · · ·+ φM es
la fracción total de sólidos.
Consideramos la condición inicial
Φ(x, 0) = Φ0(x) = (φ01(x), ..., φ
0
M(x))
T , Φ0(x) ∈ Dφmáx, x ∈ [0, L] (2.1.2)
y las condiciones de frontera con flujo cero
f |x=0 = f |x=L = 0.
En la literatura se han propuesto varios modelos de sedimentación polidispersa, los cuales se
diferencian en las velocidades vi, o equivalentemente, en los flujos fi como funciones de la
concentración Φ. Los modelos unidimensionales (2.1.1), donde las concentraciones son las
únicas variables desconocidas reciben el nombre de modelos de flujo cinemático.
El análisis de hiperbolicidad es una propiedad importante para los problemas de sedimentación
polidispersos, pues se relaciona con el rango de validez y estabilidad del modelo [19]. Por tal
motivo estamos interesados en el análisis de hiperbolicidad de (2.1.1) para M arbitrario.
Bajo el supuesto de que las velocidades v1, ..., vM son funciones de un número pequeño m
(m ¿ M) de funciones escalares de Φ, esto es,
vi = vi(Φ) = vi(p1, ..., pm), pl = pl(Φ), i = 1, ...,M , l = 1, ..., m. (2.1.3)
















, i, j = 1, ..., M, (2.1.4)






0, si i 6= j
1, si i = j
esto es, Jf (Φ) puede expresarse como una perturbación de rango m (con m ¿ M) de una
matriz diagonal de la forma (1.1.10), es decir,





D := diag(v1, ..., vM),







1 ≤ i, j ≤ M, 1 ≤ l ≤ m.







Observación 2.1.1 Para el caso dado por (2.1.3) y suponiendo que m ¿ M , observamos





































2.2. Modelo de sedimentación polidispersa de Höfler -
Schwarzer
El modelo Höfler - Schwarzer [19, 38, 39] (en adelante modelo HS) para especies con la misma








i Φ + nφ)(1− φ)n, i = 1, ..., M, n ≥ 0. (2.2.1)
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donde g es la aceleración de la gravedad, %s y %f son las densidades de las part́ıculas y del
fluido, respectivamente, µf es la viscosidad del fluido y di = Di/D1. Aqúı, s
T
i := (Si1, ..., SiM)









, 1 ≤ i, j ≤ M. (2.2.2)
Estas aproximaciones para los valores Sij fueron obtenidas por Davis y Gecol [23], con los
coeficientes
βT = (β0, ..., β3) = (−3,52, − 1,04, − 1,03, 0). (2.2.3)
Para este modelo las velocidades vi pueden escribirse en términos de funciones escalares
p1, p2, p3, lo que a su vez permite escribir la matriz jacobiana como una perturbación de
rango 3 de una matriz diagonal.









i Φ + nφ)(1− φ)n, i = 1, ...,M. (2.2.4)







2 , ..., d
v−1
M ), pv := a
T
v Φ, v = 1, 2, 3, (2.2.5)

















































pv+1, i = 1, ..., M,







j , v = 0, 1, 2.
Entonces podemos expresar (2.2.1) como






(β0 + n)p1 + β1d
−1































i φi(1− φ)nβ̃k−1 exp(sTi Φ + nφ)
(2.2.6)
para k = 1, 2, 3, donde
β̃0 = β0 − nφ







I,J y βJI := detB
I,J













































i φi(1− φ)nβ̃k−1η′i, k = 1, 2, 3,
αp,p+qij β
p,p+q
ij = −(didj)2−qφiφj(1− φ)2nβ̃p−1β̃p+q−1η′iη′j(dqi − dqj)2 , q = 1, 2,
α123ijk β
123
ijk = −φiφjφk(1− φ)3nβ̃0β1β2η′iη′jη′kπ2ijk,
η′i = exp(s
T
i Φ + nφ), y πijk := (dj − di)(dk − di)(dk − dj).
(2.2.8)
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Ahora, teniendo en cuenta que para este modelo η′i = ηi, se obtienen los coeficientes γi dadas
por (2.2.7) para la ecuación secular
γi = v
HS
1 (0)φi(1− φ)n exp(sTi Φ + nφ)(S1,i + S2,i + S3,i), (2.2.9)
donde en términos de η̃i := exp(s
T
i Φ), se define
S1,i := d
2






d2j η̃j − d2i η̃i
{










(d2kη̃k − d2i η̃i)(d2j η̃j − d2i η̃i)
.
Lema 2.2.1 [13]. Supongamos que el vector de parámetros β, la máxima concentración
de sólidos permitida φmáx y la anchura de la distribución del tamaño de part́ıcula, que se
caracteriza por el valor de dM ∈ (0, 1], satisfacen la desigualdad
H(φ, β, dM) := −β̃0
(
β1dM + β2(1 + dM)
2
)− β2β1dM − φ(1− dM)2β̃0β1β2 < 0.
Entonces, γi < 0 para i = 1, ..., M , es decir, el modelo HS es estrictamente hiperbólico para
Φ ∈ Dφmáx. Además, los valores propios satisfacen la siguiente propiedad de entrelazamiento
M1(Φ) < λM(Φ) < vM(Φ) < λM−1(Φ) < vM−1(Φ) < · · · < λ1(Φ) < v1(Φ),
con M1(Φ) := vM(Φ) + γ1 + · · ·+ γM y los γi son dados en (2.2.9).
Observación 2.2.1 Con el fin de garantizar que vi → 0 cuando φ → φmáx para el modelo













)n, n ≥ 0. (2.2.10)
para Φ ∈ Dφmáx.
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i , i = 1, ...,M , β̂k := φmáxβk para k = 0, 1, 2 y las
cantidades p̂v =a
T
v φ̂, v = 1, 2, 3. En consecuencia, podemos aplicar el Lema 2.2.1 para deducir
que el modelo HS modificado es estrictamente hiperbólico si
H(φ̂, β̂, dM) := −˜̂β0
(
β̂1dM + β̂2(1 + dM)
2
)
− β̂2β̂1dM − φ̂(1− dM)2˜̂β0β̂1β̂2 < 0, (2.2.11)
donde definimos
˜̂




A continuación, un cálculo simple algebraico muestra que (2.2.11) se cumple si dM > 0, 0078595,
es decir, con la misma restricción leve del modelo original HS. Esto se tiene en el siguiente
lema.
Lema 2.2.2 Sea β dado por (2.2.3), el modelo HS modificado con velocidades de fases vi
dadas por (2.2.10) es estrictamente hiperbólico en Dφmáx si dM > 0, 0078595.
Demostración:
Sean φ̂ = φ
φmáx
y β̂(β) = φmáxβ. Entonces, podemos escribir








H̃(φ, β, dM) :=
(
β1dM + β2(1 + dM)












Dado que el modelo HS modificado es estrictamente hiperbólico si H(φ̂(φ), β̂(β), dM) < 0, es
suficiente mostrar que H̃(φ, β, dM) < 0 , pero esta afirmación se tiene si dM > 0, 0078595. 2
2.3. Información caracteŕıstica
La descomposición espectral de Jf (Φ) del modelo de sedimentación de suspensión polidispersa
necesaria para la implementación de los esquemas numéricos se calcula como sigue; teniendo
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en cuenta el análisis de la Sección 1.2:














































1 + [a1,b1] [a1,b2] [a1,b3]
[a2,b1] 1 + [a2,b2] [a2,b3]





detMλ = (1 + [a1,b1]) {(1 + [a2,b2])(1 + [a3,b3])− [a2,b3] [a3,b2]}
+ [a1,b2] {[a2,b3] [a3,b1]− [a2,b1] (1 + [a3,b3])}
+ [a1,b3] {[a2,b1] [a3,b2]− [a3,b1] (1 + [a2,b2])} ,
entonces, de acuerdo con el Teorema 1.2.1, detMλ = 0. Esto es,
(1 + [a1,b1]) {(1 + [a2,b2])(1 + [a3,b3])− [a2,b3] [a3,b2]}
+ [a1,b2] {[a2,b3] [a3,b1]− [a2,b1] (1 + [a3,b3])}
+ [a1,b3] {[a2,b1] [a3,b2]− [a3,b1] (1 + [a2,b2])} = 0.
(2.3.1)
Ahora, tomando ξ = (ξ1, ξ2, ξ3)
T una solución no trivial de Mλξ = 0 (ver Sección 1.2), obten-
emos
(1 + [a1,b1]) ξ1 + [a1,b2] ξ2 + [a1,b3] ξ3 = 0, (2.3.2a)
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[a2,b1] ξ1 + (1 + [a2,b2]) ξ2 + [a2,b3] ξ3 = 0, (2.3.2b)
[a3,b1] ξ1 + [a3,b2] ξ2 + (1 + [a3,b3]) ξ3 = 0. (2.3.2c)




ξ1 = (1 + [a2,b2])(1 + [a3,b3])− [a2,b3] [a3,b2] ,
ξ2 = [a2,b3] [a3,b1]− [a2,b1] (1 + [a3,b3]),
ξ3 = [a2,b1] [a3,b2]− [a3,b1] (1 + [a2,b2]).
(2.3.3)
Probaremos que ξ1, ξ2 y ξ3 dados en (2.3.3), satisfacen las ecuaciones (2.3.2b) y (2.3.2c), esto
es:
♣ Sustituyendo ξ1, ξ2 y ξ3 en la ecuación (2.3.2b), se tiene
[a2,b1] ξ1 + (1 + [a2,b2]) ξ2 + [a2,b3] ξ3 = [a2,b1] {(1 + [a2,b2])(1 + [a3,b3])
− [a2,b3] [a3,b2]}+ (1 + [a2,b2]) {[a2,b3] [a3,b1]
− [a2,b1] (1 + [a3,b3])}+ [a2,b3] {[a2,b1] [a3,b2]
− [a3,b1] (1 + [a2,b2])}
= 0
♣ Sustituyendo ξ1, ξ2 y ξ3 en la ecuación (2.3.2c), tenemos
[a3,b1] ξ1 + [a3,b2] ξ2 + (1 + [a3,b3]) ξ3 = [a3,b1] {(1 + [a2,b2])(1 + [a3,b3])
− [a2,b3] [a3,b2]}+ [a3,b2] {[a2,b3] [a3,b1]
− [a2,b1] (1 + [a3,b3])}+ (1 + [a3,b3]) ·
{[a2,b1] [a3,b2]− [a3,b1] (1 + [a2,b2])}
= 0.
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Observación 2.3.1 detMλ = 0 no tiene solución única. Por ejemplo, otras dos soluciones




ξ1 = [a1,b2] (1 + [a3,b3])− [a3,b2] [a1,b3] ,
ξ2 = [a3,b1] [a1,b3]− (1 + [a1,b1])(1 + [a3,b3]),





ξ1 = [a1,b2] [a2,b3]− [a1,b3] (1 + [a2,b2]),
ξ2 = [a2,b1] [a1,b3]− [a2,b3] (1 + [a1,b1]),
ξ3 = (1 + [a1,b1])(1 + [a2,b2])− [a2,b1] [a1,b2] .
(2.3.5)
Por lo tanto, mediante el uso de (1.2.12) obtenemos el siguiente vector propio a derecha
r = (x1, ..., xM)

















































































vi − λ (bi,1ξ1 + bi,2ξ2 + bi,3ξ3) , i = 1, ..., M. (2.3.6)
Por otra parte es fácil observar que los vectores propios a izquierda de Jf = D + BA
T , son
los vectores propios a derecha de JTf = D+AB
T . En efecto, supongamos que l= (y1, ..., yM)
T
es un vector propio a izquierda de Jf = D + BA
T asociado al valor propio λ, es decir
lT (D + BAT ) = λlT
entonces,
(D + ABT )l = λl.
Aśı procediendo como se hizo arriba para r resulta
l = −(D−λI)−1Aξ,
donde, ξ es una solución no trivial de M∗λξ = 0, aqúı




1 + [a1,b1] [a2,b1] [a3,b1]
[a1,b2] 1 + [a2,b2] [a3,b2]




En consecuencia, para ξ = (ξ1, ξ2, ξ3)




vi − λ (ai1ξ1 + ai2ξ2 + ai3ξ3), para i = 1, ..., M
donde los ξk, k = 1, 2, 3 son dados en (2.3.3).
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CAPÍTULO 3
Esquemas numéricos y multirresolución
adaptativa
En este caṕıtulo consideramos los esquemas para obtener aproximaciones numéricas de la
solución del modelo HS, teniendo en cuenta que no se disponen de soluciones exactas.
Consideremos el sistema de leyes de conservación (1.1.1)-(1.1.2) y definamos los puntos de
















4x, j ∈ Z, (3.0.1)
ver Figura 3.1.
Veamos algunas definiciones relevantes para la construcción de esquemas numéricos para
leyes de conservación hiperbólicas.
Definición 3.0.1 Se dice que un esquema numérico para la ecuación (1.1.1) es conser-















= F (Φj−p, Φj−p+1, ..., Φj+q),
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Figura 3.1: Discretización espacial
para alguna función F de p + q + 1 argumentos. F se llama la función de flujo numérico,
Φj(t) denota la aproximación numérica de Φ(xj, t) y h = 4x es el tamaño de celda el cual
se tomará constante, esto es, consideremos sólo mallas uniformes.
Definición 3.0.2 Un sistema conservativo se dice consistente si f(Φ) := F (Φ,Φ, ...,Φ)
y la función F es Lipschitz continua, es decir, existe una constante C tal que
‖F (Φj−p, Φj−p+1, ..., Φj+q)− f(Φ)‖ ≤ C máx{‖Φj+m − Φ‖ : m = −p, ..., q}
para todos Φj+m suficientemente cerca de Φ.
3.1. Esquema de quinto orden WENO
En 1987 Harten, Engquist, Osher y Chakravarthy [34] introdujeron los esquemas de alto orden
ENO (Essentially Non Oscillatory). La idea general del método es hacer una reconstrucción
de una función a partir de sus promedios de celda utilizando polinomios a trozos pero usando
un procedimiento adaptativo en la selección de los esténcil (conjunto de puntos usados en la
interpolación) para evitar en lo posible incluir celdas donde se presentan discontinuidades.
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Posteriormente y con el objetivo de suplir algunas desventajas del método ENO; Liu, Osher y
Chan [43] y Jiang, Shu [40] se basaron en este método para desarrollar una extensión conoci-
do como el método WENO (Weighted essentially non oscillatory), la cual se basa en el uso de
combinaciones convexas ponderadas de las reconstrucciones de los posibles polinomios asoci-
ados a cada esténcil. Esta ponderación se asigna de modo que cerca de las discontinuidades
los respectivos pesos reciben valores pequeños. Estos esquemas han sido ampliamente usados
para hallar la solución numérica de sistemas hiperbólicos de leyes de conservación. En este
trabajo usaremos esquema de quinto orden WENO (WENO-5).
En primer lugar, ya que por la no linealidad del modelo y teniendo en cuenta que los valores
propios de la matriz jacobiana de flujo no tienen necesariamente el mismo signo, entonces
para garantizar que la información caracteŕıstica se propague en la dirección correcta es nece-
sario dividir el flujo en sus partes positivas y negativas, es decir,
f(Φ) = f+(Φ) + f−(Φ).
























son los valores propios de la matriz Jacobiana
Jf (Φj+ 1
2









Debido a que implementaremos una versión espectral de WENO-5, también es necesario cal-
cular los vectores propios (normalizados) a izquierda lj+1/2,i y los vectores propios a derecha
rj+1/2,i, i = 1, ..., M de Jf (Φj+ 1
2
), el sub́ındice (j + 1/2, i) indica i-ésimo vector propio en
la interfase j + 1/2, esto se logra mediante el uso del Teorema 1.2.1. Sea Rj+1/2 la matriz
cuyas columnas son los vectores propios a derecha, por lo tanto, las filas de su matriz inversa
R−1j+1/2 son los vectores propios a izquierda. Con esta información, es posible calcular los
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para m = −2,−1, 0, 1, 2. Estos flujos se utilizan para construir los indicadores de suavidad
IS+p,i y IS
−
















































































Observe que cada indicador de suavidad es una magnitud vectorial con M componentes, donde
M es el número de part́ıculas.
A continuación, se utilizan los indicadores de suavidad para calcular los pesos ω+p y ω
−
p para
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aqúı, el segundo sub́ındice i denota cada campo caracteŕıstico y los coeficientes cp para p =










El parámetro δ > 0 se introdujo originalmente para evitar que el denominador fuese nulo,
sin embargo, como se señala en [40] la elección de este parámetro depende del problema y
de la máquina en la que se realizan los cálculos, En este trabajo tomamos este valor como
δ = 10−6.
Ahora, la i − ésima componente de los flujos numéricos caracteŕısticos ĝ+j+1/2 y ĝ−j+1/2 se



































































Un aspecto importante a tener en cuenta de los métodos de alto orden que involucran in-
formación espectral, es su elevado costo computacional, el cual es aún mayor si tenemos
sistemas de ecuaciones, o más de una dimensión, o un gran número de puntos en la malla.
En la referencia [20], los autores implementaron esquemas de multiresolución adaptativa
junto con WENO componente a componente, es decir, sin incluir información espectral, en
tal caso, la matriz Rj+1/2 se sustituye por la matriz idéntica M ×M .
El método de multiresolución es una técnica destinada a disminuir el costo computacional
asociado a los métodos de alta resolución, esta técnica de multiresolución fue diseñada orig-
inalmente por Harten [35] para ecuaciones hiperbólicas.
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3.2. Métodos adaptativos de multirresolución
En esta sección se presentan los conceptos y definiciones básicos introducidas por Harten [35]
para el análisis de multirresolución. Se presenta además un algoritmo de multirresolución
para la solución numérica de leyes de conservación hiperbólicas en el caso unidimensional.
El método de multirresolución aproxima la solución a una tolerancia prescrita de una for-
ma más eficiente, disminuyendo en el número de veces que se calcula el flujo numérico por
WENO y reemplazandola en regiones donde la solución es suave por aproximación polinomi-
ales. Para ello se consideran los valores puntuales o medias de celda de la solución numérica
mediante un proceso jerárquico de mallas anidadas diádicas.
A continuación, se describe brevemente el algoritmo de multirresolución, para más detalles
ver las referencias ([20], [21], [26], [28]).
Consideremos el conjunto de mallas anidadas diádicas Gk, 0 ≤ k ≤ Lc sobre el intervalo
I := [a, b], donde
Gk = {xkj}Nkj=0, xkj = j · hk, Nk = 2m−k, m ∈ N,
donde G0 corresponde a la malla original, que es la más fina; y GLc corresponde a la malla
más gruesa, con N0 = 2
m. Dado que las mallas son uniformes, la longitud de la celda del
nivel k es hk = (b− a)/Nk.
Los datos de entrada son promedios de celdas Φ
0
j , j = 0, 1, ..., N0 , de una función Φ(x) sobre
las celdas [x0j−1, x
0
j ] del nivel más fino G
0. Note que Gk está formada a partir de la malla más
fina Gk−1 eliminando las componentes de la malla con ı́ndice impar, es decir
Gk−1 −Gk = {xk−12j−1}Nkj=1
y Gk−1 ∩Gk = Gk,
xkj = x
k−1








2kj, 0 ≤ j ≤ Nk.
por lo tanto, este proceso (ver Figura 3.3) permite obtener Φk a partir de Φk−1 mediante
Φkj = Φ
k−1
2j , 0 ≤ j ≤ Nk.
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Figura 3.3: Diferentes escalas de promedios de celdas













Φ(x)dx, 1 ≤ j ≤ N0.








Φ(x)dx, 1 ≤ j ≤ Nk.































Por ende, la representación de Φ en cualquier malla Gk a partir de la malla más fina Gk−1






2j ), 1 ≤ j ≤ Nk, 1 ≤ k ≤ Lc.
Por lo tanto {Φkj}Nkj=1, 1 ≤ k ≤ L, puede ser calculado en forma directa del dato inicial Φ0 y
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Ahora, considerando los valores puntuales Ψkj := Ψ(x
k





Con el fin de recuperar la representación de Φ en Gk−1 a partir de su representación en la
siguiente malla más gruesa, se usa la equivalencia existente entre el valor promedio de celda
Φk y el valor puntual Ψk de la función primitiva (3.2.3). Más exactamente, si






















Tenga en cuenta que debido a la estructura anidada de las mallas, los valores del punto de
Ψkj en cualquier malla gruesa G
k puede obtenerse a partir del nivel más fino Gk−1 por
Ψkj = Ψ
k−1
2j , 0 ≤ j ≤ Nk. (3.2.6)
Ahora, para recuperar los valores de los puntos Ψk−1j sobre G
k−1 de Gk, se tiene en cuenta





1 ≤ j ≤ Nk se aproximan mediante el uso de polinomios interpoladores de (r − 1)-ésimo
grado en los puntos (Ψkj−s, ...,Ψ
k
j+s−1)




donde r = 2s. A lo largo de este trabajo, sólo tenemos en cuenta la interpolación de orden










































































































































(−Ψkj−2 + 9Ψkj−1 + 9Ψkj −Ψkj+1), para j = 2, ..., Nk − 1. (3.2.9)
Para el caso j = 1 y j = Nk hay que usar puntos fuera del dominio, por ello es necesario
considerar otro conjunto de nodos de tal forma que los puntos queden dentro del dominio,
aśı para j = 1 se toman los puntos Ψ0,Ψ1,Ψ2 y Ψ3 y para j = Nk se toman los puntos












(ΨkNk−3 − 5ΨkNk−2 + 15ΨkNk−1 + 5ΨkNk). (3.2.11)
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Sea dk(Φ0) = {dkj}Nkj=1 la sucesión de errores de interpolación al predecir los valores puntuales










, 1 ≤ j ≤ Nk. (3.2.12)
Las cantidades dkj se conocen como coeficientes de ond́ıculas o detalles. Los valores en
















































































(Φkj−1 −Φkj+1), para j = 2, ..., Nk − 1. (3.2.13)













(−ΦkNk−2 + 4ΦkNk−1 − 3ΦkNk). (3.2.15)
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Φk−11 −Φk1 − 18(3Φk1 − 4Φk2 + Φk3), para j = 1,
Φk−12j−1 −Φkj − 18(Φkj−1 −Φkj+1), para j = 2, ..., Nk − 1,
Φk−12Nk−1 −ΦkNk − 18(−ΦkNk−2 + 4ΦkNk−1 − 3ΦkNk), para j = Nk.














) es equivalente a conocer Φk−1. Aśı, podemos recuperar los prome-
dios de celdas Φ0 en el nivel más fino a partir de los detalles d1,d2, ..., dLc y el promedio de
celdas ΦLc en el nivel más grueso. La sucesión ΦM := (d
1,d2, ..., dLc ,ΦLc) se denomina la
representación de multirresolución de Φ0. Dado que los detalles corresponden a los errores de
interpolación que contienen información acerca de la regularidad local de Φ, serán utilizados
para la construcción del conjunto de ı́ndices (j, k), que corresponde a las posiciones significa-
tivas en el siguiente sentido: si dkj son los detalles de la representación de multirresolución
en la malla mas fina de la solución Φn en el tiempo tn, las posiciones significativas para el
siguiente paso de tiempo n + 1 son los puntos xkj para el que (j, k) ∈ Dn, donde
Dn := {(j, k) :‖ dkj ‖∞> εk}. (3.2.16)
Aqúı, εk = ε/2
Lc−k, donde ε > 0 es una tolerancia prescrita (ver [22]) y ‖ dkj ‖∞ es la
norma del máximo del vector dkj . Como se ha mencionado antes las soluciones de las leyes
de conservación hiperbólicas desarrollan discontinuidades o choques, por ende, el conjunto de
puntos significativos Dn debe ser ampliado para incluir los llamados ”safety points”, dicha
extensión se denota por D̃n.
En [35], Harten propone el siguiente algoritmo para el cálculo de D̃n:
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Algoritmo 3.2.1 Cálculo de D̃n.
1. Defina µ̂(j, k) = 0, 1 ≤ j ≤ Nk, 1 ≤ k ≤ Lc
2. for k = 1, ..., Lc
for j = 1, ..., Nk




µ̂(m, k) = 1, m = j − 1, j, j + 1
if ‖ dkj ‖∞≥ 2p+1εk and k > 1 then





3. Defina D̃n := {(j, k)|µ̂(j, k) = 1}
Aqúı, p ∈ [1, r − 1] con r = 2s − 1. Según [35], el ĺımite superior (r − 1) tiene en cuenta la
efectividad de la pérdida de regularidad en las etapas finales de la formación del choque.
El conjunto D̃n se usa para determinar si el flujo numérico se calcula usando un esquema
numérico estándar (en este trabajo, el esquema WENO-5 espectral) o bien se calcula uti-
lizando interpolación a partir de las mallas más gruesas, este es un aspecto crucial debido
que en general, el costo computacional para aproximar numéricamente soluciones de leyes de
conservación se concentra en el cálculo de los flujos numéricos, especialmente si se emplea
un esquema basado en información caracteŕıstica.
Los detalles o coeficientes de ond́ıculas contienen información acerca de la regularidad local de
la solución, además el proceso de compresión de datos implica descartar aquellos coeficientes
que son más pequeños en valor absoluto que una tolerancia preestablecida. En este sentido
el siguiente resultado (ver [35], [48]) justifica la elección de los parámetros usados en el
algoritmo 3.2.1 para la construcción del conjunto de indices correspondiente a las posiciones
significativas.
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Observación 3.2.1 Si la función u(x) en x = x∗ posee p − 1 derivadas continuas y una







p[u(p)], si 0 ≤ p ≤ r,
(hk)
pu(p), si p > r,
(3.2.17)
donde r es el orden de precisión de la aproximación (r = r − 1), p ≤ 1 y [ ] denota el salto
en la discontinuidad.
El objetivo de los esquemas de multirresolución es poder comprimir la mayor cantidad de
datos para reducir el costo computacional, para ello se consideran sólo los detalles dkj cuya
norma (escalada) es mayor que un valor de comparación dependiente del nivel, éste valor es









0, si ‖dkj‖∞ < εk,
dkj , si ‖dkj‖∞ ≥ εk,
1 ≤ j ≤ Nk, 1 ≤ k ≤ Lc,
donde trεk es llamado operador de truncamiento.
Por último, incorporamos toda la información descritas en este caṕıtulo para el diseño del
algoritmo introducido por Harten [35] que finalmente permite obtener la solución numérica.
Dada la solución Φn,0 sobre la malla más fina en t = n∆t, la solución Φn+1,0 en la malla
más fina en t = (n + 1)∆t es usando el siguiente algoritmo.
Algoritmo 3.2.2
1. Calcule el conjunto de puntos significativos D̃n := {(j, k)|µ̂(j, k) = 1} (ver algoritmo
3.2.1).
2. Construya la representación de multirresolución de Φn,0 y después de descartar los
detalles no significativos recupere la solución en la malla más fina, denotada por Φ̃
n,0
.
3. En cada etapa del método de Runge-Kutta calcular L a partir de los flujos numéricos
para todos los niveles usando Φ̃
n,0
, tales flujos se calculan usando WENO-5 si (j, k) ∈
D̃n o utilizando interpolación polinomial si (j, k) no es un punto significativo, de otro
modo
4. Φn+1,0 es tomada como la solución (en la malla fina) obtenida en la última etapa del
método de Runge-Kutta.
Este procedimiento se repite hasta obtener la solución numérica en el tiempo deseado.
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3.3. Discretización temporal
En primer lugar, recordamos algunos conceptos básicos (véase, por ejemplo, [28]). Considere
un método de Runge-Kutta expĺıcito de s etapas, que en la forma Shu-Osher se escribe como








, αik,≥ 0, i = 1, . . . , s, (3.3.1b)
Φn+1 = Φ(s), (3.3.1c)








∥∥ para 0 ≤ ∆t ≤ ∆tFE, (3.3.2)
donde L(Φ) corresponde a alguna discretización espacial de la derivada −f(Φ)x y || · || es
un funcional convexo. Entonces, se dice que el método de Runge-Kutta de s etapa (3.3.1)
preserva fuertemente la estabilidad (strong stability preserving (SSP)) si
||Φn+1|| ≤ máx{||Φn||, ||Φn−1||, . . . , ||Φn−m+1||}, (3.3.3)
siempre que (3.3.2) se cumple para un paso de tiempo ∆t que satisface
∆t ≤ ĉ∆tFE. (3.3.4)
El parámetro ĉ > 0 recibe el nombre de coeficiente SSP
Note que si αik, βik ≥ 0, las etapas intermedias dadas por (3.3.1b) son combinaciones
convexas del método de Euler con pasos ∆t reemplazado por βik
αik
∆t. En este caso, suponiendo
que (3.3.2) se cumple, tenemos (ver [52]) que el método de Runge-Kutta (3.3.1) es SSP
(SSPRK) si el coeficiente ĉ SSP está dada por






, si βik 6= 0,
∞, en otro caso.
(3.3.5)
Denotamos por SSPRK(s, r) el método SSPRK de s etapas y orden r. Los métodos de dis-
cretización de tiempo SSP son ampliamente utilizados en la solución numérica de EDP’s
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hiperbólicas porque preservan las propiedades de estabilidad no lineales las cuales son nece-
sarias para los problemas con soluciones discontinuas. Por otro lado, debido a la convexidad,
las etapas intermedias del método SSPRK tienen propiedades SSP (i.e. ||Φ(i)|| ≤ ||Φ(i−1)||
para i = 1 . . . , s). Esta caracteŕıstica es especialmente importante para algunas aplicaciones
como es mencionado en [28], particularmente en problemas de sedimentación porque estamos
evitando concentraciones negativas en las etapas internas, lo cual no tiene significado f́ısico.
Con relación a los métodos de discretización temporal, hay dos aspectos cruciales en consid-
eración: la eficiencia, que es medida por el aśı llamado coeficiente de efectividad SSP definido
como Ce = ĉ/s y los requerimientos de almacenamiento.
En vez de usar el método popular SSPRK(3, 3), el cual tiene Ce = 1/3 y puede ser im-
plementado con dos registros de memoria, emplearemos el método SSPRK(10, 4) reciente
desarrollado por Ketcheson en [41]. Este método puede ser implementado con dos registro
de memoria y tiene un coeficiente de efectividad SSP igual a 0,6 mayor que cualquier méto-
do de cuarto orden (hasta diez etapas) conocido hasta el momento, además éste es el único
método SSP de cuarto orden cuya optimalidad ha sido probada anaĺıticamente. Ketcheson
[41] reportó métodos con mas de 10 etapas y tres registros que son mas eficientes que el
SSPRK(10, 4), sin embargo, el valor de Ce se incrementa muy lentamente con el número de
etapas, por ejemplo, el método mas eficiente encontrado tiene 26 etapas y Ceff ≈ 0,696.
Antes de describir el método SSPRK(10, 4), mencionamos que no consideraremos métodos
de quinto orden porque necesariamente involucran valores negativos de βik’s (teorema 4.1
en [49]), lo cual implica la necesidad de calcular el operador downwind L̃(Φk) y el operador
upwind L(Φk) para la misma etapa.
Coeficientes del método SSPRK(10, 4). Los coeficientes no nulos correspondiente a Shu-







, si i ∈ {1, . . . , 4, 6, . . . , 9},
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Gracias a la relación algebraica entre estos coeficientes (que son números racionales) una
relación con dos registros de SSPRK(10, 4) es
q1 = Φ
v; q2 = Φ
v;
for i=1:5









q1 = 15q2 − 5q1;
for i=6:9



















donde γvmáx es la estimación de la velocidad caracteŕıstica máxima para Φ
v y CFL es el




4.1. Ejemplo 1. (M = 4)
Este primer ejemplo corresponde al caso estándar de cuatro especies [20, 32], con la misma
densidad %1 = %2 = %s = 2790 kg/m
3 y diferentes diámetros normalizados (di = Di/D1):
d1 = 1, d2 = 0.64, d3 = 0.36 y d4 = 0.16. La profundidad (no normalizada) del recipiente
en el experimento es L = 0.3 m. La máxima concentración total es φmáx = 0.6, junto con






4) = (0.05, 0.05, 0.05, 0.05)
T. Los parámetros
f́ısicos restantes son g = 9.81 m/s2, µf = 0.02416 Pas y %f = 1208 kg/m
3. La Tabla 4.1 y la
Tabla 4.2 muestran los errores aproximados en la norma L1 denotado por e1, e2, e3 y e4 para
cada especie y etot para la concentración total con la tasa de convergencia cr correspondiente
a t = 20 y t = 50 segundos respectivamente.
Tabla 4.1: Errores aproximados en la norma L1(×10−5) y tasa de convergencia (cr) para cuatro
especies en t = 20 s.
N0 e1 cr e2 cr e3 cr e4 cr etot cr
256 123.65 - 83.82 - 76.89 - 49.90 - 205.09 -
512 58.44 1.08 40.42 1.05 38.17 1.01 24.12 1.05 96.73 1.08
1024 30.39 0.94 20.56 0.97 18.36 1.06 12.09 0.99 50.82 0.93
2048 14.98 1.02 9.42 1.12 8.21 1.16 5.17 1.22 24.96 1.02
4096 7.44 1.01 4.77 0.98 4.12 0.99 2.55 1.01 12.85 0.96
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Tabla 4.2: Errores aproximados en la norma L1(×10−5) y tasa de convergencia (cr) para cuatro
especies en t = 50 s.
N0 e1 cr e2 cr e3 cr e4 cr etot cr
256 121.99 - 81.21 - 72.58 - 48.41 - 204.16 -
512 65.17 0.90 44.99 0.85 40.67 0.83 23.76 1.03 107.41 0.93
1024 32.94 0.98 21.89 1.04 19.42 1.06 11.25 1.08 55.79 0.94
2048 16.65 0.98 11.20 0.96 9.35 1.05 5.53 1.02 29.71 0.91
4096 11.41 0.54 7.57 0.56 5.58 0.74 2.98 0.89 21.33 0.48
Como no se dispone de las soluciones exactas, los errores se miden mediante el uso de una
solución de referencia con Nref = 16384 celdas. Estos errores aproximados se calculan de
la siguiente manera. Denotemos por φN0i (·, t) la solución numérica para la i-ésima com-
ponente en el tiempo t para una malla con N0 puntos, es calculada para la discretización
N0 ∈ {256, 512, 1024, 2048, 4096} y φrefi (·, t) la solución de referencia para i-ésima compo-
nente. Suponga que φN0i (x, t) = φ
N0
j,i (t) = const. para x ∈ [(j−1/2)4x, (j+1/2)4x]; Supong-
amos además, que φrefi (·, t) es constante a trozos en una malla de anchura 1/Nref para un
determinado tiempo t y definimos r := Nref/N0 ∈ N, entonces el error en la norma L1 en la
especie i ∈ {i = 1, . . . , M} se computa de la siguiente manera
ei = ei(t) =










Si definimos φN0j (t) := φ
N0
j,1 (t)+ · · ·+φN0j,M(t) (y análogamente, φrefj (t)), entonces el error total
aproximado en la norma L1 en ese momento viene dado por:







Note que etot(t) ≤ e1(t) + · · ·+ eM(t).





donde e(N1) y e(N2) son los errores asociados con los valores consecutivos de N0, N1 y N2.
En la Figura 4.1 se muestran los errores frente a los puntos de la malla para cuatro especies































































Figura 4.1: Errores aproximados en la norma L1 para cada especie y concentración total en
t = 20 s (izquierda) y t = 50 s (derecha).
en t = 20 y t = 50 segundos. Con el fin de mostrar las capacidades de compresión del método
implementado, incluimos en la Figura 4.2 la solución numérica en t = 20 s (izquierda) y
t = 50 s (derecha), cada figura muestra la compresión de datos correspondiente con cuatro
niveles (Lc = 4) y N0 = 2048.
4.2. Ejemplo 2. (M = 11)
A continuación, se considera el caso de once especies con igual densidad y diferentes tamaño
de part́ıculas (véase [20] y sus referencias). En este ejemplo, la altura de la columna es de
L = 0.935 m. Las concentraciones iniciales φ0i , los diámetros Di y los diámetros normaliza-
dos di = Di/D1 se dan en la Tabla 4.3; la máxima concentración total es φmáx = 0.641.
Por el bien de la inteligibilidad, sólo mostramos en la Tabla 4.4 y la Tabla 4.5 los errores y
tasa de convergencia para la concentración total, esta información se visualiza en la Figura
4.3. En las Tablas 4.4 y 4.5 también se incluye el rendimiento (en términos de tiempo de
CPU) de implementar el método espectral WENO5 combinado con multirresolución adaptati-
va (MR−SPEC−WENO5) y el método espectral WENO5 combinado sin multirresolución
adaptativa (SPEC −WENO5). Se observa la ventaja de utilizar multirresolución adapta-
tiva para reducir el cálculo del tiempo. En la Figura 4.4 se muestra la solución numérica
en t = 20 s (izquierda) y t = 50 s (derecha), cada figura muestra la compresión de datos
correspondiente con cuatro niveles (Lc = 4) y N0 = 2048.
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Figura 4.2: Solución numérica y compresión de datos para M = 4 en t = 20 s (izquierda) y
t = 50 s (derecha).
Tabla 4.3: Concentraciones iniciales φ0i (×10−3), diámetros Di(×10−5m) y diámetros nor-
malizados di.
i 1 2 3 4 5 6 7 8 9 10 11
φ0i 0.435 3.747 14.420 32.603 47.912 47.762 32.663 15.104 4.511 0.783 0.060
Di 8.769 8.345 7.921 7.497 7.073 6.649 6.225 5.801 5.377 4.953 4.529
di 1.000 0.952 0.903 0.855 0.807 0.758 0.710 0.662 0.613 0.565 0.516
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Tabla 4.4: Errores aproximados en la norma L1(×10−5) y tasa de
convergencia para la concentración total y CPU time (en segundos)
para MR-SPEC-WENO5 y SPEC-WENO5 en t = 20 s.
N0 etot cr CPU time CPU time
MR-SPEC-WENO5 SPEC-WENO5
256 250.22 - 6.18 10.26
512 158.22 0.66 26.16 40.73
1024 69.58 1.19 102.47 164.73
2048 30.67 1.18 418.20 661.32
4096 16.35 0.91 1914.27 2597.08
Tabla 4.5: Errores aproximados en la norma L1(×10−5) y tasa de
convergencia para la concentración total y CPU time (en segundos)
para MR-SPEC-WENO5 y SPEC-WENO5 en t = 50 s.
N0 etot cr CPU time CPU time
MR-SPEC-WENO5 SPEC-WENO5
256 293.86 - 17.40 25.03
512 132.37 1.15 67.48 99.91
1024 65.77 1.01 250.31 403.21
2048 31.31 1.07 1039.44 1601.62








































Figura 4.3: Errores aproximados en la norma L1 de la concentración total en t = 20 s
(izquierda) y t = 50 s (derecha).
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Figura 4.4: Solución numérica y comprensión de datos para M = 11 en t = 20 s (izquierda)
y t = 50 s (derecha).
Conclusiones
En este trabajo se desarrollaron de manera muy detallada los cálculos para mostrar la hiper-
bolicidad del modelo de sedimentación de suspensiones polidispersas de Höfler - Schwarzer
presentados originalmente en las referencias [13] y [45]. además, como consecuencia del análi-
sis del carácter hiperbólico del modelo se obtiene la información caracteŕıstica necesaria para
la implementación de un esquema numérico de alto orden teniendo en cuenta las ventajas
que implica el uso de esquemas espectrales en comparación con esquemas por componentes.
Concretamente, implementamos métodos de multirresolución adaptativa para el popular es-
quema numérico de alto orden WENO5 espectral propuesta por Harten [35]. En el caṕıtulo
4 damos evidencia numérica de las ventajas de utilizar la información caracteŕıstica para un
esquema de alto orden al aplicar el método de multirresolución adaptativa para un problema
descrito por leyes de conservación medidos por la compresión de datos y disminución en los
tiempos de cálculos.
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[46] Ramón G. Plaza, Sistemas Hiperbólicos de leyes de conservación [Notas],
http://www.fenomec.unam.mx/ramon/LeyesConservacion-2014-1/Cap2.pdf.
[47] J.-F. Richardson and W.-N. Zaki, Sedimentation and fluidization: Part I, Trans. Instn.
Chem. Engrs. (London), 32 (1954), 35–53.
[48] R. Ruiz Baier, Métodos de Multiresolución y su Aplicación a un Modelo de Ingenieŕıa,
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