Observationally equivalent programs are programs which are indistinguishable in aJl contexts, aa far aa their termination property ie concerned.
Introduction
Some programming languages, like Scheme and Standard ML of New Jersey, provide a control operator call/cc which gives the programmer the possibility to reify the current continuation aa a first-class object.
When such a reified continuation is applied to a value V, the current computation is aborted and the execution resumes at the point where the continuation waa captured; the value v being the vsJue returned from this call/cc expression. When parallelism is introduced in such languages the meaning of continuations does not appear to be clear. There have been seversJ attempts to give a semantics to continuations and parallelism [11] , [12] , [16] , [17] , [22] . In a previous paper [19] , we presented a new semantics for a functional language with continuations and transparent constructs for parallelism. In this paper, we formalise this approach and prove some interesting properties.
Intuitive semantics
A construct for parallelism is said to be transparent if all programs using this construct return the same result as those programs written without thw construct. Thus, a transparent construct can be seen aa an annotation for parallel execution which preserves the meaning of programs. Thanks to this property, parallel applications can be developed in two phases: programs can be written using the functional Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date eppear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. /Copenhagen, DK 01993 ACM O-89791-595-X/93/0006/01 25...$1.50 programming methodology and then, they can be annotated by constructs for parallelism aa described in [18] . Let us consider the purely functional subset of Scheme extended with call/cc and let us suppose that evaluation is sequential (left-to-right order) unless parrdlelism is introduced by the construct pcall. pcall requires two arguments; (pcall f e) applies the value of f to the value of e after evaluation of f and e in parallel. Let us show by severaJ examples the behaviour of programs using simultaneously call/cc and pcall.
In the following program, which is the same as program 1 (in figure  1) without the pcall annotation,
(call/cc (lambda (k) ((fl (k 1)) (k 2)))) k is applied to 1 because evaluation is supposed to be from left to right.
In program 1, the evaluations of (k 1) and (k 2) proceed in parallel.
Since pcall is transparent, only one application can actually be performed, and it must be k to 1. In fact, with a transparent pcall, k must not be applied to 2 because expression (f 1 (k 1 ) ) escapes and this expression, appearing to the left of (k 2), is evaJuated before (k 2) in the sequential program. We can state this intuitive rule:
before applging a continuation in a parallel program, expressions appearing to the left of the application of this continuation should have returned a value.
(call/cc (lambda (k) (pcall (fl (k 1)) @ 2)))) 1 (pcall (e) (call/cc (lambda (exit) 2 ( . . (exit 2))))) (pcall (call/cc (lambda (kl) . . . ) ) 3 (call/cc (lambda (k2) . ..))) (let ((a (call/cc (lambda (x) x)))) (a (lambda (x) x))) the continuation returned by the call/cc expression is ap plied outside this call/cc expression. The continuation is said to be applied outside the extent of this call/cc. On the other hand, in program 2 (in figure 1), the continuation bound to exit is applied whale evaluating the call/cc expression, i.e. in its extent.
If we apply our intuitive rule to program 2, we have to wait for the value of (e) before applying exit to 2 because (e) appears to the left of (exit 2). However, we understand that we can invoke exit independently of the behaviour of (e), since the application of exit aims at returning the value of the call/cc expression. In program 3, we would like to capture two continuations in parallel.
Intuitively, there does not seem to be any reaaon to sequentialise those captures: indeed, the continuation to be bound to k2 can be found independently of the value of (call/cc (lambda (kl ) . ..) ) and vice-versa. A parallel evaluation was also possible in this system since several redlces could be reduced at each evaluation step. Unfortunately, it appeared that such a system was not Church-Rosser: we could find a program M which reduced to P and Q by the sequential and parallel strategy but we could not find N such that both P and Q reduced to N. The rule which made the Church-Rosser property collapse was the rule which allowed the capture of continuation in any context. Although Church-Rosser is a nice property, it appears to be too strong for our purpose.
Indeed, there are programs which cannot be proved to be equal although thev behave "externally" in the same wav. q]
Figure 2: One step reduction AC for C The C reduction system is defined by the set of rules in figure 2 (with A). In order to abort a computation, terms are pruned step by step using rules C5 and C6 until the top level is reached where rule C7 can be applied.
With the first six rules, we can define a notion of reduction +"
and its compatible closure +C is defined by
Classically we define -+:, the reflexive, transitive closure of += and == the equivalence relation generated by +;. We suppose that an evaluation is performed within an A operator.
Rules C7 and C8 can only be used at the top level. We call them top level rules.
Those rules are different from rules Cl to C6 since we do not define their compatible closures. We define a computation +: by callcc Ind --+:=-+:
IJ '*" l.J + and we note +~q its transitive closure. The C reduction system has the following properties: By examining the parallel evaluation strategy of C, we can conclude that it does not allow parallel evaluation aa we described in section 1.1. As a matter of fact, in order to capture a continuation, callcc must be bubbled up to the top level; this requires all expressions appearing to the left of cal ICC to be values, i.e. a continuation can be captured in an evaluation cent ext. Moreover, when a continuation is applied, expressions appearing to the left, up to the top level, are pruned if they are values but there is no optimisation when the continuation is applied in extent of the callcc by which it waa reified.
Consequently, we could change the side condition of rule C3 to solve the first problem:
we could allow the capture of the context even if M is not a value: 
with V a uake (Cpsl)
Some essential properties of the CPS translation were proved by Plotkin;
A. and A. represent the call-by-value and callby-name theories respectively, eva!v and eval n, the corresponding evaluation functions, =V, observational equivalence in Au. We proved similar results for c: 
which concludes the proof since evalc (M) = V. u
We now have the tool to prove that two expressions are observationally equivalent.
In the following section we present some optimisations which preserve the observational equivalence.
The appendix is dedicated to the description of the optimised cps translation that we use in theorem 3.4. We can easily show that the system C and the system CP are equivalent.
For this purpose, we define two translations which essentially map A-applications to continuation points and vice-versa. VM E AcP,~w E A. : The optimisation rules given in figure 3 can now be adapted where K[ ] is a captured context: to CP where they also p~eserve o~servational equivalence a! -CP.
We are now ready to define a reduction system where the notion of extent is made explicit.
6
The CPP calculus
The notion of extent is not easy to define for a parallel language with first-class continuations. First, we informally define it and then we represent it explicitly in a new reduction system CPP. According to [13] , [28] , the eztent refers to a period of time: the lifetime of an object or a construct. "In Scheme, the extent of the application of a function j on its argument v is the time during which is computed the body of the function~, this includes the time taken by the computation of all subforms that appear in the body[24, page 175, section 1~.
The extent of an expression in which parallelism is introduced encompasses all the processes evaluating parts of this expression [23] . On a sequential machine, when first-class continuations are not used, the extent of an expression is a single interval of time, or a contiguous time period. When first-class continuations with indefinite extent are introduced ss in Scheme, the evaluation of an expression E can be aborted by applying a continuation, and the evaluation of E can be resumed later by a continuation which was captured in E. In this situation, the extent is composed of several intervals of time, or a non-contiguous time period. On a parallel mschine, the evaluation order is non-deterministic (while results of \ our programs are deterministic). Therefore, time intervals can be interleaved, We define the extent of an expression callcc M by the extent of the application of M to the current continuation.
In the reduction system CP, callcc is bubbled up to the top level in order to build the continuation.
Let us suppose that rule CP4 is used,
The extent of callcc M in the left-hand side is the extent of the application of M to the continuation (a, k([ ]a N)), while the extent of the callcc-expression in the right-hand side is the extent of the application of M.(M(a, k([ ]= N)))N to the current continuation.
Consequently, the extent of the callcc in the right-hand side includes the lifetime of N which is not the case in the left-hand side. Eventually, when we apply a top level reduction CP1O, the extent of callcc is the lifetime of the whole program. This example illustrates that it is difficult to define the extent of a callcc in a reduction system like C P. This is the reason why we introduce a new construct, that we call prompt, which is used to mark the extent of a callcc. We define a new set of expressions, A=pP:
(v 
where the continuation point named /3 has disappeared and the prompt /3 is useless. This is the reason why we have added the subscript u to callcc in the left-hand side of the rule. This ca IICcu is a construct which originally appears in the user program while the callcc in the right-hand side is an internal callcc generated by the reduction system. In order to be able to perform the same reductions as we could before introducing the prompt, we must consider the different reductions of (M(a, k[ ]~)) that might appear in the prompt:
1. (kd'f)v 
In the equation CPP16, the callcc is passed out of the mark and the mark is also copied in the continuation. Now, we can define the extent of a callcc by the extent of its corresponding mark. Moreover, we say that an expression M is evaluated in the extent of a ca Ilcc if M is a redex in an apphcative context appearing in the mark associated with this callcc:
#. (A[M])~#~(A[M']) with A[ ] an applicative context
We can easily optimise the invocation of a continuation in the extent of the ca Iicc by which it was reified.
Since a continuation and the mark delimiting the extent of this ca Ilcc are given a unique name, the following rule can detect such an invocation:
Therefore, rule CPP13 should be applied when a continuation escapes from a mark with a different name while rule CPP12 is used for the application of a continuation in a mark with the same name.
The main result of this section is the following theorem; it says that two programs are observationally equivalent in CP if they are observationally equivalent in CPP. In thk system CP', we define a notion of reduction, its compatible closure, equivalence relations, evaluation and observational equivalence as we did in the previous systems. We can prove that CP' and CP satisfy the following theorem:
= V and qtij tiefined by
Although rule CPP12 does not belong to CP', we can show that this rule preserves observational equivalence %.PJ. Therefore, by theorem 6.2, M~.P N iff M =Cp, N and by lemma 6.3, M~=P/ N iff M =CPP N which concludes the proof. u CPP is a reduction system which allows the capture of continuations in any applicative context and which does not abort the whole computation when a continuation is applied in the extent of the ca IICC which created it. With theorems 5.4 and 6.1, observational equivalence is the same in CPP and C, meaning that programs can be evaluated with a tiequential or a parallel strategy. Therefore, we have succeeded in formalizing the intuitive semantics of section 1.1. Instead of CPP16, we could have used another equation
where the prompt in not copied in the continuation. In th~case, the prompt is the explicit representation of the dynamic extent of the callcc. For a given program, their implement ation returns one or more results without knowing if they are legitimate.
The legitimacy is determined later when all subcomputations have completed and a total order of evaluation can be found as in the sequential semantics.
In a sense, we also have a notion of legitimacy:
we have to determine whether it is legal to apply a continuation in a parallel program.
But, pcall can be more optimised than future: a continuation can be applied in an evaluation context and if an expression returns a value using parallel evaluation rules, the result is behaviourly equivalent to the one returned by a sequential evaluation strategy. In [19] , we presented the intuitive semantics we describe in section 1.1. We can see [19] as an implementation of the system C P P on a machine with multiple processors and a shared memory. In those rules, each continuation is a kabstraction.
We add rules 0cps6 and 0cps7 for the translation of A and callcc. In the translation of AM, the initial continuation is marked as administrative and in the translation of callccM, the reified continuation~vk' .kv, standing for~v.~k' .kv is also marked as administrative.
Definition
A .2 (Optimised CPS translation) [n = [6.(a, b) 
z with x, variable or constant (ocps4)
We define the optimised CPS translation aa a three-pass process, where lambda-expressions marked aa administrative are reduced at translation-time, and where unreduced administrative expressions are unmarked. 
and U(P) removes the marks on administrative abstractions:
We also note WO(V), the result of a translation of a value
This solution
is not yet satisfactory; indeed, in C, let us consider (ca IICC M)iV and its reduction by rule C4. Let us cpz-translate the two terms, we obtain the following diagram: (k(fN) )))N and the other abstraction, (A~.A(k(fN))), is a functional representation of the continuation.
Since the translation of those A-abstractions are not administrative, they are not reduced in the three-pass translation.
As a matter of fact, both abstractions should be considered as administrative abstractions introduced by the reduction system. Indeed, it is the internal way of handling ca I Icc in C. Therefore, in the reduction system, let us mark by a star the A-expressions which are continuation receivers or representation of a continuation created by the system.
and let us add the new following rules to the cps translation
where A*-expressions are marked as administrative and are reduced at translation-time. With these two rules, we have now
Of course, the user is not given the right to write programs with A*-abstractions.
Since they are only created by the reduction system, we can prove that this optimised cps translation is always defined. 
