An algorithm is given for the computation of moments of f 2 S, where S is either a principal h-shift invariant space or S is a nitely generated h-shift invariant space. An error estimate for the rate of convergence of our scheme is also presented. In so doing, we obtain a result for computing inner products in these spaces. As corollaries, we derive Marsden-type identities for principal h-shift invariant spaces and nitely generated h-shift invariant spaces. Applications to wavelet multiwavelet spaces are presented.
Introduction
We consider the computation of the moment m f of a function f 2 L 2 IR. To this end, we project f into either an h-principal invariant subspace or a nitely generated shift invariant subspace. The approximation order and other characteristics of such spaces have been studied extensively in the fundamental paper 1 and again in 11, 15, 10 . Our main result deals with the computation of inner products in shift invariant spaces. The advantage of utilizing these spaces is the fact that we can often construct stable bases whose elements are integer translates of a compactly supported function or nite compactly supported functions. Thus the computation of the inner product is easily implemented o n a computer. As corollaries to our main result, we obtain as a special case the ability to compute moments of functions f 0 2 V 0 . W e then show h o w the process can be re ned to obtain moments of the function f h 2 V h . The idea is to construct a sequence of shift invariant spaces V h approximating L 2 IR in hopes of eventually approximating the moment o f f 2 L 2 IR b y the moment o f f h 2 V h . In the case where the vector that generates the nitely generated shift invariant space V 0 is re nable, we use a result of Cohen, Daubechies, and Plonka 5 in order to obtain an estimate of the error jm f , m f h j.
As a consequence of our main result, we c haracterize a Marsden's identity for nitely generated shift invariant spaces. Recall Marsden's identity gives the explicit representation of x n in terms of B-splines 12 . A multivariate analog for box splines is given in 3 . The outline of this paper is as follows: In Section 2, we give basic de nitions and elementary results necessary to the sequel. An inner product theorem and related corollaries concerning moment computation and Marsden's identity are given in Section 3. In addition, we give an error estimate for the di erence between the moment o f f 2 L 2 IR and the moment o f its orthogonal projection f h in a shift invariant subspace of L 2 IR. The nal section contains moment recursion formulas for re nable functions and vectors as well as examples of illustrating our results.
Notation, De nitions, and Basic Results
In this section we i n troduce notation, de nitions, and basic results used throughout the remainder of the paper. Let us begin by de ning various types of shift invariant spaces. Suppose V h is a linear space and h 0. Then V h is said to be an h-shift invariant space if
V h is a principal h-shift invariant space if V h is an h-shift invariant space generated by a compactly supported function 2 V h . That is f 2 V h = fx = X k2ZZ c k x , hk:
When h = 1 , w e will suppress the h in the de nitions above and refer to the spaces as shift invariant and principal shift invariant, respectively. As a matter of convention, we will denote an h-shift invariant space generated by by V h . We will also be interested in shift invariant spaces generated by several functions. That is, we de ne a nitely generated shift invariant space V h by insisting that f 2 V h = fx = X k2ZZ a k T x , hk;
where now
and the a k 2 IR r . Such a space generated by will be denoted by V h .
We readily observe the following properties:
1 If V is a shift invariant space, then V h = ff : fh 2 V g is an h-shift invariant space. 2 If V is a shift invariant space generated by , then V h is an h-shift invariant space generated by h .
We will say that the h-shift invariant space V h is of degree n and write degV h = n if x k 2 V h , k = 0 ; : : : ; n , but x n+1 = 
Main Results
The main goal of this paper is to provide an algorithm for computing moments in principal or nitely generated shift invariant spaces. Once the algorithm is in place, we will use it to attempt to approximate the moment m f o f f 2 L 2 IR. In order to obtain formula for computing moments of f 0 = Proj V f and subsequent moments in re ned spaces, we establish the following result. 
In an analogous manner de ne f ,M and g ,M . Then
Using 7, 8 and the fact that , 1 w e see that the second term in the above sum tends to 0 as M ! 1 so that we obtain the desired result. 2
We obtain the following moment formulas as immediate corollaries of Theorem 3.1. Note that in order to implement 11, we m ust have the coe cient v ector c k; for x . W e will discuss a procedure for obtaining c k; later in the section.
The following corollary describes how w e can re ne our procedure and obtain moments m f where f 2 V h . Corollary 3. Thus to compute the c k; , w e need only the moments of order less than of the components of
. W e shall see in the nal section of the paper that in the case where is re nable then this task can be performed recursively. Once we h a ve these moments, we can use Corollary 3.2 or Corollary 3.3 to compute moments of functions in nitely generated principal shift invariant subspaces of L 2 IR. In addition Proposition 2.1 provides a means to estimate moments from these spaces should we i n tend to use them to approximate moments of functions in L 2 IR. We conclude this section by noting that in light of 9 and 13 we h a ve the means for establishing a Marsden's identity i n a n y nitely generated shift invariant space of degree n. Of course for computational purposes, we m ust also obtain explicit formula for the moments m j , = 0 ; : : : ; nand j = 1 ; : : : ; r . Proposition 4.1 illustrates how w e can obtain these values in the case where r = 1 and the function solves 14. We give examples of particular vector functions in the next section.
Re nable Functions and Vectors
In the nal section of the paper, we discuss various methods for computing the initial moments m j a s g i v en in 13. One of the most popular ways to obtain classes of nitely generated principal shift invariant spaces is to use ideas from wavelet or multiwavelet theory see 2, 6 for wavelets, 8, 9 for multiwavelets. The idea is to construct a nested ladder of principal shift invariant subspaces of L 2 IR. This ladder is constructed by nding a function o r a v ector who along with its integer translates forms a Reisz basis for a space V 0 .
For k 2 Z Z, the space V k is formed using the translates 2 k x , n, n 2 Z Z, o f 2 k x. Other requirements are made of the nested ladder to ensure existence of a wavelet. The property we are particularly interested in is the re nement property 1. Our rst result of this section shows that if the generator is re nable, then we need only compute R xdx and then use this value to recursively generate all moments needed in 13. It is shown in 13 that P , the spectral radius of P satis es P = 1 . T h us I , 2 , P ,1
exists. 2
The propositions above illustrate that we can use functions from wavelet theory and multiwavelet theory to approximate moments of functions in L 2 IR. Daubechies 6 has created a family of functions that can possess arbitrary regularity. C h ui and Wang 4 have derived wavelets from cardinal B-splines. In terms of multiwavelets, one could use Proposition 4.2 with the spline multiwavelets of Goodman and Lee 9 or the fractal multiwavelets given in 7 .
We conclude the paper with two examples from the scaling functions listed in the previous paragraph. In both cases, we shall attempt to estimate moments of the Dirichlet density The functions 2 left and 3 . We will estimate the = 1 ; 2; 3; 4 moments of f; 1 2 ; 1 2 using each o f 2 ; : : : ; 5 . In order to do so, we m ust calculate the 0 order moment for each scaling function. We can then use the recursion formula in Proposition 4.1 to compute the higher order moments that are used to form the c k; . The next step is to obtain the a k 's in Corollary 3.3. We provide our results for h = 2 ,j , where j = 6 ; 8; 10. We h a ve provided three di erent methods for obtaining the a k . In the rst case, we simply sample f. In the second case, we approximate f by a piecewise quadratic polynomial and then use the precomputed c k; to form a Newton-Cotes type integration scheme. The third method for computing the a k uses the numerical integration from the prior method but uses a more sensitive approximation to f at the breakpoints x = 0 and x = 1 . Our results are given in the tables below. The numbers in parentheses represent the error between the approximation and the exact value. Note that we h a ve used 2 , 3 , and 4 even in cases where Corollary 3.2 does not apply that is, the order of the moment is larger than the degree of the space. The error in these cases is larger since x is not a member of the spaces generated by the corresponding scaling functions. In addition, since we m ust approximate the fa k g in some fashion the errors are dependent on the function f. Since f is only C 0 , it it natural that the C 0 function 2 does an adequate job approximating the moments. Since the support of 2 is less than that of any other scaling function we use, the expansions for f h consist of fewer terms. Thus, the computational cost of using 2 is less than that incurred by the other scaling functions. Table 3 : a k obtained by adaptive n umerical integration.
We n o w consider an example illustrating our methods with nitely generated shift invariant spaces. To this end, we employ the scaling vector comprised of fractal interpolation functions given in 7 . We also note that in the case of these functions, a recursion formula for the moments exists see 14 and could be used in place of Proposition 4.2.
Example 4.4 We consider the closed linear space V 0 spanned by the fractal interpolation functions 1 and 2 as derived in 7 . We choose 1 ; 2 so that degV 0 = 3 . We obtain the V j spaces by taking the closed linear span of the set f2 ,j=2 ` 2 j x , k;= 1 ; 2g k2ZZ . A s in Example 4.3, we approximate moments of the beta distribution. Note that the accuracy is about the same as that of the Daubechies 2 function. In the rst table, the a k were function samples; in the second table the a k were obtained using numerical integration; in the third table the a k were obtained using adaptive n umerical integration. The adaptive i n tegration is not as e ective here since one of the scaling functions has the same support as does f. The 
