Tikimybinis dažnų posekių paieškos algoritmas by Pragarauskaitė, Julija & Dzemyda, Gintautas
ISSN 1392-0561. INFORMACIJOS MOKSLAI. 2009 50
352
Tikimybinis dažnų posekių paieškos algoritmas
Julija Pragarauskaitė
Matematikos ir informatikos instituto doktorantė
Institute of Mathematics and Informatics,
Doctoral student
Akademijos g. 4, LT-08663 Vilnius 
El. paštas: julija.pragarauskaite@gmail.com
Gintautas Dzemyda
Matematikos ir informatikos instituto profesorius
Institute of Mathematics and Informatics,
Professor
Akademijos g. 4, LT-08663 Vilnius 
El. paštas: dzemyda@ktl.mii.lt 
Dažnų posekių paieška didelėse duomenų bazėse yra svarbi biologinių, klimato, fi nansinių ir dauge-
lio kitų duomenų bazių analizei. Tikslieji algoritmai, skirti dažnų posekių paieškai, daug kartų perren-
ka visą duomenų bazę. Jeigu duomenų bazė didelė, tai dažnų posekių paieška yra lėta arba reikalingi 
superkompiuteriai. Straipsnyje pasiūlytas naujas tikimybinis dažnų posekių paieškos algoritmas, ku-
ris analizuoja tam tikru būdu sudarytą pradinės duomenų bazės atsitiktinę imtį. Remiantis šia analize 
daromos statistinės išvados apie dažnus posekius pradinėje duomenų bazėje. Šis algoritmas nėra 
tikslus, tačiau veikia daug greičiau negu tikslieji algoritmai ir tinka žvalgomajai statistinei analizei. Tiki-
mybinio algoritmo klaidų tikimybės įvertinamos statistiniais metodais. Tikimybinis algoritmas gali būti 
derinamas su tiksliaisiais dažnų posekių paieškos algoritmais. Jį galima taikyti ir bendrajam struktūrų 
paieškos uždaviniui. 
Įvadas
Dažnų posekių paieška didelėse duomenų 
bazėse svarbi daugelyje sričių, pavyzdžiui, daž-
nų posekių paieška biologinių, klimato, fi nansi-
nių duomenų bazėse, tinklalapių apsilankymų 
ir pardavimų duomenų bazėse. Pastaraisiais 
metais pasiūlyta daug tiksliųjų algoritmų dažnų 
posekių analizei. Populiariausias tikslusis al-
goritmas GSP (Generalized Sequential Pattern 
mining algorithm) (Srikant, Agrawal, 1995a; 
Srikant, Agrawal, 1995b) daug kartų perrenka 
visą pradinę duomenų bazę, nustato, kurie po-
sekiai yra reti, ir jų toliau netiria. Kiti populia-
rūs tikslieji algoritmai yra SPADE (Zaki, 2001), 
SPAM (Ayres, Flannick, Gehrke, Yiu, 2002), 
Prefi xSpan (Pei et al., 2001), FreeSpan (Han et 
al., 2000). 
Jeigu duomenų bazė didelė, tai dažnų pose-
kių paieška naudojant tiksliuosius algoritmus 
yra lėta arba reikalingi superkompiuteriai. Kai 
kuriuose uždaviniuose, pavyzdžiui, dažnų pose-
kių tinklalapių apsilankymų bei pardavimų duo-
menų bazėse nustatymas su tam tikra įvertinta 
paklaida yra priimtinas, todėl galima taikyti ti-
kimybinius algoritmus. Tikimybiniai algoritmai 
yra daug greitesni nei tikslieji, nes, užuot atlikę 
daugybinius pradinės duomenų bazės nuskai-
tymus, jie analizuoja tam tikru būdu generuotą 
daug trumpesnę duomenų imtį. Remiantis šia 
analize, daromos statistinės išvados apie dažnus 
posekius pradinėje duomenų bazėje.   
ProMFS (Tumasonis, Dzemyda, 2004) yra 
vienas iš apytikslių tikimybinių dažnų posekių 
paieškos algoritmų. Šis algoritmas generuoja 
naują trumpesnę seką, remdamasis statistinėmis 
pagrindinės sekos charakteristikomis: elemento 
pasirodymo sekoje tikimybe, sąlygine tikimybe, 
kad vienas elementas eis po kito, bei atstumų vi-
durkiu tarp dviejų elementų pagrindinėje sekoje. 
ProMFS algoritmas, remdamasis GSP, nustato 
dažnus posekius naujojoje sekoje ir daro išva-
das apie dažnus posekius pradinėje duomenų 
bazėje.
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Kitas apytikslis dažnų posekių nustatymo 
algoritmas yra ApproxMAP (Kum et al., 2003). 
Pagrindinė ApproxMAP algoritmo idėja yra 
vietoje tikslių posekių paieškos rasti posekius, 
apytiksliai naudojamus daugelyje kitų posekių. 
Straipsnyje pasiūlytas naujas tikimybinis 
dažnų posekių paieškos algoritmas analizuo-
ja tam tikru būdu sudarytą pradinės duomenų 
bazės atsitiktinę imtį. Remiantis šia analize da-
romos statistinės išvados apie dažnus posekius 
pradinėje duomenų bazėje. Tikimybinio algo-
ritmo klaidų tikimybės įvertinamos statistiniais 
metodais. Didinant atsitiktinę imtį, klaidų tiki-
mybės mažėja. Pasiūlytą tikimybinį algoritmą 
galima derinti su tiksliaisiais dažnų posekių 
paieškos algoritmais. Jį galima taikyti ir bendra-
jam struktūrų paieškos (angl. sequential pattern 
mining) uždaviniui.
GSP agoritmas (Generalized Sequential 
Pattern mining algorithm)
GSP yra tikslus algoritmas dažniems po-
sekiams nustatyti pagal pasirinktą dažnio 
slenkstį . Tarkime, kad pradinė duo-
menų bazė, kurioje ieškosime dažnai pasikar-
tojančių posekių, yra sunumeruota duomenų 
aibė . Aibės  elementai  
gali įgyti  skirtingų reikšmių . 
Posekis  vadinamas dažnu, jeigu  
.
Antraip, šis posekis yra vadinamas retu.
GSP algoritmas perrenka visą pradinę duo-
menų bazę, nustato, kurie posekiai yra reti, ir 
jų toliau netiria. GSP algoritmas pirmojo duo-
menų perrinkimo metu nuskaito pirmojo ly-
gio (vieno simbolio) posekius  
ir nustato, kurie posekiai yra dažni. Toliau 
iš nustatytų dažnų posekių formuojami ant-
rojo lygio (dviejų simbolių) kandidatai 
 
, 
kurie gali būti dažni. Į potencialius dažnų pose-
kių kandidatus nepatenka posekiai, sudaryti iš 
jau nustatytų retų posekių. Akivaizdu, kad jeigu 
posekis retas, tai visi posekiai, turintys šį posekį, 
taip pat bus reti, pavyzdžiui, jei  yra retas, 
tuomet posekiai  ir t. t. taip pat 
yra reti. Dviejų simbolių dažnų posekių nustaty-
mas vykdomas dar kartą perrenkant visą pradinę 
duomenų bazę. 
Panašiai nustatomi trečio ir kitų lygių dažni 
posekiai. Algoritmas baigiamas, kai eiliniame 
lygyje nebėra kandidatų į dažnus posekius.
Tikimybinis algoritmas
GSP algoritmas tiksliai nustato, kurios se-
kos yra dažnos pagal pasirinktą slenkstį , ta-
čiau daro daugybinius pradinės duomenų bazės 
nuskaitymus. Jeigu pradinė duomenų bazė yra 
didelė, tuomet GSP algoritmo laiko sąnaudos 
yra didelės, nes tenka daug kartų nuskaityti duo-
menų bazę. Siūlomas tikimybinis algoritmas yra 
daug spartesnis, nes analizuoja ne visą pradinę 
duomenų seką, o daug trumpesnę jos atsitiktinę 
imtį. Tikimybinis algoritmas yra apytikslis, ta-
čiau jo paklaidų tikimybes galima įvertinti. 
Pradinės sekos atsitiktinė imtis  sudaroma 
taip: 
• Generuojame atsitiktinio dydžio , įgy-
jančio reikšmes  su vieno-
domis tikimybėmis , realizacijų seką 
.
• Ieškant pirmojo lygio (vieno elemento) 
dažnų posekių, atsitiktinė imtis  elemen-
tams  yra tiesiog . Antro-
jo lygio atsitiktinė imtis elementų poroms 
 yra, 
 
, …, . 
k-ojo lygio atsitiktinė imtis elementų rin-
kiniams  yra , 
, … ,  
ir t. t. Tokia imtis yra sudaryta grąžintiniu 
ėmimu, nes kai kurie skaičiai  gali pasi-
kartoti. Negrąžintiniu ėmimu sudaryta atsi-
tiktinė imtis formuojama iš pasikartojančių 
skaičių  pašalinant visus pasikartojančius 
skaičius bei papildomai generuojant nau-
jus skaičius, kol bus gautas nesikartojančių 
skaičių rinkinys .
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Pasinaudoję GSP algoritmu, nustatome po-
sekių  empirinius dažnius atsitik-




Posekius  klasifi kuojame į tris 
grupes:
1) jeigu , tai posekį 
 priskiriame dažnų posekių klasei;
2) jeigu , tai posekį 




tai posekį  priskiriame tarpinių 
posekių klasei.
Aptarsime tikimybinio algoritmo klaidų 
tikimybių įvertinius. Fiksuokime kokį nors posekį 
. Galimos dviejų rūšių klaidos:
1) posekis priskirtas dažnų posekių klasei, 
tačiau iš tikro jis yra retas;
2) posekis priskirtas retų posekių klasei, ta-
čiau iš tikro jis yra dažnas.
Pažymėkime , 
. Akivaizdu, kad pirmosios 
rūšies klaidos tikimybė neviršija 
, (1)
o antrosios rūšies klaidos tikimybė neviršija
. (2)
Vertinant šias tikimybes, patogu pasinaudoti 






Dėl sekos  sudarymo būdo at-
sitiktiniai dydžiai  yra tarpusavyje 
nepriklausomi ir vienodai pasiskirtę (Bernulio 





Tikimybes (1) ir (2) galima įvertinti stan-
dartiniais matematinės statistikos metodais: 
remiantis binominio skirstinio savybėmis grą-
žintinės imties atveju (Bagdonavičius, Kruopis, 
2007, p. 220–221) bei hipergeometrinio skirs-
tinio savybėmis negrąžintinės imties atveju 
(Bagdonavičius, Kruopis, 2007, p. 224). 
Apsiribosime asimptotiniais klaidų tiki-
mybių įvertiniais grąžintinės imties atveju. Jie 
veiksmingi, kai imties didumas  yra pakanka-
mai didelis. Apibrėžkime atsitiktinį dydį
.
Remiantis centrine ribine teorema (Kubilius, 
1980, p. 264–271), su visais 
  
;
čia  yra standartinio normaliojo skirstinio 
 pasiskirstymo funkcija. 
Kadangi ,  ir 
, tai su visais 
.
Jeigu , tai su visais 
. (5)
Jeigu , tai su visais 
.
(6)
Jeigu  pakankamai didelis, tai, remiantis 









Jeigu , tai prieskyros 
sprendimas nepriimamas, nes prieskyros klai-
dos tikimybė gali būti didelė. Prieskyros klaidos 
tikimybė priklauso nuo to, kiek skiriasi tikrasis 




Taigi tik perrinkę visą pradinę duomenų 
bazę galėsime nustatyti, ar posekis  
yra dažnas ar retas. 
Kita vertus, kad ir koks būtų , jis yra ar-
timas empiriniam dažniui , kai  yra pakan-
kamai didelis, nes vėl remiantis centrine ribine 
teorema su visais 
.
Įvykio  tikimybę galima 
sumažinti mažinant , tačiau tada didėja pirmo-
sios ir antrosios prieskyros kaidų tikimybės. Jas 
galima sumažinti didinant . Taigi būtinas  ir  
suderintumas, o jų sąryšį galima išreikšti lygybe 
.
Pavyzdys. Tarkime, kad  
. Remiantis (7), klaidos, jog 
posekis priskirtas dažnų posekių klasei, nors iš 
tikro jis yra retas, tikimybė neviršija
.
Remiantis (8), klaidos, jog posekis priskirtas 







Remiantis (7), klaidos, jog posekis priskirtas 
dažnų posekių klasei, nors iš tikro jis yra retas, 
tikimybė neviršija
.
Remiantis (8), klaidos, jog posekis priskirtas 





Tirsime fi nansinių duomenų bazę – valiutų 
EUR–USD poros valandinius duomenis nuo 
1999 m. sausio 4 dienos 10:00 val. iki 2009 m. 
gegužės 18 dienos 16:00 valandos (duomenys 
paimti iš Online Trading Platform MetaTrader 
4 History Center). Finansinės duomenų ba-
zės  elementų skaičius 
, o jos elementai gali įgyti šias skir-
tingas reikšmes :  
• A – jeigu i-osios valandos pabaigos kursas 
 yra didesnis nei valandos pradžios 
kursas , t. y. , jeigu  ;
• B – jeigu i-osios valandos pabaigos kursas 
 yra mažesnis nei valandos pradžios 
kursas , t. y. , jeigu ;
• C – jeigu i-osios valandos pabaigos kur-
sas  yra lygus valandos pradžios kursui 
, t. y. , jeigu .
Pradinei duomenų sekai  tirti taikysime GSP 
ir tikimybinį algoritmus bei palyginsime tikruo-
sius dažnius, nustatytus GSP algoritmu, su empi-
riniais dažniais, nustatytais tikimybiniu algoritmu. 
Laikysime, kad posekis yra dažnas, jeigu jo tikra-
sis dažnis ne mažesnis nei , t. y. . 
Pirmiausia ištiriame pradinę seką su GSP al-
goritmu ir nustatome dažnus posekius. Tada tai-
kome tikimybinį algoritmą dažnų posekių paieš-
kai pradinėje duomenų bazėje. Pasirenkame 
atsitiktinės imties didumą ,  ir 
 bei . 
Remiantis (7), pirmosios rūšies klaidos (po-
sekis priskirtas dažnų posekių klasei, nors iš tikro 
jis yra retas) tikimybės įverčiai tokie:
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1 A 0,482 Dažnas 0,39 Dažnas 0,494 Dažnas 0,488 Dažnas
1   B 0,472 Dažnas 0,56 Dažnas 0,472 Dažnas 0,4675 Dažnas
1   C 0,046 Retas 0,05 Retas 0,034 Retas 0,0445 Retas
2   AA 0,222 Dažnas 0,14 Dažnas 0,224 Dažnas 0,213 Dažnas
2   AB 0,236 Dažnas 0,24 Dažnas 0,244 Dažnas 0,2535 Dažnas
2   BA 0,237 Dažnas 0,31 Dažnas 0,236 Dažnas 0,238 Dažnas
2 BB 0,214 Dažnas 0,23 Dažnas 0,214 Dažnas 0,204 Dažnas
3 AAA 0,101 Dažnas 0,03 Retas 0,088 Tarpinis 0,102 Dažnas
3 AAB 0,112 Dažnas 0,1 Dažnas 0,13 Dažnas 0,1 Dažnas
3 ABA 0,116 Dažnas 0,12 Dažnas 0,11 Dažna 0,1255 Dažnas
3 ABB 0,110 Dažnas 0,11 Dažnas 0,126 Dažnas 0,1145 Dažnas
3 BAA 0,112 Dažnas 0,13 Dažnas 0,092 Tarpinis 0,122 Dažnas
3 BAB 0,114 Dažnas 0,18 Dažnas 0,114 Dažnas 0,104 Dažnas
3 BBA 0,110 Dažnas 0,16 Dažnas 0,112 Dažnas 0,1085 Dažnas
3 BBB 0,095 Dažnas 0,07 Tarpinis 0,09 Tarpinis 0,0865 Tarpinis
4 AAAA 0,044 Retas 0,01 Tarpinis 0,032 Retas 0,048 Retas
4 AAAB 0,052 Retas 0,02 Retas 0,054 Retas 0,049 Retas
4 AABA 0,054 Retas 0,06 Retas 0,066 Tarpinis 0,041 Retas
4 AABB 0,056 Retas 0,04 Retas 0,056 Retas 0,054 Retas
4 ABAA 0,054 Retas 0,08 Tarpinis 0,052 Retas 0,0565 Retas
4 ABAB 0,056 Retas 0,03 Retas 0,05 Retas 0,0615 Tarpinis
4 ABBA 0,055 Retas 0,02 Tarpinis 0,054 Retas 0,051 Retas
4 ABBB 0,050 Retas 0,07 Tarpinis 0,068 Tarpinis 0,0535 Retas
4 BAAA 0,059 Retas 0,08 Tarpinis 0,05 Retas 0,055 Retas
4 BAAB 0,055 Retas 0,05 Retas 0,04 Retas 0,0605 Tarpinis
4 BABA 0,057 Retas 0,09 Dažnis 0,052 Retas 0,0525 Retas
4 BABB 0,052 Retas 0,07 Tarpinis 0,058 Retas 0,0475 Retas
4 BBAA 0,052 Retas 0,07 Tarpinis 0,042 Retas 0,053 Retas
4 BBAB 0,052 Retas 0,08 Tarpinis 0,064 Tarpinis 0,052 Retas
4 BBBA 0,050 Retas 0,04 Retas 0,058 Retas 0,041 Retas










Remiantis (8), antrosios rūšies klaidos (po-
sekis priskirtas retų posekių klasei, nors iš tikro 






Eksperimento rezultatai pateikiami lentelėje.
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Išvados
Straipsnyje pasiūlytas naujas tikimybinis 
dažnų posekių paieškos algoritmas, kuris anali-
zuoja tam tikru būdu sudarytą pradinės duome-
nų bazės atsitiktinę imtį, ir remiantis šia anali-
ze daromos statistinės išvados apie dažnus po-
sekius pradinėje duomenų bazėje. Tikimybinis 
algoritmas nėra tikslus, tačiau jis veikia daug 
greičiau negu tikslieji algoritmai ir tinka žval-
gomajai statistinei analizei. Tikimybinio algo-
ritmo klaidų tikimybės įvertinamos statistiniais 
metodais. Didinant atsitiktinę imtį, klaidų tiki-
mybė mažėja.
Eksperimento rezultatai parodė, kad pasiū-
lytas tikimybinis algoritmas, analizuodamas at-
sitiktinę imtį, sudarytą tik iš 100 simbolių, kai 
pradinė duomenų seka turi 64 467 simbolius, su-
geba klasifi kuoti posekius į dažnus ir retus esant 
klaidų tikimybei 0,2305 (pirmosios rūšies klai-
da) ir 0,3446 (antrosios rūšies klaida). Didinant 
atsitiktinę imtį iki 2000 simbolių, klaidų tikimy-
bės mažėja iki 0,0005 (pirmosios rūšies klaida) 
ir 0,0368 (antrosios rūšies klaida).
Tikimybinis algoritmas gali būti derinamas 
su tiksliaisiais dažnų posekių paieškos algori-
tmais. Jį galima taikyti ir bendrajam struktūrų 
paieškos uždaviniui. 
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PROBABILISTIC ALGORITHM FOR MINING FREQUENT SEQUENCES
Julija Pragarauskaitė, Gintautas Dzemyda
S u m m a r y
Frequent sequence mining in large volume databa-
ses is important in many areas, e.g., biological, climate, 
fi nancial databases. Exact frequent sequence mining al-
gorithms usually read the whole database many times, 
and if the database is large enough, then frequent sequ-
ence mining is very long or requires supercomputers. 
A new probabilistic algorithm for mining frequ-
ent sequences is proposed. It analyzes a random 
sample of the initial database. The algorithm makes 
decisions about the initial database according to the 
random sample analysis results and performs much 
faster than the exact mining algorithms. The proba-
bility of errors made by the probabilistic algorithm 
is estimated using statistical methods. The algorithm 
can be used together with the exact frequent sequence 
mining algorithms. 
