The class of finite groups all of whose irreducible characters are rationalvalued is the main subject of this paper. This class will be denoted by C. We will also be concerned with the subclass C* of C consisting of those finite groups whose complex representations all can be realized in the rational field. A member of the class C will be called a rational group whereas a group in C* will be called strongly rational. We will also give some attention to a related class of groups, defined for each prime p. This class, denoted by C(p), consists of those finite groups whose characters are both p-rational and realvalued. We note here that a group is rational if and only if it is a member of C(p) for all primes p.
involved than those of Section 2 and requires results on the local Schur indices of a character. Notation Zn = cyclic group of order n, R = real numbers, Q = rational numbers.
Q, = p-adic numbers, GF(q) = finite field with q elements. m&x) = rational Schur index of a character x. m,(x) = Schur index of x over Q, .
Q(x) = field generated over Q by the values of a character x.
The class C is easily determined by group-theoretic properties, [7, Theorem 13.7, p. 5371, which we state in the first lemma. LEMMA 1. A group G is in C if and only ;f for each integer m with (m, 1 G 1) = 1 and each element x of G, x is conjugate to x"~. ils we shall be dealing with modular representations later, it will be convenient to give an alternative characterisation of the class C. We will prove LEMMA 2. G E C if and only if GF(p) is a splitting field fey the p-modular representations of G, where p is any prime.
The proof of this lemma may be readily deduced from LEMMA 3 . GF(p) is a splitting $eld for the p-modular representations of G if and only if each p-regular element of G is conjugate to its pth power.
Proof. The values of the absolutely irreducible p-modular characters of G all belong to some finite Galois field, GF(p"), say, and the Galois group of GF(p") over GF(p) is generated by the automorphism 01+ cyp. By theorem [2, 84.71 , if x1 ,... , X, are representatives of the Y p-regular classes of G and vr ,..., pr are the irreducible p-modular characters of G (with values in GF(pn)), det qi(xj) # 0, I < i, j < r. An application of the technique of proof of Lemma 1 given in [7] , use of Brauer's permutation lemma, shows that if each vi takes its values in Cl;(p), each element xi is conjugate to zcip. Similarly, if xi is conjugate to xip, each vi takes its values in GF(p). By [7, Theorem 14 .10, p. 5451, if th e character of an absolutely irreducible p-modular representation of G takes its values in GF(p), the representation is realizable over GF(p). Thus, the splitting field statement follows from what we have shown above. The proof is complete.
There is no known purely group-theoretic criterion that determines the class C*, but it can be described in terms of the Schur index: a group G is in C* if and only if it is in C and for each complex irreducible character x of G, m&x) == 1. We note that the Brauer-Speiser theorem [4] implies that m&x) can only take the values 1 or 2, since a character of a group in C is always real-valued. It turns out to be easier to work with the class C", rather than C, despite the lack of a simple characterisation of C*.
WTe now examine invariant bilinear forms associated with irreducible representations. The next lemma is well known. If F is equivalent to its contragredient F *, F preserves either a nonsingular symmetric or skew-symmetric form, or possibly both.
Proof. Any matrix A that satisfies AF(g) = F*(g) A for all g in G is said to intertwine F and F". The set of all matrices intertwining F and F"' form a linear subspace T. As F is irreducible, Schur's lemma implies that each nonzero element of T is invertible.
Let iz be any element of T. It is easily checked that the transpose of zi, At, also belongs to T. Thus A + At is a symmetric element in T and defines a nonsingular symmetric form preserved by F, unless A -k At = 0. Since this holds for any A in T, F preserves a nonsingular symmetric form unless At := -A for all A in T. In this case each element of T is skew-symmetric, and since Tis nonzero by assumption, we see that the assertion of the lemma is true in any case.
We note that an irreducible representation is equivalent to its contragredient if and only if its Brauer character is real-valued. Now it can be easily proved using Brauer's permutation lemma that for any group G, the number of absolutely irreducible p-modular Brauer characters of G that are real-valued equals the number of real p-regular classes of G, [6, Lemma 81 . Since all complex irreducible characters of a group are real-valued if and only if each element is real, it follows from our statements above that if every complex character of a group is real-valued, the Brauer characters of all its p-modular representations are also real-valued. We now proceed to obtain a more specific version of Lemma 4. The lemma may be deduced from a paper of Quillen [lo], but we prefer to give a more explicit proof for this paper. LEMMA 
5.
Suppose all complex representations of G are realizable over the real field. Then any absolutely irreducible representation of G over a finite field of odd character&@ p preserves a nonsingular symmetric form.
Proof. Let F be an absolutely irreducible representation of G defined over a field of odd characteristic. Since all characters of G are real-valued, we know by our previous remarks and Lemma 4 that F preserves either a nonsingular symmetric or skew-symmetric form. Moreover, as F is absolutely irreducible, a simple application of Schur's lemma shows that F cannot preserve both types of form. Suppose by way of contradiction that F preserves a skewsymmetric form.
Let v be the Brauer character of F, and for any complex irreducible character x of G, let d,, be the decomposition number with respect to y.
Since by a theorem of Brauer, we have v = C aixi on p-regular elements, where the ai are integers and the xi irreducible characters, [ 1, Theorem I 51, it follows that 1 = C ai d,,, . Thus, not all decomposition numbers with respect to p can be even. Let x de any irreducible character of G for which dxm is odd.
Let K be the field Q(E), where E is a primitive 1 G 1 th root of unity, let S be the ring of integers in K, and let P be a maximal ideal of S containing the prime p. Define the P-adic valuation on K and let A be the ring of P-integral elements of K. Let Let us first suppose that the Brauer character of U contains v as a constituent. Let W be an irreducible KG-submodule of U. As W is irreducible, it is either nonsingular with respect to the form on U, or totally isotropic. Consider the first case. We then have an orthogonal splitting U = W @ W", where W" is the annihilator of W. W" is itself nonsingular with respect to the form. By considering irreducible kG-submodules of W", we see that there is an irreducible submodule of U that is totally isotropic. For otherwise, U is a direct sum of irreducible submodules that all possess nonsingular symmetric forms. Since one of these submodules has Brauer character y, we reach a contradiction, and the lemma is true. Thus, we may restrict ourselves to the second case, W is totally isotropic. Now W" is a kG-submodule of U and W"/ W is a kG-module. Furthermore, the induced form on We/W is nonsingular. U/W0 is also a kG-module and it is not hard to see that the representation of G on U/W0 is the contragredient of that on W. Since all irreducible modules of G are isomorphic to their contragredients, the multiplicity with which the Brauer character of W occurs in the Brauer character of C'equals 2 + the multiplicity with which it occurs in W"/ W. We can continue our analysis in W"i W, which has a nonsingular form. Combining our argument of this paragraph with that of the previous one, we see that we must either encounter a kG-composition factor of U that possesses a nonsingular symmetric form and has Brauer character y, which we assume cannot happen, or else there are an even number of composition factors of 7J with Brauer character 'p. Thus, if r is the multiplicity with which p occurs in the Brauer character of U, Y = 0 (mod 2).
We may perform a similar analysis in L/U, which also possesses a nonsingular symmetric form, and may deduce that if g, occurs s times in the Brauer character of L/U, s = 0 ( mod 2). Now since the Brauer character of L is the sum of the Brauer characters of 0' and L/U, g, occurs Y + s times in the Brauer character of L. But we know that 9 occurs d,, times in the Brauer character of L and so d,, = Y + s = 0 (mod 2). This is a contradiction since d,, was chosen to be odd. Thus, F cannot preserve a skew-symmetric form and our claim is established. (The author is grateful to the referee for pointing out mistakes in the original version of Lemma 5.) We can now prove our first definitive statement concerning the class C*. THEOREM 1. Let p be a prime for which Z, occurs as a composition factor of a group G in C*. Then p is either 2 or 3.
Proof. If Z, is a composition factor of G, G has normal subgroups M and L with M/L a minimal normal subgroup of G/L. As the class C* is factor-group-closed, we may assume that L = 1 and so M is an elementary abelian normal p-subgroup of G.
Let us assume that p equals neither 2 nor 3. Let K be the centralizer of M in G. By Lemma 2, M affords an absolutely irreducible GF(p)-representation of H = G/K. Let E denote this representation. Now as G E C*, any element x in M is conjugate to x', for each integer Y satisfying (r,p) = 1. We now consider M as a vector space over GF(p). T ranslating the conjugacy criterion in M into representation theoretic terms, we obtain a new criterion: Given any vector z, in M and nonzero element X in GF( p), there is an element h in H, depending on v, for which E(h) v = Xv. Now since HE C*, Lemma 5 shows that there is a nonsingular symmetric form preserved by E. We will let (ZI, w) denote the inner product of vectors ZJ and w with respect to this form. Let t be a generator of the multiplicative group of GF(p). We know that for any nonzero vector v in M, we can find a suitable element h in H for which E(h) v = tv. But (v, v) = (E(h) V, E(h)v) = t2(v, v). As we have assumed that p > 3, this equality holds only if (ZI, zl) =: 0. As TJ is arbitrary, we have (21, v) = 0 for any v in M, and this leads to the conclusion that the form is skew-symmetric.
We have reached a contradiction and so p must be either 2 or 3. COROLLARY 1. If G is a solvable strongly rational group, the order of G has the form 2a3b.
We thus see that the class of solvable groups in C* is small. However, we do have the following result, proved in the author's Ph.D. thesis. PROPOSITION 1. If G is a solvable group of order 2U3b, G can be embedded in a solvable group H of order 2c3a, which is in the class C*.
The proof is elementary but will be omitted here. Note 1. Theorem 1 evidently holds under the apparently weaker condition that G belongs to C and all representations of G are realizable in the real field. However, the author knows of no group satisfying this condition that is not already in C*.
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Theorem 1 cannot be extended to the larger class C, for we can show that 2, occurs as a composition factor of a group in C.
EXAMPLE.
The Sylow 2-subgroup of the group SL(2, 5) is a quaternion group H of order 8. If we form the natural extension of 2, x Z, by H, we obtain a group in C. This example is given in the author's thesis and also occurs in [8, p. 741 .
We have been unable to find any prime p larger than 5 for which Z, is a composition factor of a group in C. We will show the impossibility of finding any such primes for solvable groups. Our methods are sufficiently general to obtain a result on a related class of p-solvable groups and we will work with this class initially.
If G is a group of order p"h, where p is a prime and (h, p) = 1, the character x of G is said to be p-rational if Q(X) C Q( E , w ) h ere E is a primitive hth root of unity. We will let C(p) d enote the class of groups whose complex characters are bothp-rational and real. The proof of Lemma 1 given in [7] may be used to deduce a necessary condition for a group G to belong to C(p), namely, that each element x of p-power order in G should be conjugate to any of its powers x7, where (r, p) = 1. We will deduce our first result on the class C as a corollary of the following theorem: THEOREM 2. Let G be a p-solvable group in the class C(p). Then G is either a p'-group or p >z 11. Moreover, if G E C( 11) and 11 divides 1 G I, G involves SL(2, 5).
Proof. We proceed by induction on 1 G ,, and can suppose that G is not a p'-group. Let M be a minimal normal subgroup of G. M is either a p'-group or an elementary abelian p-group. If the former situation occurs, G/M is in C(p), since we are obviously dealing with a factor-group-closed class, and the order of this group is divisible by p. Induction applied to G/M yields the conclusion that our theorem is true. Thus, we may assume that M is a p-group and, moreover, that G/M is a $-group. Now we consider M as an irreducible H m-z G/M-module giving rise to a representation F. Our remark in the introduction to this section implies that each element m of M must be conjugate to its nonidentity powers m'. Just as in the proof of Theorem 1, we can state this in the form: For any vector m in M, there is some h in H, depending on m, with F(h) m = Am, where h generates GF( p). Now as all characters of Hare real-valued, F must be equivalent to F", and so Lemma 4 shows that F must preserve a nonsingular symmetric or skew-symmetric bilinear form. If p > 3, it follows from our proof of Theorem 1 that this form is skew-symmetric.
Thus, Theorem 2 will follow as soon as we have proved the following lemma: LEMMA 6. Let G be a p'-group of automorphisms of a vector space V defined over GF(q), where q is a power of the prime p. Suppose G preserves a nonsingular skew-symmetric form defined on C' and for any vector u of V, an element g of G, depending on u, can be found such that gu : Au, where X is a generator of the units of GF(q). Then q is equal to one of 2, 3, 5, 7, or 11. If q == 11, SL(2, 5) is involved in G.
The proof of this result is rather long and will be given in a series of steps. We prepare for the proof by isolating some preliminary results required in the course of the argument. The first lemma is elementary but provides a key for proving Lemma 6. LEMMA 7. Let G be a jinite linear group acting on a space V. For each nonzero vector v of V, let T, be the subgroup of Gfixing v. Let T be any maximal member of the set of subgroups T, Then if U = (u E V : tu = u for all t in T), and N is the normalizer of T, each nonidentity element of N/T acts without jixed-points on U.
Proof. It is evident that 17 is an X-module and as T acts trivially on G, U defines an N/T-module.
If gT fixes some nonzero vector u of U, the group generated by g and T also fixes U. Since by maximality of T, T = T,, , and g E Tu > we see that g E T. Thus, gT is the identity of N/T, which proves the lemma.
The structure theory of finite groups that act without fixed points on a vector space is available to us, [9, pp. 193, 2041 . We will state the basic result on such groups in the next lemma. It also is convenient to introduce at this stage an elementary lemma. LEMMA 9. Let x be a linear transformation acting on a vector space I/ in such a way that x maps each vector of V into a scalar multiple of itself. Then x is a multiple of the identity.
Proof. We can suppose V has dimension greater than 1. Let u and v be linear independent vectors in V with XII = au and xz' = bv, where a and b are scalars. By assumption, x(u + v) = c(u + 21) for some scalar c. But we also have x(u + V) = au + bv, and so a = b == c, which establishes the result.
We now proceed to the proof of Lemma 6.
Proof of Lemma 6. Step 1. We may assume that we are dealing with a group in which each nonidentity element acts without fixed-points on the space.
For each nonzero vector v of V, we define T, as in Lemma 7 and let T be any maximal member of the set of subgroups T,, . We also let N denote the normalizer of T and W the fixed-point subspace of T. By Lemma 7, each element of N/T acts without fixed-points on W. Now, by assumption, for each nonzero vector II of W, there is an element g = g(u) in G with gu = Au. It is easily seen that g must normalize T, , which equals T, by the maximality of T. Thus, g is in N and it follows that in the action of K = N/T on W, there is an element n = n(u) in K with nu = Au. We will now show that the form on W is nonsingular, which will give us the required result.
Let R(W) = {U E W : (u, w) = 0 for all w in W}. If Wo is the annihilator of R(W) in I' with respect to the form, W!Z IV" and W" is X-invariant. Since N is a $-group, we can find an N-invariant complement C.' of IV'), by Maschke's theorem (this is the only point in the whole argument where we use the fact that G, and hence, A', is a p'group, but it is crucial). Now if
dim I/, since the form is nonsingular, and so dim 7.
s. From this we may readily establish an isomorphism between C and the dual space of R(W), and this isomorphism shows that the action of N on CT is the contragredient of its action on R(W).
Since 7' acts trivially on R(W) it must act trivially on Cl, and hence, on C. @ II-. By the definition of W, U must be trivial and hence, R(W) = 0.
This means that W is nonsingular, as required.
The proof of
Step I means that we need only prove Lemma 6 for the action of the Frobenius complement K = ATiT on W. Thus, reformulating our notation, we will assume that each element of G acts without fixed points on I'. \Ve will assume first that G is solvable and deal with the possibility that G is not solvable at the end of the proof.
.Ctep 2. If r is an odd prime divisor of y ~~ I, O,.(G) 1. Let Y be a prime greater than 2 that divides 9 ~ 1. By Lemma 8, a Sylow u-subgroup of G is cyclic. Let us suppose that O,(G) is nontrivial. In this case G has a unique subgroup of order T, namely, the unique subgroup of order K in O,.(G). \Vc know that for each vector u f 0 of I/, an element II can be found with nu = hu. If we write y ~-I = tr and put I-L -=: h', we obtain ?+u = CU. The element nr has order I in G, since its vth power fixes u and so must be the identity. By our assumption on O,.(G), ni must be a power of an element x of order I in O,.(G). But this implies that .t^ must satisfy the hypotheses of Lemma 9 and so acts as a scalar multiple of the identity. This scalar can be taken to he the element p. But we now see that for any vectors tl and el of I-, (u, z) (NU, XV) ~: $(u, v). As p has order 3 or more, this implies (u, V) =-0 and this is an obvious contradiction, as I7 is nonsingular. Thus Step 2 is established.
Step . IO], the automorphism group of a cyclic 2-group is a 2-group and that of a generalized quaternion 2-group of order 'i' 16 is also a 2-group. The automorphism group of a quaternion group of order 8 is the symmetric group on 4 symbols, [9, 9. 91. Thus, if P > 3, there must be an odd prime s dividing F for vvhich the Sylow s-subgroup P ofF admits an automorphism of order Y.
Since P is cyclic, no clement of order s in P can be fixed by an automorphism of P whose order is coprime to s, [9, 9. 31. Therefore, if z generates the unique subgroup of order s in P, the subgroup generated by z and m is noncyclic of order rs. This contradicts Lemma 8 (1) and so Y must be 3.
We now suppose that 9 divides p -1. In this case any element h of order 9 induces an automorphism of order 9 on some Sylow subgroup of F. But a Sylow 2-subgroup ofF does not admit an automorphism of order 9, as we have just noted. Thus, there must be an odd prime s for which the Sylow s-subgroup, P, of F admits h acting as an automorphism of order 9. But it then admits h3 acting as an automorphism of order 3 and we already eliminated this possibility.
Step 4. If 4 -1 == 3.2b, then Q = 7. If 4 -1 = 3.2b, our analysis in the previous steps yields the following conclusions: A Sylow 3-subgroup of G has order 3 and O,(G) is a quaternion group of order 8, centralized by no elements of order 3. It follows that G has a quaternion Sylow 2-subgroup of order 16 at most, for a quaternion group has no noncyclic normal subgroups of index greater than 2, [9, 9.101. Since G must contain elements of order 2" and we now know that a Sylow 2-subgroup has exponent at most 8, b cannot exceed 3.
Let us first suppose that b = 3. G therefore must have an element of order 23 3 = 24 and a Hall 2, 3-subgroup A of G has order 48. Since by Hall's theorem, A also contains a cyclic subgroup of order 24, we see from Sylow's theorem that a Sylow 3-subgroup B of A must be normal in A. But O,(G) is contained in A and, since it has order coprime to 3, it must be centralized by B. This contradicts one of the conclusions of the previous paragraph.
If b = 2, G must contain an element of order 12. As before, we let A denote a Hall 2, 3-subgroup of G, with 1 A 1 = 24 or 48. Let us consider the case where 1 A / = 24. Then since A has a cyclic subgroup of order 12, we see that a Sylow 3-subgroup of A is normal in A. The argument of the previous paragraph shows that this is impossible. Thus, A must have order 48. The normalizer in A of a Sylow 3-subgroup of A has order divisible by 12, for it contains a cyclic subgroup of order 12. By Sylow's theorem, the normalizer must be of order 48 or 12. We can neglect the first possibility, as it will certainly give a contradiction. If the normalizer is of order 12, it is cyclic and Burnside's normal p-complement theorem, [9, 12.71 , shows that -4 has a normal 3-complement.
A quaternion group of order 16 admits no automorphisms of order 3 and so A must be a direct product of its Sylow 2-subgroup and its Sylow 3-subgroup, a contradiction, as O,(G) is not centralized by elements of order 3.
Finally, if b = 0, 4 = 4. Since G must now have order coprime to 2, no quaternion group can arise and so 9 cannot equal 4. Only the possibility that q = 7 remains.
Step 5. If q -1 is a power of 2, q = 2, 3 or 5. Let us write q -1 = 2/%--l and assume that k ;d 2. In this case, if a Sylow 2-subgroup of G is a quaternion group, it must have order at least 16. Moreover O,(G) has index at most 4 in any Sylow 2-subgroup of G. For if we consider the factor group L = G/O,(G), we see that the Fitting subgroup, F(L), of L is cyclic of odd order. L/F(L) is isomorphic to a subgroup of the automorphism group of F(L), by [9, 11.41 , and hence, is abelian. Thus, a Sylow 2-subgroup of L/F(L), and therefore, of L, is abelian and isomorphic to a factor group of a Sylow 2-subgroup of G. Since the derived factor group of a quaternion group has order 4, our statement follows. Let D = {a, 6; a"' 7.~ 1, b" = az'-', b--lab = a-'], t ;. 3, be a Sylow 2-subgroup of G. The only normal subgroup of index 4 in D is the cyclic subgroup generated by a?. Thus, by our opening argument, uE must belong to O,(G).
Let p be an element of order 8 in GF(q), with pa ~~-CJ. If u: is any nonzero vector of r, there is an element x =m X(W) of order 8 in G with .tzu = pw, Since D contains a unique cyclic subgroup of order 8, generated by c =: &', we see from Sylow's theorem that x must by conjugate to some power of c, s _ v-lrUz , (u, 2) = 1. We also note that as t '; 3, ca 2 aat-' is a power of aa and thus is in O,(G). It follows from the normality of O,(G) that ~a ~-a~ 'ca"z is also in O,(G). From the fact that x2u' -= uw, we conclude that for each vector w in V, there is an element y =: y(w) of order 4 in O,(G) with yw = uzc. 1Ve will proceed to show that O,(G) must in fact be a Sylow 2-subgroup of G.
For let n be any element of order 4 in G. The eigenvalues of n are powers of O, and, since n2 fixes no nonzero vector, these eigenvalues must equal either o or 0-i. In addition, as n preserves a nonsingular form, ET must occur as often as 0-l among the eigenvalues of n. Thus, since 4 divides q -1, there is a nonzero vector w of V with nw -.= (SW. But we showed in the previous paragraph that there is also an element y z:= y(w) in O,(G) with ye = UW. We obtain yw = nw and so n--iyw = w. As only the identity element of G fixes a nonzero vector, we must have IZ = y. Thus n is in O,(G). But more than half the elements of D have order 4 and so D must equal O,(G).
We may now dispose of the possibility that a Sylow 2-subgroup of G is quaternion. G has a unique subgroup of order 8, generated by c. Thus, for each w in r, there is some power of c, c r(~') with COW == pw, (Y(W), 2) = 1. , This implies that c satisfies the hypothesis of Lemma 9 and so acts as a scalar multiple of the identity, a contradiction.
There remains the possibility that a Sylow 2-subgroup of G is cyclic. A counting argument will be introduced to analyze this situation. We know that for each vector ZC, there is an element n = n(w) of order 4 with nw = UZC. If for each element n of order 4 in G we define the eigenspace V(n) to equal (w t 1' : IZW = UZU}, we see that V is the union of all such subspaces. Moreover, for distinct elements n, m of order 4, V(n) and V(m) have a trivial inter-section, since only the identity of Gfixes a nonzero vector of V. We know from an earlier argument in this step that if dim V = 2d, dim V(n) = d. V into absolutely irreducible constituents. Each has the form t zf for a suitable representation t of F(M) and so in particular V has 4djq -1 irreducible constituents. Moreover, if h is an element of order q -1 in GF(q), and x has order q -1 in S, t"'(x) has a single eigenvalue equal to h. Thus, x has e = 4d/q -1 eigenvalues equal to h on V. As each element of order q -1 in iki' generates its own centralizer in M, M has $(qd + 1) tp(q -1) elements of order q -1, where v is Euler's function. If we repeat our argument of the second paragraph of this step to count the number of elements of order q -1 in M, we find that there must be q' Ld -l/q' -.-1 of them. \Ve thus have 4 v(q -1) = qd --I/qe -1. If q --1 > 8, e is a proper divisor of d, and hence, qd -I/q" -1 > qe + I, whereas A ~(q -1) =~ i ~(2~+l) =-2':-r m= j(q -1). We have a contradiction and so q = 2, 3 or 5.
Step 6. WTe may assume that G is not solvable. The only new prime that may arise is 11 and in this case G involves SL (2, 5) .
By Lemma 8, G has a normal subgroup G, such that j G : G, ~ = 1 or 2 and G, z 5X(2,5) x K, where K has order coprime to 2, 3, and 5. A Sylow 2-subgroup of G has exponent at most 8, and so q -1 is not divisible by 16. We may eliminate all prime divisors of q -1 greater than 5 by our previous arguments applied to K. Thus q -1 = 2n3b5c, where a << 3. Sow a Sylow 3-subgroup of G has order 3, a Sylow 5-subgroup has order 5 and it follows that b 5:: I, c 5; 1. We also note that SL (2, 5) has no elements of order I.5 or 20, and since q must be coprime to 2, 3, and 5, the following possibilities for q emerge: q -I == 2 5, y -1 == 2 3, q -1 =: 2* . 3.
Suppose that q mm~ 13. It is easily established that a faithful irreducible fixed-point-free representation of SL(2, 5) over GF(13) has degree 4. By examining the action of X(2, 5) on a four-dimensional irreducible submodule of V, we can count the number of elements of order 3 in X, (2, 5) in the manner of Step 6. If there are Y such elements of order 3, ~(13" -1) = 13*-1, implying r = 170. As this number exceeds the order of X(2, 5) this is an obvious contradiction, and the proof is complete.
From Lemma 6, we deduce our first result on solvable groups in the class C.
THEOREM 3. If G is a solvable group in the class C, the only possible prime divisors of 1 G i are 2, 3, 5, or 7.
Proof. As G is a solvable group in C', it is automatically a p-solvable group in C(p) for any prime p. By Theorem 2, no prime divisor of G can exceed 11. Moreover, 11 cannot divide I G 1 as this would imply that G involves SL(2, 5), a nonsolvable group, and this establishes our claim.
We note that for each of the primes 3, 5, 7, and 11, there is a subgroup of the symplectic group that acts in the manner described in Lemma 6. When q = 3 or 5, a Sylow 2-subgroup of .X (2, 3) or SL(2,5) has the required property. When q = 7, S'L(2, 3) an d an extension of this group of order 48, known as the binary octahedral group, are subgroups of SL(2, 7) with the required property. When q = 11, SL(2, 5) is a subgroup of X(2, 11) which acts transitively on the nonzero vectors of the two-dimensional symplectic space and so satisfies the conditions of Lemma 6. From this we may deduce: PROPOSITION 2. When p = 2, 3, 5, 7 OY 11, there are non-p' p-solvable groups in C(p).
Proof. \Ve need only consider the primes 7 and 11. If B denotes the binary octahedral group, all characters of B are real-valued, and B has a transitive permutation representation on the 48 nonzero vectors of the twodimensional symplectic space over GF (7) . The holomorph of 2, x 2, by B is a member of C (7)-it has a single faithful representation of degree 48, in addition to the representations of B. A similar construction using Z,, x Z,, and .X(2, 5) gives a nontrivial 1 l-solvable group in C( 1 I).
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We wish to show that Z, cannot occur as a composition factor of a solvable rational group. The next lemma describes the structure of a supposed minimal solvable rational group whose order is divisible by 7.
LEbznr.4 10. Let G be a minimal counter-example to the assertion that the order of any solvable rational group is coprime to 7. Then a Sylow 7-subgroup N of G is a minimal normal subgroup and a 'I-complement H of G is faithfull? and irreducibly represented on N. H has order 2a3b5".
Proof. Let 111 be a minimal normal subgroup of G. Then since G/M is a rational group, the minimality of G forces the conclusion that G/M has order coprime to 7 and that M is an elementary abelian 7-group, the Sylow 7-subgroup N of G. G can have no normal subgroups of order coprime to 7, and so the Hall-Higman theorem shows that H is faithfully represented on -Y. As H e G/N, H is itself a rational group, and Theorem 3 gives the order of H.
&*e consider this situation further. There must be an H-invariant symplectic form defined on N, and H must satisfy the hypotheses of Lemma 6 in its action of 1%'. We will shorten this by saying that H satisfies the eigenvector condition on N. Let F denote the representation of H on N. F is absolutely irreducible by Lemma 2. Moreover, as H has order coprime to 7, F can be lifted to a complex irreducible representation, E, of H, whose character x must be rational-valued.
The next lemma shows that ma(x) = 2. LEMMA 1 I. Let F be the representation of H on N described in Lemma 10 and let B be a lift of F to a complex representation. Then zjc x is the character of F, ml(x) = 2.
Proof. \i'e follow the notation and ideas of Lemma 6, and consider X as a vector space over GF(7) on which H acts. Let T be any maximal member of the set of subgroups T, of H, u E N, and let R be its normalizer. Let W be the fixed-point subspace of T. Each element of S mm. R/T acts without fixedpoints on W, and S satisfies the eigenvector condition on W.
As S is a Frobenius complement, both its Sylow 3 and 5-subgroups are cyclic. It is not hard to deduce from [9, 12.111 , that a Hall 3,5-subgroup of S must itself be cyclic (since 3 -1 = 2 is coprime to 5 and 5 -1 == 4 is coprime to 3). Now if dim IV = 2d, we can use the argument of Step 6 to show that there are 7d -t 1 elements of order 3 in S. Now if h is an element of order 3 in S, any other element of order 3 in S is conjugate either to h or h2, as the Sylow 3-subgroup is cyclic. R'Ioreover, as the Hall 3,5-subgroup of S is cyclic, the centralizer of h has index some power of 2. Therefore, since h and h2 have the same number of conjugates, we see that the number of elements of order 3 in S equals 2', for some e. We obtain 2" = 7" A-I. From [9, 19 .31, we know that this equality occurs only if e = 3, d = 1. 'Thus, dim W =-2 and S has 8 elements of order 3. Moreover, as S is a subgroup of SL (2,7), it can be deduced now that 1 S = 24 or 48, and also that S contains X.(2,3) as a normal subgroup.
If we consider the restriction of the representation Z: to R, we see that F, contains a single irreducible component whose kernel is T, and its degree is 2. The same must be true of E, . Let this two-dimensional component of E, be D. Given that E has a rational-valued character, the same must be true of D. For if 0 is the character of D, xR contains 0, and all of its algebraic conjugates. However, the kernel of a conjugate of 0 is also T, and so no other conjugate of 0 can occur in xR . We now can deduce that S must in fact be SL (2, 3) , for a theorem of Schur tells us that a group possessing a rationalvalued character of degree 2 has order dividing 24, [II] . Thus, D is a twodimensional representation of SL(2, 3) w h ose character 0 is rational-valued, and it is well known that for such a character m,(B) = 2. Now mz(x) cannot equal 1 for, since 0 occurs once in ,Q , this would imply m,(e) = 1. Thus, we must have mz(x) = 2, the only other possible value. (We note that the rational Schur index of x is also 2, by the Brauer-Speiser theorem [4] .) This completes the proof.
On the basis of this result, we can deduce some information concerning the restriction of x to any subgroup of odd order in H.
LEMMA 12. Let M be any subgroup of odd order in H and let x be the character described in the previous lemma. Then each irreducible constituent of xIM occurs with even multiplicity.
Proof. We consider the decomposition of x into irreducible 2-modular characters. Suppose that x = C divi describes this decomposition, where the CJJ~ are irreducible Brauer characters, and the di are the decomposition numbers. Since by Lemma 2, GF(2) is a splitting field for 2-modular repre-sentations of H, any representation of H corresponding to a vi has no other algebraic conjugates. A result of the author [S] , shows that in such a situation ma(x) divides each decomposition number di. As we have already demonstrated that mz(x) = 2, it follows that each di is even. Now if xIM = C u& gives the decomposition of xM into irreducible characters, we must have C d,~~ = C u& on $2, for the representation theory for M in characteristic 2 is the same as the complex theory. We now see that each ai must be even, as each di is even, and our lemma is established.
Our final objective is to find a subgroup of odd order in H for which Lemma 12 cannot apply, and thereby obtain a contradiction.
To this end, we begin by modifying the ideas used to prove Lemma 6.
LEMMA 13. Let M be any 3,Zksubgroup of H that is maximal with respect to fixing a nonzero element of N. Let U be the Jixed-point subspace of M, and let L be the normalizer of M in H. Then a Hall 3,5-subgroup of K = L/M is cyclic and has a Jixed-point-free representation on U. Furthermore, the action of L/M on U satisfies the eigenvector condition on U and preserves a nonsingular symplectic form.
Proof.
U is certainly a K-module and it is easily seen that no 3-element or 5-element of K can fix a nonzero vector of U, by the maximality of M. Thus, both the Sylow 3-subgroup and 5-subgroup of K must be cyclic, by Lemma 8, and it follows, as in Lemma 11 , that a Hall 3, 5-subgroup of K is itself cyclic. U must possess a K-invariant symplectic form by the argument of Lemma 6. Following the notation of Lemma 6, we see that for each u # 0 in U, M is a Hall 3,5+ubgroup of T, , again by maximality of M. We also know that there is an element h of H with hu = hu, where h has order 6 in GF (7) , and that h normalizes T, . Using the conjugacy of Hall subgroups of solvable groups and the Frattini argument, we obtain h = nt for some n in L and t in T, . But now nu = ht-'u = hu = hu and so we see that the eigenvector condition certainly holds for the action of K on U. This concludes the proof.
We proceed to obtain a lower bound for the number of elements of order 3 in K in terms of the dimension of U. This bound will later be contrasted with an upper bound to show that dim U = 2. Proof. Let (z be an element of order 3 in GF(7). We know that for each u of 0 in U, there is an element m of K with mu = uu. It is easily seen that m may be chosen to be a 3-element. But we notice that PZ~U = u and, since no 3-element of K fixes a nonzero vector, we deduce that m has order 3. 1Ve now define for each element m of order 3 in K the eigenspace U(m) :-{u E I; : mu : au>. It is evident that U is the union of all such subspaces, taken over all elements m of order 3 in K. We now follow the argument of
Step 6 of Lemma 6 to deduce that the number of elements of order 3 in K is at least 7" + 1, but there may be more than this number, for the eigenspaces are not necessarily disjoint. The second inequality holds as K has at most two conjugacy classes of elements of order 3 that are both of the same size (since the Sylow 3-subgroup of K is cyclic), and the proof is now complete.
We know that each element ?n element order 3 in K acts without fixedpoints on L' and this fact can be used to bound the order of the centralizer of m, thus enabling us to deduce that dim C =: 2. We first investigate a special situation and then show how this result may be applied to finish our proof.
LEMMA 15. Let F be a faitl&l representation of a group T of order 2"3 defined over a space Y of characteristic greater than 3, and let the degree of F be 2r or 2r f 1. Then if a Sylow 2-subgroup S of T is normal and the Sylow 3-subgroup B of 7' acts without fixed-points on V, we haae ) T: C,(B)1 :::-4'.
Proof. We will first establish the lemma in the case where E' is irreducible. In such circumstances, we may suppose that F is absolutely irreducible and that we are working over an algebraically closed field, for the conditions of the lemma hold for any absolutely irreducible constituent of F. The proof will proceed by induction on the order of T.
Suppose that F is induced from a representation E of a subgroup ,4 of T. Let T :-lJ=i -gaJl be the decomposition of T into (A, B)-double cosets. If we define the subgroup -4, by Z4i p= aT1-4aj n B, we have by Mackey's theorem,
where E,(g) = E(ajgarl) for g in iii , [7, 16.9 , p. 5571. Now Fs does not contain the trivial representation of B. However, if any of the subgroups Ai is trivial, the corresponding induced representation EtB will contain deg R copies of the regular representation of B. Since this cannot happen, ;li must equal B for all values of i. In particular B must be a Sylow 3-subgroup of each a,' da, , and if we apply Sylow's theorem we conclude that there is a decomposition T =-.4,VT(B). As T has a normal 3-complement, X,(B) C,(B), and so 7' -= a4C,(B). We also note that F, must be irreducible, otherwise it would follow from the Clifford theorv that F is induced from an irreducible constituent of Fs . Since B is not a subgroup of S, our previous deduction excludes this possibility. Therefore, the degree of F is some power of 2, degF = 2", say.
We now consider the representation E of A. The hypotheses of the lemma hold for E, except that E need not be faithful. Let 1 T : A I= 2b and deg E = 2" where b + d = n. Consideration of the construction of the induced representation ET and the fact that T == AC(B) show that if B is generated by an element x, F(x) consists of 2b diagonal entries E(x). We may estimate the index ~ T : C(B)/ by obtaining an upper bound for the index of the centralizer of F(x) in F(T). The induced representation construction yields F(T) as a subgroup of the wreath product W = E(A) z~rS(2~), where S(2") is the symmetric group on 2b letters, and the wreath product is defined using the natural representation of S(2b) of degree 2b. Here E(A) is the linear group obtained from the representation E of A. We can easily obtain the estimate 1 W : C,F(x)/ ,( rzb in W, where Y is the index of the centralizer of E(x) in E(A). We now apply induction to the linear group E(A) to deduce that r .< 42d-'. Thus 1 W : C,F(x)j < 4'b+d-' and this bound will evidently serve as an estimate of / T : C(B)1 = 1 F(T) : C(F(x))l. Since degF = 2.2b+d-l, we see that our estimate is in agreement with the statement of the lemma.
Since the lemma has now been established whenever F is an induced irreducible representation, we have only to show its validity when F is a primitive representation to complete the first part of the proof. We consider T as an irreducible primitive linear group. S is a normal nilpotent subgroup of T and so we may obtain its structure from [3, 34.61 . We find that S is a central product of a cyclic central subgroup Z and an extra-special 2-group D of exponent 4. If 1 D 1 = 2 *cfl, D has a single faithful irreducible representation, whose degree is 2", and it is not difficult to see that this must be the degree of F. Thus, c = n and since Z centralizes B, we obtain the estimate / T : C(B)] < 2zc = 4". The lemma states that we should have 1 T : C(B)/ < 42nm1 and since n < 2--i, this is indeed true. This completes the proof when F is irreducible.
Finally, suppose that V is not an irreducible T-module and that V == I', @ ... @ V, gives the decomposition of I' into irreducible T-modules. Let Ti be the kernel of the action of Ton Vi , and let dim Vi = yi . Since V is faithful for T, ny=, Ti = 1 and so we have a monomorphism T+ T/T, x ... x T/T,,, . Each space Vi is a faithful irreducible T/T,-module to which the hypotheses of our lemma apply. We also note that if dim Vi is odd, T/T, must be abelian. This follows since we have already seen that the degree of an absolutely irreducible constituent of V, must be a power of 2. Unless this power of 2 is 1, it would follow that dim Vi is even. However, if all absolutely irreducible constituents of Vi are one-dimensional, T/T, must be abelian. representation over GF (7)). But by Lemma 12, any constituent of F, occurs with even multiplicity, as P has odd order. But we know h and p can occur only once and this is our contradiction.
Thus 2, cannot occur among the composition factors of a solvable rational group. COROLLARS 2. The order of a solvable rational group has the fovm 2a3b.5c.
