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ABSTRACT
The mathematics of the finite single server queue with Pois-
son input and semi-Markov service times(M/SM/1/b) is
similar to that used for BMAP/G/1/b systems. This obser-
vation results in new analytical formulas for a queue size in
the M/SM/1/b system. Both stationary and the transient
solutions are considered.
Categories and Subject Descriptors
G.3 [PROBABILITY AND STATISTICS ]: Queueing
theory
General Terms
Performance,Theory
Keywords
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1. INTRODUCTION
It was observed, see e.g [4], that packet lengths in IP net-
works have nonzero autocorrelation. This correlation may
affect the accuracy of the switching device models when it
is not taken into account. If the buffer is measured in bytes,
then it is drained at rate C B/s and the correlation is not
important because the service time is equal to 1/C. On the
other hand if the buffer is measured in packets, the service
time depends on packet lengths. Therefore, the service times
are correlated themselves.
The semi-Markov process, being a direct generalization
of the Markov process [5], is often used as a model of the
correlated service process in a queue. The queues with semi-
Markov service times have bean studied for a long time [7].
Most of the theoretical results were obtained for the infi-
nite capacity system. Recently the general finite system
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BMAP/SM/1/b was explored using the imbedded Markov
chain approach [3].
In this paper we present a new approach to M/SM/1/b
system. The mathematical framework from [1] allows us to
to find closed formulas for the queue size in both the sta-
tionary and the transient states. This is especially important
since non-stationary characteristics are getting a growing at-
tention(see [2] for references).
The model presented in this paper is the first step in cre-
ating a general model of a buffer in a real device. For this
kind of application the more complex arrival process has to
be introduced to the model.
This is a short paper presenting work in progress. Sec-
tion 2 describes in details the modeled system. The main
result is presented in section 3. The paper is concluded in
section 4 where also the future work is discussed.
2. QUEUE MODEL
In this paper we consider a single server FIFO queuing
system with correlated service times, fed by the stationary
Poisson process with rate λ. The system capacity is finite
and equal to b (including a customer currently being served).
Suppose that the server can be in one of m different states
S = {1, . . . ,m} and in the ith state service times are i.i.d.
random variables with CDF Fi(t), i = 1, . . . ,m. After each
service completion the state of the server is changed in such
way that the state sequence forms a homogenous Markov
chain.
Let {Jn}, n ≥ 0 denotes the state after n − 1 transitions
and Gn, n ≥ 0 is the (n−1)th service time. Supposing G0 =
0, the described service process (Jn, Gn) is a semi-Markov
process [5] defined on a finite set of states S = {1, 2 . . . , m}
by the matrix PJn−1,j(t) = P(Jn = j,Gn ≤ t|(Jn−1, Gn−1)).
Note that the semi-Markov process is constructed of service
times only. The idle periods are ignored, however we define
J(t) ∈ S being the server state at time t including the idle
periods. We assume that the time origin corresponds to a
departure epoch.
It is assumed that the state transition matrix of the un-
derlaying Markov chain T = Ti,j = Pi,j(∞) is known as
a part of system parametrization. The other parameters
are the system capacity and the service time distribution in
each state. Besides the service time distributions (Fi), their
Laplace transforms fi(s) =
∫
∞
0
e−stdFi(t), Re(s) > 0 will
also be used; in most cases in a convenient vector notation
f(s) =
(
1− f1(s)
s
, . . . ,
1− fm(s)
s
)T
.
3. MAIN RESULT
Investigating the mathematics of some queue characteris-
tics introduced by Chydzinski in [2, 1] we observed some sim-
ilarities between BMAP/G/1/b and M/SM/1/b systems.
Since the potential method presented in [2, 1]is a powerful
tool for finding some queue characteristics, e.g. queue occu-
pancy distribution, we investigated the possibility of using
it for the system with semi-Markov service times. In this
section we prove that indeed it is possible to use the po-
tential method for a large subclass (those with nonsingular
transition matrix) of such systems.
Let us start with the queue length at time t denoted as
X(t). Its transient probability distribution depends on both,
the queue length and the server state at time t = 0. There-
fore we define the conditional distribution
Φn,i(t, l) = P(X(t) = l|X(0) = n, J(0) = i)
0 ≤ n ≤ b, 1 ≤ i ≤ m.
Let us also define the Laplace transform of Φn,i(t, l)
φn,i(s, l) =
∫
∞
0
e−stΦn,i(t, l)dt
and its convenient vector form
φn(s, l) = (φn,1(s, l), φn,2(s, l), . . . , φn,m(s, l))
T .
The obtained results are easier to present if we establish
the following notation
ai,k(s) =
∫
∞
0
e−(λ+s)t(λt)k
k!
dFi(t),
di,k(s) =
∫
∞
0
e−(λ+s)t(λt)k
k!
(1− Fi(t)) dt,
dk(s) = (d1,k(s), . . . , dm,k(s))
T
Ak(s) = [Ti,jai,k(s)]i,j
A¯k(s) =
∞∑
i=k
Ak(s);
R0 = 0
R1 = A
−1
0
Rk+1 = R1(Rk −
k∑
i=0
Ai+1Rk−i), k ≥ 1,
Bn(s) = An+1(s)− A¯n+1(s)A¯
−1
0 (s)
Mb = Rb+1(s)A0(s) +
b∑
k=0
Rb−k(s)Bk(s)−
−
λ
s+ λ
(
Rb(s)A0(s) +
b−1∑
k=0
Rb−1−k(s)Bk(s)
)
Note that in the presented notation some matrices, namely
A0(s) and A¯0(s), are inverted. It is easy to show that
detA0(s) = detT ·
∏m
j=1 aj,0(s) a well as A¯0(s) = detT ·∏m
j=1 fj(s). Therefore the assumption that aj,0(s) and fj(s)
are nonzero (we also assume thatMb in nonsingular) impli-
cates the fact that the matrix T is the only source of singu-
larities. Under this assumption we can prove the following
theorem.
Theorem 1. If the transition matrix T is not singular
then the Laplace transform of the queue length distribution
in the M/SM/1/b system has the form:
φn(s, l) = (1)
=
(
Rb−n+1(s)A0(s) +
b−n∑
k=0
Rb−n−k(s)Bk(s)
)
M
−1
b lb(s, l)
+
b−n∑
k=0
Rb−n−k(s)gk(s, l),
where
gk(s, l) = A¯k+1(s)A¯
−1
0 (s)rb(s, l)− rb−k(s, l)
rk(s, l) =


0, l < k
dl−k(s) k ≤ l < b
f(s)−
∑b−k−1
i=0 di(s), l = b
Proof. If the system is not empty at the beginning then
from the total probability theorem applied to the first service
completion time we get
Φn,i(t) = (2)
b−n−1
m∑
k=0
j=1
∫ t
0
Φn+k−1,j(t− u)Ti,j
e−λu(λu)k
k!
dFi(u)
+
∞
m∑
k=b−n
j=1
∫ t
0
Φb−1,j(t− u)Ti,j
e−λu(λu)k
k!
dFi(u)
+ ρn,t(t), , 0 < m ≤ b,
where
ρn,i(t) = (1− Fi(t))


0, l < k
e−λt(λt)l−n
(l−n)!
k ≤ l < b∑
∞
k=b−n
e−λt(λt)k
k!
, l = b.
The first term in (4) represents the case when the first service
completion time u was before time t and there was no packet
loss. In this case the number of packets arrivals in (0, u] must
be less than b−n−1, also the state of the server might have
changed.
The second term in (4) represents the case when the first
service completion time u was before time t and there was
a buffer overflow. This means that in time (0, u] we had
k ≥ b− n arrival and k − b+ n of them ware dropped, also
the state of the server might have changed.
Finally the third term in (4) corresponds to the situation
when the first service completion time is after time t. This
happens with probability 1 − Fi(t), which depends on the
current state of the server. In this situation the queue has
l < b packets if n − l packets arrived during time t or b
packets if n− b or more packets arrived during time t.
Let us now suppose that at the time t = 0 the queue is
empty. Applying the total probability formula with respect
to the first arrival time we obtain
Φ0,i(t) =
∫ t
0
Φ1,i(t− u)λe
−λudu+ δ0,le
−λt. (3)
The first term in (3) corresponds to the situation when the
first packet arrives before time t. The second term in (3)
corresponds to the situation when there is no arrival before
time t. The probability of such an event is equal to e−λt the
queue length in this case stays equal to 0.
Applying Laplace transform and matrix notation to the
equations (4) and (3), we get:
φn(s) =
b−n−1∑
k=0
φn+k−1(s)Ak(s) (4)
+
∞∑
k=b−n
φb−1(s)Ak(s) + rk(s)
φ0(s) =
λ
s+ λ
φ1(s) +
δ0,l
s+ λ
Changing indices by substitution ϕn(s) = φb−n(s) yields:
n∑
j=−1
Aj+1(s)ϕn−j(s)− ϕn(s) = ψn(s) (5)
ϕb(s) =
λ
s+ λ
ϕb−1(s) +
δ0,l
s+ λ
, (6)
where
ψn(s) = An+1(s)ϕ0(s)−
(
∞∑
k=n+1
Ak(s)ϕ1(s)
)
(7)
+ rb−n(s).
Now, according to lema 3.2.1 from [2], every solution of the
system (5) is in the following form:
ϕn(s) = Rn+1(s)C(s) +
n∑
k=0
Rn−k(s)ψk(s). (8)
For n = 0 in (8), we get
C(s) = A0(s)ϕ0(s) (9)
while n = 0 in (5) yields
ϕ1(s) = A¯
−1
0 (s)(ϕ0(s)− rb(s)). (10)
Note that for the M/SM/1/b system A¯0(s) = [Ti,jfi(s)]i,j
which is much simpler in computation then the version for
a BMAP queue [1].
Using (9) in (8) and (10) in (7), we can represent ϕn(s) as
a function of ϕ0(s). Now substituting n = b and n = b − 1
in (8) and using (6) we obtain ϕ0(s) which finishes the proof
of Theorem 1.
The Laplace transform of a queue size distribution have
the same form as the one for a BMAP queue [1]. The only
difference is in the definition of matrices Ak(s) and vectors
dk. Therefore the numerical complexities of both solutions
are the same and equal to O(m3b2). The brute-force solution
of (4) has the complexity O(m3b3).
The stationary queue size distribution formula is given by:
Φ(l) = lim
t→∞
Φn,i(t, l) = lim
s→0+
sφn,i(s, l),
and does not depend on the initial conditions. In order to
compute the transient state characteristics, one can apply a
numerical algorithm e.g [6] for the Laplace transform inver-
sion.
Because at the input we have the Poisson process, some
formulas get simplified compared to these from [1]. Let
A¯0(s) be an example. Also the functionals ai,k(s) and di,k(s)
are relatively easy to find for some simple service time dis-
tributions.
4. CONCLUSIONS AND FUTURE WORK
In this paper we presented a novel approach to the finite
single server queue with Poisson input and semi-Markov ser-
vice times. Using the potential method, we proved the new
formula for the laplace transform of queue length distribu-
tion in both transient and stationary phase.
Potential method has bean proven to be a powerful tool for
computing all kinds of queue characteristic such as waiting
time or time to buffer overflow. Therefore, it should be
straightforward to extend our results beyond just a queue
length distribution.
Since the Poisson process is not the best traffic model for
packet networks. As a future work we are going to develop
similar formalism for better traffic models such as Markovian
Arrival Process.
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