This article introduces and develops a constructive method for generating random probability measures with a prescribed mean or distribution of the means. The method involves sequentially generating an array of barycenters which uniquely defines a probability measure. Basic properties of the generated measures are presented, including conditions under which almost all the generated measures are continuous or almost all are purely discrete or almost all have finite support. Applications are given to models for average-optimal control problems and to experimental approximation of universal constants.
1. Introduction. The purpose of this note is to introduce a general and natural method for constructing random probability measures with any prescribed mean or distribution of the means. This method complements classical and recent constructions [e.g., , , Grat: , and ], none of which generates random measures with a priori specified means. In fact, even the calculation of the distribution of the means for those constructions is difficult [cf: Cifarelli and Regazzani (1990) and ].
The new method presented here, which is based on sequential barycenters, satisfies two basic requirements that such constructions have large support and be analytically manageable. The construction is easy to implement and is robust, allowing generation of random measures which are either (almost surely) discrete or continuous, as desired. Since many problems in probability and analysis involve distributions with given means, the new construction will perhaps prove a useful tool in a variety of applications.
Sequential Barycenter
Arrays. This section introduces the notion of a sequential barycenter array (SBA) and develops some basic properties of the probability measures defined by the arrays. These SBA's, although not named as such, are used in standard proofs of Skorohod's embedding theorems [e.g., , Section 37], and it is the reversal of this standard procedure which is the foundation for the construction of the random measures given in the next section.
Throughout this section, let X be a real-valued random variable with distribution function F, such that E[IXI] < 00. DEFINITION 2.1. The F-barycenter of (a, c] , bF (a, c] , is given by { J (a, c] x dF (x) bF (a, e] 
if F(c) = F(a).
Some elementary properties of F -barycenters are recorded in the next lemma.
LEMMA 2.2. Fix a < c such that P[X E [a, c] ] >°and let b = bF (a, c] . Then:
(i) F(c) > F(a) if and only ifb > a;
(ii) (F(c) -F(a))b = (F(b) -F(a))bF (a, b] (b, c] ;
(iii) bF (a, b] = b if and only if bF (b, c] 
(iv) b:::: bF (a, x] , for all x E (a, c].
DEFINITION 2.3. The sequential barycenter array (SBA) of F is the triangular array {m n ,k}~=ink21 = {m n ,keF)} = M(F) defined inductively by (2.1) ml,l = E[X] = f xdF(x) = bF(-oo, 00), (2.2) m n ,2j = mn-l, j, for n :::: 1 and j = 1, ... , 2 n -1 -1, (2.3) m n ,2j-l = bF (mn-l,j-l, mn-l,j] , for j = 1, ... , 2 n -1 , with the convention that mn,o = -00 and mn,2n = 00. EXAMPLE 2.4. Suppose X is uniformly distributed over [0, 1] . Then {m n , k( F)} = {2:}~=~n:~l' EXAMPLE 2.5. Suppose X is binomially distributed with n = 2 and p = 1/2. Then ml, 1 = 1, m2,1 = 2/3, m2,3 = 2 and, for n :::: 3, 0, for k = 1, ... , 2 n -2 -1, i, for k = 2 n -2 , mn,k = 2 1 1, for k = 2 n -+ 1, ,2 n -, 2, for k = 2 n -1 + 1, , 2 n -1.
As seen in Example 2.5, it may happen that the sequential barycenters of a given distribution are not distinct (i.e., m n ,k+l = m n ,k for some nand k). Monotonicity alone (m n ,k :::s m n , k+l) is not enough to guarantee that an array is the SBA for some distribution; the additional condition needed-(2.6) in Theorem 2.9 below-is a martingale property. First, several useful properties of SBA's are noted, followed by an inversion formula (Theorem 2.7) to recover F from its SBA. 
NOTATION. For

Parts (i) and (iii) are routine; (ii) is straightforward from (i); and (iv) follows by induction on n and Definition 2.1. THEOREM 2.7. F is completely determined by the values {mn k(F)} l k2nl_
In particular, F(mn k) is given inductively by F(mn O) = 0, F(mn, 2n) = 1 by (2.2) for even k and, for k = 2j -1, F(mn, 2j-1) = F(mn-l1, j-1) (2.4) + (F(mn1 ) -F(m 1 j-1)) Mn+ 4j-1 -mn+1 4j-2 mn+1, 4j-1 -mn+l, 4j-3 (with 0/0 = 1). m n , k-1' m n , k] ] > 0, for all n~1 and k == 1, ... , 2 n . Parts (i) and (iii) are routine; (ii) is straightforward from (i); and (iv) follows by induction on n and Definition 2.1. THEOREM 2.7. F is completely determined by the values {mn,k(F)}~=~nk;1.
PROOF. By
In particular, F(mn,k) is given inductively by F(mn,o) == 0, F(mn,2n) == 1 by (2.2) for even k and, for k == 2j -1,
PROOF. By Lemma 2.6(ii) and (2.4), F is determined by {mn,k(F)}. To see (2.4), note that Lemma 2.2(ii) gives F(m n ,2j-1) == F(m n ,2j-2) + (F(m n ,2j) -F(m n ,2j-2)) bF(mn 2)'-1' m n 2)'] -m n 2)'-1 2j-2, m n ,2j-1] In addition, by (2.2) and (2.3), m n -1, j-1 == m n ,2j-2, m n -1, j == m n ,2j, m n+1,4j-1 == bF (m n,2j-1, m n,2j], and m n+1,4j-3 == b F (m n ,2j-2, m n ,2j-1]. 0 COROLLARY 2.8. F 1 == F 2 ifand only ifmn,k(F1) == m n ,k(F 2 ) for all n~1 and 1 :::; k :::; 2 n -1.
Note. It is well known that certain other collections of barycenters-for example, {b F ( -00, t]}tEIR-also determine F. m n , 4k-l == m n ,4k-2' for all n::: 2 and k == 1, ... , 2 n -2 • 1245 PROOF. Given that M is a SBA for some distribution function F, the necessity of (2.2) follows from Definition 2.3. Similarly, the necessity of (2.5) follows easily using induction on n and Definition 2.3. For the necessity of (2.6), note that by (2.2) and (2.3), 4k-4, m n ,4k], m n ,4k-3 == bF(mn , 4k-4, m n ,4k-2] and m n , 4k-l == b F (m n -l,2k-l, m n -l,2k] 
Letting a == m n , 4k-4, b == m n , 4k-2 and c == m n , 4k, (2.6) follows by Lemma 2.2(iii).
For the sufficiency portion of the proof, let {m n , k}~=ink21 be a triangular array satisfying (2.2), (2.5) and (2.6). Define a discrete martingale, X 1, X 2' ... , inductively as follows. XI = ml, 1. For n ::: 2, X n takes values in {m n , 2j-l}]:;
with (2.7)
Note that (2.5) ensures that (2.7) defines probabilities, and (2.6) yields E[Xn+1IXn] == X n . By (2.7), for all n ::: Nand j == 1, ... , 2 n -1 ,
To see that X n~X a.s., where X is a random variable with the desired barycenters, first note that by the construction of {Xn} above, with probability 1, for all n > 1.
Next observe that conditioned on the set {X 2 > ml I}, {X n }n>2 is a martingale which is bounded below by ml 1. Thus it conve~ges (on {X 2 > ml I}) to a random variable X+ which, by (2:8), has the correct barycenters. A similar argument for the set {X n :::; ml, I} completes the proof: 0 COROLLARY 2.10. If F is continuous, then (2.9) m n ,k-l(F) < mn,k(F) for all n::: 1 and k == 1, ... , 2 n . Neither the converse of Corollary 2.10 nor 2.11 holds. The following proposition, whose proof here is left to the interested reader and may be found in , gives conditions under which continuity of F can be inferred from M(F).
(i) If x~M(F) and dn(x) = d n + 1 (x) for some n 2: 1, then F is continuous at x.
(ii) If, for some e > 0, there exist infinitely many n such that
then F is continuous at x.
3. Random SBA distributions. This section describes the new method for generating random probability measures using sequential barycenter arrays. The description is given explicitly for random probability measures on [0,1], but it is easy to extend this method to other supports.
Let JLo and JL be probability measures with support on [0,1] and [0,1), respectively. Denote by 90([0, 1]) the set of all Borel probability measures on 00 2 n -1 [0, 1]. Let {Xn, 2j-1}n~l, j=l be an array of independent random variables defined on a probability space (0, fF, P) such that Xl, 1 has distribution JLo and, for n 2: 2, each X n, k has distribution JL.
Define a random array M = {m n , k}~~;,nk~l inductively by m1,1 = X 1,1, m n ,2j == m n -1,j for n > 1 and j == 1, ... , 2 n -1 -1,
(for all n 2: 1, mn,o =°and mn,2n = 1). The SBA random probability measure construction thus provides a straightforward way to produce rpm's with any prescribed mean or distribution on the mean, whereas classical rpm constructions do not. 
For notational convenience, let F M denote the distribution function associated with the SBA M == {m n k} and, for a distribution function F with SBA {m n , keF)}, let F(m n , k) == F('m n , keF)). Then (3.1) is obtained if
converges to 0 as n~00. By Theorem 2.7 and Definition 3.1, 
Thus, letting Eo == 1, we get En~o. D LEMMA 3.5. Let
The proof is routine; see . Then, by Definition 3.1, Theorem 2.7 and the self-similarity of the sequential barycenter rpm construction, 1 -p) and use induction to show that J(m) 2:
for all n 2: 1. Thus, J(m) 2: Rj(1-(1-p) 2) == 1. However, J(m) :s 1, and so J(m) == 1 for all O:s m :s 1.
(ii) Note that if m n ,2j-2 < m n ,2j-1 < m n ,2j and either X n+1, 4j-3 == 0 or X n+1, 4j-1 == 0, then the B(J-to, J-t) rpm gives positive probability to the point m n ,2j-1 and probability zero to the set (m2j-2, m2j-1) U (m2j-1, m2j] . The idea is to use this fact in constructing a branching process whose extinction corresponds to the generation of a sequential barycenter measure with finite support. Specifically, let {Z i, n} be iid random variables such that
Set Y 1 == 1 and, for n 2: 1, let
Then, Y 1, Y 2, ... is a branching process and, by the sequential barycenter rpm Standard results , Theorem 4.12] for branching processes yield lim n ---+ oo P[Yn == 0] == 1, if p 2: 1 -1j,J2.
(iii) As indicated by the branching process constructed above, the number of points in the support of a generated sequential barycenter measure does not depend on the mean m of the measure, as long as 0 < m < 1. That is, for pact set which has v measure 1. The next theorem gives conditions on /-o and  ,t which ensure that B,o0, has full support. Let supp(v) denote the support of measure v. THEOREM 3.7. If Auo and /JL have full support on [O, 1], then B(,o ,) has full support on 6( [0, 1] ).
Often, a desirable property for random probability measures is that they have large or full support. Recall that a probability v defined on a compact Hausdorff space <^ has full support if every nonempty open subset of ? has positive v measure. Note that this is equivalent to X being the smallest com-
The basic idea of the proof is that if to and Au have full support on [0, 1], then each consecutive barycenter constructed will have full support in its possible range of values. For a formal proof, see .
It is straightforward to modify the proof of the above theorem to show the following. E (0, 1) and B(,,o ,) -almost all distribution functions, if A({1/2}) , 1, via a branching process type argument similar to that given in Lemmas 5.18 and 5.23 of . For more details, see . D REMARK. If the base measure Au is allowed to change at successive stages of the construction, then absolutely continuous measures (with respect to Lebesgue measure) may be generated a.s., as is also the case for random rescaling rpm constructions [cf. ]. 1251 
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Often, a desirable property for random probability measures is that they have large or full support. Recall that a probability v defined on a compact Hausdorff space £ has full support if every nonempty open subset of £ has positive v measure. Note that this is equivalent to £ being the smallest compact set which has v measure 1. The next theorem gives conditions on JLa and JL which ensure that BJ-to,J-t has full support. Let supp(v) denote the support of measure v. THEOREM 3.7. If JLa and JL have full support on [0,1], then B (J-to,J-t) has full support on 90 ([0,1] ).
The basic idea of the proofis that if JLa and JL have full support on [0, 1], then each consecutive barycenter constructed will have full support in its possible range of values. For a formal proo£: see .
It is straightforward to modify the proof of the above theorem to show the following.
PROPOSITION 3.8. If JL has full support on [0,1), then supp(Bsm,J-t) == {O" E 90([0,1] 
A distribution function is strictly singular ifit has a finite positive derivative nowhere. The final theorem in this section is an analog of Theorem 5.1 of . . The central idea is that under the given condition, for any x E (0,1), the sequence of chords with endpoints (m n , kn(x)-l' F(M)(m n , kn(x)-l)) and (m n , kn(x)' F(M)(m n , kn(x»)) whose slopes should converge if the distribution function F(M) had a derivative at x, do not have converging slopes. This can be shown by first establishing conditions under which the ratios of the slopes of successive chords do not converge to 1 for fixed x E (0,1) and the distribution function defined by a fixed (nonrandom) SBA. Then show that these conditions are met for all x E (0, 1) and B(J-to, J-t)-almost all distribution functions, if JL( {1j2}) =j:. 1, via a branching process type argument similar to that given in Lemmas 5.18 aind 5.23 of . For more details, see . D REMARK. If the base measure JL is allowed to change at successive stages of the construction, then absolutely continuous measures (with respect to Lebesgue measure) may be generated a.s., as is also the case for random rescaling rpm constructions [c£ ]. Fix m E (0, 1) and let F1, F2,. .. be iid Bm, A. Then Y([0, 1]) x IR -* IR is given and the objective is to choose c (the control parameter) so as to make g(F, c) as large as possible, on the average, over all distributions F on [0, 1] with given mean m. The SBA rpm B8 A is a natural prior for randomly choosing elements of N([j0, 1]) with mean m, since it chooses the successive barycenters uniformly at each stage. Under this prior, the above averageoptimal control problem simply becomes choose c* to maximize J g(F, c) dB8m, A(F).
Applications.
Experimental approximation of universal constants. Given a continuous
Typical control problem objectives of this type include picking the control to keep a process (or random variable) within a certain range with high probability, for example, find c* to make P(a < X + c* < b) as large as possible, on the average, over all distributions in P([O, 1]) with mean m, and the following control problem from optimal stopping theory. Average-optimal control problems. Suppose a function g: 90([0,1]) x JRJ R is given and the objective is to choose c (the control parameter) so as to make g( F, c) as large as possible, on the average, over all distributions F on [0,1] with given mean m. The SBA rpm B s A is a natural prior for randomly choosing elements of 90([0, 1]) with mean~, since it chooses the successive barycenters uniformly at each stage. Under this prior, the above averageoptimal control problem simply becomes choose c* to max~mizeJg(F, c)dB 15m ,A(F).
Typical control problem objectives of this type include picking the control to keep a process (or random variable) within a certain range with high probability, for example, find c* to make P(a~X + c*~b) as large as possible, on the average, over all distributions in P( [O, 1] ) with mean m, and the following control problem from optimal stopping theory. EXAMPLE 4.3. Suppose a stopping rule t is to be chosen for stopping a sequence of three random variables Xl' X 2 , X 3 , knowing only that the {Xi} are independent, take values in [0, 1] and have identical means m. What stopping rule will make EXt as large as possible, on the average, over all such {Xi}? By standard backward induction ], it is clear that there is an optimal stopping rule tc of the form {t, = 2} X {t, > l}n{Xi > m} and {t, = 1} X= {X1 > c}. In the present setting where only the means and bounds for the {Xi} are known, the optimal c depends on the prior for Xl, X2, X3, which in the case of B?8 , would mean the optimal value of c is c*= [ ( x dF(x) + mF(m)] dB,5m,(F).
Using the definition of B8, /,it can be seen that in this case c* = Cm =m +m(m) jf (1m)y + mx d(x)d(y) (1971) ], it is clear that there is an optimal stopping rule t c of the form {t c == 2} {} {t c > 1}n{X i > m} and {t c == 1} {} {X1 > c}. In the present setting where only the means and bounds for the {Xi} are known, the optimal c depends on the prior for Xl' X 2 , X 3 , which in the case of Bsm,J-t would mean the optimal value of c is c* = f[i>m XdF(X)+mF(m)]dBlim,/L(F).
Using the definition of Bsm,J-t' it can be seen that in this case c*=c':n=m+m(1-m) {l j 1 (1~y dp,(x)dp,(y).
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