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Abstract
In this paper, we consider simultaneous conﬁdence intervals for all contrasts in the means when the ob-
servations are missing at random in the intraclass correlation model. An exact test statistic for the equality
of the means and Scheffé, Bonferroni and Tukey types of simultaneous conﬁdence intervals are given by
an extension of Bhargava and Srivastava [On Tukey’s conﬁdence intervals for the contrasts in the means
of the intraclass correlation model, J. Royal Statist. Soc. B35 (1973) 147–152] when the missing ob-
servations are of the monotone type. Finally, numerical results of simultaneous conﬁdence intervals are
presented.
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1. Introduction
In this paper, we consider the two-components mixed linear model in which the random
variable
xij = i + j + εij , i = 1, . . . , pj , j = 1, . . . , n,
where j and εij are independently normally distributed, j ’s are i.i.d. N(0, 2) and εij ’s are i.i.d.
N(0, 2ε). Thus, the mean of xij is E(xij ) = i . It is easily seen that Var(xij ) = 2 + 2ε(≡ 2),
Cov(xij , xi′j ) = 2, i = i′ and Cov(xij , xij ′) = 0, j = j ′. We note that if pj = p and if we
deﬁne xj = (x1j , . . . , xpj )′, then x1, . . . , xn are i.i.d. Np(µ,) where µ = (1, . . . , p)′,  =
2[(1−)Ip +11′], 0 = 2/21, Ip is p ×p matrix and 1 is a p-vector , 1 = (1, . . . , 1)′.
When the covariance matrix  is of the above structure, it is called an intraclass correlation model
where  may lie between [−1/(p − 1), 1].
The problem of ﬁnding Scheffé, Bonferroni and Tukey types of simultaneous conﬁdence in-
tervals for all contrasts in the means of a multivariate normal population has been considered
by Miller [7] and Scheffé [10] when the covariance matrix is of the intraclass correlation form,
 = 2[(1−)I+11′], 2 is unknown but  is known.When both 2 and  are unknown, Tukey
and Schffé types of simultaneous conﬁdence intervals for all contrasts with exact (1−)-level are
given by Bhargava and Srivastava [2].When the observations are missing and are of the monotone
type (see, e.g., [9,1]), Seo and Srivastava [12] gave an exact test statistic for the equality of the
means and simultaneous conﬁdence intervals (Scheffé and Bonferroni types) for all contrasts in
the means. Furthermore, when the missing observations are not of the monotone type, that is,
the general case of missing observations, Seo and Srivastava [12] gave the asymptotic simultane-
ous conﬁdence intervals by usual maximum likelihood ratio method and an iterative numerical
method in Srivastava [13] and Srivastava and Carter [15]. The maximum likelihood estimate for
an intraclass correlation coefﬁcient in a bivariate normal distribution, when some observations
on either of the variables are missing, has been discussed by Konishi and Shimizu [6], Minami
and Shimizu [8]. The maximum likelihood estimate for a multivariate normal distribution with
monotone missing data is discussed by Kanda and Fujikoshi [5].
In this paper, repeated measures with intraclass correlation model is considered when the
observations are of the monotone type of missing. An exact test statistic for the equality of the
means are given under the monotone type of missing observations, and Scheffé, Bonferroni and
Tukey types of simultaneous conﬁdence intervals are given for all contrasts in the means by
an extension of the transformation in Bhargava and Srivastava [2]. In particular, Scheffé and
Bonferroni types of simultaneous conﬁdence intervals by the procedure developed in this paper
have exactly conﬁdence level at 1 − . The organization of the paper is as follows. In Section
2, we provide a new exact test statistic for the equality of the means. In Section 3, Scheffé,
Bonferroni and Tukey types of simultaneous conﬁdence intervals for all contrasts in the means
are given. Finally, the numerical results of a real example and simulation are presented inSections 4
and 5.
2. Testing the equality of the means
In this section, we consider an exact test for testing the hypothesis H0 : 1 = 2 = · · · = p
against the alternative H1 = H0 under the monotone type of missing observations. When we
consider the monotone type of missing observations, without loss of generality, we may assume
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that the observations {xij } are of the following form:⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x11 x12 · · · · · · x1n
x21 x22 · · · · · ·
...
...
... · · · · · · xpnn
... xp22
xp11
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎝
x11 x12 · · · · · · x1n1
x21 x22 · · · x2n2
...
...
...
...
...
...
xp1 · · · xpnp
⎞
⎟⎟⎟⎟⎟⎟⎠
,
where p = p1p2 · · · pn and n = n1n2 · · · np. Let xj = (x1j , . . . , xpj j )′, we
note that xj ’s are independently distributed as Npj (µj ,j ), j = 1, 2, . . . , n, where µj =
(1, . . . , pj )
′
, j = 2[(1 − )Ipj + 1j1′j ], Ipj is a pj × pj matrix and 1j = (1, 1, . . . , 1)′ is
a pj -vector.
Further, let Cj be a pj × pj matrix such that Cj = Ipj − (j /pj )1j1′j , where j = 1 ± (1 −
)
1
2 {1 + (pj − 1)}− 12 . Then, as in Bhargava and Srivastava [2], we consider the transformation
zj = Cjxj . Clearly, then zj ∼ Npj (Cjµj , 2Ipj ), where 2 = 2(1 − ).
Also we note that the observed data {xij } and the transformed data {zij } can be grouped into
s subsets of complete data, respectively, where cth group is a p(c) × n(c) matrix, 1csp.
The z(c)kh means a (k, h) component in the cth group. Then sample means, z
(c)
k· , z
(c)
·h and z
(c)·· , are
deﬁned as
z
(c)
k· =
1
n(c)
n(c)∑
h=1
z
(c)
kh , z
(c)
·h =
1
p(c)
p(c)∑
k=1
z
(c)
kh , z
(c)·· =
1
p(c)n(c)
p(c)∑
k=1
n(c)∑
h=1
z
(c)
kh ,
respectively. x(c)kh , x
(c)
k· , x
(c)
·h and x
(c)·· are deﬁned similarly. Hence, we have an unbiased estimator
of 2 as
ˆ(c)
2 = 1
f (c)
p(c)∑
k=1
n(c)∑
h=1
(
z
(c)
kh − z(c)k· − z(c)·h + z(c)··
)2
= 1
f (c)
p(c)∑
k=1
n(c)∑
h=1
(
x
(c)
kh − x(c)k· − x(c)·h + x(c)··
)2
,
where f (c) = (p(c) − 1)(n(c) − 1). Then under the hypothesis H0, (f (c)ˆ(c)2)/2 has a 2 distri-
bution with f (c) degrees of freedom. Deﬁne
xi· = 1
ni
ni∑
j=1
xij , x˜·· = 1
p
p∑
i=1
xi·, zi· = 1
ni
ni∑
j=1
zij , z˜·· = 1
p
p∑
i=1
zi·.
Since we note that ni(zi· − z˜··) = ni(xi· − x˜··),
p∑
i=1
(
zi· − z˜··
/
√
ni
)2
=
p∑
i=1
(
xi· − x˜··
/
√
ni
)2
,
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which has a 2 distribution with p − 1 degrees of freedom and is independent of ˆ(c)2 . Thus, a
test statistic F0 for the hypothesis H0 is
F0 =
∑p
i=1 ni(xi· − x˜··)2/(p − 1)∑s
c=1 f (c)ˆ
(c)2
/f
, (2.1)
which has an F distribution with p − 1 and f degrees of freedom, where f = ∑sc=1 f (c). Large
value of this statistic leads to the rejection of hypothesis H0. When observed data is complete
(i.e., s = 1), this test statistic F0 reduces to the test statistic by Bhargava and Srivastava [2].
3. Simultaneous conﬁdence intervals for all contrasts
We consider simultaneous conﬁdence intervals for a′µ for non-null vector a such that a′1 =
(a1, a2, . . . , ap)1 = 0. Let x = (x1·, . . . , xp·)′ and
V =
⎛
⎜⎝
n−11 0
. . .
0 n−1p
⎞
⎟⎠ .
Hence, scheffè type of simultaneous conﬁdence intervals for all contrasts are given by
a′µ ∈
⎡
⎣a′x ±
√√√√(p − 1)Fp−1,f, s∑
c=1
f (c)ˆ(c)
2
f
a′Va
⎤
⎦ , (3.1)
where Fp−1,f, is the upper 100% of an F distribution with p − 1 and f degrees of freedom.
We can also obtain simultaneous conﬁdence intervals for  linear contrasts a′1µ, . . . , a′µ by
Bonferroni’s inequality. Consequently Bonferroni type of simultaneous conﬁdence intervals are
given by
a′jµ ∈
⎡
⎣a′jx ± tf, 2
√√√√ s∑
c=1
f (c)ˆ(c)
2
f
a′jVaj
⎤
⎦ , j = 1, 2, . . . ,  , (3.2)
where aj = (a1,j , a2,j , . . . , ap,j )′ such that a′j1 = 0 and tf,/(2) is the upper 100/(2)% of
a t distribution with f degrees of freedom. Bonferroni type of simultaneous conﬁdence intervals
should be used only if
(p − 1)Fp−1,f, t2f, 2
otherwise Scheffé type of simultaneous conﬁdence intervals should be used. It holds that (p −
1)Fp−1,f, < t2f,/(2) if  is considerably bigger than p − 1 (see, [7]).
Further, Tukey type of simultaneous conﬁdence intervals for all contrasts are given by
a′µ ∈
⎡
⎢⎣a′x ± qp,f, p∑
i=1
|ai |
2
√√√√ s∑
c=1
f (c)ˆ(c)
2
f
p∑
i=1
1
ni |ai |
(
p∑
i=1
1
|ai |
)−1⎤⎥⎦ , (3.3)
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Table 1
Scheffé and Tukey types of simultaneous conﬁdence intervals for i − j , 1 i < j5 with level 1 −  = 0.95 by
SKK procedure
a′ Scheffé type Tukey type
(1,−1, 0, 0, 0) [−19.883 ± 14.626] [−19.883 ± 12.949]
(1, 0,−1, 0, 0) [−25.468 ± 14.954] [−25.468 ± 13.240]
(1, 0, 0,−1, 0) [−30.822 ± 16.006] [−30.822 ± 14.171]
(1, 0, 0, 0,−1) [−30.172 ± 16.888] [−30.172 ± 14.952]
(0, 1,−1, 0, 0) [−5.585 ± 14.954] [−5.585 ± 13.240]
(0, 1, 0,−1, 0) [−10.939 ± 16.006] [−10.939 ± 14.171]
(0, 1, 0, 0,−1) [−10.289 ± 16.888] [−10.289 ± 14.952]
(0, 0, 1,−1, 0) [−5.354 ± 16.307] [−5.354 ± 14.437]
(0, 0, 1, 0,−1) [−4.704 ± 17.174] [−4.704 ± 15.205]
(0, 0, 0, 1,−1) [−0.650 ± 18.097] [−0.650 ± 16.022]
where qp,f, is the upper 100% of a Studentized range on p and f degrees of freedom. When
observed data is complete (i.e., s = 1), the above conﬁdence intervals reduce to Tukey’s simul-
taneous conﬁdence intervals for all contrasts given by Bhargava and Srivastava [2]. We note that
the conﬁdence coefﬁcient for Tukey type of simultaneous conﬁdence intervals for all contrasts
proposed in this paper is approximately 1 − .
4. A real example
In this section, we shall discuss an example to illustrate the procedure (SKK procedure) devel-
oped in this paper. In this example, we shall treat a monotone type of missing data which is a real
data of the cholesterol levels for a treatment group studied at times 0, 6, 12, 20 and 24 months
taken from Srivastava and Carter [15] (Source: see [16]). In this case, we use a data set consisting
of a complete part and a monotone type missing part obtained by ignoring non-monotone missing
observations. We note that this data set is divided into four groups. That is, the ﬁrst group is a
5 × 36 matrix which is a complete part, the second group is a 4 × 7 matrix, the third group is a
3 × 12 matrix and the fourth group is a 2 × 5 matrix.
Calculating f (c)ˆ(c) for each group to obtain the test statistic, we obtain
∑4
c=1f (c)ˆ
(c)
/f =
662.731,
∑5
i=1ni(xi· − x˜··)2/(p − 1) = 8726.351. Therefore, the value of the test statistic in
(2.1) F0 = 13.167 > F4,184,0.05 = 2.421. Thus, the hypothesis H0 : 1 = 2 = · · · = 5 is
rejected and Scheffé, Bonferroni and Tukey types of simultaneous conﬁdence intervals in (3.1),
(3.2) and (3.3) can be obtained. Also, as for a test for an intraclass correlation model, we may
apply the modiﬁed likelihood ratio test statistic Q by Box [3,4] (see [14]). Consequently, the
value of the test statistic Q0 = 24.735 < 213,0.01 = 27.688. Therefore, the null hypothesis
H0 :  = 2[(1 − )I + 11′] is not rejected.
Using Scheffé and Tukey types of simultaneous conﬁdence intervals in (3.1) and (3.3), some
simultaneous conﬁdence intervals for i − j , 1 i < j5 with 1 −  = 0.95 are given in
Table 1. To compare the simultaneous conﬁdence intervals by SKK procedure with the ones
by Seo and Srivastava [12] (SS procedure), Table 2 gives Scheffé type of simultaneous con-
ﬁdence intervals and asymptotic simultaneous conﬁdence intervals based on quadratic form
statistic T 2 for monotone missing data by SS procedure. Comparing Table 1 with Table 2, for
this real data, it may be noted that the simultaneous conﬁdence intervals by SKK procedure
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Table 2
Scheffé type and asymptotic simultaneous conﬁdence intervals for i − j , 1 i < j5 with level 1 −  = 0.95 by
SS procedure
a′ Scheffé type Asymptotic
(1,−1, 0, 0, 0) [−19.900 ± 14.540] [−19.899 ± 13.575]
(1, 0,−1, 0, 0) [−25.432 ± 15.028] [−25.154 ± 16.036]
(1, 0, 0,−1, 0) [−27.692 ± 16.394] [−28.319 ± 16.979]
(1, 0, 0, 0,−1) [−29.443 ± 17.453] [−28.362 ± 25.920]
(0, 1,−1, 0, 0) [−5.532 ± 15.028] [−5.255 ± 15.216]
(0, 1, 0,−1, 0) [−7.792 ± 16.394] [−8.420 ± 14.842]
(0, 1, 0, 0,−1) [−9.543 ± 17.453] [−8.463 ± 23.728]
(0, 0, 1,−1, 0) [−2.260 ± 16.540] [−3.165 ± 17.820]
(0, 0, 1, 0,−1) [−4.012 ± 17.590] [−3.208 ± 22.513]
(0, 0, 0, 1,−1) [−1.751 ± 18.190] [−0.043 ± 24.460]
Table 3
Illustration for types of missing data set {xij } for n = 20, 40
Case s p = 4 p = 6
Types of missing data set Types of missing data set
(i) 1 (4, n) (6, n)
(ii) 1 (4, n/2) (6, n/2)
(iii) 2 (4, n/2), (2, n/2) (6, n/2), (3, n/2)
(iv) 3 (4, n/4), (3, n/4), (2, n/2) (6, n/4), (5, n/4), (4, n/2)
(v) 3 (4, n/2), (3, n/4), (2, n/4) (6, n/2), (5, n/4), (4, n/4)
(vi) 4 (4, n/4), (3, n/4), (2, n/4), (1, n/4) (6, n/4), (5, n/4), (4, n/4), (3, n/4)
Note: (p(c), n(c)) means that the cth group has a p(c) × n(c) data matrix , 1c sp.
are slightly shorter than the ones by SS procedure. It can be seen from Tables that Scheffé
and Tukey types of simultaneous conﬁdence intervals in (3.1) and (3.3) by SKK procedure de-
veloped in this paper can be obtained and are useful, if the missing data is of the monotone
type.
5. Simulation studies
In this section, in order to investigate the behavior of the simultaneous conﬁdence intervals
by SKK procedure, we generate an artiﬁcial complete data set at random from the multivariate
normal population by simulation. A monotone type of missing data is made from the above
artiﬁcial complete data set by randomly deleting data. For a data set from the population with
µ and  = 2[(1 − )I + 11′], we select the data cases for p = 4, 6 and n = 20, 40; µ =
(1, 1, 5, 5)′, (1, 5, 10, 15)′, (1, 1, 5, 5, 10, 10)′, 2 = 1, 9 and  = 0.1, 0.5, 0.9;  = 0.01, 0.05;
s = 1, 2, 3, 4. For the cases (i) ∼ (vi) of missing data set presented in Table 3, Scheffé and Tukey
types of simultaneous conﬁdence intervals in (3.1) and (3.3) with level 1 −  are given in Seo et
al. [11].
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Table 4
Scheffé and Tukey types of simultaneous conﬁdence intervals for a′µ with level 1 −  = 0.95 by SKK procedure
p = 4, n = 20,µ′ = (1, 1, 5, 5),2 = 1, = 0.5
a′ Complete data (case (i)) First group data (case (ii))
Scheffé Tukey Scheffé Tukey
(1,−1, 0, 0) [0.193 ± 0.826] [0.193 ± 0.617] [−0.174 ± 0.965] [−0.174 ± 0.886]
(1, 0,−1, 0) [−3.611 ± 0.826] [−3.611 ± 0.617] [−4.017 ± 0.965] [−4.017 ± 0.886]
(1, 0, 0,−1) [−3.848 ± 0.826] [−3.848 ± 0.617] [−4.487 ± 0.965] [−4.487 ± 0.886]
(0, 1,−1, 0) [−3.805 ± 0.826] [−3.805 ± 0.617] [−3.843 ± 0.965] [−3.843 ± 0.886]
(0, 1, 0,−1) [−4.041 ± 0.826] [−4.041 ± 0.617] [−4.313 ± 0.965] [−4.313 ± 0.886]
(0, 0, 1,−1) [−0.236 ± 0.826] [−0.236 ± 0.617] [−0.470 ± 0.965] [−0.470 ± 0.886]
(2,−1,−1, 0) [−4.490 ± 1.142] [−4.490 ± 1.212] [−4.191 ± 1.671] [−4.191 ± 1.772]
(1,−1, 1,−1) [−0.409 ± 0.933] [−0.409 ± 1.212] [−0.644 ± 1.364] [−0.644 ± 1.772]
(3,−1,−1,−1) [−8.642 ± 1.615] [−8.642 ± 1.818] [−8.333 ± 2.017] [−8.679 ± 2.657]
a′ Monotone missing data (case (iii)) Monotone missing data (case (iv))
Scheffé Tukey Scheffé Tukey
(1,−1, 0, 0) [−0.373 ± 0.638] [−0.373 ± 0.586] [−0.373 ± 0.695] [−0.373 ± 0.638]
(1, 0,−1, 0) [−4.219 ± 0.781] [−4.219 ± 0.718] [−4.219 ± 0.851] [−4.219 ± 0.782]
(1, 0, 0,−1) [−4.689 ± 0.781] [−4.689 ± 0.718] [−4.556 ± 1.099] [−4.556 ± 1.009]
(0, 1,−1, 0) [−3.846 ± 0.781] [−3.846 ± 0.718] [−3.846 ± 0.851] [−3.846 ± 0.782]
(0, 1, 0,−1) [−4.316 ± 0.781] [−4.316 ± 0.718] [−4.182 ± 1.099] [−4.182 ± 1.009]
(0, 0, 1,−1) [−0.470 ± 0.902] [−0.470 ± 0.829] [−0.336 ± 1.204] [−0.336 ± 1.105]
(2,−1,−1, 0) [−4.592 ± 1.194] [−4.592 ± 1.387] [−4.592 ± 1.142] [−4.592 ± 1.255]
(1,−1, 1,−1) [−0.843 ± 1.105] [−0.843 ± 1.436] [−0.709 ± 1.229] [−0.843 ± 1.596]
(3,−1,−1,−1) [−9.282 ± 1.688] [−9.282 ± 2.224] [−9.148 ± 1.777] [−9.282 ± 2.500]
For instance, in the case when p = 4, n = 20 and case (i) (s = 1) in Table 3, the data set is a
complete data set (m ≡∑sc=1 p(c)n(c) = 80) given by
{xij } =
⎛
⎜⎜⎝
x11 · · · x1,10 · · · x1,20
x21 · · · x2,10 · · · x2,20
x31 · · · x3,10 · · · x3,20
x41 · · · x4,10 · · · x4,20
⎞
⎟⎟⎠ .
Further, in the case when p = 4, n = 20 and case (iii) (s = 2) in Table 3, the data set is a
monotone type of missing data (m = 60) given by
{xij } =
⎛
⎜⎜⎝
x11 · · · · · · x1,10 · · · · · · x1,20
x21 · · · · · · x2,10 · · · · · · x2,20
x31 · · · · · · x3,10 ∗ · · · ∗
x41 · · · · · · x4,10 ∗ · · · ∗
⎞
⎟⎟⎠ .
For the case when p = 4, n = 20 and cases (i),(ii),(iii) and (iv), Table 4 gives Scheffé and
Tukey types of simultaneous conﬁdence intervals in (3.1) and (3.3) for i − j , 1 i < j4,
1 − 12 (2 + 3), 1 − 13 (2 + 3 + 4) and 1 − 2 + (3 − 4) with level 1 −  = 0.95. These
conﬁdence intervals for cases (i) and (ii) reduce to ones by Bhargava and Srivastava [2] since the
data set is complete data.
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If the cases of pairwise differences for the complete data (cases (i) and (ii)), we note that Scheffé
type of simultaneous conﬁdence intervals have same width. We note from simulation results that
the width for case (ii) is wide owing to the deleting a missing part in the monotone type of missing
data. It may be also noted from simulation results that Tukey type of simultaneous conﬁdence
intervals in (3.3) are shorter than Scheffé type of simultaneous conﬁdence intervals in (3.1) if the
cases are pairwise differences, otherwise Scheffé’s tends to be shorter though it must be checked
by the simulation study for the other cases. In conclusion, the proposed procedure in this paper is
useful for the simultaneous conﬁdence intervals under the monotone type of missing data.
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