Abstract-Spam pages are designed to maliciously appear among the top search results by excessive usage of popular terms. Therefore, spam pages should be removed using an effective and efficient spam detection system. Previous methods for web spam classification used several features from various information sources (page contents, web graph, access logs, etc.) to detect web spam. In this paper, we follow page-level classification approach to build fast and scalable spam filters. We show that each web page can be classified with satisfactory accuracy using only its own HTML content. In order to design a multi-view classification system, we used state-of-the-art spam classification methods with distinct feature sets (views) as the base classifiers. Then, a fusion model is learned to combine the output of the base classifiers and make final prediction. Results on our Persian web spam dataset show that multi-view learning significantly improves the classification performance, namely AUC by 22%, while providing linear speedup for parallel execution.
I. INTRODUCTION
Web search engines are the most important tool for finding required information from the web. Processing the excessive amounts of data, even the text contents of web pages in the simplest case, is a very challenging task. Search engines should not only do this process in a few milliseconds for each query, but also have to provide high-quality and relevant results in the best order. As a part of this task, malicious and spam pages should be removed from the results. Web spam can be defined as "an unjustifiably favorable relevance or importance score for some web page, considering the pages' true value" [1] . More specifically, spam pages are defined as the pages that boost the ranking algorithm, and thus appear among the top results of the target queries. They usually deceive ranking algorithms by keyword stuffing of popular query terms [2] .
Studies on recent web corpora have shown that spam pages, if not nullified effectively, are likely to become the majority of search results. Specifically, For queries that are frequently searched, almost all of the results are likely to be spam [3] . The ideal solution is to use ranking algorithms that are robust to spam. Unfortunately, spamaware ranking methods are not strong enough to resist against spammers [4] . Therefore, spam pages should be removed before the ranking using complementary spam detection methods, i.e. machine learning methods. This will prevent spam pages from competing with other pages in the ranking phase.
Designing a spam detection system is a continuing process. As the spam filters evolve, new spamming techniques will be invented and new efforts will be required to detect them [4] . Web spam detection methods are still unable to reach satisfactory performance for search engines. Besides, most of the previous works propose features that are computationally expensive, such as temporal or host-level features [5] . Moreover, hostlevel features requires the search engine to dedicate considerable amount of resources for storing and retrieving host features.
In this work, we implemented a page-level spam detection system. We show that feature sets extracted from web pages, without using host information or any external source, can still reach satisfactory performance. The main advantage of this approach is that each page can be processed independently, which yields a linearly scalable system. In spite of the poor classification results for previous page-level methods, we show that a two stage classification with multi-view learning strategy can significantly improve the performance. Multi-view learning is a classifier fusion method in which the results of the predictive functions learned from different views on the same instances are combined to make final prediction. Three feature sets from the state-of-the art are selected as the base classification models, each one representing a different view for learning the target concept. Then, a fusion model is trained for aggregating the predictions of the base classifiers.
The remainder of the paper is structured as follows. Section 2 describes the previous work on web spam detection. In Section 3 we describe the construction of our real-world dataset. The proposed spam detection framework, including the base and meta classifiers and their results, is described in section 4. Finally, section 5 concludes our work and presents future directions.
II. RELATED WORKS
Web spam pages are created to deceive ranking algorithms of a search engine. Even though search engines use complex ranking algorithms and several information sources, ranking of web pages is based a simple rule: A web page is possibly relevant to a query if 1)its contents are similar to the query and 2)the importance of web page in the web, according to webgraph or visit rate, is relatively high. Based on this rule, spam pages are boosted by two general techniques: 1) Content spamming by boosting content-based ranking algorithms, e.g. deliberate usage of keywords that are frequently searched. Using several popular keywords in the contents of the HTML pages will increase the chance of becoming relevant to more user queries. Moreover, because content-based ranking algorithms pay considerable attention to frequency of query terms in the result pages, a spam site owner may repeat popular keywords in the pages of his site. In this case, the spam pages are more likely to be relevant with popular queries, and subsequently, gain higher ranking in the query results [1, 6] 2) Link spamming through creating large group of pages that link to target (boosted) pages. For example, one can create a large number of automatically created web pages, all of which are linking to a target page. This will induce the link-based ranking algorithms, e.g. PageRank, to consider a high importance for the target page(s) [1] .
It would be ideal if the ranking algorithm is robust against spamming. Otherwise, the ranking system should be supported by a spam filter. Link-based methods, i.e. algorithms that process the web-graph, are rich in both spam-aware ranking and spam filtering. Considerable effort been directed towards robust and spam-resilient link-based ranking, such as TrustRank [7] , AntiTrustRank [8] , DiffusionRank [9] , and many more [10] [11] [12] . Most of the these methods are based on trust propagation in graph, which is implemented through iteration over the web-graph. However, trust propagation algorithms are offline, and cannot rapidly investigate newly crawled web pages.
On the other hand, despite few recent efforts [13] , content-based ranking methods are still defenceless against content spam [4] . Therefore, spam pages should be detected by standalone spam classification methods. Popular approaches for content-based spam detection are very similar to document classification techniques. Content-spam detection is considered as a hard classification task, because the spammers try to deceive the spam detector by manipulating the features of spam pages to make them similar to normal web pages. Nevertheless, a content-based filter is more straightforward to implement, and can be used in any search engine architecture.
From another point of view, spam detection methods can be classified to host-level and page-level methods, according to their granularity level. During the last decade, various method have been proposed for detecting web spam pages. However, research have been almost biased to host-level approach, mainly because the only publicly available spam datasets, namely UK2006, Castillo2006 and its newer version UK-2007 are collected with host labels. Erdelyi et al. suggest that content-based features can be very efficient for spam classification and created a simple classifier fusion system to classify hostlevel instances on UK2007. [14] . Similar work was done by Cormack et al. on ClueWeb dataset [3] with overlapping n-gram features. However, none of the above have investigated several features sets for ensembling.
III. DATASET

A. Choice of Granularity
Comparing to page-based spam classification, designing host-based classifiers is not straightforward, and has higher computational cost and more complexity for feature extraction and system integration. Aggregating page features into host features requires batch processing, which limits its scalability [15] . Moreover, it is difficult to measure the effectiveness of a host-level filter in a search engine, because some hosts, are more likely to appear in the results list, and some other hosts are less retrieved, or their contents are rarely searched by users at all. In contrast, page-level spam filtering is simpler and more flexible. Page-level filters can be used either in crawl-time, just after fetching each page, without the need to wait for other pages from the same host, or at index-generation time. The labelling process is much easier, because the experts only need to judge a simple page rather than surfing the whole host for finding spam signatures [16] . Few research have been done on pagelevel filters [3, 16] , and each work have followed different approaches for collecting data, labelling instances, learning method, and evaluation function.
B. Dataset Description
Web spam detection is usually considered as a twoclass classification task. To create a dataset for this task, a number of instances should be assessed by users. To our knowledge, all of the works following the page-level spam classification used datasets from commercial search engines [16, 17] . The only exception is the ClueWeb09 spam scores [3] for which the original set of training labels was not published. In this work, we adopted a collection of 50 million web pages from commercial Persian search engines.
The set of labelled instances can be used as the dataset for learning and verifying the spam detection model. In order to estimate the performance of the spam detector, the dataset should be ideally an i.i.d sample of the pages retrieved by the system. The sampling strategy is quite simple: If a web page have been more often showed in the results of the queries, we would more likely consider this page in the dataset, because correctly classifying this page is more important for the system. A number of queries should be selected according to their probability of being searched. Therefore, we collected a list of frequently searched queries. This log consists of a batch of query terms searched by the users. By aggregating repeated queries, the log can be represented as the list of unique queries and the frequency of each query, which means how many times a query is searched. Let nQ ,..., = 1 be the set of unique queries, and i f the frequency of i q . Assuming enough size for the query log, the estimated probability of each query is
(1)
After sampling a number of queries, N pages from the top results of each query are labeled by the evaluators (N=10). A group of human adjudicators evaluated the pages, and the majority vote is used as the final label. The dataset contains 5512 unique labelled instances. Note that we could use the instance selection based on each single web page, and select each web page according to its probability of being observed among the search results of all queries. However, this will significantly degrade the classification performance, because it is likely that we have a few number of pages for each query. For instance, if we select only a single page from the results of the query "Nicole Kidman" being spam, a context-sensitive classifier will probably learn the rule that "Any page containing the terms Nicole and Kidman is spam". This will yield to biased classification models with poor generalization. Hence we have selected the queries based on their probabilities, and then evaluated all top N results of each query.
In order to quantify the agreement between raters, we used kappa statistic: 
where P is the agreement probability and e P is the probability of chance agreement. Cohen's coefficient is a statistical measure for analyzing inter-rater reliability. The key advantage of kappa statistic over simple "percent agreement" is that kappa takes chance agreements into account. In our dataset, we observed 0.57 = κ , which is similar to the UK-2006 dataset ( 0.56 = κ ) and much better than the dataset described in [18] 
The system is composed of two major components. At first, the pages are classified by several content-based spam detection algorithms. Results of this classifiers will be processed as a second classifier, which makes final prediction according to the results of the base classifiers. Figure 1 shows the overall structure of our spam detection system.
A. Base Classifiers
Three distinct feature sets were used as the base classifiers. These feature sets have been have shown relatively better performance among others, as well as being fast and effective.
1) High Level Features
The classical method for spam filtering is to extract specific features from HTML structure of web pages, initially proposed by Ntoulas et al. [19] . Some of these features have shown to be very effective, namely the number of words in a page, the compression ratio of the page, average word length, title size, fraction of visible text, PageRank, and number of outlinks [19, 20] . As suggested by [14] , Computationally expensive features (e.g. most of link-based features) are skipped for the sake of efficiency. Totally 30 features were selected for classification.
Among several classification algorithms, decision tree, random forest, and KNN are reported to have the best discrimination [14, 19, 20] . Because we prefer classifiers with generative outputs, we selected KNN with K=7, using euclidean distance and inverse distance weighting. In order to accelerate the search for neighbor finding, we used KD-Tree space-partitioning data structure [21] .
2) Bag-of-words
The bag-of-words model represents the document as a set of unordered terms. Each page i p is represented as a term-frequency vector in the vector space model:
where ) ( j i TF ω is the term frequency of the term j ω in page i p , and N is the total number of distinct terms in the corpus. To reduce the dimensionality, terms with very low frequencies were pruned, and 39,488 features remained. In the text-classification literature, three classification algorithms are mostly used for this highdimensional learning task, namely naive-bayes, logistic regression, and linear support vector machines. While naive-bayes and (online) logistic regression are much faster for training, they suffer from the curse of dimensionality when number of training instances is small. SVM, on the other hand, is more consistent with high-dimensional datasets. The discriminating function of SVM is a hyperplane in the feature space which separates positive and negative instances. The margin between hyperplane and classifying instances is maximized by the following criteria: where w denotes the normal vector of the discriminating hyperplane, b is a scalar vector, and C is a trade-off between accuracy and margin size. The discriminant function is b x w − ⋅ for an incoming feature vector x . We used popular SVM implementation from SVMLight 1 project, which is very fast for high-dimensional data [22] .
3) Character-level 4-grams
In this model, any sequence of 4 characters represents a feature. It was primarily used for email spam detection task [23] , and further proposed for classifying web spam [3, 17] . To extract the features, a 4-character width window starts from the beginning of the page, sliding one character per step. For instance, as visualized in figure 2 , the extracted 4-grams for "< p> buy me!" are "< p> b", "p> bu", "> buy", "buy!", "uy! ", "y! m", and "! me". Then, each 4-character string is converted to its equivalent memory representation as a byte sequence, and the byte sequence is treated as a long number. This number can be used as the ID of the feature. However, because of the extremely high dimension of such feature set, features are reduced to a 6 10 dimensional space by simply dividing their ID by 6 10 , and using the remainder as the ID in the new feature space [3] . Again, we used linear SVM for classification. Table 1 shows the performance of the base classifier. To measure our performance, we performed five-fold cross validation for all of the experiments.
B. The Meta-classifier
In this step, outputs of the base classifiers are combined to make the prediction, such that classifiers for a couple of feature sets, we can not use probabilistic methods for combination. As shown in figure 3 , the prediction of HLF f (KNN) is probabilistic estimate, while the two other classifier output discriminative values. This complex feature space requires a proper model for effective classification. In this case, we use outputs of the three classifiers as a feature set for training the meta-classifier.
Several classification methods are tested for combining the classifier outputs. Again, we used 10-fold cross validation for validating the performance of metaclassifier. The results are given in Table 2 . Except for recall, random forest classifier outperforms other methods. Comparing to the best results of base classifiers, the meta-classifier has increased the performance, both in terms of AUC and F-measure, by 22% and 15%, respectively. The result is not surprising, as it was previously shown that boosting-based classification methods, such as random forest, are robust and effective for adversarial environments [24] .
The great advantage of multi-view learning is its capability to use the best possible classification algorithm independently for each of the discriminant feature sets. For instance, we benefited from SVM's ability to learn in high-dimensional feature sets, while using different models, i.e. KNN, for smaller-sized feature sets. However, if any of the base models is updated, the meta-model should be retrained.
C. Parallelization
Total classification time per page is 31 milliseconds in average. Despite the host-level classification models in which concurrent access to the web graph is a speedup bottleneck, the proposed method is linearly scalable. Multiple spam detection systems can be run in parallel, each for processing a batch of web pages, with no interrelation. In our industrial experiment, using three 12-core machines which classified the crawled pages in a pipeline, we reached our desired throughput, that is roughly a thousand pages per second.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed an ensemble learning method for classifying spam web pages. Taking a pagelevel approach allows efficient and scalable classification of web pages, because the system only requires the page content to predict its spamness. Therefore, multiple instances of the spam detection module can be used in parallel without synchronization, which brings linear speedup. We used three state-of-the-art solutions for spam classification, and trained a meta-classifier to enhance their performance. Results show that this ensembling method successfully outperforms its base classifiers by a large margin. We are currently extending the algorithm with effective feature sets and more robust classification models, and preliminary results are encouraging. 
