Global asset pricing models have failed to capture the cross-section of country equity returns. Emerging markets display robust positive pricing errors, and country-level characteristics play a role in pricing international equities. This paper offers a risk-based explanation for such asset pricing deviations. A world credit risk factor is significantly priced in the cross-section of country equity returns. In its presence, the positive pricing errors in emerging markets disappear and country-level characteristics no longer play a role. The risk premium for exposure to the credit risk factor is 80 basis points per month and has increased in recent years. (JEL G12, G14, G15) 
in bad states of nature when consumption is low and the marginal utility of the representative investor is high. This counter cyclical nature of credit risk endogenously generates a counter cyclical credit risk premium. The higher credit risk premium in recessions makes borrowing more costly, causing further declines in investment, productivity, future GDP growth, and future consumption growth. This economic rationale is developed formally in Gomes and Schmid (2010) in a general equilibrium model, whose theoretical predictions are that credit risk is priced and the credit risk premium predicts future GDP growth and consumption growth. Consistent with the Gomes and Schmid (2010) model, we find that our world credit risk factor is priced and predicts world GDP and consumption growth.
We first confirm that sovereign credit ratings are correlated with country equity returns. In our sample, the equities of countries in the high credit risk tercile outperform the equities of countries in the low credit risk tercile by 57 basis points (bps) per month over the period. This return differential is more pronounced (125 bps per month) in the second half of our sample period. Cross-sectional regressions confirm that sovereign credit ratings exhibit a significant correlation with future country equity returns. The high returns in higher credit risk countries are not explained by previously proposed global risk factors such as the world-market, value, momentum, foreign exchange, and liquidity factors.
In contrast, the world credit risk factor fully captures the high returns of high credit risk countries. It is significantly priced in the cross-section of country equity returns and is robust to the inclusion of alternative factors advocated in the international asset pricing literature. The risk premium for exposure to world credit risk averages 80 bps per month. In the presence of this credit risk factor, the previously documented large positive pricing errors in emerging markets disappear. After adjusting for systematic exposure to world credit risk, country-level attributes, such as credit ratings, variance, and coskewness, do not exhibit any residual explanatory power. Moreover, the efficiency of the world credit risk factor cannot be rejected based on the Gibbons, Ross, and Shanken (1989) finite sample tests, while the efficiency of alternative global factors is typically rejected.
While we document a remarkable pricing ability of the world credit risk factor in both time-series and cross-sectional specifications, Erb, Harvey, and Viskanta (1995, 1996) demonstrate that credit ratings are also directly related to the cross-section of country equity returns. Thus, the question is whether the credit risk factor merely reflects a "repackaging" of the country-level characteristic effect. Put differently, is it the risk or characteristic that impacts country equity returns? In particular, Ferson, Sarkissian, and Simin (1999) argue that portfolios sorted on attributes with an empirically observed relation to the cross-section of returns may appear to be useful risk factors even when the attributes are completely unrelated to risk. To address this concern, we simulate equity returns under the null hypothesis that credit rating, the characteristic, is the only driver of cross-sectional differences.
1 With the simulated data, we construct "spurious" high-minus-low factors and obtain distributions of risk premiums and of cross-sectional R-squared. The results show that the world credit risk factor premium and cross-sectional R-squared based on the actual data are significantly higher than what a spurious high-minus-low factor would imply. Thus, the explanatory power of the world credit risk factor is not spurious and significantly exceeds the explanatory power of the ratings.
The majority of high credit risk countries are also emerging markets. Nevertheless, we show that the world credit risk factor remains strong in the presence of an emerging markets factor, while the emerging markets factor loses explanatory power in the presence of the world credit risk factor. Hence, emerging markets earn higher returns because they display higher exposure to the world credit risk factor, not because they are classified as emerging or have worse credit ratings.
The next section surveys the international asset pricing literature. Section 2 discusses the data, Section 3 presents the results, and Section 4 concludes.
International Asset Pricing: Background
A lively debate is centered on whether asset pricing models are able to capture the cross-sectional variation of global equity returns. In developed markets, Harvey (1993, 1994) and Dumas and Solnik (1995) show that PPP may indeed be violated, since multifactor models fare much better than the world CAPM and foreign exchange risk is priced. Using latent factors, Harvey, Solnik, and Zhou (2002) find that the first latent factor resembles the world-market portfolio, while the second is related to foreign exchange risk.
While global multifactor models display some explanatory power in developed markets, they fail to explain emerging market country returns. In particular, Harvey (1995) finds no relation between betas and returns in 20 emerging market countries. Every emerging country in his sample exhibits large positive abnormal returns, little exposure to global risk factors, and is mostly influenced by local information, including the variance of country equity returns. Furthermore, Erb, Harvey, and Viskanta (1995, 1996) show that country credit ratings have substantive predictive power for emerging country equity returns, while market betas do not. Bekaert and Harvey (1995) find that emerging market returns are affected by the country's total variance, while Harvey (2000) shows that idiosyncratic variance and coskewness also explain cross-sectional differences in country equity returns. Moreover, Bekaert, Harvey, and Lundblad (2007) show that local market liquidity is 1 We thank Wayne Ferson for suggesting this test.
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an important driver of emerging market returns, and Lee (2011) finds that the relative importance of local and global liquidity factors varies with the degree of financial market integration. In contrast, Rouwenhorst (1999) argues that emerging market premiums do not compensate for illiquidity as he finds no relation between returns and turnover in these markets. He also finds that, while size, value, and momentum effects exist within individual emerging markets, these local factors have little correlation across countries and cannot be explained by global factors.
The documented importance of local factors in pricing international equities suggests some degree of market segmentation. A number of studies find that markets are partially integrated, making both local and global factors important (e.g., Fama and French 1998; Karolyi and Stulz 2003; Bekaert, Harvey, and Lundblad 2007; Bekaert, Hodrick, and Zhang 2009; Bekaert et al. 2011; Hou, Karolyi, and Kho 2011; Lee 2011) . For example, Hou, Karolyi, and Kho (2011) show that a multifactor model, including the market, momentum, and cash flow-to-price factors, captures time-series variation in global stock returns better than the world CAPM or size and book-to-market factors. Versions of their multifactor model that include both local and international factors perform better than versions based solely on global factors, especially in emerging markets. Moreover, Chaieb and Errunza (2007) develop an international asset pricing model with segmentation and PPP deviations and find that local factors matter for emerging markets. Bekaert et al. (2011) also find that, while developed markets have been integrated for some time and financial markets liberalization has increased, segmentation in emerging markets remains high. Finally, Fama and French (2012) show that, while the size, value, and momentum factors are significant within most developed markets, market integration across regions is not supported even in developed markets.
A number of recent studies find evidence of increasingly integrated debt markets when examining credit spreads of sovereign debt. For instance, Longstaff et al. (2011) examine sovereign credit default swap (CDS) spreads from 2000 to 2010 to find that the majority of sovereign credit risk is related to global factors and that sovereign credit spreads are more related to U.S. stock and high yield markets than to local economic measures. Examining CDS spreads from to 2006 , Remolona, Scatigna, and Wu (2008 show that, while country-specific fundamentals affect sovereign risk, it is global investors' risk aversion that drives time variation in risk premiums. Borri and Verdelhan (2011) develop a model in which sovereign spreads depend on the exposure of international markets to U.S. business cycle risk. Andrade (2009) finds empirical support for a model in which country risk is priced because it manifests itself during bad states of the global economy. Thus, the sovereign spread literature points to more integration following advances in globalization.
Data
Monthly country equity returns are obtained from U.S. dollar denominated total return indexes available in Datastream. Morgan Stanley Capital International (MSCI) total return equity indexes are available for 67 out of the 75 countries in our sample. For the remaining 8 countries, we use country total return equity indexes from Datastream based on alternative data providers. Our sample starts in January 1989, when MSCI emerging market equity returns become available, and ends in December 2009. The "emerging market" classification refers to countries that are experiencing rapid socio-economic growth. Lists of emerging market countries are published by Dow Jones, FTSE Group, S&P, MSCI, and the Economist, among others.
2 Our sample includes 24 developed and 51 emerging countries. Figure 1 displays the country composition through time. The number of developed countries is quite stable, with a minimum of 21 and a maximum of 24. In contrast, there is one emerging market country in January 1989, 29 emerging countries in the middle of the sample, and 50 in December 2009. Emerging countries mostly populate the second half of the sample period.
Sovereign credit ratings are obtained from Standard and Poor's (S&P) RatingsXpress database available in Wharton Research Data Services (WRDS) within "Other Compustat." RatingsXpress provides issuer (entity) ratings for private and public corporations and for sovereign governments. To obtain the sovereign ratings, the search needs to be restricted to "issuers" identified as "sovereign."
3 We use a country's long-term issuer credit rating as our measure of credit risk. RatingsXpress provides ratings on 117 countries dating back to 1941. However, many of these countries do not have active equity markets.
The world credit risk factor is constructed as follows. Each month, countries are sorted into terciles based on their sovereign credit rating at the end of month t -1. In month t, the return for each tercile is calculated as the equally weighted average monthly return across all countries in the tercile. We define our world credit risk factor as the return differential between high and low credit risk countries. The world credit risk factor represents the returns on a well-diversified portfolio of traded assets.
Our final sample contains monthly country-level equity return and rating data on 75 countries from January 1989 to December 2009. Panel A of Table 1 displays the 24 developed and 51 emerging countries in our sample and presents their average numeric rating and average monthly equity return. The numeric rating is increasing in credit risk:
The average rating across developed countries is 1.97 (AA+); for emerging countries it is 9.10 (BBB). The average monthly return of developed countries is 0.84%, while the return for emerging countries is 1.05%. Sovereign rating observations are widely distributed across the rating spectrum. Panel B of Table 1 shows the frequency distribution of monthly rating observations and average country ratings. The sample contains observations from all but the C and D rating categories. We have a total of 12,799 country-month rating observations-5,821 from developed and 6,987 from emerging markets. All developed country ratings are investment grade, i.e. BBB-or better. All the AAA rating observations belong to developed countries, and 3,489 out of the 5,821 developed country-month observations are AAA. In contrast, emerging market ratings range from AA+ to CC, with the highest frequency around BBB. Figure 2 shows that the average rating of emerging market countries deteriorates over the sample period from 5 (A+) to 10.52 (between BBB-and BB+). Since upgrades and downgrades in emerging markets are about equal in number (271 downgrades and 292 upgrades), the deteriorating average credit rating in emerging markets is driven mostly by the addition of new lower-rated countries in the first half of the sample. In contrast, developed countries have a stable average rating of about AA+ throughout. Given the increasing number of emerging market countries and their deteriorating average credit rating, the overall average rating deteriorates from 2.55 (between AA+ and AA) to 6.79 (A-).
Monthly returns for the world-market factor are based on the MSCI World U.S. dollar denominated total return index from Datastream. Monthly returns for the emerging markets factor are obtained from the MSCI Emerging Market U.S. dollar denominated total return index from Datastream. Excess returns are computed relative to the U.S. risk-free rate.
The analysis uses the foreign exchange risk factor following Adler and Dumas (1983) and Ferson and Harvey (1993) . The foreign exchange factor is based on the return on a trade-weighted portfolio of U.S. dollar exchange rates. We consider two alternative foreign exchange indexes: one based on a broad basket of currencies and one based on major currencies. Both are available from the Federal Reserve Bank of St. Louis. The broad index is a weighted average of exchange rates of the U.S. dollar against the currencies of a large group of U.S. trading partners. The index weights are derived from U.S. export shares and from U.S. and foreign import shares. The major currencies index is a weighted average of exchange rates of the U.S. dollar against a subset of currencies in the broad index that circulate widely outside the country of issue. The weights are derived from those in the broad index. We take log differences of the monthly index series to obtain foreign exchange factor returns. Since this factor is not traded, we construct a traded foreign exchange factor using factor-mimicking portfolios as in Breeden, Gibbons, and Litzenberger (1989) . The traded foreign exchange factor is computed as the explained part from a time-series regression of the non-traded foreign exchange factor on five developed and five emerging countries' equity returns that have data over the entire sample period. The results presented in the paper are based on the traded foreign exchange factor based on major The World Price of Credit Risk currencies. Results are similar if using the broad foreign exchange factor or the non-traded factor.
Results

Sovereign credit ratings and equity returns
We examine the potential link between sovereign credit rating and average country return over the sample period. The analysis starts with portfolio sorts. In particular, each month, t, countries are sorted into terciles, C1 to C3, based on their sovereign credit rating. For each tercile, we compute the equally weighted cross-sectional mean country equity return for month t + 1. Panel A of Table 2 reports the average of these monthly means and the difference between the return of worst-versus best-rated portfolios, C3 À C1. The t-statistics for cumulative returns (from months t + 1 to t + 6 or t + 12) are computed using Newey and West (1987) adjusted heteroscedastic-serial correlation consistent standard errors. The overall evidence from Panel A of Table 2 shows that countries with lower sovereign credit ratings earn higher average returns, consistent with Erb, Harvey, and Viskanta (1995, 1996) . Over the full sample period, 1989-2009, the best-rated countries (C1) realize average equity returns of 84 bps per month and have an average S&P rating of 1.38 (slightly below AAA). Over the same period, the worst-rated countries (C3) have an average S&P rating of 10.92 (a non-investment grade rating of BB+) and realize equity returns of 141 bps per month. The return differential between worst-and best-rated countries is 57 bps per month (t-value of 2.15). The return differential grows to 3.58% (6.77%) for 6 (12) month holding periods. It is economically large and statistically significant at the 1% level.
Over the 1999-2009 period, the worst-rated countries outperform the best-rated countries by 125 bps per month (t-value of 4.10).
4 Over 6 (12) months this return differential becomes 6.64% (13.72%), statistically significant at the 1% level. In the first half of the sample (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) , the returns of the best-and the worst-rated countries are indistinguishable. Figure 3 further illustrates the strong outperformance of the worst-rated country tercile in the second half of the sample. The top two subplots in Figure 3 , Panel (a) show the wealth process of investing in C1 and C3 countries (first plot) and being long in C3 countries and short in C1 countries (second plot). The wealth increases almost monotonically over the second half of the sample. Note from the last graph that the average monthly return differential (C3 À C1) is always positive over any 36-month window in the second half of the period, even during the recent financial crisis and after the burst of the dot-com bubble in 2001. The lowest part of Panel A of Table 2 shows that the average C3 À C1 profitability before the recent financial crisis (up to 2007) is 60 bps per month. The recent severe financial crisis reduced this profitability by only 3 bps per month (to 57 bps-top part of Panel A).
The higher relative returns of the worst-rated countries are quite robust in the second half of the sample period. However, note from Figure 2 that there are only a few poorly rated countries in the first half of the period. The sample starts with an average numeric rating of 2.5 (between AA+ and AA) and has a stable average of 6.5 (between A and A-) in the second half. This suggests that the lack of credit rating effect in the first half of the sample is possibly due to the lack of poorly rated countries in that period.
The higher returns of high credit risk countries cannot be explained by existing international asset pricing models. In particular, we run several The World Price of Credit Risk time-series asset pricing specifications, where we regress the excess returns of each credit rating sorted portfolio, C1 to C3, and the return differential, C3 À C1, on a constant and various factors and report the portfolio alphas (in percentages per month) and betas in Panel B of Table 2 . When only the world-market factor is considered (Panel B1), the world-market betas of C1 and C3 countries are indistinguishable and the world CAPM alpha of C3 À C1 returns is 58 bps per month (t-value of 2.21) versus 57 bps in raw returns (Panel A). The C3 À C1 alpha relative to the world equity market and the traded foreign exchange risk factors is 58 bps per month (t-value of 2.20, Panel B2). Similarly, the C3 À C1 alpha relative to the Fama and French (1998) [FF] international MKT and HML factors is 58 bps per month (tvalue of 2.16, Panel B3). 5 In Panel B4, we add an international momentum For each tercile, we compute the equally weighted average equity return for month t + 1 (and cumulative return from months t + 1 to t + 6 or t + 12). Panel A reports the time-series mean of these averages and the return difference between the worst-rated and the best-rated portfolios (in percentages). The t-statistics (in parentheses, *, **, and *** indicate the 10%, 5%, and 1% levels of significance, respectively) for cumulative returns are Newey and West (1987) adjusted heteroscedastic-serial consistent t-statistics. In Panel B, we run time-series regressions of each portfolio, C1 to C3, excess return relative to the U.S. risk-free rate and the return differential, C3 À C1, on a constant and various factors and report the portfolio alphas (in percentages per month) and betas. MKT is the return of the MSCI World Equity Total Return Index minus the U.S. risk-free rate. HML is the Fama and French (1998) international HML Factor. FOREX is the foreign exchange risk factor, calculated as the log difference on a trade-weighted portfolio of a major basket of exchange rates relative to the U.S. dollar. We use a factor-mimicking portfolio for the FOREX factor (see Section 2). LIQ is the Lee (2011) global liquidity factor, provided by the author. The international momentum factor, MOM, is from Schmidt et al. (2011) , provided by the authors. USLIQ is the Pastor and Stambaugh (2003) traded value-weighted U.S. liquidity factor. In Panel C, we repeat the analysis in Panel A after removing returns from six months prior to six months after a rating downgrade, upgrade, or both.
(a)
Figure 3 Wealth process from investing in worst-versus best-rated country equity indices Each month t -1, all countries rated by Standard & Poor's and with available equity market index returns are divided into terciles (C1 to C3) based on credit rating. Within each tercile, we compute the equally weighted average return for month t. The World Price of Credit Risk factor, MOM, to the FF MKT and HML factors. 6 The alpha of C3 À C1 relative to the international MKT, HML, and MOM factors is 63 bps per month (t-value of 2.24). We also attempt to control for the Hou, Karolyi, and Kho (2011) [HKK] market, momentum, and C/P international factors. While the data on their factors are available mostly for the first half of our sample period, when the return differential between high and low credit risk countries is insignificant (Panel A), we find that even for that period, the C3 À C1 HKK alpha is larger than the raw returns.
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Following Lee (2011) , we also test whether liquidity factors based on global and local liquidity exposure explain the higher returns of high credit risk countries. 8 The liquidity factors of Lee (2011) are mostly available for the second half of our sample period. Over that period, adjusting with the global liquidity factor produces a C3 À C1 alpha of 133 bps per month (t-value of 3.70, Panel B5), higher than the raw C3 À C1 return differential of 125 bps (Panel A of Table 2 ). Adjusting for Lee's (2011) local liquidity factors, along with the global liquidity and world-market factors, results in a C3 À C1 alpha of 119 bps (t-value of 3.09, Panel B6). This alpha is only slightly lower than the raw returns differential of 125 bps and the 133 bps alpha with respect to the global liquidity factor. Still, it indicates (as in Lee 2011) that local liquidity factors are more important than global liquidity factors. These results are also consistent with Rouwenhorst (1999) , who shows the return premiums in emerging countries do not compensate for illiquidity.
Lee (2011) also shows that the U.S. market is an important driving force for global liquidity risk. Hence, to assess the impact of liquidity risk over the entire sample period, we test whether the high returns of high credit risk countries can be explained by the Pastor and Stambaugh (2003) U.S. liquidity factor, for which data are available over our entire sample period. 9 Over the 1989 to 2009 period, the C3 À C1 alpha is 56 bps per month (t-value of 2.09, Panel B7). Overall, the results in Panel B of Table 2 suggest that the higher returns of higher credit risk countries are not captured by existing risk factors.
Next, we examine the impact of sovereign rating changes on country equity returns and investigate whether the credit risk effect in average country equity returns could be attributed to periods around credit rating changes. Rating changes, especially downgrades, have a well-documented major impact on individual stock and bond prices, while sovereign rating changes can have nontrivial consequences for entire financial markets (e.g., Dichev 1998; Kaminsky and Schmukler 2002; Brooks et al. 2004; Hooper, Hume, and 6 Andreas Schrimpf has provided the international momentum factor from Schmidt et al. (2011) . 7 We thank Andrew Karolyi for providing us with the Hou, Karolyi, and Kho (2011) factors. 8 We thank Kuan-Hui Lee for providing us with his Lee (2011) liquidity factors. These are traded factors calculated as the return difference between high and low liquidity beta stocks [see Table 11 of Lee (2011) ]. 9 We use the Pastor-Stambaugh traded value-weighted liquidity factor from WRDS. Alphas based on the Sadka (2006) transitory-fixed factor or permanent-variable liquidity factors (from WRDS) are similar. Table 2 , countries are divided into terciles based on their sovereign credit rating. Within each tercile, we focus on countries experiencing either downgrades or upgrades. Figure 4 presents the six-month moving average monthly portfolio returns for the best-(C1) and worst-rated (C3) terciles around periods of downgrades and upgrades. The top plot of Figure 4 shows that equity prices drop sharply around sovereign rating downgrades in both best-rated and worst-rated countries. A strong impact of rating downgrades has been documented for worst-rated U.S. stocks while best-rated U.S. stocks display only a mild response (see Avramov et al. 2009) . However, at the country level, sovereign rating downgrades impact both best-and worst-rated countries. One clear asymmetry between worst-versus best-rated countries is that rating changes are more likely among the worst-rated countries. In particular, there are 39 (141) [134] downgrades and 13 (115) [214] upgrades in the best-(medium-) [worst-] rated country tercile.
Kim 2008). As in Panel A of
In contrast, the bottom plot of Figure 4 shows no clear pattern in country returns around upgrades (the C1 returns are more scattered due to the very few upgrades over the sample period). Hence, the overall impact of rating changes on the credit risk effect is still unclear.
Next we examine whether the higher returns of high credit risk countries originate from periods around rating changes. In particular, we remove country return observations from six months before to six months after a downgrade (upgrade) and recompute the equally weighted average returns by rating terciles. Panel C of Table 2 shows that, after eliminating periods around downgrades or upgrades, the average returns of C1 countries are almost unchanged at 84 and 83 bps per month, respectively, possibly due to the fewer rating changes in these countries. In contrast, after eliminating periods around downgrades, C3 countries' returns increase from 141 bps (Panel A) to 162 bps per month (Panel C). The monthly return differential, C3 À C1, increases from 57 bps (Panel A) to 78 bps (t-value ¼ 2.57, Panel C). Hence, the worst-rated countries outperform the best-rated even more during stable or improving credit conditions. Removing periods around upgrades slightly reduces the outperformance of worst-rated countries, C3 À C1, from 57 bps (Panel A) to 55 bps per month (Panel C). Finally, excluding periods around both downgrades and upgrades slightly increases the C3 À C1 return differential to 66 bps per month (t-value of 2.18). Overall, even though upgrades and downgrades display some effect on country equity returns, they cannot explain the higher returns in high credit risk countries.
The significant positive relation between ratings and equity returns is confirmed in cross-sectional regressions. Specifically, we run monthly crosssectional regressions of time t + 1 country equity excess returns on a constant, sovereign credit ratings at time t, and ratings interacted with an emerging market dummy, indicating whether the country is a developed (0) or an emerging market (1). The dependent variable is either raw (r t+1 ) or risk-adjusted (r Ã t+1 ) returns. Returns are risk-adjusted as in Brennan, Chordia, and Subrahmanyam (1998) . The risk-adjusted return, r Ã t+1 , is the intercept and residual from time-series regressions of country excess returns on various asset pricing factors. Table 3 presents the results.
The regression coefficient on the rating variable is uniformly 0.07% using both raw and risk-adjusted returns (with any risk factors considered), suggesting that a notch deterioration in credit rating (say from AA to AA-) brings about 7 bps per month in additional risk-adjusted returns.
10 To illustrate, the regression results imply that a BB+ rated country (numeric rating of 11) has on average 70 bps per month higher equity returns than an AAA rated country (numeric rating of 1). All slope coefficients are significant at the 5% level. When rating interacted with the emerging market dummy is included in the regression (specification 3), rating is still significant but at the 10% level, though it is now slightly higher at 8, 9, or 10 bps per month. In contrast, rating interacted with the emerging market dummy is always insignificant in cross-sectional regressions.
In sum, the results, based on both portfolio sorts and cross-sectional regressions, demonstrate a significant relation between sovereign ratings and country equity returns. The higher returns in higher credit risk countries are not explained by existing asset pricing models, consistent with findings in past work. Next, we investigate whether these positive pricing errors in high credit risk countries are compensation for exposure to a world credit risk factor.
The world credit risk factor
Our goals in assessing the role of the world credit risk factor in international asset pricing are threefold. First, we test whether the world credit risk factor is priced in the cross-section of country equity returns. Second, we examine whether exposure to the world credit risk factor captures the higher returns of high credit risk countries in general, and of emerging equity markets in particular. Third, we analyze whether any pricing errors in emerging and high credit risk countries remain after adjusting for exposure to the world credit risk factor.
3.2.1 Cross-sectional tests. We first examine whether the world credit risk factor is priced in the cross-section of country equity returns. Specifically, we first run time-series regressions of monthly country equity excess returns on a constant and various global factors. Then we run monthly cross-sectional regressions of country excess returns on a constant and the estimated betas from the first pass. The second-pass specification delivers estimates of the factor risk premiums. Table 4 presents these estimated risk premiums for the overall sample (top panel), the first (middle panel), and the second half (bottom panel) of the period.
11 Following Shanken (1992) , the reported tstatistics are corrected for sampling error due to the fact that the regressors in the second pass are themselves noisy estimates, not actual data realizations.
Panel A of Table 4 examines combinations of the following factors: MKT, FOREX, CREDIT, and EMERG. MKT is the world equity market factor, and FOREX is the traded foreign exchange risk factor (previously used in Panels B1-B2 of Table 2 ). CREDIT is our world credit risk factor, described in Section 2. EMERG is the emerging markets factor (see Section 2), orthogonalized with respect to the MKT and CREDIT factors. Specifically, it is Each month t, we run cross-sectional regressions of time t + 1 country equity excess returns on a constant, time t sovereign credit ratings, and rating interacted with an emerging market dummy, EmDummy. EmDummy indicates whether the country is developed (0) or emerging (1). The dependent variable is either raw (r t+1 ) or risk-adjusted (r Ã t+1 ) one-month-ahead returns. Returns are risk-adjusted as in Brennan, Chordia, and Subrahmanyam (1998) by running time-series regressions of each individual country excess return on risk factors (as specified in brackets in the heading of each panel and described in Table 2 ). The risk-adjusted returns, r Ã t+1 , are the intercept and residual from these time-series regressions. The table presents the time-series average of the cross-sectional regression coefficients (in percentages) with their associated sample t-statistics in parentheses (*, **, and *** indicate the 10%, 5%, and 1% levels of significance, respectively). The sample period is from January 1989 to December 2009. 11 When asset pricing tests are performed separately in the first and second halves of the period, the betas are estimated over the same period in the first pass. The World Price of Credit Risk calculated as the intercept and residual from a time-series regression on the excess return of the MKT and CREDIT factors. The orthogonalization is made to 1) limit the correlation across factors in the asset pricing tests, and 2) isolate the returns due purely to emerging countries from those driven by world-markets in general and by high credit risk countries in particular. Review of Asset Pricing Studies/v 2 n 2 2012 For Panels A to D, we run time-series regressions of monthly country equity excess returns on a constant and the factors to obtain the country factor loadings. Then we run monthly cross-sectional regressions of country excess returns on a constant and the beta estimates from the first pass to estimate the factor risk premiums. The table shows time-series averages of the estimated factor premiums (in percentages) and their sample t-statistics (*, **, and *** indicate the 10%, 5%, and 1% levels of significance, respectively) adjusted by the Shanken (1992) correction to account for errors in the beta estimates. CREDIT is the world credit risk factor, constructed as the difference in equity returns of the worst-rated minus the best-rated tercile, C3 À C1. EMERG is the emerging markets factor, orthogonalized relative to MKT and CREDIT, calculated as the intercept and residual from a time-series regression of the excess return of the MSCI Emerging Market Total Return index on the MKT and CREDIT factors. The remaining factors are described in Table 2 . In Panel E, the 60-month rolling-regression betas, itÀ1 , used in month t's second-pass cross-sectional regression are estimated in the first pass in time-series regressions of excess returns on the factors from months t -60 to month t -1. For Panel F, conditional betas are estimated for each country i in the following time-series regression: r it ¼ a i +b 0i F t +b 1i Z tÀ1 Â F t , where the conditional betas, itÀ1 ¼ b 0i +b 1i Z tÀ1 , are used in the second-pass cross-sectional regression for month t. Z tÀ1 contains the following instruments: MKT tÀ1 (lagged MKT return), rf tÀ1 (the U.S. risk-free rate), Term tÀ1 (the term premium: the difference between the yield on 10-year U.S. Treasuries and the U.S. risk-free rate), TED tÀ1 (the TED spread: the difference between the three-month Eurodollar rate and the three-month U.S. T-bill rate), and DY tÀ1 (the dividend yield on the MSCI world market index over the past 12 months).
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Notice from Panel B of Table 1 that emerging countries have ratings ranging from AA+ to CC. Thus, the orthogonalization is made to separate the credit risk from the emerging market impact. Our conclusions remain valid if the EMERG factor is not orthogonalized. The international asset pricing models of Solnik (1974a) , Sercu (1980) , Stulz (1981) , and Adler and Dumas (1983) suggest that both a world and a foreign exchange risk factor reasonably capture the cross-section of country returns in the presence of deviations from PPP. While the literature has found some support for these models in developed markets, neither factor seems to explain the higher returns in emerging markets. Indeed, in our overall sample of developed and emerging market countries, Panel A of Table 4 shows that the world-market risk premium (MKT) and the foreign exchange risk premium (FOREX) are insignificant in all cross-sectional specifications in all subperiods.
In contrast, the world credit risk factor (CREDIT) is significantly priced in the cross-section of country equity returns in the overall sample period as well as during the second half of the period, regardless of the remaining factors included. Over the 1989-2009 period, the risk premium for a unit exposure to the CREDIT factor is 80 bps per month (t-value of 2.33) when the MKT and FOREX factors are considered. The risk premium in the second half of the period is 84 bps per month (t-value of 2.43).
12 The CREDIT risk premium is also positive in the first half of the sample, but it is statistically significant at the 10% level: the risk premium is 104 bps (t-value of 1.73) when the MKT and FOREX factors are included. The lack of high credit risk countries in the first half of the sample may account for the lower significance of the world credit risk factor over the earlier period. Alternatively, it could be the case that equity markets are becoming more integrated. The inclusion of CREDIT significantly raises the adjusted R-squared in the cross-sectional regressions. Over the 1989-2009 period, the average adjusted R-squared rises from 8.34% (with MKT and FOREX) to 14.35% (when CREDIT is added). Similarly, over 1999 Similarly, over -2009 Similarly, over (1989 Similarly, over -1998 , the inclusion of CREDIT raises the adjusted R-squared from 10.60% (9.29%) to 15.70% (17.29%).
The emerging markets factor (EMERG) is insignificant in explaining cross-sectional differences in equity returns when the world credit risk factor (CREDIT) is included. In other words, emerging market countries earn higher returns because they have higher credit risk exposure, not because of their emerging market classification.
We have also examined (unreported results) the significance of the CREDIT factor relative to the Fama and French (1998) international 12 The risk premiums for CREDIT are identical whether we orthogonalize EMERG relative to CREDIT or not. This is because the inclusion of CREDIT in the first-pass regression in essence ortogonalizes EMERG. We've also run the analysis with the CREDIT factor orthogonalized relative to MKT. The risk premiums for CREDIT are similar, usually about two bps higher than the ones in Panel A and are always more significant.
MKT and HML factors, since Fama and French (1998) find that these factors are priced in the cross-section of developed market returns. In our 1989-2009 sample of 24 developed and 51 emerging countries, the international MKT and HML factors are not priced. The world credit risk factor (CREDIT), however, is significantly priced at the 5% level in both the overall and second half of the sample regardless of the other factors included. When the international MKT and HML factors are included, the CREDIT risk premium is 84 bps per month (t-value of 2.40) in the overall period and 87 bps per month (t-value of 2.52) in the second half. Over 1989-1998, the CREDIT risk premium is 85 bps (t-value of 1.51). Over 1989-2009, the average adjusted R-squared almost doubles from 6.73% (when MKT and HML are considered) to 12.57% (when CREDIT is added). The emerging markets factor is again insignificant when CREDIT is included. We have also tested the significance of the world credit risk premium relative to Lee's (2011) global and local liquidity factors. Panel B of Table 4 presents the results for the global liquidity factor (results based on local liquidity factors are similar). The tests cover the second half of the period (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) as data are unavailable for most of the first half. The CREDIT risk premium is 94 bps per month (t-value of 2.42) when the MKT and global liquidity factors are included. The inclusion of the CREDIT factor raises the average adjusted R-squared from 12.33% to 18.41%.
We also test the robustness of the CREDIT factor to liquidity risk over the entire period using the Pastor-Stambaugh traded U.S. liquidity factor, following Lee's (2011) finding that the U.S. market is an important driving force for global liquidity. Over the 1989-2009 period, the world credit risk premium amounts to 77 bps per month (t-value of 2.20, Panel C) when the worldmarket and U.S. liquidity factors are included. The average adjusted R-squared again rises from 7.87% to 13.17% with the inclusion of the CREDIT factor.
The CREDIT risk premium remains strongly significant at 86 bps per month (t-value of 2.44) over the 1989-2009 period when the MKT and international momentum factors are included (Panel D). The adjusted R-squared rises from 9.10% to 14.51% due to the inclusion of CREDIT. However, relative to the other factors studied, the international momentum factor carries a significant positive premium when CREDIT is included, but not otherwise.
We also show that the world credit risk premium is robust to using time-varying betas. In Panel E, the 60-month rolling-regression betas, itÀ1 , used in month t's second-pass cross-sectional regression are estimated in the first pass based on time-series regressions of excess returns on the factors from month t -60 to month t -1. Since 60 months of past monthly data are needed to estimate the betas for the first cross-sectional regression, we focus on the second half of the sample period. The CREDIT risk premium is significant at the 1% level in all specifications. When MKT and FOREX are included, the CREDIT risk premium is 90 bps per month (t-value of 3.22) with rolling-regression betas versus 84 bps per month with constant betas (see Panel A) over the 1999-2009 period. MKT, FOREX, and EMERG are insignificant in all specifications with rolling-regression betas.
For Panel F, conditional betas are estimated for each country i in the following time-series regression: r it ¼ a i +b 0i F t +b 1i Z tÀ1 Â F t , where the conditional betas, itÀ1 ¼ b 0i +b 1i Z tÀ1 , are used in the second-pass crosssectional regression for month t. Z tÀ1 contains the following instruments: MKT tÀ1 (lagged MKT return), rf tÀ1 (the U.S. risk free rate), Term tÀ1 (the term premium: the difference between the yield on 10-year U.S. Treasuries and the U.S. risk free rate), TED tÀ1 (the TED spread: the difference between the three-month Eurodollar rate and the three-month U.S. T-bill yield), and DY tÀ1 (the dividend yield on the MSCI world-market index over the past 12 months). These instruments are used in Ferson and Harvey (1993) in an international setting.
The CREDIT risk premium is even higher with conditional betas. Over the 1999-2009 period, when MKT and FOREX are included, the CREDIT risk premium is 102 bps per month (t-value of 3.15) and the adjusted R-squared is 28.62%, almost double that with constant betas (15.70%). For robustness, we have tried alternative instrument subsets of the five mentioned above, as well as including DEF tÀ1 (the default premium calculated as the yield differential between BBB and AAA rated U.S. corporate bonds). The results are similar: the monthly CREDIT risk premium ranges between 106 bps and 108 bps (when MKT and FOREX are included and even higher in some other specifications) and is always significant at the 1% level regardless of the instruments or factors included.
The overall evidence from Table 4 shows that the world credit risk factor is significantly priced in the cross-section of country equity returns. Exposure to this factor carries a monthly risk premium ranging between 77 and 94 bps (even higher with conditional betas). Moreover, it is the most significant factor in explaining the cross-section of country equity returns compared to previously studied world-market, foreign exchange, liquidity, Fama and French (1998) MKT and HML, momentum, and emerging market factors.
Factor versus characteristic.
A potential concern in the analysis implemented here is that the explanatory power of the "high-minus-low" credit risk factor may be spurious. In particular, Ferson, Sarkissian, and Simin (1999) (FSS) argue that high-minus-low attribute-sorted portfolios may appear to be useful risk factors if the chosen attributes are related to the cross-section of stock returns, even when such attributes are completely unrelated to risk. In our context, the impact of the world credit risk factor on the cross-section of country equity returns may simply be a manifestation of the Review of Asset Pricing Studies/v 2 n 2 2012 effect of credit ratings on the cross-section of country equity returns, as shown by Erb, Harvey, and Viskanta (1995, 1996) .
To address this concern, we perform a simulation analysis in which we generate 1,000 data samples under the null hypothesis that credit rating, the characteristic, is the only cross-sectional driver of country equity returns. We then obtain the distributions of sample risk premiums and R-squared implied by a spurious high-minus-low factor. We assess the likelihood that the risk premiums and R-squared based on actual data come from these distributions.
The simulation study is performed as follows: we first run monthly cross-sectional regressions of country equity excess returns of country i, r it , on lagged credit ratings, Rating itÀ1 , as in Table 3 :
to obtain estimates of the average cross-sectional intercept,â, and slope coefficient,b: We then generate 1,000 data sets, drawing vectors of monthly returns from a multivariate normal distribution: 
is the sample variance of country i's regression residuals, e it , in Equation (1) and N is the number of countries. The diagonal covariance matrix imposes the restriction of no common variation in the simulated "unexpected" returns. For each of the 1,000 simulated data sets, we obtain a high-minus-low credit risk factor, CREDIT j . We then repeat the asset pricing tests of Table 4 , Panel A, specification 3. We obtain, for each simulated data sample, an average of the monthly estimates of the risk premium,l j , and an average adjusted R 2 j from the cross-sectional regressions. Table 5 reports the percentiles of the distributions ofl j and R 2 j , generated under the null that the characteristic, rather than the factor, drives country equity returns. These distributions provide statistical bounds on the risk premium and cross-sectional R-squared. The last two rows report the risk premium,l, and adjusted R-squared based on the actual excess returns reported in Table 4 , Panel A, specification 3, as well as the implied p-value ofl:
The results show that the world credit risk factor risk premium of 86 bps per month estimated from the actual data is significantly higher (p-value of 0.03) than the premium implied by a spurious high-minus-low factor. Moreover, the average adjusted R-squared of 6.03%, based on the actual data, is significantly higher than the one based on a spurious high-minus-low factor. The results are robust to the inclusion of MKT (Table 4 , specification 4) and FOREX (specification 5) factors in the asset pricing tests, as well as in
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13 Thus, the impact of CREDIT is not spurious and significantly exceeds the explanatory power of credit ratings.
Time-series tests.
In the time-series tests, we show that the efficiency of the world credit risk factor cannot be rejected using Gibbons, Ross, and Shanken (1989) finite sample tests. In contrast, the efficiency of traditional combinations of potentially relevant global factors is typically rejected. The GRS sample test statistic is given by We simulate data under the null hypothesis that country equity returns are purely driven by credit rating, the characteristic. First, each month t (t ¼ 1, . . . , T), we run cross-sectional regressions of excess country equity returns on lagged credit ratings and then average the cross-sectional intercepts and slope coefficients:
Then, each month, t, we draw an N Â 1 return vector from a multivariate normal distribution: 
. , N).
We draw 1,000 data samples. For each data sample, j (j ¼ 1, . . . , 1,000), we construct a high-minus-low credit risk factor, CREDIT j , repeat the asset pricing tests of Table 4 (Panel A, specification 3), and compute j and R 2 j as the averages of the monthly cross-sectional regression estimates. The table reports the percentiles of the distributions of j and R 2 j across the 1,000 data samples. The last two rows report the risk premium and adjusted R 2 (with their sample p-values) based on the actual excess returns as in Table 4 , Panel A, specification 3. The test is performed over the sample period from January 1989 to December 2009. 13 Including MKT and FOREX produces different sample distributions, but the CREDIT risk premium and cross-sectional adjusted R-squared estimates based on actual data are again significantly higher than the ones under the null that only the characteristic explains the variation in country equity returns.
where J $ F N, TÀNÀK , ¼ ½ 1 , 2 , :::, N 0 are the estimated intercepts from individual time-series regressions (the statistic tests whether these alphas are jointly equal to zero), t ¼ ½ 1 t , 2 t , :::,
t is the residual covariance matrix, is the estimated variance covariance matrix of the factors, K is the number of factors, N is the number of test assets, and T is the number of time-series observations. The GRS test statistic requires a balanced panel of test asset returns with an equal number of non-missing observations. The tests are based on the second half of the sample due to the smaller number of countries with non-missing observations over the entire period. The test assets are country equity returns with non-missing observations over the January 1999 to December 2009 period: a total of 52 countries. Table 6 presents the results.
The efficiency of the world credit risk factor (CREDIT) cannot be rejected, as indicated by a p-value of 0.55. In contrast, the efficiency of the worldmarket factor (MKT), the traded foreign exchange factor (FOREX), and a two-factor model with MKT and FOREX are strongly rejected with p-values less than 0.001. Further, the efficiency of the emerging markets factor (EMERG) and that of the Fama and French (1998) MKT and HML factors are also rejected at the 5% level (both test statistics have a p-value of 0.03).
3.2.4
The world credit risk factor and the macroeconomy. In the general equilibrium model of Gomes and Schmid (2010) , movements in credit spreads are largely driven by fluctuations in credit risk premiums rather than solely by changes in default rates. Credit risk premiums emerge because default losses more likely occur in bad times, precisely when consumption is low and marginal utility is high. The countercyclical nature of credit spreads also causes The World Price of Credit Risk credit risk premiums to be countercyclical. Thus, investors require higher compensation for credit risk in recessions, raising the cost of capital, further depressing investments and output growth, and thus amplifying recessions. Therefore, their model endogenously generates a significant credit risk premium and predicts that credit risk premiums forecast future movements in aggregate output by predicting future movements in corporate investment. Our evidence that the credit risk factor is priced and commands a large positive premium is consistent with the first theoretical prediction of the Gomes and Schmid (2010) general equilibrium model. Next we investigate whether the world credit risk premium predicts future world GDP and consumption growth.
We use real growth rates in world GDP and world consumption. The two series are available from the World Bank 14 at the annual frequency under "GDP growth (annual %)" and "Final consumption expenditure, etc. (annual % growth)" for the world, respectively.
Since our world credit risk factor is computed as the realized return differential between high and low credit risk countries (rather than as credit spreads), higher values of our credit risk factor should predict higher future GDP growth and higher future consumption growth. We test these predictions in Table 7 . The returns of the world credit risk factor, CREDIT, are annualized to match the annual frequency of world consumption growth and We annualize returns of the world credit risk factor, CREDIT, to match the annual frequency of world Consumption Growth and world GDP Growth data obtained from the World Bank. The world consumption and GDP growth rates are expressed in real terms based on constant 2000 U.S. dollars. We run time-series predictive regressions of Consumption and GDP Growth on a constant and lagged returns of the CREDIT factor and report the slope coefficient with its associated t-statistic in parentheses (*, **, and *** indicate the 10%, 5%, and 1% levels of significance, respectively). The last column reports the correlation coefficients of world Consumption Growth and GDP Growth on lagged returns of the CREDIT factor.
world GDP growth data. We run time-series predictive regressions of consumption growth and GDP growth on a constant and lagged returns of the CREDIT factor. Note that the coefficient estimates are positive and significant over the second part of the sample period, during 1999-2009, when markets are more likely to be integrated and the CREDIT factor is strongly significant. The correlation between lagged CREDIT and world consumption growth and GDP growth during 1999-2009 is as high as 0.56 and 0.62, respectively.
3.2.5
The world credit risk factor and country characteristics. We examine whether the world credit risk factor is able to capture the positive pricing errors in emerging markets reported in the literature, as well as the cross-sectional predictive power of credit ratings and other country characteristics for equity returns. Table 8 presents coefficient estimates from time-series regressions and average pricing errors from cross-sectional regressions for developed and emerging countries. We first run time-series regressions of country equity excess The table presents the abnormal returns (average intercept) from the time-series regressions (first pass) and average pricing errors in the cross-sectional regressions (second pass) for developed and emerging countries. We first run time-series regressions of country equity excess returns on a constant and the factors, and report the average intercept (in percentages per month), factor loadings, and average adjusted R 2 . We then run cross-sectional regressions (across all countries) of excess returns on a constant and the estimated betas from the first pass and report the average pricing errors in developed and emerging markets (i.e., the time-series average of the cross-sectional mean error term in developed and emerging markets). t-statistics are based on the time-series averages (*, **, and *** indicate the 10%, 5%, and 1% levels of significance, respectively). The factors are defined in Table 4 . The sample period is from January 1989 to December 2009.
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returns on a constant and asset pricing factors, and report the average intercept, factor loadings, and adjusted R-squared. We then run cross-sectional regressions (across all countries) of excess returns on a constant and the estimated betas from the first pass. We report the average pricing errors in developed and emerging markets, i.e., the time-series average of the cross-sectional mean error term in developed and emerging markets. The average adjusted R-squared of these cross-sectional regressions were reported in the last column of Table 4 .
The MKT and FOREX factors explain on average 52.25% of the time-series variation in developed country equity returns and about 22.84% of that in emerging markets. These results are consistent with findings in the literature that the global MKT and FOREX factors work better in developed markets. In both developed and emerging markets, the average country MKT (FOREX) beta is significantly positive (negative), but the average country time-series intercept is significantly positive. The regression intercepts reflect pricing errors, and their significance attests to the pricing failure of the MKT and FOREX factors.
The world credit risk factor, CREDIT, is able to capture the positive pricing errors in emerging markets. Including CREDIT in the time-series regressions increases the adjusted R-squared to 54% in developed and to 29.49% in emerging markets. The average CREDIT beta is a highly significant 0.79 for emerging markets, and for developed markets it is a significant 0.08. The reported t-statistics are based on standard errors computed to allow for cross-sectional correlation across the residuals. Specifically, the regression equation can be written as y m ¼ X m m + m , where m ¼ 1, Á Á Á , M, and M is the number of regressions. The k Â 1 vector of coefficient estimates from the mth regression is m , and the average coefficient estimate that we report iŝ
The variance of this average estimate is given by Table 8 confirm previous evidence that when the MKT and FOREX factors are considered, the average pricing errors in emerging markets are significantly positive-they are on average 34 bps per month. However, when exposure to the CREDIT factor is taken into account, the average pricing errors become statistically insignificant two bps per month. We have also checked that the average absolute errors are also much lower with the CREDIT factor.
The higher returns in emerging market countries are explained by their higher exposure to the world credit risk factor. This evidence is novel, as the international asset pricing literature has documented consistent positive Review of Asset Pricing Studies/v 2 n 2 2012 pricing errors in emerging markets unexplained by existing global factors. Of course, because average pricing errors in each cross-sectional regression average to zero, positive pricing errors in emerging markets imply negative pricing errors in developed markets. In the same vein, pricing errors in developed countries become insignificant in the presence of the CREDIT risk factor. Table 9 shows that the importance of credit ratings for the cross-section of country equity returns disappears after controlling for exposure to the world credit risk factor. Specifically, we obtain risk-adjusted returns as the sum of intercept and residuals in time-series regressions of country equity excess returns on the world-market and world credit risk factors (MKT and CREDIT). Using risk-adjusted returns, we repeat the analysis previously performed with raw returns in Panel A of Table 2 . The worst credit rating tercile (C3) delivers risk-adjusted returns that are only 10 bps higher (statistically insignificant) than those in the best-rated tercile (C1). 15 Recall from Panel A of Table 2 that over that same period , C3 countries generate 57 bps higher raw returns relative to C1 countries. Moreover, recall from Panel B of Table 2 that adjusting for existing international risk factors produces even higher and more significant return differentials.
We further examine the impact of credit ratings on average returns through cross-sectional regressions as in Table 3 , but after risk-adjusting returns with the world credit risk factor along with the world-market factor. Note that credit rating was significant in explaining cross-sectional differences in country equity returns among all specifications in Table 3 . However, when returns are risk-adjusted with the CREDIT factor, all regression coefficients of the credit rating variable in Panel B of Table 9 are insignificant. In other words, controlling for systematic exposure to the world credit risk factor crowds out the power of credit ratings to predict cross-sectional differences in country equity returns. Exposure to the world credit risk factor fully explains the higher returns of high credit risk countries.
The majority of high credit risk countries are also emerging markets. Hence, in Table 10 , we test whether the emerging markets factor explains the higher returns of high credit risk countries. Specifically, as in Table 2 , we compute the equally weighted average equity return of the best-, medium-, and worst-rated countries, sorted on their prior-month credit rating. We then run time-series regressions of each portfolio, C1, C2, and C3, excess return relative to the risk-free rate and the return differential, C3 À C1, on a constant, the world-market factor (MKT), and the emerging markets factor (EMERG), orthogonalized relative to the MKT and CREDIT factors. Table 10 reports portfolio alphas and betas. The evidence suggests the emerging markets factor does not explain the higher returns of high credit risk countries. In particular, C3 countries earn 58 bps higher risk-adjusted returns than C1 countries and this difference is significant at the 5% level (tvalue ¼ 2.21). These C3 À C1 alphas are slightly higher than the raw C3 À C1 returns of 57 bps per month in Panel A of Table 2 . Moreover, the EMERG beta of C3 countries is identical to that of C1 countries. Hence, emerging market countries earn higher returns not because they are classified as emerging or have a higher credit rating, but because they have higher exposure to the world credit risk factor.
The world credit risk factor captures the explanatory power of other country characteristics found important in the literature. As in Harvey (2000) , we run univariate cross-sectional regressions of average country equity returns on a local risk measure (along with a constant) and report the regression For Panel A, we risk-adjust returns by regressing country equity excess returns on the world market (MKT) and world credit risk (CREDIT) factors following Brennan, Chordia, and Subrahmanyam (1998) . The risk-adjusted returns, r Ã it , are the intercept and residual from these time-series regressions. We then repeat the analysis in Panel A of Table 2 using risk-adjusted rather than raw returns. For Panel B, returns are again risk-adjusted by the MKT and CREDIT (or MKT, FOREX, and CREDIT) factors. Then, as in Table 3 , we run monthly cross-sectional regressions of time t + 1 risk-adjusted country equity returns, r Ã i, t+1 , on a constant, time t sovereign credit ratings, Rating t , and rating interacted with an emerging market dummy, EmDummy, indicating whether the country is developed (0) or emerging market (1). Panel B presents the time-series average of the cross-sectional regression coefficients (in percentages) with their associated sample t-statistics in parentheses (*, **, and *** indicate the 10%, 5%, and 1% levels of significance, respectively). The sample period is from January 1989 to December 2009. coefficient with respect to the country-level characteristic. Table 11 shows that coskewness and average credit rating are indeed predictors of average equity returns. In addition, when returns are risk-adjusted for exposure to the market factor (second column) as in Brennan, Chordia, and Subrahmanyam (1998) , country-level return variance also significantly explains cross-sectional differences in average returns. However, when returns are risk-adjusted with either the world credit risk factor (third column) or both the world credit risk factor and the world-market factor (last column), none of the country characteristics exhibit any explanatory power for the cross-section of risk-adjusted returns.
Conclusion
This paper offers a risk-based explanation for previously documented patterns in the cross-section of country equity returns, thus far unexplained by international asset pricing models. Among these prominent patterns are large positive pricing errors among emerging market country returns, as well as the documented important role of a number of country-level characteristics in pricing international equities. Using portfolio sorts and cross-sectional regressions, we present evidence of a significant positive relation between sovereign credit risk and country equity returns. Higher credit risk countries earn higher returns that are not explained by existing asset pricing models.
We find that these higher premiums compensate for exposure to a world credit risk factor. The choice of the world credit risk factor as an alternative to a consumption-based pricing formulation is motivated by a strong link between credit risk and consumption growth risk. Credit risk significantly impacts consumption growth and commands a risk premium. Each month, t, all countries rated by Standard & Poor's are divided into terciles based on their sovereign credit rating. For each tercile, we compute the cross-sectional mean country equity return for month t + 1. We run time-series regressions of each portfolio, C1 to C3, excess return relative to the risk-free rate and the return differential, C3 À C1, on a constant, the world market factor (MKT) and the emerging markets factor (EMERG) and report the portfolio alphas (in percentages) and betas. The factors are described in Tables 2 and 4 . t-statistics are in parentheses (*, **, and *** indicate the 10%, 5%, and 1% levels of significance, respectively). The sample period is from January 1989 to December 2009.
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Our analysis shows that the world credit risk factor is significantly priced in the cross-section of country equity returns. The world credit risk factor risk premium averages 80 bps per month over the 1989-2009 period and is robust to alternative risk factors proposed in the international asset pricing literature. Exposure to the credit risk factor explains the higher returns of high credit risk countries. In the presence of the credit risk factor, country-level credit ratings, variance, and coskewness no longer have predictive power for the cross-section of country equity returns. Furthermore, the credit risk factor fully captures the previously documented positive pricing errors in emerging markets. Moreover, the credit risk factor subsumes the explanatory power of the emerging markets factor. Emerging markets earn higher returns not because they are classified as emerging or have worse credit ratings. Rather, they exhibit higher exposure to the world credit risk factor. We run cross-sectional regressions of average monthly country equity returns on a constant and a country-level characteristic previously found to explain cross-sectional differences in country returns. To compute co-skewness, as in Harvey (2000), we use a world version of the single-factor model: r it À rft ¼ a i +b i ðr mt À r ft Þ+e it , where r it are country i's equity return in month t, r mt is the return on the MSCI world equity index, r ft is the U.S. risk-free rate, and e it is the residual. Coskew1 is coskewness as per definition 1 of Harvey (2000), computed as Coskew1 ¼ presents the regression coefficient with respect to the country-level characteristic with its associated t-statistics in parentheses (*, **, and *** indicate the 10%, 5%, and 1% levels of significance, respectively). The first column presents results for raw returns, r it . For the remaining columns, we use risk-adjusted returns, r Ã it jfactor. Returns are adjusted as in Brennan, Chordia, and Subrahmanyam (1998) by running time-series regressions of each individual country return on risk factors (as specified in the heading of each column). The risk adjusted returns, r Ã , is the intercept and residual from these time-series regressions. The sample period is from January 1989 to December 2009.
