This article extends the method of synthetic controls to probability measures. The distribution of the synthetic control group is obtained as the optimally weighted barycenter in Wasserstein space of the distributions of the control groups which minimizes the distance to the distribution of the treatment group. It can be applied to settings with disaggregated-or aggregated (functional) data. The method produces a generically unique counterfactual distribution when the data are continuously distributed. Identification results are derived that also shed new light on the classical synthetic controls estimator. In order to obtain the correct weights in practice, a simple tensor-variate regression expression is developed. In addition, inference results for Wasserstein barycenters are derived and a minimum wage empirical illustration is given. JEL subject classification: C01, C14, C4
which they average, in contrast to reproducing kernel Hilbert space approaches or the Euclidean setting. For instance, the Fréchet mean of several handwritten digits (functional data) when taken as the barycenter in 2-Wasserstein space is recognizable as a handwritten digit, a property which most other distances do not provide. Cuturi & Doucet (2014) provide an illustration of this fact. The other reasons for focusing on the 2-Wasserstein distance are computational tractability and interpretability, as we show below.
Our method is attractive from a theoretical and practical perspective. It generates a generically unique (multivariate) probability distribution under minimal assumptions. The fact that all distributions can be multivariate allows for outcome variables to be arbitrarily correlated and dependent. By relying on recent efficient approaches to compute (regularized) optimal transport distances in practice (Altschuler, Weed & Rigollet 2017 , Cuturi 2013 , Cuturi & Doucet 2014 , Peyré & Cuturi 2019 , our approach is applicable in general multivariate settings. Moreover, in order to derive the optimal weights for synthetic control unit, we derive a novel tensor-variate regression approach.
This article complements recently introduced dynamic and nonlinear implementations of the synthetic controls idea, such as Abadie & L'Hour (2017) , Amjad, Shah & Shen (2018) , Arkhangelsky, Athey, Hirshberg, Imbens & Wager (2019), Athey, Bayati, Doudchenko, Imbens & Khosravi (2018) , Athey & Imbens (2018) , Ben-Michael, Feller & Rothstein (2018) , Chernozhukov, Wuthrich & Zhu (2018) , Doudchenko & Imbens (2016) , Imai & Kim (2019), and Viviano & Bradic (2019) . The main difference to these approaches is that our method applies the idea of constructing a synthetic control group directly to probability measures. However, our method is concerned with estimating the counterfactual distribution for one well-defined treatment intervention and does not deal with the problem of staggered adoption, which some of the other approaches cover.
We also introduce a new and general set of causal models for which our method identifies the correct counterfactual law. The main assumption is that the production functions mapping the unobservables to the observables are scaled isometries in Wasserstein space. Recent results in Kloeckner (2010) show that isometries in Wasserstein space over higher-dimensional Euclidean space are similar to isometries in Euclidean spaces, i.e. maps composed of rotations, shifts, and reflections. This also sheds some new light on the identification properties of the classical synthetic control method, as standard isometries in Euclidean space are affine maps. There-fore, for the model we introduce for the data-generating process, a linear factor model is (almost) necessary for the method to give the correct counterfactual distribution. This is not too surprising as the general method of synthetic controls is based on an extrapolation step over time periods, but the extension to the nonlinear case makes this connection remarkably clear. It is in this respect that our method complements the changes-in-changes estimator from Athey & Imbens (2006) . In fact, it allows to relax the rank-invariance requirement from the changes-in-changes estimator, as the dimensionality of the unobservables can be multivariate. This could be interesting in many applied settings.
We also derive statical properties of our method when estimating the respective probability laws from individual-level data. In particular, building on the recent breakthrough by del Barrio & Loubes (2019) which established a central limit theorem for the Wasserstein distance, we provide a central limit theorem for the barycenter in the 2-Wasserstein space. We also extend this result to a central limit theorem for barycenters with respect to the entropy regularized 2-Wasserstein distance (Cuturi 2013) , based on the recently derived central limit theorem for these distances (Mena & Weed 2019) .
This article is structured as follows. In Section 2, we introduce the notation and underlying idea. We introduce our method in Section 3 and provide the new models for identification in synthetic control settings in section 4. Section 5 contains the details for the practical implementation. We derive the method's asymptotic properties in Section 6 and illustrate it with a minimum wage application in Section 7. We conclude in Section 8. unit j = 1 affected by the treatment intervention, and some post-treatment time t > T 0 , we denote the probability law of the potential response under the intervention by P Y 1t ,I .
The goal is to obtain the counterfactual probability law P Y 1t ,N for t > T 0 . This is unobserved, because the unit j = 1 is exposed to the treatment after period T 0 , so that the observable law P Y 1t in the data coincides with P Y 1t ,I for all t > T 0 . In addition to the outcome of interest, we also observe K covariates for each unit, i.e. we observe X jk for k = 1 . . . , K with distribution P X j , where X j is a K-dimensional vector. In the following, we denote by X 0 the K × J-matrix of the covariates of the control groups, i.e. the matrix [X 2 . . . X J+1 ].
Classical setting
The classical method of synthetic controls focuses on an aggregated outcome Y 1t,N , t > T 0 , and proceeds in two steps (Abadie 2019) . In the first stage, one obtains the optimal weights λ * := {λ * j } j=2,...,J+1 which lie in the J − 1-dimensional probability simplex 2 ∆ J−1 and are chosen such that they minimize a weighted Euclidean distance
where X 0 is the k × J-matrix of the covariates corresponding to the J control groups and v := ∆ K−1 is another set of weights which needs to be chosen by the researcher. Abadie & Gardeazabal (2003) , Abadie, Diamond & Hainmueller (2010) , and Abadie, Diamond & Hainmueller (2015) provide possible choices for v. In the second stage, the obtained optimal weights {λ * j } j=2,...,J+1 from this minimization are used to creatê Y N 1t in the post-treatment periods aŝ
The treatment effect on the treated τ t can then be determined as τ t = Y 1t −Ŷ N 1t for all t > T 0 under appropriate identification assumptions. Those include a nonanticipated treatment and no spillover effects. We develop the required assumptions for identification of the treatment effect on the treated in our setting below.
Distributional setting
The idea for the distributional setting considered in this article is analogous to the classical setting, but with P Y jt the quantity of interest, which can be multivariate. We want to approximate the counterfactual law P Y 1t ,N by an optimally weighted average " J+1 j=2 λ j P Y jt " of the control distributions {P Y jt } j=2,...,J+1 . This average is put in quotation marks, as it is currently not well-defined mathematically. For it to be welldefined, we need to define an appropriate space on which the probability measures live. This space will be the 2-Wasserstein space of probability measures supported on R d with finite second moments. This space has several convenient properties, in particular in terms of computational tractability and interpretability.
The 2-Wasserstein distance W 2 (P X , P Y ) between two probability measures P X and P Y supported 3 on (R d , B d ) for some d ≥ 1 with finite second moments is defined as the optimal coupling 4 γ of P X and P Y which minimizes the average Euclidean cost of transportation of points in the support X of P X to points in the support Y of P Y (Santambrogio 2015, chapter 5). Formally, it is defined as
where · 2 is the Euclidean norm, Π(P X , P Y ) denotes the set of all couplings of P X and P Y on X × Y, and where both P X and P Y have finite second moments, i.e.
x 2 2 dP X (x), y 2 2 dP Y (y) < +∞.
One crucial difference between the Wasserstein distance and other distances, like the L p -distance or entropy for instance, is that the Wasserstein distance is "horizontal" in the sense that it depends on a displacement x → T (x) on the underlying space on which the probability measures are defined. In contrast, the L p -norm over densities f (x), g(x) is "vertical" in the sense that it depends on the distance |f (x) − g(x)| for almost every x (Santambrogio 2015, chapter 5). One result of this is that the Wasserstein distance does not require that the supports of the densities coincide. Furthermore, the Wasserstein distance explicitly takes into account the geometry of the underlying space in a uniform way, which is natural when considering Fréchet means of probability measures. We focus on the 2-Wasserstein distance over other Wasserstein distances because of computational purposes: the Fréchet mean in 2-Wasserstein space has a natural and simple characterization, which we exploit for our approach in (5). The underlying principle of optimizing the weights over a barycenter such that it is as close as possible to a given measure works for general types of distances, however.
We denote the set of all probability measures with finite second moments as P 2 (R d ). Endowed with W 2 , P 2 (R d ) becomes a complete separable metric space (Ambrosio, Gigli & Savaré 2008, Proposition 7.1.5). In fact, (P 2 (R d ), W 2 ) is positively curved according to the metric definition of curvature defined in Alexandrov (1951) 5 and is a geodesic 6 space when the supports of P X and P Y are convex (Santambrogio 2015, Theorem 5.27) .
A linear weighted average structure " J+1 j=2 λ j P Y jt " on a nonlinear set like (P 2 , W 2 ) does not actually define the sought-after weighted average of elements lying in that set, so that a linear average is not helpful in a global Riemannian setting in general. The idea therefore is to define the weighted average as the Fréchet mean on (P 2 , W 2 ) (Kendall, Barden, Carne & Le 2009, Chapter 9) : the barycenter of the probability measures {P Y jt } j=2,...,J+1 in the 2-Wasserstein space, introduced in Agueh & Carlier (2011) . This is defined as an element P , or minimizing sequence {P n } n→∞ , which
among all curves w such that w(0) = P and w(1) = P . A metric space is a geodesic space if the distance between any two points on the space can be represented by a geodesic (Santambrogio 2015, box 5.2). For a thorough introduction to the Riemannian properties of the 2-Wasserstein space, we refer to Ambrosio, Gigli & Savaré (2008, chapters 7 and 8) and Santambrogio (2015, chapter 5). solves the following optimization problem.
3 Method
Based on the above concepts, the method of distributional synthetic controls proceeds in two steps.
1. Obtain the optimal weights λ * := {λ * j } j=2,...,J+1 ∈ ∆ J−1 via the following optimization problem for t ≤ T 0
2. For t > T 0 , construct the counterfactual law P N Y 1t by solving
The idea is analogous to the classical method of synthetic controls. In the first step, we obtain the optimal weights λ * such that the resulting weighted barycenter P * (λ * ) is "as close as possible" to the distribution P Y 1t of the outcome of the intervention group. The distance for this is again the 2-Wasserstein distance. 7 We can also include the information of the covariates of interest for the matching procedure in the first stage by performing the first stage procedure for the laws P X j for every unit 7 Note how this differs from the changes-in-changes estimator of Athey & Imbens (2006) . In the case of only one pre-and one post-period, as well as only one control group, they construct the counterfactual distribution F Y 11,N as F Y10 (F −1 Y00 (F Y01 )), where the first index is with respect to the treatment group (0 for control and 1 for treatment) and the second index is with respect to the time period (0 is pre and 1 is post). So, intuitively, Athey & Imbens (2006) estimate the change of the control group over time and apply this change to the treatment group. Note in this respect that the monotone rearrangement F −1 Y00 (F Y01 ) is the optimal transport map between F 00 and F 01 with respect to the p-Wasserstein distance, p ∈ (1, ∞), in the univariate case (Villani 2003, chapter 2). In contrast, our estimator finds the combination of control groups which approximate the treatment group preperiod the best, and then use this combination of control groups to extrapolate the counterfactual measure in the post period. j = 1, . . . , J + 1. Under the standard identification assumption in synthetic controls (Abadie, Diamond & Hainmueller 2010) , there should be one λ * which allows the replication of both P Y 1t by P Y jt and P X 1 by P X j jointly. To include the covariates in practice, merge the 1 × J-vector of the outcomes Y jt with the K × J-matrix X 0 row-wise to create the (K + 1) × J-matrixX 0 and run (3) on this joint element. Since including covariates does not change anything in the approach, we from now denote by P Y jt the distribution of the outcomes over time and the covariates. The main question is under which conditions a unique solution to the proposed method exists. We answer it under the following regularity assumptions.
Assumption 1 (Bounded support). For some outcome of interest Y ∈ R d and an additional set of K covariates {X k } k=1,...,K , let P Y jt and P X j have bounded supports Y jt ∈ R d and X j ∈ R K for all j = 1, . . . , J + 1 and t, respectively. Throughout, we denote Y t := J+1 j=1 Y jt and X := J+1 j=1 X j .
Bounded random variables are required for the existence of the optimal weights λ * . This assumption can potentially be relaxed to allow for unbounded supports under additional formal complications.
Assumption 2 (Absolute continuity). P Y jt and P X j are continuously distributed for all j = 2, . . . , J + 1 and t > T 0 .
In order to obtain a unique counterfactual distribution via this approach, we need to uphold the requirement that all laws possess a probability density function with respect to Lebesgue measure. In fact, Agueh & Carlier (2011) show that unique barycenter need not exist between discrete laws. For general data sets with continuous and discrete variables, one can approximate the discrete distributions by continuous variables via smoothing; this introduces additional bias into the estimation, however. 8 Based on these assumptions, we have the following theoretical result. 
where ∇ϕ j : Y jt → Y 1t is the optimal transport map 9 between P Y 1t and P Y jt , t ≤ T 0 , and Id : R d → R d is the identity mapping, then λ * solves (3), and λ * is the unique solution to (4). In this case, the proposed method of distributional synthetic controls obtains a unique law P Y 1t , t > T 0 .
Proposition 1 provides conditions for our method to produce a unique distribution P Y 1t for t > T 0 . The main novelty here is providing assumptions that guarantee that the program (3), a bilevel optimization (Colson, Marcotte & Savard 2007 , Sinha, Malo & Deb 2017 , has a unique solution.
Condition (5) is crucial for the uniqueness result. This condition is actually analogous to the characterization of the optimal barycenter P * (λ) for given λ ∈ ∆ J−1 in the case where P Y jt is absolutely continuous with respect to Lebesgue measure (Agueh & Carlier 2011) . However, in that case, ∇ϕ j denotes the optimal transport map between P Y jt and the computed barycenter P * (λ), respectively. In contrast, in our setting, we uphold (5) with respect to the optimal transport map ∇ϕ j between P Y jt , j = 2, . . . , J + 1 and the observed P Y 1t for the treatment group. The assumption that there exists λ * ∈ ∆ J−1 for which (5) holds can hence be interpreted as the assumption that P Y 1t can perfectly be replicated by the barycenter P (λ * ) of P Y jt for j = 2, . . . , J + 1. Intuitively, it means that P Y 1t lies inside the "Wasserstein convex hull" co W {P Y jt } j=2,...,J+1 , which we define by
The geometric properties of co W have not been fully established, yet. What is known is that the support of P * (λ) for every λ ∈ ∆ J−1 is properly contained in the convex combination of the supports of P Y jt (Agueh & Carlier 2011) . However, the support of the barycenter itself need not be convex in all generality, as pointed out in Santambrogio & Wang (2016) . It is an interesting open question to determine the finer properties of the barycenter as well as the respective convex hulls. Note that we require that P Y 1t lies inside co W ({P Y jt } j=2,...,J+1 ). The reason for this is that (P 2 (Y), W 2 ) is positively curved in dimensions 2 and higher as mentioned; in such spaces, the metric projection of a point onto a convex set need not be unique. This is a very natural requirement, as it entails that the control groups are "appropriate" in the sense that they can perfectly replicate the distribution of the covariates of the treatment group. Yet, this stands in contrast to the classical method of synthetic controls, where Y 1t is required to lie outside, but close to, the (linear) convex hull of {Y jt } j=2,...,J+1 (Abadie 2019) . Y 1t in this case is required to lie outside the convex hull, because the metric projection onto a convex set in a flat (Euclidean) space is unique, whereas the optimal lambda need not be unique when Y 1t lies in side the convex hull, see the discussion in the next paragraph. Note in this respect, however, that there is a tradeoff in the classical setting, as one wants Y 1t to be rather close to the convex hull of {Y jt } j=2,...,J+1 in order to conclude that the synthetic control group is a "good" control group for the treatment. Indeed, if the value of Y 1t is to far from this convex hull, then this could serve as a clear indication that the control groups are too different from the treatment group in order to allow for the identification of the treatment effect of interest Abadie (2019) . So in principle, in the classical setting one would also like for the treatment group to actually be perfectly replicable by the control groups (i.e. for Y 1t to lie in the convex hull), just as we require in our distributional case. Mathematically, the classical setting cannot allow for this because λ might not be unique.
The requirement of P Y 1t lying inside co W does require additional care, just as in the classical case, however. In fact, note that even though the barycenter P (λ) of the measures {P Y jt } j=2,...,J+1 for given λ is unique, λ * itself need not be unique. It can happen that there exist λ = λ * ∈ ∆ J+1 such that P (λ) = P (λ * ), in which case the closest barycenter P (λ) to P Y 1t is still unique, but the weights λ are not. This is standard for barycenters in vector spaces and actually is more relevant to the classical method of synthetic controls, which is why it is usually assumed that Y 1t lies outside the convex hull in this setting. To see this, suppose for a second that we are in the classical setting and each Y jt is an m-dimensional vector. The barycenter for some λ ∈ ∆ J−1 is J j=2 λ j Y jt . In this setting, Caratheodory's Theorem (Aliprantis & Border 2006, Theorem 5.32) implies that if J > m + 1, then for every point Y in the convex hull of {Y jt } j=2,...,J+1 , there exist at least two λ = λ * such that
So λ is never unique when J > m + 1. Even if m > J, as in the case for the method of distributional synthetic controls where m = ∞, do there exist cases where λ is not unique. The following proposition shows, however, that in this case, λ is generically unique. 10 Genericity means that when we observe the data in practice and perform the method of distributional synthetic controls, then λ will be unique. This is captured in the following Proposition 2. Let there exist some λ ∈ ∆ J−1 which solves (3). Then, generically, λ is unique.
Proposition 2 immediately implies that, generically, the method of distributional synthetic controls produces a unique counterfactual distribution P Y 1t ,N , t > T 0 under the assumptions of Proposition 1.
Corollary 1. Under Assumptions 1 and 2, the method of distributional synthetic controls generically generates a unique law P Y 1t ,N , t > T 0 .
Identification
The method of distributional synthetic controls is only a potential tool for causal inference. In order to actually conclude that the produced P Y 1t ,N , t > T 0 , coincides with the sought-after counterfactual distribution of the treatment group under the no-treatment regime, we need to make assumptions on the underlying data-generating process. The data-generating process for the classical setting is a linear factor model, in which it can be shown that the method is an asymptotically unbiased estimator of the counterfactual distribution if the pretreatment period T 0 goes to infinity (Abadie, Diamond & Hainmueller 2010) . The idea in this setting is simply that in order for the method to provide an accurate extrapolation of the linear model, it is helpful to have observed the linear underlying trend (captured by the latent factors). The longer the underlying trend is observed, the better. This linear factor model can straightforwardly be adapted to the more general probability-measure setting, and the assumptions would be similar.
The point of this section, however, is to introduce a new set of sufficient assumptions on the underlying data-generating process under which the method of distributional synthetic controls provides the correct counterfactual distribution, without the 10 Genericity is a topological notion which is a topological analogue to the probabilistic notion of "almost surely". In particular, a property Q in a topological space T is generic if the points t ∈ T which do not satisfy Q form a meager set in T , i.e. a set of first Baire category (Aliprantis & Border 2006, chapter 3.11) . This concept has been used in identification arguments in econometrics, see for instance Ekeland, Heckman & Nesheim (2004). need to allude to the length of the pre-treatment period T 0 or asymptotic unbiasedness. This will also shed some new light on the classical method of synthetic controls from a nonlinear perspective. In order to do so, we need to have a general model for the underlying process. We assume that the outcome distributions (including potential covariates) are generated by the following data-generating process for the setting where no treatment is administered:
Here, U j denotes the unobservable random variables with supports U j ⊂ U ⊂ R d . h is a standard production function. The number of time periods can be as low as 2, with one pre-treatment period and one post-treatment period. This is the same model as considered in Athey & Imbens (2006) . Without introducing any assumptions on h, this model is obviously too general. We now show, however, that requiring h(t, ·) to be a surjective scaled isometry is enough for identification of the model, i.e. for our method to produce the correct counterfactual distribution.
Isometries are maps which conserve the distance between points, so by construction they are continuous and injective. Under the additional requirement that an isometry is surjective, it becomes invertible.
Isometries seem to provide a new concept for identification in econometric models. What do they look like in the simplest cases? In one-dimensional Euclidean space, the Mazur-Ulam theorem (Mazur & Ulam 1932) shows that isometries are affine maps. In R n an isometry consists of rotations, shifts, and reflections. Isometries in Euclidean space are therefore quite restrictive. It is here where we can make a connection to the classical method of synthetic controls. In particular, the standard linear factor model is an affine model which also contains underlying long-run factors. The restriction to "affine-like" models is not surprising as the classical method of synthetic controls requires these restrictions for the extrapolation step going from t ≤ T 0 -where both treatment and control group are observed-to the setting t > T 0 . What is interesting is that an affine model is (almost) necessary for this extrapolation step, even in the distributional case as we show below.
In our distributional setting, we require that h is a scaled isometry in the 2-Wasserstein space, which we look at in more detail below. First, we give the main theoretical identification result.
Theorem 1. Let the underlying data-generating process be defined by model (6) where the production function h(t, ·) under the "no-treatment" regime is a scaled isometry on the 2-Wasserstein space W 2 (U t ), U t ⊂ R d for all t. Furthermore, let Assumptions 1 and 2 hold. If there exists some
for all t ≤ T 0 , where ∇ψ * jt and ∇ϕ * j are the optimal transport maps for the 2-Wasserstein metric mapping P Y jt to P Y 1t and P X j to P X 1 , then the law P Y 1t obtained via method of distributional synthetic controls coincides with the counterfactual law P N Y 1t of the treatment group had it not received the treatment.
Note that (7) explicitly includes the covariates X j for convenience of the reader, as this condition allows to merge the covariates with the outcomes over time and consider this the relevant outcome variable. This was explained in the previous section.
As mentioned, in Euclidean space, scaled isometries can be parametrized via rotations, shifts, scalings, and reflections. It would therefore be a parametric assumption on h if we worked in finite-dimensional Euclidean space. What do (scaled) isometries look like in the 2-Wasserstein space W 2 (R d )? This has been answered in Kloeckner (2010) . Let us give a brief overview of these results. Intuitively, isometries in the 2-Wasserstein space are almost the same as their Euclidean counterparts. 11 In particular, for the higher-dimensional setting, i.e. where Y jt takes values in R d , d ≥ 2, the set of isometries is limited. Isometries on W 2 (R d ), d ≥ 2, intuitively take the form of a composition of a rotation in R d composed with an isometry in R d (Kloeckner 2010, Theorem 1.2). 12 In particular, general isometries on W 2 (R d ) can be defined via P → φ(P −g)+g, where φ is an isometry on R d (i.e. a rotation, shift, or reflection) and g is the center of mass of the measure P and its translation. Therefore, intuitively, one can consider h in model (6) to be an isometry on R d , i.e. similar to an affine mapping. 13 Furthermore, this also shows that we can only allow for a parametric h in our model.
Let us compare our model to the one of the changes-in-changes estimator by Athey & Imbens (2006) . Ignore the covariates. For identification purposes, Athey & Imbens (2006) assume that h(t, ·) is strictly continuous and increasing in U j . Strictly increasing and continuous production functions have been a staple in the identification literature at least since the seminal identification result in Matzkin (2003) . The idea of this mapping is that it is order-preserving, i.e. individuals of a certain unobservable "rank" get mapped to the same observable "rank". For instance, in a classroom setting, where the unobservable is ability, this assumption implies that students with higher ability will earn higher wages (the outcome variable). In contrast, we require a distance-preserving map, because we relax the rank invariance. In fact, we can allow for the unobservables U j to b4 of the same dimension as the observables Y jt . This relaxation of rank invariance comes with strong restrictions on h, however. Intuitively, this restriction means that we require a common trend between the unobservables that is "mirrored" by the observables. Therefore, neither our approach nests the changesin-changes estimator, nor does the changes-in-changes estimator nest our approach for model (6). 14 Also note in this respect that model (6) is only a sufficient condition for identification. In fact, it is straightforward to see that a necessary condition for identification is that the pairwise relative distances between P U 1t and P U jt are the same as the pairwise relative distances between P Y 1t and P Y jt and stay constant over time. The difference to the above assumptions we introduced is that we also fix the relative distances between the control groups. This is overly restrictive, but has the practical appeal that it is captured by the simple model. Furthermore, this assumption is in fact testable. In particular, one can simply compute the pairwise 2-Wasserstein distances between the control groups P Y jt , j = 2, . . . , J + 1 and check if those distances change too much over time. If they do, one can reject the assumption of a common trend that keeps all elements at the same distance. Since this is not the main focus of this article, we leave it to future research to determine what "too much" is in this case.
Implementation
Proposition 1, and in particular condition (5), provide a pathway for a convenient and efficient implementation of the method of distributional synthetic controls in practice without the need to solve (3) directly. In the following, we ignore the covariates for ease of notation. This implementation proceeds in two distinct steps:
where · L 2 is a (multivariate) L 2 -norm with respect to Lebesgue measure on the bounded (by Assumption 1) support Y 1t and where ∇Φ * t denotes the row vector [∇ϕ * 2t . . . ∇ϕ * (J+1)t ] of the optimal transport maps ∇ϕ * jt between P Y jt and
If P Y jt and P Y 1t are evaluated at only finitely many points n, for instance when they are empirical measures for finite data, we denote them by P n Y jt and P n Y 1t . In this case, ∇ϕ * jt are also evaluated at these n points, we denote the corresponding optimal transport maps by ∇φ * jt,n .
2. Obtain the estimatorP Y 1t ,N for the counterfactual law P Y 1t ,N , t > T 0 , by computing the empirical barycenter of {P Y jt } j=2,...,J+1 for the optimal weight λ obtained in the previous step. If P Y 1t is evaluated at only finitely many points n, we denote it and its estimator by P n Y 1t and P n Y 1t ,N , respectively.
The efficiency of the method follows form the fact that we do not need to solve the bilevel program (3), as condition (5) already describes the solution to the optimization problem. (8) is simply a finite sample analogue to (5). The only difference is that we have relaxed the strict equality by the L 2 -norm. This is done purely for finitesample purposes, as in practice there may not exist a λ which solves (5) due to estimation error. In the population, and under the assumptions of Proposition 1, solving the relaxed problem is equivalent to solving the theoretical problem if P Y 1t lies in the geodesic convex hull of {P Y jt } j∈J . The idea here is analogous to standard linear regression, where we minimize the L 2 -norm (i.e. find the best projection in the respective Hilbert space) instead of solving a system of linear equations directly.
The implementation (8) seems new, as it is based on a Bochner-L 2 -norm, instead of the standard L 2 -norm. 16 It is for this reason that one cannot use standard linear constrained regression in this case. To make this clearer, ignore the square-root and note that (8) in our setting takes the form
where y i denotes the i-th element of the vector y ∈ R d . In practice, we approximate the integral using a finite dimensional grid (or the data directly) with elements n = 1, . . . , N , in which case (8) takes the form
Note furthermore that Φ nij := ∇ϕ * ji (y n ) is a 3-variate tensor, which makes (9) a natural tensor-variate extension of the classical regression framework. 17 Extending linear regression approaches to tensors is a very active area of research in medical imaging and statistics (e.g. Zhou, Li & Zhu 2013 , Lock 2018 . The derived approaches attempt to solve a more general problem that what we are concerned with in this paper. In fact, we only provide a tensor-variate constrained regression approach for obtaining the optimal λ, a constrained vector.
Let us also address the question about what happens in the case where P Y 1t does not lie in the geodesic convex hull of {P Y jt } j=2,...,J+1 , i.e. where there does not exist a λ ∈ ∆ J−1 such that (5) is perfectly satisfied. In this case, we already argued that the barycenter need not be unique, as the metric projection of a point on a convex set need not be unique in a positively curved space. Still, (8) will give a unique solution. This solution can be intuitively understood as the λ ∈ ∆ J−1 for which P Y 1t is "as close as possible to being a barycenter" in the L 2 -norm. Since it is a projection in the L 2 -space, it is unique, in contrast to a standard metric projection in Wasserstein space.
Obtaining the optimal weights λ via (8) requires two steps: computing the J optimal transport maps ∇ϕ j between P Y jt and P Y 1t followed by a linear regression (8) to find the optimal λ. For settings with small K and d, one can use standard approaches such as Benamou & Brenier (2000) and Benamou, Froese & Oberman (2014) . We use the method from Gunsilius & Schennach (2019) which is based on the approach in Chartrand, Wohlberg, Vixie & Bollt (2009) and works well in moderately many dimensions. Based on this, one can then compute the counterfactual distribution by computing the empirical barycenter of {P n Y jt } j=2,...,J+1 for the optimal weights λ. In settings where d or K is large, which will be the dominant setting in practice, computational approaches for obtaining the barycenter are not applicable anymore. Fortunately, in these cases, there have been introduced computationally efficient methods to compute the barycenter (Cuturi & Doucet 2014) . These approaches introduce an entropic regularization of the optimal transport problem which allows to solve the resulting empirical optimal transport problem efficiently via Sinkhorn iterations. This entropic regularization can be written as (Genevay, Cuturi, Peyré & Bach 2016 , Mena & Weed 2019 
where ε > 0, H(P |Q) is the relative entropy between probability measures P and Q defined by log dP dQ dP if P is absolutely continuous with respect to Q and +∞ otherwise. P ⊗ Q denotes the independence coupling.
The advantage of this regularization is that it makes the method applicable in reasonably high-dimensional settings. The drawback is that the transport map obtained via S ε (P, Q) does not coincide with the optimal transport map obtained via W 2 2 (P, Q) in general if ε is too large. Still, in the limit as ε → 0, these transport maps must necessarily coincide. We use these efficient methods for the practical implementation.
Asymptotics
In this section we derive the asymptotic distribution of the method and show when the bootstrap is valid. The first thing to prove for is consistency of the weights λ. For this we need a slight strengthening of Assumption 2 with respect to the measures P Y jt and P X j .
Assumption 3 (Hölder-continuous and bounded densities with convex support). The probability measures P Y jt and P X j , j = 1, . . . , J + 1, possess density functions that are β-Hölder continuous 18 for some β > 0 and uniformly bounded above and below on their convex support.
Assumption 3 is weak as it only requires that the respective densities are bounded and continuous; in fact, the Hölder coefficient can be made arbitrarily small. We focus on the case where ∇Φ t is computed in practice via the standard Wasserstein distance, as the whole approach relies on the approximation (8). However, it would also be interesting to develop an analogue to Proposition 1 for (10) directly, which is beyond the scope of this article.
Lemma 1. Under Assumptions 1 and 3, if (7) holds, then generically, the optimal λ n := {λ j,n } j=2,...,J+1 obtained by solving (8) for the empirical measures P n Y jt and P n Y 1t
converges in probability to the optimal λ * in (8).
The following proposition describes the large sample distribution when calculating the barycenter via the standard optimal transport maps. For this, we rely on the seminal results in del Barrio & Loubes (2019) . ∞ (P 2 (Y)) denotes the set of all bounded functions on the space of probability measures with finite second moments supported on Y := J+1 j=1 Y jt , t > T 0 , which by Assumption 1 is compact.
Proposition 3. Under Assumptions 1 and 3, if inf P ∈P 2 (Y) J+1 j=2λ j,n 2 E(S ε (P n Y jt , P )) admits a unique solution (barycenter), where {λ j,n } j=2,...,J+1 solve (8) for the empirical measures P n Y jt and P n Y 1t and λ * solves (8) for P Y jt and P Y 1t , t ≤ T 0 , then generically for all t > T 0 (Folland 2013, p. 138) . Z jt (P * ), (11) where P * = argmin
and Z jt (P * ) are J independent mean-zero Gaussian processes on ∞ (P 2 (Y)) with respective covariance kernel
where ϕ j is an optimal transportation potential potential from P Y jt to P . In this case, the standard bootstrap is consistent. If J+1 j=2λ j,n 2 E(W 2 2 (P n Y jt , P )) does not admit a unique solution (barycenter), then generically for all t > T 0
where S( E(W 2 2 )) is the set of all minimizers of J+1 j=2λ j,n 2 E(W 2 2 (P n Y jt , P )). In this case, the standard bootstrap is not valid.
In the case where the bootstrap is not valid, one can use standard subsampling approaches like the ones put forward in Dümbgen (1993) , Hong & Li (2018 ), or Fang & Santos (2018 . Also, the centering constant J+1 j=2λ j,n 2 E(W 2 2 (P n Y jt , P )) is general cannot be replaced with W 2 2 (P Y jt , P ), as the expression is only asymptotically unbiased (del Barrio & Loubes 2019).
In some cases, researchers will want to compute the barycenter for the entropyregularized optimal transport distance. The following proposition describes a large sample distribution for this case. It is derived for (10) using and building on the recent result in Mena & Weed (2019) . 19 Since uniqueness results for the Sinkhorn barycenter computed by (10) have not been established, we derive the large sample distribution for the case of a unique and a non-unique barycenter in the following. To save on notation, we follow Mena & Weed (2019) and just state the large sample result for ε = 1. One can transform this statement for all ε by scaling the support Y as
where P ε Y and (P Y ) ε are the pushforward measures of P Y and P Y via the transformation y → ε −1/2 y.
Proposition 4. Under Assumptions 1 and 3, if inf P ∈P 2 (Y) J+1 j=2λ j,n 2 E(S 1 (P n Y jt , P )) admits a unique solution (barycenter), where {λ j,n } j=2,...,J+1 solve (8) for the empirical measures P n Y jt and P n Y 1t and λ * solves (8) for P Y jt and P Y 1t , t ≤ T 0 , then generically for all t > T 0 ,
where P * = argmin
and Z jt (P * ) are J independent mean-zero Gaussian processes on ∞ (P 2 (Y)) with respective covariance kernel Var(f jt ). Here, f j ∈ L 1 (P Y jt ) is one of the two potentials, the other potential being g jt ∈ L 1 (P ), which solve the dual problem of (10) and in particular the equations
In this case, the standard bootstrap is consistent. If J+1 j=2λ j,n 2 E(S 1 (P n Y jt , P )) does not admit a unique solution (barycenter), then generically for all t > T 0
where S( E(S 1 )) is the set of all minimizers of J+1 j=2λ j,n 2 E(S 1 (P n Y jt , P )). In this case, the standard bootstrap is not valid.
Illustration
We apply the method to estimate the counterfactual joint distribution of income and age of disadvantaged single mothers in New England, using a subset of the data provided in Dube (2019) . Between 2010 and 2012 the minimum wage in all New England states except Vermont stayed constant (at different levels). In Vermont, the minimum wage increased by 9 cents from 2010 to 2011, and by another 31 cents between 2011 and 2012. We use Vermont as the treatment group and the other five New England states as potential control groups. We consider 2010 to be the only pre-treatment period and 2012 as the only post-treatment period.
The outcome of interest in all cases is the joint distribution of age of the mother (which we treat as a continuous variable) and overall equalized family income (consisting of wages and salary, non-cash transfers, and credit) defined as multiples of the federal poverty threshold as in Dube (2019) . We focus on single mothers between 18 and 65 years of age with at most a college degree and at most 3 times the overall equalized family income of the federal poverty threshold. We only focus on the outcome and do not match other covariates. 20 In order to obtain the optimal weightsλ n , we use the implementation from Gunsilius & Schennach (2019), which is based on the functional gradient descent approach for obtaining the optimal transport maps in Chartrand, Wohlberg, Vixie & Bollt (2009) . This approach requires smooth densities. We use the a standard kernel density estimator with cross-validated bandwidth, which we obtain via the np- Flamary & Courty (2017) . The respective densities are approximated by standard histograms, in contrast to the first stage for evaluating the optimal transport map, where smoothing is used. Figure 1 depicts the distribution of the treatment group post-treatment as well as the counterfactual distribution. We run a simple bootstrap procedure to obtain the 99% confidence interval of the Sinkhorn (i.e. entropy-regularized Wasserstein) distance between the counterfactual distribution and the observed treatment distribution. We select the empirical 1st and 99th percentile of the Sinkhorn distance of the bootstrap sample, respectively. The estimator of the distance between the treatment group and the synthetic control group is 0.0116 and the corresponding estimated confidence interval based on 1000 bootstrap repetitions with 80 randomly sampled data points for each state is [0.0103, 0.0272].
Conclusion
This article extends the idea of constructing synthetic control groups to general probability measures in the Wasserstein space. We introduce a bi-level optimization pro- gram for doing so and derive its properties, solution, as well as an efficient practical implementation.
We show that identification of the counterfactual distribution can be built around the concept of isometries, i.e. distance-preserving maps. The nonlinear approach towards synthetic controls in this article also reveals the main similarities and differences to the (nonlinear) difference-in-differences approach and shows under which settings one should use one or the other. Currently, we require our model to be strict isometries, which requires the dimension of the unobservable to be the same dimension as the observable. It would be interesting to relax the requirement to allow for approximate isometries, i.e. maps that preserve distances up to some small value ε. In this case, one will not obtain point-identification of the counterfactual law P Y 1t anymore, but the bounds obtained could still be informative enough to warrant this partial identification approach. This relaxation could also be interesting, as it would allow us to have a much higher-dimensional unobservable relative to the outcome, by using results similar to the Johnson-Lindenstrauss lemma (Johnson & Lindenstrauss 1984) , which provides approximate isometries between spaces of different dimensions. In general, the concept of (approximate) isometries could be useful beyond he synthetic controls setting.
The method currently requires all probability measures to be absolutely continuous with respect to Lebesgue measure and to have bounded support. The continuity requirement is restrictive in many practical settings. Many important covariates are discrete or even binary in practice. One could still use the current estimator by approximating the discrete distributions by continuous versions, but this introduces additional biases. It would be much better to extend the method to allow for a mixture of continuous and discrete variables. This extension has to be different than a simple relaxation of the current approach, however, as the Wasserstein barycenter does not even need to be unique for discrete distributions.
Also, to make the method applicable in truly high-dimensional settings, it is important to obtain efficient computational approaches for obtaining the optimal transport maps in the first step of the approach. Currently, the approach works well in moderately many dimensions. As the literature on computational implementations of optimal transport theory progresses, this limitation will very likely soon be overcome. 
A Proofs
Before turning to the proofs, we need to introduce notation. Following Agueh & Carlier (2011) , we define the space of continuous functions with at most quadratic growth by
which will be equipped with the norm
where · 2 denotes the Euclidean norm in R d and C b (R d ) denotes the space of all bounded and continuous functions. Throughout, we work in the closed subspace C q,0 of C q given by
is the space of all functions with vanishing tails. By a standard Rieszrepresentation (Aliprantis & Border 2006, chapter 14) , one can identify dual space of C q,0 by the space of all measures on R d with finite second moments, which we define by M 2 (R d ). P 2 (R d ) is then defined as M 2 (R d ) ∩ P(R d ), i.e. as the intersection of the dual space of C q,0 with the positive cone of all probability measures on R d .
A.1 Proof of Proposition 1
We split the proof into two lemmas and the main proof: Lemmas 2 and 3 show the existence of a solution of (3) and (4) and the main proof shows the uniqueness of the counterfactual P N Y 1t .
Lemma 2. Under Assumptions 1 and 2, the minimum in
is attained by a unique P (λ), which is continuous in λ ∈ ∆ J−1 in the weak topology for the dual of C q .
Proof. The following standard mathematical argument implies that P 2 (Y) is compact in the weak topology (i.e. the topology with respect to the dual space of C q (Y)). First, the Banach-Alaoglu theorem (Aliprantis & Border 2006, Theorem 6.21) implies that the closed unit ball in M 2 (R d ) is compact in the weak * -topology, i.e. the topology with respect to the dual space of C q,0 (R d ). Second, the cone of probability measures in M 2 (R d ) is closed, so that the intersection P 2 (R d ) is compact in the weak * -topology. Now since we consider a compact subset Y t ⊂ R d , it follows that C q (Y) = C 0,q (Y t ), so that their topologies coincide. We can therefore say that P 2 (Y t ) is compact in the weak topology defined as the topology of the dual space of C q (Y t ). The function W 2 2 (P, P Y jt ) is continuous in P in the weak topology (with respect to C q (Y t )) for fixed {P Y jt } j=2,...,J+1 . This follows from the fact that convergence in the Wasserstein metric on compact sets is equivalent to weak convergence (Santambrogio 2015, Theorem 5.9). Continuous functions on compact sets obtain their optimum, which shows that P (λ) exists for each λ ∈ ∆ J−1 . Uniqueness of P (λ) for every λ ∈ ∆ J−1 then follows from Proposition 3.5 in Agueh & Carlier (2011) under the assumption that at P Y jt is absolutely continuous with respect to Lebesgue measure for j = 2, . . . , J + 1 and t ≤ T 0 .
Define f :
We have already shown that f is continuous in P in the weak topology. It is also easy to see that f is continuous in λ. Furthermore, above we have shown that P 2 (Y t ) as the dual space of C q (Y t ) equipped with the weak topology is compact. Therefore, the Berge Maximum Theorem (Aliprantis & Border 2006, Theorem 17.31) implies that min P ∈P 2 (Yt) f (λ, P ) is continuous in λ, and that P (λ) = argmin P ∈P 2 (Yt) f (λ, P ) is an upper hemicontinuous correspondence in λ. Since P (λ) is unique for all λ ∈ ∆ J−1 by what we have shown above, it is a function and not a correspondence; in this case upper hemicontinuity of the correspondence reduces to continuity of the function, i.e. P (λ) is continuous in λ.
Lemma 3. Under Assumptions 1 and 2, there exists an optimal λ * ∈ ∆ J−1 which solves the optimization problem (3).
implies that there must exist an optimal λ * solving the outer optimization.
Proof of Proposition 1. Lemmas 2 and 3 have shown the existence of solutions to (3) under Assumption 1. Furthermore, Propositions 3.5 in Agueh & Carlier (2011) shows that a solution to (4) exists and is unique under Assumptions 1 and 2. Finally, Remark 3.9 in Agueh & Carlier (2011) shows that if condition (5) holds for some measure P , i.e. where ∇ϕ j is the optimal transport map between P Y jt and P , then P coincides with the barycenter P (λ) for this given λ. Therefore, if there exists a λ * ∈ ∆ J−1 such that condition (5) holds where ∇ϕ j is the optimal transport map between P Y jt and P Y 1t , then P Y 1t coincides with the unique barycenter P (λ * ) for given λ * . Note that there cannot exist λ = λ * ∈ ∆ J−1 which satisfy condition (5) such that P (λ) = P (λ * ). To see this, let λ * satisfy (5), which implies that its associated barycenter P (λ * ) coincides with P Y 1t , i.e. W 2 (P Y 1t , P (λ * )) = 0. Now since P (λ) = P (λ * ) and by the fact that W 2 (·, ·) is a metric on P 2 it holds that W 2 (P Y 1t , P (λ)) > 0, so that λ cannot solve (3).
Then solving (4) for this fixed λ * , one obtains a unique law P Y 1t by Proposition 3.5 in Agueh & Carlier (2011) .
A.2 Proof of Proposition 2
Proof. In the proof of Proposition 1, we have shown that it cannot happen that there exist λ = λ * ∈ ∆ J−1 which solve (3) such that P (λ) = P (λ * ). So suppose there are λ, λ * ∈ ∆ J−1 such that P (λ) = P (λ * ) and both satisfy condition (5), i.e. both solve (3). This means that
where ∇ϕ * is the optimal transport map between P Y 1t and P Y jt . Since
where there is at least one j for which λ j − λ * j = 0 since we assumed that λ = λ * . We can then subtract a multiple of the last equation from the first equation just as in the proof of Caratheodory's theorem to obtain
Now again similarly to the proof of Caratheodory's theorem we can choose
in which case it holds that α > 0, λ j −α(λ j −λ * j ) ≥ 0 for all j and λ j * −α(λ j * −λ j * ) = 0 for j * . This shows that one can write j =j * ∈{2,...,J+1} µ j (∇ϕ * j −Id) = 0, for µ ∈ ∆ J−2 , i.e. that one only needs one fewer element from P Y jt to obtain the barycenter.
To show that this setting with λ ∈ ∆ J−2 is rare in the sense that its complement is a generic condition, let us define T j := ∇ϕ * j − Id. This is a Lipschitz continuous, but not necessarily convex, mapping T j : Y t → Y t . Since Y t is compact, we can equip the space of Lipschitz continuous maps T j , which we define by L(Y t ), with the norm T := T ∞ + L(T ), where · ∞ is the standard L ∞ -norm with respect to Lebesgue measure on Y t and L(T ) is the minimal Lipschitz constant of T . It is a standard result that this makes this space of Lipschitz functions a Banach space. The goal then is to show that if we sample J + 1 functions from this Banach space such that they form a J-dimensional subspace, then they will generically not lie on a subspace of dimension J − 1 or lower.
The idea is to show that the J −1-dimensional subspace of is nowhere dense in the J-dimensional subspace of L(Y t ). For this we do not even need to work in a Banach space and can reduce the problem to considering R J−1 as a subspace of R J in the standard Euclidean norm. But this is a well-known result, i.e. J + 1 vectors sampled such that they lie on a J-dimensional subspace will generically not lie on a subspace of lower dimension.
To transform this result to our setting, note that the Wasserstein convex hull of {P Y jt } j=2,...,J+1 is closed, as it is the convex hull of finitely many extreme points. Therefore any subset that concentrates on a lower-dimensional subspace is nowhere dense in the convex hull of {P Y jt } j=2,...,J+1 . This implies that, generically, the elements {P Y jt } j=2,...,J+1 form a J-dimensional subset of L(Y t ). This then implies that, generically, when there are J control elements, then λ ∈ ∆ J−1 and not a lower-dimensional set.
A.3 Proof of Theorem 1
Proof. Without loss of generality, let τ f and τ h , the scaling parameters of the scaled isometries f and h, be equal to unity, so that we can work with isometries. The reason is that the scaling does not affect the relative distance between the respective measures, but only changes the overall distance. The proof is then straightforward with the definition of an isometry. In particular, as h(t, ·) is a surjective isometry in 2-Wasserstein space for all t, it holds that
for j, i = 1, . . . , J + 1, where h t (·) ≡ h(t, ·), and h t P U j denotes the pushforward measure of P U j via h t . Now condition (7) implies that W 2 2 (P Y 1t , P * (λ * )) = 0, for P * (λ * ) = argmin
where P Y jt is the law that contains both the outcome distributions as well as the potential covariates. Denote
for t ≤ T 0 . By the fact that h(t, ·) is a surjective isometry, which means that h −1 (t, ·) is a surjective isometry, it holds that
Applying h(t, ·) to this for t > T 0 gives
Since h(t, ·) is the production function under the setting of "no-treatment", P N Y 1t = h t P U 1t for t > T 0 . Moreover, no distances have changed between the distributions, so that if P Y 1t coincides with P * (λ * ) for t ≤ T 0 , then the same is true for t > T 0 . This implies that
But this is what our method of distributional synthetic controls calculates.
A.4 Proof of Lemma 1
Proof. Under (7), we can fix t. Since P n Y 1t and P n Y jt are the empirical measures corresponding to P Y 1t and P Y jt , they converge weakly in probability to their population counterparts, i.e. for every bounded continuous
Under Assumptions 1 and 3, it follows by Theorem A.2 in Chernozhukov, Galichon, Hallin & Henry (2017) that the empirical transport maps ∇φ jt,n converge locally uniformly in probability to the theoretical transport maps ∇ϕ jt as n → ∞.
Locally uniform convergence in probability means that P sup y∈K ∇φ jt,n (y) − ∇ϕ jt (y) 2 ≥ η → 0 for all η > 0 as n → ∞ for any compact subset K ⊂ Y • jt , where Y • jt denotes the interior of the respective support of P Y jt . Here, · 2 denotes the Euclidean norm. Under Assumption 3, the optimal transport maps ∇ϕ jt are invertible for almost every y with inverse ∇ϕ * jt (Villani 2003, Theorem 2.12), so that P sup y∈K ∇φ * jt,n (y) − ∇ϕ * jt (y) 2 ≥ η → 0 for all η > 0 as n → ∞ for any compact subset K ⊂ Y • 1t . Since ∆ J−1 is compact and the function λ ∇Φ * t −Id 2 L 2 is continuous and finite in λ, it holds that the optimal λ is a well-separated minimum to the problem (8) as it is generically unique. This implies that the corresponding functional in the population is uniformly continuous in λ at this objective function (van der Vaart & Wellner 2013, p. 286 ). Furthermore, by Hölder's inequality, it follows that uniform convergence of ∇φ * jt,n on compacta implies convergence in L 2 -norm on these compacta. By the reverse triangle inequality, it follows that
and the term on the right converges to zero for every η > 0 on compacta K ⊂ Y t by the consistency of ∇φ * jt,n . This convergence is uniform for all λ ∈ ∆ J−1 . Therefore, by Theorem 2.1 Newey & McFadden (1994) , it holds thatλ n → λ * in probability. By the fact that the compact Y t can be covered by open subsets, it must hold that the optimalλ n over each of the compact subsets K ⊂ Y t must converge to the same λ * in the population by the uniqueness of the latter.
A.5 Proof of Proposition 3
Proof. Under Assumptions 1 and 3, it follows from Theorem 4.1 in del Barrio & Loubes (2019) 
for all t > T 0 and fixed P ∈ P 2 (R d ) with compact support. Since all measures P Y jt are sampled independently from each other, it follows from the continuous mapping theorem (van der Vaart & Wellner 2013, Theorem 1.11 
for every {λ j } j=2,...,J+1 ∈ ∆ J−1 , where Z j ∼ N (0, σ 2 (P Y jt , P )). By the consistency of λ shown in Lemma 1 and Slutsky's theorem it follows that
whereλ j,n is the optimal weight for (8) for {P n X j } j=2,...,J+1 . (18) only holds pointwise for every P . The next step is to prove uniform convergence of the above expression for all P ∈ P 2 (Y). In order to obtain a weak limit theorem over ∞ (P 2 (Y)), the space of all bounded functions on P 2 (Y), we need to show convergence of the marginal distributions and stochastic equicontinuity of the stochastic process defined for the pointwise central limit theorem. From now on, we make the dependence of Z j on P explicit by writing Z j (P ). The convergence of the marginals follows directly from the central limit theorem (18) . So let us focus on asymptotic equicontinuity.
Uniform asymptotic equicontinuity follows if we can show
in probability (Newey 1991) . For this, the first thing to show is equicontinuity of J+1 j=2 λ j 2 E(W 2 2 (P n Y jt , P )) in P in the weak topology. But this follows from the fact that W 2 2 metrizes weak convergence on compact supports (Santambrogio 2015, Theorem 5.10) and the reverse triangle inequality. In particular, for any sequence {P k } k∈N
since W 2 2 satisfies the triangle inequality (Santambrogio 2015, chapter 5). Now denote by D the diameter of the joint support of P Y jt for all j and P . Since
where T V (P Y jt , P ) is the total variation distance between probability measures, W 2 2 (P Y jt , P k ) is bounded for all k ∈ N, as D < +∞ under Assumption 1. Therefore, W 2 2 (P Y jt , P k ) is bounded above by a finite constant for all P k . Since this constant is integrable, we can apply the dominated convergence theorem to conclude that
This shows that E(W 2 2 (P n Y jt , P )) is equicontinuous in P . The continuity of the weighted average then implies continuity of the whole expression.
But now notice that J+1 j=2λ j,n
j,n 2 W 2 2 (P , P ) + W 2 2 (P , P ) = J+1 j=2λ j,n W 2 2 (P , P ) ,
where the second to last line follows from the fact that the expectation is with respect to the random variables. Since W 2 2 metrizes weak convergence on compact supports (Santambrogio 2015, Theorem 5.10), by Corollary 2.2 in Newey (1991) it follows from this and the equicon-
in probability. This shows stochastic equicontinuity. Furthermore, P 2 (Y) is compact and hence totally bounded in the weak topology. Therefore, the marginal central limit theorem (18), the asymptotic uniform equicon-tinuity, and the compactness of P 2 (Y) in the weak topology imply that
where J+1 j=2 λ * j 2 Z j (P ) has uniformly continuous sample paths almost everywhere by Theorem 1.5.7 and Addendum 1.5.8 in van der Vaart & Wellner (2013) . Now we want to apply the delta method (van der Vaart & Wellner 2013, chapter 3.9). For this, we need to show Hadamard differentiability of
for {λ j } j=2,...,J+1 ∈ ∆ J−1 . We do this by employing the recently introduced results for (directional) Hadamard differentiability of supremum functionals in Cárcamo, Rodríguez & Cuevas (2019) . In the following, we denote the Hadamard deriva-
Here, C(P 2 (Y), w) denotes the set of all continuous functions on P 2 (Y) with respect to the weak topology. Now, if J+1 j=2λ j,n 2 E(W 2 2 (P n Y jt , P )) admits a unique solution on P 2 (Y), the Corollary 2.3 in Cárcamo, Rodríguez & Cuevas (2019) 
is fully Hadamard differentiable at E(W 2 2 (P n Y jt , P )) tangentially to C(P 2 (Y), w) with Hadamard derivative
This follows from the continuity of J+1 j=2 λ j 2 E(W 2 2 (P n Y jt , P )) as shown above. Therefore, by the standard delta method (van der Vaart & Wellner 2013, Theorem 3.9.4) it holds in this case that
where P * is as above. Furthermore, in this case it follows immediately from Theorem 3.9.11 in van der Vaart & Wellner (2013) that the bootstrap is valid. If J+1 j=2λ j,n 2 E(W 2 2 (P n Y jt , P )) does not admit a unique solution on P 2 (Y), then by Corollary 2.2 in Cárcamo, Rodríguez & Cuevas (2019) 
is only directionally Hadamard differentiable at E(W 2 2 (P n Y jt , P )) tangentially to C(P 2 (Y), w) with Hadamard derivative
where S( E(W 2 2 )) is the set of all minimizers of J+1 j=2λ j,n 2 E(W 2 2 (P n Y jt , P )). In this case, it follows from the delta method for directional derivatives (Shapiro 1991) that
In this case, the bootstrap is not consistent, but certain subsampling approaches are, see for instance Dümbgen (1993) , Hong & Li (2018 ), or Fang & Santos (2018 .
A.6 Proof of Proposition 4
Proof. The proof is analogous to the proof of Proposition 3. Under Assumptions 1 and 3, it follows from Theorem 3 in Mena & Weed (2019) that
for all t > T 0 and fixed P ∈ P 2 (R d ) with compact support. Here, f j ∈ L 1 (P Y jt ) is the potential corresponding to P Y jt of the dual problem of (10) for P X replaced by P Y jt and P Y replaced by P . In particular, f j and the other potential g j ∈ L 1 (P ) solve the equations
Since all measures P Y jt are sampled independently from each other, it follows from the continuous mapping theorem (van der Vaart & Wellner 2013, Theorem 1.11.1)
. By the consistency of λ shown in Lemma 1 and Slutsky's theorem it follows that √ n J+1 j=2λ j,n 2 S 1 (P n Y jt , P ) − E(S 1 (P n Y jt , P )) J+1 j=2 λ * j 2 Z j , whereλ j,n is the optimal weight for (8) for {P n X j } j=2,...,J+1 . (18) only holds pointwise for every P . The next step is to prove uniform convergence of the above expression for all P ∈ P 2 (Y). In order to obtain a weak limit theorem over ∞ (P 2 (Y)), the space of all bounded functions on P 2 (Y), we need to show convergence of the marginal distributions and stochastic equicontinuity of the stochastic process defined for the pointwise central limit theorem. From now on, we make the dependence of Z j on P explicit by writing Z j (P ). The convergence of the marginals follows directly from the central limit theorem (18) . So let us focus on asymptotic equicontinuity.
Uniform asymptotic equicontinuity follows if we can show sup P ∈P 2 (Y) J+1 j=2λ j,n 2 S 1 (P n Y jt , P ) − E(S 1 (P n Y jt , P )) → 0 in probability (Newey 1991) .
For this, the first thing to show is equicontinuity of J+1 j=2 λ j 2 E(S 1 (P n Y jt , P )) in P in the weak topology. But this follows from the fact that S 1 metrizes weak convergence on compact supports (Feydy, Séjourné, Vialard, Amari, Trouve & Peyré 2019, Theorem 1) and the reverse triangle inequality. In particular, for any sequence {P k } k∈N S 1 (P Y jt , P k ) − S 1 (P Y jt , P ) ≤ S 1 (P k , P ) since S 1 satisfies the triangle inequality Cuturi (2013) . Now by Theorem 1 in Genevay, Chizat, Bach, Cuturi & Peyré (2019) , it holds for any measure P Y jt on Y jt that
where D is the diameter of Y jt . Under Assumption 1 D < +∞. The same bound holds for P replaced by {P k } k∈N . Now since
where T V (P Y jt , P ) is the total variation distance between probability measures, W 2 2 (P Y jt , P k ) is bounded for all k ∈ N. Therefore, S 1 (P Y jt , P k ) is bounded above by a finite constant for all P k . Since this constant is integrable, we can apply the dominated convergence theorem to conclude that lim k→∞ E(S 1 (P n Y jt , P k )) = E lim k→∞ S 1 (P n Y jt , P k ) = E S 1 (P n Y jt , P ) .
This shows that E(S 1 (P n Y jt , P )) is equicontinuous in P . The continuity of the weighted average then implies continuity of the whole expression.
But now notice that J+1 j=2λ j,n 2 S 1 (P n Y jt , P ) − E(S 1 (P n Y jt , P )) − S 1 (P n Y jt , P ) + E(S 1 (P n Y jt , P ) ≤ J+1 j=2λ j,n 2 S 1 (P n Y jt , P ) − S 1 (P n Y jt , P ) + E(S 1 (P n Y jt , P )) − E(S 1 (P n Y jt , P )) = J+1 j=2λ j,n 2 S 1 (P n Y jt , P ) − S 1 (P n Y jt , P ) + E(S 1 (P n Y jt , P ) − S 1 (P n Y jt , P )) ≤ J+1 j=2λ j,n 2 (|S 1 (P , P )| + |E(S 1 (P , P ))|) = J+1 j=2λ j,n 2 (|S 1 (P , P )| + |S 1 (P , P )|) = J+1 j=2λ j,n |S 1 (P , P )| ,
where the second to last line follows from the fact that the expectation is with respect to the random variables.
Since S 1 metrizes weak convergence on compact supports (Feydy, Séjourné, Vialard, Amari, Trouve & Peyré 2019, Theorem 1), by Corollary 2.2 in Newey (1991) it follows from this and the equicontinuity of J+1 j=2 λ j 2 E(S 1 (P n Y jt , P )) that sup P ∈P 2 (Y) J+1 j=2λ j,n 2 S 1 (P n Y jt , P ) − E(S 1 (P n Y jt , P )) → 0 in probability. This shows stochastic equicontinuity. Furthermore, P 2 (Y) is compact and hence totally bounded in the weak topology. Therefore, the marginal central limit theorem (18), the asymptotic uniform equicontinuity, and the compactness of P 2 (Y) in the weak topology imply that √ n J+1 j=2λ j,n 2 S 1 (P n Y jt , P ) − E(S 1 (P n Y jt , P )) J+1 j=2 λ * j 2 Z j (P ) on ∞ (P 2 (Y)), (20) where J+1 j=2 λ * j 2 Z j (P ) has uniformly continuous sample paths almost everywhere by Theorem 1.5.7 and Addendum 1.5.8 in van der Vaart & Wellner (2013) . Now we want to apply the delta method (van der Vaart & Wellner 2013, chapter 3.9). For this, we need to show Hadamard differentiability of inf P ∈P 2 (R d ) J+1 j=2 λ j 2 E(S 1 (P n Y jt , P )) for {λ j } j=2,...,J+1 ∈ ∆ J−1 . We do this by employing the recently introduced results for (directional) Hadamard differentiability of supremum functionals in Cárcamo, Rodríguez & Cuevas (2019) . In the following, we denote the Hadamard derivative of inf P ∈P 2 (Y) J+1 j=2λ j,n 2 E(S 1 (P n Y jt , P )) in the direction of g ∈ C(P 2 (Y), w) by i E(S 1 ) (g). Here, C(P 2 (Y), w) denotes the set of all continuous functions on P 2 (Y) with respect to the weak topology. Now, if J+1 j=2λ j,n 2 E(S 1 (P n Y jt , P )) admits a unique solution on P 2 (Y), the Corollary 2.3 in Cárcamo, Rodríguez & Cuevas (2019) implies that inf P ∈P 2 (Y) J+1 j=2λ j,n 2 E(S 1 (P n Y jt , P ))
is fully Hadamard differentiable at E(S 1 (P n Y jt , P )) tangentially to C(P 2 (Y), w) with Hadamard derivative i E(S 1 ) (h) = h(P * ), P * = argmin P ∈P 2 (Y) J+1 j=2λ j,n 2 E(S 1 (P n Y jt , P )).
This follows from the continuity of J+1 j=2 λ j 2 E(S 1 (P n Y jt , P )) as shown above. Therefore, by the standard delta method (van der Vaart & Wellner 2013, Theorem 3.9.4) it holds in this case that where P * is as above. Furthermore, in this case it follows immediately from Theorem 3.9.11 in van der Vaart & Wellner (2013) that the bootstrap is valid. If J+1 j=2λ j,n 2 E(S 1 (P n Y jt , P )) does not admit a unique solution on P 2 (Y), then by Corollary 2.2 in Cárcamo, Rodríguez & Cuevas (2019) it follows that inf P ∈P 2 (Y) J+1 j=2λ j,n 2 E(S 1 (P n Y jt , P )) is only directionally Hadamard differentiable at E(S 1 (P n Y jt , P )) tangentially to C(P 2 (Y), w)
with Hadamard derivative i E(S 1 ) (h) = inf P ∈S( E(S 1 )) h(P ),
where S( E(S 1 )) is the set of all minimizers of J+1 j=2λ j,n 2 E(S 1 (P n Y jt , P )). In this case, it follows from the delta method for directional derivatives (Shapiro 1991) that
