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Abstract
The GVW algorithm is a signature-based algorithm for computing Gro¨bner bases. If the
input system is not homogeneous, some J-pairs with higher signatures but lower degrees
are rejected by GVW’s Syzygy Criterion, instead, GVW have to compute some J-pairs with
lower signatures but higher degrees. Consequently, degrees of polynomials appearing during
the computations may unnecessarily grow up higher and the computation become more
expensive. In this paper, a variant of the GVW algorithm, called M-GVW, is proposed
and mutant pairs are introduced to overcome inconveniences brought by inhomogeneous
input polynomials. Some techniques from linear algebra are used to improve the efficiency.
Both GVW and M-GVW have been implemented in C++ and tested by many examples
from boolean polynomial rings. The timings show M-GVW usually performs much better
than the original GVW algorithm when mutant pairs are found. Besides, M-GVW is also
compared with intrinsic Gro¨bner bases functions on Maple, Singular and Magma. Due to
the efficient routines from the M4RI library, the experimental results show that M-GVW is
very efficient.
Keywords: Gro¨bner basis, the GVW algorithm, signature-based algorithm, linear algebra,
boolean polynomial ring.
1. Introduction
Gro¨bner bases, proposed by Buchberger in 1965 (Buchberger, 1965), have been proven to
be very useful in many aspects of algebra. In the past forty years, many efficient algorithms
have been proposed to compute Gro¨bner bases. One important improvement is that Lazard
pointed out the strong relation between Gro¨bner bases and linear algebra (Lazard, 1983).
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This idea has been implemented in F4 by Fauge`re(Fauge`re, 1999), and also as XL type
algorithms by Courtois et al. (Courtois, 2000) and Ding et al. (Ding et al., 2008).
Fauge`re introduced the concept of signatures for polynomials and presented the famous
F5 algorithm (Fauge`re, 2002). Since then, signature-based algorithms have been widely in-
vestigated, and several variants of F5 have been presented, including F5C (Eder and Perry,
2010), extended F5 (Hashemi and Ars, 2010), F5 with revised criterion (the AP algo-
rithm) (Arri and Perry, 2011), and RB (Eder and Roune, 2013). Gao et al. proposed an-
other signature based algorithm G2V (Gao et al., 2010) in a different way from F5, and
GVW(Gao et al., 2010) (which is unpublished) is an extended version of G2V. The authors
also studied generalized criteria and signature-based algorithms in solvable polynomial al-
gebra in (Sun and Wang, 2011; Sun et al., 2012).
In GVW, criteria reject J-pairs with higher signatures, and process J-pairs with lower
signatures instead. However, when input systems are inhomogeneous, J-pairs with higher
signatures do not always have higher degrees, where by saying degrees of polynomials, we
mean the total degrees of polynomials. This is not good for Gro¨bner basis computations,
and particularly not good for an implementation of GVW using linear algebra, because as
suggested by Fauge`re in (Fauge`re, 1999, 2002), a good strategy of dealing with critical pairs
(equivalent to J-pairs in GVW) in a batch is to select all critical pairs with the minimal
degree. The reason is that critical pairs with higher degrees usually lead to larger matrices,
which will cost much more time for eliminations. Some influences of inhomogeneous input
systems were also discussed by Eder (Eder, 2013).
We find that with GVW’s Syzygy Criterion is possible to reject J-pairs with higher
signatures but lower degrees such that GVW has to compute J-pairs with lower signatures
but higher degrees. After analysis, we find that such phenomenons are caused by some
mutant pairs, which will be defined in Section 2, and then we propose a variant of the
GVW algorithm (called M-GVW). In M-GVW, when mutant pairs are found during the
computations, we will append them to the initial input system and assign new signatures to
such mutant pairs. In this way, J-pairs generated by mutant pairs will not be all rejected by
GVW’s Syzygy Criterion, and hence, the maximal degree of polynomials appearing in the
computations will not become too high. Particularly, for homogeneous polynomial systems,
no mutant pairs will be generated and M-GVW is exactly the GVW algorithm.
For implementations of signature-based algorithms, Roune and Stillman efficiently im-
plemented GVW and AP without using linear algebra (Roune and Stillman, 2012). Fauge`re
mentioned a matrix F5 in (Fauge`re and Rahmany, 2009). A matrix F5 was described in
more detail in an unpublished paper by Albrecht and Perry (Albrecht and Perry, 2010). We
have implemented both the original GVW and M-GVW with linear algebra over boolean
polynomial rings. For eliminations of matrices, we hope to take the advantage of fast arith-
metics of dense matrices over GF(2) provided by the library M4RI (Albrecht and Bard,
2013). However, reductions in signature-based algorithms must be done in one direction,
i.e. rows with higher signatures can only be eliminated by rows with lower signatures. So
functions from M4RI cannot be used directly. We propose a method to do such one-direction
eliminations for dense matrices by modifying functions from M4RI in our implementations.
The timings show M-GVW usually performs much better than the original GVW al-
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gorithm when mutant pairs are found. Besides, M-GVW is also compared with intrinsic
Gro¨bner bases functions on Maple, Singular and Magma. The experimental results show
that M-GVW is very efficient.
This paper is organized as follows. In Section 2, we revisit the GVW algorithm and
present M-GVW on a theoretical level. In Section 3, we discuss details on implementing
M-GVW over boolean polynomial rings. Some experimental results are shown in Section 4.
Conclusion remarks follow in Section 5.
2. A variant of the GVW algorithm
In this section, we present a variant of GVW (M-GVW) in theoretical level. We give this
new algorithm over general polynomial rings, i.e. with no special assumptions on ground
fields and monomial orderings.
2.1. The GVW algorithm revisited
Most of notations and definitions are inherited from Gao et al.’s original paper. For more
details, please see (Gao et al., 2010).
LetR = K[x1, . . . , xn] be a polynomial ring over a field K with n variables, and {f1, · · · , fm}
is a finite subset of R. We want to compute a Gro¨bner basis for the ideal
I = 〈f1, · · · , fm〉 = {p1f1 + · · ·+ pmfm | p1, · · · , pm ∈ R}
with respect to some monomial ordering on R.
Let F = (f1, · · · , fm) ∈ R
m, and consider the following R-module of Rm × R:
M = {(u, f) ∈ Rm × R | u · F = f}.
Let ei be the i-th unit vector of R
m, i.e. (ei)j = δij where δij is the Kronecker delta. Then
the R-module M is generated by {(e1, f1), · · · , (em, fm)}.
A monomial in R has the form xα = Πni=1x
ai
i , where α = (a1, . . . , an) ∈ N
n and N is the
set of all non-negative integers. A monomial in Rm is of the form xαei, where 1 ≤ i ≤ m
and α ∈ Nn. For monomials in Rn, we say xαei divides x
βej (or x
αei | x
βej for short), if
i = j and xα divides xβ , and the quotient is defined as (xβei)/(x
αei) = x
β−α ∈ R.
Fix any monomial ordering ≺p on R and any monomial ordering ≺s on R
m (subscripts
p and s stand for polynomial and signature respectively). Please note that ≺s may or may
not be related to ≺p in theory, although we always assume ≺s is compatible with ≺p
practically, i.e. xα ≺p x
β if and only if xαei ≺s x
βei for 1 ≤ i ≤ m. To make descriptions
simpler, we use the following notations for leading monomials:
lm(f) = lm≺p(f) and lm(u) = lm≺s(u),
for any f ∈ R and any u ∈ Rm. Leading monomials of f ∈ R and u ∈ Rm are monomials
without coefficients in R and Rm respectively. We define lm(f) = 0 if f = 0, and 0 ≺p x
α
for any non-zero monomial xα in R; similarly for monomials in Rm. In the rest of this paper,
we use ≺ to represent ≺p and ≺s for short, if no confusion occurs.
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For a pair (u, f) ∈ M, lm(u) is called the signature of (u, f). This definition is the
same as that used in GVW, but different from those used in (Fauge`re, 2002; Arri and Perry,
2011). The difference is discussed in (Gao et al., 2010).
Let (u, f) ∈M and B ⊂M, we say (u, f) is top-reducible by B, if there exists (v, g) ∈
B with g 6= 0, such that lm(g) divides lm(f) and lm(u)  lm(tv) where t = lm(f)/lm(g).
The corresponding top-reduction is then
(u, f)− ct(v, g) = (u− ctv, f − ctg),
where c = lc(f)/lc(g). Particularly, this top-reduction is called regular, if lm(u) ≻ lm(tv);
and super if lm(u) = lm(tv).1 Clearly, (u− ctv, f − ctg) is also an element in M.
A subset G of M is called a strong Gro¨bner basis for M if every nonzero pair (pairs
6= (0, 0)) in M is top-reducible by G. By Proposition 2.2 of (Gao et al., 2010), let G =
{(vi, gi) | 1 ≤ i ≤ s} be a strong Gro¨bner basis for M. Then {gi : 1 ≤ i ≤ s} is a Gro¨bner
basis for I = 〈f1, . . . , fm〉.
Next, we define joint pairs/J-pairs. Suppose (u, f), (v, g) ∈ M are two pairs with f
and g both nonzero. Let t = lcm(lm(f), lm(g)), tf = t/lm(f) and tg = t/lm(g). Then
the J-pair of (u, f) and (v, g) is defined as: tf(u, f) (or tg(v, g)), if lm(tfu) ≻ lm(tgv) (or
lm(tfu) ≺ lm(tgv)). For the case lm(tfu) = lm(tgv), the J-pair is not defined. Note that
the J-pair of (u, f), (v, g) ∈ M is also a pair in M. Assume tf (u, f) is the J-pair of (u, f)
and (v, g), the degree of tf (u, f) is defined as deg(tff), i.e. the degree of the polynomial
part. For convenience, we call a J-pair is of G ⊂M, if this J-pair is the J-pair of two pairs
in G.
For a pair (u, f) ∈ M and a set G ⊂ M, we say (u, f) is covered by G, if there is a
pair (v, g) ∈ G, such that lm(v) divides lm(u) and tlm(g) ≺ lm(f) (strictly smaller) where
t = lm(u)/lm(v).
Two criteria are used in the GVW algorithm.
[Syzygy Criterion] For a J-pair tf (u, f) of a set G ∈ M, if there exist (v, 0) ∈ G such
that lm(v) divides tf lm(u), then this J-pair can be discarded.
[Second Criterion] For a J-pair of a set G ∈ M, if this J-pair is covered by G, then this
J-pair can be discarded.
In this paper, we call the second criterion Rewriting Criterion. Arri and Perry pro-
posed a quite similar criterion to Rewriting Criterion in (Arri and Perry, 2011). Com-
ments on Arri-Perry’s criterion and Rewriting Criterion can be found in (Gao et al., 2010;
Roune and Stillman, 2012).
The following GVW algorithm is slightly modified from its original version. We delete
the output of a Gro¨bner basis for the syzygy module of input polynomials, because we only
care about the Gro¨bner basis of input polynomials in current paper. We emphasize that for
a pair (u, f) ∈ M, only (lm(u), f) is stored in the latest version of the GVW algorithm.
Related conceptions, such as top-reduction, J-pairs and cover, are defined similarly. Please
see (Gao et al., 2010) for more details.
1Regular top-reduction defined here is slightly different from its original version in (Gao et al., 2010),
but this will not affect proofs of related propositions and theorems.
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Algorithm 1: The GVW algorithm
Input : f1, . . . , fm ∈ R = K[x1, . . . , xn], monomial orderings for R and R
m.
Output: A Gro¨bner basis of I = 〈f1, . . . , fm〉.
1 begin
2 H←−{lm(fjei − fiej) | 1 ≤ i, j ≤ m}
3 G←−{(lm(ei), fi) | 1 ≤ i ≤ m}
4 JP←−{all J-pairs of G}
5 while JP 6= ∅ do
6 Let t(xαei, f) ∈ JP (⋆)
7 JP←−JP \ {t(xαei, f)}
8 if txαei is divisible by monomials in H then
9 GotoStep5 (Syzygy Criterion)
10 if t(xαei, f) is covered by G then
11 GotoStep5 (Rewriting Criterion)
12 (xγei, h)←−Regular top-reduce (tx
αei, tf) by G.
13 if h = 0 then
14 H←−H ∪ {xγei}
15 GotoStep5
16 for (xβej , g) ∈ G s.t. lm(g)x
γei 6= lm(h)x
βej do
17 H←−H ∪ {max(lm(g)xγei, lm(h)x
βej)}
18 JP←−JP ∪ {J-pair of (xγei, h) and (x
βej, g)}
19 G←−G ∪ {(xγei, h)}
20 return {g | (xβej, g) ∈ G}
There are some remarks on the GVW algorithm.
1. At Step 6 (marked with black star), a J-pair can be selected from JP in any order. In
Section 3, we prefer to choosing J-pairs with minimal degrees first.
2. Proposition 2.2 in (Gao et al., 2010) ensures correctness of GVW when J-pairs are
computed in any order.
3. The finite termination of GVW is proved by Theorem 3.1 in (Gao et al., 2010) when
monomial orderings of R and Rm are compatible. Particularly, GVW also terminates
in finite steps when J-pairs are computed in any order. This proof is first given by
Theorem 3.5 in (Sun et al., 2012).
4. The GVW algorithm in (Gao et al., 2010) retains only one J-pair (the one with the
minimal polynomial part) when there are several J-pairs having the same signature.
This process can be implied by the “cover check” at step 10.
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2.2. Motivation and main ideas
The motivation of varying GVW arises when we are implementing GVW with linear
algebra in boolean polynomial rings. To control the size of appearing matrices as small as
possible, we deal with J-pairs with the minimal degree first. That is, at Step 6 of GVW,
we find the minimal degree of all J-pairs in JP first, and then choose the J-pair with the
smallest signature among J-pairs with the minimal degree.
However, we are quite surprised to find that when computing a Gro¨bner basis for
HFE 25 96 from (Steel, 2004), degrees of matrices always grow up to 5, this makes our
implementation much less efficient, because the sizes of matrices with degree 5 are much
larger than those with degree 4, and moreover, it has been shown in (Fauge`re and Joux,
2003) that Gro¨bner basis of this example can definitely be obtained with degrees of matrices
smaller than 5. Here the degree of a matrix is the maximal degree of the polynomials to
construct this matrix.
We find the above phenomenon does not depend on the computing orders of J-pairs. In
order to illustrate this phenomenon clearly, we finally get the following example after testing
many examples.
Example 2.1. Let {f1, f2, . . . , f11} ⊂ R = F2[x1, x2, . . . , x9], where F2 is the Galois Field
GF (2), and
f1 = x1x2x5x6 + x2x3x7x9 + x7, f2 = x1x2x6x8 + x3x4x7,
fi+2 = x
2
i + xi, for 1 ≤ i ≤ 9.
Monomial ordering ≺p in R is the Graded Reverse Lexicographic ordering, and ≺s in R
11 is
a position over term extension of ≺p:
xαei ≺s x
βej iff i > j, or i = j and x
α ≺p x
β .
Thus, e1 ≻ e2 ≻ · · · ≻ e11.
For this example, GVW needs to deal with J-pairs having degree bigger than 5, while
the maximal degree of matrices in the F4 algorithm with criteria from (Buchberger, 1979) is
only 5. This implies some “useful” J-pairs with degrees not bigger than 5 have been rejected
by GVW’s criteria.
Now, we will discuss this example in details. We compute a Gro¨bner basis for 〈f1, . . . , f11〉
by GVW with the following strategy for selecting J-pairs at Step 6:
1. deg←−the minimal degree of J-pairs in JP.
2. (xαei, f)←− J-pair with the smallest signature in the set {(x
βej, g) ∈ JP | deg(g) =
deg}.
Since the fi’s are all inhomogeneous, the above strategy leads to that J-pairs are not handled
in an increasing order on signatures2.
2Even dealing with J-pairs in an increasing order on signatures, GVW still has to reduce J-pairs with
degrees bigger than 5 before a strong Gro¨bner basis is obtained.
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Due to page limitation, we only present some results here. Initially, we have G =
{(e1, f1), (e2, f2), . . . , (e11, f11)}. Before dealing with J-pairs with degree 6, the following
polynomials are generated one by one:
(x8e2, f12 = x3x4x7x8 + x3x4x7),
(x6e2, f13 = x3x4x6x7 + x1x2x6x8),
(x2e2, f14 = x2x3x4x7 + x1x2x6x8),
(x1e2, f15 = x1x3x4x7 + x1x2x6x8),
(x8e1, f16 = x2x3x7x8x9 + x3x4x5x7 + x7x8),
(x6e1, f17 = x2x3x6x7x9 + x1x2x5x6 + x6x7),
(x5e1, f18 = x2x3x5x7x9 + x1x2x5x6 + x5x7),
(x2e1, f19 = x2x7 + x7),
(x1e1, f20 = x1x2x3x7x9 + x1x2x5x6 + x1x7),
(x2x3x8x9e1, f21 = x3x4x5x7 + x3x7x8x9 + x7x8),
(x2x3x6x9e1, f22 = x3x6x7x9 + x3x7x9 + x6x7 + x7),
(x2x3x5x9e1, f23 = x3x5x7x9 + x3x7x9 + x5x7 + x7),
(x1x2x3x9e1, f24 = x1x3x7x9 + x2x3x7x9 + x1x7 + x7).
During computations, many leading monomial of syzygies in M are generated, among
them the one x2x3x4e1 (obtained before f20) is important, since it has been used to reject
many other J-pairs.
So far, all J-pairs with degrees not bigger than 5 have been considered. It is easy
to check {f1, f2, . . . , f24} is not a Gro¨bner basis of 〈f1, f2, . . . , f11〉. However, for the same
ideal, F4 algorithm with criteria from (Buchberger, 1979) can obtain a Gro¨bner basis without
computing any critical pairs with degrees bigger than 5. Comparing GVW and F4 algorithm
step by step, finally, we find the following J-pairs:
x4(x2x3x5x9e1, f23), x4(x1x2x3x9e1, f24),
x4(x2x3x6x9e1, f22), x1x5x6(x2e1, f19),
x1x6x8(x2e1, f19), x3(x2x3x8x9e1, f21),
x4(x2x3x8x9e1, f21), x3(x1x2x3x9e1, f24),
x9(x1x2x3x9e1, f24), x3(x2x3x5x9e1, f23),
x9(x2x3x5x9e1, f23), x3(x2x3x6x9e1, f22),
x9(x2x3x6x9e1, f22),
which are rejected by GVW’s criteria but not rejected by Buchberger’s criteria in F4.
Reducing these J-pairs, we get 9 polynomials with degree 3 and 4 polynomials with 4.
These polynomials are computed in F4, and prevent F4 to deal with critical pairs with
degree bigger than 5.
Next, we analyze why GVW is possible to reject J-pairs with lower degrees and prefer
to reducing higher degree J-pairs.
Take J-pair x3(x1x2x3x9e1, f24) for example. Reducing this J-pair, we get
(x1x2x
2
3x9e1, x1x3x7 + x1x7 + x3x7 + x7).
But this J-pair is rejected by ((x23 + x3)e1 − f1e5, 0) ∈ M in GVW, which is the principal
syzygy of f1 and f5. While running GVW forward, we find the polynomial x1x3x7 + x1x7 +
7
x3x7 + x7 is obtained from the J-pair x3(x1e1, f20), which is a J-pair of degree 6. Com-
bined with our experiences of proving F5 in (Sun and Wang, 2013), we have the following
observation.
Remark 2.2. GVW’s criteria alway reject J-pairs with higher signatures, and proceed some
J-pairs with smaller signatures instead.
When input systems are inhomogeneous, J-pairs with bigger signatures may have lower
degrees than J-pairs with smaller signatures.
Consider the degree-5 J-pair x3(x1x2x3x9e1, f24) again. The syzygy ((x
2
3 + x3)e1 −
f1e5, 0) ∈M, which rejects this J-pair, corresponds to the equation
f5f1 − f1f5 = 0,
in which monomials with degree 6 appear. Thus, we believe that if we use the syzygy
((x23 + x3)e1 − f1e5, 0) to reject this degree-5 J-pair, it is possible to deal with some J-pairs
involving polynomials of degree 6 instead later. On seeing this, our basic idea is to prevent
GVW rejecting J-pairs like x3(x1x2x3x9e1, f24) by using syzygy like ((x
2
3 + x3)e1 − f1e5, 0).
Analyzing all J-pairs we have listed earlier, we find they have two common properties:
1. All these J-pairs are rejected by Syzygy Criterion.
2. For any J-pair t(xαe1, fj) that is listed, we find that
deg(xα) + deg(f1) > deg(fj).
The second property makes the degree of x3(x1x2x3x9e1, f24) lower than the degree of f5f1.
In order to prevent this J-pair to be rejected, there are two possible method: (1) treat the
syzygy (f5e1 − f1e5, 0) specially; and (2) treat the pair (x1x2x3x9e1, f24) specially.
For the first method, we can store the degree of f5f1 together with the syzygy (f5e1 −
f1e5, 0) and prevent it to reject J-pairs that have lower degrees than deg(f5f1). But we do
not use the first method in our implementation, because the second method seems to be
simpler.
We find the pairs satisfying the property 2 are similar to mutant polynomials defined in
(Ding et al., 2008), so we give the following definition.
Definition 2.3. Let M be an R-module generated by {(e1, f1), . . . , (em, fm)}. A pair
(u, f) ∈M with lm(u) = xαei and f 6= 0, is called mutant, if deg(x
α) + deg(fi) > deg(f).
Due to the existence of syzygy pairs, there are lots of mutant pairs in M. But mutant
pairs appearing in GVW are not so many, since the Syzygy Criterion is used.
2.3. The M-GVW algorithm
The basic idea of M-GVW is to append mutant pairs to the initial input system and
assign new signatures to such pairs so that the J-pairs generated by mutant pairs will not
be all rejected by GVW’s Syzygy Criterion, and hence, the maximal degree of polynomials
appearing in the computations will not become too high.
8
Specifically, letM be generated by {(e1, f1), . . . , (em, fm)}, and (u, f) with lm(u) = x
αek
be the first mutant pair that we meet during computations where ei ∈ R
m. Then we add
a pair (em+1, f) as a new generator and the module is expanded to the module generated
by {(e1, f1), . . . , (em, fm), (em+1, fm+1 = f)}. Please note that dimensions of e1, . . . , em are
enlarged to m+ 1 by appending 0’s to last entry, and now ei ∈ R
m+1. We emphasize that,
after appending (em+1, fm+1), we always require
xαek ≻s em+1. (1)
That is, signature of a new appended generator (em+1, fm+1) should be smaller than the
signature of the mutant pair (u, f), such that (em+1, fm+1) will not be reduced to 0. Next,
when the second mutant pair is obtained, we append it as the (m+ 2)th generator, and so
on. This appending method was mentioned in (Sun and Wang, 2009) by authors.
In order to ensure termination of this variant algorithm, when we meet a mutant polyno-
mial (u, f), we usually do not append f as the k-th generator directly. Instead, we compute
the remainder of f w.r.t. the previous k−1 existing generators {f1, . . . , fk−1} by polynomial
division first (defined in (Cox et al., 2006)) without consideration of signatures, and denote
the remainder as f ′. If f ′ 6= 0, then lm(f ′) is not divisible by any lm(fi) where 1 ≤ i < k,
and then we add (ek, f
′) as the k-th generator. Please note that f ′ is in the ideal generated
by {f1, . . . , fk−1}.
Next we give M-GVW below. Function Rem(f, F ) computes a remainder of f w.r.t. F
by polynomial division.
Theorem 2.4. The M-GVW algorithm terminates in finite steps, if monomial orderings in
Rm and R are compatible.
Proof. At step 17-20 of M-GVW, a new generator is appended when (txαei, h) is mu-
tant and the remainder of h, say h′, w.r.t. {f1, . . . , findex} is not 0. If h
′ 6= 0, the ideal
〈lm(f1), . . . , lm(findex)〉 is strictly smaller than 〈lm(f1), . . . , lm(findex), lm(h
′)〉. Ascending
chain condition of ideals (Cox et al., 2006) implies M-GVW can only append finite many
new generators. That is, after appending some generator (el, fl), no more generators will
be appended. In this case, M-GVW turns to be GVW, and the termination is ensured by
Theorem 3.1 of (Gao et al., 2010).
Theorem 2.5. The M-GVW algorithm is correct.
Proof. Clearly, we have findex+1 ∈ 〈f1, . . . , findex〉 for index ≥ m. Assume (el, fl) is the last
generator appended in M-GVW. In this case, M-GVW turns to be GVW, and M-GVW
computs a Gro¨bner basis for 〈f1, . . . , fl〉 = 〈f1, . . . , fm〉 by Theorem 2.2 of (Gao et al.,
2010).
There are some remarks on M-GVW.
1. Since we always make requirement like (1), we prefer ≺s to be a position over term
extension of ≺p in M-GVW with e1 ≻ e2 ≻ · · · ≻ em ≻ · · · .
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Algorithm 2: The M-GVW algorithm
Input : f1, . . . , fm ∈ R = K[x1, . . . , xn], monomial orderings for R and R
m.
Output: A Gro¨bner basis of I = 〈f1, . . . , fm〉.
1 begin
2 H←−{lm(fjei − fiej) | 1 ≤ i, j ≤ m}
3 G←−{(lm(ei), fi) | 1 ≤ i ≤ m}
4 index←−m
5 JP←−{all J-pairs of G}
6 while JP 6= ∅ do
7 Let t(xαei, f) ∈ JP
8 JP←−JP \ {t(xαei, f)}
9 if txαei is divisible by monomials in H then
10 GotoStep5 (Syzygy Criterion)
11 if t(xαei, f) is covered by G then
12 GotoStep5 (Rewriting Criterion)
13 (txαei, h)←−Regular top-reduce t(x
αei, f) by G.
14 if h = 0 then
15 H←−H ∪ {txαei}
16 GotoStep5
17 if deg(txα) + deg(fi) > deg(h) and Rem(h, {f1, . . . , findex}) 6= 0 then
18 findex+1←−Rem(h, {f1, . . . , findex})
19 index←−index + 1
20 Denote (eindex, findex) as (x
γek, p)
21 else
22 Denote (txαei, h) as (x
γek, p)
23 for (xβej , g) ∈ G, lm(g)x
γek 6= lm(p)x
βej do
24 H←−H ∪ {max(lm(g)xγek, lm(p)x
βej)}
25 JP←−JP ∪ {J-pair of (xγek, p) and (x
βej , g)}
26 G←−G ∪ {(xγek, p)}
27 return {g | (xβej, g) ∈ G}
2. In practical implementation, we usually do not append all mutant pairs as new genera-
tors. Because appending generators with high degrees often make the implementation
less efficient, and too many generators will also weaken the power of Syzygy Criterion.
So we usually add a constraint “deg(h) < Deg-Limit ” at Step 17, where Deg-Limit is
a given constant.
3. Mutant pairs cannot be found in M-GVW when input systems are homogeneous. In
this case, M-GVW is just the GVW algorithm.
10
3. An implementation with linear algebra over boolean polynomial rings
In this section, we give an implementation of M-GVW based on the dense matrix library
M4RI, and show some details in our implementation.
The polynomial ring is specialized as R = F2[x1, x2, . . . , xn] with n variables over the
Galois Field GF (2). Polynomials E = {x21 + x1, . . . , x
2
n + xn} are called field polynomials.
Let F = {f1, . . . , fm} be a subset of R. Then computing a Gro¨bner basis for the ideal
generated by F over the boolean polynomial ring R/〈E〉, is equivalent to computing a
Gro¨bner basis for the ideal generated by F ∪ E over R. In our implementation, we aim
to compute Gro¨bner bases for F ∪ E over R, so all the operations are done in R. In
fact, since field polynomials have quite special forms, we do not need to store them in
practical implementations, moreover, normal forms of polynomials in R w.r.t. E are also
done automatically.
We specialize the monomial ordering ≺p on R to be the Graded Reverse Lexicographic
ordering. And monomial ordering ≺s on modules is a position over term extension of ≺p,
such that e1 ≻s e2 ≻s · · · . Note that ej ’s corresponding to field polynomials are always
smaller than other non-field polynomials, even if new generators are appended, such that
field polynomials can always be used for reductions.
In Subsection 3.1, we write M-GVW in a matrix style. In Subsection 3.2, we show how
to do reductions efficiently based on matrices.
3.1. M-GVW in matrix style
The matrix version of M-GVW is quite similar to the F4 algorithm. The main function
is given below.
Function SymbolicProcess(JPdeg′, G) will do three things. First, compute J-pairs from
JPdeg′. Second, for each monomial that is not a leading monomial, search polynomials
from G to reduce it. Third, sort all pairs according their signatures, and if there are several
pairs having the same signature, retain only one of them. Denote M(P ) be the set of all
monomials in h for any (xγek, h) ∈ P .
This function is a bit different from Albrecht-Perry’s version (Albrecht and Perry, 2010).
First, any monomial m can be selected from M(P ) \ Done, while in (Albrecht and Perry,
2010) the maximal one is selected each time. Second, for any selected monomial m, we do
not need to know any signature information about it.
Function Elimination(P ) will also do three things. First, write pairs in P as rows of
a matrix. Second, compute the echelon form of this matrix. Third, read polynomials from
rows of this matrix. In the first step, building matrices from boolean polynomials is different
from building matrices from general polynomials, because the product of a monomial and
a boolean polynomial should be reduced by field polynomials automatically. We report our
method in (Sun et al., 2013) and omit details here. The second step is critical. We do not
use naive Gaussian eliminations, and want to use efficient divide-and-conquer eliminating
methods from M4RI to improve efficiencies. However, in signature-based algorithms, since
rows with higher signatures can only be eliminated by rows with lower signatures, functions
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Algorithm 3: M-GVW in matrix style
Input : f1, . . . , fm ∈ R = K[x1, . . . , xn], monomial orderings for R and R
m.
Output: A Gro¨bner basis of I = 〈f1, . . . , fm〉.
1 begin
2 H←−{lm(fjei − fiej) | 1 ≤ i, j ≤ m}
3 G←−{(lm(ei), fi) | 1 ≤ i ≤ m}
4 index←−m
5 JP←−{all J-pairs of G}
6 while JP 6= ∅ do
7 deg←− the minimal degree of J-pairs in JP
8 JPdeg←− all J-pairs with degree deg in JP
9 JP←−JP \ JPdeg
10 JPdeg′←− discard J-pairs that are rejected by Syzygy and Rewritting
Criteiron from JP
11 P←−SymbolicProcess(JPdeg′, G) (element in P has a form of (xαei, f))
12 F←−Elimination(P ) (element in F has a form of (xαei, h))
13 F+←−F \ {pairs are super top-reducible by G}
14 for each (xαei, h) ∈ F
+ s.t. h = 0 do
15 H←−H ∪ {xαei}
16 for each (xαei, h) ∈ F
+ s.t. h 6= 0 do
17 if deg(txα) + deg(fi) > deg(h) and deg(h) < Deg-Limit and
Rem(h, {f1, . . . , findex}) 6= 0 then
18 findex+1←−Rem(h, {f1, . . . , findex})
19 index←−index + 1
20 Denote (eindex, findex) as (x
γek, p)
21 else
22 Denote (txαei, h) as (x
γek, p)
23 for (xβej , g) ∈ G, lm(g)x
γek 6= lm(p)x
βej do
24 H←−H ∪ {max(lm(g)xγek, lm(h)x
βej)}
25 JP←−JP ∪ {J-pair of (xγek, p), (x
βej , g)}
26 G←−G ∪ {(xγek, p)}
27 return {g | (xβej, g) ∈ G}
from M4RI can not be used directly. So we use a special kind of row swaps to replace original
row swaps in M4RI, which will be discussed in the next subsection.
For doing criteria check, similarly as discussed in (Albrecht and Perry, 2010), we main-
tain two arrays of “rules” for Syzygy and Rewriting Criteria respectively. In “rules” of
Rewritting Criterion, we sort pairs according to “ratios” of pairs, which is first introduced
in (Roune and Stillman, 2012).
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Algorithm 4: SymbolicProcess
Input : JP, a set of J-pairs, G, a set of pairs.
Output: P , element in P has a form of (xαei, f).
1 begin
2 P←−∅
3 for each t(xαei, f) in JP do
4 P←−P ∪ {(txαei, tf)}
5 Done←−{lm(h) | (xγek, h) ∈ P}
6 while M(P ) 6= Done do
7 m←− an element of M(P ) \ Done
8 Done←−Done ∪ {m}
9 if ∃(xβej , g) ∈ G s.t. (1) lm(g) | m, and (2) t(x
βej, g) are not rejected by
Syzygy and Rewritting Criterion, where t = m/lm(g) then
10 P←−P ∪ {t(xβej , g)}
11 Sort P by an increasing order on signatures, and if there are several pairs having
the same signature, retain only one of them.
12 return P
3.2. Elimination
Unlike eliminations in F4, eliminations in signature-based algorithm can only be done
from one side. That is, each row of matrix has a signature, and rows with higher signatures
can only be reduced by rows with lower signatures. Naive Gaussian eliminations can control
eliminating directions easily. But to use efficient divide-and-conquer strategy as well as
efficient implementation of matrices multiplications in the library M4RI (Albrecht and Bard,
2013), we allow eliminations to swap rows in a special manner. This strategy is a bit similar
to the ideas in (Dumas et al., 2013).
Let A be a matrix with entries in F2. Assume A has the following form:
S1
S2
S3
S4
S5
S6


0 1 ∗ ∗ ∗ ∗
0 0 0 1 ∗ ∗
0 0 1 ∗ ∗ ∗
0 1 ∗ ∗ ∗ ∗
1 ∗ ∗ ∗ ∗ ∗
1 ∗ ∗ ∗ ∗ ∗


,
where “∗” may be 1 or 0, Si is the signature of each row, and we assume S1 ≺s S2 ≺s · · · ≺s
S6.
To reduce A to row-echelon form, we first find the pivot entry in the first column.
We must search the pivot entry from top to bottom (i.e. from lower signatures to higher
signatures). Then we find the entry at row 5 and col 1 is a pivot. If we use general methods
of elimination, we need to swap row 1 and row 5 directly, and clear entries at column 1 by
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the row with signature S5. Next, when doing elimination in the second column, the row
with signature S4 is selected as pivot row, and needs to eliminate other rows. However, this
will leads to errors in signature-based algorithms, because the row with signature S1 has a
smaller signature than S4 and cannot be eliminated by the row with signature S4. So we
cannot swap row 1 and row 5 directly.
So to make further eliminations correct, we swap row 1 and row 5 in a special manner.
First, we pick up the row 5 with signature S5. Second, we move rows 4, 3, 2, and 1 to rows
5, 4, 3, and 2 respectively. At last, we put the row with signature S5 at row 1. After this
swap, matrix A becomes the following form.
S5
S1
S2
S3
S4
S6


1 ∗ ∗ ∗ ∗ ∗
0 1 ∗ ∗ ∗ ∗
0 0 0 1 ∗ ∗
0 0 1 ∗ ∗ ∗
0 1 ∗ ∗ ∗ ∗
1 ∗ ∗ ∗ ∗ ∗


.
Next, we use the row with S5 to clear all entries at column 1 below this row, and then
column 1 is done. For column 2, we find pivots from rows with S1, ..., S4 and S6, and repeat
the above processes. Elimination terminates when the matrix becomes an upper triangular
form.
This swap makes eliminations correct in signature-based algorithm for the following
reasons. On one hand, since pivot rows (e.g. row of S5) are finding from low signatures to
high signatures, rows with smaller signature (e.g. rows of S1, . . . , S4) cannot be reduced by
pivot rows (e.g. row of S5). On the other hand, after swaps, rows below pivot rows (e.g.
rows of S1, . . . , S4 and S6) are still in an increasing order on signatures.
Using this special swap, the echelon form of A is in an upper triangular form, such
that divide-and-conquer methods of PLE decomposition (Albrecht and Pernet, 2011) can
be used, and hence, the eliminations can be speeded up significantly.
In our implementation, we modify many subroutines of mzd ple() in M4RI library to
use this swap. The new function with the special swap is called gvw ple(). We compare the
efficiency of mzd ple() and gvw ple() in the next section. The results show both functions
almost have the same efficiency.
4. Timings
M-GVW over boolean polynomial rings has been implemented in C++ and the library
M4RI (version 20130416) is used (Albrecht and Bard, 2013). The codes will be available at
http://www.mmrc.iss.ac.cn/~dwang/software.html sooner.
In Table 1, we test the efficiency of the function gvw ple(), which is modified from
mzd ple() by using the new swap method. Examples with density ≈ 50% are generated
randomly by routines from M4RI. Since the densities of matrices in Gro¨bner basis computa-
tions are usually very small, we also generate some randomized matrices with density ≈ 3%.
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The first column in Table 1 is the size of matrices, and the timings in this table are given
by seconds.
Tests density ≈ 50% density ≈ 3%
mzd ple() gvw ple() mzd ple() gvw ple()
10, 000× 10, 000 0.378 0.382 0.345 0.354
10, 000× 30, 000 1.342 1.301 1.268 1.262
30, 000× 10, 000 1.432 1.443 1.403 1.418
30, 000× 30, 000 7.661 7.655 7.604 7.577
30, 000× 60, 000 18.684 18.671 18.651 18.634
60, 000× 30, 000 19.396 19.296 19.282 19.298
60, 000× 60, 000 58.373 58.636 54.509 54.263
60, 000× 100, 000 123.321 123.298 119.479 122.523
100, 000× 60, 000 119.991 118.388 108.565 108.501
100, 000× 100, 000 266.817 267.191 237.401 237.560
150, 000× 150, 000 817.682 817.750 700.032 700.781
Table 1: mzd ple() vs gvw ple()
From the above table, we can see the function mzd ple() and gvw ple() almost have the
same efficiency. So the new swapping method presented in the last section does not slow
down the efficiency of elimination.
In Table 2, we compare our implementations of the algorithm GVW and M-GVW. The
size of maximal matrices generated during the computation and the timings are given in
details, and the numbers of mutants pairs are also listed. In both implementations, orderings
of signatures are both position over term extensions of the Graded Reverse Lexicographic
ordering. In M-GVW, the parameter Deg-Limit is set to 4. In the column of Exam., n× n
means that the input polynomial system has n polynomials with n variables. These square
polynomial systems were generated by Courtois in (Courtois, 2013). The left three HFE
systems are from (Steel, 2004). The Computer we used is MacBook Pro with 2.6 GHz Intel
Core i7, 16 GB memory.
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Exam. GVW M-GVW
max mat.(deg) time(sec) max mat.(deg) time(sec) mutant pairs
16× 16 9378× 6861(5) 0.560 9378× 6861(5) 0.543 0
17× 17 12012× 9354(5) 0.893 12012× 9354(5) 0.895 0
18× 18 15240× 12569(5) 1.556 15240× 12569(5) 1.588 0
19× 19 19043× 16613(5) 2.742 19043× 16613(5) 2.728 0
20× 20 23478× 21640(5) 4.676 23478× 21640(5) 4.664 0
21× 21 28718× 27839(5) 14.991 28718× 27839(5) 8.226 924
22× 22 34777× 35383(5) 28.947 34777× 35383(5) 28.840 0
HFE 25 96 63341× 68298(5) 131.806 14271× 15222(4) 3.418 300
HFE 30 96 141708× 174303(5) 1504.289 22745× 31861(4) 15.168 360
HFE 35 96 248520× 383915(5) > 1h 33929× 59410(4) 57.988 420
Table 2: GVW vs M-GVW
From this table, we can find that the maximal size of the matrix generated during
the computations are exactly the same for Courtois’ examples except 21 × 21, and the
corresponding computing time are also almost the same. This is because we can not find
mutant polynomials with degree lower than 4 for these examples. It is a little bit surprised
that we find 924 mutant pairs with degree smaller than 4 in the example 21×21. For the HFE
examples, M-GVW performs much better than GVW because many mutant polynomials
have been found in M-GVW and the maximal size of the matrix in M-GVW become much
smaller than that in GVW, which leads that M-GVW cost less computing time.
We also test the same examples as in Table 2 for M-GVW and some intrinsic imple-
mentations on public softwares, including Gro¨bner basis functions on Maple (version 17,
setting “method = fgb”), Singular (version 3-1-6), and Magma (version 2.12-16)3, and the
computing times in seconds are listed in Table 3.
Exam. Maple Singular Magma M-GVW
16× 16 4.088 5.210 0.484 0.543
17× 17 9.891 12.886 0.874 0.895
18× 18 22.340 31.590 1.513 1.588
19× 19 48.314 84.771 2.792 2.728
20× 20 107.064 265.325 5.226 4.664
21× 21 218.479 724.886 10.468 8.226
22× 22 839.067 > 1h 37.144 28.840
HFE 25 96 121.681 > 1h 7.675 3.418
HFE 30 96 619.745 > 1h 29.172 15.168
HFE 35 96 2229.239 > 1h out mem. 57.988
Table 3: Maple, Singular and Magma vs M-GVW
3Magma 2.12-16 is an old version, and we are trying to buy the latest one.
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From the above table, we can see that, due to the efficiency of routines from M4RI, our
implementation of M-GVW is more efficient than some of functions from existing public
softwares. However, since the matrices in large polynomial systems become quite sparse,
our implementation may not perform very good for large systems at present.
5. Conclusions
In this paper, we present M-GVW to avoid criteria rejecting J-pairs with lower degrees.
M-GVW is exactly the same as GVW when input systems are homogeneous, but have a
better performance when input systems are inhomogeneous. Due to the efficient routines
from M4RI, we also give an efficient implementation of M-GVW using linear algebra over
boolean polynomial rings. We think our implementation can be optimized further, and we
will try to use sparse linear algebra to improve the performance of M-GVW in the future.
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