Abstract. A free semigroup algebra S is the weak-operator-closed (non-self-adjoint) operator algebra generated by n isometries with pairwise orthogonal ranges. A unit vector x is said to be wandering for S if the set of images of x under words in the generators of S is orthonormal.
Introduction
A free semigroup algebra S is the weak-operator-closed (non-self-adjoint) algebra generated by n isometries S 1 ; . . . ; S n on a Hilbert space H which have pairwise orthogonal ranges, or equivalently, which satisfy
Although n can be finite or infinite, for notational convenience we treat n as finite and make note of any issues that arise. We say that S ¼ ½S 1 Á Á Á S n is a row isometry, since S is isometric as a row operator from H n to H.
Row isometries arise throughout operator theory. A theorem of Frazho, Bunce, and Popescu shows that n operators A 1 ; . . . ; A n which satisfy P A k A
In some sense then, it is natural to study row isometries by looking at the free semigroup algebras they generate. This idea, and with it the definition of a free semigroup algebra, was introduced by Davidson and Pitts [12] . They observed that free semigroup algebras often contain interesting information about the unitary invariants of their generators.
The prototypical example of a free semigroup algebra is the non-commutative analytic Toeplitz algebra generated by the left regular representation of the free semigroup on n letters. This algebra, which we denote by L n , was first studied by Popescu [18] in the context of non-commutative multivariable dilation theory.
For n ¼ 1, L n is the familiar algebra of analytic Toeplitz operators, which is singly generated by the unilateral shift. For n f 2, L n is no longer commutative, but it turns out that a number of classical results about the analytic Toeplitz operators have straightforward generalizations to this setting. This is a large part of the motivation for the name ''non-commutative analytic Toeplitz algebra''.
The role of L n is of central importance in the general theory of free semigroup algebras, and it turns out to be desirable to isolate ''L n -like'' behavior. A free semigroup algebra is said to be of type L if it is algebraically isomorphic to L n . It is important to emphasize the word ''algebraically'' here. Examples have been constructed (see for example [10] ) of free semigroup algebras which are of type L, and so behave algebraically like L n , but which have a very di¤erent spatial structure.
The general structure theorem for free semigroup algebras [10] shows that every free semigroup algebra can be decomposed into 2 Â 2 block-lower-triangular form, where the left column is a slice of a von Neumann algebra, and the bottom-right entry is a type L free semigroup algebra. It is well known (see for example [22] ) that the weak-operatorclosed algebra generated by a single isometry can be self-adjoint. Davidson, Katsoulis, and Pitts [10] asked whether it was possible for a free semigroup algebra on 2 or more generators to be self-adjoint, and some time later Read [21] (see also [9] ) answered in the a‰r-mative by showing that BðHÞ was a free semigroup algebra.
A notion of fundamental importance is that of a wandering vector. A unit vector x is said to be wandering for a free semigroup algebra S if the set of images of x under words in the generators of S forms an orthonormal set. It is known (see for example [12] ) that the spatial structure of L n is completely determined by the existence of a large number of wandering vectors.
It is easy to see that the restriction of any free semigroup algebra to the cyclic subspace generated by a wandering vector is unitarily equivalent to L n , and so in particular is of type L. It has been an open question for some time, however, whether every type L free semigroup algebra necessarily has a wandering vector. It turns out that this question is equivalent to the question of whether every free semigroup algebra is reflexive. This can be shown using the general structure theorem for free semigroup algebras: since every von Neumann algebra is reflexive, the reflexivity of a free semigroup algebra depends on the reflexivity of its type L part.
The purpose of this paper is to prove that every type L free semigroup algebra has wandering vectors, and hence to prove that every free semigroup algebra is reflexive.
Our approach is very much in the spirit of the ''dual algebra arguments'' which have been used with great success by Bercovici, Foias, Pearcy and many others (see for example [5] ), and which are based on Brown's proof of the existence of invariant subspaces for subnormal operators [6] . The fundamental idea at the heart of these arguments is that it is often possible to prove the existence of invariant subspaces for a weak*-closed operator algebra by showing that, in an appropriate sense, the predual of the algebra is small.
Typically, these arguments are employed in a commutative setting, where certain spectral and function-theoretic tools are available. In the present non-commutative context, we rely instead on various operator-theoretic techniques.
A clue that it might be possible to attack the present problem using dual algebra techniques came from a recent paper of Bercovici [4] , who used them to establish the hyper-reflexivity of a class of algebras which includes the non-commutative analytic Toeplitz algebra on two or more generators. The hyper-reflexivity of this algebra had already been shown by Davidson and Pitts [12] , with an upper bound of 51 on the hyper-reflexivity constant, but Bercovici's approach yielded a surprisingly low upper bound of 3.
Motivated by Bercovici's result, once we have shown that every type L free semigroup algebra has a wandering vector, we go further and show that every type L free semigroup algebra on two or more generators is hyper-reflexive with hyper-reflexivity constant at most 3.
Preliminaries
Let F þ n denote the free semigroup in n non-commuting letters f1; . . . ; ng, including the empty word j. For a word w in F þ n , let jwj denote its length, and let F k n denote the set of all words in F þ n of length at most k.
The map v ! L v gives a representation of F þ n , called the left regular representation.
The isometries L 1 ; . . . ; L n have pairwise orthogonal ranges. The free semigroup algebra they generate, denoted by L n , is called the non-commutative analytic Toeplitz algebra. For n ¼ 1, L n is the classical analytic Toeplitz algebra, but for n f 2, L n is no longer commutative.
We require a result for L n which generalizes a classical result about the analytic Toeplitz operators. An element in L n is said to be inner if it is an isometry, and outer if it has dense range. It was shown in [12] that an arbitrary element A in L n can be written as A ¼ BC, where B is inner and C is outer. This generalizes the classical inner-outer factorization for elements in the analytic Toeplitz algebra.
Every element A in L n is completely determined by its Fourier series
which is a formal power series with coe‰cients in L n , where
For k f 1, define the k-th Cesàro sum of the Fourier series of A by
Then the sequence G k ðAÞ is strongly convergent to A.
By symmetry, for each v in F þ n we can define an isometry R v by
and the map v ! R v gives an anti-representation (i.e. a multiplication reversing representation) of F þ n , called the right regular representation. The isometries R 1 ; . . . ; R n also have orthogonal ranges, and the free semigroup algebra they generate, denoted by R n , is unitarily equivalent to L n . It was shown in [12] that R n is the commutant of L n .
A free semigroup algebra S is said to be of type L if it is algebraically isomorphic to L n . It was shown in [10] that if S is of type L, then there is a completely isometric isomorphism F from L n to S which takes the generators of L n to the generators of S. Moreover, F is a weak*-to-weak* homeomorphism, and the inverse map F À1 is the dual of an isometric isomorphism f from the predual of L n to the predual of S.
For a free semigroup algebra S, let S 0 denote the weak-operator-closed ideal generated by S 1 ; . . . ; S n . Then either S 0 ¼ S, or S=S 0 G C. In the latter case, the general structure theorem for free semigroup algebras [10] implies that S has a type L part. If S 0 ¼ S, then S is a von Neumann algebra.
The set of weak*-continuous linear functionals on BðHÞ, i.e. the predual, can be identified with the set of trace class operators C 1 ðHÞ, where K in C 1 ðHÞ corresponds to the linear functional T ! trðTKÞ; T A BðHÞ:
With this identification, the set of weak-operator-continuous linear functionals on BðHÞ corresponds to the set of finite rank operators. The predual of a weak*-closed subspace S of BðHÞ can be identified with the quotient space C 1 ðHÞ= ? S, where ? S denotes the set of elements in C 1 ðHÞ which annihilate S, i.e. the preannihilator.
It was shown in [12] that the weak* topology and the weak operator topology coincide on L n . This means that the coset of every weak*-continuous linear functional on L n contains an element of finite rank.
Let S be a free semigroup algebra on a Hilbert space H. A unit vector x in H is said to be wandering for S if the set fS w x : w A F þ n g is orthonormal. The following theorem from [10] will be important for our results.
Theorem 2.1. Let S be a type L free semigroup algebra. Then for some m f 1, the ampliation S ðmÞ has a wandering vector.
Suppose that S is a type L free semigroup algebra, and let p 0 be the weak-operatorcontinuous linear functional on S such that p 0 annihilates S 0 and p 0 ðI Þ ¼ 1. Then the equivalence class in C 1 ðHÞ corresponding to p 0 contains an operator of finite rank, say m f 1. This m corresponds to the m in the statement of Theorem 2.1. Since the restriction of S ðmÞ to the cyclic subspace generated by a wandering vector is unitarily equivalent to L n , it follows that the weak* topology and the weak operator topology agree on S.
A subspace S of BðHÞ is said to be reflexive if S contains every operator T in BðHÞ with the property that Tx belongs to S½x for every x in H. This definition of reflexivity was introduced by Loginov and Shulman [16] .
The notion of hyper-reflexivity, which was introduced by Arveson [1] , is a quantitative analogue of reflexivity. Let d S denote the distance seminorm The equality r S ðTÞ e d S ðTÞ always holds. We say that S is hyper-reflexive if there is a constant C > 0 such that d S ðTÞ e Cr S ðTÞ for all T in BðHÞ. The smallest such C is called the hyper-reflexivity constant of S. Of course, hyper-reflexivity implies reflexivity.
Davidson [8] showed that the analytic Toeplitz algebra is hyper-reflexive with hyperreflexivity constant at most 19. Davidson and Pitts [12] showed that for n f 2, L n is hyperreflexive with hyper-reflexivity constant at most 51. This was later improved by Bercovici [4] , who showed that this hyper-reflexivity constant is at most 3.
The non-commutative Toeplitz operators
The Toeplitz operators are precisely the operators T in B À l 2 ðNÞ Á which satisfy S Ã TS ¼ T, where S is the unilateral shift. This motivates the following definition, which was introduced by Popescu [17] . Definition 3.1. Let S ¼ ½S 1 Á Á Á S n be a row isometry. We say that T is an SToeplitz operator if
and we let T S denote the set of all S-Toeplitz operators.
If an S-Toeplitz operator T is strictly positive, then by [17] , Theorem 4.3, it can be factored as T ¼ A Ã A, for some A in the commutant of the free semigroup algebra generated by S.
The size, n, will always be clear from the context. In this section we will establish some properties of the set T R of R-Toeplitz operators which we will need later. Note that since L n is unitarily equivalent to R n , the set T R of R-Toeplitz operators is unitarily equivalent to the set T L of L-Toeplitz operators. This means that any properties of T R will correspond in an obvious way to properties of T L .
The following lemma is implied by [20] , Corollary 1.3. Here we give a short direct proof.
Lemma 3.2. The set T R of R-Toeplitz operators is precisely the weak* closure of the
& Suppose then that T belongs to T R . It's clear that T Ã also belongs to T R , and hence that the real and imaginary parts of T belong to T R . Since the scalar operators also belong to T R , it follows that we can write T as a finite linear combination of strictly positive operators in T R . Hence we may suppose that T is strictly positive.
By [17] , Theorem 4.3, we can write
where G k ðAÞ denotes the k-th Cesàro sum of the Fourier series for A. The sequence G k ðAÞ is weak*-convergent to A, so it follows that A Ã G k ðAÞ is weak*-convergent to A Ã A ¼ T, and hence that T belongs to the weak* closure of
Note that based on the definition of the set T R of R-Toeplitz operators, Lemma 3.2 implies that the weak* closure of L Lemma 3.3. For n f 2, every R-Toeplitz operator T can be factored as T ¼ B Ã C for some B and C in L n . Moreover, B and C can be taken to be bounded below. 
To see that B and C can be taken to be bounded below, take
. . . ; L 1 mþ2 2 have pairwise orthogonal ranges, B 0 and C 0 are bounded below, and T ¼ ðB 0 Þ Ã C 0 . r Lemma 3.3 provides another characterization of the R-Toeplitz operators for n f 2.
Popescu [20] showed that every R-Toeplitz operator T has a Fourier series
which is a formal power series with coe‰cients in L n and L Ã n . This completely determines T in the sense that for every word u in F þ n ,
Let S be a type L free semigroup algebra. We know that the canonical map from L n to S is a complete isometry and a weak*-to-weak* homeomorphism. Our goal for the remainder of this section is to show that this map extends in a natural way to a map from the weak* closure of L n þ L Ã n (i.e. from the set T R of R-Toeplitz operators) to the weak* closure of S þ S Ã , and that this extension is also a complete isometry and a weak*-toweak* homeomorphism.
Lemma 3.5. Let S be a type L free semigroup algebra with n f 2 generators, and let F be the canonical map from L n to S. Then F À1 maps isometries in S to isometries in L n .
Proof. By Theorem 2.1, S ðmÞ has a wandering vector w for some m, and the restriction of S ðmÞ to S ðmÞ ½w is unitarily equivalent to L n . The map F À1 from S to L n is given by taking S to S ðmÞ , restricting to S ðmÞ ½w, and applying this equivalence. If G is an isometry in S, then G ðmÞ is an isometry in S ðmÞ , and so clearly the restriction of G ðmÞ to S ðmÞ ½w is an isometry. r Theorem 3.6. Let S be a type L free semigroup algebra with n f 2 generators on a Hilbert space H. Then the canonical map F from L n to S extends to a completely isometric weak*-to-weak* homeomorphism from the weak* closure of L n þ L Ã n to the weak* closure of S þ S Ã .
Proof. Applying Arveson's extension theorem [2] gives a completely positive map C from C Ã ðL n Þ to BðHÞ which extends F. Since C extends F, we have
By [10] , Theorem 4.1, F maps isometries in L n to isometries in S, so every isometry in L n belongs to Z. Since, by [10] , Theorem 4.5, every element in L n can be written as a finite linear combination of isometries in L n , this implies that Z contains all of L n . Hence for A in L n , CðTAÞ ¼ CðTÞCðAÞ for all T in C Ã ðL n Þ. Note that by Corollary 3.4, C Ã ðL n Þ contains T R . For the remainder of the proof, we restrict C to T R .
Let T be a self-adjoint element in T R such that CðTÞ ¼ 0. For su‰ciently large l > 0, T þ lI is strictly positive, so by [17] , Theorem 4.3, we can write
which shows that FðV Þ is an isometry in S. By Lemma 3.5, this implies that V is an isometry in L n . Hence
Since, for arbitrary T in T R , reðTÞ and imðTÞ are self-adjoint, and since
Arguing exactly as above, the canonical map F À1 from S to L n also has a completely positive extension W from C Ã ðSÞ to BðF n Þ, and for G in S, WðHGÞ ¼ WðHÞWðGÞ for all H in C Ã ðSÞ. Since W extends F À1 , we have kWk ¼ kWðI Þk ¼ kF À1 ðI Þk ¼ 1. For the remainder of the proof we restrict W to the intersection of C Ã ðSÞ and the range of C.
Note that the range of C is contained in the weak* closure of S þ S Ã . Indeed, by Lemma 3.4, every element in the range of C can be written as We claim that W À CðTÞ Á ¼ T for all T in T R . Indeed, apply Lemma 3.4 to write T ¼ B Ã C for some B and C in L n , and let G ¼ FðBÞ and H ¼ FðCÞ. Then we have
which gives
which gives kTk e kCðTÞk e kTk;
and shows that C maps T R isometrically onto its range.
We now show that C is weak*-to-weak*-continuous. Since the predual of T R is separable, by an application of the Krein-Smulian theorem it su‰ces to show that if T n is a sequence in T R which is weak*-convergent to zero, then CðT n Þ is weak*-convergent to zero.
Let A ¼ fA l FðAÞ : A A L n g, and note that A is the free semigroup algebra generated by the isometries L 1 l S 1 ; . . . ; L n l S n . Fix u in H. By [10] , Theorem 1.6, there exists a vector x in F n such that the restriction of A to W ¼ A½x l u is unitarily equivalent to L n . Letting P denote the projection of F l H onto W, and letting K denote the weak* closure of the restriction of PðA þ A Ã ÞP to W, it follows that K is unitarily equivalent to T R . By Lemma 3.4, every element of K can be written as the restriction to W of an element of the form
Hence K is the restriction to W of fT l cðTÞ :
If T n is weak*-convergent to zero in T R , the unitary equivalence between T R and K implies the restriction of the sequence T n l CðT n Þ to W is weak*-convergent to zero in K. Hence
and since ðT n x; xÞ ! 0, this implies that À CðT n Þu; u Á ! 0. Since u was chosen arbitrarily, we deduce that À CðT n Þu; u Á ! 0 for all u in H. By the polarization identity, we get that CðT n Þ is weak-operator-convergent to zero. By the uniform boundedness principle, the sequence CðT n Þ is bounded. It follows that CðT n Þ is weak*-convergent to zero. We therefore conclude that C is weak*-continuous.
It now follows by another application of the Krein-Smulian theorem that C has weak*-closed range, and that C is a weak*-to-weak* homeomorphism onto its range. But it's clear that the range of C is weak*-dense in the weak* closure of S þ S Ã , so C maps T R weak*-to-weak* homeomorphically onto the weak* closure of S þ S Ã . From above, C is a completely positive isometry, with completely positive inverse W. Hence C is completely isometric. r
Wandering vectors
Let S be a weak*-closed subspace of BðHÞ, and let x and y be vectors in H. Then ½x n y S denotes the weak-operator-continuous linear functional on S which is given by the coset of the rank one tensor x n y. In other words, ðA; ½x n y S Þ ¼ ðAx; yÞ; A A S: Definition 4.1. A weak*-closed subspace S of BðHÞ is said to have property A 1 ð1Þ if, for every weak*-continuous linear functional p on S and every e > 0, there are vectors x and y in H with kxk kyk < ð1 þ Þkpk such that pðAÞ ¼ ðAx; yÞ for all A in S.
It was shown in [12] that L n has property A 1 ð1Þ. A result of Bercovici [3] implies that a singly generated type L free semigroup algebra has property A 1 ð1Þ. In this section, we will use dual algebra techniques to show that every type L free semigroup algebra with n f 2 generators has property A 1 ð1Þ. From this result, it will follow easily that every type L free semigroup algebra has a wandering vector.
For the remainder of this section we fix a type L free semigroup algebra S with n f 2 generators acting on a Hilbert space H. The general outline of our approach is as follows. Let p be a weak*-continuous linear functional on S. We will show that we can construct convergent sequences ðx k Þ and ðy k ) such that The following idea will allow us to iteratively construct the sequences ðx k Þ and ðy k Þ. Fix x k and y k . Suppose we can find vectors x 0 and y 0 such that (1) ½x 0 n y 0 S approximates the error p À ½x k n y k S arbitrarily closely, (2) k½x k n y 0 S k and k½x 0 n y k S k are arbitrarily small, (3) kx 0 k and ky 0 k are arbitrarily close to kp À ½x k n y k S k.
so ½x kþ1 n y kþ1 S is an arbitrarily good approximation to p, and the sequences ðx k Þ and ðy k Þ can be made Cauchy. Of course, the main di‰culty will be in showing that it is possible to find x 0 and y 0 as above.
We know that the restriction of S ðmÞ to S ðmÞ ½x is unitarily equivalent to L n . Let X : F n ! H denote the map which follows this equivalence with the projection onto the first coordinate. Then X intertwines L n and S. It was shown in [11] that every vector in H is in the range of some intertwining operator of this form.
The following result shows that every intertwining operator gives rise to an LToeplitz operator. This allows us to use the results of Section 3 to work with intertwining operators.
Lemma 4.3. Suppose X : F n ! H intertwines L n and S. Then X Ã X is an LToeplitz operator.
Proof. This follows immediately from the identity
We require several technical results about L-Toeplitz operators.
Lemma 4.4. Let T be an L-Toeplitz operator with Fourier series
Then for any word u in
Proof. We have P
: r Lemma 4.5. Let T be an L-Toeplitz operator with Fourier series
Then given p f 1 and > 0, there is a word v in F þ n such that
This implies the Fourier series for R
This gives
where the last inequality follows from Lemma 4.4. Now P
and similarly, P
Hence the result follows from the fact that for all x in F n , kR Ã v xk ! 0 as jvj ! y. r
Recall that f : ðL n Þ Ã ! S Ã is the predual of the map F À1 : S ! L n .
Lemma 4.6. Let X : F n ! H be an intertwining operator, and let x ¼ X x j . Then given p f 1 and > 0, there exists a word v in F þ n such that
for all words u 1 and u 2 in F p n .
Proof. By scaling X if necessary, we can suppose that kxk ¼ 1. Let T ¼ X Ã X . Then T is an L-Toeplitz operator by Lemma 4.3. Writing the Fourier series for T as
it follows that a j ¼ kxk 2 ¼ 1. Hence by Lemma 4.5, there exists a word
for all words u 1 and u 2 in F p n . This gives
Therefore, 
implying that P is bounded below, and hence that Y is bounded below. By [11] , Theorem 2.8, this implies that the range of Y is a wandering subspace for S ðMÀ1Þ , contradicting the minimality of M. Hence there must be some unit vector x in S ðMÞ ½w such that
Let Q denote the projection map from S ðMÞ ½w to H which takes y ¼ ðy 1 ; . . . ; y M Þ to y 1 , and let Z ¼ QU. Note that x 1 is contained in the range of Z. For every R in R n , the operator ZR intertwines L n and S. Moreover, since the set of vectors fRx j : R A R n g is dense in F n , the set fZRx j : R A R n g is dense in the closure of the range of Z. It follows that we can choose the vector x as above such that x 1 ¼ X x j for some intertwining operator X : F n ! H. r Let M f 1 be minimal such that the ampliation S ðMÞ has a wandering vector x. Such M exists by Theorem 2.1. Then H ðMÞ contains an infinite family of pairwise orthogonal subspaces W k , for k f 1, which are wandering for S ðMÞ . For example, we can take
Let W denote the algebraic span of the W k , and let M denote the algebraic span of the M k .
Lemma 4.8. Given h 1 ; . . . ; h q in M and > 0, there exists a unit vector y in M such that y ¼ Y x j for some intertwining operator Y : F n ! H, and such that k½S u y n h j S k < and k½h j n S u y S k < for any word u A F þ n and 1 e j e q. 1 . Choose 0 A ð0; 1Þ such that 0 =ð1 À 0 Þ < and 0 =kh ð jÞ k < 1 for 1 e j e q, and choose r su‰ciently large that h ð jÞ is orthogonal to W r for 1 e j e q.
By Lemma 4.7, there exists a unit vector x ¼ ðx 1 ; . . . ; x M Þ in M r such that x 1 ¼ X x j for some intertwining operator X : F n ! H, and such that
: 1 e j e q This gives 1=kx 1 k < 1=ð1 À 0 Þ and
; 1 e j e q:
½S u x i n h
where we have used the fact that x and h ð jÞ belong to orthogonal S ðMÞ -invariant subspaces, which implies that k½S ðMÞ u x n h ð jÞ S k ¼ 0. Multiplying this inequality by 1=kx 1 k ¼ 1=kS u x 1 k then gives k½S u ðx 1 =kx 1 kÞ n h j k < 0 =ð1 À 0 Þ for 1 e j e q. In the same way we get kh j n S u ðx 1 =kx 1 kÞk < 0 =ð1 À 0 Þ for 1 e j e q. Hence we can take y ¼ x 1 =kx 1 k and Y ¼ X =kx 1 k. r Lemma 4.9. Given vectors h 1 ; . . . ; h q in M, p f 1, and > 0, there exists a unit vector z in M such that
for all u 1 and u 2 in F p n , and such that k½S w z n h j S k < and k½h j n S w z S k < for all w A F þ n and 1 e j e q.
Proof. By Lemma 4.8, there exists a unit vector y in M such that y ¼ Y x j for some intertwining operator Y : F n ! H, and such that for any word w in F þ n , k½S w y n h j S k < and k½h j n S w y S k < for 1 e j e q. By Lemma 4.6, there exists a word v in F þ n such that k½S u 1 S v y n S u 2 S v y S À fð½x u 1 n x u 2 L n Þk < for any words u 1 and u 2 in F p n . Then k½S w S v y n h j S k ¼ k½S wv y n h j S k < and k½h j n S w S v y S k ¼ k½h j n S wv y S k < , so we can take z ¼ S v y. r Lemma 4.10. Given a weak*-continuous linear functional p on S, h 1 ; . . . ; h q in M, and > 0, there are vectors x and y in M such that
(3) k½x n h j S k < and k½h j n y S k < for 1 e j e q.
Proof. By scaling p and if necessary, we can assume that kpk ¼ 1. Choose 0 > 0 such that 2 0 þ 3 2 0 < =2 and 4 0 þ 4 2 0 < þ 2 =2. Since L n has property A 1 ð1Þ, there are vectors x and h in F n such that ½x n h L n ¼ f À1 ðpÞ, with kxk < 1 þ 0 and khk < 1 þ 0 .
Since x j is cyclic for L n , there is p f 1 and C and D in the span of fL u : u A F p n g such that kCx j À xk < 0 and kDx j À hk < 0 . Then
, and similarly, kDx j k
Set A ¼ FðCÞ and B ¼ FðDÞ. If we expand C and D as
Choose 1 > 0 such that
By Lemma 4.9, there exists a unit vector z in M such that
for any words u and v in F p n , and such that k½S u z n h j S k < 1 and k½h j n S u z S k < 1 for any word u in F þ n and 1 e j e q. Then
Hence from above,
By a similar estimation,
Evaluation of these functionals at the identity then implies
and hence that kAzk < 1 þ : In the same way we get kBzk < 1 þ .
Finally,
and in the same way we get
Hence we can take x ¼ Az and y ¼ Bz. r
The next result follows from Lemma 4.10 by a standard iterative argument from the theory of dual algebras. We include the details for the convenience of the reader.
Theorem 4.11. Given a weak*-continuous linear functional p on S and > 0, there are vectors x and y in H such that p ¼ ½x n y S , kxk < ð1 þ Þkpk 1=2 , and kyk < ð1 þ Þkpk 1=2 . In other words, S has property A 1 ð1Þ.
Proof. By scaling p if necessary, we can assume that kpk ¼ 1. Choose a > 0 such that ð1 þ aÞ=ð1 À aÞ < 1 þ . Note that a k ! 0 as k ! y. We claim that for k f 1, we can find x k and y k in M such that
Setting x 0 ¼ 0 and y 0 ¼ 0, Lemma 4.10 easily implies this is true for k ¼ 1. Proceeding by induction, suppose that we have found x k and y k satisfying these conditions. Choose 0 > 0 such that 0 < a and 0 < a 2ðkþ1Þ =3. By Lemma 4.10, there are x 0 and y 0 in M such that
Also,
Similarly, the sequence fy k g is Cauchy. Letting y ¼ lim k y k be its limit, kyk < 1 þ . Finally, we have
Theorem 4.12. Every type L free semigroup algebra has a wandering vector.
Proof. Let S be a type L free semigroup algebra, and let S 0 denote the weakoperator-closed ideal generated by S 1 ; . . . ; S n . Since S is type L, S 0 is proper, and in particular doesn't contain the identity. Let p 0 denote the weak-operator-continuous linear functional which annihilates S 0 and satisfies pðI Þ ¼ 1.
Since S has property A 1 ð1Þ, there are vectors x and y in H such that p 0 ðAÞ ¼ ðAx; yÞ for all A in S. This implies ðS w x; yÞ ¼ 0 for all w A F þ n nfjg, so y is orthogonal to the subspace S 0 ½x. However, ðx; yÞ ¼ pðI Þ ¼ 1, so y is not orthogonal to the subspace S½x. Hence S½x m S 0 ½x is nonempty.
Let z be a unit vector in S½x m S 0 ½x. Then the subspace S 0 ½z is contained in the subspace S 0 ½x, and in particular, is orthogonal to z. Hence ðS w z; zÞ ¼ 0 for all w A F þ n nfjg. Let u and v be distinct words in F Proof. Let S be a free semigroup algebra. By the general structure theorem for free semigroup algebras [10] , S is either a von Neumann algebra, or it has a type L part. In the latter case, by Theorem 4.12, S has a wandering vector. r By [11] , Theorem 4.1, every free semigroup algebra which has a wandering vector is reflexive. Thus we have established the following result.
Corollary 4.14. Every free semigroup algebra is reflexive.
Theorem 4.2 of [11] shows that every type L free semigroup algebra which has a wandering vector is hyper-reflexive with hyper-reflexivity constant at most 55. This gives the following result, which we will refine in Section 5.
Corollary 4.15. Every type L free semigroup algebra is hyper-reflexive with hyperreflexivity constant at most 55.
Hyper-reflexivity and the factorization of linear functionals
In Section 4, we established that every type L free semigroup algebra has a wandering vector. In this section, we will build on this result to show that the predual of every type L free semigroup algebra with n f 2 generators satisfies a very strong factorization property. By a result of Bercovici [4] , we will obtain as a consequence that every such algebra is hyper-reflexive with hyper-reflexivity constant at most 3.
Definition 5.1. A weak*-closed subspace S of BðHÞ is said to have property X 0; 1 if given a weak*-continuous linear functional p on S with kpk e 1, h 1 ; . . . ; h q in H, and > 0, there are vectors x and y in H such that (1) kp À ½x n y S k < , (2) kxk e 1 and kyk e 1, (3) k½x n h j S k < and k½h j n y S k < for 1 e j e q.
Bercovici [4] showed that any weak*-closed algebra whose commutant contains two isometries with pairwise orthogonal ranges has property X 0; 1 , and showed that any weak*-closed algebra with property X 0; 1 is hyper-reflexive with hyper-reflexivity constant at most 3. For n f 2, this includes L n . We will show that every type L free semigroup algebra with n f 2 generators has property X 0; 1 .
We require the following result which is implied by Lemma 1.2 in [14] .
Lemma 5.2. Given a proper isometry V in R n , vectors n 1 ; . . . ; n q in F n , and > 0, there exists m such that kðV Ã Þ m n j k < for 1 e j e q.
For the remainder of this section we fix a type L free semigroup algebra S with n f 2 generators acting on a Hilbert space H, and we let Z denote the weak* closure of S þ S Ã . Let F denote the canonical map from L n to S. By Theorem 3.6, we can extend F to a map from the set T R of R-Toeplitz operators to Z, and this extension is a complete isometry and a weak*-to-weak* homeomorphism. For x and y in H, we will need to take care to distinguish between the weakoperator-continuous vector functional ½x n y S defined on S, and the weak-operatorcontinuous vector functional ½x n y Z defined on Z.
The following lemma is a variation of an argument of Bercovici [4] . It was kindly provided by Ken Davidson.
Lemma 5.3. Given isometries U and V in R n with orthogonal ranges, vectors x and n in F n with n in the kernel of U Ã , and > 0, define
Proof. Let H 2 denote the Hardy-Hilbert space with orthonormal basis
Note that Y and Z are isometries. For T in T R , by Lemma 3.3 we can factor T as 
where kD k k 1 denotes the L 1 -norm of the Dirichlet kernel. Using the well-known fact that kD k k 1 grows logarithmically as k ! y gives lim
Lemma 5.4. Given vectors h 1 ; . . . ; h q in H and > 0, there exists an intertwining operator Y : F n ! H such that kY x j k ¼ 1 and k½Y x j n h i Z k < for 1 e i e q.
Proof. For 1 e i e q, let H i : F n ! H be an intertwining operator such that kH i x j À h i k < =2. Since S is type L, by Theorem 4.12 there is an isometric intertwining operator X : F n ! H. Then each H 
Using inner-outer factorization, write D ¼ UF for U and F in R n , where U is inner and F is outer. Then F is bounded below since D is, and hence is invertible. By Lemma 5.2, there exists m such that kðU Ã Þ m C i x j k < =ð8kF kÞ for 1 e i e q. Write C i x j ¼ n i þ o i , where ko i k < =ð8kF kÞ, and n i is in the kernel of ðU Ã Þ m . Set V ¼ U m R 1 and W ¼ U m R 2 . Then V and W are isometries in R n with pairwise orthogonal ranges. Note that n i is in the kernel of V Ã . For k f 1, define intertwining operators
and define
Note that h k is a unit vector.
Using the fact that V ¼ DF À1 U mÀ1 R 1 , we compute
By Lemma 5.3, we can choose r su‰ciently large such that k½n i n h rþ1 T R k < =ð8kF kÞ. This gives
Thus k½H i x j n Y k x j Z k < =ð4kF kÞ for 1 e i e q.
Now,
which implies
Setting Y ¼ Y r =kY r x j k, it follows that
Corollary 5.8. Every type L free semigroup algebra with n f 2 generators is hyperreflexive with hyper-reflexivity constant at most 3.
Concluding remarks
In [10] , Davidson, Katsoulis, and Pitts posed the following four questions about free semigroup algebras:
(1) Can a free semigroup algebra be a von Neumann algebra?
(2) Does every type L free semigroup algebra have a wandering vector? (3) Is every free semigroup algebra reflexive, or even hyper-reflexive? (4) Is the restriction of a type L free semigroup algebra to an invariant subspace also of type L?
In [21] (see also [9] ), Read answered (1) in the a‰rmative by showing that BðHÞ is a free semigroup algebra. Theorem 4.12 gives an a‰rmative answer to (2) , and Corollary 4.14 gives an a‰rmative answer to the first part of (3). Corollary 4.15 partially answers the second part of (3) in the a‰rmative, as we now explain.
Recall that by the general structure theorem for free semigroup algebras [10] , every free semigroup algebra decomposes into 2 Â 2 block-lower-triangular form, where the left column is a slice of a von Neumann algebra, and the bottom right entry is a type L free semigroup algebra. By Corollary 4.15, we know that the type L part is hyper-reflexive. The di‰culty in proving the hyper-reflexivity of the entire algebra comes down to the fact that it is an open question whether every von Neumann algebra is hyper-reflexive.
For n ¼ 1, (4) has a negative answer, as the following example from [10] shows. Example 6.1. Let U denote the bilateral shift, i.e. the operator of multiplication by z on L 2 ðT; mÞ, where m is a Lebesgue measure. Let 1 ½0; p and 1 ½p; 2p denote the characteristic function for the intervals ½0; p and ½p; 2p respectively, and define measures m 1 and m 2 by m 1 ¼ 1 ½0; p m and m 2 ¼ 1 ½p; 2p m. Let U 1 and U 2 be the operators of multiplication by z on L 2 ðT; m 1 Þ and L 2 ðT; m 2 Þ respectively. Since the support of m 1 and m 2 are proper measurable subsets of the circle, by [22] , the weak-operator-closed algebras generated by U 1 and U 2 are self-adjoint. On the other hand, U 1 l U 2 is unitarily equivalent to the bilateral shift U, so the weak-operator-closed algebra it generates is isomorphic to the analytic Toeplitz algebra.
For n f 2, the answer to (4) is unknown, but it is related to the notion of absolute continuity, which we now discuss.
The non-commutative analytic disk algebra A n is the norm-closed (non-self-adjoint) algebra generated by L 1 ; . . . ; L n . Popescu [19] showed that the norm-closed algebra generated by any row isometry of size n is completely isometrically isomorphic to A n . Definition 6.2. Let s be a Ã-extendible representation of A n on a Hilbert space H. These are precisely the representations with the property that ½sðS 1 Þ Á Á Á sðS n Þ is a row isometry. We say that s is absolutely continuous if, for every x in H, the linear functional on A n given by A ! À sðAÞx; x Á ; A A A n extends to a weak*-continuous linear functional on L n .
If a representation s is of type L, i.e. if sðL 1 Þ; . . . ; sðL n Þ generate a type L free semigroup algebra, then the fact that every type L free semigroup algebra is completely isometrically isomorphic and weak*-to-weak*-homeomorphic to L n immediately implies that s is absolutely continuous. In [11] , Davidson, Li, and Pitts conjectured that for n f 2, the converse of this holds. In other words, they conjectured that for n f 2, every absolutely continuous representation of A n is actually of type L.
For n ¼ 1, this is not true. Indeed, it's clear from Definition 6.1 that a representation which is a direct summand of an absolutely continuous representation is also absolutely continuous. It follows that U 1 and U 2 from Example 6.1 correspond to absolutely continuous representations. However, the weak-operator-closed algebras generated by U 1 and U 2 are self-adjoint, and in particular are not of type L.
A proof of the conjecture would therefore provide an interesting example of a result in the non-commutative setting which has no commutative counterpart. On the other hand, it would be even more interesting if this conjecture was false, as we now explain.
It was shown in [13] that for n f 2, if s is an absolutely continuous representation of A n , then the infinite ampliation s ðyÞ is a representation of type L. In this case, the weak*-closed algebra generated by sðL 1 Þ; . . . ; sðL n Þ is algebraically isomorphic to L n , and so is non-self-adjoint, while the weak-operator-closed algebra generated by sðL 1 Þ; . . . ; sðL n Þ is self-adjoint. This is not completely implausible, as Loebl and Muhly [15] have demonstrated the existence of weak*-closed non-self-adjoint algebras of analytic type whose weak closure is self-adjoint.
Our results seem to provide some evidence that this conjecture is true. Davidson, Li, and Pitts [11] showed that if an absolutely continuous representation of A n has a wandering vector, then it is of type L. On the other hand, we know by Theorem 4.12 that if a representation of A n is of type L, then it has a wandering vector. Therefore, the truth of the conjecture is equivalent to the existence of a wandering vector for every absolutely continuous representation.
For n f 2, suppose that s is an absolutely continuous representation of A n . One would like to use the methods in the present paper to find a wandering vector for s. Unfortunately, we no longer know that some finite ampliation of s is of type L, which means we can't make use of Theorem 2.1. However, most of our approximation techniques do still work in this setting, so it seems plausible that some modification of our methods which avoids the dependence on Theorem 2.1 could yield a wandering vector for s.
