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Abstract 3
Estimating the means and standard deviations of environmental data remains a great chal- 4
lenge because a substantial percentage of observations lies below or above detection limits. 5
The inadequacy of several common, ad hoc estimation procedures is clear; this study instead 6
proposes a robust moment estimation procedure for environmental data with a one-sided 7
detection limit. The procedure assumes that the tails of the underlying distribution of the 8
(transformed) data are symmetric, and censoring only occurs on one side. Through an 9
application of the R´ enyi representation theorem, it is possible to use observations from the 10
other side to learn the shape of the distribution below the detection limit, without speci- 11
fying any particular parametric model, and consequently, derive the moment estimates of 12
the distribution. A simulation provides a comparison of estimation performance between 13
the proposed procedure and several existing estimators, and several real-life samples oﬀer 14
a good illustration. 15
16
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1 Introduction 21
Environmental data typically are censored because the measuring devices or procedures 22
used to collect such data cannot reliably quantify trace levels of concentration below a cer- 23
tain quantitation limit (d). When concentrations exist lower than d, they are reported as 24
“less-than” values. However, with this portion of sample censored, even the simple task 25
of estimating the mean concentration presents a great challenge, and the use of standard 26
statistical techniques, developed with a complete sample in mind, generally is not appli- 27
cable. To complicate matters even further, several studies suggest that the distribution of 28
environmental data frequently exhibits multi-modal and long-tailed traits, even after log 29
transformations. Thus, the development of a moment estimation procedure that deals with 30
singly censored environmental data constitutes a research topic of signiﬁcant interest in 31
both statistics and environmetrics. 32
Techniques for estimating the mean and variance of environmental data with censoring 33
can be loosely classiﬁed into three categories: substitution, distributional, or some combi- 34
nation of the two (cf. Helsel 1990, 2005a, b, c). A substitution technique aims to ﬁll in 35
the censored observations with certain numerical values to create a fabricated sample, to 36
which standard complete sample statistical methods can be applied. For convenience, a 37
fraction of d typically is used as the ﬁll-in value, where 0, d/2, or d are three commonly 38
used numbers. Although simple, this method has little theoretical basis and it performs 39
3poorly in comparison with other more complex methods (Gilliom and Helsel 1986; Gleit 40
1985; Helsel 2006; Helsel and Cohn 1988; Helsel and Gilliom 1986). 41
The distributional technique assumes that the underlying distribution that generates 42
the data is known, a strong but convenient assumption. Commonly assumed distributions 43
for environmental data include normal, lognormal, and delta distributions described by 44
Aitchison (1955). Moulton and Halsey (1995) establish a mixture model that consists of a 45
censored lognormal distribution and a point distribution located below the detection limit 46
for a sample of antibody concentration values. The parameters of these distributions are 47
typically estimated by a maximum likelihood (ML) estimation approach. With a normality 48
assumption, Cohen (1959, 1961) has developed ML estimators adjusted for censored data 49
to estimate the parameters, and Persson and Rootz´ en (1977) propose a restricted version 50
to oﬀer computationally simpler estimators. Saw (1961), Schmee, Gladstein and Nelson 51
(1985), Schneider (1986), and Haas and Scheﬀ (1990) suggest further extensions and re- 52
ﬁnements, and Shumway, Azari, and Johnson (1989) and Shumway, Azari, and Kayhanian 53
(2002) propose exact maximum likelihood estimators (MLE) in conjunction with a Box- 54
Cox transformation that leads to the best approximate normal likelihood. Cohn (2005) also 55
oﬀers an adjusted MLE that ﬁts Type I censored data. 56
The third technique combines the two approaches and plays an important role in en- 57
vironmental literature. In particular, regression on order statistics (ROS), as proposed by 58
Shumway, Azari, and Kayhanian (2002), assumes that observations xi, for i = 1,2,...,n, 59
or the log-transformed observations, are independently and normally distributed. By re- 60
gressing the uncensored observations on Φ−1(ˆ pi) using weighted (Gupta 1952) or ordinary 61
(Helsel and Gilliom 1986) least squares, where Φ−1 denotes the inverse of the standard 62
normal distribution function and ˆ pi is the observation rank, we can ﬁll the censored obser- 63
4vations with the predicted values from the regression model. A variation of this procedure, 64
as summarized by Travis and Land (1990), considers the lognormal distribution rather than 65
a normal distribution. The ROS performance, in both normal and lognormal cases also has 66
been examined closely by Gilliom and Helsel (1986). 67
These distributional and ROS techniques make a rather strong assumption regarding 68
the knowledge of the underlying distribution, which is rarely possible in empirical studies. 69
Several simulation studies reveal that the resulting estimates are sensitive to a deviation 70
from the assumed distribution, such as Gilliom and Helsel (1986) and Helsel and Cohn 71
(1988). Shumway, Azari, and Johnson (1989) and Shumway, Azari, and Kayhanian (2002) 72
also propose “normalizing” the data using the Box-Cox transformation to eliminate the 73
distributional bias. Korn and Tyler (2001) suggest the use of a Student t distribution with 74
between two to four degrees of freedom to accommodate outlying data, as is frequently 75
observed in environmental samples even after a log transformation. Yet even their consid- 76
erations still assume a speciﬁc global distribution. 77
The lack of theoretical justiﬁcation for the ﬁll-ins and the strong distributional assump- 78
tions in several existing techniques indicate the need to develop an estimation procedure 79
that provides theoretically defensible ﬁll-in values and is robust across a wide range of distri- 80
butions commonly considered for modeling environmental data. For a left-censored sample, 81
for example, the proposed estimation procedure uses the reliably measured observations 82
above the censoring point d to learn about the behavior of the right tail of the underlying 83
distribution. By assuming tail symmetry (as deﬁned in the next section), this procedure 84
then applies the properties of the right tail to the left tail, where the censored data are 85
located, to calculate the expected value and the quantiles below d, which then serve as 86
ﬁll-ins. Other than the assumption of tail symmetry, no global distribution is assumed. 87
5This article proceeds as follows: Section 2 lays out the theoretical foundation of the 88
proposed method, followed by the derivation of the moment estimators in Section 3. A 89
simulation study reveals the strengths and weaknesses of the estimators in Section 4, fol- 90
lowed by an application to several real-life examples in Section 5. Section 6 summarizes 91
and concludes our study and oﬀers possible extensions to this work. Certainly, the problem 92
of moment estimation from data with detection limits confronts researchers in many other 93
ﬁelds, including industrial experimenters (Liu and Sun 2000) and exposure assessments 94
(Finkelstein 2008; Flynn 2010); the proposed estimators can be applied in those circum- 95
stances as well. Other issues related to detection limits, such as estimating the probability 96
of detection, have been discussed by Lambert, Peterson and Terpenning (1991) and are not 97
the focus of this paper. Baccarelli, et al. (2005) also provide an overview of estimation 98
methods with a focus on substitution procedures. 99
2 Theory 100
2.1 Assumptions 101
Let X1,X2,...,Xn be a random sample of size n from a distribution F and X(1) ≥ X(2) ≥ 102
... ≥ X(n) be the corresponding order statistics. Given a lower quantitation limit d, we 103
assume that the values of the smallest r order statistics can not be reliably quantiﬁed, i.e., 104
X(n−r+1) ≤ d ≤ X(n−r). We deﬁne the lower tail of the distribution to be the set {x : x ≤ d} 105
and the upper tail as {x : x ≥ D}, where D will be deﬁned next. 106
The class F of distributions under consideration consists of the distributions with sym- 107
metric lower and upper tail behaviors. Without loss of generality, consider a class of distri- 108
bution F deﬁned on a real line with symmetric tail behavior at the origin. A distribution 109
6F belongs to F if F(x) = 1 − F(−x) and the ﬁrst derivative of F(x) is monotone for 110
x ≤ d < 0 and x ≥ D = −d. Symmetric distributions, such as normal, Student t, and 111
Cauchy distributions, belong to this class F. Certain mixtures of normal distributions, 112
such as 0.5Φ(1,1)+0.5Φ(−1,1) and 0.8Φ(0,1)+0.2Φ(0,5) (as discussed in Haas and Scheﬀ 113
1990), are also members of F, where Φ( ,σ) is a normal distribution with mean   and 114
standard deviation σ. The shape of the distribution between d and D is not assumed. 115
The core idea of the proposed estimation procedure thus can be deﬁned. It proposes to 116
use the observations above D to reveal the shape of the upper tail, and then apply a tail 117
symmetry assumption to obtain the shape of the lower tail, where censoring occurs. With 118
knowledge of the distributional form below d, it becomes possible to calculate estimates 119
of several theoretical quantities, such as the expected value below d and quantiles, and 120
use them as ﬁll-ins for censored observations. Finally, standard complete sample statistical 121
methods, such as the sample mean and standard deviation formulas, are applied to the fab- 122
ricated sample to obtain the moment estimates. Although the derivation with the proposed 123
method assumes the data are left censored, the proposed method can be easily modiﬁed for 124
right-censored samples as well. 125
2.2 Learning the Tail Behavior 126
The development of the proposed method relies on the following theorem: 127
128
Theorem (R´ enyi 1953) Let X1,...,Xn be a sample from a continuous, strictly increasing 129
distribution F, and let X(1) ≥ X(2) ≥ ... ≥ X(n) be the order statistics. Let ei be independent 130
exponentially distributed random variables with expectation 1.0. Then 131
X(i) = F−1
￿
exp
￿
−
￿
e1
n
+
e2
n − 1
+     +
ei
n − i + 1
￿￿￿
, (1)
7for i = 1,2,...,n. 132
Suppose that X(r) ≥ D and 1−F(x) = ¯ G(x;θ) = 1−G(x;θ) for x ≥ D, where G( ;θ) is 133
a speciﬁed function with parameter θ. Then from Equation (1), it follows that for X(r) ≥ D, 134
ei = (n − i + 1)
h
log ¯ G(X(i−1);θ) − log ¯ G(X(i);θ)
i
, (2)
for i = 1,2,...,r. By deﬁnition, G(X(0);θ) = 1. If the observed values of the order statistics 135
above D are X(i) = x(i), for i = 1,2,...,r, then the conditional likelihood function for θ is 136
L(θ) ∝ |J| × exp
"
nlog ¯ G(x(r);θ) +
r X
i=1
log
¯ G(x(i);θ)
¯ G(x(r);θ)
#
, (3)
where the Jacobian J is proportional to Πr
i=1(dlog ¯ G(x(i);θ))/dx(i). Let g( ;θ) be the ﬁrst 137
derivative of ¯ G( ;θ), in which case the log-likelihood function l(θ) can be simpliﬁed as 138
l(θ) ∝ (n − r)log ¯ G(x(r);θ) +
r X
i=1
logg(x(i);θ), (4)
and the MLE of the parameter θ can be obtained by maximizing the log-likelihood function 139
in Equation (4). 140
2.3 Alternative Functional Form G( ;θ) 141
Without specifying a global distribution, the task at hand is to ﬁnd an appropriate function 142
G(  : θ) that approximates the tail area of the distributions commonly used for environ- 143
mental data. Three alternative functions of G( ;θ) are considered: (1) power function with 144
1 − G(x;α,C) = Cx−α, (2) exponential function with 1 − G(x;α,C) = C exp(−αx), and 145
(3) Weibull-type function with 1 − G(x;α,C) = exp(−Cxα), where α > 0 and C > 0. 146
These functional forms encompass a large class of tail behavior. The power function 147
describes a distributional tail that decays algebraically, as in the case of the long-tailed 148
Student t distribution that is often considered an alternative to the normal distribution 149
8when modeling environmental data. The exponential function includes a class of distribution 150
whose tails are longer than those of a normal distribution but decay exponentially. This 151
class includes distributions such as the double exponential distribution. Finally, the Weibull- 152
type function captures the tail behavior that decays faster than the exponential function 153
and includes the ﬂexible Weibull distribution. 154
3 The Proposed Moment Estimators 155
Because the global distribution is not speciﬁed, the proposed strategy is to ﬁll in the cen- 156
sored data with certain numerical values and then apply standard sample moment formulas 157
on the fabricated sample. Two approaches are used to determine the ﬁll-in values. 158
159
Fill in with mean excess value. Deﬁne the mean excess function as e(D) = E [X − D|X > D]. 160
The idea is to ﬁll in all values below d with the estimated d−e(D), where e(D) is estimated 161
by replacing the parameters with the corresponding MLE. For power and exponential func- 162
tions, e(D) are D/(α − 1) and 1/α, respectively. The advantage of using the power and 163
exponential functions is that the MLE of the parameters have simple closed-form solutions. 164
For the power function, the respective MLE of α and C are (Hill 1975) 165
ˆ α =
r
Pr
i=1(logx(i) − logx(r))
and ˆ C =
r
n
xˆ α
(r), (5)
and for the exponential function, the respective MLE of α and C are 166
ˆ α =
r
Pr
i=1(x(i) − x(r))
and ˆ C =
r
n
exp(ˆ αx(r)). (6)
For the Weibull-type function, 167
e(D) = C−1/αΓ(1 + 1/α)[1 − FG(Dα)]exp(CDα), (7)
9where Γ( ) is the gamma function, and FG is a gamma distribution with the scale parameter 168
C and the shape parameter 1/α. An optimization algorithm is needed to obtain the MLE 169
of α and C, whereas a numerical algorithm is required to calculate Γ( ) and integrate FG 170
in this case. To facilitate the following discussion, the estimation procedures that use the 171
mean excess ﬁll-in values derived from the power, exponential, and Weibull-type functions 172
take the designations PwME, EwME, and WwME, respectively. 173
174
Fill in with sample quantiles. Similar to the ROS approach, it is possible to ﬁll 175
in the censored data with the sample quantiles. Consider the largest order statistics 176
X(1),X(2),...,X(r) located above the cutoﬀ D. Deﬁne H(x) = [1−F(x)][1−F(D)]−1, and 177
H(X(i)) = ˆ pi, where i = 1,2,...,r. Let H−1( ) be the inverse function of H( ). Thus, the r 178
smallest order statistics below the quantitation limit d, X(n) ≤ X(n−1) ≤ ... ≤ X(n−r+1) ≤ 179
d, can be replaced with ˆ x(n−i+1) = d − H−1(ˆ pi) + D to create a fabricated sample, where 180
the observation rank ˆ pi = (i − 0.5)/r for i = 1,2,...,r, see, for example, Hazen (1914) and 181
Hyndman and Fan (1996). Finally, the ﬁll-in values ˆ x(n−i+1) for the censored X(n−i+1) are, 182
for i = 1,2,...,r, 183
ˆ x(n−i+1) = d − Dˆ p
−1/α
i + D for the power function, (8)
ˆ x(n−i+1) = d −
h
D − 1
α log ˆ pi
i
+ D for the exponential function, and (9)
ˆ x(n−i+1) = d −
h
Dα − 1
C log ˆ pi
i1/α
+ D for the Weibull-type function. (10)
Cohen and Ryan (1989) replace the censored data with random deviates generated from 184
an assumed distribution. The resulting moment estimates depend on the generated random 185
deviates and can not provide unique estimates. The estimates also rely on a strong distribu- 186
tional assumption that goes against the core idea of the current article, so their approach is 187
10not considered further. For similar reasons, multiple imputation methods (e.g., Rubin 1987, 188
Schafer 1997) that replace each censored value with a set of plausible values are also ex- 189
cluded. For the following discussion, the terms PwSQ, EwSQ, and WwSQ represent the 190
estimation procedures that use the sample quantiles ﬁll-in values derived from the power, 191
exponential, and Weibull-type functions, respectively. 192
193
4 Performance Evaluation 194
The simulation study in this section evaluates the performance of the proposed estima- 195
tion procedures in comparison with several extant approaches under various distributional 196
assumptions and censoring percentages. 197
4.1 Estimation Procedures 198
In addition to the proposed PwME, EwME, WwME, PwSQ, EwSQ, WwSQ, the 199
simulation considers the following estimation procedures: FULL, DL/2, ROS, EM, and 200
MEst. The estimation procedure FULL uses the standard sample mean and standard de- 201
viation formulas on the entire simulated data without censoring. Using the sample moment 202
formula oﬀers a convenient approach in practice when all sample values are measured and 203
available. The resulting estimates provide a basis for comparison. In contrast, the DL/2 204
procedure replaces all censored values by half of the detection limit, then applies the usual 205
sample moment formula to this fabricated sample to obtain the mean and standard devia- 206
tion estimates. Although Helsel (2010) concludes against the use of DL/2 and substitution 207
methods in general, it is included as a performance benchmark for the other estimation 208
procedures. 209
11The regression on order statistics (ROS) approach (Newman, Dixon, Looney and Pin- 210
der, 1989) ﬁts a regression model to the observed data, likely after a suitable transforma- 211
tion, and the hypothetical normal quantiles. Speciﬁcally, if the transformed observations 212
y(1) ≤ y(2) ≤ ... ≤ y(n−1) ≤ y(n) are assumed to be independently normally distributed 213
with a common mean  y and variance σ2
y, then each y(i),i = 1,...,n, satisﬁes 214
y(i) =  y + σyΦ−1(Pi), (11)
where Pi = Prob{Y(i) ≤ y(i)}, and Φ−1( ) denotes the inverse of the cumulative normal 215
distribution function. Suppose that the data are left censored and the smallest n0 data 216
values are below the detection limit d, i.e. y(n0) < d ≤ y(n0+1). In this case, ROS regresses 217
the remaining largest n − n0 uncensored data values on their adjusted ranks (Blom 1958) 218
to obtain the mean and variance estimates. In other words, Equation 11 becomes 219
y(i) =  y + σyΦ−1(
i − 3/8
n + 1/4
) + ǫi, (12)
where i = n0 + 1,...,n; the residual errors ǫi are i.i.d. normal with mean 0 and standard 220
deviation σǫ; and the probability Pi is replaced by the adjusted ranks as an accepted pro- 221
cedure in practice. For this simulation, the intercept and the slope parameters,  y and σy, 222
respectively, are estimated by ordinary least squares. Extensions and variations of ROS 223
appear in Gupta (1952) and Helsel and Gilliom (1986). 224
The expectation maximization (EM) algorithm developed by Dempster, Laird and Ru- 225
bin (1977) attempts to deal with censored and missing data. Starting with some convenient 226
estimates of  y and σy, EM deﬁnes an iterative sequence that involves re-estimating the 227
mean and variance at each iteration, with all censored data replaced by the same condi- 228
tional expected value, then re-evaluating the log-likelihood function with the new mean and 229
variance estimates. The EM algorithm is guaranteed to increase the log-likelihood function 230
12and converge to a unique maximum, if it exists. Technical details are available in work by 231
Dempster, Laird, and Rubin (1977), Gleit (1985), Shumway, Azari, and Johnson (1989), 232
and Shumway, Azari, and Kayhanian (2002). 233
Finally, M−estimates (Huber 1981) oﬀer a generalization of maximum likelihood esti- 234
mates. Given a sample yi,i = 1,...n, and some function ρ, an M−estimate is deﬁned as a 235
solution ˆ θ that minimizes 236
n X
i=1
ρ(yi;θ).
For the purposes of this study, the objective function is the negative log-likelihood func- 237
tion, deﬁned as
Pn
i=1 ρ(yi;δi,θ), where θ = { y,σ2
y}, ρ(yi;δi,θ) = −δi log(fθ(yi)) − (1 − 238
δi)log(Fθ(yi)); f and F are the density and distribution functions, respectively; and δi = 1 239
if the ith observation yi is uncensored and 0 if censored. In addition to the detection limit 240
issue, Korn and Tyler (2001) note that the distribution of environmental data often exhibit 241
longer tails than does a normal distribution, even after a log transformation. As a result, 242
they focused on the use of the Student t density f and distribution F with v degrees of 243
freedom, then applied an EM algorithm (Pettitt 1985) to obtain the solution ˆ θ. Their simu- 244
lation showed that a choice of v = 2, 3, or 4 is a reasonable compromise between robustness 245
and eﬃciency. Therefore, the present simulation uses v = 3, denoted MEst. 246
4.2 Simulation Design 247
Several prior studies have provided good starting points for designing the simulation (e.g., 248
Haas and Scheﬀ 1990; Helsel and Gilliom 1986; Hewett and Ganser 2007; Singh and Nocerino 249
2001). Distributions commonly assumed for (transformed) environmental data, such as nor- 250
mal, Student t, and mixtures of normals, appear in the simulation, and experiments with 251
diﬀerent parameter values indicated the properties of the proposed estimation procedures. 252
13These distributions, along with their abbreviations in brackets, include the normal distribu- 253
tion Φ(10;1) [Norm]; double exponential distribution with the mean 10 and standard devi- 254
ation 1 [DExp]; Student t distribution with the mode at 10, and 2 and 5 degrees of freedom, 255
denoted by [Tdfv], where v = 2, and 5; and the following mixtures of normal distributions: 256
0.5×Φ(9;1)+0.5×Φ(11;1) [M2Sa], 0.5×Φ(8;1)+0.5×Φ(12;1) [M2Sb], 0.3×Φ(8;1)+ 257
0.4×Φ(10;1)+0.3×Φ(12;1) [M3Sa], 0.45×Φ(8;0.25)+0.10×Φ(10;0.25)+0.45×Φ(12;0.25) 258
[M3Sb], 0.8×Φ(10;1)+0.2×Φ(13;1) [MNSa], and 0.1×Φ(8;1)+0.9×Φ(12;1) [MNSb]. 259
Because the standard deviation is location invariant, to avoid taking log-transformations 260
on the negative values of already log-transformed data, the location of all distributions is 261
shifted to 10. The density plots of the aforementioned distributions appear in Figure 1. 262
The Norm distribution serves to approximate the distribution of transformed envi- 263
ronmental data, considering its well-studied properties and convenience. However, several 264
empirical studies also suggest that the normal distribution may not be a good ﬁt to the 265
data, even after proper transformation. Therefore, the simulation considers the cases of 266
DExp, whose tails decay exponentially, and Tdfv, which has longer tails than does a nor- 267
mal distribution, in particular, Tdf2 is a heavy-tailed distribution with an inﬁnite second 268
moment. Following the simulation design in Haas and Scheﬀ (1990), the present study uses 269
the mixtures of normal distributions to explore diﬀerent tail behavior and modality and 270
includes the cases of the unimodal distributions M2Sa and M3Sa, a bimodal distribution 271
M2Sb, and a tri-modal distribution M3Sb, all of which satisfy the tail symmetry assump- 272
tion. To examine the impact of the tail symmetry assumption, the simulation also contains 273
two distributions, MNSa and MNSb, that violate the assumption. 274
For each distribution with the true parameter θ = { ,σ}, it is possible to generate 275
r = 1000 samples of size n = 100 and 200, respectively, and take the smallest p% of 276
14observations as censored values, where p = 5, 10, 15, 20, 25, and 30 in the simulation. 277
With the resulting estimate ˆ θ for each of the estimation procedures under consideration, 278
the quantiﬁcation of its accuracy relies on calculating the root mean square error (RMSE), 279
deﬁned as
qPr
i=1(ˆ θi − θ)2/r. 280
4.3 Simulation Results 281
The RMSE values of the   and σ estimates are summarized in Figures 2 and 3. Because the 282
results from the two proposed ﬁll-in procedures, namely, with mean excess value and with 283
sample quantiles, are nearly identical, this section only details the results from PwME, 284
EwME, and WwME. To enable the presentation of all estimation procedures in the same 285
ﬁgures, the abbreviated designations in the ﬁgures use p for PwME, e for EwME, w for 286
WwME, F for FULL, D for DL/2, R for ROS, E for EM, and M for MEst. A quick 287
glance shows that, as expected, the RMSEs derived from a larger sample size n = 200 288
(denoted by × in the ﬁgures) are smaller than those from a smaller sample size n = 100 289
(denoted by ◦) for all combinations of censoring percentages and underlying distributions. 290
The RMSEs of ˆ σ are generally higher than the corresponding RMSEs of ˆ  , which implies 291
that it is more diﬃcult to get a good estimate of σ. Furthermore, when the true distribution 292
deviates from normality with either longer tails and/or multiple modes, the RMSEs also 293
increase. Finally, as the censoring percentage p increases, the performance of several esti- 294
mation procedures, DL/2 and EM in particular, deteriorates with an increasing RMSE, 295
whereas the RMSEs of the proposed PwME, EwME, and WwME stay approximately 296
the same. 297
In both ﬁgures, if Norm is the true underlying distribution, all estimation procedures 298
perform equally well for low percentages of censoring. Except for DL/2 and EM, the 299
15RMSEs of the other estimation procedures remain similar to that of FULL as censoring 300
intensity increases. The increase in RMSE for both DL/2 and EM is in line with the 301
ﬁndings in Singh and Nocerino (2001), who recommend against the use of DL/2 and EM 302
for samples with a size greater than 15 and/or larger censoring levels. 303
The poor performance of DL/2 and EM as censoring intensity increases emerges again 304
when the true underlying distribution is DExp or Tdf5. The MEst and ROS procedures 305
are two front runners that outperform even FULL in the case of the   estimation. However, 306
their performances are less than ideal in the case of the σ estimation. In contrast, the 307
performance of the proposed PwME, EwME, and WwME methods is consistent in both 308
cases, with RMSEs close to the values for the front runners. 309
Both M2Sa and M3Sa are symmetric and unimodal, and the proposed estimation 310
procedures continue to perform consistently. Even in the case of the   estimation, MEst 311
and ROS are no longer the best procedures, as in the DExp and Tdf5 cases. This ﬁnding 312
is most evident in the σ estimation case for MEst, which suggests that its performance is 313
rather sensitive to departures from normality. 314
The proposed PwME, EwME, and WwME methods outperform the rest of the esti- 315
mation procedures that use censored data when the true underlying distribution is bimodal 316
(M2Sb) or tri-modal (M3Sb). The results highlight the strengths of the proposed esti- 317
mation procedures, in that EM, ROS, and MEst were developed with normality in mind. 318
Once the true distribution diﬀers notably from Norm, their performances suﬀers, as clearly 319
depicted in the results from the σ estimation in Figure 3. However, the proposed estimation 320
procedures accommodate distributions such as M2Sb and M3Sb, and their RMSEs are 321
almost as good as that of FULL, especially in the low censoring cases. 322
If the tail symmetry assumption is violated, the performance of an estimation procedure 323
16depends on the extent of the violation, as well as the censoring percentage. For the two 324
special cases under consideration (MNSa and MNSb), the proposed estimation procedures 325
compete equally well with the other procedures and even do better in general. It is pre- 326
mature to draw any conclusion about the performance of the proposed PwME, EwME, 327
and WwME methods when the tail symmetry assumption is violated, but the results from 328
both the MNSa and MNSb cases seem to suggest that they may not do worse than the 329
other estimation procedures. 330
Suppose that two scientiﬁcally reputable analytical techniques are used to measure an 331
environmental element. The more sensitive technique gives rise to a complete sample, 332
whereas the other technique produces a sample with censored values. Antweiler and Taylor 333
(2008) propose replacing the censored data with their uncensored counterparts to create a 334
“complete” uncensored data set for the less sensitive technique. The mean and standard 335
deviation of the fabricated data set are treated as the “true” mean and standard deviation 336
and used as a comparison basis for various estimation procedures. Their “true” mean and 337
standard deviation are essentially the same as the estimates derived from FULL in the 338
simulation herein and should outperform all estimation procedures across all distributions 339
and censoring percentages considered, as shown in the simulation. In other words, one would 340
typically do better with a complete sample. However, both sample mean and standard 341
deviation formulas are sensitive to extreme observations, and the performance of FULL is 342
not without its own problems, as Table 1 shows. Recall that Tdf2 is a Student t distribution 343
with a true mean   = 10 and 2 degrees of freedom. It is a heavy-tailed distribution with an 344
inﬁnite variance. For 1000 generated samples of size 100 and 200, Table 1 summarizes the 345
estimation results with various censoring percentages. On average, the proposed estimation 346
procedures and FULL hit the target   = 10 across all censoring percentages. The diﬀerence 347
17is that the standard error of FULL is quite large in comparison. For example, for n = 100 348
and 5% censoring, the standard error of FULL is 0.366, whereas the standard error of the 349
proposed procedures is approximately half that amount, ranging between 0.180 to 0.187. 350
Needless to say, a large standard error often leads to less power in subsequent statistical 351
analysis. 352
5 Real Data Examples 353
Three data sets from Helsel (2005c) serve to illustrate the use of the proposed estimation 354
procedures. The ﬁrst data set contains measurements of metals concentrations in stream 355
sediments at 82 sites in New Mexico. The two variables, y1996 and y2000, represent mea- 356
surements taken in 1996 and then in 2000 after wildﬁres. The metals concentrations below 357
the detection limit 4  g/L are recorded as censored observations. The second data set 358
contains 423 measurements of Atrazine concentration, referred to as AtraConc in the fol- 359
lowing analysis, collected in streams across the Midwestern United States. There is one 360
detection limit at 0.05  g/L. Finally, the third data set contains measurements of dieldrin 361
contamination in ﬁsh, denoted Dieldrin, collected at the Swindon, Burford, Northmoor, and 362
Hannington Bridge sites near the Thames River, in the United Kingdom. The data set has a 363
detection limit at 0.09. The histograms and normal probability plots of all log-transformed 364
variables appear in Figure 4. The dashed line in the normal probability plot indicates a ref- 365
erence line without censored values. A quick glance at the ﬁgure suggests that a unimodal 366
and symmetric distribution may be appropriate to model the log(y1996) and log(y2000) 367
data, but a bimodal distribution may be more appropriate for the log(AtraConc) data. 368
The distribution of log(Dieldrin) is more diﬃcult to ascertain, due to its high percentage 369
of censoring. 370
18Table 2 summarizes the estimates of   and σ derived from the estimation procedures 371
discussed herein. As the simulation demonstrated, when the censoring percentage is low, 372
the proposed estimation procedures, along with ROS and EM, should provide estimates 373
comparable to those of FULL, were a complete sample available. However, DL/2 is not 374
expected to perform as well, even in the low censoring percentage case, and the performance 375
of MEst should vary, depending on the underlying distribution. The censoring percentages 376
of log(y1996) and log(y2000) are low at 4.88% and 1.22%, respectively. Except for DL/2 377
and MEst, the estimates from the rest of the estimation procedures are similar, with the 378
mean   estimated around 2.49 and 2.53, and the standard deviation σ estimated around 379
0.53 and 0.48 for log(y1996) and log(y2000), respectively. 380
With a censoring percentage of approximately 10% and an underlying distribution that 381
exhibits multiple modes, the proposed estimation procedures should perform better than 382
the other competing procedures, and in most cases, their estimates are closest to those of 383
FULL. The censoring percentage of log(AtraConc) is 11.11%, and its histogram suggests a 384
bimodal distribution. The proposed procedures estimate   as approximately -0.347 and σ 385
to be 2.04, whereas the estimates from the other procedures vary dramatically, ranging from 386
-0.122 to -0.529 for the mean estimates and from 1.773 to 2.190 for the standard deviation 387
estimates. 388
It is diﬃcult to assess the characteristics of the underlying distribution of log(Dieldrin), 389
given its high censoring percentage and small sample size. But with a censoring percentage 390
around 25%, the simulation again suggests that the use of the proposed estimation pro- 391
cedures is appropriate, considering their consistency across various distributional shapes. 392
Table 2 shows that the mean and standard deviation estimates are -1.11 and 1.03 for the 393
proposed procedures, respectively; for the rest of the estimation procedures, the estimates 394
19vary from -0.725 to -1.191 for the mean and from 0.478 to 1.167 for the standard deviation. 395
6 Summary and Conclusions 396
This article has proposed a moment estimation procedure for singly censored environmental 397
data. With its weaker distributional assumption, the proposed procedure uses uncensored 398
observations to learn about the tail behavior of the distribution where censored data reside. 399
The censored observations are imputed with mean excess values or sample quantiles to create 400
a fabricated sample, and the traditional sample moment estimators apply to the “complete” 401
sample for the estimates. The simulation has demonstrated that the proposed procedure is 402
robust according to the RMSE criterion, to censoring percentages below 30%, and a large 403
class of distributions commonly used in modeling environmental data. This class includes 404
the typical normal distribution, long-tailed double exponential distributions, heavy-tailed 405
Student t distributions, and mixtures of normal distributions with multiple modes. Several 406
real life data sets also were used to illustrate the proposed estimation procedures. 407
Yet several issues also require further exploration. In particular, a comparison between 408
several imputation methods is a logical extension to the current study. Most notably, 409
Rubin’s multiple imputation procedure (Rubin 1987) that accounts for uncertainty in sta- 410
tistical inference due to missing values will add to the strength of the proposed method. 411
Furthermore, regarding the choice of functional form G( ), this study has considered the 412
power, exponential, and Weibull-type functional forms, but the larger question is whether 413
there is a more ﬂexible functional form that can capture a larger range of tail behavior. 414
In addition, how can the tail symmetry assumption be tested with a censored sample, and 415
how can the proposed tail-learning process be adjusted to account for samples with a larger 416
percentage of censoring, as well as with multiple reporting limits? Finally, it still is nec- 417
20essary to explore diﬀerent data transformation techniques and examine the possibility of a 418
transformation bias. 419
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24n Censoring % FULL PwEM EwEM WwEM DL/2 ROS EM MEst
5% 10.000 10.018 10.014 10.010 9.977 10.114 9.939 9.991
(0.366) (0.187) (0.180) (0.186) (0.290) (0.239) (0.360) (0.128)
10% 9.999 10.027 10.012 9.984 9.823 10.096 9.849 9.979
(0.316) (0.183) (0.168) (0.169) (0.247) (0.182) (0.347) (0.134)
15% 10.013 10.035 10.011 9.955 9.649 10.053 9.755 9.976
100 (0.348) (0.209) (0.155) (0.170) (0.265) (0.149) (0.416) (0.136)
20% 9.994 10.033 10.007 9.917 9.452 9.988 9.603 9.974
(0.338) (0.188) (0.150) (0.171) (0.246) (0.153) (0.474) (0.139)
25% 9.986 10.028 10.002 9.871 9.238 9.907 9.466 9.972
(0.295) (0.168) (0.144) (0.184) (0.223) (0.175) (0.459) (0.137)
30% 10.003 10.043 10.009 9.837 9.049 9.810 9.284 9.977
(0.346) (0.206) (0.143) (0.208) (0.268) (0.326) (0.579) (0.138)
5% 9.999 10.025 10.013 10.004 9.984 10.118 9.933 9.992
(0.279) (0.145) (0.134) (0.136) (0.181) (0.154) (0.330) (0.097)
10% 9.997 10.024 10.005 9.967 9.822 10.090 9.843 9.977
(0.230) (0.137) (0.116) (0.119) (0.182) (0.124) (0.250) (0.093)
15% 10.006 10.034 10.009 9.929 9.650 10.048 9.732 9.979
200 (0.229) (0.129) (0.110) (0.126) (0.170) (0.106) (0.344) (0.096)
20% 9.996 10.033 10.002 9.883 9.457 9.973 9.563 9.972
(0.262) (0.144) (0.099) (0.138) (0.191) (0.116) (0.458) (0.090)
25% 9.989 10.029 9.998 9.829 9.247 9.887 9.412 9.971
(0.240) (0.129) (0.097) (0.162) (0.169) (0.157) (0.580) (0.092)
30% 9.955 10.039 10.000 9.779 9.052 9.770 8.985 9.970
(1.083) (0.174) (0.096) (0.195) (0.221) (0.329) (5.988) (0.093)
Table 1: Averages of 1000 estimates of the true mean  . The samples were generated from
a Student t distribution with 2 degrees of freedom. The true mean   is 10.0, and the true
standard deviation σ does not exist. Standard errors are given in parentheses.
25Variable n Censoring % Parameter PwEM EwEM WwEM PwSQ EwSQ WwSQ DL/2 ROS EM MEst
log(y1996) 82 4.88%   2.488 2.488 2.488 2.488 2.488 2.488 2.457 2.495 2.481 2.584
σ 0.533 0.533 0.533 0.533 0.533 0.533 0.613 0.520 0.548 0.571
log(y2000) 82 1.22%   2.534 2.536 2.533 2.535 2.536 2.534 2.527 2.536 2.534 2.583
σ 0.482 0.478 0.485 0.481 0.478 0.484 0.504 0.478 0.480 0.475
log(AtraConc) 423 11.11%   -0.347 -0.346 -0.347 -0.346 -0.346 -0.347 -0.122 -0.404 -0.405 -0.529
σ 2.042 2.041 2.043 2.049 2.047 2.048 1.773 2.155 2.156 2.190
log(Dieldrin) 31 25.8%   -1.108 -1.108 -1.115 -1.104 -1.105 -1.114 -0.725 -0.821 -1.191 -0.860
σ 1.022 1.022 1.034 1.024 1.024 1.038 0.478 0.609 1.167 1.066
Table 2: Mean   and standard deviation σ estimates of four real-life samples.
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Figure 1: Densities of distributions considered in the simulation. The normal distribution
is denoted by dashed lines.
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Figure 2: Performance of the mean   estimation procedures. The root mean square errors
on the log scale are reported.
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Figure 3: Performance of the mean σ estimation procedures. The root mean square errors
on the log scale are reported.
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Figure 4: Histograms and normal probability plots for the log-transformed variables: (a)
y1996, (b) y2001, (c) AtraConc, and (d) Dieldrin.
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