A parallel searching algorithm based on eigenvector-following is used to generate databases of minima and transition states for all-atom models of Ac͑ala͒ 12 NHMe and Ac͑ala͒ 16 NHMe. The AMBER95 force field of Cornell et al. ͓J. Am. Chem. Soc. 117, 5179 ͑1995͔͒ is employed both with and without a simple implicit solvent. We use a master equation approach to analyze the dynamics of both systems, and relate the results to the potential energy landscapes using disconnectivity graphs. The low-lying regions of both energy landscapes are compared and found to be remarkably similar. ␣-helix formation occurs via an ensemble of pathways involving both the N-and C-termini. The global minima of the two systems are also located using the CHARMM22 force field of Mackerell et al. ͓J. Phys. Chem. B 102, 3586 ͑1998͔͒, for comparison with AMBER95.
I. INTRODUCTION
One of the most important phases of the protein folding process is the formation of secondary structural elements such as ␣-helices and ␤-sheets. While debate continues 1 about whether this happens before, after, or at the same time as the formation of the key tertiary contacts in the protein, it is certain that understanding the formation mechanism of these elements is a key step in characterizing the protein folding process.
Alanine is generally viewed as the most helix-stabilising amino acid-it has the highest helix propensity. 2, 3 It has therefore usually been assumed that the lowest energy structure for a polyalanine, Ac͑ala͒ n NHMe or ala n for short, of any significant length should be an ␣-helix, and as such polyalanines have often been used as targets for global optimization algorithms. 4 -6 The most stable conformation for a polyalanine in aqueous solution has been the subject of much debate recently. 7, 8 The main problem with determining this conformation experimentally is that alanine is a hydrophobic amino acid. Polyalanines are therefore not very soluble in water, and become less so as the length of the chain increases. This insolubility leads to intractable aggregation for all but the shortest polyalanines. 9 This problem has usually been solved by incorporating charged or highly polar amino acids into the chain, either at the ends 8 or in the middle. 9 These approaches have led to widely varying results. Blondelle et al. found that the polypeptide Ac-lys-͑ala͒ 14 -lys-NH 2 was Ͻ10% helical in solution, with the majority of the sample in a macromolecular complex that formed a ␤-sheet. 10 Williams et al. studied various alanine-rich peptides, again containing lysine as a solubiliser, and although these peptides did form ␣-helices, they found that the helicity increased with the number of lysine residues, suggesting that lysine rather than alanine was driving the helix formation. In another study, polyalanines were solubilised using small charged groups and were found to be ␣-helical. 11 Furthermore, replacing one of the alanine residues near the center of the chain with lysine or one of the solubilizing groups lowered the overall helicity, in contrast to the expected helix stabilization.
Two other studies have shown that the helix propensity for alanine is both site dependent ͑varies with position in the chain͒ and sequence dependent ͑varies with amino acid composition͒. 8, 12 The first of these studies looked at various alanine based peptides with a helix stabilizing ''template'' group at the N-terminus. Alanine was found to be helix stabilizing, though this effect increased with the length of the chain.
Simulation and experimental work on alanine-based peptides in vacuo has established that N-acetyl alanine peptides form helices, and substitution of a relatively large number of glycine residues is required to disrupt the helix and favor globule formation. 13, 14 An important factor is the localization of positive charge at the C terminus, which stabilizes the natural helix dipole; the positioning of a protonated lysine residue at the C terminus stabilizes a helix, an effect which is reversed when the lysine is at the N terminus.
ity, and provide some evidence that increasing the length of the peptide has the same effect.
II. METHODS
The techniques used in the present study have been described in detail elsewhere. 19 Here we shall present only a brief outline of our methods.
A. The potential
The force fields used were the AMBER95 ͑Ref. 20͒ potential of Cornell et al., which we programmed ourselves, and CHARMM22, 21 which we used to compare the global minima. We considered both a constant dielectric ⑀ i j ϭ1 and a distance dependent dielectric ⑀ i j ϭr i j . The latter choice has the effect of screening the electrostatic potential and has been used in the past to represent a polar solvent such as water. 22 This simple model should not be taken as an accurate description of an aqueous system as it neglects the different screening effects of space occupied by protein and water. However, it is computationally less expensive than other implicit solvation potentials, and analytical second derivatives are readily available, which makes locating transition states of the potential energy surface ͑PES͒ more straightforward in this initial study. When compared with the ⑀ i j ϭ1 model the distance dependent dielectric allows us to examine the effects of changing the range of the non-bond interactions on the topology of the PES. For AMBER95 the parm96.dat set of parameters were used; 23 this is an improved set that differs from the original in the main backbone dihedral angle terms, based on some high level ab initio calculations by Beachy et al.
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B. Global optimization
The global minimum structure for each system was located using the basin-hopping algorithm of Wales and Doye, 25 which is based on the Monte Carlo with minimization ͑MCM͒ algorithm of Li and Scheraga. 26 Two algorithms were used, 19 both based on taking steps in dihedral angle space. In the ''basic'' algorithm at each step a set of backbone and angles is randomly selected and their values set to a randomly chosen value between Ϫ and . In the ''smart'' algorithm each member of the chosen set of and angles is varied systematically through the range Ϫ to in increments of 0.0872 (5°), and the value of the angle that gives the lowest potential energy is chosen, before moving on to the next dihedral angle in the set. The runs using the basic algorithm were performed at a Metropolis temperature of k B Tϭ2 kcal mol Ϫ1 and those using the smart algorithm were run at k B Tϭ3 kcal mol Ϫ1 . The other parameters were the same as for ala 8 .
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C. Generation of databases
The master equation approach 27, 28 to dynamics relies on having a database containing an exhaustive set of minima as well as the transition states connecting them. It has been estimated that the number of stationary points ͑i.e., points where ٌEϭ0) on the potential energy surface ͑PES͒ increases exponentially with the number of atoms, [29] [30] [31] so for all except very small systems it is not possible to generate such a database. Instead we attempt to generate a sample of stationary points that is representative of the whole surface. The generation of this database can be broken down into two parts: algorithms that locate stationary points on the surface, and a method for propagating the search over the surface.
Locating stationary points
A minimum is a stationary point with no negative Hessian eigenvalues, i.e., no imaginary normal mode frequencies. We define a transition state as a stationary point on the PES with exactly one negative eigenvalue. 32 Such points must be clearly distinguished from minima and transition states of a free energy surface, which correspond to a parameter space of order parameters with typically only one or two dimensions. Free energy surfaces and stationary points of the free energy can be obtained from the PES once the temperature and order parameters have been defined; this is the basis of conventional simulations. All searches described here were performed using our program OPTIM. Transition states and minima were located using the eigenvector-following ͑EF͒ method. [33] [34] [35] [36] Due to the size of the systems we employed recently developed hybrid eigenvector-following methods, 37 which avoid diagonalization of the Hessian matrix. We used analytic second derivatives at every step.
Each transition state search was started from a minimum by twisting one of the backbone dihedrals ͑ or ͒ of the peptide by either 0.5 (ala 12 ) or 0.4 rad (ala 16 ). From that point, a fixed eigenvector-following step size of 0.2 Å was used until a negative Hessian eigenvector was obtained. Subsequent steps employed the dynamic trust radius scaling scheme described elsewhere. 38 This scheme differs from our earlier approach, where the initial step was taken along a Hessian eigenvector, 19 and we have found it to be more efficient.
The hybrid EF algorithm was used until the root-meansquare ͑RMS͒ force dropped below 10 Ϫ3 kcal mol Ϫ1 Å Ϫ1 , after which the EF with full diagonalization of the Hessian matrix was employed until the rms force was Ͻ10 Ϫ6 kcal mol Ϫ1 . Having located a transition state, we then took a smaller step ͑0.1 Å͒ parallel to the reaction coordinate ͑the Hessian eigenvector with the unique imaginary frequency͒ and employed Nocedal's L-BFGS ͑Ref. 39͒ energy minimization algorithm until we reached a minimum. This procedure usually gives a reasonable approximation to the steepest descent path. 40 The L-BFGS algorithm was used until the RMS force was Ͻ10 Ϫ3 kcal mol Ϫ1 Å Ϫ1 , after which the EF energy minimization was employed to converge the structure to a RMS force of Ͻ10 Ϫ6 kcal mol Ϫ1 . We repeated the minimization taking a step antiparallel to the reaction coordinate to generate a complete pathway.
Propagating the search
The initial transition state searches were started from the global minimum structure. Having performed a search as described above we then have to decide how to proceed. Firstly, it is possible that the search for a transition state fails ͑does not converge within a fixed number of steps͒. In this case we consider the next search ''direction'' of the minimum. The number of searches possible from each minimum is determined by the number of and dihedral angles. ala 12 contains 24 such angles, each of which is rotatable in two senses, so 48 searches were possible from each minimum. For ala 16 64 searches were possible from each minimum. If all directions from a minimum had been searched, the algorithm moved to the lowest minimum in the database with unsearched directions. If all directions of all minima had been searched then the algorithm terminated, but this condition was not reached in the present work.
Having found a transition state and connected minima we must decide whether or not to add these to our database. If neither minimum was already in the database the details of the path were recorded separately, but not included. As the searches proceeded the databases became larger, so we periodically checked the discarded paths and if they had become connected they were then included. If either minimum found in the search was already in the database then the path was added, and new transition state searches started from the new minimum if it was lower in energy than the starting minimum, or from the starting minimum if not ͑corresponding to a Metropolis criterion with zero temperature͒.
This algorithm is easily parallelizable, as the results of all the searches are independent; it scales almost linearly with the number of processors used. 12 
III. RESULTS FOR ala
A. Global minimum structures
The global minimum for ala 12 with both dielectric constant models and AMBER95 is a right-handed ␣-helix ͑not shown͒. A comparison of the results of the two algorithms described in Sec. II B is given in Table I . The global minima for the two forms of the dielectric in CHARMM22 are also ␣-helical.
B. Samples
Sampling runs were carried out with the AMBER95 potential. The runs were terminated when few new low energy minima were being found. For ala 12 sample 1 (⑀ i j ϭ1) contained 10 106 minima and 14 380 transition states, sample 2 (⑀ i j ϭr i j ) contained 9 539 minima and 14 642 transition states.
There are many more minima close in energy to the global minimum in sample 1 than in sample 2. Sample 1 has 60 minima within 5 kcal mol Ϫ1 of the global minimum and 707 minima within 10 kcal mol Ϫ1 , whereas sample 2 has 6 and 76 such minima respectively. The distribution with energy of the minima ͑not shown͒ also illustrates this point. For sample 1 this distribution is centred at E gmin ϩ18 kcal mol Ϫ1 and for sample 2 it is centred at E gmin ϩ25 kcal mol Ϫ1 , where in each case E gmin is the energy of the global minimum for that sample. However, given the large difference in character between the two samples, we might have expected a more significant difference between the global optimization results of Table I .
The lowest energy minimum of sample 1 is a righthanded ␣-helix, but the second lowest structure, at E gmin ϩ0.03 kcal mol Ϫ1 , has ␤ hairpin characteristics ͑not shown͒. If we define a native residue as one with and within 20°o
f native values then the ␤ structure contains only 2 native residues, numbers 8 and 11. The structure of this minimum is rather hard to characterize. At first sight it appears to be little more than a compact random coil, but closer inspection reveals a type II ␤-hairpin structure through residues 7-10.
The remaining low energy minima for ⑀ i j ϭr i j divide clearly into two groups: those that are close to the ␣-helix in structure, and those that are close to the ␤ minimum. Of the ten lowest lying minima in the sample, five are close to the ␣-helix in structure and five are closer to the ␤ structure. As the structures are far apart in conformation space, and between them include all of the low energy minima, there is probably a significant energy barrier between them. Hence we expect to see two distinct funnels on the PES. We can calculate the size of the barrier between the two funnels by determining the lowest energy at which the ␣ and ␤ minima are connected in the database. This analysis will give us E ‡ , the energy of the transition state ‡ that is the highest point on the lowest energy path between the two minima. We thereby obtain E ‡ ϭϪ23.265 kcal mol Ϫ1 , which corresponds to a barrier of approximately 35.7 kcal mol Ϫ1 between the two states. For reference, k B T at 300 K is approximately 0.596 kcal mol Ϫ1 , so this is a significant barrier. Despite being a deep minimum on the PES, the ␤ state does not appear to act as a competitive non-native structure, at least in terms of the global optimization problem.
The structure of transition state ‡ ͑not shown͒ bears some resemblance to both the ␣ and ␤ structures, but it lacks the hydrogen bonds that stabilize either of them, and is thus relatively high in energy. The lowest energy pathway between the ␤ and ␣ minima was constructed by finding the shortest path from the ␤ and ␣ structures to the minima connected by transition state ‡, provided that the energy on the path did not exceed E ‡ . There are 25 transition states along the path, with ‡ being number 17 if we number from ␤ to ␣ ͑Fig. 1͒. The minimum on the ␣ side of ‡ has the first two hydrogen bonds of the helix ͑residues 0→4, 1→5͒ formed, while the minimum on the ␤ side of ‡ barely has the first hydrogen bond. As we proceed along the path towards the ␣-helix the hydrogen bonds at the N-terminus ͑those from the oxygens in residues 0 to 3͒ flicker in and out of existence, with the main impediment to helix formation being a hydrogen bond between the oxygen of residue 4 and the amide hydrogen of the C-terminal capping group. Rearrangement 23 breaks this non-native hydrogen bond, and then the rest of the helix falls into place. TABLE I. Global optimization statistics for AMBER95 with the two steptaking algorithms. n hits is the number of runs that found the global minimum within 5000 steps. 100 runs were performed in total, each starting from a different conformation. ͗n steps ͘ is the average number of steps taken to find the global minimum by those runs that were successful. We have also calculated the percentage of each sample that is a given number of steps from the global minimum, using the lowest energy path in the database, as defined above. Sample 1 exhibits a bimodal distribution ͑not shown͒, with the main peak at between 4 and 7 steps from the global minimum, and a secondary peak at around 24 steps. The first peak corresponds to minima in the primary, ␣-helical funnel and the second peak corresponds to minima in the ␤ funnel. This bimodal distribution illustrates the bias of the sampling scheme employed here towards low energy regions of the PES-we see a minimum in the distribution around 18 steps from the global minimum because at this distance both the ␣ and ␤ funnels are relatively high in energy. The samples were generated using a temperature of 0 kcal mol Ϫ1 in the Metropolis criterion for accepting or rejecting moves ͑see Sec. II C 2͒, so this high energy region of conformation space has not been well explored.
The distribution for sample 2 shows a single peak at 4 steps. 51.4% of the minima in sample 2 are connected to the global minimum in 4 steps or fewer, compared to only 20.3% for sample 1, revealing closer connections to the global minimum for ⑀ i j ϭr i j . One definition of a funnel is a set of convergent pathways leading to a given structure, 41 and in this sense the primary funnel is larger in sample 2 than in sample 1.
Both samples are, of course, far from exhaustive. The nature of the search algorithm used to generate the databases means that the lower energy regions of the PES's have been searched more thoroughly than the higher energy regions. This difference will have consequences in particular for sample 1, where we will have sampled the region of conformation space around the ␤→␣ transition state, ‡, rather poorly. Since high energy minima are sparsely populated in equilibrium at 300 K, we do not expect the thermodynamics of the system to be unduly affected by their underrepresentation.
To check that the ␤ region of sample 2 was insignificant, and had not been missed accidentally by the sampling algorithm, the ␤ minimum from sample 1 was reoptimized using ⑀ i j ϭr i j and was found to have an energy of E gmin (sample 2)ϩ13.6 kcal mol Ϫ1 . This difference means that the ␤ structure is not likely to be significantly populated at equilibrium for the ⑀ i j ϭr i j potential. Global optimization runs were also started from the ␤ minimum using ⑀ i j ϭr i j , but failed to find any lower-energy ␤ structures.
C. Master equation dynamics
Equilibrium occupation probabilities for all minima in both AMBER95 samples were calculated within the harmonic superposition approximation at 300 K, as described elsewhere. 19 For sample 1, the equilibrium occupation probability of the ␣-helix ͑0.68͒ is over 20 times greater than that for the ␤ minimum ͑0.03͒. The energies of these structures are virtually identical, but the frequencies for the ␤ structure are generally higher than those of the ␣ structure, and this factor accounts for the somewhat surprising difference in the equilibrium populations. The interactions stabilizing the ␤ structure are less local than those stabilizing the ␣-helix, making the ␤ minimum ''stiffer'' than the ␣-helix.
In sample 2 the only significantly populated states at equilibrium at 300 K are the global minimum and structures very similar to it. Indeed, the equilibrium occupation probability of the ␣-helical minimum alone is 0.95, and that of the next lowest minimum ͑which is directly connected to the global minimum͒ is 0.03, so this system is overwhelmingly helical at equilibrium and we expect this state to dominate the thermodynamics.
Canonical rate constants at 300 K were calculated for each nondegenerate pathway in the databases, as for ala 8 . 19 Due to the size of the databases the full rate matrix for each was not diagonalized, but instead both samples were pruned using a threshold equilibrium population of 10 Ϫ6 , as for ala 8 . 19 An initial distribution was generated for each of the pruned samples using the equilibrium populations for a temperature of approximately 2500 K. Starting from this point, the population for each minimum was calculated at times between 10 Ϫ12 s and 100 s. Minima were grouped together according to the number of native residues they contained. Those minima with between 0 and 5 native residues are termed non-native, those with between 6 and 10 native residues are termed part-native and those with 11 or 12 native residues are considered to be native. The number of minima in each group is given in Table II for both samples, along with the total equilibrium population of the minima in each group. Figure 2 shows the master equation results for both samples. The occupation probabilities of the three groups of minima defined above ͑calculated by summing the instantaneous populations of the minima in each group͒ are plotted against time. Sample 1 relaxes reasonably efficiently towards the equilibrium distribution, with about 85% of the system in near-native minima by 10 Ϫ2 s. The part-native minima are initially the most populated, with about 70% of the system in this group at 10 Ϫ12 s. By about 10 Ϫ5 s nearly all of this probability has moved into near-native states, and over 80% of the system is in these minima. The remainder lies mostly in the non-native minima, which are significantly more populated than their equilibrium value of 8%. We expect the majority of this population to lie in low energy structures close to the ␤ minimum. However, the ␤ minimum does not appear to be a very effective kinetic trap. The system reaches over 80% helicity by 10 Ϫ5 s and then drifts slowly towards the equilibrium distribution, which is just over 90% helical. The ␤-type structures have roughly twice their equilibrium occupation probability at 10 Ϫ5 s, but this is still only around 16%.
Sample 2 relaxes quickly and directly to the equilibrium distribution, which has about 99% of the sample in nearnative minima. The population of non-native minima decreases monotonically from around 27% initially to just over 1% by 10 Ϫ6 s. The population of near-native minima increases initially, probably due to these minima acting as intermediates for flow of probability from non-native minima, but then decreases monotonically from a peak of around 72% to essentially 0 by 10 Ϫ6 s. The occupation of the near-native minima increases from around 1% initially to over 95% by 10 Ϫ6 s, from where it gradually increases to reach its equilibrium value at around 10 Ϫ2 s. The ⑀ i j ϭr i j system essentially reaches the equilibrium distribution ͑i.e., more than 95% helical͒ before 10 Ϫ6 s. This fast relaxation suggests that the PES is an efficient dynamical funnel. The folding time will be compared with experimental results in Sec. V.
D. Discussion
Various properties of the PES's for both ala 12 samples are given in Table III . We define ͗b up ͘ and ͗b down ͘ as the average uphill and downhill barriers respectively, e.g.,
where N ts is the number of transition states in the sample, E † is the energy of transition state †, and E low is the energy of the lower minimum connected by †. ͗b gmin ͘ is the average value, taken over all M minima, of the highest transition state, energy E i ‡ , on the lowest energy path to the global minimum, where E i is the energy of minimum i. ͗z gmin ͘ is the average value of the ''energy gradient'' to the global minimum, defined as
where E gmin is the energy of the global minimum and d i is the path length between minimum i and the global minimum. We define the path length for a transition state †, s † , as the sum of the two downhill steepest-descent paths. s † can be approximated by
where X( j) is the point in configuration space at step j along the calculated pathway. We may also calculate s † using only the coordinates of the backbone atoms, i.e., amide nitrogens and carbons and ␣-carbons. d i is obtained by summing the path lengths for each transition state on the overall path. We then define as the ratio ͗b gmin ͘/͗z gmin ͘, which is a measure of how funnel-like the PES is.
It is noteworthy that the average uphill barrier is higher in sample 2, whereas the average downhill barrier is larger for sample 1. The difference between these two quantities ͑within each sample͒ is the average difference in energy between minima that are connected by a single transition state. This difference is larger in sample 2 than sample 1, implying a more steeply sloping landscape for the ⑀ i j ϭr i j system, in agreement with the global optimization and master equation results discussed above.
͗b gmin ͘ from sample 1 is more than three times that of sample 2. This difference is at least partly due to the minima that are near the ␤ structure in conformation space, as these are separated from the global minimum by sizeable energy barriers of up to 35 kcal mol Ϫ1 . The value of ͗z gmin ͘ for sample 1 is much lower than that for sample 2, and again we attribute this difference at least partially to the minima near the ␤ structure, which will be relatively close to the global minimum in energy but far from it in conformation space. As for ala 8 , 19 the ratio between the value for ͗z gmin ͘ using all atoms and that using only backbone atoms was similar for both samples, at just over 1.5, so either quantity is an acceptable metric.
To visualize the databases of minima and transition states we use disconnectivity graphs. [42] [43] [44] [45] [46] [47] [48] The disconnectivity graph for sample 1 is shown in Fig. 3 and that for sample 2 is shown in Fig. 4 . These graphs have been constructed in a different manner from those of ala 8 . 19 A threshold rate constant of 10 9 s Ϫ1 at 300 K was used to determine how the minima were grouped together. 49 This threshold was chosen empirically by comparing the graphs produced using different values to the ͑rather messy͒ ones produced by plotting every minimum. A threshold of 10 9 s Ϫ1 seemed to strike the best balance between reducing the number of minima and maximizing the amount of information shown. In each case, only the lowest 250 groups are represented. Figure 3 reveals a landscape that we would describe as a double funnel. There are no low energy minima outside the two funnels. In fact, there are only a handful of ͑groups of͒ minima on the graph that are not in one or other of the funnels. The native funnel, indicated on the left of the diagram, appears to be much wider and contain many more minima than the ␤ funnel, which is indicated on the right. However, the ␤ minimum was number 7 209 discovered out of a total of 10 106, so we have almost certainly not explored this region of the PES as thoroughly as that of the ␣-helix, from which the search was started.
The graph for sample 2 ͑Fig. 4͒ shows a near perfect single funnel landscape. The primary funnel is by far the lowest point on the surface, and there are no other low-lying minima ͑or groups of minima͒. This landscape is in good agreement with the global optimization and master equation results discussed above.
The graph in Fig. 4 has a number of long branches, but we can still say that it is a good funnel, because each node does not correspond to just one minimum, but to many. Minima connected to the global minimum by low barriers have been removed from the diagram, hence the only groups left have relatively high barriers between them and the global minimum. The important fact here is that none of these groups is low in energy, which tells us that all of the low energy ͑and hence significantly populated͒ minima are able to relax efficiently to the global minimum. 16 
IV. RESULTS FOR ala
A. Global optimization
With the AMBER95 force field the global minimum for both dielectric constants is a right-handed ␣-helix. Table IV shows the number of MCM runs that were successful for both algorithms described in Sec. II B with both dielectric constants along with the average number of steps taken by those runs that were successful. For both systems the smart algorithm fared much better than the basic one, both in terms of the number of successful runs and the average number of steps taken by successful runs. The smart algorithm is much less likely to generate ''bad'' moves ͑i.e., moves involving a large increase in energy͒ than the basic algorithm.
Although both algorithms scored similar numbers of hits for the two different dielectric constants, they were both faster ͑in terms of the number of steps taken͒ at finding the global minimum for ⑀ i j ϭr i j than for ⑀ i j ϭ1. We predict from this result that the downhill barriers between minima and the global minimum are generally lower for the system in implicit solvent.
For the CHARMM22 force field, a right-handed ␣-helix was found as the global minimum for ⑀ i j ϭ1, but a wider helix was found as the global minimum for ⑀ i j ϭr i j . In the latter structure the majority of hydrogen bonds are between residue i and residue iϩ5 giving a -helix, which has been found as a low energy structure in experimental and simulation work on Ac-͑ala-gly-gly͒ 5 KϩH ϩ in vacuo. 14 Global optimization runs for ala 20 with the CHARMM22 potential show that the global minimum for ⑀ i j ϭ1 is again an ␣-helix, but ⑀ i j ϭr i j yields another -helical structure.
B. Samples
The search directions from each minimum when looking for transition states were chosen to be rotations of the backbone dihedral angles, as for ala 12 . A backbone dihedral was selected and twisted by 0.4 rad. (Ϸ22.9°). This step size is slightly smaller than that used for ala 12 ͑Sec. III B͒, but was found in preliminary trials to generate transition states most efficiently. The increased length of the polypeptide chain may make larger rotations likely to cause steric clashes and therefore not lead to sensible structures.
The runs were terminated when few new low energy minima were being found, at which point sample 1 (⑀ i j ϭ1) contained 9 949 minima and 13 646 transition states and sample 2 (⑀ i j ϭr i j ) contained 12 241 minima and 15 976 transition states. The ⑀ i j ϭr i j run was allowed to continue for longer than the ⑀ i j ϭ1 run as it seemed to be exploring conformation space more slowly. For a given number of minima, there were far fewer states with low numbers of native residues in sample 2 than sample 1. Even at the end of the run, there are no minima in sample 2 with fewer than 6 native residues, whereas sample 1 contains two minima with only two native residues. Sample 1 has 12 minima within 5 kcal mol Ϫ1 of the global minimum and 278 minima within 10 kcal mol Ϫ1 , whereas sample 2 has 6 and 77 such minima, respectively. We again calculated the percentage of each sample that is a given number of rearrangements from the global minimum, as for ala 12 . Both distributions show a peak in the distribution at only four steps from the global minimum. As for ala 8 and ala 12 the distribution for sample 2 drops off more rapidly than for sample 1, but even in sample 1 the most distant minimum is only 16 steps from the global minimum. This is a much lower value than for ala 8 or ala 12 , suggesting that we have explored a correspondingly smaller proportion of the total PES. There was no evidence of a low-energy ␤-structure corresponding to the one found for ala 12 with ⑀ i j ϭ1. To verify this observation, an ala 16 ␤-structure was created by adding two alanine residues to each end of the ala 12 ␤-structure. Global optimization runs using both algorithms starting from this structure found the lowest energy minima without significant helical content to be at E gmin ϩ16.8 kcal mol Ϫ1 for ⑀ i j ϭ1, and at E gmin ϩ25.6 kcal mol Ϫ1 for ⑀ i j ϭr i j . These high energy gaps suggest that there is no significant ␤-funnel in these systems. Despite the larger number of minima in sample 2, there are fewer minima at large numbers of steps from the global minimum than in sample 1. This difference may well reflect a greater connectivity in the region of the global minimum, which should lead to more efficient relaxation to the native state.
C. Master equation dynamics
In sample 2 we find that the only significantly populated states in equilibrium at 300 K are the global minimum and structures very similar to it. Indeed, the equilibrium occupation probability of the ␣-helical minimum alone is 0.95, and that of the next lowest minimum ͑which is directly connected to the global minimum͒ is 0.03, so this system is overwhelmingly helical at equilibrium and we expect this state to dominate the thermodynamics.
Both samples were pruned using a threshold equilibrium population of 10 Ϫ6 . The pruning left sample 1 containing 2890 minima and 6368 transition states, and sample 2 with 2684 minima and 6276 transition states. An initial high temperature distribution was generated as for ala 12 .
Minima were grouped together according to the maximum number of consecutive native residues they contained. This grouping should give a more accurate reflection of how nativelike a structure is than simply the number of native residues, especially for larger systems, where one non-native residue in the center of the chain can significantly alter the structure. Those minima containing between 0 and 8 consecutive native residues are termed non-native, those with between 9 and 14 consecutive native residues are termed part-native and those with 15 or 16 consecutive native residues are considered to be native. The number of minima in each group is given in Table V for the total equilibrium population of the minima in each group. Both samples show efficient relaxation to the equilibrium ␣-helical distribution, plotted in Fig. 5 . In sample 1, the system is initially divided approximately equally between non-native minima and part-native minima. The population of part-native minima initially increases for a short period, peaking at around 0.54, before decaying monotonically to zero. These minima are not significantly occupied beyond about 10 Ϫ7 s. The non-native minima decrease in population quite rapidly until about 10 Ϫ10 s, when this population plateaus. At around the same time the rate of increase in population of the native minima slows down, so we may expect to see some form of non-native kinetic trap on the PES for this system. The equilibrium distribution is not reached until around 10 Ϫ4 s, although the sample is over 85% helical from as early as 10 Ϫ7 s. Sample 2 shows remarkably efficient relaxation to the equilibrium distribution. The population of non-native minima decreases swiftly and monotonically to zero by 10 Ϫ10 s, and the population of near-native minima also decays very rapidly, after a very small peak early on. The equilibrium distribution is essentially reached by around 10 Ϫ8 s. We expect to see a very prominent funnel on the PES for this system. Table VI shows various properties of the PES's of the two samples. In each case the average downhill barrier is slightly lower than for the corresponding ala 12 sample ͑Sec. III D͒ and the average uphill barrier is higher. This result implies either a steeper funnel, or that more of the minima in the samples are in the funnel. The difference between ͗b up ͘ and ͗b down ͘ is particularly marked in sample 2.
D. Discussion
The average barriers to the global minimum are both much lower than for ala 12 , particularly for sample 1. This value was high for ala 12 due to the presence of a low energy secondary funnel with a high barrier to the primary funnel. As for ala 8 and ala 12 , the barrier to the global minimum is lower for sample 2 than sample 1, suggesting that this surface is a more efficient funnel. Indeed, ͗b gmin ͘ in sample 2 is actually lower than ͗b down ͘, which should lead to very efficient relaxation to the native state. Figures 6 and 7 show the disconnectivity graphs for samples 1 and 2, respectively. Both graphs were produced using the same grouping algorithm as for ala 12 . The graph for sample 1 shows a reasonably pronounced funnel leading down to the native ␣-helix, albeit a fairly rough one as there are a few low energy groups separated from the helix by barriers of around 10 or 15 kcal mol Ϫ1 .
FIG. 5. Populations of the three groups of AMBER95 ala 16 minima for sample 1 (⑀ i j ϭ1) ͑top͒ and sample 2 (⑀ i j ϭr i j ) ͑bottom͒ as a function of time. In both plots the dashed line follows the non-native minima, the longdashed line represents the part-native minima, and the solid line follows the near-native minima. The graph for sample 2 shows an almost perfect funnel, with no groups of minima close in energy to the native group. After the first stage of the grouping algorithm there were 845 minima in equilibrium with the ␣-helix, so the primary node on the graph represents a large number of structures. This extremely pronounced funnel explains the very fast relaxation to the native state illustrated in Fig. 5 . 12 AND ala 16 If we compare the energies of low lying minima in sample 2 (⑀ i j ϭr i j ) with the equivalent sample for ala 12 ͑Sec. III B͒, we notice some striking similarities. Plotting the equilibrium population at 300 K or simply the energy ͑relative to the global minimum͒ against rank for the lowest energy minima found for ala 12 and ala 16 with ⑀ i j ϭr i j gives virtually superimposable graphs ͑not shown͒. These similarities suggest that both the energies and the normal mode frequencies of the low-lying minima from each sample must be similar. Table VII shows the energies of the ten lowest energy minima, relative to the appropriate global minimum, in each sample, along with the energy of the transition state linking the minimum directly to the global minimum, if such a transition state was found. Not only are the energies of equally ranked minima practically identical, their connectivities to the global minimum are also virtually identical. Of the five minima from the ala 12 sample that are directly connected to minimum 1, four of the corresponding minima from the ala 16 are also directly connected, via transition states of very similar energies. We expect that the pathways corresponding to these transition states are essentially the same. Figure 8 shows the disconnectivity graphs for both ala 12 and ala 16 with ⑀ i j ϭr i j . In both cases, the graphs have been drawn using individual minima, rather than the groups that were used previously ͑Figs. 4 and 7͒, and only the lowest 250 minima are shown. The two graphs are remarkably similar, and more importantly, minima that occur in the same location 50 have analogous structures. For example, the four minima corresponding to the enlarged view in the inset are grouped in the same way in both graphs, at approximately the same energies. Their connectivities, both amongst themselves and to the primary superbasin, are also identical in both graphs. The six lowest energy minima of the ␣-helical regions of ala 12 and ala 16 with ⑀ i j ϭ1 also give nearly superimposable disconnectivity graphs ͑not shown͒. Possibly because the potential is longer-range in this case, the similarities do not appear to be as extensive as for ⑀ i j ϭr i j .
V. COMPARISON OF ala
The low energy regions of the PES's for ala 12 and ala 16 modeled with ⑀ i j ϭr i j appear to be in close correspondence, both in terms of the topology of the surface, and the structures represented. We therefore might expect to see some similarities in the pathway͑s͒ by which both systems relax to Minima from the pruned ⑀ i j ϭr i j samples of both ala 12 and ala 16 are classified under the following scheme. Those with at least 4 consecutive native residues at both ends of the chain ͓i.e., residues 1→4 and (nϪ3)→n͔ are labeled ''4NC.'' Minima with at least 8 consecutive native residues starting from the N or C termini ͑but less than 4 starting from the other end of the chain͒ are labeled 8N or 8C, respectively. Those with between 4 and 7 consecutive native residues starting from one end, and less than 4 at the opposite end, are labeled 4N or 4C as appropriate. Finally, minima that are so far uncategorized, but which have at least 8 consecutive native residues at some point in the chain, are labeled 8M. Minima with all residues native are excluded, as our purpose is to observe the populations of potential intermediates on the folding pathway during the dynamics.
The populations of each of these groups of minima were calculated by solving the master equation from the same starting distribution as in Sec. III C at times between 10 Ϫ14 s and 10 Ϫ6 s, by which time both systems have reached their equilibrium distribution, which is overwhelmingly ␣-helical. The results are shown in Fig. 9 . For both systems, the populations of groups 8N, 8C, and 4NC go through distinct maxima at various points between 10 Ϫ12 s and 10 Ϫ10 s. This result suggests that all three types of minima act as intermediates on the folding pathway. For ala 12 the population of group 8M also goes through a peak, suggesting that these minima also form part of the folding pathway. Although the corresponding probability for ala 16 does not peak, it remains high until around 10 Ϫ10 s, so it is conceivable that in this case these minima are also intermediates.
There are several differences between the two plots, of which the most obvious is probably the much higher initial population of group 8M in ala 16 . This group contains many more minima in the ala 12 sample, because there are more possible positions for 8 consecutive native residues in ala 16 compared to ala 12 . We also suspect that we have mainly explored the PES of ala 16 fairly close to the native state, so we expect to find more minima with longer native segments. The other major difference is in the population of group 4C, Ϫ14 s and 10 Ϫ6 s. The top graph shows results for ala 12 , and the bottom graph is for ala 16 . which this time is much higher in ala 12 . Again, this difference can be explained in terms of the number of minima in the group for each system. In both plots the largest peak is seen in the population of group 8C. This peak is not easily explained in terms of the number of minima, as the numbers in 8N and 8C are similar for ala 12 , and for ala 16 there are more minima in 8N. The majority of the very low energy non-native minima appear to be unfolded either at the C-terminus or at both ends. It is conceivable that the barriers to unfolding ͑and thus to folding͒ residues at this end of the chain are generally lower, hence if a helix nucleates somewhere in the middle of the chain it will propagate to the C-terminus first. This situation would account for the population of 8C peaking at a higher value than 8N for both systems.
A recent computational study of the 16-residue peptide Ac-ala 2 -(gln-ala 4 ) 2 -ala 2 -tyr-NH 2 in explicit water also found that propagation of the helix was more active at the C-terminus. 52 Ac-ala 3 -gly 9 -ala 3 -NH 3 ϩ in vacuo has also been shown to unravel from the ends rather than than the middle, and predominantly from the C terminus. 13 In contrast, however, another computational study, which calculated free energy changes associated with alanine helix formation in water, found that propagation was more favourable at the N terminus. 53 The majority of experimental studies of ␣-helices find that they take between 10 Ϫ7 s and 10 Ϫ6 s to fold. 54 For example, both Eaton et al. 55, 56 and Williams et al. 57 have studied a 21-residue alanine based peptide and found it to form an ␣-helix in this time range. The only study to contradict this result is that of Clarke et al., 58 which examined two alanine based peptides, and lysine and glutamic acid homopolymers. Starting from a random coil, they found that ␣-helices formed on a millisecond time scale, and suggested that previous workers may have been observing the propagation of an already nucleated helix, which should be more rapid than nucleation from a random coil. However, more recently experiments have been designed that claim to measure the rate of nucleation as well as propagation, and these still give folding times in the submicrosecond range. 54 Detailed simulation work on ala 5 has predicted nucleation times for the 1.5 turn helix of under 1 ns. 59, 60 From Fig. 2 we can see that our model of ala 12 folds in around 10 Ϫ7 s, in good agreement with the above experimental folding times. For ala 16 with ⑀ i j ϭr i j , Fig. 5 shows that the helix seems to fold between 10 Ϫ9 and 10 Ϫ8 s, around two orders of magnitude faster than experiment. However, our ala 16 sample does not contain any minima without helical content. Thus it is not surprising that the ala 16 model folds quickly, as we are observing propagation only. This result supports the suggestion that the much slower folding observed by Clarke et al. was in fact an artifact of their experimental methodology.
VI. CONCLUSIONS
Both ala 12 and ala 16 were found to be predominantly ␣-helical at 300 K for the AMBER95 potential with both ⑀ i j ϭ1 and ⑀ i j ϭr i j . The equilibrium populations of helical structures are calculated to be larger than 90%. This distribution suggests that the ␣-helix is a pronounced free energy minimum for both systems, which supports the hypothesis that alanine is a helix-stabilizing residue. In addition, master equation dynamics demonstrate that the ␣-helical native state is kinetically accessible on a reasonable time scale at the temperature of interest.
The energy landscapes for both peptides depend significantly on the form of the electrostatic potential. The global optimization algorithms were more efficient on the ⑀ i j ϭr i j surface, indicating that these PES's are better funnels than those corresponding to ⑀ i j ϭ1.
The PES for ala 12 ⑀ i j ϭ1 can be described as a double funnel, with the energies of the minima at the bottom of the two funnels being almost identical. In contrast, the surface for ⑀ i j ϭr i j consists of a single funnel leading to the global minimum. The relaxation rates are significantly different, with the ⑀ i j ϭr i j model folding much more efficiently than that with ⑀ i j ϭ1. However, this difference appears to be caused by the increased roughness of the ␣-helical funnel in the ⑀ i j ϭ1 sample, rather than the presence of a competing secondary funnel, which stays relatively unpopulated throughout the relaxation process. The corresponding ␤ funnel behaves neither as a competitive non-native structure nor as an effective kinetic trap.
Similar work on ala 6 systems found that the PES topology and folding kinetics change dramatically on altering the electrostatic interactions. 61 This result is consistent with our observation that increasing the chain length from 8 to 16 alanine residues reduces the difference in behavior between the ⑀ i j ϭ1 and ⑀ i j ϭr i j models.
The PES properties collated in Tables III and VI provide some evidence that increasing the length of the peptide from 12 to 16 residues produces a more funnel-like energy landscape. ala 16 has a rougher landscape in vacuo but relaxes efficiently to the ␣-helical global minimum both with and without the simple implicit solvent. For ala 16 the ⑀ i j ϭr i j system relaxes more rapidly, achieving equilibrium between 10 Ϫ8 s and 10 Ϫ7 s. The ⑀ i j ϭ1 system quickly reaches over 80% helix population, but then relaxes more slowly to reach the equilibrium distribution at around 10 Ϫ4 s. The low energy region of the ala 16 ⑀ i j ϭr i j PES is remarkably similar to the corresponding portion of the ala 12 surface, and a near-identical topology for the six lowest energy ␣-helical structures was also observed with ⑀ i j ϭ1. The similarity was sufficient to allow the prediction of the conformation of a missing transition state in the ala 16 ⑀ i j ϭr i j database by comparison with ala 12 . The favored relaxation pathway for both peptides seems to involve the C-terminal end of the helix folding first.
The folding rate determined for ala 12 using the simple implicit solvent model is in good agreement with experimental data on similar ␣-helices. The corresponding database for ala 16 does not adequately sample the non-native conformation space, and hence the rate obtained is higher than the folding rate from a random configuration. We note, however, that the distance dependent dielectric used in this initial study is probably the crudest implicit solvent model in current use. More realistic approaches, such as the generalized Born 62,63 and the analytical continuum solvent model, 64 represent the electrostatic interactions more faithfully, and will be used in future work to provide better comparisons with experimental work.
Perhaps our most important result is the similarity of the low energy regions of the PES's of ala 12 and ala 16 modelled with the simple implicit solvent and the elucidation of multiple folding pathways for both systems. The first of these results allows us to predict the topology of the low energy region of the PES for a molecule that we have not studied, such as 20-alanine. The second result confirms our expectations that a funnel-like energy surface should be associated with multiple kinetic pathways to the native state. One might speculate that the ability of ␣-helices to form in a variety of different ways ͑at least in our model͒ is one of the reasons why this particular structural element is so commonly found in proteins. 
