Abstract-Polar codes, introduced by Arikan, achieve the capacity of arbitrary binary-input discrete memoryless channel W under successive cancellation decoding. Any such channel having capacity I(W ) and for any coding scheme allowing transmission at rate R, scaling exponent is a parameter which characterizes how fast gap to capacity decreases as a function of code length N for a fixed probability of error. The relation between them is given by N α (I(W )−R) µ . Scaling exponent for kernels of small size up to L = 8 has been exhaustively found. In this paper, we consider product kernels TL obtained by taking Kronecker product of component kernels. We use polarization behavior of component kernel T l to calculate scaling exponent of TL = T2 ⊗ T l . Using this method, we show that µ(T2 ⊗ T5) = 3.942. Further, we employ a heuristic approach to construct good kernels of size 2(2 p − 1) from kernels of size 2 p having best µ and find µ(T2 ⊗ T7) = 3.485.
I. INTRODUCTION
Polar codes, introduced in [1] are a family of codes which achieve capacity of binary input memory-less symmetric (BMS) channels with low complexity encoding and decoding algorithms. Polar codes are constructed based on polar transform given by kernel T 2 = 1 0 1 1 and its Kronecker product taken n times T ⊗n 2 = G N . The polar transform given by G N transforms a set of N independent copies of the BMS channel W into N bit channels which are either noiseless or full-noisy. The fraction of the bit channels which are noiseless approaches the symmetric capacity I(W ) as N → ∞. In order to prove that polar codes achieve capacity, it is enough to consider successive cancellation decoder. However, in practice, successive cancellation list decoder is employed for better error performance [2] . The phenomenon of channel polarization holds for any kernel T l of size l × l under certain conditions on the kernel T l . Therefore, any polar code of length of the form N = l n can be constructed.
A. Scaling Exponent
To analyze the performance of polar codes, the parameters of interest are: rate R, block length N , and block error probability P e . For fixed W and R, error exponent γ characterizes how fast P e converges to 0 as a function of N . Error exponents for polar codes obtained from any kernel T l have been derived in [3] .
For fixed W and P e , scaling exponent characterizes how fast the rate of the polar code R can approach the capacity as a function of block length N . The following inequalities give the relation between N and R < I(W ) in terms of the scaling exponent
where α 1 and α 2 are positive constants depending on P e and I(W ). For any general BMS channel, it has been shown in [4] that 3.55 µ 1 and µ 2 7.
It is known that µ for random codes equals 2. Also, it has been shown in [5] that µ for polar codes approaches 2 as l → ∞ with high probability over random choice of the kernel.
It is already known that µ = 3.627 for conventional polar codes on BEC [5] . Recently, a class of self-dual binary kernels were introduced in [6] in which large kernels of size 2 p were constructed with low µ. It was shown that for L = 32, µ = 3.122 and for L = 64, µ 2.99.
B. Polar Codes with Product Kernels
To calculate scaling exponent of large kernels is a NP hard problem [7] . In order to obtain scaling exponent efficiently, we consider a class of kernels, which we term product kernels, formed by taking kronecker product of smaller binary kernels defined as component kernels. We define product kernels as follows
where T li is the binary kernel of size l i ×l i , i = 1, 2, ..., m. The dimension of the product kernel is L×L where L = l 1 ·l 2 · · · l m and length of the polar code is N = L n . There exists a related and much general class of polar codes known as multi-kernel polar codes [8] , where the transformation matrix G N itself is formed by taking tensor product of kernels with different lengths.
C. Our Contributions
In this paper, we find the number of polarizing product kernels for a given L = l 1 · l 2 · · · l m . We find polarization behavior of product kernels of the form T L = T 2 ⊗T l in terms of the polarization behavior of T l . Then, scaling exponent is calculated using a recursive function of polarization behavior which gives us µ = 3.942 for 10 × 10 kernel.
We then propose a heuristic approach to find good kernels of the size 2(2 p −1) from the kernel of size 2 p having the best scaling exponent. We obtain a 14 × 14 kernel of µ = 3.485 by this method.
II. POLARIZING PRODUCT KERNELS
A kernel is said to be polarizable if any l × l binary matrix is non-singular and not upper triangular under any column permutation [3] . We know that for any l × l kernel, number of polarizing kernels are
where the first term is number of non-singular matrices and second term is number of upper triangular matrices [7] . In this section, we will derive the number of polarizing kernels for polar codes with product kernel based on the number of polarizing kernels for any l × l kernel. Proof. Let T L = T l1 ⊗T l2 . After taking the Kronecker product, T L consists of multiple sub-matrices of T l2 , depending on the values of T l1 . For T L to be upper triangular, all the entries in the lower half have to be zero. Effectively, entries of all the sub-matrices in the lower half, except the ones on the diagonal, should be zero. This will happen only when all the entries in the lower half of T l1 are zero. The values that remain are the lower-half values of sub-matrices lying on the diagonal, which should also be zero. So, T l2 should itself be upper-triangular. Hence, both T l1 and T l2 should be upper triangular for T L to be an upper triangular matrix. Similarly, this proof can be extended for any general
Proposition 2. For a product kernel to be non-singular, each of the smaller kernels have to be non-singular.
Proof. For any two matrices A and B, rank(A ⊗ B) = rank(A).rank(B). All the component matrices are non-singular and full rank matrices. Hence, T L should be non-singular and of full rank.
Therefore, total number of polarizing product kernels for
III. POLARIZATION BEHAVIOR OF POLAR CODES WITH PRODUCT KERNELS
Scaling exponent of polar codes is dependent on their polarization behavior. For any T l , channel W with erasure probability z polarizes into bit channels
The erasure probabilities of each of these bit channels is given by p 1 (z), p 2 (z), · · · , p l (z) respectively and this whole set is known as polarization behavior of T l which determines the scaling exponent of that kernel. To find the polarization behavior of T l Fig. 1 . Visualization of e killing the channel W i Definition 1 (Erasure Pattern). An erasure pattern e is a binary vector of length l. If e i = 1, the i th copy of W is erased. The number of erasures in vector e is defined as weight of e and denoted by wt(e) and number of non-erasures are l − wt(e). Hence, probability of any erasure pattern e is z wt(e) (1 − z) l−wt(e) . Number of such erasure patterns of wt(e) = w that satisfy the above killing condition are denoted by E i,w .The erasure probability of corresponding bit channel W i is given by
A straightforward way to find p i (z) is to calculate all E i,w for all weights of the erasures of T L where 0 i L−1. The computational complexity of doing so is NP-hard in general.
In this paper, we give an approach which finds the polarization behavior of T L based on the E i,w of all the T l s already known. So, we find an analytical method to calculate the number of erasure patterns E
For further calculation, we assume
where e l is the erasure pattern with length l and weight w 1 and e l is the erasure pattern with length l and weight w 2 . Hence the weight of e T L is w = w 1 + w 2 . As we know, T 2 and T l needs to satisfy polarizing conditions, we only have 1 case for T 2 and hence we find E T L i,w for that. Note : There can be 4 sub-cases in each case: i) e l kills but e l doesn't kill channel W i ii) e l doesn't kill but e l kills channel W i iii) Both e l and e l doesn't kill channel W i iv) Both e l and e l kill channel W i We clearly note that if any of e l or e l do not kill W i means that there exists a linear combination of non-erased columns which gives Y l−i . This implies that e T L will also not kill the channel in these cases. So we only have to deal with the case in which both e l and e l kill W i . Now, we find polarization behavior of T L in terms of T l .
To find E i,w in this case, we first find the number of erasures of weight w for which at least one of the linear combination of non-erased columns give Y 2l−i and then subtract it from total number of combinations possible to get E i,w . If wt(e T L ) = 2l − 1, then selecting only one column corresponding to e l or e l cannot result in a null vector for rows l to 2l − 1. Therefore, E i,2l−1 = 0. If wt(e T L ) < 2l − 1, the number of e l such that wt(e l ) = l − j and which result in Y l−i from rows 0 to l − 1 by taking sum of all j non-erased columns is given by
It is easy to see that X 0. Now to construct an erasure pattern of weight w which kills channel W i , we consider an erasure pattern e l as above. If j non-erased columns are picked from e l whose sum results in Y l−i for the upper half, then the same j non-erased columns have to be picked from e l to obtain null vector for rows from l to 2l − 1. Therefore, from the remaining (2l − 2j) columns we can select (2l − w − 2j) non-erased columns to result in an erasure pattern of weight w which kills channel i. Hence, the number of erasures of weight w killing the channel W i are given by
Example 1. Suppose we want to find E i,2 value for T 10 . Note that the required number of non-erased columns are 8. Let e l = [1 0 0 1 0] be a combination giving Y l−i in T 5 . In order to make a null vector from rows l to 2l − 1 in T 10 , we need to choose columns (7, 8, 10) as non-erased columns corresponding to the above columns of (2, 3, 5) . Now, we have already chosen 6 non-erased columns out of 8. The others can be selected arbitrarily in 10−6 10−6−2 = 6 ways. Similar procedure is repeated for all erasures of T 5 to get the count of erasures which do not kill channel W i .
2) l i 2l − 1 : For this case, we note that for an erasure of weight w 0 killing the channel in T l , each non-erased column can be either a part of T l corresponding to e l or T l corresponding to e l . In short, each of these columns can be split between T l corresponding to e l and e l with total weight still being w 0 . Also, in T L , any erasure of weight w < w 0 killing the channel can be made by repeating some of the non-erased columns in e l and e l . Number of ways of choosing these repeating columns is therefore l−w0 2l−w−(l−w0) . Hence, the number of ways of choosing remaining non-repeating non-erased columns is 2 2(l−w0)−(2l−w) . Therefore, for T 10 , we note that the following erasure patterns of weight 5 are obtained based on e l as follows:
• If columns (2, 3) are repeated, the corresponding columns are (7, 8 
IV. SCALING EXPONENT OF PRODUCT KERNELS
In this section, we quickly review the procedure given in [9] for calculating the scaling exponent. Consider a BEC channel W with erasure probability z. Let Z n denotes the random process corresponding to the evolution of the Bhattacharaya parameters and f n (z, a, b) denote the fraction of unpolarized channels with thresholds a and b, i.e.,
The function satisfies the following recursion with n in terms of the polarization behavior:
. Assuming that there exists µ ∈ (0, ∞) such that for any z, a, b ∈ (0, 1) with a < b, the following limit exists in (0, ∞)
the scaling exponent can be computed by solving the following equation numerically with appropriate initialization and stopping criterion:
The method described in the previous section to calculate polarization behavior is used to find scaling exponent of any kernel with L = 2l. We start with L = 10, as best µ till L = 8 have already been exhaustively found in [7] . Consider T 5 (taken from [10] ) and their E i,w s described in the Table I.   TABLE I  POLARIZATION Using these values, as T 10 = T 2 ⊗ T 5 , and doing column permutation and row operations, we get a lower triangular matrix for which we calculate E i,w based on (6) and (7). Once the values of polarization behavior are calculated for L = 10, we calculate the scaling exponent of T 10 using the formula described in (8) and it comes out to be µ = 3.942.
The recursive function f (z, a, b) is obtained by iterating through the procedure until the stopping condition f n+1 (z)− f n (z) 10 −8 . It has been observed in [9] that even for moderate values of n (8 n 10), the function converges well. 1 . 
V. CONSTRUCTION OF POLARIZING KERNELS WITH LOWER SCALING EXPONENTS
The procedure described in previous section can be used to calculate scaling exponent for any product kernel of the form T 2 ⊗ T l . In this section, our objective is to introduce a heuristic approach to design a product kernel of the form T L = T 2 ⊗ T 2 p −1 with good scaling exponent. 1 The stopping condition is f n+1 (z) − fn(z) 10 −10 in [9] .
A. Heuristic Approach
The idea behind this approach is to design a kernel with size l = 2 p − 1 from the kernel having best scaling exponent with size l = 2 p (best µ have been found till p 6. We apply the heuristic method for only p = 3 due to lack of space but it can be applied for remaining p s also). Once that kernel is constructed, we apply (8) to calculate the scaling exponent of T L where L = 2(2 p − 1). First, we start with the kernel of l = 2 p having best µ where top l/2 channels polarize to 1 and bottom channels polarize to 0. Next, we eliminate one row and one column from it in order to get a kernel of size l .
1) Eliminating a Row: Deleting a row from T l leads to deleting two rows from T 2l formed by kronecker product T 2 ⊗ T l . In T 2l , the polarization behavior of top and bottom rows is close to 1 and 0 respectively. Thus, we want to eliminate a row of T l which effects the E i,w of row l − 1 and row l in T 2l .
The values in the top row of E i,w table of T l contribute to the 0 th and the l th row of E i,w table of T 2l and thus having effect on the channels in T 2l which polarize to 1. Similarly, the values in the last row of E i,w table of T l contribute to the (l − 1)
th and (2l − 1) th row of E i,w table of T 2l and thus having effect on the channels in T 2l which polarize to 0. To eliminate a row, we use the following heuristic
• If the difference between 1 and p 0 (z) is more than the difference between 0 and p 2l−1 (z), then we eliminate the top row of T l . Else we eliminate the last row of T l . 2) Eliminating a Column: We want to remove a column from T l which changes E i,w table the least so that the polarization values and hence scaling exponent change minimally. Clearly, if the column is itself Y l−i it will contribute in every linear combination affecting the E i,w table the least and we choose to remove that column. If T l does not have that column, we choose to remove the column (using exhaustive search) which results in the best scaling exponent.
B. Construction of 7 × 7 and finding µ for L = 14
Now we apply the proposed method to design 7 × 7 kernel. Let us take 8 × 8 kernel giving best scaling exponent [7] and eliminate a row and a column. According to the heuristic we delete the fourth row. For the column, we try all 8 possible cases eliminating each column once and find scaling exponents to be [4.145, 4.110, 4.110, 4.129, 4.051, 3.984, 4.189] by eliminating columns staring from 2 nd to 8 th (eliminating 1st column didn't give a valid polarizing kernel). We find that best µ(T 7 ) is when we remove the seventh column which almost coincides with the µ(T 7 ) found in [7] . Therefore, we get T 7 to be 0 1  2  3  4  5  6  7  8  9  10  11  12 13  14  0  0 0 64  336 984 1996  3002 3432  3003 2002 1001  364 91 14  1  1  0 0 36  324 967 1990  3001 3432  3003 2002 1001  364 91 14  1  2  0 0  0  252 933 1978  2999 3432  3003 2002 1001  364 91 14  1  3  0 0  0  0  0  478  2021 2976  2856 1972  998  364 91 14  1  4  0 0  0  0  0  0  1203 2560  2714 1942  995  364 91 14  1  5  0 0  0  0  0  0  0  1840  2444 1882  989  364 91 14  1  6  0 0  0  0  0  0  0  0  0  1642  525  280 84 14  1  7  0 0  4  48  258  820  1714 2480  2547 1874  985  364 91 14  1  8  0 0  2  24  135  470  1113 1848  2155 1746  969  364 91 14  1  9  0 0  0  0  9  90  391  968  1499 1490  937  364 91 14  1  10  0 0  0  0  0  0  4  32  116  248  322  232 79 14  1  11  0 0  0  0  0  0  2  16  58  124  167  140 67 14  1  12  0 0  0  0  0  0  1  8  28  56  73  68  43 14  1 The scaling exponent of T 7 comes out to be µ = 3.984. We construct T 14 = T 2 ⊗ T 7 and from the Table IV values, we find polarization behavior of T 14 using the formulas found in Section III and are listed down in Table III . Scaling exponent for T 14 comes out to be µ = 3.485.
We also plot the values of scaling exponent obtained for various L for BEC channel W keeping the probability of error constant as shown in The µ values for L = {2, 3 · · · , 8} have been taken from [7] which are the best scaling exponent values. In this paper, we calculate µ for L = {10,14} which comes out to be 3.942 and 3.485 respectively. We observe that for all powers of two on the x-axis, the scaling exponent gradually decreases as L increases and approaches 2 as L tends to ∞. We also see from the plot that for all values of L lying between two consecutive powers of two, values of scaling exponent are higher than the values at those two points. One of these values attain a local maxima which is always less than the maxima obtained for the previous consecutive powers of two.
VI. CONCLUSION
In this paper, we proposed a method to find polarization behavior and scaling exponent of product kernels formed by taking kronecker product of smaller binary kernels. Simulations illustrate the behavior of scaling exponent as kernel size increases which is shown in the plot. The scaling exponent for L = 10 is calculated to be µ = 3.942 and for L = 14 is µ = 3.485. Finding scaling exponent for larger class of product kernels is part of an ongoing work.
