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Résumé
La compilation JIT (Just-In-Time) est largement utilisée dans les systèmes embarqués actuels
(principalement grâce à la machine virtuelle Java). Lorsque l’architecture ciblée est un proces-
seur VLIW (Very Long Intruction Word), la compilation JIT devient plus complexe à cause de
l’étape d’ordonnancement des instructions et d’allocation des registres, réduisant ainsi ses bé-
néfices. Dans ce travail, nous présentons un compilateur JIT hybride dans lequel la gestion
du JIT est réalisée de manière logicielle tandis qu’un accélérateur matériel est utilisé pour les
phases plus coûteuses telles que l’ordonnancement des instructions. Une étude expérimentale
montre que cette approche mène à une compilation jusqu’à 15 fois plus rapide et 18 fois moins
coûteuse en énergie par rapport à une approche purement logicielle.
1. Introduction
La compilation JIT (Just-in-Time) est apparue dans les années 60 [3], puis s’est démocratisée
dans le milieu des années 90 quand un compilateur JIT a été ajouté à la Machine Virtuelle Java
en plus de son interpréteur. Le principe d’un compilateur JIT est le même que celui d’un compi-
lateur statique : il génère du code natif à partir d’une représentation intermédiaire de plus haut
niveau, typiquement un bytecode. La principale différence est qu’il opère au dernier moment :
la compilation d’une fonction a lieu la première fois qu’elle est appelée. L’intérêt principal de
cette méthode est de permettre au compilateur d’utiliser des paramètres spécifiques à l’exécu-
tion en cours. En contrepartie, le temps de compilation devient une part du temps d’exécution.
Il faut donc que le temps dépensé à optimiser une portion de code soit compensé par le temps
d’exécution gagné. Cette contrainte limite les optimisations qui peuvent être réalisées à des
algorithmes rapides, de complexité linéaire.
Dans un système embarqué, la compilation JIT présente un défi encore plus grand. Première-
ment parce que ces systèmes sont souvent basés sur des architectures statiquement ordonnan-
cées (par exemple un processeur VLIW). Ces architectures sont très dépendantes de la qualité
du code généré et plus particulièrement de la qualité de l’ordonnancement des instructions et
de l’allocation des registres. De plus, les fortes contraintes imposées aux systèmes embarqués
limitent d’autant plus le compilateur JIT.
Nous proposons ici une solution pour réduire le coût de la compilation JIT pour les systèmes
multi-coeur hétérogènes basés sur les VLIW[2, 10]. Notre approche repose sur une chaîne de
compilation JIT matérielle/logicielle : les optimisations basiques sont résolues de manière lo-
gicielle tandis qu’un accélérateur matériel est utilisé pour les tâches les plus coûteuses (ordon-
nancement des instructions et allocation des registres, reconnus comme étant la partie critique
quand on cible un VLIW).
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Notre travail se base sur des algorithmes classiques d’ordonnancement. Nous avons défini et
implémenté un back-end de compilation accéléré grâce à du matériel spécialisé. A notre connais-
sance, ce travail est le seul à proposer un tel flot de compilation complet et testé sur FPGA.Nous
voyons ce résultat comme une première étape démontrant la faisabilité d’un compilateur JIT
matériel rapide et peu coûteux. Plus précisément, nos contributions sont les suivantes :
— La définition d’une plateforme logicielle/matérielle permettant une compilation dy-
namique peu coûteuse sur des architectures multi-coeurs hétérogènes basées sur des
VLIW,
— La mise au point d’un accélérateur matériel pour résoudre le problème d’ordonnance-
ment des instructions et d’allocation des registres, ainsi que son implémentation et son
test sur FPGA,
— Une estimation des coûts en surface, temps et énergie pour la technologie ASIC 65 nm
qui démontrent un gain à la fois en énergie et en temps de compilation.
Le document est organisé de la manière suivante. La Section 2 décrit en détail notre approche,
évaluée de façon quantitative et qualitative en Section 3. La Section 4 fournie une comparaison
détaillée avec les précédents travaux sur un domaine similaire. Enfin, la Section 5 conclut ce
document et offre un aperçu des futures directions de recherches possibles.
2. Approche proposée
Dans cette partie, nous détaillons notre approche pour accélérer la compilation JIT. En particu-
lier, nous décrivons un prototype matériel original, appelé Hybrid-JIT. La plateforme Hybrid-
JIT est une chaîne de compilation logicielle/matérielle ayant pour rôle de générer dynami-
quement du code pour VLIW. Elle est illustrée Figure 1 dans le contexte d’une architecture
multi-coeurs hétérogène basée sur des VLIW. Les processeurs VLIW (®), qui sont utilisés pour
exécuter les applications, ont tous une configuration différente (nombre de voies, taille de la
file de registre, profondeur de pipeline).
Le processeur JIT (¬) est un simple processeur à une voie en charge de transformer le byte-
code en un binaire spécifique à une configuration du VLIW. Il est accompagné d’un accélérateur
matériel (­) permettant d’ordonnancer rapidement les instructions d’une procédure.
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FIGURE 1 – Idée de la plateform Hybrid-JIT
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FIGURE 2 – Organisation de l’ordonnanceur
Les sous-sections traiteront du fonctionnement global du système, du choix du bytecode et du
fonctionnement de l’accélérateur matériel.
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2.1. Aperçue de la plateforme Hybrid-JIT
Comme expliqué précédemment, nous utilisons un processeur dédié à la compilation JIT dans
notre système. Cela permet principalement de pouvoir compiler une fonction pendant l’exécu-
tion d’une autre tâche sur le VLIW. Le surcoût de la compilation JIT est ainsi réduit. A chaque
fois qu’une fonction est appelée, le processeur suit le schéma suivant :
1. Lecture du bytecode dans la mémoire principale. Les instructions de chaque bloc sont or-
donnancées sur les unités d’exécution du VLIW ciblé par l’accélérateur matériel. Chaque
bloc est traité selon son ordre d’apparition dans la procédure.
2. Une fois tous les blocs traités (et une fois que leur taille finale est connue), le compilateur
JIT va résoudre les branchements en ajoutant l’adresse correcte.
3. La dernière étape est l’écriture des binaires générés dans la mémoire d’instructions du
VLIW, en effaçant si besoin une ancienne version de la procédure.
Ainsi, la gestion de la compilation JIT est réalisée de manière logicielle sur le processeur JIT
et les étapes les plus coûteuses sont accélérées avec du matériel spécialisé. L’utilisation de cet
accélérateur matériel réduit grandement le temps de compilation dynamique tout en ayant un
faible impact sur la flexibilité du JIT puisqu’il est toujours possible d’ajouter une composante
logicielle.
Un des objectifs de Hybrid-JIT est de réduire le coût en énergie d’une compilation. Dans ce
contexte, augmenter la consommation globale du système en ajoutant un coeur peut paraître
contre-productif. Cependant, puisque le compilateur JIT n’est utilisé que sporadiquement, le
processeur et son accélérateur matériel peuvent être désactivés entre deux utilisations en utili-
sant le power gating. Ainsi, la partie de la puce dédiée au JIT consomme de l’énergie uniquement
quand c’est nécessaire. De plus, l’utilisation d’un circuit spécialisé réduit le coût en énergie
d’une compilation par rapport à une approche logicielle (voir Section 3). Ce coeur augmente
également le budget silicium, mais dans le contexte du Dark Silicon [9], sacrifier une portion
du budget en transistor pour améliorer l’efficacité énergétique du système est parfaitement
acceptable.
2.2. Présentation du bytecode
Nous avons fait le choix d’utiliser un bytecode personnalisé permettant de faciliter la phase
d’ordonnancement des instructions et d’allocation des registres. Un exemple détaillé permet-
tant de mieux comprendre notre bytecode est donné Figure 3. Comme on peut le voir, chaque
instruction est accompagnée du nombre de prédécesseurs et de successeurs dans le graphe de
flot de données, de sa priorité et de la liste des instructions dépendant d’elle. Grâce à ce format,
l’accélérateur matériel aura un accès rapide à toutes ces informations.
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FIGURE 3 – Exemple de flot de données et du bytecode correspondant.
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2.3. Accélérateur matériel pour l’ordonnancement d’instructions
Comme nous l’avons expliqué précédemment, le coeur de notre contribution est l’accélérateur
matériel pour résoudre le problème de l’ordonnancement des instructions et l’allocation des
registres. Nous avons utilisé un outil de synthèse de haut-niveau (HLS : High-Level Synthesis)
pour concevoir ce circuit.
L’accélérateur est basé sur l’algorithme de list scheduling pour résoudre l’ordonnancement des
instructions. L’allocation des registres est réalisée durant la phase d’ordonnancement : les re-
gistres sont alloués de façon gloutonne aux variables locales. Cette méthode est celle utilisée
par Agosta et al. dans leur compilateur JIST [1].
L’accélérateur matériel, qui est illustré Figure 2, fonctionne de la manière suivante
1. L’insertion des instructions prêtes dans la file de priorité. Cette étape prend une instruc-
tion pour laquelle toutes les dépendances sont résolues dans readyInstr (étape ¬) et
l’insère dans la liste triée sortedList en fonction de sa priorité (étapes ­ et ®) ;
2. L’ordonnancement d’une instruction : pour chaque unité d’exécution disponible, l’algo-
rithme va trouver l’instruction compatible la plus prioritaire (en tête de la liste triée) et
la placer dans la table de réservation resTable (étape ¯). C’est également à cette étape
que l’allocation gloutonne d’un registre est faite pour stocker le résultat ;
3. La phase de réduction des dépendances : pour chaque successeur de l’instruction pré-
sente dans la table de réservation (étape °), l’algorithme décrémente le nombre de dé-
pendances restantes (stocké dans nbDep) (étape ±). Si l’un de ces successeurs atteint
zéro dépendance, il pourra être inséré dans readyInstr pour la prochaine exécution
de l’étape 1 (étape ²).
Ces trois opérations sont répétées jusqu’à ce que toutes les instructions soient ordonnancées.
3. Etude expérimentale
Cette partie résume notre étude expérimentale. La première sous partie présente le protocole
expérimental. La suivante présente et commente les différents résultats.
3.1. Protocole expérimental
La partie statique de notre flot de compilation est basée sur un compilateur ciblant le ST200.
Notre but est d’être capable de bénéficier de toutes les optimisations pour un VLIW. Nous
avons ainsi généré du code assembleur pour un ST231 que nous avons ensuite utilisé pour
générer notre bytecode.
Pour démontrer la faisabilité de notre approche, nous avons développé et validé une version
sur FPGA utilisant un unique VLIW. Ce prototype a été testé sur une carte Altera Cyclone IV.
Le processeur JIT utilisé était un Nios II. L’accélérateur matériel, généré en utilisant l’outil de
HLS Catapult, est accessible en tant que instruction personnalisée du Nios.
Une version purement logicielle de notre compilateur JIT est implémentée sur le Nios pour ser-
vir de référence. Cette version utilise exactement le même algorithme et le même bytecode que
Hybrid-JIT. Le binaire pour le JIT logiciel (compilé en -O3) représente 24 kB, comparé à 7 kB
pour la partie logicielle de Hybrid-JIT. Nous avons évalué notre système sur 11 benchmarks
provenant de la suite Mediabench.
Le système a également été compilé vers du ASIC 65 nm en utilisant Synopsys DC Compiler.
La fréquence maximale obtenue est 250 MHz. La surface utilisée est équivalente à celle d’un
VLIW à 4 voies.
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3.2. Résultats
Les résultats expérimentaux sont organisés en deux parties : nous comparons notre système à
sa version logicielle d’abord sur le temps de compilation puis sur le coût énergétique de cette
compilation.
3.2.1. Temps de compilation
La première expérience permet de mesurer l’accélération apportée par l’utilisation de notre
plateforme. Nous avons utilisé des moniteurs matériels pour avoir une estimation précise au
cycle prêt du temps d’exécution d’un programme. Nous avons ensuite réalisé la compilation
des différents benchmarks en utilisant dans un premier cas Hybrid-JIT puis la version logicielle,
exécutée sur le Nios. Les résultats de cette expérience sont présentés sur la Figure 4 (première
barre) et montrent une accélération moyenne de 13x, allant jusqu’à 17x dans le meilleur cas.
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FIGURE 4 – Gain lors d’une compilation avec
Hybrid-JIT comparé à une approche logicielle.
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De cette expérience, nous avons également dérivé une mesure d’efficacité de notre compilateur
JIT : le nombre de cycles nécessaires pour compiler une instruction du bytecode. Ces résultats
sont représentés sur la Figure 5 pour la compilation complète mais aussi pour le back-end uni-
quement (c’est à dire pour l’ordonnancement des instructions, l’allocation de registres et la
génération de l’instruction). Cette expérience montre qu’il faut en moyenne 134 cycles pour
compiler une instruction.
3.2.2. Coût énergétique de la compilation
La deuxième expérience permet de mesurer le gain en énergie dû à l’utilisation de notre accé-
lérateur matériel. Nous avons réalisé une estimation de la consommation en énergie de notre
plateforme. Cette estimation est basée sur une simulation post-synthèse afin d’utiliser des don-
nées de transition des transistors réalistes.
Pour chaque benchmark, nous avons comparé le coût en énergie d’une compilation avec et sans
l’accélérateur matériel. Les résultats sont représentés sur la deuxième barre de la Figure 4. On
peut observer que l’utilisation d’Hybrid-JIT réduit le coût de la compilation de 8 à 15 fois.
4. État de l’art
Il n’existe que peu de travaux traitant de la compilation JIT pour les architectures statiquement
ordonnancées comme les VLIW ou les CGRA [1, 6, 8]. Agosta et al. et Dupont de Dinechin
s’intéressent au problème d’ordonnancement des instructions qu’ils identifient comme étant
la phase critique. Ils proposent deux méthodes pour résoudre ce problème, basées sur des al-
gorithmes gloutons : le scoreboard scheduling [6] et le list scheduling [1]. Dans les deux cas, la
compilation JIT est faite de manière logicielle et est exécutée sur le VLIW.
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Le travail d’Agosta et al. ne rapporte aucun chiffre sur le temps de compilation ce qui empêche
toute comparaison. Cependant, l’algorithme choisi étant un list scheduling, on peut espérer des
résultats similaires à ceux obtenus avec l’implémentation logicielle de la section 3. Avec les
résultats donnés par Dupont de Dinechin, nous avons pu estimer qu’il lui fallait environ 430
cycles pour ordonnancer une instruction. Notre compilateur JIT accéléré est capable de compi-
ler une instruction en 134 cycles en moyenne. Cette compilation comprend non seulement l’or-
donnancement mais également l’allocation de registres et la génération de l’instruction. Nous
sommes donc plus de 4 fois plus rapides que son outil.
Les travaux de Carbon et al. [5] sont également très similaires aux nôtres. Ils proposent d’uti-
liser du matériel spécialisé pour accélérer la compilation JIT avec LLVM. Pour ceci, ils ont im-
plémenté une interface matérielle pour manipuler les arbres rouges et noirs qui peuvent être
utilisés dans de nombreuses phases de la génération de code. Ils arrivent ainsi à une réduction
de 15% du temps de compilation. L’idée de l’approche est similaire mais appliquée à la compi-
lation JIT pour processeur superscalaire à exécution dans le désordre, où il n’y a pas de goulot
d’étranglement aussi marqué que pour les VLIW.
La traduction de binaires a beaucoup été utilisée dans le contexte des architectures statique-
ment ordonnancées. Un exemple bien connu est le CMS (Code Morphing Software) de Trans-
meta [7] : le système était capable d’exécuter du code x86 sur architecture VLIW grâce à une
étape de traduction binaire. Cette approche a souvent été critiquée à cause de son coût lors
d’une première exécution de code généraliste. CMS était basé sur un procédé d’optimisation en
plusieurs étapes qui commence par une interprétation du code puis détecte les points chauds
pour y appliquer des optimisations plus agressives. Ces optimisations sont toujours suivies
par une étape d’ordonnancement des instructions pour générer du code VLIW. De même,
l’architecture Denver de Nvidia [4] propose une architecture in-order à 7 voies. Deux modes
d’exécution sont possibles : dans un premier temps, le décodeur d’instructions peut décoder
jusqu’à deux instructions par cycle. Ce mode permet d’utiliser 2 des 7 unités d’exécution dis-
ponibles. Les instructions ainsi décodées sont stockées et pourront être réutilisées sans avoir
recours au décodeur d’instructions. Il sera alors possible d’utiliser plus d’unités d’exécution.
De plus, un autre processus est en charge de lire ces instructions décodées et d’optimiser le
code pour plus de performances dans les exécutions futures. Comme l’architecture exécute les
instructions dans l’ordre, une étape d’ordonnancement des instructions est primordiale après
une optimisation du code.
Les approches de Transmeta et de Nvidia utilisent toutes deux une étape d’ordonnancement
des instructions faite de manière logicielle. Chacune des deux approches pourrait également
profiter d’une réduction du coût de cet ordonnancement en utilisant du matériel spécialisé.
5. Conclusion
Dans ce document, nous avons proposé une approche permettant une compilation JIT rapide
et peu coûteuse en énergie pour les architectures VLIW. Cette approche est basée sur un accélé-
rateur matériel qui permet de résoudre le goulot d’étranglement d’un compilateur pour VLIW :
l’ordonnancement des instructions et l’allocation des registres. Nous avons montré que notre
approche permet de diviser le temps de compilation par 13 en moyenne et le coût en énergie
par 11. Nous voyons ce résultat comme une première étape vers un compilateur JIT efficace
en énergie et très rapide, permettant une migration des tâches dans un système hétérogène.
Notre prochaine étape est l’extension de notre méthode à des architectures CGRA (Coarse Grain
Reconfigurable Architecture), offrant plus de possibilités et de meilleurs compromis performance
énergie mais également plus complexes pour un compilateur.
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