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Abstract
We prove boundary higher integrability for the (spatial) gradient of very weak solutions of quasilinear
parabolic equations of the form
ut − divA(x, t,∇u) = 0 on Ω× R,
where the non-linear structure divA(x, t,∇u) is modelled after the p-Laplace operator. To this end,
we prove that the gradients satisfy a reverse Ho¨lder inequality near the boundary. In order to do
this, we construct a suitable test function which is Lipschitz continuous and preserves the boundary
values. These results are new even for linear parabolic equations on domains with smooth boundary
and make no assumptions on the smoothness of A(x, t,∇u). These results are also applicable for
systems as well as higher order parabolic equations.
Re´sume´
Nous montrons l’inte´grabilite´ des limites pour le gradient (spatial) de solutions tre`s faibles d’e´quations
paraboliques quasi-line´aires de la forme
ut − divA(x, t,∇u) = 0 sur Ω× R,
ou` la structure non line´aire divA(x, t,∇u) est modele´e d’apre`s l’ope´rateur p-Laplace. Nous prouvons
que les gradients satisfont l’ine´galite´ de Ho¨lder inverse pre`s du bord. Pour ce faire, nous construisons
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une fonction test approprie´e qui est lipschitzienne et pre´serve les valeurs limites. Ces re´sultats
sont nouveaux, meˆme pour les e´quations paraboliques line´aires a` frontie`re lisse et ne font aucune
hypothe`se sur la re´gularite´ de divA(x, t,∇u) et sont e´galement applicables aux syste`mes ainsi qu’aux
e´quations paraboliques d’ordre supe´rieur.
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1. Introduction
In this paper, we consider the boundary regularity of quasilinear parabolic partial differential
equations of the form 
 ut − divA(x, t,∇u) = 0 on Ω× (−T, T )u = 0 on ∂Ω× (−T, T ), (1.1)
modelled after the well studied p-Laplacian operator in a bounded domain Ω ⊂ Rn, potentially with
non-smooth boundary ∂Ω.
Weak solutions to (1.1) are in the space u ∈ L2(−T, T ;L2(Ω))∩Lp(−T, T ;W 1,p0 (Ω)) which allows
one to use u as a test function. But from the definition of weak solution, we see that the expression
(see Definition 2.9) makes sense if we only assume u ∈ L2(−T, T ;L2(Ω)) ∩ Ls(−T, T ;W 1,s0 (Ω)) for
some s > p−1. But under this milder notion of solution called very weak solution, we lose the ability
to use u as a test function. This difficulty was overcome in [18] in the interior case by constructing a
suitable test function after modifying u on a bad set. The result was further extended to higher order
systems in [5] (see also [6, Chapter 3] where a more general form of Lipschitz truncation method was
developed). In this paper, we show the boundary higher integrability for the gradient of very weak
solutions to (1.1) in the sense of [18]. The results presented here are new even for linear parabolic
equations on smooth domains.
Regarding the assumption on the structure of the boundary of the domain, we assume that the
complement of the domain Ωc satisfies a uniform capacity density condition (see Definition 2.7) .
This condition is essentially optimal for our main results, as this condition is needed to ensure that
Poincare´’s inequality is applicable (see [1, Chapter 11] for example). The proofs are based on the
Caccioppoli and Sobolev-Poincare´ type inequalities as well as on the careful analysis of the associated
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strong Maximal function. As with regularity results concerning quasilinear parabolic equations, we
make use of intrinsic scaling and covering techniques.
The first nonlinear parabolic higher integrability results apparently date back to a 1982 paper
[12] in which the author studied the local higher integrability for systems of parabolic equations with
quadratic growth conditions. However for more general quasilinear systems, the problem remained
open until the papers [18, 17] in which interior higher integrability was shown for both weak and very
weak solutions to equations of the form considered in (1.1). For higher order quasilinear parabolic
systems, interior higher integrability for very weak solutions was proved in [5]. The boundary higher
integrability for weak solutions under the condition that Ωc satisfies a uniform capacity density
condition was done in [23, 24].
We shall make precise all the notations in the following section, but let us first state the main
theorem:
Theorem 1.1. Let n ≥ 2 and 2n
n+ 2
< p < ∞ and Ω be a bounded domain whose complement
is uniformly p-thick with constants r0, b0, then there exists β0 = β0(n, p,Λ0,Λ1, b0) ∈ (0, 1) such
that the following holds: For any β ∈ (0, β0] and any very weak solution u ∈ L2(−T, T ;L2(Ω)) ∩
Lp−β(−T, T ;W 1,p−β0 (Ω)) solving (1.1) in Ω× (−T, T ), we have the following improved integrability
u ∈ L2(−T, T ;L2(Ω)) ∩ Lp+β(−T, T ;W 1,p+β0 (Ω)) along with the following qualitative estimates: for
any Qz0(ρ, s) with z0 ∈ (Ω× (−T, T )), there holds
−
¨
Qz0 (ρ,s)
|∇u|p dz >
(
−
¨
Qz0 (2ρ,2
2s)
(|∇u|+ θ)p−β dz
)1+ β
d
+ −
¨
Qz0(2ρ,2
2s)
(1 + θp) dz. (1.2)
where θ is from (2.4), C = C(n, p, b0,Λ0,Λ1) and
d :=


2− β if p ≥ 2
p− β − (2− p)n
2
if p < 2
(1.3)
Remark 1.2. In Theorem 1.1, we claim u ∈ L2(−T, T ;L2(Ω)) ∩ Lp+β(−T, T ;W 1,p+β0 (Ω)) whereas
the estimate in (1.2) only gives u ∈ L2(−T, T ;L2(Ω))∩Lp(−T, T ;W 1,p0 (Ω)). The current paper only
proves higher integrability till the natural exponent as in (1.2), but to reach p+ β, we can now make
use of the results from [23, 24].
The plan of the paper is as follows: In Section 2, we shall collect all the assumptions and some
well known, but useful lemmas. In Section 3, we shall give the construction of the test function
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using Lipschitz truncation and collect its properties. In Section 4, we will use results from Section
3 to obtain Caccioppoli inequality and Reverse Ho¨lder inequality and finally in Section 5, we will
provide the proof of Theorem 1.1.
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2. Preliminaries
In this section, we shall collect some well known theories and estimates that will be used in the
latter parts of the paper.
2.1. Variational p-Capacity
Let 1 < p <∞, then the variational p-capacity of a compact set K ⋐ Ω is defined to be
cap1,p(K,R
n) = inf
{ˆ
Rn
|∇φ|p dx : φ ∈ C∞c (Rn), χK(x) ≤ φ(x) ≤ 1
}
,
where χ
K
(x) = 1 for x ∈ K and χ
K
(x) = 0 for x /∈ K. To define the variational p-capacity of an
open set O ⊂ Rn, we take the supremum over the capacities of the compact sets belonging to O.
The variational p-capacity of an arbitrary set E ⊂ Rn is defined by taking the infimum over the
capacities of the open sets containing E. For further details, see [1, 15].
Let us now introduce the capacity density conditions which we later impose on the complement
of the domain. For higher integrability results, this condition is essentially sharp (see [16, Remark
3.3] for the linear elliptic case and [2] for the quasilinear elliptic case).
Definition 2.1 (Uniform p-thickness). Let Ω˜ ⊂ Rn be a bounded domain. We say that the com-
plement Ω˜c := Rn \ Ω˜ is uniformly p-thick for some 1 < p ≤ n with constants b˜0, r˜0 > 0, if the
inequality
capp(Br(x) ∩ Ω˜c, B2r(x)) ≥ b˜0 capp(Br(x), B2r(x))
holds for any x ∈ ∂Ω˜ and r ∈ (0, r˜0].
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It is well-known that the class of domains with uniform p-thick complements is very large. They
include all domains with Lipschitz boundaries or even those that satisfy a uniform exterior corkscrew
condition, where the latter means that there exist constants c0, r0 > 0 such that for all 0 < t ≤ r0
and all x ∈ Rn \ Ω, there is y ∈ Bt(x) such that Bt/c0(y) ⊂ Rn \ Ω.
If we replace the capacity with the Lebesgue measure in Definition 2.1, then we obtain a measure
density condition. A set E satisfying the measure density condition is uniformly p-thick for all p > 1.
If p > n, then every non-empty set is uniformly p-thick. The following lemma from [23, Lemma
3.8] extends the capacity estimate in Definition 2.1 to make precise the notion of being uniformly
p-thick :
Lemma 2.2 ([23]). Let Ω˜ be a bounded open set, and suppose that Rn \ Ω˜ is uniformly p-thick
with constant b˜0, r˜0. Choose y ∈ Ω˜ such that B 3
4 r
(y) \ Ω˜ 6= ∅, then there exists a constant b˜1 =
b˜1(b0, r0, n, p) > 0 such that
cap1,p(B2r(y) \ Ω˜, B4r(y)) ≥ b˜1 cap1,p(B2r(y), B4r(y)).
Following the definition of p-thickness, a simple consequence of Ho¨lder’s and Young’s inequality
gives the following result (for example, see [23, Lemma 3.13] for the proof):
Lemma 2.3. Let 1 < p ≤ n be given and suppose a set E ⊂ Rn is uniformly p-thick with constants
b˜0, r˜0. Then E is uniformly q-thick for all q ≥ p with constants b˜1, r˜1.
We remark that the notion of p-thickness is self improving (see [19] or [3, 22] for the details):
Theorem 2.4 ([19]). Let 1 < p ≤ n be given and suppose a set E ⊂ Rn is uniformly p-thick
with constants b˜0, r˜0. Then there exists an exponent q = q(n, p, b0) with 1 < q < p for which E is
uniformly q-thick with constants b˜1, r˜1.
We next state a generalized Sobolev-Poincare´’s inequality which was originally obtained by V.
Maz’ya [21, Sec. 10.1.2] (see also [16, Sec. 3.1] and [1, Corollary 8.2.7]).
Theorem 2.5. Let B be a ball and φ ∈ W 1,p(B) be p-quasicontinuous, with p > 1. Let κ = n/(n−p)
if 1 < p < n and κ = 2 if p = n. Then there exists a constant c = c(n, p) > 0 such that
(
−
ˆ
B
|φ|κp dx
) 1
κp
≤ c
(
1
cap1,p(N(φ), 2B)
ˆ
B
|∇φ|p dx
) 1
p
, (2.1)
where N(φ) = {x ∈ B : φ(x) = 0}.
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Lemma 2.6. Let Bρ be a ball and let 1 < σ <∞ , 1 < ϑ ≤ n be any two exponents. Let g be any
function such that the following assumption holds:
cap1,ϑ(N(g), 2B) ≥ c0 cap1,ϑ(B, 2B) = c0ρn−p, where N(g) = {x ∈ B : g(x) = 0}.
Let α˜ ∈ (0, 1) and 1 < q˜, r˜ <∞ be given such that the exponents are all related by the relations:
α˜σ < q˜ ≤ ϑ∗ = nϑ
n− ϑ and r˜ :=
(1 − α˜)σq˜
q˜ − α˜σ ⇐⇒ q˜ :=
α˜σr˜
r˜ − (1− α˜)σ . (2.2)
which is equivalent to the relation
−n
σ
≤ α˜
(
1− n
ϑ
)
− (1− α˜)n
r˜
.
Then the following interpolation type estimate holds:
−
ˆ
B
( |g|
ρ
)σ
dx ≤ C(n,σ,ϑ,r˜,c0)
(
−
ˆ
B
|∇g|ϑ dx
) α˜σ
ϑ
(
−
ˆ
B
( |g|
ρ
)r˜
dx
) (1−α˜)σ
r˜
.
Proof. Let us first consider the case ϑ < n. The proof follows by applying Theorem 2.5 as follows:
let α˜σ < q˜ ≤ ϑ∗ = nϑ
n− ϑ , then making use of (2.2), we obtain
−
ˆ
B
( |g|
ρ
)σ
dx >
(
−
ˆ
B
( |g|
ρ
)ϑ∗
dx
) α˜σ
ϑ∗
(
−
ˆ
B
( |g|
ρ
)r˜
dx
) (1−α˜)σ
r˜
>
(
−
ˆ
B
|∇g|ϑ dx
) α˜σ
ϑ
(
−
ˆ
B
( |g|
ρ
)r˜
dx
) (1−α˜)σ
r˜
.
In the case ϑ = n (and also ϑ > n), we observe that W 1,ϑ embeds into Lt for all t <∞ and the
proof becomes simpler.
Definition 2.7. In this paper, we shall assume that the domain Ω is bounded and that it’s comple-
ment Ωc is uniformly p-thick with constants b0, r0 in the sense of Definition of 2.1.
2.2. Assumptions on the Nonlinear structure
We shall now collect the assumptions on the nonlinear structure in (1.1). We assume that
A(x, t,∇u) is an Carathe´odory function, i.e., we have (x, t) 7→ A(x, t, ζ) is measurable for every
ζ ∈ Rn and ζ 7→ A(x, t, ζ) is continuous for almost every (x, t) ∈ Ω× (−T, T ).
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We further assume that for a.e. (x, t) ∈ Ω× (−T, T ) and for any ζ ∈ Rn, there exists two given
positive constants Λ0,Λ1 such that the following bounds are satisfied by the nonlinear structures :
〈A(x, t, ζ), ζ〉 ≥ Λ0|ζ|p − h1 and |A(x, t, ζ)| ≤ Λ1|ζ|p−1 + h2, (2.3)
where, the functions h1, h2 : Ω× (−T, T ) 7→ R are assumed to be measurable with bounded norm
θp := |h1|+ |h2|
p
p−1 and ‖θ‖Lqˆ(Ω×(−T,T )) <∞ for some qˆ ≥ p+ β0, (2.4)
where β0 is from Theorem 1.1 (for example, β0 = 1 is admissible in (2.4)). An important aspect of the
estimates obtained in this paper is that we do not make any assumptions regarding the smoothness
of A(x, t, ζ) with respect to x, t, ζ.
As the basic sets for our estimates, we will use parabolic cylinders where the radii in space and
time are coupled. This is due to the fact that in the case that p 6= 2, the size of the cylinders
implicitly depend on the solution itself and cannot be taken independently. This difficulty extends
to the problems dealing with very weak solutions also.
In what follows, we will always assume
2n
n+ 2
< p <∞. (2.5)
Remark 2.8. The restriction in (2.5) is necessary when dealing with parabolic problems because of
the embedding W 1,
2n
n+2 →֒ L2 due to which, we will invariably have to deal with the L2-norm of the
solution which comes from the time-derivative. On the other hand, if we assume u ∈ Lr(Ω×(−T, T ))
for some r ≥ 1 such that n(p− 2)+ rp > 0 (see [8, Chapter 5] for more on this), then we can obtain
analogous result as to Theorem 1.1. This extension of Theorem 1.1 to the case 1 < p ≤ 2n
n+ 2
is
beyond the scope of this paper and will be pursued elsewhere.
2.3. Function Spaces
Let 1 ≤ ϑ < ∞, then W 1,ϑ0 (Ω) denotes the standard Sobolev space which is the completion of
C∞c (Ω) under the ‖ · ‖W 1,ϑ norm.
The parabolic space Lϑ(−T, T ;W 1,ϑ(Ω)) for any ϑ ∈ (1,∞) is the collection of measurable
functions f(x, t) such that for almost every t ∈ (−T, T ), the function x 7→ f(x, t) belongs toW 1,ϑ(Ω)
with the following norm being finite:
‖f‖Lϑ(−T,T ;W 1,ϑ(Ω) :=
(ˆ T
−T
‖u(·, t)‖ϑW 1,ϑ(Ω) dt
) 1
ϑ
<∞.
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Analogously, the parabolic space Lϑ(−T, T ;W 1,ϑ0 (Ω)) is the collection of measurable functions
f(x, t) such that for almost every t ∈ (−T, T ), the function x 7→ f(x, t) belongs to W 1,ϑ0 (Ω).
2.4. Notations
We shall clarify the notation that will be used throughout the paper:
(i) We shall use ∇ to denote derivatives with respect the space variable x.
(ii) We shall sometimes alternate between using
df
dt
, ∂tf and f
′ to denote the time derivative of a
function f .
(iii) We shall use D to denote the derivative with respect to both the space variable x and time
variable t in Rn+1.
(iv) Let z0 = (x0, t0) ∈ Rn+1 be a point and ρ, s > 0 be two given parameters and let α ∈ (0,∞).
We shall use the following symbols to denote the following regions:
Is(t0) := (t0 − s, t0 + s) ⊂ R, Qρ,s(z0) := Bρ(x0)× Is(t0) ⊂ Rn+1,
αQρ,s(z0) := Bαρ(x0)× Iα2s(t0) ⊂ Rn+1, Hs(t0) := Rn × Is(t0) ⊂ Rn+1,
αHs(t0) := Rn × Iα2s(t0) ⊂ Rn+1, Cρ(x0) := Ω ∩Bρ(x0)× R ⊂ Rn+1,
Ωρ,s(z0) := Ω ∩Bρ(x0)× Is(t0) ⊂ Rn+1, Ωρ(x0) := Ω ∩Bρ(x0) ⊂ Rn.
(2.6)
(v) We shall use
ˆ
to denote the integral with respect to either space variable or time variable and
use
¨
to denote the integral with respect to both space and time variables simultaneously.
Analogously, we will use
 
and −
¨
to denote the average integrals as defined below: for any
set A×B ⊂ Rn × R, we define
(f)
A
:=
 
A
f(x) dx =
1
|A|
ˆ
A
f(x) dx,
(f)
A×B
:= −
¨
A×B
f(x, t) dx dt =
1
|A×B|
¨
A×B
f(x, t) dx dt.
(vi) Given any positive function µ, we shall denote (f)
µ
:=
ˆ
f
µ
‖µ‖L1
dm where the domain of
integration is the domain of definition of µ and dm denotes the associated measure.
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(vii) Given any λ > 0, we can convert Rn+1 into a metric space where the parabolic cylinders
correspond to balls under the parabolic metric given by:
dλ(z1, z2) := max
{
|x2 − x1|,
√
λp−2|t2 − t1|
}
. (2.7)
(viii) In what follows, r0 and b0 will denote the constants arising from the assumption that Ω
c is
uniformly p-thick (see Definition 2.7).
2.5. Very weak solution
There is a well known difficulty in defining the notion of solution for (1.1) due to a lack of time
derivative of u. To overcome this, one can either use Steklov average or convolution in time. In this
paper, we shall use the former approach (see also [8, Page 20, Eqn (2.5)] for further details).
Let us first define Steklov average as follows: let h ∈ (0, 2T ) be any positive number, then we
define
uh(·, t) :=


−
ˆ t+h
t
u(·, τ) dτ t ∈ (−T, T − h),
0 else.
(2.8)
Definition 2.9 (Very weak solution). Let β ∈ (0, 1) and h ∈ (0, 2T ) be given and suppose p−β > 1.
We then say u ∈ L2(−T, T ;L2(Ω))∩Lp−β(−T, T ;W 1,p−β0 (Ω)) is a very weak solution of (1.1) if for
any φ ∈W 1,
p−β
1−β
0 (Ω) ∩ L∞(Ω), the following holds:
ˆ
Ω×{t}
d[u]h
dt
φ+ 〈[A(x, t,∇u)]h,∇φ〉 dx = 0 for any − T < t < T − h. (2.9)
2.6. Maximal Function
For any f ∈ L1(Rn+1), let us now define the strong maximal function in Rn+1 as follows:
M(|f |)(x, t) := sup
Q˜∋(x,t)
−
¨
Q˜
|f(y, s)| dy ds
where the supremum is taken over all parabolic cylinders Q˜a,b with a, b ∈ R+ such that (x, t) ∈ Q˜a,b.
An application of the Hardy-Littlewood maximal theorem in x− and t− directions shows that the
Hardy-Littlewood maximal theorem still holds for this type of maximal function (see [20, Lemma
7.9] for details):
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Lemma 2.10. If f ∈ L1(Rn+1), then for any α > 0, there holds
|{z ∈ Rn+1 :M(|f |)(z) > α}| ≤ 5
n+2
α
‖f‖L1(Rn+1).
and if f ∈ Lϑ(Rn+1) for some 1 < ϑ ≤ ∞, then there holds
‖M(|f |)‖Lϑ(Rn+1) ≤ C(n,ϑ)‖f‖Lϑ(Rn+1).
2.7. A few well known lemmas
We shall recall the following well known lemmas that will be used throughout the paper. The
first one is a standard lemma regarding integral averages (for a proof in this setting, see for example
[4, Chapter 8.2] for the details).
Lemma 2.11. Let γ > 0 be any fixed number and suppose [f ]h(x, t) := −
ˆ t+γh2
t−γh2
f(x, τ) dτ . Then
we have the following properties:
(i) [f ]h → f a.e (x, t) ∈ Rn+1 as hց 0, [f ]h is continuous and bounded in time for a.e. x ∈ Rn.
(ii) For any cylinder Qr,γr2 ⊂ Rn+1 with r > 0, there holds
−
¨
Qr,γr2
[f ]h(x, t) dx dt >n −
¨
Qr,γ(r+h)2
f(x, t) dx dt.
(iii) The function [f ]h(x, t) is differentiable with respect to t ∈ R, moreover [f ]h(·, t) ∈ C1(R) for
a.e. x ∈ Rn.
The next Lemma we recall is a standard iteration lemma (see for example [11, Lemma 5.1]):
Lemma 2.12. Let 0 < θ < 1, B ≥ 0, A ≥ 0, α˜ > 0 and 0 < r < ρ <∞ and let f ≥ 0 be a bounded
measurable function satisfying
f(r1) ≤ θf(r2) +A(r2 − r1)−α˜ +B ∀ r < r1 < r2 < ρ,
then there exists a constant C = C(α˜, A,B) such that the following holds:
f(r) ≤ C(A(ρ− r)−α˜ +B), for every r < ρ.
We could not find the proof of the following version of the Parabolic Poincare´ Lemma in literature,
hence for the sake of completeness, we also present the proof.
Lemma 2.13. Let f ∈ Lϑ(−T, T ;W 1,ϑ(Ω)) with ϑ ∈ (1,∞) and suppose that Br ⋐ Ω be compactly
contained ball of radius r > 0. Let I ⊂ (−T, T ) be a time interval and ρ(x, t) ∈ L1(Br × I)
be any positive function such that ‖ρ‖L∞(Br×I) >n
‖ρ‖L1(Br×I)
|Br × I| and µ(x) ∈ C
∞
c (Br) such thatˆ
Br
µ(x) dx = 1 with |µ| ≤ C(n)
rn
and |∇µ| ≤ C(n)
rn+1
. Then there holds
−
¨
Br×I
∣∣∣∣∣
f − (f)
ρ
r
∣∣∣∣∣
ϑ
dz >n,ϑ −
¨
Br×I
|∇f |ϑ dz + sup
t1,t2∈I
∣∣∣∣∣
(f)
µ
(t2)− (f)µ (t1)
r
∣∣∣∣∣
ϑ
,
where (f)
ρ
:=
ˆ
Br×I
f(z)
ρ(z)
‖ρ‖L1(Br×I)
dz and (f)
µ
(ti) :=
ˆ
Br
f(x, ti)µ(x) dx for i = 1, 2.
Proof. Let us first consider the case of ρ(x, t) = µ(x)χ
I
(t). In this case, we get
−
¨
Br×I
∣∣∣∣∣∣
f(z)− (f)
µ×χ
I
r
∣∣∣∣∣∣
ϑ
dz
(a)
> −
¨
Br×I
|∇f |ϑ dz + sup
t1,t2∈I
∣∣∣∣∣
(f)
µ
(t2)− (f)µ (t1)
r
∣∣∣∣∣
ϑ
. (2.10)
Here to obtain (a) above, we made of the standard Poincare´’s inequality.
For the general case, we observe that
−
¨
Br×I
∣∣∣∣∣
f − (f)
ρ
r
∣∣∣∣∣
ϑ
dz > −
¨
Br×I
∣∣∣∣∣∣
f − (f)
µ×χ
I
r
∣∣∣∣∣∣
ϑ
dz + −
¨
Br×I
∣∣∣∣∣∣
(f)
ρ
− (f)
µ×χ
I
r
∣∣∣∣∣∣
ϑ
dz. (2.11)
The first term of (2.11) can be controlled as in (2.10) and to control the second term, we observe
that
| (f)
ρ
− (f)
µ×χ
I
| ≤ ‖ρ‖L∞(Br×I)‖ρ‖L1(Br×I)
¨
Br×I
|f − (f)
µ×χ
I
| dz > −
¨
Br×I
|f − (f)
µ×χ
I
| dz.
This completes the proof of the Lemma.
We will use the following result which can be found in [13, Theorem 3.1] (see also [7]):
Lemma 2.14. Let λ > 0 and Z ⊂ Rn+1 be given. For any z ∈ Z and r > 0, let Qr,γr2(z) be the
parabolic cylinder centred at z with radius r. Suppose there exists a constant C > 0 independent of
z and r such that the following bound holds:
1
|Qr,γr2(z) ∩ Z|
¨
Qr,γr2 (z)∩Z
∣∣∣∣∣
f(x, t)− (f)
Qr,γr2 (z)∩Z
r
∣∣∣∣∣ dx dt ≤ C ∀ z ∈ Z and r > 0.
Then f ∈ C0,1(Z).
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Let us also recall a parabolic version of Gehring’s lemma (for example, see [5, Lemma 6.4]).
Lemma 2.15. Let α0 ≥ 1, κ ≥ 1, ε0 > 0, p > 1 and β0 > 0 be given. Let q be given such that
1 < p− ε0 ≤ q < p− 2β < p− β for some β ∈ (0, β0). Furthermore, for a cylinder Q2 = Q2,22 , let
f ∈ Lp−β(Q2) and g ∈ Lp˜(Q2) for some p˜ ≥ p be given. Suppose for each λ ≥ α0 and almost every
z ∈ Q2 with f(z) > λ, there exists a parabolic cylinder Q = Qρ,s(z) ⊂ Q2 such that
λp−β
κ
≤ −
¨
Q
fp−β(x, t) dx dt ≤ κ
(
−
¨
Q
f q(x, t) dx dt
) p−β
q
+ κ−
¨
Q
gp−β(x, t) dx dt ≤ κ2λp−β ,
then there exists δ0 = δ0(κ, p, β, q, ε0) and C = C(κ, p, β, q, ε0), such that f ∈ Lp−β+δ1(Q2) with
δ1 = min{δ0, p˜− p+ β}. This improved higher integrability comes with the following bound:¨
Q2
fp−β+δ(x, t) dx dt > αδ0
¨
Q2
fp−β(x, t) dx dt+
¨
Q2
gp−β+δ(x, t) dx dt for all δ ∈ (0, δ1].
3. Construction of test function.
Since we are interested in estimates near the boundary, for the subsequent calculations, we will
fix a parabolic cylinder of the form Q := Qρ,s(0, 0) = B × I, where (0, 0) ∈ ∂Ω× (−T, T ). We will
further assume
s = α2−p0 ρ
2 for some α0 > 0 to be chosen. (3.1)
Since (0, 0) and (ρ, s) are fixed, we shall henceforth simplify the notation in (2.6) by dropping obvious
references to ρ and s.
Definition 3.1. Since we assume that domain Ωc is uniformly p-thick with constants r0, b0 (see
Definition 2.7), by the self improving property (see Theorem 2.4), there exists an ε0 > 0 such that
Ωc is uniformly p− ε0 thick with constants b˜0, r˜0. Let us now take β and q such that the following
holds:
p− ε0 < q ≤ p− 2β < p− β < p. (3.2)
Note that we will eventually obtain β0 = β0(n, p, b0,Λ0,Λ1) ∈ (0, ε0/2) such that all the calculations
will hold for any β ∈ (0, β0].
Consider the following cut off functions:
η(x) ∈ C∞c (8B), η(x) ≡ 1 for x ∈ 4B, ζ(t) ∈ C∞c (8I), ζ(t) ≡ 1 for t ∈ 4I,
|η(x)| ≤ 1, |η(x)| ≤ C(n)
ρ
, and |ζ(t)| ≤ 1, |ζ′(t)| ≤ C
s
.
(3.3)
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Definition 3.2. Since we assume that there exists a very weak solution u ∈ L2(−T, T ;L2(Ω)) ∩
Lp−β(−T, T ;W 1,p−β0 (Ω)), we can now multiply the solution by the cut off functions to get:
u˜h(x, t) := [u]h(x, t)η(x)ζ(t). (3.4)
Here [u]h denotes the usual Steklov average defined in (2.8).
Let us define the following function with θ as in (2.4):
g(x, t) := max
{
M(|∇u˜|q) 1q (x, t),M((|∇u|+ |θ|)qχ
8Q
)
1
q (x, t)
}
for any (x, t) ∈ Rn+1. (3.5)
We have the following bound for g(x, t):
Lemma 3.3. Under the assumption that Ω satisfies Definition 2.7, the following bound holds:
‖g‖Lp−β(Rn+1) ≤ C(n,p,b0)‖(|∇u|+ |θ|)χ8Q‖Lp−β(Rn+1).
Proof. Making use of Lemma 2.10, we get
¨
Rn+1
|g(x, t)|p−β dz >
¨
Rn+1
(
M(|∇u˜|q) p−βq (z) +M((|∇u|+ |θ|)qχ
8Q
)
p−β
q (z)
)
dz
>
¨
Rn+1
(
|∇u˜|p−β + (|∇u|+ |θ|)p−β χ
8Q
)
dz.
Since u˜(x, t) = u(x, t)η(x)ζ(t) and spt(u˜) ⊂ 8Q, we use Theorem 2.5 to get
¨
Rn+1
|∇u˜|p−β dz >
¨
8Q
(
|∇u|p−β +
∣∣∣∣uρ
∣∣∣∣
p−β
)
dz >
¨
8Q
|∇u|p−β dz.
This completes the proof of the Lemma.
We now define the good set
Eλ :=
{
(x, t) ∈ Rn+1 : g(x, t) ≤ λ} for λ > ceα0.
Note that α0 > 0 and ce are constants that will be quantified explicitly in Section 4.
We now have the following parabolic Whitney type decomposition of Ecλ which is taken from [9,
Section 2.3] (see also [6, Chapter 3] where this was proved in the stated form or [10, Lemma 3.1] for
details):
Lemma 3.4. Let γ := λ2−p, then there exists a γ-parabolic Whitney covering {Qi(zi)} of Ecλ in the
following sense:
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(W1) Qj(zj) = Bj(xj)× Ij(tj) where Bj(xj) = Brj (xj) and Ij(tj) = (tj − γr2j , tj + γr2j ).
(W2) Since γ = λ2−p, recalling the notation from (2.7), we have dλ(zj , Eλ) = 16rj.
(W3)
⋃
j
1
2
Qj(zj) = E
c
λ .
(W4) for all j ∈ N, we have 8Qj ⊂ Ecλ and 16Qj ∩ Eλ 6= ∅.
(W5) if Qj ∩Qk 6= ∅, then 1
2
rk ≤ rj ≤ 2rk.
(W6)
1
4
Qj ∩ 1
4
Qk = ∅ for all j 6= k.
(W7)
∑
j
χ
4Qj
(z) ≤ c(n) for all z ∈ Ecλ .
Subject to this Whitney covering, we have an associated partition of unity denoted by {ωj}j∈N ∈
C∞c (R
n+1) such that the following holds:
(W8) χ1
2Qj
≤ ωj ≤ χ3
4Qj
.
(W9) ‖ωj‖∞ + rj‖∇ωj‖∞ + r2j ‖∇2ωj‖∞ + λr2j ‖∂tωj‖∞ ≤ C(n).
For a fixed k ∈ N, let us define
Ak :=
{
j ∈ N : 3
4
Qk ∩ 3
4
Qj 6= ∅
}
,
then we have
(W10) Let i ∈ N be given, then
∑
j∈Ai
ωj(z) = 1 for all z ∈ 3
4
Qi.
(W11) Let i ∈ N be given and let j ∈ Ai, then max{|Qj|, |Qi|} ≤ C(n)|Qj ∩Qi|.
(W12) Let i ∈ N be given and let j ∈ Ai, then max{|Qj|, |Qi|} ≤
∣∣∣∣34Qj ∩ 34Qi
∣∣∣∣ .
(W13) For any i ∈ N, we have #Ai ≤ c(n).
(W14) Let i ∈ N be given, then for any j ∈ Ai, we have 3
4
Qj ⊂ 4Qi.
Once we have the Whitney-type parabolic decomposition as in Lemma 3.4, we can now define
the following extension:
vλ,h(z) := u˜h(z)−
∑
i
ωi(z)
(
u˜h(z)− u˜ih
)
. (3.6)
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where
u˜ih :=


1
‖ωi‖L1( 34Qi)
¨
3
4Qi
u˜h(z)ωi(z) dz if
3
4
Qi ⊂ Ω8ρ × R = C8ρ,
0 else.
(3.7)
For each λ > ceα0, we will show that vλ,h constructed in (3.6) is Lipschitz continuous with respect
to the parabolic metric dλ on 2H = Rn× (−4s, 4s). In order to do this, we shall make use of Lemma
2.14. In order to apply Lemma 2.14 with Y = 2H, we will consider the following two cases, one
where the cylinders are contained inside 4H = Rn × (−16s, 16s) and the other where the cylinders
are not contained inside 4H. In this regard, let us define the following:
Θ :=
{
i ∈ N : 3
4
Qi ∩ 2H 6= ∅
}
, (3.8)
Θ1 := {i ∈ Θ : 8Qi ⊂ 4H} , (3.9)
Θ2 := {i ∈ Θ : 8Qi ∩ (4H)c 6= ∅} = Θ \Θ1. (3.10)
We will use the following important lemma throughout the paper:
Lemma 3.5. Let γ > 0 be given and suppose that u ∈ L2(−T, T ;L2(Ω))∩Lp−β(−T, T ;W 1,p−β0 (Ω))
with 0 ≤ β ≤ min{1, p− 1} be a very weak solution of (1.1). Let B ⊂ Ω be a compactly contained
region and (t1, t2) ⊂ (−T, T − γh2) for some h ∈ (0, T ) be a time interval. Let φ(x) ∈ C∞c (B),
ϕ(t) ∈ C∞c (t1, t2) be two non-negative functions and [u]h be the Steklov average as defined in (2.8).
Then the following estimate holds:
| ([u]hϕ)φ (t2)− ([u]hϕ)φ (t1)| ≤ Λ1‖∇φ‖L∞(B)‖ϕ‖L∞(t1,t2)
¨
B×(t1,t2)
[|∇u|p−1 + |θ|p−1]h dz+
+‖φ‖L∞(B)‖ϕ′‖L∞(t1,t2)
¨
B×(t1,t2)
|[u]h| dz.
Proof. Let us use φ(x)ϕ(t) as a test function in (2.9) to get
ˆ
Ω×{t}
d[u]h
dt
(x, t)φ(x)ϕ(t) dx+ 〈[A(x, t,∇u)]h,∇φ〉(x, t)ϕ(t) dx = 0
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Using the Fundamental theorem of calculus, we get
| ([u]hϕ)φ (t2)− ([u]hϕ)φ (t1)| =
∣∣∣∣∣
¨
B×(t1,t2)
d
dt
([u]h(x, t)φ(x)ϕ(t)) dz
∣∣∣∣∣
≤
∣∣∣∣∣
¨
B×(t1,t2)
〈[A(x, t,∇u)]h,∇φ〉(x, t)ϕ(t) dz
∣∣∣∣∣+
+
∣∣∣∣∣
¨
B×(t1,t2)
[u]h(x, t)φ(x)
dϕ(t)
dt
dz
∣∣∣∣∣
(a)
≤ C(Λ1, p)‖∇φ‖L∞(B)‖ϕ‖L∞(t1,t2)
¨
B×(t1,t2)
[|∇u|p−1 + |θ|p−1]h dz
+‖φ‖L∞(B)‖ϕ′‖L∞(t1,t2)
¨
B×(t1,t2)
|[u]h| dz.
To obtain (a) above, we made use of (2.3) and (2.4) which completes the proof.
3.1. Properties of the test function
In this subsection, we shall prove all the properties that the constructed function in (3.6) satisfies.
Recall that Ωc is uniformly p-thick with constants b0, r0. The first lemma gives a point-wise bound
for vλ,h on E
c
λ .
Lemma 3.6. For any z ∈ Ecλ , we have
|vλ,h(z)| ≤ C(n,p,q,Λ0,Λ1,b0)ρλ.
Proof. From (3.6), for any z ∈ Ecλ , we see that vλ,h(z) =
∑
j
ωj(z)u˜
j
h with u˜
j
h 6= 0 if and only if
3
4
Qj ⊂ C8ρ, which automatically implies vλ,h(z) = 0 for all z ∈ Cc8ρ.
In order to prove the Lemma, making use of (W8), we see that (3.6) follows if the following
holds:
|u˜jh| ≤ C(n,p,q,Λ0,Λ1,b0) ρλ, for all j ∈ N. (3.11)
We shall now proceed with proving (3.11). Since we only have to consider the case
3
4
Qj ⊂ C8ρ,
we have the following two sub-cases:
Case rj ≥ ρ: In this case, we observe that 8B ⊂ 32Bj which gives the following sequence of esti-
mates:
|u˜jh|
(a)
> ρ−
ˆ
32Ij
(
−
ˆ
32Bj
∣∣∣∣ u˜h(x, t)rj
∣∣∣∣
q
dx
) 1
q
dt
(b)
> ρ
(
−
¨
32Qj
|∇u˜h(x, t)|q dx dt
) 1
q (c)
> ρλ. (3.12)
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In order to obtain (a), we have used the fact that rj ≤ 32
3
ρ since
3
4
Qj ⊂ C8ρ. To get (b), we used
Theorem 2.5 since 32Bj ∩ Ωc 6= ∅. Finally to obtain (c), we made use of (W4).
Case rj ≤ ρ: Let us define the following constant k0 := min{k˜1, k˜2}, where k˜1 and k˜2 satisfy
2k˜1−1rj < ρ ≤ 2k˜1rj and 2k˜2−1Qj ∩ (Ω× R)c = ∅ but 2k˜2Qj ∩ (Ω× R)c 6= ∅. (3.13)
Using (3.3) and triangle inequality, we get
|u˜jh| >
k0−2∑
m=0
(
([u]h)2mQj
− ([u]h)2m+1Qj
)
+ ([u]h)2k0−2Qj
:=
k0−2∑
m=0
Sm1 + S2. (3.14)
Estimate for Sm1 for m ≤ k0 − 2: In this case, we see that 2m+1Qj ⊂ C8ρ. Thus applying Lemma
2.13 for any µ ∈ C∞c (B(2m+1rj , xj)) satisfying |µ(x)| ≤
C(n)
(2m+1rj)n
and |∇µ(x)| ≤ C(n)
(2m+1rj)n+1
,
we get
Sm1 > (2
m+1rj)
(
−
¨
2m+1Qj
|[∇u]h|q dz + sup
t1,t2∈2m+1Ij
∣∣∣∣∣
([u]h)µ (t2)− ([u]h)µ (t1)
2m+1rj
∣∣∣∣∣
q) 1q
. (3.15)
Since B(xj , 2
m+1rj) ⊂ Ω, we can apply Lemma 3.5 with the test function φ(x) = µ(x) and
ϕ(t) ≡ 1, which for any t1, t2 ∈ 3
4
Ij , gives
| ([u]h)µ (t2)− ([u]h)µ (t1)| > ‖∇µ‖L∞
¨
2m+1Qj
[|∇u|p−1 + |θ|p−1]h dz
> 2m+1rjγ −
¨
2m+1Qj
[|∇u|p−1 + |θ|p−1]h dz.
(3.16)
If m ≤ 3, then we rescale to reach 16Qj and use (W4), and if m ≥ 4, then trivially we can use
(W4). Thus combining (3.15) and (3.16) along with (W4), we get
Sm1 > 2
m+1rj
(
λq + (λp−1γ)q+
) 1
q > 2m+1rjλ, (3.17)
where we have used γ = λ2−p.
Estimate for S2: This term can be easily estimated as in the case rj ≥ ρ to obtain
([u]h)2k0−2Qj > ρλ.
(3.18)
Substituting (3.17) and (3.18) into (3.14) and making use of (3.13), we get
|u˜jh| > λ
k0−2∑
m=0
2m+1rj + λρ > λ
k0−2∑
m=0
2m+121−k0ρ+ λρ ≤ C(n,p,q,Λ0,Λ1,b0)ρλ. (3.19)
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Thus (3.12) and (3.19) imply (3.11) holds, which proves the lemma.
Now we prove a sharper estimate over Θ1 from (3.9).
Lemma 3.7. For any i ∈ Θ1 and any j ∈ Ai, there holds
|u˜ih − u˜jh| ≤ C(n,p,q,Λ0,Λ1,b0)min{ρ, ri}λ.
Proof. We only have to consider the case ri ≤ ρ, because if ρ ≤ ri, we can directly use Lemma 3.6
to get the desired conclusion.
If either u˜ih = 0 or u˜
j
h = 0, then using (W4), (W14) and Theorem 2.5, we get
|u˜jh| > rj
(
−
¨
16Qj
∣∣∣∣ u˜hrj
∣∣∣∣
q
dz
) 1
q
> rj
(
−
¨
16Qj
|∇u˜h|q dz
) 1
q
> rjλ. (3.20)
Combining (3.20) and (3.11), the lemma follows in this case.
Now let us consider the case of u˜ih 6= 0 and u˜jh 6= 0. This implies
3
4
Qi ⊂ C8ρ and 3
4
Qj ⊂ C8ρ
along with j ∈ Θ1. Using triangle inequality and (W12), we get
|u˜ih − u˜jh| >
| 34Qi|
| 34Qi ∩ 34Qj|
−
¨
3
4Qi
|u˜h(z)− u˜ih| dz +
| 34Qj |
| 34Qi ∩ 34Qj|
−
¨
3
4Qj
|u˜h(z)− u˜jh| dz
> −
¨
3
4Qi
|u˜h(z)− u˜ih| dz + −
¨
3
4Qj
|u˜h(z)− u˜jh| dz.
(3.21)
Let us now estimate each of the terms in (3.21) as follows: we apply Ho¨lder’s inequality followed
by Lemma 2.13 with µ ∈ C∞c (
3
4
Bi) satisfying |µ(x)| > 1
rni
and |∇µ(x)| > 1
rn+1i
, to get
−
¨
3
4Qi
|u˜h(z)− u˜ih| dz > ri
(
−
¨
3
4Qi
|∇u˜h|q dz + sup
t1,t2∈
3
4 Ii
∣∣∣∣∣
(u˜h)µ (t2)− (u˜h)µ (t1)
ri
∣∣∣∣∣
q) 1q
. (3.22)
The first term on the right of (3.22) can be controlled using (W4). To control the second term
of (3.22), recalling (3.4), we apply Lemma 3.5 with φ(x) = η(x)µ(x) and ϕ(t) = ζ(t) ≡ 1 on 3
4
Ii as
a test function. Further making use of (2.4), we get
| (u˜h)µ (t2)− (u˜h)µ (t1)| > ‖∇(ηµ)‖∞
¨
3
4Qi
[|∇u|p−1 + |θ|p−1]h dz
(a)
>
(
1
ρrni
+
1
rn+1i
)
|16Qi|λp−1
(b)
> λri.
(3.23)
To obtain (a), we again made use of (2.4), (W4), (3.3) and the structure of µ. To obtain (b), we
used ri ≤ ρ and γ = λ2−p.
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Combining (3.22) and (3.23), we get in the case i ∈ Θ1, the bound
−
¨
3
4Qi
|u˜h(z)− u˜ih| dz > riλ. (3.24)
This completes the proof of the lemma.
Lemma 3.8. Given any z ∈ Ecλ , we have z ∈
3
4
Qi for some i ∈ N. If either i ∈ Θ1 or i ∈ Θ2 with
ρ ≤ ri, then there holds
|∇v
λ,h
(z)| ≤ C(n,p,q,Λ0,Λ1,b0)λ. (3.25)
Proof. Let us prove each of the cases separately:
Case i ∈ Θ1: In this case, we observe that
∑
j
ωj(z) =
∑
j∈Ai
ωj(z) = 1 for any z ∈ Ecλ , which implies
∑
j
∇ωj(z) = ∇

∑
j
ωj(z)

 = 0 ∀ z ∈ Ecλ . (3.26)
Thus using (3.6) and (3.26), we get
∇vλ,h(z) =
∑
j
∇ωj(z)u˜jh =
∑
j∈Ai
∇ωj(z)
(
u˜jh − u˜ih
)
.
Now making use of (W9) and (W13) along with (3.8) and Lemma 3.7, we get
|∇vλ,h(z)| >
∑
j∈Ai
1
rj
min{ri, ρ}λ > λ.
Case i ∈ Θ2 and ρ ≤ ri: This is a simpler case, as we can directly use (3.6) and (3.11) along with
(W13) to get
|∇vλ,h(z)| >
∑
j∈Ai
|∇ωj(z)||u˜jh| >
∑
j∈Ai
1
rj
ρλ > λ.
This completes the proof of the Lemma.
3.2. Estimates on the spatial derivative of vλ,h
In this subsection, we shall prove a few useful estimates on the spatial derivative of v
λ,h
(z) for
z ∈ Ecλ .
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Lemma 3.9. Let z ∈ Ecλ and ε > 0 be any number, then there exists a constant C(n, p, q,Λ0,Λ1, b0)
such that the following holds:
|vλ,h(z)| ≤ C −
¨
4Qi
|u˜h(y, s)| dy ds ≤ Criλ
ε
+
Cε
λri
−
¨
4Qi
|u˜h(y, s)|2 dy ds, (3.27)
|∇vλ,h(z)| ≤ C
1
ri
−
¨
4Qi
|u˜h(y, s)| dy ds ≤ Cλ
ε
+
Cε
λr2i
−
¨
4Qi
|u˜h(y, s)|2 dy ds. (3.28)
Proof. Let us prove each of the estimates as follows:
Proof of (3.27): Making use of (W9) along with (3.6), (W13) and (W14), we get
|vλ,h(z)| >
∑
j∈Ai
|ωj(z)| −
¨
3
4Qj
|u˜h(y, s)| dy ds > −
¨
4Qi
|u˜h(y, s)| dy ds.
To get the second inequality in (3.27), we use Young’s inequality to get
−
¨
4Qi
|u˜h(y, s)|
√
λri
ε
√
ε
λri
dy ds >
riλ
ε
+
ε
λri
−
¨
4Qi
|u˜h(y, s)|2 dy ds.
Proof of (3.28): This again follows exactly as the bound for (3.27), but in this case we additionally
make use of the fact that |∇ωj | > 1
rj
along with (W5) to get the desired conclusion.
This proves the lemma.
Lemma 3.10. Let z ∈ Ecλ and ε ∈ (0, 1) be given. From Lemma 3.4, we have z ∈
3
4
Qi for some
i ∈ N. Suppose i ∈ Θ1, then there holds:
|vλ,h(z)| ≤ C(n,p,q,Λ0,Λ1,b0)
(
min{ρ, ri}λ+ |u˜ih|
) ≤ C(n,p,q,Λ0,Λ1,b0)
(
riλ
ε
+
ε
riλ
|u˜ih|2
)
(3.29)
|∇v
λ,h
(z)| ≤ C(n,p,q,Λ0,Λ1,b0)
λ
ε
. (3.30)
Proof. Let us prove each of the estimates as follows:
Proof of (3.29): Using triangle inequality, (W9), (W13) and Lemma 3.7, we get
|vλ,h(z)| >
∑
j:j∈Ai
ωj(z)|u˜jh − u˜ih|+ |u˜ih| > min{ρ, ri}λ+ |u˜ih|
(a)
>
riλ
ε
+
ε
riλ
|u˜ih|2.
To obtain (a), we made use of Young’s inequality and this proves the estimate.
Proof of (3.30): This follows exactly as (3.29), but in this case we additionally make use of the
fact that |∇ωj | > 1
rj
along with (W5) to get the desired conclusion.
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This proves the lemma.
Lemma 3.11. Let z ∈ Ecλ , then from Lemma 3.4, we have z ∈
3
4
Qi for some i ∈ N. Suppose i ∈ Θ2,
then there holds:
|vλ,h(z)| ≤ C(n,p,q,Λ0,Λ1,b0)
(
riλ+
λ1−pri
s
−
¨
4Qi
|u˜h(y, s)|2 dy ds
)
, (3.31)
|∇vλ,h(z)| ≤ C(n,p,q,Λ0,Λ1,b0)
(
λ+
λ1−p
s
−
¨
4Qi
|u˜h(y, s)|2 dy ds
)
. (3.32)
Proof. Since i ∈ Θ2, we must have from the definition of Θ2 in (3.10) and (W5) that γr2j ? s for
all j ∈ Ai, where γ = λ2−p. Setting ε = 1 in Lemma 3.9 and making use of the bound λ2−pr2i ? s
(which uses (W5)) along with (W13), the proof of the lemma follows.
3.3. Estimates on the time derivative of vλ,h
Lemma 3.12. Let z ∈ Ecλ , then from Lemma 3.4, there exists an i ∈ N such that z ∈
3
4
Qi. Then
the following estimates for the time derivative of vλ,h holds:
|∂tvλ,h(z)| ≤ C(n,p,q,Λ0,Λ1,b0)
1
γr2i
−
¨
4Qi
|u˜h(y, s)| dy ds. (3.33)
If i ∈ Θ1, then we have
|∂tvλ,h(z)| ≤ C(n,p,q,Λ0,Λ1,b0)
1
γr2i
min{ri, ρ}λ. (3.34)
If i ∈ Θ2, then there holds
|∂tvλ,h(z)| ≤ C(n,p,q,Λ0,Λ1,b0)
ρλ
s
. (3.35)
Proof. We shall prove each of the estimates as follows:
Estimate (3.33): Using (W9) and (W13), we can proceed analogous to how (3.27) was obtained
to get
|∂tvλ,h(z)| >
∑
j:j∈Ai
|∂tωj(z)||u˜jh| >
1
γr2i
−
¨
4Qi
|u˜h(y, s)| dy ds.
Estimate (3.34): Since
∑
j
ωj(z˜) ≡ 1 for all z˜ ∈ Ecλ , we must have
∑
j
∂tωj(z˜) = 0, which gives
|∂tvλ,h(z)| =
∣∣∣∣∣∣
∑
j∈Ai
∂tωj(z)u˜
j
h
∣∣∣∣∣∣ >
∑
j∈Ai
|∂tωj(z)||u˜jh − u˜ih|
(a)
>
1
γr2i
min{ri, ρ}λ.
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To get (a), we have made use of Lemma 3.7 (which is applicable since i ∈ Θ1) along with (W5)
and (W13).
Estimate (3.35) Since i ∈ Θ2, we automatically have γr2i ? s. Now making use of (3.11), (W5)
and (W13), we get
|∂tvλ,h(z)| >
∑
j∈Ai
|∂tωj(z)||u˜jh| >
∑
j∈Ai
1
γr2j
ρλ >
ρλ
s
.
This proves the lemma.
3.4. Main estimates and Lipschitz continuity of vλ,h
Lemma 3.13. For any ϑ ≥ 1, we have the following bound:
¨
8Q\Eλ
|v
λ,h
(z)|ϑ dz ≤ C(n,p,q,Λ0,Λ1,b0)
¨
8Q\Eλ
|u˜h(z)|ϑ dz.
Proof. Since Ecλ is covered by Whitney cylinders (see Lemma 3.4), let us pick some i ∈ N and
consider the corresponding parabolic Whitney cylinder. Using the construction from (3.6) along
with (W5), (W9) and (W13), we get
¨
3
4Qi
|vλ,h(z)|ϑ dz >
∑
j:j∈Ai
¨
3
4Qi
ωj(z)
ϑ|u˜jh|ϑ >
¨
4Qi
|u˜h(z)|ϑ dz. (3.36)
Summing (3.36) over all i ∈ N and using spt(u˜h) ⊂ 8Q along with (W4) and (W7), we get
¨
8Q\Eλ
|v
λ,h
(z)|ϑ dz ≤
∑
i
¨
3
4Qi
|v
λ,h
(z)|ϑ dz >
∑
i
¨
4Qi
|u˜h(z)|ϑ dz >
¨
8Q\Eλ
|u˜h(z)|ϑ dz. (3.37)
This proves the Lemma.
Lemma 3.14. For any i ∈ Θ1, we have the following estimate:
−
¨
3
4Qi
∣∣∣∣∣
u˜h(z)− vλ,h(z)
ri
∣∣∣∣∣
q
dz ≤ C(n,p,q,Λ0,Λ1,b0)λq. (3.38)
Proof. For any z ∈ 3
4
Qi, using (3.6) along with triangle inequality and (W9), we get
−
¨
3
4Qi
|u˜h(z)− vλ,h(z)|q dz ≤ −
¨
3
4Qi
|u˜h(z)− u˜ih|q dz +
∑
j:j∈Ai
−
¨
3
4Qi
∣∣∣u˜jh − u˜ih∣∣∣q dz := J1 + J2. (3.39)
We shall estimate each of the terms of (3.39) as follows (note that i ∈ Θ1):
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Estimate for J1: If u˜
i
h 6= 0, then J1 is exactly as in (3.22), which implies
J1 > (riλ)
q . (3.40)
If u˜ih = 0, then we can proceed as (3.20) to again bound J1 by (3.40).
Estimate for J2: To bound this term, we can directly use Lemma 3.7 to get
J2 > (riλ)
q . (3.41)
Substituting (3.40) and (3.41) into (3.39) and making use of (W13), the lemma follows.
Lemma 3.15. Given any i ∈ Θ2 and α0 as in (3.1), there holds:
−
¨
3
4Qi
∣∣∣∣ u˜h − u˜ihri
∣∣∣∣
q
dz ≤ C(n,p,q,Λ0,Λ1,b0)λq

1 +
(
λ2−p
α2−p0
)n+1
2


q
.
Proof. Since i ∈ Θ2, we have γr2i ? s. Let us split into cases u˜ih 6= 0 and u˜ih = 0:
Case u˜ih 6= 0: From the construction in (3.6), we have
3
4
Qi ⊂ C8ρ, which also implies the bound
ri ≤ 8ρ. Now applying Lemma 2.13 with µ(x) ∈ C∞c (
3
4
Bi) satisfying |µ| ≤ C(n)
rni
and |∇µ| ≤ C(n)
rn+1i
,
we get
−
¨
3
4Qi
∣∣∣∣ u˜h(z)− u˜ihri
∣∣∣∣
q
dz > −
¨
3
4Qi
|∇u˜h|q dz + sup
t1,t2∈
3
4 Ii
∣∣∣∣∣
(u˜h)µ (t1)− (u˜h)µ (t2)
ri
∣∣∣∣∣
q
. (3.42)
The first term of (3.42) can be estimated using (W4). To estimate the second term of (3.42), let
us apply Lemma 3.5 with φ(x) = µ(x)η(x) and ϕ(t) = ζ(t), which combined with (3.3), gives for
any t1, t2 ∈ 3
4
Ii, the estimate
| (u˜h)µ (t2)− (u˜h)µ (t1)| > ‖∇(ηµ)‖L∞( 34Bi)
¨
3
4Qi
[|∇u|p−1 + |θ|p−1]h dz
+ ‖µ‖L∞( 34Bi)
¨
3
4Qi∩8Q
[u]h
s
dz
:= J1 + J2.
(3.43)
We can easily control J1 of (3.43) using (W4) and ri ≤ 8ρ to get
J1 >
(
1
ρrni
+
1
rn+1i
)
|Qi|λp−1 > riλ. (3.44)
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To control J2 of (3.43), we proceed as follows:
J2
(a)
>
ρ
rni s
|8Q|
(
−
¨
8Q
(
[u]h
ρ
)q
dz
) 1
q (b)
>
ρn+1
rni
(
−
¨
8Q
|∇[u]h|q dz
) 1
q (c)
>
(
γ
α2−p0
)n+1
2
riλ. (3.45)
To obtain (a), we made use of Ho¨lder’s inequality. To get (b), we made use of Theorem 2.5. Finally
to get (c), we used (W4), γr2i ? s and (3.1).
Thus substituting (3.43), (3.44) and (3.45) into (3.42), the Lemma follows for case u˜ih 6= 0.
Case u˜ih = 0: In this case, we can directly apply Theorem 2.5 and make use of (W4) to get
−
¨
3
4Qi
∣∣∣∣ u˜hri
∣∣∣∣
q
dz > −
¨
3
4Qi
|∇u˜h|q > λq.
This completes the proof of the Lemma.
Lemma 3.16. For any 0 < ϑ ≤ q, there exists a positive constant C(n, p, q,Λ0,Λ1, b0, ϑ) > 0 such
that the following holds:
¨
8B×2I\Eλ
|∂tvλ,h(z)(vλ,h(z)− u˜h(z))|ϑ dz ≤ Cλϑp|Rn+1 \ Eλ|+
C
sϑ
¨
8Q
|u˜h(z)|2ϑ dz.
Proof. From (W3) and (3.8), we see that 8B× 2I \Eλ ⊂
∑
i∈Θ
4Qi. Thus to prove the lemma, it will
be sufficient to consider the two sub-cases, one where i ∈ Θ1 and the other where i ∈ Θ2. Thus, for
a given i ∈ Θ, let us define the following:
Ji :=
¨
3
4Qi
|∂tvλ,h(z)(vλ,h(z)− u˜h(z))|ϑ dz.
Case i ∈ Θ1: Making use of (3.34) and Ho¨lder’s inequality applied to (3.38) (recall γ = λ2−p), we
get
Ji >
(
1
γr2i
riλ
)ϑ¨
3
4Qi
|vλ,h(z)− u˜h(z)|ϑ dz > λϑp |
3
4
Qi|. (3.46)
Case i ∈ Θ2: In this case, we obtain the following sequence of estimates:
Ji
(a)
>
(
1
γr2i
)ϑ (
−
¨
4Qi
|u˜h(z)| dz
)ϑ(¨
3
4Qi
|vλ,h(z)|+ |u˜h(z)| dz
)ϑ
(b)
>
(
1
γr2i
)ϑ(
−
¨
4Qi
|u˜h(z)| dz
)ϑ(
|3
4
Qi| −
¨
4Qi
|u˜h(z)| dz +
¨
4Qi
|u˜h(z)| dz
)ϑ
(c)
>
1
sϑ
(¨
4Qi
|u˜h(z)|2ϑ dz
)
.
(3.47)
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To get (a), we made use of (3.33). To obtain (b) above, we made use of (3.27). Finally to get (c),
we have made use of the fact that i ∈ Θ2, which implies γr2i ? s.
Combining (3.46) and (3.47) followed by summing over all i ∈ Θ and using (W7), we get¨
8B×2I\Eλ
|∂tvλ,h(z)(vλ,h(z)− u˜h(z))|ϑ dz >
∑
i∈Θ1
Ji +
∑
i∈Θ2
Ji
> λϑp|Rn+1 \ Eλ|+
1
sϑ
¨
8Q
|u˜h(z)|2ϑ dz.
This completes the proof of the lemma.
We shall now prove the Lipschitz continuity of vλ,h on 2H = Rn × (−4s, 4s). The method of
making use of Lemma 2.14 to prove Lemma 3.17 is due to [6, Chapter 3].
Lemma 3.17. The extension vλ,h from (3.6) is C
0,1(2H) with respect to the parabolic metric dλ.
Proof. Let us consider a parabolic cylinder Q˜r(z) := Q˜r,γr2(z) := Q˜ for some z ∈ 2H and r > 0. To
prove the Lemma, we make use of Lemma 2.14 to bound
Ir(z) := −
¨
Q˜∩2H
∣∣∣∣∣
vλ,h(z˜)− (vλ,h)Q˜∩2H
r
∣∣∣∣∣ dz˜ ≤ o(1), (3.48)
where o(1) denotes a bound independent of z ∈ 2H and r > 0 only. In order to do this, we split the
proof into three cases given by
(i) 2Q˜ ⊂ 4H \ Eλ, (ii) 2Q˜ ⊂ 4H with γr2 ≤ 4s,
(iii) 2Q˜ ⊂ 4H with γr2 > 4s OR 2Q˜ ∩ (4H)c 6= ∅.
Case 2Q˜ ⊂ 4H \ Eλ: In this case, we observe the following lower bound must hold:
|Q˜ ∩ 2H| ? |Q˜| ≈ rn+2γ. (3.49)
From the construction of vλ,h in (3.6), we see that vλ,h is smooth on E
c
λ .
If 2Q˜ ⊂ C8ρ, then setting Q˜ = B˜r × I˜γr2 and using the definition of derivatives, we get
Ir(z) >
1
r
−
¨
Q˜∩2H
−
¨
Q˜∩2H
|vλ,h(z˜)− vλ,h(z˜1)| dz˜ dz˜1 > sup
z˜∈Q˜∩2H
(
|∇vλ,h(z˜)|+ r|∂tvλ,h(z˜)|
)
. (3.50)
On the other hand, if 2Q˜ ∩ Cc8ρ 6= ∅, then applying Theorem 2.5 on each times slice, we obtain
Ir(z) > −
¨
Q˜∩2H
∣∣∣∣∣
vλ,h(z˜)
r
∣∣∣∣∣ dz˜ > −
¨
Q˜∩2H
∣∣∣∇vλ,h(z˜)
∣∣∣ dz˜ > sup
z˜∈Q˜∩2H
|∇vλ,h(z˜)|. (3.51)
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From (3.50) and (3.51), we see that in order to bound Ir(z) independent of z and r, we have to
bound the following expression independent of z and r:
sup
z˜∈Q˜∩2H
(
|∇vλ,h(z˜)|+ r|∂tvλ,h(z˜)|
)
. (3.52)
To this end, let z˜ ∈ Q˜ ∩ 2H, which implies z˜ ∈ 3
4
Qi for some i ∈ N. Since Q˜ ⊂ Ecλ , we also get
r ≤ dλ(z˜, Eλ) ≤ dλ(z˜, zi) + dλ(zi, Eλ) ≤ ri + 16ri = 17ri. (3.53)
In order to bound (3.52), we consider the following three sub-cases:
Subcase i ∈ Θ1: Using (3.25) and (3.34) along with (3.53), we get
|∇vλ,h(z˜)|+ r|∂tvλ,h(z˜)| > λ+ r
1
γr2i
min{ri, ρ}λ > λ+ λp−1 ≤ o(1).
Subcase i ∈ Θ2 and ρ ≤ ri: In this case, we make use of (3.25), (3.33) and (3.53) to get
|∇vλ,h(z˜)|+ r|∂tvλ,h(z˜)| > λ+ r
1
γr2i
1
|Qi|
¨
4Qi
|u˜h(y, s)| dy ds
> λ+
1
γ2ρn+3
‖u˜h‖L1(Rn+1) ≤ o(1).
Subcase i ∈ Θ2 and ρ ≥ ri: In this case, we use the fact γr2i ? s along with (3.28) and (3.35) to
obtain
|∇vλ,h(z˜)|+ r|∂tvλ,h(z˜)| >
1
ri|Qi|
¨
4Qi
|u˜h(y, s)| dy ds+ rρλ
s
>
1(
s
γ
)n+1
2
s
‖u˜h‖L1(Rn+1) +
ρ2λ
s
≤ o(1).
We have shown that Ir(z) ≤ o(1) when 2Q˜ ⊂ 4H \ Eλ.
Case 2Q˜ ⊂ 4H and γr2 ≤ 4s: If 2Q˜ ⊂ Ecλ , then this is just the previous case. Hence without loss
of generality, we can assume
2Q˜ ∩ Eλ 6= ∅. (3.54)
Noting that (3.49) must also hold in this case, we apply triangle inequality and estimate Ir(z) by
Ir(z) ≤ −
¨
Q˜∩2H
∣∣∣∣∣
vλ,h(z˜)− u˜h(z˜)
r
∣∣∣∣∣+
∣∣∣∣∣
u˜h(z˜)− (u˜h)Q˜∩2H
r
∣∣∣∣∣+
∣∣∣∣∣
(u˜h)Q˜∩2H − (vλ,h)Q˜∩2H
r
∣∣∣∣∣ dz˜
≤ 2J1 + J2,
(3.55)
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where we have set
J1 := −
¨
Q˜∩2H
∣∣∣∣∣
vλ,h(z˜)− u˜h(z˜)
r
∣∣∣∣∣ dz and J2 := −
¨
Q˜∩2H
∣∣∣∣∣
u˜h(z˜)− (u˜h)Q˜∩2H
r
∣∣∣∣∣ dz. (3.56)
We now estimate each of the terms of (3.56) as follows:
Estimate for J1: If Q˜ ⊂ Eλ, then vλ,h = u˜h which implies J1 = 0. Hence without loss of
generality, along with (3.54), we can further assume Q˜ ∩Ecλ 6= ∅. Using the construction of (3.6),
we get
J1 >
∑
i∈Θ
1
|Q˜ ∩ 2H|
¨
Q˜∩2H∩ 34Qi
∣∣∣∣ u˜h(z˜)− u˜ihr
∣∣∣∣ dz˜. (3.57)
Let us fix an i ∈ Θ and take two points z˜1 ∈ Q˜ ∩ 3
4
Qi and z˜2 ∈ Eλ ∩ 2Q˜. Making use of (W2)
along with the trivial bound dλ(z˜1, z˜2) ≤ 4r and dλ(zi, z˜1) ≤ 2ri, we get
16ri = dλ(zi, Eλ) ≤ dλ(zi, z˜1) + dλ(z˜1, z˜2) ≤ 2ri + 4r =⇒ 2ri ≤ r, (3.58)
where zi denotes the centre of
3
4
Qi as in (W1).
Note that (3.49) holds and thus summing over all i ∈ Θ such that Q˜ ∩ 2H ∩ 3
4
Qi 6= ∅ in (3.57)
and making use of (3.58), we get
J1 >
∑
i∈Θ
Q˜∩2H∩ 34Qi 6=∅
| 34Qi|
|Q˜ ∩ 2H| −
¨
3
4Qi
∣∣∣∣ u˜h(z˜)− u˜ihr
∣∣∣∣ dz˜ >∑
i∈Θ
−
¨
3
4Qi
∣∣∣∣ u˜h(z˜)− u˜ihri
∣∣∣∣ dz˜.
To bound (3.4), in the case i ∈ Θ2, we apply Ho¨lder’s inequality followed by Lemma 3.15 and in
the case i ∈ Θ1, we again apply Ho¨lder’s inequality and use (3.40). Thus we get
J1 > λ

1 +
(
λ2−p
α2−p0
)n+1
2

 . (3.59)
Estimate for J2: Note that (3.49) is valid, which we use along with triangle inequality to get
J2 > −
¨
Q˜∩2H
∣∣∣∣∣
u˜h(z˜)− (u˜h)Q˜
r
∣∣∣∣∣+
∣∣∣∣∣
(u˜h)Q˜ − (u˜h)Q˜∩2H
r
∣∣∣∣∣ dz˜ > 2−
¨
Q˜
∣∣∣∣∣
u˜h(z˜)− (u˜h)Q˜
r
∣∣∣∣∣ dz˜. (3.60)
If Q˜ ⊂ C8ρ, then we estimate (3.60) by first applying Lemma 2.13 for some µ ∈ C∞c (B˜) with
|µ| ≤ C(n)
r˜n
and |∇µ| ≤ C(n)
r˜n+1
to get
J2 >
(
−
¨
Q˜
|∇u˜h(z˜)|q dz˜ + sup
t1,t2∈I˜
∣∣∣∣∣
(u˜h)µ (t2)− (u˜h)µ (t1)
r
∣∣∣∣∣
q) 1q
.
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Since we have Q˜ ⊂ C8ρ, we have r˜ ≤ 8ρ. Furthermore, since Q˜ ⊂ 4H, we see that ζ(t) ≡ 1 on Q˜.
Thus, we can apply Lemma 3.5 and make use of the hypothesis (3.54) and mimic the procedure
in the proof of Lemma 3.7 to obtain the bound
J2 > λ. (3.61)
On the other hand, if Q˜ * C8ρ, then we can directly apply Theorem 2.5 and use (3.60), to get
J2 > −
¨
Q˜
∣∣∣∣ u˜h(z˜)r
∣∣∣∣ dz˜ >
(
−
¨
Q˜
|∇u˜h(z˜)|q dz˜
) 1
q
> λ. (3.62)
Thus substituting either (3.61) or (3.62) along with (3.59) into (3.55), we get Ir(z) ≤ o(1) in the
case that 2Q˜ ⊂ 4H and γr2 ≤ 4s.
Final case 2Q˜ ⊂ 4H and γr2 > 4s OR 2Q˜ ∩ (4H)c 6= ∅: In either case, we have γr2 ? s, which
gives the estimate
−
¨
Q˜∩2H
∣∣∣∣∣
vλ,h(z˜)− (vλ,h)Q˜∩2H
r
∣∣∣∣∣ dz˜ > 1rn+3
¨
Q˜∩2H
|vλ,h(z˜)| dz˜
>
1
rn+3
¨
8Q∩Eλ
|vλ,h(z˜)| dz˜ +
1
rn+3
¨
8Q\Eλ
|vλ,h(z˜)| dz˜.
By construction of vλ,h in (3.6), we have vλ,h = u˜h on Eλ. On 8Q \ Eλ, we can apply Lemma 3.13
(with ϑ = 1) to obtain the following bound:
−
¨
Q˜∩2H
∣∣∣∣∣
vλ,h(z˜)− (vλ,h)Q˜∩2H
r
∣∣∣∣∣ dz˜ >
(γ
s
)n+3
2
¨
8Q∩Eλ
|u˜h(z˜)| dz˜ +
(γ
s
)n+3
2
¨
8Q\Eλ
|u˜h(z˜)| dz˜
> o(1).
This completes the proof of the lemma.
Remark 3.18. In the proof of Lemma 3.17, we can actually show the Lipschitz constant of vλ,h
on 2H with respect to the parabolic metric (2.7) is C(n,p,q,Λ0,Λ1,b0)λ. This improved bound will not
be needed for the purposes of this paper, but it is worthwhile to mention how to obtain such an
improvement.
In order to show this improvement, we can either use sharper estimates in the proof of Lemma
3.17 or mimic the proof from [18].
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Since we only take Steklov average in the time variable, a priori we don’t have continuity of vλ,h
in the space variable to be able to implement the argument of [18] directly. On the other hand, once
we have Lemma 3.17, we know that vλ,h is continuous on 2H, which enables us to implement the
arguments of [18] and hence obtain the improved bound.
Lemma 3.19. For any i ∈ Θ and k ∈ {0, 1}, there exists a positive constant C(n, p, q,Λ0,Λ1, b0)
such that there holds:
¨
3
4Qi
[|∇u|p−1 + |θ|p−1]h|∇kvλ,h| dz ≤ Cρ1−k
(
λp|4Qi|+
χ
i∈Θ2
s
¨
4Qi
|u˜h|2 dz
)
. (3.63)
Here we have used the notation χ
i∈Θ2
= 1 if i ∈ Θ2 and χi∈Θ2 = 0 if i ∈ Θ1 and ∇
0vλ,h := vλ,h.
Proof. We shall split the proof into two cases:
Case i ∈ Θ1 or i ∈ Θ2 with ρ ≤ ri: In this case, we make use of Lemma 3.6 when k = 0 or Lemma
3.8 when k = 1, along with (W4), to get
¨
3
4Qi
[|∇u|p−1 + |θ|p−1]h|∇kvλ,h| dz > ρ1−kλ
¨
3
4Qi
[|∇u|p−1 + |θ|p−1]h dz
>ρ1−kλ|4Qi|λp−1 = ρ1−kλp|4Qi|.
Case i ∈ Θ2 with ri ≤ ρ: If k = 0, we make use of (3.32) and in the case k = 1, we make use of
(3.31), along with (W4) to get
¨
3
4Qi
[|∇u|p−1 + |θ|p−1]h|∇vλ,h| dz > ρ1−k
(
λ+
λ1−p
s
−
¨
4Qi
|u˜h|2 dz
)
|4Qi|λp−1
> ρ1−k
(
λp|4Qi|+ 1
s
¨
4Qi
|u˜h|2 dz
)
.
This completes the proof of the lemma.
Corollary 3.20. There exists a positive constant C(n, p, q,Λ0,Λ1, b0) such that the following esti-
mate holds for any k ∈ {0, 1}:
¨
8B×2I\Eλ
[|∇u|p−1 + |θ|p−1]h|∇kvλ,h| dz ≤ Cρ1−k
(
λp|Rn+1 \ Eλ|+
1
s
¨
8Q
|u˜h|2 dz
)
.
Proof. Since 8B× 2I \Eλ ⊂
∑
i∈Θ
3
4
Qi, all we need to do is to sum over i ∈ Θ in (3.63) and make use
of the fact that spt(u˜h) ⊂ 8Q, to prove the Corollary.
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We shall now prove a crucial estimate on each time slice.
Lemma 3.21. For any i ∈ Θ1 and any 0 < ε ≤ 1, there exists a positive constant C(n, p, q,Λ0,Λ1, b0)
such that for almost every t ∈ 2I, there holds∣∣∣∣
ˆ
8B
(u˜(x, t)− u˜i)vλ(x, t)ωi(x, t) dx
∣∣∣∣ ≤ C
(
λp
ε
|4Qi|+ ε|4Bi||u˜i|2
)
. (3.64)
In the case i ∈ Θ2, there exists a positive constant C(n, p, q,Λ0,Λ1, b0) such that for almost every
t ∈ 2I, there holds
∣∣∣∣
ˆ
8B
u˜(x, t)vλ(x, t)ωi(x, t) dx
∣∣∣∣ ≤ C
(
λp|4Qi|+ 1
s
¨
3
4Qi
|u|2χ
8Q
dz
)
. (3.65)
Proof. Let us fix any t ∈ 2I, i ∈ Θ and take η(y)ζ(τ)ωi(y, τ)vλ,h(y, τ) as a test function in (2.9).
Further integrating the resulting expression over
(
ti − γ
(
3
4
ri
)2
, t
)
along with making use of the
fact that ωi(y, ti − γ(3ri/4)2) = 0, we get for any a ∈ R, the equality
ˆ
Ω
(
(u˜h − a)ωivλ,h
)
(y, t) dy =
ˆ t
ti−γ( 34 ri)
2
ˆ
Ω
∂t
(
(u˜h − a)ωivλ,h
)
(y, τ) dy dτ
=
ˆ t
ti−γ( 34 ri)
2
ˆ
Ω
〈[A(y, τ,∇u)]h,∇(ηζωivλ,h)〉 dy dτ
+
ˆ t
ti−γ( 34 ri)
2
ˆ
Ω
[u]h ∂t
(
ηζωivλ,h
)
(y, τ) dy dτ
−
ˆ t
ti−γ( 34 ri)
2
ˆ
Ω
a∂t
(
ωivλ,h
)
dy dτ.
(3.66)
We can estimate |∇(ηζωivλ)| using the chain rule, (3.3) and (W9), to get
|∇(ηζωivλ)| >
1
ρ
|vλ|+
1
ri
|vλ|+ |∇vλ|. (3.67)
Similarly, we can estimate
∣∣∂t (ηζωivλ)∣∣ using the chain rule, (3.3) and (W9), to get
∣∣∂t (ηζωivλ)∣∣ > χi∈Θ2s |vλ|+ 1γr2i |vλ|+ |∂tvλ|, (3.68)∣∣∂t (ωivλ)∣∣ > 1γr2i |vλ|+ |∂tvλ|, (3.69)
where we have set χ
i∈Θ2
= 1 if i ∈ Θ2 and χi∈Θ2 = 0 otherwise.
Let us now prove each of the assertions of the Lemma.
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Proof of (3.64): Note that i ∈ Θ1, which implies ζ(t) ≡ 1 on 3
4
Ii, thus taking a = u˜
i
h in the (3.66)
followed by letting hց 0 and making use of (3.67), (2.3) and (2.4), we get∣∣∣∣
ˆ
8B
(
(u˜− u˜i)ωivλ
)
(y, t) dy
∣∣∣∣ > J1 + J2 + J3, (3.70)
where we have set
J1 :=
1
min{ρ, ri}
¨
8Q
(|∇u|p−1 + |θ|p−1) |vλ|χ3
4Qi∩8Q
dy dτ,
J2 :=
¨
8Q
(|∇u|p−1 + |θ|p−1) |∇vλ|χ3
4Qi∩8Q
dy dτ,
J3 :=
¨
8Q
|u˜− u˜i||∂t(ωivλ)|χ3
4Qi∩8Q
dy dτ. (3.71)
Let us now estimate each of the terms as follows:
Bound for J1: If ρ ≤ ri, we can directly use Ho¨lder’s inequality, Lemma 3.6 and (W4), to find
that for any ε ∈ (0, 1], there holds
J1 > λ|Qi|
(
−
¨
16Qi
|∇u|q + |θ|q dy dτ
) p−1
q
> λp|4Qi| ≤ λ
p
ε
|4Qi|. (3.72)
In the case ri ≤ ρ, we make use of (3.29), (W4) along with the fact |Qi| = |Bi| × 2λ2−pr2i , to
get
J1 >
1
ri
(
riλ
ε
+
ε
λri
|u˜i|2
)(¨
4Qi
|∇u|p−1 + |θ|p−1 dy dτ
)
>
1
ri
(
riλ
ε
+
ε
λri
|u˜i|2
)
|4Qi|λp−1>λ
p
ε
|4Qi|+ ε|4Bi||u˜i|2.
(3.73)
Thus combining (3.73) and (3.72), we get
J1 >
λp
ε
|4Qi|+ χri≤ρε|4Bi||u˜
i
h|2, (3.74)
where we have set χ
ri≤ρ
= 1 if ri ≤ ρ and χri≤ρ = 0 else.
Bound for J2: In this case, we can directly use Lemma 3.8 and (W4) to get for any ε ∈ (0, 1],
the bound
J2 >
λ
ε
¨
4Qi
|∇u|p−1 + |θ|p−1 dy dτ > λ
p
ε
|4Qi|. (3.75)
Bound for J3: Substituting (3.30), (3.34) and (W9) into (3.69), for any ε ∈ (0, 1], there holds
|∂t(ωivλ)(z)| >
1
γr2i
(
riλ
ε
+
ε
riλ
|u˜ih|2
)
. (3.76)
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Making use of (3.76) in the expression for J3 in (3.71), we get
J3 >
1
γr2i
(
riλ
ε
+
ε
riλ
|u˜ih|2
)¨
3
4Qi
|u˜− u˜i| dy dτ.
We can use (3.24) to get
J3 >
λ2
r2i ε
|Qi|+ ε
γr2i
|u˜i|2|Qi| > λ
p
ε
|4Qi|+ ε|4Bi||u˜i|2. (3.77)
Substituting the estimates (3.74), (3.75) and (3.77) into (3.70), we obtain the proof of (3.64).
Proof of (3.65): Note that in this case, we have γr2i ? s. Setting a = 0 in (3.66) along with making
use of the the bounds (3.67) and (3.68), we get the following estimate:∣∣∣∣
ˆ
8B
(
u˜ωivλ
)
(y, t) dy
∣∣∣∣ > II1 + II2 + II3 + II4, (3.78)
where we have set
II1 :=
1
min{ρ, ri}
¨
8Q
(|∇u|p−1 + |θ|p−1) |vλ|χ3
4Qi∩8Q
dy dτ,
II2 :=
¨
8Q
(|∇u|p−1 + |θ|p−1) |∇vλ|χ3
4Qi∩8Q
dy dτ,
II3 :=
1
min{s, γr2i }
¨
8Q
|u||vλ|χ3
4Qi∩8Q
dy dτ,
II4 :=
¨
8Q
|u||∂tvλ|χ3
4Qi∩8Q
dy dτ.
We shall now estimate each of the terms as follows:
Bound for II1: In the case ρ ≤ ri, we can directly use Lemma 3.6 along with (W4), to get the
estimate
II1 > λ
¨
4Qi
|∇u|p−1 + |θ|p−1 dy dτ > |4Qi|λp. (3.79)
In the case ri ≤ ρ, we make use of (3.27), (W4) along with the bounds |u˜| ≤ |u|χ8Q and γr
2
i ? s,
to get
II1 >
1
ri
(
riλ+
1
λri
−
¨
4Qi
|u˜|2 dy dτ
)(¨
4Qi
|∇u|p−1 + |θ|p−1 dy dτ
)
> λp|4Qi|+ 1
s
¨
4Qi
|u|2χ
8Q
dy dτ.
(3.80)
Thus combining (3.79) and (3.80), we get
II1 > λ
p|4Qi|+ 1
s
¨
4Qi
|u|2χ
8Q
dy dτ. (3.81)
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Bound for II2: To bound this term, we make use of (3.32), (W4) along with the observation
|u˜| ≤ |u|χ
8Q
and γr2i ? s, to get
II2 >
(¨
4Qi
|∇u|p−1 + |θ|p−1 dy dτ
)(
λ+
λ1−p
s
−
¨
4Qi
|u˜|2 dy dτ
)
> λp|4Qi|+ 1
s
¨
4Qi
|u|2χ
8Q
dy dτ.
(3.82)
Bound for II3: For bounding this term, we use (3.27) along with γr
2
i ? s and |u˜| ≤ |u|χ8Q, to
get
II3 >
1
s
|4Qi|
(
−
¨
4Qi
|u|χ
8Q
dy dτ
)(
−
¨
4Qi
|u˜| dy dτ
)
>
1
s
¨
4Qi
|u|2χ
8Q
dy dτ.
(3.83)
Bound for II4: In this case, we make use of (3.33) along with γr
2
i ? s and |u˜| ≤ |u|χ8Q, to get
II4 > |4Qi|
(
−
¨
4Qi
|u|χ
8Q
dy dτ
)(
1
γr2i
−
¨
4Qi
|u˜| dy dτ
)
>
1
s
¨
4Qi
|u|2χ
8Q
dy dτ.
(3.84)
We finally combine the estimates (3.81), (3.82), (3.83) and (3.84) and recalling (3.78), we obtain
(3.65).
This completes the proof of the lemma.
We now come to essentially the most important estimate which will be used to obtain the
Caccioppoli inequality in Section 4.
Lemma 3.22. There exists a positive constant C(n, p, q,Λ0,Λ1, b0) such that the following estimate
holds for every t ∈ 2I:ˆ
8B\Et
λ
(|u˜|2 − |u˜− vλ|2)(x, t) dx ≥ C
(
−λp|Rn+1 \ Eλ| −
1
s
¨
8Q
|u˜|2 dz
)
. (3.85)
Proof. Let us fix any t ∈ 2I and any point x ∈ 8B \ Etλ. Now define
Υ :=
{
i ∈ Θ : spt(ωi) ∩ 8B × {t} 6= ∅ and |u˜|+ |vλ| 6= 0 on spt(ωi) ∩ (8B × {t})
}
. (3.86)
From (3.8), we see that if spt(ωi) ∩ 8B × {t} 6= ∅, then i ∈ Θ. If i 6= Υ, then u˜ = vλ = 0 on
spt(ωi) ∩ 8B × {t}, which impliesˆ
spt(ωi)∩8B×{t}
|u˜|2 − |u˜− vλ|2 dx = 0.
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Hence we only need to consider i ∈ Υ. We now decompose Υ = Υ1 ∪Υ2, where Υ1 := Υ ∩Θ1 and
Υ2 := Υ∩Θ2. Noting that
∑
i∈Υ
ωi(·, t) ≡ 1 on Rn ∩Etλ, we can rewrite the left-hand side of (3.85) as
ˆ
8B\Et
λ
(|u˜|2 − |u˜− vλ|2)(x, t) dx = J1 + J2, (3.87)
where we have set
J1 :=
∑
i∈Υ1
ˆ
8B
ωi(|u˜|2 − |u˜− vλ|2) dx, J2 :=
∑
i∈Υ2
ˆ
8B
ωi(|u˜|2 − |u˜− vλ|2) dx
We shall now estimate each of the terms as follows:
Estimate of J1: We can further rewrite this term as follows:
J1 =
∑
i∈Υ1
ˆ
8B
ωi(z)
(|u˜i|2 + 2vλ(u˜− u˜i)) dx− ∑
i∈Υ1
ˆ
8B
ωi(z)|vλ − u˜i|2 dx
:= J11 + J
2
1 .
(3.88)
Estimate of J11 : Using (3.64), we get
J11 ?
∑
i∈Υ1
ˆ
8B
ωi(z)|u˜i|2 dz − ε
∑
i∈Υ1
|4Bi||u˜i|2 −
∑
i∈Υ1
λp
ε
|4Qi|. (3.89)
From (3.7), we have u˜i = 0 whenever spt(ωi) ∩ Ωc8ρ 6= ∅. Hence we only have to sum over
all those i ∈ Υ1 for which spt(ωi) ⊂ C8ρ. In this case, we make use of a suitable choice for
ε ∈ (0, 1], and use (W7) along with (W8), to estimate (3.89) from below. We have
J11 ? −λp|Rn+1 \ Eλ|. (3.90)
Estimate of J21 : For any x ∈ 8B \ Etλ, we have from (W10) that
∑
j
ωj(x, t) = 1, which gives
ωi(z)|vλ(z)− u˜i|2 > ωi(z)
∑
j∈Ai
|ωj(z)|2
(
u˜j − u˜i)2
(a)
> min{ρ, ri}2λ2.
(3.91)
To obtain (a) above, we made use of Lemma 3.7 (recall i ∈ Υ1 ⊂ Θ1) along with (W13).
Substituting (3.91) into the expression for J21 and using |Qi| = |Bi| × 2γr2i , we get
J21 >
∑
i∈Υ1
|8B ∩ 3
4
Bi|γr
2
i
γ
λ2 > λp|Rn+1 \ Eλ|. (3.92)
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Substituting (3.90) and (3.92) into (3.88), we get
J1 ? −λp|Rn+1 \ Eλ|. (3.93)
Estimate of J2: From the identity |u˜|2 − |u˜− vλ|2 = 2u˜vλ − |vλ|2, we get∑
i∈Υ2
∣∣∣∣
ˆ
8B
ωi(|u˜|2 − |u˜− vλ|2) dx
∣∣∣∣ > ∑
i∈Υ2
∣∣∣∣
ˆ
8B
ωiu˜vλ dx
∣∣∣∣+ ∑
i∈Υ2
∣∣∣∣
ˆ
8B
ωi|vλ|2 dx
∣∣∣∣
:= J12 + J
2
2 .
(3.94)
Estimate for J12 : This term can be easily estimated using (3.65) followed by summing over i ∈ Υ2
and using (W13), we get
∑
i∈Υ2
∣∣∣∣
ˆ
8B
ωiu˜vλ dx
∣∣∣∣ > ∑
i∈Υ2
(
λp|Qi|+ 1
s
¨
4Qi
|u|2χ
8Q
dz
)
> λp|Rn+1 \ Eλ|+
1
s
¨
8Q
|u|2 dz.
(3.95)
Estimate for J22 : To estimate this term, we make use of (3.27) along with |Qi| = |Bi| × 2γr2i ,
γr2i ? s, the bound |u˜| ≤ |u|χ8Q and (W13), to get
∑
i∈Υ2
∣∣∣∣
ˆ
8B
ωi|vλ|2 dx
∣∣∣∣ > ∑
i∈Υ2
(
−
¨
4Qi
|u˜| dz
)2
|8B ∩ 3
4
Bi| > 1
s
¨
8Q
|u|2 dz. (3.96)
We combine (3.95), (3.96) and (3.94) to obtain
J2 > λ
p|Rn+1 \ Eλ|+
1
s
¨
8Q
|u|2 dz. (3.97)
Thus, from (3.93), (3.97) and(3.87), the proof of the Lemma follows.
4. Caccioppoli inequality and Reverse Ho¨lder inequality
We now have all the estimates need to prove a Caccioppoli type inequality near the boundary. In
subsequent calculations, we shall alternate between C8ρ = Ω8ρ×8I and 8Q depending on convenience,
as vλ,h(z) = u˜(z) = u(z) = 0 for all z ∈ Cc8ρ.
Before we state Lemma 4.2, let us make the following remark:
Remark 4.1. Under the hypothesis of Lemma 4.2 (more specifically suppose (4.1) holds), then we
see that there exists a universal constant ce = ce(n) such that for any λ ≥ ceα0, there holds Eλ 6= ∅.
This follows from Lemma 3.3 and (4.1) below.
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4.1. Caccioppoli Inequality
We shall prove the Caccioppoli inequality in this subsection.
Lemma 4.2. Let κ ≥ 1 and Ω satisfy Definition 2.7 with constants r0, b0. Then there exists
constants β0 = β0(n, p, q,Λ0,Λ1, b0, κ) ∈ (0, 1) small and C = C(n, p, q,Λ0,Λ1, κ, b0) such that the
following holds. Let Q := B × I = Qρ,s(z) be a parabolic cylinder with s = α2−p0 ρ2 for some α0 > 0
as given in (3.1) and let u ∈ L2(−T, T ;L2(Ω)) ∩ Lp−β(−T, T ;W 1,p−β0 (Ω)) for some β ∈ (0, β0) be
any very weak solution of (1.1) in the sense of (2.9). Suppose the following bound holds:
αp−β0
κ
≤ −
¨
Q
(|∇u|+ |θ|)p−β dz and −
¨
8Q
(|∇u|+ |θ|)p−β dz ≤ καp−β0 , (4.1)
where h is from (2.4). Then we have
αp−β0 + α
p−2
0 sup
t∈I
−
ˆ
B
∣∣∣∣u(x, t)ρ
∣∣∣∣
2
M(x, t)−β dx ≤ C −
¨
8Q
(
αp−2−β0
∣∣∣∣uρ
∣∣∣∣
2
+
∣∣∣∣uρ
∣∣∣∣
p−β
+ |θ|p−β
)
dz
where we have set M(x, t) := max{g(x, t), α0}.
Proof of Lemma 4.2. Let (t1, t) ⊂ 2I be a time interval and recall the definition of vλ,h from (3.6).
We shall make use of η(x)vλ,h(x, τ) as a test function in (2.9) (this is possible since spt(vλ,h) ⊂
Ω8ρ × 8I and vλ,hC0,1(2H) from Lemma 3.17). Thus, after integrating the resulting expression of
(2.9) over (t1, t), we get
L1 + L2 :=
ˆ t
t1
[ˆ
Ω8ρ
d[u]h
dτ
η(y)vλ,h(y, τ) + 〈[A(y, τ,∇u)]h,∇(ηvλ,h)〉 dy
]
dτ = 0. (4.2)
Estimate of L1: Note that ζ(τ) = 1 for all τ ∈ (t1, t). Thus making use of the standard hole filling
technique and (3.4), we get
L1 =
ˆ t
t1
ˆ
Ω8ρ
du˜h(y, τ)
ds
vλ,h(y, s) dy dτ
=
ˆ t
t1
ˆ
Ω8ρ\Eτλ
dvλ,h
ds
(vλ,h − u˜h) dy dτ +
ˆ t
t1
ˆ
Ω8ρ
d
(
(u˜h)
2 − (v
λ,h
− u˜h)2
)
dτ
dy dτ
:= J2 + J1(t)− J1(t1),
(4.3)
where we have set
J1(τ) :=
1
2
ˆ
Ω8ρ
((u˜h)
2 − (vλ,h − u˜h)2)(y, τ) dy.
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Estimate for J2: Taking absolute values and making use of Lemma 3.16 with ϑ = 1, we get
|J2| >
¨
8Q\Eλ
∣∣∣∣dvλ,hds (vλ,h − u˜h)
∣∣∣∣ dy dτ > λp|Rn+1 \ Eλ|+ 1s
¨
8Q
|[u]h|2 dy dτ. (4.4)
Estimate for J1(t1): We first claim that we can choose t1 ∈ (−22s,−s) such that
|J1(t1)| ≤ 1
s
ˆ −s
−22s
∣∣∣∣∣
ˆ
Ω8ρ
(
|u˜h|2 − |vλ,h − u˜h|2(x, τ)
)
dy
∣∣∣∣∣ dτ. (4.5)
Suppose not, then for any t1 ∈ (−22s,−s), we would have∣∣∣∣∣
ˆ
Ω8ρ
(
|u˜h|2 − |vλ,h − u˜h|2
)
(y, t1) dy
∣∣∣∣∣ > 1s
ˆ −s
−22s
∣∣∣∣∣
ˆ
Ω8ρ
(
|u˜h|2 − |vλ,h − u˜h|2
)
(y, τ) dy
∣∣∣∣∣ dτ.
(4.6)
But we have
3−
ˆ −s
−22s
∣∣∣∣∣
ˆ
Ω8ρ
(
|u˜h|2 − |vλ,h − u˜h|2(y, τ)
)
dy
∣∣∣∣∣ dτ ≥ 3 minτ∈(−4s,−s) |J1(τ)|. (4.7)
Combining (4.6) and (4.7), for any t1 ∈ (−4s,−s), we get |J1(t1)| > 3 min
τ∈(−4s,−s)
|J1(τ)|, which
is absurd. Hence (4.5) must be true for some t1 ∈ (−4s,−s).
From the construction (3.6), we have vλ,h = u˜h on Eλ. Furthermore, spt(u˜h) ⊂ 8Q and
|u˜h| ≤ |[u]h|χ8Q holds. For t1 ∈ (−2
2s,−s) satisfying (4.5), we then get
|J1(t1)| ≤ 1
s
¨
8Q∩Eλ
∣∣∣|u˜h|2 − |vλ,h − u˜h|2∣∣∣ dz + 1s
¨
8Q\Eλ
∣∣∣|u˜h|2 − |vλ,h − u˜h|2∣∣∣ dz
>
1
s
¨
8Q∩Eλ
|u˜h|2dz + 1
s
¨
8Q\Eλ
|u˜h|2 + |vλ,h|2dz
(a)
>
1
s
¨
8Q
|[u]h|2 dz.
(4.8)
To obtain (a), we used Lemma 3.13 (applied with ϑ = 2).
Estimate for L2: We decompose the expression as
L2 =
ˆ t
t1
ˆ
Eτ
λ
〈[A(y, τ,∇u)]h,∇(ηvλ,h)〉 dy dτ+
+
ˆ t
t1
ˆ
Ω8ρ\Eτλ
〈[A(y, τ,∇u)]h,∇(ηvλ,h)〉 dy dτ
:= L12 + L
2
2.
(4.9)
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Estimate for L22: Using the chain rule, (2.3), (3.3) along with Corollary 3.20, we get
L22 ≤
ˆ t
t1
ˆ
Ω8ρ\Eτ (λ)
[|∇u|p−1 + |θ|p−1]h|∇(ηvλ,h)| dy dτ
>
1∑
k=0
ρ−k+1
¨
(8B×2I)\Eλ
[|∇u|p−1 + |θ|p−1]h|∇kvλ,h| dy dτ
> λp|Rn+1 \ Eλ|+
1
s
¨
8Q
|u˜h|2 dy dτ.
(4.10)
Substituting (4.10) into (4.9) and (4.4), (4.8) into (4.3), and finally making use of (4.2) along
with the bound |u˜h| ≤ |[u]h|χ8Q, we get
1
2
ˆ
Ω8ρ
|(u˜h)2 − (vλ,h − u˜h)2|(y, t) dy +
ˆ t
t1
ˆ
Eτ (λ)
〈[A(y, τ,∇u)]h,∇(ηvλ,h)〉 dy dτ
> λp|Rn+1 \ Eλ|+
1
s
¨
8Q
|[u]h|2 dy dτ.
(4.11)
Since the estimate in (4.11) is independent of h, we can let hց 0 to get
1
2
ˆ
Ω8ρ
|(u˜)2 − (vλ − u˜)2|(y, t) dy +
ˆ t
t1
ˆ
Eτ (λ)
〈A(y, τ,∇u),∇(ηvλ)〉 dy dτ
> λp|Rn+1 \ Eλ|+
1
s
¨
8Q
|u|2 dy dτ.
(4.12)
Using the fact that u˜ = vλ on Eλ and Lemma 3.22, we getˆ
Ω8ρ
|(u˜)2 − (v
λ
− u˜)2|(y, t) dy ?
ˆ
Et
λ
|u˜(x, t)|2 dx− λp|Rn+1 \ Eλ| −
1
s
¨
8Q
|u|2 dz. (4.13)
Making use of the bound (4.13) into (4.12), followed by multiplying the resulting expression with
λ−1−β and integrating from (ceα0,∞) (recall that ce is as in Remark 4.1), for almost every t ∈ (−s, s),
we get
K1 +K2 > K3 +K4, (4.14)
where we have set
K1 :=
1
2
ˆ ∞
ceα0
λ−1−β
ˆ
Et
λ
|u˜(y, t)|2 dy dλ,
K2 :=
ˆ ∞
ceα0
λ−1−β
ˆ t
t1
ˆ
Eτ
λ
〈A(y, τ,∇u),∇(ηu)〉 dy dτ dλ,
K3 :=
ˆ ∞
ceα0
λ−1−βλp|Rn+1 \ Eλ| dλ,
K4 :=
1
s
ˆ ∞
ceα0
λ−1−β
¨
8Q
|u|2 dy dτ dλ.
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We now define the truncated Maximal function M(z) := max{g(z), α0} and then estimate each
of the Ki for i ∈ {1, 2, 3, 4} as follows:
Estimate for K1: By applying Fubini, we get
K1 ≥
ˆ
8B
|u˜(y, t)|2
ˆ ∞
ceg(y,t)
λ−1−β dλ dy ?
1
βcβe
ˆ
8B
M(y, t)−β |u˜(y, t)|2 dy. (4.15)
Estimate for K2: Again applying Fubini, we get
K2 =
1
βcβe
ˆ s
t1
ˆ
Ω8ρ
M(y, τ)−β〈A(y, τ,∇u),∇(ηu)〉 dy dτ. (4.16)
Applying the chain rule and using (3.4) along with (2.3) and (2.4), we get
K2 =
ˆ s
t1
ˆ
Ω8ρ
M(y, τ)−β〈A(y, τ,∇u),∇u〉η2 dy dτ
+
ˆ s
t1
ˆ
Ω8ρ
M(y, τ)−β〈A(y, τ,∇u),∇η2〉u dy dτ
?
ˆ s
t1
ˆ
Ω8ρ
M(y, τ)−β |∇u|pη2 dy dτ −
¨
8Q
M(y, τ)−β |θ|p dy dτ
−
ˆ s
t1
ˆ
Ω8ρ
M(y, τ)−β (|∇u|p−1 + |θ|p−1) |u|
ρ
dy dτ
?
¨
Q
M(y, τ)−β |∇u|pη2 dy dτ −
¨
8Q
M(y, τ)−β |θ|p dy dτ
−
¨
8Q
M(y, τ)−β (|∇u|p−1 + |θ|p−1) |u|
ρ
dy dτ
:= A1 +A2 +A3.
(4.17)
Estimate for A1: Note that η ≡ 1 on B. Let S := {z ∈ Q : |∇u(z)| ≥ βg(z)}, then we get
¨
Q
|∇u|p−β dz =
¨
S
|∇u|p−β dz +
¨
Q\S
|∇u|p−β dz
≤ β−β
¨
Q
M(z)−β|∇u|p dz + βp−β
¨
Q\S
M(z)p−β dz
Lemma 3.3
>
¨
Q
M(z)−β|∇u|p dz + βp−β
¨
8Q
|∇u|p−β dz + βp−β |Q|αp−β0 .
(4.18)
Estimate for A2: From (3.5), we obtain the bound χ8Q(|∇u(z)| + |θ(z)|) ≤ M(z) for a.e
z ∈ Rn. This gives
A2 =
¨
8Q
M(z)−β|θ|p dz >
¨
8Q
|θ|p−β dz. (4.19)
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Estimate for A3: We use the bound χ8Q(|∇u(z)|+ |θ(z)|) ≤M(z) for a.e z ∈ R
n, along with
Young’s inequality, Theorem 2.5 and (4.1), to get
A3 >
¨
8Q
(|∇u|+ |θ|)p−1−β |u|
ρ
dz > ε|Q|καp−β0 + C(ε)
¨
8Q
∣∣∣∣uρ
∣∣∣∣
p−β
dz. (4.20)
Estimate for K3: Applying the layer-cake representation (see for example [14, Chapter 1]), we get
K3 =
1
p− β
¨
Rn+1
M(z)p−β dz Lemma 3.3> 1
p− β
¨
8Q
(
|∇u|p−β + |θ|p−β + αp−β0
)
dz
(4.1)
> αp−β0 |Q|.
(4.21)
Estimate for K4 Again applying Fubini, we get
K4 =
1
s
ˆ ∞
ceα0
λ−1−β
¨
8Q
|u|2 dz dλ = 1
β
¨
8Q
(α0)
−β |u|2
s
dz. (4.22)
Substituting (4.18), (4.19) and (4.20) into (4.17) followed by combining (4.15), (4.21) and (4.22)
into (4.14), we get
1
2β
ˆ
B
M(y, t)−β|u˜(y, t)|2 dy + 1
β
¨
Q
|∇u|p−β dz > 1
β
βp−β
¨
8Q
|∇u|p−β dz +
¨
8Q
|θ|p−β dz
+
1
β
ε|Q|αp−β0 +
1
β
C(ε)
¨
8Q
∣∣∣∣uρ
∣∣∣∣
p−β
dz + αp−β0 |Q|+
1
β
¨
8Q
α−β0
|u|2
s
dz.
Multiplying the above expression by β and then using the intrinsic scaling s = ρ2α2−p0 from (3.1)
along with (4.1), we get
ˆ
B
M(y, t)−β|u˜(y, t)|2 dy + |Q|αp−β0 > βp−β |Q|αp−β0 + ε|Q|αp−β0 +
¨
8Q
|θ|p−β dz
+C(ε)
¨
8Q
( |u|
ρ
)p−β
dz + βαp−β0 |Q|+
¨
8Q
αp−2−β0
( |u|
ρ
)2
dz.
Choosing β ∈ (0, β0) and ε ∈ (0, 1) small, we then make use of (4.1) and the observation
|Q| ≈ |B|s2 = ρ2α2−p0 |B|, to get
sup
t∈I
αp−20 −
ˆ
B
M(y, t)−β
∣∣∣∣ u˜(y, t)ρ
∣∣∣∣
2
dy + αp−β0 > −
¨
8Q
[
αp−2−β0
( |u|
ρ
)2
+
( |u|
ρ
)p−β
+ |θ|p−β
]
dz.
This completes the proof of the Lemma.
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4.2. Estimates needed to prove Reverse Ho¨lder inequality
Lemma 4.3. Let κ ≥ 1, then there exists β0(n, p, q,Λ0,Λ1, b0, κ). Let β ∈ (0, β0) be given and
consider any very weak solution u ∈ L2(−T, T ;L2(Ω)) ∩ Lp−β(−T, T ;W 1,p−β0 (Ω)). Let Qρ,s(0, 0) =
Bρ(0)× Is(0) be the parabolic cylinder with (0, 0) ∈ ∂Ω× (−T, T ) and s = ρ2α2−p0 for some α0 > 0
as in (3.1). Let αQ be a rescaled parabolic cylinder for some α ∈ (1, 8] and let p− ε0 be as given in
(3.2) and also suppose that
−
¨
αQ
(|∇u|+ |θ|)p−β dz ≤ καp−β0 . (4.23)
Let us define
J := sup
t∈I
−
ˆ
B
( |u|
ρ
)2
g˜(x, t)−β dx, (4.24)
where g˜(z) := max{M(|∇u˜|qχ
αQ
)
1
q (z),M((|∇u|q + |θ|q)χ
αQ
)
1
q (z), α0}. Then there holds:
−
¨
Q
( |u|
ρ
)p−β
dz ≤ C(n,p,q,Λ0,Λ1,b0,κ)(αβ0J)
ε0−β
2
(
−
¨
Q
|∇u|q dz
)p−ε0
q
. (4.25)
If
p− ε0
2
≥ 1, then there exists an γ˜ = γ˜(n, p, ε0) ∈ (0, 1) such that the following holds:
−
¨
Q
( |u|
ρ
)2
dz ≤ C(n,p,q,Λ0,Λ1,b0,κ)(αβ0J)1−γ˜
(
−
¨
Q
|∇u|q dz
) 2γ˜
q
. (4.26)
If
p− ε0
2
∈ (0, 1), then there holds
−
¨
Q
( |u|
ρ
)2
dz ≤ C(n,p,q,Λ0,Λ1,b0,κ)(λβ0J)
2−p+ε0
2
(
−
¨
Q
|∇u|q dz
)p−ε0
q
. (4.27)
Proof. In order to prove the lemma, we want to make use of Lemma 2.6. Let us prove each of the
assertions as follows:
Proof of (4.25): In this case, in order to apply Lemma 2.6, we make the following choice of expo-
nents:
σ = p− β, r˜ = 2(p− β)
p
, ϑ = p− ε0 and α˜ = p− ε0
p− β < 1. (4.28)
These choice of exponents are admissible under the additional restriction that ε0 ≤ max
{
4
n+ 2
,
1
4
}
and β0 is small such that
(p− ε0)2
p
≥ n
2
(ε0 − β0) holds. Thus applying Lemma 2.6, we get
−
¨
Q
( |u|
ρ
)p−β
dz > −
ˆ
I
(
−
ˆ
B
|∇u|p−ε0 dx
)(
−
ˆ
B
( |u|
ρ
)r˜
dx
) ε0−β
2
p
p−β
dt. (4.29)
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Making use Lemma 3.3 along with (4.23), we get
−
¨
Q
g˜(z)p−β dz > −
¨
αQ
(|∇u|+ |θ|+ α0)p−β dz > αp−β0 . (4.30)
For almost every t ∈ αI, using Ho¨lder’s inequality and (4.24), we also get
−
ˆ
B
( |u(x, t)|
ρ
)r˜
dx > J
r˜
2
(
−
ˆ
B
g˜(x, t)p−β dx
) 2−r˜
2
. (4.31)
Substituting (4.31) into (4.29), followed by an application of Ho¨lder’s inequality with exponents
q
p− ε0 and q˜0 :=
q
q − p+ ε0 , we get
−
¨
Q
( |u|
ρ
)p−β
dz > J
ε0−β
2
(
−
¨
Q
|∇u|q dz
) p−ε0
q

−ˆ
I
(
−
ˆ
B
g˜(x, t)p−β dx
)q˜0 (2−r˜)(ε0−β)p2(p−β)
dt


1
q˜0
.
We further restrict β0 ≤ p− ε0
p
, which ensures q˜0
(2− r˜)(ε0 − β)p
2(p− β) = q0
β(ε0 − β)
2(p− β) < 1 holds. Thus
Jensen’s inequality for concave functions becomes applicable and hence we get
−
¨
Q
( |u|
ρ
)p−β
dz > J
ε0−β
2
(
−
¨
Q
|∇u|q dz
) p−ε0
q
(
−
¨
Q
g˜(z)p−β dz
)β(ε0−β)
2(p−β)
. (4.32)
Using (4.30) in (4.32), we get
−
¨
Q
( |u|
ρ
)p−β
dz > (αβ0J)
ε0−β
2
(
−
¨
Q
|∇u|q dz
)p−ε0
q
.
Proof of (4.26): Note that in this case, we have p− ε0 ≥ 2, hence we make the following choice of
exponents to apply Lemma 2.6:
σ = 2, r˜ =
2(p− β)
p
, ϑ = p− ε0. (4.33)
Let us now choose γ˜ ∈ (0, 1) so as to satisfy the following restrictions:
− n
2
≤ γ˜
(
1− n
p− ε0
)
− (1 − γ˜)np
2(p− β) and
q(1− γ˜)β
(q − 2γ˜)(p− β) < 1. (4.34)
This choice of γ˜ in (4.34) is possible, due to the following reasons.
• (4.34) holds for γ˜ = 1, since n
p− ε0 < 1 +
n
2
, as we are in the case p− ε0 ≥ 2.
• Since we assumed p− ε0 ≥ 2, this means that q− 2γ˜ > 0 for γ˜ < 1. This follows from the fact
that q ≥ p− ε0 ≥ 2 ≥ 2γ˜ ∈ (0, 2).
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Thus we can apply Lemma 2.6 with (4.33) and α˜ = γ˜ as the choice of exponents, to get
−
¨
Q
( |u|
ρ
)2
dz > −
ˆ
I
(
−
ˆ
B
|∇u|p−ε0 dx
) 2γ˜
p−ε0
(
−
ˆ
B
( |u|
ρ
)r˜
dx
) 2(1−γ˜)
r
dt. (4.35)
Since r˜ < 2, we can substitute (4.31) into (4.35) to obtain
−
¨
Q
( |u|
ρ
)2
dz > J1−γ˜ −
ˆ
I
(
−
ˆ
B
|∇u|p−ε0 dx
) 2γ˜
p−ε0
(
−
ˆ
B
g˜(x, t)p−β dx
) (2−r˜)(1−γ˜)
r˜
dt. (4.36)
We will now apply Ho¨lder inequality with exponents
q
2γ˜
and
q
q − 2γ˜ , and then make use of (4.34),
which will enable us to apply Jensen’s inequality. Thus we get
−
¨
Q
( |u|
ρ
)2
dz > J1−γ˜
(
−
¨
Q
|∇u|q dz
) 2γ˜
q
(
−
¨
Q
g˜(x, t)p−β dz
) (2−r˜)(1−γ˜)
r˜
. (4.37)
Further making use of (4.30) and (4.37), we get
−
¨
Q
( |u|
ρ
)2
dz > (αβ0J)
1−γ˜
(
−
¨
Q
|∇u|q dz
) 2γ˜
q
.
Proof of (4.27): In this case, we take
σ = 2, r˜ =
2(p− β)
p
, ϑ = p− ε0 and α˜ = p− ε0
2
< 1.
Proceeding as in the proof of (4.25), we get
−
¨
Q
( |u|
ρ
)2
dz > (αβ0J)
2−p+ε0
2
(
−
¨
Q
|∇u|q dz
) p−ε0
q
.
Lemma 4.4. Let
2n
n+ 2
< p < 2 + β. Then under the assumptions of Lemma 4.2, there holds
−
¨
Q
( |u|
ρ
)2
dz ≤ C(n,p,q,Λ0,Λ1,b0,κ)α20.
Proof. Let 1 ≤ α˜1 < α˜2 ≤ 8 be any two fixed numbers. We can then apply Lemma 4.3 to get
γ˜ ∈ (0, 1) such that the following estimate holds:
−
¨
α˜1Q
( |u|
ρ
)2
dz > (αβ0J)
1−γ˜
(
−
¨
α˜2Q
|∇u|q dz
) 2γ˜
q
, (4.38)
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where J := sup
t∈α˜1I
−
ˆ
α˜1B
( |u|
ρ
)2
g˜(x, t)−β dx with
g˜(z) := max
{
M(|∇u˜|q) 1q (z),M((|∇u|q + |θ|q)χ
α˜2Q
)
1
q (z), α0
}
where we have set u˜(x, t) = u(x, t)η(x)ζ(t) for η(x)ζ(t) ∈ C∞c (α˜2Q) with η(x)ζ(t) ≡ 1 for (x, t) ∈
α˜1Q instead of (3.3).
We can now make use of Lemma 4.2 and obtain the following estimate for some β ∈ (0, β0]:
αp−β0 + α
p−2
0 sup
t∈α˜1I
−
ˆ
α˜1B
∣∣∣∣u(x, t)ρ
∣∣∣∣
2
g˜(x, t)−β dx ≤ C −
¨
α˜2Q
αp−2−β0
∣∣∣∣ u(α˜2 − α˜1)ρ
∣∣∣∣
2
dz
+−
¨
α˜2Q
[∣∣∣∣ u(α˜2 − α˜1)ρ
∣∣∣∣
p−β
+ |θ|p−β
]
dz.
(4.39)
In particular, (4.39) implies
αβ0J > −
¨
α˜2Q
[∣∣∣∣ u(α˜2 − α˜1)ρ
∣∣∣∣
2
+ α2−p+β0
∣∣∣∣ u(α˜2 − α˜1)ρ
∣∣∣∣
p−β
+ |θ|p−β
]
dz. (4.40)
We now apply Young’s inequality to the middle term on the right hand side of (4.40) (possible
since p− β < 2) and make use of (4.1), to get
αβ0J > −
¨
α˜2Q
∣∣∣∣ u(α˜2 − α˜1)ρ
∣∣∣∣
2
dz + α20. (4.41)
Substituting (4.41) into (4.38) followed by applying Young’s inequality with exponent
1
1− γ˜ and
1
γ˜
, along with using (4.1) and the restriction α˜1, α˜2 ∈ [1, 8], we get
−
¨
α˜1Q
(
u
ρ
)2
dz ≤ 1
2
−
¨
α˜2Q
(
u
ρ
)2
dz + Cα20(α˜2 − α˜1)−
2(1−α˜)
α˜ + Cα20(α˜2 − α˜1)2
≤ 1
2
−
¨
α˜2Q
(
u
ρ
)2
dz + Cα20(α˜2 − α˜1)−
2(1−α˜)
α˜ + Cα20.
(4.42)
If we set ̟(a) := −
¨
aQ
|u|2 dz, then we see that for α˜1 =: a < b := α˜2, (4.42) can be rewritten as
̟(a) ≤ 1
2
̟(b) + Cα20ρ
2(b− a)− 2(1−α˜)α˜ + Cα20ρ2.
We can now apply Lemma 2.12 along with the hypothesis α˜1, α˜2 ∈ [1, 8] to get
−
¨
Q
|u|2 dz > α20ρ2.
This completes the proof of the lemma.
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4.3. Reverse Ho¨lder inequality
Lemma 4.5. Let κ ≥ 1. Then there exists β0(n, p, q,Λ0,Λ1, b0, κ) and C(n, p, q,Λ0,Λ1, b0, κ) such
that the following holds: Let u ∈ L2(−T, T ;L2(Ω)) ∩ Lp−β(−T, T ;W 1,p−β0 (Ω)) for some β ∈ (0, β0)
be a very weak solution of (1.1). Furthermore, let Q = Qρ,s be a parabolic cylinder with s = α
2−p
0 ρ
2
as in (3.1) be given. Suppose the following bounds hold:
αp−β0
κ
≤ −
¨
Q
(|∇u|+ |θ|)p−β dz and −
¨
83Q
(|∇u|+ |θ|)p−β dz ≤ καp−β0 . (4.43)
Then the following conclusion holds:
αp−β0 ≤ C
(
−
¨
8Q
|∇u|q dz
)p−β
q
+ −
¨
8Q
|θ|p−β dz.
Proof. Since all the hypothesis of Lemma 4.2 (note the scaling factor is 82 instead of 8 as in Lemma
4.2) is satisfied, we have
αp−β0 > −
¨
82Q
(
αp−2−β0
∣∣∣∣uρ
∣∣∣∣
2
+
∣∣∣∣uρ
∣∣∣∣
p−β
+ |θ|p−β
)
dz. (4.44)
Let g˜(z) := max
{
M(|∇u˜|q) 1q (z),M((|∇u|q|θ|q)χ
82Q
)
1
q (z), α0
}
, where u˜(x, t) := u(x, t)η(x)ζ(t)
with η(x)ζ(t) ∈ C∞c (82Q) satisfying η(x)ζ(t) ≡ 1 for (x, t) ∈ 8Q. Let us set
J = sup
t∈8I
−
ˆ
8B
∣∣∣∣u(x, t)ρ
∣∣∣∣
2
g˜(x, t)−β dx.
Applying a rescaled version of Lemma 4.2, we have
αp−20 J > −
¨
82Q
(
αp−2−β0
∣∣∣∣uρ
∣∣∣∣
2
+
∣∣∣∣uρ
∣∣∣∣
p−β
+ |θ|p−β
)
dz. (4.45)
We now have the following three bounds:
• In the case 2 ≥ p− β, we can apply Lemma 4.4 (this is possible since (4.43) is on 83Q) to get
−
¨
82Q
( |u|
ρ
)2
dz > α20. (4.46)
• In the case 2 ≤ p − β, for σ ∈ {2, p− β}, we can apply Ho¨lder’s inequality and Theorem 2.5
along with (4.43), to get
−
¨
8Q
( |u|
ρ
)σ
dz ≤
(
−
¨
8Q
( |u|
ρ
)p−β
dz
) σ
p−β
>
(
−
¨
8Q
|∇u|p−β dz
) σ
p−β
>ασ0 . (4.47)
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Substituting (4.46) and (4.47) into (4.45) gives
αβJ > α20. (4.48)
Substituting (4.48) into a rescaled version of Lemma 4.3 and applying Young’s inequality followed
by substituting the resulting estimate into (4.44), we get
αp−β0 >α
p−2−β
0 α
2(1−γ˜)
0
(
−
¨
82Q
|∇u|q dz
) 2γ˜
q
+ α
ε0−β
2
0
(
−
¨
82Q
|∇u|q dz
) p−ε0
q
+ −
¨
82Q
|θ|p−β dz
>ε1α
p−β
0 + C(ε1)
(
−
¨
82Q
|∇u|q dz
) p−β
q
+ C(ε1)
(
−
¨
82Q
|∇u|q dz
) p−β
q
+ −
¨
82Q
|θ|p−β dz.
Choosing ε1 small enough, we get the desired conclusion. This completes the proof of the lemma.
5. Proof of the main result
The proof of Theorem 1.1 now follows exactly as in proof of [5, Theorem 2.1]. For the sake of
completeness, we present the details below. Without loss of generality, we can assume ρ = 1 and
z0 = (0, 0) ∈ ∂Ω× (−T, T ). We take Q1 := Q(0,0)(1, 1) and Q2 := Q(0,0)(2, 22) and for any z ∈ Q2,
define the parabolic distance of z to ∂Q2 by
dp(z) := inf
z˜∈Rn+1\Q2
min{|x− x˜|,
√
|t− t˜|}.
Furthermore, let β0 be the constant from Lemma 4.5 and β ∈ (0, β0] be such that p−β > 2n
n+ 2
.
For z ∈ Q2, let us define the following function:
ψ(z) := |∇u(z)|+ |θ(z)| and f(z) := dαp (z)ψ(z) with α :=
n+ 2
d
, (5.1)
where d is as defined in (1.3). Finally we define α0 to be
αd0 := −
¨
Q2
ψ(z)p−β dz + 1. (5.2)
Let λ be any number such that
λ ≥ b 1dα0 where b := 210(n+2). (5.3)
Now suppose that z ∈ Q2 with f(z) > 0, then let us denote the parabolic distance of z to ∂Q2 by
rz := dp(z) and define the intrinsic scaling factor as
γ = γ(z) := (r−α
z
λ)2−p = (dp(z)
−αλ)2−p. (5.4)
46
In order to prove higher integrability, we want to apply Lemma 2.15. So the rest of the proof is
devoted to ensuring that all the hypotheses of Lemma 2.15 are satisfied.
Case p ≥ 2: Let us note that rα
z
≤ 2α ≤ b 1dα0 ≤ λ, which implies γ = (r−αz λ)2−p ≤ 1. Hence we
shall consider intrinsic cylinders of the type Qz(R, γR
2) with 0 < R ≤ rz.
In order to apply Lemma 2.15, we need to find an appropriate intrinsic parabolic cylinder around
z on which all the hypotheses of Lemma 4.5 are satisfied. In order to do this, let us first take R
such that rz ≤ 29R < 29rz. In this case, there holds:
−
¨
Qz(R,γR2)
ψ(z)p−β dz ≤ |Q2||Qz(R, γR2)| −
¨
Q2
ψ(z)p−β dz
(5.2)
=
2n+2
Rn+2γ
αd0
(5.3)
≤ 2
10(n+2)
rn+2z
λd
b
(5.4)
= (r−α
z
λ)p−β .
(5.5)
Furthermore, by Lebesgue differentiation theorem, for every z ∈ Q2 with f(z) > λ, there holds
lim
rց0
−
¨
Qz(r,γr2)
ψ(z)p−β dz = ψ(z)p−β
(5.1)(5.4)
= (r−α
z
f(z))p−β > (r−α
z
λ)p−β . (5.6)
Thus from (5.5) and (5.6), we observe that there should exist ρ ∈
(
0,
rz
29
)
, such that
−
¨
Qz(ρ,γρ2)
ψ(z)p−β dz = (r−α
z
λ)p−β ,
−
¨
Qz(R,γR2)
ψ(z)p−β dz ≤ (r−α
z
λ)p−β , ∀ R ∈ [ρ, rz].
We now set Q := Qz(ρ, γρ
2), then 29Q ⊂ Q2, thus all hypotheses of Lemma 4.5 are satisfied with
(r−α
z
λ, 1) instead of (α0, κ), i.e., the following holds:
(r−α
z
λ)p−β = −
¨
Q
ψ(z)p−β dz and −
¨
28Q
ψ(z)p−β dz > (r−α
z
λ)p−β . (5.7)
Thus we can apply Lemma 4.5, which gives
(r−α
z
λ)p−β >
(
−
¨
28Q
|∇u|q dz
)p−β
q
+ −
¨
28Q
|θ|p−β dz. (5.8)
Since 29ρ ≤ rz and γ ≤ 1, we also have for all z ∈ 28Q that
dp(z) ≤ min{rz + 28ρ,
√
r2
z
+ γ(28ρ)2} ≤ 3
2
rz, (5.9)
dp(z) ≥ min{rz − 28ρ,
√
r2
z
− γ(28ρ)2} ≥ 1
2
rz. (5.10)
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Now substituting (5.9) and (5.10) into (5.1), we find
c−1f(z) ≤ rα
z
ψ(z) ≤ cf(z), ∀ z ∈ 28Q with c = c(n) > 1. (5.11)
We now claim the following estimate holds:
λp−β
(a)
> −
¨
28Q
f(z)p−β dz
(b)
>
(
−
¨
28Q
f(z)q dz
) p−β
q
+ −
¨
28Q
(rα
z
|θ(z)|)p−β dz
(c)
> λp−β . (5.12)
Estimate (a): This follows easily by making use of (5.7) and (5.11) and subsequently enlarging
the parabolic cylinder Q.
Estimate (b): This is obtained by the following chain of estimates:
−
¨
28Q
f(z)p−β dz
(5.11)
> r
α(p−β)
z −
¨
28Q
ψ(z)p−β dz
(5.7)
> λp−β
(5.8)
> r
α(p−β)
z
(
−
¨
28Q
|∇u|q dz
)p−β
q
+ r
α(p−β)
z −
¨
28Q
|θ(z)|p−β dz
(5.11)
>
(
−
¨
28Q
f(z)q dz
)p−β
q
+ −
¨
28Q
(rα
z
|θ(z)|)p−β dz.
Estimate (c): This follows by applying Jensen’s inequality (since q < p−β) along with the bound
(5.7) to get:
(
−
¨
28Q
f(z)q dz
)p−β
q
+ −
¨
28Q
(rα
z
|θ(z)|)p−β dz
(5.11)
> −
¨
28Q
f(z)p−β dz
(5.7)
> λp−β .
Thus (5.12) holds and as a consequence, we can apply Lemma 2.15 over 28Q to see that for
any β ∈ (0, β0], there exists δ0 = δ0(n, p, b0, ε0,Λ0,Λ1) > 0 such that f ∈ Lp−β+δ1loc (Q2) with
δ1 = min{δ0, p˜− p+ β}. This is quantified by the estimate:
¨
Q2
f(z)p−β+δ dz > αδ0
¨
Q2
f(z)p−β dz +
¨
Q2
(rα
z
|θ(z)|)p−β+δ dz ∀δ ∈ (0, δ1].
By iterating the previous arguments, for any β ∈ (0, εgeh] where εgeh > 0 is the gain in higher
integrability coming from Lemma 2.15, we obtain the bound
¨
Q2
f(z)p dz > αβ0
¨
Q2
f(z)p−β dz + −
¨
Q2
|θ(z)|p dz. (5.13)
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For any z ∈ Q1, we have dp(z) ≥ min{1,
√
3} ≥ 1, |Q2||Q1| = C(n), which implies the following bounds
hold:
|∇u(z)| ≤ ψ(z) ≤ f(z) ∀ z ∈ Q1, (5.14)
−
¨
Q1
|∇u|p+β dz >n −
¨
Q2
f(z)p dz, (5.15)
f(z) ≤ 2αψ(z) ∀z ∈ Q2, since dp(z) ≤ 2. (5.16)
Using (5.14), (5.15), (5.16) along with (5.13) and making use of (5.1) and (5.2), we get
−
¨
Q1
|∇u|p dz > αβ0 −
¨
Q2
ψ(z)p−β dz+ −
¨
Q2
θp dz >
(
−
¨
Q2
(|∇u|+ |θ|)p−β dz
)1+ β
d
+ −
¨
Q2
(1+θp) dz.
This proves the asserted estimate.
Case
2n
n+ 2
< p < 2: The basic change with respect to the case p ≥ 2 is that, we now switch to the
sub-quadratic scaling, i.e., we consider intrinsic cylinders of the type Qz(γ
− 12R,R2).
The parameter α0 is still given by (5.2) and λ is chosen as in (5.3) and γ is again given as in (5.4),
where z ∈ Q2 with f(z) > λ. But in contrast to p ≥ 2 case, we have γ = (r−αz λ)2−p ≥ 1. Hence
for R ∈ (0, rz), we have Qz(γ− 12R,R2) ⊂ Q2. Now once again, in order to apply Lemma 2.15,
we need to find a suitable intrinsic parabolic cylinder around z, which enables us to apply Lemma
4.5. We observe, from the definition (5.1) that n + 2 = αd (recall d is defined as in (1.3)) and
(2− p)n
2
+ d = p− β, which gives
−
¨
Qz(γ
−
1
2 R,R2)
ψ(z)p−β dz >
|Q2|
|Qz(γ− 12R,R2)| −
¨
Q2
ψ(z)p−β dz =
2n+2
Rn+2γ−
n
2
αd0 > (r
−α
z
λ)p−β .
Now we can continue as in the p ≥ 2 case to obtain the desired conclusion.
This completes the proof.
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