Taylor級数の逆関数計算の高速化とその応用 (Computer Algebra : Design of Algorithms, Implementations and Applications) by 舘野, 裕文 & 平山, 弘
Title
Taylor級数の逆関数計算の高速化とその応用 (Computer
Algebra : Design of Algorithms, Implementations and
Applications)
Author(s)舘野, 裕文; 平山, 弘









GRADUATE SCHOOL OF ENGINEERING, KANGAWA INSTITUTE OF TECHNOLOGY
HIROSHI HIRAYAMA














Taylor $\mathrm{F}\mathrm{o}\mathrm{r}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{n}90_{\text{ }}$ C++ C
C++
Taylor
CPU Pentium42. $20\mathrm{G}\mathrm{H}\mathrm{z}$ , $256\mathrm{M}$ Red Hat Linux9(Kerne1
24208) GCC322-5(-03-march=pentium4) o
$\mathrm{b}\mathrm{i}\mathrm{r}\mathrm{a}\mathrm{y}\mathrm{a}\mathrm{m}\mathrm{a}\mathrm{Q}\epsilon \mathrm{d}.\mathrm{k}\mathrm{a}\mathrm{n}\mathrm{a}\epsilon \mathrm{a}m- \mathrm{i}\mathrm{t}$.ac.jp
1514 2006 183-189 183
221 Picard
Picard [1] $y=f(x)$ $x=f(y)$
$\frac{dy}{dx}=\frac{1}{f’(y)}=v(y)$ (2)
Picard \tau
$y(x_{\mathit{0}})=y\mathit{0},$ $y_{n}(x)=y_{0}+ \int_{x_{0}}^{x}v(y_{n-1}(t))dt$ (3)
$f_{\mathrm{p}}$ $\mathrm{n}$ Taylor $f(x)$
$f(x)=f_{0}+f_{1}(x-f_{\mathrm{p}})+f_{2}(x-f_{\mathrm{p}})^{2}+f_{3}(x-f_{\mathrm{p}})^{3}+\cdots+f_{n}(x-f_{\mathrm{p}})^{n}$ (4)
(3) Taylor $f(x)$ $x$ $-f_{\mathrm{P}^{\text{ }}}y$
$w(x)$ $w(\mathrm{O})=0$ (3) $w(x)$ $\mathrm{n}$
Taylor
$w(x)=fix+f_{2^{X^{2}}}+f_{3}x^{3}+\cdots+f_{n}x^{n}$ (5)
$w^{-1}(x)$ $f^{-1}(x)$ $f^{-1}(x)$ Taylor
$f_{\mathrm{p}}^{-1}$
$v(x)= \frac{1}{w’(x)}=\frac{1}{f_{1}+2f_{2^{X}}+3fsx^{2}+\cdots+nf_{n}x^{n-1}}$ (6a)
$w_{1}^{-1}(x)= \frac{1}{f_{1}}x’$. $w_{\mathrm{k}}^{-1}(x)= \int_{0}^{x}v(w_{k-1}^{-1}(t))dt$ $(k=2, \cdots,n)$ (6b)
$f_{\mathrm{p}}^{-1}=f_{0}$ , $f^{-1}(x)=w_{\mathfrak{n}}^{-1}(x)+f_{\mathrm{p}}$ (6c)






$w_{1}^{-1}(x)= \frac{1}{f_{1}}x$ , $h_{k}(t)=v(w_{k-1}^{-1}(t))$ , $w_{\mathrm{k}}^{-1}(x)=w_{k-1}^{-1}+ \frac{h_{k,k-1}}{k}x^{k}$ $(k=2, \cdots, n)$ (7b)
$f_{\mathrm{p}}^{-1}=f_{0}$ , $f^{-1}(x)=w_{n}^{-1}(x)+f_{\mathrm{p}}$ (7c)





2.2 Lagrange inversion formula







$w_{0}= \frac{1}{f_{1}}$ , $w_{j}=-w_{0} \sum_{:=0}^{j-1}w:f_{j-i+1}$ $(j=1, \cdots,n)$ (9a)
$h_{0,0}=1$ , $h_{0,k}=0$ , $h_{j,k}= \sum_{:=1}^{k}w_{i}h_{j,k-i}$ $(j=1, \cdots,n k=1, \cdots,n)$ (9b)
$f_{\mathrm{p}}^{-1}=f_{0}$ , $f^{-1}0=f_{\mathrm{p}},$ $f^{-1}:= \frac{h_{\mathrm{t},:-1}}{i}$ $(i=1, \cdots,n)$ (9c)
$w_{0}=1$ , $w_{j}=- \frac{1}{f_{1}}\sum_{\mathrm{t}=0}^{j-1}w_{i}f_{j-:+1}$ $(j=1, \cdots,n)$ $(10\mathrm{a})$
$h_{j,0}=( \frac{1}{f_{1}})^{j}$ , $h_{j,k}= \frac{1}{k}\sum_{:=1}^{k}\{(j+1)i-k\}w_{\mathrm{j}}h_{\mathrm{j},k-}.$, $(j=1, \cdots,n k=1, \cdots,j-1)$
(10b)
$f_{\mathrm{p}}^{-1}=f_{0}$ , $f^{-1}0=f_{p}$ , $f^{-1}:= \frac{h_{1,i-1}}{i}$
.
$(i=1, \cdots,n)$ $(10\mathrm{c})$
















$g(x)$ $0$ Newton $n$
$\lim=\mathrm{f}\mathrm{l}\mathrm{o}\mathrm{o}\mathrm{r}(\log_{2}(n+1))+2$ (15)
$h(x)=f(x)-f(f_{p})$ (16a)






Picard Lagrange inversion formula 20 26 30
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