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INTERACTIONS 
Interactions publishes descriptive articles portraying the impact of computers on mathematics 
and its applications. Articles may deal with historical aspects of computer interactions, the 
state-of-the-art in computer usage, or predictions of the future influence of computers on the 
mathematical sciences. Emphasis will usually be placed on broad issues and general concerns 
although more technical papers describing interesting instances of the effect of computers in 
altering strategies in scientific and technological research are appropriate. In particular, articles 
describing the introduction of new mathematical techniques into scientific research made 
possible by means of modern computing technology are especially welcome, as well as papers 
describing the influence of the mathematical sciences on computer development. Highly 
technical survey papers, including those whose main purpose is the presentation of an 
annotated bibliography, are not appropriate for Interactions. Authors for this Department are 
requested to submit their manuscripts in triplicate directly to the Departmental Editor, Prof. 
R. B. Kelman, Computer Science Department, Colorado State University, Fort Collins, CO 80523, 
U.S.A. 
THE INFLUENCE OF COMPUTERS IN THE 
DEVELOPMENT OF NUMBER THEORY 
H. C. WILLIAMS 
Communicated by R. B. Kelman 
(Received August 1981) 
Abstract-The development of number theory has been greatly influenced by the use of large scale 
computing devices. This paper describes several different ways in which computers have aided in the 
growth of various branches of this subject. Some of the topics discussed are: factoring, primality testing, 
the Syracuse problem, Abel’s problem, diophantine equations, Fermat’s Last Theorem, the Twin Prime 
Conjecture, the Riemann Hypothesis, and some problems from algebraic number theory. A lengthy (but by 
no means complete) bibliography is also included. 
1. INTRODUCTION 
The development and continued refinement of large scale computing devices over the last 40 
years has had a profound effect upon almost all areas of number theory. This is largely due to 
the fact that many number theorists perceive and practise the subject as an experimental 
science. Also, because number theory usually deals with discrete quantities, experimental 
investigations are fairly easy to conduct. 
In order to obtain some understanding of how things seem to be going in any particular 
problem, a number theorist will often compute tables of numbers related to the problem. 
Frequently some of the numbers in these tables exhibit a sort of pattern and this may indicate 
how a possible hypothesis concerning the problem can be developed. If further calculations 
confirm this hypothesis, the number theorist has good reason to believe that he may have 
a theorem within his grasp. It is a peculiar aspect of the psychology of a mathematician that 
proving a result is often much easier when he believes strongly in its truth; thus a proof of such an 
hypothesis frequently follows. Indeed, the numbers in these tables often provide some sort of idea 
as to how a proof should proceed. The speed and power of modern computers makes this program 
of research feasible, even when (as is frequent) many extensive and tedious calculations have to be 
performed. 
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It should not be forgotten that it is necessary to develop dgorithms in order than the 
computer can calculate these tables of numbers. This process of inventing algorithms, in turn, 
leads to the development of more theory and further calculations. Thus, as Shanks[l] has 
observed, there is an interdependence of Ideas and Problems, Algorithms, and Tables as 
illustrated below. The addition of knowledge to any one of these areas inevitably leads to more 
results in the others. 
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Algorithms-as and Problems 
This is not, however, the only way in which computers can aid number theorists; for 
example, they have often been used to provide counter examples of conjectures. Also, in 
proving certain theorems it is necessary to use the machine to assist in dealing with a myriad 
of special cases. In fact, the computer has, on occasion, been used to provide the entire proof 
of some theorems. 
There is also a more subtle way in which the computer has aided in the development of 
number theory. This is simply the way in which it has caused us to look at some problems. For 
example, complexity theory, a branch of computer science, has made us reexamine such old 
problems as factoring and primality testing from a somewhat different point of view. A great 
deal of recent activity in the subject has come about as a result of this. 
It should not be forgotten that the mere existence of the computer often gives a researcher 
enough confidence to begin working on what may appear to be a very difficult problem; quite 
simply, it provides him with a place to start. Indeed, certain problems seem to be so difficult 
that much of what we know about them derives solely from work done on the machine. 
In this paper we will illustrate how these aspects of using the computer as an aid in number 
theoretic research have led to new results in several different branches of the subject. Because 
of the recent increase of interest in the problems of factoring and primality testing, much of 
what is discussed here will concern these problems. It should, however, be emphasized that a 
great deal of machine oriented work is being done in other areas of number theory. 
No attempt has been made in this paper to include any thing like a complete bibliography. 
Only the most recent papers concerning many of the topics discussed here are given references. 
The bibliographies in these papers, together with those in the cited survey articles, will provide 
the reader with a means of obtaining a more complete account of the existing literature. 
2.FACTORING 
Of all the problems in the theory of numbers to which computers have been applied, 
probably none has been influenced more than that of factoring. Because the problem is basic to 
the theory of numbers and so easily understood, it has always, ever since the time of the 
ancients, held an immense amount of appeal. In its simplest form, one simply wishes to know, 
given a composite integer N > 1, two integers a and b such that ab = N. There are really two 
problems here: one of them is the problem of determining whether or not such a pair a and b 
exists and the other is the problem of finding them. ‘The first of these problems, which we discuss 
in the next section, is the problem of testing N for primality. The second can only be solved 
when we know that N is not a prime. 
There is, of course, L simple algorithm for factoring an integer N. Simply trial divide each 
prime less than v\/N into N until one of them divides N. This algorithm is perfectly sound and 
for many mthematicians is perfectly adequate. But, if you attempt to use it on a number of even 
modest size, say 25 decimal digits, you will find that even a very fast computer will often 
require several days of CPU time to finish the problem. In 1967 Brillhart[73] described the 
difficulty of factoring a number of this size by using any method then available in the following 
statement: 
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“in general nothing but frustration can be expected to come from an attack on a number of 
25 or more digits, even with the speed of modern computers.” 
In the relatively short period of time which has elapsed since 1967 we have learned a great deal 
about factoring. Now, according to Wunderlich, any number of up to 46 digits can be routinely 
factored in no more than about 30 hr of CPU time. The progress which has been made on this 
problem has occurred largely because the capabilities of a computer allow the inventor of an 
algorithm considerably greater scope than he would have without it. 
In this section we will briefly describe some of the recent advances in the problem of 
factoring. For a more detailed discussion of this topic see Guy[2] and Knuth ([3], p. 364ff). 
Numbers of the forms F, = 2*” + 1 (Fermat numbers) and M, = 2” - 1 (Mersenne numbers) 
have had a profound effect on the development of factoring and primality testing techniques. 
This is because of their long history and their consequent use as a sort of informal bench mark 
for factoring techniques. As early as 1640 Fermat conjectured that every F,(n 2 1) is a prime. 
In 1729 this conjecture was shown to be false when Euler found that 641 is a divisor of Fs. In 
fact, no Fermat number beyond F4 is currently known to be a prime. The least Fermat number 
about which there is no knowledge concerning possible primality is F20. From the extensive use 
of computers we now know 73 composite Fermat numbers, the largest of which is F&4,5]. FE 
had been known to be a composite number since 1909 and until very recently was the only 
Fermat number less than F14 for which no factor was known. In 1980 Brent and Pollard[6] 
found that 
Fs = 1238926361552897 e P62, 
where P62 is a 62 digit prime. 
In the years between 1644 and 1647 Mersenne stated that the only prime values of M,, with 
n I 257 are those for which 
n = 2,3,5,7,13,17,19,31,67,127,257. 
There were several errors in this list and we now know that it should read 
n = 2,3,5,7, 13, 17, 19,31,61,89, 107, 127. 
In 1903 Cole factored the first composite number in Mersenne’s list. 
Mb7 = 193707721 .761838257287 
after taking “three years of Sundays” to complete the task. The second composite number on 
the list is MZ7. Kraitchik in 1922 and Lehmer in 1932 proved by hand calculation that this 
number is composite. Recently Penk and Baillie have succeeded in completely factoring MZs7. 
M257 = 535006138814359 . 1155685395246619182673033 . P39, 
where P39 is a 39 digit prime. 
These two spectacular factorizations of Fs and M 257 will form a large part of our discussion 
on factoring methods. Both of these numbers are 78 digits long but one should not be led into 
believing that we are able to factor any 78 digit number. The researchers were very lucky in 
finding these factorizations. We point out that M&13821503, a 51 digit number, has not yet 
been factored. 
The reader will notice that both Fs and MZZ7 were known to be composite long before any 
factors of these numbers were known. Often, even sophisticated mathematicians, wonder how 
a number can be known to be composite without a factor being known. To answer this we 
mention the following basic result of elementary number theory. 
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If N is a prime and g.c.d. (a, N) = 1, then 
aNel = 1 (mod N). 
Thus, if N is an integer and for some integer a such that g.c.d. (Nr Q) = 1, we find that (2.1) is 
false, we know N is composite without having any knowledge of a non-trivial factor of N. It 
seems that when N is large, however, the evaluation of aN-‘(mod N) might be a lengthy 
process. Actually, we can evaluate #(mod m) in O(log, n) operations. See ([3], p. 441ff.). 
Pollard[7] pointed out that if a composite number N has a prime factor p and 
i=l 
where qi(i = 1,2,3,. . . , k) are primes and 4p’ is bounded above by a fairly small number B,, then 
there is a simple algorithm which can be used to find p. Simply put 
where qiai I Bi and qia’+’ > Bi. We have p - 1 IR and ap-’ - l/ aR - 1 for g.c.d. (a, N) = 1. If we 
put G =g.c.d. (aR - 1, N), we often find that G =p. If G>p, we can usually find p by 
decreasing some of the ai values and repeating the above process. This simple idea was known 
to D. N. and D. H. Lehmer many years earlier but, because the work involved in calculating a’ 
seemed prohibitive (no computers), they did not publish it. The use of a computer, of course, 
overcomes this difficulty and the method has been found to be very effective. 
Pollard also discussed a second step of this procedure for use when 
p-1=&($+ 
i=l 
and s is less than a constant B2 > Bi. It was by using this technique with B1 = 6 . 10’ and 
Bt = lo7 that Baillie in 1980 found the factor (s here turned out to be 1050151) 
1155685395246619182673033 
of MZT7, completing the factorization process begun earlier by Penk (see below). 
Pollard [8] has also discussed a Monte Carlo method of factoring. This technique will usually 
find the smallest prime divisor p of N in O(V/p) operation. We chose a polynomial with integer 
coefficients f(x), an initial value x0, and define x,+i = f(xn). If f(x) behaves like a random 
function, we would expect that 
xzi = xi(mod p) 
for a value of j which is O(%‘p). Thus, we simply define x,+~ = f(x,J(mod N) and calculate 
G,=g.c.d.(x2,--xX,N) for r= 1,2,3,... 
until some G, > 1. In 1979 Penk used a quadratic polynomial of the form x2+ c for f(x) to 
obtain the factor 
535006138814359 
of MZ7. 
Brent and Pollard[6] have modified this idea. They give a heuristic argument which suggests 
that if p = 1 (mod m), then using f(x) = x”’ + c will reduce the number of steps (j value) by a 
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factor of ?‘(m - 1). Since it is known that any factor of F, must be of the form 2”+*k t 1, the 
number of steps necessary to find a factor of F, can be reduced by d/(2”+‘-- l), while the 
number of multiplications needed for each of these steps increases by a factor of only IZ t 3. By 
using this technique and only two hours of computer time, they were able to find the factor 
1238926361552897 
of Fs. 
The methods described above are not general purpose techniques for factoring but work 
only when a particular prime factor of N has certain characteristics. The most powerful general 
purpose factoring method known is still that of Morrison and Brillhart[9]. The method makes 
use of the simple observation that if x2 = y2 (mod N), then the g.c.d. (x - y, N) may be a 
non-trivial factor of N. In order to discuss this method we give a simple variant of it below. 
Put m = [d(N)] (largest integer less than v(N)) and 
rk=(m+k)2-N=m2-N+2km+k2=O(~(N)) 
for small k. In the Morrison-Brillhart version, instead of using Q, the quantity 
d(cN) = @o> aI, %?, . . . 3 ak-1, ok> 
is the continued fraction expansion of v(cN), c is a small multiplier, and 
0k = pk +  I/ 
Qk ’ 
Qk is used, where 
Let {qi 1 i = 1,2,3, . . . , s} be a set of small primes such that each qi can divide an expression 
of the form x2- N (that is, the Legendre symbol (N/qi) = 1). Keep all rk such that 
rk = (- l)PkO fi q/%8 
i=l 
(2.2) 
Let uki E Pki (mod 2), where ski = 0, 1 and 
vk = (UkO, Vkl, vk2. . . . , vks). 
If we put the matrix of all the vk’s so formed into row echelon form and find a dependency 
among them such that 
$I vk, = (to, 0, . . . , oh 
then II&r r+ must be a perfect square t2, say. Thus M2 = If;, (m t kj)2 = t* (mod N) and g.c.d. 
(A4 - t, N) may be a non-trivial factor of N. 
Dixon[lO] has shown that we can expect to factor N using this method in 
O(exp{Cr(log N log log N)“‘}) operations, where Cr = 3v(2). Pomerance (personal com- 
munication) can show that the value of Cr can be reduced to 2. 
There are many difficulties in implementing this idea. For example, what should s be for N of 
a given size and how many vk’s should be calculated before we can be reasonably sure that a 
factor will be found. Wunderlich[ll, 121 has used a computer to do a great deal of tuning of the 
Morrison-Brillhart version of this algorithm and has succeeded in giving some heuristic 
answers to these questions. (This is a case of using the computer to determine the best way to 
implement an algorithm). His results on running this technique on a large number of integers 
seem to suggest that the theoretical estimate above is much too high for numbers N in the range 
1013 < N < 1O4. 
The most expensive part of this algorithm is the large number of trial divisions necessary to 
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find (2.2). Schroeppel (unpublished) has suggested using the following scheme. Instead of rk use 
rkl = (m + k)(m + 1) - N = O(V/N) 
for small k and 1. Let lkl i K and IfI 5 L and for each fixed value of. k trial factor each rki by 
using a seiving process. This is much faster than trial dividing. The difficulty in using this idea is 
that instead of using vectors of length s + 1, we must use vectors of length 2K + 1 + 2L + 1 + s + 
1. This is because we will need an even number of occurrences of each distinct k and 1 value in 
order to make 
,Q (m + kj)(m + lj > a perfect square. 
Thus, if p;b, = (- 1) ‘lrrolI ;= 1 qjBk!i and uk/; s fik,i (mod 2) with t&/j = 0, 1, then Ukj = 
(O,O,O ,..., O,I,O,O ,... 0,O. . . I,O,O, V,&,,+l..~ &[s) where the position of the first I in- 
2K+l entries 2Lfl entries s+l entries 
dicates the value of k from among the 2K + 1 possible values and the second 1 indicates the 
value of I from among the 2L + 1 possible. In view of the size of these vectors we see that only 
a computer could be used to obtain and process all of these data. 
Schroeppel has a heuristic argument which suggests that this technique will require 
O(exp(log N log log N)“2) operations to factor N. The method has not been tested except for an 
unsuccessful attempt (3 years of work) by Schroeppel to factor Fs. It should be mentioned that 
Pomerance has recently devised a version of the earlier algorithm here in which the trial 
division difficulty can be overcome by seiving. 
We close this section by emphasizing that the problem of factoring is far from solved. 
Indeed, it is not even known whether the problem is computationally difficult or intractable (see 
Garey and Johnson[l3]). The presumed difficulty of solving this problem for large N has been 
used as a means of guaranteeing the security of several new public-key cryptosystems[lb16]. 
Fortunately, the development of these cryptosystems has stimulated a great deal of research in 
this area. Undoubtedly many new discoveries concerning this problem will be made in the next 
few years. 
3. PRIMALITYTESTING. 
Let d be any divisor of an integer m. If 15 d < m, we say that d is a proper divisor of m 
and we denote by s(m) the sum of all the proper divisors of m. For example s(28)= 
I + 2 t 4 t 7 + 14 = 28. If s(m) = m, we call m a perfect number. Such numbers have continued 
to be a source of fascination for some number theorists since the time of the early Greeks. 
Euclid was aware that if 
m = 2”-‘(2” - l), (3.1) 
then m is perfect whenever 2” - 1 is a prime. Much later Euler showed that if m is au even 
perfect number, it must have the form (3.1) with M, = 2” - I a prime. Since the time of Euler 
more time and effort has been spent on finding primes of the form M, than on any other. 
Thanks to recent work by Slowinski[l7] we currently know all the values of n up to 50000 for 
which n is a prime. In addition to those mentioned in section 2, these are: 
521,607, 1279,2203,2281,3217,4253,4423, 9689, 
9941,11213,19937,21701,23209,44497. 
Currently the largest known prime is M 46191, a I3395 digit number. In fact, since 1876, when 
Lucas determined the primality of Ml27 (confirmed later by Fauquembergue in 1914) the largest 
known prime has always been a Mersenne prime, except for a brief interregnum between June 
of 1951 and January of 1952. In this period Miller and Wheeler[l8] found the prime 934(21n- 
1) + 1 and later 180(2l” - 1)2 t 1. Also Ferrier [19] found, by hand calculation, that (2’&+ 1)/17 is 
a prime. This is probably the largest prime that will ever be identified without the use of a 
computer. 
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Incidentally, no odd perfect number is known and no one can prove whether or not any 
exist. Hag&[301 showed that if an odd perfect number exists, it must exceed 105’. He reduced 
the problem to 175 separate cases and then had to use a computer to show that any odd perfect 
number given by any of these cases had to be greater than 10”. The complete proof requires 83 
printed pages. 
Each prime M, with n > 127 was verified as such by a computer. The method was always 
the same-the Lucas-Lehmer test for the primality of M,,. 
Put TO = 4 and define 
Tk+r = Z’k2 - 2 (mod M,). 
M,, is a prime if and only if M, divides Tn_*. 
Since the numbers of elementary operations (single word adds, multiplies or divides) needed to 
multiply or divide two large integers of about d words in length is O(d*), we see that the number 
of such operations needed to perform this test is O((log MJ3). 
There are many other forms of numbers for which similar tests of primality exist; however, 
it would be a great mistake to think that we can verify the primality of any prime integer by 
tests as fast as these. Actually the problem of primality testing some numbers of only 100 digits 
can take longer than the amount of time needed to verify the primality of Mww. Nevertheless, 
it is safe to say that there has been more accomplished in the theory and practice of primality 
testing in the last 10 years than in all the time preceding this decade. There can be no doubt that 
the main stimulus in this research has been the availability of computers. With these tools 
researchers now have much greater freedom in formulating and testing their ideas than ever 
before. 
In this section we give a short discussion of some of the more recently developed methods 
of primality testing. For more information the reader should consult the survey articles of 
Williams [21], Lenstra[22] and Pomerance [23]. 
If (2.1) is false for some a with g.c.d. (a, N) = 1, we know that N is composite. It is not true, 
however, that N is a prime when (2.1) is true. For example, we have 
2340 = 1 (mod 341) 
and 341= 11.31. A composite integer N such that 
bN-’ = 1 (mod N) 
is called a base b pseudoprime or b-pseudoprime. For any given b there exists an infinitude of 
b-pseudoprimes. Thus, it is not possible to use (2.1) to prove that N is a prime. It might be 
suggested that we use more than one base in (2.1) to test N for primality; however, there exist 
composite integers N such that for all b such that (N, b) = 1, N is a base-b pseudoprime. Such 
numbers are called Carmichael numbers or absolute pseudoprimes. The numbers 561= 
3 . 11 - 17 and 1729 = 7. 13 - 19 are examples of such numbers. It is not known whether or not 
there exists an infinitude of Carmichael numbers. As a result of some heuristic arguments and a 
great deal of computer work, Pomerance, Selfridge and WagstaIf[24] have suggested that if 
C(x) is the number of Carmichael numbers less than x, then 
C(x) = x - exp(- log x(1 + log log log x)/log log x). 
Their table of Carmichael numbers up to 25 x lo9 supports this estimate. We also mention that 
by using a computer Wagstaff[25] has found a 321 digit Carmichael number. 
To overcome the difficulty caused by the existence of an infinitude of b-pseudoprimes and 
the likelihood that there exists an infinitude of Carmichael numbers, we can use a different type 
of pseudoprime called a strong pseudoprime. This type of number was originally described in a 
different form by Miller. A strong b-pseudoprime is an odd composite integer N such that if 
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b’=l(modN) 
or 
b’*’ = - 1 (mod N) (3.3) 
for some I such that 0 5 r < s. By searching for all the strong 2-pseudoprimes in the interval 
between 3 and 25 x 109, Pomerance, Selfridge and Wagstaff [24] found that 
S = 151.751.28351= 3215031751 
is the least integer which is a strong b-pseudoprime for b = 2,3,5,7 and the only such number 
less than 25 x 10’. This provides us with a simple test for the primality of any odd integer N less 
than 25 x 10’. We simply verify that N is a strong b-pseudoprime for b = 2,3,5,7. If it is and 
N# S, then N is a prime; otherwise, N is composite. 
There exists an infinitude of strong b-pseudoprimes for any given b but Rabin[261 has 
shown that no odd composite integer N is a strong b pseudoprime to more than a of the bases 
which are less than N. In fact, if a form (GRH) of the extended Riemann Hypothesis is 
assumed, there must be a b < 7O(log N)’ such that any odd composite N is not a strong b 
pseudoprime for this value of b. 
We now have the basis of two types of primality “test”. One can, as suggested by Rabin, 
determine that N is a strong b-pseudoprime for k randomly selected bases. If it is not a strong 
pseudoprime for one of these bases, then N is certainly composite; if it is for each of them, 
then the probability that if we are wrong in declaring N a prime is less than (8”. One can also 
use Miller’s idea of verifying that N is a strong b pseudoprime for all b < 7O(log N)*. If it is not, 
then N is composite; if it is, then, provided the GRH is true, N is a prime. 
Neither of these methods gives us a proof of primality. The second comes closer than the 
first in that it would be a proof if the GRH were ever proved to be correct. The problem is that 
the proof of the GRH or even that of the ordinary Riemann Hypothesis appears to be very 
difficult. It may be that it isn’t even true. No one knows. 
The first of these “tests” needs a somewhat longer discussion. This is one area where the 
effect of the computer on number theory could be regarded as negative. The point has been 
made (see [3], p. 379 and Kolata[27]) that since no computer and certainly no human being is 
completely reliable, there is a small probability that, even if the algorithm for verifying the 
primality of some integer is mathematically correct, some error will creep into the process by 
which the method is carried out for that integer. If, as is very likely, this probability is less than 
1 in 1015 (lo-l5 < 4-25), the question is: do we really need a rigorous proof of primality? Why not 
use Rabin’s test with k = 25 and declare that this is really the best we can ever do? 
Let us clear the ground here by pointing out that people who have spent a good deal of their 
academic lives developing, implementing, and testing algorithms for proving primality always 
start the process by performing a simple b-pseudoprime test or strong pseudoprime test. If the 
integer being tested satisfies this test, they “know in their heart” that the number is prime. This 
is simply because their experience has been that no large integer (>20 digits) which has arisen 
in the course of their work ever passes such a test without turning out to be a prime. They do 
not, therefore, bother with 24 more such tests; instead, because a short mathematically rigorous 
proof of the primality of N exists when N is a prime (see Pratt[28]), the next problem is to find 
such a proof. This is what the subject is actually about. There is no real “practical” purpose in 
proving a number prime; the whole point of the exercise is to learn more about the integers. 
Therefore, to a number theorist, the argument advanced above seems counterproductive. 
The rigorous methods by which numbers are proved prime today owe much of their origin 
to a result of Pocklington in 1914. This idea has been refined by Lehmer over many years and in 
1975 he, together with Brillhart and Selfridge[29], published a very important paper on the 
subject. Typical of the kind of result to be found in this paper is the following primality test. 
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Tables of these values of m are given in [31]; for example, if 2.5 x 1O43 < N ~5 x IO@, then 
?n = 6. Notice that even for large values of N, the value of m is quite small. 
Suppose r is any prime divisor of N. Let gi be any fixed primitive root of qr and let 
1j = ind&) be the least integer such that g$ = r(mod Q). The method consists of finding the 
possible values of 
/3ij s Ii(mod pi) (i = 1,2,3, . ~ . ) m; j = 1,2,3, . . . , k) (3.5) 
If we have a possible set of 
by the Chinese remainder 
computer time. Thus, 
values of pij, we can find, in view of (3.4), the values of 
Ai = &(mod Q - 1) 
theorem, a process which is very simple and takes very little 
r c rj E qp(mod qj) (j = 1,2,3, . . . , k). 
By using the Chinese remainder theorem again we can find s such that 
where s < Ilf=i Q. If s is not a divisor of N, then r > d(N). If all possible values of p found in 
this function exceed v(N), then N must be a prime. 
The difficulty in using this method lies in determining the fiij in (3.5). This requires the 
evaluation of mock residue symbols in various cyclotomic number fields. This procedure is 
rather complicated, and therefore takes considerable time and effort to implement on a 
computer. It is also the part of the algorithm which takes up most of the execution time. 
However, the authors show that, if N > 100 and T(N) is the number of elementary operations 
needed to prove primality by their technique, there exists a positive, absolute, effectively 
computable constant c such that 
T(N) <(log N)C1Og’og’ogN 
and this is best possible. That is, there exists a positive, absolute, effectively computable 
constant c’ such that 
T(N) > (log N)C”og’og’ogN 
This is a very remarkable result and, since log log log N increases so slowly, it gives us some 
hope that perhaps a deterministic technique for primality testing that for any N runs in 
O((log N)“) operations (like the Lucas-Lehmer test for M,) will some day be discovered. Of 
course, if the GRH were ever established, we would have such an algorithm with c = 5. We also 
point out that, while the algorithm was not originally envisioned as a “practical” method to be 
implemented and used for prime testing, it seems that this might actually be possible. The 
author has been informed that W. Dubuque of M.I.T. has implemented the algorithm on the 
MACSYMA system and it required 54 hr to establish the primality of P62. This, in view of the 4 
minutes mentioned above, may seem slow but, since the method finds possible residue classes 
to which a prime divisor of N must belong and so do the N i 1, N*+ 1, N2t N + 1 methods 
and the moduli for these techniques are different, it is possible to combine all of these methods 
into one. Further, it may be possible to make refinements to the existing algorithm to increase 
its speed. There is much promise for research here and in the near future we may see 100 or 200 
digit numbers being handled by a computer in a matter of an hour or so. 
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4. OTHER PROBLEMS IN ELEMENTARY NUMBER THEORY 
In this section we describe several different ways in which the computer has been used to 
assist in the solution of problems arising in elementary number theory. 
In 1960 Sierpinski (see Baillie, Cormack and Williams[32] for references) showed that there 
exist odd values of k such that k2” + 1 is never a prime for any value of n 2 1 and posed the 
problem of finding the least such k, which we denote by ko. Two years later Selfridge 
discovered that one of the primes 3, 5, 7, 13, 18, 37 or 73 always divides 78557.2” + 1; thus, 
ko I 78557. It may well be that k. = 78557; there certainly does not appear to be a smaller likely 
candidate. By using a computer it was found that there are only 120 possible values for k. 
between 3061 and 78557 and none less that 3061. Further use of a computer would undoubtedly 
eliminate many of these. Indeed, this seems to be the kind of problem that will only be settled 
by using a computer. To see why this is so, we mention that the least value of n 2 1 such that 
2897 - 2” + 1 is a prime is 9715. The number of operations which have to be performed just to 
show that 2897 . 29715 + 1 is a prime is well beyond the ability of any human being. 
Let p be any prime of the form 6k + 1 and consider the numbers 
l3 23 33 , , ,.**, (P - u3. 
When these numbers are reduced modulo p, there will be only 2k of them that are distinct. 
These numbers are called the cubic residues of p. If the cubic residues of 97 are arranged in 
ascending order, we find that they begin with 
1,8, 12, 18, 19,20,22,27,28,20,. . . 
Note that for p = 97, we have a set of 3 consecutive cubic residues 18, 19, 20. 
It has been known since 1929 that all sufficiently large primes have 3 consecutive cubic 
residues but only by using a computer were the Lehmers, Mills and Selfridge[33] able to show 
that, except for 7, 13, 19, 31, 37,43, 61, 67,79, 127,283, every prime of the form 6k + 1 has a set 
of 3 consecutive cubic residues. Further, the first element of this set never exceeds 23532 and 
there exists an infinitude of primes for which this is the least number in such a set. It is amazing 
that all of these results were proved by using computer techniques almost exclusively. In fact, 
this kind of mathematical theorem seems to be completely impossible to obtain without using a 
computer. 
In section 2 we mentioned that if p is a prime and p does not divide a, then 
ap-’ = 1 (mod p). 
In 1828 Abel asked whether there existed values of a and p such that 
(4.1) 
ape1 = 1 (mod p’). (4.2) 
We now know that such values of a and p exist. For example, when a = 2, two values of p are 
known, 1093 and 3511. By using a computer Brillhart, Tonascia and Weinberger[34] and 
Lehmer[35] have shown that, if another such p exists, it must exceed 6 X 109. It seems by 
heuristic reasoning that for every a there should be a p such that (4.2) holds, but this seems 
very difficult to prove. The only results we seem to have concerning this are those obtained by 
computer [34]. 
In connection with this problem we mention a problem first posed by Wa111361. The 
Fibonacci numbers fo, fl, fo, .. . fn are defined by f. = 0, fl = 1 and f,,,+, = fm +f,,-r (m = 
1,2,3,. . .). It is well known that if p is a prime and p# 2,5, then fPm6 =O (modp), where e = 1 
when p = + 1 (mod 5) and E = - 1 otherwise. Wall’s problem is to find a p such that 
fPmE = 0 (mod p*). 
Again, the only information we have concerning this problem comes from use of the computer. 
86 H. c. WlLLrkWs 
There is no such p < 109. This seems a long way to go without finding such a p and there may 
not be any such p. If, however, we examine the Pell sequence {U,} given by U0 = 0, U1 = 1 and 
u ,,,+i = 2U, + Um-ir we find that U,-, = 0 (mod p), where E = 1 when p = t 1 (mod 8) and 
E = - 1 when p = 2 3 (mod 8). Here, by using a computer, we find that U,_, = 0 (mod p’) for 
p = 13, 31 and 1546463 and these are the only primes less than 10’ for which this is so. 
The next two problems which we will discuss in this section involve iteration of functions. 
We will use the notation f”‘(x) to denote f(x) for some function f being considered and we use 
f’““‘(x) to present f(f’“‘(x)). Number theoretic problems involving iteration of functions 
often tend to be very difficult. Computer results aid considerably in maintaining interest in these 
problems. 
In 1931 Collatz posed the following problem. We define f(n) as follows: 
f(n) = {;:n” + 1)/2 
n even 
n odd. 
Show that for any integer n there exists an integer k such that fck’(n) = 1. This now notorious 
problem is often called the Syracuse Problem. Some partial results concerning it have been 
obtained by Terras[37], Everett, Crandall[38] and Steiner [39], but it seems hopeless to expect a 
proof of the result itself at present. Fraenkel has verified by machine that the result is true for 
all n ~2~‘. Undoubtedly the result is true in general and as long as computations such as this 
confirm its truth, people will continue to work on it. 
Probably the best known iteration problem in number theory is the Catalan-Dickson 
Conjecture (see Guy[40] for references.) If we defined s(n) as in section 3, we note that we 
have s(*)(n) = n for perfect numbers and sc2’(n) = n for amicable pairs like n = 220 and 
s”‘(n) = 284. (Incidentally, the largest known pair of amicable numbers was found by te 
Reile[41] by using a computer). Also, it is possible to have s@)(n) = n for other values of c like 
4, 5 and 28. (No other values for c are known) the 19 known values of n such that c = 4 were 
found recently by using computer methods. The Dickson-Catalan Conjecture, first posed in an 
incomplete form by Catalan in 1887, states that for any n there exists a value of k such that 
either dk)(n) = 1 or s(‘)(n) is a member of a cycle; that is, dktc)(n) = dk’(n) for some c. The 
proof of this conjecture appears to be very difficult indeed. For example the smallest number 
for which it has not been verified is 276. It has been taken to 433 steps in the iteration process 
and ~‘~~~‘(276) is a 40 digit number. However, the number 702 went to 300 steps before 
~‘~~‘(702) = 1 and the number 2058 went 433 steps before s “4421(2058) = 1. The largest number in 
the first set of iterations is 23 digits long and in the second is 25 digits. All of these results were 
discovered by means of a computer. In fact, the computational experience gained on this 
problem together with other evidence seems to indicate that the conjecture is probably false. In 
spite of this, however, the conjecture seems so difficult that it may never be refuted. The 
computations are continuing. 
We conclude this section by describing a question which has been answered by means of a 
computer. The Mobius functions p(n) can be defined by ~(1) = 1, p(p) = - 1, p(pn) = 0 for 
n > 1; and p(rs) = p(r)p(s). Here p is any prime and r and s are coprime integers. Merten’s 
function is given by 
M(x) = $, CL(n). 
Von Sterneck conjectured in 1897 that 
for all n > 200. By making use of a computer Neubauer showed that M(7.76 x 109) = 
47465 > d/(7 .76 x 104/2; thus, the conjecture is false. Later Cohen[69] found that 7725038629 
is the least integer which violates this conjecture. This result was also obtained by a 
computer. 
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5. DIOPHANTINE EQUATIONS 
Let f(xi, x2, x3,. . . x,) be a function of II variables, x1, x2, x3,. . . ,x,. We call 
f(v,, u2, 213,. . . > V”) = 0 (5.1) 
a diophantine equation when we constrain the values of ~1, v2, v3,. . . , v,, which satisfy (5.1) to 
be either integers or rationals. 
Computers have begun to be very useful for solving these types of problems. The most 
simple application consists simply of searching for solutions of (5.1). For example, 
Wunderlich[42] showed by means of a computer search that no Fibonacci number f,, is a 
perfect square if 12 < n 5 106. Later Cohn[43] proved that this was true for all n > 12. It has 
also been shown by computer search that no fn is a triangular number for 10 < n 5 106. That is, 
for n in this range there is no integer m such that 2f,, = m(m + 1). After this search had been 
conducted, Steiner [44] proved that f2k is triangular for k = 0, 2,4, 5 only. It remains to prove, as 
seems likely from the computational evidence, that f2k_1 is never a triangular number when 
k>l. 
The work of Baker has led to some very important developments in the theory of 
diophantine equations. He has shown that if one has an inequality of the form 
]bllog~i+b210ga2t~~~tb~log~~~<e-SH, (5.2) 
where al, (Ye, (Ye,. . . , (Yk are explicit algebraic numbers, 6 < 0 is an explicit rational number and 
b,, b2, b3,. . . , bk are unknown integers, H = max{lb& Ib2(, . . . , \bkl}, then H < lo”, where c can 
be easily evaluated and is sometimes not very large; for example, for many problems c < 100. 
Many diophantine problems can be reduced to an inequality of the form (5.2). For example, 
consider the problem of the four numbers 1, 3, 8, 120. The product of any two of them 
increased by 1 is a perfect square. Does there exist any other integer which can replace 120? 
Baker and Davenport[45] showed that if any such number N exists, then N = x2- 1, where 
2x = J$$ (2 t d(3))” t vqjg (2 t V\/(3))_” 
and, by using the above result with k = 3, they showed that m < 10a7. Thus, there are only a 
finite number of possible values of N. Actually, there are none. To show that this is the case it 
was necessary to evaluate several numbers to 600 decimals and then find their simple continued 
fraction expansion. This is where the computer proved to be indispensable. Later, 
Grinstead[46] described another variant of this technique which must also make .use of a 
computer. Ellison[70] has extended the ideas in [45] to show how the computer can be used to 
solve diophantine problems that can be reduced to (5.2) with k = 2,3 or 4. We also mention that 
Steiner[39] used Baker’s method and a computer to prove a result concerning the Syracuse 
problem mentioned in Section 4. 
A representation problem is one in which we are asked whether some integer or integers 
can be represented by a certain form involving integers. For example, it is well known that any 
integer can be represented by a sum of at most four perfect squares. The number 128 is the 
least integer which can not be written as a sum of any number of distinct squares. Dressler and 
Parker[47] showed, by making use of a computer, that 12758 is the least integer which cannot 
be represented as a sum of distinct cubes. The most famous representation problem is the 
Waring problem. We are to determine the least integer g(k), k a positive integer, such that 
every positive integer is the sum of g(k) kth powers of non-zero integers, i.e. g(2) = 4. It is a 
conjecture that g(k) = I(k), where I(k) = 2k -g - 2 and g is the largest integer less than (3/2)k. 
At present g(4) is unknown but all other values of g(k) for k I 200000 are known and 
g(k) = I(k) for all of them. The determination of the values of g(k) for 401 I k 5 200000 was 
done by Stemmler[48] on a computer. On examining the distribution of the fractional parts of 
(3/2)k for k in this range, she was able to conclude that it seems very unlikely that a counter 
example to the conjecture will ever by found. Shanks ([49), p. 238) has pointed out that 
continuing developments of Baker’s methods may result in a proof of this conjecture for all 
k > 200000. 
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The last problem that we will discuss here is the most famous in number theory, Fermat’s 
Last Theorem: if n > 2, theie are no integers x, y, 2 with xyz+ 0 such that x” 3 y” = Y’. This 
“‘theorem” is still unproved and the lengthy history of attempting to provide a proof can be 
found in Edwards[50]. There are methods which can be applied to the problem for any given 
value of n. These are rather complicated and require a great deal of careful calculation. By an 
immense amount of computer work WagstafI [Sl] has succeeded in showing that the “theorem” 
is true for all n % 125000. Related to this problem is the conjecture of Euler: at least k positive 
kth powers are required to sum to a kth power except for the trivial case of one kth power. 
This conjecture was proved false by Lander and Parkin[52]. By conducting a computer search 
they found that 
275 + 84’ + 110’ + 1335 = 144j. 
Euler’s conjecture may, however, be true for k = 4. 
6. ANALYTICNUMBERTHEORY. 
In this area of number theory the computer has been used mainly as a means of searching 
for or verifying the existence of certain phenomena. It has also been used to strenghten some 
known results. We will give a brief discussion of some of the computational work performed in 
this area. We refer the reader to Shanks [49] for further information and references. 
Let both p and p t 2 be primes. We call such a pair of primes a set of twin primes. Since 
1849 it has been conjectured that there exists an infinitude of sets of twin primes. Hardy and 
Littlewood have given a stronger version of this conjecture, namely: 
If P(n) is the number of sets of twin primes with each prime in the set less than n, then 
Here C = .6601618158 to 10 decimals. (It is given to 42 decimals by Wrench[42]). 
Brent[54] used a computer to search for all the twin primes up to 10” and found 224376048 sets 
of twins. Further, his data support the Hardy-Littlewood conjecture. 
Brun showed that 
B =1+1+1+I+I+L+L+l+. . . )  
3 5 5 7 11 13 17 14 
where the sum is taken over all the twin primes, converges. By using his calculations and 
assuming the truth of the Hardy-Littlewood conjecture, Brent has estimated B = 
1.9021604+ 5 x lo-‘. We also remark that some very large twin primes have been found by 
using the computer. Recently Atkin and Richert[55] found the largest known pair 
1024803780 e 2%” i: 1. 
There are numbers of over 1000 decimal digits. 
In 1742 Goldbach made his famous conjecture that every even integer greater than 4 could 
be written as the sum of two primes. This conjecture is still unproved but it has been verified by 
Stein and Stein for all even numbers up to 108. 
Another very difficult problem in number theory concerns the distribution of primes of the 
form x2+ 1. It is not known whether or not an infinitude of such primes exists. Again, Hardy 
and Littlewood have a conjecture: 
If Q(n) is the number of primes of the form x2 t 1 for 15 x i n, then 
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Wunderlich has computed Q(n) up to n = 14 x lo6 (Q(14 x 106) = 624535) and finds excellent 
agreement with this conjecture. 
Without doubt the problem in all of number theory for which a solution is most desired is 
that of the Riemann Hypothesis. Let s = (T + it be a complex variable and define the Riemann 
Zeta Function by 
when u > 1 and by analytic continuation for u I 1, s# 1. Now b(s) = 0 whenever s is the 
negative of an even integer and all other zeros of the function lie in the critical strip defined by 
0 < u < 1. The Riemann Hypothesis asserts that these zeros must have u = f. The importance of 
this problem and the impact that the computer has had on the investigation of it is described by 
Edwards[56]. We mention here that Brent[57] has used a computer to calculate 75000000 zeros 
of l(s) in the critical strip and found that each has u = 4. He has since gone a good deal further 
and is beyond 146000000 zeros at this writing. Needless to say each has u = 4. 
The determination of all zeros of f(s) in a certain region of the complex plane leads to 
improvements in estimates of certain number theoretic functions. For example, Rosser and 
Schoenfeld[58] have used the knowledge that the first 3,502,500 zeros c(s) lie on the line u = 1 
to extend the known zero free region of l(s) in the complex plane. From the result they were 
able to establish results like 
e(x) < 1.001102x (x > 0) and 
(3(x) > .998684x for all x 2 1319007. 
Here f3(x) is the logarithm of the product of all the primes not exceeding x. They also point out 
that if a(x) is the number of primes not exceeding x, then their results permit the deduction that 
a(2x) <2n(x) for all x > 11. In a later paper Schoenfeld[59] sharpended some of these bounds 
and with the aid of some computations by Brent[60] was able to show that there is always a 
prime in the open interval (x, x +x/16597) for all x z 2010760. 
No doubt further refinements of these results will come about through Brent’s more 
extensive calculations of the zeros of c(s). 
If for a in (4.1) there is no positive t <p - 1 such that a’ = 1 (mod p), we call a a primitive 
root of p. Since primitive roots can be used to generate the multiplicative group of non-zero 
residues modulo p, they are very important in number theory. Artin has conjectured that every 
integer a+ 0, -1 or a perfect square is a primitive root for infinitely many primes. A stronger 
form of this conjecture due to Heilbronn states that if va(n) is the number of primes 5 II for 
which a is a primitive root, then 
where A(= 0.3739558136 to ten decimals) is a constant called Artin’s constant and f(a) is a 
rational number which can be easily calculated for any a. For example, when Ial is a prime and 
a = 3(mod 4) or a = 2, then f(a) = - 1; also, if Ial is a prime and a = l(mod 4), then f(a) = 
1 t (la12- (al t 1)-l. 
Hooley has shown that this conjecture is true if one assumes the truth of the Riemann 
Hypothesis for certain Dedekind zeta functions. Baillie has computed u,(n) and A!(a)+) for 
all n 5 33 * 10” and all Ia] I 13. In his review of Baillie’s table Shanks noted that 
for all n and a in the above range. Hooley’s error term is much larger; hence, these 
computations seem to suggest that it may be possible to reduce Hooley’s error term. 
7. ALGEBRAIC NUMBER THEORY 
The basic ideas of most areas of number theory are rather easily understood by anyone with 
even a modest mathematical background; however, algebraic number theory is a much more 
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technical branch (many would say it is the trunk) of the subject. In order, therefore, to explain 
the effect of the computer on this subject, it is first necessary to give a short account of some of 
the fundamental concepts. 
Let F be any field. We say that 
p(x) = aoxn t a,xn-I i I o . + a,, 
where Cli E F (i = 0, 1,2,3, . . . , n), a0 # 0 is a polynomial of degree n over F. We denote by 
F[x] the set of all polynomials over F. Let 0 be a zero of polynomial p(x) E F[x], where p(x) is 
a polynomial of minimal degree such that p(B) = 0. The set of all numbers of the form 
where q(x), r(x) E F[x] and r(0) # 0 is also a field. We denote this field by F(8) and call it the 
field formed by adjoining 6 to F. We also use F(&, &, &, , . . , Ok) to represent the field formed 
by adjoining or, then &, then 03, up to &. If F = Q, the set of rational numbers, we say that 
Q(er, 82,039. . . > ~9~) is an algebraic number field. In fact, there exists a single algebraic number 
0 E Q(&, 02, 03,. . . , Ok) such that Q(6) = Q(&, e2, 03,. . . , Ok). 
If K is any algebraic number field, we define the algebraic integers of K to be those Q E M 
such that CY is a zero of manic polynomial with integer coefficients. The set of all these algebraic 
integers of K = Q(0) forms a ring denoted by Q[el. If a, /3 E Q[e], we say that (Y divides p if 
there exists some y E Q[0] such that a = By. With these ideas of an algebraic integer and 
divisibility, we have the basis of a number theory for Q(e), called algebraic number theory. 
Because of the difficulty in performing calculations in algebraic number fields, the use of 
computers in investigating this abstract subject has increased considerably over the last 20 
years. At present there is an enormous amount of activity in this area. As a result of this work 
many algorithms have been invented or improved and extensive computations have been 
performed. In this all too brief section we will discuss only a few of the many recent 
developments in algebraic number theory which have come about from the use of computers. 
Much more information is available in the survey work of Zimmer[61], Shanks[l] and 
Bue11[62]. 
On investigating the properties of an algebraic number field Q(0), it is often necessary to 
determine those elements of Q[6] which are divisors of 1. These special algebraic integers are 
called the units of Q(0) and the problem of finding them can be very difficult. Several 
algorithms for doing this which can be implemented on a computer have been described; see 
for example, Steiner[721, Pohst and Zassenhaus[631, and Pohst[64]. For simplicity and brevity 
we shall restrict our remarks to fields of the type Q(‘/(D)), where 1= 2 or 3 and D is an integer 
which is not divisible by a perfect lth power. When I = 2 and D < 0 there are only a finite 
number of units in Q(v(D)) and these are all known. In the other cases (1= 2 and D > 0 or 
1= 3) any unit of Q(v(D)) has the form ? eon, where n is an integer and e. is a special unit 
called the fundamental unit. Also, R, the regulator of Q(v(D)) is defined to be llog ~~1. The 
discriminant d of Q(d(D)) is given by 
DwhenDzl(mod4) 
40 otherwise. 
It has been known for many years how EO for Q(v(D)) (1= 2,3) can be calculated. But only 
with the advent of fast computers has it become possible to analyze and improve these 
algorithms. Williams and Buhr[65] showed how the usual continued fraction algorithm could be 
improved for calculating R. They also determine R for each Q(g(D)) with D < 106. Shanks1661 
has devised a fast method for finding R when D is very large. The calculation of R for 
Q(q(D)) is much more difficult. By running Voronoi’s algorithm for solving this problem it was 
again possible to discover how the algorithm could be improved. As is described in 
Williams[l6] it is now possible to find R for values of D ^- 2 X lo5 or larger. Recently, Atkin[67] 
has devised a method for finding R, which appears to be very fast. He is still in the process of 
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refining his technique. It must be stressed that the computer has been found to be an absolutely 
essential part of this kind of research. It is difficult to improve an algorithm until one gets the 
“feel” of it. In the kind of problem we are discussing here this can only be achieved by 
examining the results of a large number of tedious computations, computations that the 
computer performs quickly, accurately, and with no complaint. 
If E is a unit of Q(e) and (Y = ??p, where a, p E Q[@, we say that (Y and p are associates. We 
also say that P E Q[e] is a prime if it is not a unit and has no divisors in Q[e] other than its 
associates and units. Just as in elementary number theory we have the result that each non unit 
element (Y of Q[e] can be represented as a finite product of primes. A significant difference 
between elementary number theory and algebraic number theory is that this representation of (Y 
as a product of primes in Q[e] need not be unique. It is, of course, of great interest to 
determine when a particular Q(0) enjoys the property of unique factorization for each non-unit 
(Y E Q[e]. In order to discuss this problem we introduce the notion of an ideal. 
Let aI, (Ye, (Ye,. . . , a, be a fixed set of elements of Q[e]. The ideal A = [aI, (Ye, (Ye,. . . , a,] of 
Q[e] is defined to be the set of all elements of Q[e] of the form hicur + h2a2 + h3a3 + - . . + ~“a,, 
where A,, A2, A3,. . . , A, E Q[e]. If A = [cy], we say that A is a principal ideal. If A = 
[(YI, (3, u3, *. * I 4 and 13 = [PI, 132, P3,. . . , Pm1 are ideals of Q[0]. We define their product AB 
to be the ideal [oh, Gh, a&, . . . , (YIP,,,, &, W32,. . . , &,J of Q[61. 
The ideals A and B of Q[e] are equivalent if there are non-zero elements y, S E Q[e] such 
that [y]A = [SIB. Since this is a true equivalence relation, it partitions the set of all ideals of 
Q[e] into distinct equivalence classes. The number h of these is called the class number of 
Q(0). In fact, these classes form an abelian group under ideal multiplication, called the class 
group of Q(0). Buell has used a computer to determine the class group for each of the 1215854 
imaginary quadratic fields Q(q(D))(D < 0) with IdI < 4 x 106. As a result of this he was able to 
discover a number of very interesting quadratic fields. 
Every ideal of Q[e] is a principal ideal, i.e. h = 1, if and only if Q(0) possesses the property 
of unique factorization. It is well known that when D < 0, there are only nine values of D such 
that Q(d(D)) has h = 1. One of the important outstanding problems in algebraic number theory 
is whether there exists an infmitude of algebraic number fields with class number one. 
When D > 0, we have a simple relationship 
v(d)L( 1, x) = 2hR 
connecting the class number h, the regulator R and a certain function L(s,x), called the 
Dirichlet L-function, evaluated at s = 1. This result can be generalized to any algebraic number 
field. Thus, if we can estimate L(1, x) and find R, we are able, because h must be an integer, to 
calculate h. Unfortunately, we do not get any information about the class group structure apart 
from what we can deduce from the value of h. By using this idea Daniel Shanks and the author 
have found h for each Q(d(p)), p a prime, p = 1 (mod 4) and p < 10’. We have also found the 
class number for each Q(v(p)), where p is a prime, p = m2 - 8 and m < 106. Also, Atkin has 
computed the class numbers and class groups for all Q(v(D)) (D >O) with d ~4 - 106. The 
percentage of these fields with h = 1 is decreasing very slowly. So slowly, in fact, that it would 
be very surprising indeed if there were not an infinitude of Q(q(D)) with h = 1. 
All of the cubic fields Q&(D)) with IDI < 200000 and h = 1 have also been tabulated (see 
[16] and [68]). Again, it appears from these computations that the number of such fields is 
infinite. Actually, it appears [68] that for fields Q(v(r)), where r is a prime and r = 17(mod 18), 
we have h = 1 with an asymptotic density of about 60%. When one realizes that the regulator of 
Q(v(199109)) is 455713.75 (134645 steps of an abbreviated form of Voronoi’s algorithm are 
needed to compute this), it is clear that the calculations required to obtain these results can only 
be performed by a computer. 
Since we began this paper with a discussion of factoring in the set of integers Z, it seems 
appropriate to draw it to a close with this discussion of factoring in Q[e]. The reader should 
not, however, form the impression that we have even begun to give an adequate description of 
the number of different problems of algebraic number theory in which the computer has played 
some part. 
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8. CONCLUSION 
This paper has become much longer than I had originally anticipated and yet I find that I 
have omitted a great deal of information that I would have liked to include. The reader by now 
will certainly see that the role of the computer in all areas of number theory is increasing very 
rapidly. Indeed, the realization that this paper will very soon be out of date is a rather 
melancholy aspect of writing it. Nevertheless, it is my hope that the continuing development 
and growth of this subject will soon cause that event to occur. 
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