This paper suggests five measures of association between two random vectors X = (X 1 , . . . , X p ) and Y = (Y 1 , . . . , Y q ). They are copula based and therefore invariant with respect to the marginal distributions of the components X i and Y j . The measures capture positive as well as negative association of X and Y. In case p = q = 1 they reduce to Spearman's rho. Various properties of these new measures are investigated. Nonparametric estimators, based on ranks, for the measures are derived and their small sample behavior is investigated by simulation. The measures are applied to characterise strength and direction of association of bond and stock indices of five countries over time.
Introduction
Association of two random variables X and Y has been thoroughly investigated in the statistical literature but much less work concerns association of two random vectors X = (X 1 , . . . , X p ) and Y = (Y 1 , . . . , Y q ). In the classical statistical framework of multivariate normality and linear correlation the theory of canonical correlation (see Hotelling (1936) ) and the socalled RV coefficient (see Escoufier (1973) and Robert and Escoufier (1976) ) are well known and often applied, in particular in the natural sciences.
The focus of our application, however, is financial data which is notoriously non-normal. It has further been pointed out (see Embrechts et al. (2002) ) that linear correlation might be inappropriate to measure the strength of association of financial data. Finally the above mentioned measures are not capable of distinguishing between positive and negative association which is a must in dealing with financial data.
The recently introduced distance correlation (see Székely et al. (2007) and Székely and Rizzo (2009) ) suffers from similar weaknesses. Further it depends on the marginal distributions of X and Y and requires moment restrictions. This should be considered as a disadvantage in application to financial data (see again Embrechts et al. (2002) and Rémillard (2009) ) .
The increasing use of copulas in the analysis and modeling of financial data suggests the development of copula based measures of association. Concerning association within one vector X = (X 1 , . . . , X p ) , there exist various such measures (see Schmid et al. (2009) for a recent survey). In this paper, we propose copula based measures of association between two vectors X = (X 1 , . . . , X p ) and Y = (Y 1 , . . . , Y q ) . They are invariant with respect to marginal distributions as association is solely determined by the joint copula of X and Y. Therefore distributional assumptions (beside continuity) as well as moment restrictions are not necessary. The measures are further capable of measuring negative association.
The measures are defined in such a way that they reduce to Spearman's rank correlation coefficient for p = q = 1. Instead of Spearman's coefficient, other measures, such as Kendall's coefficient, could have been used. The details of this approach are very similar and are omitted.
Note that it is not the aim of this paper to derive tests for independence of X and Y (see Beran et al. (2007) , Kojadinovic and Holmes (2009) and Quessy (2010) for recent contributions). On the contrary the focus is measurement of type and strength of association in the case where X and Y are dependent.
The structure of the paper is as follows: In section 2, we describe the notation and terminology used within the paper. In section 3, we state population versions of the five copula based measures of association and derive some of their properties. For convenience, some calculations are collected in the appendix. Estimators for the measures are introduced in section 4. Their finite sample properties are analysed in a simulation study. Matlab code for the estimators is available on request. Section 5 contains an empirical example with financial data, illustrating the usefulness of the new measures. Section 6 concludes.
Notation and definitions
Let X = (X 1 , . . . , X p ) and Y = (Y 1 , . . . , Y q ) be random vectors of dimensions p and q, respectively, defined on the same probability space. Throughout the paper we assume that the marginal distribution functions F X i for i = 1, . . . , p and F Y j for j = 1, . . . , q are continuous functions. Therefore, according to the theorem of Sklar (1959) there exists a unique copula
for (x 1 , . . . , x p ) ∈ R p and (y 1 , . . . , y q ) ∈ R q . Extensive portrayals of copulas are given in Nelsen (2006) , Joe (1997) and Cherubini et al. (2004) . Let
The copula C is the joint distribution function of (U, V). The marginal copulas of X and Y are given by A (u) = C (u, 1 q ) and
Here, 1 p and 1 q denote vectors of ones of length p and q, respectively. By construction, A and B are the marginal distribution functions of U and V, respectively.
Population versions of measures of association
This section introduces population versions of five copula based measures of association between random vectors X and Y.
Mean of pairwise association
The simplest measure of association between X and Y is the mean of all bivariate associations of X i and Y j for i = 1, . . . , p and j = 1, . . . , q, i.e.,
where ρ ij is Spearman's rho of X i and Y j . Note that ρ ij is copula based because of ρ ij = 12
and C ij is the marginal copula of X i and Y j (see Nelsen (2006) ). The properties of ρ X,Y are easy to derive and follow directly from its definition.
1. We have −1 ≤ ρ X,Y ≤ 1 and the measure is invariant with respect to permutations within X and Y. 2. ρ X,Y = −1 if and only if ρ ij = −1 for every combination of i and j, i.e., X i and Y j are countermonotonic for all i and j. This implies that
for a random variable X and strictly increasing functions h i , i = 1, . . . , p and strictly decreasing functions g j , j = 1, . . . , q, and it follows that
3. ρ X,Y = 1 if and only if ρ ij = 1 for every combination i = 1, . . . , p and j = 1, . . . , q. Here, X i and X j are comonotonic for all i and j. This implies that
for strictly increasing functions h i , i = 1, . . . , p and g j , j = 1, . . . , q for a random variable X. The copula C is then
For given and fixed marginal copulas A and B it is in general not possible to find a copula C with A(u) = C (u, 1 q ) and B(v) = C (1 p , v) which entails ρ = −1 or ρ = +1. The latter cases are only possible in the special cases A(u) = min {u 1 , . . . , u p } and B(v) = min {v 1 , . . . , v q } . 4. If X i and Y j are independent for all combinations i = 1, . . . , p and j = 1, . . . , q then ρ X,Y = 0. The converse is not true as there may be some ρ ij different from zero, but ρ = 0:
with the following matrix of Spearman's rank correlations:
Choosing, for example, a = 0.6 and b = 0.4, the matrix Θ is positive semi-definite and thus a correlation matrix. In this case, the random vectors X and Y are clearly dependent, whereas the mean of the pairwise associations is equal to ρ = 1 4 (ρ 13 + ρ 14 + ρ 23 + ρ 24 ) = 0.
5. Association as measured by ρ can be decomposed into two parts that describe the association within and between the two random vectors. Let (X, Y) = Z = (Z 1 , . . . , Z p+q ) and let ρ Z denote total association within Z defined by
where ρ lr denotes Spearman's rho of Z l and Z r . Then
This property might be useful since decomposition of ρ Z into a between and within part can be interesting in analysing financial data.
Pearson correlation based measures of association
The vectors X and Y are independent if and only if
Equivalently, X and Y are independent if and only if
Therefore, we may measure the distance of C to the independence case of X and Y by
This expression is equal to
where
q (see Appendix I for a proof). The covariance is bounded by the product of the respective standard deviations. Thus, a measure of association between X and Y which is bounded by −1 and 1 is
.
The variances may be expressed by
we denote the component wise minimum of u and u ′ . The measure ρ 1 is based on the covariance of U and V transformed by the functions π p and π q . An alternative approach is to transform U and V by their respective distribution functions A and B (see Nelsen et al. (2003) ) and consider the measure of association defined by
It is shown in Appendix I that
with an analogous expression for var (B (V)) . By u∨u
we denote component wise maximum of u and u ′ . The properties of ρ 1 and ρ 2 are as follows:
1. We have −1 ≤ ρ 1 ≤ 1 and −1 ≤ ρ 2 ≤ 1 and the measures are invariant with respect to permutations within X and Y.
2. If the vectors X and Y are independent, ρ 1 = 0 and ρ 2 = 0. Again, the converse is not true. 3. Measures ρ 1 and ρ 2 are in general not capable to achieve +1 or −1 for given and fixed arbitrary copulas A and B of X and Y. To calculate the maximal and minimal values of, for example, ρ 1 (X, Y) for given copulas A and B we have to maximise and minimise ρ 1 (X, Y) over all random vectors (X, Y), where the copula of X is A and the one of Y is B. For fixed A and B, the only term in the definition of ρ 1 (X, Y) that can vary is
The joint survival function of π p (U) and π q (V) will be maximal (minimal) if they are comonotone (countermonotone):
, where Π(u 1 , u 2 ) := u 1 u 2 is the independence copula and W (v 1 , v 2 ) := max {v 1 + v 2 − 1, 0} the countermonotone copula. In this case
and
The upper bound is given by
Thus, the maximal association between X and Y in terms of ρ 1 is ≈ 0.8408
Note that similar examples can be given for ρ 2 .
Rank correlation based measures of association
Instead of applying Pearson correlation to π p (U) and π q (V) as in ρ 1 or to A(U) and B(V) as in ρ 2 one may apply rank correlation, leading to the measures ρ 3 and ρ 4 . Let
is the joint distribution function and copula of Z πp(U) and Z πq(V) . Implicitly,
is the distribution function and copula of Z A(U) , Z B(V) . Based on these copulas, we define the measures
i.e., Spearman's rho of Z πp(U) and Z πq(V) and
i.e., Spearman's rho of Z A(U) and Z B(V) . Note that -contrary to the case in section 3.2 -normalisation is not necessary as it is impicitly ensured. Properties of ρ 3 and ρ 4 :
1. We have −1 ρ 3 +1 and −1 ρ 4 +1 and the measures are invariant with respect to permutations within X and Y.
st and thus ρ 3 = ρ 4 = 0. Again, the converse is not true. 3. ρ 3 = 1 is equivalent to
4. ρ 4 = 1 is equivalent to C Z A(U) ,Z B(V) (s, t) = min {s, t} and
5. Contrary to ρ 1 and ρ 2 , the rank correlation based measures ρ 3 and ρ 4 can achieve every value between −1 and +1 for any given and fixed marginal copulas A and B. To show this for ρ 3 and +1 let (S, T ) be a comonotone pair of random variables such that S has the same distribution as π p (U) and T has the same distribution as π q (V). Second, conditionally on (S, T ) = (s, t), let U ′ and V ′ be independent random vectors whose conditional distributions are given by the one of U given π p (U) = s and the one of V given π q (V) = t, respectively. Now, the copulas of U ′ and V ′ are A and B by construction and ρ 3 = 1 due to the comonotonicity of (S, T ). Analogous arguments hold for ρ 3 = −1 and ρ 4 = ±1.
Statistical estimation of the measures
In this section we propose nonparametric estimators of the discussed measures. It is assumed that the marginal distribution functions F X i and F Y j are unknown for i = 1, . . . , p and j = 1, . . . , q.
Let
Let F X i ,n and F Y j ,n denote the empirical distribution function of X i and Y j for i = 1, . . . , p and j = 1, . . . , q. Then, for k = 1, . . . , n,
are called the pseudo observations of
The empirical distribution function of U k,n , V k,n for k = 1, . . . , n, i.e.,
is the empirical copula of (X, Y) (see, e.g., Deheuvels (1979) ). The marginal empirical copulas of X and Y are estimated by
In the following, estimation is based on the pseudo observations U 1,n , . . . , U n,n and V 1,n , . . . , V n,n .
Estimation of ρ X,Y . The estimator for ρ X,Y is given by
Estimation of ρ 1 . The estimator ρ 1,n for ρ 1 is the Pearson coefficient of correlation of π p U 1,n , . . . , π p U n,n and π q V 1,n , . . . , π p V n,n .
Estimation of ρ 2 . We first estimate A and B by
and obtain pseudo observations on A (U) and B (V) by A n U 1,n , . . . , A n U n,n and B n V 1,n , . . . , B n V n,n . ρ 2,n is the Pearson coefficient of correlation of these pseudo observations.
Estimation of ρ 3 . In order to estimate ρ 3 , we first have to estimate
for t ∈ [0, 1] and similarly K πq(V) . Let
an estimator for ρ 3 is ρ 3,n = 12
Estimation of ρ 4 . The estimator ρ 4,n for ρ 4 is derived in a similar way as ρ 3,n . Let
and thus
We have derived asymptotic normality of ρ n and ρ 1 using the asymptotic theory of the copula process introduced by Rüschendorf (1976 ) (see, e.g., Fermanian et al. (2004 and Segers (accepted) for recent references) and the functional delta method (see, e.g., Van der Vaart and Wellner (1996) ). Details can be obtained from the authors. The asymptotic normality of ρ i,n for i = 2, 3, 4 has not yet been derived. In the following, the finite sample properties of ρ n and ρ 1,n , . . . , ρ 4,n , i.e. their bias and standard deviation are investigated by a Monte Carlo simulation. In order to estimate the standard deviation of the estimators, we use the bootstrap and the jackknife.
For a given sample (X 1 , Y 1 ), . . . , (X n , Y n ) of i.i.d. observations, the bootstrap draws n observations of the sample with replacement. Ties are solved by mid-ranks. For B bootstrap samples, the standard deviation is estimated
n is the estimator of the association of the b-th bootstrap sample andρ n their mean.
For the jackknife estimator of the standard deviation ofρ n letρ (j) n−1 denote the estimator, where the j-th observation of (X 1 , Y 1 ), . . . , (X n , Y n ) is deleted. The jackknife estimate of the standard deviation is then given bŷ
For the simulation study, we consider observations from the Gaussian copula (see Joe (1997) ) and the Clayton copula (see Clayton (1978) ) with different dimensions and different sample sizes. The Gaussian copula is defined by
where Φ Θ is the distribution function of the multivariate normal distribution with zero mean, unit variances and positive definite correlation matrix Θ = (θ ij ) i,j=1,. ..,d . Further, Φ −1 denotes the quantile function of the univariate standard normal distribution.
The d-dimensional Clayton copula (see Clayton (1978) ) is given by
To reduce the number of parameters in our model, we only consider the case of equi-correlation for the Gaussian copula, although simulations with more complex correlation matrices show similar results. The results are based on 10,000 Monte Carlo simulations and 500 bootstrap iterations, respectively. Tables 1 to 3 show simulation results with the Gaussian copula for ρ, ρ 2 and ρ 4 for two random vectors of dimensions p = q = 3 and p = q = 4 and sample sizes 50, 100 and 500 as well as different correlation parameters θ. Results for the remaining measures and for the Clayton copula are omitted, but can be obtained from the authors. They are, however, very similar to the results presented.
The first two columns in the tables contain the value of the dependence parameters and the sample sizes. The third column of the tables shows an approximation to the true value of the measures of association, which has been derived from samples of size 1,000,000. Comparing the true values to the mean of the estimated associations m(ρ n ) in column 4, we observe a small finite sample bias, which decreases with increasing sample size. The standard deviation of the estimator s(ρ n ) and the means of the bootstrap estimation m(σ B ) and the jackknife estimation m(σ J ) are shown in colums 5, 6 and 7. It can be seen that both procedures for the estimation of the standard deviation perform well for the Gaussian copula. Furthermore, the standard deviation of the estimator decreases with increasing sample size in a reasonable way. Finally, columns 8 and 9 show that the standard error of the bootstrap standard deviation estimates is slightly smaller than the obtained jackknife estimates.
Two 3 Table 1 : Simulation results for a equicorrelated Gaussian copula with correlation θ and sample size n. ρ denotes the theoretical value. The empirical means m(·) and the empirical standard deviations s(·) are based on 10,000 Monte Carlo simulations and 500 bootstrap samples. The bootstrap estimates are labeled by the superscript B, the jackknife estimates by J.
Two 3 Table 2 : Simulation results for a equicorrelated Gaussian copula with correlation θ and sample size n. ρ 2 denotes the approximation of the theoretical value, estimated from a sample with sample size 100,000,000. The empirical means m(·) and the empirical standard deviations s(·) are based on 10,000 Monte Carlo simulations and 500 bootstrap samples. The bootstrap estimates are labeled by the superscript B, the jackknife estimates by J.
Two 3-dimensional vectors Table 3 : Simulation results for a equicorrelated Gaussian copula with correlation θ and sample size n. ρ 4 denotes the approximation of the theoretical value, estimated from a sample with sample size 100,000,000. The empirical means m(·) and the empirical standard deviations s(·) are based on 10,000 Monte Carlo simulations and 500 bootstrap samples. The bootstrap estimates are labeled by the superscript B, the jackknife estimates by J.
We further investigate how well the finite sample distribution of the introduced empirical measures of association can be approximated by the normal distribution. To this end, we computeρ, ρ 1 , ρ 2 , ρ 3 and ρ 4 for N =10,000 Monte Carlo simulations from two 2-dimensional random vectors from the Gaussian copula and the Clayton copula. For each copula, we use different dependence parameters and various sample sizes. We standardise the 10,000 measures obtained from the Monte Carlo simulation by their sample mean and standard deviation, respectively, and use a kernel estimator to approximate their density.
The left panel of figure 1 shows the results for ρ 3 in case of the Gaussian copula, where the correlation matrix has the form
with ̺ = −0.75, 0 and 0.75. Whereas the density of the estimator is highly skewed for ̺ = −0.75 and ̺ = 0.75 for a sample size of 50, this asymmetry vanishes with increasing sample size and the density of the ρ 3 for all of the considered values of ̺ is barely distinguishable from the normal density for a sample size of 500. It has to be noted that −0.75 and 0.75 are the upper and lower bound of ̺ such that Σ is a correlation matrix. For values closer to 0, the asymmetries are smaller. The right panel of figure 1 shows the results for a Clayton Copula with parameters α = 0.5, 2 and 5. Again, we used ρ 3 to measure the association. The other measures, however, show similar results, which are available upon request by the authors. For a sample size of 50, the density of the estimator is slightly skewed for all parameters, nevertheless the highest skewness occurs for α = 5. As for the Gaussian copula, the skewness decreases with increasing sample size and is barely observable for a sample size of 500.
Having performed similar Monte Carlo simulations for other dimensions and dependence parameters, we conclude that for a sample size of 500 the finite sample distribution of the association measure can very well be approximated by the normal distribution. 
Empirical example
In our empirical example we make an attempt to measure strength and direction of association of the bond and the stock market. We make use of the five copula based measures of association presented in section 3. Moreover, for the sake of comparison, the traditional canonical correlation, the RV coefficient and distance correlation are applied. We consider daily returns of the stock market indices of five major countries 1 as well as government bonds indices from The Bank of America Merrill Lynch 2 for the respective countries during the period from January 3rd, 1996 to December 30th, 2010. Figure 2 shows the evolution of the association of bond and stock market, based on a forward-looking moving window with a window size of 250 days. In particular, the first value of each measure is based on the 250 daily returns following January, 2rd, 1996. The last value is estimated from the 250 daily returns from January 18th, 2010 until the end of 2010. The top panel shows that canonical correlation, distance correlation and the RV coefficient exhibit similar patterns of association. Their scaling is quite different, however. Canonical correlation is always highest, RV coefficient always lowest. Distance correlation is somehow between the two, but closer to the canonical correlation in general. The evolution of association over time as indicated by the five measures ρ and ρ 1 , . . . , ρ 4 is shown in the bottom panel. The differences between their values are in general smaller than these of the aforementioned measures. The evolution of ρ seems to be smoothest which is not surprising, while ρ 3 is most erratic. It can be seen that there is a tendency of decreasing association from 1996 to 2002, association is close to zero between 2002 and 2006 and becomes negative afterwards. A pattern of association like this can only be recorded by using measures of the type which we introduced in section 3. Note that the identified pattern of association is an empirical finding, for which we do not attempt to provide an economic explanation. The graphs in figure 2 are based on the returns themselves. We have, however, made similar graphs for filtered data where autocorrelation and heteroscedasticity have been removed. The results for the filtered data are very close to those of the unfiltered data.
Conclusion
Five measures of association between two random vectors X and Y have been introduced. They are copula based and do therefore not depend on the 03.01.1996 23.10.1998 14. marginal distributions of the components X i and Y j . They measure strength and direction of association, so they are capable of distinguishing positive and negative association. This is a substantial advantage in applications to real life data, in particular financial data. Estimators for the measures have been proposed and it was demonstrated by simulation that they have favorable small sample properties at least for n ≥ 100. There is space for extension and complementation of the measures. First, it can be seen that the measures The measure to be defined is therefore based on the weighted difference
where the weights are given by A and B. Further var (A (U)) = E A (A (U) A (U)) − (E A (A (U)))
