Abstract
Introduction
Sanderson and Weiss in [15] introduced an important classification of visual servo structures based on two criteria: space of control and presence of joint feedback. So in this classification we distinguish two main approaches:
Position Based Control : image features are extracted from the image and a model of the scene and the target is used to determine the pose of the target with respect to the frame attached to the camera.
0-7803-51 84-3/99/$10.00 0 1999 IEEE Image Based Control : in image based control, pose estimation is omitted, and the control law is directly expressed in the sensor space (image space).
A bibliographical review on Visual Servoing has been compiled in detail by P. Corke in [4] . A tutorial on Visual Servo Control was organised by G. Hager et a1 [8] in 1996. These surveys of the state of the art in the field of visual servoing show that Image Based Control has been retained as an alternative to the Positzon Based Control approach. Generally, many authors consider that the Image Based Control approach is the better of the two, according to the criteria of camera calibration, hand-eye calibration, robot modelling, scene and target modelling, and also regarding the processing time required to compute the sensor signal. It is clear that the Image Based Control approach does not need precise calibration and modelling, because of the closed loop defined in the sensor space. Much work, e.g. [l, 2, 7, 9, 10, 121, has been done on the camera sensor and the 2 0 space.
The notion of Task Functzon introduced by Samson et a1 in [14] , can be used to elaborate a control law in the sensor space. According to this concept, Martinet et a1 in [ll] introduce the notion of a 3 0 visual sensor which delivers a 3 0 sensor signal by monocular vision at video rate. Recent progress in pose estimation, localization and 3 0 modelling [5, 61 shows that it is not unrealistic to introduce 3 0 visual information into a closed loop control. Using this assumption, we can synthesize control laws using this kind of information as we do directly with the camera sensor. Another way to obtain the estimation of the pose is to compute a Kalman filter using several visual features, as described in [16] . In this approach, the control law is defined to reach a particular pose between sensor and object frames with a PD controller. In fact, little work has been done using a 3 0 sensor signal. However, we can remark that precise calibration and modelling are really useful only where the task to be achieved is expressed in Cartesian space. If the 3 0 reference signal is learned by means of the 3D sensory apparatus and pose estimation algorithm (used in real conditions), as in the Image Based Approach, we obtain the same good results in the 3 0 sensor space.
In the first part of this paper, we develop the model of the closed loop system using a non-linear state feedback, and analyse the problem of stability and convergence. In the second part, we present results obtained with our experimental robotic platform. We use a specific object composed of four illuminated points in real experimentation. In conclusion, we present some prospects for developments in visual servoing.
Modelling the system with the state space formalism
The task to be performed is a positioning task (Pose control) of the end effector frame (sensor frame when the sensor is embedded) relative to the absolute frame attached to the scene. In the following, we consider a scene with a 3D object and a wrist 3D sensory apparatus mounted on the end effector of the robot. We define three homogeneous transformation matrices as follows: 0 z, is the homogeneous transformation matrix between an absolute frame RA attached to the scene, and the object frame R, 0 2 is the homogeneous transformation matrix between an absolute frame attached to the scene, and the sensor frame computed at each iteration R C , 0 zpt is the homogeneous transformation matrix between the sensor frame computed at each iteration R,, , and the object frame R, Without loss of generality, we can consider that, the absolute frame is equivalent ( R A = R:) to the sensor frame at the equilibrium situation (see figure  1) . The consequences are a simplified representation of the state model.
If we.measure the pose of the object zpi in the sensor frame by monocular vision at each iteration, we can deduce the matrix %f by the following relation:
Principle
The pose parameters of the sensor frame in the absolute frame can be expressed as a rigid transformation matrix as follows:
where R represents the orientation part of the pose,
We use the exponential r.epresentation for the and a: the position part.
expression of the rotation. So we write:
where AS(e(t)) is the antisymmetric matrix associat<ed with the orientation vector Q):
) (IlE(t)ll is the norm of the vector B ( t ) and g ( t ) is t.ha associated unitary vector).
Deriving relation 2, we obtain:
and after developing, we have: shown that:
~in(lle(t)ll).AS(g(t))
and define the vector y as:
ll).AS(g(t)) (9)
Then, using Eq. 4 we obtain:
Using this representation, we can express the state equation of the system: Developing and using the matrix inversion lemma, we obtain the expression of the matrix A-' defined by :
Stability analysis
We now proceed to analyse the stability of the control law and then discuss the problems which may be encountered when using a Pose estimation algorithm from image features.
To control the system, we choose a non-linear state feedback which linearizes the closed loop system. In this case, we have:
In these conditions, to stabilize the system it is sufficient to choose the control gain matrix Ii as a diagonal matrix with positive values. The closed loop system behaves as a set of decoupled integrators, and each component of the state vector has an exponential decrease.
To estimate the pose parameters for 3D objects by monocular vision, many methods are proposed in the litterature. Some methods give closed form solutions of the inverse perspective problem addressed, others use iterative processes to reach the solution. The problem of unicity for the solution is often omitted, and the authors use spatio-temporal filters to extract the right solution. At the present time, it is clear that we are not able to demonstrate that pose measurement is stable and always converges towards the right solution. However, some authors have addressed this kind of problem and some results are known. We find similar problems when using the Image Based Approach as presented by F. Chaumette in [3] .
In our application we use the DeMenthon algorithm [6] and we choose the best matching using a spatiotemporal filter. So far, we have not encountered any problems, but this is not a theoretical proof. To validate this approach, we wrote a simulator in Matlab and used our experimental robotic platform. In this paper, we present only a small sample of our experimental results. We use a regular tetrahedron object in the form of four LEDs as shown in figure 2 q 0 ) ( From these four detected points, the DeMenthon algorithm [6] is used to locate the modelled object and thus the control law can be computed. The sampling period is twice the image acquisition time, i.e. 80 ms.
We use a Cartesian robot with six degrees of freedom, the camera being embedded on the end effector (see Figure 3) . All software was written in C language and we use the VxWorks real time system environment.
We measure the pose of the object Bpt in the sensor frame by monocular vision at each iteration, and we deduce the matrix M (Pose of the sensor in the absolute frame) with equation Eq. (1). At the equilibrium situation, the object pose in the sensor frame is represented by the matrix ao; and is defined by the programmer using the Cartesian position and the roll, pitch and yaw angles. We have used various initial and final situations between the sensor frame and the object frame and a diagonal control gain The positioning task is well performed, and we can observed that the trajectory of the camera in the reference frame 72: approximates to a straight line. This result is due to splitting between the control of position and the control of orientation, which represents one of the main advantages of this control law. In Figure 5 , the position and orientation of the object are presented. The behavior is like a first order system. We obtain exponential decay of the sensor signals and convergence at around 100 iterations. Figure 6 represents the evolution of the control vector.
In the second experiment, from the final position obtained in the first experiment we return to the first initial position. Figure 7 shows the corresponding sensor trajectory in Cartesian space. notice a little disturbance on the curves, due to the sensitivity of the 3 0 sensor. This disturbance is due to the difficulty of extracting the 2 position and the orientation y of the sensor frame in a dynamic sequence, and the sensitivity is greater when the experiment involves forward motion. To improve the results of the control laws we think that one solution is to use a filter on the pose parameters, as Wilson proposes in [16] .
Conclusion
Many people are interested in visual servoing. Up to now, Image Based visual servoing has principally been considered. In this paper, we show that a 3D visual sensor extracting 3D features at video rate can be used (twice video rate in our implementation). We have developed theoretically an original model for the Pose parameters which simplifies the control synthesis.
We have shown the controllability and stability of this control law, and found the optimal control law which allows the sensor frame to follow a straight line during servoing. Results seem to be satisfactory in regard to primitive extraction (image led barycenter computation) and pose estimation (DeMenthon algorithm) algorithms.
The distinguishing characteristic of this kind of method appears in the simplicity of the formalism. The control law depends only on the desired and current situations of the observed object. Then, from one application to another, only the pose estimation algorithm has to be modified.
We are now studying ways to introduce a constraint into the control law to be sure that the object is always in the camera field during servoing. Further development should focus on the evaluation of the robustness of the control law with regard to noise estimation in pose extraction, modelling errors, and particularly hand-eye calibration error.
