In this paper we address the question "for a deck of cards, how many times a top-in shuffle should be performed before the top card goes back to the original position?" This problem has been studied in the literature but we are interested in the implications for linear switching systems. We simulate top-in shuffling for 6, 12, and 54 cards, and determine the underlying statistics. Finally we prove that the distribution of the stoping time is an exponential distribution, and the expect value approaches to that of the uniform distribution for large number of shuffling. We make essential use of the properties of linear, stochastic switching systems.
Introduction
Suppose we have a deck of n cards, labeled by integers from 1 to n. We will number the deck so that an original unshuffled deck would be written (1, 2, 3, . . . , n) . Hereafter, we will call this the natural order. From a mathematical viewpoint, shuffling a deck of n cards can be thought of as a permutation of the the numbers from 1 to n. A deck of n cards can be ordered in n! ways. The outcome order is dependent on which method we choose to shuffle the cards. A description of the most popular shuffles is described in [2] . In this paper we focus on just one type, the so called top-in shuffle. Top-in Shuffle: Take the card from the top and insert it at a random position in the deck [1] .
An important part of this paper is to describe the random shuffling of a deck of cards as a linear switching system. We use some results from the theory of linear discrete time stochastic switching systems to describe limiting phenomena of shuffling.
In Section 2 we examine the dynamics of a repeated shuffle and the dynamics of a pair of interlacing shuffles. In Section 3 we introduce the idea of linear stochastic switching system as a model for shuffling. In Section 4 we examine the dynamics of the expected value of random shuffling using the theory of switching systems. In Section 5 We do an indepth study of top-in shuffling and report three simulations on various size decks. In Section 6 we construct the distribution of hitting time for all top in shuffles and show that each distribution is approximately geometric and hence has limit as an exponential distribution. The rate of convergence is explicit in the proof. In Section 7 we study the limiting behavior of the expected value of the top-in shuffle. Again the result is for decks of arbitrary size. Tables and code are contained in the appendices.
Dynamics and control
The basis for many tricks with cards revolve around the fact that if a deck is carefully shuffled using the same exact shuffle the cards will eventually return to their original order. We look at a series of simple examples before proving general results. One standard shuffle is given by the following example.
Let a deck of six cards be ordered from 1 to 6, so we have a vector (1, 2, 3, 4, 5, 6) . We shuffle by interlacing the two halves of the deck to obtain the ordering (1, 4, 2, 5, 3, 6) . Repeating this we see that ⎛
We can think of this as acting on the vector with the 6 by 6 matrix
and the shuffling is represented by the dynamical system
The fact that it repeated is a simple consequence of the fact that A 4 = I. The underlying mathematics of this card trick is that the trickster appears to be randomizing the order of the deck by repeatedly shuffling but in fact he is simply rearranging the deck in a very precise manner so that in the end it is identical to the first position. The mathematics is simply that a shuffle is a permutation and the permutation can be represented by a single matrix. Because the permutation group is finite we must have that any matrix, C, that represents a shuffle, has to have the property that C n = I for some value of n. Now suppose we do really want to randomize the deck. As we see above a single permutation will not work. So let's consider another interlacing shuffle that is given by ⎛
This quick calculation shows that the order of this permutation is 3. The matrix representing this shuffle is given by
If we simply alternate the two shuffles, we are just repeating the shuffle given by AD and we know that (AD) n = I for some n ≤ 6. But if we randomly choose the shuffle, we get a shuffle given by
where n i ≤ 3 and m i ≤ 2. Now there are 6! possible shuffles and so it is a question of algebra if we can generate all the shuffles with these two. We will come back to this question later.
With a single shuffle we were able to represent it mathematically as the dynamical system x n+1 = Ax n , but here it is either represented as x n+1 = Ax n or randomly as x n+1 = Dx n . We can rewrite these two equations as one stochastic dynamic system
where u(n) ∈ {0, 1} and P (u n = 1) = .5.
Switching systems
A stochastic discrete time linear switching system is a stochastic system of the form
where the u i satisfy the following properties
If the u i s are chosen randomly then we must assign a probability at each time n, i.e. P rob(u i (n) = 1) = p in and for the purposes of this paper we will assume that the probabilities are constant with respect to n and equal to 1 n . See references [7] and [6] for examples and the treatment of such systems. An example of an application of a linear switching system is given in [5] .
In this paper one of our goals is to describe a particular type of shuffle as a stochastic switching system. We use the top-in shuffle because of its simplicity but all shuffles can be represented by similar systems. Basically, any shuffle is given by a set of permutations acting on an ordered deck of cards. Thus the switching systems have as their natural state space the permutations of a single vector. Thus the matrices of the system in given by equation 3.1 are the elements of a matrix representation of the symmetric group. We can take the state space to be the set of n! vectors obtained by taking all permutations of the vector (1, 2, . . . , n) .
The questions usually ask about shuffles are somewhat foreign to systems theory but are interesting never the less. In systems theory the usual questions have to with stability, controllability, reachability, etc. We will, in the next section, study the expected value of these systems using material from [7] .
Some system theoretic questions
In [7] it was shown that the expected value and the variance of a discrete time stochastic switching system could be computed recursively with associated dynamical systems. In [3] there is an indepth discussion of when a random walk on a finite group becomes uniformly distributed on the group elements. We examine this issue with the system of equation 2.1. From [7] we see that the expected value of the system acting on the space of permutations is given by
and
First it is clear that the kernel of F 6 is three dimensional and that the vector (1, 1, 1, 1, 1, 1) is an eigenvector with eigenvalue 1. A bit of calculation yields that another eigenvector is given by (1, 1, −2, −2, 1, 1) with eigenvalue − 1 2 . With more calculation we find that − 1 2 is an eigenvalue with multiplicity 2. The kernel of F is spanned by the three vectors (1, 0, 0, −1, 0, 0) , (0, 1, 0, 0, −1, 0) and (0, 0, 1, 0, 0, −1) . So it remains to find the generalized eigenvector associated with the eigenvalue − 1 2 . It is somewhat easier to calculate a vector that is orthogonal to the five known eigenvectors. It is easy to find (−1, 0, 1, −1, 0, 1) .
We now use this basis to represent the vector (1, 2, 3, 4, 5, 6) . We write
We now act on both sides of this equation with the matrix F 6 to get
Some arithmetic shows that x 4 = 0, x 5 = 3.5 and x 6 = 1. Thus we have that
After more calculation we that
We now calculate what the expected value of the uniform distribution would be. There are 5! vectors that have 1 in the first position. Thus the sum of all 6! vectors is given by 5!6(6 + 1)/2(1, 1, 1, 1, 1, 1) and hence the expected value is (3.5, 3.5, 3.5, 3.5, 3.5) . Thus the expected value converges to the expected value of the uniform distribution. This does not guarantee that the system given by equation 2.1 results in a uniform distribution on the entire state space but it does not rule it out. So in order to determine if the system is reachable we still would have to do the algebra.
Another property of a stochastic system is the concept of hitting time. Many of the stopping time problems can be reduced to hitting times. In general what we are studying is the mixing of the deck and stopping when the deck is well mixed. An important treatment of mixing is given in [8] and [9] . Given an initial point and a large subset of the state space, we ask for the expected time for an orbit to intersect the subset. For the system we will consider in the next section, the subset is the set of all permutations with 1 as the first element. This set has cardinality (n − 1)! and we will show that expected time to hit this set is governed by a geometric distribution and the limiting distribution as the deck size grows is exponential. On the other hand the question that we ask here is how long do we expect to operate before position one is filled by the first entry in the deck is an example of a strong uniform time.
Experiment and analysis
In this section, we will discuss the following questions:
(1) For a deck of cards, how many times of top-in shuffle should be performed before the top card goes back to the original position? (2) To what distribution does the hitting time of the top-in shuffling conform?
We simulate top-in shuffling for 6 cards, 12 cards and extend the simulation to a standard deck of 54 cards, obtaining conjectures fore the distribution of the hitting time of the top-in shuffle.
The top-in shuffling 1
If we consider shuffling 6 cards with top-in shuffle, using matrices to describe this process. A permutation can be represented by its incidence matrix.
If we take a card from the top and insert it at the kth position in the deck, it corresponds to A k , since in this example there are 5 other place could be chosen for the top card. Hence, we will get the following matrices. 
For example, if we insert the top card in the 4th position, it corresponds to the matrix A 4 above.
We assume that the cards are represented by an incidence vector with initial vector X 0 = (1, 2, 3, 4, 5, 6) and then the act of shuffling can be represented in the form
where the A i s are as above.
After determining the incidence matrices for top-in shuffle of 6 cards, now consider shuffling two or even more times consecutively, which can be represented as a random product of the 6 matrices, i.e. X 2 = A j A i X 0 . Note that since the 6 matrices are from a group the X i is simply a permutation of the ordering in X 0 . The question that we will answer and examine in this paper is what is the expected length of the random product until a vector of the form X = (1, i 2 , . . . , i n ) is achieved, i.e. how long does it take for the top card to return to the top.
If we use X n to denote the corresponding vector after the nth shuffle then we will get the relationship between X n+1 and X n as
That is the process can be represented as a linear stochastic switching system.
Simulation
In this section, we still use 6, 12 and 54 cards as examples, Using 6 cards and doing complete shuffles 1000 times, we get Table (a). The data sets have been moved to the appendix. The odd numbered column in the table (a) represents the number of shuffles needed to move the top card back to the top position. The even column stands for how many times this situation will happen in the 1000 complete shuffles. For example, if we look at the line (6,54|31,0) which means in the 1000 complete shuffles there are 54 times after we took 6 shuffles to bring the top card back to the top and 0 times after 31 shuffles. Meanwhile we realize with the growing first column, the second column contains more and more 0s. As a result, truncating insignificant trailing zeroes we can plot the histogram in Figure 1 and calculate the mean and standard deviation for this data set. The C++ code for 6 cards is contained in the appendix. We repeat the above process for 12 cards to get the data in Table ( b) and shuffle 10,000 times to obtain the histogram in Figure 2 . Similarly, we also extend it to the entire standard deck of cards, (52 cards plus two jokers) for which we need many more shuffles to get the approximate distribution. So we do the top-in shuffling 100,000 times (see Table ( c) and obtain histogram graph (see Figure 3 ).
The statistics from these experiments and the figures, suggest that the number of shuffles to return 1 to the top spot satisfies the exponential distribution. In the following we will prove this. 
Exponential distribution
In this section, we prove some results about the distribution of the number of shuffles to make the top card back to top again. These results are indicated strongly by our experiments. 
Proof. Clearly x ≥ 1, so the distribution is 0 for x < 1. Let x i be the position of the original top card after i shuffles before it returns back to the top. We claim that
for all j = 2, 3, . . . , k.
We use induction on i. It is true for i = 1 because the probability of top card going to any position after one shuffle is 1/k. Assume it is true for i. Then
Notice that
P (x i+1 = j|x i = m) = 0 for all m = j, j + 1, and since there are j − 1 positions above the jth card and k − j + 1 positions below the jth card, we have
Now we are ready to prove the result. Clearly for j = 1 p(1) = P (x = 1) = 1 k .
For every j ≥ 2
Theorem 6.2. Let x be the number of shuffles to make the top card returns to the top again the first time. Then for a deck of k cards,
Proof.
i) The mean of x is given by
ii)
To prove E(x m ) = m!k m + O(k m−1 ), we use induction on m. It is true for m = 1. Assume it is true for m − 1,
Theorem 6.3. As the number of cards k becomes large, the distribution p(x) asymptotically approaches to exponential distribution that
for each fixed x.
Proof. Since
So for each fixed x, p(x) approaches to
as k becomes large.
Distribution
We begin by calculating the expected value for shuffling of the 6 card deck in the example. The expected value is given by the
where F is given by the weighted sum of the matrices. It is easy to see that there are eigenvalues 1, 2 3 and 0 but it is not so obvious that there are eigenvalues 1 6 , 1 3 and 1 2 . These are discovered by taking advantage of the structure of F which make the characteristic polynomial fairly easy to evaluate. Since there is a dominate eigenvalue the system will converge to the final distribution. It is best to start with the unit vector (1, 2, 3, 4, 5, 6) . If we had the eigenvectors of F then the we could expand the initial vector in terms of the eigenvectors and the limit would be given by the coefficient of the eigenvector (1, 1, 1, 1, 1, 1) . The structure of the eigenvectors is not immediately obvious. 
Generally for a deck of n cards we have the following results:
where β i is the i-vector with all entries equal 1 and
Proof. The eigenvectors associated with eigenvalues 1 and 0 are obvious. For each k = 1, . . . , n − 2, write
matrices, respectively, given by
(7.4) is clearly satisfied because (n − 1, β n−k−1 ) is an eigenpair of B k . (7.3) is an identity
The iteration formula for the entries of α k follows immediately. Proof. Let v k be the eigenvector of F associated with the eigenvalue k/n, k = 0, 1, . . . , n − 2, n, and let x = [1, 2, . . . , n] . Then x = c 0 v 0 + · · · + c n−2 v n−2 + c n v n for some c 0 , . . . , c n−2 , c n and lim m→∞ F n x = lim m→∞ c 1 1 n m v 1 + · · · c n−2 n − 2 n m v n−1 + c n v n = c n v n .
So we only need to show that c n = (n + 1)/2. Note that (1, v n ) is also an eigenpair for F . So v n , v k = F v n , v k = v n , F v k = k n v n , v k , and it implies that v n , v k = 0 for k = 0, 1, . . . , n − 2. Therefore v n , x = c 0 v n , v 0 + · · · c n−2 v n , v n−2 + c n v n , v n = c n v n , v n , and c n =
x, v n v n , v n = 1 + 2 + · · · + n n = n + 1 2 .
It is interesting to note that the largest eigenvalue less than 1 is given by n−2 n and so we expect the system to converge at the rate n − 2 n n .
Note that the explicit calculation for F 6 confirms this.
Conclusion
In this paper we have begun the process of using discrete time stochastic linear switching systems to study the mathematics of card shuffling. We have shown that any shuffling scheme can be represented by such a system. In future work we will extend this to other more complicated shuffles and will explore some of the tree based schemes proposed in [3] and [4] .
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