Abstract. In order to study the design flexibility of photonic bandgap structures, we investigate different examples of 1D traditional Bragg layers and 2D photonic crystals. We have also considered a simple case of 3D woodpile structures. It turns out that in systems with large gaps, the evanescent waves penetrate into the bulk only distances comparable to one lattice constant. Therefore confinement of light can also be achieved without long range order, which leads to the introduction of novel photonic bandgap designs. Adhering to some constraints, the changes in the photonic bandgap in disordered structures are negligible. The important quantity to characterize the presence or absence of modes is the local photonic density of states, however bandgap phenomena in size and position disordered arrangements can also be verified with plane wave supercell calculations as well as finite difference time domain techniques.
Introduction
Photonic Crystals (PC) are periodic dielectric structures that are designed to affect the propagation of electromagnetic (EM) waves. The absence of allowed propagating EM modes inside the structures, in a range of wavelengths, which is usually obtained by a sufficiently deep refractive-index modulation, is referred to as Photonic Bandgap (PBG) in dielectric materials. For a long time, the existence of a photonic
Geometrical freedom in 1D photonic crystals
At first, we study a simple case of a 1D PC. Let us consider a series of Bragg layers consisting of several planes with high / low refractive indices. Bragg gratings are key components in several applications including distributed sensing, wavelength-division multiplexing and dispersion compensation in optical communications, as well as generation of ultrashort pulses (Wang et. al., 2001) , and can be used widely to localize light.
In Fig. 1a , as well as all following examples, we assume silicon layers (Refractive index n = 3.4) with width w and period a embedded in air (n = 1). Since this structure is periodic it is efficient to solve the Helmholtz equation with the Plane Wave Expansion method (PWE) (RSoft). Fig. 1b shows the band structure and figure 1c the corresponding density of states, as a function of frequency. This structure possesses a large photonic bandgap (∼ 70%). The bandgap size will be denoted as gap ratio ∆ defined by ω gap /ω mid , where ω gap is the width of bandgap, and ω mid is the middle frequency. The penetration depth of a mode with a frequency in the PBG region is given in good approximation by the localization criterion (Joannopoulos, 1995 , John, 1995 , John, 1993 . The penetration depth λ env can be calculated within parabolic approximation as λ env = |α/(ω edge − ω)| 1/2 , where ω=(2πc/λ) is the frequency of light inside a photonic bandgap whose band edge is at ω edge , and α = (∂ 2 ω/∂k 2 )| k edge is the inverse effective photonic mass at the band edge with wavevector k edge = k(ω edge ). Finally, c is the speed of light in vacuum. As can be seen, for frequencies in the middle of the gap the penetration depth of EM waves is less than one period (John, 1995 , John, 1993 , Zarbakhsh et. al., 2004 . This fact allows us to conclude that a long range periodic order is not necessary to guide or confine light, as long as the EM wave experiences in a local surrounding a large bandgap which is equivalent to a small penetration depth and results in an exponential decay into the PC structure.
We want to verify our assumption on size and period variation by introducing disordered PBG structures, which we name variable size PBG structures (VSPBGS). Their formation is brought up by the question: Which pair combinations of sizes/ periods form a stop band at a given frequency, provided they are infinitely periodic? This question can best be answered by looking at bandgap maps (stop band frequencies vs. w/a) as displayed in Fig. 2a . Using the scaling properties of the Maxwell equations and fixing, e.g. the vacuum wavelength λ 0 at 1.54µm this bandgap map can be immediately converted into a curve in the period-width plane (GFCP for 1DPC), comprising all pairs of 1D Bragg layers yielding a PBG, as indicated by 0% line in the plot of Fig. 2b . Furthermore in the same figure the contour plots for 10%, 20%, up to 70% gap ratios are shown. Here, the gap ratio is differently defined as the maximum available gap range δ (which is equally extended over and below the target frequency ω target = 1.54µm) divided by the ω target .
The huge area, within which bandgaps with high gap ratio, e.g. 30% and above exist, also supports the assumption that random points out of this area can be used for constructing structures with a bandgap, especially because the penetration depth is of the order of one period or even less. Such a VSPBGS is shown for the 1D case in Fig. 3a . This arrangement is built up by layers of silicon and air with variable width and period. We choose the random widths between 40nm and 160nm and their spacing (periods) between 300nm and 600nm, always within the 30% area of Fig. 2b . Since the main message of the current paper is the introduction of the method based on GFCPs, we relinquish the statistical study, as it is thoroughly discussed in (Ryu et. al., 1999) .
The question is whether this arrangement has still a bandgap or not, i.e. can we still expect a bandgap of around 30% for a wavelength of 1.54µm? To answer this, we can either employ a PWE supercell calculation or equivalently, use Finite Difference Time Domain technique (FDTD) for calculating transmission (RSoft). Here we employed the PWE on a super-cell which has the size of the structure in Fig. 3a . This supercell is around 15 times larger than the unit cell in fig.1 , yielding back-folding into the first Brillouin Zone (BZ). Fig. 3b shows the result of supercell band calculation. As can be seen, a large bandgap of 53% is still obtained. This is due to the fact, that random sampling also takes points out of the 60% and 70% areas, contributing to the enhancement of the average bandgap. Our stochas- tic study shows that each PWE calculation with random sampling of points out of the area surrounded by the 30% line in Fig. 2b gives a gap ratio of more than 40%. According to the scaling theory, even an infinitesimal amount of disorder can generate localized states (Lee et. al., 1985 , van Rossum et. al., 1999 . In Fig. 3b , these localized modes, which appeared near the edge of photonic bandgap are indicated by arrows. If the structure becomes disordered, these localized modes, most likely shift into the bandgap, and consequently the bandgap ratio will be reduced. The localization can be immediately seen by the very low group velocity of these EM waves. The other main influence is the creation of band tails (Ryu et. al., 1999) . By increasing disorder in the lattice, these states at the band edges firstly become localized and secondly shift into the bandgap. The appearance of localized states and at the same time, retaining a rather large bandgap, is also displayed by the DOS, D(ω), where D(ω) ∝ dk/dω. The concept of the DOS is valid and useful in disordered structures as well as the periodic ones. In Fig. 3c the DOS is shown over the 1BZ, which is comparable to Fig. 1c related to the DOS in period structure. The DOS is shown in arbitrary units for the disordered structure. The localized modes have higher DOS (almost like δ-functions) which are not fully shown in the cropped plot.
At low frequencies the DOS of a disordered structure is scarcely different from the one of a periodic structure, because in the long wavelength limit the wave feels the effective dielectric constant of the medium. However, at higher frequencies where the bandgap appears in the DOS, sharp peaks can be observed which correspond to localized states and are analogous to impurity states in electronic disordered structures (Madelung, 1978) .
Geometrical freedom in 2D photonic crystals
Now, we extend the discussion by using the same line of argumentation to the more complicated cases of 2D-PC devices, e.g. waveguides and cavities. In these systems, the penetration depth into the bulk crystal for confined modes with frequencies in the PBG is small as a period (Zarbakhsh et. al., 2004) . In fact, the larger band gap does not necessarily result in a stronger confinement nor a smaller penetration depth (Ibanescu et. al., 2006) . Nevertheless, GFCPs can still be practically employed as a visual figure of merit which shows the flexibility of structural design, as it is appeared to have very interesting results (Chaloupka et. al., 2005 . In a parallel study, we try to employ GFCPs based on confinement strength (Ibanescu et. al., 2006) . Now, we use GFCPs to select randomly sampled points and generate disordered 2D PC structures. Later, we will show how we employ the method toward developing new generation of smart photonic crystal designs. We study the two cases of E-polarization in an hexagonal array of silicon rods surrounded in air (Fig. 4b ) and for the case of Hpolarization in hexagonal array of air holes in silicon (Fig. 8b) . Fig. 4a shows the bandgap map for the first case, which can be as large as 47% for 2r/a = 0.36, where r is the radius of the silicon rods. Converting the gap map border into a GFCP (for 1.54µm vacuum wavelength) yields a rather high possible domain for pairs of radius/period, which exhibit a bandgap. These possible pairs are shown in Fig. 4b , surrounded by contour line of 0%. Although each pair exhibits a band gap, anyone which lays outside of 10% contour line does not have favorable penetration depth. For practical applications, it is usually necessary to have at least 30% of band gap, corresponding to a penetration depth smaller than a period. Adhering to 30% area, we still have a wide range of possibilities to choose the radius and period. For this case, the radius can be varied from 75nm to 125nm and the period from 400nm to 740nm.
Based on a similar argumentation for possible geometrical freedom, we have already constructed an arbitrary angle waveguide with a broadband transmission, by varying the angle between the unit vectors as it is shown in Ref. (Zarbakhsh et. al., 2004) . Here, we present an example for a 2DPC arrangement, keeping the local hexagonal symmetry, as it is shown in Fig. 5a .
Despite of the common misconception, the filling factor is not an important parameter to preserve the bandgap at a desired frequency. The larger the distance between the rods are, the smaller radius should be taken to keep the bandgap at ω target . This fact can be obviously seen in Fig. 5a as well as in Fig. 4b . Now, we try to examine the accuracy of our assumption by comparing the transmission properties through a bent PC and a periodic PC, which is shown in Fig. 5 . Both arrangements have the same number of layers and the period. The diameter of rods in periodic PC and the distance between them are the average of the corresponding ones in bent PC. The comparison has been performed by FDTD simulation, where a pulse is launched from the lower part of the structures and the frequency response is measured with a time monitor above the structure. As an immediate application, in Fig. 6 , a bent PC array in shown, with a peculiar focusing effect at 1.54µm. The focussing spot size is about half a wavelength, but we should suspect that with such a device, light can be focused on a spot smaller than the diffraction limit. Obviously, more research is needed for better understanding this reflection phenomena in bent PCs. A further numerical proof, confirming that modes cannot exist in this bent PC, is given by calculating the local photonic DOS (LDOS) (Asatryan et. al., 2001) for an 8×8 pie cut out of the structure of Fig. 5. Fig. 7 shows the LDOS profile at several wavelengths inside and outside of the bandgap. The absence of photonic modes in Fig. 7 is clearly revealed in accordance with the bandgap range obtained by the FDTD method in Fig. 5a . Starting from λ = 1.2µm in Fig. 7 , which is at the bandgap edge, the LDOS diminish in some parts of the structure. At λ = 1.3µm the bandgap is extended over whole the structure, as it is also can be seen at λ = 1.54µm and up until λ = 1.9µm. At λ = 2.18µm we are already out of the bandgap, and the LDOS peak corresponds to a transmission maximum in Fig. 5a . At longer wavelength the LDOS is modulated smoothly as it is shown at λ = 2.5µm. This is in accordance with the fact that at longer wavelength the structure is considered homogeneous and behaves as an effective medium (Botten et. al., 2001) . It might also be interesting to pay attention to the details of LDOS profile to compare the penetration depth at different wavelengths. Figure 7 . Contour plot of the LDOS for a) λ = 1.20µm, b) λ = 1.30µm, c) λ = 1.54µm, d) λ = 1.90µm, e) λ = 2.18µm, and f) λ = 2.50µm, for 8 × 8 array slice of the bent hexagonal structure in Fig. 5a .
Study of 2D inverse structure
Photonic crystal slabs in silicon on insulator are the most mature material systems using index confinement in the vertical direction. Therefore it is also interesting to investigate the purely 2D circular photonic crystals (Scheuer et. al., 2004) case of air holes in Si. Fig. 8a shows the gap map and the inset in Fig. 8b shows the schematic structure. A large bandgap of 50% for H-polarization exists when the holes almost touch (2r/a 0.85) each other. Furthermore, a wide range of radius/period pairs exist retaining a large bandgap of 30%. Here, the situation in the GFCP is reversed: Small holes must be nearer than thick holes to keep the bandgap at the same frequency. Choosing points out of the 30% area, we construct a new arrangement of a VSPBGS. The arrangement is locally hexagonal as shown in fig. 9b and one expects this structure to exhibit a large bandgap around λ = 1.54µm. In Fig. 8b the straight red line shows the touching limit where the holes become adjacent to each other. In figure 9c we compare the transmission of a bent hexagonal structure and similar periodic hexagonal structure, where the dimension are the average of the bent one. Our FDTD simulation shows that the low transmission around 1.54µm and also the size of band gap are comparable in both cases. The main difference is that in the periodic system the DOS is higher at the band edges and no tails are present, and as a consequence the onset of high transmission is sharper when the frequency is out of the bandgap. 
Geometrical freedom in woodpile structure
Finally we have studied a 3D woodpile structure. It has been extensively investigated (Lin et. al., 1998 , Fleming et. al., 1999 , Noda et. al., 2000 and consists of layers of rods with a quadratic cross section (w) stacked in a sequence that repeats itself every four layers (a). The orientation of the rods rotates 90 • after each layer. In each second layer the parallel rods are shifted relative to each other by half the period. The inset of Fig. 10a shows a perspective view of a woodpile structure consisting of 5 layers. We used the PWE method for calculating the band structure as a function of in plane width, keeping the height of the rods constant. The corresponding bandgap map is shown in Fig. 10a . The woodpile structure has a 3D omni-directional bandgap of up to 15% for Silicon rods in air. This bandgap can stop propagating waves (field diminished to 1/e) after approximately 5 woodpile layers. As can be seen, from the GFCP in Fig. 10 a wide range of changes can be employed without losing the gap ratio of 15%. The freedom of design is even higher when we are in the 10% area. Since the structure is 3D and due to our definition of the parameter width (w), we can currently only conclude that the common variation in width and periodicity of the layers yields a bandgap, which was also checked with FDTD simulations.
However, this procedure of finding appropriate geometrical sets yielding a stop band should also be useable for 3D PCs in a multidimensional parameter space. The woodpile structure can be characterized by height, in plane period, rods' widths and the relative shift between 2 consecutive layers. For this case we propose to generalize the GFCPs into the 4 parameter dimensions, taking into account additional constraints coming from the fabrication procedure. By sampling points out of these equi-contour super-surfaces, the design rules need to be modified to achieve the robust designs, and it can compensate the fabrication tolerances.
Conclusion
The variation of a photonic bandgap is investigated as a function of size non-uniformities for one dimensional Bragg layers and different 2D PC structures, employing PWE with supercell methods and FDTD. Furthermore the frequency dependent DOS as well as the LDOS is studied for disordered structures. The existence of localized states near band edges reduces the photonic bandgap and produces band tails.
Using the fact that in systems with large gaps the evanescent waves penetrate into the bulk only distances comparable to one lattice constant and also converting the bandgap maps into width and period set for a given frequency, we are able to use this new freedom for designing new (non periodic) scattering structures exhibiting a stop band. GFCPs are helpful tools for estimating the maximum freedom in local disorder and are used as a construction principle for VSPBGS. We introduce this method together with similar approaches to control the design for optimal negative refraction and dispersion control as smart photonic crystal design. The new VSPBGS will certainly be applicable for beam-shaping devices as well as for other particular applications as e.g. arbitrary angle waveguides, or as can be speculated, also for modified convex superprism devices.
