Abstract. Monotonicity of zeros of orthogonal Laurent polynomials associated with a strong distribution with respect to a parameter is discussed. A natural analog of a classical result of A. Markov is proved. Recent results of Ismail and Muldoon based on the Hellman-Feynman theorem are also extended to a monotonicity criterion for zeros of Laurent polynomials. Results concerning the behaviour of extreme zeros of orthogonal Laurent polynomials are proved. The monotonicity of the zeros of Laguerre-Laurent and JacobiLaurent polynomials are investigated.
Introduction and statement of results
The distribution dψ(x) is said to be a strong distribution in (a, b) ⊂ (0, ∞) if ψ(x) is a real bounded nondecreasing function on (a, b) with infinitely many points of increase there, and furthermore, all the moments
k dψ(x), k = 0, ±1, ±2, . . .
exist.
For any given strong distribution in (a, b) there exists a unique sequence, up to a nonzero constant factor normalization, of polynomials {B n } ∞ 0 such that B n is a polynomial of precise degree n and B n satisfies the relations The first systematic study of these polynomials, which may be called orthogonal Laurent polynomials or simply orthogonal L-polynomials was done by Jones, Thron and Waadeland [10] in connection with the so-called strong Stieltjes moment problem.
Many interesting properties of orthogonal Laurent polynomials are proven in [10] . For example, if B n are normalized to be monic, i.e. to have leading coefficients one, they satisfy the recurrence relation B −1 = 0, B 0 = 1, B n+1 (x) = (x − β n )B n (x) − δ n xB n−1 (x), n ≥ 0, where β n and δ n , n = 0, . . . are positive.
We are particularly interested in the behaviour of the zeros of B n . Their location is similar to the one of orthogonal polynomials. All the zeros of B n are real, distinct and lie in (a, b). Moreover, the zeros of B n and B n−1 interlace.
Let, for any τ ∈ (p, q), dψ(x; τ ) be a strong distribution in x ∈ (a, b). Thus we obtain a parametric sequence B n (x; τ ) of orthogonal Laurent polynomials where, for any τ ∈ (p, q), the polynomials B n (x; τ ) are L-orthogonal with respect to dψ(x; τ ):
−n+k B n (x; τ )dψ(x; τ ) = 0, k = 0, . . . , n − 1.
The B n (x; τ ) satisfy a recurrence relation of the form xB n (x; τ ) = α n (τ )B n+1 (x; τ ) + β n (τ )B n (x; τ ) + γ n (τ )xB n−1 (x; τ ), n ≥ 0, (1.3) with B −1 (x; τ ) = 0, B 0 (x; τ ) = 1, where α n (τ ), β n (τ ) and γ n (τ ) are positive for any τ ∈ (p, q). Here the L-orthogonal polynomials are normalized in such a way that the leading coefficient of B n (x; τ ) is (α 0 (τ ) · · · α n−1 (τ )) −1 . We study the monotonicity of zeros of the parametric L-orthogonal polynomials with respect to the parameter τ . Sufficient conditions so that the zeros of B n (x; τ ) increase (decrease) when τ increases are given in terms of the behaviour of the strong distibution and also of the coefficients in the recurrence relation.
The problem of monotonicity of zeros of a parametric sequence of orthogonal polynomials has been of interest since Stieltjes' [15] and A.Markov's [11] fundamental contributions. Chapter 6 of Szegő's book [16] gives a general view of the older results. For the newer concepts on the subject we refer to the survey papers of Ismail [6] and Muldoon [12] .
In what follows the zeros of B n (x; τ ) are denoted by ζ k (τ ) and are supposed to be arranged in decreasing order, ζ 1 (τ ) > . . . > ζ n (τ ).
First we give a natural analog of A. Markov's theorem [11] (see also [16, Theorem 6.12 .1] and [6] ). Theorem 1. Let B n (x; τ ), n = 0, 1, . . . obey the orthogonal property (1.2) with respect to the strong distribution dψ(x; τ ),
where ω(x; τ ) is positive and has continuous first derivative, with respect to τ , for x ∈ (a, b) and τ ∈ (p, q). Assume that the integrals
converge uniformly on every compact subinterval of (p, q). If
The next theorem is an analog of Theorem 2.3 of Ismail and Muldoon [8] . 
, is positive (negative) definite, then all the zeros of B 1 (x; τ ), . . . , B N (x; τ ), which are smaller than the positive real number d 1 , are strictly increasing (decreasing) functions of τ, τ ∈ (p, q).
(ii) If the matrix
∂ ∂τ
, Recall that the sequence {c n } N 1 is a chain sequence if there exists a sequence
. . , N −1, are positive and differentiable functions of τ for τ ∈ (p, q). If ∂β i (τ )/∂τ, i = 0, . . . , N − 1, are all positive (negative) and
is a chain sequence for any τ ∈ (p, q), then all the zeros of B 1 (x; τ ), . . . , B N (x; τ ), which are less than d 1 , are strictly increasing (decreasing) functions of τ, τ ∈ (p, q).
In particular, these zeros increase (decrease) when τ increases if ∂β i (τ )/∂τ, i = 0, . . . , N − 1, are positive (negative) and
. . , N −1, are positive and differentiable functions of τ for τ ∈ (p, q).
, are all positive (negative) and
is a chain sequence for any τ ∈ (p, q), then those zeros of B 1 (x; τ ), . . . , B N (x; τ ), which are greater than d 2 , are strictly decreasing (increasing) functions of τ, τ ∈ (p, q).
In particular, these zeros decrease (increase) when τ increases if ∂β i (τ )/∂τ, i = 0, . . . , N − 1, are positive (negative) and
As it happens, not all the zeros of orthogonal polynomials increase (decrease) simultaneously when the parameter increases. A typical example is the behaviour of zeros of the ultraspherical polynomials, orthogonal on (−1, 1) with respect to
The positive zeros decrease when λ increases, while, because of the symmetry, the negative zeros increase with λ. Then the question of the extreme zeros arises. Results concerning this question about orthogonal polynomials are given by Ismail [5, 6] . A similar phenomenon appears with the zeros of orthogonal Laurent polynomials. The next theorem is analogous to that proven in [5, 6] .
The proofs are given in the next section. Section 3 contains some illustrative examples.
Proofs
Proof of Theorem 1. Jones and Thron [9] proved that for any strong distribution ψ there exists a unique quadrature formula of the form
which is exact for every f for which x n f (x) ∈ π 2n−1 (π k denotes the set of polynomials of degree ≤ k). Moreover, the nodes x i , i = 1, . . . , n of this quadrature rule coincide with the zeros of B n and its weights A i are positive. Hence
Let f be a fixed function which satisfies (2.2). Differentiate (2.1) with respect to τ and change the order of differentiation and integration. This is admissible because of the uniform convergence of the integrals (1.4). Thus
On the other hand x −n B n (x; τ ) is orthogonal on (a, b) with respect to dψ(x; τ ) to any polynomial of degree n − 1. Hence
Subtract {∂ω(ζ k (τ ); τ )/∂τ }/ω(ζ k (τ ); τ ) times the latter equality from (2.4) to obtain
The expression in the square brackets has the same (opposite) sign as x − ζ k (τ ) if ∂ ln ω(x; τ )/∂τ increases (decreases) in x ∈ (a, b). Thus the integrand on the lefthand side of (2.5) is positive (negative) if the logarithmic derivative with respect to τ of ω(x, τ ) increases (decreases) as a function of x in (a, b). This completes the proof of Theorem 1. For the proof of Theorem 2 we need a matrix representation of L-orthogonal polynomials. We shall prove that the zeros of B n are solutions of a generalized eigenvalue problem. For any positive integer N define the n × n matrices A N and D N ,
Let Q n (x; τ ) = x −n/2 B n (x; τ ), n = 0, 1, . . . . Then Q n satisfy the recurrence relation
with Q −1 (x; τ ) = 0, Q 0 (x; τ ) = 1, where α n (τ ), β n (τ ) and γ n (τ ) are positive for any τ ∈ (p, q). For any positive integer N and real x ∈ (a, b) and τ ∈ (p, q), define the N -dimensional vector-column
The recurrence relation (2.6) yields the vector identity
Therefore α 0 . . . α N −1 Q N (x; τ ) can be represented in determinant form as
we obtain the recurrence relation
where θ n = √ α n−1 γ n . IfÃ n (τ ) is the Hermitian matrix
T then (2.7) and (2.8) are transformed to 10) respectively. Proof of Theorem 2. It follows immediately from (2.9) that the zeros ζ k of B N are the solutions of the generalized eigenvalue problem
and an eigenvector which corresponds to ζ k is y N k (τ ) :=ỹ N (ζ k (τ ); τ ). In the remainder of the proof we shall actually prove the Hellman-Feynman theorem (see [6, 12] ) for the problem (2.11). Substitute x = ζ k (τ ) in (2.11) and multiply the resulting equality by y N k . We obtain consecutively .13) where (., .) is a scalar product in Euclidian space IR N . Recall that the zeros of B N , and thus the solutions of (2.13) are distinct. By the implicit function theorem ζ k is differentiable and its derivative can be obtained by differentiating (2.13),
Here the prime means component-wise derivative with respect to τ . SinceÃ N and D N are Hermitian matrices they are self-adjoint operators in the Euclidian space IR N . Thus (x,Ã N y) = (y,Ã N x) and (x, D N y) = (y, D N x) for any two n−dimensional vectors x and y. On using this fact and (2.12) we obtain
Since D N is a diagonal positive matrix and ζ k > 0 then ζ k is certainly positive (negative) ifÃ
This completes the proof of statement (i). Now the proof of statement (ii) of Theorem 2 follows from the observation that the polynomialsB n (x, τ ) = (−1)
Proofs of Corollaries 1 and 2. The first statement of Corollary 1 is a consequence of satatement (i) of Theorem 2 and the Wall-Wetzel theorem [17] . Recall that the Wall-Wetzel theorem states that a tridiagonal Hermitian matrix C = (c ij ) n i,j=1 is positive definite if and only if c ii > 0, i = 1, . . . , n and c 2 i,j+1 /(c ii c i+1,i+1 ), i = 1, . . . , n − 1 is a chain sequence. The second statement follows from the comparison test for the chain sequences (see Theorem 5.7 in [1] ) with the largest finite constant chain sequence given by Ismail and Li [7, Theorem 3] . Similarly, statement (ii) of Theorem 2 leads to Corollary 2.
Proof of Theorem 3. Having in mind the definition of y N k and (2.14) we conclude
Recall that the zeros of the orthogonal Laurent polynomials are positive and distinct. Moreover, their leading coefficients are positive because they satisfy (1.3) with positive α n . Hence for the largest zero ζ 1 of B N we havẽ
For the smallest zero ζ N of B N we obtain
Now statement (iii) of the theorem follows immediately from (2.15) and (2.16). Statement (iv) is a consequence of (2.15) and (2.17) .
While the idea of the proof of (iii) and (iv) is applicable also for the orthogonal polynomials and it is essentially due to Ismail [5, 6] , the proof of (i) we shall give now relies on a specific property of orthogonal L-polynomials. Sri Ranga and Andrade [14] proved that if B n satisfy the recurrence relation (1.3), then the zeros of B N are the eigenvalues of the upper Hessenberg matrix
Actually, the result in [14] is stated and proved for monic Laurent polynomials and (2.18) follows by proper renormalization. Recall that the Perron-Frobenius theorem (see Theorem 8.4.5 in Horn and Johnson [4] ) asserts that if a matrix with nonnegative elements majorises in the componentwise sense another matrix with nonnegative elements then the largest eigenvalue of the first matrix is not less than the largest eigenvalue of the second matrix. Now the Perron-Frobenius theorem and (2.18) demonstrate the truth of assertion (i) of the theorem. The proof of (ii) follows the same way from the recurrence relation of the polynomialsB n .
Monotonicity of Laguerre and Jacobi L-orthogonal polynomials
In this section we shall apply the ongoing results to investigate the monotonic behaviour of zeros of some sets of L-orthogonal polynomials which may be considered as L-analogs of Laguerre and Jacobi polynomials. First we consider the orthogonal Laurent polynomials H (α,β) n associated with the weight function
where α and β are positive (see [13, Example 3] ). Since
is an increasing function of x, x ∈ (0, ∞), then by Theorem 1 for any n > 0 all the zeros of H is also an increasing function of α.
Hendriksen and van Rossum [3] considered the monic polynomials
where (c) n is the Pochhammer symbol and 2 F 1 is the hypergeometric function. If P (a,c)
(x) satisfy the recurrence relation (see [2] )
It is clear that there are no values of a and c for which the coefficients β n−1 = (c + n − 1)/(a − n), n ≥ 1 and The last example concerns largest zeros of the ultraspherical L-polynomials B λ n introduced in Example 2 in [13] . Since the orthogonal L-polynomials in [13] are obtained from symmetric orthogonal polynomials by a transformation which makes the ordinary central symmetry an inversion symmetry, it is clear that if the positive zeros of the symmetric orthogonal polynomials increase (decrease) then half of the zeros of the orthogonal L-polynomials will increase and the other half will decrease. It is shown in [13] that the ultraspherical polynomials are transformed to L-orthogonal polynomials which satisfy (1.2) with dψ(x) = x −λ (b − x) λ−1/2 (x − a) λ−1/2 dx, where
α, α, β > 0 and the coefficients in the recurrence relation (1.3) are given by α n = 1, β n = β and γ n = αn(n + 2λ − 1)/((n + λ)(n + λ)). By Theorem 2 all the zeros of B λ n are increasing functions of β. Furthemore, since ∂γ n /∂α > 0 and −nα(n + λ) 2 (n + λ − 1) 2 γ n (λ) = 2λ 2 + (2n − 1)λ + 1, then the largest zeros of B λ n are increasing functions of α and decreasing functions of λ, λ ≥ 0.
