















Towards Explainable Melanoma Diagnosis: Prediction of Clinical Indicators Using Semi-supervised Learning 
 
村林誠也 





In this paper, we propose an effective method for predicting explainable melanoma indicators defined 
by a 7-point checklist in a situation where only a limited number of labeled data are available. Our 
proposal effectively utilizes virtual adversarial training as a semi-supervised learning framework with 
multi-task learning. This approach gives favorable performance for only a very limited number of 
expensive labeled data. The proposed method improves the final accuracy of melanoma diagnosis 
calculated based on these predicted indices by 7.5% (making it equivalent to expert dermatologists), based 
on 9,124 unlabeled images with diagnosis information added to the 226 base labeled training images. 
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枠組みの中で，Virtual adversarial training (VAT)［3］
は，なめらかな識別境界を構築する制約を導入すること
で優れた成果を実現している．また, Multitask learning
（MTL）[4]は, 関連性の高い複数の 1 つ以上のタスクを
同時に学習して共通の特徴表現を学習することで, 汎化
性能を向上する手法である. 












point checklist［5］{S1:不規則な網構造, S2:青白い領域, S3:
不規則な血管パターン, S4:不規則な枝状構造, S5:不規則
な色素沈着, S6:不均一な点, S7:色素抜け構造}の有無[1, 0]
とメラノーマ/母斑の計 8 項目の予測器を構築した．診断
指標 7 項目の学習には 4 人の皮膚科専門医によって同項
目への評価がなされた 226 症例のデータを用い，メラノ
ーマ/母斑の学習にはメラノーマ/母斑ラベルのみ付与済











表 1  7-point checklist 各項目の予測 
 





(i) Baseline：診断指標ラベル付き 226 例のみ 
(ii) VAT：VAT 適用，226 例+9,124 症例 
   （メラノーマ or 母斑ラベル非活用） 
(iii) VAT+MTL : VAT 適用，226 例+9,124 症例 
   （メラノーマ or 母斑ラベル活用） 
7-point checklist の各項目の数値予測能は平均絶対誤差
（MAE）で，7-point checklist の各数値から求められる診
断結果については，10-fold cross validation 法で評価した．  
 
３． 結果 
7-point checklist 各項目の予測結果および皮膚科医 4 名
による評価の分散(SD)を表 1 に示す．また，7-point 
checklist に基づく診断結果の感度，特異度，area under 
the ROC curve (AUC)を表 2 に示す．  
7-point checklist 各項目の予測において半教師あり学
習適用後の予測誤差は 2.3%程度改善した．また，診断指





VAT の導入により, 7-point checklist 各項に対する予
測誤差は Baseline に対し平均で約 2.3%改善し, 皮膚科
医間の分散 SD である 0.197 に近い結果を示した. さら
に, 指標予測に基づく診断性能は, ROC で 6.8%向上した.  
また, VAT に加えて MTL を導入し, メラノーマ or 母
斑ラベル情報を同時に学習することで, 予測誤差の改善
は約 1.0%にとどまったものの, 指標予測に基づく診断性
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S1 0.250 0.342 0.324 0.329 
S2 0.209 0.200 0.141 0.154 
S3 0.072 0.106 0.090 0.071 
S4 0.154 0.244 0.327 0.369 
S5 0.297 0.265 0.174 0.191 
S6 0.250 0.314 0.299 0.322 
S7 0.148 0.225 0.206 0.213 
Ave. 0.197 0.246 0.223 0.236 
評価指標 





皮膚科医 76.0 80.3 0.781 
(i) Baseline 59.6 82.8 0.712 
(ii) VAT 63.6 92.3 0.780 
(iii) VAT+MTL 72.7 84.6 0.787 
