We present a new family of biorthogonal wavelet and wavelet packet transforms for discrete periodic signals and a related library of biorthogonal periodic symmetric waveforms. The construction is based on the superconvergence property of the interpolatory polynomial splines of even degrees. The construction of the transforms is performed in a "lifting" manner that allows more efficient implementation and provides tools for custom design of the filters and wavelets. As is common in lifting schemes, the computations can be carried out "in place" and the inverse transform is performed in a reverse order. The difference with the conventional lifting scheme is that all the transforms are implemented in the frequency domain with the use of the fast Fourier transform. Our algorithm allows a stable construction of filters with many vanishing moments. The computational complexity of the algorithm is comparable with the complexity of the standard wavelet transform. Our scheme is based on interpolation and, as such, it involves only samples of signals and it does not require any use of quadrature formulas. In addition, these filters yield perfect frequency resolution.  2002 Elsevier Science
INTRODUCTION
Since the pioneering paper by Strömberg [18] , polynomial splines have had a rich history as a source for wavelet constructions. See, for example, the works of Battle [5] and Lemarié [13] , who devised the orthogonal spline wavelet bases, Chui and Wang [6] and Unser, Aldroubi, and Eden [21] , who constructed compactly supported semiorthogonal spline wavelets, and one of the authors [25, 26] , who developed an efficient technique for constructions and computations using periodic spline wavelets. Cohen, Daubechies, and Feauveau [7] used the splines for the construction of biorthogonal compactly supported wavelets. Aldroubi, Eden, and Unser [1] used the filters that originated from the discretized B-splines for the construction of the multiresolution analysis in the space L 2 . The Hermite splines proved to be useful for building the multiwavelets [9] . Recently, Deslauriers and Dubuc developed interpolatory splines [10, 11] , which were applied to wavelet construction in [12] and [20] . Of course, this list of the applications of the splines to wavelet analysis is far from being complete.
In this work, we employed the classical interpolatory continuous splines in a somewhat nonconventional way, namely, as a tool for devising a fully discrete wavelet scheme.
The interpolatory spline of odd order 2m − 1 (even degree) with equidistant nodes possesses a remarkable property of superconvergence in the midpoints of the intervals between grid points k/N [24] . In these points, it approximates the smooth function f with an accuracy of N −(2m) , whereas the global approximation accuracy is N −(2m−1) .
One possible application for the superconvergence property is a fast computation of the approximated discrete Fourier transform (DFT) [24] . Briefly, the idea of the computation is that values of the signal located at odd positions are replaced by values in the midpoints of the spline that interpolates the even values of the signal. Then, the computation of the DFT of the obtained approximated signal is reduced to a computation of the DFT only in the even subarray of the signal, followed by a proper update of the obtained array which aimed to suppress aliasing. It accelerates the implementation by at least 1.6 times compared with the standard fast Fourier transform (FFT) implementation. The algorithm yields a very accurate approximation provided the signal is sufficiently smooth; in other words, it is bandlimited in low frequencies.
If this is not the case, the elimination of the odd subarray could distort the signal significantly. For such signals, it is reasonable to use the values of the interpolatory spline for the prediction rather than the replacement of the odd array. Then, the odd subarray is replaced by the difference between the current and the predicted subarrays. On smooth, well-correlated fragments of the signal, these differences will be near zero, whereas irregular fragments will produce significant differences. This result resembles the operation to the wavelet transform. To further extend this resemblance, we should employ the new odd subarray for updating the existing even subarray. The goal of this update is to smooth the even subarray and thus reduce the aliasing which is a consequence of decimation. The above considerations motivate the development of the proposed framework, which grew into being a biorthogonal wavelet scheme. Based upon the above strategy, we constructed a new family of biorthogonal wavelet and wavelet packet transforms and a related library of biorthogonal symmetric waveforms.
The proposed construction is somewhat related to Donoho's interpolating wavelet construction [12] as it was modified later by Sweldens [20] into what is called the "lifting scheme." In Donoho's scheme for the prediction of the odd subarray, the values of the polynomials, which interpolate the terms of the even array, are used and the odd subarray is replaced by the difference. The even subarray is left unchanged. By introducing the update step, Sweldens [20] modified the construction into being a biorthogonal wavelet transform with compactly supported basic waveforms.
In this paper, we use interpolatory splines instead of polynomials for prediction. As a result, we gain smoother basic waveforms with a refined frequency resolution. On the other hand, these waveforms are not compactly supported and do not have explicit representations in the time domain. Therefore, unlike the conventional lifting scheme, all the computations are conducted in the frequency domain using FFT. A similar scheme can be developed for the implementation of the transforms in the time domain using recursive filters. This is done in [3] for a similar scheme which employed discrete rather than continuous interpolatory splines.
In the following, we outline the main features of the proposed scheme:
(1) It contains some control tools which allow the construction of a library of biorthogonal filter banks with predetermined properties.
(2) The decomposition filters that are presented in this paper act as a difference operator of high orders. This property, which we call "quasi-vanishing moments," is related to vanishing moments properties which characterize wavelet schemes. The proposed approach allows a stable construction of filters with a large number of "quasi-vanishing moments." (3) The filters are linear phase and the basic waveforms are symmetric. (4) The proposed wavelet and wavelet packet transforms lead to a refined partition of the frequency domain.
(5) The computational cost of the transforms is competitive with the cost of the conventional wavelet and wavelet packet transforms.
(6) The scheme is interpolating, and as such, it operates on samples of signals without the need for quadrature formulas. Moreover, it allows us to stay completely within a discrete setting.
The paper is organized as follows. In Section 2, we introduce the cosine polynomials which are concerned with B-splines which are fundamental for the sequel. The properties of the polynomials are established. We also recall some necessary facts about interpolatory periodic splines. In Section 3, we devise a family of biorthogonal wavelet-type transforms of signals using lifting steps. The lifting scheme that we propose operates in the frequency domain, contrary to the conventional lifting scheme. Both the primal and dual schemes for construction are considered. We emphasize the fact that the lifting scheme together with the proposed construction yields an efficient computational algorithm. Section 4 is devoted to the description of the properties of the constructed filter banks and basic elements of the transforms. As was mentioned above, the filter banks contain some control tools which supply the scheme with means for flexible adaptation. In the end of the section, we show how to use these control tools.
The transforms that are presented in Section 3 are one-level (scale) wavelet-type transforms. They can be decomposed into more scales in two ways. One is the multiscale wavelet transform, where the frequency domain is split in line with the logarithmic scale. Another way is to use the wavelet packet transform, where the partition of the frequency domain is near uniform and it is refined in each subsequent scale of the transform. Both types of transforms, together with the basic waveforms, are described in Section 5. In Section 6, we present a wide collection of filter banks, wavelets, wavelet packets, and their spectra.
PERIODIC SPLINES OF EVEN DEGREES

Preliminaries
Throughout the paper, we assume that N = 2 j , j ∈ N , and its inverse (DFT) arê
The sequence
is a set of Fourier coefficients of the 1-periodic central B-spline of the first order on the grid k/N:
The central periodic B-spline of order p is the periodic convolution
Note that the B-splines are positive within their support and symmetric around zero. The nodes of B-splines of even orders are located at points {k/N} ∞ −∞ and the nodes of B-splines of odd orders at points {(2k + 1)k/2N} ∞ −∞ . Define the exponential splines as The B-splines can be expressed through the exponential splines:
2) implies the following property of the exponential splines:
In the sequel, we use two functions that are derived from exponential splines, The cosine polynomials P p and Q p were extensively studied in [16, 19] . They are related to the Euler-Frobenius polynomials [15] . Denote y = cos(t). Let us introduce the continuous functions,
They and their ratio
The discrete functions u In particular, the following important facts [16] were discovered. 
If the parameter p is odd, then
Proof. The function u p can be represented as
It is readily seen that A(t) = O(1) as t → 0. Hence, we obtain the first relation of (2.11). The second one is similarly derived.
Assume the parameter p is odd. Then
The difference is 
Proof. Follows immediately from (2.13).
where ξ p is a polynomial of degree (p − 3)/2.
In the following, we present some instances which serve as a basis for further constructions. The functions P p , Q p , R p , that were defined by (2.5)-(2.7), are calculated using the recurrence relations (2.9) and (2.10). EXAMPLE 2.1. 
Interpolatory Splines
The shifts of B-splines form a basis in the space S j p of periodic splines of order p on the grid k/2 j . Namely, any spline S j p ∈ S j p has the following representation:
(2.14)
Substituting (2.3) into (2.14), we obtain
The values of the spline on the grid points are
But, due to (2.4),
and we have
which is the DFT of the N -periodic sequence sequence {ξ j r u j p (r)}. Hence, the spline which interpolates the sequence
Let us calculate the values of the interpolatory spline in the points {(2k + 1)/2N}:
Hence, we haveσ
Our next construction is based on the superconvergence property of the interpolatory splines of odd orders (even degrees). THEOREM 2.1 [24] . Let f be a 1-periodic function which has p + 1 continuous derivatives and let
Then in the case of odd p = 2m − 1, the following asymptotic relation holds,
where b s (x) is the Bernoulli polynomial of degree s.
Recall that, in general, the interpolatory spline of order 2m − 1 approximates the function f with accuracy of N 2m−1 . Therefore, we may claim that {k/N + 1/2N} are points of superconvergence of the spline S j p or, otherwise, we can say that the spline, which interpolates a smooth function on the grid {k/N}, quasi-interpolates it in the midpoints {k/N + 1/2N}.
BIORTHOGONAL TRANSFORMS
We switch now to signal processing terminology. The signal f is given on the interval [0, 1] and sampled on the fine grid which is of size 2N ,
We introduce a family of biorthogonal wavelet-type transforms which we construct through lifting steps. The significant difference with the conventional lifting scheme [20] lies in the fact that here we operate in the frequency domain. The lifting scheme can be implemented in a primal or a dual mode. We consider both.
Primal Scheme
Decomposition
Generally, the lifting scheme for decomposition of signals consists of three steps: (1) Split. (2) Predict. (3) Update or lifting. Let us construct and implement our proposed schemes in terms of these steps.
Split. We simply split the array z j +1 into an even s j = {s k = z j +1 2k } and an odd
subarray. This is the easiest operation. Predict. We use the even array s j to predict the odd array d j and redefine the array d j as the difference between the existing array and the predicted one.
To be specific, we use the spline which interpolates the sequence s j on the grid k/N,
and predict the arrayd j (r) by the arraŷ
of the DFT of values of the spline on the points {(2k + 1)/2N} (see (2.16)). The DFT of the new d-array is defined as follows:
From now on, the subscript u means update of the array.
Lifting. In this step, we update the even array using the new odd array,
where β j +1 (r) is a 2N -periodic sequence that is subject to the condition
Reconstruction
The reconstruction of the signal z j +1 from the arrays s Undo Lifting. We restore the even array:
Undo Predict. We restore the odd array:
Let us rewrite (3.5) using (3.4),
Unsplit. The last step represents the standard restoration of the signal from its even and odd components. In the frequency domain, it looks aŝ
Dual Scheme
In the primal construction, that was described above, the update step is controlled by the function β j +1 (r). Now we explain the dual scheme where the prediction step is under control.
Decomposition
(1) We start by updating the even array using the odd array:
Equation (3.8) means that update is an averaging of the even array with its prediction that was derived from the odd array. Such an update results in a smoother even array.
(2) We form the details array by extracting from the odd array the new even array supplied with the control function α j +1 (r):
Here α j +1 (r) is a 2N -periodic sequence and, like β j +1 (r), α j +1 (r + N) = −α j +1 (r).
Reconstruction
(1) We restore the odd arraŷ
(2) To reconstruct the even array, we used j (r):
FILTER BANKS AND RELATED BASES
Filter Banks
Lifting schemes, that were presented above, yield an efficient algorithm for the implementation of the forward and backward transform of z j +1 ←→ {s 
Then, the decomposition and reconstruction formulas of the primal scheme can be represented asŝ
(2) Define the 2N -periodic functions
Then the decomposition and reconstruction formulas of the dual scheme can be represented asŝ
Proof. We start with the decomposition formula (4.6). Let us modify (3.1) using the identitiesŝ
But the functiong j +1 (r), defined in (4.1), possesses the propertyg j +1 (r + N)
. Thus, we see that (4.12) is equivalent to (4.6). To prove (4.5), we use the identity (4.11) and the already proven relation (4.6). Moreover, we recall that ω
Hence (4.5) follows.
To verify the reconstruction formula (4.7), we substitute (3.4) and (3.6) into (3.7). The relations for the dual scheme are similarly proved.
The functionsh j +1
β ,g j +1 , which produced the decomposition of the signal, and h j +1 , g j +1 β , which did so for the reconstruction, can be viewed as a perfect reconstruction biorthogonal filter bank. The same is true for the dual functions. Let us verify that they satisfy the perfect reconstruction conditions [17] . 
satisfy the perfect reconstruction conditions
(2) With any 2N -periodic sequence α j +1 (r) that is subject to the condition
Proof. From the definitions (4.1)-(4.4), we derive immediately
Equations (4.14)-(4.16) can be similarly checked.
The following is an obvious observation. 
Moreover, if α j +1 (r) = β j +1 (r), then the decomposition filters of the dual scheme become primal reconstruction filters up to a constant factor and vice versa,
Remark. Results of this section are related to some extent to the well-known result of Vetterli and Herley [22, Proposition 4.7] , which is essential for the construction of the conventional lifting schemes.
Bases
The perfect reconstruction filter banks, that were constructed above, are associated with the biorthogonal pairs of bases in the space S j +1 of 2N -periodic discrete signals.
Notation. 20) and the coordinates are
Proof. We start with the reconstruction formula (4.7), which we rewrite aŝ
We have
Similarly, we derive the relation
Let us turn to the decomposition formula (4.5). This relation implies that
Similarly, (4.19) is derived.
COROLLARY 4.1. The following biorthogonal relations hold,
Remark 1.
If the function satisfies α j +1 (r) = β j +1 (r), then the decomposition wavelets of the dual scheme are the reconstruction wavelets for the primal one and vice versa.
Remark 2. The basic functions ϕ 1 (l) and ψ 1 β (l) can be constructed by applying the primal reconstruction procedure to the arrays s
To construct the decomposition basic functionsφ 1 β (l) and ψ 1 (l), we must use the dual reconstruction procedure.
Control Filters
How do we choose the control filters β for the primal scheme and α for the dual one? Since the decomposition filters in the primal scheme are the reconstruction filters for the dual, we consider α = β. We emphasize that the perfect reconstruction identities (4.13) and (4.14) for the primal scheme and the corresponding relations for the dual are true for any function β that satisfies the condition (3.3). Thus, by varying the function, we are able to control the decomposition filtersh β (r). We call this group the beta filters, whereas the groupH j +1 (r), g j +1 (r), h j +1 (r), G j +1 (r) is called the non-beta filters. We will choose β so that the beta filters have properties which are similar to the properties of the non-beta filters. Since there are several ways to choose the β filters, in the following we present one way to do it according to the above criteria:
(1) Since non-beta filters are functions of cos(πr/N), the wavelets ϕ 1 andψ 1 are symmetric. If β j +1 (r) is chosen as a function of cos(πr/N), then the waveletsφ 1 β and ψ 1 β are symmetric as well.
(2) Corollary 2.1 implies that the primal decomposition filterg j +1 (r) of order p contains the factor
This means that the filter performs as a difference operator of order p + 1. This property, which we call "quasi-vanishing moments," is related to vanishing moments properties which characterize wavelet schemes. Namely, this property can be interpreted as follows: If some fragments of the signal are close to (or coincide with) a polynomial of a degree not exceeding p, then the coefficients d 
We may argue that an ideal β candidate, which meets the requirements for the order p = 2m + 1, is β j +1 (r) = U j 2l+1 (r)/2, l = 1, . . . , m. Another suggestion for the choice of β is yielded by the following consideration. Generally, the high-and low-frequency wavelets ϕ 1 (l) and ψ 1 β (l), respectively, are not orthogonal to each other; this holds as well forφ 1 β andψ 1 (l). But, by proper choice of the control filter β j +1 (r), we can achieve this property. In this case, the signals z 24) then the orthogonal relations
hold.
Remark. The filter β j +1 (r), which is given by (4.24), possesses the properties (4.21)-(4.23).
Proof. Using (4.18), we can write
as a function of r is N -periodic, we represent the inner product as
Equations (4.3) and (4.4) imply that
Substitution of (4.24) results in ψ 1 β,k , ϕ 1 l = 0. The second relation in (4.25) is similarly proved. 2 ) for p = 3, 7, 13 are displayed in Fig. 1 . We will depict the filters and wavelets in Section 5.
MULTISCALE TRANSFORMS
Repeated applications of the transform can be achieved in an iterative way as was presented above. This can be implemented either as a linear invertible transform of a wavelet type or as a wavelet packet type transform which results in an overcomplete representation of the signal. We explain one multiscale advance as it is done by both transforms.
The Wavelet Transform
In this transform, we store the array d As for the control filter β j (r), it can be retrieved by downsampling the filter β j +1 (r), but nothing prevents us from choosing a filter that is completely different from the one used at the first step of the decomposition. We may also choose between the primal and dual schemes for the second-scale transform. The decomposition steps for the primal scheme are: 
The dual scheme is implemented in a similar manner. The described transform is linked with the N -periodic filters 
The low-frequency and high-frequency reconstruction wavelets of the second scale are defined as
2)
The coordinates in (5.1) are inner products with 4-sample shifts of the decomposition wavelets of the second scale,
3)
The remarks that were made at the end of the previous section remain true for the two-scale transform with obvious modifications.
The Wavelet Packet Transform
Unlike the mechanism in the wavelet transform, in the wavelet packet transform both subarrays s j u and d j u of the first scale are subject to decomposition that produces four second-scale subarrays. In turn, these four arrays produce eight subarrays for the third scale, and so on. All subarrays which are related to a certain scale are stored.
It is pertinent to re-denote s u , which were discussed in the previous section, we consider only the transform that results in γ j −1,2 and γ j −1,3 . Unlike the wavelet transform,γ j,1 (r), which is the DFT of the high-frequency array, is being used for multiscale decomposition. As before, we form the arrayŝ
Then:
The control filterβ j (r) here can be the same as the filter β j (r), but a different choice is also allowed.
(3) The arrays of the coefficients are derived by the application of the IDFT, is implemented in an obvious way. Similar to the wavelet transform, the wavelet packet transform generates two dual families of basic functions which are called the decomposition and reconstruction wavelet packets. A decomposition of scale j comprises 2 j blocks of basic functions of each family. A block k of scale j consists of 2 j -samples shifts of the decomposition wavelet packetψ j,k or the reconstruction wavelet packet ψ j,k , k = 0, . . ., 2 j − 1. The basic functions of any scale form a pair of biorthogonal bases. But there are many more combinations of blocks which do the same [23] . The reconstruction basic function of the block k in scale j can be constructed by launching the primal reconstruction transform from the coefficients of scale j , which are all zeros except for a single coefficient in the block k which is equal to 1. The decomposition basic functions are retrieved similarly by the dual reconstruction transform. We note that, for the first scale, ψ 1,0 = ϕ 1 , ψ
β . In the second scale,
β . Similar relations hold for the decomposition wavelet packets.
EXAMPLES
We present here a wide variety of wavelet and wavelet packet filters and basic waveforms that were constructed using the algorithms that were established above.
Filter Sequences
In this section, we depict the non-beta filter sequences h,ḡ of orders p = 3, 5, 7, 9, 11, 13 and the beta filter sequences g β ,h β with the same orders. Moreover, we present the beta filters that originated from different choices of the control filter β. This choice is followed from the suggestions proposed in Section 4.3. The filters h,ḡ, g β ,h β were defined by (4.1)-(4.4). As it is seen from (4.18) and (4.19), they are the Fourier transforms of the wavelets of the first scale. We depict the wavelets together with the corresponding filters. The indices on the right-hand side of each picture represent the order of the corresponding wavelet.
(1) In Fig. 2 , we display the low-frequency ϕ 1 and the high-frequency ψ 1 β reconstruction wavelets of the first scale of orders p = 3, 5, 7, 9, 11, 13. In addition, their Fourier transforms are also displayed. The Fourier transform of ϕ 1 is the reconstruction filter sequence h and the Fourier transform of ψ 1 β is the filter sequence g β . As it was recommended in Section 4.3, the control filter for the wavelets of order p is chosen as β j +1 (r) = U We illustrate this observation in Fig. 5 . The gain in the flatness of the filters was achieved with some sacrifice in spatial localization of the wavelets.
(5) The flatness of the filters can be enhanced together with the improvement of the spatial localization of the wavelets if we are willing to lose some steepness close, to the cutoff point. In Fig. 6 , we present the wavelets and the corresponding filters of thirteenth order with β j +1 (r) = U j l (r)/2, l = 3, 5, 7, 9, 11, 13. It exhibits improvements in the flatness of the filters, in the spatial localization of the wavelets, and decay of the cutoff steepness with the decrease of l.
Wavelets and Wavelet Packets
In this section, we present wavelets in different scales and their spectra. We do so to illustrate the split of the frequency domain by these wavelets. Unlike the nonperiodic case, in a periodic setting the wavelets in different scales cannot be derived by dilations of a single wavelet although they are "close" to it. In addition, we also display the wavelet packets and the amplitude of their spectra. The wavelets in the first scale were defined by (5.2) and (5.3). Extension of these definitions to subsequent scales is straightforward. This is also true for wavelet packets. As was noted above, a waveform can be constructed by applying the lifting, reconstruction procedures to the array which contains only one nonzero term. In the following, we display some typical examples of wavelets and wavelet packets of third and thirteenth orders. As for the wavelet packets, we present the packets only in the third scale.
(1) In Fig. 7 , we depict the decomposition and reconstruction wavelets of order 3 and their spectra: the high-frequency waveletsψ l β and ψ l β , l = 1, . . . , 4, from the first to the In Fig. 8 , we do the same for the wavelets of order 13. The control filters are β k+1 (r) = U k 13 (r)/2, k = j + 1 − l. By comparing both cases, we can see that the wavelets are well localized in the time domain. The spectra form partitions of the frequency domain according to the logarithmic scale. The corresponding decomposition and reconstruction wavelets are similar in appearance to each other. The third-order wavelets have simpler structure and better localization in time domain than the thirteenth-order wavelets, but the latter form a much more refined partition of the frequency domain. (3) In Fig. 9 , we depict the decomposition and the reconstruction wavelet packets of order 3 for the third scale and their spectra. There are 2 3 = 8 such wavelet packets for each case.
(4) In Fig. 10 , we do the same for the wavelet packets of order 13. The control filters are chosen as β k+1 (r) = U k 13 (r)/2, k = j + 1 − l. The wavelet packets form a near-uniform partition of the frequency domain into 2 3 = 8 blocks. Especially, a refined partition is produced by the reconstruction packets of eleventh order.
(5) We conclude the section with a specific example. Figure 11 depicts the wavelets that were constructed by the alternating scheme. This means that the primal and dual filters alternate from one scale to another. The wavelets of the first scale displayed in A are obtained through the primal filters, ones of the second scale through the dual scheme, and so on. For the wavelets in C, conversely, we started from the dual scheme. All the wavelets are of the thirteenth order and the control filters are
DISCUSSION
We presented a construction in lifting mode of a new family of biorthogonal wavelet and wavelet packet transforms and a library of biorthogonal periodic symmetric waveforms. The construction is based on the superconvergence property of interpolatory splines of even degrees, which are used as a predicting aggregate in the lifting scheme. The lifting construction allows more efficient implementation and provides tools for custom design of the filters and wavelets. As is common in lifting schemes, the computations can be carried out "in place" and the inverse transform is performed in a reverse order. The difference with the conventional lifting scheme [20] is that all the transforms are implemented in the frequency domain with the use of the fast Fourier transform FFT. However, to recover the coefficients of the decomposition of a certain level, the inverse FFT is used. The presented construction of the wavelet packet transforms can be used in adaptive schemes such as matching pursuit [14] and best basis algorithm [8] methodologies. Search for the best basis can be implemented in the frequency domain (without switching into the time domain) provided that the cost function is l 2 norm. The matching pursuit can also be efficiently performed in the frequency domain. The dictionary will be constructed by using a mixture of wavelet packets of different orders. We used the control tools, which are inherent in the transforms, in order to have the properties of the decomposition filters and waveforms as similar as possible to the properties of the reconstruction filters.
A high-pass decomposition filter in our construction comprises a finite difference block of an order p + 1. In a nonperiodic setting, it corresponds to the vanishing moments property up to order p of the corresponding wavelets. Thus, such a filter turns fragments of the signal which (almost) coincide with polynomial of degree p close to zero. The related low-pass filter, on the contrary, leaves the fragments almost intact. Our algorithm allows a stable construction of filters comprising differences of very high orders. For examples, we presented the filters associated with differences up to fourteenth order and the recurrence formulas for constructing filters of even higher orders.
The computational complexity of the application of the wavelet transform on a signal of length N is the same as the application of the FFT on the signal, which is O (N log 2 N) . At first glance, it seems to be more computationally expensive than the complexity of the regular wavelet transform, which is O(N). However, we must take into account that the complexity of the latter depends linearly on the length of the filters involved which, in turn, increases when the number of vanishing moments increases. For example, the Daubechies filter with 10 vanishing moments is of length 20. On the other hand, increase of the difference order in our scheme does not affect the cost of the implementation. Therefore, especially for higher orders p, the complexity of our algorithm is comparable to if not less than, the complexity of the standard wavelet transform. However, we hope to reduce the complexity of the algorithms more in time-rather than in frequencydomain implementation. To achieve this, we plan to abandon the periodic setting. Such an implementation must use recursive filters. To accelerate the performance, we intend to employ the factorization technique developed in [4] . This will be the subject of our next paper. By now it is done in [3] for a similar scheme which employed discrete rather than continuous interpolatory splines.
We should particularly emphasize that our scheme is based on interpolation and, as such, it involves only samples of signals and it does not require any use of quadrature formulas. This property is valuable for signal and image processing.
Also of great importance to these applications is the fact that these filters have linear phase property and the basic waveforms are symmetric. In addition, these filters yield perfect frequency resolution.
We anticipate a wide range of applications for the presented library of waveforms in signal and image processing, especially for problems where refined resolution of the frequency domain is required. Recently, we successfully applied the devised wavelet packets in an algorithm for acoustic recognition [2] .
