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Abstract
We study the C∗-algebras of the e´tale groupoids defined by the asymptotic equiva-
lence relations for hyperbolic automorphisms on the torus. The algebras are proved to
be four-dimensional non-commutative tori. The ranges of the unique tracial states of
its K0-groups of the C
∗-algebras are determined, and directly proved to be invariant
under flip conjugacy of the hyperbolic automorphisms on the torus.
1 Introduction
In [21] and [22], D. Ruelle has introduced the notion of Smale space. A Smale space is a
hyperbolic dynamical system with local product structure. He has constructed groupoids
and its operator algebras from the Smale spaces. After the Ruelle’s initial study, I. Putnam
in [13] (cf. [9], [14], [15], [16], [25], etc. ) constructed several groupoids from Smale spaces
and studied their C∗-algebras. The class of Smale spaces contain two important subclasses
of topological dynamical systems as its typical examples. One is the class of shifts of finite
type, which are sometimes called topological Markov shifts. The other one is the class
of hyperbolic toral automorphisms. The study of the former class from the view point of
C∗-algebras is closely related to the study of Cuntz-Krieger algebras as in [7], [8], [10], etc.
That of the latter class is closely related to the study of the crossed product C∗-algebras
of the homeomorphisms of the hyperbolic automorphisms on the torus.
In this paper, we will focus on the study of the latter class, the hyperbolic toral auto-
morphisms from the view points of C∗-algebras constructed from the associated groupoids
as Smale spaces. Let A =
[
a b
c d
]
∈ GL(2,Z) be a hyperbolic matrix. Let q : R2 −→ R2/Z2
be the natural quotient map. We denote by R2/Z2 the two-dimensional torus T2 with met-
ric d defined by
d(x, y) = inf{‖z − w‖ : q(z) = x, q(w) = y, z, w ∈ R2} for x, y ∈ T2
where ‖ · ‖ is the Euclid norm on R2. Then the matrix A defines a homeomorphism
on T2 which is called a hyperbolic toral automorphism. It is a specific example of an
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Anosov diffeomorphism on a compact Riemannian manifold (see [4], [24], etc.). Let λu, λs
be the eigenvalues of A such that |λu| > 1 > |λs|. They are both real numbers. Let
vu = (u1, u2), vs = (s1, s2) be the normalized eigenvectors for λu, λs, respectively. The
direction along vu expands by A, whereas the direction of vs expands by A
−1. These
directions determine local product structure which makes T2 a Smale space. The groupoid
GaA introduced by D. Ruelle [21] of the asymptotic equivalence relation is defined by
GaA = {(x, z) ∈ T2 × T2 | lim
n→∞ d(A
nx,Anz) = lim
n→∞ d(A
−nx,A−nz) = 0} (1.1)
with its unit space
(GaA)
(0) = {(x, x) ∈ T2 × T2} = T2. (1.2)
The multiplication and the inverse operation on GaA are defined by
(x, z)(z, w) = (x,w), (x, z)−1 = (z, x) for (x, z), (z, w) ∈ GaA.
As in [13], the groupoid GaA has a natural topology defined by inductive limit topology,
which makes GaA e´tale. The e´tale groupoid G
a
A is called an asymptotic groupoid for the
hyperbolic toral automorphism (T2, A). We will first see that the groupoidGaA is realized as
a transformation groupoid T2⋊αAZ
2 by a certain action αA : Z2 −→ Homeo(T2) associated
to GaA, so that the C
∗-algebra C∗(GaA) of the groupoid G
a
A is isomorphic to the C
∗-algebra
of the crossed product C(T2)⋊αA Z
2 by the induced action αA : Z2 −→ Aut(C(T2)). As
the action αA : Z2 −→ Homeo(T2) is free and minimal having a unique invariant ergodic
measure, a general theory of C∗-crossed product ensures that C(T2) ⋊αA Z2 is a simple
AT-algebra having a unique tracial state (cf. [12], [13], [16] ).
Let A =
[
a b
c d
]
∈ GL(2,Z) be a hyperbolic matrix which satisfies det(A) = ±1, We
denote by ∆(A) = (a+ d)2 − 4(ad− bc) the discriminant of the characteristic polynomial
of the matrix A, which is positive. We will show the following.
Theorem 1.1 (Theorem 2.9 and Proposition 4.1). The C∗-algebra C∗(GaA) of the e´tale
groupoid GaA for a hyperbolic matrix A =
[
a b
c d
]
is a simple AT-algebra with unique tracial
state τ that is isomorphic to the four-dimensional non-commutative torus generated by four
unitaries U1, U2, V1, V2 satisfying the following relations
U1U2 = U2U1, V1V2 = V2V1,
V1U1 = e
2piiθ1U1V1, V1U2 = e
2piiθ2U2V1,
V2U1 = e
2piiθ3U1V2, V2U2 = e
2piiθ4U2V2,
where
θ1 =
1
2
(1 +
a− d√
∆(A)
), θ2 =
c√
∆(A)
, θ3 =
b√
∆(A)
, θ4 =
1
2
(1− a− d√
∆(A)
).
The range τ∗(K0(C∗(GaA))) of the tracial state τ of the K0-group K0(C
∗(GaA)) of the C
∗-
algebra C∗(GaA) is
τ∗(K0(C∗(GaA))) = Z+ Zθ1 + Zθ2 + Zθ3 in R. (1.3)
2
The slopes θi, i = 1, 2, 3, 4 are determined by the formulas (2.5), (2.6) for the slopes of
the eigenvectors vu = (u1, u2), vs = (s1, s2). We will then know the following corollary in
a direct way.
Corollary 1.2 (Theorem 4.4). Let A,B ∈ GL(2,Z) be hyperbolic matrices. Suppose that
the hyperbolic dynamical systems (T2, A), (T2, B) are flip conjugate. Then we have
τ∗(K0(C∗(GaA))) = τ∗(K0(C
∗(GaB))).
Hence the trace value τ∗(K0(C∗(GaA))) is a flip conjugacy invariant of the hyperbolic toral
automorphism (T2, A).
As commuting matrices have common eigenvectors, we know that if two matrices
A,B ∈ GL(2,Z) commute each other, then the C∗-algebras C∗(GaA) and C∗(GaB) are
canonically isomorphic. Hence two matrices
[
1 1
1 0
]
and
[
2 1
1 1
]
have the isomorphic C∗-
algebras. On the other hand, as the range τ∗(K0(C∗(GaA))) of the tracial state of the
K0-group K0(C
∗(GaA)) is invariant under isomorphism class of the algebra C
∗(GaA), the
C∗-algebra C∗(GA1) is not isomorphic to C∗(GA2) for the matrices A1 =
[
1 1
1 0
]
and
A2 =
[
3 1
2 1
]
(Proposition 5.2).
We finally present the asymptotic Ruelle algebra C∗(GaA⋊AZ) defined by the groupoid
GaA ⋊A Z = {(x, n, z) ∈ T2 × Z× T2 | (An(x), z) ∈ GaA}
as a C∗-algebra generated by five unitaries satisfying certain commutation relations (Propo-
sition 6.1).
2 The groupoid GaA and its C
∗-algebra C∗(GaA)
For a vector (m,n) ∈ R2, we write the vector (m,n)t as
[
m
n
]
and sometimes identify (m,n)
with
[
m
n
]
. A matrix A =
[
a b
c d
]
∈ GL(2,Z) with det(A) = ±1 is said to be hyperbolic
if A does not have eigenvalues of modulus 1. Let λu, λs be the eigenvalues of A such that
|λu| > 1 > |λs|. They are eigenvalues for unstable direction, stable direction, respectively.
We note that b 6= 0, c 6= 0 because of the conditions ad − bc = ±1 and |λu| > 1 > |λs|.
Take nonzero eigenvectors vu, vs for the eigenvalues λu, λs such that ‖vu‖ = ‖vs‖ = 1. We
set vu = (u1, u2), vs = (s1, s2) ∈ T2 as vectors. The numbers λu, λs, u1, u2, s1, s2 are all
real numbers because of the hyperbolicity of the matrix A. It is easy to see that the slopes
u1
u2
, s1
s2
are irrational. We set
rA := 〈vu|vs〉.
Define two vectors
v1 := vu − rAvs, v2 := rAvu − vs.
Lemma 2.1. For two vectors x, z ∈ T2, the following three conditions are equivalent.
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(i) (x, z) ∈ GaA.
(ii) z = x+ 1
1−r2
A
〈(m,n)|v1〉vu for some m,n ∈ Z.
(iii) z = x+ 1
1−r2
A
〈(m,n)|v2〉vs for some m,n ∈ Z.
Proof. For two vectors x, z ∈ T2 regarding them as elements of R2 modulo Z2, we have
(x, z) ∈ GaA if and only if
z ≡ x+ tvu ≡ x+ svs (mod Z2) for some t, s ∈ R. (2.1)
In this case, we see that tvu − svs = (m,n) for some m,n ∈ Z so that
〈tvu − svs|vu〉 = 〈(m,n)|vu〉, (2.2)
〈tvu − svs|vs〉 = 〈(m,n)|vs〉 (2.3)
and we have
t =
1
1− r2A
〈(m,n)|v1〉, s = 1
1− r2A
〈(m,n)|v2〉. (2.4)
This shows the implications (i) =⇒ (ii) and (iii).
Assume that (ii) holds. By putting s = 1
1−r2
A
〈(m,n)|v2〉, we have the equalities both
(2.2) and (2.3), so that tvu− svs = (m,n). Hence the equality (2.1) holds and we see that
(x, z) belongs to the groupoid GaA. This shows that the implication (ii) =⇒ (i) holds, and
similarly (iii) =⇒ (i) holds.
Let us define an action αA : Z2 −→ Homeo(T2) in the following way. We set
αA(m,n)(x) := x+
1
1− r2A
〈(m,n)|v1〉vu, (m,n) ∈ Z2.
For a fixed (m,n) ∈ Z2, αA(m,n)(x) is the parallel transformation along the vector 11−r2
A
〈(m,n)|v1〉vu.
Hence αA(m,n) defines a homeomorphism on the torus T
2. It is clear to see that αA(m,n) ◦
αA(k,l) = α
A
(m+k,n+l) for (m,n), (k, l) ∈ Z2.
Lemma 2.2. Keep the above notation.
(i) If αA(m,n)(x) = x for some x ∈ T2, then (m,n) = (0, 0). Hence the action αA : Z2 −→
Homeo(T2) is free.
(ii) For x ∈ T2, the set {αA(m,n)(x)| ∈ (m,n) ∈ Z2} is dense in T2. Hence the action
αA : Z2 −→ Homeo(T2) is minimal.
Proof. (i) Suppose that αA(m,n)(x) = x for some x ∈ T2, so that 11−r2
A
〈(m,n)|v1〉vu = (k, l)
for some (k, l) ∈ Z2. As the slope of the vector vu is irrational, we have (k, l) = (0, 0) and
hence (m,n) = (0, 0).
(ii) Let v1 = (γ1, γ2). As the slope of vs is irrational and 〈vs|v1〉 = 0, the slope γ1γ2 of
v1 is irrational, so that the set {mγ1 + nγ2|m,n ∈ Z} is dense in R. Since 〈(m,n)|v1〉vu =
(mγ1 + nγ2)vu and the set {x+ tvu ∈ T2|t ∈ R} is dense in T2, we see that the set
{x+ 1
1− r2A
〈(m,n)|v1〉vu|m,n ∈ Z}
is dense in T2.
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The action αA : Z2 −→ Homeo(T2) induces an action of Z2 to the automorphism group
Aut(C(T2)) of C(T2) by f ∈ C(T2) −→ f ◦ αA(m,n) ∈ C(T2). We write it still αA without
confusing.
If a discrete group Γ acts freely on a compact Hausdorff space X by an action α :
Γ −→ Homeo(X), the set {(x, αγ(x)) ∈ X ×X|x ∈ X, γ ∈ Γ} has a groupoid structure in
a natural way (cf. [17], [18], [2]). The groupoid is called a transformation groupoid.
Proposition 2.3. The e´tale groupoid GaA is isomorphic to the transformation groupoid
T
2
⋊αA Z
2 = {(x, αA(m,n)(x)) ∈ T2 × T2|(m,n) ∈ Z2}
defined by the action αA : Z2 −→ Homeo(T2). Hence the C∗-algebra C∗(GaA) of the
groupoid GaA is isomorphic to the crossed product C(T
2) ⋊αA Z
2 of C(T2) by the action
αA of Z2.
Proof. By the preceding discussions, a pair (x, z) ∈ T2 belongs to the groupoid GaA if and
only if z = αA(m,n)(x) for some (m,n) ∈ Z2. Since the action αA : Z2 −→ Homeo(T2)
is free, the groupoid GaA is identified with the transformation groupoid T
2
⋊αA Z
2 in a
natural way. By a general theory of the C∗-algebras of groupoids ([2], [17]), the C∗-
algebra C∗(T2 ⋊αA Z2) of the groupoid T2 ⋊αA Z2 is isomorphic to the crossed product
C∗(T2)⋊αA Z2.
We set
θ1 :=
u1s2
u1s2 − u2s1 , θ2 :=
u2s2
u1s2 − u2s1 , (2.5)
θ3 :=
−u1s1
u1s2 − u2s1 , θ4 :=
−u2s1
u1s2 − u2s1 . (2.6)
Lemma 2.4. The real numbers θi, i = 1, 2, 3, 4 satisfy
θ2
θ1
=
θ4
θ3
=
u2
u1
,
θ1
θ3
=
θ2
θ4
= −s2
s1
, (2.7)
θ1 + θ4 = 1. (2.8)
Conversely, if real numbers ζi, i = 1, 2, 3, 4 satisfy
ζ2
ζ1
=
ζ4
ζ3
=
u2
u1
,
ζ1
ζ3
=
ζ2
ζ4
= −s2
s1
, (2.9)
ζ1 + ζ4 = 1, (2.10)
then we have ζi = θi, i = 1, 2, 3, 4.
Proof. The identities (2.7) and (2.8) are immediate. Conversely, suppose that real numbers
ζi, i = 1, 2, 3, 4 satisfy (2.9) and (2.10). As ζ1 =
u2
u1
ζ2 =
u2
u1
(− s2
s1
)ζ4, the equality (2.10)
implies
{u2
u1
(−s2
s1
) + 1}ζ4 = 1,
so that
ζ4 =
−u2s1
u1s2 − u2s1
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and hence
ζ1 =
u1s2
u1s2 − u2s1 , ζ2 =
u2s2
u1s2 − u2s1 , ζ3 =
−u1s1
u1s2 − u2s1 .
Proposition 2.5. For x = (x1, x2) ∈ T2, we have
αA(1,0)(x1, x2) = (x1 + θ1, x2 + θ2), α
A
(0,1)(x1, x2) = (x1 + θ3, x2 + θ4),
and hence
αA(m,n)(x1, x2) = (x1 +mθ1 + nθ3, x2 +mθ2 + nθ4) for (m,n) ∈ Z2.
Proof. We have
αA(m,n)(x1, x2) =(x1, x2) +
1
1− r2A
〈(m,n)|vu − rAvs〉vu
=(x1, x2) +
1
1− r2A
〈(m,n)|(u1 − rAs1, u2 − rAs2)〉(u1, u2).
In particular, for (m,n) = (1, 0), (0, 1), we have
αA(1,0)(x1, x2) =(x1 +
1
1− r2A
(u1 − rAs1)u1, x2 + 1
1− r2A
(u1 − rAs1)u2),
αA(0,1)(x1, x2) =(x1 +
1
1− r2A
(u2 − rAs2)u1, x2 + 1
1− r2A
(u2 − rAs2)u2).
We put ξi =
1
1−r2
A
(ui − rAsi) for i = 1, 2 so that
αA(1,0)(x1, x2) =(x1 + ξ1u1, x2 + ξ1u2), (2.11)
αA(0,1)(x1, x2) =(x1 + ξ2u1, x2 + ξ2u2). (2.12)
We then have
ξ1 =
1
1− r2A
{u1 − (u1s1 + u2s2)s1} = 1
1− r2A
{u1(1− s21)− u2s2s1}
=
1
1− r2A
(u1s2 − u2s1)s2
and similarly
ξ2 =
1
1− r2A
{u2 − (u1s1 + u2s2)s2} = 1
1− r2A
{u2(1− s22)− u1s1s2}
=
1
1− r2A
(u2s1 − u1s2)s1.
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Hence we have ξ1
ξ2
= − s2
s1
. We also have
ξ1u1 + ξ2u2 =
1
1− r2A
{(u1 − rAs1)u1 + (u2 − rAs2)u2}
=
1
1− r2A
{u21 + u22 − rA(u1s1 + u2s2)}
=
1
1− r2A
(1− r2A) = 1.
By Lemma 2.4, we have ξ1u1 = θ1, ξ1u2 = θ2, ξ2u1 = θ3, ξ2u2 = θ4, proving the desired
assertion from the identities (2.11) and (2.12).
We will next express θi, i = 1, 2, 3, 4 in terms of the matrix elements a, b, c, d of A.
Lemma 2.6. The following identities hold.
(i)
aθ1 + bθ2 = λuθ1, aθ3 + bθ4 = λuθ3,
cθ1 + dθ2 = λuθ2, cθ3 + dθ4 = λuθ4,
and hence
aθ1 + bθ2 + cθ3 + dθ4 = λu. (2.13)
(ii)
aθ3 − bθ1 = λsθ3, aθ4 − bθ2 = λsθ4,
cθ3 − dθ1 = −λsθ1, cθ4 − dθ2 = −λsθ2,
and hence
aθ4 − bθ2 − cθ3 + dθ1 = λs.
Proof. By the identities
[
θ1
θ2
]
=
s2
u1s2 − u2s1
[
u1
u2
]
,
[
θ3
θ4
]
=
−s1
u1s2 − u2s1
[
u1
u2
]
,
[
θ3
−θ1
]
=
−u1
u1s2 − u2s1
[
s1
s2
]
,
[
θ4
−θ2
]
=
−u2
u1s2 − u2s1
[
s1
s2
]
,
with θ1 + θ4 = 1, we see the desired assertions.
Lemma 2.7.
(i) (aθ1 + bθ2)θ4 = (cθ3 + dθ4)θ1.
(ii) (aθ3 − bθ1)θ2 = (−cθ4 + dθ2)θ3.
Hence we have
bθ2 = cθ3.
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Proof. (i) By the first and the fourth identities in Lemma 2.6 (i), we know the identity
(i). (ii) is similarly shown to (i). By (i) and (ii) with the identity θ1θ4 = θ2θ3, we get
bθ2 = cθ3.
Recall that ∆(A) denotes the discriminant (a + d)2 − 4(ad − bc) of the characteristic
polynomial of the matrix A. The real number ∆(A) is positive because of the hyperbolicity
of A. By elementary calculations, we have
Lemma 2.8. The identities
θ1 · θ4 = θ2 · θ3, θ1 + θ4 = 1,
(aθ1 + bθ2)θ4 = (cθ3 + dθ4)θ1, (aθ3 − bθ1)θ2 = (−cθ4 + dθ2)θ3
imply
(θ1, θ2, θ3, θ4) (2.14)
=


(
1
2(1 +
|a−d|√
∆(A)
), |a−d|
a−d
c√
∆(A)
, |a−d|
a−d
b√
∆(A)
, 12(1− |a−d|√∆(A))
)
or(
1
2(1− |a−d|√∆(A)),−
|a−d|
a−d
c√
∆(A)
,− |a−d|
a−d
b√
∆(A)
, 12 (1 +
|a−d|√
∆(A)
)
)
if a 6= d,
(12 ,
1
2
√
c
b
, 12
√
b
c
, 12) or
(12 ,−12
√
c
b
,−12
√
b
c
, 12) if a = d.
(2.15)
We thus have the following theorem.
Theorem 2.9. The C∗-algebra C∗(GaA) of the groupoid G
a
A for a hyperbolic matrix A =[
a b
c d
]
is isomorphic to the simple C∗-algebra generated by four unitaries U1, U2, V1, V2
satisfying the following relations
U1U2 = U2U1, V1V2 = V2V1,
V1U1 = e
2piiθ1U1V1, V1U2 = e
2piiθ2U2V1,
V2U1 = e
2piiθ3U1V2, V2U2 = e
2piiθ4U2V2,
where
θ1 =
1
2
(1 +
a− d√
∆(A)
), θ2 =
c√
∆(A)
, θ3 =
b√
∆(A)
, θ4 =
1
2
(1− a− d√
∆(A)
). (2.16)
Hence the C∗-algebra C∗(GaA) is isomorphic to the four-dimensional non-commutative
torus.
Proof. As in Lemma 2.2, the action αA : Z2 −→ Homeo(T2) is free and minimal, hence
the C∗-crossed product C(T2) ⋊αA Z2 is simple. The C∗-crossed product is canonically
identified with the C∗-crossed product ((C(T) ⊗ C(T)) ⋊αA
(1,0)
Z) ⋊αA
(0,1)
Z. Let U1, U2 be
the unitaries in C(T) ⊗ C(T) defined by U1(t, s) = e2piit, U2(t, s) = e2piis. Let V1, V2 be
the implementing unitaries corresponding to the automorphisms αA(1,0), α
A
(0,1), respectively.
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By Proposition 2.5, we know the commutation relations among the unitaries U1, U2, V1, V2
for the slopes θ1, θ2, θ3, θ4 satisfying (2.15). The second values of (2.15) go to the first of
(2.15) by substituting V1, U1 with V2, U2, respectively. The forth values of (2.15) go to
the third of (2.15) by substituting V1, U1 with V
∗
1 , U
∗
1 , respectively. When a = d, we have
∆(A) = 4bc > 0 so that ±√ c
b
= c√
∆(A)
,±
√
b
c
= b√
∆(A)
. Hence the first two of (2.15)
include the second two of (2.15), so that we may unify (2.15) into (2.16).
It is well-known the K-groups of the four-dimensional non-commutative torus as in [6]
which says
K0(C(T
2)⋊αA Z
2) ∼= K1(C(T2)⋊αA Z2) ∼= Z8 (cf.[6], [23]).
Corollary 2.10. If two hyperbolic matrices A,B ∈ GL(2,Z) commute each other, then
the C∗-algebras C∗(GaA) and C
∗(GaB) are canonically isomorphic.
Proof. The C∗-algebra C∗(GaA) is determined by the four irrational slopes θi, i = 1, 2, 3, 4.
The slopes are determined by normalized eigenvectors vu = (u1, u2), vs = (s1, s2) for the
matrix A by the formulas (2.5), (2.6). Hence the isomorphism class of the C∗-algebra
C∗(GaA) is determined by only eigenvectors of the matrix A.
3 Projective representation
For g = (a1, b1, a2, b2), h = (c1, d1, c2, d2) ∈ Z4, we define the wedge product g ∧ h ∈ Z4 by
(a1, b1, a2, b2) ∧ (c1, d1, c2, d2) =
(∣∣∣∣a1 c1b1 d1
∣∣∣∣ ,
∣∣∣∣a1 c1b2 d2
∣∣∣∣ ,
∣∣∣∣a2 c2b1 d1
∣∣∣∣ ,
∣∣∣∣a2 c2b2 d2
∣∣∣∣
)
where
∣∣∣∣x yz w
∣∣∣∣ = xw−yz. For θ = (θ1, θ2, θ3, θ4) ∈ R4, define the character ρθ : Z4∧Z4 −→ T
by
ρθ(g ∧ h) = e2piiθ·g∧h
where θ · g ∧ h = θ1(a1d1 − b1c1) + θ2(a1d2 − b2c1) + θ3(a2d1 − b1c2) + θ4(a2d2 − b2c2). In
the C∗-algebra C∗(GaA) with θ = (θ1, θ2, θ3, θ4), we set
ug := V
a1
1 U
b1
1 V
a2
2 U
b2
2 for g = (a1, b1, a2, b2),
uh := V
c1
1 U
d1
1 V
c2
2 U
d2
2 for h = (c1, d1, c2, d2).
The following equality is straightforward.
Lemma 3.1. uguhu
−1
g u
−1
h = ρθ(g ∧ h).
We will show that the character ρθ is non-degenerate in our setting.
Lemma 3.2. Let A be a hyperbolic matrix
[
a b
c d
]
. Let θ = (θ1, θ2, θ3, θ4) ∈ R4 be the
vectors of slopes defined in Theorem 2.9 for the matrix A. Then the character ρθ : Z
4 ∧
Z
4 −→ T is non-degenerate, that is, ρθ(g ∧ h) = 1 for all h ∈ Z4 implies g = 0.
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Proof. Let g = (a1, b1, a2, b2). Suppose that ρθ(g ∧ h) = 1 for all h = (c1, d1, c2, d2) ∈ Z4.
By taking (c1, d1, c2, d2) as (0, 0, 0, 1), (0, 0, 1, 0), (0, 1, 0, 0), (1, 0, 0, 0), we know that the
following four values are all integers:
a1θ2 + a2θ4, b1θ3 + b2θ4, a1θ1 + a2θ3, b1θ1 + b2θ2. (3.1)
Also taking (c1, d1, c2, d2) as (0, 0, 1, 1), (0, 1, 1, 0), (1, 1, 0, 0), (1, 0, 0, 1), we know that the
following four values are all integers:
a1θ2 − b1θ3, a1θ1 − b2θ4, −b2θ2 + a2θ3, −b1θ1 + a2θ4. (3.2)
By looking at the forth number of (3.1), one may find an integer m ∈ Z such that
b1θ1 + b2θ2 = m and b2
θ2
θ1
= m 1
θ1
− b1. Since θ2θ1 = u2u1 is irrational, so is θ1. The second
number a1θ1 − b2θ4 of (3.2) is an integer because θ1 + θ4 = 1, so that (a1 + b2)θ1 is an
integer. Hence we have a1 + b2 = 0. By adding the second number of (3.1) with the first
number of (3.2), we know that a1θ2+ b2θ4 is an integer. Since the first number of (3.1) is
an integer, we know that (b2− a2)θ4 is an integer, so that b2 = a2 because θ4 is irrational.
As the forth number of (3.2) is an integer, we know (b1 + a2)θ1 is an integer because
θ1 + θ4 = 1, so that b1 + a2 = 0. Therefore we have g = (a1, a1,−a1,−a1). Hence the
numbers of (3.1) become
a1(θ2 − θ4), a1(θ3 − θ4), a1(θ1 + θ3), a1(θ1 − θ2) (3.3)
respectively Since
2a1θ4 = {a1(θ1 + θ3)− a1(θ1 − θ2)} − {a1(θ2 − θ4) + a1(θ3 − θ4)},
we know that 2a1θ4 is an integer because all of the numbers in (3.3) are integers. Since
θ4 is irrational, we conclude a1 = 0 and hence g = 0.
By Slawny [23], we know the following proposition.
Proposition 3.3. The C∗-algebra C∗(GaA) is simple and has a unique tracial state.
We note that the simplicity of the algebra C∗(GaA) comes from a general theory of
Smale space C∗-algebras as in [13], [16] as well as a unique existence of tracial state on
it. It also follows from a general theory of crossed product C∗-algebras because the action
αA of Z2 to Homeo(T2) is free and minimal. It has been shown that a simple higher
dimensional non-commutative torus is an AT-algebra by Phillips [12].
4 The range τ∗(K0(C∗(GaA)))
In [19], M. A. Rieffel studied K-theory for irrational rotation C∗-algebras Aθ with irra-
tional numbers θ, which are called two-dimensional non-commutative tori, and proved
that τ∗(K0(Aθ)) = Z + Zθ in R, where τ is the unique tracial state on Aθ. In [6], G.
A. Elliott ( cf. [23], [20], [3], [12], etc.) initiated and studied higher-dimensional non-
commutative tori. Let Θ = [θjk]
4
j,k=1 be a 4 × 4 skew symmetric matrix over R. We
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regard the matrix Θ as a linear map from Z4 ∧ Z4 to R by Θ(x ∧ y) = Θx · y. Then
Θ ∧Θ : (Z4 ∧ Z4) ∧ (Z4 ∧ Z4) = ∧4Z4 −→ R is defined by
(Θ ∧Θ)(x1 ∧ x2) ∧ (x3 ∧ x4) = 1
2!2!
∑
σ∈S4
sgn(σ)Θ(xσ(1) ∧ xσ(2))Θ(xσ(3) ∧ xσ(4))
for x1, x2, x3, x4 ∈ Z4. Although we may generally define ∧nΘ : ∧2nZ4 −→ R, the wedge
product ∧2nZ4 = 0 for n > 3, so that
exp∧(Θ) = 1⊕Θ⊕
1
2
(Θ ∧Θ)⊕ 1
6
(Θ ∧Θ ∧Θ)⊕ · · · : ∧evenZ4 −→ R
becomes
exp∧(Θ) = 1⊕Θ⊕
1
2
(Θ ∧Θ).
Let AΘ be the C
∗-algebra generated by four unitaries uj , j = 1, 2, 3, 4 satisfying the com-
mutation relations ujuk = e
2piiθjkukuj , j, k = 1, 2, 3, 4. The C
∗-algebra AΘ is called the
four-dimensional non-commutative torus ([6]). If Θ is non-degenerate, the algebra AΘ has
a unique tracial state written τ. By Elliott’s result in [6], there exists an isomorphism
h : K0(AΘ) −→ ∧evenZ4 such that exp∧(Θ) ◦ h = τ∗, so that we have
exp∧(Θ)(∧evenZ4) = τ∗(K0(AΘ)). (4.1)
Proposition 4.1. Let τ be the unique tracial state on C∗(GaA). Then we have
τ∗(K0(C∗(GaA))) = Z+ Zθ1 + Zθ2 + Zθ3 in R. (4.2)
Proof. Take the unitaries U1, U2, V1, V2 and the real numbers θ1, θ2, θ3, θ4 as in Theorem
2.9. We set the real numbers θjk, j, k = 1, 2, 3, 4 such as θjj = θ12 = θ21 = θ34 = θ43 = 0
for j = 1, 2, 3, 4 and θ13 = θ4, θ14 = θ3, θ23 = θ2, θ24 = θ1. Let u1 = V2, u2 = V1, u3 =
U2, u4 = U1 so that we have the commutation relations
ujuk = e
2piiθjkukuj , j, k = 1, 2, 3, 4.
As θ1 · θ4 = θ2 · θ3, we have
θ12θ34 − θ13θ24 + θ14θ23 = 0.
By (4.1) or [6] (cf. [3, 2.21], [12, Theorem 3.9]), we have
τ∗(K0(C∗(GaA))) =Z+ Z(θ12θ34 − θ13θ24 + θ14θ23) +
∑
1≤j<k≤4
Zθjk
=Z+ Zθ1 + Zθ2 + Zθ3.
By the above formula of the trace values, we will directly prove that the trace values are
invariant under flip conjugacy of hyperbolic toral automorphisms. Two hyperbolic toral
automorphisms (T2, A) and (T2, B) are said to be flip conjugate if one is topologically
conjugate to the other or its inverse. Although we have already known that the associated
C∗-algebra C∗(GaA)) is invariant under flip conjugacy by [11, Proposition 11.1], the direct
proof using the formula (4.2) is given in the following way.
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Proposition 4.2. Let A,B ∈ GL(2,Z) be hyperbolic matrices. Suppose that the hyperbolic
dynamical systems (T2, A), (T2, B) are topologically conjugate. Then we have
τ∗(K0(C∗(GaA))) = τ∗(K0(C
∗(GaB))).
Proof. Suppose that (T2, A), (T2, B) are topologically conjugate. By [1], one may find a
matrix M =
[
α β
γ δ
]
∈ GL(2,Z) such that AM = MB. Hence the matrices A,B have
the common eigenvalue λu, λs. Let vu = (u1, u2), vs = (s1, s2) (resp. v
′
u = (u
′
1, u
′
2), v
′
s =
(s′1, s
′
2)) be their normalized eigenvectors of A (resp. B). Define θi, i = 1, 2, 3, 4 (resp.
θ′i, i = 1, 2, 3, 4) by (2.5) and (2.6). Since MA = BM, we have
v′u =
[
u′1
u′2
]
= M
[
u1
u2
]
=
[
αu1 + βu2
γu1 + δu2
]
,
v′s =
[
s′1
s′2
]
= M
[
s1
s2
]
=
[
αs1 + βs2
γs1 + δs2
]
,
we have
θ′1 =
u′1s
′
2
u′1s
′
2 − u′2s′1
=
1
1− u′2s′1
u′1s
′
2
and
u′2s
′
1
u′1s
′
2
=
(γu1 + δu2)(αs1 + βs2)
(αu1 + βu2)(γs1 + δs2)
=
αγ · (−θ3) + αδ · (−θ4) + βγ · θ1 + βδ · θ2
αγ · (−θ3) + αδ · θ1 + βγ · (−θ4) + βδ · θ2 .
As θ1 + θ4 = 1 and αδ − βγ = ±1, we have
u′2s
′
1
u′1s
′
2
=1± 1
αγ · (−θ3) + αδ · θ1 + βγ · (−θ4) + βδ · θ2
so that we have
θ′1 = ±{αγ · (−θ3) + αδ · θ1 + βγ · (−θ4) + βδ · θ2}.
Hence we have θ′1 ∈ Z+Zθ1+Zθ2+Zθ3 and similarly θ′i ∈ Z+Zθ1+Zθ2+Zθ3 for i = 2, 3.
Symmetrically we see that θi ∈ Z+ Zθ′1 + Zθ′2 + Zθ′3 for i = 1, 2, 3 so that we conclude
Z+ Zθ1 + Zθ2 + Zθ3 = Z+ Zθ
′
1 + Zθ
′
2 + Zθ
′
3.
Lemma 4.3. For a hyperbolic matrix A ∈ GL(2,Z), we have
τ∗(K0(C∗(GaA))) = τ∗(K0(C
∗(GaA−1))).
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Proof. Let λu, λs, vu, vs be the eigenvalues and their eigenvectors for the matrix A, so that
we have A−1vu = 1λu vu, A
−1vs = 1λs vs and | 1λs | > 1 > | 1λu |. Put u¯1 = s1, u¯2 = s2, s¯1 =
u1, s¯2 = u2. Then the vectors v¯u = (u¯1, u¯2), v¯s = (s¯1, s¯2) are the eigenvectors of the matrix
A−1 for the eigenvalues 1
λs
, 1
λu
, respectively. Let θ¯i, i = 1, 2, 3, 4 be the slopes defined by
using v¯u = (u¯1, u¯2), v¯s = (s¯1, s¯2) by the formulas (2.5) and (2.6). Then we have
θ¯1 = θ4, θ¯2 = −θ2, θ¯3 = −θ3, θ¯4 = θ1
so that we have
τ∗(K0(C∗(GaA))) = τ∗(K0(C
∗(GaA−1))).
We thus obtain the following result.
Theorem 4.4. Let A,B ∈ GL(2,Z) be hyperbolic matrices. Suppose that the hyperbolic
dynamical systems (T2, A), (T2, B) are flip conjugate, then we have
τ∗(K0(C∗(GaA))) = τ∗(K0(C
∗(GaB))).
Hence the trace value τ∗(K0(C∗(GaA))) is a flip conjugacy invariant of the hyperbolic toral
automorphism (T2, A).
5 Examples
In this section, we will present some examples.
1. A =
[
1 1
1 0
]
. Since a = b = c = 1, d = 0, we have by Theorem 2.9,
(θ1, θ2, θ3, θ4) = (
1
2
(1 +
1√
5
),
1√
5
,
1√
5
,
1
2
(5− 1√
5
). (5.1)
It is easy to see that
τ∗(K0(C∗(GaA))) = Z+
5 +
√
5
10
Z.
Proposition 5.1. Put θ = 12(1 +
1√
5
). Then the C∗-algebra C∗(GaA) is isomorphic to the
tensor product Aθ ⊗ A5θ between the irrational rotation C∗-algebras Aθ and A5θ with its
rotation angles θ and 5θ respectively.
Proof. Let U1, U2, V1, V2 be the generating unitaries in Theorem 2.9. Since
(θ1, θ2, θ3, θ4) = (θ, 2θ − 1, 2θ − 1, 1 − θ)
by (5.1), we have
U1U2 = U2U1, V1V2 = V2V1,
V1U1 = e
2piiθU1V1, V1U2 = e
2pii2θU2V1,
V2U1 = e
2pii2θU1V2, V2U2 = e
−2piiθU2V2,
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We set
u1 = U1U
2
2 , u2 = U2, v1 = V1V
2
2 , v2 = V2.
It is straightforward to see that the following equalities hold
u1u2 = u2u1, v1v2 = v2v1,
v1u1 = e
2pii5θu1v1, v1u2 = u2v1,
v2u1 = u1v2, v2u2 = e
−2piiθu2v2.
Since the C∗-algebra C∗(u1, u2, v1, v2) generated by u1, u2, v1, v2 coincides with C∗(GaA),
we have
C∗(GaA) ∼= C∗(u1, v1)⊗ C∗(u2, v2) ∼= A5θ ⊗Aθ.
2. A =
[
3 1
2 1
]
. Since a = 3, b = d = 1, d = 2, we have by Theorem 2.9,
(θ1, θ2, θ3, θ4) = (
3 +
√
3
6
,
√
3
3
,
√
3
6
,
3−√3
6
)
and
λu = aθ1 + bθ2 + cθ3 + dθ4 = 2 +
√
3, λs = aθ4 − bθ2 − cθ3 + dθ1 = 2−
√
3.
Since θ4 = 1− θ1, θ2 = 2θ3, θ1 = 12 + θ3, we have
Z+ Zθ1 + Zθ2 + Zθ3 =
1
2
Z+
√
3
6
Z
so that
τ∗(K0(C∗(GaA))) =
1
2
Z+
√
3
6
Z.
Proposition 5.2. Let A1 =
[
1 1
1 0
]
and A2 =
[
3 1
2 1
]
. Then the C∗-algebra C∗(GaA1) is
not isomorphic to C∗(GaA2).
Proof. Since the algebra C∗(GaA) has the unique tracial state τ , the range τ∗(K0(C
∗(GaA)))
of τ of the K0-group K0(C
∗(GaA)) is invariant under isomorphism class of the C
∗-algebra.
As
τ∗(K0(C∗(GaA1))) = Z+
5 +
√
5
10
Z, τ∗(K0(C∗(GaA1))) =
1
2
Z+
√
3
6
Z,
we see that τ∗(K0(C∗(GaA1))) 6= τ∗(K0(C∗(GaA2))), so that the C∗-algebra C∗(GA1) is not
isomorphic to C∗(GA2).
14
6 Ruelle algebras C∗(GaA ⋊A Z)
We fix a hyperbolic matrix A ∈ GL(2,Z). Before ending the paper, we will refer to the
crossed product C∗-algebra C∗(GaA) ⋊A Z of C
∗(GaA) by a natural action A of Z, that is
called the asymptotic Ruelle algebra. The algebra C∗(GaA) ⋊A Z is defined by the C
∗-
algebra C∗(GaA ⋊A Z) of the groupoid G
a
A ⋊A Z of the semi-direct product of G
a
A by Z in
[13]. I. Putnam in [13] formulated the groupoid GaA ⋊A Z as
GaA ⋊A Z = {(x, n, z) ∈ T2 × Z× T2 | (An(x), z) ∈ GaA}
and studied it. It has a natural groupoid structure with inductive limit topology which
makes it e´tale. It is known that the C∗-algebra C∗(GaA ⋊A Z) of the groupoid G
a
A ⋊A Z
is simple with unique tracial state ([13], [16]). Let us regard the algebra C∗(GaA) as a
crossed prodect C(T2) ⋊ Z2 which is identified with ((C(T) ⊗ C(T)) ⋊αA
(1,0)
Z) ⋊αA
(0,1)
Z.
Let U1, U2, V1, V2 be the generating unitaries of C
∗(GaA) in Theorem 2.9. The unitaries
U1 and U2 correspond to the generating unitaries of C(T)⊗C and C⊗C(T) respectively.
The unitaries V1 and V2 correspond to the positive generators of Z for the automorphisms
αA(1,0) and α
A
(0,1) respectively. It is routine to check that the Z-action on C(T
2) ⋊ Z2 to
define the crossed product C∗(GaA)⋊A Z corresponds to the actions
f ∈ C(T2) −→ f ◦A ∈ C(T2),
[
m
n
]
∈ Z2 −→ A−1
[
m
n
]
∈ Z2.
Hence we easily know that the following proposition
Proposition 6.1. The asymptotic Ruelle algebra C∗(GaA ⋊A Z) of the groupoid G
a
A ⋊A Z
for a hyperbolic matrix A =
[
a b
c d
]
is isomorphic to the simple C∗-algebra generated by
five unitaries U1, U2, V1, V2,W satisfying the following relations
U1U2 = U2U1, V1V2 = V2V1,
V1U1 = e
2piiθ1U1V1, V1U2 = e
2piiθ2U2V1,
V2U1 = e
2piiθ3U1V2, V2U2 = e
2piiθ4U2V2,
and
WU1W
∗ = Ua1U
b
2 , WU2W
∗ = U c1U
d
2 ,
WV1W
∗ = V δd1 U
−δc
2 , WV2W
∗ = V −δb1 U
δa
2 ,
where θ1, θ2, θ3, θ4 are the slopes defined in (2.16) and δ = det(A).
Hence the C∗-algebra C∗(GaA⋊AZ) is isomorphic to the five-dimensional non-commutative
torus.
Acknowledgments: This work was supported by JSPS KAKENHI Grant Number
15K04896.
15
References
[1] R. Adler and R. Palais, Homeomorphic conjugacy of automorphisms of the torus,
Proc. Amer. Math. Soc. 16(1965), pp. 1222–1225.
[2] C. Anantharaman-Delaroche and J. Renault, Amenable Groupoids,
L’Enseignement Mathe´matique, Gene´ve, 2000.
[3] F. Boca, The structure of higher- dimensional non-commutative tori and metric
Diophantine approximation, J. Reine Angew. Math. 492(1997), pp. 179–219.
[4] R. Bowen, Equilibrium states and the ergodic theory of Anosov diffeomorphisms
Lecture Notes in Math. Springer, Berlin 1975, No. 475.
[5] J. Cuntz and W. Krieger, A class of C∗-algebras and topological Markov chains,
Invent. Math. 56(1980), pp. 251–268.
[6] G. A. Elliott, On the K-theory of C∗-algebra generated by a projective represen-
tation of a torsion-free discrete abelian group, in “Operator Algebras and Group
Representations” pp. 1˙57–184, Pitman, London (1984) .
[7] C. G. Holton, The Rohlin property for shifts of finite type, J. Funct. Anal.
229(2005), pp. 277–299.
[8] J. Kaminker and I. F. Putnam, K-theoretic duality of shifts of finite type, Comm.
Math. Phys. 187(1997), pp. 509–522.
[9] J. Kaminker, I. F. Putnam and J. Spielberg, Operator algebras and hyperbolic
dynamics, Operator algebras and quantum field theory (Rome, 1996), 525–532, Int.
Press, Cambridge, MA, 1997.
[10] D. B. Killough and I. F. Putnam, Ring and module structures on dimen-
sion groups associated with a shift of finite type, Ergodic Theory Dynam. Systems
32(2012), pp. 1370–1399.
[11] K. Matsumoto, Asymptotic continuous orbit equivalence of Smale spaces and Ruelle
algebras, preprint, arXiv: 1703.07011, to appear in Canad. J. Math..
[12] N. C. Phillips, Every simple higher dimensional non-commutative torus is an AT
algebra, preprint, arXiv: math.OA/0609783.
[13] I. F. Putnam, C∗-algebras from Smale spaces, Canad. J. Math. 48(1996), pp. 175–
195.
[14] I. F. Putnam, Hyperbolic systems and generalized Cuntz–Krieger algebras, Lecture
Notes, Summer School in Operator Algebras, Odense August 1996.
[15] I. F. Putnam, A homology theory for Smale spaces, Memoirs Amer. Math. Soc.
232(2014), No. 1094.
[16] I. F. Putnam and J. Spielberg, The structure of C∗-algebras associated with
hyperbolic dynamical systems, J. Func. Anal. 163(1999), pp. 2˙79–299.
16
[17] J. Renault, A groupoid approach to C∗-algebras, Lecture Notes in Math. 793,
Springer-Verlag, Berlin, Heidelberg and New York (1980).
[18] J. Renault, Cartan subalgebras in C∗-algebras, Irish Math. Soc. Bull. 61(2008), pp.
29–63.
[19] M. A. Rieffel, C∗-algebras associated with irrational rotations, Pacific J. Math.
93(1981), pp. 415–429.
[20] M. A. Rieffel, Projective modules over higher-dimensional non-commutative tori,
Canad. J. Math. XL(1988), pp. 257–338.
[21] D. Ruelle, Thermodynamic formalism, Addison-Wesley, Reading (Mass.) (1978).
[22] D. Ruelle, Non-commutative algebras for hyperbolic diffeomorphisms, Invent. Math.
93(1988), pp. 1–13.
[23] J. Slawny, On factor representations and the C∗-algebra of canonical commutation
relations, Comm. Math. Phys. 24(1972), pp. 151–170.
[24] S. Smale, Differentiable dynamical systems, Bull. Amer. Math. Soc. 73(1967), pp.
747–817.
[25] K. Thomsen, C∗-algebras of homoclinic and heteroclinic structure in expansive dy-
namics, Memoirs Amer. Math. Soc. 206(2010), No. 970.
17
