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tions
Niholas I. M. Gould and Philippe L. Toint
January 8, 2003
Abstrat
It has long been known that barrier algorithms for onstrained optimization an produe a
sequene of iterates onverging to a ritial point satisfying weak seond-order neessary opti-
mality onditions, when their inner iterations ensures that seond-order neessary onditions
hold at eah barrier minimizer. We show that, despite this, strong seond-order neessary on-
ditions may fail to be attained at the limit, even if the barrier minimizers satisfy seond-order
suÆient optimality onditions.
1 Introdution
We onsider the onstrained optimization problem
minimize f(x) (1.1)
subjet to

i
(x)  0 for all i 2 I; (1.2)
where f and the 
i
map R
n
into R and I is a nite set of indies. We assume that f(x) and the

i
(x) are twie ontinuously dierentiable on an open set ontaining
F = fx 2 R
n
j 
i
(x)  0 for all i 2 Ig:
Our prinipal interest is in identifying nonlinear programming methods whih, under reasonable
assumptions, are apable of ensuring onvergene to points at whih seond-order neessary
optimality onditions are satised. When the problem is unonstrained, it is well known that
a number of optimization tehniques (prinipally trust-region-, but also linesearh-, based, see
More, 1983, Shultz, Shnabel and Byrd, 1985, MCormik, 1977, and More and Sorensen, 1979)
are apable of guaranteeing onvergene to seond-order points. The diÆulty when onstraints
are present is that the seond-order onditions are not expressible in a omputationally onvenient
form. Indeed, even establishing that the onditions are satised is, in general, an NP-hard problem
(see Murty and Kabadi, 1987, and Vavasis, 1992).
Let `(x; y) be the Lagrangian funtion
`(x; y) = f(x) 
X
i2I
y
i

i
(x): (1.3)
1
2Under suitable onstraint qualiations (see Gould and Tolle, 1972, Mangasarian, 1979, and the
papers quoted therein), it is well known that a (loal) solution x

of (1.1){(1.2), together with an
assoiated set of Lagrange multipliers y

, satises the rst-order (Karush-Kuhn-Tuker) neessary
onditions
r
x
`(x

; y

) = 0 (1.4)

i
(x

)  0 and (y

)
i
 0 for all i 2 I (1.5)
and 
i
(x

)(y

)
i
= 0 for all i 2 I; (1.6)
as well as the strong seond-order neessary ondition
s
T
r
xx
`(x

; y)s  0 for all s 2 N
+
; (1.7)
where
N
+
=
(
s 2 R
n





s
T
r
x

i
(x

) = 0 for all i 2 fj 2 A(x

) j (y

)
j
> 0g and
s
T
r
x

i
(x

)  0 for all i 2 fj 2 A(x

) j (y

)
j
= 0g
)
; (1.8)
and
A(x) = fi 2 I j 
i
(x) = 0g
is the ative set at x. The seond-order neessary onditions given here are those given by
Flether (1981 Setion 9.3). Signiantly weaker onditions are given by, for instane, Fiao
and MCormik (1968 Setion 2.2) and Gill, Murray and Wright (1981 Setion 3.4), whih are
equivalent to requiring that the solution at the onstrained minima under onsideration is stritly
omplementary, that is
fi 2 A(x

) j (y

)
i
= 0g = ;; (1.9)
and thus that
N
+
= N
def
=
n
s 2 R
n



s
T
r
x

i
(x

) = 0 for all i 2 A(x

)
o
: (1.10)
While suh an assumption is realisti for linear programming,|all linear programs have suh
solutions (see, Wright, 1997, page 28), and many interior-point methods nd one|it frequently
does not hold for nonlinear programs. On the other hand, the advantage of requiring (1.9) is that
the seond-order optimality onditions redue to heking that the Hessian of the Lagrangian is
positive (semi-) denite on the manifold (1.10) rather than in the one (1.8). We shall all the
requirement that
s
T
r
xx
`(x

; y)s  0 for all s 2 N (1.11)
a weak seond-order neessary ondition. That (1.11) is weaker than (1.7) is lear one one realizes
that the weak ondition is satised by the maximizer of the quadrati programming problem
min
x2R
n
x0
 kxk
2
2
;
while (1.4){(1.6) and the strong ondition are together both neessary and suÆient for loal
optimality of general quadrati programs (see Contesse, 1980, and Borwein, 1982).
A number of algorithms for solving (1.1){(1.2) have been shown to onverge to points at
whih the weak seond-order neessary onditions hold (see, for example, Gay, 1984, Bannert,
31994, Bonnans and Launay, 1995, Fahinei and Luidi, 1996, and Viente, 1995). In partiular,
Auslander (1979) has shown that that, if one traes the trajetory of points at whih seond-
order neessary onditions hold for the barrier funtion|suh points may be found by applying
trust-region or line-searh methods to the unonstrained barrier problems|then the limit point
will satisfy the weak seond-order onditions for (1.1){(1.2). However, to our knowledge, no
algorithm has been shown to onverge to a point at whih the strong onditions hold. In this
paper, we ask the natural question as to whether interior-point (or, speially, barrier) methods
might do so. It is our purpose to show that, in general, the limit of this barrier trajetory may
fail to satisfy the strong seond-order neessary onditions.
2 A simple ounter-example
We shall onsider the logarithmi barrier funtion
b
0
(x; ) = f(x)  
X
i2I
log 
i
(x);
and the reiproal barrier funtions
b

(x; ) = f(x) +


X
i2I
1
(
i
(x))

; (2.1)
for  > 0.
(1)
These funtions depend on the barrier parameter  > 0. In a typial barrier method,
(approximate) stationary points of the barrier funtions are traed as the barrier parameter is
redued to zero, and, under reasonable assumptions, this leads to onvergene to a Karush-Kuhn-
Tuker point.
The example we shall exhibit is a bound-onstrained quadrati program of the form
min
x2R
n
x0
1
2
x
T
Hx; (2.2)
where H is a symmetri, indenite n n matrix. For future referene, when (1.1){(1.2) is of the
form (2.2), the rst and seond derivatives of the barrier funtions above are given by
r
x
b

(x; ) = r
x
f(x)  X
 (+1)
e (2.3)
and
r
xx
b

(x; ) = r
xx
f(x) + (+ 1)X
 (+2)
;
for all   0, where e is the vetor of all ones and where X = diag(x
1
; : : : ; x
n
). We also note that
r
xx
`(x; y) = H (2.4)
beause of (1.3).
We now hoose a sequene f
k
g of barrier parameters onverging to zero and we dene H to
be of the form
H = I   (+
3
2
)
zz
T
kzk
2
2
(2.5)
(1)
The saling fator  in (2.1) is, perhaps, nonstandard, but may easily be assimilated into the barrier parameter.
This allows for a uniform treatment of both barrier funtions.
4where I is the identity matrix and where we have hosen z = e   ne
1
; the vetor e
1
being the
rst vetor of the anonial basis. We then verify that
z
T
e = e
T
e  ne
T
1
e = n  n = 0; (2.6)
z
T
e
1
= e
T
e
1
  ne
T
1
e
1
= 1  n (2.7)
and
kzk
2
2
= e
T
e+ n
2
e
T
1
e
1
  2ne
T
1
e = n+ n
2
  2n = n(n  1): (2.8)
The denition (2.5) and (2.6) together imply that
He = e: (2.9)
Now let
x
k
= 
1
+2
k
e: (2.10)
We then verify that x
k
is a minimizer of the problem
min
x2R
n
x0
b

(x; 
k
) (2.11)
that satises seond-order suÆient optimality onditions for this problem. Indeed, the rst-order
optimality ondition holds sine
r
x
b

(x
k
; 
k
) = Hx
k
  X
 (+1)
k
e = 
1
+2
k
e  
1 
+1
+2
k
e = 
1
+2
k
(e  e) = 0;
where we used (2.3), (2.9) and (2.10), and we have also that
r
xx
b

(x
k
; 
k
) = H + 
k
(+ 1)X
 (+2)
k
=
1
2
I + (+
3
2
)
 
I  
zz
T
kzk
2
2
!
is obviously positive denite sine the rst term of the last right-hand side is positive denite and
the last term in brakets is an orthogonal projetor, whih is therefore positive semidenite. As
expeted, fx
k
g onverges to zero, the only ritial point of problem (2.2). However, using (2.5),
(2.7) and (2.8), we nd that
e
T
1
r
xx
`(x; y)e
1
= e
T
1
He
1
= 1  (+
3
2
)
(e
T
1
z)
2
kzk
2
2
= 1  (+
3
2
)
(n  1)
2
n(n  1)
=
n  (+
3
2
)(n  1)
n
;
whih is stritly negative for all values of n satisfying the inequality
n >
+
3
2
+
1
2
:
But e
1
belong to N
+
= fx 2 R
n
j x  0g, and thus the strong seond-order neessary onditions
do not hold at the origin.
53 Conlusion
We have shown that the strong seond-order neessary optimality onditions for inequality on-
strained problems may not hold at limit points of a sequene of barrier minimizers, even if eah of
these minimizers satises the seond-order suÆient onditions for unonstrained minimization.
This negative onlusion is valid for a large lass of barrier funtions, inluding the popular log-
and reiproal barriers.
This result asts doubts on the possibility of obtaining strong seond-order onvergene prop-
erties for a number of pratial interior-point methods for nonlinear programming. However, it
also raises the intriging question of determining if there are barrier funtions, outside the lass
onsidered here, for whih the desired strong seond-order onvergene properties are satised.
More generally, the question of whether there are eetive methods whih ensure onvergene to
stong seond-order points remains open.
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