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Abstract
It is well known that a receding mirror in Minkowski spacetime can model the for-
mation of a black hole, producing Hawking-like radiation at late times. We ask what
an observer would need to do to discern whether the radiation is fermionic or bosonic.
Specialising to massless fields in 1+ 1 dimensions, we find that an Unruh-DeWitt detec-
tor accomplishes this: the late time transition rate of a detector coupled linearly to the
scalar density of a spinor field is proportional to the Helmholtz free energy density of
a fermionic thermal bath, hence showing a clear sign of Fermi-Dirac statistics, with no
counterpart in the response of a detector coupled linearly to a scalar field or its deriva-
tive. By contrast, an observer examining just the stress-energy tensor sees no difference
between a fermion and a boson, neither at late times nor early.
1 Introduction
According to general relativity, a sufficiently massive star will undergo gravitational collapse
and form a black hole once it runs out of fuel to support itself [1]. By virtue of quantum
effects, Hawking showed that an observer far away from the star will see, at late times,
thermal radiation with temperature [2]
TBH =
κ
2π
, (1.1)
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where κ is the surface gravity of the black hole. This discovery complements Bekenstein’s
earlier proposals that black holes should have physical entropy and temperature [3] and that
a universe with black holes obey the generalised second law of thermodynamics [4].
Two years after Hawking’s result, Davies and Fulling showed that a moving mirror in 1+1
Minkowski spacetime can produce similar thermal radiation provided the mirror follows a
trajectory satisfying certain characteristic behaviour at late times [5]. The similarity provides
a strong motivation to study the simple Davies-Fulling model and use it to gain insights on
various aspects of black hole physics. For selected references, see [6, 7, 8, 9, 10, 11, 12, 13,
14, 15]. A mirror trajectory where the Bogoliubov coefficients describing particle production
are in exact correspondence with those of a null shell collapse, for instance, is given in [16].
In this paper, we analyse the moving mirror model for a massless spinor field. Our aim
is to discern what a local observer would observe, particularly when the mirror follows a
trajectory that would produce thermal radiation at late times. To this aim, we focus our
attention to two local observables. On one hand, we study the stress-energy tensor of the
field, which encodes flow of energy. One the other hand, we study the transition rate of an
Unruh-DeWitt detector coupled linearly to the scalar density of the field [17, 18, 19, 20, 21].
The latter is of special interest following Louko and Toussaint’s calculation [21], which shows
that the response of such a detector when undergoing uniform acceleration in full Minkowski
spacetime contains a Plank factor instead of Fermi-Dirac’s. This, hence, raises a question
on the detector’s ability to distinguish fermions from bosons in other situations, such as the
receding mirror spacetime that we will explore. For simplicity, we restrict ourselves to a
static detector in this paper.
When the field is in a state corresponding to early time vacuum, we find that the renor-
malised stress-energy tensor is identical to that of a massless scalar field at all times [5, 22, 23].
This implies that an observer will not be able to distinguish fermions from bosons by exam-
ining only the flow of energy. On the contrary, an observer using an Unruh-DeWitt detector
will generically be able to distinguish fermions from bosons. As an illustration, we consider
a trajectory for which a mirror reflecting a scalar field is known to emit thermal radiation in
the far future [24, 25]. For the mirror reflecting a fermion field, we find that the detector’s
late time transition rate is proportional to the Helmholtz free energy density of fermions in
a thermal bath, hence showing a clear sign of Fermi-Dirac statistics.
In Section 2, we start by outlining the setup of our analysis. This includes a discussion
of the boundary condition imposed by the mirror. After quantising the field, we renormalise
its stress-energy tensor via the point-splitting method. In Section 3, we first discuss general
features of the Unruh-DeWitt detector that interacts with the spinor field. Specialising to
a static detector, we then calculate its transition rate and focus on a mirror trajectory that
models a collapsing star. We derive the late time transition rate and discuss its significance.
Finally, we summarise our findings in Section 4. To assist reading, technical details are
deferred to two appendices at the end of the paper.
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We emphasise here that we are analysing a fermionic field. One should hence have in
mind massless neutrinos instead of photons. Our mirror, in particular, is not a conventional
real-world mirror that reflects photons but is virtually invisible to a stream of neutrinos.
For this reason, as a reminder, we will interchangeably use wall and mirror to describe the
physical boundary.
We use an asterisk ∗ to denote complex conjugation. O(x) denotes a quantity such that
O(x)/x remains bounded as x→ 0 while o(1) indicates a quantity that vanishes in the limit
considered. We work in the natural unit convention where ~ = c = 1.
2 Quantum Spinor Field with A Moving Wall
Consider a 1 + 1 Minkowski spacetime with the metric ds2 = dt2 − dz2 in the standard
coordinates (t, z). Null coordinates u = t−z and v = t+z are defined as per usual. Suppose
that there exists a wall following a prescribed timelike trajectory defined by W (u, v) = 0
where W (u, v) := v − w(u) for some smooth function w(u). The position z of the wall at
any given time t will be denoted zw(t). In order to ensure that the early time state is well-
defined, we restrict ourselves to wall trajectories which are asymptotically inertial in the far
past. At late times, the condition need not hold. Instead, we allow for trajectories which are
asymptotically null in the −z direction in the far future.
To the right of the wall (v ≥ w(u)), we consider a two-component spinor field ψ satisfying
the Dirac equation
i∂tψ = −iα∂zψ +mβψ, (2.1)
where m ≥ 0 is the mass of the field and α, β are 2 × 2 hermitian anti-commuting Dirac
matrices that square to the identity. The Dirac inner product (ψ1, ψ2) between any two
solutions ψ1 and ψ2 may be evaluated on any spacelike hypersurface satisfying v ≥ w(u).
Choosing in particular a constant t hypersurface,
(ψ1, ψ2) =
∫ ∞
zw(t)
[ψ1(t, z)]
†ψ2(t, z) dz . (2.2)
Following the convention of [26, 27], we introduce a spinor basis {U+, U−} that is orthonor-
mal, in the sense that U †+U− = U
†
−U+ = 0 and U
†
+U+ = U
†
−U− = 1, and satisfy
αU± = ±U±, βU± = U∓. (2.3)
In terms of this basis, the field ψ can be expanded as ψ = ψ+U+ + ψ−U−. For the case of a
massless field m = 0 which we now specialise to, ψ+ and ψ− are right-mover and left-mover
respectively. Hence, we have ψ+ = ψ+(u) and ψ− = ψ−(v).
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On the surface of the moving wall, we require that ψ satisfy the MIT bag boundary
condition inµγ
µψ(u,w(u)) = ψ(u,w(u)) where nµ is the inward-directed unit normal to the
wall [28]. In our case here,
nµ =
∂µW√
|ηαβ∂αW∂βW |
=
1
2
√
w′(u)
(1− w′(u), 1 + w′(u)). (2.4)
The direction of nµ above can be verified by considering, for instance, a wall which is static in
the far past. During the early time of such a scenario, we have nµ = (0, 1), that is rightward,
hence inward, directed. Substituting (2.4) into the boundary condition and using the fact
that massless field propagates on null geodesic, we have
ψ+(u) = −i
√
w′(u)ψ−(w(u)) (2.5)
everywhere to the right of the wall. Note that the reflected field is not only sensitive to the
existence of, but also to the instantaneous motion of the wall w′(u). In particular, the latter
directly influence the reflected field’s amplitude. This phenomenon which is not observed
in the scalar field case plays an important role in ensuring, for instance, the convergence of
renormalised stress-energy tensor below.
2.1 Quantisation
For a moving wall with inertial motion in the far past, we only need to consider in-mode
ansatz ψink whose left moving part is proportional to e
−ikvU−. The boundary condition on
the wall’s surface then implies that
ψink (u, v) = −i
√
w′(u)
2π
e−ikw(u)U+ +
1√
2π
e−ikvU−, (2.6)
where a normalisation choice has been made so that the mode function above is normalised
in the Dirac inner product such that (ψink , ψ
in
k′ ) = δ(k − k′).
A general solution to the Dirac equation can then be expanded as
ψ(u, v) =
∫ ∞
0
dk
(
aink ψ
in
k (u, v) + b
in†
k ψ
in
−k(u, v)
)
, (2.7)
where aink , b
in
k and a
in†
k , b
in†
k are the annihilation and creation operators respectively with non-
vanishing anticommutators {aink , ain†k′ } = {bink , bin†k′ } = δ(k − k′). These operators define a
normalised in-vacuum state |0in〉 satisfying 〈0in|0in〉 = 1 and
aink |0in〉 = bink |0in〉 = 0 ∀k ∈ R \ {0}. (2.8)
In this paper, we will assume that the field is in this in-vacuum state.
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2.2 Field Propagators
In the convention of [19, 21], the positive and negative frequency propagators are defined as
S+ab(u, v;u
′, v′) := 〈0in|ψa(u, v)ψb(u′, v′) |0in〉 , (2.9)
S−ab(u, v;u
′, v′) := 〈0in|ψb(u′, v′)ψa(u, v) |0in〉 , (2.10)
respectively. Substituting the general solution (2.7) and using (2.6), we obtain
S+ab(u, v;u
′, v′)
=
1
2π
∫ ∞
0
dk
(√
w′(u)w′(u′)e−ik(w(u)−w(u
′))U+,aU
†
+,c − i
√
w′(u)e−ik(w(u)−v
′)U+,aU
†
−,c
+ i
√
w′(u′)e−ik(v−w(u
′))U−,aU
†
+,c + e
−ik(v−v′)U−,aU
†
−,c
)
βcb, (2.11)
S−ab(u, v;u
′, v′)
=
1
2π
∫ ∞
0
dk
(√
w′(u)w′(u′)eik(w(u)−w(u
′))U+,aU
†
+,c − i
√
w′(u)eik(w(u)−v
′)U+,aU
†
−,c
+ i
√
w′(u′)eik(v−w(u
′))U−,aU
†
+,c + e
ik(v−v′)U−,aU
†
−,c
)
βcb. (2.12)
We interpret S+ab and S
−
ab as distributions in the sense of ǫ→ 0+ via the prescription [22, 29]∫ ∞
0
dp e±ipz → lim
ǫ→0+
∫ ∞
0
dp e±ipz−pǫ = lim
ǫ→0+
±i
z ± iǫ . (2.13)
This gives us
S+ab(u, v;u
′, v′) = − i
2π
√
w′(u)w′(u′)
w(u) − w(u′)− iǫU+,aU
†
+,cβcb −
1
2π
√
w′(u)
w(u)− v′ − iǫU+,aU
†
−,cβcb
+
1
2π
√
w′(u′)
v − w(u′)− iǫU−,aU
†
+,cβcb −
i
2π
1
v − v′ − iǫU−,aU
†
−,cβcb, (2.14)
S−ab(u, v;u
′, v′) =
i
2π
√
w′(u)w′(u′)
w(u) − w(u′) + iǫU+,aU
†
+,cβcb +
1
2π
√
w′(u)
w(u) − v′ + iǫU+,aU
†
−,cβcb
− 1
2π
√
w′(u′)
v − w(u′) + iǫU−,aU
†
+,cβcb +
i
2π
1
v − v′ + iǫU−,aU
†
−,cβcb, (2.15)
where the limit ǫ→ 0+ is implied. We note here that, in the absence of a wall, the propagators
consist only of the first and fourth terms of each expression with w(y) = y.
2.3 Stress-Energy Tensor
Recall that the stress-energy tensor for a Dirac field is given by [22]
Tµν =
i
2
[
ψγ(µ∂ν)ψ − (∂(µψ)γν)ψ
]
, (2.16)
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where γσ = {β,−βα} are the Dirac gamma matrices in our metric convention, ψ = ψ†β is
the Dirac conjugate of ψ and A(µν) := (1/2)(Aµν +Aνµ) is the symmetric part of Aµν . If we
let
F (u, v;u′, v′) := Tr
{
S−(u, v;u′, v′)β
}− Tr{S−(u′, v′;u, v)β}, (2.17)
G(u, v;u′, v′) := Tr
{
S−(u, v;u′, v′)βα
}− Tr{S−(u′, v′;u, v)βα}, (2.18)
where S− is the negative frequency propagator (2.10), then the in-vacuum expectation value
〈Tµν〉 ≡ 〈0in|Tµν |0in〉 can formally be expressed as
〈Ttt〉 = lim
u′,v′→u,v
i
2
(
∂uF (u, v;u
′, v′) + ∂vF (u, v;u
′, v′)
)
, (2.19)
〈Tzz〉 = lim
u′,v′→u,v
i
2
(
∂uG(u, v;u
′, v′)− ∂vG(u, v;u′, v′)
)
, (2.20)
〈Ttz〉 = 〈Tzt〉 = lim
u′,v′→u,v
i
4
(− ∂uF (u, v;u′, v′) + ∂vF (u, v;u′, v′)
− ∂uG(u, v;u′, v′)− ∂vG(u, v;u′, v′)
)
. (2.21)
Subtracting from (2.19) – (2.21) the full Minkowski spacetime vacuum contribution before
taking the coincidence limit u′, v′ → u, v, we obtain from (2.14) and (2.15) that1
〈Ttt〉ren = 〈Tzz〉ren = −〈Ttz〉ren = −〈Tzt〉ren = −
1
24π
(Sw)(u), (2.22)
where the subscript ren indicates renormalisation and
(Sw)(u) =
w′′′(u)
w′(u)
− 3
2
(
w′′(u)
w′(u)
)2
(2.23)
is the Schwarzian derivative of w(u) with respect to u. Every component of the renormalised
expectation values above is identical to that of a massless scalar field at all times [5, 22, 23].
This implies that an observer examining only the stress-energy tensor will not be able to
discern that the radiation is made up of fermions.
3 Unruh-DeWitt Detector
We consider now a point-like Unruh-DeWitt detector with two energy levels |0D〉 and |ω〉,
associated to energies 0 and ω respectively, following a smooth timelike trajectory (u(τ), v(τ))
where τ is the detector’s proper time [17, 18, 22]. To ensure that the detector is on the same
side as the field ψ and never collides with the wall even in the asymptotic past and future, we
will require that the condition v(τ) − w(u(τ)) ≥ hmin holds for some real positive constant
hmin. We will refer to this constraint as the no-collision condition. For a given w(u), the
1Note that ǫ has to also be set to zero before taking the coincidence limit. Otherwise, 〈Tµν〉ren will be
proportional to (1− w′(u)2)ǫ−2. This choice of operation ordering is implicit in [1, 22].
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requirement puts a restriction on the detector’s trajectory. Conversely, a given detector
trajectory limits our choice of w(u).
3.1 The Response Function
We couple our detector to the spinor field via the interaction Hamiltonian [19, 20, 21]
Hint = cµ(τ)χ(τ)ψ(u(τ), v(τ))ψ(u(τ), v(τ)), (3.1)
where c is the coupling constant, µ(τ) is the detector’s monopole moment and χ(τ) is a
smooth switching function which specifies how the interaction is switched on and off [30].
We assume that χ takes non-negative real values and has a compact support.
Suppose that the detector is prepared in the state |0D〉 and the field is in the state |0in〉
before the interaction is turned on. Working within first order perturbation theory, the
probability P (ω) for the detector to make a transition to the state |ω〉 and the field to any
state after the interaction ceased factorises as [22]
P (ω) = c2|〈0D|µ(0) |ω〉|2F (ω), (3.2)
where the factor |〈0D|µ(0) |ω〉|2 depends only on the internal structure of the detector. All
dependence on the field’s initial state, the detector’s trajectory and the switching function
are encoded in the response function F (ω) which reads
F (ω) =
∫ ∞
−∞
dτ
∫ ∞
−∞
dτ ′ e−iω(τ−τ
′)χ(τ)χ(τ ′)W (2,2¯)(τ, τ ′), (3.3)
where W (2,2¯)(τ, τ ′) = W (2,2¯)(u(τ), v(τ);u(τ ′), v(τ ′)) is the pull-back of the two point corre-
lation function
W (2,2¯)(u, v;u′, v′) := 〈0in|ψ(u, v)ψ(u, v)ψ(u′, v′)ψ(u′, v′) |0in〉 (3.4)
onto the detector’s worldline. For this reason, in an abuse of terminology, we may sometimes
follow the common convention of referring to F (ω) as the transition probability.
For our purposes, it is more convenient to express the response function as [30, 31]
F (ω) = 2
∫ ∞
−∞
dr χ(r)
∫ ∞
0
dsχ(r − s)Re
{
e−iωsW (2,2¯)(r, r − s)
}
(3.5)
using the propertiesW (2,2¯)(τ, τ ′) = [W (2,2¯)(τ ′, τ)]∗. The main advantage of the form above is
that it expresses the following causality structure of the detector’s response. The transition
probability of the detector after all interaction ceased is given by the sum of contributions
from every time r where χ is non-vanishing, that is, when the detector interacts with ψ. The
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contribution at each time r in turn is given by the sum of correlations between ψψ at the
time r and ψψ in the past, back until when the detector-field interaction is switched on.
By virtue of (2.8), we may write the two point function in terms of S+ and S− as [21]
W (2,2¯)(u, v;u′, v′) = Tr
{
S+(u, v;u′, v′)S−(u′, v′;u, v)
}
+Tr
{
S−(u, v;u, v)
}
Tr
{
S−(u′, v′;u′, v′)
}
. (3.6)
Similar to the propagators in which W (2,2¯) is expressed in above, it is formally divergent
and should be interpreted as a distribution. In Appendix A, we argue that W (2,2¯) may be
understood as the ǫ→ 0+ limit of
W (2,2¯)ǫ = −
1
2π2
[ √
w′(u)w′(u′)
(w(u) − w(u′)− iǫ)(v − v′ − iǫ) −
√
w′(u)w′(u′)
(w(u)− v′ − iǫ)(v −w(u′)− iǫ)
− 2
√
w′(u)(w(u) − v)
((w(u) − v)2 + ǫ2)
√
w′(u′)(w(u′)− v′)
((w(u′)− v′)2 + ǫ2)
]
. (3.7)
The response function F (ω) in turn, be it in the form of (3.3) or (3.5), should be evaluated
as follows: make the replacement W (2,2¯) → W (2,2¯)ǫ , then perform the double integral and
finally take the limit ǫ→ 0+. This is to say that
F (ω) = F
(0)
MW (ω) + F
(1)
MW (ω) + F
(2)
MW (ω), (3.8)
where
F
(0)
MW (ω) = lim
ǫ→0+
− 1
π2
∫ ∞
−∞
dr χ(r)
∫ ∞
0
dsχ(r − s)
× Re
{
e−iωs
√
w′(u(r))w′(u(r − s))
(w(u(r)) − w(u(r − s))− iǫ)(v(r) − v(r − s)− iǫ)
}
, (3.9)
F
(1)
MW (ω) = lim
ǫ→0+
1
π2
∫ ∞
−∞
dr χ(r)
∫ ∞
0
ds χ(r − s)
× Re
{
e−iωs
√
w′(u(r))w′(u(r − s))
(w(u(r)) − v(r − s)− iǫ)(v(r)− w(u(r − s))− iǫ)
}
, (3.10)
F
(2)
MW (ω) =
2
π2
∫ ∞
−∞
dr χ(r)
√
w′(u(r))
w(u(r)) − v(r)
∫ ∞
0
ds χ(r − s) cos(ωs)
√
w′(u(r − s))
w(u(r − s))− v(r − s) . (3.11)
In arriving at (3.11), we have used the no-collision condition and dominated convergence
theorem to justify setting ǫ = 0 under the integrals.
Before proceeding with the analysis, we would like to introduce the notion of return time
and comment on the singularity structure of F
(1)
MW (ω). Consider any right-moving component
of ψ that intersects the detector at some proper time τ . When propagated backwards along
the null line u(τ), the right-mover will be reflected by the wall at v = w(u(τ)) and becomes a
left-mover which may intersect the detector at some earlier proper time τe. This is guaranteed
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if the detector follows a trajectory which is asymptotically inertial in the far past. In such
cases, we define the return time ∆tret(τ) at proper time τ as the difference τ − τe. To
determine the quantity, notice that if we start from τe and propagate the left-mover forward
in time, it will intersect the wall at v = v(τe). Hence, the return time ∆tret(τ) satisfy the
equation
v(τ −∆tret(τ)) = w(u(τ)) =⇒ ∆tret(τ) = τ − v−1(w(u(τ))). (3.12)
Notice that s = ∆tret(r) is precisely where the integrand of F
(1)
MW (ω) is singular when ǫ = 0.
Non-existence of ∆tret(r) for a given r then implies that the first factor in the integrand is
regular at that r. Note also that the condition v(r)− w(u(r − s)) ≥ v(r)− w(u(r)) ≥ hmin,
which is true for any non-intersecting timelike detector and wall trajectories, implies that
the second factor of the integrand has no singular points for any r ∈ R.
3.2 Normally Ordered Coupling
Instead of (3.1), one may also consider the interaction Hamiltonian [20]
Hnoint = cµ(τ)χ(τ) : ψ(u(τ), v(τ))ψ(u(τ), v(τ)) :, (3.13)
where : ψψ : denotes normally-ordered scalar density. In this case, only the first term of
(3.6) contributes to the two point function W (2,2¯)(u, v;u′, v′) [21]. The response function of
the detector in turn consists only of F
(0)
MW (ω) and F
(1)
MW (ω). Hence, a detector interacting via
(3.1) is, in some sense, more general than one interacting via (3.13). In what follows, we will
focus primarily on the former and make occasional comments about the latter.
3.3 The Transition Rate
We now specialize to a detector resting at z = d and parametrise its worldline as
(u(τ), v(τ)) = (τ, τ + 2d). (3.14)
The no-collision condition now reads τ + 2d−w(τ) ≥ hmin. Since ∆tret(τ) = τ + 2d−w(τ)
in this case, we incidentally have ∆tret(τ) ≥ hmin .
Using methods in [24, 30, 32, 33], we may then evaluate the limit ǫ → 0+ of F (0)MW (ω)
explicitly and obtain
F
(0)
MW (ω) = −
ω
2π
∫ ∞
−∞
dr [χ(r)]2 +
1
π2
∫ ∞
0
ds
s2
∫ ∞
−∞
dr χ(r)[χ(r)− χ(r − s)]
+
1
π2
∫ ∞
−∞
dr χ(r)
∫ ∞
0
ds χ(r − s)
(
1
s2
− cos(ωs)
√
w′(r)w′(r − s)
s(w(r)− w(r − s))
)
. (3.15)
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For F
(1)
MW (ω), setting ǫ = 0 in the second factor introduces an error of order ǫ which hence
vanishes as we take the limit ǫ→ 0+. The remaining term, viewed as an integral over r, has
an integrand that is bounded uniformly by an ǫ-independent constant. Hence, we may use
dominated convergence theorem to justify commuting the limit ǫ → 0+ through the outer
r-integral and obtain
F
(1)
MW (ω) =
1
π2
Re
{∫ ∞
−∞
dr χ(r) lim
ǫ→0+
∫ ∞
0
ds
e−iωsχ(r − s)√w′(r)w′(r − s)
(s−∆tret(r)− iǫ)(s+∆tret(r − s))
}
. (3.16)
One may then proceed to evaluate the limit ǫ → 0+ using the Sokhotsky formula (A.2) if
the singularity s = ∆tret(r) is within the range of integration. Otherwise, if the singularity
is outside the range or on the boundary, one may simply set ǫ = 0 under the integral. The
latter is justified by the fact that the singularity is suppressed by the switching function.2
As for F
(2)
MW (ω), substitution of (3.14) into (3.11) gives
F
(2)
MW (ω) =
2
π2
∫ ∞
−∞
dr χ(r)
√
w′(r)
∆tret(r)
∫ ∞
0
dsχ(r − s) cos(ωs)
√
w′(r − s)
∆tret(r − s) . (3.17)
To analyse time dependent situations, we are interested in the instantaneous transition
rate of the detector [30]. Suppose that the switching function takes the form
χ(r) = h1
(
r − τ0 + δ
δ
)
× h2
(−r + τ + δ
δ
)
, (3.18)
where τ and τ0 are real parameters satisfying τ > τ0, δ is a small positive parameter, and
h1 and h2 are smooth non-negative functions such that h1(x) = h2(x) = 0 for x ≤ 0 and
h1(x) = h2(x) = 1 for x ≥ 0. Then, the detector-field interaction is smoothly switched on
during the interval (τ0 − δ, τ0) according to the function h1, stays at a constant coupling
strength c for the interval ∆τ = τ − τ0 and is smoothly switched off during the interval
(τ, τ + δ) according to the function h2.
The instantaneous transition rate of the detector is given by F˙ (ω, τ) := ∂τF (ω). Oper-
ationally, F˙ (ω, τ) cannot be measured by a single or even an ensemble of particle detectors
since a measurement would change the initial condition for the dynamics of the detector.
Instead, we need an ensemble of ensembles of particle detectors to measure F˙ (ω, τ) [34, 35].
Nevertheless, F˙ (ω, τ) has a very useful intuitive physical interpretation. It measures how
the transition probability would change if the detector continues to interact with the field,
at maximum coupling c, for an infinitesimal extra time. Taking the limit δ → 0 to eliminate
any switching effect, we find that the transition rate is given by
F˙ (ω, τ) = F˙
(0)
MW (ω, τ) + F˙
(1)
MW (ω, τ) + F˙
(2)
MW (ω, τ), (3.19)
2This can be seen by evaluating the inner s-integral for arbitrary χ using the Sokhotsky formula, then
specialising to one where χ(r − s) = 0 for s ≥ ∆tret(r).
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where
F˙
(0)
MW (ω, τ) = −
ω
π
Θ(−ω) + 1
π2
∫ ∆τ
0
ds cos(ωs)
(
1
s2
−
√
w′(τ)w′(τ − s)
s(w(τ) − w(τ − s))
)
+
1
π2
∫ ∞
∆τ
ds
cos(ωs)
s2
, (3.20)
F˙
(1)
MW (ω, τ) = lim
ǫ→0+
1
π2
∫ ∆τ
0
dsRe
{
e−iωs
√
w′(τ)w′(τ − s)
(s−∆tret(τ)− iǫ)(s +∆tret(τ − s))
}
, (3.21)
F˙
(2)
MW (ω, τ) =
2
√
w′(τ)
π2∆tret(τ)
∫ ∆τ
0
ds cos(ωs)
√
w′(τ − s)
∆tret(τ − s) . (3.22)
A few technical remarks are in order. First, similar to (3.16), the evaluation of ǫ → 0+
limit in (3.21) depends on the relationship between ∆τ and ∆tret(τ). We may simply set
ǫ = 0 under the integral when ∆τ < ∆tret(τ) and use the Sokhotsky formula (A.2) when
∆τ > ∆tret(τ). However, when ∆τ = ∆tret(τ), the limit is undefined since the singularity
occurs at the boundary of integration interval and there is no switching function in (3.21) to
suppress the divergence. Hence, the expressions above are valid only when ∆τ 6= ∆tret(τ).
Second, the integrand of F˙
(2)
MW (ω, τ) oscillates about a non-zero constant at large s. We thus
have to keep the switch-on time τ0 strictly finite. Third, if one is working with the normally-
ordered interaction Hamiltonian (3.13), the previous two remarks do not apply. In this case,
F˙
(2)
MW (ω, τ) does not contribute to the transition rate and we may push the switch-on time τ0
to the asymptotic past. When this is done, the last term in (3.20) is O(1/∆τ) and the limit
ǫ→ 0+ in (3.21) should only be evaluated using the Sokhotsky formula (A.2).
3.4 Collapsing Star Model
Of particular interest to us is the detector transition rate at late times when the wall follows a
trajectory that produces Hawking-like radiation to infinity in the far future. Such a trajectory
has the characteristic asymptotic behaviour [5, 22]
zw(t)→ −t−Ae−2at +B as t→∞, (3.23)
where a, A and B are positive constants. The parameter a, in particular, plays the role of κ
in (1.1). For concreteness, let us consider the trajectory [24, 25]
w(u) = −1
a
ln
(
1 + e−au
)
, (3.24)
where a > 0. Using the formula sinh−1(x) = ln
(
x+
√
x2 + 1
)
, we obtain that
zw(t) =
1
a
ln
(
−e
at
2
+
√
e2at
4
+ 1
)
. (3.25)
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At early times, the wall moves with an inertial motion as required. The trajectory (3.24)
asymptotes to zw(t) = 0 from the left as t→ −∞. At late times, the wall approaches a null
trajectory with v = 0 as the asymptote and (3.25) satisfies (3.23) with A = 1 and B = 0.
From previous particle detector calculations involving a massless scalar field [24, 25], one
may expect that the late time transition rate in our case here to contain a term proportional
to the Fermi-Dirac statistics, that is
F˙ (ω, τ) = f(ω, a)Θ(−ω) + g(ω, a)
1 + e2πω/a
+ h(ω, a), (3.26)
where f , g and h are some functions of ω and a. The first and second terms represent the
contributions from undisturbed left-movers and thermal right-movers respectively. However,
as shown in Appendix B, this is not the case. The late time transition rate of a static detector
at z = d, interacting with the field via either interaction Hamiltonian (3.1) or (3.13) is in
fact given by
F˙ (ω, τ) =
a
2π2
ln
(
1 + e−
2piω
a
)
+ o(1) (3.27)
when it is switched on at an arbitrary fixed finite τ0. The same holds when the detector
interacts via (3.13) and is switched on in the asymptotic past. Comparing (3.27) to (3.26),
two observations can be made.
First, the separation between contributions from undisturbed left-movers and thermal
right-movers is not apparent in (3.27). This can actually be traced back to the quadratic
nature of the detector-field coupling whose general feature is to couple the left-moving and
right-moving components of the field in W (2,2¯).
Second, (3.27) contains no term that is proportional to the number density of fermions
with energy ω in a fermionic thermal bath at temperature a/2π, as suggested in (3.26).
Our detector hence is not counting the number of fermions with energy ω in usual sense of
particle counting. Recall, nevertheless, that the Helmholtz free energy of fermions in length
L at temperature T = a/2π is given by [36]
F = −2L
∫ ∞
0
dω
2π
[
ω + 2× a
2π
ln
(
1 + e−
2piω
a
)]
. (3.28)
The first term is the vacuum energy, hence may be ignored. The factor two in the second
term accounts for the existence of fermions and anti-fermions. Meanwhile, the overall factor
two outside the integral accounts for the existence of a left-mover and a right-mover for each
energy. We see that, for ω > 0, the transition rate (3.27) is actually proportional to the
Helmholtz free energy density of fermions with energy ω in a thermal bath at temperature
a/2π. An observer equipped with a detector will therefore be able to infer that the late time
radiation from the wall is made of fermions.
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4 Discussion
In this paper, we have analysed the moving mirror model in 1+1 Minkowski spacetime for a
massless spinor field. To ensure a well-defined early time state, we have restricted ourselves
to a mirror that follows an inertial trajectory in the far past. When the field is in a state
corresponding to early time vacuum, we find that the mirror radiates in such a way that the
stress-energy tensor of the spinor field (2.22) is exactly equal to that of a massless scalar
field at all times [5, 22, 23]. This implies that an observer examining only the stress-energy
tensor is unable to tell whether the radiation is made of fermions or bosons.
We then consider an observer that analyses the radiation using an Unruh-DeWitt detector
coupled linearly to the scalar density of the spinor field. Specifically, we focus on a static
observer and calculate the transition rate of the detector. Even though it is operationally
difficult to be measured since an observer requires an ensemble of ensembles of detectors
to do so, the transition rate has an intuitive physical interpretation. It quantifies how the
transition probability of the detector would change when the detector continues to interact
with the field at maximum coupling strength for an infinitesimal additional time. We find
that the transition rate is finite at almost all times. It is divergent only when the detector-field
interaction period coincides with the time taken for the field to be reflected back, backwards
in time, to the observer. When compared to the corresponding result for a massless scalar
field [24, 25], we found that the transition rate (3.19) indeed takes a different form. Hence,
an observer equipped with an Unruh-DeWitt detector will generically be able to distinguish
fermions from bosons.
As an illustration, we then consider a trajectory for which a mirror reflecting a scalar
field is known to emit thermal radiation in the far future [24, 25]. For the mirror reflecting a
fermion field, we obtain an interesting result for the detector’s late time transition rate; the
detector clicks at a rate proportional to the Helmholtz free energy density of fermions, whose
energy matches the detector energy gap ω, in a thermal bath at temperature T = a/2π. On
one hand, this is to be contrasted with the expectation that the detector counts the number
of particles, hence should contain a term proportional to the number density of thermal
fermions with energy ω. On the other hand, the late time transition rate is to be compared
with the corresponding result for a massless scalar field φ where the detector partially clicks
at a rate proportional to the number density of bosons, with energy ω, in a thermal bath of
the same temperature [24, 25]. The latter comparison shows that our second observer can
indeed conclude that the radiation consists of fermions.
There are several directions in which the present paper may be extended. First, we have
focused exclusively on the response of a static detector. It would be interesting to see how
the detector’s motion, inertial or otherwise, would change the result. Second, we see that the
left-moving and right-moving components of the field conspire in such a way that the late
time transition rate of the detector is proportional to the Helmholtz free energy density of
mode ω in a fermionic thermal bath. It would be interesting to see if a similar phenomenon
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occurs for a detector coupled linearly to the scalar density φ†φ of a massless scalar field.
Third, the similarity of stress-energy tensor result between scalar and spinor fields implies
that the wall analysed in this paper also does not radiate when it is accelerating uniformly.
A calculation of detector transition rate would thus complement the work by Grove [37].
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A Regularised Two Point Function
In this appendix, we note the technical issues in interpreting W (2,2¯) as a distribution and
outline how (3.7) is obtained.
Let us start with the first term in (3.6). Viewed as distributions, S+ and S− are well-
defined individually as the ǫ→ 0+ limits of (2.14) and (2.15) respectively. Upon multiplica-
tion, each factor should a priori comes with its own ǫ parameter, say ǫ+ and ǫ−, that need
not be equal or even related to each other. This gives us
Tr
{
S+(u, v;u′, v′)S−(u′, v′;u, v)
}
= − 1
4π2
[ √
w′(u)w′(u′)
(w(u) − w(u′)− iǫ+)(v − v′ − iǫ−) +
√
w′(u)w′(u′)
(w(u)− w(u′)− iǫ−)(v − v′ − iǫ+)
−
√
w′(u)w′(u′)
(w(u) − v′ − iǫ+)(v − w(u′)− iǫ−) −
√
w′(u)w′(u′)
(w(u) − v′ − iǫ−)(v − w(u′)− iǫ+)
]
, (A.1)
where the limits ǫ± → 0+ are implied. When pulled back onto the detector’s wordline to
evaluate the corresponding detector response contribution, the order in which the limits are
taken is important since they do not in general commute. However, notice that each term in
(A.1) is a product of two distributions with different sets of variables. Since each factor in
each term may be evaluated, after suitable change of variables, using the Sokhotsky formula
lim
ǫ→0+
1
x− iǫ = P
(
1
x
)
+ iπδ(x), (A.2)
where P(1/x) denotes the Cauchy principal value, (A.1) defines a well-behaved distribution
on R4 regardless of the order in which the two limits are taken. Hence, we may set ǫ+ = ǫ−
and obtain the first two terms of (3.7) before pulling them back onto the detector’s worldline.
We note here that this way of defining product of two distributions is implicit in [21].
Now consider the second term in (3.6). Due to the coincidence limit, S− in this term is not
well-defined [21]. However, we see from (2.15) that the ill-defined terms are proportional to
the traceless U±U
†
±β. Without further justification from a more fundamental mathematical
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framework, we drop the ill-defined terms by employing a specific ordering of operations: take
the spinorial trace before performing any other operations. Equivalently, one may instead
use (2.12) and formally manipulate Tr{S−(u, v;u, v)} before interpreting the result as a
distribution via the prescription (2.13). In this way, each factor in the second term of (3.6)
becomes a well-defined distribution. Since each factor is defined on different R2, the product
is also well-defined regardless of whether the two ǫ parameters associated to each factor are
distinct or otherwise. Choosing to work with a single ǫ, we obtain
Tr
{
S−(u, v;u, v)
}
Tr
{
S−(u′, v′;u′, v′)
}
=
1
π2
√
w′(u)(w(u) − v)
((w(u) − v)2 + ǫ2)
√
w′(u′)(w(u′)− v′)
((w(u′)− v′)2 + ǫ2) , (A.3)
which is the last term of (3.7).
B Late Times Transition Rate
In this appendix, we derive the late time transition rate (3.27).
B.1 Finite Switch-On Time (Hint or H
no
int)
We start by considering a detector that is switched on at a strictly finite τ0. The detector may
interact either via (3.1) or (3.13). For the latter, ignore the analysis involving F˙
(2)
MW (ω, τ).
Consider first F˙
(0)
MW (ω, τ). Letting h(τ) = (1 + e
aτ )−1, and adding and subtracting ap-
propriate integral so that the second term in (3.20) becomes an integral from 0 to ∞, then
F˙
(0)
MW (ω, τ) = −
ω
π
Θ(−ω) + 1
π2
∫ ∞
0
ds cos(ωs)
(
1
s2
−Xτ (s)
)
+
1
π2
∫ ∞
∆τ
ds cos(ωs)Xτ (s), (B.1)
where
Xτ (s) =
ah(τ)e
as
2
s(1 + h(τ)(eas − 1)) 12 ln(1 + h(τ)(eas − 1))
. (B.2)
Focusing on s > 0 that we are concerned with, partial differentiating Xτ (s) with respect to
τ or h shows that Xτ (s) for fixed s monotonously decreases as τ increases. The upper and
lower bounds of Xτ (s) are thus given by X−(s) and X+(s) respectively where
X−(s) = lim
τ→−∞
Xτ (s) =
1
s2
, (B.3)
X+(s) = lim
τ→∞
Xτ (s) =
a
2s sinh
(
as
2
) . (B.4)
Consider the limit τ → ∞ of F˙ (0)MW (ω, τ). From (B.3), it follows that the last term in
(B.1) is O(1/∆τ). Adding and subtracting X+(s) under the first integral in (B.1), and using
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the fact that cos(ωs)[X+(s)− 1/s2] is an even function of s, we have
F˙
(0)
MW (ω, τ) = −
ω
π
Θ(−ω) + 1
2π2
∫ ∞
−∞
ds cos(ωs)
(
1
s2
−X+(s)
)
− 1
π2
∫ ∞
0
ds cos(ωs) (Xτ (s)−X+(s)) +O
(
1
∆τ
)
. (B.5)
Since Xτ (s)−X+(s) → 0 pointwise in a monotone manner for s ≥ 0, the magnitude of the
third term in (B.5) decreases as τ increases and eventually vanishes in the limit τ →∞.
Deforming the integration contour of the second term in (B.5) to a contour C in the
complex s plane along the real axis but with a dip into the lower half-plane near s = 0,
F˙
(0)
MW (ω, τ) = −
ω
π
Θ(−ω) + 1
2π2
∫
C
ds
cos(ωs)
s2
− a
4π2
∫
C
ds
cos(ωs)
s sinh
(
as
2
) + o(1). (B.6)
Writing cos(ωs) = 1− (1− cos(ωs)), the integral factor of the second term in (B.6) becomes
a sum of two integrals, one with the integrand s−2 and while the other (1 − cos(ωs))s−2.
Setting the dip to be an anticlockwise semicircle with radius r > 0, we find that the former
vanishes. To calculate the latter, deform C back to being a contour on the real line, integrate
the integral by parts and use the identity
∫∞
0 sin(ax)/xdx = (π/2) sgn(a). Collecting the
results, we find that the first two terms of (B.6) combine to give ω/2π.
To evaluate the third term of (B.6), consider the integral factor
I(ω) =
∫
C
ds
cos(ωs)
s sinh
(
as
2
) . (B.7)
While the integrand of I(ω) has a singularity at s = 0, the integrand of ∂I/∂ω, obtained by
differentiating I(ω) with respect to ω under the integral, is regular on the real line. Deforming
C in ∂I/∂ω back to being a contour on the real line and using 3.981.1 of [38], we find that
∂I/∂ω = −(2π/a) tanh(πω/a). By integrating ∂I/∂ω with respect to ω, it follows that
I(ω) = −2 ln
(
cosh
(πω
a
))
+ I0, (B.8)
where I0 is independent of ω. To determine the value of I0, notice that it is the value
of I(ω) when ω = 0. Hence, consider I(0) and deform C so that it is the large R limit
C1 + C2 + C3 where C1 runs from s = −R to s = −R − iπ/a along Re{s} = −R, C2 runs
from s = −R− iπ/a to s = R− iπ/a along Im{s} = −π/a and C3 runs from s = R− iπ/a to
s = R along Re{s} = R. The contributions from C1 and C3 are both O(1/(R sinh(aR/2)))
and hence vanish as R→∞. Parametrizing C2 as x− iπ/a for x ∈ (−∞,∞) and using the
identity sinh(x− iπ/2) = −i cosh(x), we find that
I(0) = −a
π
∫ ∞
−∞
dx
(1 + a2x2/π2)(cosh(ax/2))
+
ia2
π2
∫ ∞
−∞
xdx
(1 + a2x2/π2)(cosh(ax/2))
. (B.9)
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The imaginary part of (B.9) vanishes since the integrand is odd. The real part can be
evaluated using 3.522.8 of [38] after a change of variable to y = ax/π, giving I(0) = −2 ln 2.
Combining the results above, we find that, as τ →∞,
F˙
(0)
MW (ω, τ) =
a
2π2
ln
(
1 + e
2piω
a
)
+ o(1). (B.10)
Let us now look at F˙
(1)
MW (ω, τ). To keep the analysis neat, we shall not write w
′(τ) and
∆tret(τ) explicitly. For reference, we note here that
w′(τ) =
1
1 + eaτ
, (B.11)
w′′(τ) = − aw
′(τ)
1 + e−aτ
, (B.12)
∆tret(τ) = τ + 2d+
1
a
ln
(
1 + e−aτ
)
(B.13)
for the collapsing star trajectory (3.24). In the case where τ0 ≥ −2d, we have ∆tret(τ) > ∆τ
for all τ ∈ (τ0,∞). This implies that we may set ǫ = 0 under the integral of (3.21). Since∣∣ cos(ωs)√w′(τ)w′(τ − s)∣∣ ≤ 1 and s+∆tret(τ − s) ≥ ∆τ in this case, it follows that
∣∣∣F˙ (1)MW (ω, τ)∣∣∣ ≤ − 1π2∆τ ln
(
1− ∆τ
∆tret(τ)
)
, (B.14)
which is valid for any finite τ . Implementing L’Hoˆpital’s rule to the right hand side of (B.14),
it follows that F˙
(1)
MW (ω, τ) = O(1/∆τ ) in the limit τ →∞.
In the case of −∞ < τ0 < −2d, there exists τc such that ∆τ = ∆tret(τ) when τ = τc
and ∆τ > ∆tret(τ) when τ > τc. Since we are interested in the late time limit τ → ∞, the
latter will eventually necessarily be satisfied. Starting at some τ such that ∆τ > ∆tret(τ),
we integrate (3.21) by parts, integrating the factor (s − ∆tret(τ) − iǫ)−1 in the integrand,
before taking the limit ǫ→ 0+ to obtain
F˙
(1)
MW (ω, τ) =
1
π2
(
cos(ω∆τ)
√
w′(τ)w′(τ0)
∆tret(τ) + w(τ)− w(τ0) ln(∆τ −∆tret(τ)) −
w′(τ)
∆tret(τ)
ln(∆tret(τ))
+
√
w′(τ)
∫ ∆τ
0
ds
cos(ωs)
(s+∆tret(τ − s))2 (w
′(τ − s)) 32 ln |s−∆tret(τ)|
+
√
w′(τ)
2
∫ ∆τ
0
ds
cos(ωs)
s+∆tret(τ − s)
w′′(τ − s)√
w′(τ − s) ln |s−∆tret(τ)|
+ ω
√
w′(τ)
∫ ∆τ
0
ds
sin(ωs)
√
w′(τ − s)
s+∆tret(τ − s) ln |s−∆tret(τ)|
)
. (B.15)
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The first two non-integral terms clearly vanishes as τ → ∞. Each of the last three integral
terms is bounded in magnitude by a τ -independent constant times
J =
√
w′(τ)
∫ ∆τ
0
ds | ln |s−∆tret(τ)||
=
√
w′(τ)
[
4−∆τ +∆tret(τ) ln∆tret(τ)
+ (∆τ −∆tret(τ)) ln(∆τ −∆tret(τ))
]
, (B.16)
which is exponentially suppressed by the prefactor
√
w′(τ) at late times. Hence, it follows
that F˙
(1)
MW (ω, τ) vanishes in the limit τ →∞ for any finite τ0.
Finally, consider F˙
(2)
MW (ω, τ). With the change of variable s→ r = s/∆τ , (3.22) reads
F˙
(2)
MW (ω, τ) =
2∆τ
√
w′(τ)
π2∆tret(τ)
∫ 1
0
dr cos(ωr∆τ)
√
w′(τ − r∆τ)
∆tret(τ − r∆τ) (B.17)
Since w′(τ − r∆τ) ≤ 1 and ∆tret(τ − r∆τ) ≥ 2d, it follows that the integral factor in (B.17)
is bounded by a τ -independent constant. At late times, the factor ∆τ/∆tret(τ) converges to
unity while w′(τ) vanishes exponentially. Hence, F˙
(2)
MW (ω, τ) = o(1) as τ →∞.
Combining the results, we see that only F˙
(0)
MW (ω, τ) has a non-vanishing contribution
(B.10) to the transition rate at late times when τ0 is strictly finite, regardless of which inter-
action Hamiltonian governs the detector-field interaction. The result (3.27) hence follows.
B.2 Asymptotically Early Switch-On Time (Hnoint only)
Now, consider a detector interacting via (3.13) and is switched on in the asymptotic past.
Using the fact that the last term in (3.20) is O(1/∆τ ) as τ0 → −∞, it follows that F˙ (0)MW (ω, τ)
is now given only by the first two terms of (B.1). Since the last term in (B.1) vanishes as
τ →∞ when τ0 is finite, the late time limit of F˙ (0)MW (ω, τ) is again given by (B.10).
For F˙
(1)
MW (ω, τ), we can always choose to split the integration interval of (3.21), which is
now [0,∞), into [0, τ − τ ′) ∪ [τ − τ ′,∞) where τ ′ < τ is some arbitrary constant. Choosing
τ ′ < −2d, in particular, and start analysing at τ such that τ−τ ′ > ∆tret(τ), we may then use
similar method as above to show that the contribution from the interval [0, τ − τ ′) vanishes
at late times. The contribution from the other interval [τ − τ ′,∞) is given by
∆F˙
(1)
MW (ω, τ) =
1
π2
∫ ∞
τ−τ ′
ds
cos(ωs)
√
w′(τ)w′(τ − s)
(s−∆tret(τ))(s +∆tret(τ − s)) , (B.18)
where we have set ǫ = 0 since the integrand has no singularity. From ∆tret(τ − s) ≥ 2d, it
follows that s+∆tret(τ −s) ≥ s+2d. Together with
∣∣ cos(ωs)√w′(τ)w′(τ − s)∣∣ ≤ 1, we have
∣∣∣∆F˙ (1)MW (ω, τ)∣∣∣ ≤ − 1π2(2d+∆tret(τ)) ln
(
1− ∆tret(τ)τ−τ ′
1 + 2dτ−τ ′
)
, (B.19)
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which implies that ∆F˙
(1)
MW (ω, τ) vanishes as τ →∞.
Combining the results, we see that (3.27) remains valid in the case of asymptotically early
switch-on time when the detector interacts via the normally-ordered interaction Hamiltonian
Hnoint given by (3.13).
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