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РОЗРОБКА N-НАПРАВЛЕНОЇ ДИСКРЕТНОЇ АСОЦІАТИВНОЇ ПАМ’ЯТІ 
 
Вперше  на  основі  двонаправленої  асоціативної  пам'яті  запропонована  архітектура  та  алгоритми 
функціонування  N­направленої  дискретної  нейромережевої  асоціативної  пам'яті.  Нова  пам'ять  здатна 
відновлювати по вхідному вектору, що подається на будь­який з її вхідних шарів нейронів, безліч з N зображень, які 
асоціативні  до  вхідної  інформації.  Це  стає можливим  завдяки тому,  що  архітектура  класичної  двонаправленої 
асоціативної пам'яті, яка складається з двох сенсорних шарів елементів, нейрони яких пов'язані між собою парами 
зважених двонаправлених зв'язків з відповідними ваговими коефіцієнтами, перебудовується шляхом введення в її 
структуру додаткових (N–1) сенсорних шарів нейронів, що пов'язані з першим шаром сенсорних елементів парами 
двонаправлених зважених зв'язків з відповідними ваговими коефіцієнтами. 
Ключові  слова:  двонаправлена  асоціативна  пам'ять,  N­направлена  дискретна  нейромережева 
асоціативна пам'ять. 
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DEVELOPMENT OF N-DIRECTIONAL DISCRETE ASSOCIATIVE MEMORY 
 
For the first time on the basis of bidirectional associative memory proposed architecture and algorithms of discrete N­directional 
associative memory neural network. The new memory is capable of restoring the input vector to be fed to any of its input layer neurons, the 
set of N  images  that are associative  input  information. This  is possible  thanks  to  the  fact  that  the architecture of  classical bidirectional 
associative memory, which consists of two sensor layers of elements, the neurons are connected to each other pairs of weighted bi­directional 
communication with the respective weights, rebuilt by the  introduction  into  its structure more (N–1) sensory  layers of neurons associated 
with the first layer of the sensor elements in pairs suspended bidirectional links with relevant weights. 
Keywords: bidirectional associative memory, N­directional discrete neural associative memory. 
 
Постановка задачі та аналіз літератури 
Для вирішення задач знаходження асоціативних образів на даний час існує безліч різноманітних 
методів та алгоритмів [1 – 6]. У зв'язку з цим в теорії штучного інтелекту робляться спроби створення 
універсальних підходів, що дозволяють вирішувати широкі класи задач пошуку і запам'ятовування 
асоціативної інформації. Один з таких підходів пов'язаний з використанням штучних нейронних мереж. Їх 
ефективне застосування для вирішення різних завдань багато в чому ґрунтується на тому, що традиційні 
труднощі вирішення різноманітних завдань полегшені застосуванням універсальних алгоритмів навчання 
нейронних мереж на навчальних вибірках [7 – 9]. 
Звичайна нейронна мережа, наприклад, перцептрон [5, 7] реалізує відображення )( kk xfy  , де 
),...,,( 21
k
m
kkk yyyy   – вихідний вектор нейронної мережі для k-го вхідного вектору мережі 
),...,,( 21
k
n
kkk xxxx  , pk ,1 ; p  – число пар векторів ),( kk yx , mknk RyRx  , , й може розглядатися як 
асоціативна пам'ять, яка вхідному вектору kx  ставить у відповідність вихідний вектор ky . Однак нейронні 
мережі типу перцептрон, Хебба, Хеммінга та інші [8, 9] неспроможні вектору ky  поставити у відповідність 
асоціативний вектор kx . Цей недолік усунутий у нейронних мережах двонаправлена асоціативна пам'ять 
(ДАП) [10 – 14]. 
Двонаправлена асоціативна пам'ять складається з двох сенсорних шарів нейронів, пов'язаних між 
собою парами двонаправлених зважених зв'язків. Зображення (або n-мірні або m-мірні вхідні вектори) 
можуть подаватися відповідно на входи X- або Y-елементів. При цьому не передбачається подача зображень 
на обидва шари елементів одночасно. Якщо вагова матриця для сигналів, що посилаються з X-шару 
елементів в Y-шар, є 
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то вагова матриця для сигналів від Y-елементів в X-шар має вигляд т1 WW  . 
Мережа здатна запам'ятовувати пари асоційованих один одному образів 
)  ...,  ,(   ),  ...,  ,( 11
p
m
ppp
n
pp ttTssS   з деяких заданих множин образів },  ...,  ,  ...,  ,{ 1 Lp SSSS   
},  ...,  ,  ...,  ,{ 1 Lp TTTT   де L  число асоційованих пар. 
Процес навчання ДАП з біполярними нейронами полягає в попередньому налаштуванні ваг зв'язків 
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між X- та Y-нейронами, що задаються елементами матриці (1) відповідно до формули 
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Динаміка ДАП в режимі визначення асоціативних зображень є ітераційною. Процес зміни вихідних 
сигналів нейронів кожного шару ДАП здійснюється синхронно, при цьому сигнали посилаються з шару в 
шар послідовно, а не одночасно в обох напрямках. При біполярних вхідних векторах функції активації 
)( вх. pp Uf  для елементів X- й Y-шару задаються виразом 
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де  p  поріг p-го елемента ДАП, p = 1, …, n, n+1, …, n + m. 
З виразу (3) виходить, що якщо вхідний сигнал елемента точно дорівнює пороговому значенню, то 
функція активації залишає на виході нейрона попереднє значення вихідного сигналу. У зв'язку з цим 
початкова активація нейронів зазвичай проводиться нульовими вхідними сигналами. Функціонування 
мережі може починатися з подачі зображення (вхідних сигналів) на будь-який з шарів ДАП. 
ДАП може запам'ятовувати пари асоціативних зображень, а при подачі представника пари на 
відповідний вхідний шар – відновлювати та видавати на іншому шарі асоціативне йому зображення. Таким 
чином ДАП для кожного вхідного зображення в пам’яті зберігає лише одне асоціативне йому вихідне 
зображення, тобто відсутня можливість зберігання та відновлення з пам’яті N асоціативних вхідному 
вектору зображень. 
Постановка задачі 
Розробка нейромережевої N-направленої асоціативної пам'яті, що володіє можливістю зберігання та 
відновлення зі своєї пам’яті N асоціативних вхідному вектору зображень. 
Розробка нейромережевої N-направленої асоціативної пам'яті 
Завдання вирішується завдяки тому, що архітектура класичної двонаправленої асоціативної пам'яті, 
яка складається з двох сенсорних шарів елементів, нейрони яких зв'язані між собою парами зважених 
двонаправлених зв'язків з відповідними ваговими коефіцієнтами, перебудовується шляхом введення в її 
структуру додаткових (N – 1) сенсорних шарів нейронів (рис. 1), які пов’язані з першим шаром сенсорних 
елементів парами двонаправлених зважених зв’язків з відповідними ваговими коефіцієнтами. У результаті 
додавання в структуру нейронної мережі перерахованих вище сенсорних шарів нейронів досягається 
можливість зберігання та відновлення з пам’яті множинних асоціацій. Це стає можливим завдяки тому, що 
любий вхідний сенсорний шар нейронів пов’язаний одразу з N шарами елементів, що дозволяє одному 
вхідному зображенню асоціювати N вихідних [15]. 
Пам’ять складається з вхідного сенсорного шару нейронів )...,,1( niXi   та N вихідних шарів 
)...,,1( 11
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1
gqYq  , )...,,1( 2222 gqYq  , …, )...,,1( 1111   NNNq gqY N , NqNY  )...,,1( NN gq  , елементи яких 
пов’язані з відповідними їм нейронами вхідного сенсорного X-шару парами двонаправлених зважених 
зв’язків з ваговими коефіцієнтами )...,,1;...,,1(, 111211 11 gqniWW iqiq  , ;...,,1(, 2221 22 niWW iqiq  )...,,1 22 gq  , 
…, 2)1(1)1(
11
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N
iq
N
iq NN
WW  ;...,,1( ni   )...,,1 11   NN gq  та 21, N iqNiq NN WW  ;...,,1( ni   )...,,1 NN gq  , де верхні 
індекси матриць вагових коефіцієнтів – це номер вихідного шару, з яким з’єднує матриця та номер самої 
матриці відповідно. Перший верхній індекс показує, що нейрони вхідного шару з’єднані з нейронами 
відповідного вихідного шару, другий: 1, коли матриця зв’язків передає сигнали нейронів Х-шару нейронам 
відповідного вихідного шару, й 2, навпаки, коли матриця зв’язків передає сигнали вихідного шару нейронам 
Х-шару. Перші нижні індекси вказують на нейрони, що видають сигнали, а другі – на нейрони, що 
приймають сигнали. 
Розроблена асоціативна пам'ять функціонує відповідно до двох алгоритмів: навчання та 
функціонування. Алгоритм навчання зводиться до визначення навчального набору зображень й матриць ваг 
зв'язків між шарами нейронів: ,X  ,1Y  ,2Y  …, ,NY  за допомогою співвідношень (1) і (2). Оскільки люба 
пара шарів X  та ),1( NjY j   мають архітектуру двонаправленої асоціативної пам'яті, то їх навчання 
аналогічно класичному алгоритму навчання ДАП. Послідовне застосування класичного алгоритму навчання 
ДАП до шарів нейронів X  та ,1Y  X  та ,2Y  …, X  та NY  дозволяє отримати всю безліч асоціативних 
зображень VNVVV SSSS ...,,,, 21 , де VS  – вхідне зображення на Х-шарі, )...,,2,1( NdSVd   – зображення на 
виходах елементів, відповідно шарів ,1Y  ,2Y  …, NY  нейронів. 
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 Рис. 1. Нейромережева N-направлена асоціативна пам'ять 
 
В алгоритмі функціонування N-направленої асоціативної пам’яті прийняті наступні позначення: 
r – максимальне число наборів асоціативних зображень; 
n – число бінарних компонентів у вхідному векторі; 
kg  – число бінарних компонентів у k-му вихідному векторі kqkY -шару ),1( Nk   нейронів; 
L – число наборів асоціативних зображень, що запам'ятовуються; 
),1;,1;,1(, 21
1 kk
k
iq
k
iq gqNkniWW kk   – ваги зв'язків від елементів вхідного шару до елементів k-го 
вихідного шару; 
iX
Uвх.  та iXU .вих )...,,1( ni   – відповідно вхідний та вихідний сигнал i-го елемента вхідного шару 
нейронної мережі; 
k
kq
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kq
Y
Uвих. ),1( kk gq   – відповідно вхідний та вихідні сигнал q-го елемента k-го вихідного 
шару нейронної мережі; 
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зображень, які запам'ятовуються N-направленою асоціативною пам’яттю; 
) ..., ,( 1 vnvv SSS   ) ..., ,1( nv   – бінарний вхідний вектор v-го набору асоціативних зображень. 
Алгоритм роботи N-направленої асоціативної пам’яті в режимі визначення асоціативних зображень, 
передбачає виконання наступних кроків: 
Крок 1. Задається початковий час: t = 0. Ініціюються нульовими вхідними сигналами всі нейрони 
мережі: 
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Крок 2. На входи нейронів Х-шару подається зображення ) ..., ,( 1 vnvv SSS  . Для даного вхідного 
зображення ) ..., ,( 1 vnvv SSS   виконуються кроки 3 – 8 алгоритму, коли на кожному з k шарів Y-нейронів 
отримується одне зображення, асоціативне вхідному, де Nk ,1 . 
Крок 3. Ініціюються ваги зв'язків ),1;,1;,1(, 21 kkkiqkiq gqniNkWW kk  . Задається час: t = )0(0 kt  . 
Крок 4. Задаються вхідні сигнали нейронів Х-шарів мережі 
.,1,)0(вх. niSU viXi
  
Задається час t = )0(1 kt  та обчислюються вихідні сигнали Х-елементів: 
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Крок 5. Доки не встановляться вихідні сигнали всіх Х- та kqkY -нейронів, виконуються кроки 6 – 8 
алгоритму. 
Крок 6. Адаптується активність елементів kqkY -шару. Обчислюються вхідні та вихідні сигнали kqkY -
елементів: 
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Вихідні сигнали kqkY -нейронів посилаються на входи елементів Х-шару. 
Крок 7. Адаптується активність елементів Х-шару. Обчислюються вхідні та вихідні сигнали Х-
елементів. 
.,1),()( )0(2
1
.вих
2)0(
2.вх nitUWtU
k
g
q
Y
k
iq
k
X
k
k
k
kq
ki
 

   
.,1)),(()( )0(2.вх
)0(
3вих. nitUftU
k
Xi
k
X ii
   
Вихідні сигнали Х-нейронів посилаються на входи елементів kqkY -шару та обчислюються вхідні та 
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Крок 8. Перевіряється тест на збіжність. Порівнюються вихідні сигнали Х-нейронів )( )0(3.вих kX tU i
  
та )( )0(1.вих kX tU i
  ,,1 ni   відповідно, а також kqkY -нейронів ),( )0(2.вих kY tU k
kq
  та )( )0(4.вих kY tU k
kq
  ,,1 kk gq   
відповідно, які отримані на поточній на попередній ітераціях. Якщо не виконана хоч одна рівність 
;,1),()( )1(1.вих
)1(
3.вих nitUtU
k
X
k
Xi    
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то перехід до кроку 6 алгоритму, якщо Nk 1 , то блокуються ваг зв’язку ),1;,1(, 11 kkТiqiq gqniWW kk  , 
1 kk  та перехід до кроку 3, в іншому випадку –до кроку 9. 
Крок 9. Останов. 
Розглянимо приклад навчання асоціативної пам’яті з біполярними нейронами для запам’ятовування 
двох наборів асоціативних зображень ),,,( 3121111 SSSS  та ),,,( 3222122 SSSS , де 1S , 2S  – вхідні зображення, 
3
1
2
1
1
1 ,, SSS  та 322212 ,, SSS  – асоціативні зображення для першого та другого вхідних зображень відповідно 
(рис. 2), та описуються двійковими векторами: 
1S (1, 1, 1, 1, 1, 1, –1, 1,–1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, 1, 1, 1, 1), 
11S (1, 1, 1, 1, 1, –1, –1, 1, –1, –1, –1, –1, 1, –1, –1, –1, –1, 1, –1, –1, –1, –1, 1, –1, –1), 
21S (1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1), 
31S (1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, 1, 1, 1, 1) та 
2S (1, 1, 1, 1, 1, –1, 1, –1, –1, –1, 1, 1, 1, 1, 1, –1, –1, –1, 1, –1, 1, 1, 1, 1, 1), 
12S (1, 1, 1, 1, 1, 1, –1, –1, –1, 1, 1, –1, –1, –1, 1, 1, –1, –1, –1, 1, 1, 1, 1, 1, 1), 
22S (1, –1, –1, –1, 1, –1, 1, –1, 1, –1, –1, –1,1, –1, –1, –1, 1, –1, 1, –1, 1, –1, –1, –1, 1), 
32S (1, –1, –1, –1, –1, 1, –1, –1, –1, –1, 1, 1, 1, 1, 1, –1, –1, –1, –1, 1, –1, –1, –1, –1, 1). 
При цьому матриці вагових коефіцієнтів, що розраховуються за допомогою формули (1), 
представлені в таблицях 1 – 3. 
 
1S 11S
2
1S
3
1S
2S
1
2S
2
2S
3
2S
 Рис. 2. Набор асоціативних зображень 
 
Перевірка працездатності роботи N-направленої асоціативної пам’яті. При поданні на вхід вектору 
1S (1, 1, 1, 1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, 1, 1, 1, 1), асоційованого вектору 11S  
отримаємо: 
).14,14,30,14,14,14,28,14,28,14,14,28,14,28,14,14,28,4,28,14,30,30,30,30,30(
)11,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1, ( 111 11 
 iqiq WWS  
Використовуючи функцію активації (2) при нульовому порозі, визначаємо вектор  
1
1S  = (1, 1, 1, 1, 1, –1, –1, 1, –1, –1, –1, –1, 1, –1, –1, –1, –1, 1, –1, –1, –1, –1, 1, –1, –1). 
При поданні на вхід вектору 1S (1, 1, 1, 1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, 1, 1, 1, 1), 
асоційованого вектору 12S  отримаємо: 
).30,30,18,30,30,18,20,18,20,18,18,30,30,30,18,18,20,18,20,18,30,30,18,30,30(
)11,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1, ( 21211 22 
 iqiq WWS  
Використовуючи функцію активації (2) при нульовому порозі, визначаємо вектор  
1
2S  = (1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1). 
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Таблиця 1 
Матриця вагових коефіцієнтів 1
1iqW  між вхідним та першим вихідним шаром нейронів  
N-направленої асоціативної пам’яті. 
2 2 2 2 2 0 -2 0 -2 0 0 -2 0 -2 0 0 -2 0 -2 0 0 0 2 0 0 
2 2 2 2 2 0 -2 0 -2 0 0 -2 0 -2 0 0 -2 0 -2 0 0 0 2 0 0 
2 2 2 2 2 0 -2 0 -2 0 0 -2 0 -2 0 0 -2 0 -2 0 0 0 2 0 0 
2 2 2 2 2 0 -2 0 -2 0 0 -2 0 -2 0 0 -2 0 -2 0 0 0 2 0 0 
2 2 2 2 2 0 -2 0 -2 0 0 -2 0 -2 0 0 -2 0 -2 0 0 0 2 0 0 
0 0 0 0 0 -2 0 0 0 -2 -2 0 2 0 -2 -2 0 2 0 -2 -2 -2 0 -2 -2
0 0 0 0 0 -2 0 0 0 -2 -2 0 2 0 -2 -2 0 2 0 -2 -2 -2 0 -2 -2
0 0 0 0 0 -2 0 0 0 -2 -2 0 2 0 -2 -2 0 2 0 -2 -2 -2 0 -2 -2
-2 -2 -2 -2 -2 0 2 0 2 0 0 2 0 2 0 0 2 0 2 0 0 0 -2 0 0 
0 0 0 0 0 -2 0 0 0 -2 -2 0 2 0 -2 -2 0 2 0 -2 -2 -2 0 -2 -2
2 2 2 2 2 0 -2 0 -2 0 0 -2 0 -2 0 0 -2 0 -2 0 0 0 2 0 0 
0 0 0 0 0 2 0 -2 0 2 2 0 -2 0 2 2 0 -2 0 2 2 2 0 2 2 
2 2 2 2 2 0 -2 0 -2 0 0 -2 0 -2 0 0 -2 0 -2 0 0 0 2 0 0 
0 0 0 0 0 2 0 -2 0 2 2 0 -2 0 2 2 0 -2 0 2 2 2 0 2 2 
2 2 2 2 2 0 -2 0 -2 0 0 -2 0 -2 0 0 -2 0 -2 0 0 0 2 0 0 
0 0 0 0 0 -2 0 0 0 -2 -2 0 2 0 -2 -2 0 2 0 -2 -2 -2 0 -2 -2
-2 -2 -2 -2 -2 0 2 0 2 0 0 2 0 2 0 0 2 0 2 0 0 0 -2 0 0 
0 0 0 0 0 -2 0 0 0 -2 -2 0 2 0 -2 -2 0 2 0 -2 -2 -2 0 -2 -2
0 0 0 0 0 2 0 -2 0 2 2 0 -2 0 2 2 0 -2 0 2 2 2 0 2 2 
-2 -2 -2 -2 -2 0 2 0 2 0 0 2 0 2 0 0 2 0 2 0 0 0 -2 0 0 
2 2 2 2 2 0 -2 0 -2 0 0 -2 0 -2 0 0 -2 0 -2 0 0 0 2 0 0 
2 2 2 2 2 0 -2 0 -2 0 0 -2 0 -2 0 0 -2 0 -2 0 0 0 2 0 0 
2 2 2 2 2 0 -2 0 -2 0 0 -2 0 -2 0 0 -2 0 -2 0 0 0 2 0 0 
2 2 2 2 2 0 -2 0 -2 0 0 -2 0 -2 0 0 -2 0 -2 0 0 0 2 0 0 
2 2 2 2 2 0 -2 0 -2 0 0 -2 0 -2 0 0 -2 0 -2 0 0 0 2 0 0 
 
Таблиця 2 
Матриця вагових коефіцієнтів 1
2iqW  між вхідним та другим вихідним шаром нейронів 
N-направленої асоціативної пам’яті. 
2 -2 0 -2 2 0 0 0 0 0 0 -2 2 -2 0 0 0 0 0 0 2 -2 0 -2 2 
2 -2 0 -2 2 0 0 0 0 0 0 -2 2 -2 0 0 0 0 0 0 2 -2 0 -2 2 
2 -2 0 -2 2 0 0 0 0 0 0 -2 2 -2 0 0 0 0 0 0 2 -2 0 -2 2 
2 -2 0 -2 2 0 0 0 0 0 0 -2 2 -2 0 0 0 0 0 0 2 -2 0 -2 2 
2 -2 0 -2 2 0 0 0 0 0 0 -2 2 -2 0 0 0 0 0 0 2 -2 0 -2 2 
0 0 0 0 0 0 -2 0 -2 0 0 0 0 0 0 0 -2 0 -2 0 0 0 0 0 0 
0 0 -2 0 0 -2 2 -2 2 -2 -2 0 0 0 -2 -2 2 -2 2 -2 0 0 -2 0 0 
0 0 2 0 0 2 -2 2 -2 2 2 0 0 0 2 2 -2 2 -2 2 0 0 2 0 0 
-2 2 0 2 -2 0 0 0 0 0 0 2 -2 2 0 0 0 0 0 0 -2 2 0 2 -2
0 0 2 0 0 2 -2 2 -2 2 2 0 0 0 2 2 -2 2 -2 2 0 0 2 0 0 
2 -2 0 -2 2 0 0 0 0 0 0 -2 2 -2 0 0 0 0 0 0 2 -2 0 -2 2 
0 0 -2 0 0 -2 2 -2 2 -2 -2 0 0 0 -2 -2 2 -2 2 -2 0 0 -2 0 0 
2 -2 0 -2 2 0 0 0 0 0 0 -2 2 -2 0 0 0 0 0 0 2 -2 0 -2 2 
0 0 -2 0 0 -2 2 -2 2 -2 -2 0 0 0 -2 -2 2 -2 2 -2 0 0 -2 0 0 
2 -2 0 -2 2 0 0 0 0 0 0 -2 2 -2 0 0 0 0 0 0 2 -2 0 -2 2 
0 0 2 0 0 2 -2 2 -2 2 2 0 0 0 2 2 -2 2 -2 2 0 0 2 0 0 
2 2 0 2 2 0 0 0 0 0 0 2 2 2 0 0 0 0 0 0 2 2 0 2 2 
0 0 2 0 0 2 -2 2 -2 2 2 0 0 0 2 2 -2 2 -2 2 0 0 2 0 0 
0 0 -2 0 0 -2 2 -2 2 -2 -2 0 0 0 -2 -2 2 -2 2 -2 0 0 -2 0 0 
0 0 2 0 0 2 -2 2 -2 2 2 0 0 0 2 2 -2 2 -2 2 0 0 2 0 0 
2 -2 0 -2 2 0 0 0 0 0 0 -2 2 -2 0 0 0 0 0 0 2 -2 0 -2 2 
2 -2 0 -2 2 0 0 0 0 0 0 -2 2 -2 0 0 0 0 0 0 2 -2 0 -2 2 
2 -2 0 -2 2 0 0 0 0 0 0 -2 2 -2 0 0 0 0 0 0 2 -2 0 -2 2 
2 -2 0 -2 2 0 0 0 0 0 0 -2 2 -2 0 0 0 0 0 0 2 -2 0 -2 2 
2 -2 0 -2 2 0 0 0 0 0 0 -2 2 -2 0 0 0 0 0 0 2 -2 0 -2 2 
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Таблиця 3 
Матриця вагових коефіцієнтів 1
3iqW  між вхідним та третім вихідним шаром нейронів  
N-направленої асоціативної пам’яті. 
2 -2 0 -2 0 2 -2 0 -2 2 2 0 2 0 2 0 -2 0 -2 2 0 0 0 0 2 
2 -2 0 -2 0 2 -2 0 -2 2 2 0 2 0 2 0 -2 0 -2 2 0 0 0 0 2 
2 -2 0 -2 0 2 -2 0 -2 2 2 0 2 0 2 0 -2 0 -2 2 0 0 0 0 2 
2 -2 0 -2 0 2 -2 0 -2 2 2 0 2 0 2 0 -2 0 -2 2 0 0 0 0 2 
2 -2 0 -2 0 2 -2 0 -2 2 2 0 2 0 2 0 -2 0 -2 2 0 0 0 0 2 
0 0 2 0 2 0 0 2 0 0 0 -2 0 -2 0 2 0 2 0 0 2 2 2 2 0 
0 0 -2 0 -2 0 0 -2 0 0 0 2 0 2 0 -2 0 -2 0 0 -2 -2 -2 -2 0 
0 0 2 0 2 -2 0 2 0 -2 -2 -2 -2 -2 -2 2 0 2 0 -2 2 2 2 2 -2
-2 2 0 2 0 0 2 0 2 0 0 0 0 0 0 0 2 0 2 0 0 0 0 0 0 
0 0 2 0 2 2 0 2 0 2 2 -2 2 -2 2 2 0 2 0 2 2 2 2 2 2 
2 -2 0 -2 0 0 -2 0 -2 0 0 0 0 0 0 0 -2 0 -2 0 0 0 0 0 0 
0 0 -2 0 -2 2 0 -2 0 2 2 2 2 2 2 -2 0 -2 0 2 -2 -2 -2 -2 2 
2 -2 0 -2 0 0 -2 0 -2 0 0 0 0 0 0 0 -2 0 -2 0 0 0 0 0 0 
0 0 -2 0 -2 2 0 -2 0 2 2 2 2 2 2 -2 0 -2 0 2 -2 -2 -2 -2 2 
2 -2 0 -2 0 0 -2 0 -2 0 0 0 0 0 0 0 -2 0 -2 0 0 0 0 0 0 
0 0 2 0 2 -2 0 2 0 -2 -2 -2 -2 -2 -2 2 0 2 0 -2 2 2 2 2 -2
-2 2 0 2 0 0 2 0 2 0 0 0 0 0 0 0 2 0 2 0 0 0 0 0 0 
0 0 2 0 2 0 0 2 0 0 0 -2 0 -2 0 2 0 2 0 0 2 2 2 2 0 
0 0 -2 0 -2 0 0 -2 0 0 0 2 0 2 0 -2 0 -2 0 0 -2 -2 -2 -2 0 
0 0 2 0 2 2 0 2 0 2 2 -2 2 -2 2 2 0 2 0 2 2 2 2 2 2 
2 -2 0 -2 0 2 -2 0 -2 2 2 0 2 0 2 0 -2 0 -2 2 0 0 0 0 2 
2 -2 0 -2 0 2 -2 0 -2 2 2 0 2 0 2 0 -2 0 -2 2 0 0 0 0 2 
2 -2 0 -2 0 2 -2 0 -2 2 2 0 2 0 2 0 -2 0 -2 2 0 0 0 0 2 
2 -2 0 -2 0 2 -2 0 -2 2 2 0 2 0 2 0 -2 0 -2 2 0 0 0 0 2 
2 -2 0 -2 0 2 -2 0 -2 2 2 0 2 0 2 0 -2 0 -2 2 0 0 0 0 2 
 
При поданні на вхід вектору 1S (1, 1, 1, 1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, 1, 1, 1, 1), 
асоційованого вектору 13S  отримаємо: 
).16,20,20,20,20,30,30,20,30,20,16,20,16,20,16,16,30,20,30,16,20,30,20,30,30(
)11,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1, ( 31311 33 
 iqiq WWS  
Використовуючи функцію активації (2) при нульовому порозі, визначаємо вектор  
1
2S  = (1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, –1, 1, –1, 1, 1, 1, 1, 1, 1). 
Таким чином, розроблений пристрій N-направленої асоціативної пам’яті здатен відновлювати по 
вхідному вектору N асоціативних йому зображень. 
Висновок 
Вперше на основі двонаправленої асоціативної пам'яті запропонована архітектура та алгоритми 
функціонування N-направленої дискретної нейромережевої асоціативної пам'яті, яка здатна відновлювати по 
вхідному вектору, що подається на будь-який з її вхідних шарів нейронів, безліч з N зображень, які 
асоціативні до вхідної інформації. На архітектуру і алгоритми функціонування нейромережевої асоціативної 
пам'яті отримано патент України на винахід. 
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