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Abstract
Similarity search is a fundamental operation for applications that deal with unstructured data sources. In this
paper we propose a new pivot-based method for similarity search, called Sparse Spatial Selection (SSS). The
main characteristic of this method is that it guarantees a good pivot selection with a lower computational cost
than other methods previously proposed. In addition, SSS adapts itself to the dimensionality of the metric
space we are working with, without being necessary to specify in advance the number of pivots to extract.
Furthermore, SSS is dynamic, this is, it is capable to support object insertions in the database without getting
its efficiency reduced, it can work with both continuous and discrete distance functions, and it is suitable for
secondary memory storage. In this work we provide experimental results that confirm the advantages of the
method with several vectorial and metric spaces. We also show that the efficiency of our proposal is similar to
that of other existing ones over vectorial spaces, although it is better over general metric spaces.
Keywords: Databases, algorithms and data structures
Resumen
La bu´squeda por similitud es una operacio´n fundamental en aplicaciones que trabajan con fuentes de datos
no estructuradas. En este artı´culo proponemos un nuevo me´todo de bu´squeda por similitud basado en pivotes,
que denominamos Sparse Spatial Selection (SSS). La principal caracterı´stica de SSS es que garantiza una
buena seleccio´n de pivotes con un coste computacional ma´s bajo que otros me´todos propuestos anteriormente.
Adema´s, SSS se adapta por sı´ so´lo a la dimensionalidad del espacio me´trico con el que estamos trabajando,
sin que sea necesario especificar de antemano el nu´mero de pivotes que se van a extraer. Por otro lado, SSS
es dina´mico, es decir, es capaz de soportar inserciones de objetos en la base de datos sin que su eficiencia se
vea reducida, puede usar tanto distancias continuas como discretas y se adapta bien a memoria secundaria.
En este trabajo proporcionamos resultados experimentales que confirman las ventajas del me´todo con distintos
espacios vectoriales y me´tricos. Demostramos tambie´n que nuestra propuesta tiene una eficiencia similar a otras
ya existentes en espacios vectoriales, aunque es mejor en espacios me´tricos generales.
Palabras claves: Bases de datos, algoritmos y estructuras de datos
*Este trabajo esta´ parcialmente financiado por CYTED VII.J (RITOS2) y, para los tres primeros autores, por MCYT
(PGE y FEDER) refs. TIC2003-06593 y TIN2006-15071-C03-03, y Xunta de Galicia ref. PGIDIT05SIN10502PR.
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1. INTRODUCCIO´N
La bu´squeda por similitud se ha convertido en una operacio´n cada vez ma´s importante para aplica-
ciones que trabajan con fuentes de datos no estructuradas. Por ejemplo, las bases de datos multimedia
gestionan objetos sin ningu´n tipo de estructura, como ima´genes, huellas dactilares o clips de audio.
Recuperar la huella dactilar ma´s semejante a una dada es un ejemplo de bu´squeda por similitud. El
problema de la recuperacio´n de textos esta´ presente en sistemas que van desde un simple editor has-
ta grandes buscadores. En este contexto puede ser interesante recuperar documentos similares a una
consulta, o palabras muy similares a una dada para corregir errores de edicio´n. Podemos encontrar
ma´s ejemplos de aplicacio´n en a´reas como la biologı´a computacional (recuperacio´n de secuencias de
ADN) o el reconocimiento de patrones (donde un patro´n puede clasificarse a partir de otros patrones
similares ya clasificados). La bu´squeda por similitud es una operacio´n costosa. Esto ha dado lugar
a una gran cantidad de trabajos que tratan de hacerla ma´s eficiente y poder ası´ aplicarla en grandes
colecciones de datos.
El problema de la bu´squeda por similitud puede formalizarse mediante el concepto de espacio
me´trico, que proporciona un marco formal independiente del dominio de aplicacio´n concreto. Un
espacio me´trico (X, d) esta´ formado por un universo de objetos va´lidos X y una funcio´n de dis-
tancia d : X × X −→ R+ definida entre ellos. La funcio´n de distancia determina la semejanza
o proximidad entre dos objetos cualesquiera. Esta funcio´n es estrictamente positiva (d(x, y) > 0
y d(x, y) = 0 ⇔ x = y), sime´trica (d(x, y) = d(y, x)) y satisface la desigualdad triangular
(d(x, z) ≤ d(x, y) + d(y, z)). El subconjunto finito U ⊂ X de taman˜o n = |U|, denominado dic-
cionario o base de datos, denota la coleccio´n de objetos sobre la que realizamos la bu´squeda. Un
espacio vectorial es un caso particular de espacio me´trico, en el que cada objeto esta´ formado por k
coordenadas reales, siendo k la dimensio´n del espacio vectorial. La definicio´n de la funcio´n de distan-
cia depende del tipo de objetos con que estamos trabajando. En un espacio vectorial d podrı´a ser una
funcio´n de distancia de la familia Ls, definida como Ls(x, y) = (
∑
1≤i≤k|xi − yi|)
1
s . Por ejemplo,
L1 es la distancia Manhattan, L2 la distancia euclı´dea y L∞ = ma´x1≤i≤k |xi − yi| es la distancia
ma´xima. En una coleccio´n de palabras podemos utilizar como funcio´n de distancia la distancia de
edicio´n d(x, y), calculada como el nu´mero de inserciones, borrados o sustituciones necesarios para
transformar una cadena x en una cadena y.
Hay tres tipos de consulta tı´picos que se pueden realizar sobre una coleccio´n de objetos en un
espacio me´trico. En la bu´squeda por rango se recuperan los objetos u ∈ U que esta´n a menos de una
distancia r de la consulta q, esto es {u ∈ U / d(q, u) ≤ r}. En la bu´squeda del vecino ma´s cercano
se recupera el objeto ma´s similar a q, es decir, {u ∈ U / ∀ v ∈ U, d(q, u) ≤ d(q, v)}. La bu´squeda de
los k vecinos ma´s cercanos es una generalizacio´n de la operacio´n anterior. En este caso se recupera
el conjunto A ⊆ U tal que |A| = k y ∀ u ∈ A, v ∈ U − A, d(q, u) ≤ d(q, v). El tipo ma´s ba´sico de
consulta es la bu´squeda por rango, y las dema´s pueden implementarse en funcio´n de e´sta [8]. En cual-
quier caso, la u´nica informacio´n que podemos utilizar para realizar la bu´squeda es la que proporciona
la funcio´n de distancia. La forma ba´sica de implementar estas operaciones consiste en comparar cada
objeto de la coleccio´n con la consulta.
El problema es que, en general, la evaluacio´n de la funcio´n de distancia tiene un coste computa-
cional elevado, por lo que la operacio´n de bu´squeda no es eficiente cuando la coleccio´n tiene un gran
nu´mero de elementos. El principal objetivo de los me´todos de bu´squeda en espacios me´tricos es pre-
cisamente reducir el nu´mero de evaluaciones de la funcio´n de distancia. Para lograrlo se construyen a
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priori estructuras de ı´ndices sobre la coleccio´n que, junto con la desigualdad triangular de la funcio´n
de distancia, permiten descartar elementos sin compararlos directamente con la consulta. Los diferen-
tes me´todos creados para realizar bu´squeda eficiente en espacios me´tricos se diferencian entre sı´ en
diversos factores. Algunos me´todos so´lo permiten que la funcio´n de distancia tome valores discretos
(como, por ejemplo, la distancia de edicio´n). En cambio, otros fueron disen˜ados para trabajar con
funciones de distancia continuas. E´sta es una cuestio´n importante, ya que restringe la aplicacio´n del
me´todo a determinados dominios. Algunos me´todos son esta´ticos, en el sentido de que la coleccio´n
no puede crecer una vez creado el ı´ndice. En cambio, los me´todos dina´micos soportan inserciones en
la base de datos, o incluso crean el ı´ndice segu´n se an˜aden objetos a la coleccio´n inicialmente vacı´a.
Otro factor importante es la posibilidad de almacenar estas estructuras en memoria secundaria de for-
ma eficiente, y el nu´mero de operaciones de E/S necesarias para acceder a ellas. Estas cuestiones no
deben descuidarse debido a su importancia en la aplicabilidad y eficiencia del me´todo.
En general, segu´n [8], hay dos clases de me´todos de bu´squeda, los basados en clustering y los ba-
sados en pivotes. Los me´todos de bu´squeda basados en pivotes seleccionan un conjunto de objetos de
la coleccio´n como pivotes, y el ı´ndice se construye calculando la distancia entre e´stos y cada elemento
de la base de datos. Durante la bu´squeda, se calcula la distancia de la consulta q a cada pivote y de
este modo algunos elementos de la coleccio´n pueden descartarse utilizando la desigualdad triangular
y las distancias precalculadas a los pivotes. Por ejemplo, si (q, r) es una consulta, y x ∈ U un objeto
de la coleccio´n, podemos descartar directamente x si |d(pi, x) − d(pi, q)| > r para algu´n pivote pi.
Los me´todos basados en pivotes ma´s conocidos son Burkhard-Keller-Tree (BKT) [5], Fixed-Queries
Tree (FQT) [2], Fixed-Height FQT (FHQT) [1], Fixed-Queries Array (FQA) [7], Vantage Point Tree
(VPT) [14] y sus variantes [3] [15], Approximating and Eliminating Search Algorithm (AESA) [13]
y LAESA (Linear AESA) [10].
Los me´todos basados en clustering particionan el espacio me´trico en un conjunto de regiones de
equivalencia, cada una de ellas representada por un centro de cluster. En la bu´squeda, se descartan
regiones completas dependiendo de la distancia de su centro de cluster a la consulta. Los me´todos
basados en clustering ma´s importantes son Bisector Tree (BST) [9], Generalized-Hyperplane Tree
(GHT) [12], Geometric Near-neighbor Access Tree (GNAT) [4] o Spatial Approximation Tree (SAT)
[11]. En [8] y [16] puede encontrar dos excelentes revisiones que tratan en profundidad el problema
de la bu´squeda en espacios me´tricos y presentan con detalle estos algoritmos.
En este artı´culo presentamos Sparse Spatial Selection (SSS), un nuevo me´todo de seleccio´n de
pivotes que permite trabajar con funciones de distancia continuas y colecciones dina´micas, adema´s
de adaptarse bien a memoria secundaria. Es un me´todo dina´mico, en el sentido de que la coleccio´n
puede estar vacı´a inicialmente y/o crecer o decrecer con el tiempo. La aportacio´n ma´s importante del
me´todo es la estrategia de seleccio´n de pivotes que genera un nu´mero de pivotes que es funcio´n de la
dimensio´n intrı´nseca del espacio, algo interesante tanto desde el punto de vista teo´rico como desde el
punto de vista pra´ctico. Adema´s, la te´cnica de seleccio´n de pivotes es dina´mica y capaz de adaptarse
a los nuevos elementos insertados en la coleccio´n conservando la eficiencia del ı´ndice en la bu´squeda.
El resto del artı´culo esta´ estructurado de la siguiente forma: la seccio´n 2 describe el problema de
la seleccio´n de pivotes y su importancia en la eficiencia de los me´todos basados en pivotes. La seccio´n
3 presenta el me´todo propuesto en este trabajo, y en la seccio´n 4 se muestran y discuten los resultados
experimentales obtenidos en distintas pruebas realizadas para estudiar el comportamiento del me´todo.
Por u´ltimo, la seccio´n 5 presenta las conclusiones obtenidas y futuras lı´neas de trabajo.
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2. TRABAJOS PREVIOS EN SELECCIO´N DE PIVOTES
Es evidente que el conjunto concreto de objetos seleccionados como pivotes influye en la efi-
ciencia del me´todo en la bu´squeda por similitud. El nu´mero de pivotes, su “ubicacio´n” en el espacio
me´trico y la “ubicacio´n” de cada uno de ellos con respecto a los dema´s pivotes determinan la capaci-
dad del ı´ndice para descartar elementos sin compararlos directamente con la consulta. La mayorı´a de
los me´todos de bu´squeda basados en pivotes seleccionan los pivotes de forma completamente alea-
toria. Adema´s, no se conoce ninguna indicacio´n para determinar el nu´mero o´ptimo de pivotes, un
para´metro que depende del espacio me´trico concreto con que estamos trabajando. Estas cuestiones, a
las que quiza´ no se ha dado la importancia que merecen, hacen que la calidad de los resultados obteni-
dos dependan del espacio me´trico concreto y del azar. En trabajos anteriores se han propuesto varias
heurı´sticas para la seleccio´n de pivotes. Por ejemplo, en [10] se propone seleccionar como pivotes
los objetos que maximicen la suma de las distancias a los pivotes ya seleccionados. En [14] y [4] se
siguen heurı´sticas que tratan de obtener pivotes lejanos entre sı´. En [6] se trata en profundidad este
tema y se demuestra empı´ricamente que este factor afecta al rendimiento del me´todo.
La aportacio´n ma´s importante de [6] es un criterio para comparar la eficiencia de dos conjuntos
de pivotes del mismo taman˜o. Sea {p1, p2, . . . , pk}, con pi ∈ U, un conjunto de pivotes. Dado un
objeto u ∈ U, denotamos por [u] = (d(u, p1), d(u, p2), . . . , d(u, pk)) a la tupla formada por las dis-
tancias de u a cada pivote. Tenemos ası´ un espacio P = {[u] / u ∈ X}, que resulta ser adema´s un
espacio vectorial Rk. Sobre los elementos de este espacio podemos definir la funcio´n de distancia
D{p1,p2,...,pk}([x], [y]) = ma´x1≤i≤k |d(x, pi)− d(y, pi)|. Ası´, tenemos un espacio me´trico (P, L∞). En
estas condiciones, dada una consulta q y un radio r, la condicio´n para descartar u ∈ U puede tra-
ducirse de |d(pi, u) − d(pi, q)| > r para algu´n pivote pi, en D{p1,p2,...,pk}([q], [u]) > r. Un conjunto
de pivotes es mejor cuantos ma´s objetos pueda descartar. Entonces, un conjunto de pivotes es mejor
que otro si hace mayor la probabilidad de D{p1,p2,...,pk}([q], [u]) > r. Denotando por µD a la media de
la distribucio´n de D, dicha probabilidad aumenta al maximizar µD. Ası´, el criterio propuesto por los
autores establece que el conjunto de pivotes {p1, p2, . . . , pk} es mejor que el conjunto {p′1, p
′
2, . . . , p
′
k}
si µ{p1,p2,...,pk} > µ{p′1,p′2,...,p′k}.
En [6] se presentan varias estrategias de seleccio´n basadas en el criterio de eficiencia anterior.
La primera, conocida como Random, selecciona un conjunto aleatorio de pivotes. La siguiente, de-
nominada Selection consiste en seleccionar N grupos aleatorios de pivotes y quedarse con el que
presente un mayor valor para µD. Tambie´n proponen Incremental, una seleccio´n incremental en la
que el siguiente pivote seleccionado es el objeto que maximice el valor de µD al unirlo a los pivotes
ya seleccionados. Por u´ltimo, proponen una estrategia iterativa denominada Local Optimum, en la
que se parte de un conjunto aleatorio de pivotes y en cada paso se reemplaza por otro el pivote que
menos aporte a µD. El rendimiento obtenido con muchas de estas te´cnicas depende en gran medida
del espacio me´trico concreto con el que estamos trabajando. La conclusio´n de estos trabajos es que
los buenos pivotes deben estar distantes entre sı´ y tambie´n del resto de objetos de la base de datos,
aunque esta condicio´n no asegura siempre que sean buenos pivotes.
Una cuestio´n que no se ha tratado hasta ahora es la forma de determinar el nu´mero o´ptimo de
pivotes, el valor de k. La eficiencia de la bu´squeda presenta una fuerte dependencia de este para´metro.
Adema´s, su valor o´ptimo puede diferir mucho en distintos espacios me´tricos. En todas las te´cnicas de
seleccio´n de pivotes que hemos visto, este valor debe ser fijado de antemano. En [6] se realizan los
ca´lculos para diferentes nu´meros de puntos y de ese modo se obtiene el nu´mero o´ptimo de pivotes.
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Los datos muestran que el nu´mero o´ptimo de puntos varı´a muchı´simo de un espacio me´trico a otro,
y tiene una importancia enorme en la eficiencia del me´todo, de ahı´ el intere´s de ajustarlo lo mejor
posible.
3. NUESTRA PROPUESTA
En esta seccio´n presentamos un nuevo me´todo de bu´squeda basado en pivotes. La principal apor-
tacio´n de nuestro me´todo es la estrategia de seleccio´n de pivotes. A diferencia de otros, en los que los
pivotes de referencia se eligen de forma aleatoria, nuestro me´todo selecciona un conjunto dina´mico de
pivotes bien distribuidos en el espacio, lo que permite descartar ma´s objetos en la bu´squeda. Adema´s
el conjunto de pivotes es dina´mico, en el sentido de que es capaz de adaptarse al crecimiento de la
base de datos sin que su eficacia quede reducida. Veremos en primer lugar la estrategia de generacio´n
de pivotes, sus caracterı´sticas y su relacio´n con la dimensio´n intrı´nseca del espacio me´trico. Despue´s
exponemos el proceso de construccio´n del ı´ndice y el comportamiento de e´ste ante el crecimiento de
la base de datos, para finalizar explicando la operacio´n de bu´squeda.
3.1. Estrategia de seleccio´n de pivotes
Sea (X, d) un espacio me´trico, U ⊂ X una coleccio´n de objetos y M la distancia ma´xima en-
tre dos objetos cualesquiera, M = ma´x { d(x, y) / x, y ∈ U }. Inicialmente el conjunto de pivotes
esta´ formado por el primer elemento de la coleccio´n. Despue´s, para cada elemento xi ∈ U, xi se
selecciona como pivote si y so´lo si esta´ a una distancia mayor o igual que M ×α de todos los pivotes
ya seleccionados, siendo α una constante cuyos valores o´ptimos esta´n en torno a 0,4 como veremos
ma´s adelante. Es decir, un objeto de la coleccio´n se toma como pivote si esta´ situado a ma´s de una
fraccio´n de la distancia ma´xima de todos los pivotes. Por ejemplo, si α = 0,5, un objeto se selecciona
como pivote si esta´ a ma´s de la mitad de la distancia ma´xima de todos los pivotes. El siguiente pseu-
doco´digo resume este proceso de seleccio´n de pivotes:
PIV OTES ← {x1}
for all xi ∈ U do
if ∀ p ∈ PIV OTES, d(xi, p) ≥M × α then
PIV OTES ← PIV OTES ∪ {xi}
end if
end for
Parece evidente que los pivotes seleccionados de esta forma estara´n algo distantes entre sı´ (a ma´s
de M×α), algo que muchos autores sen˜alan como una caracterı´stica deseable del conjunto de pivotes
[6]. Pero nuestra estrategia de seleccio´n va ma´s alla´. Al exigir que la distancia entre dos pivotes cua-
lesquiera sea mayor o igual que M × α, nos aseguramos de que este´n bien distribuidos en el espacio.
Es importante tener en cuenta que nuestros pivotes no esta´n muy distantes entre sı´, ni tampoco distan-
tes de los dema´s objetos de la coleccio´n, dos condiciones que segu´n trabajos anteriores deben cumplir
los buenos pivotes. Nuestra hipo´tesis es que, estando bien distribuidos en el espacio, el conjunto de
pivotes sera´ capaz de descartar ma´s objetos en la bu´squeda.
Algo muy importante de esta estrategia de seleccio´n de pivotes es su cara´cter dina´mico y adapta-
tivo. El conjunto de pivotes se adapta al crecimiento de la base de datos. Cuando se inserta un nuevo
elemento xi, se compara con los pivotes ya seleccionados y se an˜ade a este conjunto si es necesario.
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Ası´, el conjunto de pivotes sigue estando bien distribuido por todo el espacio me´trico. De hecho, la
coleccio´n podrı´a estar inicialmente vacı´a, algo muy interesante de cara a la aplicacio´n pra´ctica de este
me´todo. De esta forma, el hecho de que la coleccio´n crezca no supone una reduccio´n en el rendimiento
del algoritmo.
3.2. Dimensio´n intrı´nseca del espacio
En un espacio vectorial, la dimensio´n del espacio es el nu´mero de componentes de cada vec-
tor. Aunque los espacios me´tricos generales no tienen una dimensionalidad explı´cita, se habla de
su dimensionalidad intrı´nseca siguiendo la misma idea que en espacios vectoriales. Este interesante
concepto permite distinguir espacios me´tricos de baja y alta dimensionalidad. La eficiencia de los al-
goritmos de bu´squeda por similitud es peor en los espacios me´tricos con una dimensionalidad elevada.
Por ejemplo, cualquier me´todo de bu´squeda se comportara´ peor en un espacio vectorial de dimensio´n
15 que en un espacio vectorial de dimensio´n 10. Esto se ha comprobado empı´ricamente en muchos
trabajos realizados en espacios me´tricos. En [8] se analiza con detalle este concepto y su influencia
en la eficiencia de los me´todos de bu´squeda. En dicho artı´culo se propone una forma de aproximar
la dimensionalidad intrı´nseca como ρ = µ
σ2
, siendo µ y σ2 la media y varianza del histograma de
distancias entre puntos del espacio me´trico (X, d) respectivamente.
Otro aspecto importante de nuestro me´todo es que el nu´mero de pivotes seleccionados no de-
pende del taman˜o de la coleccio´n, sino de la dimensio´n intrı´nseca del espacio me´trico. Por ejemplo,
con α = 0,5, en un espacio de una dimensio´n podrı´amos tener so´lo dos pivotes, en dos dimensiones
podrı´amos tener como mucho cuatro pivotes, etc. Esta cuestio´n no ha sido considerada por ningu´n
me´todo de bu´squeda anterior. Ası´, una ventaja de nuestro me´todo de seleccio´n de pivotes es que el
nu´mero de pivotes extraı´dos se adapta a la dimensionalidad intrı´nseca del espacio aunque e´sta sea
desconocida. Esto es especialmente relevante cuando se trabaja con espacios en los que no es posible
ni tan siquiera aproximar su dimensionalidad para determinar el nu´mero adecuado de pivotes. Si el
nu´mero de pivotes es demasiado bajo, puede que no sea capaz de cubrir todas las dimensiones del
espacio, haciendo la bu´squeda menos eficiente. Si nuestra propuesta genera un nu´mero de pivotes que
depende de la dimensionalidad del espacio, el nu´mero de pivotes seleccionados deberı´a crecer ra´pida-
mente con los primeros objetos de la coleccio´n, crecer ma´s lentamente despue´s y llegar a estabilizarse.
En la seccio´n 4 presentamos resultados experimentales que confirman nuestra hipo´tesis.
3.3. El para´metro α
Si bien es cierto que en nuestro me´todo no es necesario prefijar de antemano el nu´mero de pivotes
a seleccionar como en [6], tambie´n es cierto que hay que prefijar el valor de α y que a su vez dicho
valor condiciona el nu´mero de pivotes. Sin embargo, el valor de α debe estar entre 0,35 y 0,40, de-
pendiendo de la dimensionalidad de la coleccio´n. La figura 1 muestra el nu´mero de evaluaciones de la
funcio´n de distancia realizados en funcio´n del para´metro α para espacios vectoriales de dimensio´n 8,
10, 12 y 14. En la gra´fica se puede observar que el mejor resultado se obtiene siempre para valores de
α situados entre 0,35 y 0,40, aunque la eficiencia del me´todo es pra´cticamente la misma para todos los
valores de α incluidos en ese intervalo. Tambie´n se puede observar que cuando α > 0,40, el nu´mero
de evaluaciones de la funcio´n de distancia aumenta ma´s en los espacios de mayor dimensionalidad.
Este resultado se debe a que un aumento de α supone una reduccio´n del nu´mero de pivotes, y esto se
hace notar ma´s en espacios con una dimensionalidad mayor.
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Estas pruebas demuestran algunas de las ventajas ma´s importantes de nuestro me´todo. Nuestra
estrategia de seleccio´n de pivotes es computacionalmente ma´s sencilla y eficiente que otras existentes.
Adema´s, nuestros pivotes esta´n distantes entre sı´, pero no esta´n distantes de los objetos de la coleccio´n
(es decir, no son outliers). Sin embargo, hemos logrado alcanzar una eficiencia similar a las mejores
te´cnicas existentes hasta este momento sin tener que prefijar de antemano el nu´mero de pivotes a
utilizar. Nuestro me´todo determina por sı´ so´lo el nu´mero de pivotes adecuado a la complejidad del
espacio me´trico, basa´ndose so´lo en la distancia ma´xima entre dos objetos cualesquiera de la coleccio´n.
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Figura 1: Nu´mero de evaluaciones de la funcio´n de distancia para espacios vectoriales de distinta
dimensio´n, en funcio´n de α.
3.4. Construccio´n del ı´ndice y crecimiento de la coleccio´n
Una de las principales ventajas de nuestro me´todo es su cara´cter dina´mico. Ası´, para describir el
proceso de construccio´n del ı´ndice partimos de que la coleccio´n esta´ vacı´a inicialmente. El primer
objeto insertado en la base de datos, u1, es el primero en ser seleccionado como pivote, p1. Cuando
se inserta un nuevo objeto en la base de datos, se calcula y almacena su distancia a todos los pivotes
que ya forman parte del ı´ndice. Si su distancia a todos ellos es mayor o igual que M × α, se an˜ade
al conjunto de pivotes. En este caso se calcula y almacena la distancia del nuevo pivote a todos
los objetos de la base de datos. De esta forma, el conjunto de pivotes no tiene que ser prefijado de
antemano sobre una coleccio´n inicial de objetos, sino que crece al mismo tiempo que crece la base de
datos. Esta implementacio´n permite que la estructura sea totalmente dina´mica, y que el conjunto de
pivotes se adapte a los objetos que se van insertando. Adema´s, asegura que aunque la coleccio´n crezca,
los pivotes esta´n bien distribuidos en el espacio me´trico. De esta forma, el me´todo conservara´ su
eficiencia a pesar del crecimiento de la coleccio´n.
3.5. Bu´squeda
Para finalizar esta seccio´n describimos co´mo utilizar el ı´ndice en la operacio´n de bu´squeda por
rango, ya que los dema´s tipos de bu´squeda pueden implementarse en te´rminos de e´sta. Sea (q, r) una
consulta. El primer paso consiste en calcular la distancia de q a todos los pivotes del ı´ndice. Hecho
esto, se descartan todos los elementos xi ∈ U tales que |d(xi, pj) − d(q, pj)| > r, siendo pj un pi-
vote, ya que por la desigualdad triangular (d(x, y) ≤ d(x, z) + d(z, y)), si se da esta condicio´n su
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distancia a q sera´ d(xi, q) > r. Los objetos que no pueden descartarse mediante esta condicio´n cons-
tituyen la lista de candidatos, {u1, u2, . . . , um} ⊆ U y deben compararse directamente con la consulta.
La complejidad de la bu´squeda se mide por el nu´mero de evaluaciones de la funcio´n de distancia.
Por una parte esta´n las comparaciones de q con los pivotes, que constituyen la complejidad interna
del algoritmo. Hecho esto hay que comparar la consulta con los objetos de la lista de candidatos.
Estas comparaciones constituyen la complejidad externa del algoritmo. La complejidad total viene
dada por la suma de las dos anteriores [8].
4. RESULTADOS EXPERIMENTALES
Para probar el comportamiento del algoritmo se han utilizado varias colecciones de datos en dis-
tintas situaciones. En primer lugar se realizaron pruebas con conjuntos sinte´ticos de puntos aleatorios
en espacios vectoriales de dimensio´n k = 8, k = 10, k = 12 y k = 14. Aunque son objetos de un
espacio vectorial, no se ha utilizado esta informacio´n en las pruebas. Se les ha considerado objetos
de un espacio me´trico general. La ventaja de probar el algoritmo con este tipo de datos es que po-
demos estudiar su comportamiento en espacios de diferente dimensionalidad intrı´nseca. La funcio´n
de distancia utilizada con estos conjuntos de datos fue la distancia euclı´dea. Adema´s, se ha probado
nuestro me´todo con espacios me´tricos reales: diccionarios de palabras en ingle´s y espan˜ol utilizando
la distancia de edicio´n como funcio´n de distancia.
4.1. Nu´mero de pivotes generados en funcio´n de la dimensionalidad
En la seccio´n anterior destaca´bamos que nuestro me´todo genera de forma dina´mica un nu´mero
de pivotes que esta´ en funcio´n de la dimensionalidad del espacio, y no del nu´mero de elementos de
la base de datos. Para comprobar la validez de esta hipo´tesis utilizamos colecciones de 1,000,000 de
vectores de dimensiones k = 8, k = 10, k = 12 y k = 14. Para cada una de ellas se obtuvo el
nu´mero de pivotes seleccionados en funcio´n del nu´mero de objetos insertados en la coleccio´n, fijando
el para´metro α a 0,5.
k
n, taman˜o de la coleccio´n (×103)
100 200 300 400 500 600 700 800 900 1000
8 16 17 19 20 21 22 22 22 22 22
10 20 24 28 29 30 30 30 30 30 30
12 44 50 53 54 55 57 58 58 58 58
14 56 62 69 71 73 79 80 80 82 82
Tabla 1: Nu´mero de pivotes seleccionados en espacios vectoriales de dimensio´n k = 8, k = 10,
k = 12 y k = 14, en funcio´n del taman˜o de la coleccio´n.
La tabla 1 muestra los resultados obtenidos en las pruebas. En primer lugar podemos observar
que el nu´mero de objetos seleccionados como pivotes es mayor al aumentar la dimensio´n del espa-
cio vectorial. Esto demuestra que el nu´mero de pivotes depende de la dimensionalidad intrı´nseca del
espacio me´trico. Fije´mosnos ahora en el nu´mero de pivotes en funcio´n del taman˜o de la coleccio´n.
En todos los espacios de prueba el nu´mero de pivotes aumenta muy ra´pido con los primeros objetos
de la base de datos. A partir de ahı´, crece mucho ma´s lentamente hasta llegar a estabilizarse. Evi-
dentemente, cuando la coleccio´n tiene pocos elementos, el nu´mero de pivotes depende del taman˜o de
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e´sta. Sin embargo, cuando la coleccio´n alcanza un taman˜o dado, al insertar elementos en la base de
datos llega un momento en que, aunque sigamos insertando objetos, no se seleccionara´n ma´s pivotes.
Esto es ası´ porque el conjunto de pivotes existentes es capaz de cubrir todo el espacio y capturar su
dimensionalidad. Con estos resultados se demuestra que el nu´mero de pivotes esta´ en funcio´n de la
dimensionalidad intrı´nseca del espacio, y no del taman˜o de la coleccio´n.
4.2. Eficiencia de la bu´squeda en espacios vectoriales
En esta seccio´n mostramos los resultados obtenidos en las pruebas realizadas para evaluar la efi-
ciencia del algoritmo en la operacio´n de bu´squeda. En el primer conjunto de pruebas se han utilizado
espacios vectoriales de dimensiones 8, 10, 12 y 14, cada uno de ellos con 100,000 objetos distribuidos
de manera uniforme en un hipercubo de lado 1. Se obtuvo el nu´mero medio de evaluaciones de la fun-
cio´n de distancia en un total de 10,000 bu´squedas. El nu´mero medio de elementos recuperado en cada
una de ellas es el 0,01 % de la base de datos. Para poder evaluar el comportamiento del algoritmo,
hemos comparado los resultados con los obtenidos con las te´cnicas de seleccio´n de pivotes propuestas
en [6].
Me´todo k = 8 k = 10 k = 12 k = 14pivotes eval. d pivotes eval. d pivotes eval. d pivotes eval. d
Random 85 213 190 468 460 998 1000 2077
Selection 85 204 200 446 360 986 800 2038
Incremental 65 157 150 335 300 714 600 1458
Loc. Opt. A 70 155 150 333 300 708 600 1448
Loc. Opt. B 60 157 150 369 300 881 760 1930
SSS 57 151 148 389 258 689 598 1452
Tabla 2: Nu´mero mı´nimo de evaluaciones de d con distintas estrategias de seleccio´n de pivotes en
espacios vectoriales.
La tabla 2 muestra el nu´mero mı´nimo de evaluaciones de d al que se ha llegado con cada estra-
tegia de seleccio´n de pivotes, y el nu´mero de pivotes utilizados. Se puede observar que el nu´mero
de evaluaciones de la funcio´n de distancia obtenidos con nuestro me´todo esta´ siempre en torno al
mejor resultado obtenido con las estrategias propuestas en [6]. En algunos casos llegamos a menos
evaluaciones de d con un nu´mero menor de pivotes. En cambio en otros, nuestro me´todo realiza ma´s
evaluaciones, aunque con un nu´mero tambie´n menor de pivotes. Estos resultados demuestran que la
estrategia de seleccio´n de pivotes propuesta presenta una eficiencia similar a otras ma´s complejas.
En los resultados de las pruebas tambie´n se puede observar que el nu´mero de pivotes que selecciona
nuestro me´todo por sı´ so´lo es muy similar al nu´mero o´ptimo de pivotes para otras estrategias de se-
leccio´n de pivotes.
4.3. Eficiencia de la bu´squeda en espacios me´tricos
Adema´s de realizar pruebas con espacios vectoriales distribuidos de manera uniforme, tambie´n
comparamos nuestro me´todo con las estrategias existentes utilizando espacios me´tricos “reales”. En
concreto, se han utilizado dos colecciones de palabras. La primera de ellas contiene 69,069 palabras
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del diccionario ingle´s, y la segunda 51,589 palabras del diccionario espan˜ol. Como funcio´n de distan-
cia se ha utilizado la distancia de edicio´n. Se ha utilizado el 10 % de la base de datos como consultas,
con un radio r = 2, que recupera una media del 0,02 % de la coleccio´n. La tabla 3 muestra el nu´mero
mı´nimo de evaluaciones de d al que se ha llegado con nuestra estrategia de seleccio´n de pivotes y
las propuestas en [6], para la coleccio´n de palabras del diccionario ingle´s. En este caso el resultado
obtenido con nuestra estrategia de seleccio´n de pivotes es mejor que el obtenido con cualquier otra.
De la misma forma que en el caso de los espacios vectoriales, el nu´mero de pivotes que genera nuestro
me´todo es casi igual al nu´mero o´ptimo de pivotes usado en otras estrategias, que lo han obtenido por
prueba y error.
Me´todo pivotes eval. d
Random 200 443
Good pivots 200 389
Outliers 200 429
SSS 205 370
Tabla 3: Nu´mero mı´nimo de evaluaciones de d en una coleccio´n de palabras.
Finalmente se ejecutaron las mismas pruebas con otra coleccio´n de palabras, formada por 51,589
palabras del diccionario espan˜ol. Como en el caso del diccionario ingle´s, se utilizaron como consultas
aproximadamente el 10 % de la base de datos (5,200 consultas), con un radio de bu´squeda r = 2 para
recuperar aproximadamente el 0,02 % de la base de datos en cada una de ellas. La figura 2 muestra
los resultados obtenidos en estas pruebas.
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Figura 2: Nu´mero de pivotes generados (izquierda) y nu´mero de evaluaciones de la funcio´n de distan-
cia para distintos valores de α (derecha), en colecciones de palabras del diccionario ingle´s y espan˜ol.
En la figura 2 se pueden apreciar diferencias importantes tanto en el nu´mero de pivotes selec-
cionados como en el nu´mero de evaluaciones de la funcio´n de distancia. En el caso del diccionario
espan˜ol se selecciona un nu´mero menor de pivotes que en el caso del diccionario ingle´s. Au´n ası´, el
nu´mero o´ptimo de evaluaciones de d es muy similar en los dos casos, y se obtiene para valores muy
500
pro´ximos de α. Este resultado podrı´a parecer extran˜o en un primer momento ya que, al fin y al cabo,
los dos conjuntos de prueba son colecciones de palabras. Sin embargo, los dos espacios tienen una
complejidad diferente. La coleccio´n de palabras inglesas tiene un nu´mero un poco mayor de elemen-
tos. Adema´s, la distribucio´n de distancias de palabras es diferente en los dos diccionarios, algo que
tiene una influencia importante en el resultado de una consulta. Pese a esas diferencias, nuestro me´to-
do ha seleccionado un nu´mero de pivotes adecuado para cada espacio, obteniendo la misma eficiencia
de bu´squeda en ambos. Este resultado es una prueba ma´s de la capacidad del me´todo propuesto de
adaptarse a la complejidad del espacio me´trico con que estamos trabajando.
5. CONCLUSIONES Y TRABAJO FUTURO
En este trabajo hemos propuesto un me´todo dina´mico de bu´squeda basado en pivotes. La aporta-
cio´n ma´s importante del me´todo es la estrategia dina´mica de seleccio´n de pivotes, capaz de adaptarse
al crecimiento de la base de datos sin que esto suponga una reduccio´n en la eficiencia del me´todo.
Adema´s, la estructura del ı´ndice permite que e´ste pueda almacenarse de forma eficiente en memoria
secundaria. El objetivo que persigue nuestra forma de generar los pivotes es que e´stos este´n bien dis-
tribuidos por todo el espacio me´trico. Esto va ma´s alla´ de la idea de que los pivotes este´n distantes
entre sı´, caracterı´stica necesaria segu´n muchos autores para que el conjunto de pivotes consiga des-
cartar un gran nu´mero de objetos en la bu´squeda.
Nuestros resultados experimentales demuestran que el me´todo genera un nu´mero de pivotes que
depende de la dimensionalidad intrı´nseca del espacio me´trico y no del nu´mero de elementos de la
coleccio´n. Adema´s ese nu´mero de pivotes esta´ muy pro´ximo al nu´mero o´ptimo con otras estrategias.
Esto hace que no sea necesario especificar a priori el nu´mero de pivotes necesarios para la estruc-
tura, algo que ningu´n me´todo existente consideraba. El nu´mero de pivotes seleccionados se adapta
a la complejidad del espacio, evitando seleccionar pivotes innecesarios que puedan llegar a reducir
la eficiencia de la bu´squeda. La eficiencia de nuestro me´todo en espacios vectoriales es similar a los
resultados obtenidos en trabajos anteriores. Sin embargo, las pruebas reflejan que nuestro me´todo es
ma´s eficiente que otros ya existentes en la bu´squeda por similitud en espacios me´tricos generales.
Nuestra lı´nea de trabajo todavı´a mantiene abiertas algunas cuestiones que abordaremos en un fu-
turo. En primer lugar serı´a interesante evaluar el comportamiento de SSS con otros espacios me´tricos
reales, como colecciones de documentos de texto o ima´genes. Por otra parte, tambie´n tenemos pensa-
do trabajar en refinamientos de la estrategia de seleccio´n de pivotes y en el desarrollo de te´cnicas que
traten de estimar el valor o´ptimo de α de forma automa´tica en funcio´n de la complejidad del espacio.
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