In this paper, a methodology to solve constrained multi-objective problems is presented, using an Augmented Lagrangian technique to deal with the constraints and the Augmented Weighted Tchebycheff method to tackle the multi-objective problem and find the Pareto Frontier. We present the algorithm, as well as some preliminary results that seem very promising when compared to previous state-of-the-art work. As far as we know, the idea of incorporating an Augmented Lagrangian in multi-objective optimization is rarely used so, the obtained results are very encouraging to pursuit further in this line of investigation, namely with the tuning of the Augmented Lagrangian parameters as well as testing other algorithms to solve the subproblems or to handle the multi-objective problems. It is also our intention to investigate the resolution of problems with three or more objectives.
INTRODUCTION
A multi-objective optimization (MO) problem with m objectives and n decision variables, without loss of generality, can be mathematically formulated as follows: minimize: f (x) = ( f 1 (x), f 2 (x), . . . , f m (x)) T subject to: c i (x) = 0, i = 1, . . . , q g j (x) ≥ 0, j = 1, . . . , p x ∈ Ω (1) where x is the decision vector, Ω ⊆ R n is the feasible decision space, f (x) is the objective vector defined in the objective space R m , c(x) = 0 are the equality constraints and g(x) ≥ 0 are the inequality constraints.
When several objectives are optimized at the same time, the search space becomes partially ordered. In such scenario, solutions are compared on the basis of the Pareto dominance. For two solutions a and b from Ω, a solution a is said to dominate a solution b (denoted by a ≺ b) if:
∀i ∈ {1, . . . , m} : f i (a) ≤ f i (b) ∧ ∃ j ∈ {1, . . . , m} : f j (a) < f j (b).
Since solutions are compared against different objectives, there is no longer a single optimal solution but a set of optimal solutions, generally known as the Pareto optimal set. This set contains equally important solutions representing different trade-offs between the given objectives and can be defined as:
Approximating the Pareto optimal set is the main goal in multi-objective optimization.
Constraint handling in multi-objective optimization is still a very challenging research endeavor. Constraints are present in every real world problem and, so far, there is no superior approach to the handling of constraints. The inclusion of constraints, in particular, equality constraints, further complexifies multi-objective optimization since its inclusion can greatly transform the Pareto Frontier and, thus, make its approximation much more difficult.
In this paper, a Scalarized Augmented Lagrangian Algorithm (SCAL) for constrained multi-objective optimization problems is presented and tested in several constrained problems.
AUGMENTED WEIGHTED TCHEBYCHEFF METHODS
The main goal of the MO optimization is to obtain the set of Pareto-optimal solutions that correspond to different trade-offs between objectives. In this study, a scalarization method is used to obtain an approximation to the Pareto-optimal set (Miettinen, 1999) . The Augmented Weighted Tchebycheff method, proposed by Steuer and Choo (Steuer and Choo, 1983) , has the advantage that it can converge to nonextreme final solutions and may also be applicable to nonlinear and nonconvex multi-objective optimization problems (Steuer and Choo, 1983) . The Augmented Weighted Tchebycheff method can be formulated as:
where w i are the weighting coefficients for objective i, z i are the components of a reference point, and ρ is a small positive value (Dchert et al., 2012) . The solutions of the optimization problem defined by Eq. 4 are Pareto-optimal solutions. Different combinations allow computing approximations to the Pareto-optimal set using a single objective optimization method. An approximation to the ideal vector can be used as refer-
AUGMENTED LAGRANGIAN TECHNIQUE USING THE HOOKE AND JEEVES PATTERN SEARCH METHOD
The Augmented Lagrangian technique herein presented solves a sequence of simple subproblems where the objective function penalizes all or some of the constraint violation. This objective function is an Augmented Lagrangian that depends on a penalty parameter and on the multiplier vectors and is based in the ideas presented in (Bertsekas, 1999; Conn et al., 1991; Lewis and Torczon, 2002) :
where µ is a positive penalty parameter, λ = (λ 1 , . . . , λ m ) T , δ = (δ 1 , . . . , δ p ) T are the Lagrange multiplier vectors associated with the equality and inequality constraints, respectively. Function Φ aims to penalize solutions that violate the equality and inequality constraints, not including the simple bounds l ≤ x ≤ u. To force feasibility, the inner iterative process must return an approximate solution that satisfies the bound constraints. While using the Hooke and Jeeves version of the pattern search (Hooke and Jeeves, 1961) , any computed solution x that does not satisfy the bounds is projected onto the set Ω component by component (for all i, . . . , n) as follows:
The corresponding subproblem is then formulated as:
where, for each set of fixed λ j , δ j and µ j , the solution of subproblem (7) provides an approximation x j to the problem formulated in Eq. (4), where the index j is the iteration counter of the outer iterative process. We refer to (Bertsekas, 1999) for details. In practice, common safeguarded schemes maintain the sequence of penalty parameters far away from zero so that solving subproblem (7) is an easy task.
To evaluate the equality and inequality constraint violation, and the complementarity, the following error function is used:
(8) The Lagrange multipliers λ j and δ j are estimated in this iterative process using the first-order updating formulaeλ
where: for all j ∈ N, and for i = 1, . . . , m and l = 1, . . . , p, λ , where −∞ < λ min ≤ λ max < ∞ and 0 ≤ δ max < ∞. After the new approximation x j has been computed, the Lagrange multiplier vector δ associated with the inequality constraints is updated, in all iterations, since δ j+1 is required in the error function (8) to measure constraint violation and complementarity. We note that the Lagrange multipliers λ i , i = 1, . . . , m are updated only when feasibility and complementarity are at a satisfactory level, herein defined by the condition for a positive tolerance η j . It is required that {η j } defines a decreasing sequence of positive values converging to zero, as j → ∞. This is easily achieved by η j+1 = πη j for 0 < π < 1.
We consider that an iteration j failed to provide an approximation x j with an appropriate level of feasibility and complementarity if condition (11) does not hold. In this case, the penalty parameter is decreased using µ j+1 = γµ j where 0 < γ < 1. When condition (11) holds, then the iteration is considered satisfactory. This condition says that the iterate x j is feasible and the complementarity condition is satisfied within some tolerance η j and, consequently, the algorithm maintains the penalty parameter value. We remark that when (11) fails to hold infinitely many times, the sequence of penalty parameters tends to zero. To be able to define an algorithm where the sequence {µ j } does not reach zero, the following update is used instead: where µ min is a sufficiently small positive real value.
In our algorithm, ∆ k s k is computed by the Hooke and Jeeves (HJ) search method (Hooke and Jeeves, 1961) . This algorithm differs from the traditional coordinate search since it performs two types of moves: the exploratory move and the pattern move. An exploratory move is a coordinate search -a search along the coordinate axes -around a selected approximation, using a step length ∆ k . A pattern move is a promising direction that is defined by z k − z k−1 when the previous iteration was successful and z k was accepted as the new approximation. A new trial approximation is then defined as z k + (z k − z k−1 ) and an exploratory move is then carried out around this trial point. If this search is successful, the new approximation is accepted as z k+1 . We refer to (Hooke and Jeeves, 1961; Lewis and Torczon, 1999) for details. This HJ iterative procedure terminates, providing a new approximation x j to the problems (4), x j ← z k+1 , when the following stopping condition is satisfied, ∆ k ≤ ε j . However, if this condition can not be satisfied in k max iterations, then the procedure is stopped with the last available approximation. More detailed explanation on this can be found in (Costa et al., 2012) .
RESULTS AND DISCUSSION
In order to test the Augmented Lagrangian in constraint handling, several multi-objective test problems are used: CF1-CF7 (Zhang et al., 2009) , BNH (Binh and Korn, 1997) , CONSTR (Deb, 2001) , OSY (Osyczka and Kundu, 1995) , SRN (Srinivas and Deb, 1994) , and TNK (Tanaka et al., 1995) . Furthermore, the results with this new approach are compared with the results of (Fan et al., 2017) , in particular, the algorithm MOEA/D-IEpsilon, since this was the best algorithm of all those tested, using simulated binary crossover (SBX) and differential evolution crossover (DE) operators (Fan et al., 2017) . The comparison is based on the Inverted Generational Distance (IGD) measure; this measure evaluates algorithm performance in terms of convergence to the Pareto front as well as the diversity of the approximation along the frontier. For this purpose it is mandatory to know the exact definition of the Pareto Frontier. These are preliminary results and no thorough study has been made of the parameters of the Augmented Lagrangian. Figures 1 presents the box plots for 30 executions for each problem and Figure 2 shows the Pareto Frontier (line) for the different problems with the approximation (dots in the graphs) resulting from one of the executions. It can be observed that the algorithm closely approximates the Pareto Frontier, exhibiting some extreme points which have a large impact on the IGD measure. Table 1 presents the results of the new approach and the published results with algorithm MOEA/D-IEpsilon (Fan et al., 2017) . Although, the new algorithm only wins in two of the problems, without much investigation of the Augmented Lagrangian parameters, these results seem promising.
CONCLUSIONS
In this work a new approach for dealing with constraints in multi-objective optimization problems is proposed based on the Augmented Lagrangian coupled with weighted Tchebycheff method. Although the reported results are a preliminary work on this approach, the results are very encouraging. Therefore, future work will address the study of the parameters of the Augmented Lagrangian, the use of an achievement scalarizing function, and the testing of the algorithm in problems with three objectives.
