The drift method was recently developed as an alternative to the diffusion limit approach to study queueing systems. It was successfully used to obtain bounds on the moments of the scaled queue lengths, that are tight in heavy-traffic, in a wide variety of systems including generalized switches [1], input queued switches [2] , bandwidth sharing networks [3] , etc. In systems such as the input queued switches, where the so-called Complete Resource Pooling (CRP) condition is not satisfied, the drift method is the only known approach that can be used to characterize the steady-state mean queue lengths in heavytraffic. However, it was recently shown that the drift method alone is not sufficient to obtain the joint distribution of the queue lengths in heavy-traffic [4] . In order to overcome this limitation, this paper is focused on developing the drift method into the Moment Generating Function (MGF) method. We use the MGF method to obtain the stationary distribution of queue lengths in heavy-traffic in a variety of systems including load balancing systems under the Join the Shortest Queue (JSQ) and power-of-two choices policies, ad hoc wireless networks with interference constraints and fading. Even though we restrict ourselves to systems that satisfy the CRP condition in this paper, we believe that the true power of the MGF method is in being able to study systems when the CRP condition is not satisfied, and we pursue that in future work.
Introduction
Exact analysis of queueing systems is usually intractable, so it is common to analyze them in various asymptotic regimes to get insight. A very popular regime in the literature is the heavy-traffic regime, where the system is loaded very close to its maximum capacity. One of the main advantages of the heavy-traffic limit is that many queueing systems in this limit behave as if they live in a much lower dimensional subspace of the state space. This phenomenon is known as State Space Collapse (SSC). If the heavy-traffic limit is taken such that exactly one resource constraint is made tight, i.e., if one of the inequalities characterizing the system's capacity is made tight, then the system is said toe satisfy the Complete Resource Pooling (CRP) condition. Typically when the CRP condition is satisfied, the state space collapses into one-dimensional subspace and the system behaves as if there is a single bottleneck, i.e., like a single server queue.
Over the past decades, several queueing systems that satisfy the CRP condition have been successfully and extensively studied using diffusion limits and Brownian Motion processes. This approach was first developed in [5] , where a GI/G/1 queue was studied in heavy-traffic. This approach was later successfully applied in a variety of systems that satisfy the CRP condition [6, 7, 8, 9, 10, 11] .In this approach, a scaled version of the queue lengths process is considered, and it is shown that it converges to a Brownian Motion process. SSC is then established to show that this Brownian Motion process lives in a lower dimensional space. Since the queue lengths cannot be negative, they 'reflect' at the origin, so this lower dimensional Brownian Motion process is called a Reflected Brownian Motion (RBM) process. The next step is to obtain the stationary distribution of this RBM, which is usually same as the heavy-traffic limiting stationary distribution of the original (unscaled) queueing system. However, this must be formally established by proving that the limit to the steady-state and the limit to the heavy-traffic (equivalently, limit to the RBM) can be interchanged. Showing this interchange of limits is usually challenging because one needs to establish tightness of a sequence of probability measures. Even though this method has been successfully used to study a wide variety of problems that satisfy the CRP condition, it is challenging to study systems when the CRP condition is not satisfied.
More recently, three different 'direct methods' were developed to study the queueing systems in heavytraffic without considering the scaled process and the diffusion limits [12] . Therefore, all these direct methods avoid the difficulty of the interchange of limits. They are the drift method [1, 2, 13, 3, 14] , the Stein's method [15, 16, 17, 18, 19, 20] and the BAR method [21] . One contribution of this paper is to unify the drift method and the BAR method, both of which we briefly describe shortly.
The main idea in the drift method is to carefully choose a test function, and set its drift to zero in steady-state, i.e, to set that the expected value of the test function in steady-state does not change with time. Since this method does not involve the use of diffusion limits, SSC must be established independently, and this is done using the Lyapunov drift arguments and the moment bounds from [22, 23] . The right test function usually depends on the geometry of the region into which SSC occurs. Usually, if quadratic test functions are used, bounds on the mean of the queue lengths are obtained. To obtain bounds on the m th moments, polynomial test functions of degree (m + 1) are used. The complete steady-state distribution in heavy-traffic is obtained once all the moments are obtained inductively. For example, in the case of a single server queue, the test functions q, q 2 , q 3 , . . . are used inductively, where q denotes the queue length. This approach was first used to reprove known heavy-traffic results in a class of queueing systems that satisfy the CRP condition [1] , and include a load balancing system and an ad hoc wireless network in presence of interference and fading. The drift method was later successfully applied to obtain the heavy-traffic mean of the sum queue lengths even in systems that do not satisfy the CRP condition such as the input-queued switch [2, 13] and bandwidth sharing network [3] . However, it was recently shown that, when the CRP condition is not satisfied, the drift method with polynomial test functions does not have all the information needed to obtain all the higher moments and the distribution of the queue lengths [4] . To overcome this limitation, in this paper we develop the MGF method by generalizing the drift method to directly study the stationary distribution in heavy-traffic.
The main idea in the MGF method is to use an exponential test function, and set its drift to zero in steady-state.The key insight is that, instead of using the polynomial test functions of increasing degrees inductively as in the drift method, all the polynomials can be combined in Taylor series to obtain the exponential test function. For example, in the case of a single server queue, combining q, q 2 , q 3 , . . . in Taylor series (with appropriate coefficients), we obtain e θq for some constant θ, and E e θq is the MGF of q. Since the MGF of a random variable (equivalently the joint MGF of a random vector) completely characterizes the distribution of the random variables, the MGF method overcomes the limitation of the drift method presented in [4] .
In this paper, we develop the MGF method and illustrate its power to study a variety of queueing systems that satisfy the CRP condition. In order to illustrate the method, and to showcase its simplicity, we first present the MGF method in the case of a single server queue operating in discrete time in Section 3. We show that the stationary distribution of heavy-traffic scaled queue length in heavy-traffic limit converges to an exponential distribution. This is of course a classic result first proved in [5] using the diffusion limit method, and later in [1] using the drift method. One may also use the Characteristic Function instead of the MGF since the Characteristic Function always exists, while the existence of an MGF for a random variable needs to be proved. We illustrate the use of the Characteristic Function in the case of single server queue in Section 3.3.
We then develop the MGF method to study the load balancing system a.k.a. supermarket checkout model, under the Join the Shortest Queue (JSQ) policy [24, 25] as well as under the power-of-two choices routing policy [26, 27, 28] in Section 4. In Section 5, we will study an ad hoc wireless network under interference constraints operating under the MaxWeight algorithm when the CRP condition is satisfied .
Finally, we will study the ad hoc wireless network in presence of fading in Section 6. This model is also known as a generalized switch system [11] . All these systems exhibit a one-dimensional SSC due to the CRP condition, and we show that the stationary distribution of this one-dimensional component is exponential.
All these results are already established in the literature using the diffusion limit method and the drift method [1] . The primary contribution of this paper is to develop the MGF method from the drift method, and illustrate its power and simplicity by considering the above mentioned set of systems. The paper also shows how the MGF method can be thought of as a generalization of the drift method by considering a richer class of test functions. This class of test functions leads to substantially different proofs, that are much simpler than in the drift method, as will be illustrated in the following sections. However, unlike the drift method, the MGF method does not involve an art of picking a test function, since the test function is essentially the MGF.
The second contribution of this paper is to unify the drift method with the BAR method [21] , one of the three direct methods for heavy-traffic analysis [12] . While the drift method is based on setting carefully chosen quadratic test functions to zero, the BAR method uses carefully chosen exponential functions. The focus in the BAR method is to choose the exponential functions to get a handle on the jumps in a continuous time system under general arrivals and services. In this paper, we illustrate how the MGF method can be thought of as a natural generalization of the drift method using exponential test functions, and in that sense is similar in spirit to the BAR method. Using the BAR method, it was shown in [21] , that in heavy-traffic, the stationary distribution of a Generalized Jackson Network is identical to that of an appropriately defined RBM. In contrast, the focus in the current paper is to incorporate State space collapse of and to evaluate the closed form stationary distribution in heavy-traffic in a variety of systems under the CRP condition.
The long-term goal of developing the MGF method in this paper is to characterize the heavy-traffic stationary distribution of systems that do not satisfy the CRP condition, such as input-queued switches [2, 13] . However, the current paper is restricted to systems where the CRP condition is satisfied in order develop the MGF method. This will form the basis for future work on input queued switches, which is briefly discussed in Section 7. This approach is similar to the one taken in the development of the drift method, where it was first proposed in [1] to prove known results in systems under the CRP condition. The drift method was later generalized to study the input queued switch when CRP condition is not satisfied in [2, 13] .
Notation
In this section we introduce the notation we will use along the paper. We use P {A} to denote the probability of the event A, E [X] to denote the expected value of the random variable X and
We use R to denote the set of real numbers and R n to denote the set of real n-dimensional vectors. Vectors are written in bold letters and we use the same letter, but not bold and with a subindex, to denote their elements. For example, for a positive integer n, the vector x ∈ R n has elements x i ∈ R for i ∈ {1, . . . , n}. We use 1 to denote a vector of ones, i.e., if x = 1, then x i = 1 for all i ∈ {1, . . . , n}. The dot product of two vectors x and y is denoted by x, y and the euclidian norm is denoted by x , i.e., x = x, x . Given a vector x and a hyperplane H with normal vector c such that c = 1, we denote x to the projection of x on H, i.e., x = c, x c. For the error of the projection, we use x ⊥ , i.e., x ⊥ = x − x . We use x i and x ⊥i to refer to the i th element of x and x ⊥ , respectively.
The indicator function of A is ½ {A} , i.e., ½ {A} is one if A is true and 0 otherwise. Convergence in distribution is denoted by ⇒.
Related Work
In this section, we present an overview of related work on heavy-traffic analysis of queueing systems in general, as well as the different systems that we will study in particular. Moment Generating Functions have been used in the literature to study queueing systems such as the classical analysis of M/G/1 queue [29] . However, here we use the MGF to study heavy-traffic scaled queue lengths, since the queue lengths go to infinity in the heavy-traffic limit. There has been only a little work in the literature that uses Transform Method for heavy-traffic analysis. Characteristic Functions were used to study heavy-traffic queueing systems in [30] and [31] , and moment generating functions were used in [32, 33] . In contrast, a primary focus of this work is to develop transform methods for heavy-traffic analysis that incorporate state space collapse. The single server queue was first studied in heavy-traffic in [31] using Characteristic Functions and tools from complex analysis. Characteristic Functions were also used to study single server queue in [30] . The diffusion limit method to study queueing systems was developed by studying the single server queue in [5] . The well known Kingman bound for the single server queue was developed in [34] , and formed the basis for the drift method that was developed in [1] . The single server queue was also presented as an illustrative example of the BAR method in [21] . Most of these papers study the delay in G/G/1 queue in continuous time which evolves according to the Lindley's equation [35] . Similar to [1] , in this paper, we study the queue length in a discrete time queue which also evolves according to the Lindley's equation, and so is equivalent to the delay in the G/G/1 queue.
The load balancing system a.k.a. the supermarket checkout model has been widely studied since the 70's. It was shown in [36, 37, 25] that the JSQ policy minimizes the mean delay among the class of policies that do not know the job durations. Heavy-traffic optimality of the JSQ policy in a system with two servers was established in [24] using the diffusion limit method. The notion of SSC was also introduced in [24] . Since then, the load balancing system has been extensively studied both to improve performance and to decrease the complexity of the algorithms [38, 39, 19, 14, 17, 18, 40, 41, 42, 43] . One lower complexity algorithm that has received attention is the power-of-two choices algorithm [26, 27, 28] . An exhaustive survey of literature on load balancing is presented in [44] . The most relevant work for our purposes is the study of the JSQ policy under the drift method in [1] and that of the power-of-two choices algorithm in [45] .
MaxWeight algorithm was first proposed in [46] in the context of scheduling for down-links in wireless base stations. This algorithm was later adapted to be used in variety of systems including ad hoc wireless networks, input-queued switches [47] , cloud computing [45] , was generalized into the back-pressure algorithm [46] in networks, and was extensively studied in [11, 48, 49] . The generalized switch model subsumes many of these systems, and was studied under the CRP condition using the diffusion limit method in [11] , and the drift method in [1] . We use the notion of SSC as developed in [1] .
Single server queue
In order to illustrate the MGF method, in this section we consider the simplest possible queue, viz., a single server queue operating in discrete time.
Model
Let q(k) be the number of packets in the system (queue and server) at the beginning of time slot k. Arrivals occur according to an i.i.d. process and the number of arrivals in time slot k is denoted by the random variable a(k). Potential service is also assumed to follow an i.i.d. process, and the number of jobs that can be served in time slot k is denoted by s(k). This equals the actual service if there are enough packets to process. We define the unused service u(k) as the difference between the potential service and the actual service, so it takes a positive value only when the potential service is strictly greater than the actual service. The arrival and service processes are assumed to be independent of each other.
We assume there exist finite constants A max and S max such that a(k) ≤ A max and s(k) ≤ S max with probability 1, for all k = 1, 2, . . .. Under these assumptions, a( · ) and s( · ) have compact support, so their MGF's E e θa (1) and E e θs(1) exist for all θ ∈ R. Let λ = E [a(1)], µ = E [s(1)] and ǫ = µ − λ be the heavy-traffic parameter. We assume ǫ > 0, so that the underlying Markov chain {q(k) : k ≥ 1} is positive recurrent [50] . Let σ 2 a and σ 2 s be the variance of the arrival and service process, respectively.
In each time slot, we assume that the service occurs after arrivals, so the system evolves according to the following equation. For each k = 1, 2, . . .
where x + = max{x, 0}. Equivalently, for each k = 1, 2, . . .
where
The fundamental challenge in studying queueing systems is to handle the unused service. Its role in (1) is to prevent the queue length from becoming negative when the offered service is larger than the number of jobs waiting. In the diffusion limit approach, the unused service leads to the reflections in the limiting Brownian Motion process. In the drift method, the unused service terms are handled by noting that for all k = 1, 2, . . .,
This is because by the definition of unused service, u(k) > 0 only when s(k) > q(k) + a(k), in which case, q(k + 1) = 0. Equation (2) plays a central role in the drift method.
MGF Method in the Single Server Queue
In this section we develop an MGF method to prove that the steady-state distribution of the scaled queue length in heavy-traffic is exponential. Kingman [34] showed that the expected queue length E [q(k)] goes to infinity as 1 ǫ in heavy-traffic, so the stationary distribution of q(k) does not exist in heavy-traffic. However, the scaled queue length ǫq(k) is finite in the limit, so its steady-state distribution in heavy-traffic exists and can be computed. Here we show a novel way to calculate it. 
and satisfies a (ǫ) (k) ≤ A max with probability 1 for k = 1, 2, . . ., for some finite constant A max . Let u (ǫ) (k) and q (ǫ) (k) be the corresponding unused service and queue length in time slot k, respectively. For each ǫ ∈ (0, µ), let q (ǫ) be a steady-state random variable to which the queue length In the rest of this section we present the proof of Theorem 3.2.1 using the MGF method. We start with the following key lemma. Lemma 3.2.2. Consider the system described in Theorem 3.2.1. Then, for any complex numbers α, β we have
Proof. If α = 0 or β = 0 the result holds trivially. For α, β = 0 the lemma follows immediately from (2) and the fact that, for any constant c = 0, e cx − 1 = 0 if, and only if, x = 0.
Observe Lemma 3.2.2 is equivalent to equation (2) . The next corollary gives the appropriate choice of α and β for the MGF method.
Corollary 3.2.3. Consider the system described in Theorem 3.2.1. Then, for any real number θ we have
Proof. Take α = θǫ and β = −θǫ in Lemma 3.2.2.
We are interested in studying the system in steady-state, so we introduce the following notation. Let a be the number of arrivals in one time slot in steady-state. The random variable a has same distribution as a(1), so a ≤ A max with probability 1, its mean is E [a] = µ − ǫ and its variance is σ
. Let s be the potential service in one time slot in steady-state, which has the same distribution as s (1), so s ≤ S max with probability 1, its mean is E [s] = µ and its variance is σ 2 s . Let u(q, a, s) be the unused service in steady-state and define q + = q + a − s + u(q, a, s). The unused service is a function of the queue length, arrival and service processes. Therefore, its expected value is not known a priori. The next lemma gives the result. Lemma 3.2.4. Consider the system described in Theorem 3.2.1. Then,
Proof. We use a drift approach. Consider the linear test function V l (q) = q. In Appendix A we prove that for each ǫ > 0, E e θǫq < ∞ for |θ| small enough. Then, in particular, E [q] < ∞. Therefore, we can set the drift of V l (q) equal to zero in steady-state. We obtain
Now we prove Theorem 3.2.1.
Proof. (of Theorem 3.2.1)
It is known that E e θǫq < ∞ for |θ| small enough (see Appendix A for a proof), so we pick V (q) = e θǫq (with |θ| small enough) as the test function and set its drift to zero. We then use equation (3) to prove Theorem 3.2.1.
Without loss of generality, in this proof we assume P {a(1) − s(1) = 0} > 0, since otherwise the result holds trivially. For ease of exposition, in the rest of this section we omit the dependence on ǫ. Hence, we refer to q (ǫ) (k), a (ǫ) (k) and u (ǫ) (k) as q(k), a(k) and u(k), respectively. Expanding the product in (3) and reorganizing terms we obtain for all k = 1, 2, . . .
Since E e θǫq < ∞, we have E e θǫq = E e θǫq + . Also, q is independent of s − a. Then, taking expected value of (5) under stationary distribution and reorganizing terms we obtain
Now we study the heavy-traffic limit of (6), i.e., the limit as ǫ → 0. Observe the right hand side of (6) yields a 0 0 form. One option to evaluate the limit is L'Hospital rule, but u(q, a, s) and a depend on ǫ so taking derivatives is not straightforward. Instead, we take Taylor expansion at θ = 0. We use the following notation. Let X be a random variable which MGF exists and define f ǫ,X (θ) = e θǫX . Then, the Taylor approximation up to order 2 of
whereθ is a real number between 0 and θ. The Taylor approximation up to order 3 of
whereθ is a real number between 0 and θ. We expand the numerator up to order 2. Using Lemma 3.2.4, we obtain
The O(ǫ 3 ) term arises because u(q, a, s) is bounded above and its expected value is ǫ. Therefore, the last term in (7) can be upper bounded by Kǫ 3 , where K is a constant. A formal proof is presented in Appendix B. For the denominator we expand up to order 3. Then, since E [a] = µ − ǫ, we obtain
In the same way, the O(ǫ 3 ) term represents the last term in (8) and it arises because a and s are upper bounded. A formal proof can be found in Appendix B. Replacing these results in (6) and factorizing θǫ 2 in numerator and denominator we obtain
Therefore, taking the limit we obtain
Since the limit equals the MGF of an exponential random variable with mean Observe that in the proof of Theorem 3.2.1 we set to zero the drift of two test functions. One of them is linear and it yields E [u(q, a, s)] = ǫ. The second is exponential and it yields equation (6) , which allows us to easily take the limit and compute the stationary distribution of the scaled queue length in heavy-traffic.
In [21] , the authors also use the MGF of the scaled queue lengths in the context of a Generalized Jackson Networks. The main challenge there was to get handle on the jumps in a continuous time queue. Since we work with a discrete time queue, we do not have this difficulty. However, unlike [21] , the focus in this paper, is to obtain the closed form steady-state distribution in the heavy-traffic. The result proved in Theorem 3.2.1 is well known [31, 1] , but we present it here to illustrate the MGF method. In the next few sections, we generalize this proof to a variety of systems.
The proof of Theorem 3.2.1 also highlights the simplicity of the MGF method. Unlike the diffusion limit proof in [21] , we do not need to study a sequence of diffusion scaled systems, and so need not establish the so called 'interchange of limits' step, which is usually challenging. The drift method was developed in [1] to overcome these challenges. However, it involves using induction to obtain all the moments and, after that, the distribution can be computed. The MGF method, on the other hand, further simplifies the essential arguments in the drift method by combining the results of all the moments in a single exponential test function.
In the next subsection we prove a generalization of Theorem 3.2.1.
Characteristic Function Method in the Single Server Queue
A limitation of the approach we showed in the previous section is that we need to assume a(k) ≤ A max and s(k) ≤ S max with probability 1 for all k = 1, 2, . . ., for some finite constants A max and S max . This assumption is easy to relax if we assume that the MGF of a( · ) and s( · ) exist. In this section we show an alternative approach where we only need to assume the existence of the first two moments of a( · ) and s( · 
where Υ is an exponential random variable with mean
Proof. Let j = √ −1, ω ∈ R and consider the test function V (q) = e jωǫq . Taking α = jωǫ and β = −jωǫ in Lemma 3.2.2 yields
We again omit the dependence on ǫ for ease of exposition and we adhere to the notation introduced in Section 3.2 for the random variables in steady-state. Without loss of generality, assume P {a − s = 0} > 0. We can follow the same steps as in the proof of Theorem 3.2.1 but we present an alternative proof.
Since the Characteristic Function always exists for all distributions [52] , we have
where the last equality holds by equation (10) . Hence, since q is independent of s − a, reorganizing terms yields
which is equivalent to equation (6) if θ = jω. Now we evaluate the heavy-traffic limit. Since the right hand side yields 0 0 form, we use the following lemma (Theorem 2.3.3 in [52] ) to rewrite the numerator and denominator of (11). Lemma 3.3.2. If X is a random variable whose k th moment exists, then its Characteristic Function ϕ X (ω) admits the expansion
Notice that 0 ≤ u(q, a, s) ≤ s, so the second moment of u(q, a, s) exists. Therefore, using Lemma 3.3.2 in (11) and factorizing jωǫ 2 in the numerator and denominator, we obtain and convergence of Characteristic Functions implies convergence in distribution [52] .
Clearly, this proof is similar to the proof of Theorem 3.2.1. The major difference is the use of Lemma 3.3.2 instead of the Taylor's theorem. For simplicity of exposition, we use the MGF method in the rest of the paper. However, many of these results may be generalized using the Characteristic Function method.
Load balancing system
In this section we generalize the MGF method developed in Section 3 to a multidimensional system that satisfies CRP condition in heavy-traffic. Specifically, we consider a load balancing system operating under two different algorithms for routing.
Model
Consider a queueing system with n parallel servers operating in discrete time, each of them with its own separate queue. Let q(k) be an n-dimensional vector with the i th element q i (k) representing the number of jobs in the i th system (queue and server) at the beginning of time slot k. There is a single stream of arrivals, which occur according to an i.i.d. process. Let a(k) be the number of arrivals to the system in time slot k. After arrival, the jobs are routed to one of the n queues. Let a(k) be an n-dimensional vector with the i th element a i (k) representing the number of arrivals routed to the i th queue in time slot k. Observe that a(k) = n i=1 a i (k) for all k = 1, 2, . . . For each i ∈ {1, . . . , n}, let s i (k) be an i.i.d. process that models the potential service offered by server i in time slot k and let u i (k) be the corresponding unused service. Let s(k) be the vector of potential services and u(k) be the vector of unused services in time slot k. For every i ∈ {1, . . . , n}, a(k) and s i (k) are non-negative integer valued random variables, independent of each other. We assume there exist finite constants A max and S max such that a(k) ≤ A max and s i (k) ≤ S max with probability 1 for all i ∈ {1, . . . , n} and all k = 1, 2, . . . Therefore, their MGF's exist for all θ ∈ R.
and ǫ = µ Σ − λ be the heavy-traffic parameter. We assume ǫ > 0 so that the underlying Markov chain is positive recurrent [1] . Let σ 2 a be the variance of the arrival process. For i ∈ {1, . . . , n}, let σ 2 si be the variance of the i th service process. In each time slot, service occurs after arrivals and routing, so for each k = 1, 2, . . . and each i ∈ {1, 2, . . . , n} the i th system evolves according to the following equation
Moreover, for each k = 1, 2, . . .
but if i = j we do not necessarily have q i (k + 1)u j (k) = 0. In Section 4.2 we will use the MGF method under JSQ and in Section 4.3 under power-of-two choices.
MGF Method in Load Balancing System Under JSQ
In this section we develop the MGF method to prove that the steady-state joint distribution of queue lengths of the system described in Section 4.1 operating under JSQ converges to exponential distribution in heavytraffic. JSQ policy means that, after arrival, the packets are routed to the queue with the least number of jobs in line at time slot k. Ties are broken at random. In [1] the authors proved that the expected sum of queue lengths diverges as 1 ǫ in heavy-traffic. Therefore, we scale the vector of queue lengths by ǫ to compute the steady-state distribution in heavy-traffic.
Theorem 4.2.1. Consider the model described in Section 4.1, operating under JSQ and indexed by the heavy-traffic parameter ǫ ∈ (0, µ Σ ). The parametrization is such that the i.i.d. arrival process has mean
denote a steady-state random vector to which the queue lengths process {q
In the rest of this section we present the proof of Theorem 4.2.1 using the MGF method. The main challenge here is to generalize (13) to an equation similar to (3), when we have multiple queues that are not independent. This is done by noticing that even though the n-dimensional state of the system q, it collapses to a one-dimensional subspace in the heavy-traffic limit. This is stated formally in the next proposition, which is a proved in [1] . In heavy-traffic, the inequality λ (ǫ) < µ Σ is the only one that becomes tight. Then, CRP condition is satisfied. In other words, the n-dimensional state space collapses onto a one-dimensional space (i.e., a line). This means that, in the limit, the whole system behaves as a single server queue. Proposition 4.2.2 implies that the vector of queue lengths in steady-state q can be well approximated by a one-dimensional vector, namely q , in heavy-traffic. In fact, it is known that q diverges as 1 ǫ as ǫ → 0, but Proposition 4.2.2 implies that q ⊥ has bounded norm and, by definition, q = q + q ⊥ .
For ease of exposition, in the rest of this section we omit the dependence on the parameter ǫ of the variables and we adhere to the notation for steady-state random variables introduced in Section 3.2.
Compared to the single server queue, the main challenge of the load balancing system is dimensionality and dependence among queues. We overcome this difficulty with the following lemma, which is a consequence of SSC and it is key to our proof. Lemma 4.2.3. Consider the system described in Theorem 4.2.1 and let θ be a real number. Then,
The proof of Lemma 4.2.3 is presented in Appendix E. Additionally, we need the first moment of the total unused service. The next lemma gives the result.
Lemma 4.2.4. Consider the system described in Theorem 4.2.1. Then, 
Recall n i=1 a i = a and a, s are independent of q. Also, since E e
Now we evaluate the heavy-traffic limit. Since the right hand side of (17) yields a 0 0 form, we take Taylor approximation at θ = 0. We adhere to the notation introduced in the proof of Theorem 3.2.1.
Expanding up to second order in the numerator and using Lemma 4.2.4, we obtain
For the denominator we expand up to third order. Recall E [
= µ Σ − ǫ and the variables a, s i (i ∈ {1, . . .}) are independent and bounded. Therefore, we obtain
The terms O(ǫ 3 ) arise because u i (q i , a i , s i ), a and s i are bounded. The proof is similar to the case of the single server queue, so we omit it.
Replacing these results in (17) and factorizing θǫ 2 from the numerator and denominator, we obtain
which means that the scaled sum of queue lengths ǫ n i=1 q i converges in distribution to a random variable Υ, which has exponential distribution with mean
(Theorem 9.5 in [51] ). Notice ǫ n i=1 q i = ǫnq j for all j ∈ {1, . . . , n}. Therefore, the result we just proved is equivalent to saying ǫq ⇒ Υ n 1. By SSC in Proposition 4.2.2, we have 0 ≤ E q ⊥ 2 ≤ M 2 , where M 2 is a finite constant. Then,
Therefore, for every i ∈ {1, . . . , n}, ǫq ⊥i converges to 0 in the mean square sense and, therefore, in probability. Thus, ǫq ⊥ converges to 0 in probability as ǫ → 0. 
MGF Method in the Load Balancing System Under Power-of-two Choices
A weakness of JSQ policy is that in each time slot all queues must be compared to pick the shortest. Therefore, if n is large routing might be challenging. In this section we consider the load balancing system operating under power-of-two routing policy, which is efficient even when n is large. In other words, in each time slot, after arrivals happen, two queues are selected at random and the arrivals join the shortest queue between them. Ties are broken at random. In [45] the authors proved that SSC for the load balancing system with power-of-two choices is equivalent to Proposition 4.2.2. Then, Lemma 4.2.3 remains valid and, therefore, the proof of Theorem 4.3.1 is identical to Theorem 4.2.1, so we omit it.
Ad hoc wireless network
In this section we apply the MGF method to an ad hoc wireless network with interference operating under MaxWeight algorithm.
Model
Consider a queueing system with n parallel servers operating in discrete time, each with its own separate queue. Let q(k) be an n-dimensional vector with the i th element q i (k) representing the number of jobs in the i th system (queue and server) at the beginning of time slot k. Arrivals to the i th system occur according to an i.i.d. process, and the number of arrivals to the i th system in time slot k is denoted by a i (k), i ∈ {1, . . . , n}. Let a(k) be the vector of arrivals in time slot k. For i ∈ {1, . . . , n}, let s i (k) be the potential service in the i th system in time slot k and u i (k) be the corresponding unused service. Let s(k) and u(k) be the vectors of potential service and unused service in time slot k, respectively.
The service processes of different queues interfere with each other. Then, they must satisfy feasibility constraints which determine the rate at which the servers can operate simultaneously. Therefore, a scheduling problem must be solved before jobs are processed. Let S be the set of feasible service rate vectors. We assume S is a finite set and that all vectors in S are non-negative and finite. In each time slot, the scheduler uses MaxWeight to pick the service rate vector, i.e., for each k
Ties are broken at random. Therefore, unlike the single server queue and the load balancing system, in this model the potential service vector s(k) depends on the queue length vector q(k).
For each i ∈ {1, . . . , n}, let λ i = E [a i (1)], λ = (λ 1 , . . . , λ n ) T , and let σ 2 ai be the variance of a i (1). We assume there exists a finite constant A max such that a i (k) ≤ A max with probability 1 for all i ∈ {1, . . . , n} and all k = 1, 2, . . . Let S max be a finite constant such that all vectors s = (s 1 , . . . , s n ) T ∈ S satisfy s i ≤ S max for all i ∈ {1, . . . , n}. Under these assumptions, for each i ∈ {1, . . . , n}, the MGF of a i ( · ) exists for all θ ∈ R and e θsi < ∞ for all θ ∈ R. In each time slot, service occurs after arrivals and scheduling, so for each k = 1, 2, . . . and each i ∈ {1, . . . , n}, the i th system evolves according to equation (12) . The capacity region R for this problem is the convex hull of S and, since S is a finite set, R is a polytope. In order to exploit this structure, we describe it as
where L is the minimal number of hyperplanes that define R and c (ℓ) = 1 for all ℓ ∈ {1, . . . , L}. Since every s ∈ S is non-negative, we can assume without loss of generality that c (ℓ) ≥ 0 and b (ℓ) ≥ 0 for all ℓ ∈ {1, . . . , L}. For each ℓ ∈ {1, . . . , L}, let F (ℓ) represent the ℓ th facet of R, i.e.,
. The heavy-traffic parameter ǫ is defined in terms of the distance between the arrival rate vector λ and the boundary of the capacity region. In this paper, we fix a facet F (ℓ) and we study the system as λ approaches F (ℓ) . In other words, given a vector r (ℓ) in the relative interior of
MGF Method in the Ad Hoc Wireless Network
In this section we use the MGF method to prove that the steady-state joint distribution of the scaled queue lengths converges to exponential distribution in heavy-traffic. In [1] the authors show that the expected queue lengths diverge as 1 ǫ in heavy-traffic. Therefore, we scale the queue lengths by ǫ in order to compute the distribution.
Theorem 5.2.1. Given the ℓ th facet of R, F (ℓ) , and a vector r (ℓ) in its relative interior, consider the model described in Section 5.1 indexed by the heavy-traffic parameter ǫ > 0. The parametrization is such that the i.i.d. arrival process. For each ǫ > 0 such that λ (ǫ) belongs to the interior of R, let q (ǫ) denote a steadystate random vector to which the queue length process {q (ǫ) (k) : k ≥ 1} converges in distribution. Then,
, where Υ is an exponential random variable with mean
Observe that the limiting distribution does not depend on the service process. Intuitively, this happens because the service rates are completely determined by equation (18) after the vector of queue lengths is observed in each time slot. Therefore, the only source of randomness is the arrival process.
In the rest of this section we prove Theorem 5.2.1. Due to MaxWeight algorithm, the queues are not independent and the service processes depend on the queue lengths. To overcome these difficulties, we use SSC. In the next proposition we state it as proved in [1] . We need a minor modification of the statement in [1] but the proof is equivalent. 
Then, there exists a sequence of finite constants
m for all ǫ > 0 and each m = 1, 2, . . .
In the load balancing system, q (k) represented the projection of the vector of queue lengths onto the line generated by the vector 1. Here, we project onto the line generated by the normal vector which defines the ℓ th facet. In other words, the constraint c (ℓ) , λ (ǫ) ≤ b (ℓ) becomes tight in heavy-traffic and, therefore, CRP condition is satisfied. Either way, the projection is onto a one-dimensional space the system behaves as a single server queue in heavy-traffic.
For ease of exposition, in the rest of this section we omit the dependence on ǫ of the variables. We also omit the dependence on ℓ of the parameters, so we write c and b instead of c (ℓ) and b (ℓ) , respectively. Let a be the vector of arrivals in one time slot in steady-state, which has the same distribution as the vector of arrivals a(1). Let s(q) be the vector of potential service in steady-state given the queue length q and u(q, a) be the corresponding unused service vector. Define q + = q + a − s(q) + u(q, a). The key lemmas for our proof are presented now.
Lemma 5.2.3. Consider the system described in Theorem 5.2.1 and let θ be a real number. Then, E e θǫ c,q
The proof is presented in Appendix F. Lemma 5.2.3 is essential to handle the unused service terms in the MGF method. However, in this problem we also need to deal with the dependence on q of the service process. Therefore, the following lemma also plays an important role in our proof.
Lemma 5.2.4. Consider the system described in Theorem 5.2.1 and let θ be a real number. Then,
The proof of Lemma 5.2.4 is presented in Appendix G. Intuitively, if the vector of queue lengths q is parallel to c, the scheduler would choose a vector s ∈ S such that c, s = b. Therefore, if the difference between q and q is small (which is the case under SSC), the difference between c, s(q) and b will also be small.
Similarly to the previous sections, in the proof of Theorem 5.2.1 we use a linear and an exponential test function. The result of using the linear test function is presented in the next lemma.
Lemma 5.2.5. Consider the system described in Theorem 5.2.1. Then,
The proof of Lemma 5.2.5 is similar to Lemma 3.2.4, so we omit it. Now we prove Theorem 5.2.1. For ease of exposition, we omit the dependence on q of s(q) and the dependence on q and a of u(q, a). Instead, we write s and u to denote s(q) and u(q, a), respectively.
Proof. (of Theorem 5.2.1)
We first obtain the MGF of ǫ c, q in heavy-traffic. Using Foster-Lyapunov theorem [53] , we can show that E e θǫ c,q < ∞ for |θ| small enough. The proof is similar to the single server queue case, so we omit it. Therefore, in order to obtain the MGF of ǫ c, q in heavy-traffic, we use a drift approach with test function V (q) = e θǫ c,q . Expanding the product in (19) yields E e θǫ c,q+a−s − e θǫ c,q
which is equivalent to E e θǫ( c,q+a −b) − e θǫ c,q
Since a is independent of q and s, and its elements are bounded, Lemma 5.2.4 yields
Since E e θǫ c,q < ∞, we have E e θǫ c,q
= E e θǫ c,q + . Therefore, using (23) and reorganizing terms in (22) yields E e θǫ c,q
In order to compute the limit we use Taylor expansion. We adhere to the notation introduced in the proof of Theorem 3.2.1.
For the numerator we expand all the terms up to second order and, since the random variables are upper bounded, we obtain
where the last equality holds by Lemma 5.2.5.
For the denominator we expand up to third order and, since a has bounded elements we obtain
where the last equality holds because E [b − c, a ] = ǫ. Then, replacing these results in (24) and factorizing θǫ 2 from the numerator and denominator, we obtain E e θǫ c,q
Taking the limit as ǫ → 0 we obtain
ai . In other words, the norm of q (ℓ) scaled by ǫ, ǫ q Notice that, since the service process depends on the queue length, we had to use SSC twice; once for the unused service terms and once for the service process. After that, the proof follows similarly to Theorem 3.2.1.
Generalized switch
In this section we study an ad hoc wireless network with interference and fading, which corresponds to the generalized switch introduced in [11] . In [1] the authors find bounds for the first moment of the scaled queue lengths which are tight in heavy-traffic and discuss how to obtain higher moments. From their results, the steady-state distribution in heavy-traffic can be obtained. Here we use the MGF method to explicitly compute the steady-state joint distribution in heavy-traffic.
Model
Consider an ad hoc wireless network as described in Section 5.1, with fading affecting the service process. We model this by defining the channel state as a condition that determines the set of feasible service rates. Let {J(k) : k ≥ 1} be an i.i.d. process where J(k) represents the channel state in time slot k. Let J be the state space for the channel state and ψ be its probability mass function, i.e., for each j ∈ J , ψ j = P {J(1) = j}. We assume J is a finite set. If the channel state is j, the set of feasible service rate vectors is S (j) and we assume it is finite for all j ∈ J . Let S max be a finite constant such that for all j ∈ J and every s = (s 1 , . . . , s n )
T ∈ S (j) , 0 ≤ s i ≤ S max for all i ∈ {1, . . . , n}. For each k = 1, 2, . . ., let q(k), a(k), s(k) and u(k) be the vectors of queue lengths, arrivals, potential service and unused service in time slot k. For each i ∈ {1, . . . , n}, let λ i and σ 2 ai be the mean and variance of the i th element of the arrival process, respectively. Let A max be a finite constant such that a i (k) ≤ A max with probability 1 for all i ∈ {1, . . . , n} and all k = 1, 2, . . ..
In each time slot, the channel state is observed before scheduling and the scheduler uses MaxWeight algorithm. In other words, given the channel state J(k) = j, the vector of potential service is
Ties are broken at random. The capacity region R F is the convex hull of
Since J and S (j) are finite sets for all j ∈ J , R F is a polytope. Therefore, we describe it as
where L F is the minimal number of hyperplanes that define R F and c (ℓ) = 1 for all ℓ ∈ {1, . . . , L F }. Since every vector in S (j) is non-negative for each j ∈ J , we can assume without loss of generality that, for all
F be the ℓ th facet of R F . In other
. Observe that, unlike previous cases, the service rate vector s(k) does not necessarily belong to the capacity region R F . Therefore, for each ℓ ∈ {1, . . . , L F } and each j ∈ J we define the maximum c (ℓ) -weighted service rate available in channel state j [1] as
be its variance. The heavy-traffic parameter ǫ is defined in terms of the distance between the arrival rate vector λ and the boundary of the capacity region. Thus, given a facet F (ℓ) F and vector r (ℓ) in its relative interior, ǫ is such that r (ℓ) − λ = ǫc (ℓ) .
MGF Method in the Generalized Switch
In this section we use the MGF method to prove that the steady-state joint distribution of the scaled vector of queue lengths converges to exponential distribution in heavy-traffic.
F , a vector r (ℓ) in its relative interior, consider a set of generalized switches operating under MaxWeight as described in Section 6.1, indexed by the heavy-traffic parameter ǫ > 0. The parametrization is such that the arrival i.i.d. process. For each ǫ > 0 such that λ (ǫ) belongs to the interior of R F , let q (ǫ) denote a steady-state random vector to which the queue length process
, whereΥ is an exponential random variable with mean
, where
Observe that the parameter of the limiting distribution depends on the variance of the arrival process and the maximum c (ℓ) -weighted service rate available. In the rest of this section we prove Theorem 6.2.1. Here the service rate vector s(k) does not necessarily belong to the capacity region R F . However, its expected value does. We state this result in the following lemma.
Lemma 6.2.2. Consider the system described in Theorem 6.2.1. Then, for every k = 1, 2, . . . we have
Proof. Without loss of generality, in this proof we assume J = {1, 2, . . . , |J |}, where |J | represents the cardinality of set J . Then, by definition of the capacity region we have
where the last equality holds because s(k) is picked with MaxWeight algorithm.
In the next proposition we state SSC as shown in [1] .
Proposition 6.2.3. Given the ℓ th facet of R F and ǫ > 0, consider an ad hoc wireless network with interference and fading operating under MaxWeight, as described in Theorem 6.2.1.
Then, there exists a sequence of finite
m for all ǫ > 0 and each m = 1, 2, . . ..
For ease of exposition, in the rest of this section we omit the dependence on ǫ of the variables. We also omit dependence on ℓ of c
, so we write c, b, b (j) and σ 2 B , respectively. Let a be the vector of arrivals in one time slot in steady-state, where each element a i (i ∈ {1, . . . , n}) has the same distribution as a i (1). Let J be the channel state in steady-state, which has the same distribution than J(1) so P {J = j} = ψ j for all j ∈ J . Let B be a random variable in steady-state with the same distribution as B ℓ (1), so P {B = b (j) } = ψ j and its variance is σ 2 B . Let s(q, J) be the vector of service rates, given the queue lengths q and the channel state J, and let u(q, a, J) be the corresponding unused service. Define
Lemma 6.2.4. Consider the system described in Theorem 6.2.1 and let θ be a real number. Then, E e θǫ c,q
Lemma 6.2.2 implies that SSC for the generalized switch and the ad hoc wireless network with interference are equivalent. Therefore, the proof of Lemma 6.2.4 is similar to the proof of Lemma 5.2.3 and we omit it.
Likewise the ad hoc wireless network with interference, the service process depends on the queue lengths. We overcome this with the next lemma. Lemma 6.2.5. Consider the system described in Theorem 6.2.1 and let θ be a real number. Then,
The proof of Lemma 6.2.5 is similar to the proof of Lemma 5.2.4, so we omit it. The only difference is that now the angle ν depends on the channel state. Therefore, in order to find an upper bound we need to consider the minimum angle ν among all j ∈ J .
Likewise the previous systems, we present the result of setting the drift of a linear function to zero.
Lemma 6.2.6. Consider the system described in Theorem 6.2.1. Then,
We omit the proof of Lemma 6.2.6, since it is similar to Lemma 3.2.4. Now we prove Theorem 6.2.1. For ease of exposition, we write s and u instead of s(q, J) and u(q, a, J), respectively.
Proof. (of Theorem 6.2.1) We first obtain the MGF of ǫ c, q in heavy-traffic. Using Foster-Lyapunov theorem [53] , we can show that E e θǫ c,q < ∞ for |θ| small enough. The proof is similar to the case of the single server queue, so we omit it. Therefore, we use a drift approach with test function V (q) = e θǫ c,q . Expanding the product in (26) and reorganizing terms we obtain E e θǫ( c,q+a −B) − e θǫ c,q
Since a is independent of q and s, and its elements are bounded, Lemma 6.2.5 implies
= E e θǫ c,q + . Therefore, using (30) and reorganizing terms in (29) we obtain E e θǫ c,q
To evaluate the limit we use Taylor expansion. We adhere to the notation introduced in the proof of Theorem 3.2.1. For the numerator, we expand up to second order. Similarly to what we did in Section 5.2, since the variables are bounded, we obtain
where the last step holds by Lemma 6.2.6. For the denominator we expand up to third order. Since the random variables are bounded, we obtain
where the last equality holds because E [B − c, a ] = ǫ. Replacing everything in (31) and factorizing θǫ 2 in the numerator and denominator, we obtain E e θǫ c,q
Taking the limit, we obtain lim ǫ→0 E e θǫ c,q
ai . In other words, the norm of q (ℓ) scaled by ǫ, ǫ q (ℓ) = ǫ c, q , converges in distribution to a random variableΥ with exponential distribution and mean
(Theorem 9.5 in [51] ). Using similar arguments to the last step of the proof of Theorem 5.2.1, we conclude ǫq = ǫ(q
Future work
In this section, we briefly present an overview of the future work. The current paper develops the MGF method, which we believe can be used to study more general set of systems in the future work.
In Section 3.3, we presented the Characteristic Function method to study the single server queue when the arrival and service processes are unbounded. However, in the following sections, we assumed that the arrivals and service are bounded. We believe that this assumption is not required, and it is sufficient to assume that the first two moments of the arrival and service processes exist. Relaxing these assumptions is an immediate future work. We will explore two paths for this generalization. One is the use of Characteristic Functions as in Section 3.3. The main challenge in this approach is to establish the SSC under unbounded arrivals and service. In the current paper, we use the SSC established in [1] based on the results from [22] which assume the existence of all the moments of the arrival process. We will explore ways to relax this assumption. The second approach that we will pursue is the MGF truncation arguments, similar to the ones introduced in [54] for Markov Decision Processes. The main idea of their method is to take second order Taylor expansion of the value function in order to solve the Bellman's equations. We believe this can give us insight to work with the second order Taylor expansion of the MGF.
The next set of future work is on developing the MGF method for its use in systems that do not satisfy the CRP condition, and this will be the culmination of the present work because the main motivation in developing the MGF method is to study systems when the CRP condition is not met. We believe that the MGF method is a promising approach to obtain the heavy-traffic distribution of the queue lengths when CRP condition does not hold, even though the drift method is known to fail in this case because of the following reason. The queue lengths process is a multi-dimensional Discrete Time Markov Chain (DTMC) (or a continuous Markov Chain in some cases). For a positive recurrent and irreducible DTMC, it is known that the stationary distribution exists and is unique. One first establishes positive recurrence of the DTMC using Foster-Lyapunov Theorem. This has an added benefit that one typically obtains as a consequence a (possibly loose) upper bound on an expression of them form E[ǫ i q i ]. If P is the transition matrix, then the stationary distribution is a unique solution of the equation, π = P π. Clearly, solving for the stationary distribution in general is hard, however, we know that it is unique and is characterized by this equation. If we take two-sided Laplace transform of the equation π = P π we obtain an equation, which is same as the one we obtain by setting the drift of the exponential test function to zero. Since Laplace transform in invertible, solving this equation, uniquely characterizes the stationary distribution through its MGF. However, as shown in Section 3, even for the single server queue it is challenging to obtain a solution for this equation in all traffic. Therefore, using the MGF approach, we seek to solve it in the heavy-traffic limit. To do this, one first needs to prove tightness of the sequence of the stationary distributions as the heavy-traffic parameter ǫ goes to zero. Tightness follows directly from the bound on E[ǫ i q i ] that one obtained from the FosterLyapunov Theorem. Therefore, we expect that the MGF drift equation that we have in the heavy-traffic limit must have a unique solution. Typically since the system is tractable in steady-state, we expect to solve this equation explicitly to get the joint stationary distribution in steady-state. Even in cases when this equation may not be solved explicitly, one may be able to obtain moments from this equation. For instance, one may be able to obtain the moment bounds in [2, 13, 55] from such an equation.
Two systems of special interest that do not satisfy the CRP condition are the bandwidth-sharing network operating under proportional scheduling and the input queued crossbar switch operating under MaxWeight. The bandwidth-sharing network [56] operating under the so-called proportional scheduling algorithm is a good model for studying flow level dynamics in data centers. If the arrivals are Poisson and job-sizes are exponential, it is known that the stationary distribution in heavy-traffic is product of exponentials [57, 58] . The bandwidth sharing network is one of the simplest systems that does not satisfy the CRP condition because of this product form structure. It is also known that the stationary distribution of the corresponding RBM in the diffusion limit is insensitive to the job size distribution as long as it belongs to the class of phasetype distributions, which are known to be dense in the space of distributions [59] . However, the interchange of limits step was not shown in [59] , so their result does not show if the stationary distribution of the original system in heavy-traffic is also insensitive. Recently, the drift method was used to complete this limit-interchange step [55] . We will use the MGF method to directly study the stationary distribution in heavy-traffic under phase-type arrivals using the MGF method to show insensitivity, and to show that the stationary distribution is indeed the product of exponentials.
The input queued cross bar switch is an idealized model of a data center network. It can be modeled as an n × n matrix of queues where the rows represent the input ports and the columns represent the output ports. Therefore, the dimension of the state space is n 2 . In [2] , the authors studied an input queued cross-bar switch operating under MaxWeight and proved that SSC occurs onto a (2n − 1)-dimensional cone. Moreover, the expected sum of the scaled queue lengths in heavy-traffic was obtained using the drift method, resolving an open conjecture. Characterizing the higher moments and the distribution (marginals and joint) of scaled queue lengths are still open questions. The MGF method is developed in this paper with the goal of answering these questions given the limitation of the drift method to solve these problems [4] .
Another question for future study is to use the MGF method to study the rate of convergence to the heavy-traffic limit. In addition to obtaining the results on the heavy-traffic limiting behavior, the drift method also gives upper and lower bounds that are applicable in all traffic [1, 2] . These bounds give the rate of convergence to the heavy-traffic limit. Since the MGF method is a natural generalization of the drift method, it may be used to obtain results on rate of convergence too, which is a topic for future study.
Conclusion
In this paper we introduced the MGF method to compute the steady state distribution of the scaled queue lengths in heavy-traffic in queueing systems. We developed the method with a single server queue and, applied it in a variety of queueing systems that satisfy the CRP condition including the load balancing system, ad hoc wireless networks in presence of interference and the generalized switch system. The main idea in the MGF method is to set the drift on an exponential test function to zero. The key step in getting a handle on the unused service, and the paper illustrates how the unused service is handled in systems with increasing generality. Further developing the MGF method to study system when the CRP condition is not satisfied such as the bandwidth sharing network and the input queued switch forms future work.
In particular, M ′ (ξ) < ≤ AE u(q, a, s) ½ {s≤A} + δ Aǫ + δ = δ Finally, since δ is positive and arbitrary, we can take the limit as δ → 0 and we obtain the result.
D Proof of Proposition 4.2.2
Proof. The proof of Proposition 4.2.2 relies on a lemma that was first proved in [22] . The statement they prove is more general than what we need here, so we present the specific result that we will use, as stated in [1] .
Lemma D.0.1. For an irreducible and aperiodic Markov Chain {X(k) : k ≥ 1} over a countable state space X , suppose Z : X → R + is a non-negative valued Lyapunov function. We define the drift of Z at X as
Thus, ∆Z(X) is a random variable that measures the amount of change in the value of Z in one step, starting from state X. This drift is assumed to satisfy the following conditions:
(C1) There exists η > 0 and κ < ∞ such that E [ ∆Z(X) | X(k) = X] ≤ −η for all X ∈ X with Z(X) ≥ κ (C2) There exists D < ∞ such that |∆Z(X)| ≤ D with probability 1 for all X ∈ X Then, there exist θ
Proof. If α = 0, it trivially holds. So now assume α = 0. Since q i (k + 1)u i (k) = 0 for all i ∈ {1, . . . , n}, u i (k)(e −αqi(k+1) − 1) = 0 ∀i ∈ {1, . . . , n}.
Then, summing over i ∈ {1, . . . , n} we obtain n i=1 u i (k) e −αqi(k+1) − 1 = 0.
By definition of q (k) and q ⊥ (k) we have q(k) = q (k) + q ⊥ (k), so n i=1 u i (k)(e −α(q i (k+1)+q ⊥i (k+1)) − 1) = 0.
But q (k + 1) = 1 n j=1 qj (k+1) n so q i (k + 1) = q 1 (k + 1) for all i ∈ {1, . . . , n}. Then, reorganizing terms we obtain n i=1 u i (k)e −αq ⊥i (k+1) = e
By definition of q (k) we obtain e α n n j=1 qj (k+1)
Finally, subtracting ≤ |θ|ǫ e |θ|ǫnSmax − 1
u i e −θǫnq ⊥i − 1
≤ |θ|ǫ e |θ|ǫnSmax − 1
(e −θǫnq ⊥i − 1) Then, ǫ q ⊥ converges to zero in the mean-square sense and, therefore, in distribution. Therefore, the MGF of ǫ q ⊥ converges to the MGF of 0, i.e. On the other hand, ν is a fix angle so cot(ν) is a constant. Then, multiplying and dividing by θǫ q 
