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Abstract—The effect of imperfect channel estimation (CE) on
the performance of pilot-symbol-assisted modulation (PSAM) and
MRC rake reception over time- or frequency-selective fading
channels with either a uniform power delay profile (UPDP) or
a nonuniform power delay profile (NPDP) is investigated. For
time-selective channels, a Wiener filter or linear minimum mean
square error (LMMSE) filter for CE is considered, and a closed-
form asymptotic expression for the mean square error (MSE)
when the number of pilots used for CE approaches infinity is
derived. In high signal-to-noise ratio (SNR), the MSE becomes
independent of the channel Doppler spectrum. A characteristic
function method is used to derive new closed-form expressions
for the bit error rate (BER) of rake receivers in UPDP and
NPDP channels. The results are extended to two-dimensional (2-D)
rake receivers. The pilot-symbol spacing and pilot-to-data power
ratio are optimized by minimizing the BER. For UPDP channels,
elegant results are obtained in the asymptotic case. Furthermore,
robust spacing design criteria are derived for the maximum
Doppler frequency.
Index Terms—Channel estimation (CE), direct-sequence code-
division multiple access (DS-CDMA), maximal ratio combining
(MRC), Wiener filter.
I. INTRODUCTION
W IDEBAND direct-sequence (DS) code-division multi-ple access (CDMA) with pilot-assisted coherent detec-
tion has been proposed as the basis for next-generation cellular
systems [1]. A coherent system requires channel-estimation
algorithms that track time-varying mobile radio channels. For
this purpose, pilot symbols are transmitted along with data
symbols. Pilot-symbol-assisted modulation (PSAM) [2] and
pilot-channel-assisted modulation (PCAM) [3] have thus been
proposed for the downlink in DS-CDMA systems. However,
because PSAM and PCAM channel estimates are not perfect,
an overall performance loss may ensue.
Rake receivers that employ coherent detection with maximal
ratio combining (MRC) are thus popular in DS-CDMA systems
[2]–[4]. To optimize PSAM and PCAM in conjunction with
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MRC and rake reception, the loss due to imperfect channel
estimation must be quantified. In channels with uniform power
delay profile (UPDP), the bit error rate (BER) of M -ary phase-
shift keying (M -PSK) with channel-estimation errors has been
derived in [5, App. C, pp. 949–961]. In [4], the influence of
channel-estimation errors on the performance of a DS-CDMA
system over a time-varying channel is investigated, where a
simple average channel estimator is used.
On the other hand, the optimal pilot spacing for PSAM using
a Wiener channel-estimation filter is obtained numerically in
[6] for a flat fading channel. The number of pilot symbols for
MRC is optimized in [7] using a clairvoyant channel estimator.
For static fading channel and binary phase-shift keying (BPSK),
the optimal pilot-symbol spacing in PSAM [2] and the optimal
pilot-to-data power ratio (PDR) in PCAM [3] are designed
for DS-CDMA systems by applying the results in [5, App. C,
pp. 949–961]. The PDR in PCAM is optimized in [8] based on a
large system analysis of a coded DS-CDMA system. However,
because all of those papers use the well-known results from
Proakis [5, App. C, pp. 949–961], their results hold for UPDP
channels only. Only Benthin and Kammeyer [4], and Cavers [6]
consider time-varying channels, but neither of them considers
explicit optimal pilot design. To the best of our knowledge, a
complete investigation of the effect of channel-estimation errors
on the performance of MRC over nonuniform power delay
profile (NPDP) channels along with pilot-symbol optimization
is not available in the literature.
In this paper, we analyze the effect of imperfect channel
estimation on the performance of rake reception with MRC
and optimize the pilot-symbol spacing and PDR for DS-CDMA
systems with PSAM. However, our results can readily be ex-
tended to optimizing PDR in PCAM as in [3] and [8], and other
systems employing MRC and PSAM [2], [6]. For time-selective
channels, we consider a Wiener filter or a linear minimum mean
square error (LMMSE) filter for channel estimation and derive
a closed-form asymptotic expression for the mean square error
(MSE) when the number of pilots used for channel estimation
approaches infinity. In high signal-to-noise ratio (SNR), the
MSE becomes independent of the channel Doppler spectrum.
We derive the BER of an MRC rake receiver in the pres-
ence of channel-estimation errors for both UPDP channels and
NPDP channels, and our approach differs from [5, App. C,
pp. 949–961]. We also extend the result to the two-dimensional
(2-D) rake receiver. The pilot-symbol spacing is optimized by
minimizing the BER in both the UPDP and NPDP channels.
In UPDP channels, a closed-form expression is derived for the
optimal pilot-symbol spacing and PDR in terms of Doppler
frequency, SNR, and the number of channel paths; a robust
0018-9545/$20.00 © 2006 IEEE
1160 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 55, NO. 4, JULY 2006
Fig. 1. Block diagram of the PSAM DS-CDMA system.
spacing is designed for the worst case Doppler frequency.
Although our performance analysis results are fairly general,
they are developed in the context of CDMA and PSAM.
The rest of this paper is organized as follows: In Section II,
we briefly review the basic DS-CDMA system model and
present the channel-estimation filters. The performance of
MRC with imperfect channel estimation is analyzed in
Section III. We optimize the pilot-symbol spacing in Sec-
tion IV. Computer simulation results are given in Section V, and
final conclusions are made in Section VI. We derive the asymp-
totic MSE for the LMMSE channel estimator in Appendix A.
The performance analysis for the NPDP channel is derived in
Appendix B.
Notation: Bold symbols denote matrices or vectors. (·),
(·), (·)∗, (·)T , (·)H , and tr(·) denote real part, imaginary part,
conjugate, transpose, conjugate transpose, and trace, respec-
tively. The space of K-dimensional complex vectors is CK . A
circularly complex Gaussian random variable (CGRV) of mean
µ and variance σ2 is denoted by z ∼ CN (µ, σ2). The imaginary
unit j =
√−1 and the N ×N identity matrix is denoted by IN .
A diagonal matrix formed by vector A is AD. The Kronecker
delta function is given by δ(x) = 1 if x = 0 and δ(x) = 0 if
x = 0. The unit-step function is given by u(x) = 1 if x ≥ 0
and u(x) = 0 if x < 0.
II. SYSTEM MODEL
We consider the downlink of an isolated DS-CDMA cell
over a time- and frequency-selective channel. The system block
diagram for a single user is shown in Fig. 1. The system
is assumed to be synchronous and with K users, each with
processing gain N . The spreading sequence of the kth user
is denoted by the N × 1 vector ak with common chip rate
1/Tc, and the information symbol transmitted in the nth symbol
interval is bk[n] with information symbol rate 1/Ts, where
Ts = NTc. Rectangular pulse shaping is used. In practical
systems, ak is time varying and is the multiplication of a
channelization code and a scrambling code. The information
symbol bk[n] is chosen from a finite alphabet constellation Q
with unity average energy. Typically, for BPSK, Q = {−1, 1}.
We now consider PSAM, in which the pilot symbols p
are transmitted periodically with the pilot spacing M and are
subject to |p|2 = 1. Therefore, the baseband transmitted signal
of the nth symbol of the kth user (k = 1, . . . ,K) is given by
xk[n] =
{√
Epkakpk[n], n = iM√
Eskakbk[n], otherwise
(1)
where Epk and Esk are the transmitted powers for the pilots and
information symbols, respectively.
The user signal is transmitted over a frequency-selective
multipath Rayleigh-fading channel, which can be modeled as
a finite-length tapped delay line [5]. The lowpass impulse
response for a time-variant frequency-selective channel is given
by [5, p. 841]
h(τ ; t) =
L−1∑
l=0
hl(t)δ(τ − τl) (2)
where hl(t) ∼ CN (0, σ2l ), τl is the delay of the lth tap, and L
is the number of channel paths. Both σ2l and τl define the power
delay profile (PDP) of the channel. To simplify our analysis, it
is assumed that the PDP is constant. For brevity, we consider
two PDPs, namely 1) the UPDP and 2) the exponential power
delay profile (EPDP). They can be expressed as
σ2l =
{
C, UPDP
Ce−ρl, EPDP
(3)
where ρ = τ0/τrms, τ0 is the time duration between two con-
secutive discrete taps, τrms is the root-mean-square (rms) delay
spread, and C is the constant term that normalizes the power to
unity. However, our analytical results developed in Section III
can handle any NPDP channels.
We assume that hl(t) has the same normalized correlation
function φc(∆t) (superscript c emphasizes continuous delays
rather than discrete delays) and that the channel taps are inde-
pendent (E{hl1(t)h∗l2(t)} = 0 for l1 = l2). The autocorrelation
function of hl(t) is given by
φcl (∆t) = E {hl(t+ ∆t)h∗l (t)} = σ2l φc(∆t). (4)
Typically, for Jakes’ model [9], φc(∆t) = J0(2πfd∆t), where
J0(·) denotes the zeroth-order Bessel function of the first kind
and fd is the maximum Doppler frequency in hertz.
We assume a quasi-static (QS) fading channel [10] that
remains constant in each symbol interval Ts but may vary from
symbol to symbol. The equivalent discrete channel model is
h[d;n] =
L−1∑
l=0
hl[n]δ[d− dl] (5)
where hl[n] = hl(nTs) and dl = τl/Tc is an integer (x is
the integer close to x). Without loss of generality, it is assumed
that dl = l, which means that each subsequent path is delayed
by one chip period. The autocorrelation function of hl[n] is thus
given by
φdl [m]=E {hl[n+m]h∗l [n]}=φcl (mTs) = σ2l φc(mTs). (6)
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We next consider the performance of the first user without
loss of generality because all user signals are transmitted over
the same channel model (5). The first user’s received signal for
symbol n is
r1[n] =
(
K∑
k=1
(
L−1∑
l=0
√
Ekhk,l[n]x
(l)
k [n]
)
+ ψk[n]
)
+ w[n]
(7)
where Ek is the received energy per symbol for the kth user,
including both pilot and data symbols, hk,l[n] is the lth path
channel gain for user k, w[n] is the N × 1 vector of complex
Gaussian noise samples with mean zero and variance σ2n, and
r1[n] is the N × 1 vector received by user 1. The N × 1 vector
x(l)k [n] is a shifted version of xk[n], given in (1), with the first l
elements equal to zero and the remaining N − l elements equal
to the firstN − l elements of xk[n]. The vectorψk[n] represents
the intersymbol interference (ISI) from the (n− 1)th symbol
for the kth user caused by the frequency-selective channels.
Therefore, only the first L− 1 elements of ψk[n] are nonzero.
The rake receiver first performs correlations using circularly
shifted spreading sequences a(l)1 , for l = 0, . . . , L− 1, where
a(l)1 denotes the circular shift of a1 by l positions. The correlator
outputs are given by (l = 0, . . . , L− 1)
rl[n]=
(
a(l)1
)H
r1[n]
=
{√
Ep1h1,l[n]p1[n] + w[n] + µ[n] + ξ[n], n= iM√
Es1h1,l[n]b1[n] + w[n] + µ[n] + ξ[n], otherwise
(8)
where wl[n] = (a(l)1 )Hw[n] is a complex Gaussian variable
with mean zero and variance σ2n, µl[n] = (a
(l)
1 )
H
∑K
k=1 ψk[n]
is the ISI, and ξl[n] represents both interpath interference (IPI)
and multiple-access interference (MAI) given by
ξl[n] =
K∑
k=1
L−1∑
l=0
√
Ekhk,l[n]
(
a(l)1
)H
x(l)k [n]
−
√
E1h1,l[n]b1[n]. (9)
When N and K are large, µl[n] and ξl[n] can be approximated
as Gaussian [11], and (8) can be simplified as
rl[n] =
{√
Ephl[n]p[n] + ul[n], n = iM√
Eshl[n]b[n] + ul[n], otherwise
l = 0, . . . , L− 1 (10)
where ul[n] = wl[n] + µl[n] + ξl[n] is complex Gaussian with
zero mean and variance σ2u; we omit the user subscript for
brevity. We assume that all user spreading sequences are mutu-
ally orthogonal, i.e., aHi aj = δ(i− j). Moreover, as [5, p. 845],
for pseudorandom sequences, (a(i)k )Ha
(j)
k  δ(i− j). There-
fore, as will be shown in Section III, µl[n] and ξl[n] do not
affect the rake receiver performance in low SNR (SNR <
15 dB) in a wideband CDMA (WCDMA) system. In high
SNR, using Gaussian approximation on µl[n] and ξl[n] [11],
our results can be readily extended to systems with µl[n] and
ξl[n] by replacing σ2n with σ2u. In this paper, we assume perfect
knowledge of channel delay τl and L.
The coherent receiver comprises an LMMSE channel es-
timator and a rake demodulator. The channel gains hl[n]
are estimated, and the information symbols are recovered
using MRC.
A. Channel Estimation
We use a Wiener filter or an LMMSE channel estimator
to estimate the time-varying channel. From (10), the frequency-
selective channel is decoupled into L parallel subchannels in
DS-CDMA systems. Therefore, we only show how to esti-
mate the lth path, and the other paths can be obtained sim-
ilarly. In the channel estimator, P pilot symbols are used,
and they are stacked in a vector x = [p[−(P/2 − 1)
M ], . . . , p[P/2M ]]T , where x denotes the smallest integer
greater than or equal to x and x denotes the largest inte-
ger smaller than or equal to x. We define the P × 1 vector
rl = [rl[−(P/2 − 1)M ], . . . , rl[P/2M ]]T corresponding
to the pilot symbols. The channel gain at the mth symbol
interval is estimated as
hˆl[m] = wHl [m]rl, −P/2M < m ≤ P/2M (11)
where w[m] is the optimal Wiener filter coefficients vector for
themth symbol. From the well-known Wiener filter theory [12],
we define the P × 1 cross-correlation vector as
ql[m] = E {h∗l [m]rl} =
√
EpXDcd,p (12)
where XD = diag{x} and cd,p = [φdl [m+ (P/2 − 1)
M ], . . . , φdl [m− P/2M ]]T .
The P × P autocorrelation matrix is defined as
Rl[m] = E
{
rlrHl
}
= EpXDChXHD + σ
2
nIP (13)
where the channel correlation matrix Ch is given by
Ch=


φdl [0] φ
d
l [−M ] · · · φdl [−(P−1)M ]
φdl [M ] φ
d
l [0] · · · φdl [−(P−2)M ]
.
.
.
.
.
.
.
.
.
.
.
.
φdl [(P−1)M ] φdl [(P−2)M ] · · · φdl [0]

.
(14)
Finally, we can obtain
wl[m] = Rl[m]−1ql[m]. (15)
The MSE of the LMMSE channel estimate is given by
σ2l,∆h[m] =E
{∣∣∣hl[m]− hˆl[m]∣∣∣2
}
=σ2l − qHl [m]R−1l [m]ql[m]
=σ2l − cHd,p
(
Ch +
σ2n
Ep
IP
)−1
cd,p. (16)
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Fig. 2. MSE of the LMMSE channel estimate versus the number of pilot
symbols P with different SNRs and fDs with M = 7.
From (16), σ2l,∆h[m] does not depend on the specific value
of p[n]. Therefore, p[n] can be any value with unity power.
For simplicity, we choose p[n] = +1. Note that if the pow-
ers of the pilot symbols are not the same, using the results
in [13], it can be readily verified that given constant to-
tal power, the average MSE
∑P/2M
m=−(P/2−1)M σ
2
l,∆h[m]/P is
minimized if and only if all of the pilot symbols have the
same power. This verifies our equipower assumption for pilot
symbols. However, σ2l,∆h[m] depends on P in a complicated
way. To simplify the optimization of pilots in Section IV, we
consider the asymptotic MSE σ¯2l,∆h[m] = limP→∞ σ2l,∆h[m].
From Appendix A, when σ2n → 0, we get an elegant
result, i.e.,
σ¯2l,∆h  2MfD
σ2n
Ep
. (17)
A remarkable property is that (17) does not depend on
the specific Doppler spectrum Sdl (ω). This property indi-
cates that our pilot optimization using (17) is robust to the
Doppler spectrum mismatch. In Fig. 2, we plot the value
of σ2l,∆h[m] as a function of P , for different m, SNR, and
fD with M = 7. For fD = 0.05, after P > 15, σ2l,∆h[m]
becomes constant and is the same for different ms. For
fD = 0.01, σ2l,∆h[m] becomes constant when P > 60. How-
ever, when P > 10, the MSEs for different ms are almost
the same.
B. Data Detection
An MRC rake receiver is used with the Wiener or LMMSE
channel estimator. MRC corrects the phase rotation caused by
a fading channel and then combines the received signals of
different paths proportional to the strength of each path. Given
perfect channel estimates, MRC is optimal for minimizing
BER [14]. When MRC is used with estimated channel gains,
the nth information symbol b[n] can be detected as
b[n] = argmin
b∈Q
∣∣∣∣∣∣∣b−
∑L−1
l=0 hˆ
∗
l [n]rl[n]∑L−1
l=0
∣∣∣hˆl[n]∣∣∣2
∣∣∣∣∣∣∣
2
(18)
where hˆl[n] is the estimated channel gain using (11). Specifi-
cally, for BPSK, (18) can be simplified as
b[n] = sign
[

(
L−1∑
l=0
hˆ∗l [n]rl[n]
)]
(19)
where sign(·) takes the sign of the operator.
Due to the channel-estimation error in hˆl[n], the MRC rule
(18) is not optimal because the performance of MRC will be
impaired by the channel-estimation errors. To improve the re-
ceiver performance, data detection and channel estimation can
be jointly performed. Such a simple receiver can use decision
direct technique, where the estimated data symbols are fed back
to the channel estimator (11). The updated channel estimates
are used to improve the performance of MRC in (18).
III. PERFORMANCE OF MRC WITH IMPERFECT
CHANNEL ESTIMATION
From (11), hˆl[n] is also complex Gaussian with mean zero
and variance σ2l − σ2l,∆h. In this section, we will derive the
BER of an MRC rake receiver with channel-estimation errors
for both UPDP channels and NPDP channels.
A. UPDP Channels
We consider the BER of the nth symbol. The BER of MRC
with Gaussian-distributed weighting errors for BPSK in UPDP
has been derived by Proakis [5, App. C, pp. 949–961], which is
given by
P2b =
1
2
[
1− µ
L−1∑
k=0
(
2k
k
)(
1− µ2
4
)k]
(20)
where µ is the cross-correlation coefficient of the receiver
correlator output samples and the channel estimates at the nth
symbol from (11).
We denote Yk as hˆk and Xk as rk. The output of the rake
receiver can be expressed as
z =
L−1∑
k=0
hˆ∗krk =
L−1∑
k=0
XkY
∗
k . (21)
Then, µ is given by [5, p. 952]
mxx =E
(|Xk|2)
myy =E
(|Yk|2)
mxy =E (XkY ∗k )
µ =
mxy√
mxxmyy
. (22)
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Equation (20) is derived assuming all pairs (Xk, Yk) are
independent and identically distributed. This classical method
is due to Proakis [5, App. C, pp. 949–961]. He derives the
joint characteristic function (chf) of the real and imaginary
parts of XkY ∗k , raises the chf to the power L, Fourier trans-
forms the results, converts from rectangular to polar form,
and finally integrates over the amplitude variable. The result
gives the probability density function (pdf) of the decision
phase variable. However, this approach fails when (Xk, Yk) are
distributed nonidentically.
B. NPDP Channels
In this subsection, we derive the BER of a rake receiver in
NPDP channels using a different approach than that used in the
UPDP case given by Proakis [5, App. C, pp. 949–961]. We still
use the previously defined symbols.
The error probability of BPSK is derived in Appendix B as
P2b = (−1)L+1
L−1∑
k=0
vk1
vk1 + vk2
L−1∏
l=0,l =k
vl1vl2
(vk2 + vl1)(vk2 − vl2) .
(23)
When the channel has a UPDP, the BER expression (23)
reduces to
P2b =
1
(1 + v2/v1)2L−1
L−1∑
k=0
(
2L− 1
k
)(
v2
v1
)k
(24)
where v2 = vk2 for all k and v1 = vk1 for all k.
Because QPSK is equivalent to two independent BPSK
channels, the symbol error probability is
P4s = 1− (1− P2b)2 = 2P2b − P 22b (25)
where P2b is given in (74). If the information bits are
Gray mapped into QPSK and quadratic amplitude modulation
(4QAM), QPSK and 4QAM have the same BER. Therefore, we
try to find the BER of 4QAM with
00 →
√
2
2
+ j
√
2
2
, 01 → −
√
2
2
+ j
√
2
2
11 → −
√
2
2
− j
√
2
2
, 10 →
√
2
2
− j
√
2
2
. (26)
Assuming 00 is transmitted, the BER of 4QAM is given by
P4b =
1
2
[P (DR < 0) + P (DI < 0)] (27)
where DR is given by (65) and DI is
DI = 2
{
L−1∑
k=0
XkY
∗
k
}
=
L−1∑
k=0
−jXkY ∗k + jX∗kYk. (28)
Fig. 3. BER versus SNR with different ρ = τ0/τrms and L in a BPSK
WCDMA downlink.
Following the same approach from (66)–(74), we can find
P (DR < 0) and P (DI < 0) in closed form, where P (DI < 0)
C = −j in (66).
Remarks:
1) Although (24) appears different from (20) given by [5,
App. C, pp. 949–961], it can be verified that they are
equivalent from both analysis and simulation. Therefore,
this special case partly affirms the correctness of (74).
Equation (74) also gives the BER for MRC with no
channel-estimation errors in NPDP channels.
2) For M -ary QAM (MQAM)-modulated systems with
Gray mapping, the closed form of BER for UPDP chan-
nels has been derived in [15]. For NPDP channels, the
closed-form BER can be readily obtained similarly to that
of 4QAM.
We briefly compare the analytical results with the simulation
results for a BPSK WCDMA downlink. The channelization
codes are Walsh codes with a processing gain N = 256 [16].
K = 3 synchronous users are simulated with the same scram-
bling code, a Gold code generated by two polynomials, namely
1) P1(X) = 1 +X7 +X18 and 2) P2(X) = 1 +X5 +X7 +
X10 +X18 [16]. The channel has an EPDP (3). The SNR for
the first user is defined as Ed1/N0.
Fig. 3 shows that the theoretical BER given by (74) is
consistent with the simulation results without interference when
the PDP have a different ρ. Perfect channel state information
(CSI) is assumed in the simulation. With the increase of ρ, the
performance of MRC will degrade due to frequency-selective
fading. When ρ approaches zero, (74) coincides with (20) and
(24). With the increase of the channel lengthL, the performance
degradation due to frequency selectivity becomes more severe.
The WCDMA-downlink simulation results also agree with the
analytical results. The performance degradation by µ[n] and
ξ[n] is negligible in low SNR, which is usually the case in
practice. Therefore, we ignore µ[n] and ξ[n] in Section IV.
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Fig. 4. BER versus SNR with different ρ = τ0/τrms, η, and fixed L = 3 in
a BPSK WCDMA downlink.
Calculation has shown that for L = 3 and ρ = 0, E{|µl[n] +
ξl[n]|2} = 0.0157 for l = 0, 1, 2, which will cause an error
floor in high SNR.
From (17), σ¯2l,∆h only depends on σ2n. Therefore, we define
σ2l,∆h = ησ
2
n, where η denotes the effect of channel-estimation
errors. Fig. 4 shows the performance loss due to the channel-
estimation error when L = 3 under different ρ and η. The BER
can be degraded severely by the channel-estimation error. When
η = 0.5, the performance loss can be as large as 3 dB. The
simulation results with and without interference agree with the
analytical results as well.
C. 2-D Rake Receivers
We now extend our previous analysis of MRC with imperfect
channel estimation to a 2-D rake receiver with an A-elements
antenna array [17], [18]. For simplicity, we assume that the
channels between the transmitter and each antenna of the
receiver have L branches as per (2) and identical statistics.
Therefore, the receiver is composed of L rake branches. The
2-D rake receiver employs MRC in both the space and time
domains.
We assume that the separation between the A antennas is
large enough so that the received signals at each antenna are
mutually independent. Ignoring the ISI, the received signal by
the first user at the ath antenna during the nth interval can be
expressed as
r1,a[n] =
K∑
k=1
L−1∑
l=0
√
Ekhk,a,l[n]x
(l)
k [n] + wa[n]
a = 1, . . . , A (29)
where hk,a,l denotes the lth channel gain between the kth user
and ath receiver antennas, and wa[n] is the additive noise
vector. After despreading, similar to (10), we get
ra,l[n] =
(
a(l)1
)H
r1,a[n]
=
{√
Ep1ha,l[n]p[n] + ua,l[n], n = iM√
Es1ha,l[n]b[n] + ua,l[n], otherwise
l = 0, . . . , L− 1, a = 1, . . . , A (30)
where the first-user subscript is omitted for brevity. The
LMMSE channel estimator for ha,l[n] can be obtained as (11)
using pilot symbols, and the channel estimate is denoted by
hˆa,l[n].
As before, the estimated channel gains can be used with
the 2-D rake receiver. Using the maximum-likelihood (ML)
principle, the data detector for the nth information symbol can
then be derived as
b[n] = argmin
b∈Q
∣∣∣∣∣∣∣b−
∑A
a=1
∑L−1
l=0 hˆ
∗
a,l[n]ra,l[n]∑A
a=1
∑L−1
l=0
∣∣∣hˆa,l[n]∣∣∣2
∣∣∣∣∣∣∣
2
. (31)
Following the derivation of (74), we get a similar result as
P2b = (−1)L+1
A∑
a=1
L−1∑
k=0
vak1
vak1 + vak2
A∏
j=1,j=a
L−1∏
l=0,l =k
vjl1vjl2
(vik2 + vjl1)(vik2 − vjl2) . (32)
IV. OPTIMIZING PILOT-SYMBOL SPACING AND POWER
We next optimize the pilot-symbol spacing and PDR by min-
imizing the BER. While we take BPSK systems as an example,
other modulations can be optimized similarly. The existence of
the optimal values of these parameters can be understood by
knowing the fact that increasing the power allocated to pilot
symbols improves the channel-estimation accuracy and thus
may decrease the output BER. On the other hand, given fixed
total power, an increase of the pilot energy decreases the SNR,
and thus, the BER will increase.
A. UPDP Channels
To compute the BER, we need to obtain µ in (20). Let the
channel power gains be σ2l = σ2h, for l = 0, . . . , L− 1. From
(10), we have
mxx = E
{|rk|2} = Esσ2h + σ2n. (33)
With the LMMSE channel estimator, in the nth symbol interval,
we find
myy = E
{
|hˆk|2
}
= qHl [n]R
−1
l [n]ql[n] (34)
and
mxy = E
{
rkhˆ
∗
k
}
=
√
Esb[n]qHl [n]R
−1
l [n]ql[n] (35)
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where (34) follows from (16), and ql and Rl are defined in (16).
Assuming b[n] = +1, we get
µ=
mxy√
mxxmyy
=
√
EsqHl [n]R
−1
l [n]ql[n]√
(Esσ2h + σ2n)q
H
l [n]R
−1
l [n]ql[n]
. (36)
However, µ in (36) depends on the time index n. Thus, the
pilot-symbol design should be optimized to minimize the av-
erage BER P¯b =
∑N
n=1 P2b(n)/N , where N is the number of
symbols used for averaging and P2b is given in (20). To remove
the BER’s dependence on n, we evaluate the asymptotic BER
when P →∞. Comparing (59) with (16), we find
lim
P→∞
qHl [n]R
−1
l [n]ql[n] = σ
2
h − σ¯2l,∆h (37)
where σ¯2l,∆h is given in (60). Substituting (37) into (36),
we have
µ =
√√√√Es (σ2h − σ¯2l,∆h)
Esσ2h + σ2n
. (38)
Note that µ in (38) does not depend on time index n. For
Jakes’ model, (62) can be substituted into (38). Assuming the
average power per information symbol is E , the total power
allocated for the M symbols is (M − 1)E or (M − 1)Es +
Ep = (M − 1)E . Let the percentage of power allocated to
information symbols be denoted by γ. We then have Es = γE
and Ep = (1− γ)(M − 1)E . Substituting (17), Es, and Ep
into (38), we obtain
µ(γ,M) =
√√√√γE (σ2h − 2MfD σ2n(1−γ)(M−1)E)
γEσ2h + σ2n
. (39)
On the other hand, it can be readily proved that P2b in
(20) is a monotonously decreasing function of µ. Therefore,
minimizing BER P2b is equivalent to maximizing µ. In (39),
fixing γ, µ increases with the increase of M . If M is increased
from m− 1 to m, we can always find a γm so that µ(γm,m) ≥
µ(γm−1,m) ≥ µ(γm−1,m− 1). Hence, M should be chosen
as large as possible. Considering (58), we conclude that the
optimal pilot-symbol spacing is
Mopt =
⌊
1
2fD
⌋
− 1 (40)
where 1 is subtracted to avoid the aliasing caused by the
nonideal bandlimited Doppler spectrum.
The optimal γ can be found by taking the partial derivative
of µ(γ,Mopt) over γ. We find
γopt =
√
4ac [(a+ c)b− b2]− 2ac
2a(b− c) (41)
where
a = Eσ2h, b =
2MoptfDσ2n
Mopt − 1 , c = σ
2
n. (42)
To further gain insight into the optimal pilot-symbol design
problem, we consider the case when σ2n → 0. When σ2n → 0,
(41) reduces to
γopt  1√
2MoptfD
Mopt−1 + 1
. (43)
Both (41) and (43) are fairly simple and independent of any
specific Doppler spectrum and SNR. Thus, they are useful for
designing practical systems. However, both (40) and (43) need
the knowledge of Doppler frequency fD, which may not be
obtained accurately in practical systems. Robust design to the
mismatch of fD should be considered. Note that substituting
(43) into (39), we can get
µ(fD) =
√√√√√ Eσ2h −
√
2MoptfD
Mopt−1 σ
2
n
Eσ2h +
(√
2MoptfD
Mopt−1 + 1
)
σ2n
. (44)
We readily see that µ(fD) is a monotonously decreasing func-
tion of fD. If the maximum normalized Doppler frequency
is fmax, µ(fmax) achieves the maximum BER. Therefore, M
and γ should be designed using fmax to gain robustness to the
mismatch of fD or when fD is unknown.
In practical systems, equipower PSAM is usually used
to simplify the transmitter design. For equipower PSAM,
Es = Ep = (M − 1)E/M or γ = (M − 1)/M . Equation (39)
reduces to
µ(M) =
√
(M − 1)Eσ2h − 2M2fDσ2n
(M − 1)Eσ2h +Mσ2n
. (45)
By taking the partial derivative of µ(M) over M and setting the
results equal to zero, we get
Mopt =
2ac+
√
4a2c2 + 4ab(a+ b)c
2(a+ b)c
(46)
where
a = Eσ2h, b = σ2n, c = 2fDσ2n. (47)
When σ2n → 0, (46) can be simplified to
Mopt = 1 +
√
1 +
1
2fD
. (48)
The two integers Mopt and Mopt+ 1 are substituted into
(45) to test which one achieves minimum µ. Note the optimal
M must also satisfy (58).
Remarks:
1) Optimal values for M and γ are obtained asymptotically.
For finite P and nonzero σ2n, M and γ can be optimized
by maximizing µ.
2) When P →∞, we have µ→ 1 and P2b → 0, eliminating
any error floors. However, when P is finite, the residual
channel-estimation error resulting from the finite-impulse
response filter may result in an error floor in high SNR.
It, however, decreases with increasing P .
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3) In [6], it has been noticed that when P increases, the
BER becomes a constant value, which can be obtained
by substituting (38) into (20).
4) The maximum Doppler frequency fmax is much easier
to estimate than the exact Doppler frequency fD for a
specific scenario because fmax depends on the maximum
user speed.
B. NPDP Channels
Similar to the case of UPDP channels, during the nth symbol
interval, we can obtain
mxkxk =E
sσ2k + σ
2
n
mykyk =q
H
k [n]R
−1
k [n]qk[n], for k = 0, . . . , L− 1.
mxkyk =
√
Esb[n]qHk [n]R
−1
k [n]qk[n]. (49)
Substituting (49) into (74), we obtain the closed-form BER
of MRC under the LMMSE channel-estimation error. When
P →∞ and σ2n → 0, we have
mykyk =σ
2
k − 2MfD
σ2n
Ep
mxkyk =
√
Esb[n]
(
σ2k − 2MfD
σ2n
Ep
)
. (50)
Unfortunately, as (74) depends on mxkxk , mykyk , mxkyk , and
PDP in a complicated way, a closed-form expression for the
optimal M and γ cannot be derived. Instead, the optimal M and
γ can be found numerically by minimizing the BER P2b(M,γ)
using a 2-D search. However, numerical results in the next
section show that (40) still holds in NPDP channels, and only a
one-dimensional (1-D) search is needed to find γopt.
V. SIMULATION RESULTS
We investigate the optimization of pilot symbols using dif-
ferent criteria in BPSK systems. Simulation is performed for
both UPDP and NPDP channels. Jakes’ model with L = 3 is
used. In all of the simulations, we choose P = 15 and assume
perfect knowledge of φcl (∆t) and σ2n. The optimization using
(12), (13), and (36) is denoted as “Finite P and finite σ2n,” that
using (39) with (62) is denoted as “P →∞ and finite σ2n,” and
that using (40) is denoted as “P →∞ and σ2n → 0.” We also
compare with the equipower training scheme with and without
optimized M .
A. UPDP Channels
Fig. 5 shows the optimal pilot-symbol spacing Mopt under
different conditions versus E/N0. In all cases, Mopt is insensi-
tive to SNR but depends heavily on the Doppler frequency fD.
For fD = 0.05, equipower training hasMopt = 4, and the other
three require approximately Mopt = 9. For fD = 0.01, Mopt is
8 for equipower training, and Mopt is about 49 for the other
three. Note that the M (40) designed for the asymptotic case is
also optimal when N is finite.
Fig. 5. Optimal pilot symbols spacing versus E/N0 with L = 3 and P = 15
in a UPDP channel.
Fig. 6. Optimal γ versus E/N0 with L = 3 and P = 15 in a UPDP channel.
Fig. 6 presents the γopt of different criteria versus E/N0.
For equipower training, Mopt is chosen using (46) instead of
(48) by assuming perfect knowledge of noise variance. In all
the cases, the γ in high SNR is larger than that in low SNR.
This suggests that more power should be allocated to training
in low SNR in order to combat the additive noise. In high SNR,
γ becomes constant for all of the design criteria. On the other
hand, γ decreases with the increase of fD because in channels
with higher Doppler spread, more training power should be
used to combat the time selectivity.
Fig. 7 compares the BER results for different Doppler fre-
quencies. The training schemes are optimized for each SNR
value. The rake performance with perfect CSI (genie-aided)
is used as a benchmark. We also compare the performance
of equipower training with arbitrarily chosen M . In the sim-
ulation, we choose M = 8 for fD = 0.05 and M = 20 for
fD = 0.01. The first three schemes perform almost identically
for both of the Doppler rates. When fD = 0.01, they perform
CUI AND TELLAMBURA: OPTIMIZATION OF PILOT SYMBOL-ASSISTED RAKE RECEIVERS FOR DS-CDMA SYSTEMS 1167
Fig. 7. BERs of different optimization criteria versus E/N0 with L = 3 and
P = 15 in a UPDP channel.
Fig. 8. Optimal pilot symbols spacing versus E/N0 with L = 3 and P = 15
in NPDP channels.
0.3 dB and 0.7 dB better than equipower training with and
without optimizedM , respectively, at a BER of 10−4. However,
they still lose 1.2 dB over the benchmark, which suggests the
use of joint data detection and channel estimation. When fD
increases to 0.05, the performance gap between the first three
schemes and the benchmark increases to 2.8 dB, due to time
selectivity. Their performance gain over the equipower training
scheme remains undiminished.
B. NPDP Channels
The EPDP channel model (3) is used as a representative
sample of NPDP channels. We test different training schemes
with ρ = 0.5 and ρ = 1. Fig. 8 gives the optimal M versus
E/N0. The same results as that in UPDP channels are observed;
Mopt is insensitive to E/N0 but is sensitive to fD. Fig. 9 shows
the γopt of different training schemes. While (41) is derived for
UPDP channels, it also seems valid in NPDP channels. Com-
Fig. 9. Optimal γ versus E/N0 with L = 3 and P = 15 in NPDP channels.
Fig. 10. BERs of different optimization criteria versus E/N0 with L = 3 and
P = 15 in NPDP channels.
paring Fig. 6 with Fig. 9, we find that in low SNR, γopt for an
NPDP channel is lower than that for a UPDP channel. However,
in high SNR, γopt for both types of channels converge to (43).
Finally, we present the BER of different training schemes in
Fig. 10. Again, the first three schemes perform identically in all
SNR. In the two cases with different fD and ρ, they perform
0.3 dB and 0.7 dB better than equipower training with and
without optimized M , respectively, at a BER of 10−4. When
fD = 0.05 and ρ = 1, the performance gap between the first
three schemes and the benchmark increases to 2.9 dB, which is
caused by both the time- and frequency-selective channels. The
results indicate that the asymptotic guidelines (41) and (42) still
hold in NPDP channels.
VI. CONCLUSION
We have investigated the effect of channel-estimation er-
rors on PSAM DS-CDMA systems over time-selective and
frequency-selective fading channels and the optimization of
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pilot symbols. A Wiener filter or an LMMSE channel estimator
was used to estimate the time-varying channel. The asymp-
totic MSE of the LMMSE channel estimate was derived in
closed form. In high SNR, the MSE does not depend on the
Doppler spectrum. Closed-form BER expressions were also
derived for MRC reception with Gaussian channel-estimation
errors using the characteristic function method, which holds
for both UPDP and NPDP channels. We optimized the pilot-
symbol spacing and PDR by minimizing the BER. For UPDP
channels, we obtained elegant asymptotic results for these two
parameters, whereas their optimal values for NPDP channels
can be obtained numerically. The results of this paper can be
useful for designing PSAM systems and can also be extended
to PCAM, Ricean channels, and large DS-CDMA systems
analysis.
APPENDIX A
In this Appendix, we derive the MSE of the Wiener filter
when P →∞. It cannot be derived in closed form via (16).
Instead, we compute σ¯2l,∆h[m] in the frequency domain.
The Doppler spectrum of the channel is
Scl (f) = F [φl(∆t)] =
{
σ2l S
c(f), |f | ≤ fd
0, otherwise (51)
where Sc(f) = F [φc(∆t)]. Typically, the spectrum for Jakes’
model [9] is
Sc(f) =
{
1
πfd
1√
1−(f/fd)2
, |f | ≤ fd
0, otherwise.
(52)
In the frequency domain, the MSE of the Wiener filter when
P →∞ is given by [12, eq. (V.D.19)] as
σ¯2l,∆h[m] = σ
2
l −
1
2π
π∫
−π
Ep |Sd,p(ω)|2
EpSd,d(ω) + σ2n
dω (53)
where
Sd,p(ω) =
∞∑
n=−∞
φdl [m− nM ]e−jωn (54)
and
Sd,d(ω) =
∞∑
n=−∞
φdl [nM ]e
−jωn. (55)
Because the sequence φdl [nM ] is the periodic sampling of the
function φcl (t) with sampling period MTs, using [19, eq. (4.6)],
we get
Sd,d(ω) =
1
MTs
∞∑
i=−∞
Scl
(
ω − iωs
M
)
(56)
where ωs = 2π/Ts and Sd,d(ω) is a real function. Following
the derivation of [19, eq. (4.6)], we can obtain
Sd,p(ω) = Sd,d(ω)ejmωs . (57)
Therefore, |Sd,p(ω)|2 = S2d,d(ω). To avoid aliasing, M
should meet
ωs
M
≥ 4πfd →M ≤ 12fdTs . (58)
We define fD = fdTs as the normalized Doppler frequency.
Note that if (58) is satisfied, we have
σ2l =
M
2π
π∫
−π
Sd,d(ω)dω. (59)
Substituting (56), (57), and (59) into (53), we obtain
σ¯2l,∆h =
1
2π
ωd∫
−ωd
MSdl (ω)σ
2
n
EpSdl (ω) +Mσ2n
dω (60)
where Sdl (ω) = Scl (ω)/Ts and ωd = 2πfD. We note that (60)
does not depend on time index m, which is a necessary condi-
tion for optimizing pilot symbols in Section IV. The time index
m is thus omitted. For Jakes’ model, we have
Sdl (ω) =
{
2σ2
l
ωd
1√
1−(ω/ωd)2
, |ω| ≤ ωd
0, otherwise.
(61)
Substituting (61), we get σ¯2l,∆h in closed form as
σ¯2l,∆h=


c
[
πa
2b − 2a
2
b
√
a2−b2 arctan
(√
a2−b2
a+b
)]
, a2 > b2
c
[
πa
2b − a
2
b
√
b2−a2 ln
a+b+
√
b2−a2
a+b−√b2−a2
]
, a2 < b2
(62)
where
a = 2Epσ2l , b = Mωdσ
2
n, c = b/(πE
p). (63)
Specifically, in (60), when σ2n → 0, we get an elegant result
σ¯2l,∆h  2MfD
σ2n
Ep
. (64)
APPENDIX B
In BPSK, assuming +1 is transmitted, the error probability
of the BPSK rake receiver is the probability that P (DR < 0),
where
DR = 2
{
L−1∑
k=0
XkY
∗
k
}
=
L−1∑
k=0
XkY
∗
k +X
∗
kYk. (65)
This is a special case of the general quadratic form
DR =
L−1∑
k=0
(
A|Xk|2 +B|Xk|2 + CXkY ∗k + C∗X∗kYk
) (66)
where A = 0, B = 0, and C = 1 are constants and Xk and
Yk are a pair of correlated CGRVs. The L pairs {Xk, Yk} are
mutually statistically independent.
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From [5, App. B, pp. 943–945], the probability of error is
given by
P2b =P (DR < 0)
=
0∫
−∞
p(DR)dDR
= − 1
2πj
+∞+jε∫
−∞+jε
ψDR(jv)
v
dv (67)
where ψDR(jv) is the characteristic function of DR and ε is a
small number to move the path of integration away from the
singularity at v = 0.
Because DR is the sum of L nonidentically distributed
independent variables, the characteristic function of DR can
be factored into the product of L characteristic functions.
Let dk be
dk = XkY ∗k +X
∗
kYk, k = 0, 1, · · · , L− 1. (68)
Because Xk and Yk have zero mean, the characteristic func-
tion of dk is given by [5, p. 944]
ψdk(jv) =
vk1vk2
(v + jvk1)(v − jvk2) (69)
where the parameters vk1 and vk2 depend on mxkxk , mykyk ,
and mxkyk as in (22), which are not identical for different ks,
and we get
vk1 =
√
w2k +
1
4
(
mxkxkmykyk −m2xkyk
) − wk > 0
vk2 =
√
w2k +
1
4
(
mxkxkmykyk −m2xkyk
) + wk > 0
wk =
mxkyk
2
(
mxkxkmykyk −m2xkyk
) . (70)
The characteristic function of DR is therefore
ψDR(jv) =
L−1∏
k=0
ψdk(jv). (71)
To evaluate the error probability in (67), we derive a partial
fraction expansion of ψDR(jv)/v as
ψDR(jv)
v
=
L−1∏
k=0
ψdk(jv)
v
=
1
v
+ (−1)L
L−1∑
k=0
vk2
vk1 + vk2
L−1∏
l=0,l =k
vl1vl2
(vk1 − vl1)(vk1 + vl2)
1
v + jvk1
+ (−1)L
L−1∑
k=0
vk1
vk1 + vk2
L−1∏
l=0,l =k
vl1vl2
(vk2 + vl1)(vk2 − vl2)
1
v − jvk2 .
(72)
From complex variable theory [20], we know that
+∞+jε∫
−∞+jε
1
v + jα
dv = 2πj (1− u(α)) (73)
for real α. The error probability of (67) can therefore be
evaluated as
P2b = − 12πj
+∞+jε∫
−∞+jε
ψDR(jv)
v
dv
=(−1)L+1
L−1∑
k=0
vk1
vk1 + vk2
×
L−1∏
l=0,l =k
vl1vl2
(vk2 + vl1)(vk2 − vl2) . (74)
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