Abstract-When a micro aerial vehicle (MAV) captures sounds emitted by a ground or aerial source, its motors and propellers are much closer to the microphone(s) than the sound source, thus leading to extremely low signal-to-noise ratios (SNR), e.g., −15 dB. While microphone-array techniques have been investigated intensively, their application to MAV-based ego-noise reduction has been rarely reported in the literature. To fill this gap, we implement and compare three types of microphonearray algorithms to enhance the target sound captured by an MAV. These algorithms include a recently emerged technique, time-frequency spatial filtering, and two well-known techniques, beamforming and blind source separation. In particular, based on the observation that the target sound and the ego-noise usually have concentrated energy at sparsely isolated time-frequency bins, we propose to use the time-frequency processing approach, which formulates a spatial filter that can enhance a target direction based on local direction of arrival estimates at individual time-frequency bins. By exploiting the time-frequency sparsity of the acoustic signal, this spatial filter works robustly for sound enhancement in the presence of strong ego-noise. We analyze in details the three techniques and conduct a comparative evaluation with real-recorded MAV sounds. Experimental results show the superiority of blind source separation and time-frequency filtering in low-SNR scenarios.
I. INTRODUCTION
W ITH the ability of hovering above the terrain and moving in 3D, multi-rotor micro aerial vehicles (MAV) are an ideal mobile sensing platform that can be equipped with cameras, laser scanners, ultrasonic radars and microphones [1] . While visual sensing has already attracted considerable attention for search and rescue operations, personal and professional video capturing [2] - [6] , acoustic sensing using microphones mounted on the MAV is a new and emerging topic. When deploying MAVs in search and rescue operations, acoustic sensing is desirable in order to detect sound-emitting targets especially with low visibility or visual obstacles (e.g. in case of a victim underneath debris) [7] - [12] . Moreover, MAVs for multimedia broadcasting could stream both audio and video signals to remote terminals [13] , [14] .
The main obstacle for effective MAV-based acoustic sensing is the strong ego-noise generated by motors and propellers [15] , which masks the target sounds and degrades the recorded signal significantly [16] . Microphone-array ego-noise reduction techniques are needed to enhance the target sound. Since the motors and propellers are closer to the microphones than the target sound source, an MAV sound recording usually presents an extremely low signal-to-noise ratio (SNR), which considerably degrades the performance of most microphonearray signal processing algorithms. The spectrum of this nonstationary ego-noise depends on the rotation speed of each motor, which changes over time. Moreover, the microphones move with the MAV thus leading to a dynamic acoustic mixing network. Finally, natural and motion-induced wind increases the noise components captured by the microphones.
While microphone-array techniques have been investigated intensively in the last decades [17] - [20] , most algorithms were developed for indoor speech processing. Moreover, the application to extremely low-SNR scenarios (e.g. ≤ −15 dB) has been rarely reported [21] , [22] . In addition to this, only a few works have specifically addressed the challenging MAV-based ego-noise problem [13] , [16] , [23] - [27] . These works can be categorized as supervised and unsupervised approaches.
Supervised approaches need additional sensors to estimate or to predict the ego-noise. Two types of supervised methods have been proposed for ego-noise reduction, namely template-based [23] and reference-based [13] , [26] , [27] . Template-based methods build a noise template database from which the spectrum [23] or the correlation matrix [28] of the ego-noise can be estimated corresponding to the motor rotation speed and the MAV behaviour. The estimated egonoise information can be used to design single-channel spectral filters [23] or multichannel adaptive beamformer [29] , [30] for ego-noise reduction, and can also be applied to noiserobust source localization [28] . To avoid using monitoring sensors, non-negative matrix factorization can be employed to learn noise bases from pre-recorded training data and then to estimate the noise spectrum online from the noisy recording. While this approach has already been applied to ground robots [31] , [32] , its performance for MAV ego-noise, which is nonstationary and stronger, has not been reported yet. Reference-based methods use reference microphones installed close to the propellers to pick up motor noises and then cancel them out with an adaptive filter [13] , [26] , [27] . Insulation materials are necessary to prevent the reference microphones from picking up the target sound. Overall, the need for dedicated monitoring sensors limits the versatility of supervised approaches.
Unsupervised approaches perform ego-noise reduction using only the signals captured by the microphones. To date, only two types of unsupervised approaches have been applied to MAVs, namely fixed beamforming [24] , [25] and blind source separation [16] . Delay-and-sum (fixed) beamforming enhances the sound from a desired location by coherently delaying and summing multichannel microphone signals. Fixed beamforming relies only on the array geometry and the target sound location, and is robust to low SNRs and MAV movement. However, to obtain satisfactory noise reduction performance, this approach usually requires a large-size array, e.g. 16 microphones in an octagonal array with a diameter of around 2 m [24] , [25] . Blind source separation (BSS) recovers unknown source signals from the observed mixture by blindly estimating a demixing network [33] . BSS suppresses the ego-noise without knowing the locations of the microphones and the target sound source [16] . However, the performance of BSS degrades in a dynamic scenario with a moving MAV.
To fill the gap between the extensive work in microphonearray signal processing and the new applications to MAVs, after introducing the problem formulation in Section II, we present in Section III three types of unsupervised microphonearray algorithms that can be used for ego-noise reduction: time-frequency spatial filtering (a recently emerged technique), beamforming and blind source separation. The time-frequency processing approach was originally proposed for indoor speech processing, which formulates a spatial filter by exploiting the time-frequency sparsity of speech signals [34] , [35] . Based on the observation that the captured acoustic signals usually have sparsely concentrated energy in the time-frequency domain, we propose to apply this technique to MAV-based sound processing. Moreover, we build a hardware prototype to test and compare the algorithms, as discussed in Section IV. Finally, Section V draws conclusions.
II. PROBLEM FORMULATION
Let a circular array with M microphones mounted on a multi-rotor MAV capture the sound emitted by a target source ( Fig. 1(a) ). The locations of the microphones in a 2D coordinate system, as shown in Fig. 1 
or, written in the short-time Fourier transform (STFT) domain:
where k and l are the frequency and frame indices, respectively. Let K and L be the total number of frequency bins and time frames, respectively. Given x(n), R and θ d , we aim to design a spatial filter
T that extracts the target sound from the noisy recording via
where the superscript (·) H denotes the Hermitian transpose. Fig. 1(c) shows an example of the ego-noise recorded from an operational MAV. The ego-noise consists mainly of narrowband harmonic components and broadband noise. The harmonic noise is the mechanical sound generated by the rotating motors, with energy peaks at isolated frequency bins. The braodband noise is generated by the rotating propellers cutting the air, with its energy spreading uniformly throughout the frequency spectrum. The fundamental frequency (pitch) of the harmonics usually varies with the motor rotation speed [23] , leading to nonstationarity of the ego-noise. For instance, the ego-noise shown in Fig. 1(c) was produced when the motor speed increased monotonically in the first 7.5 s (seconds), then remained stable during 7.5-15 s, and finally decreased in the last 6 s. The pitch of the harmonics varies similarly to the motor speed. We modelled the ego-noise in [16] as the sum of multiple directional point-source noises, which show high correlation at harmonic frequencies, plus one diffuse noise, which shows low correlation at high frequencies but high correlation at low frequencies. Microphone-array techniques, which exploit the correlation of the acoustic signal among microphones, are thus suitable to address this ego-noise reduction problem. Fig. 1(d) shows an example of noisy recording with a target sound (speech) present during 5-15 s with SNR −15 dB. Comparing Fig. 1(c) and Fig. 1(d) , only minor differences can be observed as the target sound is masked by the background noise and is almost invisible.
In the following section we discuss microphone-array algorithms that are appropriate for MAV-based noise reduction, assuming that the MAV hovers stably while recording the sound from a static source (i.e. the locations of the microphones and the sound source are fixed). We assume a low-reverberant environment, as MAVs are mainly deployed outdoors, and we do not take into account the noise produced by natural wind.
III. MICROPHONE-ARRAY ALGORITHMS FOR MAVs

A. Beamforming
Beamforming is a widely used microphone-array technique for directional sound acquisition [17] . A fixed beamformer enhances the sound from a specific direction by coherently delaying and summing the signals from multiple microphones based on the transmitting delays from the sound source to the microphones:
where f k denotes the frequency at the k-th bin,
is the delay between two microphones m 1 and m 2 with respect to the sound coming from θ d , r θ d is the location of the far-field sound source with DOA θ d , and c is the velocity of sound. The performance of a fixed beamformer is mainly determined by the geometrical configuration of the array and the sound source (i.e. R and θ d ), and usually is not related to the acoustic signals received by the microphones.
Adaptive beamformers analyze statistical characteristics of the microphone signal to enhance the target sound without knowing the locations of the microphones and the target sound source. Adaptive beamformers suppress noise more efficiently than (delay-and-sum) fixed beamformers. Several criteria can be applied in the design of an adaptive beamformer, such as minimum variance distortionless response (MVDR), maximum speech-to-noise ratio (MaxSNR), and multichannel Wiener filter (MWF) [36] - [38] . These adaptive beamformers typically require the knowledge of the correlation matrix of the target sound or of the noise signal. The microphone signal in the time-frequency domain x(k, l) = s(k, l) + v(k, l), the correlation matrices of the microphone signal x x (k, l), the target signal ss (k, l), and the noise signal vv (k, l) are, respectively, defined as
where E{·} denotes the mathematical expectation. Assuming that the target and the noise signals are statistically independent, it follows that
If the correlation matrices in (8) are known, the adaptive beamformer can be formulated easily. For instance, applying generalized eigen-vector decomposition (GEVD) to a matrix pair (
where
The MaxSNR beamformer is defined as the generalized eigenvector corresponding to the largest eigen-value, i.e.
with the output being
A crucial problem in adaptive beamformer design is the estimation of the correlation matrices.
The correlation matrix of the microphone signal, as defined in (5), can be estimated directly by using
Estimating the correlation matrix of the MAV ego-noise is a challenging task. If the noise signal is known for the whole duration of the signal, the noise correlation matrix, as defined in (7), can be estimated similarly to (12) 
This scheme works only in an ideal situation. An alternative scheme is to estimate the noise correlation matrix using the microphone signal in noise-only periods
where L v is the total number of frames in L v . This scheme is widely used in speech processing [38] but not suitable for MAV sound recording because it is difficult to find a voice activity detector (VAD) that can reliably detect the noise-only period especially when the ego-noise is nonstationary and the SNR is extremely low. Two other ego-noise correlation matrix estimation schemes were proposed in the works which applied the GEVD-MUSIC (MUltiple SIgnal Classification) algorithm to MAV-based source localization [7] , [28] , [39] . The first scheme simply uses an identity matrix as the estimate of the noise correlation matrix [28] , i.e.
where I M denotes an M × M identity matrix. This scheme assumes the noise signals received at multiple microphones to be uncorrelated with each other, which is not the case for MAV ego-noise. The second scheme incrementally estimates the noise correlation matrix, assuming that the L T frames preceding the current frame contain only noise [7] , [39] , i.e.
Obviously, this assumption does not stand when the previous L T frames contain the target sound signal.
B. Blind Source Separation (BSS)
BSS performs sound enhancement by treating the target and noise signals equally and by separating all the individual sources from the mixed signals captured by the array of microphones [33] . The application of BSS to MAV-based ego-noise reduction is straightforward as the locations of the microphones and the target source are not needed [16] .
BSS consists of two key components: independent component analysis (ICA) and permutation alignment [41] . ICA, which is applied per frequency bin, exploits the statistical independence between source signals to estimate a demixing matrix [42] . This demixing matrix can be interpreted as the inverse of the acoustic mixing network and can recover the source signals up to permutation ambiguities: each source can be extracted individually from the observed mixture but with a random order in the output channels. A subsequent permutation alignment procedure is needed to group the individual signals that belong to the same source so that the separated frequency-domain signals can be correctly transformed back to the time domain [40] , [41] .
Since we have M microphones, we apply an M × M ICA directly to the M-channel input, assuming an M × M mixing network with M independent sources, i.e. a target sound source components and M = M −1 unknown ego-noise components v 1 , · · · ,ṽ M . The M-channel microphone input can thus be written in the time-frequency domain as
T is a vector containing the M sources, and H(k, l) is the M × M mixing matrix between the M sources and M microphones. After ICA and permutation alignment, we represent the obtained demixing matrix as W BSS (k, l), which approximates the inverse of the demixing matrix, i.e.
The demixed signal is obtained as
T is a vector of M elements, one of which is the target sound.
C. Time-Frequency Processing
Time-frequency (T-F) processing has emerged recently as a class of approaches that exploit the time-frequency sparsity of audio signals [34] , [35] . These approaches estimate the DOA of the sound at each time-frequency bin and then combine the localization results from individual time-frequency bins for noise reduction. While the idea of local DOA-based spatial filtering was originally proposed for indoor speech processing [34] , it is also suitable for MAV sound processing as the harmonic components of the ego-noise have concentrated energy peaks at isolated harmonic frequencies [16] . Likewise, target sounds such as human speech or emergency whistles also consist mainly of harmonic components.
Given the microphone signal x(k, l) and location of the microphones R, the DOA of the sound at each time-frequency bin can be estimated by building a spatial likelihood function [34] 
where the superscript (·) * denotes complex conjugation, the operator R{·} denotes the real component of the argument, and
is defined as in (4). The term e j 2π f k τ (m 1 ,m 2 ,θ) is the inter-channel phase difference theoretically computed with the delay τ ; the term
| is the inter-channel phase difference measured from x m 1 and x m 2 . The spatial likelihood γ TF is high when these two inter-channel phase differences are consistent with each other. The DOA can thus be estimated as
The localization results at individual time-frequency bins can be used to construct a spatially informed filter, which extracts the target sound coming from θ d [34] , [35] . The spatially informed filter is implemented in two steps.
In the first step, we detect the time-frequency bins that belong to the target sound, assuming that the time-frequency bins belonging to the target sound have their DOA estimates normally distributed around the mean θ d , with variance σ d . The detection is performed by measuring the closeness of each time-frequency bin to the target sound:
, the higher the probability that the (k, l)-th bin is dominated by the target sound.
In the second step, we calculate a target correlation matrix, i.e. the correlation matrix of the target sound:
where the closeness measure c d (k, l, θ d ) indicates the contribution of the (k, l)-th bin to the correlation matrix. Given this estimated target correlation matrix, an adaptive beamformer can be formulated easily. We use the multichannel Wiener filter [37] 
, and
is estimated directly using (12) . The sound coming from θ d is extracted as
D. Discussion Table I compares the beamforming, blind source separation, and time-frequency processing algorithms discussed in the previous section. The algorithms are further labelled as already applied to MAVs, A, or new for MAVs, N .
Compared to beamforming, BSS is more flexible as it does not require as input the locations of the microphones and the target sound, nor the VAD information. Due to the nonstationarity of the ego-noise and the low SNR, the performance of the noise correlation matrix estimation schemes (see Eqs. (13)- (16)) is limited. Estimating the correlation matrix of the MAV ego-noise is still an open problem. While fixed beamformers have already been applied to MAVs [24] , [25] , the use of adaptive beamformers for egonoise reduction has not been reported yet.
BSS can extract the target sound and suppress directional ego-noise effectively by estimating the demixing matrix. However, there are several issues still unsolved when using BSS in practice. First, BSS typically works as a batch process and thus requires the acoustic mixing network to remain stationary for a certain interval, i.e. with physically static sound sources and microphones. Although this condition may be satisfied in some cases, e.g. an MAV hovering stably in the air while recording a static speaker, a dynamic mixing network is often encountered with a flying MAV. Second, the target sound is extracted into one of the M output channels, whose channel index is unknown. A post-processing procedure is needed to detect the target sound channel, e.g. by exploiting prior knowledge of the target sound location.
The time-frequency processing approach performs egonoise reduction by exploiting the sparsity of the acoustic signals. When applying this approach to MAVs, the locations of the microphones have to be known to estimate the DOA of the sound at each time-frequency bin. This approach also requires as input the location of the target sound in order to detect the time-frequency bins that could be used for computing the target correlation matrix. This scheme works efficiently with strong ego-noise. However, if the target sound comes from a direction close to that of an ego-noise source, the time-frequency bins belonging to the ego-noise might be erroneously detected as target sound, thus decreasing the estimation accuracy of the target correlation matrix and degrading the noise suppression performance. This is a major drawback of the time-frequency processing approach. In addition, the accuracy of local DOA estimation might drop as the reverberation density is increased. However, the fact that MAVs are mainly used in low-reverberant outdoor environments may alleviate this problem.
IV. EXPERIMENTAL COMPARISON
A. Hardware Setup and Data
We built a hardware prototype (Fig. 2(a) and (b) ) [16] composed of a circular microphone array with eight omnidirectional lapel microphones mounted on a 3DR IRIS quadcopter. We produce two datasets, Dataset-1 and Dataset-2, while varying the speed of the motors randomly during the recording of the ego-noise. The microphone signal is generated by adding the noise and the speech at a varying input SNR from -30 dB to 5 dB, with an interval of 5 dB. Dataset-1 is produced with recorded ego-noise and simulated speech to enable a comprehensive study. The speech is simulated with the imagesource method [43] in a space of size 20m×20m×4m, with reverberation time 200 ms. The speech source is placed 10 m away, emitting a plane-wave sound at a varying DOA from 0°to 360°, with an interval of 30°. Dataset-2 is produced under a more realistic scenario with the ego-noise and the speech recorded separately. The positions of the MAV and the loudspeaker are fixed during the recording.
B. Performance Evaluation
We evaluate the performance of seven noise reduction algorithms (Table I) : beamforming (Benchmark, FBF, ABF-Identity, ABF-Inc and ABF-VAD), BSS (BSS), and time-frequency processing (TF). We evaluate the noise reduction performance using testing signals with a 10 s duration. For all the algorithms, we set the STFT frame length as 1024, with half overlap. For TF, we set σ d = 10 • in (21) . For Inc, we set L t = 10 in (16) . Benchmark assumes the noise correlation matrix to be known. ABF-VAD assumes the voice activity of the target sound to be known. BSS is implemented as in [41] . For reference, we include an additional algorithm: a BSS method that assumes that the permutation ambiguities [41] . We use SNR to measure the sound enhancement performance of a spatial filter w(n), which is a time-domain version of w(k, l). Writing the spatial filtering procedure in the time domain, it follows that (25) where ' * ' denotes the convolutive filtering procedure and L w is the length of the filter w(n); y s (n) and y v (n) are, respectively, the target and noise components at the output. The SNR is calculated in target-sound-active periods N s as [38] SNR = 10 log 10
We compare the SNR improvement between the input and output signals, i.e.
C. Results
We discuss the processing results of time-frequency processing (TF) in Fig. 3 for a simulated target sound (speech signal) coming from 0°and with an input SNR of −10 dB. Fig. 3(a) and Fig. 3(b) depict the time-domain waveform and the time-frequency spectrum of the input signal at one microphone. The speech signal is hardly distinguishable from the noisy background. Fig. 3(c) and Fig. 3(d) , respectively, depict the time-frequency spectra of the clean ego-noise and clean speech components of the microphone signal. The time-frequency sparsity of both components can be clearly observed: the ego-noise harmonics and the speech harmonics generally occupy different time-frequency bins. Fig. 3(e) the correlation matrix. Fig. 3(g) and Fig. 3(h) depict the time-domain waveform and the time-frequency spectrum of the spatial filtering output y TF , where the strong harmonic noises are almost completely removed and the speech signal can be clearly observed (SNR: 13.9 dB). For reference, Fig. 3(i) and Fig. 3(j) depict the time-frequency spectra of the output signals by BSS and Benchmark, respectively. The target sounds are well enhanced with the output SNRs being 14.4 dB and 14.5 dB, respectively.
Next, we evaluate the performance of the considered noise reduction algorithms when the target sound comes from a fixed direction with a varying input SNR from -30 dB to 5 dB, with an interval of 5 dB. For each input SNR we implement 10 realizations with different segments of noise and speech signals and calculate the averaged SNR improvement. Fig. 4(a) depicts the evaluation results for a simulated target sound coming from 0°(Dataset-1). With perfect knowledge of the noise correlation matrix, Benchmark outperforms all the other algorithms, with its performance invariant with respect to the varying SNR in . We thus use its result as a benchmark for ego-noise reduction. The performance of TF and BSS both improves with increasing SNR in for SNR in ≤-15 dB and then declines with increasing SNR in for SNR in ≥-10 dB. The performance of TF is close to Benchmark for −20dB ≤ SNR in ≤-5dB. TF outperforms BSS in almost all scenarios, especially when SNR in ≤-15 dB. The performance degradation of BSS in low SNRs is due to strong ego-noise, which deteriorates both ICA and permutation alignment. This is verified by comparing BSS and BSS-np, which outperforms BSS for all SNR in especially when SNR in ≤-15 dB. This shows that BSS still suffers from permutation errors even after permutation alignment processing, and these residual permutation errors become more important when the ego-noise becomes stronger. The performance drop of BSS-np with decreasing SNR in when SNR in ≤-15 dB indicates deteriorated ICA performance. By exploiting the time-frequency sparsity of the acoustic signals and the target direction, TF outperforms BSS especially in low SNRs. The performance degradation of TF in low SNRs is due to the broadband component of the ego-noise. With its energy uniformly distributed through the whole frequency band, the broadband noise may severely mask the target sound in low-SNR scenarios and corrupt local DOA estimation at harmonic frequencies of the target sound. For high SNR in , the output SNRs of TF and BSS both rise, but with a lower rate in comparison to the increment of SNR in , thus leading to declined SNR improvement with increasing SNR in . The performance drop of TF at high SNRs also shows that the estimation error of the target correlation matrix becomes pronounced when the energy of the target sound increases with the SNR in .
TF and BSS outperform the four beamforming algorithms, i.e. ABF-VAD, ABF-Identity, ABF-Inc and FBF, for almost all input SNRs. The poor performance of these beamforming algorithms is mainly due to their inaccurate estimation of the noise correlation matrix. Interestingly, their performance varies differently with the SNR in . Assuming that a perfect VAD is available, ABF-VAD estimates the noise correlation matrix more accurately and hence leads to a much higher SNR improvement than the other three algorithms. However, ABF-VAD still performs worse than Benchmark, due to the nonstationarity of the ego-noise, i.e. the noise correlation matrix in noise-only periods is different from the one in the target-sound-active periods. The influence of this estimation error grows when the noise intensity is increased, leading to declined SNR improvement with decreasing SNR in . ABF-Identity uses an identity matrix as the noise correlation matrix estimate. The influence of the estimation error becomes smaller when the intensity of the speech is increased, leading to increased SNR improvement with increasing SNR in . ABF-Inc uses the microphone signal in previous frames to estimate the noise correlation matrix of the current frame. The estimation error becomes pronounced when the intensity of speech is increased, leading to decreased SNR improvement with increasing SNR in . While FBF improves the SNR only limitedly, this improvement does not vary with the SNR in . Fig. 4(b) shows the evaluation results for a real-recorded target sound coming from 160°(Dataset-2). We can make similar observations to those made for Fig. 4(a) . Benchmark is the best performer, followed by BSS-np, TF and BSS. TF outperforms BSS when SNR in ≤-10 dB, while BSS performs better when SNR in ≥-5 dB. TF and BSS outperform the four beamforming algorithms (ABF-VAD, ABF-Identity, ABF-Inc and FBF).
Finally, Fig. 5 shows the evaluation result for the three representative noise reduction algorithms (Benchmark, BSS, TF) when varying the DOA of the target sound anticlockwise from −150°to 150°, with an interval of 30°( Dataset-1). We consider four input SNRs: -30 dB, -20 dB, 10 dB and 0 dB. For each DOA and input SNR, we implement one realization and calculate the SNR improvement. Benchmark produces the best result among the three algorithms and its performance does not vary with variations of DOA. The performance of BSS is close to that of Benchmark for high SNR in (−10 and 0 dB) and does not change when the DOA varies. The performance of BSS drops significantly for low SNR in (−30 and −20 dB). The performance of TF is sensitive to the variation of DOA. For all SNR in a performance drop can be clearly observed at DOAs 30°and 90°. For low SNR in (−30 and −20 dB) an additional performance drop can be observed at DOA -90°, because the ego-noise is dominant in these directions (30°, 90°, −90°). As discussed in Sec. III-D, the noise from one of these directions is detected as target sound, thus leading to an inaccurate correlation matrix and degraded noise reduction performance. When excluding these directions, TF performs similarly to BSS for high SNR in (−10 and 0 dB) and outperforms BSS for low SNR in (−30 and −20 dB).
V. CONCLUSIONS
We addressed the problem of acoustic sensing using multiple microphones mounted on an MAV. The main challenge is dealing with extremely low SNRs that degrade the sound recording quality significantly because of the ego-noise generated by motors and propellers. To address this problem, we proposed to use a time-frequency spatial filtering approach. We also evaluated beamforming and blind source separation algorithms that could be applied to MAV-based ego-noise reduction. Blind source separation (BSS) and time-frequency processing (TF) outperform beamforming algorithms. The biggest challenge for beamforming is the estimation of the noise correlation matrix. Due to the nonstationarity of the egonoise, ABF-VAD, which assumes a perfect VAD and estimates the noise correlation matrix in noise-only periods, performs considerably worse than Benchmark, which assumes the noise correlation matrix to be known. As expected, the performance of TF degrades when the target sound arrives from a direction close to that of the ego-noise. TF outperforms BSS especially in low-SNR scenarios (e.g. ≤−15 dB), but requires the knowledge of the DOA of the target sound, which could be obtained with an onboard camera and an object tracker [4] . Since the relative locations between the propellers and the microphones are fixed during the MAV movement, the MAV can then be intentionally rotated so that the target sound comes from a different direction from that of a propeller.
In our future work, we will investigate the effect of different array geometries placements and of the mobility of the MAV. In addition to this, we will also extend the algorithms to address scenarios with natural wind and multiple simultaneous sound sources.
