We study a simple Bellman-Ford-like protocol which performs network size estimation over a tree-shaped overlay. A continuous time Markov model is constructed which allows key protocol characteristics to be estimated under churn, including the expected number of nodes at a given (perceived) distance to the root and, for each such node, the expected (perceived) size of the subnetwork rooted at that node. We validate the model by simulations, using a range of network sizes, node degrees, and churn-to-protocol rates, with convincing results. 
THE PROBLEM
Tree-based protocols are used for many purposes in distributed computing and networking, including routing, multicasting, distributed monitoring, fault management, and data aggregation. Protocols that construct and maintain tree overlays for these purposes are often simple, and simple to analyze, as long as the underlying network (graph) is static. In the presence of node churn, however, tree maintenance can cause highly complex behavior. In the case of an aggregation protocol, these phenomena can cause significant errors when estimating, say, the system size.
Our objective is to estimate such errors, and, more generally, to present an analytic continuous-time Markov models of the tree maintenance and aggregation processes.
We study the problem in the context of a simple, treebased aggregation protocol named GAP [1] , an asynchronous adaptation of the BFS algorithm of [2] .
The network on top of which GAP constructs a tree overlay is an Erdös-Rényi random graph G(t) = (V (t), E(t)) with Poisson-arrival node join and (per node) failure rates λj and λ f respectively. A special node called the root is permanent and never fails. Other nodes join with an a priori Poissonian degree distribution Q(k) = e
, where d is the average degree of the new joinees, and attach themselves to nodes that are already present in G(t) with uniform probability. Node failures/deletions remove a node v chosen uniformly at random from V (t) along with all edges attached to v. In stochastic equilibrium (when the network size fluctuates around a well-defined average value N ) λj = N λ f .
Each node in the network maintains a local aggregate, a level variable indicating its belief of its distance to the root, and a pointer to its current parent. All three are updated when the node executes a GAP action with Poisson rate λg in the following way. The level is set to the minimum level of the neigboring nodes plus one and the local aggregate is set to the sum of the neigbours, who have set their parent pointer to the node, aggregate plus one.
Upon joining, a node updates its level and parent registers as above, and initializes its aggregate register to 1.
The churn in the system is quantified by the ratio r = λg/λ f . The larger the r value, the lower the churn.
The model is built in two steps. First we estimate the expected values of the quantities Nx, the number of nodes at level x. Then we use this to estimate the quantities Mx, the expected values of the local aggregate of nodes at level x.
THE NX MODEL AND ITS VALIDATION
Let Nx(t) denote the estimation of the number of nodes with level assignment x at time t, N us x (t) the number of nodes at level x with incorrect level assignment (N us x (t) ≤ Nx(t)) and N y x (t) the number of nodes with level x and minimum neighbour level y.
In this analysis, we are interested in expectation values in the steady state. In what follows we will therefore denote E[Nx] simply by Nx. From the join protocol and in the large N limit, the probability of a node joining level x is denoted pmin(x)(t) and is estimated as 
The gain-loss terms for Nx(t) are determined as follows:
(2) The first (gain) term quantifies the change when a node joins and the second (loss) term accounts for node failures. The third term is the probability that a node with an incorrect level assignment actually has its lowest connection at level x − 1 and so is liable to join level x upon an update. This constitutes an influx into level x due to node updates. The last term quantifies the probability that a node with incorrect level x updates its level and is removed from level x.
This term thus estimates the outflux from level x due to node updates. In steady state, we use the well verified ansatz that in expectation, the influx of nodes into level x,
x ′ , is equal to the outflux of nodes from level x, N us x . In the on-line full-length paper [3] we discuss why and under what conditions this ansatz might be valid, but, if it is valid then we have
Thus if influx and outflux are in equilibrium, the level distribution is independent of r, and is given by Eq. (3). In particular, the level distribution is the same as if there were no GAP at all (r = 0). This prediction is compared to simulations in Figure 1 .
THE MX MODEL AND ITS VALIDATION
We now turn to the stochastic variables Mx(t), which is the aggregate held by a node at level x. Ax(t) = Mx(t)Nx(t) estimates the total aggregate held at level x. We can write the following gain-loss terms for this quantity data r=10 theory r=10 data r=100 theory r=100 Figure 2 : Simulations compared to theory (Eq. 4) for the expected aggregate Ax/N at level x for an average degree d = 8, different churn ratios and network size N = 10, 000
We obtain these terms by again accounting for all the processes, which in an infinitesimal unit of time, could change Ax. Using ax = E[Ax/N ] = E[MxNx/N ], and making some simplifications, the above gain-loss terms lead to the following recursion relation in steady state
This equation can be solved numerically, once we have an expression for N us x (or equivalently N s x = Nx − N us x ), which is a function of r. Details of this calculation as well as the simplifications made in obtaining Eq. 4 are presented in [3] . Since the L.H.S of Eq. 4 has a sum over a x ′ , which is the quantity we want to compute, we solve the equation iteratively, to get a self-consistent solution.
This prediction is compared to simulations in Figure 2 .
CONCLUSION
We have shown that key performance metrics of a simple, tree-based aggregation protocol under churn can be calculated systematically. The calculations have been compared to simulation results. The level distribution Nx is independent of the churn ratio r. Level aggregates of e.g. node counts on the other hand, depend on r. We suggest that this analysis can be of wider use in understanding the behavior of large-scale distributed information systems under churn.
