Thin film flows naturally arise in a wide variety of industrial and environmental problems ranging from microchip manufacturing, structured packing to lava flows in geology. In particular, wind-driven flows of liquid films are of great interests for deeper understanding of aircraft icing and better design of anti-icing and de-icing strategies. Currently, most thickness mapping techniques involves complicated experimental layout and expensive measuring facilities, for example, photo-luminescence, and stereoscopic techniques. In this study, we successfully applied Fourier transform profilometry for the thickness measurement of wind-driven droplet flows. This technique has been very popular in many fields, like 3D sensing, object recognition, but less known in the fluid dynamics community. It features simple experimental layout, low cost, high spatial resolution, and real time thickness measurement. All these merits motivate us to explore wider and better application of this technique and its variants in the field of fluid mechanics. 
Introduction
Thin film flows are of fundamental importance in various fields of human endeavor, including lava flows in geology, tertiary oil recovery, lubricant oil films in tribology, surface coating, printing and cleaning process, manufacturing and protection of microchips, biofilm transport within mammalian lungs, icing of the aircrafts and wind turbines, structured packing, and so on (Cazabat et al. 1990 , Oron et al. 1997 , Zhao et al 2006 . Despites all the importance and mysteriousness of thin film flows, current understandings on them are still limited due to their intrinsic complexity. In general, the thin film flows are characterized by the behaviors of the deformable interface between the base flow and the external environment (Cobelli et al. 2009 ). Various physical effects, like, viscous, surface-tension, body forces, thermo-capillarity, evaporation/condensation, long-range molecular forces (e.g. van der Waals forces), surface curvature/roughness, etc, may all contribute to the thin film free surface deformations at varied extents under different circumstances (Oron et al. 1997) . Numerous theoretical and numerical investigations have been conducted to enhance the understandings of the underlying physical mechanisms of thin film flows germane to specific interests of different research groups (Zhao et al 2006) . Nevertheless, both theoretical predictions and numerical analysis still need to survive the tests of carefully controlled experiment through a suitable measurement technique.
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Experimental works have been reported for fingering instability associated with thin film flows, spinning drops (Huppert 1982 , Melo et al. 1989 , Cazabat et al. 1990 , de Bruyn 1992 , Fraysse & Homsy 1994 , Hocking et al. 1999 , Ward 2009 , and wind-driven rivulet breakoff and droplet flows in microgravity and terrestrial-gravity conditions (McAlister et al. 2005) . But all these results are based on snapshots of the propagating contact lines, thus precise film thickness information cannot be obtained. With the continued advances of flow visualization techniques, the thickness field of the thin film flow can be directly mapped to facilitate further in-depth analysis of the physical phenomena. Liu et al. (1995) used fluorescent imaging method to measure the dynamic relative film thickness variation due to the threedimensional (3D) instability of gravity-driven film flows. Later, Johnson et al (1997 Johnson et al ( , 1999 ) also developed a fluorescent imaging system for the purpose of studying gravity-driven film flows. They verified their system by measuring flow phenomena germane to several broad areas including wave phenomena on a continuous film, fluid rupture behavior, and rivulet shapes. Fluorescence intensity-based approach was later reported to be used to measure film thickness in different engineering contexts (Lel et al 2005 , Chinnov et al. 2007 , Schagen et al. 2007 ). Variants of this technique were also found in the literature (Carlos et al. 2001 ).
Also, density-based approaches, stereoscopic techniques, and single point measurement methods have been successfully applied to the measurement of free surface deformations. Zhang el al. (1996) developed a density-based color light encoding technique to measure free-surface gradients, and successfully applied this technique to the mapping of surface deformation due to near-surface turbulence. Other density-based approaches include the diffusing light photography (Wright et al. 1996) , qualitative optical Schlieren techniques (Kabov et al. 2002) , and the quantitative free-surface synthetic Schlieren (FS-SS) method (Moisy et al. 2007 ). In addition, stereoscopic techniques have also been successfully exploited to measure the 3D sea wave elevations (Benetazzo 2006) , and unsteady dam break flows (Eaket et al. 2005) . A remarkable feature of this method is its capability to measure surface discontinuities (Tsubaki et al. 2005) . Single point thickness tracking was also found in the literature. Recently, Zhang et al. used capacitancebased thickness metering system to investigate the surface waves riding on the heated falling liquid film (2009).
Another large category of 3D deformable shape measurement technique is the method of structured light projection. This technique relies on a projector-like functional block to actively project coded light patterns on the object, and extracts the 3D object shape from the distorted images of the light patterns captured from a different perspective (Salvi et al. 2004) . It has been applied very successful in many fields including 3D sensing, object recognition, robot control, industrial inspection of manufactured parts, reverse engineering, stress/strain and vibration measurements, biometrics, biomedicine, dressmaking, visual media and so on. Actually, this technique is attracting increasing attention in the fluid dynamics community as well. Cazabat et al. (1990) observed the climbing film driven by temperature gradients using reflection microscope, and mentioned that equally spaced fringes were used to reconstruct the thickness profiles of thin spreading films. Grant et al. (1990) employed the projection moiré method to measure water waves in study of the wave-structure interactions for the safe and cost-effective design of offshore structures, and they used wave probes to resolve the ambiguity associated with the determination of peak or trough of the fringes.
With the advances in digital display technology, the fringes typically used in a structured light projection system can be directly generated by the digital projectors rather than through Ronchi gratings as used in the projection moiré method. This digital adaptation to the measurement system further simplifies the set-up and enables higher measurement accuracy due to the precise control of the fringe patterns. Zhang and Su (2002) applied this digital fringe projection technique to the reconstruction of the vortex shape at a free surface, and they used the Fourier-transform algorithm to extract the vortex shape from images of the deformed fringes. This method is commonly known as Fourier transform profilometry (FTP) (Taketa et al. 1982 (Taketa et al. , 1983 in the field of optical 3D non-contract profilometry for solid surfaces. Almost at the same time, Pouliquen et al. (2002) employed similar method to record the time evolution of the free surface deformations of dense granular flow. More recently, Cochard et al. (2008) designed a digital fringe projection system to measure the time-evolution of the surge down an inclined plate due to the dam break. Cobelli et al. (2009) demonstrated the successful measurement of water waves using their digital fringe projection system as well.
In order to further our understanding of wind-driven flows, a FTP-based digital fringe projection system with high spatial and temporal resolution is carefully designed to measure the free surface deformations of the wind-driven droplets. The reason this technique is selected for the experiment is that it offers good measurement accuracy with low cost and simple set-up. This effort is innovative in several aspects. First of all, defocused binary fringes are used instead of the conventional focused sinusoidal fringes . This adjustment allows for further simplification of the system set-up and opens up opportunities for high frequency applications. Also, many technical problems associated with this particular application need to be sorted out before taking any data with confidence. 
Principle of the method

Digital fringe projection system set-up
The majority of the fringe projection systems are based on the principle of structured light triangulation in similar manner as the stereo vision system but replacing one of the two cameras in the latter system with a projector-like device as shown in Fig. 1 . In other words, in a typical fringe projection system, the projection unit (D), image acquisition unit (E), and the 3D object (B) form a triangulation base. If the correspondence between the camera pixel (A) and the projector pixel (C) is identified, the depth information at point B can be recovered through the triangulation (△ABC). Specifically, the projector projects a fringe pattern of known characteristics onto the test object, and due to the 3D geometrical profile of the object, the fringe pattern is deformed seen from a perspective different from the projection axis. Usually, the fringe pattern on a reference plane is recorded by the same system. By comparing between the distorted fringe pattern over the object and the reference fringe pattern, the 3D profile of the object with respect to the reference plane can be retrieved. In a word, the object geometry is actually encoded in the phase difference between the deformed and reference fringe images.
Fourier Transform method
Among all possible fringe patterns, the binary and sinusoidal fringes are extensively used in the fringe projection system. Binary-coded structured patterns have the merits of easy implementation and robust to noise. But the spatial resolution achieved using binary patterns is limited by the pixel representation of the projector. As a comparison, the sinusoidal fringes can have varying intensity values from pixel to pixel. With proper interpolation techniques, sub-pixel level spatial resolution can be achieved . Most recently, Zhang et al. (2010) proposed a flexible 3D shape measurement technique using the defocused binary patterns (DBP). Compared with the focused sinusoidal patterns (FSP), the DBP method does not require precise synchronization between the projector and the camera, and the correction of the projector's nonlinear gamma effect becomes unnecessary. These flexibilities further simplify the experimental procedures without considerably compromising the accuracy and also open up new opportunities for high speed applications. Therefore, the DBP method is used in the experiment.
The intensity of the defocused binary fringe pattern recorded by the camera can generally be expressed as multiple signals with spatial carrier frequencies ⁄ modulated in both phase ( ) and amplitude ( ), as given by the following Fourier series expansion
Where
where ( )represents unwanted amplitude modulation due to the light source and inhomogeneous surface reflectivity of the test object, the phase ( )contains the desired shape information of the 3D object, p is the fringe pitch on the reference plane. Also, it is worth to be noted that zero frequency intensity value corresponds to the undesirable background intensity variation over the field of view. Since the phase carries information about the 3D shape to be measured, the strategy would be to separate the phase ( ) out from the intensity signal.
By using discrete Fourier Transform in spatial domain, the Fourier spectra of the intensity ( ) distribution captured at a certain instant can be obtained. Since in most cases ( )and ( )vary very slowly compared with the spatial frequency of the fringe given by ⁄ , all the spectra are well separated from each other. We can do filtering operation to single out the spectrum of the fundamental frequency component, and compute its inverse Fourier transform to obtain a complex signal as written below
The same signal processing can be done for the reference fringe images to obtain
Then the phase difference can be calculated from a new signal as given below
where indicates complex conjugate of the signal, and ( ) ( ) ( ) is the phase difference between the deformed fringes over the object and the reference fringes. And it is usually computed from the ratio between the imaginary and real part of the new signal as written below
It might be noted that the phase distribution calculated from the arctangent function is wrapped in the range [-] , thus the nonphysical phase jumps have to be removed using reliable phase-unwrapping algorithms. This topic is in itself a vast research area, and it is not our intention here to dig into the details, but rather point the keen readers towards the informative book by Ghiglia et al. (1998) . Figure 2 illustrates the optical configuration of the measurement system and the phase-to-height conversion mechanism. The optical axis of the camera is perpendicular to the substrate (x-y plane) in the z direction, and the camera and projector are chosen to be arranged in the crossed-optical-axes geometry. As the name explains itself, the optical axis of the projector crosses the optical axis of the camera at point A on the reference plane (x-y plane). This optical set-up is easy to construct compared with the paralleloptical-axes geometry, and the phase modulation on the fringes due to the non-telecentric projector optics can be automatically corrected in FTP. For more details regarding this issue, the readers are referred to the seminal work by Takeda (1983) .
Phase-to-height conversion
As shown in Fig. 2 , the center of the entrance pupil of the camera lens is denoted by D, and the center of the exit pupil of the project lens is indicated by E. These two pupils are located at the same height l and separated by a distance d. Suppose that there is no object on the reference plane, ray EB from the projector will hit on point B on the substrate, as displayed. Due to the three-dimensional shape of the object, in this case, the light ray EB is intercepted at point C by the object. From the perspective of the camera, the image patterns have changed from the signal encoded on EA to that on EB after the object is put into the view of the camera. And this pattern shift is resulted from the height change h from point A to point C. Following this line of thought, the height h at some point of the object should be able to be retrieved from the pattern shift ̅̅̅̅ .
Mathematically, this height conversion concept can be formulated as follows. Noting that ABC is geometrically similar to DEC, we can write
It follows that
If the maximum height of the object is much smaller than the distance between the camera/projector and the reference plane, namely, , the above equation can be linearized , and reduced to a simplified form ̅̅̅̅ (9) Figure 3 illustrates the complete digital fringe projection system developed for the study of wind-driven droplet flows. One remarkable feature is the simplicity of the system layout as mentioned before. A laptop is used to control the projector and the camera. Dell LED projector (M109S) equipped with lens with F/2.0 and f=16.67mm is used to project the stationary defocused binary fringe images. The fringe images are captured by the Imaging Source digital universal serial bus CCD camera (DMK 21BU04) with a Computar M3514-MP lens (F/1.4, f=35mm). The camera has a maximum frame rate of 60 frames/s with a resolution of . The exposure time of the camera is set at 1ms. The projector has a resolution of .
Experimental apparatus and procedures
A Plexiglas test section with the dimension of ( )is built to study the free surface deformation of the wind-driven droplet flows. The maximum achievable wind speed of the wind tunnel is roughly 35m/s. In order to obtain fringe images with high contrast, the surface of the object to be measured is required to have high diffuse reflectivity. Unfortunately, the mirror-like surface of water makes it more likely to have specular reflection than diffuse reflection. Therefore, heavy whipping cream is used to demonstrate the viability of the system for the study of wind-driven droplet flows. To further remove the specular highlights at the interface, polarizers are placed in front of the projector and the camera. And it is found that polarization can improve the image quality for reflective surfaces such as liquids without deteriorating the projected fringe patterns though the background intensity reduces. For future work, we might consider adding certain white liquid dye to the water to enhance its diffuse reflectivity but not to affect its hydrodynamic properties like viscosity and surface tension (Cobelli 2009 ). Fig. 3 Layout of the digital fringe projection system developed for the study of wind-driven droplet flows
System calibration and verification
The mapping from the pattern shift to the physical height is obtained based on the linear conversion approximation as discussed in section 2.3. The calibration result is displayed in Fig. 4 (a) . As can be seen from the figure, linear approximation is reasonably valid in the measurement range, and the phase-toheight conversion coefficient is found to be 1.0266 mm/radians in this case. After the calibration, the accuracy of the system can be tested using an object with known characteristics . A tiny frustum of pyramid with 5mm height, mm base and 45-degree slopes at four sides are printed using an in-house 3D plastic printer. To improve the diffuse reflectivity of the surface, the test object is coated with flat white paint.
The selection of the fringe pitch is a trade-off between competing demands of high spatial resolution and good image quality. Thus, the optimal fringe pitch is usually determined case by case. Figure 4 (b) reveals typical deformed fringe image for a flat-top pyramid using the FTP-based system; the wrapped phase map obtained from the Fourier transform based algorithm is displayed in Fig. 4(c) ; and the corresponding height distribution of the object is shown in Fig. 4 (d) . Note that Gaussian filter is used to smooth out the high order noise from the raw results. Also, measurement errors are calculated from the absolute difference between the designed shape of the object and the measured height distribution. While Fig. 5(a) shows the quantitative comparison between the true height of the pyramid and the measurement results of the pyramid height, Fig. 5 shows the distributions of the measurement errors within the measurement window. It can been seen that relatively large errors usually occur at the boundaries due to the shadow effect and texture change from the substrate to the object. The root-mean-square of the measurement errors in the measurement window was found to be about 0.16mm for the present study. It should be noted that the measurement uncertainties due to the manufacturing errors of the test object are not taken into account at this point. 
Demonstrations
In this section, the performance of the developed digital fringe projection system is illustrated with experimental examples showing its capability of capturing wind-driven droplet flows. Fig. 6 shows typical raw images of the transient wind-driven droplet flows at different instants, and Fig. 7 are the corresponding post-processed results. The contours indicate the thickness of the thin films. Note that the contact lines of the droplets are not accurately detected by the current algorithm due to the shadow effect and texture change near the edges. In future work, windowed Fourier transform method might be implemented to improve the measurement accuracy near the boundary (Qian 2004) . As displayed above, the droplet propagates driven by the wind, and deforms due to the free surface waves. It is observed in the experiments that the dynamics of droplet flows can be influenced by a variety of controlling parameters, for example, wind speed, droplet size, contact line shape, hydrodynamic properties of the droplet, substrate properties, and so on.
As the droplet moves downstream, a tail of the droplet leaves behind the propagating droplet head as shown above. For relatively thin fluid, it is observed that droplet detachment frequently happen. However, In this case, the head of the droplet is not seen detached from the 'mother' drop, probably due to the relatively high viscosity of the testing fluid. For future research, the hydrodynamic properties of the testing fluid will be matched with water to provide insights into the possible flow regimes of wind-driven water droplet flows. Interestingly, it is found that when the front lobe of the droplet is not energetic enough to push forward the contact lines, the fluid is transported from the front lobe to the rear section, then sloshes back to the front lobe, and finally overcomes the surface tension and lurches forward. This observation is similar to the "inchworm motion" reported by McAlister et al. (2005) , though the controlled experimental conditions are different in our case compared with theirs. Further detailed study and modeling work might be able to shed light on this phenomenon.
Conclusions
In order to provide insights into the wind-driven droplet flows, a new fringe projection based measurement system is set up and tested on objects of known shape with good measurement accuracy. Three-dimensional droplet-thickness profiles are measured in real time with high spatial resolution using the developed system to demonstrate its applicability. The current system features simple set up, low cost, high spatial and temporal resolution, and good measurement accuracy. In future work, windowed Fourier transform method will be implemented to improve the measurement accuracy near the contact lines. Also, it would be of interest to investigate possible flow regimes of wind-driven droplet flows in dominating non-dimensional parameter space using the developed fringe projection based measurement system.
