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On the set of hypercyclic vectors for the differentiation operator
Stanislav Shkarin
Abstract
Let D be the differentiation operator Df = f ′ acting on the Fre´chet space H of all entire
functions in one variable with the standard (compact-open) topology. It is known since 1950’s
that the setH(D) of hypercyclic vectors for the operatorD is non-empty. We treat two questions
raised by Aron, Conejero, Peris and Seoane-Sepu´lveda whether the set H(D) contains (up to
the zero function) a non-trivial subalgebra of H or an infinite dimensional closed linear subspace
of H. In the present article both questions are answered affirmatively.
MSC: 47A16, 37A25
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1 Introduction
As usual, C is the field of complex numbers, Z+ is the set of non-negative integers and N is the set of
positive integers. Let X be a topological vector space and T be a continuous linear operator acting
on X. Recall that x ∈ X is called a hypercyclic vector for T if the orbit {T nx : n ∈ Z+} is dense in
X. By H(T ) we denote the set of hypercyclic vectors for T . The operator T is called hypercyclic if
it has a hypercyclic vector. For more information on hypercyclic operators see the surveys [7, 8] and
references therein. We would just like to mention that the set H(T ) for any hypercyclic operator
T contains all non-zero vectors from a dense linear subspace of X. It follows from the fact due
to Bourdon [5] (see also [1]) that if x ∈ H(T ), then p(T )x ∈ H(T ) for any non-zero polynomial
p. The question whether H(T ) for a given operator T must contain all non-zero vectors from a
closed infinite dimensional subspace of X was studied by several authors. See [6, 9] for sufficient
conditions in terms of the spectrum of T for H(T ) to contain all non-zero vectors from an infinite
dimensional closed linear linear subspace of X in the case when X is a complex Banach space.
By H we denote the space of all entire functions f : C → C with the topology of uniform
convergence on compact sets. It is well-known that H is a Fre´chet space. That is, H is complete
metrizable locally convex space, whose topology is defined by the increasing sequence of norms
f 7→ max{|f(z)| : |z| 6 n} for n ∈ N. The differentiation operator
D : H → H, Df = f ′
is a continuous linear operator on H. Due to MacLane [10], D is hypercyclic. It is well-known [7]
that the set of hypercyclic vectors of any hypercyclic operator on a separable metrizable topological
vector space is a dense Gδ-set. Hence H(D) is a dense Gδ-set in H. We deal with two problems
raised by Aron, Conejero, Peris and Seoane-Sepu´lveda in [2]. It is worth mentioning that H is an
algebra with respect to pointwise multiplication.
Question 1.1. Does H(D) contain all non-zero vectors from a closed infinite dimensional linear
subspace of H?
Question 1.2. Does H(D) contain all non-constant functions from a non-trivial subalgebra of H?
In other words, does there exist f ∈ H such that p ◦ f ∈ H(D) for any non-constant polynomial p?
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Note that the analog of the last question for the translation operator Tf(z) = f(z − 1) on
H has been answered negatively by the same set of authors [3]. Namely, they have shown that
for any f ∈ H and any k > 2, fk /∈ H(T ). In [2] it is also shown that the set {f ∈ H :
fn ∈ H(D) for any n ∈ N} is a dense Gδ-set in H, thus providing an evidence that the answer
to Question 1.2 could be affirmative. In the present paper both above questions are answered
affirmatively and constructively. It is worth noting that Question 1.2 was recently independently
answered by Bayart and Matheron by means of applying the Baire theorem. Their proof will soon
appear in the book [4].
Theorem 1.3. There is a closed infinite dimensional subspace L of H such that L \ {0} ⊂ H(D).
Theorem 1.4. There exists f ∈ H such that p ◦ f ∈ H(D) for any non-constant polynomial p.
2 Preliminaries
Before proving Theorems 1.3 and 1.4, we would like to introduce some notation and mention few
elementary facts. Throughout the paper P stands for the space C[z] of all complex polynomials in
one variable. Clearly P is a dense linear subspace of H. Let
P0 = {0} and Pk = {p ∈ P : deg p < k} for k ∈ N.
Obviously Pk is a k-dimensional linear subspace of P. If k ∈ N and c > 0, we denote
Pk,c =
{
p(z) =
k−1∑
j=0
cjz
j : |cj | 6 c for 0 6 j 6 k − 1}.
Since we are going to deal with the Taylor series expansion of functions f ∈ H rather than their
values, we consider a sequence of norms defining the topology of H different from the one mentioned
in the introduction. Namely for a ∈ N and f ∈ H, we write
‖f‖a =
∞∑
n=0
|fn|a
n, where f ∈ H, f(z) =
∞∑
n=0
fnz
n. (2.1)
It is easy to see that the above sequence of norms is increasing and defines the original topology
on H. Moreover, each of these norms is submultiplicative:
‖f‖a 6 ‖f‖b and ‖fg‖a 6 ‖f‖a‖g‖a whenever f, g ∈ H, a, b ∈ N, a 6 b. (2.2)
Observe that D(Pk) ⊆ Pk−1 for any k ∈ N. In particular, D
n(Pk) = {0} if n > k. Moreover,
‖Dp‖a 6
k−1
a ‖p‖a for each k, a ∈ N and any p ∈ Pk. Iterating this estimate, we obtain
‖Dnp‖a 6
|(k − n) . . . (k − 1)|
an
‖p‖a 6 (k/a)
n‖p‖a for any k, n, a ∈ N and p ∈ Pk. (2.3)
We also consider the Volterra operator V : H → H, V f(z) =
∫ z
0 f(t) dt. It is easy to see that
V f(z) =
∞∑
n=1
fn−1
n
zn, where f ∈ H, f(z) =
∞∑
n=0
fnz
n (2.4)
and that V is a right inverse of D. In particular,
DnV n = I for any n ∈ N. (2.5)
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Using (2.4), one can easily verify that
‖V nf‖a 6
an
n!
‖f‖a for any n, a ∈ N and any f ∈ H. (2.6)
For f ∈ H, the support of f is the set {n ∈ Z+ : f
(n)(0) 6= 0}. Obviously D shifts the supports to
the left and V shifts them to the right. That is, if A is the support of f , then A+1 = {n+1 : n ∈ A}
is the support of V f and (A− 1) ∩ Z+ is the support of Df .
In the proof of Theorems 1.3 and 1.4 we use a sequence in N× P with specific properties.
Lemma 2.1. There exists a sequence {(dk, pk)}k∈N of elements of N× P such that
(2.1.1) dk 6 k and pk ∈ Pk,k for each k ∈ N;
(2.1.2) for any d ∈ N, the set {pk : dk = d} is dense in H.
Proof. Since P is dense in H and P is the union of Pk,k for k ∈ N, we can pick a sequence {sj}j∈N
in P such that {sj : j ∈ N} is dense in H and sj ∈ Pj,j for any j ∈ N. It is well-known and easy to
see that there is a bijection ϕ : N × N → N such that max{m, j} 6 ϕ(m, j) for any m, j ∈ N. We
define a sequence {(dk, pk)}k∈N of elements of N× P by the formula
(dk, pk) = (m, sj) if ϕ(m, j) = k.
The condition max{m, j} 6 ϕ(m, j) and the obvious inclusion Pj,j ⊆ Pk,k for j 6 k imply that
(2.1.1) is satisfied. Next, let d ∈ N. From the definition of (dk, pk) and bijectivity of ϕ it follows
that {pk : dk = d} = {sj : j ∈ N}. Hence (2.1.2) is also satisfied.
3 Proof of Theorem 1.3
Let {(dk, pk)}k∈N be the sequence of elements of N×P provided by Lemma 2.1. For each d ∈ N let
Bd = {k ∈ N : dk = d}. By Lemma 2.1, Bd are infinite disjoint subsets of N, whose union is N. Let
md = minBd and B
′
d = Bd \ {md}. By (2.1.1), md > d. We also need a sequence increasing fast
enough. Namely, pick β : N→ N such that
β(k + 1) > β(k) + k and β(k + 1)β(k) 6 2β(k+1) for any k ∈ N. (3.1)
For each d ∈ N, we consider the series
fd = gd +
∑
k∈B′
d
V β(k)pk, where gd(z) = z
β(md).
Let a ∈ N. Since pk ∈ Pk,k, we have ‖pk‖a 6 k
2ak. Thus using (2.6), we obtain
∑
k∈B′
d
‖V β(k)pk‖a 6
∞∑
k=1
‖V β(k)pk‖a 6
∞∑
k=1
k2akaβ(k)
β(k)!
<∞.
Hence the series defining fd converges absolutely and therefore fd ∈ H for d ∈ N. The inclusions
pk ∈ Pk and the inequality β(k + 1) > β(k) + k imply that the supports of gd and V
β(k)pk are
pairwise disjoint. Hence the supports of fd are pairwise disjoint. It is easy to verify that each
sequence of non-zero functions in H with pairwise disjoint supports is a Schauder basic sequence.
Hence {fd}d∈N is a Schauder basic sequence in H and the closed linear span L of {fd : d ∈ N}
consists of the sums of convergent series of the shape
∞∑
d=1
cdfd with cd ∈ C. In order to prove
Theorem 1.3, it is enough to demonstrate that L \ {0} ⊆ H(D).
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Let f ∈ L \ {0}. Then f is the sum of a convergent series
∞∑
d=1
cdfd with cd ∈ C being not all
zero. Since a non-zero scalar multiple of a hypercyclic vector is hypercyclic, we, multiplying f by
a non-zero constant, can assume that there is b ∈ N such that cb = 1. Considering the natural
projection onto the subspace of H of functions whose support is contained in {β(md) : d ∈ N}, we
see that the series
∞∑
d=1
cdgd converges in H. Since gd(z) = z
β(md), it follows that |cd|
1/β(md) → 0. In
order to verify that f ∈ H(D) it suffices to demonstrate that
Dβ(k)f − pk → 0 in H as k →∞, k ∈ Bb. (3.2)
Indeed, by Lemma 2.1, {pk : k ∈ Bb} is dense in H. Then (3.2) implies that {D
β(k)f : k ∈ Bb} is
dense in H and therefore f ∈ H(D).
It remains to prove (3.2). Let C = {md : d ∈ N}. Using definitions of f and fd and the condition
|cd|
1/β(md) → 0 it is easy to see that
f =
∑
d∈N
cdfd = g + h, where g =
∑
d∈N
cdgd and h =
∑
k∈N\C
cdkV
β(k)pk,
where the series defining h and g are absolutely convergent in H. Let a ∈ N and k ∈ B′b. Since
Dn(Pj) = {0} for n > j, we, using the above display together with (2.5), obtain
Dβ(k)f = pk + qk + hk, where qk =
∑
md>k
cdD
β(k)gd and hk =
∑
n/∈C, n>k
cdnV
β(n)−β(k)pn. (3.3)
Condition |cd|
1/β(md) → 0 implies that there is c = c(a) > 0 such that |cd| 6 c(4a)
−β(md) for any
d ∈ N. As we have already mentioned, ‖pn‖a 6 n
2an for any n ∈ N. By (3.1) β(n)− β(k) > n for
any n > k. Hence, using (2.6) and the inequality |cd| 6 c, we have
‖hk‖a 6
∞∑
n=k+1
cn2aβ(n)−β(k)+n
(β(n)− β(k))!
6
∞∑
n=k+1
c(β(n) − β(k))2a2(β(n)−β(k))
(β(n)− β(k))!
6
∞∑
m=k+1
cm2a2m
m!
→ 0
as k →∞. Next, we estimate ‖qk‖a. Using the inequality |cd| 6 c(4a)
−β(md), we obtain
‖qk‖a 6
∑
md>k
c(4a)−β(md)‖Dβ(k)gd‖a 6 c
∑
md>k
(4a)−β(md)β(md)
β(k)aβ(md) = c
∑
md>k
4−β(md)β(md)
β(k),
where the last inequality in the above display follows from the equalities gd(z) = z
β(md) and (2.3).
According to (3.1), β(md)
β(k) 6 2β(md) whenever md > k. Substituting these inequalities into the
above display we arrive to
‖qk‖a 6 c
∑
md>k
2−β(md).
It follows that ‖qk‖a → 0 as k → ∞. As we already know, ‖hk‖a → 0 as k → ∞. Since a ∈ N is
arbitrary, qk → 0 and hk → 0 in H as k →∞. By (3.3), D
β(k)f − pk → 0 in H as k →∞, k ∈ Bb.
The proof of (3.2) and of Theorem 1.3 is now complete.
4 Proof of Theorem 1.4
The main building blocks of our construction of a generator of an algebra contained in H(D) are
polynomials of the shape
rα,n(z) =
zn
nn
+qα,n(z), where qα,n(z) = n
(d−1)nV
n2+(d−1)np(z)
dz(d−1)n
, n > 1, α = (d, p) ∈ N×P. (4.1)
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Direct calculations show that
if p(z) =
k−1∑
j=0
cjz
j , then qα,n(z) =
n(d−1)n
d
k−1∑
j=0
j!cjz
j+n2
(j + (d− 1)n+ n2)!
. (4.2)
The next lemma is the reason for the choice of rα,n.
Lemma 4.1. Let α = (d, p) ∈ N× P and a ∈ N. Then
lim
n→∞
‖rα,n‖a = 0, (4.3)
for any ν, b ∈ N and h ∈ P, lim
n→∞
‖Dν(hrbα,n)‖a = 0, (4.4)
for any h ∈ P and b ∈ N, 1 6 b < d, lim
n→∞
‖D(d−1)n+n
2
(hrbα,n)‖a = 0, (4.5)
lim
n→∞
‖p−D(d−1)n+n
2
(rdα,n)‖a = 0. (4.6)
Proof. Pick k ∈ N such that p ∈ Pk,k. Then p(z) =
k−1∑
j=0
cjz
j with |cj | 6 k for 0 6 j 6 k − 1.
According to (4.2) and (2.1),
‖qα,n‖a =
k−1∑
j=0
n(d−1)nj!|cj |a
j+n2
d(j + (d− 1)n + n2)!
6
k−1∑
j=0
k!n(d−1)nak+n
2
(j + (d− 1)n+ n2)!
6
2k!n(d−1)nak+n
2
(n2)!
,
where we have used the inequalities |cj |j! 6 k! for 0 6 j 6 k − 1. Using the Stirling formula,
we easily see that (n2)! > 2(n2/e)n
2
. From this inequality and the above display we see that
‖qα,n‖a 6 k!a
kn(d−1)n(ea)n
2
n−2n
2
for n > 1. Hence there exists c = c(a, d, p) > 0 such that
‖qα,n‖a 6 (cn)
−2n2 for any n > 1. (4.7)
By (4.1), rα,n(z) = (z/n)
n + qα,n(z). Hence ‖rα,n‖a 6 (a/n)
n + ‖qα,n(z)‖a and therefore (4.3)
follows from (4.7).
According to (4.7), we can pick c1 = c1(a, p, d) > 1 such that ‖qα,n‖a 6 (c1 − 1)(a/n)
n for any
n > 1. Then ‖rα,n‖a 6 (a/n)
n + ‖qα,n(z)‖a 6 c1(a/n)
n for any n > 1. Let h ∈ P and b, ν ∈ N.
Using submultiplicativity of the norm ‖ · ‖a, we obtain
‖hrbα‖a 6 c
b
1‖h‖a(a/n)
bn for any n > 1.
Next, pick µ ∈ N such that h ∈ Pµ. By (4.1), hr
b
α ∈ Pbn2+bk+µ. Thus, applying the above display
and the estimate (2.3), we have
‖Dν(hrbα)‖a 6 c
b
1‖h‖a(bn
2 + bk + µ)ν(a/n)bn for any n > 1.
Equality (4.4) follows immediately from the above estimate.
Finally, assume that 1 6 b 6 d. Since rα,n(z) = (z/n)
n + qα,n(z), we have
(hrbα,n)(z) =
b∑
j=0
(
b
j
)
znjqα,n(z)
b−jh(z)
nnj
= fn(z) + gn(z), where
fn(z) =
zbnh(z)
nbn
+
bqα,n(z)h(z)z
(b−1)n
n(b−1)n
and gn(z) =
∑
06j6b−2
(
b
j
)
znjh(z)qα,n(z)
b−j
nnj
.
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First, we shall estimate ‖gn‖a. Using (4.7) and submultiplicativity of ‖ · ‖a, we get
‖gn‖a 6 ‖h‖a
∑
06j6b−2
(
b
j
)
anj
nnj
(cn)−2(b−j)n
2
for any n > 1.
For n > a we have (a/n)nj 6 1. Since b − j in the above sum is at least 2, for n > c−1 we have
(cn)−2(b−j)n
2
6 (cn)−4n
2
. Hence, we can write
‖gn‖a 6 ‖h‖a (cn)
−4n2
∑
06j6b−2
(
b
j
)
6 2b‖h‖a (cn)
−4n2 for n > max{a, c−1}. (4.8)
Recall that h ∈ Pµ and p ∈ Pk. Then gn ∈ Pbn2+bk+µ. According to (2.3), ‖D
n2+(d−1)ngn‖a 6
(bn2 + bk + µ)n
2+(d−1)n‖gn‖a. By (4.8),
‖Dn
2+(d−1)ngn‖a 6 2
b‖h‖a (bn
2 + bk + µ)n
2+(d−1)n(cn)−4n
2
for n > max{a, c−1}.
Passing to the limit as n→∞ we arrive to
lim
n→∞
‖Dn
2+(d−1)ngn‖a = 0. (4.9)
Since deg qα,n < n
2 + k and degh < µ, we see that deg fn < n
2 + k + µ + (b − 1)n − 1. Hence
deg fn < n
2 + (d− 1)n+ k+ µ− (d− b)n. If b < d and n > k+ µ, we have deg fn < n
2 + (d− 1)n.
Hence Dn
2+(d−1)nfn = 0. Since hr
b
α,n = fn + gn, we have D
n2+(d−1)n(hrbα,n) = D
n2+(d−1)ngn for
n > k + µ and (4.5) follows from (4.9).
Now consider the case b = d and h = 1. In this case
fn(z) =
zdn
ndn
+
dz(d−1)nqα,n(z)
n(d−1)n
.
Since n2 > n, we have n2 + (d− 1)n > dn and therefore Dn
2+(d−1)n annihilates the first summand
in the above display. Since qα,n(z) = rα,n(z) − (z/n)
n, from (4.1) it follows that
dz(d−1)nqα,n(z)
n(d−1)n
= (V n
2+(d−1)np)(z).
According to (2.5), we obtain Dn
2+(d−1)nfn = D
n2+(d−1)nV n
2+(d−1)np = p. Since rdα,n = fn + gn,
p−Dn
2+(d−1)n(rdα,n) = −D
n2+(d−1)ngn and (4.6) follows from (4.9).
We are ready to prove Theorem 1.4. Let {(dk, pk)}k∈N be the sequence in N × P provided by
Lemma 2.1. Denote αk = (dk, pk). We shall construct inductively natural numbers nk > 2 such
that for any k ∈ N,
(a1) nk > nk−1 if k > 2;
(a2) ‖rk‖k 6 2
−k, where rk = rαk,nk ;
(a3) if k > 2, then ‖Dν(f jk −f
j
k−1)‖k 6 2
−k for any j 6 k and ν 6 n2k−1+knk−1, where fa =
a∑
l=1
rl;
(a4) ‖Dνk(f jk)‖k 6 2
−k for 1 6 j < dk and ‖pk −D
νk(fdkk )‖k 6 2
−k, where νk = n
2
k + (dk − 1)nk.
At step 1 we take n1 = 3. Conditions (a1) and (a3) for k = 1 are trivially satisfied. According
to (2.1.1), d1 = 1 and p1 = c, where c ∈ C is a constant, |c| 6 1. By (4.1), r1(z) =
z3
27 +
cz9
9!
and therefore ‖r1‖1 6
1
27 +
1
9! < 2
−1 and (a2) for k = 1 is satisfied. Since ν1 = 9, d1 = 1 and
D9r1 = c = p1, (a4) for k = 1 is also satisfied. This provides us with the basis of induction.
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Assume now that m > 2 and nk for 1 6 k 6 m− 1 satisfying (a1–a4) are already constructed.
We have to construct nm satisfying (a1–a4) for k = m. We shall actually show that any sufficiently
large nm satisfies (a1–a4). For any n ∈ N, n > 1 consider
ρn = rαm,n, ϕn = fm−1 + ρn and βn = n
2 + (dm − 1)n.
Applying Lemma 4.1, we obtain
lim
n→∞
‖ρn‖m = 0. (4.10)
lim
n→∞
‖Dν(hρjn)‖m = 0 for any ν, j ∈ N and h ∈ P. (4.11)
lim
n→∞
‖pm −D
βn(ρdmn )‖m = 0 and limn→∞
‖Dβn(hρjn)‖m = 0 for any h ∈ P and 1 6 j < dm.
(4.12)
Using the binomial formula, we write
ϕjn − f
j
m−1 =
j−1∑
l=0
(
j
l
)
f lm−1ρ
j−l
n . (4.13)
From (4.13) and (4.11) it follows that ‖Dν(ϕjn − f
j
m−1)‖m → 0 as n→∞ for any j, ν ∈ N. Hence
lim
n→∞
max
16j6m
16ν6b
‖Dν(ϕjn − f
j
m−1)‖m = 0, where b = n
2
m−1 +mnm−1. (4.14)
According to (4.13) with j 6 dm and (4.12),
lim
n→∞
‖pm −D
βnϕdmn ‖m = 0 and limn→∞
max
16j<dm
‖Dβnϕjn‖m = 0. (4.15)
It is easy to see that if we set nm = n, then rm = ρn, νm = βn and fm = ϕn. Thus formulae
(4.10), (4.14) and (4.15) imply that (a1–a4) for k = m are satisfied if we choose nm = n being large
enough. This completes the inductive construction of the sequence {nk} satisfying (a1–a4).
Condition (a2) and formula (2.2) imply that ‖rk‖m 6 2
−k for any k > m. Hence the series
∞∑
k=1
rk converges in H to some f ∈ H. Equivalently, f is the limit in H of the sequence {fk}k∈N.
In order to prove Theorem 1.4, it suffices to demonstrate that p ◦ f ∈ H(D) for any non-constant
polynomial p. Since the set H(D) is closed under multiplication by non-zero scalars, it is enough
to show that p ◦ f ∈ H(D) if a polynomial p has shape
p(z) = zd +
d−1∑
j=0
cjz
j , d ∈ N.
By Lemma 2.1, the set B = {k ∈ N : dk = d} is infinite and the set {pk : k ∈ B} is dense in H.
Thus it is enough to prove that
pk −D
νk(p ◦ f)→ 0 in H as k →∞, k ∈ B, (4.16)
where νk = n
2
k + (dk − 1)nk. Indeed, if it is the case, then density of {pk : k ∈ B} in H implies
density of {Dνk(p◦f) : k ∈ B} in H and therefore hypercyclicity of p◦f for D. It remains to prove
(4.16). Let m ∈ N and k ∈ B be such that k > m. Since dk = d and m 6 k, condition (a4) implies
‖pk −D
νk(fdk )‖m 6 2
−k and ‖Dνk(f jk)‖m 6 2
−k for 1 6 j < d.
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Let ν ∈ N, ν > k. Then d = dk 6 k 6 ν and according to (a3), we have
‖Dνk(f jν+1)−D
νk(f jν )‖m 6 2
−ν−1 for 1 6 j 6 d.
Using the triangle inequality and the above two displays, we get that
‖pk−D
νk(fdn)‖m 6 2
−k+
n∑
ν=k
2−ν−1 6 21−k and ‖Dνk(f jn)‖m 6 2
−k+
n∑
ν=k
2−ν−1 6 21−k for 1 6 j < d
for any n > k. Since fn → f in H we have f
j
n → f j in H as n → ∞ for any j ∈ N. Therefore
passing to the limit as n→∞ in the above display, we obtain
‖pk −D
νk(fd)‖m 6 2
1−k and ‖Dνk(f j)‖m 6 2
1−k for 1 6 j < d, k ∈ B, k > m.
Hence
‖pk −D
νk(p ◦ f)‖m 6 2
1−k
(
1 +
∑
16j<d
|cj |
)
for k ∈ B, k > m.
Passing to the limit as k →∞, we see that ‖pk−D
νk(p◦f)‖m → 0 as k →∞, k ∈ B. Since m ∈ N
is arbitrary, (4.16) is satisfied. The proof of Theorem 1.4 is now complete.
5 Remarks
The function f constructed in the proof of Theorem 1.4 has moderate growth. Namely, it is easy to
see that |f(z)| = O(e(1+ε)|z|) as |z| → ∞ for each ε > 0. In particular, f has finite exponential type.
It is worth noting that a function from H(D) can not have exponential type < 1 [10]. It is also easy
to verify that there can be no common growth restriction for the functions from the space L from
Theorem 1.3. We would like to discuss possible modifications of Questions 1.1 and 1.2. Note that
H(D) contains (up to the zero function) no non-trivial ideals in H. Indeed, let f ∈ H \ {0}. Then
the function g(z) = f(z) also belongs to H \ {0} and (fg)(R) ⊆ R. The latter inclusion implies
that fg /∈ H(D). Indeed the set of functions real on the real axis is closed and nowhere dense in
H and is preserved by D. Thus the ideal generated by f contains the non-zero function fg, which
is not hypercyclic for D. Finally we would like to raise the following question.
Question 5.1. Does H(D) contain all non-constant functions from a non-trivial closed subalgebra
of H? Equivalently, does there exist f ∈ H such that g ◦ f ∈ H(D) for any non-constant g ∈ H?
It seems likely that the answer to the above question is negative. To prove this it would be
sufficient for any f ∈ H to find a non-constant g ∈ H and a bounded sequence {zn}n∈Z+ in C such
that the sequence {(g ◦f)(n)(zn)}n∈Z+ is bounded. Indeed, boundedness of the last sequence would
prevent g ◦ f from being hypercyclic for D.
Leon and Montes [9] have shown that if T is a continuous linear operator on a Banach space X
and σe(T ), being the set of λ ∈ C such that T − λI is not Fredholm, does not intersect the closed
unit ball {z ∈ C : |z| 6 1}, then there is no closed infinite dimensional subspaces L ⊂ X such that
L \ {0} ⊂ H(T ). It is easy to see that σe(D) = ∅. Thus the above result does not carry through
to operators on Fre´chet spaces.
Acknowledgements. The author is grateful to the referee for helpful comments and numerous
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