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Global continuity and BMO estimates for non-Newtonian fluids
with perfect slip boundary conditions
Va´clav Ma´cha and Sebastian Schwarzacher
Abstract. We study the generalized stationary Stokes system in a bounded domain in the plane equipped
with perfect slip boundary conditions. We show natural stability results in oscillatory spaces, i.e. Ho¨lder
spaces and Campanato spaces including the border-line spaces of bounded mean oscillations (BMO) and
vanishing mean oscillations (VMO). In particular, we show that under appropriate assumptions gradients
of solutions are globally continuous. Since the stress tensor is assumed to be governed by a general Orlicz
function, our theory includes various cases of (possibly degenerate) shear thickening and shear thinning
fluids; including the model case of power law fluids. The global estimates seem to be new even in case
of the linear Stokes system. We include counterexamples that demonstrate that our assumptions on the
right hand side and on the boundary regularity are optimal.
1. Introduction
We investigate planar stationary flows of incompressible fluids in a bounded C1-domain Ω ⊂ R2. Explicitly,
solutions to the following generalized Stokes system are investigated:
− div S(Du) +∇π = − divF in Ω,
div u = 0 in Ω,
(1.1)
u · ν = 0, [S(Du) ν] · τ = 0 = [Fν] · τ, on ∂Ω.(1.2)
Here the unknowns are u = (u1, u2) the velocity and π the pressure of the fluid that is assumed to have mean
value 0. The density of the volume forces is given by divF , where F : Ω → R2×2sym. The extra stress tensor is
denoted by S which is prescribed and depends non-linearly on Du, the symmetric part of the velocity gradient,
Du := 12 [∇u + (∇u)⊤]. By ν we denote the outward normal vector and τ stands for any unit tangent vector
to ∂Ω. Henceforth, we shall say that [Fν] · τ |∂Ω = 0 in the weak sense if 〈divF , ϕ〉 = −
∫
Ω
F · ∇ϕdx for all
ϕ ∈ C∞(Ω) with ϕ · ν∂Ω = 0. These conditions allow a natural concept of weak solutions to the above system
which is introduced in Definition 1.8 below.
The precise assumptions on the stress tensor S will be given in the framework of general Orlicz growth
that allows a wide flexibility of stress laws coming from various experimentally verified physical models (cf.
Assumption 1.5 and Remark 1.10). At this point, we just mention that our theory includes the full class of
(potentailly degenerate) power law fluids. Namely
S(Du) = µ0(1 + |Du|2)
p−2
2 Du, S(Du) = µ0|Du|p−2Du,(1.3)
for µ0 ∈ (0,∞) and p ∈ (1,∞). The class of power law fluids includes the case p = 2 which provides the
classical Newtonian fluids, i.e. the case of constant viscosity. Of particular importance within this class are
the shear thinning fluids, namely the case p ∈ (1, 2). This is due to the fact that many materials of interest
(most prominently blood) inherit shear thinning properties; but also shear thickening fluids do appear in real
world applications and are commonly modeled with exponents p ∈ (2,∞). For more information on the related
non-Newtonian fluids we refer to [38] and [37] where the authors provide a list of relevant references in the
introduction.
The boundary conditions we analyze are the so-called perfect slip boundary conditions. These boundary
conditions prescribe the idealized situation when the liquid is not slowed down by any friction on the boundary.
Unlike standard Neumann boundary conditions ∂νu|∂Ω = 0, the boundary conditions (1.2) satisfy the well
accepted hypothesis that the physical domain is impermeable which is exactly satisfied if u · ν = 0 on the
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boundary. The perfect slip (complete slip) boundary conditions (1.2) are a particular case of the Navier slip
boundary conditions and have as such been proved physically relevant; see [9, 24] and references therein.
The aim of the paper is to show global regularity results in oscillation spaces. Since we believe that our
results and in particular the weakness of the assumption on the boundary is new for Newtonian fluids, namely
the case of the steady Stokes equations we include the following two corollaries which collect some regularity
results that can be deduced from our results. The system (1.1) becomes Stokes equation is case p = 2 in (1.3).
Namely
−∆u+∇π = − divF in Ω,
div u = 0 in Ω,
u · ν = 0 = [Duν] · τ on ∂Ω.
(1.4)
For this system we will proof the following two corollaries.
Corollary 1.1. Let β ∈ (0, 1), Ω be a bounded C2,β-domain and F ∈ Cβ(Ω;R2×2sym) such that [Fν] · τ = 0 on ∂Ω.
Then any weak solution (u, π) ∈ W 1,2(Ω;R2) × L20(Ω) to (1.4) satisfies that u ∈ C1,β(Ω;R2×2) and π ∈ Cβ(Ω).
Moreover, u · ν = 0 = [Duν] · τ on ∂Ω.
The next corollary gives an outlook for the optimal boundary regularity to imply BMO estimates.
Corollary 1.2. Let Ω be a bounded C1,1-domain, let F ∈ BMO(Ω;R2×2sym) (see Definition 1.8) and [Fν] · τ = 0
on ∂Ω in the weak sense. Then any weak solution (u, π) ∈ W 1,2(Ω;R2) × L20(Ω) to (1.4) satisfies that ∇u ∈
BMO(Ω;R2×2) and π ∈ BMO(Ω).
The next theorem implies that our results are optimal with respect to right hand sides and the regularity of
the boundary.
Theorem 1.3. For every α ∈ (0, 1) there exists ∂Ω ∈ C2,α and a local solution to the homogeneous Stokes
equation (u, π), i.e. to (1.4) with F ≡ 0 such that π ≡ 0 and ∇u 6∈ Cβ
loc
(Ω) for all β > α.
For every α ∈ (0, 1) there exists ∂Ω ∈ C1,α and a local solution (u, π) to (1.4) with F ≡ 0 such that π = 0
and ∇u 6∈ BMOloc(Ω).
Theorem 1.3 is proved by Example 5.13 and Example 5.14 below. In the following we introduce the subject
with a brief historical review. Estimates in oscillation spaces for elliptic systems are very well known and lead
back to the fundamental Schauder theory, see [41]. Schauder could prove that, provided that the boundary of
the domain and the right hand side are Ho¨lder continuous, then the solutions to the elliptic equation are in the
respective optimal Ho¨lder continuity class [22, p. 87–143]. Later, the regularity theory was extended by the
celebrated Caldero´n–Zygmund theory to Lebesgue spaces. Namely, it was shown that if the right hand side is
in an Lq space, so is its convolution with a singular kernel [11]. Since linear elliptic operators can be described
via singular kernels (in the whole space), the regularity theory of Schauder was extended to Lq-spaces (see [44]).
However, elliptic operators are not continuous in the border-line space L∞, as is demonstrated by straight
forward counterexamples [5, Example 5.5]. The gap between Lebesque spaces and Ho¨lder spaces can only be
closed by finding the correct substitute of the L∞ space: The space of bounded mean oscillations (BMO).
By many authors the so-called Calderon-Zygmund theory and Schauder theory was made applicable to the
stationary and evolutionary Stokes system, in global and local form, see for example [21, 32],the monographs [33,
34] and the more recent (non-linear) contributions [2, 8, 17, 20]. However, to the best of our knowledge slip
boundary conditions where only studied under strong assumptions on the regularity of the boundary [28, 29,
31, 35].
Please observe, that Corollary 1.1 inherits the exact analogue of Schauders estimates for elliptic equations
with one major difference: We assume a C2,β-boundary. This is one order of differentiability higher than the
respective results for the Stokes system with Dirichlet or Neumann boundary condition where C1,β-assumptions
on the boundary are known to be necessary and sufficient, see [21, Part II, Theorem 1.4] (compare also to
the related elliptic results [1, 6]). We show below that this difference is natural to appear in the context of
perfect slip boundary conditions. The mathematical reason is that the space of test functions is sensible to
the curvature of the boundary by the condition that u · ν|∂Ω = 0. Indeed, a second order change of variables
is necessary which is achieved by introducing a corrector function. For the construction that might well be of
independent interest see Section 3.1. Certainly, this second order correction is not necessary in case of flattening
in the framework of a Dirichlet or Neumann boundary condition.
In subsections 5.6 we introduce a method of constructing counterexamples that allow to highlight this
curvature impact. Related to this observation, we provide an example that excludes any theory of higher
integrability for Lipschitz domains and perfect slip boundary values. Indeed, as follows from Example 5.16 no
Lq-stability for (convex) Lipschitz domains for any exponent q > 2 and any (small) Lipschitz constant L > 0
is possible in case of perfect slip boundary conditions. This is in contrast to the elliptic theory for Dirichlet
boundary conditions where both convexity as well as the smallness of the Lipschitz constant are known to have
an significant effect on the regularity [27].
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The physical reason is that in case of perfect slip boundary conditions on a strongly curved boundary
a rapid change of direction of the flow along the boundary is not excluded. This is in contrast to no-slip
boundary conditions where the fluid is steady at the boundary and no such effect is possible. Our research on
counterexamples was motiveated by some recent numerical experiments where this effect is visible; see Section
5 and in particular figures 5.8 and 5.9 in [45].
Only recently, regularity results for non-linear forms of the stress tensor S(Du) were investigated. This is
due to the fact that the respective regularity theory for non-linear elliptic operators, known as the non-linear
Caldero´n-Zygmund theory, was either missing or not applicable to fluid mechanics. However, parts of the non-
linear Caldero´n-Zygmund theory, namely higher integrability results developed in [14, 26], could be transferred
to power law fluids and some generalizations in two and three space dimensions [17]. More regularity results
are known in the planar case, see [28, 29]. The latest novelty, which is the starting point of the present work,
are local estimates in oscillation spaces in two space dimension [18] where a local Schauder theory as well as
estimates in more oscillation spaces including the space of bounded mean oscillation (BMO) were derived. The
objective of the present paper is to show the respective global estimates for perfect slip boundary conditions.
This includes estimates in Ho¨lder spaces as well as in the borderline space of bounded mean oscillations. It is
well known that the regularity around boundary points depends on the regularity of the boundary. The main
effort in this paper was to derive the regularity results under minimal regularity assumptions on the boundary.
Simultaniously all non-linear effects have to be controlled accordingly. This on its own is a non-trivial task even
in case of power law fluids [2, 28, 29, 31, 35].
To illustrate the potential of our techniques we introduce the following theorem. For more general results
and precise assumptions, please see the next subsection.
Theorem 1.4. Let p ∈ (1,∞) and S be prescribed by either of the forms in (1.3). Let β ∈ (0, β0), where β0
depends on p alone.1 Let Ω be a bounded C2,β-domain and F ∈ Cmin{1,β(p−1)}(Ω;R2×2sym), such that [Fν] · τ = 0
on ∂Ω. Then any weak solution2 (u, π) ∈ W 1,p(Ω;R2)× Lp′0 (Ω) to (1.1)–(1.2) satisfies that ∇u ∈ Cβ˜(Ω;R2×2),
with β˜ = min {β, β(p− 1)}. Moreover, u · ν = 0 = [Duν] · τ on ∂Ω and
‖∇u‖p−1Cβ˜(Ω;R2×2) + ‖π‖Cβ˜(Ω) ≤ c‖F‖Cβ(p−1)(Ω;R2×2),
where the constant c depends on β − β0, p and the C2,β− property of ∂Ω.
The theorem is sharp for exponents β < β0 due to Theorem 1.3. The global regularity results contained in
this paper are all consequences of local scaling invariant estimates around boundary points which might be of
independent interest for further applications, see Theorem 1.17 and Theorem 1.18. As a byproduct with the
potential of independent applicability, we derive reverse Ho¨lder inequalities and comparison estimates around
boundary points of first order (see Section 3 and Section 4).
Finally we wish to point out that the estimates proved in this paper have natural implications to the steady
and unsteady non-Newtonian Navier Stokes systems by treating time derivative and convective term as right
hand sides. As a reference on how this can be achieved see [18, Section 4 & 5].
1.1. Main assumptions
The constitutive relation for S in this paper is assumed to be of the form
(1.5) S(Du) = µ(|Du|)Du,
where µ : [0,∞) 7→ [0,∞) describes the generalized viscosity. As it is common, we suppose that the scalar
potential Φ related to the stress tensor S is known and given by physical observations. Our assumptions on the
generalized viscosity are as follows:
Assumption 1.5 (Stress tensor). For a convex function Φ : [0,∞) 7→ [0,∞) such that Φ ∈ C2(0,∞)∩C1[0,∞),
we define
(1.6) Sij(A) = µ(|A|)Aij , µ(|A|) = Φ
′(|A|)
|A| ∀A ∈ R
2×2
sym.
We require that Φ satisfies the following:
• It is an N-function, i.e. Φ′ is positive for s > 0, non-decreasing and satisfies Φ′(0) = 0 and lims→∞ Φ′(s) =
∞.
• There are positive constants c1, c2, such that c1s Φ′′(s) ≤ Φ′(s) ≤ c2s Φ′′(s) for all s ∈ (0,∞).
1Actually β0 is the maximal local Ho¨lder regularity of gradients to solutions to (1.1) with F = 0. Due to [18] we know a β0 > 0
just depending on p exists.
2Here Lp
′
0
(Ω) = {f ∈ Lp
′
(Ω), −
∫
Ω
f dx = 0}
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• Φ′′(s) is almost monotone. This means that there exists a C > 0 such that for all s ∈ (0, t] either
Φ′′(s) ≤ CΦ′′(t) (which means that Φ′′ is almost increasing) or Φ′′(s) ≥ CΦ′′(t) (which means that Φ′′ is
almost decreasing).
In particular (cf. [19]) we know that Φ is of type T (p, q,K), meaning that there exist 1 < p ≤ q <∞ and K > 0
such that
Φ(st) ≤ K max {sp, sq}Φ(t),
min
{
sp, sq
}
Φ(t) ≤ KΦ(st)(1.7)
for all s, t ≥ 0. Henceforth, the exponents p and q are called the lower and upper index of Φ, respectively.
Please observe that in case of power law fluids Φ(t) = µ0p t
p, which is obviously a member of T (p, p, 1). For
a measurable function f we can define the gauge norm as
‖f‖LΦ(Ω) := inf
{
λ > 0 :
∫
Ω
Φ
( |f(x)|
λ
)
dx ≤ 1
}
.
The Orlicz space LΦ(Ω) is defined via this norm as {f : ‖f‖LΦ(Ω) <∞}. We define
W 1,Φ(Ω) := {ϕ ∈W 1,1(Ω), ∇ϕ ∈ LΦ(Ω), ϕ ∈ LΦ(Ω)},
and by density
W 1,Φν (Ω;R
2) := {ϕi ∈ W 1,Φ(Ω), i = 1, 2, ϕ · ν = 0 on ∂Ω} := {ϕ ∈ C∞(Ω;R2) : ϕ · ν = 0 on ∂Ω}
‖·‖
W1,Φ(Ω;R2) ,
W 1,Φ0 (Ω;R
2) := {ϕi ∈ W 1,Φ(Ω), i = 1, 2, ϕ = 0 on ∂Ω} := C∞0 (Ω;R2)
‖·‖
W1,Φ(Ω;R2) .
Moreover, we define the respective closed subspaces of solenoidal functions as
W 1,Φσ (Ω;R
2) := {ϕ ∈ W 1,Φ(Ω;R2), divϕ = 0 in Ω},
W 1,Φσ,ν (Ω;R
2) := {ϕ ∈ W 1,Φν (Ω;R2), divϕ = 0 in Ω},
W 1,Φσ,0 (Ω;R
2) := {ϕ ∈ W 1,Φ0 (Ω;R2), divϕ = 0 in Ω}.
The above spaces are endowed with natural norms. By our assumption they are reflexive and separable Banach
spaces. For these results and more information on Orlicz spaces see [39]. For a Young function Φ its conjugate
Φ∗ is given by
Φ∗(x) = sup{xy − Φ(y), y ∈ R+0 }.
Now we can define our notion of weak solutions.
Definition 1.6. Let Ω be a bounded domain and F ∈ LΦ∗(Ω;R2×2sym). We say that the pair (u, π) ∈W 1,Φσ,ν (Ω;R2)×
LΦ
∗
(Ω) is a weak solution to (1.1) and (1.2) if
(1.8)
∫
Ω
S(Du) :Dϕdx −
∫
Ω
π divϕdx =
∫
Ω
F :∇ϕdx
holds for all ϕ ∈ W 1,Φν (Ω;R2).
Oscillation estimates for partial differential equations are naturally quantified via Campanato spaces. For
the sake of clarity we recall some definitions. The space BMO(Ω) consists of L1(Ω) functions whose BMO
seminorm, defined as
‖f‖BMO(Ω) = sup
Q⊂Ω
−
∫
Q
|f − 〈f〉Q| dx
is finite. Henceforth, we use the notation 〈g〉E := −
∫
E g dx =
1
|E|
∫
E g dx for a measurable set E, with g ∈ L1(E)
and |E| ∈ (0,∞). Furthermore, Q is always a cube with sides parallel to the axis; Qx,R is the cube with center
x and side length R.
The natural refinement of BMO can be achieved by adding some weight function depending on the radius
of the cube. Therefore, let ω : (0,∞) 7→ (0,∞) be the so called weight function. Then functions in L1(Ω) with
finite BMOω seminorm form the BMOω space; here
‖f‖BMOω(Ω) = sup
Q⊂Ω
1
ω(diamQ)
−
∫
Q
|f − 〈f〉Q| dx.
Please observe that in case ω(r) = rα we regain the classical Campanato spaces; indeed it was shown in [12]
that BMOrα(Ω) = Cα(Ω).
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Assumption 1.7 (Domain). We assume that Ω is a bounded domain with ∂Ω ∈ C1,1 uniformly. We use the
following notation:
For x ∈ ∂Ω we define τ(x) as a unit tangential direction at x ∈ ∂Ω and ν(x) as its unit outer normal.
Moreover, we fix rΩ ∈ (0,∞) and 0 < λ ≤ 1 ≤ Λ such that for every x ∈ ∂Ω there is hx : (−rΩ, rΩ)→ R such
that:
∂Ω ∩Qx,rΩ ⊂ {x+ sτ(x) + hx(s)ν(x) : s ∈ (−rΩ, rΩ)}
and for all R ∈ (0, rΩ]
Ω ∩Qx,λR ⊂ {x+ sτ(x) − aν(x) : (s, a) ∈ (−R,R)× (hx(s), hx(s) +R)} ⊂ Ω ∩Qx,ΛR.
Since we are interested in global estimates, it is part of the regularity theory to show how the boundary
values (1.2) are attained. This task is a little delicate as continuous functions are not dense in the space BMO
and thus the weak understanding of (1.2) is insufficient. Hence, we need a new perspective to understand the
attainment of the boundary values. Here we introduce a condition which generalizes (1.2) to the BMO setting
in such a way that once the function F is continuous we find [Fν] · τ = 0:
Definition 1.8. Let Ω satisfy (1.7). Then we define3
BMO(Ω;R2×2) :=
{
F ∈ BMO(Ω;R2×2) : sup
x∈∂Ω
sup
r>0
−
∫
Qx,r
χΩ(y)|[F(y)ν(x)] · τ(x)| dy <∞
}
.
The space BMO(Ω;R2×2) is a Banach space where the semi-norm is defined as
‖F‖BMO(Ω;R2×2) := ‖F‖BMO(Ω;R2×2) + sup
x∈∂Ω
sup
r>0
−
∫
Qx,r
χΩ(y)|[F (y)ν(x)] · τ(x)| dy.
Analogously, we define weighted oscillation spaces. For any non-decreasing function ω : (0,∞) 7→ (0,∞) we
define
BMOω(Ω;R
2×2) :=
{
F ∈ BMOω(Ω;R2×2) : sup
x∈∂Ω
sup
r>0
1
ω(r)
−
∫
Qx,r
χΩ(y)|[F(y)ν(x)] · τ(x)| dy <∞
}
.
The space BMOω(Ω;R
2×2) is a Banach space where the semi-norm is defined as
‖F‖BMOω(Ω;R2×2) := ‖F‖BMOω(Ω;R2×2) + sup
x∈∂Ω
sup
r>0
1
ω(r)
−
∫
Qx,r
χΩ(y)|[F (y)ν(x)] · τ(x)| dy.
Concerning the weight ω we have the following restrictions:
Assumption 1.9 (Weight). For S, Φ satisfying Assumptions 1.5, there exists a β0 ∈ (0, 1], such that β0 :=
2γ
max {2,p′} , where γ is defined via Theorem 4.2. Given β0 we assume that ω : (0,∞) → (0,∞) is bounded and
non-decreasing with
ω(r)r−β ≤ c0 ω(s)s−β for all r > s > 0 and β ∈ (0, β0).(1.9)
We will prove theorems for both cases: the case when Φ′′ is almost decreasing and the case when Φ′′ is
almost increasing. Although our techniques are mostly uniform with respect to the growth of Φ′′ by dividing
the two cases, we were able to show regularity up to the borderline of the assumed boundary regularity of the
domain Ω.
Remark 1.10. Note that Assumption 1.5 allows us to capture some of the well-known representatives of the
constitutive relation (1.5), e.g. all power-law models (1.3), but also some other models of fluid mechanics such
as the Carreau type fluids. Examples are ketchup, nail polish, blood, but also industrial products like modern
paints. For a physical background we refer to [38, 36] and references therein.
1.2. Main results
Our main theorems on shear thinning fluids are the following two stability results.
Theorem 1.11 (Shear thinning BMO). Let Assumption 1.5 be satisfied and Φ′′ be almost decreasing. Let
Ω ⊂ R2 be a bounded C1,1 domain satisfying Assumption 1.7 and F ∈ BMO(Ω;R2×2). Let (u, π) be a weak
solution of (1.1)–(1.2), then
‖S(Du)‖BMO(Ω;R2×2) + ‖π‖BMO(Ω) ≤ C‖F‖BMO(Ω;R2×2).
The constant C depends only on the properties mentioned in the assumptions.
3For E ⊂ R2 we denote by χE : R
2 → {0, 1} the characteristic function on E.
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Theorem 1.12 (Shear thinning BMOω). Let Assumption 1.5 be satisfied and Φ
′′ be almost decreasing. Let
p, q be the lower and upper index of Φ introduced in (1.7) and let the weight function ω satisfy Assumption 1.9.
Then the following holds: If Ω ⊂ R2 is a C2,ω
1
p−1
domain satisfying Assumption 1.7, F ∈ BMOω(Ω;R2×2sym) and
(u, π) is a weak solution of (1.1)–(1.2), then
‖S(Du)‖BMOω(Ω;R2×2) + ‖π‖BMOω(Ω) ≤ C‖F‖BMOω(Ω;R2×2).
The constant C depends only on the regularity of the boundary and the mentioned properties in the assumptions.
Observe, that in the shear thinning case estimates for the full gradient ∇u are available in case ω satisfies
the Dini condition:
ψ(r) :=
∫ 1
r
ω(ρ) dρ
ρ
<∞.(1.10)
The respective estimates follow from Proposition 5.8.
Our main results in the shear thickening case are the following:
Theorem 1.13 (Shear thickening BMO). Let Assumption 1.5 be satisfied and Φ′′ be almost decreasing. Let
Ω ⊂ R2 be a bounded C1,1 domain satisfying Assumption 1.7 and F ∈ BMO(Ω;R2×2). Let (u, π) be a weak
solution of (1.1)–(1.2), then
‖∇u‖BMO(Ω;R2×2) ≤ C(Φ′)−1(‖F‖BMO(Ω;R2×2)).
The constant C depends only on the properties mentioned in the assumptions.
Theorem 1.14 (Shear thickening BMOω). Let Assumption 1.5 be satisfied and Φ
′′ be almost decreasing. Let
p, q be the lower and upper index of Φ introduced in (1.7) and let the weight function ω satisfy Assumption 1.9.
Then the following holds: If Ω ⊂ R2 a C2,ω domain satisfying Assumption 1.7, F ∈ BMOωq−1 (Ω) and u is a
weak solution of (1.1)–(1.2), then
‖∇u‖BMOω(Ω;R2×2) ≤ C(Φ′)−1(‖F‖BMOωq−1 (Ω;R2×2)).
In case ω satisfies (1.10), we additionally find that
‖π‖BMOω(Ω) ≤ C‖F‖BMOωq−1 (Ω;R2×2).
The constant C depends only on the regularity of the boundary and the properties mentioned in the assumptions.
The global theorems are a consequence of the local estimates given in Theorem 1.17 and Theorem 1.18. In
accordance with the global theory we define local solutions:
Definition 1.15 (local solutions). We say that the pair (u, π) ∈W 1,Φσ (Ω∩Q;R2)×LΦ
∗
(Ω∩Q) is a local weak
solution to (1.1) and (1.2) on Q if
(1.11)
∫
Ω
S(Du) :Dϕdx −
∫
Ω
π divϕdx =
∫
Ω
F :∇ϕdx
holds for all ϕ ∈ W 1,Φ(Ω∩Q;R2) such that ϕ(x) · ν(x) = 0 for all x ∈ ∂Ω∩Q and ϕ(x) = 0 for all x ∈ ∂Q∩Ω.
In accordance with the above definition we introduce the following local spaces:
Definition 1.16 (BMO
∗
). Let Ω satisfy Assumption 1.7, x ∈ ∂Ω, R ∈ (0, rΩ) and ω : (0,∞) 7→ (0,∞) be any
non-decreasing function. Then we define the space BMO
∗
ω(Qx,R ∩Ω;R2×2) via the seminorm:
‖F‖BMO∗ω(Qx,R∩Ω;R2×2) := ‖F‖BMOω(Qx,R∩Ω;R2×2) + supz∈∂Ω∩Qx,R
sup
Qz,r⊂Qx,R
1
ω(r)
−
∫
Qz,r
χΩ(y)|[F (y)ν(z)] · τ(z)| dy.
Theorem 1.17 (local shear thinning). Let Assumption 1.5 hold and p, q be the lower and upper index of Φ
introduced in (1.7) such that Φ′′ is almost decreasing and let the weight function ω satisfy Assumption 1.9. Then
for every cube Q ⊂ R2 with side length R ≤ rΩ the following holds: If ∂Ω∩Q ∈ C2,ω
1
p−1
, F ∈ BMO∗ω(Ω∩Q;R2×2sym)
and (u, π) is a local weak solution of (1.1)–(1.2) on Ω ∩Q, then
‖S(Du)‖BMO∗ω( 12Q∩Ω;R2×2) + ‖π‖BMOω(Ω∩ 12Q) ≤ C‖F‖BMO∗ω(Ω∩Q;R2×2) +
C
ω(R)
−
∫
Q
χΩ(|S(Du)|+ |Φ′(u/R)|) dx.
In the BMO case of ω = 1, the assumption on the boundary can be weakened to ∂Ω ∩ Q ∈ C1,1. The constant
C depends only on the regularity of the boundary and the properties mentioned in the assumptions.
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Theorem 1.18 (local shear thickening). Let Assumption 1.5 hold and p, q be the lower and upper index of Φ
introduced in (1.7), such that Φ′′ is almost increasing and let the weight function ω satisfy Assumption 1.9. Then
for every cube Q ⊂ R2 with side length R the following holds: If ∂Ω ∩ Q ∈ C2,ω, F ∈ BMO∗ωq−1(Q ∩ Ω;R2×2sym)
and (u, π) is a local weak solution of (1.1)–(1.2) on Ω ∩Q, then
‖∇u‖BMO∗ω(Ω∩ 12Q;R2×2) ≤ C(Φ
′)−1(‖F‖BMO∗ωq−1 (Ω∩Q;R2×2)) +
C
ω(R)
−
∫
Q
χΩ(|∇u|+ |u/R|) dx.
In the BMO case of ω = 1, the assumption on the boundary can be weakened to ∂Ω ∩Q ∈ C1,1.
In case ω satisfies (1.10), we find
‖π‖BMO∗ω(Ω∩ 12Q) ≤ ‖F‖BMO∗ωq−1 (Ω∩Q;R2×2) +
C
ω(R)
−
∫
Q
χΩ(|S(Du)|+ |Φ′(u/R)|) dx.
The constant C depends only on the regularity of the boundary and the properties mentioned in the assumptions
only.
The proofs of the Theorem 1.4 and Theorem 1.11–Theorem 1.14, Theorem 1.17 as well as Corollary 1.1
and Corollary 1.2 can be found in Subsection 5.5. The proof of Theorem 1.18 can be found at the end of
Subsection 5.3.
Remark 1.19. The weighted BMO estimates imply the related VMO regularity results. The proof is exactly
as the proof of Corollary 5.4 in [19].
Remark 1.20. The stability in the spaces above appears naturally with respect to the perfect slip boundary
condition. Indeed, if ω satisfies the Dini condition (1.10), we find that if F ∈ BMOω(Ω;R2×2), then ∇u is
actually continuous (see Proposition 5.8). Moreover, we find that [Duν] · τ (x) = 0 = u(x) · ν(x) for x ∈ ∂Ω by
the properties of BMOω(Ω;R
2×2). Remarkably, even in the weakest case, the case of bounded mean oscillations,
we find that [S(Du)ν] · τ is bounded at the boundary and by the trace theorem that u · ν = 0 along the boundary.
Remark 1.21. Existence of solutions to (1.1)–(1.2) is quite standard. It can be shown either by using methods
from the calculus of variations or by monotone operator theory, see [40].
1.3. Technical novelties
The first BMO result for degenerate elliptic equations was published in [14] by E. DiBenedetto and J. Manfredi
for the p-Laplace system in the case p > 2. The theory was extended in [19] to all p ∈ (1,∞) and to more general
Orlicz growth satisfying Assumption 1.5. BMO estimates up to the boundary for the homogeneous Dirichlet
boundary conditions are in preparation [6, 7]. Otherwise, to the best of our knowledge, the contribution
presented in this paper seems to be the first global BMO-stability result in the framework of degenerated
PDE’s. Even in the case p = 2, global BMO results for slip boundary conditions seem to be missing. We intend
the techniques presented here to be the starting point for future research, in particular for related results with
different boundary conditions.
The advantage of perfect slip boundary conditions is the possibility that solutions in a half space can be
reflected to solutions in the whole space. This allows to use flattening techniques. Hence, estimates around
boundary points are possible by applying the local estimates available due to [18], see Corollary 2.6. The main
technical effort of the present paper is twofold:
1. To transfer the system locally around a boundary point to a system on a half-cube, such that the boundary
data equals the perfect slip boundary condition on one side of the cube.
2. To estimate the error and perturbation terms coming from the bending of the boundary, the change of
boundary data, the change of the divergence (pressure) and the deficit between the symmetric and the
full gradient.
At this point, we would like to emphasize that the perfect slip boundary conditions for the Stokes system are
very sensitive to perturbations. Indeed, there are many more sources of potential error terms as for instance in
the case of elliptic systems, where the problem can be reduced to a perturbation of coefficients. In particular,
to ensure the impermeability constraint (u · ν|∂Ω = 0), one needs a second order correction. The flattening
introduced in this paper is inspired by the flattening in [35]. However, we introduce some novel refinements in
order to be able to have optimal control on the lower order error terms in oscillation form. It is noteworthy that
in [35] the assumption on the boundary regularity is C2,1 which is significantly higher than what we assume,
even so we show higher order regularity than in [35]. Finally, we wish to mention that all estimates obtained
here are derived for the given weak solution directly without making use of an approximation of the solutions
by a smooth sequence.
In a future work, we plan to use the flattening and the respective estimates of the error terms to show higher
integrability results for weaker, possibly optimal assumptions on the boundary regularity. This is particularly
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interesting, since it seems that the optimal regularity assumptions for perfect slip or Navier slip boundary con-
ditions are not known even for the classical Stokes system. See Example 5.16 for the respective counterexample.
The estimates of the error terms are developed via a careful combination of newly developed oscillation
estimates in combination with Caccioppoli type inequalities. The estimates are partially in connection with
observations that where developed in [13]. As a side product we derive first and second order reverse Ho¨lder
inequalities up to the boundary with respective error terms in natural (scaling invariant) form.
Our local regularity estimates and the reverse Ho¨lder inequalities have the potential to be useful in the
future for the theory of non-linear Stokes or Navier-Stokes equations.
A precise notation, basic facts and auxiliary lemmas are provided in the next section. Section 3.1 is devoted
to the reverse Ho¨lder inequality. In Section 4, we introduce a decay estimate for the system that is achieved
by comparison methods. Finally, proofs of the main theorems can be found in Section 5, where we first show
local estimates around boundary points for shear thickening and then shear thinning fluids. We treat the two
cases separately in order to cover the assumptions on ∂Ω that seem to be sharp at least with respect to the
methods of this paper. Indeed, the unified approach developed in [19] seems only applicable in case of stronger
assumptions on the boundary regularity. The section is concluded by deriving the global estimates from the
local estimates.
2. Preliminaries
Unless stated otherwise, Q ⊂ R2 is reserved for a cube with sides parallel to axis. For a real number r > 0 we
define a cube rQ as r−multiple of Q, i.e.
rQ =
{
x ∈ R2, x0 + r−1(x− x0) ∈ Q, where x0 is the center of Q
}
.
For the average integral we use the notation
〈f〉Q = −
∫
Q
f dx =
1
|Q|
∫
Q
f dx.
For a general G : Ω 7→ R2×2 and for a function ω : (0,∞) 7→ (0,∞) we define
M ♯ω,Q(G) =
1
ω(diamQ)
−
∫
Q
|G− 〈G〉Q| dx,
whenever Q ⊂ Ω and
M ♯ω,Q∩Ω(G) =
1
ω(diamQ)
−
∫
Q∩Ω
|G−Diag〈G〉Q∩Ω| dx,
whenever Q is a cube centered at a point x ∈ ∂Ω. The reason, why the oscillation at a boundary point are
measured only w.r.t the diagonal is due to the fact that these are the natural oscillations to be considered under
perfect slip boundary values. For more explanations see Subsection 2.2.
2.1. Orlicz functions
A real function Φ : R+ → R+ is said to satisfy the ∆2−condition, denoted by Φ ∈ ∆2, if there exists a positive
constant C, such that Φ(2s) ≤ CΦ(s) for s > 0. Any Φ ∈ T (p, q,K) satisfies automatically the ∆2 condition. It
follows from [15, Section 2] that if Φ is differentiable and satisfies the ∆2− condition then4 Φ(s) ∼ sΦ′(s). By
(Φ′)−1 : R+ → R+ we denote the function
(Φ′)−1(s) := sup{t ∈ R+ : Φ′(t) ≤ s}.
The complementary function of Φ is defined as
Φ∗(s) :=
∫ s
0
(Φ′)−1(t) dt.
Observe, that in case Φ(t) = t
p
p its complementary function is Φ
∗(t) = t
p′
p′ where p
′ := pp−1 is the Ho¨lder
conjugate exponent. We collect a few more technical properties that are shown in [19, p. 4-5]:
Lemma 2.1. If Φ is of type T (p, q,K1), then the function Φ
∗ is again an N-function and Φ∗ ∈ T (q′, p′,K2) for
some K2 = K2(p, q,K1). Moreover, for all δ > 0 and all s, t ≥ 0, there holds the so called Young’s inequality
ts ≤ K1Kq−12 δ1−q Φ(t) + δ Φ∗(s),
ts ≤ δ Φ(t) +K2Kp
′−1
1 δ
1−p′ Φ∗(s).
.(2.1)
4We use the notation a ∼ b if a and b are of similar size. Namely, that there are two constants c1, c2 such that a ≤ c1b ≤ c1c2a.
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Next we introduce for Φ its so called shifted function Φa which is for a ≥ 0 defined by
Φ′a(s) := Φ
′(a+ s)
s
a+ s
.
This basically states that Φ′′a(s) ∼ Φ′′(a+ s). We repeat some algebraic estimates for the shifted functions. The
family of shifted functions has many uniform properties. We will need the following lemmata.
Lemma 2.2 ([19, Lemma 2.2 & 2.3]). Let Φ satisfy Assumption 1.5. Then {Φa, (Φa)∗, (Φ∗)a} are N-functions
and satisfy the ∆2 condition uniformly in a ∈ R. Moreover, Φ|P | is of type T (p, q,K) and (Φ|P |)∗ ∼ (Φ∗)|S(P )|
are of type T (q′, p′,K
′
), for p := min {p, 2} and q := max {q, 2}.
To Φ and S we associate the following natural quantity V : R2×2 → R2×2 as
V (P ) =
√
Φ′(|P |)|P | P|P | .(2.2)
Firstly, this function can be used to quantify a so-called ”shift-change”:
Lemma 2.3 (Lemma 2.5 [19]). For every ε ∈ (0, 1], it holds
Φ|P |(t) ≤ c ε1−p
′
Φ|Q|(t) + ε|V (P )− V (Q)|2,
(Φ|P |)∗(t) ≤ c ε1−q(Φ|Q|)∗(t) + ε|V (P )− V (Q)|2,
(Φ∗)|S(P )|(t) ≤ c ε1−q(Φ∗)|S(Q)|(t) + ε|V (P )− V (Q)|2,
for all P,Q ∈ R2×2 and all t ≥ 0.
Secondly, the function V can be used to quantify the monotonicity of S. This is the content of the following
lemma:
Lemma 2.4 ([15, Lemma 3 & 21 & 26]). Let ϕ satisfy Assumption 1.5, then
(S(P )− S(Q)) · (P −Q) ∼ ∣∣V (P )− V (Q)∣∣2
∼ Φ|Q|
(|P −Q|)
∼ (Φ∗)|S(Q)|(|S(P )− S(Q)|)
∼ Φ′′(|P |+ |Q|)|P −Q|2
(2.3)
uniformly in P,Q ∈ R2×2. Moreover,
S(Q) ·Q = |V (Q)|2 ∼ Φ(|Q|) and |S(P ) − S(Q)| ∼ (Φ|Q|)′(|P −Q|).(2.4)
Very often we will use the following inequality, which we will refer to as best-constant property: For any
convex Φ : [0,∞)→ [0,∞) that possesses a left inverse, anyf ∈ LΦ(E) and any c ∈ R, using Jensen’s inequality
we find that
Φ−1
(
−
∫
E
Φ(|f − 〈f〉E |) dx
)
≤ Φ−1
(
−
∫
E
Φ(|f − c|) + |c− 〈f〉E |) dx
)
≤ Φ−1
(
−
∫
E
1
2
Φ(2|f − c|) dx + 1
2
Φ
(
2−
∫
E
|f − c| dx
))
≤ Φ−1
(
−
∫
E
Φ(2|f − c|) dx
)
.
(2.5)
In particular for all c ∈ R and q ∈ [1,∞)
(
−
∫
E
|f − 〈f〉E |q
) 1
q
≤ 2
(
−
∫
E
|f − c|q
) 1
q
.
Hereinafter, DiagM is the projection of a matrix to its diagonal:
Diag
(
a b
c d
)
=
(
a 0
0 d
)
.
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2.2. Local solutions in the half space
To introduce the method, we analyze the particular case of a local solution of (1.1),(1.2) in case of a flat
boundary. We define
Q+R(y) :=
{
(x1, x2) ∈ R2, x1 ∈
(
y1 − R
2
, y1 +
R
2
)
, x2 ∈
(
y2, y2 +
R
2
)}
.
Moreover, we define
∂Q+R := ∂Q
+
R ∩ {x2 = y2} and ∂Q+R := ∂Q+R \ {x2 = y2}.
Since the estimates we will derive are invariant under translation, we will often omit the center of the half cube;
indeed, within this paper, we will mainly assume without loss of generality that y = 0. Additionally, we omit
the side length if it is not of particular importance and just use the notation Q+ for any half cube with sides
parallel to the axes. Finally, by a slight misuse of notation, we define for r > 0
rQ+R = (rQR)
+ = Q+rR and rQ
+ = (rQ)+.
Let (u, π) ∈W 1,Φσ (Q+)× LΦ
∗
(Q+) be a local weak solution to
− div S(Du) +∇π = − divF in Q+,
div u = 0 in Q+,
u2 = 0, ∂2u
1 = 0 = F1,2 on ∂Q
+,
(2.6)
i.e. ∫
Q+
S(Du)Dϕdx =
∫
Q+
FDϕdx
for every ϕ ∈ W 1,Φσ (Ω) with ϕ|∂Q+ · (0,−1) = 0 and ϕ|∂Q+ = 0.
Simple calculations imply that the reflected function u˜ defined as(
u˜1(x1, x2)
u˜2(x1, x2)
)
:=
(
u1(x1,−x2)
−u2(x1,−x2)
)
for x2 < 0, u˜(x1, x2) := u(x1, x2) for x2 ≥ 0
is a local solution in Q with right hand side
F˜ (x1, x2) :=
(
F1,1(x1,−x2) −F1,2(x1,−x2)
−F1,2(x1,−x2) F2,2(x1,−x2)
)
for x2 < 0, F˜ (x1, x2) := F (x1, x2) for x2 ≥ 0,
Namely, ∫
Q
S(Du˜)Dϕdx =
∫
Q
F˜Dϕdx for all ϕ ∈ W 1,Φσ,0 (Q).
We wish to apply the local theory on u˜, namely [18, Theorem 1.1]. In order to do so, we have to check the
conditions on F˜ : Q→ R2×2. We find using the symmetries that for all λ ∈ (0, 1]
〈F˜ 〉λQ = 〈Diag(F˜ )〉λQ =
(〈F1,1〉λQ+ 0
0 〈F2,2〉λQ+
)
.(2.7)
This motivates the definition of BMO
∗
(Q+;R2×2) (see Definition 1.16)
BMO
∗
(Q+;R2×2) :=
{
G ∈ BMO(Q+;R2×2) : sup
[a,a+r]×[0,r]⊂Q+
−
∫ r
0
−
∫ a+r
a
|G1,2| dx <∞
}
.
The respective semi-norm is gives as
‖G‖BMO∗(Q+;R2×2) = max
{
‖G‖BMO(Q+;R2×2), sup
[a,a+r]×[0,r]⊂Q+
−
∫ r
0
−
∫ a+r
a
|G1,2| dx
}
.
It follows from (2.7) above that if F˜ ∈ BMO(Q), then F ∈ BMO∗(Q+). Actually, also the reverse implication
is true.
Lemma 2.5. Let F ∈ L1(Q+,R2×2sym) and let ω satisfy Assumption 1.9. The following are equivalent:
a) F ∈ BMO∗ω(Q+;R2×2),
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b) F ∈ BMOω(Q+;R2×2) and sup
x∈∂Q+
sup
Q+x,r⊂Q+
1
ω(r)
−
∫
Q+x,r
|F −Diag〈F 〉Qx,r | dy <∞,
c) F˜ ∈ BMOω(Q;R2×2).
Moreover, the respective seminorms are equivalent.
Proof. Since b) is exactly the definition of a) and c) implies a) by the symmetry 2.7 we are left to show, that b)
implies c). We assume that Q+ = Q+(0). Now let B = [a, a + r] × [b, b + r] ⊂ Q. We may assume that
0 ∈ [b, b + r], since otherwise there is nothing to show. Hence, there is a′ ∈ R and s ∈ [r, 2r], such that
B ⊂ [a′, a′ + s]× [−s, s] =: B′ ⊂ Q. Moreover, by the best-constant property (2.5) and by (2.7) we find
−
∫
B
|F˜ − 〈F˜ 〉B | dx ≤ 2−
∫
B
|F˜ − 〈DiagF˜ 〉B′ | dx ≤ 8−
∫
B′
|F˜ − 〈DiagF˜ 〉B′ | dx ≤ 8‖F‖{BMO∗(Q+)}.
Since Assumption 1.9 implies that 1ω(r) ≤ cω(s) for s < r the result follows.
By the above and [18, Theorem 1.1] we find estimates for solutions to (2.6) in oscillatory spaces.
Corollary 2.6. Let u be a weak solution to (2.6) There is a constant just depending on the constants in
Assumption 1.5 and Assumption 1.9, such that if F ∈ BMO∗ω(Q+;R2×2), then S(Du) ∈ BMO
∗
ω(
1
2Q
+;R2×2).
Moreover,
sup
x∈∂Q+
sup
Q+x,r⊂ 12Q+
1
ω(r)
−
∫
Q+x,r
|S(Du)−Diag〈S(Du)〉Qx,r | dy ≤ c‖F‖BMO(Q+) +
c
ω(r)
−
∫
Q+
|S(Du)−Diag〈S(Du)〉Q| dy.
Proof. Due to Lemma 2.5 we can estimate the mean oscillation of S(Du˜) by the mean oscillations of F˜ due
to [18, Theorem 1.1]. The estimate on the half cubes then follows by the symmetries of S(D(u˜)). Finally
Lemma 2.5 implies that S(Du) ∈ BMO∗ω(12Q+;R2×2).
The remainder of the paper is dedicated to prove the respective estimate for local solution with a bended
boundary.
Using [19, Lemma 6.1] and the Lemma 2.5 we find the following estimate of John-Nirenberg type
−
∫
Q+
Φ(|F − 〈DiagF 〉Q+ |) dx = −
∫
Q
Φ(|F˜ − 〈F˜ 〉Q|) dx
≤ cΦ(‖F˜‖BMO(Q;R2×2)) = cΦ(‖F‖BMO∗(Q+;R2×2)),
(2.8)
here the constant only depends on the ∆2-condition of Φ.
2.3. Korn and Poincare´ type inequalities
In this section we present a few analytic inequalities of Korn and Poincare´ type inequalities in Orlicz spaces
with perfect slip boundary conditions. We relay on [16] and [15]. See also [3, Chapter 2] and the references
therein for more (optimal) Korn inequalities in the Orlicz regime. The obstacle here is that the spaces are
non-homogeneous.
Lemma 2.7. Let Φ ∈ T (p, q,K). For every s ∈ [1, 2) there exists a c > 0 independent of R, such that
(2.9)
(
−
∫
Q+R
Φs
( |f |
R
)
dx
) 1
s
+−
∫
Q+R
Φ(|∇f |) dx ≤ c−
∫
Q+R
Φ(|Df |) dx
holds provided f ∈W 1,Φ(Q+R;R2), f2|∂Q+
R
= 0 and −
∫
Q+R
f1 = 0 or f1|∂Q+
R
= 0.
Proof. First by [16, Theorem 5.17 and Proposition 6.1] and [15, Theorem 7] we find that for any Lipschitz
domain Ω and any s ∈ [1, 2)
(
−
∫
Ω
Φs
( |f − 〈f〉Ω|
diam(Ω)
)
dx
) 1
s
+−
∫
Ω
Φ(|∇f |) dx ≤ c−
∫
Ω
Φ(|Df |) dx+ c−
∫
Ω
Φ
( |f − 〈f〉Ω|
diam(Ω)
)
dx.(2.10)
For 0 < σ < 1 < s <∞ there is a θ ∈ (0, 1) such that θσ + 1−θs = 1. Ho¨lder’s inequality implies
−
∫
Ω
Φ
( |f − 〈f〉Ω|
diam(Ω)
)
dx ≤ c
(
−
∫
Ω
Φs
( |f − 〈f〉Ω|
diam(Ω)
)
dx
) 1−θ
s
(
−
∫
Ω
Φσ
( |f − 〈f〉Ω|
diam(Ω)
)
dx
) θ
σ
.
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Thanks to [19, Lemma A3], we can choose σ small enough such that Φσ is concave. Now the previous and
Young’s inequality applied to (2.10) implies(
−
∫
Ω
Φs
( |f |
diam(Ω)
)
dx
) 1
s
+−
∫
Ω
Φ(|∇f |) dx ≤ c−
∫
Ω
Φ(|Df |) dx + cΦ
(
−
∫
Ω
|f |
diam(Ω)
dx
)
.(2.11)
This implies that we are left to show that
Φ
(
−
∫
Q+
R
|f |
R
dx
)
≤ c−
∫
Q+
R
Φ(|Df |) dx.
Since Φ
1
p is convex due to the fact that Φ ∈ T (p, q,K) with p > 1, we find via Jensen’s inequality that it suffices
to prove
−
∫
Q+
R
|f |
R
dx ≤ c
(
−
∫
Q+
R
|Df |p dx
) 1
p
.(2.12)
Assume the converse is true. Then since the spaces are homogeneous we find a sequence fn satisfying the
assumed boundary condition such that
(2.13) −
∫
Q+
R
|fn|
diam(Ω)
dx = 1
and simultaneously
(2.14)
(
−
∫
Q+
R
|Dfn|p dx
) 1
p
≤ 1
n
.
Since {fn} is equibounded in W 1,p(Q+R) due to (2.11) we get fn ⇀ f for some f in W 1,p(Q+R;R2). As
W 1,s(Q+R;R
2) →֒→֒ Lp(Q+R;R2) we find a subsequence fn → f in Lp(Q+R;R2). On the other hand, we de-
duce from (2.14) that Df = 0. Consequently, there exist A ∈ R2×2 skew symmetric and b ∈ R2 such that
f(x) = Ax + b. The conditions imposed on f yield that A = 0 and b = 0 which implies f = 0 contradict-
ing (2.13). The constant in (2.9) is independent of the diameter of Q+R since the estimate is invariant under
rescaling.
The following corollary will be needed for the global estimates.
Corollary 2.8. Assume that Ω is Lipschitz continuous and Φ ∈ T (p, q,K). Then there exists a constant c > 0
such that for all f ∈W 1,Φν (Ω;R2) with [Df ν] · τ = 0 in the weak sense on ∂Ω(
−
∫
Ω
Φs
( |f |
diam(Ω)
)
dx
) 1
s
+−
∫
Ω
Φ(|∇f |) dx ≤ c−
∫
Ω
Φ(|Df |) dx.
Proof. As in the proof of the last lemma, we find by (2.11) that it suffices to show
−
∫
Ω
|f |
diamΩ
dx ≤ c
(
−
∫
Ω
|Df |s dx
) 1
s
,
using again that Φ
1
p is convex as Φ ∈ T (p, q,K). Assume the converse is true. Then since the spaces are
homogeneous we find a sequence fn satisfying the assumed boundary condition such that that there exists a
sequence fn such that
(2.15) −
∫
Ω
|fn|
diam(Ω)
dx = 1
and simultaneously
(2.16)
(
−
∫
Ω
|Dfn|p dx
) 1
s
≤ 1
n
.
Since {fn} is equibounded in W 1,p(Ω;R2) due to (2.11) we get fn ⇀ f for some f in W 1,p(Ω,R2). As
W 1,p(Ω;R2) →֒→֒ Lp(Ω;R2), we find a subsequence fn → f in Lp(Ω;R2). On the other hand, we deduce from
(2.16) that Df = 0. Consequently, there exist A ∈ R2×2 skew symmetric and b ∈ R2 such that f(x) = Ax+ b.
The condition f · ν|∂Ω = 0 implies that Ω = BR(b), for some R > 0. Now, since for every ϕ ∈ C∞ν (Ω), we find
that 〈∆fn, ϕ〉 = −
∫
Ω∇fn · ∇ϕdx and consequently 0 = −
∫
ΩA · ∇ϕdx. But this implies that (Aν) · τ = 0 and
so A = 0. Finally the condition f · ν|∂Ω = 0 implies that b = 0 and so f = 0. This contradicts (2.15).
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3. Reverse Ho¨lder inequalities at the boundary
3.1. Flattening and transformation
In this section, we will analyze the solution around a given boundary point of which we assume without loss of
generality that it is the origin. Moreover, we assume that rΩ ∈ [0, 1].
The boundary is assumed to be given as the graph of h ∈ C1,1([−R/2, R/2]) for some R ≤ rΩ. Explicitly, let
∂Ω = {(x1, h(x1)), x1 ∈ (−R/2, R/2)} on some neighborhood of 0 ∈ ∂Ω. Since the system is translation- and
rotation-invariant, we may also suppose h′(0) = 0. Recall the definition
Q+R :=
{
(x1, x2) ∈ R2, x1 ∈
(
−R
2
,
R
2
)
, x2 ∈
(
0,
R
2
)}
.
We define T : Q+R 7→ Ω as T (x1, x2) = (x1, x2 + h(x1)). As an immediate consequence of the construction we
get the tangential and outer normal vector via
τ =
1√
1 + (h′)2
(
1
h′
)
and ν =
1√
1 + (h′)2
(
h′
−1
)
.
We define n = (0,−1) which is indeed a unit outer normal vector on ∂Q+R, where ∂Q+R := ∂Q+R ∩ {x2 = 0}.
Further, we set Ω+R := T (Q
+
R) and we use the following notation y := T (x) and ∂Ω
+
R = T (∂Q
+
R). To a function
f ∈ L1(Ω+R) we associate
(3.1) f : Q+R → R : f(x) = f(T (x)).
From now on, we assume that u ∈ W 1,Φν (Ω+R) is a local weak solution to (1.1–1.2) on Ω+R unless specified
otherwise. This means that
(3.2)
∫
Ω+R
S(Dyu) : Dyϕ dy =
∫
Ω+R
F : Dyϕ dy,
for every ϕ ∈ W 1,Φ(Ω) with divϕ = 0, ϕ · ν = 0 on ∂Ω+R and ϕ = 0 on ∂Ω+R.
Let Q be an arbitrary cube whose center is in ∂Q+R. We seek to transfer u into a local solution on Q
+ =
Q ∩ {x : x2 > 0} with perfect slip boundary values. We define(
uQ1 (x)
uQ2 (x)
)
:=
(
u1(T (x))
u2(T (x))
)
−
( 〈u1〉T (Q+)
h′(x1)(u1(T (x))− 〈u1〉T (Q+))
)
for all x ∈ Q+. First, since det∇T = 1, we have 〈uQ1 〉Q+ = 0. We calculate
u1(y) = u
Q
1 (y1, y2 − h(y1)) + 〈u1〉T (Q+),
u2(y) = u
Q
2 (y1, y2 − h(y1))− h′(y1)(〈u1〉T (Q+) − u1(y)).
(3.3)
Hence it follows that
uQ · n = −uQ2 = −h′(x1)〈u1〉T (Q+) on ∂Q+R as u · ν = 0 on ∂Ω+R.
Further, for (y1, y2) = (x1, x2 + h(x1)) we find
∂1u1(y) = ∂1u
Q
1 (x)− h′(x1)∂2uQ1 (x),
∂2u1(y) = ∂2u
Q
1 (x),
∂1u2(y) = ∂1u
Q
2 (x)− h′(x1)∂2uQ2 (x) + h′′(x1)uQ1 (x),
+ h′(x1)∂1u
Q
1 (x) − (h′(x1))2∂2uQ1 (x),
∂2u2(y) = ∂2u
Q
2 (x) + h
′(x1)∂2u
Q
1 (x);
in particular
0 = divy u = divx u
Q.
As a shorthand
H(x) =
(
1 0
−h′(x1) 1
)
= (∇T )−1(Tx).
Consequently, we find that
H−1(x) =
(
1 0
h′(x1) 1
)
= ∇T (x).
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For a general g ∈ L1(Q+R,R2) we define the corrector matrix
Hg(x) :=
(
0 0
h′′(x1)g1(x) 0
)
and Hg,sym(x) = (Hg)sym(x).
With the defined quantities, we have the following identities
(∇yu)(T (x)) = H−1(x)∇xuQ(x)H(x) +HuQ(x),
(Dyu)(T (x)) = (H
−1(x)∇xuQ(x)H)sym +HuQ,sym(x),
uQ · n = −h′(x1)〈u1〉T (Q+).
(3.4)
To any ϕ ∈W 1,Φ(Ω) with divϕ = 0, ϕ · ν = 0 on ∂Ω+R and ϕ = 0 on ∂Ω+R, we associate(
ϕ˜1
ϕ˜2
)
:=
(
ϕ1(T (x))
ϕ2(T (x))
)
−
(
0
h′(x1)(ϕ1(T (x))
)
.
By the above, this implies that ϕ˜ ∈W 1,Φ(Q+), divx ϕ˜ = 0, ϕ˜ · n = 0 on ∂Q+ and ϕ˜ = 0 on ∂Q+.
Hence we may rewrite (3.2) as
(3.5)
∫
Q+
S ((H−1∇uQH)sym) : (H−1∇ϕ˜H)sym = ∫
Q+
F : (H−1∇ϕ˜H)sym + 〈E, ϕ˜〉,
where F (x) := F (T (x)) and
〈E, ϕ˜〉 :=
4∑
k=1
〈Ek, ϕ˜〉 :=
∫
Q+
F : Hϕ˜,sym dx−
∫
Q+
S((H−1∇uQH)sym) : Hϕ˜,sym dx
−
∫
Q+
(
S((H−1∇uQH)sym +HuQ,sym)− S((H−1∇uQH)sym)
)
: Hϕ˜,sym dx
−
∫
Q+
(
S((H−1∇uQH)sym +HuQ,sym)− S((H−1∇uQH)sym)
)
: (H−1∇ϕ˜H)sym dx.
Since the mapping ϕ → ϕ˜ is one-to-one, (3.5) is satisfied for all ϕ˜ ∈ W 1,Φ(Q+;R2), divx ϕ˜ = 0, ϕ˜ · n = 0 on
∂Q+ and ϕ˜ = 0 on ∂Q+.
Observe that uQ(x) · n = h′(x1)〈u1〉T (Q+). In order to get an admissible test function to (3.5) we introduce
the corrector function g : Q+ 7→ R2 defined as
g =
(−h′′(0)〈u1〉T (Q+)x2
h′(x1)〈u1〉T (Q+)
)
.
By the calculations above, we find the following:
Observation 3.1. With the above notation, it holds that
1. (uQ − g)2 = 0 on ∂Q+,
2. 〈uQ1 − g1〉Q+ = −〈g1〉Q+ ,
3. div(uQ − g) = 0,
4. |Dg(x1, x2)| = |h′′(x1)− h′′(0)||〈u1〉T (Q+)|,
5. |∇g(x1, x2)| ≤ c|〈u1〉T (Q+)|.
3.2. A Caccioppoli inequality
The construction above will be used to state the following Caccioppoli inequality. It is the main technical step
towards the reverse Ho¨lder inequality given in Proposition 3.3, we aim for.
We will use an interpolation result on the cubes. Therefore, we define Q+s = sQ∩{x : x2 ≥ 0} for s ∈ (0, 1).
Lemma 3.2. We assume the setting of Subsection 3.1. Namely, let R < 0 and (3.5) be satisfied on Q+ ⊂ Q+R
where Q+ has side-length ρ. Let 12 < r < s ≤ 1 and P, F0 ∈ R2×2sym, P12 = P21 = (F0)12 = (F0)21 = 0. Then we
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define Qs = sQ
+ and z : Qs → R2 to be an affine linear function such that ∇z = Dz = P , z2 = 0 on ∂Q+ and
−
∫
Q+s
z1 dx = −
∫
Q+s
uQ1 − g1 dx. For every δ ∈ (0, 1) we find θ0 < 1 and a δ0 ∈ (0, 1) such that for all ρ < δ0
−
∫
Q+r
|V (DuQ)− V (P )|2 dx ≤ δ−
∫
Q+s
|V (DuQ)− V (P )|2 dx+ c−
∫
Q+s
Φ∗|S(P )|(|F − F0|) dx
+ c−
∫
Q+s
Φ|P |
( |uQ − z − g|
|s− r|
)
dx+ c
(
−
∫
Q+s
Φθ0|P |(|DuQ − P |) dx
) 1
θ0
+ cΦ∗|S(P )|(ρ|F0|) + cΦ|P |(ρ|P |) + cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+),
(3.6)
where the constant c > 0 only depends on the constants in the Assumption 1.5, δ, and the Lipschitz constant of
h′.
Proof. At first we will construct an admissible test function for (3.5). The definitions of g and z imply div g = 0,
−
∫
Q+s
uQ1 − z1− g1 dx = 0 and (uQ− g) ·n = 0 on ∂Q+s . In order to get zero boundary values on ∂Q+ we multiply
the above by a smooth cut-off function η : C∞(Q+), such that η = 0 on ∂Q+ and χQr ≤ η ≤ χQs with
‖∇η‖∞ ≤ c(s−r) . The function ψ := (uQ − z − g)η now has to be modified once more in order to be solenoidal.
For this we define w = BogQs(divψ), where the operator BogQs is the famous Bogovskij operator defined in [16,
Theorem 6.6]. Namely it satisfies:
divw = divψ, in Q+s
w|∂Q+s = 0,
−
∫
Qs
Φ|P |(|∇w|) ≤ c−
∫
Q+s
Φ|P |(|divψ|).
Since
divψ = ∇η(uQ − z − g)− ηTr(P ),
we find that
−
∫
Qs
Φ|P |(|∇w|) ≤ c−
∫
Q+s
Φ|P |(|∇η(uQ − z − g)|) + c−
∫
Q+s
Φ|P |(|Tr(P )|)(3.7)
≤ c−
∫
Q+s
Φ|P |
( |uQ − z − g)|
|s− r|
)
+ c−
∫
Q+s
Φ|P |(|Tr(P )|).
We use ϕ˜ := ψ − w as a test function in (3.5) to get
I0 := −
∫
Q+s
(S((H−1∇uQH)sym)− S((H−1PH)sym)) : η(H−1(∇uQ − P )H)sym dx
= −
∫
Q+s
(F − F0) : η(H−1(∇uQ − P )H)sym +−
∫
Q+s
(F0 − S((H−1PH)sym)) : (H−1∇ϕ˜H)sym dx
+−
∫
Q+s
(S((H−1∇uQH)sym)− S((H−1PH)sym)) : (H−1∇wH)sym dx
−−
∫
Q+s
(S((H−1∇uQH)sym)− S((H−1PH)sym)) : (∇η ⊗sym (uQ − z − g)) dx
−−
∫
Q+s
(
F − F0
)
: (H−1∇wH)sym dx+−
∫
Q+s
(
F − F0
)
: (∇η ⊗sym (uQ − z − g)) dx
+−
∫
Q+s
(S((H−1∇uQH)sym)− S((H−1PH)sym)) : (H−1∇gH)symη dx
−−
∫
Q+s
(
F − F0
)
: (H−1∇gH)symη dx+ 〈E, ϕ˜〉 =:
8∑
i=1
Ii + 〈E,ϕ〉.
By (2.3), we find
I0 ≥ c−
∫
Q+r
|V ((H−1∇uQH)sym)− V ((H−1PH)sym)|2 dx.
It follows by (2.1) that
I1 ≤ c−
∫
Q+s
Φ∗|S((H−1PH)sym)|(|F − F0|) dx + δ−
∫
Q+s
Φ|(H−1PH)sym|
(
(H−1∇uQH)sym − (H−1PH)sym
)
dx
=: c(i) + δ(ii),
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and
I3 ≤ δ−
∫
Q+s
Φ∗|S((H−1PH)sym)|(S((H
−1∇uQH)sym)− S((H−1PH)sym)) dx
+ c−
∫
Q+s
Φ|(H−1PH)sym|(|H−1∇wH)sym|) =: δ(iii) + c(iv),
and
I4 ≤ δ(iii) + c−
∫
Q+s
Φ|(H−1PH)sym|
(
1
|s− r| |u
Q − z − g|
)
=: δ(iii) + c(v).
We analogously find that
I5 ≤ c(i) + c(iv), and I6 ≤ c(i) + c(v).
The term I7 is estimated as follows
I7 = −
∫
Q+s
(S((H−1∇uQH)sym)− S((H−1PH)sym)) : (((H−1 − I)∇gH)sym + (∇g(H − I))sym +Dg) dx
= −
∫
Q+s
(S((H−1∇uQH)sym)− S((H−1PH)sym)) : (((H−1 − I)∇gH)sym + (∇g(H − I))sym) dx
+−
∫
Q+s
(S((H−1∇uQH)sym)− S((H−1PH)sym)) : Dg dx
≤ δ−
∫
Q+s
Φ∗|S((H−1PH)sym)|(|S((H−1∇uQH)sym)− S((H−1PH)sym)|) dx+ cΦ|H−1PH|(ρ〈|u1|〉Q+)
+ c−
∫
Q+s
(∣∣∣S(H−1∇uQH)1,2 − S(H−1PH)1,2∣∣∣
+
∣∣∣S((H−1∇uQH)2,1 − S(H−1PH)2,1∣∣∣)|h′′ − h′′(0)|〈|u1|〉Q+ dx
≤ δ(iii) + cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+)
and, similarly,
I8 ≤ c(i) + cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+).
We estimate further
(i) ≤ c−
∫
Q+s
Φ∗|S(P )|(|F − F0|) dx,
(ii) ≤ c−
∫
Q+s
|V ((H−1∇uQH)sym)− V ((H−1PH)sym)|2 dx
(iii) ≤ c−
∫
Q+s
|V ((H−1∇uQH)sym)− V ((H−1PH)sym)|2 dx
(v) ≤ c−
∫
Q+s
Φ|P |
( |uQ − z − g|
|s− r|
)
dx.
With the help of Young’s inequality (Lemma 2.1) and (3.7) we deduce
(iv) ≤ c−
∫
Q+s
Φ|P |(|∇w|) dx
≤ c−
∫
Q+s
Φ|P |
( |uQ − z − g|
|s− r| dx
)
+ c
(
−
∫
Q+s
Φθ0|P |(|DuQ − P |) dx
) 1
θ0
,
where we used that
∫
Q+s
Φ|P |(|Tr(P )|) dx =
(∫
Q+s
Φθ0|P |(| div z|) dx
) 1
θ0
=
(
−
∫
Q+s
Φθ0|P |(| div uQ − div z|) dx
) 1
θ0
≤ 2
(
−
∫
Q+s
Φθ0|P |(|DuQ − P |) dx
) 1
θ0
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for some θ0 < 1. To estimate I2 we divide it into two inequalities. First of all, Young’s inequality (Lemma 2.1)
and Korn’s inequality (Lemma 2.9) imply:
−
∫
Q+s
F0 : (H∇ϕ˜H)sym dx ≤ −
∫
Q+s
F0 : Dϕdx︸ ︷︷ ︸
=0
+c−
∫
Q+s
|F0|‖H − I‖∞|∇ϕ˜| dx
≤ cΦ∗|S(P )|(ρ|F0|) + δ−
∫
Q+s
Φ|P |(|Dϕ˜|) dx.
Secondly, Lemma 2.2 and Lemma 2.4 yield
−
∫
Q+s
S((H−1PH)sym) : (H−1∇ϕ˜H)sym dx = −
∫
Q+s
S((H−1PH)sym) : Dϕ˜+ (H−1PH)1,2sym(H−1∇ϕ˜H)1,2symdx
≤ −
∫
Q+s
S(P ) : Dϕ˜ dx︸ ︷︷ ︸
=0
+−
∫
Q+s
|S((H−1PH)sym)− S(P )||H−1∇ϕ˜H | dx+ c−
∫
Q+s
|S(P )||h′||(H−1∇ϕ˜H)sym| dx
≤ cΦ|P |(ρ|P |) + δ−
∫
Q+s
Φ|P |(|(H−1∇ϕ˜H)sym|) dx.
It holds by the various definitions of the quantities that
Φ|P |(|Dϕ˜|) ≤ cΦ|P |(|Dw|) + cΦ|P |(|DuQ −Dz|) + cΦ|P |(|Dg|) + cΦ|P |
( |uQ − z − g|
|s− r|
)
≤ cΦ|P |(|Dw|) + Φ|P |
( |uQ − z − g|
|s− r|
)
+ cΦ|P |(|DuQ − P |) dx
+ cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+)+ cΦ|P |(ρ|P |)
(3.8)
and (by Korn’s inequality, Lemma 2.7) we find
−
∫
Q+s
Φ|P |(|(H−1∇ϕ˜H)sym| dx ≤ c−
∫
Q+s
Φ|P |(|Dϕ˜|) + cΦ|P |(|ρ∇ϕ˜|) dx ≤ c−
∫
Q+s
Φ|P |(|Dϕ˜|) dx.(3.9)
Hence we find using the estimate on w (see the estimate on (iv)) that (by redefining the δ accordingly) that
I2 ≤ Φ∗|S(P )|(ρ|F0|) + Φ|P |(ρ|P |) + δ−
∫
Q+s
Φ|P |
( |uQ − z − g|
|s− r|
)
dx + δ
(
−
∫
Q+s
Φθ0|P |(|DuQ − P |)
) 1
θ0
dx
+ δ−
∫
Q+s
|V (DuQ)− V (P )|2 dx+ δΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+) dx.
Collecting all the estimates above, we get
−
∫
Q+r
|V ((H−1∇uQH)sym)− V ((H−1PH)sym)|2 dx ≤ δ−
∫
Q+s
|V ((H−1∇uQH)sym)− V ((H−1PH)sym)|2 dx
+ c−
∫
Q+s
Φ∗|S(P )|(|F − F0|) dx + c−
∫
Q+s
Φ|P |
( |uQ − z − g|
|s− r|
)
dx + c
(
−
∫
Q+s
Φθ0|P |(|DuQ − P |) dx
) 1
θ0
+ Φ∗|S(P )|(ρ|F0|) + Φ|P |(ρ|P |) + cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+)+ |〈E, ϕ˜〉|.
(3.10)
The next goal is to estimate 〈E, ϕ˜〉. We will estimate all terms independently. Using the particular form of Hϕ˜,
Lemma 2.1, Lemma 2.7, and (3.7) we derive
〈E1, ϕ˜〉 = −
∫
Q+s
F : Hϕ˜,sym dx = −
∫
Q+s
(F − F0) : Hϕ˜,sym dx
≤ c−
∫
Q+s
Φ∗|S(P )|(|F − F0|) dx+ δ−
∫
Q+s
Φ|P ||ϕ˜| dx
≤ c−
∫
Q+s
Φ∗|S(P )|(|F − F0|) dx+ δ−
∫
Q+s
Φ|P |(ρ|Dϕ˜|) dx+−
∫
Q+s
Φ|P |(̺|P |) dx.
(3.11)
18 3 REVERSE HO¨LDER INEQUALITIES AT THE BOUNDARY
It holds
Φ|P |(ρ|Dϕ˜|) ≤ c
(
Φ|P |(ρ|Dw|) + Φ|P |(ρ|DuQ −Dz|) + Φ|P |(ρ|Dg|) + Φ|P |
(
ρ
|uQ − z − g|
|s− r|
))
.(3.12)
Here we choose δ0 such that Φ|P |(ρt) ≤ δΦ|P |(t) for every t > 0. Thus
Φ|P |(ρ|DuQ −Dz|) ≤ δΦ|P |(|DuQ − P |) ≤ δ|V (DuQ)− V (P )|2.(3.13)
Using the previous arguments we find that
∣∣∣〈E1, ϕ˜〉∣∣∣ ≤ c−∫
Q+s
Φ∗|S(P )|(|F − F0|) dx+ δ−
∫
Q+s
|V (Du)− V (P )|2 dx
+ cΦ|P |
(
ρ|〈u1〉Q+ |
)
+ c−
∫
Q+s
Φ|P |
( |uQ − z − g|
|s− r|
)
dx.
Using Young’s inequality (2.1) including a δ and Korn’s inequality to find
−〈E2, ϕ˜〉 = −
∫
Q+s
S((H−1∇uQH)sym : Hϕ˜,sym dx
= −
∫
Q+s
(S((H−1∇uQH)sym − S((H−1PH)sym))) : Hϕ˜,sym dx+ ∫
Q+s
S((H−1PH)sym))1,2h′′ϕ˜1 dx
≤ δ−
∫
Q+s
|V ((H−1∇uQH)sym)− V ((H−1PH)sym)|2 dx+ c−
∫
Q+s
Φ|P |(|ϕ˜|) + Φ|P |(ρ|P |) dx
≤ δ−
∫
Q+s
|V ((H−1∇uQH)sym)− V ((H−1PH)sym)|2 dx+ c−
∫
Q+s
Φ|P |(ρ|Dϕ˜|) + Φ|P |(ρ|P |) dx
(3.14)
Using the fact, that by Lemma 2.4 and the fact that |h′| ≤ cρ we find
(Φ|P |)
∗(|S((H−1PH)sym))1,2|) ≤ Φ|P |(ρ|P |).
By the estimates above on ϕ˜ (namely (3.12) and (3.13)) we find that
|〈E2, ϕ˜〉| ≤ δ−
∫
Q+s
|V ((H−1∇uQH)sym)− V ((H−1PH)sym)|2 dx+ δ−
∫
Q+s
|V (Du)− V (P )|2 dx
+ cΦ|P |
(
ρ|〈u1〉Q+ |
)
+ c−
∫
Q+s
Φ|P |
( |uQ − z − g|
|s− r|
)
dx+ cϕ|P |(ρ|P |).
Here we emphasize that there is a second restriction of δ0 as ρ should be such small that Cδρ
p ≤ δ where p is
from (1.7) and Cδ comes from the Young inequality Lemma 2.1.
Due to the fact that by (2.4) we have |S(A)−S(B)| ≤ cΦ′|A|(|A−B|), we may deduce, using the shift change
(Lemma 2.3, Poincare´’s and Korn’s inequality, that
|〈E3, ϕ˜〉| =
∣∣∣∣−
∫
Q+s
(
S((H−1∇uQH)sym +HuQ,sym)− S(H−1∇uQH)sym) : Hϕ˜,sym dx
∣∣∣∣
≤ c−
∫
Q+s
∣∣S((H−1∇uQH)sym +HuQ,sym)− S(H−1∇uQH)sym)∣∣|ϕ˜| dx
≤ c−
∫
Q+s
Φ′|(H−1∇uQH)sym|
(|HuQ,sym|)|ϕ˜1| dx
≤ δ−
∫
Q+s
|V ((H−1∇uQH)sym)− V (P )|2 dx+ c−
∫
Q+s
Φ|P |(|ϕ˜|) + Φ|P |(|HuQ,sym|) dx
≤ δ−
∫
Q+s
|V ((H−1∇uQH)sym)− V (P )|2 dx+ c−
∫
Q+s
Φ|P |(ρ|Dϕ˜|) + Φ|P |(|HuQ,sym|) dx.
(3.15)
The term containing Φ|P |(ρ|Dϕ˜|) can be handled as in the previous case. Furthermore, as ΦP (|HuQ,sym|) ≤
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Φ|P |(|(uQ1 , 0)|), we may use Poincare´’s inequality (Lemma 2.7) to deduce
−
∫
Q+s
Φ|P |(|HuQ,sym|) dx ≤
(
−
∫
Q+s
Φθ0|P |(ρ|∇uQ|) dx
) 1
θ0
≤ c
(
−
∫
Q+s
Φθ0|P |(ρ|D(uQ − g − z)|) dx
) 1
θ0
+ c−
∫
Q+s
Φ|P |(ρ(|∇(g + z)|)) dx
≤
(
c−
∫
Q+s
Φθ0|P |(|ρDuQ − P |) dx
) 1
θ0
+ cΦ|P |(ρ|P |) + cΦ|P |(ρ〈|u|〉Q+).
(3.16)
Again by (2.4) and also [35, Lemma 2.5], we have that
|〈E4, ϕ˜〉| =
∣∣∣∣−
∫
Q+s
[S((H−1∇uQH)sym +HuQ,sym)− S((H−1∇uQH)sym)] : (H−1∇ϕ˜H)sym dx
∣∣∣∣
≤ c−
∫
Q+s
Φ′|(H−1∇uQH)sym|(|HuQ,sym|)
∣∣(H−1∇ϕ˜H)sym∣∣ dx.
Next, by the Young inequality (2.1), we find
|〈E4, ϕ˜〉| ≤ c−
∫
Q+s
Φ|H−1PH|(|HuQ,sym|) dx + δ−
∫
Q+s
Φ|H−1PH|(|H−1∇ϕ˜H |).(3.17)
Hence, the above and the previous estimates on H∇ϕ˜H , see (3.9) and HuQ , see (3.16) imply
|〈E, ϕ˜〉| ≤ c−
∫
Q+s
Φ∗|S(P )|(|F − F0|) dx+ c−
∫
Q+s
Φ|P |
( |uQ − z − g|
|s− r|
)
dx+ c
(
−
∫
Q+s
Φθ0|P |(|DuQ − P |) dx
) 1
θ0
+ δ−
∫
Q+s
|V ((H−1∇uQH)sym)− V ((H−1PH)sym)|2 + |V (DuQ)− V (P )|2 dx
+ cΦ|P |(ρ|P |) + cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+).
(3.18)
Next observe that there are constants c0, c1, such that
c0|V ((H−1∇uQH)sym)− V ((H−1PH)sym)|2 − c0|V (DuQ)− V ((H−1∇uQH)sym)|2 − c0|V (P )− V ((H−1PH)sym)|2
≤ |V (DuQ)− V (P )|2
≤ c1|V ((H−1∇uQH)sym)− V ((H−1PH)sym)|2 + c1|V (DuQ)− V ((H−1∇uQH)sym)|2 + c1|V (P )− V ((H−1PH)sym)|2
and that by (2.3),(1.7) and Lemma 2.3 we have
|V ((H−1PH)sym)− V (P )|2 + |V ((H−1∇uQH)sym)− V (DuQ)|2
≤ cΦ|P |
(
|H−1PH − P |
)
+ Φ|DuQ|
(
|H−1∇uQH −DuQ|
)
≤ cΦ|P | (ρ|P |) + cΦ|P |(ρ|∇uQ|).
Next we estimate by (2.9)
−
∫
Q+s
Φ|P |(ρ|∇uQ|) dx ≤ c−
∫
Q+s
Φ|P |(ρ|∇(uQ − g)|) dx+ c−
∫
Q+s
Φ|P |(ρ|∇g|) dx
≤ c−
∫
Q+s
Φ|P |(ρ|DuQ − P |) dx+ cΦ|P |
(
ρ|〈u1〉Q+ |
)
+ cΦ|P |(ρ|P |)
≤ δ−
∫
Q+s
|V (DuQ)− V (P )|2 dx + cΦ|P |
(
ρ|〈u1〉Q+ |
)
+ cΦ|P |(ρ|P |)
(3.19)
Combining these two arguments with (3.10) and (3.18) yield the result.
The next aim is to gain a reverse Ho¨lder inequality of the following type.
Proposition 3.3. Let the setting of Subsection 3.1 be satisfied. Namely, let R > 0 be sufficiently small and (3.5)
be satisfied on Q+ ⊂ Q+R where Q+ has side-length ρ. Then there exists a constant c > 0 only depending on the
constants in Assumption 1.5 and the Lipschitz constant of h′, such that for every P ∈ R2×2sym with P12 = P21 = 0
−
∫
1
2Q
+
|V (Du)− V (P )|2 dx ≤ c(Φ∗)|S(P )|
(
−
∫
Q+
|S(Du)− S(P )| dx
)
+ c(Φ∗)|S(P )|
(
‖F‖BMO∗(Q+)
)
+ cΦ∗|S(P )|(ρ|F0|) + cΦ|P |(ρ|P |) + cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+)
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and
−
∫
1
2Q
+
|V (Du)− V (P )|2 dx ≤ cΦ|P |
(
−
∫
Q+
|Du− P | dx
)
+ c(Φ∗)|S(P )|
(
‖F‖BMO∗(Q+)
)
+ cΦ∗|S(P )|(ρ|F0|) + cΦ|P |(ρ|P |) + cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+),
where u is defined through (3.1) and F0 := Diag〈F 〉Q+ .
Proof. Let 12 ≤ r < s ≤ 1 and g, z, uQ as in Lemma 3.6. Lemma 2.7 and Lemma 2.2 imply
−
∫
Q+s
Φ|P |
( |uQ − z − g|
s− r
)
≤ c
(
−
∫
Q+s
(
ρ
s− r
)pθ0
Φθ0|P |(|DuQ − P −Dg|)
) 1
θ0
.
This also implies that for any θ ∈ (0, θ0) and any δ > 0 there exist a c > 0 and an a ∈ (1,∞), such that
−
∫
Q+s
Φ|P |
( |uQ − z − g|
s− r
)
dx ≤ c
( ρ
s− r
)a(
−
∫
Q+s
Φθ|P |(|DuQ − P −Dg|) dx
) 1
θ
+δ−
∫
Q+s
Φ|P |
(|DuQ − P −Dg| dx) .
Indeed, we verify it in the following calculation where we use f := Φ|P |(|DuQ−P −Dg|) for the sake of lucidity.
By Lemma 2.7, (1.7) and Ho¨lder’s and Young’s inequality, we deduce that
−
∫
Q+s
Φ|P |
( |uQ − z − g|
s− r
)
dx ≤
(
−
∫
Q+s
(
ρ
s− r
)pθ0
fθ0 dx
) 1
θ0
≤
(
−
∫
Q+s
(
ρ
s− r
)pθ0
f
(1−θ0)θ
1−θ f
θ0−θ
1−θ dx
) 1
θ0
≤

−∫
Q+s
(
ρ
s− r
) pθ0(1−θ)
1−θ0
fθ dx


1−θ0
(1−θ)θ0 (
−
∫
f dx
) θ0−θ
(1−θ)θ0
≤ c
(
ρ
s− r
)a(
−
∫
Q+s
fθ dx
) 1
θ
+ δ−
∫
Q+s
f dx,
where a = pθ0θ
(
1−θ
1−θ0
)
> 1. Hence (3.6) implies, that for every θ ∈ (0, 1), and every δ ∈ (0, 1) there exist
c, a ∈ [1,∞), such that
−
∫
Q+r
|V (DuQ)− V (P )|2 dx ≤ δ−
∫
Q+s
|V (DuQ)− V (P )|2 dx + c−
∫
Q+s
Φ∗|S(P )|(|F − F0|) dx
+ c
(
ρ
s− r
)a(
−
∫
Q+s
Φθ|P |(|DuQ − P |) dx
) 1
θ
+ Φ∗|S(P )|(ρ|F0|) + Φ|P |(ρ|P |) dx+ cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+).
The definitions of u(x) = u(T (x)) and uQ yield
uQ = u+
( −〈u1〉Q+
h′(x1)(〈u1〉Q+ − u1)
)
and
(3.20) DuQ −Du =
(
0 12
(
h′′(x1)(u1 − 〈u1〉Q+) + h′(x1)∂1u1
)
1
2
(
h′′(x1)(u1 − 〈u1〉Q+) + h′(x1)∂1u1
) −h′(x1)∂2u1
)
.
Hence, by (2.3), Lemma 2.2 and Lemma 2.3 and Poincare´ inequality we find
−
∫
Q+
|V (DuQ)− V (Du)|2 dx ∼ −
∫
Q+
Φ|Du|(|DuQ −Du|) dx
≤ c−
∫
Q+
Φ|P |
(
|h′′(x1)(u1 − 〈u1〉Q+) + h′(x1)∂1u1|+ |h′(x1)∂2u1|
)
+ δ|V (P )− V (Du)|2 dx
≤ c−
∫
Q+
Φ|P |
(
ρ
|u1 − 〈u1〉Q+ |
ρ
)
+ cΦ|P |(ρ|∇u1|) + δ|V (P )− V (Du)|2 dx
≤ c−
∫
Q+
Φ|P |
(
ρ|∇u1|
)
+ δ|V (P )− V (Du)|2 dx
3.2 A Caccioppoli inequality 21
Since |∂1u1| ≤ |Du| we are left to estimate |∂2u1|. For this we use Korn’s inequality for uQ − g − z. Indeed,
since ∂2(u
Q − g)1 = ∂2u1 − h′′(0)〈|u1|〉Q+ , we find that Lemma 2.7 and Lemma 2.3 imply∫
Q+
Φ|P |(ρ|∂2u1|) dx ≤
∫
Q+
Φ|P |(ρ|∇(uQ − g)|+ cρ〈|u1|〉Q+) dx
≤ c
∫
Q+
Φ|P |(ρ|D(uQ − g − z)|) + cΦ|P |(ρ(〈|u1|〉Q+ + |∇z|)) dx
≤ c
∫
Q+
Φ|P |(ρ|Dg|) + Φ|Du|(ρ|DuQ −Du)|) + Φ|P |(ρ|Du|) + cΦ|P |(ρ〈|u1|〉Q+) + Φ|P |(ρ|P |) dx
Using Observation 3.1, the smallness of ρ and Lemma 2.2, we may absorb and find that
(1− cρp)−
∫
Q+
|V (DuQ)− V (Du)|2 dx
≤ c−
∫
Q+
cΦ|P |(ρ〈|u1|〉Q+) + (δ + cρp)|V (P )− V (Du)|2 dx.
(3.21)
Now for ρ ≤ δ0 small enough we find by the above, Lemma (2.4), Poincare´’s inequality and (3.16) that
−
∫
Q+r
|V (Du)− V (P )|2 dx ≤ δ−
∫
Q+s
|V (Du)− V (P )|2 dx+ c−
∫
Q+s
Φ∗|S(P )|(|F − F0|) dx
+ c
(
ρ
s− r
)a(
−
∫
Q+
|V (Du)− V (P )|2θ dx
) 1
θ
+ Φ∗|S(P )|(ρ|F0|) + Φ|P |(ρ|P |) dx + cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+).
Using the interpolation [23, Lemma 6.1]), we deduce for arbitrary θ > 0
−
∫
1
2Q
+
|V (Du)− V (P )|2 dx ≤ c−
∫
Q+s
Φ∗|S(P )|(|F − F0|) dx+ c
(
−
∫
Q+
|V (Du)− V (P )|2θ dx
) 1
θ
+ Φ∗|S(P )|(ρ|F0|) + Φ|P |(ρ|P |) + cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+).
By (2.3), we find that
|V (Du)− V (P )|2 ∼ Φ|P |(|Du− P |) ∼ (Φ∗)|S(P )|(|S(Du)− S(P )|).
Thus we may apply [19, Corollary 3.4 ] in order to deduce
−
∫
1
2Q
+
|V (Du)− V (P )|2 dx ≤ c(Φ∗)|S(P )|
(
−
∫
Q+
|S(Du)− S(P )| dx
)
+ c−
∫
Q+s
Φ∗|S(P )|(|F − F0|) dx
+ cΦ∗|S(P )|(ρ|F0|) + cΦ|P |(ρ|P |) + cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+).
Now we may use the particular choice of F0 in order to conclude the first estimate of the proposition by [19,
Lemma A.1]. The second estimate follows in the same manner by applying [19, Corollary 3.4 and Lemma
A.1].
One direct application of the above is the following corollary.
Corollary 3.4. Let the setting of Subsection 3.1 be satisfied. Namely, let R > 0 be sufficiently small and (3.5)
be satisfied on Q+ ⊂ Q+R where Q+ has side-length ρ. There exists a constant c > 0 only depending on the
constants in Assumption 1.5 and the Lipschitz constant of h′, such that
−
∫
1
2Q
+
Φ(|∇u|) ≤ cΦ∗
(
‖F‖BMO∗(Q+) +−
∫
Q+
|S(Du)| dx
)
+ cΦ∗(ρ|〈Diag(F )〉Q+ |+ cΦ
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+).
Proof. We apply Proposition 3.3 for P = 0. The result follows then by (3.16) (which allows to estimate ∇u, by
Du).
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4. Comparison
The second main ingredient for the non-linear Calderon Zygmund theory is the comparison of the given solution
with a specially constructed comparison function which is known to have better regularity. Again, we assume
to have the setting of Subsection 3.1.
For any Q+ ⊂ Q+R with side length ρ, we define the following reflection of a general function w : Q+ → R2
to be the function wˆ : Q→ R2 given by
wˆ1(x1, x2) =
{
w1(x1, x2) forQ ∩ {x2 ≥ 0},
w1(x1,−x2) forQ ∩ {x2 < 0},
wˆ2(x1, x2) =
{
w2(x1, x2) forQ ∩ {x2 ≥ 0},
−w2(x1,−x2) forQ ∩ {x2 < 0}.
For w ∈W 1,Φσ (Q+) such that w2|∂Q+ = 0, we find that wˆ ∈ W 1,Φσ (Q). Next we consider (v, πˆ) to be the solution
to the system
− divS(Dv) +∇πˆ = 0 on Q,
div v = 0 on Q,
v|∂Q = wˆ|∂Q.
(4.1)
A weak solution (v, πˆ) ∈ (W 1,Φσ (Q)× LΦ
∗
0 (Ω)) to such a system exists due to the standard theory of monotone
operators [17, Section 3]. We define v′ as
v′1(x1, x2) = v1(x1,−x2), v′2(x1, x2) = −v2(x1,−x2) for x2 < 0 and v′(x1, x2) = v(x1, x2) for x2 ≥ 0,
of which we will prove that it is a solution to (4.1), as well. Indeed, the boundary condition as well as
the divergence free constraint follow from the very definition of v′ by simple calculations. Furthermore, for
ϕ ∈ C∞0,div(Q) arbitrary we define
ϕ′1(x1, x2) = ϕ1(x1,−x2), ϕ′2(x1, x2) = −ϕ2(x1,−x2) for x2 < 0 and ϕ′(x1, x2) = ϕ(x1, x2) for x2 ≥ 0.
we find that ϕ′ ∈ C0,10,div(Q) and
D12ϕ
′(x1, x2) = −D12ϕ(x1,−x2), Diiϕ′(x1, x2) = Dii(x1,−x2)ϕ, i = 1, 2, for x2 < 0.
The same is also true for v′. Thus, using that ϕ− ϕ′ ∈ C0,1(Q \Q+) we find by (1.6)∫
Q
S(Dv′) : Dϕ′ dx =
∫
Q
S(Dv′) : Dϕdx =
∫
Q
S(Dv) : Dϕ′ dx = 0.
Hence, by the uniqueness it follows that v = v′. The symmetry of v′ implies that
(4.2) v2 = 0, ∂2u
1 = 0, on ∂Q+.
The above observation allows us to show local regularity of v for half cubes:
Theorem 4.1. Let Φ hold Assumption 1.5 and Q+ be any half cube. Then there exist C, γ > 0, only depending
on the constants in the Assumption 1.5 such that for any w ∈ W 1,Φσ (Q+), with w2|∂Q+ = 0 the solution v of
(4.1) satisfies
−
∫
λQ+
|V (Dv) −Diag〈V (Dv)〉|2 dx ≤ Cλ2γ−
∫
Q+
|V (Dv)−Diag〈V (Dv)〉|2 dx,
for every λ ∈ (0, 1].
Proof. Since v is a local solution to
− divS(Dv) +∇ρ = 0,
div v = 0
(4.3)
we may apply [18, Theorem 3.8] to v. Since by the above the symmetry of wˆ transfers to v, we find the estimate
above for half balls. The estimate for half cubes follows by enlarging the constant.
Next, we introduce a comparison estimate for the solution u on Ω+R. LetQ
+ ⊂ Q+R; then we define u′ = uQ−g,
where uQ, g are defined in Subsection 3.1. Recall that u′2 = 0 on ∂Q
+ and div u′ = 0. Let v be the solution to
(4.1) fulfilling v = uˆ
′
on ∂Q. It follows from (4.2) that v satisfies the perfect slip boundary conditions on ∂Q+.
The distance between u and v is quantified by the following proposition.
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Proposition 4.2. Let the setting of Subsection 3.1 be satisfied. Namely, let R > 0 be sufficiently small and
(3.5) be satisfied on Q+ ⊂ Q+R with side-length ρ. There exists a constant c > 0 depending only on the constants
in Assumption 1.5 and the Lipschitz constant of h′, such that for the weak solution v to (4.1) with w = uQ − g
we find that for every P ∈ R2×2sym with P12 = P21 = 0
−
∫
Q+
|V (Du)− V (Dv)|2 ≤ δ(Φ∗)|S(P )|
(
−
∫
2Q+
|S(Du)− S(P )|
)
+ c(Φ∗)|S(P )|
(
‖F‖BMO∗(2Q+)
)
+ cΦ∗|S(P )|(ρ|F0|) + cΦ|P |(ρ|P |) + cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+),
where F0 := Diag〈F 〉Q+ .
Proof. We set
ϕ = uˆ
′ − v.
Using this ϕ as a test function in (4.1), we obtain by Lemma 2.4∫
Q+
|V (Dv)|2 dx ∼
∫
Q
S(Dv) ·Dv dx =
∫
Q
S(Dv) ·Du′ dx.
Moreover, we may use ϕ as a test function in (3.5) and find
J0 := −
∫
Q+
(S(DuQ)− S(Dv)) : (DuQ −Dv) dx
= −
∫
Q+
F (H−1(∇u′ −∇v)H)sym −−
∫
Q+
S(DuQ) : ((H−1∇ϕH)sym −Dϕ) dx
−−
∫
Q+
(S(H−1∇uQH)sym − S(DuQ)) : (H−1∇ϕH)sym dx+−
∫
Q+
(S(DuQ)− S(Dv)) : Dg dx
+ 〈E,ϕ〉 =:
4∑
i=1
Ji + 〈E,ϕ〉.
By Lemma 2.4, we get
J0 ≥ c−
∫
Q+
|V (DuQ)− V (Dv)|2 dx.
Since −
∫
Q+
F0Dϕdx = 0, we use Young’s inequality (Lemma 2.1) to get
J1 ≤ −
∫
Q+
|F − F0||(H−1(∇ϕ)H)sym| dx+
∣∣∣−∫
Q+
F0(H
−1(∇ϕ)H)sym dx
∣∣∣
≤ c−
∫
Q+
Φ∗|S(P )|(|F − F0|) dx+ cΦ∗|S(P )|(ρ|F0|) + δ−
∫
Q+
Φ|P |(|Dϕ|) dx
where the term involving F0 is estimated as was done in Lemma 3.2. Lemma 2.4 implies
J2 ≤ c−
∫
Q+
|S(DuQ)|‖H − I‖∞|∇ϕ| dx ≤ c−
∫
Q+
Φ∗|P |(ρ|S(DuQ)|) dx+ δ−
∫
Q+
Φ|P |(|Dϕ|) dx.
Again by Lemma 2.3, (3.19) and Poincare´, we find that
J3 ≤ c−
∫
Q+
Φ′|DuQ|(|(H−1∇uQH)sym −DuQ|)|H∇ϕH |
≤ c−
∫
Q+
Φ|DuQ|(ρ|∇uQ|) dx+ δ−
∫
Q+
Φ|DuQ|(|Dϕ|)
≤ c−
∫
Q+s
Φ|P |(ρ|Du|) + cΦ|P |
((
ρ
)〈|u1|〉Q+)+ cΦ|P |(ρ|P |)
+ δ−
∫
Q+
Φ|P |(|Dϕ|) dx + δ−
∫
Q+
|V (DuQ)− V (P )|2 dx.
By the Korn inequality, Lemmas 2.3 and 2.4
J4 ≤ −
∫
Q+
Φ|DuQ|(|Dg|) dx+ δ−
∫
Q+
Φ∗|S(DuQ)|(S(DuQ)− S(Dv)) dx
≤ δ−
∫
Q+
|V (DuQ)− V (Dv)|2 dx+ δ−
∫
Q+
|V (DuQ)− V (P )|2 dx + cΦ|P |(|h′′(x1)− h′′(0)||〈u1〉T (Q+)|)
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Observe, that using the fact that we have by Lemma 2.3 and (2.3) that
Φ|P |(|Dϕ|) ≤ c−
∫
Q+
|V (Du′)− V (P )|2 dx+ c−
∫
Q+
|V (Du′)− V (Dv)|2 dx,(4.4)
and
|V (Du)− V (Dv)|2 ≤ |V (DuQ)− V (Dv)|2 + |V (Du)− V (DuQ)|2.(4.5)
Analogously to the proof of Lemma 3.2 on E. Indeed, since we may apply Korn’s inequality on ϕ we find by
(3.11), (3.14),(3.15), (3.16) (with θ = 1), (3.17), (3.9) and (4.5), that
|〈E,ϕ〉| ≤ c−
∫
Q+
Φ∗|S(P )|(|F − F0|) dx+ δ−
∫
Q+
Φ|P |(|Dϕ|) dx + δ−
∫
Q+
|V (Du)− V (P )|2 dx+−
∫
Q+
Φ|P |(ρ|∇u|) dx
+ cΦ|P |(ρ|P |) + cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+).
Hence by (4.4) and (4.5) we may absorb the delta parts and find by the definition of u′, the estimates of uQ
and g, and (3.21) that
−
∫
Q+
|V (Du)− V (Dv)|2 dx
≤ c−
∫
Q+
Φ∗|S(P )|(|F − F0|) dx + δ−
∫
Q+
|V (Du)− V (P )|2 + |V (Du′)− V (Dv)|2 dx+ cΦ∗|S(P )|(ρ|F0|)
+ −
∫
Q+
Φ|P |(ρ|∇u|) dx+ cΦ|P |(ρ|P |) + cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+)
≤ c−
∫
Q+
Φ∗|S(P )|(|F − F0|) dx + δ−
∫
Q+
|V (Du)− V (P )|2 dx+ cΦ∗|S(P )|(ρ|F0|)
+ −
∫
Q+
Φ|P |(ρ|∇u|) dx+ cΦ|P |(ρ|P |) + cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+).
The proposition now is a consequence of Proposition 3.3 and Corollary 3.2.
The following corollary will be needed in case Φ is almost increasing.
Corollary 4.3. Let Assumption 1.5 be satisfied and Φ′′ be almost increasing. Let the setting of Subsection 3.1
be satisfied. Namely, let (3.5) be satisfied on Q+ ⊂ Q+R with side-length ρ.
There exists a constant c > 0 only depending on the constants in Assumption 1.5 and the Lipschitz constant
of h′, such that for P, F0 ∈ R2×2sym with P12 = P21 = 0
−
∫
Q+
|V (Du)− V (Dv)|2 dx ≤ δ−
∫
2Q+
|V (Du)− V (P )|2 dx+ c(Φ∗)
(
‖F‖BMO∗(2Q+)
)
+ Φ∗(ρ|F0|) + Φ|P |(ρ|P |) + cΦ|P |
((
ρ+ ‖h′′ − h′′(0)‖L∞(Q+)
)〈|u1|〉Q+).
Proof. Since Φ′′ is almost increasing, we find that (Φ∗)′′ is almost decreasing. Hence the result follows immedi-
ately by Proposition 4.2 and (2.3).
5. Oscillation estimates
5.1. Telescope sum arguments
In this subsection we introduce properties of mean oscillations. Explicitly, we will introduce some telescope sum
arguments closely related to the seminal observation of Campanato that BMOrα(Q) = Cα(Q), see [12].
Please observe the following basic calculations for g : Q→ R.
|〈g〉 1
2Q
− 〈g〉Q| ≤ −
∫
1
2Q
|g − 〈g〉Q|dx ≤ 4−
∫
Q
|g − 〈g〉Q|dx.
Iterating this m times implies
|〈g〉2−mQ − 〈g〉Q| ≤ 4
m−1∑
i=0
−
∫
2−iQ
|g − 〈g〉2−iQ|dx ≤ m4 max
0≤i≤m−1
−
∫
2−iQ
|g − 〈g〉2−iQ|dx.
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Note also, that the best-constant property (2.5) implies
−
∫
Q
||g| − 〈|g|Q〉| dx ≤ 2−
∫
Q
||g| − |〈g〉Q|| dx ≤ 2−
∫
Q
|g − 〈g〉Q| dx
and therefore
|〈|g|〉2−mQ − 〈|g|〉Q| ≤ 8
m−1∑
i=0
−
∫
2−iQ
|g − 〈g〉2−iQ|dx ≤ m8 max
0≤i≤m−1
−
∫
2−iQ
|g − 〈g〉2−iQ|dx.(5.1)
Obviously, the very same holds for half cubes.
Lemma 5.1. For any f ∈ Lq(Q+), q ∈ [1,∞) and ω : (0, R]→ (0,K], we have that
−
∫
2−mQ+
|f | dx ≤ cKm max
i∈{1,..,m}
1
ω(2−i)
(
−
∫
2−iQ+
|f − 〈f〉2−iQ+ |q dx
) 1
q
+ c〈|f |〉Q+ .(5.2)
Proof. We use (5.1) to get that
−
∫
2−mQ+
|f | dx ≤ |〈|f |〉2−mQ+ − 〈|f |〉Q+ |+ 〈|f |〉Q+
≤ 8
m−1∑
i=0
−
∫
2−iQ+
|f − 〈f〉2−iQ+ |dx+ 〈|f |〉Q+ .
≤ 8
m−1∑
i=0
ω(2−i) max
i∈{1,..,m}
1
ω(2−i)
(
−
∫
2−iQ+
|f − 〈f〉2−iQ+ |
)q
+ 〈|f |〉Q+ .
This implies the result.
Lemma 5.2. Let f ∈ W 1,q(Q+R) and ω : (0,∞)→ (0,K) satisfying Assumption 1.9. Then for any δ > 0, there
exist kδ ∈ N and cδ > 0 only depending on the constants in Assumption 1.9, such that
−
∫
2−mQ+
R
|f | dx ≤ δ max
j∈{kδ,..,m}
R
ω(2−j)
(
−
∫
2−jQ+
R
|∇f − 〈∇f〉2−jQ+ |q dx
) 1
q
+ cδR〈|∇f |〉Q+
R
+ 〈|f |〉Q+
R
.(5.3)
Proof. First, we may set R = 1 and ω(1) = 1, since otherwise the result follows by setting f(x) = f(Rx) and
ω(s) = ω(sR)ω(R) . By (5.1), Poincare´’s inequality and (5.1) one more time we find
−
∫
2−mQ+
|f | dx ≤ c
m−1∑
i=0
−
∫
2−iQ+
|f − 〈f〉2−iQ+ |dx+ 〈|f |〉Q+
≤ c
m−1∑
i=0
2−i−
∫
2−iQ+
|∇f | dx+ 〈|f |〉Q+
≤ c
m−1∑
i=0
2−iKi max
j∈{1,..,i}
1
ω(2−j)
(
−
∫
2−jQ+
|∇f − 〈∇f〉2−jQ+ |q dx
) 1
q
+ c〈|∇f |〉Q+ + 〈|f |〉Q+ .
Now for every δ > 0, there exists a kδ, such that
∑∞
i=kδ
2−ii ≤ δcK . Moroever, by Assumption 1.9, we find that
the large cubes can be estimated by the largest cube
max
j∈{1,..,kδ}
1
ω(2−j)
(
−
∫
2−jQ+
|∇f − 〈∇f〉2−jQ+ |q dx
) 1
q
≤ ckδ 〈|∇f |〉Q+ .
Hence,
−
∫
2−mQ+
|f | dx ≤ cK max
j∈{1,..,m}
1
ω(2−j)
(
−
∫
2−jQ+
|∇f − 〈∇f〉2−jQ+ |q dx
) 1
q
∞∑
i=kδ
i2−i
+ cδK max
j∈{1,..,kδ}
1
ω(2−j)
(
−
∫
2−jQ+
|∇f − 〈∇f 〉2−jQ+ |q dx
) 1
q
+ c〈|∇f |〉Q+ + 〈|f |〉Q+
≤ δ max
j∈{kδ ,..,m}
1
ω(2−j)
(
−
∫
2−jQ+
|∇f − 〈∇f〉2−jQ+ |q dx
) 1
q
+ cδ〈|∇f |〉Q+ + 〈|f |〉Q+ .
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5.2. Transformation and rescaling
Lemma 5.3. Given the parametrization h ∈ C1,β([−R/2, R/2]) and ω : (0, R] → (0,∞) satisfying Assump-
tion 1.9 such that ω(r) ≥ crσ, for σ ∈ [0, β), the following are equivalent:
1. F ∈ BMO∗ω(Ω+R;R2×2),
2. F ∈ BMO∗ω(Q+R;R2×2) where F := F ◦ T .
In particular, for all Qy ∩ Ω ⊂ ΩR centered at y ∈ ∂Ω we find Q+ ⊂ Q+R, such that
1
ω(diamQy)
−
∫
Qy∩Ω
|F − 〈F 〉Qy∩Ω|+ |[Fν(y)] · τ(y)| dx ≤ c sup
k∈N
1
ω(2−k)
−
∫
2−kQ+
|F − Diag〈F 〉2−kQ+ | dy + |〈F 〉|Q+
R
(5.4)
and
‖F‖BMO∗ω(Q+R) + |〈F 〉Q+R | ≤ c‖F‖BMO∗ω(ΩR) + c|〈F 〉ΩR | ≤ c1‖F‖BMO∗ω(Q+R) + c1|〈F 〉Q+R |.
Proof. We show the first inequality. Let us assume, that F ∈ BMO∗ω(ΩR;R2×2). In the following, we fix x to
be in ΩR. Since the estimates are rotation- and translation-invariant we may suppose without loss of generality
that 0 ∈ ∂Ω is the nearest point to x from the boundary and that ν0 = (0,−1). Let Q ⊂ QR be a cube centered
at T−1(x) with sides parallel to the axes. Then we define for k ∈ N
Qk :=
{
T (2−kQ) if 2−kQ ⊂ Q+R
T (2−kQ+) if 2−kQ 6⊂ Q+R.
We take F = F ◦T . First of all, since T is area preserving, we find that it is enough to estimate the oscillations
on the cubes Qk. Indeed, this follows by the fact that since ∂Ω is Lipschitz,
Qλr(x) ∩ Ω ⊂ T (Q+r ) ⊂ Q+ΛR(x) ∩ Ω(5.5)
with λ ∈ (0, 1] and Λ ∈ [1,∞) just depending on ‖h′‖∞. Hence, for any Q ∩ Ω ⊂ ΩR centered at T−1(x), we
find a Qk ⊃ Q ∩ Ω, such that |Qk| ∼ |Q| ∼ |Q ∩ Ω|. By the best-constant property (2.5), we find
1
ω(diamQ)
−
∫
Q∩Ω
|F − 〈F 〉Q∩Ω| dx ≤ 2
ω(diamQ)
−
∫
Q∩Ω
|F − 〈F 〉Qk | dx ≤
c
ω(diamQk)
−
∫
Qk
|F − 〈F 〉Qk | dx.(5.6)
Consequently, it suffices to estimate oscillations on Qk. By the properties of ω and the best-constant prop-
erty (2.5) and Assumption 1.9, we find in case 2−kQ ⊂ Q+R, that
1
ω(diamQk)
−
∫
Qk
|F − 〈F 〉Qk | dx ≤
2
ω(diamQk)
−
∫
Qk
|F − 〈F 〉2−kQ+ | dx ≤
c
ω(2−k)
−
∫
2−kQ+
|F − 〈F 〉2−kQ+ | dx,(5.7)
and analogously in case 2−kQ 6⊂ Q+R
1
ω(diamQk)
−
∫
Qk
|F − 〈F 〉Qk | dx ≤
c
ω(2−k)
−
∫
2−kQ+
|F −Diag〈F 〉2−kQ+ | dx.
This concludes the estimate on the first part of the seminorm. For the second part, we use the fact
[Fν(x)] · τ(x)] = h
′(x)√
1 + |h′(x)|2
F 11 +
|h′(x)|2√
1 + |h′(x)|2
F 12 − F 12 − h
′(x)√
1 + |h′(x)|2
F 22.
Since h′ ∈ L∞([−R/2, R/2]), we get for Q+r ⊂ Q+R, that
−
∫
Q+r
|[Fν] · τ | dx ≤ c−
∫
Q+r
|F 1,2| dx+ ‖h′ − h′(0)‖L∞(Q+r )−
∫
Q+r
|F 22 − F 11| dx
Provided that h′ ∈ Cβ([−R/2, R/2]), this implies
1
ω(r)
−
∫
Q+r
|[Fν] · τ | dx ≤ c
ω(r)
−
∫
Q+r
|F −Diag〈F 〉Q+r | dy +
rβ
ω(r)
−
∫
Q+r
|F | dx.
Now, there is an m ∈ N, such that 2−m−1R ≤ r ≤ 2−mR and a Q˜+ ⊂ Q+R, such that |Q˜+| ∼ |Q+R| and
2−m−1Q˜+ ⊂ Q+r ⊂ 2−mQ˜+. Using (5.2), we find, since we assumed that ω(r) ≥ crσ , for σ < β, that
1
ω(r))
−
∫
Q+r
|[Fν] · τ | dx ≤ c sup
k∈N
1
ω(2−k)
−
∫
2−kQ+
|F −Diag〈F 〉2−kQ+ | dy + |〈F 〉|Q+
R
.
Imitating (5.6) and (5.7) concludes (5.4) Moreover, the estimate of the second part of the seminorm is proven.
The reverse inequality follows by applying line by line the same argument replacing T by T−1 and using
Lemma 2.5.
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In the remaining part of the section, we assume that Assumption 1.5, Assumption 1.7 and Assumption 1.9
are satisfied for A,Φ,Ω and ω. Since the interior estimates are covered by [18, Theorem 1.1] in combination
with [19, Remark 5.8] we focus on the boundary estimates. Without loss of generality, we may assume the
following simplifications:
a) rΩ = 1. Otherwise we use u˜ =
u(rΩ·)
rΩ
, which is a solution on the scaled PDE on 1rΩΩ.
b) Since the solutions and the estimates are translation and rotation invariant we may assume the setting of
Subsection 3.1. In particular, we assume that 0 ∈ ∂Ω and ν(0) = (0,−1) and that we have a coordinate
map h ∈ C1,ω([−1, 1],R) such that (x, h(x) ∈ ∂Ω for all x ∈ [−1, 1].
c) We may assume that ω(1) = 1 and that ω is decreasing, since otherwise the result follows by redefining
ω(s) =
maxt∈[0,s] ω(t)
maxt∈[0,1] ω(t)
.
In the following, we will estimate the diagonal oscillations of u = u ◦ T−1 over the following family of cubes
Q+k := 2
−kQ+, where Q+ := Q+1 (0).
5.3. The shear thickening case, Φ′′ almost increasing.
We define dk = Diag〈∇u〉Q+
k
and Fk = Diag〈F 〉Q+
k
. The core of the proof is the following lemma.
Lemma 5.4. We find that there is an m0 ∈ N and a constant c, just depending on the constants in the
assumptions such that for every and every k ≥ m+ 2 ≥ m0 + 2,
−
∫
Q+
k
|∇u −Diag〈∇u〉Q+
k
| dx ≤ c2(8m+ 1) qq 2−mγq max
j∈{k−m,..,k}
−
∫
Q+j
|∇u −Diag〈∇u〉Q+j | dx+ cω(2
−j)〈|u1|〉Q+j
+ c2−j|dj |+ c(Φ′)−1
(
‖F‖BMO∗(Q+j )
)
+ c(Φ′)−1(2−j |F0|) + c(Φ′)−1
(
2−j‖F‖BMO∗ω˜(Q+)
)
,
where γ is a constant from Theorem 4.1.
For the proof of Lemma 5.4 we need the following analytic argument that is a modification of [42, Lemma
A.2].
Lemma 5.5. Let f ∈ Lq(Q+), m ∈ N and ε ∈ (0, 18m+1 ). If
max
i∈{1,...,m}
(
−
∫
2−iQ+
|f − 〈f〉2−iQ+ |q dx
) 1
q
≤ ε
(
−
∫
Q+
|f |q dx
) 1
q
,
then (
−
∫
Q+
|f |q dx
) 1
q
≤ 1
1− (8m+ 1)ε |〈f〉2−mQ+ |.
Proof. By (5.1) we find that
(
−
∫
Q+
|f |q dx
) 1
q
≤ ε
(
−
∫
Q+
|f |q dx
) 1
q
+ |〈f〉Q+ |
≤ ε
(
−
∫
Q+
|f |q dx
) 1
q
+ |〈f〉Q+ − 〈f〉2−mQ+ |+ |〈f〉2−mQ+ |
≤ ε
(
−
∫
Q+
|f |q dx
) 1
q
+ 8m max
i∈{1,...,m}
(
−
∫
2−iQ+
|f − 〈f〉2−iQ+ |q dx
) 1
q
+ |〈f〉2−mQ+ |.
The assumption implies the result using absorption.
Proof of Lemma 5.4. We use the comparison function v, which is defined in (4.1) on Q+i for i = k − m with
m ≥ m0 and m0 will be fixed below. We begin using the best-constant property (2.5), Jensen’s inequality
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Theorem 4.1 and Corollary 4.3 to estimate
(I) := −
∫
Q+
k
|V (Du)−Diag〈V (Du)〉Q+
k
|2 dx
≤ 2−
∫
Q+
k
|V (Dv)−Diag〈V (Dv)〉Q+
k
|2 + 2−
∫
Q+
k
|V (Du)− V (Dv)|2 dx
≤ c2γ(i−k)−
∫
Q+i+2
|V (Dv)−Diag〈V (Dv)〉Q+i+2 |
2 dx+ 22(i+2−k)−
∫
Q+i+2
|V (Du)− V (Dv)|2 dx
≤ c
(
2γ(i−k) + δ
)
−
∫
Q+i+1
|V (Du)−Diag〈V (Du)〉Q+i+1 |
2
dx
+ c(Φ∗)
(
‖F‖BMO∗(Q+i )
)
+ Φ∗(2−i|Fi|) + Φ|di|(2−i|di|) + cΦ|P |
((
2−i + ‖h′′ − h′′(0)‖L∞(Q+i )
)〈|u1|〉Q+i
)
.
Fixing δ = 2γ(i−k) = 2−mγ implies
(I) ≤ c2−mγ−
∫
Q+i+1
|V (Du)−Diag〈V (Du)〉Q+i+1 |
2
dx
+ cm
(
c(Φ∗)
(
‖F‖BMO∗(Q+i )
)
+ Φ∗(2−i|Fi|) + Φ|di|(2−i|di|) + cΦ|di|
((
2−i + ‖h′′ − h′′(0)‖L∞(Q+i )
)〈|u1|〉Q+i
)
.
For the left hand side, we find by Jensen’s inequality, Korn’s inequality [16, Theorem 6.13] (on the reflected
function), Lemma 2.4 and (2.5) that
Φ|dk|
(
−
∫
Q+
k
|∇u −Diag〈∇u〉Q+
k
| dx
)
≤ −
∫
Q+
k
Φ|dk|
(|∇u−Diag〈∇u〉Q+
k
|) dx ≤ c−∫
Q+
k
Φ|dk|
(|Du−Diag〈Du〉Q+
k
|) dx ≤ c(I)
By applying Proposition 3.3 on the right hand side, we find
(II) := Φ|dk|
(
−
∫
Q+
k
|∇u −Diag〈∇u〉Q+
k
| dx
)
≤ c2−mγΦ|di|
(
−
∫
Q+i
|∇u−Diag〈∇u〉Q+i | dx
)
+ cm
(
c(Φ∗)
(
‖F‖BMO∗(Q+i ;R2×2)
)
+ Φ∗(2−i|Fi|) + Φ|di|(2−i|di|)
+ cΦ|di|
((
2−i + ‖h′′ − h′′(0)‖L∞(Q+i )
)〈|u1|〉Q+i
))
.
Observe that by (5.2)
Φ∗(2−i|Fi|) ≤ cΦ∗(2−i|F0|) + cΦ∗
(
2−i‖F‖BMO∗ω˜(Q+;R2×2)
)
.
Hence, using the fact that Φ′′ is almost increasing, (1.9), the assumption on h and (2.3) we get that
Φ|di|(2
−i|di|) + Φ|di|
((
2−i + ‖h′′ − h′′(0)‖L∞(Q+i )
)〈|u1|〉Q+i
)
≤ Φ(2−i|di|) + Φ′′(|di|)
(
(ω(2−i)〈|u1|〉Q+i
)2
+ cΦ
(
(ω(2−i)〈|u1|〉Q+i
)
.
This implies using (2.3) again that
(II) ∼ Φ′′
(
max
{
|dk|,−
∫
Q+
k
|∇u −Diag〈∇u〉Q+
k
| dx
})(
−
∫
Q+
k
|∇u−Diag〈∇u〉Q+
k
| dx
)2
≤ c2−mγΦ′′
(
max
{
|di|,−
∫
Q+i
|∇u−Diag〈∇u〉Q+i | dx
})(
−
∫
Q+i
|∇u−Diag〈∇u〉Q+i | dx
)2
+ cΦ(2−i|di|)
+ Φ′′
(
max
{
|di|,−
∫
Q+i
|∇u−Diag〈∇u〉Q+i | dx
})(
(ω(2−i)〈|u1|〉Q+i
)2
+ cΦ
(
(ω(2−i)〈|u1|〉Q+i
)
+ cΦ∗
(
‖F‖BMO∗(Q+i ;R2×2)
)
+ cΦ∗(2−i|F0|) + cΦ∗
(
2−i‖F‖BMO∗ω˜(Q+;R2×2)
)
=: (i) + (ii) + (iii) + (iv) + (v) + (vi) + (vii) ∼ max {(i), (ii), (iii), (iv), (v), (vi), (vii)}.
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In the case max {(ii), (iv), (v), (vi), (vii)} = max {(i), (ii), (iii), (iv), (v), (vi), (vii)}, we find the result by taking
Φ−1 on both sides: Indeed, on the left hand side, using that Φ′′ is almost increasing implies
Φ
(
−
∫
Q+
k
|∇u−Diag〈∇u〉Q+
k
| dx
)
≤ (II).
On the right hand side, we use the following identities [15, (2.3)]
Φ−1(Φ∗(t)) ∼ Φ−1(Φ((Φ∗)′(t))) = (Φ∗)′(t) = (Φ′)−1(t).
Hence, we assume in the following that max {(i), (iii)} = max {(i), (ii), (iii), (iv), (v), (vi), (vii)}
We distinguish two cases. Let us first assume, that
|di| ≤ 2(8m+ 1) max
j∈{k−m,...,k}
−
∫
Q+j
|∇u− 〈∇u〉Q+j | dx.(5.8)
The above and (2.5) imply
max
{
|di|,−
∫
Q+i
|∇u−Diag〈∇u〉Q+i | dx
}
≤ 2(8m+ 1) max
j∈{i,...,k}
−
∫
Q+j
|∇u−Diag〈∇u〉Q+j | dx.(5.9)
We further use the fact, that for δ0 ∈ (0, 1), we find by (1.7)
Φ′′(s)t2 = Φ′′(s)t2χ{t≤√δ0s} + Φ
′′(s)t2χ{t>√δ0s} ≤ δ0Φ(s) + Φ′′(t/
√
δ0)t
2 ≤ δ0Φ(s) + δ
2−q
2
0 Φ(t).
Then choosing δ0 = 2
−mγ and using (5.9) implies
(iii) ≤ c2−mγΦ
(
2(8m+ 1) max
j∈{k,...,i}
−
∫
Q+j
|∇u−Diag〈∇u〉Q+j | dx dx
)
+ c2
mγ(q−2)
2 Φ
(
ω(2−i)〈|u1|〉Q+i
)
.(5.10)
And so by the fact that Φ′′ is almost increasing, (5.9) and (1.7) we find
Φ
(
−
∫
Q+
k
|∇u −Diag〈∇u〉Q+
k
| dx
)
≤ (II) ≤ c((i) + (iii))
≤ c2(8m+ 1)q2−mγΦ
(
max
j∈{k,...,i}
−
∫
Q+j
|∇u−Diag〈∇u〉Q+j | dx dx
)
+ c2
mγ(q−2)
2 Φ
(
ω(2−i)〈|u1|〉Q+i
)
Let us fix m0 large enough, such that c2(8m+ 1)
q2−mγ ≤ 1, then we conclude the estimate by taking Φ−1 on
both sides. So, finally, we are left with the case
|di| > 2(8m+ 1) max
j∈{i,...,k}
−
∫
Q+j
|∇u− 〈∇u〉Q+i | dx.
In this case we make use of Lemma 5.5, which implies
max
{
|di|,−
∫
Q+i
|∇u−Diag〈∇u〉Q+i | dx
}
≤ 2|di| ≤ 4|dk|.
Hence, we find that since Φ′′ is almost increasing
Φ′′(|dk|)
(
−
∫
Q+
k
|∇u −Diag〈∇u〉Q+
k
| dx
)2
≤ c2−mγΦ′′(|dk|)
(
−
∫
Q+i
|∇u−Diag〈∇u〉Q+i | dx
)2
+ cΦ′′(|dk|)
(
ω(2−i)〈|u1|〉Q+i
)2
,
which implies(
−
∫
Q+
k
|∇u −Diag〈∇u〉Q+
k
| dx
)2
≤ 2−mγ
(
−
∫
Q+i
|∇u−Diag〈∇u〉Q+i | dx
)2
+ c
(
ω(2−i)〈|u1|〉Q+i
)2
and the proof is complete.
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Proof of Theorem 1.18. First we show the estimates holds at boundary points. The previous lemma, Lemma 2.2,
Lemma 2.3 and (1.9), imply that
−
∫
Q+
k
|∇u−Diag〈∇u〉Q+
k
| dx
≤ c2(8m+ 1)
q
q 2
−mγ
q
ω(2−k)
max
j∈{k−m,..,k}
−
∫
Q+j
|∇u−Diag〈∇u〉Q+j | dx+ c〈|u
1|〉Q+i + c
2−i
ω(2−k)
〈|∇u|〉Q+i
+
c
ω(2−k)
(Φ′)−1
(
‖F‖BMO∗(Q+i )
)
+
c
ω(2−k)
(Φ′)−1(2−i|F0|) + c
ω(2−k)
(Φ′)−1
(
2−i‖F‖BMO∗ω˜(Q+)
)
≤ c2(8m+ 1) qq 2m(β−γ)q max
j∈{k−m,..,k}
1
ω(2−j)
−
∫
Q+j
|∇u−Diag〈∇u〉Q+j | dx + c2
i(β−1)〈|∇u|〉Q+i
+ c〈|u1|〉Q+i + c(Φ
′)−1
(
‖F‖BMO∗
ω˜(Q
+
i
)
)
+ c
2−
i
p−1
ω(2−i)
(Φ′)−1(|F0|) + c 2
− i
p−1
ω(2−i)
(Φ′)−1
(
‖F‖BMOω˜(Q+)
)
≤ c2(8m+ 1) qq 2m(β−γ)q max
j∈{k−m,..,k}
1
ω(2−j)
−
∫
Q+j
|∇u−Diag〈∇u〉Q+j | dx + c〈|u
1|〉Q+i + c2
i(β−1)〈|∇u|〉Q+i
+ c〈|u1|〉Q+i + c(Φ
′)−1
(
‖F‖BMO
ω˜(Q
+
i
)
)
+ c(Φ′)−1(|F0|).
Now, first, we fix m, such that c2(8m+ 1)
q
q 2
m(β−γ)
q ≤ 14 . We use (5.2), to find
c2i(β−1)〈|∇u|〉Q+i ≤ ci2
i(β−1) max
j∈{1,..,i}
1
ω(2−j)
−
∫
Q+j
|∇u−Diag〈∇u〉Q+j | dx+ c2
i(β−1)〈|∇u|〉Q+ .
We estimate further, using (5.3), for δ = 14 and kδ =: k0. Then we find by the best-constant property (2.5) that
c〈|u1|〉Q+i ≤
1
4
max
j∈{1,..,k}
1
ω(2−j)
−
∫
Q+j
|∇u−Diag〈∇u〉Q+j | dx+ c〈|∇u|〉Q+ + 2
k02〈|u|〉Q+ .
We eventually enlarge k0, such that ck02
k0(β−1) ≤ 14 and k0 ≥ m. Then we find for k ≥ k0, that
−
∫
Q+
k
|∇u −Diag〈∇u〉Q+
k
| dx ≤ 3
4
max
j∈{k0,..,k}
1
ω(2−j)
−
∫
Q+j
|∇u−Diag〈∇u〉Q+j | dx+ c〈|∇u|〉Q+
+ c〈|u|〉Q+ + c(Φ′)−1
(
‖F‖BMO
ω˜(Q
+
i
)
)
+ c(Φ′)−1(|F0|).
We take the maximum on both sides over k ∈ {k0, ..., N}. Absorbing implies
max
k∈{k0,...,N}
−
∫
Q+
k
|∇u −Diag〈∇u〉Q+
k
| dx ≤ c〈|∇u|〉Q+ + c〈|u|〉Q+ + c(Φ′)−1
(
‖F‖BMO
ω˜(Q
+
i
)
)
+ c(Φ′)−1(|F0|).
This shows the estimates at boundary points by letting N →∞, Lemma 2.5 and (5.4).
For the interior estimates assume that the cube Q˜ ⊂ 12Q ∩ Ω. In case 2Q˜ ⊂ 12Q ∩ Ω estimates of ∇u follow
by [18, Theorem 1.1] in combination with [19, Remark 5.8] and (2.3). In case Q˜ ⊂ 2Q˜ 6⊂ 12Q ∩ Ω there exists
x ∈ ∂Ω such that Q˜ ⊂ Qkx where
Qkx :=
{
sτ(x) + aν(x) : (s, a) ∈ (−2−k, 2k)× (hx(s), hx(s) + 2k+1)
}
.
Hence, we can use (5.6) and (5.7) in order to reduce the problem to the estimate of boundary points.
The proof of Theorem 1.18 is completed by the pressure estimate, Lemma 5.11 below.
5.4. The shear thinning case: Φ′′ almost decreasing
This part follows the strategy of the estimates on oscillations invented in [19]. Again we focus on the case, when
we have a point on the boundary and use the simplifications a)–c) introduced before Subsection 5.3. We use
Q+k = 2
−kQ+1 , where Q
+
1 is the initial half cube around 0. The main effort will be the following proposition
that estimates the diagonal oscillations on S(Du) at a boundary point. We use the notation
M ♯ω,Qi(S(Du)) :=
1
ω(2−i)
−
∫
Q+i
|S(Du)−Diag〈S(Du)〉Q+i | dx.
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Proposition 5.6. Assume Φ′′ is almost decreasing and ω satisfies (1.9). If h ∈ C2,ωq−1(−1, 1), then
max
i≥1
M ♯ω,Qi(S(Du)) ≤ cMω,Q1(S(Du)) + c‖F‖BMOω(Q+1 ;R2×2) + c〈Φ
′(|∇u)|)〉Q+1 + c〈|Φ
′(u)|〉Q+1 .
The constant c depends on the characteristics of Φ, c0, β−β0 and ‖h′‖L∞(−1,1)+ ‖h′′‖Cωq−1 (−1,1). In the special
case, that ω = 1, the above inequality is satisfied in case h ∈ C1,1[−1, 1] and the constant depends on h only via
‖h′′‖L∞([−1,1]).
Before proving the proposition above, we need the following lemma, that controls the lower order terms.
Lemma 5.7. By the same assumptions and notations as in Proposition 5.6 but without the assumption on the
monotonicity of Φ′′, we find that
max
k≤l
Φ′
(
−
∫
Q+
k
|∇u|
)
+max
k≤1
〈Φ′(|∇u|)〉Q+
k
≤ c‖F‖BMO(Q+1 ;R2×2) + clmaxj≤l M
♯
Qj
(S(Du))
+ cΦ′(|〈u〉Q+1 |) + cΦ
′(〈|∇u|〉Q+1 ) + c〈|F |〉Q+1 .
and for l ∈ N,
max
k≤l
Φ′(〈|u|〉Q+
k
) ≤ cl
2l(p−1)
max
j≤l
M ♯Qj (S(Du)) + cΦ′(|〈u〉Q+1 |) + cΦ
′(〈|∇u|〉Q+1 ) + c〈|F |〉Q+1 + c‖F‖BMO(Q+1 ;R2×2),
where the constant depends only on the properties of Assumption 1.5 and the Lipschitz constant of h′.
Proof. By (5.1) and Poincare´, we find that
〈|u|〉Q+
k
≤ c
k∑
i=1
2−i−
∫
Q+i
|∇u| dx + c|〈u〉Q+1 |(5.11)
Using Corollary 3.4 this implies
−
∫
Q+
k
Φ(|∇u|) ≤ cΦ∗
(
‖F‖BMO(Q+
k−1;R
2×2) +−
∫
Q+
k−1
|S(Du)| dx
)
+ cΦ∗(|2−k+1〈DiagF 〉Q+
k−1
|)
+ cΦ
( k∑
i=1
2−i−
∫
Q+i
|∇u| dx
)
+ cΦ(|〈u〉Q1 |).
By Jensen’s inequality we deduce
Φ′
(
−
∫
Q+
k
|∇u| dx
)
+−
∫
Q+
k
Φ′(|∇u|) dx ≤ c‖F‖BMO(Q+
k−1
;R2×2) +−
∫
Q+
k−1
|S(Du)| dx
+ cΦ′
( k∑
i=1
2−i−
∫
Q+i
|∇u| dx
)
+ c(Φ′(|〈u〉Q1 |)
+ c2−k|〈DiagF 〉Q+
k−1
|).
Hence by (5.1), and by choosing m, such that
∑∞
i=m 2
−i ≤ δ 1q′ , we find that
Φ′
(
−
∫
Q+
k
|∇u|
)
+−
∫
Q+
k
Φ′(|∇u|) dx
≤ c‖F‖BMO(Q+
k−1;R
2×2) + ckmaxj≤k
−
∫
Q+j
|S(Du)− 〈DiagS(Du)〉Q+j | dx + cΦ
′
( k∑
i=m
2−i−
∫
Q+i
|∇u| dx
)
+ cΦ′(|〈u〉Q1 |) + cmΦ′
(〈|∇u|〉Q+1 )+ c〈|F |〉Q+1 + c2−kmaxj≤k −
∫
Q+j
|F − 〈DiagF 〉Q+j |
≤ c‖F‖BMO(Q+
k−1;R
2×2) + kmaxj≤k
−
∫
Q+j
|S(Du)− 〈DiagS(Du)〉Q+j | dx
+ δmax
i≥k
Φ′
(
−
∫
Q+i
|∇u| dx
)
+ cΦ′(|〈u〉Q+1 |) + cm〈|∇u|〉Q+1 + 〈|F |〉Q+1 .
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By taking the maximum over k ≤ l on both sides we find
max
k≤1
−
∫
Q+
k
Φ′(|∇u|) dx+max
k≤l
Φ′
(
−
∫
Q+
k
|∇u| dx
)
≤ c‖F‖BMO(Q+1 ;R2×2) + clmaxj≤l −
∫
Q+j
|S(Du)− 〈DiagS(Du)〉Q+j | dx
+ cΦ′(|〈u〉Q+1 |) + cΦ
′(〈|∇u|〉Q+1 ) + c〈|F |〉Q+1 ;
this completes the estimate on ∇u. Concerning the estimate on u, we first find by (5.11), that
Φ(〈|u|〉Q+
k
) ≤ cΦ
( k∑
i=1
2−i−
∫
Q+i
|∇u| dx
)
+ Φ(|〈u〉Q+1 |)
≤ cΦ
(
max
j={l,...,k}
−
∫
Q+j
|∇u| dx
k∑
i=l
2−i + cl−
∫
Q+1
|∇u| dx+ |〈u〉Q+1 |)
)
≤ Φ
(
c
2l
max
j={l,...,k}
−
∫
Q+j
|∇u| dx+ cl−
∫
Q+1
|∇u| dx + Φ(|〈u〉Q+1 |)
)
.
Hence for l ∈ N,
Φ′(〈|u|〉Q+
k
) ≤ c
2l(p−1)
max
j={l,...,k}
Φ′
(
−
∫
Q+j
|∇u| dx
)
+ clΦ
′
(
−
∫
Q+1
|∇u| dx+ |〈u〉Q+1 |
)
.
By using the previous estimate on ∇u we conclude
max
k≤l
Φ′(〈|u|〉Q+
k
) ≤ cl
2l(p−1)
max
j≤l
M ♯Qj (S(Du)) + cΦ′(|〈u〉Q+1 |) + cΦ
′(〈|∇u|〉Q+1 ) + c〈|F |〉Q+1 + c‖F‖BMO(Q+1 ;R2×2).
Proof of Proposition 5.6. We start by applying [19, Proposition 5.1] on M ♯
Q+
k
(S(Du)), which is M ♯Qk(A(∇u))
in [19]. The argument can simply be adapted replacing [19, Lemma 4] by Proposition 4.2, where S(P ) :=
〈DiagS(Du)〉Q+
k−m
and F0 := 〈DiagF 〉Q+
k−m
and replacing [19, Theorem 4.1 ] by Theorem 4.1 here. We find that
for m ≥ 4 and k ≥ m
M ♯
Q+
k
(S(Du)) ≤ cm2−γmp′ max
j∈{k−m,...,k}
M ♯
Q+j
(S(Du)) + cm
ω(2−k)
‖F‖BMO(Q+
k−m
;R2×2)
+
cm
2k−m
−
∫
Q+
k−m
|S(Du)|+ |〈DiagF 〉Q+
k−m
| dx
+ c
(
Φ∗|S(P )|
)−1(
Φ|P |
(‖h′′ − h′′(0)‖L∞(Q+
k−m
)〈|u|〉Q+
k−m
))
.
We divide the estimate by ω(2−k). Since Φ(t) ∼ Φ∗(Φ′(t)) (see [15, (2.3)]), we find by Lemma 2.2
M ♯
ω,Q+
k
(S(Du)) ≤ cm2
−2γm
p′
ω(2−k)
max
j∈{k−m,...,k}
M ♯
Q+j
(S(Du)) + cm
ω(2−k)
‖F‖BMO(Q+
k−m
)
+
cm
ω(2−k)2k−m
−
∫
Q+
k−m
|S(Du)|+ |〈DiagF 〉Q+
k−m
| dx
+ c
c
ω(2−k)
Φ′|P |
(
‖h′′ − h′′(0)‖L∞(Q+
k−m
)〈|u|〉Q+
k−m
)
.
Using the assumption on h′′ and ω, we find by Lemma 2.2, that
M ♯
ω,Q+
k
(S(Du)) ≤ cm2(β− 2γp′ )m max
j∈{k−m,...,k}
M ♯
ω,Q+j
(S(Du)) + cm‖F‖BMOω(Q+1 )
+
cm
2(k−m)(1−β)
−
∫
Q+
k−m
|S(Du)|+ |〈DiagF 〉Q+
k−m
| dx+ cΦ′|P |
(
〈|u|〉Q+
k−m
)
.
Next, by (5.2), we find that
|〈DiagF 〉Q+
k−m
| ≤ c(k −m)‖F‖BMOω(Q+1 ;R2×2) + 〈|F |〉Q+1 .
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For δ ∈ (0, 1) we fix m, such that cm2(β− γp′ )m = δ2 . This is possible since, β0 := 2γp′ with γ defined in
Theorem 4.1. By the above and the fact that (k −m)2−(1−β)(k−m) ≤ c, we find that
M ♯
ω,Q+
k
(S(Du)) ≤ δ
2
max
j∈{k−m,...,k}
M ♯
Q+j ,Ω
(S(Du)) + c‖F‖BMOω(Q+1 ;R2×2)
+
c
2(k−m)(1−β)
−
∫
Q+
k−m
|S(Du)| dx+ cΦ′|P |
(
〈|u|〉Q+
k−m
)
.
(5.12)
Up to this point, all our arguments are valid for Φ′′ almost decreasing or increasing.
At this point we use that Φ′′ is almost decreasing (the shear thinning case) and find by (2.4) for all t ∈ [0,∞),
that Φ′a(t) ≤ cΦ′(t). We fix k0, such that
cmax {(k0 −m)2−(1−β)(k0−m), (k0 −m)2−(p−1)(k0−m)} ≤ δ
4
.
Hence (5.12) and Lemma 5.7 imply for all k ∈ N, that
M ♯
ω,Q+
k
(S(Du)) ≤ δ
2
max
j∈{k−m,...,k}
M ♯
ω,Q+j
(S(Du)) + c‖F‖BMOω(Q+1 ;R2×2)
+
c
2(k−m)(1−β)
−
∫
Q+
k−m
Φ′(|∇u|) dx+ cΦ′
(
〈|u|〉Q+
k−m
)
≤ δ max
j∈{k−m,...,1}
M ♯
ω,Q+j
(S(Du)) + c‖F‖BMOω(Q+1 )
+ cΦ′(|〈u〉Q+1 |) + cΦ
′(〈|∇u|〉Q+1 ) + ck0〈Φ
′(|∇u|)〉Q+1 + c〈|F |〉Q+1 .
Now the claim follows by taking the supremum over k ∈ {1, ..., N}, by absorbing and letting N →∞.
In general, the properties of S(Du) can only be partially transferred to ∇u. The following proposition gives
a condition on ω that implies that u is Lipschitz continuous. It is the so called Dini condition on the modulus
of continuity. It is a known sharp condition such that BMOω(Ω) ⊂ L∞(Ω). It is also known to be a sharp
condition in order to have Lipschitz continuous solutions to elliptic PDE, see [5, Example 5.5].
Proposition 5.8. Let the assumption of Proposition 5.6 hold and ω additionally satisfy the Dini-condition
(1.10), then ∇u,S(Du) ∈ Cψ(Ω) with ψ(r) = ∫ r
0
ω(s) ds
s . Moreover, ∇u ∈ BMOω(Ω).
Proof. Since ω satisfies the Dini condition, we find that S(Du), Du ∈ Cψ(Ω) by [43]. We fix, for any given Q
the matrix P , such that S(P ) = 〈S(Du))〉Q∩Ω. Then (2.3) implies
|Du− P | = Φ
′′(|P |+ |Du− P |)
Φ′′(|P |+ |Du− P |) |Du− P | ≤
|S(Du)− S(P )|
Φ′′(|P |+ |Du− P |) ≤ c(ϕ
∗)′′(‖Du‖∞)|S(Du)− S(P )|,
Now Korn’s inequality and the best-constant property (2.5) imply
−
∫
Q∩Ω
|∇u − 〈∇u〉Q|2 dx ≤ c−
∫
Q∩Ω
|Du− 〈Du〉Q|2 dx ≤ c((ϕ∗)′′(‖Du‖∞))2−
∫
Q∩Ω
|S(Du)− S(P )|2 dx.
This implies ∇u ∈ BMOω(Ω), which by the Dini condition implies that ∇u is bounded and continuous with
modulus of continuity ψ.
5.5. Proof of the main results
The following lemma shows some invariances of the seminorm ‖ · ‖BMOω(Ω).
Lemma 5.9. Let ω satisfy Assumption 1.9 and Ω satisfy Assumption 1.9. The seminorm ‖ · ‖BMOω(Ω) is a
norm in the space BMOω(Ω) \ I where I is the identity matrix.
Proof. Without loss of generality we may assume that ω = 1. Let F ∈ BMO(Ω) be defined by F =
(
f g1
g2 h
)
where f, g1, g2, h are scalar functions. We show that
inf
c∈R
∫
Ω
∣∣∣∣
(
f − c g
g h− c
)∣∣∣∣ dx ≤
∫
Ω
∣∣∣∣
(
f − 〈f〉Ω g
g h− 〈f〉Ω
)∣∣∣∣ dx
is controlled by the BMO seminorm.
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Let x ∈ ∂Ω be such that νx = (0, 1) and τx = (1, 0). Then∫
Ω
|g1(y)| dy =
∫
Ω
|[F (y)νx] · τx| dy ≤ c(Ω) 1
ω(R)
−
∫
Qx,R
χΩ(y)|[F (y)ν(x)] · τ(x)| dy ≤ c‖F‖BMO(Ω;R2×2)
where R is such that Qx,R ⊃ Ω. The estimate in g2 is analogous.
Further, the estimate of −
∫
Ω |f − 〈f〉Ω|dx ≤ ‖f‖BMO(Ω) follows by [16, Thm. 5.23] and Jensen’s inequality.
In order to deduce a bound of the last missing term, we take a point x ∈ ∂Ω such that νx = 12 (
√
2,
√
2) and
τx =
1
2 (
√
2,−√2). It follows that∫
Ω
|h− 〈f〉Ω| dy ≤
∫
Ω
|h− f | dy +
∫
Ω
|f − 〈f〉Ω| dy ≤ 2
∫
Ω
|[F (y)ν(x)] · τ(x)| dy + c‖F‖BMO(Ω;R2×2)
≤ c‖F‖BMO(Ω;R2×2).
Remark 5.10. If u is a solution to the system (1.1)–(1.2), then it is also a solution to (1.1)–(1.2) with right
hand side F − cI for c ∈ R. Therefore, in the following we assume that 〈F1,1〉Ω = 0, which implies that
1
ω(diam(Ω))
−
∫
Ω
|F | dx ≤ c‖F‖BMOω(Ω).
This is possible due to Lemma 5.9. Moreover, using once more [16, Th, 5.23 & Prop. 6.1], we find
1
ω(diam(Ω))
(Φ∗)−1
(
−
∫
Ω
Φ∗(|F |) dx
)
≤ 1
ω(diam(Ω))
(Φ∗)−1
(
−
∫
Ω
Φ∗(|F − 〈F 〉Ω|) dx
)
+
1
ω(diam(Ω))
−
∫
Ω
|F | dx
≤ c‖F‖BMOω(Ω;R2×2).
Before proving the main results we need he following observation. If u, π satisfy (1.1) and (1.2), then we
find that
〈π,∆ψ〉 = 〈F − S(Du),∇2ψ〉 for all ψ ∈ C∞(Ω), ∂νψ = 0 on ∂Ω(5.13)
This allows to transfer the global regularity of Du to π by the theory for Poisson problems. Since we wish to
include local estimates, we introduce the following lemma:
Lemma 5.11. Let ω : (0,∞) 7→ (0,∞) be a non-decreasing function, let (u, π) be a weak solution to (1.1)–(1.2).
If F, S(Du) ∈ BMOω(Ω+r ), then π ∈ BMOω(Ω+r ) and
‖π‖BMOω(Ω+r ) ≤ c‖S(Du)‖BMOω(Ω+r ;R2×2) + ‖F‖BMOω(Ω+r ;R2×2).
In case Φ′′ is increasing we find that if ω satisfies the Dini condition (1.10), F ∈ BMOω(Ω+r ) and ∇u ∈
BMOω(Ω
+
r ), then π ∈ BMOω(Ω+r ) and
‖π‖BMOω(Ω+r ) ≤ cΦ′(‖∇u‖BMOω(Ω+r ;R2×2)) + ‖F‖BMOω(Ω+r ;R2×2) +
c
ω(r)
−
∫
Ω+r
Φ′(|∇u|) dx.
Proof. The first assertion follows by [18, Subsection 3.4]. The method there is applicable without any substantial
changes. We are left to prove the second assertion. Due to our assumptions on Φ and ω, we may assume
without loss of generality that ω(r) = 1. Now, firstly, by Proposition 5.8, we find that ∇u ∈ Cψ(Q ∩ Ω) with
ψ(r) =
∫ r
0
ω(s) ds
s . This implies by the fact that cψ(·) ≥ ω(·) that
‖∇u‖L∞(Ω+r ;R2×2) ≤ c‖∇u‖Cψ(Ω+r ;R2×2) + c|〈∇u〉Ω+r | ≤ c‖∇u‖BMOω(Ω+r ;R2×2) + c|〈∇u〉Ω+r |.
Secondly, (2.3) implies
|S(Du)− S(P )| ∼ ϕ′′(P + |Du− P |)|Du− P | ≤ ϕ′′(‖∇u‖L∞(Ω+r ;R2×2))|Du− P |
for S(P ) = 〈DiagS(Du)〉Q∩Ω and Q ∩ Ω ⊂ Ω+r arbitrary. This allows to deduce the second assertion from the
first one.
Proof of Theorem 1.17. The estimate on S(Du) at the boundary follows by Proposition 5.6, Lemma 2.5 and
(5.4). The interior estimates follow by [18, Theorem 1.1]. The estimate of the pressure follows by Lemma 5.11.
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The local theorem then implies the proof of the global results by a covering argument.
Lemma 5.12. Let Ω satisfy Assumption 1.7. Then there are {xk}Mk=1 ⊂ ∂Ω, {xl}Nl=1 ⊂ Ω such that
Ω ⊂
N⋃
l=1
QλrΩ/2(xl) ∪
M⋃
k=1
Ω+rΩ/2(xk),
with Ω+rΩ/2(xk) := {sτ(xk) + aν(xk) : (s, a) ∈ (−rΩ, rΩ)× (hxk(s), hxk(s) + rω/2)}.
Proof. For x ∈ Ω with d(x, ∂Ω) ≥ λrΩ, we define Qx = QλrΩ(x). For x ∈ Ω, with d(x, ∂Ω) ≤ λrΩ, we find
yx ∈ ∂Ω, such that
x ∈ QλrΩ/2(yx) ⊂ ΩrΩ(yx) := {sτ(yx) + aν(yx) : (s, a) ∈ (−rΩ, rΩ)× (hyx(s), hyx(s) + rΩ/2)}.
In this case we set Qx = ΩrΩ(yx). Since Ω is compact and Ω ⊂
⋃
x∈ΩQx, the result follows.
Theorem 1.11 – Theorem 1.12. Again we abbreviate the argument by setting ω(diam(Ω)) = 1. The a-priori
estimate, which can be achieved by taking u as a test-function in (1.8), and the stability of the pressure imply
using also (5.10), that
−
∫
Ω
Φ(|Du|) dx+−
∫
Ω
Φ∗(|π|) dx ≤ c−
∫
Ω
Φ∗(|F |) dx ≤ cΦ∗(‖F‖BMO(Ω);R2×2).(5.14)
We cover the domain by Lemma 5.12. We can apply Theorem 1.17 or Theorem 1.18 to estimate the oscillations
on cubes with small side length. In particular we are left with cubes that have a side length R ≥ rΩ. In this
case, we simply use the fact, that for g ∈ L1(Ω)
−
∫
Qx,R
|g − 〈g〉Qx,R | dy ≤ c−
∫
Ω
|g| dy.
where the constant depends on |Ω|R2 . In case Φ
′′ is almost decreasing this implies
‖π‖BMOω(Ω) + ‖S(Du)‖BMOω(Ω;R2×2) ≤ c‖F‖BMOω(Ω;R2×2) + c〈Φ′(|∇u|)〉Ω +
c
(diamΩ)
〈|Φ′(u)|〉Ω + c〈(|π|)〉Ω.
Hence, by Jensen’s inequality, the a-priori estimate (5.14), Korn’s inequality, Corollary 2.8 and Remark 5.10,
we find Theorem 1.11 and Theorem 1.12. The proof of Theorem 1.13 and Theorem 1.14 are analogous.
Proof of Theorem 1.4. In case p ≥ 2, the result is included in Theorem 1.13. In case p ∈ (1, 2) it follows from
Proposition 5.8. Indeed, ω(r) := rα, α ∈ (0, β) and ω˜ := rα(p−1) both satisfy the Dini condition (1.10).
Proof of Corollary 1.1 and Corollary 1.2. First of all, the reason that there is no restriction on β is due to the
fact, that solutions to Stokes equations with homogeneous right hand side are known to be locally Lipschitz
continuous and satisfy a decay property, see [21]. In particular Theorem 4.1 is valid for γ = 1. This implies
that for the Stokes system Theorem 1.13 holds for all β ∈ (0, 1). The results now follows by Theorem 1.13 and
Theorem 1.14.
In order to show that our results are optimal we use the fact that in the planar solutions to (1.4) can be
nicely characterized by biharmonic functions.
5.6. Proof of Theorem 1.3
Assume that Ω is simply connected and that w : Ω→ R is a solution to the following steam equation
∆2w = curldivF in Ω
w = 0 = ∆w on ∂Ω.
It is well known that then u = (−∂2w, ∂1w) is a (local) solution to the planar Stokes equation. Indeed, it
is obviously solenoidal and curl(∆u − divF ) = 0, which implies that it is equal to a gradient (of a pressure).
Actually u is a solution to (1.4). Indeed, the boundary conditions are satisfied. Firstly, since τ = (−ν2, ν1) we
find by the Dirichlet boundary condition of w that
u · ν = −∂x2wν1 + ∂x1wν2 = −∂τw = 0.
36 5 OSCILLATION ESTIMATES
Secondly, observe that for x ∈ ∂Ω we have ∆w(x) = 0 and so
∇u(x) =
(−∂1∂2w(x) −∂22w(x)
∂21w(x) ∂1∂2w(x)
)
=
(−∂1∂2w ∂21w(x)
∂21w ∂1∂2w(x)
)
= Du(x).
We calculate that
[Duν] · τ = ∂νu · τ =
(−∂1∂2wν1 − ∂22wν2
∂21wν1 + ∂1∂2wν2
)
· τ = (∂1∂2wν1ν2 + ∂22wν22 + ∂21wν21 + ∂1∂2wν2ν1) .
Since we assume for x ∈ ∂Ω that w(x) = 0 and so ∂τw(x) = 0 = ∂2τw(x). Hence 0 = ∆w(x) = ∂2νw(x) and
∇w(x) = ∂νw(x)ν. This implies for every boundary point x ∈ ∂Ω that
∂νu · τ = ν1∂1(ν2∂2w + ν1∂1w) + ν2∂2(ν2∂2w + ν1∂1w)− ((ν1∂1 + ν2∂2)ν1∂1w + (ν1∂1 + ν2∂2)ν2∂2w)
= ∂2νw −∇w · ∂νν
= −∂νwν · ∂νν = −∂νw∂ν |ν|
2
2
= 0
as |ν| ≡ 1. The above construction allows for a one to one correspondence of counterexample for harmonic
functions with Dirichlet boundary values to the Stokes system with perfect slip boundary condition; where
the order of regularity is one degree less for the Stokes system with perfect slip boundary conditions: The
regularity of the gradient of the velocity is the same as the regularity of the Hessian of the harmonic function.
We apply this one to one correspondence here to the case of Ho¨lder continuity. The following example implies
Theorem 1.3. In particular, it implies due to the fact that local at the boundary estimates imply global estimates,
that Theorem 1.4, Corollary 1.1 and Corollary 1.2 are sharp (for all admissible exponents β < β0), but also the
various estimates in Subsection 1.2.
Example 5.13 For 0 < α < β < 1 We show that there exists ∂Ω ∈ C2,α \ C2,β and u 6∈ C1,β
loc
satisfying (1.4)
locally with F, π ≡ 0.
Construction:
In the following we assume that Ω is a tilted half-plane Ω := {x ∈ R2 : x2 ≥ −|x1|2+α}. We consider the
half space H+ = {x ∈ R2 : x2 ≥ 0}. We consider these sets as subset of complex numbers.
Then we know from the Riemann mapping theorem, that there exists a holomorphic function
z : Ω→ H+ such that w := Im(z) ∈ C2,α(Ω ∩B1(0)),
where the regularity follows by classical Schauder theory [41]. Since it is continuous we find that w : Ω→ [0,∞)
and w(x) = 0 for all x ∈ ∂Ω and clearly also ∆w(x) = 0 for all x ∈ ∂Ω. Since w(x) ≥ 0, we find by Hopf’s
maximum principle that ∂νw(x) > 0 for all x ∈ ∂Ω. In particular the solution has no critical point at the
boundary. Hence for x ∈ ∂Ω
− ∇w(x)|∇w(x)| = ν(x) =
1√
(α+ 2)2|x1|(α+1)2 + 1
(
(α+ 2)|x1|αx1
−1
)
But this implies that for x ∈ ∂Ω ∩B1(0)
|∂1w(x) − ∂1w(0)| = |∂1w(x)| |∇w(x)||∇w(x)| ≥
(
min
∂Ω∩B1(0)
|∇w|
) (α+ 2)|x1|α+1√
(α+ 2)2|x1|(α+1)2 + 1
;
next, by the mid-point theorem there exists ξ ∈ [0, x1], such that
|∂1w(x) − ∂1w(0)| : = |∂1w(x1,−|x1|α+2)| = |x1||∂x1∂1h(ξ,−|ξ|α+2)|
≤ |x1||∂21w(ξ,−|ξ|α+2)|+ |x1||ξ|α+1|∂2∂1w(ξ,−|ξ|α+2)|
≤ |x1||∂21w(ξ,−|ξ|α+2)|+ (α+ 2)|x1|α+2‖∇2w‖L∞(B1(0)∩Ω).
Consequently, for every x1 ∈ [0, 12 ] there exists a ξ ∈ [0, x1] such that(
min
∂Ω∩B1(0)
|∇w|
) (α+ 2)√
(α+ 2)2|x1|(α+1)2 + 1
≤ |∂
2
1h(ξ,−|ξ|α+2)|
|x1|α + (α+ 2)|x1|‖∇
2w‖L∞(B1(0)∩Ω).
Please observe that since w ∈ C2,α we fnd that ‖∇2w‖L∞(B1(0)∩Ω) < ∞. And so w 6∈ C2,2+β(B ∩ Ω) for any
β > α. In particular we showed that for ∂Ω ∈ C2,α we have constructed a local solution to (1.4) such that
u = (−∂2w, ∂1w) 6∈ C1,β(Ω ∩B1(0)) for all β ∈ (α, 1).
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Example 5.14 For 0 < α < β < 1 We show that there exists ∂Ω ∈ C1,α \ C1,β and u 6∈ C0,β
loc
(in particular
∇u 6∈ BMOloc) satisfying (1.4) locally with F, π ≡ 0.
Construction:
The example is analogous to Example 5.13. We take the tilted half-plane Ω := {x ∈ R2 : x2 ≥ −|x1|1+α}
and we denote again by h the respective imaginary part of the Riemann mapping in the half space. Analogously
we find for x ∈ ∂Ω ∩B1(0)
|∂1w(x) − ∂1w(0)| = |∂1w(x)| |∇w(x)||∇w(x)| ≥
(
min
∂Ω∩B1(0)
|∇w|
) (α+ 1)|x1|α√
(α + 1)2|x1|2α + 1
which implies that w 6∈ C1,β and consequently u 6∈ C0,β.
Finally we claim that the above approach can be refined to get counterexamples on boundary assumptions
in finer scales (e.g. on any modulus of continuity following the approach in [7]).
Since we did not find a reference in the literature we provide a sketch of the proof why ∂Ω ∈ C1,1 implies that
the Hessian of harmonic functions is in BMO as another justification for the optimality of the C1,1-boundary
values w.r.t BMO estimates.
Remark 5.15 (BMO for harmonic functions in the plane). Since we did not find a citation for the optimal
boundary regularity in order to get ∇2w ∈ BMO(Ω) for w a harmonic functions with Dirichlet boundary
condition. We conjecture here that it is ∂Ω ∈ C1,1, which is in agreement with our theory and with Example 5.13.
We consider the local parametrization as in Subsection 3.1. Let g ∈ BMO(Ω). Then, locally
∆w = g in ΩR, w = 0 on ∂ΩR
if and only if locally
div(HTH∇w) = g˜ ∈ B+R , w = 0 on ∂B+R .
Which implies
div(HTH∇∂1w) = div(((HT )xH +HTHx)∇w + (g˜, 0)) in B+R , ∂1w = 0 on ∂B+R .
Since ∂Ω ∈ C1,1, we find that Hx ∈ L∞. Hence in this case the Caldero´n-Zygmund theory implies ∇∂1w ∈
BMO. The equation then implies ∂22w ∈ BMO.
At the end we use the methodology above to give another example that might be of independent interest. We
show that angles very close to the half space allow for irregular solutions; implying that Lipschitz regularity of
any kind for the boundary is not enough to imply higher integrability for any exponent q > 2:
Example 5.16 For every ε > 0 there is a corner domain Ωδ(ε) with a Lipschitz constant δ(ε)→ 0 with δ → 0
and a solution (u, π) to (1.4), such that ∇uχΩδ(ε) ∈ L2loc \ L2+εloc (R2).
Construction:
In the following we will use polar coordinates in our domain and Cartesian coordinates in the image space.
Let β ∈ (0, π) and consider the domain Ωβ = {(r cos(θ), r sin(θ)) ∈ R2 : 0 < θ < β}. It is a classical observation,
that
w(r, θ) = r
pi
β sin
(θπ
β
)
is an irregular harmonic function that satisfies w = 0 on ∂Ωβ. Observe that u = (−∂x2w, ∂x1w) and pressure
p ≡ 0 are a weak local solution to (1.4). First we show that ∇u is (locally) in L2. This is true since |∇u| ∼ r piβ−2,
we find that ∫
Ωβ∩B1(0)
|∇u|q dx ∼
∫ 1
0
rq
pi
β
−2q+1 dr <∞ if and only if q π
β
− 2q + 1 > −1.
But this implies for β ∈ (0, π), that
q <
2
2− πβ
→ 2 for β → π.
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