Abstract. We prove that the number of oscillating tableaux of length n with at most k columns, starting at ∅ and ending at the one-column shape (1 m ), is equal to the number of standard Young tableaux of size n with m columns of odd length, all columns of length at most 2k. This refines a conjecture of Burrill, which it thereby establishes. We prove as well a "Knuth-type" extension stating a similar equi-enumeration result between generalised oscillating tableaux and semistandard tableaux. is a bijection between permutations of {1, 2, . . . , n} and pairs of standard (Young) tableaux of the same shape of size n (see Section 2 for all definitions). Knuth's extension, the so-called Robinson-Schensted-Knuth (RSK) correspondence [12] (see [20, Sec. 4.8]) is a bijection between non-negative integer matrices and pairs of semistandard tableaux of the same shape. These correspondences are not only attractive in their own right due to their elegance, but are important since they map several natural statistics of permutations, respectively matrices, to corresponding ones for tableaux, and thus allow for numerous refinements. An important statistic in this context is the length of the longest increasing (or decreasing) subsequence in a permutation (or of certain chains of entries in a matrix) which, by Schensted's theorem [21] , are mapped to the length of the first row (or first column) of the shapes of the tableaux. Greene [11] extended Schensted's theorem by describing precisely how lengths of increasing (or decreasing) subsequences in permutations (chains in matrices) determine the shape of the tableaux in the image pair under these correspondences.
1. Introduction. The Robinson-Schensted correspondence [17, 21] (see [20, Sec. 3.1] ) is a bijection between permutations of {1, 2, . . . , n} and pairs of standard (Young) tableaux of the same shape of size n (see Section 2 for all definitions). Knuth's extension, the so-called Robinson-Schensted-Knuth (RSK) correspondence [12] (see [20, Sec. 4.8] ) is a bijection between non-negative integer matrices and pairs of semistandard tableaux of the same shape. These correspondences are not only attractive in their own right due to their elegance, but are important since they map several natural statistics of permutations, respectively matrices, to corresponding ones for tableaux, and thus allow for numerous refinements. An important statistic in this context is the length of the longest increasing (or decreasing) subsequence in a permutation (or of certain chains of entries in a matrix) which, by Schensted's theorem [21] , are mapped to the length of the first row (or first column) of the shapes of the tableaux. Greene [11] extended Schensted's theorem by describing precisely how lengths of increasing (or decreasing) subsequences in permutations (chains in matrices) determine the shape of the tableaux in the image pair under these correspondences.
Standard or semistandard tableaux may be seen as sequences of Ferrers diagrams, where an element in the sequence is followed by a Ferrers diagram which is by one cell (in the case of standard tableaux) or by a horizontal strip (in the case of semistandard tableaux) larger. A variation consists in considering sequences of Ferrers diagrams where, from one element in the sequence to the next, one also allows sometimes to shrink by a cell or by a horizontal (or vertical) strip. This leads to the notion of oscillating tableaux. Also in this context, there are Robinson-Schensted(-Knuth) like algorithms which connect oscillating tableaux to, for instance, involutions, matchings, or set partitions; see [1, 6, 7, 16, 18, 19, 25, 26, 27 ]. Greene's theorem [11] still applies, which has been particularly exploited in [5, 13] .
If one encounters families of tableaux, permutations, integer matrices, etc. which seem to be enumerated by the same numbers, then one must suspect that an RSK-like bijection lurks in the background. The purpose of the present paper is to illustrate this "principle" by applying it to a recent conjecture of Burrill [3, Conj. 6.2.1] (see [4, Conj. 4] for the formulation below; again, for all undefined terminology see Section 2).
Conjecture (Burrill) . Let n and k be given non-negative integers. The number of oscillating tableaux of length n with at most k columns, starting at ∅ and ending at some one-column shape is the same as the number of standard Young tableaux of size n (meaning that its shape has n cells) with all columns of length at most 2k.
In Theorem 3 in Section 3, a refinement of this conjecture will be established, which in addition relates the length of the one-column shape in which the oscillating tableaux end to the number of odd-length columns of the standard tableaux. Moreover, in Theorem 4, we present a "Knuth-type" extension, in which we allow more general oscillating tableaux, and the standard Young tableaux get replaced by semistandard tableaux.
While, originally, RSK-like correspondences are based on insertion-deletion algorithms, it is nowadays standard that the most transparent way to present these correspondences is by means of Fomin's growth diagrams [8, 9, 10] (see [18, 19] , [20, Sec. 5.2] and [24, Sec. 7.13] for non-technical expositions). This is also the point of view we shall adopt in our (bijective) proofs of Theorems 3 and 4. It will be combined with an application of Schützenberger's [23] jeu de taquin (for which also geometric realisations have been proposed -see [14] -, which we shall however not use here).
Definitions and notation.
We start by fixing the standard partition notation (cf. e.g. [24, Sec. 7.2] ). A partition is a weakly decreasing sequence λ = (λ 1 , λ 2 , . . . , λ ℓ ) of positive integers. This also includes the empty partition (), denoted by ∅. For the sake of convenience, we shall often tacitly identify a partition λ = (λ 1 , λ 2 , . . . , λ ℓ ) with the infinite sequence (λ 1 , λ 2 , . . . , λ ℓ , 0, 0, . . . ), that is, the sequence which arises from λ by appending infinitely many 0's. To each partition λ, one associates its Ferrers diagram (also called Ferrers shape), which is the left-justified arrangement of squares with λ i squares in the i-th row, i = 1, 2, . . . . The number of squares in the Ferrers diagram, λ 1 + λ 2 + · · · + λ ℓ , is called the size of the partition λ, and is denoted by |λ|. We define a partial order ⊆ on partitions by containment of their Ferrers diagrams. The union µ ∪ ν of two partitions µ and ν is the partition which arises by forming the union of the Ferrers diagrams of µ and ν. Thus, if µ = (µ 1 , µ 2 , . . . ) and ν = (ν 1 , ν 2 , . . . ), then µ ∪ ν is the partition λ = (λ 1 , λ 2 , . . . ), where λ i = max{µ i , ν i } for i = 1, 2, . . . . The intersection µ ∩ ν of two partitions µ and ν is the partition which arises by forming the intersection of the Ferrers diagrams of µ and ν. Thus, if µ = (µ 1 , µ 2 , . . . ) and ν = (ν 1 , ν 2 , . . . ), then µ ∩ ν is the partition ρ = (ρ 1 , ρ 2 , . . . ),
Given a partition λ = (λ 1 , λ 2 , . . . , λ ℓ ), a standard (Young) tableau of shape λ is a leftjustified arrangement of positive integers with λ i entries in row i, i = 1, 2, . . . , such that the entries along rows and columns are increasing. An arrangement T of the same form as above is called semistandard tableau of shape λ if the entries along rows are weakly increasing and such that the entries along columns are strictly increasing. By considering the sequence of partitions (Ferrers shapes) (λ i ) i≥0 , where λ i is the shape formed by the entries of T which are at most i, i = 0, 1, 2, . . . , one sees that standard tableaux of shape λ are in bijection with sequences ∅ = λ 0 ⊆ λ 1 ⊆ · · · ⊆ λ n = λ, where λ i−1 and λ i differ by exactly one square for all i, while semistandard tableaux of shape λ are in bijection with such sequences where λ i−1 and λ i differ by a horizontal strip for all i, that is, by an arrangement of squares with at most one square in each column.
Generalising the above concepts, we call a sequence ∅ = λ 0 , λ 1 , . . . , λ n = λ of partitions an oscillating tableau of shape λ if either λ i−1 ⊆ λ i or λ i−1 ⊇ λ i and λ i−1 and λ i differ by exactly one square, i = 1, 2, . . . , n. The number n is called the length of the (generalised) oscillating tableau. If we say that an oscillating tableau has "at most k columns" then we mean that all partitions in the sequence have at most k columns.
Growth diagrams are certain labellings of arrangements of cells. The arrangements of cells which we need here are arrangements which are left-justified (that is, they have a straight vertical left boundary), bottom-justified (that is, they have a straight horizontal bottom boundary), and rows and columns in the arrangement are "without" holes, that is, if we move along the top-right boundary of the arrangement, we always move either to the right or to the bottom. Figure 1 .a shows an example of such cell arrangement.
We fill the cells of such an arrangement C with non-negative integers. Most of the time, the fillings will be restricted to 0-1-fillings such that every row and every column contains at most one 1. See Figure 1 .b for an example.
Next, the corners of the cells are labelled by partitions such that the following two conditions are satisfied: (C1) A partition is either equal to its right neighbour or smaller by exactly one square, the same being true for a partition and its top neighbour. ) There, we use a short notation for partitions. For example, 11 is short for (1, 1). Moreover, we changed the convention of representing the filling slightly for better visibility, by suppressing 0's and by replacing 1's by X's. Indeed, the filling represented in Figure 2 is the same as the one in Figure 1 .b.
Diagrams which obey the conditions (C1) and (C2) are called growth diagrams. We are interested in growth diagrams which obey the following (forward) local rules (see Figure 3 ). Thus, if we label all the corners along the left and the bottom boundary by empty partitions (which we shall always do in this paper), these rules allow one to determine all other labels of corners uniquely.
It is not difficult to see that the rules (F5) and (F6) are designed so that one can also work one's way the other direction, that is, given λ, µ, ν, one can reconstruct ρ and the filling of the cell. The corresponding (backward) local rules are: In case (B6) the cell is filled with a 1 (an X). In all other cases the cell is filled with a 0.
Thus, given a labelling of the corners along the right/up boundary of a cell arrangement, one can algorithmically reconstruct the labels of the other corners of the cells and of the 0-1-filling by working one's way to the left and to the bottom. These observations lead to the following theorem. 
In addition to its local description, the bijection of the above theorem has also a global description. The latter is a consequence of a theorem of Greene [11] (see also [2, Theorems 2.1 and 3.2]). In order to formulate the result, we need the following definitions: a NE-chain of a 0-1-filling is a sequence of 1's in the filling such that any 1 in the sequence is above and to the right of the preceding 1 in the sequence. Similarly, a SE-chain of a 0-1-filling is a set of 1's in the filling such that any 1 in the sequence is below and to the right of the preceding 1 in the sequence.
Theorem 2. Given a growth diagram on a cell arrangement with empty partitions labelling all the corners along the left boundary and the bottom boundary of the cell arrangement, the partition λ = (λ 1 , λ 2 , . . . , λ ℓ ) labelling corner c satisfies the following two properties:
(G1) For any k, the maximal cardinality of the union of k NE-chains situated in the rectangular region to the left and below of c is equal to λ 1 + λ 2 + · · · + λ k . (G2) For any k, the maximal cardinality of the union of k SE-chains situated in the rectangular region to the left and below of c is equal to λ
, where λ ′ denotes the partition conjugate to λ.
In particular, λ 1 is the length of the longest NE-chain in the rectangular region to the left and below of c, and λ ′ 1 is the length of the longest SE-chain in the same rectangular region. 3. The main theorems. Here, we state and prove our main results. The theorem below proves and, at the same time, refines Burrill's conjecture from the introduction. In the statement of the theorem and later, the symbol (1 m ) stands for the partition (1, 1, . . . , 1), with m components 1, that is, the one-column shape of length m. Theorem 3. Let n, m, k be given non-negative integers. The number of oscillating tableaux of length n with at most k columns, starting at ∅ and ending at the one-column shape (1 m ), is equal to the number of standard Young tableaux of size n with m columns of odd length, all columns of length at most 2k.
Proof. We start with a standard Young tableau T of size n with at most 2k rows and with m columns of odd length. As a running example, we choose 1 3 4 8 2 6 7 5 10 9 12 11 with n = 12, k = 3, and m = 2. Indeed, this standard Young tableau has 12 entries, it has less than or equal to 2k = 6 rows (namely 5) and 2 columns of odd length.
Step 1. At the end of the odd-length columns, we put I, II, III, . . . , from left to right. In our running example, we obtain 1 3 4 8 2 6 7 II 5 10 9 12 11 I
We slide I, II, III, . . . , in this order, to the top-left of the tableau, using (inverse) jeu de taquin (cf. [20, Sec. 3.7] ). That is, as long as above I we find an entry belonging to {1, 2, . . . , n}, we interchange I with this entry; then, as long as to the left or above of II we find entries belonging to {1, 2, . . . , n}, we interchange II with the larger of the two entries; then we do the same with III, IV , etc. In the end, we obtain the standard tableau T ′ in the alphabet I, II, III, . . . , 1, 2, . . . . In our running example, we get I II 3 4 1 6 7 8 2 10 5 12 9 11
It should be observed that, necessarily, I, II, III, . . . come to rest in the first row, in this order. The reason is that successive jeu de taquin paths cannot cross each other, of which one can easily convince oneself. More precisely, the jeu de taquin path of I has to stay (weakly) to the left of the path of II, but strictly to the left along vertical pieces, the same being true for the jeu de taquin paths of II and III, etc.
Step 2. We interpret the tableau T ′ as a sequence of partitions ∅ = λ 0 ⊆ λ 1 ⊆ · · · ⊆ λ n+m = λ, as described in Section 2. The partitions are placed along the corners of the upper boundary of an (n + m) × (n + m) square cell arrangement from right to left, and along the left boundary from bottom to top. Then we apply the inverse growth diagram algorithm described in Section 2, but not in direction bottom/left but instead in direction bottom/right. For the result in our running example see Figure 4 .
1 In the figure, we have (I, 5)(II, 11)(1, 9)(2, 6)(3, 7)(4, 12)(8, 10).
We represent this involution as a 0-1-filling of a square, where we label the rows I, II, III, . . . , 1, 2, . . . from bottom to top, and columns by the same labels from right to left (skipping unconcerned labels). In our 1  1  2  21  31  31  311  321  331  331  3311  4311  43111  44111   1  1  2  21  31  31  311  321  331  431  4311  4411  44111  44211   1  2  21  211  311  311  3111  3211  3311  4311  43111  44111  441111  442111   1  2  21  211  311  411  4111  4211  4311  4411  44111  44211 442111 442211 Figure 4 "separated" the rows and columns corresponding to the "extra" letters I and II by thick lines.
Clearly, the growth diagram is symmetric with respect to the main diagonal (i.e., the top/left-bottom/right diagonal). Furthermore, by Greene's theorem, the lengths of northeast chains of 1's (i.e., of X's) are at most 2k. Moreover, again by Greene's theorem, since running example, this leads to the 0-1-filling in Figure 4 (with X's representing the 1's, while empty cells represent the 0's). That this is indeed equivalent is due to the fact (cf. [2, pp. 95-98] , [24, Theorem 7.13.5] ) that the bijection between permutations and pairs of standard tableaux defined by the growth diagram on the square coincides with the Robinson-Schensted correspondence.
we started with a tableau with all columns of even length, there cannot be any crosses along the main diagonal. (This is a fact observed earlier by Schützenberger [22, p. 127 ] in a more general form.)
Finally, since the letters I, II, III, . . . appeared in the first row of T ′ in that order, the X's in the rows labelled by these letters (the last rows; in the running example these are the last two rows) form one SE-chain. (Also this follows from Greene's theorem.) Together with the earlier observations that the diagram is symmetric with respect to the main diagonal and that there are no crosses along the main diagonal, it follows that the region below the thick horizontal line and to the right of the thick vertical horizontal line does not contain any crosses.
Step 3. Since the diagram is symmetric without crosses on the main diagonal, we may forget about one half of the diagram, say the upper half (including the main diagonal). In our running example, we arrive at the filling of the staircase diagram displayed in Figure 5 . Now we place empty partitions along the corners of the left and the bottom boundary of the staircase diagram. To the resulting diagram we apply the (forward) growth diagram construction as described in Section 2, here in direction top/right. Figure 6 shows the result in our running example. Figure 6 Along the corners on the main diagonal one reads an oscillating tableau of length n + m. (In the running example in Figure 6 , this is the sequence of larger printed partitions.) However, since by one of the previous observations (plus Greene's theorem) we know that the last m + 1 partitions (shapes) in the oscillating tableau will be (1 m ), (1 m−1 ), (1 m−2 ), . . . , (1, 1), (1), ∅, we may discard all of them except (1 m ), and in this way obtain an oscillating tableau of length n, starting at ∅ and ending at (1 m ). Using Greene's theorem once more, we also see that no shape along the main diagonal can have more than k columns.
Since every step in this construction can be reversed straightforwardly, this yields the desired bijection.
The announced "Knuth-type" extension of Theorem 3 is the following. Theorem 4. Let n, m, k and j 1 , j 2 , . . . , j n be non-negative integers. The number of sequences of partitions ∅ = λ 0 , λ 1 , . . . , λ 2n = (1 m ) of length 2n, with λ 2i−2 ⊇ λ 2i−1 and λ 2i−1 ⊆ λ 2i for i = 1, 2, . . . , n, where each pair (λ i−1 , λ i ) differs by a vertical strip (that is, by a collection of cells which contains at most one cell in each row), i = 1, 2, . . . , n, where each partition λ i has at most k columns, and where |λ 2i−2 | − 2|λ 2i−1 | + |λ 2i | = j n−i+1 (the left-hand side is the sum of the differences in sizes of (λ 2i−2 , λ 2i−1 ) and of (λ 2i−1 , λ 2i )), i = 1, 2, . . . , n, is equal to the number of semistandard tableaux with j i entries i, i = 1, 2, . . . , n, with m columns of odd length, all columns of length at most 2k.
Remark. Theorem 3 is the special case of Theorem 4 where j 1 = j 2 = · · · = j n = 1.
Sketch of proof.
One proceeds in analogy with the proof of Theorem 3. As a running example for illustration, we choose n = 4, m = 2, k = 2, j 1 = 5, j 2 = 2, j 3 = 6, j 4 = 3, and the semistandard tableau Indeed, this semistandard tableau has m = 2 columns of odd length, all columns of length at most 2k = 4, j 1 = 5 entries 1, j 2 = 2 entries 2, j 3 = 6 entries 3, and j 4 = 3 entries 4.
Step 1. We place I, II, . . . at the end of the columns of odd length, from left to right. In our running example, we obtain Step 2. Instead of applying the (ordinary) inverse growth diagram algorithm, we apply its Knuth-type extension as described in [13, Sec. 4.1] . Instead of a symmetric 0-1-filling, here we obtain a symmetric matrix with non-negative integer entries. Again, along the diagonal there will be only 0's. Figure 7 .a shows what we obtain in our running example.
Step 3. For the final step, in place of the (ordinary) growth diagram algorithm, we apply its Knuth-type extension described in [13, Sec. 4.4] . The result for our running example is shown in Figure 7 read all partitions along the top-right boundary of the cell arrangement (that is, including those which label "inner" corners), again skipping the ones in the region to the right of the thick vertical line. In Figure 7 , these are the large printed partitions, namely ∅, ∅, 111, 1, 2111, 1111, 2111, 1, 11.
It is not difficult to see that this map has all the desired properties.
