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1. Abstract
Infants learning the meaning of their first words are faced with a
difficult task involving multiple sources of uncertainty. Both the
speech they hear from their caretakers and their visual environ-
ment can be viewed as stochastic sources of information. This
paper investigates a computational model of word learning that
takes a closer look at these sources of uncertainty. We present
an algorithm, based on exploiting the statistical regularities in
the input, and show that this is sufficient to reliably learn words
from speech and vision under highly adverse circumstances.
The learning strategies the algorithm implements supports con-
jectures about infant learning, most notably the crucial roles of
statistical learning and of taking an active approach to in pro-
cessing the environmental input.
We identify two types of uncertainty. The first relates to
the fact that the infant must discover recurrent acoustic stretches
from a highly variable speech stream and eventually form mean-
ingful combinations of these building blocks. Research has
shown that the ability of young learners to detect patterns in
spoken language is at least partly based on the use of the statis-
tical properties of the speech signal.
The second type of uncertainty is due to possible inconsis-
tencies between patterns in the speech stream and objects in the
scene surrounding the learner. Any pairing of a spoken word
and a communicative scene presents the learner with a large
number of possible referents. When a caretaker utters a sen-
tence pertaining to an object in the visual environment, it may
thus be highly ambiguous from the viewpoint of the learner. In-
fants use statistical evidence across many individually ambigu-
ous word-scene pairings to discover cooccurrences of auditory
and visual information, thus resolving the ambiguity. They are
also able to detect when form-referent pairings do not match
their previous experience and will actively attempt to resolve
these perceived mismatches by aligning a different visual refer-
ent with a given auditory form.
We present a computational model of word learning that in-
corporates both cross-situational statistical learning as well as
the corrective process after detection of a mismatch, which has
an analogy in active learning procedures in machine learning
techniques. Learning in our model consists of multi-modal pat-
tern finding, combining information extracted from speech ut-
terances and images with the goal of both identifying the basic
building blocks of language and forming word-referent pairings
from situations of referential ambiguity.
Results from the model show the advantages of combining
cross-situational statistics and active learning. We show that
cross-situational statistics by itself provides the learner with a
high level of robustness against referential ambiguity. Incor-
porating active learning, we then show that this improves the
model’s robustness even further, where the gain is proportional
to the level of ambiguity in the input. Our model shows the im-
portance of the active learning procedure attested in infants, in
reliably learning words under highly uncertain conditions, such
as the conditions an infant faces when learning his or her first
words.
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