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Particles with repulsive power-law interactions undergo a transition from a single to a double chain
(zigzag) by decreasing the confinement in the transverse direction. We theoretically characterize this
transition when the particles are classical dipoles, polarized perpendicularly to the plane in which
the motion occurs, and argue that this transition is of first order, even though weakly. The nature
of the transition is determined by the coupling between transverse and axial modes of the chain
and contrasts with the behaviour found in Coulomb systems, where the linear-zigzag transition is
continuous and belongs to the universality class of the ferromagnetic transition. Our results hold for
classical systems with power-law interactions 1/rα when α > 2, and show that structural transitions
in dipolar systems and Rydberg atoms can offer the testbed for simulating the critical behaviour of
magnets with lattice coupling.
I. INTRODUCTION
Strongly-correlated ensembles of ultracold atoms pro-
vide an unique platform for simulating dynamics and
models predicted for condensed-phase systems, statisti-
cal mechanics, as well as to test quantum-field theoretical
hypotheses [1–3]. Self-organized phases of trapped ions,
atoms, and dipolar systems play in this context a promi-
nent role, as they allow one to study and simulate Wigner
crystallization [4–6], supersolidity [7], and quantum mag-
netism [8–10], to mention a few examples.
One peculiar instance is the linear-zigzag instability in
ion chains. This instability is observed in a linear array
of trapped ions by lowering the transverse confinement:
Below a critical value the equilibrium configuration is a
double array, forming a zigzag chain [11]. The transi-
tion is continuous and is classically described by a Lan-
dau model [12]. In the quantum regime, it is a quantum
phase transition of the same universality class of the fer-
romagnetic transition of an Ising chain in a transverse
field [13, 14]. The spin order is here associated to the
transverse displacement of the ions from the chain axis.
It thus naturally offers a testbed for studying, amongst
others, kink formation after quenches across the struc-
tural transition [15] and the spin-Peierls instability [16].
Deep in the quantum regime, where the quantum statisti-
cal properties are relevant such as in quantum wires, the
linear-zigzag instability is characterized by a rich phase
diagram [17].
In this work we analyse linear-zigzag instability in
other systems exhibiting repulsive power-law interactions
of the type 1/rα, focusing in particular on the case α = 3
corresponding to dipolar gases. For exponent α > 2
we show that, in absence of external potentials impos-
ing long-range order, the instability becomes of first or-
der due to the coupling between transverse and axial vi-
brations, which modifies the critical properties. Quite
remarkably, this longitudinal-transverse coupling among
the modes plays an analogous role as the coupling be-
tween spins and phonons for ferromagnetic transitions in
compressible lattices [18, 19]. Evidence for a first-order
transition is brought forward by the numerical observa-
tion of inhomogenous configurations, indicating that at
the instability the chain alternates regions in which the
ions exhibit either zigzag or linear order, as shown in Fig.
1. The regions are separated by kinks whose form is rem-
iniscent of soliton excitations. Such configurations were
not reported in previous numerical studies, which anal-
ysed the instability for small samples [20, 21] (composed
of about 16 or less dipolar particles), and are observed
when the particles number exceeds several tens of par-
ticles. Further insight on the nature of the transition is
gained by means of a low-energy theory, which shows that
the parameter range in which the inhomogeneous config-
urations are found shrinks in the thermodynamic limit,
even though it remains finite. The transition therefore
can be considered as ”weakly” first-order or nearly sec-
ond order, using the therminology of Refs. [18, 22].
This article is organized as follows. In Sec. II we de-
scribe the model and discuss the stability of the ring
chain. Monte-Carlo results are presented Sec. III. In
Sec. IV we compare the numerical results with the ana-
lytical predictions of the low-energy theory. Sec. IV also
contains the analysis of the nature of the transition and
our predictions for the thermodynamic-limit behaviour.
Finally, Sec. V discusses the role of thermal fluctuations
and offers our concluding remarks.
II. PHYSICAL SYSTEM
We consider N classical particles of mass m which are
confined by an anisotropic trap on the x−y plane, assum-
ing a very tight confinement along the z direction. The
particles interact via a power-law repulsive potential of
the form
Vint(r1, . . . , rN ) =
CD
2
∑
j 6=l
1
|rj − rl|α , (1)
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Figure 1. (Color online) Side view (main panels) and top view (insets) of the various configurations found in the Monte-Carlo
simulations: single ring (linear chain) (a), inhomogeneous configuration (b), and double ring (zigzag chain) (c) of classical
dipolar particles confined in the plane perpendicular to the polarizing electric field. The different configurations correspond
to three decreasing values of the radial confinement in the ring trap. The inhomogeneous configurations as in (b) indicate a
coexistence of linear and zigzag structures, and are numerically found using periodic boundary conditions. Similar structures
are found as well in a box with hard walls by varying the transverse frequency or the linear density.
where CD is the interaction strength and rj = (xj , yj) is
the position of particle j = 1, . . . , N . The generic power-
law exponent α describes, for instance, the dipolar inter-
action for α = 3 (when the particles possess permanent
dipoles and are polarized by an external field orthogonal
to the plane), or Van-der-Waals interactions for α = 6.
Moreover, the particles are confined by a ring trap of
radius R0, which generates the (radially harmonic) po-
tential
Vtrap(r1, . . . , rN ) =
1
2
mω2t
N∑
j=1
(rj −R0)2 , (2)
with rj = |rj | and ωt the frequency in the radial direc-
tion. Such trapping potential is currently realized for
quantum gases [23–28]. For large radii it approaches a
linear trap with periodic boundary conditions.
We will numerically seek in Sec.III for the configuration
which minimizes the energy in the total potential
V = Vint + Vtrap , (3)
close to the linear-zigzag instability. The regime of sta-
bility of the linear configuration is analytically identified
by means of a Taylor expansion of the potential about the
linear array. This has been performed in Refs. [20, 21].
Below we report the basic steps, here applied to the spe-
cific configuration of a ring trap.
A. Taylor expansion about the equilibrium
configuration
In order to analyse the stability properties of the
ring chain, we first rewrite the interaction potential
Vint, Eq. (1), in terms of polar coordinates, such that
Vint = (1/2)
∑
j,l 6=j U(rj , φj , rl, φl). We then use the
center-of-mass and relative coordinates Rjl = (rj+rl)/2,
ρjl = rj − rl and φjl = φj − φl, and cast U(rj , φj , rl, φl)
into the form
U (Rjl, ρjl, φjl) =
CD
[ρ2jl cos
2(φjl/2) + 4R2jl sin
2(φjl/2)]
α
2
.
(4)
We then perform a systematic expansion of the inter-
action energy about the configuration in which the ions
form a single ring. We denote by R the ring radius, which
results to be R > R0 due to the interparticle repulsion.
Moreover, we denote by a the uniform interparticle dis-
tance along the ring, such that a = 2piR/N . Assuming
that one dipole of the ring is pinned, the single ring is
a regular structure which exhibits discrete translational
invariance where the particles are located at radial posi-
tion rj = R and at angles φj = 2pij/N (j = 0, . . . , N−1).
This configuration corresponds to equilibrium since the
first derivatives of the total potential V , Eq. (3), vanish.
In order to verify that the equilibrium is stable, we con-
sider the further terms in the Taylor expansion. Setting
rj = R + aΨj and φj = 2pij/N + aΘj/R, the expansion
reads
Vint =
1
2
N∑
j=1
N∑
l 6=j
∑
0≤n1+n2+n3≤6
1
n1!n2!n3!
an1+n2+n3
2n1Rn3
∂nU
(
R, 0, φ
(0)
j − φ(0)l
)
∂Rn1∂ρn2∂φn3
(Ψj + Ψl)
n1(Ψj −Ψl)n2(Θj −Θl)n3 , (5)
3where n1, n2, n3 are positive integers. In these deriva-
tives all even-order derivatives in ρ vanish because of the
symmetry of the single-ring configuration.
B. Stability of the single ring
The stability of the linear chain is determined by
analysing the Hessian of the second-order derivatives.
An analytical expression of the dispersion relation is
found using the Fourier modes Ψk and Θk, such that
Ψj =
1√
N
∑
k Ψ˜ke
ikja, Θj =
1√
N
∑
k Θ˜ke
ikja with k =
−piN/L, . . . , Npi/L and L = 2piR = Na. Denoting by
V (2) the term of the second-order Taylor expansion for
Vint, it takes the form V
(2) =
∑
k V
(2)
k with
V
(2)
k = a
2
∑
l 6=0
[∣∣∣Ψ˜k∣∣∣2 1
4
∂2U(R, 0, 2pil/N)
∂R2
cos2 (kla/2)
+
∣∣∣Ψ˜k∣∣∣2 ∂2U(R, 0, 2pil/N)
∂ρ2
sin2 (kla/2)
+
∣∣∣Θ˜k∣∣∣2 1
R2
∂2U(R, 0, 2pil/N)
∂φ2
sin2 (kla/2)
+Θ˜kΨ˜−k
1
4R
∂2U(R, 0, 2pil/N)
∂φ∂R
sin (kla)
]
.
(6)
For R,N → ∞, but keeping a = 2piR/N constant, the
derivatives with respect to R vanish, such that axial and
transverse Fourier modes become decoupled [21]. In this
thermodynamic limit, the linear chain is mechanically
unstable at ωt = ω
(c)
t (N), with
lim
N→∞
ω
(c)
t (N) =
√
(93ζ(5)/8)CD/(ma5)
and ζ(5) the Riemann’s zeta function. At this value of
the transverse trap frequency the frequency of the trans-
verse mode with quasi momentum k0 = pi/a, Ψ˜k0 =∑
j(−1)jΨj/
√
N , vanishes. The details of the corre-
sponding calculation are reported in Ref. [21]. For the
Coulomb interaction this instability is a second-order
phase transition which is classically described by the
Landau model [12]. The mode at k0 is then the soft
mode driving the instability, and the order parameter
the displacement aΨj in the radial direction. In Ref.
[13, 20, 29, 30] it has been conjectured that this may
hold for any power-law repulsive interaction with α ≥ 1.
III. MINIMAL-ENERGY CONFIGURATIONS
We first numerically study the linear-zigzag instabil-
ity, focusing on the case α = 3 of dipolar interactions.
We search for the particle configuration which minimizes
the total potential energy V = Vtrap + Vint for differ-
ent values of the trap frequency ωt. We determine the
classical ground state of a dipolar gas using the Basin-
Hopping Monte-Carlo method [31], with which we iden-
tify the equilibrium configurations corresponding to the
global minimum of the potential energy for N ranging
from 16 to 1100. We note that the configurations we
find are expected to reproduce the correct ground state
at T = 0 when the interaction energy exceeds the kinetic
energy, hence at sufficiently high densities and for large
permanent dipoles [14, 20, 32].
For sufficiently large frequencies ωt (or, alternatively,
small linear densities 1/a), we find a single array, or lin-
ear configuration, as in Fig. 1(a). Its equilibrium radius
R is larger than the confining radius R0 due to the repul-
sive interactions. For ωt < ω
(c)
t and a sufficiently large
number of particles the minimal energy configurations
determined numerically are inhomogeneous. In particu-
lar, they result to be a mixture of single- and two-ring
structures, as shown in Fig. 1(b). The inhomogeneous
configurations appear when the number of dipoles ex-
ceeds a certain value N0 > 32, and they are thus absent
for N = 16, which was the case reported in Ref. [20, 21].
For this parameter range the homogeneous double ring
(zigzag configuration) is metastable, separated by a small
energy barrier from the linear chain. Both structures are
at higher energy than the inhomogeneous one, which ex-
hibits domains of linear and zigzag configurations. By
further decreasing ωt the global minimum is the zigzag
configuration, whose equilibrium positions are given by
rj = R + (−1)jb and φj = 2pij/N , where b > 0 is half
the radial distance between the two rings. The zigzag
configuration is illustrated in Fig. 1(c). It is found pro-
vided the number of particles is even, while for odd N
the structure exhibits topological defects [33].
Figure 2 displays the average transverse displacement
as a function of the trapping frequency as obtained from
the Monte-Carlo calculations. The region of inhomoge-
neous configurations is clearly visible as a deviation from
the expected square-root behaviour predicted by the Lan-
dau theory for a second-order phase transition [12, 20].
A zoom on the transition region also illustrates how the
actual transition occurs quite suddenly (within the nu-
merical accuracy) and at a frequency which is slightly
larger than the frequency ω
(c)
t . The frequency ωt be-
low which inhomogeneous configurations are found tends
asymptotically to the value ωt = 1.0011(9)ω
(c)
t . Finite-
size corrections scale linearly with 1/N , as illustrated in
Fig.2 (b).
The results presented here are not a peculiarity of the
ring geometry and of the power-law exponent α = 3. We
have also run Monte-Carlo simulations for linear traps
with hard walls as boundaries, and for particles on a ring
with other power-law interactions with α > 2. In both
cases we have found inhomogeneous configurations, simi-
lar to those reported here. For Coulomb interactions, on
the other hand, we have found a homogeneous ground-
state solution, in agreement with the results of Ref. [12].
In the Coulomb case, indeed, the inhomogeneous config-
urations are excitations [34], and the linear-zigzag tran-
4Figure 2. (Color online) (a) Average transverse displacement
b (solid line) along the ring (in units of the interparticle dis-
tance along the ring) as a function of ωt/ω
(c)
t for N=500
dipoles. The dashed line indicates the average displacement
of a continuous transition, that is obtained by only allowing
transverse particle movement. The inset shows the displace-
ment b close to the transition region for 1100 dipoles. (b) Trap
frequency below which inhomogeneous configurations are the
minimal energy solutions in the numerical simulations as a
function of 1/N , where N is the number of particles along
the ring. The red line is a linear fit ωt/ω
(c)
t = a + b/N with
parameters a = 1.0011± 0.0009 and b = −0.77± 0.08.
sition is continuous [12]. Our numerical results clearly
indicate that the structural transition for dipolar gases
(and in general for α > 2) deviates from the behaviour
predicted from the Landau theory for second-order phase
transitions.
IV. ANALYSIS OF THE STRUCTURAL
TRANSITION
Since at the mechanical instability second-order deriva-
tives of the potential energy vanish, the thermodynamic
properties in this parameter region can be analytically
determined by considering higher-order terms in the Tay-
lor expansion. For this purpose we derive here an expres-
sion of the potential-energy functional at low energies.
This then allows us to gain analytical insight of the nu-
merical results.
A. Low-energy model
To proceed, we recall that close to the structural tran-
sition low-energy excitations correspond to normal modes
in the longitudinal (tangential) direction with wave num-
bers |k|a  1, and in the transverse (radial) direction
with |k − k0|a  1. The latter are long-wavelength ex-
citations of the staggered field Ψj,st = (−1)jΨj . The
procedure is a straightfoward extension of the one per-
formed for Coulomb interactions in Ref. [12, 35], to which
we refer for further details of the derivation. Keeping just
the modes within this low energy cutoff and going back
to real space, one can resort to a continuum theory, in-
troducing now the fields as a function of the continuous
variable x:
Ψ(x)→ 1√
N
∑
k Ψ˜ke
ikxa , (7)
Θ(x)→ 1√
N
∑
k Θ˜ke
ikxa , (8)
where the coordinate x is in units of the average interpar-
ticle distance a. With this low-energy cutoff one obtains
an expression for the potential energy, V0 = V
eq + V0,
where V eq is the equilibrium energy of the single ring
and
V0 =
CD
aα
∫
dx
[
h21(∂xΘ)
2+ h22(∂xΨ)
2+ ∆Ψ2+ e(∂xΘ)Ψ
2 + fΨ4
+r(∂xΨ)
2Ψ2 + `(∂xΘ)
2Ψ2 + tΨ6 + p(∂xΘ)
3 + qΨ4∂xΘ
]
,
(9)
and all parameters are dimensionless constants defined in
Appendix A. Expression (9) differs from the one reported
in Ref. [35] since it contains an expansion up to 6th or-
der as well as the coupling between axial and transverse
modes. For Coulomb repulsion this coupling leads to a
renormalization of the coefficients, such that sufficiently
close to the zigzag instability one can reduce the poten-
tial to an effective φ4 model and neglect higher order
corrections. The inhomogeneous configuration found nu-
merically, however, suggest that for α > 2 this coupling
may play a relevant role.
B. Minimum energy configurations
In order to get an insight into the nature of the tran-
sition, we now look for uniform solutions for the fields Ψ
and Θ′ = ∂xΘ minimizing the long-wavelength potential
energy (9) for different values of ∆, and thus of ωt. This
allows us to find an analytical solution, with which we can
verify whether there exists a parameter regime where the
linear and the zigzag configurations are both local min-
ima of the potential energy. The solutions are extrema of
the potential, satisfying ∂V0/∂Θ
′ = 0 and ∂V0/∂Ψ = 0
with positive-definite Hessian matrix. We determine an
effective potential for the transverse-displacement field Ψ
by eliminating the solution for Θ′, which in the small-Ψ
limit reads
Θ′ = − 1
2h21
Ψ2
[
e+
(
q − el
h21
+
3e2p
4h41
)
Ψ2
]
. (10)
Note that there is a second solution for Θ′, which is fi-
nite at small Ψ, and thus inconsistent with our initial
assumptions. Substitution of Eq. (10) in the expression
(9) leads to the effective potential density
Veff ∝ ∆Ψ2 + ueffΨ4/4 + λΨ6 , (11)
where ueff = (4f − e2/h21) and λ =(
le2
4h41
− e3p
8h61
− eq
2h21
+ t
)
. Using the explicit form of
the coefficients for the case of dipolar interactions (see
5Figure 3. (Color online) (a) Local minima of the energy in
Eq. (9) for homogeneous solutions (Ψ′ = 0) and (b) corre-
sponding transverse-displacement field (in units of distance
a along the chain) as a function of ∆ (dimensionless) and
in the thermodynamic limit. The region of coexistence of
phases is in the interval ∆ ∈ [0, 0.0009], corresponding to
ω
(c)
t ≤ ωt ≤ 1.000075 ω(c)t .
App. A) we obtain that ueff < 0 and λ > 0. The effective
model thus describes a first-order phase transition at
∆ = 0. It is interesting to point out that the sign of
the quartic term is negative due to the coupling with
the axial vibrations. Figure 3 shows the energy of the
local minima and the corresponding displacement field
Ψ obtained from the low-energy effective model as a
function of the control parameter ∆.
This solution predicts a sudden jump into two stable
local minima near the dynamical instability of the sin-
gle ring, which is characteristic of a first-order transition.
Note that this solution is restricted to uniform transverse
fields. Numerically, we find that the inhomogeneous solu-
tion is at lower energy, corresponding to the coexistence
of the zigzag and linear configurations. Quite remark-
ably, the parameter region of coexistence of phases is
very narrow and close to the frequency ω
(c)
t . Therefore,
this transition is of ’weakly first-order’ or of nearly second
order [18, 19].
C. Finite-size system
We now address the predictions of the low-energy
model for the displacement fields Θ and Ψ in a ring of
finite size. An analytical solution can be obtained if we
keep just the leading order in the transverse-axial cou-
pling, after setting r, `, t, p, q = 0 in Eq. (9). This corre-
sponds to a truncation of the effective potential to fourth
order. This approach is clearly not capable to describe
the nature of the phase in the thermodynamic limit, since
it misses the sixth-order terms which stabilize the uni-
form solution. Nevertheless, in the finite-size ring, the
solution is inhomogeneous, stabilized by the presence of
the gradient terms in (9) and can be employed to account
for the observed inhomogeneous configurations close to
the transition point.
Using the variational principle we determine the equa-
Figure 4. (Color online) (a) Transverse squared displacement
Ψ2(x) and (b) axial displacement Θ(x) (in units of distance
a along the chain) as a function of distance x along the chain
(in units of a) for the minimal energy configurations on a ring
with N = 90 particles. Numerical Monte-Carlo data (circles)
are compared to the solutions of Eqs. (14)-(15) (solid lines).
From top to bottom, the blue, red and black curves corre-
spond to trap frequencies ωt = 0.9915ω
(c)
t , 0.99ω
(c)
t , 0.985ω
(c)
t ,
respectively.
tions for Ψ(x) and Θ(x) which minimize Eq.(9),
d
dx
(
2h21(Θ
′) + eΨ2
)
=0 , (12)
2h22Ψ
′′ − 2∆Ψ− 2eΘ′Ψ− 4fΨ3 =0 . (13)
These equations admit an inhomogeneous soliton-like so-
lution, of the form [36, 37]
Ψ2(x) =y3 cn
2
(√
g(y3 − y1)
2
x
∣∣∣m) , (14)
Θ′(x) =
1
2
B − 1
2
e
h21
Ψ2(x) , (15)
where cn is a Jacobi elliptic function and y1, y3, andB are
determined by solving coupled transcendental equations,
while m = y3/(y3 − y1) and g = −ueff/h22 (see Appendix
B).
Figure 4 displays the behaviour predicted by Eqs. (14-
15) along the chain and the corresponding numerical re-
sults, showing a very good agreement within the model’s
regime of validity. The energy of the inhomogeneous con-
figurations is obtained by substituting the corresponding
solutions into the potential-energy density. It is found
to be smaller than the energy of the zigzag case, in full
agreement with the numerical observations. Inspection
of Fig. 2 shows that in the numerical calculations for
a finite ring the parameter region of phase coexistence
is larger than in the thermodynamic limit, extending to
negative values of ∆. This can be explained noticing that
boundary effects yield a renormalized control parameter
∆eff for the transition. Details are reported in Appendix
B.
V. DISCUSSION AND CONCLUSIONS
Our predictions are strictly valid when the effect of
fluctuations is negligible. To study the effect of thermal
fluctuations on the various configurations found at zero
6Figure 5. (Color online) Two-particle correlator g2(r, φ)
of 90 dipoles evaluated numerically and at T = 8 ×
10−4 CD/(a3kB). The configurations correspond to a uniform
single-ring (top, ωt = 1.05ω
(c)
t ), an inhomogeneous structure
(center, ωt = 0.98ω
(c)
t ) and uniform two-ring configuration
(bottom, ωt = 0.7ω
(c)
t ).
temperature, we have performed a finite temperature
Monte-Carlo calculation, and determined the pair cor-
relation function g2(r, φ) = 〈
∑
i,j 6=i δ(r − (ri − rj))δ(φ−
(φi−φj))〉 for temperatures which are lower than the dif-
ference between the inhomogeneus and zigzag energies.
Figure 5 displays the two-particle correlation functions
for different values of ∆ < 0. The inhomogeneous config-
urations are clearly visible as the correlation is smeared
along the radial direction in a semicircular shape, indicat-
ing varying radial displacements (thus, inhomogeneous
Ψ(x)). This result for the pair-correlation function is
considerably different from both the one for the linear
configuration, characterized by a periodic structure only
along the tangential (axial) direction, and the one for a
uniform two-ring configuration, where radially the only
possible relative distances allowed are ±Ψ and 0. The
clear distinction between the various configurations is lost
for temperatures higher than the energy barrier between
the various configurations. Taking the value of the dipo-
lar moment of LiCs molecules [39] and typical densities of
the ongoing experiments [38], we estimate that the energy
gap between the inhomogeneous and uniform configura-
tions corresponds to a temperature of 0.2 nK. Although
this value is still quite challenging from an experimental
point of view, it can rapidly increase at increasing the
density and the dipolar moment of the gases.
To estimate the parameter range for which the sys-
tem is in a classical regime, we can compare the length
scale associated with the quantum fluctuations a, with
the length scale associated with the interactions r0, which
can be estimated to be r0 = mCD/~2 [20]. If a r0, the
ground state energy of the system is well approximated
by the classical ground state energy. In this regime, the
quantum fluctuations have a similar effect as the temper-
ature has in a classical system [21]. For LiCs molecules,
the characteristic length is given by r0 = 63µm. Taking
a Gaussian wave packet of the same size, the kinetic en-
ergy of a molecule can be estimated to be E ≈ kB · 9µK,
which is larger than the energy gap of 0.2 nK. Thus, for
the parameters of LiCs molecular gases, it is expected
that quantum fluctuations will smear the transition.
In conclusion, we have shown that the linear-zigzag in-
stability for power-law interactions α > 2 is a first-order
phase transition, even though weak, whose hallmark is
the appearance of inhomogeneous soliton-like structures
which minimize the energy of finite systems. The in-
stability is thus not described by a φ4 model, since the
coupling with the axial vibrations substantially modifies
the properties of the transition. This is different from
Coulomb systems, where the dispersion relation of the
axial modes leads just to a renormalization of the co-
efficient of the φ4 model in the critical region, without
changing its nature [40]. The dipolar system therefore re-
alizes an example of Ising model coupled to axial phonons
[18, 19]. Whether the weakly first-order nature of the
transition survives the inclusion of quantum fluctuations
is a question for future work. In the quantum regime,
the instability is expected to exhibit the existence of a
critical point with enhanced symmetry and nonuniversal
critical exponents, in analogy to the model discussed in
Ref. [41].
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Appendix A: Definitions of the expansion coefficients
The coefficients of the potential in Eq. (9) are given by
h21 =
1
4
∑
l 6=0
l2
a2
R2
∂2U˜(l)
∂φ2
(A1)
7h22 =−
1
4
∑
l 6=0
(−1)l(la)2
(
∂2U˜(l)
∂ρ2
− 1
4
∂2U˜(l)
∂R2
)
(A2)
∆ =(ω2t − ω(c)2t )
maα+2
CD
(A3)
e =
∑
l 6=0
l2
a3
R
(
1
4
cos2
(
lpi
2
)
∂3U˜(l)
∂R2∂φ
− sin2
(
lpi
2
)
∂3U˜(l)
∂ρ2∂φ
)
(A4)
f =
1
3
∑
l 6=0
a4
(
∂4U˜(l)
∂ρ4
sin4
(
lpi
2
)
+
1
16
∂4U˜(l)
∂R4
cos4
(
lpi
2
))
(A5)
` =
∑
l 6=0
l2
a4
R2
(
1
8
cos2
(
lpi
2
)
∂4U˜(l)
∂R2∂φ2
− 1
2
sin2
(
lpi
2
)
∂4U˜(l)
∂ρ2∂φ2
)
(A6)
r =
∑
l 6=0
l2a4
(
1
2
sin4
(
lpi
2
)
∂4U˜(l)
∂ρ4
− 1
32
cos4
(
lpi
2
)
∂4U˜(l)
∂R4
+
1
8
∂4U˜(l)
∂R2∂ρ2
)
(A7)
t =
∑
l 6=0
a6
(
− 2
45
sin6
(
lpi
2
)
∂6U˜(l)
∂ρ6
+
1
1440
cos6
(
lpi
2
)
∂6U˜(l)
∂R6
)
(A8)
p =
1
12
∑
l 6=0
l3
a3
R3
∂3U˜(l)
∂φ3
(A9)
q =
∑
l 6=0
l
a5
R
(
−1
3
sin4
(
pil
2
)
∂5U˜(l)
∂ρ4∂φ
− 1
48
cos4
(
pil
2
)
∂5U˜(l)
∂R4∂φ
)
, (A10)
where we introduced U˜ = U/(CD/(a
α)).
Appendix B: Soliton solutions
In order to obtain the solutions of Eqs.(12-13), we start
by integrating Eq. (12), obtaining
Θ′ =
1
2
B − 1
2
e
h21
Ψ2, (B1)
where B is an integration constant. Substituting
Eq. (B1) into Eq. (13) gives
−2h22Ψ′′ + 2∆eff Ψ + ueff Ψ3 = 0, (B2)
where ∆eff = ∆ + eB/2 and ueff = 4f −
e2/h21 are the renormalized constants entering the
resulting effective potential-energy functional Veff =
CD
aα
∫
dx
[
h22(Ψ
′)2 + ∆eff Ψ2 + ueff4 Ψ
4
]
. Note that in the
finite ring the boundary conditions effects yield a renor-
malization of the constant ∆. This explains why the
region of phase coexistence extends to negative values of
∆ for finite systems (see Fig. 2). Multiplying Eq. (B2)
by Ψ′ and a subsequent integration leads to
(Ψ′)2 =
1
h22
∆eff Ψ
2 +
1
4h22
ueff Ψ
4 +
1
4
A, (B3)
where A is another integration constant. As this equation
only depends on Ψ2, we perform the substitution y = Ψ2
and obtain
(y′)2 =
4
h22
∆eff y
2 +
1
h22
ueff y
3 +Ay. (B4)
This equation can be solved by separating the variables
[36]. We define the zeros of the right hand side of Eq.(B4)
as y1 < y2 < y3 and set g = −ueff/4h22. Eq. (B4) can be
integrated as∫ x
0
dx˜ =
∫ y
y3
dy˜√−g(y˜ − y1)(y˜ − y2)(y˜ − y3) . (B5)
Finally we perform the substitution t2 = y˜−y2y3−y2 and with
m =
y3 − y2
y3 − y1 = 1−m
′, (B6)
we arrive at∫ x
0
dx˜ =
2√
g(y3 − y1)
∫ Y
1
dt√
(1− t2)(mt2 +m′) ,
(B7)
where Y =
√
(y − y2)/(y3 − y2). This equation can be
solved as
y(x) = Ψ2(x) = y3 cn
2
(√
g(y3 − y1)
2
x|m
)
, (B8)
where cn(x|m) is a Jacobi elliptic function. The soliton
discussed here is given by the case y2 = 0. As our system
is periodic, we will shift x by N/2, to center it between 0
and N . The remaining constants y1 and y3 depend on the
8constants in the potential energy density in Eq. (9) and
the integration constants A and B, which are determined
by the boundary conditions,
y(0) =y(N), (B9)
Θ(0) =Θ(N). (B10)
Combining both boundary conditions, we find
2K(m)
N
=
√
g(y3 − y1)
2
, (B11)
B =16
e
gh21
1
N2
K(m) (E(m) + (m− 1)K(m)) ,
(B12)
where K(m) and E(m) are the complete elliptic integrals
of the first and second kind, respectively and by solving
eqs. (B11) and (B12), the two integration constants can
be determined. By substituting eq. (B8) into the long
wavelength potential energy we finally determine the en-
ergy of the soliton solution.
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