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Abstract
In this paper we show the existence of syzygies for all periodic orbits inside the bounded
Hill’s region of the planer circular restricted three-body problem with energy below the
second critical value. The proof will follow some ideas of Birkhoff [2] to compute the roots
of partial derivatives of the effective potential. Birkhoff’s methods are extended to higher
energies and a new base case is created and shown to fulfil the requirements. An other step
from Birkhoff is scrutinized to continue the statement to all mass ratios. The final step
is achieved by integrating over periodic orbits. Applying the same methods to Hill’s lunar
problem delivers similar results in that setting as well.
1 Introduction
Going back to Poincare´, the planar circular restricted three-body problem (PCR3BP) is one of
the oldest and most studied simplifications of an N -body problem. This paper presents a proof
that under certain conditions all periodic orbits have syzygies. In view of Birkhoff’s conjecture
that the retrograde bounds a disc-like global surface of section, one would like to show that the
retrograde is the systole. The result from this work proves the non-existence of periodic orbits
without syzygies and thus reduces the complexity of the search for further periodic orbits by one
dimension.
An other possible application, which this paper could be a starting point for, is the development
of symbolic dynamics for the PCR3BP. Symbolic dynamics in three symbols has been successfully
applied to the Euler problem of two centres in [3] and the existence of an infinite sequence
of syzygies has been proven for every—exept Lagrange’s—solution in the general three-body
problem with zero angular momentum in [9] and [10]. As soon as one adds angular momentum
there are periodic non-collisional Langrangian solutions without syzygies. However, if the angular
momentum is small enough then sequences of syzygies derived by free homotopy classes on the
reduced configurations space are realized by periodic solutions [8] and symbolic dynamics has at
least numerically been constructed for special types of orbits in a certain PCR3BP situation by
[13] and [14]. For the general case of the PCR3BP the existence of syzygies for periodic orbits is
in general not true. In [2] Birkhoff proved a very helpful statement about the roots of the partial
derivatives of the effective potential, which we will use in this work. We will also extend his main
argument to higher energies and finally prove the existence of syzygies for periodic orbits within
the bounded Hill’s region below the second critical value. In the preparation for the proof we
will mainly use notations and arguments from [4], which were slightly adapted and summarized
in [11], to also cover the proof of the statement below the first critical level.
The structure of this work will be the following: First we will go through a short introduction
to the PCR3BP in section 2 and then in section 3 recall some general definitions and facts about
the PCR3BP as preparation for the proof. Since we will be using some elementary Morse theory
to formalize certain steps from [2], we will also state the required definitions and lemmata. From
there on, we will go through two base cases in section 4: The first basically comes directly from
[2] and only achieves the weaker statement below the first critical value, while the second case is
new and its continuation covers all energies below the second critical value (in particular it also
covers the first case). The continuation of these bases cases in section 5 will cover all mass ratios
and all stated energies to prove the main result
Theorem 1:
Every periodic orbit of the PCR3BP inside the bounded Hill’s region Kbc for an energy c <
H(L2), H(L3) below the second critical value has at least two distinct syzygies during each period.
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2 The planar circular restricted 3-body problem
The restricted problem of three bodies has been widely studied, so we will only do a very brief
introduction here. For further and more thorough inspection of the equations refer to works such
as [5] or [12].
The PCR3BP is the dynamics of a particle—in our case the moon—attracted by and moving
in the same plane as the two primaries—here called the sun and the earth—which we assume to
have circular motion around their common centre of mass as a Keplerian solution. We normalize
the masses to be 0 < µ < 1 for the earth and 1 − µ for the sun. By introducing rotating
coordinates the positions of the primaries become stationary at (−µ, 0) = s and (1 − µ, 0) = e
and the Hamiltonian becomes autonomous:
H(q, p) =
1
2
((p1 + q2)
2 + (p2 − q1)2)− µ|q − e| −
1− µ
|q − s| −
1
2
q2︸ ︷︷ ︸
=:V (q)
(1)
Here the effective potential energy, as the part independent of momentum, is denoted as V (q).
By Hamilton’s equations of motion one gets the following second order ODEs
q¨1 = 2q˙2 − ∂V
∂q1
(2)
q¨2 = −2q˙1 − ∂V
∂q2
. (3)
In [2] Birkhoff uses the alternative potential function
Ω(q) :=
1
2
(
(1− µ) · |q − s|2 + µ · |q − e|2)+ µ|q − e| + 1− µ|q − s| , (4)
which only depends on the distances of the moon to sun and earth. This potential function only
differs from V by sign and a constant: Ω(q) = −V (q) + µ(1− µ)/2, so adjusting the signs in the
ODEs will render the same dynamics. It has the advantage that it makes it easy to find critical
points through a transformation we will use in section 3.1.
3 Preparations for the proof
In this section we will first recall some notations for periodic solutions in general, compute critical
points and Hill’s regions of the PCR3BP and then prove some elementary lemmata from Morse
theory.
In a symplectic manifold (M,ω) with an autonomous Hamiltonian H a periodic orbit is a
solution x ∈ C∞(R,M) to the ODE
d
dt
x(t) = XH(x(t)) ∀t ∈ R,
such that there exists a period T > 0 for which x(T + t) = x(t) for all t ∈ R. Here XH is the
Hamiltonian vectorfield defined implicitly by dH = ω( · , XH). For every non-trivial—that is
non-constant—periodic orbit x there exists a minimal period Tx := min{T > 0 | x(T + t) =
x(t) ∀t ∈ R} and every period T = nTx is just a natural multiple. In our case—the symplectic
manifold arises as the cotangent bundle of an open subset of R2 endowed with the standard
symplectic form—a periodic orbit is a smooth map x ∈ C∞(R,R2 \ {e, s}) solving (2) and (3)
such that x(T + t) = x(t) and thus also x˙(T + t) = x˙(t) for all t ∈ R. Since the value of
the autonomous Hamiltonian is constant along its flow we can assert an energy H(x) to every
periodic orbit.
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Figure 1: Transformation of the upper half-plane (adapted from [1])
3.1 Critical points and Hill’s regions in the PCR3BP
We will now compute the critical points and values of the PCR3BP as we will need to refer back
to some steps during the main proof later on. This part will mainly follow [1] and [4]. Critical
points of the effective potential and thus of the Hamiltonian are the five Lagrange points, which
I will denote by
pi|crit(H)(Li) =: `i for i = 1, . . . 5,
where
pi|crit(H) : crit(H)→ crit(V ) with(
pi|crit(H)
)−1
(q1, q2) = ((q1, q2) , (−q2, q1)) ∈ crit(H).
(5)
is a bijection of critical points of H and V , given by the footpoint projection of the cotangent
bundle. In this 1 to 1 correspondence also the critical values and the Morse indices (the number
of negative eigenvalues of the Hessian) of critical points coincide, as the twisted momentum only
adds two positive eigenvalues to the Hessian at this point. Using the symmetry of Ω with respect
to the q1-axis to our advantage, we will first search for critical points on the upper half plane
and then on the q1-axis by restricting the effective potential.
On the upper half plane we use a transformation to the half strip (see figure 1) by
Φ: H+ → Θ
q 7→ (|q − s|, |q − e|) ,
where Θ is the diagonal half-strip in the first quadrant of R2:
Θ :=
{
(σ, ρ) ∈ (0,∞)2 | σ + ρ > 1, |σ − ρ| < 1}
We will now look at our effective potential in the new coordinates (σ, ρ). Using the alternative
form Ω of the effective potential from (4), this representation is made very easy as it becomes
U := Ω ◦ Φ−1 : Θ→ R
U(σ, ρ) =
1
2
(
(1− µ)σ2 + µρ2)+ µ
ρ
+
1− µ
σ
.
Critical points of U can now be found by differentiating:
dU(σ, ρ) =
(1− µ) (σ3 − 1)
σ2
dσ +
µ
(
ρ3 − 1)
ρ2
dρ
!
= 0,
thus the only critical point of U is (1, 1). Computing the Hessian of U we get
HessU (1, 1) =
(
3(1− µ) 0
0 3µ
)
,
3
and our single critical point of U is a local minimum.
Transforming back to coordinates in the plane, the critical point has the same distance re =
rs = 1 from sun and earth and thus forms an equilateral triangle with the primaries. We therefore
get the critical point
`4 := Φ
−1(1, 1) =
(
1
2
− µ,
√
3
2
)
,
which is a local minimum of Ω. Recall, that V (q) = −Ω(q)+µ(1−µ)/2, so `4 is a local maximum,
i. e. a point with maximal Morse index 2 of the effective potential for all µ ∈ (0, 1). The Morse
index is invariant under the bijection (5), so L4 becomes a critical point of Morse index 2 of H,
i. e. only a saddle point.
By reflection on the q1-axis, we get another local maximum of V at
`5 :=
(
1
2
− µ,−
√
3
2
)
.
The Hamiltonian at these critical points takes the same critical value as on V , i. e.
H(L4) = H(L5) = V (`4) = V (`5) =
µ(1− µ)− 3
2
.
The three remaining collinear Lagrange points are attained by restricting the effective poten-
tial V to the q1-axis. Here we will use the original effective potential V . Critical points of this
one-dimensionally restricted function are then also critical points of the general function as V is
symmetric with respect to the q1-axis. Therefore, let
u := V
∣∣
R\{s,e} : R \ {−µ, 1− µ} → R
x 7→ − µ|x− (1− µ)| −
1− µ
|x+ µ| −
x2
2
.
(6)
Finding explicit formulas for the critical points would mean solving quintic equations dependent
on µ. These can be found in Chapter 10 of [1]. For our purposes though, it suffices to know in
which of the three open intervals they lie and how their energies compare. By differentiating u
twice, we get
u′′(x) = − 2µ|x− (1− µ)|3 −
2(1− µ)
|x+ µ|3 − 1 < 0,
i. e. u is strictly concave. As u tends towards −∞ for x→ −∞, −µ, 1−µ as well as ∞, we can
state that there exist exactly three local maxima of u
`3 ∈ (−∞,−µ) `1 ∈ (−µ, 1− µ) `2 ∈ (1− µ,∞),
lying in each of the connected components of the domain as can be seen in figure 2.
These critical points of V are saddle points, i. e. have Morse index 1, as proven by topological
arguments in [4, chapter 5, lemma 4.2] or by computing the Hessian of Ω in [1, chapter 10.2].
Furthermore, this proves, that the pair of critical points `4 and `5 are global maxima of the
effective potential, in view of V tending towards negative infinity at e, s and for large |q|.
As we have not specified the exact coordinates of the critical points, we can also not state the
exact critical energies. However, we will show in which way they are ordered by following [4].
For a point −µ < x < 1− µ denote by
ρ := ρ(x) := (1− µ)− x = |x− e| ∈ (0, 1)
the distance of this point to earth again. We will compute the values of the effective potential
at the points x and x′ := (1 − µ) + ρ, which lies symmetrically to x on the other side of e, by
4
−µ 1− µ`3 `1 `2
µ = 0.2
x
u(x)
Figure 2: The critical points of the effective potential when restricted to the q1-axis
using the restricted function u from (6):
u(x)− u(x′) =− 2(1− µ)ρ
3
1− ρ2 < 0
So the values of u and thus of V in between s and e are always smaller than symmetrically on
the other side of e. This holds especially for the point `1 and its point opposite of earth `
′
1 :=
(1− µ) + ρ(`1), so their values are ordered by
V (`1) = u(`1) < u(`
′
1) ≤ u(`2) = V (`2),
as `2 was the maximum of u for all points larger than 1 − µ. Analogously by estimating the
difference of u for a point x ∈ (−µ, 1− µ) and its opposite to the sun, we get
V (`1) = u(`1) < u(`3) = V (`3).
Via the identification (5) of critical points of V and H retaining the values we have
H(L1) < H(L2), H(L3).
One can furthermore show, that if the sun is strictly heavier than earth, then H(L2) is strictly
less than H(L3) and they are equal exactly at µ = 1/2. We summarise the results so far in the
following lemma:
Lemma 2:
For all µ ∈ (0, 1) there are five critical points of the Hamiltonian H. They are all saddle points
of H. The pair of symmetric critical points `4 and `5 are global maxima of V , i. e. have Morse-
index 2 with coordinates
`4 =
(
1
2
− µ,
√
3
2
)
`5 =
(
1
2
− µ,−
√
3
2
)
and H(L4) = H(L5) =
µ(1− µ)− 3
2
.
The remaining three critical points lie along the q1-axis at
`3 < −µ, −µ < `1 < 1− µ and `2 > 1− µ,
and are saddle points of V , i. e. their Morse indices are 1 and their energies are ordered by
H(L1) < H(L2), H(L3) < H(L4) = H(L5).
With this information, we can now state how the space of all accessible positions changes
as the energy decreases from infinity. This set is known as the Hill’s region and is defined as
the projection of the energy level set Σc := H
−1(c) ⊂ T ∗(R2 \ {e, s}) from phase space onto
5
s e`3 `1 `2
`4
`5
µ = 0.2
q1
q2
Figure 3: Ovals of zero velocity and critical points in the restricted three-body problem
configuration space:
Kc := pi(Σc) = {q ∈ R2 \ {e, s} | V (q) ≤ c}
From (1) we see that the Hill’s region corresponds to the sublevel set of the effective potential.
In Birkhoff’s work [2] the notion of the oval of zero velocity is used, which denotes the boundary
of the Hill’s region excluding the primaries or equivalently the level set of the effective potential:
Oc := ∂Kc \ {e, s} = V −1(c)
As the gradient ∇V (q) is a normal vector on the level set Oc for every q ∈ V −1(c) and regular
value c, the tangent to the oval of zero velocity is spanned by〈(
∂V
∂q2
(q),− ∂V
∂q1
(q)
)〉
R
= ∇V (q)⊥.
Since H is symmetric with respect to the q1-axis, so is Kc and Oc, and from the type and location
of critical points of V we can state the changes in topology of the Hill’s region as the energy
varies. Maxima of V are attained at `4 and `5, so energies c ≥ V (`4) = V (`5) = (µ(1−µ)− 3)/2
above the common critical value result in the Hill’s region being all of R2 \ {e, s}, i. e. movement
is possible everywhere apart from collisions with the primaries. At energies below this value,
holes will appear around `4 and `5. These will grow larger with decreasing energy until at the
next critical value, they connect to a single hole on the far side of the heavier primary. If the sun
is strictly heavier than earth, i. e. 0 < µ < 1/2 then this will be at `3. This horseshoe shaped
hole will grow larger, as c declines further until its ends meet at the critical point on the far side
of the lighter primary, in our case at `2. At this point, we now have two connected components:
One bounded peanut-shaped component Kbc = pi(Σ
b
c) containing e and s in its closure and one
unbounded outer component Kuc = pi(Σ
u
c ). As the energy declines further yet, the bounded
component narrows between the two primaries until they disconnect after surpassing the final
critical value of `1. Finally, for all energies below V (`1) the Hill’s region is divided into three
connected components: A punched disc-like component surrounds each one of the two primaries
and will be denoted by Kec = pi(Σ
e
c) and K
s
c = pi(Σ
s
c), whereas the unbounded part will remain K
u
c .
These changes of the corresponding ovals of zero velocity are visualized in figure 3 for µ = 0.2.
Notations of the oval describing the bounded and unbounded parts will be analogous to the Hill’s
regions.
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3.2 Some elementary statements about Morse functions
A smooth function is called Morse if all critical points are non-degenerate, i. e. if the Hessian at
this point is invertible. As mentioned before the Morse index of a critical point is the number
of negative eigenvalues of the Hessian and both non-degeneracy and Morse index of critical
points are invariant under coordinate change, thus can be defined for general smooth functions
f ∈ C∞(M,R) on manifolds. From these simple definitions we get that all critical points are
isolated, which can be easily seen using the Morse Lemma, which states that there exist local
coordinates u around a critical point p, such that u(0) = p and
f(u) = f(p)−
µp∑
i=1
u2i +
n∑
i=µp+1
u2i ,
where µp is the Morse index of p. Obviously the only critical point in this chart is p.
Lemma 3:
Let M be a smooth manifold of dimension n and f : M → R a Morse function. Then all critical
points of f are isolated, i. e. for every p ∈ critf there exists an open neighbourhood U of p, such
that U ∩ critf = {p}.
As a direct corollary we get that Morse functions on closed Manifolds have finitely many
critical points:
Corollary 4:
Let M be a closed differentiable manifold and f a Morse function, then the number of critical
points of f is finite.
The last lemma we will need as preparation for the theorem, is essentially a step in Birkhoff’s
proof [2, chapter 17], which he claimed to be obvious. In the situation of the proof, it is indeed
very apparent. A rigorous proof of a more general statement can be achieved by using the implicit
function theorem:
Lemma 5:
Let M be a closed Manifold and f : R×M → R a smooth 1-parameter family of Morse functions.
Then the number of critical points of fr := f(r, · ) is constant.
Proof: We show, that the function c : R→ N whereas c(r) := #critfr, is locally constant:
Let r0 ∈ R be a real number, then the number of critical points #critfr0 =: N <∞ is finite by
corollary 4, because fr0 is Morse and M closed. We will call theses critical points {p1, . . . , pN} =
critfr0 . The proof, that there exists an open neighbourhood of r0 in R on which the number
of critical points is exactly N , will be split into two steps: First, we will show, that in an open
neighbourhood the number of critical points is at least N . After that, we precede to prove,
that c(r) is at most N close to r0.
For both steps we will use the implicit function theorem, therefore, we will first apply it
to our situation: Working in a chart again, we know, that all critical points pi of fr0 satisfy
Dfr0(pi) = 0. Since fr0 is Morse, we also know, that the Hessian matrix Hfr0 (pi) is invertible
for all i = 1, . . . , N , hence the requirements of the implicit function theorem are fulfilled, such
that we can state:
There exist open neighbourhoods Ui of pi, positive i > 0 and unique maps
yi : (r0 − i, r0 + i)→ Ui, such that
yi(r0) = pi and
∀r ∈ (r0 − i, r0 + i), p ∈ Ui : yi(r) = p ⇐⇒ Dfr0(p) = 0.
Without loss of generality we can assume Ui ∩ Uj = ∅ if i 6= j.
Step 1 (∃ > 0 : ∀r ∈ (r0 − , r0 + ) : #critfr ≥ N):
Set  := min{1, . . . , N}, then there are N distinguished critical points at yi(r) ∈ Ui, since the
open sets Ui are disjoint.
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Step 2 (∃ > 0 : ∀r ∈ (r0 − , r0 + ) : #critfr ≤ N):
Suppose not, then for all n ∈ N there exists some rn ∈ (r0 − 1/n, r0 + 1/n) such that there
are strictly more than N critical points of frn on M . Since the functions yi are unique, we can
choose a critical point p(n) for every n ∈ N, such that p(n) /∈ ⋃Ni=1 Ui. This gives us a sequence
of critical points in M ′ := M \⋃Ni=1 Ui. M and therefore also M ′ are compact, so there exists a
converging subsequence p(nk) → p0 ∈M ′, i. e. p0 6= pi for 1 ≤ i ≤ N . We can now compute the
limit
0 = lim
k→∞
Dfrnk
(
p(nk)
)
︸ ︷︷ ︸
=0
= Dfr0 (p0)
and get another critical point p0 of fr0 , contradicting the assumption, that there were N critical
points to start with. This concludes the proof, that #critfr is locally constant, implying it is
constant on all of R. 
With this Lemma, we are now ready to start to prove the main theorem of this work.
4 Base cases
The first base case is for an energy below the first critical value and comes directly from Birkhoff
[2]. It is included here in order to complete the review of Birkhoff’s original proof. The second
base case extends this proof to all energies below the second critical value and thus enables a
stronger statement with the possibility of more interesting syzygy sequences. What we want to
show for each base case is that there are exactly two vertical tangents to the bounded part of
the oval of zero velocity and them being the ones induced by symmetry along the q1-axis. Recall
from the preparation that a vertical tangent corresponds to the derivative Vq2 := ∂V/∂q2 of the
effective potential with respect to q2 vanishing while Vq1 := ∂V/∂q1 remains non-zero.
4.1 Below the first critical value
Here we consider the limiting cases µ = 0 and 1, i. e. where one of the primaries has zero mass.
In this situation the PCR3BP turns into the rotating Kepler problem, i. e. the Kepler problem
in rotating coordinates:
H(q, p) =
1
2
(
(p1 + q2)
2 + (p2 − q1)2
)− 1|q| − 12q2
=
1
2
p2 − 1|q| + q2p1 − q1p2
(7)
Note, that this Hamiltonian is no longer a Morse function, since the critical set is the unit circle.
In this simple case, the Hill’s regions are either all of the plane minus the origin for energies
above the critical value c = −1.5, or a punched disc for the bounded Hill’s region and the plane
minus a larger disc as the unbounded part below the critical value. Vertical tangents of the ovals
of zero velocity obviously only lie along the q1-axis since Vq2 = q2(1/|q|3 − 1) vanishes at q2 = 0
and the bounded component has |q| < 1 making (1/|q|3− 1) strictly positive. Vq1 can not vanish
simultaneously as there are no other critical points.
4.2 Between the first and the second critical value
The second base case will use the symmetry for µ = 1/2 and an energy just above the first
critical value. Here, the Hill’s region is still reasonably small and we can show, that we can
enclose the Hills region in a small enough neighbourhood of the origin, such that within this
region the partial derivative Vq2 can not vanish.
At µ = 1/2 the effective potential becomes
V (q) = − 1
2|q − ( 12 , 0)|
− 1
2|q + ( 12 , 0)|
− q
2
2
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(c) For the set of zeros
Figure 4: Estimates of |q − e|, |q − s| and |q|
which is additionally symmetric with respect to the q2-axis. Hence, it suffices to show that on
the first quadrant the partial derivative Vq2 does not vanish outside of {q2 = 0}. We compute
the derivative
dV (q) =
(
q1 − 12
2|q − e|3 +
q1 +
1
2
2|q − s|3 − q1
)
dq1 + q2
(
1
2|q − e|3 +
1
2|q − s|3 − 1
)
dq2
to check that (0, 0) is the critical point `1 and takes the value V (0) = −2. Next, we estimate
the value of V on the unit circle by using the symmetry and restricting to the first quadrant as
shown in figure 4a:
V (q) ≥ − 1
2 12
− 1
2
√
5
2
− 1
2
> −2 ∀|q| = 1 q1, q2 ≥ 0
Since e and s are contained in B1(0), there exists some 0 > 0 such that the single bounded
component of the Hill’s region Kb−2+0 ⊂ {V (q) ≤ −2 + 0}, which has e and s in its closure, is
contained within B1(0). Additionally, we compute that inside the unit ball the q2-values can be
restricted to 2/3 by using lower estimates of |q − e| and |q − s|, and an upper estimate of |q| as
shown in figure 4b:
V (q) > − 1
2 · 23
− 1
2 · 56
− 1
2
= −37
20
> −2 ∀|q| < 1, q2 ≥ 2
3
, q1 ≥ 0
So, there exists some 0 ≥  > 0 such that Kb−2+ is contained in B1(0) ∩ {|q2| < 2/3}. This
concludes the step for restricting the Hill’s region and we continue by excluding the set of zeros
of the partial derivative Vq2 from this region.
Here, we estimate as in figure 4c, again using symmetry to restrict to the first quadrant, to
get
1
2|q − e|3 +
1
2|q − s|3 >
1
2 125216
+
1
2 278
=
3416
3375
> 1.
We can conclude that inside of B1(0)∩{|q2| < 2/3} the partial derivative Vq2 only vanishes along
the q1-axis. Summarizing the results of this section we state:
Lemma 6:
There exists some  > 0 such that inside the bounded Hill’s region Kb−2+ for µ = 1/2 the partial
derivative Vq2 only vanishes along the q1-axis.
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5 Continuation to all mass ratios
The final part of the proof is to continue the base case(s) to all mass ratios and to all energies
below the second critical value. We will discuss Birkhoff’s continuation below the first critical
value along the way, but focus on the proof of the main (and stronger) statement, which is:
Lemma 7:
Inside the bounded Hill’s region Kbc for energy c < H(L2), H(L3) below the second critical value
and for all mass ratios 0 < µ < 1, the roots of Vq2(q) are precisely the points on the q1-axis.
Proof: Obviously all points of {q2 = 0} are zeros of
Vq2,µ(q) = q2
(
µ
|q − e|3 +
1− µ
|q − s|3 − 1
)
=: q2Wµ(q) (8)
It remains to show, that inside of Kbc there are no roots of Wµ.
The first claim is that 0 is a regular value: We prove this by computing where critical points lie
and comparing that to the values attained in this region. The differential of Wµ is
dWµ(q) = −3
(
µ(q1 − 1 + µ)
|q − e|5 +
(1− µ)(q1 + µ)
|q − s|5
)
dq1 − 3q2
(
µ
|q − e|5 +
1− µ
|q − s|5
)
dq2
and thus a critical point requires q2 and simultaneously µ(q1−1+µ)/|q−e|5+(1−µ)(q1+µ)/|q−s|5
to vanish. This does not happen if |q1| ≥ 1, since if q1 ≥ 1 then the latter term is bound from
below by
µ2
|q1 − 1 + µ|5 +
1− µ2
|q1 + µ|5 > 0
which is strictly positive. Analogously if q1 ≤ −1 then the later term is bound from above by
µ(−2 + µ)
|q1 − 1 + µ|5 −
(1− µ)2
|q1 + µ|5 < 0.
So, critical values can only exist if |q1| < 1 and q2 = 0 for all mass ratios µ ∈ [0, 1]. Estimating
the values of Wµ in this region gives
µ
|q1 − 1 + µ|3 +
1− µ
|q1 + µ|3 − 1 > 0.
This follows by checking the cases −1 < q1 < −µ, −µ < q1 < 1 − µ and 1 − µ < q1 < 1. So
the claim is proven that 0 is a regular value of Wµ for all µ and thus the preimage W
−1
µ (0) is a
smooth 1-manifold diffeomorphic to W−10 (0) = S
1.
Suppose for some µ ∈ (0, 1) and c < Vµ(`2) that Kbµ,c ∩W−1µ (0) 6= ∅, i. e. for some point inside
the bounded Hill’s region the factor Wµ of Vq2,µ vanishes. Choose a smooth path (figure 5)
γ : [0, 1]→ (0, 1)× R
t 7→ (µ(t), c(t))
from γ(0) = (1/2,−2 + ) to γ(1) = (µ, c1) such that c1 ≥ c and for all t ∈ [0, 1]
Hµ(t)
(
L
µ(t)
1
)
< c(t) < Hµ(t)
(
L
µ(t)
2
)
, Hµ(t)
(
L
µ(t)
3
)
,
i. e. a path between the first and the second critical value from the base case to the mass
ratio and (possibly higher) energy of the supposed problematic case. Note that Kbc,µ ⊂ Kbc′,µ
for c ≤ c′, so we get Kbµ,c1 ∩ W−1µ (0) 6= ∅. Since Kbµ(0),c(0) ∩ W−1µ(0)(0) = ∅ by Lemma 6 but
Kbµ(1),c(1) ∩W−1µ(1)(0) 6= ∅ by assumption and everything deforms smoothly along the path, there
must be some t0 ∈ (0, 1] such that ∂Kbµ(t0),c(t0) ∩W−1µ(t0)(0) 6= ∅, i. e. the oval of zero velocity
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(1/2,−2 + )
(µ, c1)
(µ, c)
γ
0 0.5 1
−2
−1.5
µ
Hµ(critHµ)
Figure 5: Path γ of mass ratios and energies between critical values
intersects the zero level set of W . Using the symmetry of both Kbµ,c and W
−1
µ (0) we can assume
this intersection appears outside of {q2 = 0}, say q0 = (q01 , q02) ∈ ∂Kbµ(t0),c(t0) ∩W−1µ(t0)(0) and
q02 6= 0. This implies Vq2,µ(t0)(q0) = q02Wµ(t0)(q0) = 0, i. e. Obµ(t0),c(0) has an additional vertical
tangent away from the q1-axis at q
0.
To continue the first base case below the first critical value one would have to find a smooth
path to either µ = 0 (as originally in [2]; left dottet path in figure 5) or to µ = 1. In order to
simply be able to fix the energy (second dotted path) one would additionally have to prove the
convexity of the first critical energy level. From there on one gets an additional vertical tangent
to the oval of zero velocity using a similar argument as above.
In order to show that there can not be an additional vertical tangent of the oval of zero velocity
to the obvious ones at the intersection with the q1-axis, we write down the smooth dependence
of the ovals along the path γ as a smooth 1-parameter family of diffeomorphisms
φt : S
1 → Obc(t),µ(t).
So, we can define a smooth 1-parameter family of real valued functions
f : [0, 1]× S1 → R
(t, x) 7→ ft(x) := pi1 (φt(x)) ,
where pi1 : (q1, q2) 7→ q1 is the projection along the second coordinate.
We will show next that ft is Morse for all t ∈ [0, 1] in order to apply lemma 5. For that, we have
to check that every critical point of ft is nondegenerate. Critical points here are points where the
oval of zero velocity has vertical tangent, i. e. where the partial derivative Vq2 vanishes. A critical
point is degenerate if it is also a point of inflexion, i. e. if the second derivative ∂2V/∂q22 =: Vq22
vanishes as well. The proof that there are no vertical points will be split into several cases,
depending on the location of the point (as also done in [2])
Case 1 (q2 = 0):
If q2 = 0 then Vq22 reduces to
µ
|q1 − (1− µ)|3 +
1− µ
|q1 + µ|3 − 1
!
= 0. (9)
Case 1.1 (−µ < q1 < 1− µ):
So, if q1 lies between e and s, the denominators in the two fractions of (9) are both strictly
smaller than 1, making the left hand side strictly negative and especially non-zero.
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Case 1.2 (q1 > 1− µ):
On the other hand, if q1 > 1− µ we compute the partial derivative of V by q1 to be
Vq1(q1, 0) =
µ (q1 − (1− µ))
|q1 − (1− µ)|3 +
(1− µ) (q1 + µ)
|q1 + µ|3 − q1
= (q1 − (1− µ))
(
µ
|q1 − (1− µ)|3 +
1− µ
|q1 + µ|3 − 1
)
+ (1− µ)
(
1
|q1 + µ|3 − 1
)
on the q1-axis. For vertical points of inflexion, equation (9) gives us
u′(q1) = Vq1(q1, 0)
!
= (1− µ)
(
1
|q1 + µ|3 − 1
)
< 0.
However, this is exactly the first derivative of the function u = V |R\{e,s} from (6), which was
defined earlier and shown to be strictly monotonically increasing for q1 > 1− µ until it reaches
the critical point `2 and only then starts to decline again (see figure 2). By symmetry of the
Hill’s regions and the discussion in chapter 3.1 about the shape of the Hill’s regions there is no
part of the bounded Hill’s region beyond this critical point since c < H(L2). So u
′(q1) must be
strictly positive and so contradicting the assumption that there is a vertical point of inflexion in
this case.
Case 1.3 (q1 < −µ):
This case works analogously to the latter case, as Vq1 becomes
Vq1(q1, 0) =
µ (q1 − (1− µ))
|q1 − (1− µ)|3 +
(1− µ) (q1 + µ)
|q1 + µ|3 − q1
= (q1 + µ)
(
µ
|q1 − (1− µ)|3 +
1− µ
|q1 + µ|3 − 1
)
− µ
(
1
|q1 − (1− µ)|3 − 1
)
and for vertical points of inflexion we would have
u′(q1) = Vq1(q1, 0)
!
= −µ
(
1
|q1 − (1− µ)|3 − 1
)
> 0.
As in case 1.2 this implies that the restricted potential increases, which is only the case up until
`3. By c < H(L3) these points are not reached by any of the bounded Hill’s regions K
b
c.
From these first cases we can conclude, that there can be no vertical point of inflexion of the
oval of zero velocity along the q1-axis inside of K
b
c.
Next, we show that a vertical point of inflexion can also not lie at any other point inside the
bounded Hill’s region.
Case 2 (q2 6= 0):
Here, a vertical point of inflexion implies, that by the quotient rule
∂
∂q2
(
Vq2
q2
)
=
q2Vq22 − Vq2
q22
!
= 0.
But Vq2/q2 is just the coefficient of q2 in (8) and after differentiating there remains
∂
∂q2
(
Vq2
q2
)
=
∂
∂q2
(
µ
|q − e|3 +
1− µ
|q − s|3 − 1
)
= −3q2
(
µ
|q − e|5 +
(1− µ)
|q − s|5
)
6= 0.
This final contradiction concludes the statement that there can not be a vertical point of inflexion
inside the bounded Hill’s region Kbc and thus all critical points of ft are non-degenerate, i. e. Morse
for all t. Therefore, we can apply lemma 5 and we obtain, that the number of critical values
of ft is constant for all t ∈ [0, 1]. Explicitly the number of critical points is exactly two, since
Ob−2+,1/2 is a symmetric and connected 1-submanifold of R and critical points only lie on the
q1-axis. In particular there can not be a vertical tangent of O
b
µ(t0),c(t0)
at q0 /∈ {q2 = 0}. 
Using lemma 7, one can now conclude that every periodic orbit inside the bounded Hill’s region
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(a) Periodic orbits without quadratures
e`1 `2 q1
q2
(b) Ovals of zero velocity
Figure 6: Hill’s lunar problem
has at least two syzygies: Let x be a non-trivial orbit in Σec and Tx > 0 its minimal period time—
the only trivial periodic orbit is stationary at `1, which lies on the q1-axis, so the statement also
holds here. Then by integrating the second equation (3) of the equations of motion, we get∫ Tx
0
x¨2(t) dt = −2
∫ Tx
0
x˙1(t) dt−
∫ Tx
0
Vq2(x(t)) dt
i. e. 0 =
∫ Tx
0
Vq2(x(t)) dt.
Since the integral over a smooth function can only be zero if the function itself passes zero we
need Vq2(x(t0)) = 0 for some 0 < t0 < Tx. By lemma 7 this is only the case if x2(t0) = 0, i. e.
if x intersects the q1-axis. We can integrate the same equation again from t0 to t0 + Tx to get a
second intersection during one period. Note, that these intersections must be transverse, as the
sign of Vq2 must change at these syzygies.
6 Another (easier) application of the same method: Hill’s
lunar problem
Hill’s lunar problem is a limit case of the PCR3BP by letting the sun get infinitely heavy and at
same time infinitely far away (see [6]). The Hamiltonian is given by
H(q, p) =
1
2
|p|2 + q2p1 − q1p2 − 1|q| − q
2
1 +
1
2
q22
=
1
2
(
(p1 + q2)
2 + (p2 − q1)2
)− 1|q| − 32q21
and the corresponding second order differential equations are
q¨1 = 2q˙2 − q1|q|3 + 3q1 (10)
q¨2 = −2q˙1 − q2|q|3 . (11)
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s e`3 `1
`2
`4
`5
µ = 0.2
q1
q2
Figure 7: Set of zeros of Vq1
We can now do the same integration over (11) as in the final step in chapter 5 to get∫ T
0
x¨2(t) dt = −2
∫ T
0
x˙1(t) dt−
∫ T
0
x2(t)
|x(t)|3 dt
0 =
∫ T
0
x2(t)
|x(t)|3 dt
which only happens if the non-trivial periodic orbit x passes the q1-axis at some point t0. By
integrating from t0 to t0 + T there is a second syzygy in each periodic orbit of Hill’s lunar
problem and both syzygies are again transverse. There are two critical points at (±3−1/3, 0) so
the statement also holds for these stationary orbits.
By integrating (10) we can also prove the existence of quadratures. However since the two
critical points generate families of periodic orbits away from the q2-axis not all closed orbits
have quadratures (figure 6a). These are families a and c as classified in [7]. One can show—as
done in [11] that the bounded Hill’s region, i. e. the bounded component of possible positions for
energies below the common critical value −34/3/2, is contained within the ball of radius 3−1/3
around the origin. So all periodic orbits of Hill’s lunar problem with energy below the first
critical value have quadratures. Again one can see the correspondence that additional—in this
case horizontal—tangents of the ovals of zero velocity prevent an extension of the statement to
higher energies (figure 6b).
7 Remarks
Since in Hill’s lunar problem the horizontal tangents originate in the critical points which lie away
from the q2-axis there are direct counterexamples to show the statement can not be extended to
a higher energy. In the PCR3BP however the additional vertical tangents, preventing the proof
to go through for higher energies, originate in critical points lying on the q1-axis themselves. So
there are no direct and obvious obstructions for all periodic orbits having syzygies for energies
c < H(L4) = H(L5).
Similarly for the unbounded Hill’s region, the proof as shown in this paper does not work as
there can be vertical points of inflexion and so the constructed 1-parameter family of maps on
S1 are not Morse. Indeed, vertical points of inflexion generate additional vertical tangents below
the second critical value, which disables our argument of integration. However, for small enough
energies obviously roots of Vq2 only lie along the q1-axis also in the unbounded part and we get
syzygies in the same way as before.
However for energies c > H(L5) there is no hope to prove the existence of syzygies for all
periodic orbits since the Lyapunov orbits around the triangular Lagrange points L4 and L5
provide direct counterexamples.
Opposed to Hill’s lunar problem, in the PCR3BP quadratures with respect to one of the
primaries can not be predicted in this manner, since in general neither {q1 = −µ} nor {q1 = 1−µ}
makes the partial derivative Vq1 vanish (although the set of roots comes arbitrarily close for small
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enough radii; see figure 7 and [2]).
Further interesting questions which can not be answered by this method is whether periodic
orbits in the bounded Hill’s region below the first critical value have a non-trivial winding number
with respect to the respective primary or even if they have syzygies on both sides (i. e. if there
always exist both solar and lunar eclipse). Equally unknown is what we can say about sequences
of syzygy types for periodic or even arbitrary orbits in the bounded Hill’s region below the second
critical value.
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