Breast tumor segmentation is useful to diagnose breast cancer. However, challenges, such as intensity inhomogeneity and shadowing artifacts arise in this task. To address these two issues, this paper proposes a robust ultrasound image segmentation method based on correction learning. At first, a novel idea of correction learning is introduced. In contrast to traditional methods that develop the complex models to obtain accurate segmentation results, correction learning aims to detect the erroneous segmentation in advance and correct this automatically by only using simple method. The proposed correction learning method mainly involves two steps: coarse segmentation and correction learning. First, an active contour model is firstly constructed for coarse segmentation by introducing assumption of bias field and local intensity clustering property. Then, correction learning is developed to address the erroneous segmentation and to improve the segmentation performance. In this paper, correction learning mainly contains Internal Tumor Block Correction (ITBC) and Boundary Block Correction(BBC). In order to correct the erroneous segmentation caused by intensity inhomogeneity, the internal tumor blocks detection model based on Simple Linear Iterative Clustering(SLIC) and Support Vector Machine (SVM) is learned to detect these segmented blocks. Based on the detection result, the incorrect segmented blocks can be corrected. In addition, BBC is proposed to correct the erroneous segmentation of boundary blocks which are caused by shadowing artifacts. Our experiment results on the constructed database demonstrate the effectiveness and robustness of the proposed method.
I. INTRODUCTION
Ultrasound image analysis is crucial for diagnosis of clinical disease, such as breast cancer, prostate cancer diagnose, cardiomyopathy and so on. Among these diseases, breast cancer is the leading cause of cancer death among women [1] , [2] . While early detection can save the patients' life [3] - [8] . However, sonologists with different experiences might have different opinions on the ultrasound image analysis [9] .
The associate editor coordinating the review of this manuscript and approving it for publication was Dan Stoianovici. Therefore, it's necessary to develop the computer-aided diagnosis (CAD) systems to overcome problems of variations inter-/intra-observer image interpretation.
Generally, the CAD system used for the breast ultrasound image analysis includes four steps: image preprocessing, lesions segmentation, feature extraction and classification [6] . First, image preprocessing is developed to reduce the speckle noise and improve the quality of image. After that, an automatic lesion segmentation algorithm is applied to detect tumor. Then, some useful features are extracted from segmented lesions. Finally, the classifiers based on these features are trained for the tumor diagnose. To be noticed, the tumor analysis result is dependent on the segmentation performance. Therefore, tumor segmentation is very significant for the CAD.
Amount of methods [10] - [35] have been proposed for tumor segmentation. Existing segmentation methods can be classified into four categories, i.e., threshold based methods [10] - [13] , region growing based methods [14] - [17] , active contour model based methods [8] , [18] - [25] , [33] , [35] and machine learning model based methods [26] - [32] . Among these methods, active contour model has following advantages: it's robust to the noise and can keep the edge smooth, moreover, it can be established with empirical domain-specific knowledge. There are two challenges in breast tumor segmentation using ultrasound images. (1) Intensity inhomogeneity occurred in the tumor((shown in Fig.1.(a) )). The ultrasound image is corrupted by serious speckle noise, which results in the intensity inhomogeneity [25] . The intensity inhomogeneity may cause erroneous segmentation of tumor regions. (2) The intensity distribution of shadowing artifacts is similar with tumor (shown in Fig.1.(b) ). Posterior acoustic shadowing appears as a dark area below the lesion, and the intensity of this area is similar to the tumor region. However, this area may be classified as the tumor incorrectly [8] .
In order to address these two issues, this paper proposes a robust ultrasound image segmentation framework based on correction learning. First, a novel idea of correction learning is introduced in this paper. Traditional methods aim to develop the complex models to avoid the erroneous segmentation. In contrast, erroneous segmentation can be allowed in our framework, however, in our framework, correction learning is able to detect the erroneous segmentation in advance and correct this by only using simple methods. Secondly, a robust breast tumor segmentation method based on correction learning is proposed. Considering the advantages of active contour model, we firstly obtain the coarse segmentation result by constructing the active contour model which introduces assumption of bias field and local intensity clustering property. After that, we develop a correction learning method to correct the erroneous segmentation and further improve the segmentation performance. The correction learning procedure mainly involves two steps: Internal Tumor Block Correction (ITBC) and Boundary Block Correction (BBC). In this paper, we refer the tumor blocks which are incorrectly segmented as the background are referred to as the False Negative(FN) blocks due to intensity inhomogeneity. Similarly, the background blocks which are incorrectly segmented as the tumor are referred to as the False Positive (FP) blocks due to shadowing artifacts. ITBC aims to detect the FN blocks in advance and correct erroneous segmentation of these blocks. The detection model is established to learn the characteristics of the FN blocks by using Simple Linear Iterative Clustering(SLIC) and Support Vector Machine (SVM). Based on the detection result, the incorrect segmented blocks can be corrected. In addition, the idea of BBC is to mine the spatial relationship of the tumor boundary blocks to correct erroneous segmentation of FP blocks. The experimental results on our constructed databases demonstrate the effectiveness and robustness of the proposed method.
We have summarize the contribution (novelty) of this work as follows:
(1) A novel idea of correction learning is proposed. The proposed segmentation framework involves coarse segmentation and correction learning. Traditional segmentation frameworks focus on the development of complex models. Unlike traditional segmentation frameworks, the proposed framework aims to detect the erroneous coarse segmentation in advance and correct them automatically in correction learning step, which can achieve better performance by using the simple method alone.
(2) The correction learning method which contains Internal Tumor Block Correction (ITBC) and Boundary Block Correction(BBC) is developed. ITBC has the ability to correct the erroneous segmentation caused by intensity inhomogeneity while BBC is useful to correct the erroneous segmentation caused by shadowing artifacts.
II. RELATED WORK
Existing breast tumor segmentation methods can be divided into four categories: threshold -based methods, region growing-based methods, machine learning model-based methods and active contour model-based methods.
1 Threshold-based methods. Different methods [10] - [13] are developed to obtain the optimal threshold to separate the tumor from background [6] . However, these methods are sensitive to noise, which may degrade the segmentation performance.
2 Region growing-based methods. For these methods [14] - [17] , the seed selection and the growing rule are two key factors that affect the performance. However, intensity similarity between tumor and posterior acoustic shadowing may make accurate seed selection more difficult.
3 Machine learning model-based methods. In the recent years, machine learning methods [26] - [32] have been used for breast ultrasound image segmentation. In this segmentation framework, a pixel or a patch of image is used as a sample, and the feature such as intensity, texture and so on is firstly extracted for each sample. And then, the segmentation model is constructed for sample classification.
Clustering (such as K-means, Fuzzy C-means and so on) or other classical learning models (such as Adaboost, SVM and so on)are employed for constructing segmentation model. He.et.al has proposed a novel method based on full feature coverage [34] to obtain the object in the image. It outperforms than state-of-the art methods. However, intensity inhomogeneity in local region may increase large intra-class variation, resulting in erroneous segmentation.
Compared with other segmentation methods, active contour model is robust to the noise and can keep the edge smooth, moreover, it can be established with empirical domain-specific knowledge. Considering these advantages, active contour model has been widely used for medical image segmentation. The basic idea of active contour model is to minimize an energy function so as to allow a contour curve to deform under the theory of surface evolution. Ideally, the deformed curve stops on the boundary of the object when the energy is minimum. Based on the idea, some active contour models are developed for medical image segmentation tasks. Wu et al. [18] developed a greedy search strategy to track approximate locations of cells. Based on the detected location, a localized competitive active contour model is employed for obtaining cell contour. Although the developed model can achieve satisfied performance on most images, as they reported, the proposed method can not deal with weak edges problem very well. In order to deal with weak edges problem, Chan and Vese [19] proposed the piecewise constant (PC) models(also known by Chan-Vese (CV)models) which is the classical active contour model. Based on Chan-Vese framework, some active contour models are developed. In order to obtain accurate segmentation of knee on CT images, Kong et al. [20] firstly enhance image contrast and then employed CV model for knee segmentation on contrast enhanced images. Zhuang et al. [21] developed a CV model with incorporation of localized and textural information to detect boundaries in an accurate and robust manner in positron emission tomography (PET) images. Tian et al. [22] incorporated the graph cut and 3D CV model for prostate segmentation in MR Images. He.et.al has proposed a novel edge-based active contour model (ACM) [33] with incorporation of an adaptive perturbation. The proposed model is robust to noise and achieves accurate segmentation result. Zhao et al. [23] proposed a modified CV model with incorporation of hybrid region information for vessel segmentation in retinal Images. These methods have achieved good segmentation performance in their segmentation tasks. However, the performance of these models is not satisfied in the image which has intensity inhomogeneity problem. Consider the spatial relationship between the central pixel and its neighborhood, He.et.al has proposed a novel region-based active contour model via local patch similarity measure [35] to accurately segment images with intensity inhomogeneity. Li et al. [24] proposed a level set method to eliminate the parameter initialization procedure to improve the computation efficiency of level set method. In order to address the issue of intensity inhomogeneity, Li et al. [25] incorporated local intensity clustering property and bias field estimation with level set for magnetic resonance (MR) image and ultrasound image segmentation. This can achieve better performance. However, [25] assume that the intensity inhomogeneity is slowly varying, and large intensity variation in the images may result in performance degradation.
III. PROPOSED METHOD
The proposed framework is shown in Fig.6 . First, median filter is used for image denoising. Then, the proposed correction learning framework is used for breast tumor segmentation. It mainly involves two steps: coarse segmentation and correction learning. The active contour model is firstly constructed for coarse segmentation by introducing assumption of bias field and local intensity clustering property. After that, correction learning involving Internal Tumor Block Correction (ITBC) and Boundary Block Correction(BBC) is developed to detect the erroneous segmentation in advance and correct this automatically. In order to correct the erroneous segmentation caused by intensity inhomogeneity, the internal tumor blocks detection model based on SLIC and SVM is used to detect and correct these segmented blocks. In addition, BBC is proposed to correct the erroneous segmentation caused by shadowing artifacts. This is achieved by mining the spatial relationship of the tumor boundary blocks.
A. COARSE SEGMENTATION
Considering the advantages of active contour model, we introduce active contour model for coarse segmentation. The coarse segmentation model is constructed by minimizing the energy as defined in equation (1),
In above equation, ψ is intensity fitting term to drives the contour to be located at the object boundary. C is the regularization terms to regularize the contour.
Li et al. [25] introduced local intensity clustering property and bias field estimation assumption in the segmentation model, which is robust to intensity inhomogeneity. Therefore, we introduce the same idea in our coarse segmentation model. Based on the bias field estimation assumption, the observed image I can be rewritten as follow:
In Eq.(2), variable B denotes the bias field and I 0 is the true image,n is assumed to be zero-mean Gaussian noise. The equation (1) can be rewritten as
In addition, local intensity clustering property [25] is also introduced. Based on this idea, the true image can be divided into disjoint 1 , . . . , N regions by approximately using distinct constant values u 1 , . . . , u N respectively. Based on this idea, Eq.(2)can be rewritten as
We use the same clustering criterion function [25] , p is defined as
In above equation,K is a truncated Gaussian function [25] in this paper. To be noticed, K(p − q) = 0 when point q is not the neighborhood of point p.
Introducing clustering criterion function, Eq. (3) can be rewritten as following:
Considering that Level set can represent complex topology of contour, we formulate the energy function in the level set formulation as following:
In above equations, ∅ is a level set function which is used for dividing the image into two tumor and background: 1 = {∅ (q) > 0, and 2 = {∅ (q) < 0}. They can be represented with their membership functions defined by G 1 (∅) = H(∅) and G 2 (∅) = 1−H(∅), respectively, where H is the Heaviside function. The second term ω (∅) is employed for forcing the curve smooth by penalizing its arc length [25] , and A (∅) is a distance regularization term [24] , which can eliminate the costly re-initialization procedure.
By minimizing the energy in equation (6), the values of level set function can be calculated for tumor segmentation. The same optimization method [25] is used to obtain the values of variables ∅, B and u. The energy minimization can be achieved by the iterative optimization: in each iteration, we minimize the energy with respect to each of its variables ∅, B and u, given other two variables updated in previous iteration, and gradient descent method is employed for optimization of the variables [25] .
B. CORRECTION LEARNING
In this paper, correction learning is developed to detect the regions that may be segmented incorrectly in advance and to correct erroneous segmentation due to the intensity inhomogeneity and the presence of posterior acoustic shadowing. Compared with the pixel-level operation, superpixel is more robust and can reduce the calculation complexity. Therefore, correction learning is developed based on superpixels. It involves two steps: Internal Tumor Block Correction (ITBC) and Boundary Block Correction (BBC).
1) INTERNAL TUMOR BLOCK CORRECTION
IITBC is developed to detect the FN blocks and correct erroneous segmentation of these blocks. Coarse segmentation model can reduce the influence of intensity inhomogeneity with the assumption that the bias field is varied slowly. However, when the bias field varies sharply, performance of coarse segmentation model will be degraded. Therefore, ITBC is developed to deal with this problem.
Internal Tumor Block Correction Algorithm
Training process: 1.Randomly select N preprocessing images as the training images and the corresponding coarse segmentation result images 2. Employ SLIC [36] to divide each image into superpixels and assign the labels to superpixels. 3. Extract the mean intensity, co-occurrence texture and local intensity feature for each superpixel. After feature extraction, selecting the superpixels containing FN block as the positive instances, the same number of superpixels belong to non-tumor area as the negative instances. The selected instances are applied for constructing the training set. 4. Training SVM using the training set, and the trained SVM is the coarse segmentation model. Detection process:
1. Employ SLIC [36] to segment the test image into some superpixels.
2. Extract the mean intensity, co-occurrence texture and local intensity for each superpixel. Inputting the instances into the trained SVM to obtain the FN block candidates.
Correct the FN blocks.
In order to obtain FN blocks, we propose a FN detection model based on SLIC and SVM. We firstly employ the SLIC algorithm [36] to generate superpixels on the preprocessing image. Then, we compare the coarse segmentation results and the ground truth to label FN blocks. In order to train the detection model, we regard the superpixels as the samples and extract features such as mean intensity, co-occurrence texture and local intensity. The local intensity of a superpixel is calculated as the mean intensity of its neighboring superpixels. Among these samples, superpixels which are labeled as FN blocks are selected as the positive instances, and the same number of superpixels which are selected from the remaining training set are used as the negative instances. Finally, SVM is trained based on the collected instances. For a test image, we use SLIC and trained SVM for FN blocks detection.
After FN blocks detection, they are corrected. However, in some images, small isolated regions may be generated. In this situation, if the area of the small isolated region is smaller than 1/4 of the largest connected region in the image, the small region will be corrected.
The details of the proposed correction algorithm are summarized in Internal Tumor Block Correction. Fig.2 gives an example of ITBC. Fig.2(a) denotes the preprocessing image. Fig.2(b) is the coarse segmentation result(black region is the tumor candidate). Fig.2(c) represents the superpixels segmentation of preprocessing image which are mapped on Fig.2(b) . SLIC is used to divide the image(as shown in Fig.2(a) ) into many superpixels and the superpixel segmentation is mapped onto the coarse segmentation image as shown in Fig.2(c) . By employing a trained SVM, we obtain the FN block candidates as shown in Fig. 2(d) . The FN blocks correction results are shown in Fig.2(e) . 
2) BOUNDARY BLOCK CORRECTION
Posterior acoustic shadowing appears as a dark area below the tumor, and is similar with the lesion [8] . Fig.3 gives an example of erroneous segmentation of tumor area due to the presence of posterior acoustic shadowing. Fig.3 (a) is the image after ITBC. The two red superpixels in Fig.3 (b) are some background blocks which are incorrectly segmented as the tumor candidates due to the low intensity of posterior acoustic shadowing. In this paper, we refer the red superpixels located on the boundary between tumor region and background as boundary block. As shown in Fig.3 Initialize Fb locationt = ∅;// Fb locationt is tumor candidate superpixel from location-t set;
for Ne = 1 to N do //N is the number of element of set location-t;
if G(Ne) = 255 then // G(S) denotes the intensity of superpixel S.
update Boundary block detection is developed based on spatial relationship of each boundary block candidate, which is robust to intensity similarity between tumor and posterior acoustic shadowings. For a boundary block, we divide its neighbours into four sets according to the spatial distribution. The four sets are represented as the up set, down set, left set and right set. As shown in Fig. 4 , for the superpixel S, {N1,N2,N3} are selected as the up set, {N7,N6,N5} as the down set, {N1,N7,N8} as the left set, {N3,N4,N5} as the right set. Integrating the coarse segmentation result with the spatial relationship between the tumor and its posterior acoustic shadowing, we develop a boundary block correction rule: for the boundary block, more than one background element (the white region shown in Fig.3 ) should be contained in its up set and down set respectively while more than one tumor candidate element (the black superpixel shown in Fig. 3 ) should be contained in its right set and left set respectively. Or more than one background element should be contained in its right set and left set respectively while more than one tumor candidate element should be contained in its up set and down set respectively. The details of the proposed algorithm are summarized in BBC Algorithm. 5 shows an example of BBC. Fig.5(a) denotes the image after ITBC. Fig. 5 (b) denotes the superpixel segmentation mapping on Fig.5 (a) . Fig.5 (c) is the image after BBC. Fig. 5 (d) shows the final tumor segmented via the final tumor selection rule. From Fig. 5 (b) and (c),we can infer that BBC can address the problem of edge leakage, which may further improve the segmentation performance.
IV. EXPERIMENT A. DATA DESCRIPTION
We conduct the experiment on our self-constructed dataset. Our breast ultrasound (BUS) imaging database contains 186 cases (135 benign lesions and 51 malignant lesions), and each case contributes one image. The collected images are from four devices, device type are ALOKA α 10, AplioXG, GE LOGIQ E7 and SIEMENS Sequoia 512 respectively. The raw images from four devices are shown in Fig. 7 . For these images, areas of skin, subcutaneous fat and acoustic shadowing of images are not removed, and the lesions were identified and then manually delineated by trained radiologists. Before segmentation, we employ media filter and gray normalization for image pre-processing.
B. EXPERIMENT SETTING
In our experiments, we use ACC,TP,FP, JACCARD as the metric measure for the segmentation performance. ACC, TP, FP, JACCARD are calculated in the following equations:
where Am refers to the area of the tumor as determined by manual segmentation and Aa is the area of the lesion determined by our algorithm. Bm refers to the area of the background as determined by manual segmentation and Ba is the area of the background determined by our algorithm.
C. EFFECTIVENESS OF CORRECTION LEARNING
In this experiment, we demonstrate the effectiveness of the ITBC and BBC algorithms. We denote the proposed correction learning method as CL. Fig.8 shows a tumor segmentation example of coarse segmentation +BBC, coarse segmentation +ITBC, coarse segmentation +ITBC+BBC. From Fig.8(b) , we can see that some of the tumor area may be segmented as the background incorrectly due to the intensity inhomogeneity. Fig.8 (c) reveals that some boundary blocks are segmented incorrectly due to the intensity similarity between tumor and posterior acoustic shadowing, resulting in erroneous segmentation of background. Table 1 and Table 2 give the quantitative segmentation result of malignant lesions and benign lesions respectively. From these two tables, we can see that BBC can prevent other tumor-like tissue introduced, therefore, it can make FP lower, and ITBC can avoid the erroneous segmentation of tumor area, which can obtain the higher TP. However, combining ITBC and BBC can improve segmentation performance.
D. COMPARISON WITH STATE-OF-THE-ART
In this experiment, we compare our method and other segmentation methods [17] , [25] , [26] , [30] . Several segmentation result examples of these methods are shown in Fig. 9 . Table 3 and Table 4 report the quantitative segmentation result of malignant lesions and benign lesions respectively. From Fig. 9 , we can see that machine learning based methods [26] , [30] can segment most of the tumors very well. However, the background is segmented as tumor incorrectly. The reason may be that large intensity variation may result in the large intra-class variation. In the contrast, correction learning in our method mainly employs the spatial distribution of the superpixels, which is robust to the intensity variation. Region based methods [14] can not achieve satisfying performance since the intensity similarity between VOLUME 7, 2019 tumor and other tumor-like tissue made the seed selection and growing rule very difficult. Based on the coarse segmentation result, we develop correction learning procedure to further reduce the influence of intensity inhomogeneity and intensity similarity between tumor area and posterior acoustic shadowing respectively, which can improve the segmentation performance. From Table 3 and Table 4 , we can see that machine learning-based models [26] , [30] can achieve higher TP and higher FP. It means that large area of background is classified as the tumor-region, which may degrade the effectiveness of the feature extracted of a CAD system. For most of metrics, our method achieves the best performance, especially JACCARD.
E. ROBUSTNESS OF CORRECTION LEARNING
In this experiment, we compare the proposed method with different methods on the images from different devices to demonstrate the robustness of proposed segmentation algorithm. Following 8 tables report the segmentation result of different methods on the images from different devices.
As shown in above 8 tables, we can see that the segmentation performance of different methods vary largely except for our method. For the most of the metrics, our method has achieved the best performance on the images from four devices, especially for the SIEMENS Sequoia 512. Table 8 reveals the segmentation result of benign images from the SIEMENS Sequoia 512 for different methods, we can see that performance of most of methods degrade seriously except our methods. There was large intensity difference between the images from SIEMENS Sequoia 512 and other devices, which may degrade the performance of traditional methods. For example, the large intensity variation may result in the large intra-class variation in training data, which may result in the huge confusion of the learned classifier and achieved worse performance. However, the developed correction learning can employ the spatial information of superpixels, which is robust to the intensity difference. Hence, compared with other methods, the performance of the proposed method is more robust to the variation of the breast sonographic devices. Moreover, the stability of our method is very significant, indicating its high potential for real world clinical application.
V. CONCLUSION
Ultrasound images segmentation is an important task for clinical application. However, intensity variation caused by intensity inhomogeneity and shadowing artifacts may result in performance degradation. To address these two challenges, this paper proposes a robust ultrasound image segmentation framework based on correction learning. At first, a novel idea of correction learning is introduced. In comparison to traditional methods which develop complex models to obtain accurate segmentation result, correction learning aims to detect the erroneous segmentation in advance and correct this via simple methods. Secondly, a robust breast tumor segmentation method based on correction learning is proposed. Our segmentation algorithm mainly involves two steps: coarse segmentation and correction learning. The coarse segmentation model is constructed in the framework of active contour model which introduced assumption of bias field and local intensity clustering property. In order to further improve the segmentation performance, correction learning is developed to correct the erroneous segmentation caused by intensity variation. This procedure mainly involves ITBC and BBC. ITBC is used to correct the erroneous segmentation caused by intensity inhomogeneity. BBC is proposed to correct the erroneous segmentation of boundary block, which is caused by intensity similarity between the tumor and posterior acoustic shadowing. Our experiment results on the constructed database demonstrate the robustness and effectiveness of the proposed method.
In the future work, we will look to new segmentation method by integrating deep learning and correction learning framework. 
