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Resumen 
La Gestión del Riesgo de Crédito requiere de soluciones que provean la capacidad de una 
total administración de los riesgos en todo el ciclo de adquisición y retención del cliente, 
garantizando que se apunta a los clientes más rentables. El mercado de crédito presenta 
imperfecciones debido a la asimetría en la información que posee la entidad financiera y 
la que posee el cliente. Apoyadas en la tecnología y el desarrollo de herramientas de 
propósito específico, las organizaciones son capaces de optimizar el valor total de sus 
clientes, reduciendo sustancialmente los gastos de funcionamiento y las pérdidas. 
Las redes neuronales artificiales (RNA) se emplean debido a su capacidad para adaptarse 
o aprender, generalizar u organizar datos y pueden ser entrenadas para anticipar y 
reconocer el comportamiento de las variables en un conjunto complejo de información. Es 
por esto, que a través del empleo de modelos analíticos predictivos neuronales en las 
etapas de preventa y postventa de un servicio, las organizaciones pueden apoyar su 
proceso de toma de decisiones sobre si los nuevos y/o actuales clientes pueden presentar 
un riesgo de no pago o de fraude, en forma ágil, oportuna y segura. 
 
Palabras clave: riesgo crediticio, redes neuronales, analítica, modelos analíticos, 
información asimétrica, selección adversa, riesgo moral  
 
Abstract 
The Credit Risk Management requires solutions that provide the ability to complete risk 
management throughout the cycle of customer acquisition and retention, ensuring that 
targets the most profitable customers. The credit market has imperfections due to the 
asymmetry of information held by the financial institution and the customer owns. 
Supported in technology and development tools, organizations are able to optimize the 
total value of its customers, reducing operating costs and losses. 
Artificial neural networks (ANN) are used due to their ability to adapt or learn, generalize or 
organize data and can be trained to anticipate and recognize the behavior of the variables 
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in a complex set of information. It is for this reason that through the use of neural predictive 
analytical models in the stages of pre- and after-sales service, organizations can support 
your decision making process on whether new and / or existing customers may present a 
risk of not payment or fraud, in a quick, timely and secure 
 
Keywords: credit risk, neural networks, analytical, analytical models, information 
asymmetry, adverse selection, moral hazard 
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 1. Introducción 
Los trabajos sobre las imperfecciones del mercado de crédito han sido enfocados hacia 
las consecuencias que tiene la información asimétrica entre las personas que solicitan un 
préstamo y las entidades que prestan el dinero. Es probable que los clientes estén mejor 
informados que los bancos en lo que hace referencia a la forma como adelantan sus 
inversiones, en qué y cómo gastan su dinero, y los pagos que realmente hacen en cada 
uno de sus proyectos y la manera cómo avanza la ejecución de los mismos. Es claro que 
esta información, actualizada, puede no estar al alcance de los Bancos.  
 
Desde el punto de vista macroeconómico, las investigaciones han estado orientadas a 
entender cuál es el rol de los mercados de crédito en la determinación de la demanda 
agregada y en los mecanismos de transmisión monetaria. Adicionalmente, algunos autores 
han demostrado cómo las imperfecciones del mercado financiero pueden amplificar los 
efectos de los disturbios e introducir nuevos mecanismos de propagación en la economía. 
La correlación entre las medidas agregadas de crédito y la actividad real es tan alta y 
estable en el tiempo como la correlación entre el dinero y la producción. Las medidas de 
los disturbios en los mercados financieros predicen adecuadamente la real actividad 
económica. Las imperfecciones de los mercados tienen implicaciones importantes en el 
desempleo, el racionamiento del crédito, la posibilidad de la intervención del gobierno, etc. 
Estas sirven para aumentar el costo de capital y reducir los incentivos que tienen los 
clientes para bajar los precios y/o reducir la producción. 
 
La Gestión del Riesgo de Crédito requiere de soluciones que provean la capacidad de una 
total administración de los riesgos en todo el ciclo de adquisición y retención del cliente, 
garantizando que se apunta a los clientes más rentables, los cuales son aceptados, 
monitoreados y analizados desde el inicio del servicio hasta el proceso de recaudación de 
pagos y/o recuperación de la cartera. Un significativo y creciente problema actual para las 
organizaciones financieras y de servicios, es la pérdida de ingreso a través de deuda 
incobrable (es decir, el no pago por bienes y servicios recibidos) cuyo carácter aleatorio 
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precisa un cuidadoso tratamiento y estudio de académicos, economistas y analistas del 
sector financiero. De igual forma, el fraude es un problema de muchos millones en pérdidas 
que afecta a todas las organizaciones en mayor o menor grado. El mercado de las 
telecomunicaciones y los sectores financieros, que son grandes facturadores, brindan en 
particular algunas oportunidades al ser vulnerables y convertirse en el blanco predilecto 
para los defraudadores. Debido a las grandes pérdidas anuales de ingreso, por 
incumplimiento de clientes en sus compromisos de pago, las empresas están buscando 
soluciones que puedan ayudar a evitar las fallas en los pagos y recuperar ingresos en 
forma eficaz y eficiente. Esto implica la recopilación y el análisis de una gran cantidad de 
datos.  
 
En la actualidad tener la capacidad de procesar e interpretar grandes volúmenes de 
información en forma ágil y a costos reducidos, es una ventaja competitiva. Todas las 
industrias requieren de procesos sistémicos y automatizados para la toma de decisiones 
correctas y oportunas. Los avances computacionales han permitido integrar diferentes 
modelos y métodos de resolución de problemas que hace algunos años presentaban una 
mayor complejidad al intentar obtener resultados confiables basados en enfoques 
tradicionales. Múltiples investigaciones alrededor del mundo han arrojado como resultado 
nuevas y precisas metodologías para realizar cálculos que minimizan las imprecisiones e 
incertidumbres de problemas relacionados con el mundo real. Uno de estos avances 
computacionales, inspirados en el estudio del funcionamiento del cerebro humano, son las 
Redes Neuronales las cuales pueden ser utilizadas en la búsqueda de la solución de 
problemas complejos. Estos sistemas están dotados de cierta inteligencia y combinan 
elementos simples de procesos interconectados los cuales mediante la estructuración de 
ciertas operaciones ejecutadas en forma paralela permiten resolver problemas 
relacionados con el reconocimiento de formas o patrones, predicción, codificación, 
clasificación, control y optimización. 
 
Existen muchas y variadas técnicas para la medición del riesgo de crédito basadas en 
simples cálculos o en elaborados y sofisticados esquemas metodológicos que utilizan 
simulaciones dinámicas. Sin importar la técnica utilizada, estos métodos “intentan” 
representar la forma como varia la capacidad, oportunidad y cumplimiento de los pagos de 
los clientes y los efectos que estas variaciones tienen en el comportamiento y desempeño 
de las organizaciones del sector financiero.   
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La presente investigación tiene como objetivo general definir, diseñar, elaborar y presentar 
un modelo para la evaluación del riesgo crediticio utilizando técnicas estadísticas, 
probabilísticas y econométricas apoyadas en modelos de redes neuronales. Este objetivo 
se logrará a través del análisis de los mecanismos para la evaluación del riesgo financiero 
y la utilización de modelos de redes neuronales que permitan la definición de una 
metodología que aproxime dichas técnicas y facilite la gestión del riesgo de crédito. Por 
último, se realizará una aplicación del modelo analizando algunas muestras de información 
del sector financiero colombiano y finalmente, se hará una propuesta de otras aplicaciones 
de la metodología. De esta forma, los objetivos específicos son:  
 Presentar los mecanismos para la evaluación del riesgo crediticio 
 Explorar la utilización de modelos de redes neuronales en la evaluación del riesgo de 
crédito 
 Definir una metodología que aproxime las técnicas probabilísticas y econométricas con 
los modelos de redes neuronales 
 Analizar algunas muestras de información del sector financiero colombiano aplicando 
la metodología definida 
 Proponer otras aplicaciones de la metodología 
 
El trabajo consiste en siete secciones. La primera es la introducción. En la segunda sección 
se revisará algunos conceptos sobre la información asimétrica y la relación que tiene con 
el Mercado de Crédito. También se incluye conceptos sobre la gestión del riesgo de crédito. 
En la tercera se revisa el estado del mercado de crédito colombiano y sus principales datos 
descriptivos. De igual forma en esta sección se plantea el problema a abordar. 
Posteriormente, en la cuarta sección se hablará de las Redes Neuronales, sus principios y 
fundamentos e información sobre los modelos más reconocidos y trabajados. En la quinta 
se presenta una descripción de la metodología y la definición del modelo. Se selecciona el 
tipo de RNA para los dos problemas planteados y se explica el funcionamiento de cada 
red. En la sexta sección se presenta la información de entrada y se hace un análisis de la 
misma. Seguido se explica la simulación y se hace una presentación de los resultados. Por 
último, en la sección siete se escriben las conclusiones y reflexiones, y se hace la 
presentación de la propuesta para otras aplicaciones de la metodología. 
 
 
 
  
 
2. Información Asimétrica y el Mercado de 
Crédito 
2.1 Revisión de la literatura 
 
Los mercados perfectos se caracterizan por que los participantes tienen el mismo grado 
de información. En sentido contrario, la información asimétrica describe una forma de falla 
de mercado. Ella se presenta especialmente en la forma de “adverse selection” (selección 
adversa) y de “moral hazard” (riesgo moral). Se dice que existe información asimétrica en 
un mercado cuando una de las partes que intervienen en una negociación no cuenta con 
la misma información que tiene su contraparte sobre el producto, servicio, bienes o activos 
objeto del negocio. En otras palabras, existe información asimétrica cuando una de las 
partes que interviene en una transacción posee información que la otra parte desconoce y 
la utiliza en su provecho, afectando los retornos de ambas partes, tanto positiva como 
negativamente. Esta teoría supone una ruptura de la teoría de los precios en un sistema 
de competencia perfecta.  
 
La información asimétrica existe porque el vendedor de un producto conoce más y mejor 
el producto que el comprador. En el mundo financiero se plantean también múltiples casos 
de información asimétrica. Por ejemplo en los productos crediticios, un prestatario sabe 
más sobre su solvencia y la forma como realmente realiza sus inversiones que el 
prestamista. En los contratos financieros de préstamos, la asimetría se presenta por que 
el acreedor o prestamista no posee información suficiente sobre el uso que el deudor o 
prestatario dará a los fondos objeto del crédito. Los prestamistas entienden esta situación 
y su solución es incrementar las tasas de interés y/o negar los préstamos presentándose 
así el denominado racionamiento del crédito. En esta misma línea y haciendo referencia a 
otro producto financiero, los clientes de las aseguradoras conocen mejor su riesgo 
particular que la misma aseguradora presentándose aquí también el efecto de la 
información asimétrica. 
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Akerlof en su artículo "The Market for Lemons: Quality Uncertainty and the Market 
Mechanism", 1970, estudió el mercado de autos usados, dividiéndolo en dos tipos, los de 
buena calidad y los de baja calidad. Él concluye que existe una asimetría en este mercado 
porque el vendedor del auto conoce la calidad de su vehículo, mientras que el comprador, 
sólo observa el precio al que se vende, pero desconoce el estado real del vehículo y lo que 
le ha pasado. Esto dificulta enormemente la posibilidad de los intercambios. Si existiesen 
dos mercados uno de los autos de alta calidad y otro de "cacharros" sus precios serían 
diferentes y los consumidores elegirían el tipo de vehículo deseado según sus 
preferencias. El problema comienza cuando existe un solo mercado para todos los 
vehículos. Si los compradores no pueden saber a priori qué tipo de automóvil es cada uno, 
se formará un precio “medio” entre ambos tipos de autos. Los vendedores de autos de alta 
calidad tenderán a salir del mercado, quedando solo los "cacharros" en el mercado. Los 
consumidores recalcularán entonces las probabilidades de encontrar un auto bueno y sus 
ofertas serán cada vez menores. Ante esta nueva caída de la demanda, los autos de alta 
calidad continúan saliendo del mercado hasta que sólo los peores autos queden en él. En 
conclusión, Akerlof demostró que cuando los vendedores tienen mejor información que los 
compradores puede ocurrir que sólo los bienes de poca calidad lleguen al mercado. ¿Qué 
tipo de automóvil esperaría una persona conseguir cuando compra un auto usado? ¿Quién 
tiene más incentivo para vender su auto, aquél que tiene uno bueno o aquél que tiene uno 
malo? Naturalmente quien tiene uno malo. Así las cosas, el demandante espera que la 
calidad promedio de un auto usado sea baja y por ello su disposición a pagar por él, 
también es baja. Esto lleva a que quien tiene un buen auto no desee venderlo a un bajo 
precio y a que la parte no informada, o sea el comprador, negocie exactamente con la 
gente que no debe. En situaciones como ésta se dice que la parte no informada obtiene 
una selección adversa de las partes informadas.  
 
La pregunta de la selección adversa en los mercados financieros, por ejemplo el de 
seguros privados, tiene relevancia importante. La selección adversa puede dificultar el 
mantenimiento de mercados de seguros privados, proceso que puede ocurrir cuando a 
individuos con riesgos previstos diferentes, se les cobra la misma prima de seguro, razón 
por la cual aquéllos con pérdidas previstas bajas abandonan el grupo de asegurados, 
dejando sólo a individuos con riesgos previstos elevados. Las consideraciones de 
información económica juegan también un importante rol en el área del seguro obligatorio 
público (estatal), por ejemplo en el seguro obligatorio de salud. Sin intervención estatal 
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(pública) se podría sacar al conjunto de la población pobre y joven y que ellos mismos 
cubrieran sus gastos en salud, que resultaría problemático desde un punto de vista 
distributivo. 
 
El riesgo moral (Moral Hazard) se basa en que, ante la firma de un contrato, que luego de 
firmado no puede ser modificado, a causa de la información incompleta de una de las 
partes, resulte perjudicado por el comportamiento de la otra (es decir “mentir” para cerrar 
el contrato). Por ejemplo, los desempleados que cobran el seguro de desempleo tendrían 
menos ambición para encontrar un nuevo puesto de trabajo (o reducción pragmática de la 
disposición al buen rendimiento). También en este caso pueden reducirse las ofertas 
privadas de seguros.  
 
En 2001 los economistas, Joseph Stiglitz, George Akerlof y Michael Spence, recibieron el 
Premio Nobel de Economía por sus análisis de los mercados con información asimétrica. 
Ellos sentaron las bases de una teoría sobre los mercados y su relación con la información 
asimétrica. Sus teorías constituyeron las bases de la información económica moderna, y 
han tenido posteriores aplicaciones sobre análisis de mercados. Explicaron de qué 
manera, la falta de información dificulta el desarrollo de los países pobres y que, los 
desajustes en los mercados de algunos países eran imputables a una mala circulación de 
la información [Akerlof, G.,1970] (cita referida en “The New Keynesian Economics” [18]), 
de esta manera relacionaron la carencia de información y los mercados financieros. El uso 
del concepto de información asimétrica por estos autores, propició en la disciplina 
económica un nuevo interés por el análisis de los mercados financieros y permite, en la 
actualidad, entender mucho mejor sus imperfecciones. Otros destacados economistas 
como Kenneth Arrow, William Vickrey y James Mirrlees también han hecho importantes 
aportes al tema de la información asimétrica. Dos décadas antes que los premios Nobel 
de economía del año 2001 sentaran las bases de esta teoría sobre los mercados y su 
relación con la información asimétrica, James Coleman (1988) y Robert Burt (1992) 
expusieron su modelo de información incompleta en la construcción del capital social.  
 
La característica esencial de las economías de mercado es la asimetría de la información 
disponible a los agentes económicos lo cual es un factor determinante en la formación de 
los precios, la distribución del ingreso, el crecimiento, los ciclos y la política económica. La 
información asimétrica también puede utilizarse para definir la importancia de la 
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información descentralizada en las organizaciones, de forma tal que éstas puedan utilizar 
el conocimiento continuamente. La perspectiva de Coleman sobre el capital social se 
concentra en los riesgos asociados a la información incompleta, argumentando que las 
redes con cierre (redes en las cuales todos están conectados de tal forma que es posible 
pasar la información a los otros, siendo ésta directamente proporcional a la densidad de la 
red) generan transmisión del conocimiento. La información asimétrica significa que alguien 
sabe algo que la otra persona no sabe y con ello puede ganar dinero. La mayoría de los 
mercados y actividades funcionan en base a la información asimétrica. 
 Un agente inmobiliario le puede vender una casa porque él conoce al vendedor y Usted 
no. 
 Un abogado le puede vender sus servicios o un médico cobrarle por curarlo porque 
ellos saben cosas que Usted no sabe. 
 Alguien le vende camisas porque él sabe fabricarlas y Usted no o porque él sabe dónde 
se consiguen y Usted no. 
 
Las relaciones contractuales que se producen en el mercado de crédito tienen como 
particularidad que la empresa prestataria tiene un mejor conocimiento del proyecto a 
financiar que la entidad que aporta la financiación. Esto se considera como información 
asimétrica entre el acreedor y el deudor que conlleva a la creación y definición de contratos 
mejor estructurados que en algunos casos incluyen garantías o colaterales. El mercado de 
crédito por lo general usa garantías con el fin de asegurar y mitigar los riesgos.  Algunos 
estudios han permitido demostrar que la utilización de garantías afecta el nivel de riesgo 
promedio del mercado de crédito en el que los acreedores no disponen a priori de 
información perfecta sobre las características de los prestatarios causando dificultad en la 
evaluación del riesgo de la empresa. En este mismo sentido, en entornos estáticos los 
requisitos de garantías en conjunto con un adecuado manejo de las tasas de interés 
permiten una clasificación de los prestatarios según su riesgo. Pero, en entornos dinámicos 
este manejo puede resultar un mecanismo de reducción del riesgo moral. Si las entidades 
financieras exigen garantías para mitigar estos riesgos es probable que solo las grandes 
compañías puedan cumplir con estas exigencias y acceder a los créditos ocasionando el 
denominado racionamiento del crédito. Existe evidencia de las desventajas de financiación 
que presentan las pequeñas empresas con respecto a las grandes, debido a que la 
información asimétrica es mayor en las pequeñas.   
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Las entidades financieras desempeñan un papel clave en la asignación del crédito y en las 
decisiones de inversión reales intentando reducir la asimetría de información sobre la 
calidad del proyecto y el problema de la selección adversa de los prestatarios. Es claro que 
esto tiene repercusiones en la estructura del mercado de capitales y en forma directa afecta 
a las entidades de crédito. Por lo general las entidades financieras tienden a racionar el 
crédito, negándolo, en lugar de incrementar las tasas de interés. En un principio se estimó 
que los bancos racionaban los créditos si enfrentaban rigideces en los tipos de interés, 
luego, los problemas de selección adversa y de riesgo moral introducidos por el hecho de 
tener información asimétrica justifican una tasa de interés máxima a partir de la cual no es 
atractivo para el prestamista otorgar un crédito. Al superar este nivel de tasa se puede 
presentar la selección adversa de solicitantes de crédito con proyectos seguros y hacer 
que el grupo de solicitantes restantes sea más riesgoso. La tendencia es que los 
prestatarios escogen proyectos más arriesgados si las tasas de interés suben debido a 
que esto afecta sus flujos de caja, de hecho el proyecto genera menos ingresos. Las 
entidades financieras alcanzan un rendimiento máximo a una tasa de interés óptima.   
 
Con el fin de reducir el racionamiento de crédito, Bester (1985) introdujo el concepto de 
garantía subsidiaria (garantía respaldada por avales o por activos no pertenecientes al 
prestatario) intentando reducir así los problemas de selección adversa. Algunos modelos 
teóricos analizan el comportamiento del mercado de crédito basándose en la existencia de 
asimetrías de información ex – ante y ex – post. La primera establece que el prestatario 
potencial (los cuales no son homogéneos) tiene un mejor conocimiento que la entidad 
financiera sobre la probabilidad de éxito del proyecto a financiar sin tener en cuenta por lo 
pronto su honestidad y aversión al riesgo. Por lo tanto, diferentes prestatarios tienen 
distintas probabilidades de devolver sus préstamos. Es claro que las entidades financieras 
desean identificar a los prestatarios con mayor probabilidad de pago ya que su retorno 
esperado depende de ésta probabilidad. A los bancos no les resulta fácil distinguir entre 
las empresas o proyectos debido a las asimetrías de información lo cual generan 
imperfecciones en el mercado que hacen que puedan producirse problemas de selección 
adversa y/o problemas de incentivo adverso y, en consecuencia, que llegue a existir 
racionamiento de crédito. La segunda, ex – post, establece que al principio del periodo 
todos los prestatarios son idénticos y tienen la misma información que los prestamistas 
sobre la probabilidad de éxito del proyecto. Sin embargo, al final del periodo de financiación 
los prestatarios y prestamistas tienen diferente grado de conocimiento sobre la tasa interna 
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de retorno del proyecto. Esto es, inicialmente la información es simétrica pero al final pasa 
a ser asimétrica. El prestatario podría afirmar que su retorno no es el esperado y que no 
está en posibilidad de devolver la totalidad del préstamo. La existencia de este riesgo moral 
lleva al banco a incurrir en costos adicionales (i.e., de control) o a tomar decisiones de 
incrementar la tasa de interés lo cual aumenta la probabilidad de insolvencia. Algunos 
estudios han concluido que la selección adversa y el riesgo moral hacen que las garantías 
elevadas se relacionen con los prestatarios más riesgosos. No obstante, otros estudios 
concluyen que el nivel de garantía está negativamente correlacionado con el nivel de riesgo 
del prestatario. En un entorno dinámico, el riesgo moral puede ser suavizado a través de 
la definición de varios contratos que dependen del comportamiento de pago del prestatario.  
Algunas investigaciones macroeconómicas de los mercados de crédito han demostrado 
que este tipo de información asimétrica puede tener una gran variedad de consecuencias 
importantes a nivel microeconómico: pueden llevar al equilibrio del racionamiento del 
crédito, pueden explicar por qué los contratos en los mercados de crédito en ciertas 
ocasiones adquieren la forma de contratos de deuda, pueden proveer una explicación de 
la intermediación financiera y pueden crear ineficiencias que hacen que el gobierno deba 
intervenir. Tanto la microeconomía como la macroeconomía son importantes para analizar 
y explicar las imperfecciones del mercado de crédito. La macroeconomía ha orientado sus 
esfuerzos en dos direcciones:  
 
1.- En los modelos tradicionales, las políticas de restricción monetaria afectan la demanda 
agregada reduciendo el inventario de dinero y elevando las tasas de interés para disminuir 
el circulante en el mercado. Altas tasas de interés causan que los clientes reduzcan sus 
compras. Investigaciones sobre las imperfecciones del mercado de crédito separan en dos 
ese tema: a) El rol especial del dinero a través de la reducción de las reservas en los 
bancos, de forma tal que las políticas monetarias pueden impactar directamente la 
capacidad de los bancos para prestar dinero. De igual forma, los mecanismos de 
transmisión pueden operar en parte a través del impacto directo en los préstamos de los 
bancos. b) Algunos autores manifiestan que el racionamiento de crédito es un tema central 
y clave como mecanismo de transmisión. Si los bancos son importantes en la 
determinación de la demanda agregada entonces los choques en el proceso de 
intermediación afectarán la demanda. La reducción en los préstamos se logra mediante el 
incremento de las tasas de interés o a través de su racionamiento. 
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2.- Algunos autores han demostrado cómo las imperfecciones del mercado financiero 
pueden amplificar los efectos de los disturbios e introducir nuevos mecanismos de 
propagación en la economía. Mientras menor sea la expansión financiera o mayor sea la 
probabilidad de quiebra, más importante serán las imperfecciones en los mercados de 
crédito. La correlación entre las medidas agregadas de crédito y la actividad real es tan 
alta y estable en el tiempo como la correlación entre el dinero y la producción. Las medidas 
de los disturbios en los mercados financieros predicen adecuadamente la real actividad 
económica, tal es el caso de la Gran Depresión. Estos hechos estilizados acerca del ciclo 
de los negocios son más consistentes con las teorías enfocadas en las imperfecciones del 
mercado de capitales que con las teorías tradicionales. 
El 14 de Octubre de 2013, Portafolio.com hace referencia a los estudios realizados por 
Eugene Fama, Lars Peter Hansen y Robert Shiller quienes ganaron el Nobel De Economía 
2013 por investigaciones que han mejorado el pronóstico de los precios de activos a largo 
plazo, desarrollado nuevos métodos para el estudio de las tendencias en los mercados de 
activos y contribuido a la conformación de índices en mercados bursátiles. La Real 
Academia reconoció sus esfuerzos por pronosticar el comportamiento de los precios de 
activos financieros, aunque desde perspectivas opuestas. Lars Peter Hansen ha 
construido modelos econométricos que buscan pronosticar el precio de activos (como las 
acciones en la Bolsa) y es cercano a los conceptos de Fama.  
 
Robert J. Shiller estableció a principios de los 80 una hipótesis contraria, demostrando que 
la actuación de los inversionistas responde a patrones no racionales pero eventualmente 
pronosticables. El artículo cita que la Real Academia sostiene que: "No hay manera de 
predecir el precio de las acciones y bonos en los próximos días o semanas, pero es muy 
posible prever el curso amplio de estos precios durante períodos más largos, como los 
próximos tres a cinco años". El Dr. Shiller ayudó a crear un indicador de precios de 
viviendas en Estados Unidos que es seguido de cerca por el mercado. Fama, ha sido 
llamado el padre de las finanzas modernas y es conocido por investigaciones que muestran 
que algunos grupos de acciones tienden a tener un rendimiento mejor que el promedio en 
el tiempo. 
 
De igual forma, la Real Academia explica que "aunque aún no entendemos totalmente 
cómo se fijan los precios de los activos, la investigación de los galardonados ha puesto de 
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manifiesto una serie de regularidades importantes que nos ayudan a generar una mejor 
explicación". (Elmundo.es 14/10/13) 
2.2 Modelos Básicos (Asignación y Racionamiento del 
Crédito) 
2.2.1 El Modelo de Asignación [33] (Marco Conceptual) 
En algunos casos el prestatario tiene mucha más información sobre la probabilidad de éxito 
o de quiebra en sus proyectos, que el prestador o banco. Algunos economistas sugieren 
como hipótesis por un lado que el equilibrio en un mercado sin restricciones es ineficiente 
y puede ser mejorado a través de la intervención del gobierno y, por otro lado, que el 
equilibrio en un mercado sin restricciones es precario. Cambios pequeños en el riesgo 
exógeno de la tasa de interés pueden causar grandes e ineficientes cambios en la 
asignación de crédito. 
 
Es preciso tener clara la importancia de la información asimétrica en los mercados de 
crédito. La intervención del gobierno en la asignación de crédito es fundamental, aunque 
es probable que el mercado pueda asignar de mejor forma los créditos sin necesidad de 
esta intervención. Cambios en la tasa de interés afectan el riesgo de los prestatarios y 
pueden causar un colapso en el mercado de crédito. Como alternativa de solución se 
propone establecer una tasa de usura que permita controlar el incremento en las tasas de 
interés, pero ésta no siempre mejora la asignación del mercado y hace que los préstamos 
tiendan a desaparecer. Otra propuesta considera obligar a los bancos a prestar a una tasa 
igual para todos los clientes pero el equilibrio en este modelo podría ser ineficiente. Es 
posible que una garantía sobre el crédito pueda mejorar la asignación del mercado. La 
ganancia derivada de un mercado de crédito particular puede provenir de una función 
discontinua de la tasa de interés. En modelos sin información asimétrica las políticas de 
restricción monetaria mueven lentamente la economía hacia eficiencias marginales de 
capital.  
 
El modelo seleccionado trabaja con préstamos para estudiantes y presenta dos 
características fundamentales: 1) existe un limitado número de instrumentos financieros a 
disposición de los estudiantes. Las empresas se pueden fondear con deuda o capital, 
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acciones convertibles en bonos, bonos redimibles, etc., Las imperfecciones en el mercado 
para uno de estos instrumentos puede ser menos importante si existen múltiples opciones 
de financiamiento. y, 2) se han presentado algunas intervenciones por parte del gobierno 
que proveen una ayuda a los estudiantes como préstamos garantizados. Este modelo se 
basa en un mercado de préstamos para un grupo no distinguible de estudiantes que 
difieren en el retorno esperado sobre su educación y en su probabilidad de pago. Cada 
estudiante conoce el valor que estas variables tienen para su caso particular pero esta 
información no es conocida ni por los bancos ni por el gobierno. Los estudiantes y los 
bancos tienen un riesgo neutro por lo que una falla en el mercado no se puede asociar al 
hecho de no tener seguridad en los casos de los agentes aversos al riesgo. Se supone que 
el estudiante invierte en sí mismo: capital humano, a través del pago de su universidad. El 
proyecto (estudio) es discreto, tiene un costo unitario y retorno futuro esperado “R”. Existe 
un retorno esperado por parte del prestador (banco) que será manejado a través de un 
factor. Cada estudiante tiene una probabilidad “P” (exógena) de pagar. Cada estudiante 
conoce su propio “R” y “P” y son diferentes para cada estudiante. Estas características no 
son observables por los bancos y están distribuidas en la población por una función de 
densidad f(P,R) conocida públicamente. (Se podría construir un modelo en el cual la 
quiebra de un estudiante tenga un comportamiento endógeno – grado de honestidad 
cuando entrega su información. De igual forma, la probabilidad de pago de cada estudiante 
puede depender de la tasa de interés). Se define “r” como la tasa de interés que el banco 
le cobrará al estudiante que es la misma para todos. Existe un pago por quiebra (garantía 
o colateral) que se denomina “”. Hacer P =  /, con  “” como el costo de oportunidad, 
donde la probabilidad de NO pago es 1 – P. La existencia de un préstamo libre de riesgo 
no afecta sustancialmente el mercado de préstamos riesgosos. Hacer “” como el 
promedio de las probabilidades de pago “P” para aquellos estudiantes que invierten. El 
pago esperado por el banco es   r. La primera condición de equilibrio será:  r =  (Figura 
1). Esta ecuación representa el punto donde la tasa de interés y la probabilidad de pago le 
proveen al banco la tasa requerida de retorno. El estudiante solo invertirá (prestará el 
dinero) sii  R > Pr  o R >( P/ ) . [17] 
 
La asignación del mercado no está siendo eficiente. Para este modelo se asume que la 
información es asimétrica. Si no existe información asimétrica entonces P =  por lo tanto 
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R > . Si R no es observable públicamente entonces el mercado alcanza su mayor 
eficiencia de asignación.  
 (r) = E ( P | R > Pr  )       (1) 
  
    
En cuanto al equilibrio del mercado, se puede determinar “r” que corresponde a la tasa de 
interés del mercado de préstamos y de esta forma calcular el valor de  (Figura 2). Al 
suponer que R es constante, la única heterogeneidad no observada es la probabilidad de 
pago P. El mercado falla al intentar encontrar la primera mejor asignación.  
 
Un pequeño subsidio a los créditos estudiantiles (garantizarlos), como política del 
gobierno, reduciría la tasa de interés de mercado “r” hasta llevarla a r = . Para evaluar el 
impacto social de esta medida solo se requiere conocer la distribución de los atributos 
f(P,R), no es necesario que el gobierno distinga entre los retornos de los estudiantes. La 
tasa de interés óptima es “r*”, la cual nunca está por debajo del retorno libre de riesgo “”. 
Dependiendo de la función de densidad f(P,R) es posible que r* exceda la tasa de interés 
de equilibrio no regulado. Si un pequeño subsidio o impuesto incrementa el bienestar social 
también incrementará la probabilidad media de pago . Es posible que algunas 
inversiones no sean productivas una vez tomada la garantía, si R <  los estudiantes que 
cumplen con P < R /  solicitarán el crédito y realizarán la inversión. Si R es conocido, el 
gobierno solo proveerá garantía si R > . Para que los préstamos sean socialmente 
rentables se debe asegurar que el retorno esperado R es mayor que el retorno requerido 
. La probabilidad de pago P es irrelevante para un planeador social. El retorno esperado 
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1
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sobre un proyecto R es irrelevante para el prestador pero la probabilidad de pago P es muy 
importante. Bajo qué condiciones los mercados sin restricciones pueden ser menos 
eficientes?. Al suponer P uniformemente distribuida entre 0p  y 1p  . La razón opp /1   es 
el  determinante crucial. Si aumenta, entonces el número de préstamos puede decrecer. 
Mientras más heterogéneos sean los prestatarios, en términos de sus probabilidades de 
pago, más profunda puede ser la falla en el mercado y mayor sería el beneficio con la 
intervención del gobierno. 
 
En un mercado en equilibrio sin restricciones y un incremento en la tasa de retorno 
requerida , hace que la tasa de interés cargada a los prestatarios se incremente y se 
disminuye el número de estudiantes que toman un crédito causando que el equilibrio se 
pierda y probablemente creando un colapso financiero. De igual forma, un pequeño 
incremento en el riesgo de algún potencial prestatario puede causar en el mercado de 
crédito un colapso para todos aunque no cambien el retorno esperado de la inversión R. 
En conclusión, pequeños cambios en la percepción del riesgo pueden causar grandes 
efectos en la asignación de los créditos. (Figura 3). 
 
Si R es constante y P uniformemente distribuida. En  < R/2 todos los estudiantes prestan 
en equilibrio y el superávit recibido es R -  . En el modelo IS-LM (investments and savings 
/ liquidity and money) las políticas de restricción monetaria reducen la demanda agregada 
incrementando la tasa de interés real. En un modelo de asignación de crédito este tipo de 
políticas tienen efectos más dramáticos, altas tasas de interés pueden causar un colapso 
en el mercado para algunos deudores aunque sus proyectos permanezcan productivos. 
(Figura 3). Una contracción monetaria puede tener un gran impacto en la eficiencia de los 
mercados de asignación de crédito.  
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El gobierno juega un papel clave en la asignación del crédito para los mercados sin 
restricciones. Una condición necesaria para que el gobierno intervenga es la 
heterogeneidad no observable entre los deudores con respecto a la probabilidad de 
quiebra. A veces es necesario que el gobierno elimine algunos riesgos del sector privado 
garantizando ciertos arreglos financieros o actuando como prestador de última instancia. 
 
2.2.2 El Modelo de Racionamiento [34] 
Un segundo modelo contempla la idea que el racionamiento del crédito puede darse en 
mercados con información imperfecta. Si la demanda excede la oferta los precios subirán 
disminuyendo la demanda y/o incrementado la oferta hasta que la demanda iguale la oferta 
en un nuevo equilibrio de precios. Si los precios hacen su trabajo, el racionamiento no 
debería existir. El racionamiento del crédito y el desempleo existen, al parecer porque 
implica un exceso en la demanda de préstamos o un exceso en la oferta de trabajadores 
para el caso del empleo. En el corto plazo se ven como un fenómeno de desequilibrio 
temporal en el que la economía está pasando por un choque exógeno donde los precios 
de mano de obra y capital están estáticos. El desempleo o racionamiento de crédito a largo 
plazo se explican por las restricciones y condiciones impuestas por las leyes del gobierno 
(i.e., tasas de usura, salario mínimo). 
 
El equilibrio del mercado de préstamos debe ser caracterizado por el racionamiento del 
crédito. Los bancos prestamistas están preocupados por la tasa de interés que reciben y 
el riesgo del préstamo en cuanto a su cumplimiento de pago. La tasa de interés puede 
afectar este riesgo en dos sentidos: ordenamiento potencial de los prestamistas (selección 
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adversa) y afectar las acciones de los prestamistas (incentivos). Los dos efectos son 
derivados de la información imperfecta residual de los mercados de préstamos luego que 
los bancos han evaluado las solicitudes de crédito. Cuando la tasa de interés (precio) 
afecta la naturaleza de la operación el mercado no se podría equilibrar.  
 
La selección adversa de tasas de interés se complica ya que cada cliente tiene diferentes 
probabilidades de pago. El banco tiene un retorno esperado que depende de esta 
probabilidad de cumplimiento (o incumplimiento 1 – p) por lo que desea conocer quienes 
tienen más posibilidad para pagar y para esto utiliza algunas técnicas de “detección y 
análisis” (screening). Una técnica es la misma tasa de interés que el cliente está dispuesto 
a pagar. Mientras más alta sea la tasa se tendrá un “peor” escenario de riesgo. Al cliente 
no le interesa realmente el valor de la tasa y muy probablemente es porque él mismo siente 
que su probabilidad de pago es baja. Si las tasas se incrementan entonces el riesgo 
promedio también subirá haciendo que el banco tenga menores utilidades. Esto no solo 
ocurre con la tasa de interés, el cambio en cualquiera de las condiciones del préstamo 
puede afectar el comportamiento del cliente en el pago. Altas tasas de interés podrían 
causar que las empresas disminuyan la probabilidad de éxito de los proyectos en los cuales 
están invirtiendo los dineros que han prestado, su flujo de caja se vería afectado al tener 
que pagar altos intereses y no poder cubrir los costos de los proyectos. Es claro que el 
banco no puede controlar las acciones del cliente por lo que intenta definir todas las 
condiciones en el contrato para inducir al cliente hacia el comportamiento que el banco 
necesita y filtrar (escoger) aquellos clientes con bajo riesgo. El banco intentará definir una 
“tasa óptima” que le permita maximizar el retorno esperado. Tanto la demanda de 
préstamos como la oferta de los fondos están en función de la tasa de interés. El banco no 
debería prestar por encima de la tasa óptima. 
 
Existen otras condiciones del crédito además de la tasa de interés. Estas son: el monto del 
crédito y el valor de la garantía. Un incremento en las garantías podría reducir el retorno 
esperado por el Banco. Podría no ser de utilidad incrementar el valor de la garantía cuando 
el banco tiene una gran demanda de crédito. Por otro lado, algunos estudios demuestran 
como la probabilidad de “default” de un cliente se incrementa cuando el valor a 
desembolsar aumenta. El racionamiento de crédito se presenta en dos situaciones: a) a 
pesar que los clientes parecen ser iguales, a unos se les presta y a otros no. A estos 
últimos no se les prestaría ni siquiera subiéndoles la tasa de interés. b) cierto grupo de 
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clientes bajo una oferta de crédito determinada no podrían acceder a un préstamo 
independiente al valor de la tasa. Los clientes y los bancos desean maximizar sus 
utilidades. Existen tasas de interés a las cuales la demanda por los fondos de los bancos 
iguala la oferta pero, en general, no existe un equilibrio en tasa de interés.  
 
1.- La tasa de interés puede ser usada como una herramienta de evaluación de crédito.  
Cada compañía tiene una distribución de probabilidad de retorno diferente.  es un 
proyecto y R su retorno. Si F(R, ) es la función de distribución y f(R, ) es la función de 
densidad, para un interés ^r, existe un valor crítico ^ para el cual un cliente pide prestado 
a un banco sii  > ^. La posibilidad de no pago se presenta si C + R <= B(1 + ^r), donde 
C es la garantía, R el retorno, B el valor desembolsado y ^r la tasa de interés. El retorno 
neto del cliente es π(R,^r)=max(R-(1+^r)B;-C) y el retorno del banco es 
ρ(R,^r)=min(C+R;(1+^r)B). La función es convexa en R por lo que la utilidad esperada se 
incrementa con el riesgo. La selección adversa de tasas de interés puede causar que el 
retorno del banco se reduzca, al incrementar la tasa de interés la mezcla de clientes 
por debajo de la tasa a la cual los clientes no aplicarían al crédito, se incrementa. Por otro 
lado, el retorno esperado de un crédito para un banco se reduce en función del riesgo del 
préstamo.  
 
Estas son las premisas: el cliente posee un patrimonio dado, tanto el cliente como el banco 
tienen un riesgo neutro, la oferta de fondos de un banco no está afectada por la tasa de 
interés que estos aplican a sus clientes, se conoce el costo del proyecto y éste es 
indivisible. Si existe un número discreto de clientes potenciales con un  diferente, la media 
de ρ(^r) no será una función monótona de ^r. Esta es una condición suficiente para que la 
selección adversa se dirija hacia una función no monótona de la media de ρ(^r). Si la media 
de ρ(^r) tiene una moda interior, existen funciones de oferta de fondos de tal manera que 
el equilibrio competitivo implica el racionamiento del crédito. 
La demanda de fondos depende de ^r y la oferta de ρ. La demanda de préstamos es una 
función decreciente de la tasa de interés, L(D). La oferta L(S) es una función creciente de 
ρ. La demanda de fondos en ^r* excede la oferta de fondos en ^r*. El exceso de demanda 
está dado por Z. En r(m) la demanda es igual a la oferta pero r(m) no es una tasa de 
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equilibrio. Si la media de ρ(^r) tiene varias modas, el equilibrio del mercado puede ser 
caracterizado por una o dos tasas de interés.  
 
Algunos clientes son más aversos al riesgo que otros. Estas diferencias se reflejan cuando 
los clientes seleccionan un proyecto afectando la tasa de interés óptima del banco. Altas 
tasas de interés pueden hacer inviables los proyectos con bajo retorno medio pero no 
afectarán los proyectos riesgosos. El retorno medio del banco es más bajo en los proyectos 
riesgosos.  
 
2.- La tasa de interés como mecanismo de incentivo  
Cambiar el comportamiento del cliente es otra forma en la cual la tasa de interés afecta el 
retorno del banco. Los intereses del banco y del cliente son diferentes. Al cliente le 
preocupa el retorno de su inversión cuando la compañía no va hacia una quiebra. Al banco 
le preocupan las acciones de la compañía del cliente si estas afectan la probabilidad de 
quiebra. El banco deberá tener en cuenta el efecto de la tasa de interés en el 
comportamiento de sus clientes. El incremento en las tasas de interés aumenta la atracción 
relativa hacia los proyectos riesgosos llevando a los clientes a tomar acciones que pueden 
estar en contra de los intereses del banco lo cual incentivará al banco para racionalizar los 
créditos antes de incrementar las tasas cuando exista un exceso en la demanda de fondos. 
Si dada una tasa de interés nominal r una compañía con riesgo neutro es indiferente a dos 
proyectos, un incremento en la tasa de interés hace que la compañía prefiera el proyecto 
con la más alta probabilidad de quiebra. El retorno esperado del banco es minimizado por 
el incremento en la tasa de interés hasta ^r, si en ^r la compañía es indiferente entre dos 
proyectos j y k con distribuciones Fj(R) y Fk(R) , teniendo j una mayor probabilidad de 
quiebra que k. Existe una función de distribución Fi(R) dado que a) Fj(R) representa la 
media de la distribución Fi(R) y b) Fk(R) satisface la relación dominante de primer orden 
con Fi(R). 
 
3.- La teoría de la garantía y los pasivos limitados 
Ahora la hipótesis es si el banco puede incrementar sus requerimientos sobre garantías 
(incrementando los pasivos del cliente en caso que el proyecto falle) cuando exista una 
demanda excesiva por los fondos. Al requerir más garantías se reduce la demanda por los 
fondos y por lo tanto disminuye el riesgo o la posibilidad de pérdidas para el banco y se 
incrementa su retorno. 
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Por qué los bancos no reducen la relación deuda-patrimonio de sus clientes? Existen tres 
implicaciones de incrementar los requerimientos de garantía de los préstamos: financiar 
pequeños proyectos, incrementar el riesgo de los préstamos y, los clientes potenciales 
tienen diferentes patrimonios y sus proyectos requieren la misma inversión. Los 
requerimientos de garantía tienen efectos de selección adversa (información asimétrica) y 
pueden llevar a un nivel óptimo interior del banco. Se asume que todos los clientes son 
aversos al riesgo y tienen una misma función de utilidad U(W), U’>0, U”<0, pero diferente 
riqueza inicial Wo. p(R) es la probabilidad de éxito, siendo R el retorno. El Banco no tiene 
la capacidad de conocer los detalles de la forma cómo evoluciona tanto la riqueza como 
los proyectos del cliente. El contrato {C,^r} actúa como un mecanismo de evaluación y 
análisis: existen dos valores críticos de Wo, ^Wo y ^^Wo, tal que si se reduce la aversión 
absoluta al riesgo, todos los clientes con riqueza ^Wo<Wo< ^^Wo aplicarán a los 
préstamos. Si existe una aversión absoluta al riesgo, los individuos más ricos tomarían los 
proyectos más riesgosos: dR/dWo > 0. Las garantías incrementan el retorno del banco 
para cualquier cliente dado: dp/dC > 0. Existe un efecto adverso al incrementar los 
requerimientos de colateral: dWo/dC > 0. De igual forma, existe un efecto adverso en los 
incentivos ya que el banco tiene un control limitado sobre las acciones de los clientes. 
Incrementar el valor prestado a un cliente puede hacer que en un futuro el banco tenga 
que volver a incrementar este valor.   
 
En un grupo de clientes similares algunos podrían recibir un préstamo y otros no. Los 
clientes potenciales a los que se les niega un préstamo no estarían en posibilidad de recibir 
el préstamo así manifiesten su deseo de pagar a una tasa mayor o entregar una garantía 
mayor a la requerida por el banco. Incrementar la tasa de interés o las garantías puede 
incrementar el riesgo en el portafolio de préstamos del banco y de esta manera reducir sus 
utilidades. Las restricciones crediticias limitan el número de préstamos que el banco 
desembolsará más que limitar el tamaño de los préstamos o hacer que la tasa de interés 
cargada se incremente en función del valor del préstamo.  
 
La información imperfecta puede usarse tanto en el exceso de demanda como de oferta. 
Los bancos obtienen grandes retornos de algunos de sus clientes, no de todos, ellos saben 
quiénes son sus clientes “buenos”, pero la competencia no lo sabe. Si un banco quiere 
atraer un cliente de la competencia ofreciéndole una menor tasa de interés, encontrará que 
su oferta es similar a la de otro competidor si el cliente tiene un buen riesgo de crédito y 
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no encajará si el cliente no es rentable para el banco. Un banco con exceso de oferta de 
fondos evaluará la rentabilidad de sus préstamos a una tasa de interés bajo. En equilibrio 
cada banco podría tener exceso de oferta pero ningún banco reducirá su tasa de interés. 
Las razones para modelar el equilibrio de exceso de demanda o de oferta en los mercados 
de crédito es que la tasa de interés afecta directamente la calidad de los préstamos en la 
forma en que le interesa al banco. 
 
La ley de la oferta y la demanda no es de hecho una ley y no debe ser vista como una 
asunción necesaria dentro del análisis de competencia. Es más el resultado generado por 
las asunciones de que los precios no tienen ordenamiento ni efectos por incentivos. El 
resultado usual de la teoría económica, que los precios limpian el mercado, es un modelo 
específico y no es una propiedad general de los mercados – el racionamiento del crédito y 
del desempleo no son fantasmas… son una realidad. 
 
2.3 Conceptos sobre la Gestión del Riesgo de Crédito 
El riesgo crediticio es el riesgo de una pérdida económica causada por la incapacidad de 
la contraparte para cumplir con sus obligaciones contractuales. Su efecto se mide por el 
costo de reemplazar los flujos de efectivo en caso de incumplimiento de la otra parte. En 
los últimos años el desarrollo de herramientas que facilitan la gestión del riesgo de crédito 
ha tenido un enorme crecimiento permitiéndole a las instituciones cuantificar el riesgo de 
crédito en una cartera a través de la medición del riesgo de mercado. El riesgo de crédito 
ofrece desafíos únicos y se hace necesaria la construcción de la distribución de las 
probabilidades de incumplimiento, de pérdida dado el incumplimiento, y de las 
exposiciones de crédito, todo lo cual contribuye a las pérdidas de crédito y se debe medir 
en el  contexto general de la cartera. Curiosamente, para la mayoría de las instituciones, 
el riesgo de mercado palidece en importancia en comparación con el riesgo de crédito. De 
hecho, la cantidad de capital basado en riesgo para el sistema bancario reservado para 
riesgo de crédito es mucho mayor que la del riesgo de mercado. La historia de las 
instituciones financieras también ha demostrado que los mayores fracasos en la banca se 
deben al riesgo de crédito. [16]  
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El riesgo de crédito consiste en la posibilidad del incumplimiento del pago, bien sea para 
una transacción puntual o cualquier momento futuro de la obligación. Tradicionalmente, sin 
embargo, el riesgo de crédito se considera como riesgo de precumplimiento. A través de 
diferentes técnicas, metodologías y herramientas es posible construir la distribución de 
probabilidad de las pérdidas de crédito de una cartera determinada basados en el posible 
incumplimiento de los distintos créditos de la cartera. Los principales impulsores de riesgo 
de la cartera de crédito son las correlaciones entre los valores predeterminados.  
 
Las entidades financieras fundamentan su negocio en la administración de los productos 
y servicios de captación (pasivos) y colocación (activos). Todo modelo básico de negocio 
contempla la determinación de un mercado objetivo, la evaluación del crédito y sus 
condiciones, la aprobación del mismo, su documentación y desembolso y finalmente la 
administración de la cartera, que consiste en la recepción y aplicación de los pagos, los 
cálculos de intereses moratorios para aquellos que no pagan cumplidamente, la 
generación de las provisiones, procesos de recuperación y cobranza, y, a lo que nunca se 
quiere llegar, la venta al descuento de la cartera o el castigo de la misma por no pago. 
Todas las instituciones financieras en general persiguen un solo objetivo que es: colocar 
el dinero captado. La utilidad fluye del diferencial entre las tasas de captación y colocación 
del dinero prestado, diferencial que se denomina “spread”. 
 
La siguiente figura presenta el modelo general del Proceso de Crédito dividido en 5 fases: 
desarrollo de negocios (venta o colocación), análisis y decisión, desembolso y registro de 
garantías, gestión de cartera y cobranza (recuperación de cartera).   
 
 23 
 
 
Figura 5.a. Proceso de Crédito 
 
Desde mediados del siglo pasado, el criterio utilizado para establecer la capacidad de pago 
de un cliente y poder otorgarle un crédito ha sido el flujo de caja. Las unidades de crédito 
deben asegurar que los riesgos se mantengan en niveles razonables que permitan una 
buena rentabilidad. Estas deberán determinar el riesgo que significará para la institución 
otorgar un determinado crédito y para ello es necesario conocer y analizar la información 
cualitativa y cuantitativa de los clientes que permita calcular con exactitud la capacidad de 
pago. A su vez, deberá contar con estudios de mercado y sectoriales y lo más importante, 
crear sistemas estándares de evaluación de créditos.  Todo crédito debe pasar por una 
etapa de evaluación previa, el análisis de crédito no pretende acabar con el 100% de la 
incertidumbre del futuro, sino reducirla. Es necesario considerar el comportamiento pasado 
del cliente en todos los sectores de la economía (si se cuenta con esta información) por lo 
que la decisión crediticia se toma teniendo en cuenta los antecedentes históricos y 
presentes. El cliente realiza una solicitud de crédito en la que especifica sus requerimientos 
y/o necesidades (plazo, tipo de amortización, periodos de gracia, valores residuales, tasa 
de interés, fondos, objeto, la forma de pago, etc.). Es necesario estar en continuo 
seguimiento del crédito ya que la economía del cliente puede variar de un momento a otro 
y el banco no está en la capacidad de conocer esta situación a priori.  
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Entre otros los riesgos y las variables a considerar son: viabilidad de retorno del crédito, 
probabilidad de pérdida, capacidad financiera, mantenimiento de valor de la moneda, 
fluctuaciones de las tasas de interés, plazos, mercado, tecnología, eficiencia (costos), 
abastecimiento, cobranza, dirección o capacidad gerencial, manejo de anticipos, no 
renovación de fuente productiva, situación patrimonial y/o atrasos continuos en pago de 
capital e intereses. De igual forma, es preciso tener en cuenta las variables 
macroeconómicas que afectan a un país, tales como políticas de incentivo a importaciones 
o exportaciones, políticas tributarias, costo del dinero, movimiento de capital, política 
monetaria, precios internacionales, conflictos internacionales, inflación, crecimiento 
económico, pobreza y subdesarrollo, dependencia de otros países, desarrollo social de un 
país, huelgas sindicales o problemas sociales, procesos democráticos de elecciones, etc. 
Usualmente los riesgos de crédito y de mercado se miden por separado. El riesgo de 
crédito se origina en el hecho de que la contraparte (cliente) no pueda cumplir con sus 
obligaciones o pagos por múltiples razones. En el nivel más básico, implica el riesgo de no 
pago de los activos, tales como un préstamo, obligación, o alguna otra garantía o contrato. 
Cuando se negocia un activo, como es el caso de un bono corporativo, de alguna forma el 
riesgo de mercado también refleja un riesgo de crédito. Algunas de las variaciones del 
precio pueden obedecer a los movimientos en los tipos de interés libres de riesgo, que es 
el riesgo de mercado puro. El resto va a reflejar la evolución de la percepción del mercado 
sobre la probabilidad de incumplimiento. Por lo tanto, para los activos negociados no existe 
una clara delimitación del riesgo de crédito y de mercado lo que conlleva a una clasificación 
arbitraria. [16]. El siguiente cuadro muestra los diferentes riesgos que afrontan las 
entidades financieras: [24]. 
 
Figura 5.b. Riesgos de la Banca Comercial 2007 [24] 
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3. Mercado de Crédito en Colombia 
3.1 Generalidades  
 
Las instituciones financieras (de crédito) en Colombia deben dar cumplimiento al acuerdo 
de BASILEA y a las regulaciones establecidas por la Superintendencia Financiera de 
Colombia. Adicionalmente, las políticas corporativas para la gestión del riesgo de crédito 
son rigurosas y de vital importancia para las instituciones. El comité de BASILEA 
recomienda la definición y utilización de metodologías que demandan el desarrollo de 
sistemas de información que permiten conocer el estado de la cartera y la maduración de 
activos y pasivos en las entidades financieras. Basados en las probabilidades de “impago” 
se puede establecer el capital mínimo requerido y las provisiones de cartera. 
 
El acuerdo Basilea II de 1999, tiene como objetivo principal que los requerimientos de 
capital sean más sensibles al riesgo, promoviendo también la utilización de modelos 
internos para la medición del mismo. Una de las principales ventajas de este acuerdo es 
el incentivo que se genera al desarrollo de prácticas de gestión de riesgos más sofisticadas 
por parte de las instituciones financieras. Para determinar el riesgo de crédito, Basilea II 
incorpora la posibilidad de optar entre dos métodos para calcularlo: método estándar y 
método de calificaciones internas IRB (Internal Rating Based). En el primero, el cual ya 
estaba contenido en el acuerdo anterior y fue modificado sensiblemente, los bancos deben 
clasificar sus exposiciones al riesgo de crédito en categorías supervisoras en función de 
las características observables de dichas exposiciones. Se establecen ponderaciones de 
riesgo fijas que corresponden a cada categoría y se utilizan las calificaciones externas para 
diferenciar las ponderaciones. El método IRB, por su parte, descansa en cálculos internos 
de las instituciones para medir el riesgo de crédito. Las exigencias de capital se determinan 
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combinando datos cuantitativos proporcionados por los bancos con fórmulas especificadas 
por el Comité de Basilea. [5] 
 
Las crisis económicas están originadas por la combinación de múltiples variables. El sector 
financiero no es ajeno a los impactos que sobre otros sectores de la economía se 
presentan ocasionando un efecto en cadena o dominó que afecta las finanzas de los 
países y de las empresas. La tasa de interés, los productos y servicios e incluso la 
globalización misma son factores que afectan el apalancamiento, los riesgos de liquidez y 
de crédito ya que pueden causar un endeudamiento excesivo y la sobrevaloración de 
activos. Una primera reacción de los gobiernos es la disminución de las tasas a través de 
su política monetaria intentando disminuir el impacto en la caída de la demanda y del 
consumo. A partir del 2009, la economía intenta recuperar la confianza y el dinamismo del 
sector privado reformando el sistema financiero internacional y local adoptando aquellas 
políticas internacionales necesarias para hacer más sólido el sector financiero colombiano.  
 
En Diciembre de 2010 el Comité de Supervisión Bancaria de BASILEA publica los nuevos 
requisitos de capital, apalancamiento y liquidez que deben cumplir las entidades 
financieras. Estas nuevas normas quedan enmarcadas en lo que se denomina BASILEA 
III cuyo principal objetivo es exigir más capital que permita a las entidades financieras ser 
más resistentes a las crisis. De esta forma, en lo que hace referencia al Capital y la 
cobertura de riesgo, en el primer pilar, BASILEA III define que deberá existir un 
“fortalecimiento sustancial del marco de riesgo de crédito de contraparte con requisitos 
más estrictos de capital para medir la exposición, incentivos de capital para que los Bancos 
utilicen entidades de contrapartida central al negociar con derivados, y requerimientos de 
capital más elevados para las exposiciones dentro del sector financiero”. Para esto se 
establece un nuevo cargo “Credit Valuation Adjustment – CVA”, por deterioro de la calidad 
crediticia de las contrapartes y se incorpora el “Wrong-way-risk” debido a la correlación 
entre los cambios en la calidad crediticia de las contrapartes y la valoración de la posición. 
Estas razones nos llevan a concluir que la Gestión de los Riesgos se convierte en la clave 
y el factor determinante para que las entidades financieras puedan hacer frente a las crisis 
de todos los sectores económicas. 
 
El siguiente cuadro muestra el acuerdo de BASILEA III en lo referente a la gestión de los 
riesgos [42].: 
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Figura 5.c. Riesgo de Crédito y BASILEA III – ASOBANCARIA 2011 [42] 
 
En lo que hace referencia al estudio de esta tesis, el acuerdo de Basilea III aumenta la 
exigencia con respecto al capital regulatorio que tiene que mantener una entidad financiera 
para estar en la capacidad de responder a riesgos que se materializan y causan pérdidas. 
Las entidades financieras propenden por tener negocios menos riesgosos ya que al 
comprometer recursos en ellos, en términos de su cartera crediticia, éstas deben tener más 
capital para cubrir posibles pérdidas. Las nuevas reglas reducen el riesgo moral (moral 
hazard) de asumir riesgos demasiado elevados disminuyendo así el riesgo crédito de una 
entidad. [42] 
 
En economías con mercados de capitales poco desarrollados, como Colombia, el sistema 
bancario es el principal proveedor de créditos a los hogares y a las empresas, 
convirtiéndose en un agente central para la actividad productiva. El racionamiento de 
crédito puede causar un deterioro en la actividad económica. Esto puede suceder en 
periodos de condiciones monetarias restrictivas, durante crisis Financieras, o, de manera 
permanente, en caso que los precios sean demasiado rígidos con controles a las tasas de 
interés. En Colombia se han dado estas características: hay límites para algunas tasas de 
interés, y a finales de los noventa se experimentó una crisis financiera que estuvo 
acompañada por una política monetaria contraccionista. [8] 
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Los agregados son el resultado de la interacción entre la demanda y la oferta de crédito, 
una disminución en la cantidad de crédito otorgada puede estar mostrando tanto una 
reducción en la cantidad demandada como una menor disposición de los bancos a 
conceder préstamos. Solamente si la demanda fuera mayor a la oferta se podría afirmar 
que existe racionamiento de crédito. Es por esto que es necesario modelar por separado 
la oferta y la demanda. [8] 
 
Tras las reformas de principios de la década de 1990, hubo una explosión de crédito en 
Colombia durante el periodo de 1993-1996. Sin embargo, la disponibilidad de crédito se 
comprimió considerablemente durante la crisis financiera de 1998-1999. A partir de 2005 
ha repuntado disminuyendo el volumen de préstamos morosos. Los bancos juegan un 
papel importante tanto en los mercados de crédito al consumo como comercial en 
Colombia, aunque en años recientes han estado enfrentando una mayor competencia de 
otras instituciones financieras, sobretodo en el segmento de crédito al consumo. Los 
segmentos de crédito de consumo y comercial han mostrado un crecimiento constante a 
lo largo de los últimos años, el crédito hipotecario sigue disminuyendo. [37] 
 
Según el reporte de la situación del crédito en Colombia del Banco de la República de 
Octubre de 2010, en el trimestre julio-septiembre de 2010 hubo un comportamiento positivo 
en casi todos los segmentos del mercado, lo cual es una señal positiva para la situación 
general del sistema. De acuerdo con una encuesta hecha por el Emisor entre los 
banqueros, el único decrecimiento se da en el mercado del microcrédito, que es el tipo de 
financiación destinado a personas de bajos recursos. "La encuesta sobre la situación del 
crédito en Colombia para septiembre del 2010 muestra una recuperación en la demanda 
del crédito para todas las modalidades de cartera, a excepción del microcrédito", señala el 
reporte del banco central. Las entidades que perciben un menor aumento del mercado son 
las cooperativas. Otro hecho importante en el sistema financiero es que las instituciones 
crediticias muestran un mayor interés por aprobar préstamos frente a la otra alternativa 
que tienen, que son las inversiones. Esta situación contrasta con la registrada hace 
algunos meses, cuando los intermediarios preferían destinar los recursos que captaban a 
efectuar inversiones de portafolio. [30] 
 
La SFC ha considerado los impactos que tuvo BASILEA III frente a la medición del riesgo 
de crédito con el objeto de evitar situaciones adversas o negativas sobre el sistema 
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financiero. En 2011 la Asobancaria realizó una revisión de los principales aspectos a tener 
en cuenta [42].: 
 La redefinición de capital de nivel uno (tier1) no coincide exactamente con la definición 
de patrimonio básico en Colombia.  
 Los nuevos indicadores de Basilea III garantizando que la medición del riesgo crédito 
en las entidades considere las variables adecuadas y arroje resultados confiables. 
 La regulación actual del país no cuenta con todos los límites que propone Basilea, a 
excepción de: 
o El índice de solvencia debe ser mínimo 9%.  
o El patrimonio adicional no puede ser mayor que el básico.  
o Las provisiones son de cartera; no hay provisiones de capital. 
o La probabilidad de incumplimiento sólo se usa para el cálculo de las provisiones 
de cartera, pero no para los requerimientos mínimos de capital. 
o Se usa el enfoque de pérdidas esperadas para las provisiones de cartera, y 
éstas son siempre iguales a las pérdidas esperadas. 
 
3.2 Problema a abordar 
Apoyadas en la tecnología y el desarrollo de herramientas de propósito específico, las 
instituciones financieras son capaces de optimizar el valor total de sus clientes, reduciendo 
sustancialmente los gastos de funcionamiento y las pérdidas, maximizando la rentabilidad 
y asegurando actividades como: 
 Evaluación de los clientes por deuda incobrable/fraude en la etapa de postulación  
 Manejo del riesgo de crédito a través del ciclo de vida del cliente 
 Identificación y reducción del fraude de los clientes, externos y de los empleados  
 Modernización de los procedimientos de cobranzas  
 Localización de deudores rápida y eficientemente  
 Manejo de la “fuga” de los clientes  
 Optimización de los esfuerzos de marketing  
 Obtención de la máxima rentabilidad de los clientes existentes 
 Aseguramiento de los procesos que permiten que todos los ingresos generados sean 
correctamente facturados o contabilizados 
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Por lo general, la resolución de problemas financieros está basada en modelos estadísticos 
tradicionales fundamentados en factores cuantitativos. La evidencia empírica ha dado 
confianza y seguridad en los resultados obtenidos y ampliado y fortalecido el conocimiento 
y las interpretaciones de las variables exógenas y endógenas asociadas a problemas como 
la evaluación y asignación de créditos, la predicción de precios y el comportamiento de 
variables macroeconómicas y del mercado en general. Este mayor conocimiento genera 
más información y viceversa, adicional, es preciso considerar aspectos cualitativos e 
información incompleta y no estructurada, lo cual hace más complejo el proceso de análisis 
y la consecuente toma de decisiones. [28]   
Uno de los principales retos para el sector financiero tiene que ver con la transformación 
de plazos, volúmenes y monedas. Es claro que las variables macroeconómicas afectan e 
impactan las posiciones de sus balances y que estas fluctuaciones implican riesgos que 
deben ser administrados adecuadamente y en forma sistémica. Para esto, las entidades 
financieras deben contar con un sistema de administración del riesgo (SAR) que permita 
su identificación, medición y control, y que les permita tomar medidas preventivas y/o 
correctivas para mitigarlos de la mejor manera posible y en forma oportuna. En particular 
para el caso que aborda nuestro estudio, la Superintendencia Financiera de Colombia ha 
establecido el marco en que se debe definir y trabajar el Sistema de Administración de 
Riesgo de Crédito (SARC).  
Como ya se mencionó, existen diversas técnicas para medir y controlar el riesgo de crédito 
que van desde simples cálculos, hasta sofisticadas metodologías con simulaciones 
dinámicas las cuales representan, con niveles de confiabilidad bastante altos, la forma  
cómo varía la capacidad de pago de sus clientes y qué efectos tienen estas variaciones 
sobre las finanzas de las instituciones. No todos los modelos son iguales, cada compañía 
tiene sus necesidades particulares. No obstante, se pueden generalizar y estandarizar 
algunos modelos que requieren de sistemas de información apoyados en datos históricos, 
manejando grandes volúmenes de información para lo cual son bastante útiles las redes 
neuronales. Es por esto que algunos modelos de cuantificación del riesgo para una cartera 
están basados en el cálculo de las probabilidades de impago a través de las metodologías 
de redes neuronales lo cual permite establecer el capital mínimo requerido y las 
provisiones de cartera.  
La institución no solo debe cumplir con los acuerdos internacionales en el manejo de los 
riesgos (Basilea), es igual de importante determinar y reconocer el nivel de rigurosidad con 
el que debe ser estructurado el proceso de medición del riesgo de crédito, con base en las 
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políticas internas de la organización. El Comité de Basilea recomienda metodologías que 
implican tener sistemas de información que permitan conocer la maduración de activos y 
pasivos y los flujos generados por éstos, con determinada periodicidad. La complejidad de 
las organizaciones y de los mercados, y la rapidez con la que deben tomar decisiones 
demandan la utilización de metodologías que permitan dar solución de manera óptima y 
rápida a sus necesidades y requerimientos de información. En este trabajo se explora y 
aplica la metodología de las redes neuronales ya que permiten la solución de problemas 
financieros mediante su aplicación en el cálculo de la probabilidad del incumplimiento de 
pago. Desde hace dos décadas los países desarrollados iniciaron la solución de problemas 
financieros a través de la aplicación de las metodologías de redes neuronales, aunque 
Colombia no se ha quedado atrás, se considera que su utilización aún no es profunda y 
puede resultar muy útil en el mercado de capitales colombiano debido a la escasez de 
técnicas de estimación y predicción del comportamiento futuro de las variables más 
influyentes. 
Un aspecto muy importante sobre el cual enfatiza el Sistema de Administración del Riesgo 
de Crédito (SARC) es el seguimiento y control de procesos que tengan relación directa con 
el riesgo crediticio. Por lo tanto, se hace necesario el monitoreo de procesos tales como: 
otorgamiento, comportamiento y provisiones. Estos procesos sintetizan las diferentes 
etapas de la vida de una obligación, razón por la cual las variables contempladas en cada 
uno deben tener relación directa con el objeto mismo del crédito, así como el análisis y 
seguimiento a las mismas. Desde hace algunos años en el país se ha estado estudiando 
la forma de desarrollar el SARC, el cual implica menor regulación y mayor supervisión. 
Esto incluye un aumento en la capacitación tanto de las entidades vigiladas como de la 
propia Superintendencia Financiera para mejorar los procesos de evaluación. El objetivo 
principal de las entidades financieras es lograr por medio del SARC estimar el nivel 
adecuado de provisiones para el crédito otorgado.  
Las organizaciones financieras se encuentran en una constante búsqueda de reducciones 
de los costos en los procesos de evaluación del riesgo de crédito incrementando a su vez 
la calidad de los préstamos otorgados. Poseer herramientas para evaluar los riesgos con 
modelos estadísticos de calificación de créditos les permite a las compañías desembolsar 
grandes cantidades de dinero en créditos de corto plazo a muy bajos costos. 
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3.3 Datos descriptivos del mercado de crédito 
colombiano 
 
Colombia no ha sido ajena a las crisis financieras mundiales y uno de los indicadores más 
afectados ha sido la cartera del sistema financiero. Por ejemplo, la crisis de los países 
asiáticos entre 1997 y 1999 redujo considerablemente la cartera ($8 billones) afectando el 
nivel de actividad crediticia. De igual forma, la crisis de 2008 originada en Estados Unidos 
ha impactado pero ya no en una gran medida, algunos controles y el manejo de las 
variables macroeconómicas como la inflación y la tasa de cambio por parte del Banco de 
la República (Banco Central) le han permitido a Colombia afrontar estas situaciones, 
permitiendo así que la actividad crediticia haya repuntado y se complemente con las 
inversiones extranjeras. En Colombia, la Superintendencia Financiera, a través de sus 
circulares externas, ha desarrollado instructivos donde se establecen los principios y 
criterios generales que las entidades vigiladas deben adoptar para mantener 
adecuadamente evaluados los riesgos crediticios implícitos en los activos de crédito; define 
las modalidades de crédito, determina las calificaciones que se deben otorgar a tales 
operaciones según la percepción de riesgo que de las mismas se tenga, establece la 
periodicidad con que se deben efectuar tales calificaciones, consagra los mecanismos de 
recalificación, instruye sobre los criterios contables y las provisiones a realizar, sobre el 
contenido y frecuencia de los reportes a suministrar, y fija los mecanismos de control 
interno que las entidades deben adoptar para asegurar el adecuado cumplimiento de este 
instructivo. [26]  
 
La evaluación del riesgo crediticio de cada modalidad de crédito o contrato se realizará de 
acuerdo con una metodología que fije el respectivo organismo de dirección de la entidad 
financiera vigilada, atendiendo para ello los parámetros mínimos establecidos. Esta 
metodología interna debe contemplar la estimación de al menos los siguientes elementos: 
a) La probabilidad de deterioro o de cambio en la calificación de riesgo del crédito 
(probabilidad de no pago o tasa de morosidad esperada). 
b) La estimación o cuantificación de la pérdida esperada en que incurriría la entidad en 
caso de que se produzca el incumplimiento, durante un horizonte de tiempo determinado 
(por ejemplo, 12 meses). Para esta estimación es importante, entre otros aspectos, calcular 
el valor o tasa de recuperación del valor del activo en el evento en que el crédito se vuelva 
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irrecuperable. La existencia e idoneidad de las garantías que respaldan los créditos son 
un factor determinante a considerar en este contexto. 
Al cierre de 2010, el sector financiero Colombiano estaba compuesto por 57 instituciones 
o entidades financieras: 23 bancos comerciales, 4 corporaciones financieras, 22 
compañías de financiamiento comercial y 8 cooperativas de carácter financiero. Se prevé 
que el perfeccionamiento del sector continuará a corto y largo plazo a través de fusiones y 
adquisiciones. La crisis financiera de 1998-1999 condujo a la consolidación del sector 
financiero privado en tres grupos domésticos y algunos grupos de propiedad extranjera 
que dominan la industria de servicios financieros. Los dos conglomerados financieros más 
grandes, Grupo Sarmiento Angulo (Grupo Aval) y Grupo Empresarial Antioqueño 
(BanColombia), controlaban el 39.6 por ciento de los activos financieros del país a 
diciembre de 2003. Todos los bancos privados principales tienen grandes intereses de 
capital en uno o más almacenes de depósito, compañías financieras, corporaciones de 
ahorro y vivienda, compañías fiduciarias, de fondos de retiro o arrendamiento. Los bancos 
comerciales típicamente también proveen servicios bancarios al menudeo a clientes 
individuales, incluyendo hipotecas, préstamos al consumo y tarjetas de crédito. Los bancos 
hipotecarios proveen crédito para la construcción o adquisición de viviendas nuevas o 
usadas. Los bancos cooperativos (anteriormente Cajas de Ahorro) proveen financiamiento 
a los clientes que depositan un monto mínimo para recibir préstamos para educación, 
salud, vivienda y bienes de consumo. Las corporaciones financieras (CFs), fungen como 
bancos de inversión, dando servicio a las necesidades de las finanzas corporativas. Otras 
instituciones de otorgamiento de crédito de los sectores financiero y no financiero 
relevantes son: las compañías arrendadoras, las compañías de financiamiento comercial, 
las compañías de factoraje y los proveedores de crédito no financiero en donde se incluyen 
los supermercados y otras tiendas de aparatos electrónicos al menudeo. [36] 
 
En el sector de préstamos comerciales, hay crédito a corto plazo disponible para las 
compañías de buena reputación a través de los bancos comerciales y las CFCs, pero la 
demanda de préstamos supera la oferta. Las decisiones crediticias en Colombia están 
basadas en la rentabilidad del cliente o el grado al cual la empresa ya usa los servicios del 
banco. Los intereses suelen pagarse por adelantado y normalmente se requieren balances 
de compensación. Se usan las líneas de sobregiro para financiar desequilibrios de flujo de 
caja a corto plazo. 
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El 2010 se caracterizó por una importante reactivación del crédito. Al cierre del año, la 
cartera bruta ascendió a $175.90 billones, superior en $25.33 billones frente a lo registrado 
en diciembre de 2009. Este incremento es destacable si se compara con el aumento del 
saldo entre diciembre de 2008 y 2009, el cual fue de $3.40 billones. La distribución 
porcentual de los diferentes tipos de crédito es: Comercial 63,8%, Consumo 27,4%, 
Vivienda 6,4% y Microcrédito 2,4% (Composición de la cartera bruta a Diciembre de 2010). 
En términos absolutos y relativos, el incremento en el saldo de la cartera durante el año 
2011 obedeció principalmente al dinamismo que mostraron las modalidades comercial y 
de consumo. El saldo de la cartera comercial inició un proceso de crecimiento sostenido 
desde comienzos de 2010, comportamiento acorde con los principales indicadores de la 
economía colombiana, los cuales mostraron un importante dinamismo durante el año, 
especialmente los de producción industrial y de comercio al por menor. Así mismo, la 
cartera de consumo mantuvo también durante 2010 un comportamiento positivo, 
consistente con la tendencia del consumo de los hogares, que registró un crecimiento 
nominal anual en el tercer trimestre de 2010 de 7.39%, cifra superior a la observada en el 
mismo periodo del año anterior (4.26%). [35] 
 
La cartera de vivienda presentó un marcado dinamismo, que se explica principalmente por 
el beneficio de cobertura de tasas de interés adoptado por el gobierno en abril de 2009. 
Adicionalmente, las bajas tasas de interés y la inflación moderada favorecieron la dinámica 
de este portafolio. Es de aclarar que si bien entre noviembre y diciembre de 2010 el saldo 
de esta cartera se redujo en $2.15 billones (al pasar de $13.41 billones a $11.25 billones), 
esto se explica principalmente por la titularización de cartera realizada por varios bancos. 
Durante el año 2010 los indicadores de calidad por mora y por riesgo de la cartera total 
mejoraron. En relación con el indicador por mora, dicha mejoría se presentó en todas las 
modalidades y fue más marcada en el portafolio de consumo, situación que se explica 
principalmente por el incremento de las colocaciones de todas las clases de créditos, lo 
cual aumentó el saldo bruto frente al vencido. Por riesgo, la mejoría se observó también 
en todas las modalidades, con excepción de vivienda, y fue más pronunciada en la cartera 
de consumo. El comportamiento positivo de la cartera, especialmente de la comercial y de 
consumo, se dio en un marco de disminución en las tasas de interés de colocación, mejoras 
en los indicadores de cartera vencida y de cobertura por mora (razón entre provisiones y 
cartera vencida), según la cual al cierre del año por cada peso de cartera vencida, los 
establecimientos de crédito cuentan con $1.71 reservados para respaldarla. 
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Según el reporte de la situación de crédito en Colombia, realizado por el Banco de la 
República, durante el primer trimestre de 2014 los intermediarios financieros percibieron 
una disminución en la demanda de crédito para todas las modalidades, a excepción de la 
de vivienda. Los bancos aprecian una menor dinámica en las solicitudes para todas las 
modalidades de crédito, a excepción de la de vivienda. Se resalta la disminución de 
solicitudes por préstamos comerciales, contrario a lo que se observó desde el primer 
trimestre de 2013. Ante un escenario donde las entidades contaran con excesos de 
recursos, coinciden en que los destinarían a otorgar crédito en general. Los bancos y las 
cooperativas continúan señalando que prestarían para consumo (17,6% y 33,3%, 
respectivamente), mientras que las CFC destinarían el exceso de recursos a otorgar 
microcréditos (20,5%). Los intermediarios financieros consideran los préstamos de 
consumo y a empresas que producen para el mercado interno como una de las actividades 
más riesgosas, a pesar de que en el caso de contar con exceso de recursos estos estarían 
dentro sus primeros destinos. Las condiciones necesarias para aumentar el crédito están 
fundamentadas en el mayor crecimiento de la economía como el factor principal (24,5% en 
promedio). Adicionalmente, la mejor información sobre la capacidad de pago de los 
deudores también es un factor relevante (16,9% en promedio). Las entidades financieras 
sostienen que el sistema podría atender el exceso de demanda sin mayores traumatismos 
(34,9% en promedio). En segundo lugar, los bancos manifiestan que se harían más 
exigentes los criterios de selección para otorgar crédito (17,6%), en tanto que las CFC y 
las cooperativas consideran que podrían existir cuellos de botella crediticios para la 
pequeña y mediana empresa (18,3% y 25%, respectivamente). [43] 
 
En términos generales, las instituciones financieras mantienen sus niveles de exigencias 
para otorgar créditos en todas las modalidades. Un porcentaje pequeño de bancos ha 
manifestado una disminución de los requerimientos para otorgar crédito, y se espera que 
este comportamiento se mantenga en los próximos meses. En un escenario donde las 
entidades contaran con excesos de recursos, los destinarían a otorgar crédito en general, 
donde los bancos y las cooperativas prestarían para consumo, mientras que las CFC 
destinarían el exceso de recursos a otorgar microcréditos. [43] 
  
 
4. Las  Redes Neuronales 
4.1 Porqué Redes Neuronales  
4.1.1 ¿Qué es una Red Neuronal Artificial? 
 
Las redes neuronales artificiales (RNA) son modelos computacionales diseñados para 
simular el funcionamiento del cerebro y la forma como éste procesa información. En el 
contexto de análisis de series de tiempo, se clasifican como modelos no lineales 
entrenados  para: (i) realizar conexiones entre los valores pasados y presentes de una 
serie de tiempo y (ii)  extraer estructuras y relaciones escondidas que gobiernan el sistema 
de información. [19] 
 
Las RNA hacen parte del campo de la computación biológica y pueden ser usadas en la 
predicción, clasificación y solución de problemas complejos en diferentes áreas de 
conocimiento. Las RNA son sistemas con la capacidad de aprender a través de un 
entrenamiento, también conocido como la interpretación que ellas hacen de la información 
que está entrando al sistema. 
 
Las RNA son modelos que permiten construir sistemas de procesamiento de información 
paralelo, distribuido y adaptativo que pueden presentar un cierto comportamiento 
inteligente. [22]. Las RNA simulan o intentan simular el funcionamiento de las neuronas 
biológicas. La siguiente figura representa la estructura de una neurona biológica: 
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Figura 6. Estructura de una neurona biológica 
Las RNA son representaciones matemáticas inspiradas en el funcionamiento del cerebro 
humano. [3] 
4.1.2 Antecedentes y contexto tecnológico 
Las redes neuronales fueron desarrolladas en los sesentas como dispositivos para la 
clasificación y cálculo de regresiones. Su característica más importante está relacionada 
con la habilidad para aprender y/o entender las dependencias basadas en un número finito 
de observaciones. Es por esto que una red neuronal es llamada “Máquina de Aprendizaje”. 
[14]. La teoría estadística de aprendizaje provee bases para entender las propiedades de 
generalización en un grupo de observaciones [Vapnik 1982; Pollar 1984; Vapnik 1998] (cita 
referida en “Redes Neuronales y Sistemas Difusos” [23]).   
 
Por su lado, las RNA incursionaron en la emulación de estructuras biológicas. La máquina 
de Turing, creada en 1937, es el primer paso para la utilización de la computación 
algorítmica. Luego viene la máquina de Von-Neumann que unida a la lógica booleana son 
la base de los computadores digitales. Hacia 1957 surge la inteligencia artificial que a 
través de algoritmos (sucesión ordenada y lógica de instrucciones), le permite a los 
computadores “pensar”. Como resultado del desarrollo de estas técnicas, nacen los 
sistemas expertos que intentan emular el conocimiento y las decisiones de las personas a 
través de programas de computación que procesan reglas de decisión. 
Desafortunadamente, estas herramientas no son “tan” potentes (velocidad, calidad del 
resultado (aproximación), consumo de recursos, etc.) para solucionar los denominados 
problemas del mundo real que requieren la evaluación y análisis de grandes volúmenes 
de información (imprecisa y no estructurada) en el menor tiempo posible (de forma 
inmediata). Un ordenador digital constituye una máquina universal de Turing de forma tal 
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que realiza cualquier cómputo y al estar desarrollado con funciones lógicas se puede 
concluir que todo problema computacional se resuelve a través de funciones booleanas 
[Hopcroff 1984] (cita referida en “Redes Neuronales y Sistemas Difusos” [23]).  
 
Adicionalmente, se puede decir que las redes neuronales tienen la capacidad de resolver 
cualquier problema computacional. Los problemas que requieren un extenso algoritmo o 
que precisan almacenar un gran número de datos, aprovechan mejor la estructura de una 
red neuronal. Por lo tanto, un ordenador resulta más eficiente en la ejecución de tareas 
aritméticas y lógicas, pero una RNA resolverá mejor problemas que deban tratar con 
grandes bases de datos que almacenan importantes volúmenes de información como lo 
son el reconocimiento de patrones en ambiente natural. [23] 
 
Los modelos analíticos predictivos neuronales pueden ser desarrollados utilizando datos 
específicos más que datos genéricos, factor esencial que los hace muy precisos. Se 
utilizan los datos históricos, con resultados conocidos, para "entrenar" la computadora 
neuronal con el fin de aprender patrones y características dentro de los datos, por ejemplo, 
la edad, las ganancias, el tiempo en el trabajo, etc. Estos patrones son utilizados para crear 
modelos que puedan diferenciar, por ejemplo, entre: el fraude y aplicaciones  genuinas, el 
riesgo de crédito y los solicitantes con capacidad crediticia, o entre esos clientes que 
posiblemente permanecerán leales y aquellos que posiblemente se cambiarán a otra 
compañía.  
 
Por otro lado, los modelos de comportamiento se utilizan para perfilar lo que podría hacer 
o no un cliente. Los perfiles únicos son aprendidos automáticamente y mantenidos para 
cada cliente, los cuales evolucionan para reflejar cualquier cambio en el comportamiento 
normal, de este modo cualquier actividad anómala e inusual es fácilmente reconocida. Los 
modelos de comportamiento se pueden configurar para un óptimo rendimiento y ofrecen 
la facilidad de adaptarse a la realimentación permitiendo que la solución aprenda del 
resultado de las investigaciones. Además, los modelos de comportamiento 
constantemente adaptan los perfiles de los clientes para reflejar los cambios graduales del 
comportamiento en el tiempo. Esto mejora el rendimiento garantizando que los perfiles 
nunca envejezcan y representen, siempre con exactitud, el comportamiento normal de los 
clientes. 
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Las redes neuronales atraen el interés de muchos investigadores para el desarrollo de 
modelos de evaluación del riesgo de crédito debido a su propiedad como aproximadores 
universales. Muchas de las investigaciones están enfocadas principalmente al desarrollo 
de redes con alto grado de predicción sin tratar de explicar cómo las clasificaciones son 
realizadas al interior de la red. Tener un claro y comprensible grupo de reglas es importante 
con el fin de encontrar la forma como las redes neuronales pueden apoyar y solucionar los 
problemas de evaluación de riesgo de crédito. [3] 
 
Las redes neuronales artificiales (RNA) están compuestas de gran cantidad de 
procesadores conectados entre sí y actuando en paralelo. Los modelos neuronales 
biológicos son mucho más complejos que los modelos computacionales actuales. El 
comportamiento de la red está determinado por su topología, los pesos de las conexiones 
y la función característica de las neuronas. [17]  
 
Las RNA se emplean debido a su capacidad para adaptarse o aprender, generalizar u 
organizar datos cuyas operaciones están basadas en procesos paralelos y pueden ser 
entrenadas para anticipar y reconocer el comportamiento de las variables en un conjunto 
complejo de información. Es por esto, que a través del empleo de modelos analíticos 
predictivos neuronales en la etapa de preventa y postventa de un servicio, las 
organizaciones pueden apoyar su proceso de toma de decisiones sobre si los nuevos 
clientes pueden presentar un riesgo de no pago o de fraude en forma ágil, oportuna y 
segura. Los modelos pueden ser adaptados a los hábitos de negocio de cada organización 
con el fin de darles una mayor precisión en la detección de clientes potencialmente no 
deseados o fraudulentos. El uso de tecnologías avanzadas puede proporcionar un soporte 
invaluable a las políticas y controles existentes dentro de la organización y en los procesos 
de revisión y análisis crediticio de las entidades financieras. Adicionalmente, deben proveer 
una clara visibilidad de la exposición al riesgo de sus clientes, monitoreando la diferencia 
entre los límites de crédito definidos por la organización y el compromiso financiero total 
correspondiente a cada uno de sus clientes. 
 
Las RNA se están utilizando, tanto de forma individual, como unidas a otros métodos en 
múltiples campos, como pueden ser la Ingeniería, Física y  Biología. Dentro del campo 
económico, están siendo usadas en predicción y clasificación, siendo respectivamente el 
perceptrón multicapa y los mapas auto-organizativos, los tipos de redes más utilizadas 
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para estos propósitos. En  cuestiones relativas a los problemas de predicción de 
magnitudes económicas, casi todos los trabajos, se centran en los mercados financieros: 
tipos de interés, tipos de cambio, índices bursátiles de distintos países. [1] 
 
Colombia ha tenido la oportunidad de contar con varios estudios que utilizan las redes 
neuronales para el manejo de grandes volúmenes de información. Los profesionales más 
interesados en esta materia han sido los Ingenieros de Sistemas. Una de las industrias 
que posee varios ejemplos de su aplicabilidad es la del Petróleo en donde se ha 
desarrollado software para generar y entrenar redes neuronales, con el fin de aplicarla a 
la solución de algunos problemas comunes encontrados en esa industria. Estos problemas 
son de gran complejidad y requieren de un manejo matemático dispendioso que al usar 
métodos tradicionales no se obtienen los mejores resultados. Las redes neuronales han 
mostrado ser una alternativa eficiente en la solución de problemas donde es necesario 
correlacionar parámetros y la industria de los hidrocarburos las ha utilizado en diferentes 
áreas.  
 
En Colombia se han adelantado algunos estudios que permiten aplicar las RNA a los 
problemas de índole económico y análisis financiero. Un ejemplo es el trabajo realizado 
con el fin de estudiar la relación no lineal entre el dinero y la inflación en Colombia a través 
de una red neuronal artificial, utilizando información mensual de la variación del IPC y del 
agregado monetario M3, desde enero de 1982 hasta febrero de 2005. [2]. De igual forma, 
la Subgerencia de Estudios Económicos del Banco de la República elaboró en 2002 un 
trabajo sobre La inflación en Colombia: una aproximación desde las redes neuronales. [19]. 
En 2009 se desarrolló la evaluación de pronóstico de una red neuronal sobre el PIB en 
Colombia por parte del Banco de la República. [44] 
 
A finales del siglo pasado, las redes neuronales facilitaron la predicción de las crisis 
financieras y los sistemas borrosos permitieron aconsejar si un crédito podía concederse 
o no. Estas nuevas tecnologías permiten incorporar “inteligencia” en los sistemas de 
procesamiento y análisis de información y aún más, en el corto plazo soportarán la 
construcción de máquinas que emulan la capacidad humana de toma de decisiones en 
entornos imprecisos, plagados de incertidumbre y cuyo principal objetivo será acercarse a 
la verdad. Adicionalmente, permiten pasar rápidamente desde el muestreo, la observación 
y el análisis a la transformación y síntesis de la información. A través de la sinergia de sus 
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recursos se logra un mejor rendimiento y desempeño de los modelos y metodologías para 
el tratamiento de grandes volúmenes de datos. Con el paso del tiempo se han acuñado 
términos como la Cibernética que en un principio evaluaron aspectos como la 
comunicación de los animales.  
 
Aunque no será del alcance de este estudio, es preciso mencionar que en paralelo al 
desarrollo de las RNA, también ha crecido el interés y utilización de la lógica borrosa y 
sistemas difusos basados en cálculos de reglas “si-entonces” (variable lingüística) que 
permiten modelar el comportamiento de sistemas sin recurrir a ecuaciones diferenciales 
explotando los niveles o rangos de tolerancia. Un sistema borroso experto permite 
incorporar inteligencia en dispositivos pequeños (i.e., componentes electrónicos, 
electrodomésticos, video cámaras, robótica, etc.). 
4.1.3 Aplicaciones de las RNA 
 
Las RNA pueden ser aplicadas a la resolución de diversos problemas asociados, entro 
otros, a modelos de automatización y control, evaluación de probabilidad de formaciones 
geológicas y petrolíferas, el reconocimiento de imágenes, la predicción meteorológica, el 
reconocimiento de ondas de radares y la clasificación de la información. Existen trabajos 
que aplican las RNA al estudio y explicación de las quiebras o fracasos financieros, la 
predicción de precios en los mercados y la administración de carteras de inversión. Los 
estudios de predicción también se han enfocado en el pronóstico de variables 
macroeconómicas como la inflación, la tasa de cambio y el PIB. De igual forma, las RNA 
se han aplicado a problemas de clasificación y encontrar a partir de un ejemplo la clase a 
la que pertenecen los datos. [28] 
 
La implementación de RNA no pretende llegar a la creación de cerebros artificiales pero si 
a la imitación de algunas de sus funciones. En concreto, se precisa la solución de 
problemas prácticos que reduzcan el tiempo y los recursos de procesamiento de la 
información aprovechando al máximo su capacidad de aprendizaje, robustez, no linealidad 
y tolerancia a la imprecisión. Los campos de aplicación habituales están relacionados con 
la clasificación, estimación funcional, optimización, el reconocimiento de patrones y el 
tratamiento de información económica. El 50% de los sistemas OCR – Optical Character 
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Recognition – se basa en RNA. Aún más interesante parece ser su utilización en la 
asistencia y el apoyo en vuelo a los pilotos de aviones, incluso se ha logrado aterrizar un 
avión Jumbo sin intervención humana [Werbos 1998] (cita referida en “Redes Neuronales 
y Sistemas Difusos” [23]). 
 
La predicción de cotizaciones bursátiles hace uso de RNA que pretende encontrar una 
función que relaciona múltiples variables de entrada con los valores de cotización actuales. 
La Adalina se viene utilizando como filtro adaptativo para cancelar el ruido en la transmisión 
de señales, esto es, suprimir el eco en las comunicaciones telefónicas por satélite. Las 
RNA pueden ser aplicadas a los procesos de control de la calidad donde se evalúa si 
determinado producto cumple o no con las especificaciones demandadas. De igual forma, 
han sido aplicadas en la predicción de la demanda, análisis económicos e incluso en la 
robótica. De esta forma, las RNA tienen diferentes aplicabilidades en un amplio rango de 
segmentos industriales. Estos son algunos ejemplos de industrias que utilizan las redes 
neuronales y sus aplicaciones:  
 
INDUSTRIA APLICACIÓN EJEMPLO 
ARQUEOLOGIA Identificación y fechado de huesos y artefactos 
BANCA  (Modelos) Suscripción de préstamos 
Calificación crediticia 
TARJETAS DE CREDITO Detección de transacciones fraudulentas 
Comportamiento de compra 
DEFENSA Identificación de objetivos 
CIENCIAS AMBIENTALES Predicción de corrientes aéreas y marítimas 
Calidad del aire y del agua 
FINANZAS E INVERSIONES 
(Modelos) 
Predicción de inversiones 
Fluctuación de monedas  
SABORES Y FRAGANCIAS Predicción de sabores de cervezas y vinos 
DEFENSA CIVIL Identificación de terroristas potenciales 
SEGUROS/REASEGUROS Suscripción de pólizas 
Estimación de reservas por pérdidas 
MANUFACTURA Control de calidad y Six Sigma 
MERCADEO Prospección precisa de objetivos 
Calificación y comparación de métodos y campañas 
de mercadeo 
MEDICINA (Estudios de caso) Diagnóstico de tumores y tejidos 
Diagnóstico de ataques cardíacos 
PETROLEO/GAS/ENERGIA Análisis de cenizas de plantas carboníferas 
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INDUSTRIA APLICACIÓN EJEMPLO 
Predicción del precio de la energía 
Estimación de reservas petrolíferas 
FARMACEUTICA Efectividad de nuevos fármacos 
PSICOLOGIA Predicción de comportamientos criminales y 
psicóticos 
BIENES RAICES Valuación de bienes inmuebles 
INVESTIGACION CIENTIFICA Identificación de especímenes 
Secuenciación de proteínas 
TELECOMUNICACIONES Detección de fallas en líneas de redes 
TRANSPORTE Mantenimiento de carreteras 
Control del tráfico 
Bloqueo de vías y sistemas de enrutamiento 
SERVICIOS PUBLICOS Detección de fallas en redes de energía 
ROBOTICA Control de trayectoria 
Sistemas de visión 
INDUSTRIA ESPACIAL Alto desempeño en vuelos con piloto automático y 
vuelos no tripulados 
Simuladores de vuelo 
Componentes de detección de fallas en los vuelos 
PRODUCCION Y 
MANUFACTURA 
Procesos de control de manufactura 
Máquinas y procesos de diagnóstico 
Identificación en tiempo real de partículas 
LENGUAGE Y TRADUCCION Reconocimiento y comprensión del lenguaje 
 
Existen empresas que han desarrollado aplicaciones de redes neuronales para calcular la 
evaluación de créditos (Credit Scoring) y también para calcular el riesgo hipotecario. Otras 
empresas utilizan las redes neuronales para asegurar sus procesos automatizados de 
concesión de préstamos hipotecarios con un 84% de éxito en dicho proceso. [21] 
 
Las redes neuronales artificiales pueden aplicarse en análisis de los patrones generados, 
debido a su confiabilidad y pertinencia para la evaluación de riesgos financieros. Estas 
permiten con base en los descriptores generar o inferir nuevo conocimiento, la buena 
elección de los descriptores garantiza la efectividad de la respuesta suministrada por una 
red neuronal artificial. [27] 
 
Las RNA son un sistema para el tratamiento de información y se han convertido en una 
herramienta de análisis para abordar situaciones financieras que incluso pueden llegar a 
incluir la automatización de procesos operativos y la evaluación del riesgo. Las RNA 
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permiten auto-organizar la información a través de su agrupamiento teniendo como base 
los rasgos característicos de los datos. La auto-organización resulta importante cuando la 
información de entrada es imprecisa o incompleta. [28]  
 
4.1.4 Relación de las RNA con métodos estadísticos y 
econométricos 
 
Las redes multicapa (MLP) frecuentemente son usadas para la resolución de problemas 
que involucran métodos estadísticos. Existen casos en los que el “mapping” de la red 
neuronal no puede ser determinado adecuadamente debido a que no existe suficiente 
información para poder entrenar a la red. Según [Vapnik 1999a] (cita referida en “Redes 
Neuronales y Sistemas Difusos” [23]), se puede considerar a los modelos de redes 
neuronales como estimadores NO paramétricos en términos estadísticos. El dilema de la 
varianza y sesgo es un problema presente tanto en estimadores paramétricos como no 
paramétricos. Las redes neuronales como estimadores de modelo libre, caso de la red 
MLP, poseen una gran varianza pudiendo implementar diferentes mappings, pero al tener 
un conjunto de entrenamiento “infinito” se obtiene un único mapping correcto. La varianza 
es controlada a través de información apriorística (sesgo o vicio) que le dice a la red como 
“creemos” que es la solución tratando que el estimador sea paramétrico en cierto grado, 
esto significa que los grados de libertad se reducen mediante las restricciones introducidas 
(información apriorística). La aplicación de las técnicas de regularización sobre el modelo 
MLP-BP (retropropagación o propagación hacia atrás) puede mejorar su nivel de 
generalización. 
Las regresiones y el análisis discriminante están relacionadas estrechamente con el 
modelo MLP ya que éste realiza una regresión multidimensional y no lineal en la que no 
se requiere conocer inicialmente una función objetivo determinada para el ajuste. Se ha 
demostrado que las redes MLP arrojan mejores resultados en problemas no lineales que 
el análisis discriminante. No obstante, existen estudios que concluyen que algunos 
problemas que están abordando las RNA ya han sido resueltos por la estadística. Los 
problemas complejos deben ser divididos en partes y cada una resuelta con la técnica 
apropiada: 1) convencional – estadística, econometría, sistemas expertos, reglas 
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heurísticas, etc.) o 2) no convencionales – redes neuronales, lógica borrosa, algoritmos 
genéticos, etc.). Los sistemas híbridos son la tendencia (IEEE 1999).  
Las redes neuronales tienen aspectos en común tanto con la inteligencia artificial como 
con los métodos estadísticos, su integración permite que sean usadas en ajuste funcional 
(perceptrón y regresión) y en reducción de la dimensionalidad (mapas de Kohonen o 
mapas auto organizados). Existe mucho paralelismo entre los modelos estadísticos y 
neuronales. Es adecuado hacer que sus modelos,  metodologías, técnicas y herramientas 
se complementen. De hecho, las RNA utilizan técnicas estadísticas para: el análisis de la 
relevancia de las variables de entrada, la inicialización de los pesos y el análisis de la 
operación de la red. 
Las técnicas paramétricas, determinísticas o estocásticas, presentan algunos 
inconvenientes como la necesidad de especificar una forma funcional concreta, decisión 
que no es sencilla y puede llevarnos a una especificación errónea. El análisis envolvente 
de datos (DEA) más empleado es determinístico y carece de la capacidad de contrastar la 
validez del “modelo”. Este análisis DEA también se ha desarrollado en una versión 
estocástica. Estas técnicas se destacan por su flexibilidad al no imponer una cierta relación 
a priori, aunque es necesario adoptar unos supuestos sobre convexidad, rendimientos a 
escala, constantes y/o variables. Las RNA son modelos estocásticos (semi) no 
paramétricos capaces de aproximar funciones y sus derivadas. Son útiles en entornos 
donde el proceso generador de datos es desconocido y/o se presentan no linealidades. Es 
por esto que las RNA se presentan teóricamente como una opción más en la aproximación 
de funciones de producción (y de coste) y por tanto, en las estrategias de medición de 
eficiencia. [10] 
Algunas ventajas de las RNA sobre los métodos estadísticos: 
 Los métodos neuronales son de fácil uso e implementación 
 Los resultados pueden ser interpretados y analizados por usuarios no expertos en el 
tema 
 La redes neuronales no imponen supuestos de partida (distribución gaussiana de los 
datos) 
 Se obtiene una rápida respuesta 
 Se hace una mejor utilización de los recursos computacionales  
 Pueden utilizarse para aplicaciones de control industrial dada su posibilidad de 
entrenamiento y aprendizaje en línea 
 Su aplicación es más “amena” según algunos estadísticos 
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Para los agentes económicos conocer el posible comportamiento futuro de las variables 
macroeconómicas es fundamental. Esto le permite al Gobierno planear su presupuesto y 
al Banco Central definir su política monetaria. De igual forma, le ayuda a las entidades 
financieras a definir su estrategia con base en la estimación de los recursos que requerirá 
la economía para su desarrollo, esto es por ejemplo, cuanto capital de trabajo requerirán 
las empresas para implementar sus proyectos de inversión.  
 
A través de un proceso generador de datos se puede explicar el comportamiento de una 
variable económica observada en cada momento del tiempo. El modelo  econométrico 
inicia con la selección de las variables independientes que explican el comportamiento de 
las variables dependientes que son de interés. Luego se establece el proceso generador 
de datos, que en el caso de los modelos paramétricos consiste en la asignación de una 
función al proceso generador. En un modelo lineal se tendrá que la magnitud de un cambio 
en una variable explicativa afecta en igual magnitud a las variables explicadas y que en 
valor absoluto los cambios positivos y negativos de una variable explicativa afecta en la 
misma magnitud a la variable explicada. Los modelos no lineales permiten asimetrías ante 
diferentes movimientos de variables independientes; de forma tal, que son solucionadas 
las omisiones de las relaciones presentes en el proceso generador de datos de algunas 
variables económicas que tienen los modelos lineales. [44] 
 
Las RNA son consideradas modelos paramétricos no lineales que “intentan” emular el 
comportamiento del cerebro en lo concerniente al reconocimiento de patrones, a las 
interconexiones entre diferentes neuronas y a la posibilidad de aprender de los errores. En 
la medida que se cuente con un amplio número de observaciones las RNA pueden llegar 
a reproducir de manera confiable la variable dependiente que se está explicando. Las RNA 
han mostrado ser modelos muy versátiles y han sido usadas en diversas ramas del 
conocimiento. Uno de los trabajos pioneros que usan las RNA en la econometría fue 
realizada por Kuan y White (1994) y desde entonces han sido empleadas para pronosticar 
diferentes variables como la inflación, el PIB, la tasa de cambio, la demanda de efectivo, 
etc. El uso cada vez mayor de las RNA en economía y finanzas se debe a la presencia de 
comportamientos no lineales en las relaciones entre diferentes variables. El uso de 
herramientas no lineales como las RNA ha permitido explicar de mejor manera el 
comportamiento de las interrelaciones entre diferentes variables económicas. [44] 
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Los modelos neuronales son en esencia un mecanismo de inferencia estadística no 
paramétrica inspirado en los sistemas biológicos. Se ha demostrado que ciertos algoritmos 
utilizados en el proceso de aprendizaje están muy cerca de la especificación de modelos 
de regresión no lineales. Por ejemplo, las redes feed-forward poseen la capacidad de ser 
utilizadas como aproximadores universales de funciones. Desde la óptica econométrica, a 
los modelos neuronales se les puede asociar el planteamiento clásico siguiente. Existe una 
función desconocida a priori, f(x) con cierto componente estocástico, donde el proceso de 
aprendizaje del modelo consiste en calcular un estimador de la función desconocida, f 
(x;ω)≡ fˆ(x), siendo “w” el vector de parámetros desconocidos y “ x ” el conjunto de datos 
observados. El modelo neuronal definido es un estimador no paramétrico de la esperanza 
matemática de “x” condicionada a “y”, es decir, E(y | x). Es posible que una vez 
seleccionado un modelo, no sea necesariamente una fiel representación de la esencia de 
la función desconocida, f(x), donde algunas de las posibles causas de esta divergencia 
pueden ser: omisión de variables relevantes; inclusión de variables irrelevantes; forma 
funcional incorrecta; errores en la medida de las variables dependientes; especificación 
incorrecta del término de error del modelo; algoritmo de aprendizaje inadecuado 
(problemas de convergencia) y métodos ineficaces de selección de modelos (overfitting). 
El proceso de identificación de un modelo incluye dos etapas, la primera, la comprobación 
de la bondad del mismo y la segunda, el establecimiento de pruebas que permitan 
diagnosticar la significancia de las variables explicativas. La primera de ellas, supone 
valorar si es o no una fiel representación de, E(y | x) a través del estudio de los residuos. 
La segunda etapa consiste en satisfacer un conjunto de pruebas. [46] 
 
El proceso de identificación de un modelo neuronal sigue una estrategia por fases: la 
selección del modelo, el contraste de significancia de las variables y el contraste de 
significación del modelo. La selección del modelo consiste en escoger la forma funcional 
más idónea, estimar los parámetros y establecer aquellos criterios de ajuste para la 
evaluación del propio modelo. El contraste de la significancia de las variables corresponde 
a la medida de la relevancia de cada una de las variables del modelo, estimación de la 
varianza de la anterior medida y contraste de hipótesis para detectar la irrelevancia de 
ciertas variables. Por último, se establece el contraste de relevancia del modelo en su 
conjunto. [46] 
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4.2 Principios y fundamentos de las Redes Neuronales 
Artificiales 
 
Para hablar de las redes neuronales es preciso utilizar el conocimiento que se tiene del 
funcionamiento de nuestro cerebro. El cerebro es un complejo sistema de procesamiento, 
no lineal, masivamente paralelo. Por lo tanto, no es una arquitectura Von Neumann ya que 
está compuesto por millones de procesadores elementales o “neuronas” cuidadosamente 
interconectadas que conforman una “red”. Las neuronas tiene la capacidad innata de 
aprender a partir del entorno. Una Red Neuronal Artificial – RNA, es una implementación 
de un sistema de procesamiento de datos que simula funciones elementales, como lo hace 
la red nerviosa del cerebro humano, siendo capaz de identificar la información relevante 
sobre una gran cantidad de datos. Las RNA emulan la respuesta de las neuronas 
biológicas (ver Fig. 1.), la cual es de tipo no lineal. [22]. La siguiente figura muestra la forma 
como una RNA “intenta” emular el funcionamiento de una neurona biológica. 
 
 
Figura 7. Neurona Artificial Básica 
 
Las redes neuronales artificiales (artificial neural systems) pueden modelar un sistema 
nervioso o un fenómeno cognitivo, y aprender a partir de ejemplos utilizando computación 
paralela, distribuida y adaptativa. Estos sistemas imitan la estructura física del cerebro con 
el objeto de reproducir algunas de sus capacidades. Las tecnologías neuronales y borrosas 
pueden ser utilizadas en la resolución de tareas relacionadas con el procesamiento de 
señales y el reconocimiento de patrones. La misma naturaleza presenta una solución: el 
procesamiento auto-organizado fruto de la interacción de un gran número de procesadores 
elementales. En este mismo sentido, la naturaleza descubrió que la codificación en forma 
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de frecuencia de pulsos digitales proporciona calidad, seguridad y simplicidad en el 
intercambio de información y el procesamiento de la misma. [23] 
 
Las RNA son capaces de aprender a partir de la experiencia (entrenamiento) utilizando 
técnicas de computación paralela y distribuida que pueden ser implementadas mediante 
dispositivos de propósito específico (solución de problemas particulares). El objetivo es 
simular la sinapsis entre las neuronas para lograr el aprendizaje imitando así la estructura 
física del sistema nervioso y dando lugar a sistemas que presentan un comportamiento 
inteligente. Estos sistemas artificiales deberán estar en la capacidad de realizar múltiples 
cálculos en forma paralela (simultáneamente), poseer memoria distribuida (rápida 
accesibilidad a la información) y adaptabilidad al entorno (reconocimiento en el cambio de 
la información).  
4.2.1 Estructura de un sistema neuronal artificial 
 Conjunto de procesadores elementales o neuronas artificiales: son dispositivos simples 
de cálculo que entregan una única respuesta (salida) mediante un vector de 
información (entrada) 
 tx j   que puede ser otra neurona. Cada neurona i   tendrá un 
peso sináptico ij
w
  que representa la intensidad de interacción entre la neurona 
presináptica j  y postsinática i  . Si el peso es positivo tenderá a excitarla y si es 
negativo a inhibirla.  
 El valor del potencial postsináptico  thi  es proporcionado por la regla de propagación  
  txw jij ,  (i.e., suma ponderada o producto escalar de los vectores de entrada y 
pesos)       
j
jijjiji xwtxwth ,     (2) 
 El estado de activación actual  tai   de la neurona  i   es proporcionado por la función 
de activación     thtaf jii ,1   (función determinística, monótona creciente y 
continua) en función de su estado anterior   1tai   y de su potencial postsináptico 
actual. En algunos modelos de RNA se considera que el estado actual de la neurona 
no depende de su estado anterior. 
 51 
 
 La salida actual  tyi   de la neurona i   es proporcionada por la función de salida 
  taF ii  en función de su estado de activación actual  tai  . Frecuentemente la función 
de salida es la función identidad    xxF     el estado de activación es la salida propia. 
En otros casos es de tipo escalón en donde la neurona se dispara al superar cierto 
umbral. También se puede hacer uso de funciones estocásticas para la activación lo 
cual proporciona a la neurona un comportamiento probabilístico. 
 En conclusión se tiene que  
        txwtafFty jijiiii ,,1   (3) 
Para la neurona estándar la regla de propagación es la suma ponderada y la función de 
salida es la identidad. Se añade un grado de libertad a la neurona denominado “umbral” 
que consiste en restar al conjunto de pesos un parámetro i   
  






  i
j
jijii xwfty    (4) 
La siguiente figura muestra la estructura de una neurona artificial y esquematiza o 
representa la ecuación anterior: 
 
Figura 8. Estructura de una Neurona Artificial 
 
La arquitectura de la RNA corresponde a la topología, estructura o patrón de conectividad 
de la red. En una RNA los nodos se conectan por medio de sinapsis, esta estructura de 
conexiones sinápticas determina el comportamiento de la red. Existen tres tipos de capas: 
de entrada, de salida y ocultas. Una capa de entrada o sensorial está compuesta por 
neuronas que reciben datos o señales procedentes del entorno. Una capa de salida es 
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aquella cuyas neuronas proporcionan la respuesta de la red neuronal. Una capa oculta es 
aquella que no tiene una conexión directa con el entorno, es decir, que no se conecta a 
órganos sensores ni efectores. Este tipo de capa proporciona a la red neuronal grados de 
libertad adicionales, gracias a los cuales puede encontrar representaciones internas 
correspondientes a determinados rasgos del entorno, proporcionando una mayor riqueza 
computacional.[4] 
ESTRUCTURA (ARQUITECTURA) DE LAS RNA’S 
 
Figura 9. Arquitectura de una RNA 
 
4.2.2 Las redes neuronales y el aprendizaje 
 
La sinapsis es el medio de conexión de los nodos de las RNA y es la que determina el 
comportamiento de la red. La información viaja en un sentido (direccional) a través de estas 
conexiones. Una red neuronal artificial está conformada por diferentes capas: 1) la capa 
de entrada, encargada de recibir la información del exterior; 2) la capa oculta (intermedia, 
que puede ser una o más de una) la cual procesa la información y 3) la capa de salida, que 
proporciona el resultado del trabajo de la red neuronal artificial al exterior. La arquitectura 
de la red neuronal artificial describe el número de capas, las funciones de transferencia 
(transferencia de información de una neurona a otra) en cada una de las capas, el número 
de neuronas por capa y las conexiones entre ellas [Hilera y Martínez, 2000] (cita referida 
en “Redes Neuronales y Sistemas Difusos” [23]). 
Utilizando el concepto matemático de grafo (conjunto de nodos y de conexiones 
establecidos entre ellos), una posible definición de red neuronal sería:  
 53 
 
1)  ix  es la variable de estado asociada a cada nodo i  
2)  ijw  es el peso asociado a cada conexión  ji,   de los nodos  i  y j  
3)  i  umbral asociado a cada nodo i  
4) Para cada nodo i   se define una función   iijji wxf ,,  que proporciona el nuevo estado 
del nodo 
Los modos de operación de los sistemas neuronales son recuerdo o ejecución y 
aprendizaje o entrenamiento los cuales permiten realizar un procesamiento o cómputo 
basándose en un conjunto de patrones de aprendizaje. Cuando los parámetros libres de 
la red son ajustados usando un proceso de estimulación por el entorno se dice que la red 
neuronal tiene un proceso de aprendizaje. En otras palabras, el proceso de aprendizaje, 
que usualmente es iterativo, consiste en determinar un conjunto de pesos sinápticos que 
permita a la red realizar un procesamiento deseado bajo el rendimiento esperado. Los tipos 
de aprendizaje básicos en las redes son: 
  
1) Supervisado: estimación de una función multivariable que representa la red neuronal a 
partir de muestras aleatorias   mediante la minimización iterativa de   (error esperado de la 
operación de la red) a través de aproximación estocástica.  
2) No supervisado o auto-organizado: estimación de la función de densidad de probabilidad   
que describe la distribución de patrones   a partir de ejemplos.  
3) Hibrido: estimación a través de la utilización del aprendizaje supervisado y no 
supervisado.  
4) Reforzado: se usa información sobre el error cometido con una única señal de error y 
no se suministra la salida deseada (caso no supervisado).  
 
Los algoritmos de aprendizaje utilizan métodos iterativos para minimizar una función de 
coste que pueden causar problemas de convergencia que permite comprobar si la 
arquitectura de la red y su regla de aprendizaje resuelven el problema. No es necesario 
alcanzar un error pequeño en el aprendizaje ya que esto es costoso en tiempo y recursos 
de procesamiento, se sugiere mejor llegar a una “buena generalización”. Las redes con 
realimentación son sistemas dinámicos no lineales que requieren parámetros que 
aseguren la convergencia en la respuesta.  
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4.3 Modelos de Redes Neuronales 
 
La etapa mediante la cual la red neuronal adquiere la capacidad de desempeñar las 
funciones específicas que requiere el problema que se pretende abordar es entendida 
como el aprendizaje o proceso de entrenamiento. Los distintos modelos se clasifican de 
acuerdo con el paradigma básico de aprendizaje que estos usan. Los tres principales 
paradigmas de aprendizaje son: supervisado, no supervisado y de refuerzo. [25]. A 
continuación se explica el modelo de redes supervisadas y el de redes no supervisadas. 
 
1.- Redes Supervisadas 
 
Entre las redes unidireccionales organizadas en capas y con aprendizaje supervisado se 
encuentran el perceptrón simple, la Adalina y el perceptrón multicapas – MLP. Estas son 
fundamentalmente utilizadas como clasificadoras de patrones y estimadores de funciones 
que a partir de un conjunto de entradas arroja una salida deseada. El asociador lineal es 
un modelo que usando una transformación lineal asocia patrones de entrada con otros de 
salida. Su operación será Wxy   que corresponde a la suma ponderada de las entradas 
con sus pesos sinápticos 
j
n
j
iji xwy 


1
     (5) 
para cada neurona i   (cálculo del potencial sináptico usando la suma ponderada). Es 
preciso deducir los algoritmos de aprendizaje a partir de cierto criterio a optimizar lo que 
se traduce en un procedimiento para alcanzar un conjunto de pesos óptimo que resuelva 
un problema dado. Se propone el error cuadrático medio como criterio para medir el 
rendimiento de la red. 
El perceptrón simple, modelo unidireccional, fue introducido por Rosenblatt en 1959. Está 
compuesto por dos capas de neuronas: sensorial o de entradas y otra de salida (con 
función de activación tipo escalón – uso de umbral).  
  miixwfty i
n
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jijii 
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   (6) 
Puede ser usado como clasificador o para representar funciones booleanas (salidas 
binarias). El perceptrón es un dispositivo entrenable que permite determinar pesos 
sinápticos que clasifican un conjunto de patrones a partir de un conjunto de ejemplos. Una 
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neurona tipo perceptrón representa un discriminador lineal por lo que no puede representar 
la clase de funciones no separables linealmente. Pero esta limitación puede solucionarse 
a través de la inclusión de más capas en la arquitectura con lo que se tendrá un perceptrón 
multicapa. [23]  
 
Regla de aprendizaje del perceptrón: p  patrones px   1;  con sus salidas 
deseadas 
t  . Valores de las entradas y salidas entre -1 y 1 
La regla del perceptrón se puede expresar como  
        iiii ytxtwtw  .2/1     (7) 
Si se tiene que  2/   entonces      iii ytxtw  .      (8) 
 
El proceso de aprendizaje es iterativo partiendo de una configuración sináptica inicial y se 
presentan varias veces los patrones para que los pesos se ajusten iterativamente según 
la regla del perceptrón hasta que todos estén correctamente clasificados. 
 
La Adalina (ADAptive Linear Neuron) propuesta por Widrow en 1959 utiliza una neurona 
de respuesta lineal cuyas entradas pueden ser continuas e incorpora un parámetro 
adicional que representa un “umbral” proporcionando un grado de libertad adicional. 
  miixwty i
n
j
jiji 
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1,,
1
      (9) 
En la Adalina se emplea la regla de aprendizaje de Widrow-Hoff o regla LMS (Least Mean 
Squares) o regla delta (si la función de activación es sigmoidea), que conduce a 
actualizaciones de tipo continuo donde la actualización de los pesos es proporcional al 
error cometido por la neurona. Únicamente pueden ser separados en forma correcta los 
patrones linealmente independientes, los resultados que proporciona son en promedio 
mejores que los del perceptrón ya que la Adalina reduce el error cuadrático medio al 
mínimo posible. La regla LMS lleva a asociaciones perfectas si son linealmente 
independientes, no obstante, si no lo son, proporciona una matriz de pesos óptima. El 
objetivo del aprendizaje será encontrar la configuración de pesos que corresponde al 
mínimo global de la función error (a veces se llega a un mínimo local que es una buena 
respuesta). La regla LMS se acerca asintóticamente a la solución ya que el tamaño de los 
incrementos es cada vez menor y alcanza siempre el mínimo global. 
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El perceptrón multicapa o MLP (Multi-Layer Perceptron) se obtiene al añadir capas 
intermedias (ocultas) a un perceptrón simple. El algoritmo de retropropagación de errores 
o BP sirve como regla de aprendizaje para esta arquitectura. Los avances computacionales 
permitieron la aplicación del BP y demostrar su gran potencial en la resolución de tareas 
complejas. El MLP tiene la capacidad de representar complejos “mappings” y solucionar 
problemas de clasificación eficazmente. 
 
ESTRUCTURA DEL MLP – PERCEPTRON MULTICAPA 
 
 
Figura 10. Arquitectura de un perceptrón multicapa – MLP 
 
La operación de un MLP con una capa oculta y neuronas de salida lineal puede aproximar 
hasta el nivel deseado una función continua en un intervalo convirtiéndose así en el 
aproximador universal de funciones. Se puede expresar como: 
jj
i
iji
ij
kji
j
jkjk xwfwywz
''''  





     (10) 
Con   de tipo sigmoideo. Si se hace   dada por el MLP representa una función   que es 
similar a una función periódica (serie de Fourier de sinusoides).[23] 
 
A través de la extensión del LMS a las redes multicapas se puede deducir el BP 
(Backpropagation) o algoritmo de retropropagación de errores el cual permite dar una 
solución al problema de entrenamiento de los nodos de las capas ocultas. Las funciones 
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de activación de las neuronas ocultas   son de tipo sigmoideo, siendo   el potencial 
postsináptico o local. Se parte del error cuadrático medio como función de costo:   
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    (11) 
Se usa el descenso del gradiante para la minimización  
kj
kj
w
E
w
'
'

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    (12) (Señal de error) 
ji
ji
w
E
w


   (13) (Sinapsis capa oculta) 
Pasos para entrenar una MLP utilizando BP [23]: 
1.- Establecer aleatoriamente los pesos y umbrales iniciales 
2.- Para cada patrón    : a) obtener la respuesta de la red (fase de ejecución), b) calcular 
las señales de error asociadas 

k
'   y 

j  , y c) calcular el incremento parcial de los pesos 
y umbrales  
3.- Calcular el incremento total actual de los pesos  
'
kjw  , jiw    y los umbrales 
4.- Actualizar pesos y umbrales 
5.- Calcular el error actual     1:;,,, ''  ttwwE kkjjji     (14) 
6.- Volver a 2.- si no es satisfactorio  
El BP (Backpropagation) o algoritmo de retropropagación se puede aplicar a diferentes 
problemas llegando a soluciones adecuadas con rápidos desarrollos y consumo bajo de 
recursos computacionales. No obstante, es lento en convergencia y podría incurrir en 
sobreaprendizaje o problema de capacidad de generalización. El BP no garantiza alcanzar 
un mínimo global de la función de error, tan solo un mínimo local, por lo que el proceso de 
aprendizaje puede estancarse en uno de estos mínimos locales. La capacidad de 
generalización de la red está determinada por: su arquitectura, el número de ejemplos de 
entrenamiento y la complejidad del problema. En una red de n entradas y h  neuronas 
ocultas y w  pesos, requiere un número de patrones de aprendizaje del orden /wp    
para proporcionar un error de generalización del orden   . Existen dos formas de 
contrarrestar el sobreentrenamiento: la parada temprana o validación cruzada y limitar el 
tamaño de la arquitectura de la red. 
 
58 Modelo Predictivo Neuronal para la Evaluación del Riesgo Crediticio 
 
2.- Redes Neuronales Probabilísticas 
 
Las Redes Neuronales Probabilísticas (RNP) han sido utilizadas para la clasificación y 
agrupamiento de información. Estas redes se enmarcan dentro de los denominados 
sistemas expertos o aplicaciones que simulan el proceso de análisis y resolución de 
problemas que tendría un experto en un campo determinado. Las RNP tienen dos 
objetivos: 1) estimar las distribuciones de probabilidad condicionadas a partir de un 
conjunto de datos disponibles utilizando un método de aprendizaje, y 2) generar nuevo 
conocimiento a través de técnicas de propagación. [6] 
 
Las RNP pertenecen a las redes de función de base radial o RBF (por sus siglas en inglés: 
Radial Basis Function). Las redes RBF están compuestas por tres capas (generalmente). 
La clasificación se realiza a través del análisis de similitudes que guarda la información de 
cada registro o patrón de entrada con el vector de entrenamiento. Los rasgos similares son 
establecidos en la capa oculta donde sus neuronas están encargadas de calcular la 
distancia euclidea entre el vector de entrada ix   y el vector de pesos jw   o centroide. [40]  
La representación matemática de la función radial que aplican las neuronas ocultas sobre 
el vector de entrada viene definida por:   
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La neurona j responde con un 1 (máximo valor de salida) si el vector de entrada  coincide 
con el centroide. En otras palabras el vector de entrada está situado en una región próxima 
al centroide de una neurona. De lo contrario, si el patrón de entrada es muy diferente del 
centroide, la respuesta tenderá a cero.    corresponde al  parámetro de normalización el 
cual mide la anchura de la gaussiana, y equivaldría al radio de influencia de la neurona en 
el espacio de las entradas. La salida de las neuronas de salida se obtiene como una 
combinación lineal de los valores de activación de las neuronas ocultas ponderados por 
los pesos que conectan ambas capas. El desempeño de las redes RBF es bueno ya que 
el tiempo requerido para su entrenamiento suele ser mucho más reducido. Esto es debido 
en gran medida a que dividen el aprendizaje en dos fases: 1) fase de entrenamiento 
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mediante un aprendizaje no supervisado y, 2) fase de prueba mediante un aprendizaje 
supervisado. [40]   
Las RNP son redes multicapa que se enfrentan a problemas con elementos de 
incertidumbre relevantes. La capa oculta selecciona los centroides más cercanos al patrón 
de entrada, según el número de neuronas ocultas, mientras que la capa de salida o capa 
“competitiva”, realiza una sumatoria de todas las contribuciones de la capa anterior, 
produciendo un vector de probabilidades para cada clase. De esta forma, una función de 
activación competitiva evalúa dicha sumatoria, generando un valor de 1 para la neurona 
de salida con mayor valor de probabilidad y 0 para todas las demás. Comúnmente se dice 
que esta neurona se activa y las demás no lo hacen. [38] 
 
La arquitectura de la red neuronal probabilística comprende una función de activación 
gaussiana y el número de neuronas de cada una de las capas se compone de la longitud 
de los vectores de entrada, mientras que el número de neuronas en la capa de salida, se 
compone de las condiciones totales o clasificaciones posibles. El número de neuronas en 
la capa oculta viene dado por la cantidad de datos de entrada. 
 
Como se mencionó anteriormente, las redes neuronales probabilísticas (RNP) pueden ser 
utilizadas para problemas de clasificación de datos. En el proceso utilizado para problemas 
de regresión se realiza un ajuste de pesos teniendo en cuenta el error presentado. Ahora 
bien, para el proceso de clasificación no se realiza ningún ajuste de pesos y sólo los 
patrones de salida son determinados mediante la comparación y el cálculo de distancias. 
Funciona así: cuando una entrada es presentada, la primera capa calcula las distancias 
desde el vector de entrada a los vectores de entrada entrenados y produce un vector cuyos 
elementos indican cuan cercana está la entrada respecto a la entrada entrenada. La 
segunda capa suma estas contribuciones para cada clase de entrada y produce con ellas 
un vector de salida con las probabilidades. Finalmente, una función de transferencia en la 
salida de la segunda capa del tipo “competitiva” coge la máxima de estas probabilidades y 
produce un 1 para esa clase y cero para las demás. [13] 
 
3.- Redes No Supervisadas o Auto-organizadas 
 
Para los modelos neuronales no supervisados o auto-organizados no se presentan las 
salidas objetivo asociadas a cada patrón de entrada en el proceso de entrenamiento. La 
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red, utilizando un proceso de auto-organización, deberá proveer un resultado que muestra 
las similitudes existentes entre los patrones de entrada. Estos modelos son bastante útiles 
en el agrupamiento de patrones, análisis exploratorio y visualización y minería de datos. 
Durante el proceso de aprendizaje la red auto-organizada debe descubrir por si misma 
rasgos comunes, regularidades, correlaciones o categorías en los datos de entrada e 
incorporarlos a los pesos. La auto-organización se da en función de las señales externas 
y en la mayoría de casos se debe recurrir a un número considerable de patrones de 
entrada. Los tipos de procesamiento de estas redes son: a) análisis de similitud entre 
patrones, b) análisis de componentes principales, c) clasificación, d) memoria asociativa, 
e) codificación y f) mapas de rasgos. Los modelos no supervisados son por lo general 
monocapa con algoritmos sencillos y rápidos. [23] 
 
Las redes auto-organizadas pueden clasificarse en: 
1.- Redes no supervisadas Hebbianas: donde un gran número de neuronas de salida  
pueden activarse al mismo tiempo.  
2.- Redes no supervisadas competitivas (redes WTA: winner-take-all): donde una neurona 
puede quedar finalmente activada. Este modelo se basa en la competencia de las 
neuronas que consiste en la inhibición de unas y activación de otras. La neurona “más 
activada” logrará inhibir al resto y cada vez va obteniendo un mayor refuerzo de sus 
conexiones sinápticas. Esto permitirá el agrupamiento o categorización de patrones, la 
cuantificación vectorial, la aproximación funcional, el procesamiento de imágenes, el 
análisis estadístico y la optimización combinatoria. [23] 
 
El modelo neuronal de mapas de características auto-organizados o SOFM (Self-
Organizing Feauture Maps) intenta reproducir la representación de la información como lo 
hace la corteza cerebral, la cual organiza espacialmente dicha representación. Los SOFM 
son conocidos como los mapas de Kohonen y son bastante eficaces en la clasificación de 
patrones, cuantificación vectorial, reducción de dimensiones, extracción de rasgos, 
monitoreo de procesos, análisis exploratorio, visualización y minería de datos [Kohonen 
1997] (cita referida en “Redes Neuronales y Sistemas Difusos” [23]). Las neuronas se 
organizan en una arquitectura unidireccional de dos capas: 1) capa de entrada o sensorial 
con m neuronas, 2) capa de procesamiento que forma el mapa de rasgos con nx x ny 
neuronas que operan en paralelo.  
 
 61 
 
Teuvo Kohonen introduce en las redes competitivas la función de vecindad creando los 
mapas de rasgos auto-organizados o SOFM (Self-Ornanizing Feature Maps). Como en las 
redes neuronales auto-organizadas, en los SOFM se declara una neurona ganadora. Esta 
es la que tiene una distancia menor entre sus pesos sinápticos y el vector de datos de 
entrada. Pero ahora, tiene, además, una función de vecindad. Esta función define el 
entorno alrededor de la neurona ganadora, y en la fase de aprendizaje se actualizan tanto 
los pesos de la neurona ganadora como los pesos de las neuronas pertenecientes a la 
vecindad. [12] 
Las relaciones entre las neuronas próximas en el mapa son analizadas mediante una 
“función de vecindad” que define el entorno alrededor de la neurona ganadora. Por lo tanto, 
las neuronas próximas se sintonizan con patrones similares reflejando en el mapa una 
imagen de la topología del espacio de entrada. Los mapas auto-organizados (SOFM) 
realizan la proyección no lineal de un espacio multidimensional de entrada sobre un 
espacio discrecional de salida. La función de vecindad mejora el ritmo de convergencia y 
permite que el sistema sea más robusto ante variaciones en los valores iniciales de los 
pesos. 
El proceso de aprendizaje de los mapas auto-organizados (SOFM) consiste inicialmente 
en una ordenación global y luego un ajuste fino o especialización de las neuronas. Este es 
un ejemplo de un algoritmo auto-organizado [Martín del Brio y Sanz Molina 1993ª, Kohonen 
1990] (cita referida en “Redes Neuronales y Sistemas Difusos” [23]): 
1.- Inicialización de los pesos sinápticos  ijkw  
2-. Para cada iteración presenta el patrón  tx   con base en la función de distribución  xp  
del espacio sensorial (capa de entrada)  
3.- Calcular similitud, utilizando la distancia euclídea,  para cada neurona  jii ,   entre 
su vector de pesos sinápticos ijw   y el actual vector de entradas x 
   
2
1
2 , 


n
k
kijkij xwXWd     (16) 
4.- Determinar la neurona ganadora  2,1 ggg    cuya distancia sea la menor 
5.- Actualizar los pesos sinápticos de la neurona ganadora  2,1 ggg   y de las vecinas  
            twtxtgihttwtw ijkkijkijk  .,.1      (17) 
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Siendo  t   el ritmo de aprendizaje,  .h   la función  de vecindad 
6.- Volver a 2 hasta el número máximo de iteraciones 
Las simulaciones de un mapa auto-organizado (SOFM) usualmente son más rápidas que 
las de BP ya que su algoritmo requiere de menos recursos computacionales. 
Existe un caso de estudio reconocido a nivel mundial, basado en la técnica de mapas de 
rasgos auto-organizados que es el “Análisis de la corrupción en los países” en el cual se 
revisa la posible relación que existe entre la corrupción de un gobierno y el terrorismo. Su 
acercamiento se hace desde el punto de vista de minería de datos lo cual lo hace más 
llamativo relacionando variables macroeconómicas con la percepción de la corrupción en 
los países en desarrollo.[15] 
 
LVQ – Learning Vector Quantization es un modelo supervisado compuesto por una capa 
simple de neuronas sin relaciones de vecindad, que está orientado a clasificación de 
patrones en donde se premia a aquellas neuronas que clasifican correctamente un 
determinado patrón actualizando sus pesos y castigando a las que clasifican 
erróneamente. Se sugiere la utilización del modelo de mapas auto-organizados (SOFM)  
para la visualización de datos y no emplearse en clasificación.[23] 
 
4.- Redes No Supervisadas Realimentadas - Modelo Hopfield 
 
A los modelos neuronales se les puede incluir un esquema de realimentación lo cual 
complica el análisis de su operación debido a que la información viaja hacia delante y hacia 
atrás convirtiéndose en un sistema dinámico. El funcionamiento de una red unidireccional 
es estable en fase de ejecución o recuerdo y arroja resultados inmediatos. En cambio, en 
las redes realimentadas el problema es la estabilidad de la respuesta cuya demostración 
usa el método de Lyapunov para el cual un sistema dinámico de variables de entrada 
(ecuaciones diferenciales) se encuentra en reposo solo en el origen [Simpson 1989] (cita 
referida en “Redes Neuronales y Sistemas Difusos” [23]). 
 ,,2,1 ...,, nii xxxtF
dt
dx
x    (18) 
La función de Lyapunov se denomina también función de energía de Lyapunov ya que es 
la generalización del concepto físico de energía. 
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El modelo de Hopfield fue el punto de partida para que las RNA “renacieran” con fuerza. 
Este modelo está basado en la definición de una función de energía de la red y utiliza 
modelos de la física estadística. Su arquitectura consiste de una sola capa donde las 
neuronas (similares a las del perceptrón) están conectadas entre sí, un elemento de umbral 
con entradas  tx j   y salidas  tyi  (binarias). Los pesos son continuos (reales). La suma 
de las entradas ponderada con los pesos sinápticos menos el umbral, corresponde al 
potencial postsináptico calculado por la neurona  
    i
j
jiji txwth       (20) 
Para obtener la salida digital de la neurona se aplica al potencial local una función de tipo 
escalón  .f   por lo que la siguiente regla rige la dinámica (determinística) de la red:  
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Los esquemas de actualización o dinámicas pueden ser asíncronos o modo serie (en un 
instante t solo una neurona actualiza su estado) y síncronos o modo paralelo (en un 
instante t varias neuronas actualizan su estado). 
 
La red de Hopfield opera como una memoria auto-asociativa por lo que puede eliminar o 
filtrar el ruido en patrones. El estado estable de la red puede ser un mínimo local de la 
función de energía. La red almacena o memoriza estos resultados (mínimos locales) y en 
esto consiste su esquema de aprendizaje. La regla de aprendizaje deberá encontrar el 
conjunto de pesos sinápticos W y que la función de energía tenga esos patrones como 
mínimos locales (estados estables). 
 
5.- Cuadro resumen de Modelos y Clasificación de RNA’s 
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MODELOS DE RNA’S 
 
Figura 11. Organización según tipos de RNA’s [23] 
CLASIFICACION DE LAS RNA’S 
 
Fuente: Redes Neuronales Artificiales y sus aplicaciones [41] 
RNA DISEÑADOR AÑO TIPO CARACTERISTICAS
Adaline y Madaline Bernard Widrow 1960 Predicción
Técnicas de Adaptación para el Reconocimiento de 
Patrones.     
Adaptive Resonance Theory 
Networks (ART)
Carpenter, 
Grossberg
1960-86 Conceptualización
Reconocimiento de Patrones y Modelo del 
Sistema Neuronal.    Concepto de Resonancia 
Back-Propagation  Rumelhart y Parker 1985 Clasificación
Solución a las limitaciones de su red predecesora 
el Perceptron.     
Bi-Directional Associative 
Memory (BAM) Networks 
Bart Kosko 1987 Asociación Inspirada en la red ART.     
The Boltzmann Machine  
Ackley, Hinton y 
Sejnowski
1985 Asociación Similar a la red Hopfield.     
Brain-State-in a Box  James Anderson 1970-86 Asociación Red Asociativa Lineal.     
Cascade-Correlation-Networks  Fahhman y Lebiere 1990 Asociación Adición de nuevas capas ocultas en cascada.     
Counter-Propagation  Hecht-Nielsen 1987 Clasificación Clasificación Adaptativa de Patrones.     
Delta-Bar-Delta (DBD) Networks  Jacobb 1988 Clasificación
Métodos Heurísticos para Acelerar la 
Convergencia.     
Digital Neural Network 
Architecture (DNNA) Networks  
Neural 
Semiconductor Inc.
1990 Predicción Implementación Hardware de la función Sigmoid.     
Directed Random Search (DRS) 
Networks  
Maytas y Solis 1965-81 Clasificación
Técnica de valores Random en el mecanismo de 
Ajuste de Pesos.     
Functional-link Networks (FLN)  Pao 1989 Clasificación Versión mejorada de la red Backpropagation.     
Hamming Networks  Lippman 1987 Asociación
Clasificador de vectores binarios utilizando la 
Distancia Hamming.     
Hopfield Networks  Hopfield 1982 Optimización Concepto de la red en términos de energía.     
Learning Vector Quantization 
(LVQ) Networks  
Kohonen 1988 Clasificación Red Clasificadora.     
Perceptron Networks  Rosenblatt 1950 Predicción Primer modelo de sistema Neuronal Artificial.     
Probabilistic Neural Network 
(PNN)  
Spetcht 1988
Asociación
Clasificación
Clasificación de Patrones utilizando métodos 
estadísticos.     
Recirculation Networks Hinton y McClelland 1988 Filtrado Alternativa a la red Backpropagation.     
Self-Organizing Maps (SOM)  Kohonen 1979-82
Conceptualización
Clasificación
Aprendizaje sin supervisión. 
Spatio-Temporal-Pattern 
Recognition (SPR)  
Grossberg 1960-70 Asociación
Red clasificadora Invariante en el espacio y 
tiempo.  
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4.4 Ventajas y Desventajas de las Redes Neuronales 
 
En general, las redes neuronales son superiores a otras técnicas porque: 
• Se entrenan, auto organizan, aprenden y olvidan según las necesidades y el contexto en 
que operan. 
• Son robustas y tolerantes a fallas. La falla de una o varias neuronas no implica un fallo 
total en la red neuronal. 
• Son flexibles, lo que les permite adaptarse fácilmente a nuevos ambientes, ya que pueden 
catalogarse como sistemas independientes. 
• Se emplean en datos en los cuales el patrón es oscuro e imperceptible, exhibe 
comportamiento impredecible o no lineal, como en modelos tradicionales de series 
temporales y datos caóticos. 
• La velocidad de respuesta es menor que la del cerebro humano. 
• Son hábiles en el proceso de asociar, evaluar o reconocer patrones  
No obstante, existen algunas características que hacen que las redes neuronales no deban 
ser usadas en determinadas circunstancias: 
• Funcionan como una caja negra, resuelven un problema, pero no se sabe a priori  cómo 
lo han hecho, aunque existen diversas técnicas para conocer la forma como operan 
internamente. Como señala Nisbet R., Elder J. y Miner G. (2009), estudios recientes están 
abriendo la caja negra en gran medida por el estudio del efecto o contribución que cada 
variable de entrada presenta sobre la salida a la luz principalmente del análisis de 
sensibilidad. Esta serie de avances está dando lugar a que en la actualidad se hable más 
bien de “cajas grises” ya que las RNA modernas, a partir de ciertas técnicas, ya pueden 
proveer una medida de importancia o significación de las diferentes variables de entrada 
utilizadas para construir la red, permitiendo así, apreciar ciertos detalles sobre la operativa 
interna de cálculo. [45] 
• En lugar de ser un sistema de apoyo a la decisión, la caja negra se puede convertir en el 
"tomador" de la decisión. Puede ocurrir que un director de riesgo niegue un crédito sólo 
porque se lo dice el modelo, sin que él pueda argumentar esta decisión ya que no entiende 
el funcionamiento de la red neuronal. No obstante, este punto débil puede convertirse en 
un factor positivo. Cuanto más difícil sea la comprensión de la lógica del sistema, más difícil 
es su manipulación y por lo tanto en más segura. 
• No resuelven todos los problemas, ni siempre los resuelven de la mejor manera. 
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• Una de las limitaciones de las RNA para alcanzar un uso generalizado es el 
establecimiento de la arquitectura de la red. La complejidad en el diseño del modelo de la 
red radica en las entradas o retrasos de la serie. [7]  
• Tienen problemas en la estimación de cálculos precisos. Funcionan bien con problemas 
complejos de difícil cálculo pero que no requieren respuestas perfectas, sino solo 
respuestas rápidas y buenas, como ocurre en la bolsa, en donde se necesita saber con 
rapidez si conviene comprar, vender o mantener. 
• En predicción bursátil se emplean con frecuencia en boletines divulgativos de las 
entidades financieras, lo que significa que su éxito es relativo, puesto que en otro caso su 
predicción no se publicaría, sino que se aprovecharía. 
• Las redes neuronales se están comportando bien en predicción a largo plazo con 
componentes no lineales. Pero, no son claras las mejorías observadas en series cortas y 
estacionales, como son típicas en las predicciones de ventas. 
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5. Metodología y definición del modelo 
5.1 Descripción de la Metodología 
La red neuronal para el reconocimiento de patrones y la clasificación de la información 
puede usar un modelo estándar y básico que consiste en la selección de los datos, la 
creación y el entrenamiento de la red y la evaluación de su desempeño usando, entre otros, 
la media del error cuadrático. 
 
La metodología propuesta en este trabajo investigativo está compuesta por seis etapas 
principales que llevan a la construcción, implementación y ejecución del modelo, para 
finalizar con el análisis de los resultados. Estas seis etapas son:  
 
1) Definición del problema: ¿Qué es exactamente lo que no conocemos y queremos 
saber?, ¿Qué es lo que queremos resolver?, ¿Cuáles son los posibles caminos a 
alternativas de solución?, ¿Qué recursos poseo (i.e., información, métodos, modelos, 
herramientas)?, ¿Cuál es la mejor decisión que debemos tomar?, ¿Cuáles son los 
beneficios al encontrar e implementar la mejor solución?. Estas son algunas de las 
preguntas que enmarcan la definición del problema. Es preciso plantear y analizar los 
cuestionamientos o preguntas a responder, incluso en los casos en los que respuestas 
anteriores ya no son válidas o satisfactorias. Esta etapa permite establecer la relevancia 
en la solución del problema.  
 
2) Recolección de datos e identificación de variables financieras: búsqueda y 
consolidación de la información con respecto a las preguntas iniciales. Es la materia prima 
para encontrar las respuestas. En la mayoría de casos es necesario normalizar la 
información de forma tal que se pueda disminuir su complejidad y el procesamiento de los 
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datos tenga un mejor desempeño. Se sugiere utilizar técnicas sencillas y reconocidas como 
transformaciones lineales.  La selección del conjunto de datos y la forma como van a ser 
obtenidos (cuáles son las fuentes de información) es una actividad que permite la 
identificación de las variables financieras críticas para el análisis y la definición del conjunto 
de datos que será utilizado para el proceso de entrenamiento y aprendizaje de la red. 
También es necesario recopilar los datos que eviten un sobre-aprendizaje de la red y 
aquellos que serán usados para obtener y validar los resultados finales. Para el caso de 
estudio, el numeral 6.2. del capítulo 6 hace referencia a esta segunda etapa. La selección 
de los datos (cantidad, tipo, valor, etc.) es clave, el modelo requiere que los parámetros y 
el orden en que los datos entran al sistema sean adecuadamente definidos, esto ayuda a 
que la red aprenda en forma efectiva. 
 
3) Selección y estructuración de la RNA: dependiendo del problema y de la 
información con que se cuente, se selecciona y configura la RNA. Como se ha visto existen 
diferentes tipos de RNA que se pueden adecuar según la complejidad del problema. En 
este paso también se define la arquitectura de la red que corresponde a su topología y/o 
estructura (i.e., número de capas internas), luego se procede con la creación de la red y 
posteriormente con su configuración. La estructuración de la RNA se debe entender como 
la definición y construcción de la arquitectura de la red. Este punto se detalla más adelante 
en los numerales 5.2. y 5.3. de éste capítulo. 
 
En el numeral 4.3. del capítulo anterior, el punto 5. muestra un cuadro de clasificación de 
las RNA que facilita la selección del tipo de RNA según el problema a abordar y solucionar. 
 
4) Diseño del proceso de aprendizaje de la red: validación y entrega de los datos 
iniciales, actualización de los pesos y retroalimentación. Es preciso definir e implementar 
un proceso de normalización de la información a través de transformaciones lineales de 
los datos numéricos. Debe existir un grupo de datos que permita el entrenamiento y otro 
grupo para realizar las pruebas, esto hace referencia a tener dos matrices una de 
entrenamiento y otra de pruebas. El conocimiento de una RNA se encuentra distribuido en 
los pesos de las conexiones entre las neuronas que forman la red. [39]. Este punto se 
detalla más adelante en los numerales 5.4. y 5.5. de éste capítulo. 
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5) Simulación y ajustes: definición de datos de salida (según la función seleccionada). 
De igual forma, se debe codificar los datos de salida y asegurar que estos valores se 
encuentran en un rango o intervalo definido lo cual se puede realizar a través de una 
función de activación para la capa de salida (i.e., softmax). En esta etapa se establece la 
forma como serán evaluados los errores para determinar cuáles son las mejores 
ponderaciones. Así mismo, se realiza los ajustes por supervisión y el afinamiento de los 
pesos para continuar fortaleciendo el proceso de aprendizaje de la red. Adicionalmente, se 
realiza el entrenamiento (de nuevo), la validación y la prueba. Es preciso definir la forma 
como se medirá la precisión al realizar las pruebas, en los mapas auto-organizados se 
sugiere utilizar el enfoque “el ganador se lleva todo”. El capítulo 6 en el numeral 6.4. se 
hace referencia a esta etapa. 
 
6) Análisis de los resultados: revisión detallada de las salidas de la red. Análisis de los 
resultados para estructurar los argumentos que soportarán el proceso de toma de decisión 
y las conclusiones. 
 
DESCRIPCIÓN DE LA METODOLOGIA 
 
Figura 12. Metodología del Modelo 
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5.2 Selección del tipo de RNA 
La selección de una red se realiza en función de las características del problema a resolver. 
La mayoría de éstos se pueden clasificar en  aplicaciones de Predicción, Clasificación, 
Asociación, Conceptualización, Filtrado y Optimización. [41] 
 
En el numeral 4.3. del capítulo anterior, el punto 5. muestra un cuadro de clasificación de 
las RNA que facilita la selección del tipo de RNA según el problema a abordar y solucionar. 
Este estudio está basado en una investigación de campo para lo cual fue necesaria la 
recolección de información y la utilización de algunas técnicas de organización de la misma 
con el objeto de estructurar un sistema de variables que permita encontrar solución al 
problema planteado:  
“la evaluación del riesgo crediticio en lo que hace referencia a la clasificación de la 
información y la predicción en el comportamiento de los pagos de los clientes.” 
 
En la sección anterior se hizo mención a 4 modelos de RNA: 1) redes supervisadas, 2) 
redes neuronales probabilísticas, 3) redes no supervisadas o auto-organizadas, y, 4) redes 
no supervisadas realimentadas. 
 
Es preciso establecer desde un principio que la solución al problema planteado estará 
enmarcada en un proceso de “clasificación” de la información. Dicha  clasificación consiste 
en responder las siguientes preguntas: 
1.- quién tiene características de entrar en mora y quién no, para el análisis de 
comportamiento de pago. 
2.- quién es un buen sujeto de crédito y quién no, para la evaluación de crédito.  
El tener toda la información de los atributos o características tanto de los clientes como de 
sus créditos y operaciones crediticias hace posible determinar, a través de dicha 
clasificación, una ecuación o una serie de reglas que los registros cumplen. Si dichas 
reglas son aplicadas a un nuevo conjunto de datos se puede establecer a cuál de los dos 
grupos pertenecerá el cliente con un buen grado de certeza.  
 
Para clasificar los buenos y los malos se ha decidido utilizar los modelos de RNA Auto-
organizadas (SOM) para el análisis del comportamiento de pago y las RNA Probabilísticas 
para la evaluación de crédito. Estas redes permiten desarrollar sistemas para solucionar 
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este tipo de problemas y operan a través de un mínimo de tres capas: entrada, intermedia 
(oculta) y de salida.  
 
El útil comportamiento de las RNA al aprender, reconocer y aplicar relaciones entre objetos 
les otorga un gran poder en el desarrollo de técnicas de predicción y clasificación de la 
información. Sus principales características son: auto-organización y adaptabilidad, y, 
procesamiento no lineal y en paralelo (alta interconectividad).  
No obstante lo anterior, los modelos de RNA supervisadas también pueden ser utilizados 
para la clasificación de patrones y/o información. (Ver Anexo 5.-) 
 
En los problemas de clasificación se trata de asignar a cada caso su clase correspondiente, 
a partir de un conjunto de ejemplos. Abarca problemas como el estudio del fracaso 
empresarial, la concesión de préstamos, la calificación de obligaciones y otros. 
Metodológicamente existe similitud en los modelos para conceder préstamos y los modelos 
para predecir una quiebra o default. El conceder o no un préstamo es una decisión no 
estructurada pero la diferencia con respecto a los procesos de predicción de una quiebra 
radica en que la información disponible no se extrae de bases de datos comerciales o de 
los registros, sino que es información que suministra el cliente al banco o entidad financiera 
encargada del estudio. En este caso la información no se compone exclusivamente de 
indicadores financieros, sino que también hay otro tipo de datos, como por ejemplo quién 
es el director de la compañía, si es un cliente nuevo, a que segmento pertenece, etc. 
Algunos diseños de modelos que pretenden solucionar este tipo de problemas usan una 
mezcla de herramientas estadísticas y un perceptrón multicapa que ayudan a reconocer 
patrones para las decisiones de concesión de préstamos. 
 
5.3 Definición y construcción de la arquitectura del 
modelo 
 
El diseño de la arquitectura de la red consiste en la definición del número de capas, del 
número de neuronas en cada capa y del sistema de transferencia de información entre las 
capas. La arquitectura corresponde a la topología, estructura o patrón de conexiones de 
una red neuronal. Cada nodo es una neurona y se conecta por medio de sinapsis. Esta 
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estructura de conexiones sinápticas determina el comportamiento de la red. Una buena 
arquitectura asegura el proceso de aprendizaje de la red.  
 
Los métodos para desarrollar modelos de evaluación de crédito y predicción de la 
morosidad o default de crédito se enfocan principalmente en el desarrollo de modelos de 
clasificación sin tener en cuenta los detalles de cómo es que la clasificación misma es 
realizada. Los analistas y/o evaluadores quisieran estar en la capacidad de explicar por 
qué la solicitud de un cliente es aceptada o rechazada. De igual forma, ellos quisieran 
conocer las razones por las cuales se prevé que un cliente empezará a incumplir en sus 
pagos y sus créditos entrarán en mora. Estar en la capacidad de explicar la forma como 
se clasificó o predijo algo es esencial. La técnica de extracción de reglas genera reglas 
“simbólicas” con “casi” el mismo poder de predicción de la RNA en sí, considerando la 
contribución de las entradas como un grupo y no en forma individual. [3] 
 
La construcción de una Red Neuronal Artificial pasa por varias etapas: [9]  
1. Identificación de la variable que se va a pronosticar 
2. Construcción del conjunto de datos que permitirán activar el proceso de aprendizaje 
de la red neuronal artificial 
3. Activación del proceso de aprendizaje, con la selección de la arquitectura y los 
parámetros necesarios para la definición de los pesos de la conexión entre las neuronas 
4. Generalización de los reportes de salida para el pronóstico de la variable 
Para las RNA Auto-organizadas y las RNA Probabilísticas se establece una arquitectura 
jerárquica de tres capas: una capa de entrada que recibe la información del exterior (datos 
de entrada), una capa oculta con entradas y salidas al interior del sistema, y por último, 
una capa de salida que proporciona los resultados de la red. Tener una arquitectura 
multicapa le facilita a la red un aprendizaje por parejas de datos asociando la información 
del dato de entrada con un “ejemplo” y el dato de salida, es por esta razón que las RNA 
multicapa son útiles para la clasificación de patrones y la aproximación de funciones ya 
que aprenden las relaciones, incluso no lineales complejas, que existen entre los datos de 
entrada y de salida. [39]  
 
Como se mencionó, en la arquitectura de las redes de clasificación a utilizar, se distinguen 
tres tipos de capas: de entrada, de salida y ocultas. Una capa de entrada o sensorial está 
compuesta por neuronas que reciben datos o señales procedentes del entorno. Una capa 
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oculta es aquella que no tiene una conexión directa con el entorno. Este tipo de capa 
proporciona a la red neuronal grados de libertad adicionales, gracias a los cuales puede 
encontrar representaciones internas correspondientes a determinados rasgos del entorno, 
proporcionando una mayor eficiencia computacional. Por último, una capa de salida cuyas 
neuronas proporcionan la respuesta de la red neuronal. 
 
La definición del proceso de aprendizaje consiste en asignar los pesos específicos de los 
datos de entrada, esto implica la selección de información adecuada según el problema a 
resolver y evitar el sobre-aprendizaje. Esto se logra mediante el uso de  indicadores de 
error los cuales operan a través de la comparación de las salidas de la red contra las 
salidas deseadas (valor óptimo o umbral) llegando, por ejemplo, a un mínimo en el error 
cuadrático, que es la técnica de comprobación seleccionada. 
 
Una vez la red neuronal se ha entrenado y las ponderaciones están ajustadas es probable 
que se requiera la utilización de alguna técnica de reducción que ajuste el tamaño de la 
red en un nivel adecuado y óptimo. A esta actividad se le denomina “pruning” o podado de 
la red cuyo principal objetivo es llegar hasta cierto nivel en el proceso de entrenamiento 
para eliminar los pesos que no aportan en la operación de la red. Conocer desde un 
principio el número de neuronas y capas que necesitará la red no es sencillo. En la medida 
en que son realizados los ajustes y el afinamiento de los parámetros, el error se va 
disminuyendo y la red arroja resultados confiables y seguros. 
 
Por considerar que la presente investigación tiene mayoritariamente un corte empírico no 
se entrará en los detalles del funcionamiento técnico (algorítmico) interno de las redes 
neuronales seleccionadas para la solución del problema. Es por esto que las redes no 
serán programadas manualmente, se hará utilización de las herramientas tecnológicas 
desarrolladas para tal fin como lo es NETLab de MATLab. La caja de herramientas NETLab 
está diseñada para proporcionar las técnicas centrales necesarias para la simulación de 
modelos teóricamente fundamentados en algoritmos de redes neuronales. Los principios 
detrás NETLab son más importantes que la simple compilación de listas de algoritmos. Los 
métodos de análisis de datos y modelización no deberían utilizarse de manera aislada; 
todas las partes de la caja de herramientas interactúan de una manera coherente, y las 
implementaciones de técnicas de reconocimiento de patrones estándar (tales como la 
regresión lineal y clasificadores K-vecino más cercano) se proporcionan de manera que se 
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pueden utilizar como puntos de referencia para evaluar los algoritmos más complejos. Esta 
interacción permite a los investigadores desarrollar nuevas técnicas mediante la 
construcción de y la reutilización de software existente, lo que reduce el esfuerzo requerido 
y aumentando la robustez y la facilidad de uso de las nuevas herramientas. 
 
Como se mencionó, las redes neuronales artificiales presentan como desventaja ser 
consideradas “cajas negras” debido a que el entendimiento completo de las interrelaciones 
internas generadas entre las entradas, las salidas y las neuronas ocultas es bastante 
complejo. Shachmurove Y. (2002) señala este hecho como una indeterminación 
observacional que surge por la forma como las RNA se auto organizan, lo cual complica la 
determinación o estimación de las relaciones en las capas ocultas. No obstante, esta 
consideración ha disminuido en la última década. Como señala Nisbet R., Elder J. y Miner 
G. (2009), estudios recientes están abriendo la caja negra en gran medida por el estudio 
del efecto o contribución que cada variable de entrada presenta sobre la salida a la luz del 
análisis de sensibilidad. Esta serie de avances está dando lugar a que en la actualidad se 
hable más bien de “cajas grises” ya que las RNA modernas, a partir de ciertas técnicas, 
pueden proveer una medida de importancia o significancia de las diferentes variables de 
entrada utilizadas para construir la red, lo cual permite apreciar ciertos detalles sobre la 
operativa interna de cálculo. [45] 
 
El análisis de sensibilidad se refiere a cómo la salida es afectada por perturbaciones en las 
entradas y/o en los pesos sinápticos (Yeung D., Cloete Ian, Shi D. Wing W.Y., 2010). 
Dichas perturbaciones son ocasionadas comúnmente por imprecisiones o ruido en la 
información que para el análisis de sensibilidad son generadas a través de simulaciones 
aplicadas a las entradas. La utilización de variaciones marginales permite determinar el 
efecto de las perturbaciones y el análisis de sensibilidad permite definir cómo deben 
computarse para calcular la respuesta del sistema a las perturbaciones en los parámetros. 
El análisis requiere de una RNA de referencia cuyos pesos hayan sido estimados y se 
mantengan en estado de recuerdo o constantes. A las entradas de ésta se le aplican una 
serie de shocks generando una nueva RNA perturbada cuya nueva salida se analiza y 
contrasta con la red original. De esta manera se realiza un análisis comparativo entre las 
dos redes tomando en cuenta las variaciones que se han podido observar en el error de la 
salida. Se puede utilizar la desviación estándar de la variable de entrada como perturbación 
aplicada. El análisis de sensibilidad puede ser utilizado para una gran variedad de tareas 
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como: optimización, robustez y análisis de estabilidad, generalización, medición de la no 
linealidad en el relacionamiento entradas/salidas, inferencia y causalidad, aprendizaje 
selectivo o reducción del conjunto de variables de entrada, entre otros. Aquí se los utiliza 
para llevar a cabo una tarea de análisis inferencial y de causalidad que ciertas variables 
macroeconómicas o financieras pueden tener sobre el problema en cuestión.[45]  
 
5.4 Funcionamiento de la RNA en análisis de 
comportamiento de pago (SOM) 
 
Las técnicas de clasificación o reconocimiento de patrones pueden ser usadas para 
estudiar el comportamiento de pago de los clientes. Basados en lo que realmente ha 
sucedido con los préstamos o créditos y en lo que hace referencia a su estado de 
morosidad (oportunidad en los pagos), podemos determinar y/o predecir, según los datos 
del cliente y del préstamo, cuáles podrían entrar en mora y cuándo. Esta información de 
clientes y préstamos corresponderá a los vectores de entrada que son las columnas en 
una matriz que puede ser denominada también como la matriz de entrenamiento.  
 
Como se mencionó, el análisis del comportamiento de pago se puede realizar mediante 
técnicas de clasificación de la información lo cual incluye el agrupamiento de los datos con 
base en sus similitudes. Se define una matriz de entrada cuyas columnas corresponderán 
a los datos de cada préstamo (o sea los vectores de entrada) la cual es denominada la 
matriz de entrenamiento. La información de esta matriz se usa para determinar el mejor 
conjunto de ponderaciones. Una vez los datos están validados se debe establecer cuándo 
es el momento para suspender o terminar el proceso de entrenamiento. La red produce el 
menor error cuando ha encontrado un conjunto adecuado de ponderaciones.  
 
Adicional, es preciso definir los vectores “objetivo” (target) que indican las clases a las 
cuales los vectores de entrada, que componen la matriz de entrenamiento, serán 
asignados o clasificados, para nuestro caso: estar o no al día (estar en mora).  
 
Para resolver este problema de clasificación se aplica el Modelo de Kohonen o Mapas 
Auto-Organizados (SOM). En este modelo la RNA tiene un aprendizaje no supervisado de 
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tipo competitivo, en donde no se posee una función de salida objetivo y permite realizar 
análisis de conglomerados (clusters) proyectando un espacio multidimensional de entrada 
sobre otro de dimensión mucho menor (bidimensional) de salida. Cada patrón de entrada 
se asocia a la neurona de salida cuyo vector de referencia o vector prototipo de pesos es 
el más parecido. El criterio de similitud más utilizado es la distancia euclídea (ver punto 3. 
del numeral 4.3. en el capítulo 4.). Los patrones de entrada se agrupan en zonas y los que 
quedan situados próximos entre sí son los patrones que presentan características en 
común respecto a las variables de entrada. [40] 
 
En el proceso de aprendizaje una red SOM descubre por sí misma rasgos comunes, 
regularidades, correlaciones o categorías en los datos de entrada y los incorpora en su 
estructura interna de conexiones. Las neuronas se organizan en función de los estímulos 
(datos de entrada) procedentes del exterior. En el aprendizaje competitivo las neuronas 
compiten unas con otras con el fin de llevar a cabo una tarea dada. Sólo una de las 
neuronas de salida se activa y al final del procesamiento solo una queda como vencedora 
(activada) y las demás anuladas (perdedoras). El objetivo de este aprendizaje es 
categorizar los datos que se introducen en la red. Las clases o categorías deben ser 
creadas por la propia red, puesto que se trata de un aprendizaje no supervisado, a través 
de las correlaciones entre los datos de entrada.[40] 
 
La red de Kohonen presenta ventajas sobre las técnicas clásicas de reconocimiento de 
patrones porque además de utilizar la arquitectura paralela de las redes neuronales provee 
una representación gráfica de las relaciones entre los patrones. La fase de entrenamiento 
o aprendizaje de la red híbrida tiene dos partes: 1) la estabilización de la capa de Kohonen 
y los coeficientes de aprendizaje de los pesos de las conexiones hacia la salida 
permanecen en cero. 2) se ajustan los pesos de la capa de salida manteniendo los 
coeficientes de la capa de Kohonen en cero. La red está constituida por una capa de 
entrada, una capa de Kohonen (nxn) y una capa de salida. Esta última utiliza la regla de 
aprendizaje de Widrow-Hoff. [41] 
 
Como se mencionó, este modelo basa su funcionamiento en el cálculo de la distancia 
euclídea entre la entrada X y los pesos W, esto determina qué tan cerca está una neurona 
de otra (ver punto 3. del numeral 4.3. en el Capítulo 4). Las neuronas se disponen una 
junto a la otra de forma tal que se genera el concepto de “vecindad” entre ellas y se 
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establece el radio o rango de vecindad el cual determina el número de neuronas que serán 
consideradas como “vecinas”. Por lo general se usa un radio de vecindad = 1. A cada 
neurona se le asignan diferentes pesos W según el número de dimensiones o indicadores 
que se vayan a utilizar, de esta forma se tiene una correspondencia uno a uno entre el 
peso y la dimensión. La función de vecindad determina cuales son las neuronas vecinas 
que se van a activar.  
 
La tasa de aprendizaje de la neurona es un valor numérico que indica esencialmente la 
rapidez con que ajusta su peso y su sesgo de acuerdo a los valores de error. Una vez 
definida la función de vecindad y la tasa de aprendizaje se establece la regla de 
actualización de los pesos de cada neurona de la red. Es importante tener libertad para 
que la RNA aprenda sin sesgo. Por lo general los mapas de Kohonen tienen 2 
dimensiones. Los pesos entre las neuronas se van a parecer a las entradas y se empiezan 
a auto agrupar. Las distancias entre las neuronas se calculan a partir de sus posiciones 
con una función de distancia. 
 
El método sugerido para el análisis del comportamiento de pago usando variables del 
estado de los créditos o préstamos es el siguiente: 
1.- Selección de los datos y análisis preliminar de la forma cómo se relacionan los datos – 
índices. Establecer rasgos que hacen que un crédito se parezca a otro, cuál es el peso que 
los hace parecer. Para el caso de estudio es preciso preguntarse: De qué depende la tasa 
de morosidad? 
2.- Formación de conglomerados mediante el análisis “clustering”. Establecer cuáles son 
los datos comunes y los valores que comparten. Por sus características y atributos las 
neuronas se agrupan solas.   
3.- Establecer qué tanto aporta una variable o índice utilizando el análisis de planos de 
componentes, cada índice es una dimensión. Es necesario verificar múltiples planos para 
determinar qué relación existe entre las variables. Si existen variables que no tienen 
relación, es preciso descartarlas. Un crédito es un punto en el espacio bidimensional. El 
análisis de componentes principales se usa para reducir la dimensionalidad de un conjunto 
de datos a través de la determinación de las causas de su variabilidad. Esta técnica busca 
la proyección según la cual los datos queden mejor representados en términos de mínimos 
cuadrados y es empleada en análisis exploratorio de datos y en la construcción de modelos 
predictivos.  
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En el Anexo 6.- se hace una breve descripción de la técnica de reducción de 
dimensionalidad conocida como Análisis de Componentes Principales (ACP). 
4.- Análisis de las agrupaciones. Utilizar “k-means” para formar los grupos. Como se 
mencionó en el punto anterior las neuronas se agrupan y forman conglomerados (clusters) 
esto permite establecer cuáles son los estadísticos de las dimensiones y cuál de los 
estimadores iniciales es el que mejor agrupa y, adicionalmente, permite analizar las 
características de los grupos más interesantes con similitudes y/o atributos homogéneos. 
5.- Tomar regiones conexas – la distancia interneuronal es una gráfica que muestra la 
diferencia entre los pesos de las neuronas. Es este punto es posible utilizar SVM 
(máquinas de vectores de soporte) para hacer clasificaciones. De igual forma, se puede 
realizar un análisis estadístico a través de la distribución normal, esto es, mediante los 
histogramas se puede conocer la distribución de los datos. 
 
5.5 Funcionamiento de la RNA en evaluación de crédito 
(RNP – RBF) 
 
Los modelos estadísticos de calificación de créditos usan pocas características 
personales, que son objetivas y fáciles de observar, y comparan clientes potenciales con 
datos históricos que guardan alguna similitud o parecido en cuanto a sus características 
y/o comportamiento de pago. Es así como es posible llegar a establecer cuáles de los 
clientes potenciales tendrán inconvenientes en el futuro con sus deudas. La calificación 
estadística de créditos puede ayudar a las organizaciones a evaluar el riesgo, para esto es 
imprescindible contar con los datos demográficos más importantes y relevantes de los 
clientes. De igual forma, la utilización del historial crediticio de los clientes ayuda en la tarea 
de realizar una adecuada evaluación.  
 
Las técnicas y herramientas desarrolladas en los últimos años permiten tener más 
posibilidades para realizar estos cálculos en forma efectiva y oportuna. Adicionalmente, 
permiten ir más allá mediante la definición de modelos de calificación de créditos para 
predecir el riesgo de atrasos en los pagos y de esta forma, ayudar a reducir los costos por 
morosidad crediticia en las compañías. 
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El presente modelo usa el conocimiento de las características de créditos antiguos en el 
momento de su desembolso y el conocimiento de su comportamiento de pago después del 
desembolso para inferir el riesgo de morosidad en los créditos potenciales antes del 
desembolso, para los cuales sólo se conocen sus características y que han pasado una 
evaluación estándar. Se puede modelar la pre-evaluación y el comportamiento de los 
créditos una vez aprobados y desembolsados. La calificación es el resultado del proceso 
de análisis y evaluación crediticio el cual se fundamenta en la definición de una base de 
datos con las variables más significativas que son seleccionadas de la información de los 
créditos analizados, desembolsados o cancelados. Estas variables son: tipo y número de 
identificación, sexo, edad, ciudad, ingresos, sector, fecha del desembolso, plazo en meses, 
fecha final, monto desembolsado, moneda, saldo de la deuda, tasa efectiva, plus (puntos 
adicionales sobre una tasa de referencia), tasa nominal y número de cuenta. 
 
La evaluación de crédito puede ser considera como un problema de clasificación de la 
información que puede ser solucionado mediante el uso de una red neuronal probabilística. 
Para nuestro caso particular se ha considerado la utilización de una RNA Probabilística en 
la herramienta de análisis matemático MATLAB. [20]. La red neuronal probabilística 
pertenece a la familia de redes RBF (Radial Basis Function) o redes de función de base 
radial. La arquitectura de la red es de 3 capas. Las conexiones de la capa de entrada a la 
capa oculta no llevan pesos asociados. La capa oculta realiza una transformación local y 
no lineal de la información recibida. Para hacer uso de una RNP no es necesario realizar 
ningún ajuste de pesos. 
 
La particularidad de las RBF reside en que las neuronas ocultas operan en base a la 
distancia euclídea que separa el vector de entrada respecto al vector de pesos que cada 
una almacena (denominado centroide), a esta cantidad se le aplica una función radial con 
forma gaussiana similar al modelo de regresión kernel. La capa de salida realiza una 
combinación lineal de las activaciones de las neuronas ocultas. Las RBF permiten realizar 
modelados de sistemas no lineales arbitrarios y también son considerados como 
aproximadores universales de funciones requiriendo menos tiempo para su entrenamiento. 
Tiene dos fases en su aprendizaje [40]: 
1) los vectores de pesos o centroides asociados a las neuronas ocultas se pueden 
obtener mediante un aprendizaje no supervisado a través de un método estadístico como 
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el algoritmo k-medias (k-means) o a través del algoritmo de Kohonen utilizado en los 
mapas autoorganizados. 
2) los pesos de conexión entre las neuronas ocultas y las de salida se obtienen 
mediante un aprendizaje supervisado a través de la regla delta de Widrow-Hoff (1960). 
Considerando las redes RBF como modelos de regresión no lineales, los pesos también 
podrían ser estimados por un método convencional como mínimos cuadrados no lineales 
o máxima-verosimilitud. 
 
Cuando se presenta una entrada, la primera capa calcula las distancias desde el vector de 
entrada hasta los vectores de entrada de entrenamiento y se produce un vector cuyos 
elementos indican lo cerca que la entrada está a una entrada de entrenamiento. La 
segunda capa consolida las contribuciones para cada clase de entrada y produce la salida 
como un vector de probabilidades. Por último, una función competitiva de transferencia en 
la salida de la segunda capa toma el máximo de estas probabilidades y produce un 1 para 
esa clase y un 0 para las otras clases. 
 
Se trata de considerar que existen   pares de vectores de entrada que serán comparados 
contra un vector objetivo que tiene   elementos (unos y ceros).  Se crea una red de dos 
capas, cada vector de entrada está asociado con una de las  clases.   es el número de 
neuronas en la capa 1 la cual tiene neuronas de tipo RADBAS y   es el número de neuronas 
en la capa 2 que tiene neuronas competitivas. Todos los datos o parámetros de entrada 
son almacenados en una matriz transpuesta denominada “P_Entrada”. Estos datos son 
conocidos también como los pesos de entrada de la primera capa que es la única que tiene 
sesgos. Cuando se presenta una entrada, la función “dist” produce un vector cuyos 
elementos indican cuán próxima (distancia) se encuentra la entrada de los vectores del 
conjunto de entrenamiento. Estos elementos se multiplican entre sí y junto con el sesgo, 
se envían a la función de transferencia RADBAS. Un vector próximo a un vector de 
entrenamiento se representa por un número próximo a 1 en el vector de salida  . Si una 
entrada está próxima a varios vectores de entrenamiento de una sola clase, ella es 
representada mediante varios elementos de  , los cuales se encuentran próximos a 1. La 
función de transferencia RADBAS se encarga de calcular la salida de una capa a partir de 
sus entradas a la red. [13] 
 
 81 
 
Se asignan a la matriz “Targets” los vectores objetivos. Cada vector tiene un “1” solamente 
en la fila asociada con la clase particular de entrada, y ceros en las demás posiciones. La 
función ind2vec se usa para crear los vectores apropiados y permite convertir en índices 
los vectores objetivos. La multiplicación de la matriz Targets por   suma los elementos de  
debido a cada una de las “n” clases de entradas. Para el caso de estudio, dos clases: 
buenos y malos. Finalmente, la función de transferencia de la segunda capa competitiva, 
produce un “1” que corresponde al elemento más grande de “n2”, y ceros en las demás 
posiciones. La red ha clasificado el vector de la entrada en una clase específica de  , porque 
esa clase tenía la probabilidad máxima de ser correcta. 
 
En el punto 2 del numeral 6.4. del capítulo 6 se muestra y explica en detalle los pasos 
(algoritmo) para la construcción de esta solución utilizando la herramienta MATLAB. 
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6. Información y Resultados 
6.1 Recopilación de la información para la aplicación del 
modelo 
 
La actividad crediticia implica riesgo y por tanto requiere prudencia en quien vaya a 
conceder crédito y tomar las mayores precauciones, a fin de evitar la pérdida de los dineros 
prestados. La principal precaución consiste en conocer el perfil de riesgo del futuro deudor. 
Los bureau de crédito y/o centrales de riesgo, son empresas que administran y consolidan 
información en forma transparente y permiten agilizar el proceso de evaluación del riesgo  
y asignación de créditos. En Colombia existen dos entidades dedicadas a prestar estos 
servicios: La CIFIN y DataCrédito. 
 
La CIFIN es un servicio privado de información, conformado por bases de datos de diverso 
carácter, a través de las cuales se muestra el comportamiento comercial y financiero de 
las personas que son reportadas a ellas. En la actualidad la existencia de bases 
automatizadas produce una mayor certeza en cuanto a la calidad y confiabilidad de la 
información allí incluida y una mayor rapidez en el suministro de la misma.  Adicionalmente, 
tratándose de la concesión de crédito de manera masiva, el manejo automatizado de esta 
información es indispensable.  
 
DataCrédito es una central de riesgo que recopila (recibe, almacena, procesa y suministra) 
información de la forma como las personas y las compañías han cumplido sus obligaciones 
con entidades financieras, cooperativas o con almacenes y empresas del sector real, sobre 
la situación crediticia general e histórica, positiva y negativa de los clientes de cada entidad, 
la cual puede ser compartida si existe previa autorización escrita y voluntaria del usuario, 
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formando así la historia de crédito de una persona natural o jurídica. Esa historia sirve para 
que las entidades (bancos, cooperativas, almacenes, etc.) puedan decidir en conjunto con 
otros elementos de información si otorgan crédito o prestan sus servicios. La Historia de 
Crédito es solo una de las herramientas de análisis que utilizan estas empresas para tomar 
decisiones. Es así como con una misma Historia de Crédito, una solicitud puede ser 
aprobada por una entidad y negada por otra.  
 
La Historia de Crédito es un registro objetivo e imparcial que contiene toda la información 
acerca de la forma como los clientes han pagado sus deudas a los bancos, compañías de 
financiamiento comercial, cooperativas, empresas de servicios como telefonía celular, 
televisión por suscripción, o almacenes a crédito con los que tiene o tuvo obligaciones. 
Incluye tanto los pagos al día como los retrasos. De igual forma, cada entidad financiera 
posee el registro histórico de los pagos de sus préstamos lo cual determina el 
comportamiento de cada uno de los clientes y de la gestión de recuperación de los créditos. 
Usualmente las organizaciones no pueden revisar historiales crediticios con centrales de 
riesgo, pero las organizaciones prestamistas sí conocen el comportamiento de pago de 
sus propios clientes. La duración de los atrasos es una variable que puede ayudar a 
establecer que tan riesgoso en un cliente. 
 
El objetivo particular de este trabajo es predecir la probabilidad de que los créditos caigan 
en mora y determinar los factores que afectan esta probabilidad. Se ha seleccionado una 
base de datos con cerca de 132 mil créditos de diferente tipo: 105,077 Tarjetas de Crédito 
(personales y corporativas) y 26,544 préstamos de consumo y comercial. Esta muestra 
corresponde a la totalidad de los registros de los créditos al cierre del año 2011 de una de 
las entidades financieras de Colombia. El tratamiento de la información para los créditos 
de consumo y los créditos comerciales es diferente. Esto se hace fundamentalmente 
porque su destinación y manejo contable centro de las entidades financieras se hace con 
base en las regulaciones establecidas por la Superintendencia Financiera de Colombia – 
SFC.   
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6.2 Principales variables para el análisis de riesgo 
crediticio 
 
Las variables seleccionadas para el análisis y la caracterización de los datos de la cartera 
de consumo son: el sexo, la edad (fecha de nacimiento), la ciudad (oficina o sucursal), el 
tipo de persona (natural o jurídica), el tipo de cliente (externo o staff), el monto o valor 
desembolsado, el plazo total, la tasa nominal y efectiva, el tipo de moneda, la fecha del 
desembolso y el tipo de préstamo (tarjeta de crédito, comercial o de consumo). Incluso 
dentro de los préstamos de consumo también se puede hacer la distinción si es un cupo 
de sobregiro o un cupo rotativo. 
 
En lo que hace referencia a las tarjetas de crédito han sido seleccionadas las siguientes 
variables: la franquicia (Visa, Master Card o si el crédito es rotativo o tiene un cupo 
revolvente que puede volverse a utilizar en la medida en que se va liberando o pagando), 
el segmento o tipo de tarjeta (clasificado según el tipo de cliente), la unidad de negocio 
(personal o empresarial), el saldo en mora, el saldo total de la tarjeta, los días en mora, el 
tipo de bloqueo de la tarjeta, el cupo total asignado a la tarjeta, un clasificador de a cuántos 
salarios mínimos legales vigentes corresponde el cupo total de cada tarjeta. 
 
También pueden ser usadas otras variables como la experiencia del prestatario, medida 
como el número de créditos previos y como el número de meses que han transcurrido 
desde el primer crédito, el historial de morosidad, el sector económico (CIIU), que permite 
clasificar a los clientes según su actividad económica, y las garantías que respaldan el 
préstamo en caso de incumplimiento. 
 
Variables seleccionadas para el cliente y los créditos desembolsados y cancelados:  
1.- Datos demográficos del cliente: Sexo, CIIU, fecha de nacimiento, edad, estado civil, 
educación, y duración en el lugar de residencia actual, activos fijos (casa o automóvil), 
ingreso y egresos 
2.- Datos del crédito: fecha del desembolso, monto desembolsado, tipo de garantía, ciudad, 
sucursal, ejecutivo de cuenta, número de atrasos, duración del atraso mayor 
 
Se propone y sugiere los siguientes pasos: 
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1.- Definición del estimador que se desea predecir. 
2.- Selección de las variables para realizar el análisis de su comportamiento a través del 
tiempo lo cual permitiría predecir resultados futuros del estimador seleccionado. Es esta 
actividad se debe contemplar la definición de la información base para el análisis. Es 
necesario definir una base de datos con las variables más significativas que permitan 
realizar en forma efectiva el análisis. Variables seleccionadas para los créditos 
desembolsados y cancelados: tipo de la tarjeta o BIN, fecha de corte (mes y año), valor 
mora, pago mínimo, días en mora, código mora, ciudad, cupo tarjeta, rango SMLV (rango 
en que se encuentra el cupo según el número de salarios mínimos legales vigentes. Rango 
1=si el cupo es menor a 10 SMLV, Rango 2= si el cupo esta entre 10 y 20 SMLV, Rango 
3= si el cupo esta entre 20 y 50 SMLV, y, Rango 4= si el cupo es mayor a 50 SMLV)  
3.- Buscar y recolectar la información determinando el tamaño de la muestra (cantidad de 
datos mínimos y suficientes para realizar el análisis). Realizar una normalización de los 
datos. 
4.- Cargar los datos como si fuera una matriz. Para nuestro ejercicio, y al igual que para el 
caso de evaluación y clasificación, se utiliza MATLAB [20] para cargar la información 
mediante la función de importación. 
5.- Creación y definición de cada una de las variables: definición de vectores que contienen 
los valores de las variables, cada una de las columnas representa una variable (i.e., el 
tiempo es una variable continua)  
6.- Determinar la función que se debe aprender. En línea con el numeral 2.- es preciso 
definir la variable a estimar y con respecto a qué variables se va a realizar dicha estimación 
(i.e., con respeto al tiempo determinando si es una variable cíclica y continua). 
7.- Normalización de las variables: se debe revisar cómo es el comportamiento de las 
variables mediante el análisis del histograma que generan sus valores y se grafica (BAR) 
para revisar como es la distribución de la función (i.e., comportamiento Gaussiano). Si la 
distribución de una variable no es normal se puede utilizar herramientas estadísticas para 
la normalización de la misma. No obstante, también se puede usar métodos de 
normalización no estadística como el siguiente ejemplo: Variable_normalizada = 
((valor_variable - min(valor_variable)) /(max(valor_variable)-min(valor_variable)). La 
función HISTFIT permite ver el comportamiento de una variable a través del tiempo. Esta 
función muestra la gráfica normal con diferentes distribuciones de probabilidad. Usar una 
normalización Gaussiana: Variable_normalizada = ((valor_variable-mean(valor_variable)) 
/std(valor_variable). El procedimiento de normalización debe seguirse para todas las 
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variables. La normalización se puede hacer desde el momento en que son seleccionadas 
las variables y puede usarse Excel o Matlab indistintamente.  
8.- En resumen los pasos para la construcción de esta solución en MATLAB son: 
• cargue de los datos como si fuera una matriz 
• crear y definir las variables usando vectores (cada una de las columnas representa 
una variable) 
• determinar la función objetivo o función de aprendizaje 
• normalizar las variables: se revisa cómo es el comportamiento de las variables 
mediante el análisis de sus valores y distribución en el tiempo (i.e., a través de un 
histograma) 
• seleccionar el tipo de RNA a utilizar. Se usan los vectores transpuestos para 
convertir las columnas en filas y poder utilizar la RNA. Cuando se utiliza la función “newff” 
para la creación de la red neuronal se tiene por defecto “tansig” para las capas ocultas y 
salida lineal por defecto 
• definir el vector de salida o Target, que corresponde a la variable que se quiere 
predecir y/o estimar 
• realizar los diferentes ajustes para entrenar la RNA 
• realizar el proceso de aprendizaje 
• ejecutar este proceso hasta que los resultados sean similares a la función de 
entrada. 
NOTA: existen otras herramientas como SPSS o MODELER que también pueden ser 
usadas para el desarrollo e implementación de este tipo de modelos. [32] 
 
Es preciso tener en consideración variables cuantitativas y cualitativas, correspondientes 
a cada una de las modalidades de cartera (i.e., comercial, consumo, hipotecaria, tarjeta de 
crédito, microcrédito, etc.) y a cada problema que se está analizando y solucionando (i.e., 
clasificación o predicción). Si existe una situación en la que se presenta una fuerte 
correlación entre las variables explicativas del modelo, significa que es posible tener 
problemas de multicolinealidad por lo que se sugiere analizar y evaluar dicho nivel de 
correlación que existe entre las variables. Para evitar estos problemas se realiza un análisis 
de componentes principales (ver sección 5.2.) que permite pasar de un espacio linealmente 
dependiente (LD) a un espacio linealmente independiente (LI), permitiendo estimar el 
modelo de redes neuronales. Es importante revisar la relación que existe entre la varianza 
de la variable observada con respecto a la varianza de las demás variables. Es este punto 
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se establece cuáles son las variables cuyo comportamiento afecta el de la variable 
observada. 
 
6.3 Análisis e interpretación de la información 
 
Los préstamos de consumo están distribuidos de la siguiente forma: 10,322 (39%) en 
mujeres, 15,503 (58,4%) en hombres y 719 (2.6%) en personas jurídicas. De los 719  
préstamos comerciales 130 son en dólares (USD) y los demás son en pesos colombianos. 
Los préstamos de consumo están divididos en: 24,663 clientes externos y 1,162 personas 
del staff. El 44% de los préstamos fueron desembolsados en Bogotá, 12.3% en 
Bucaramanga, 11,5% en Medellín, 9,5% en Cali y el resto, 22,7% en ciudades como 
Barranquilla, Cartagena, Pereira, Manizales y Pasto. Según el monto desembolsado, 498 
préstamos superan 500 SMLV; 4,512 se encuentran entre 50 y 500 SMLV. Según el plazo 
total de los prestamos 13,254 fueron colocados a 5 años o más y 12,090 entre 1 año y 5 
años. 
 
 Figura 1. Distribución por tipo  Figura 2. Distribución por ciudad 
 
Las tarjetas de crédito (105,077) están distribuidas de la siguiente forma: 57,8% en la 
franquicia VISA, 28,4% en Master Card y 13,8% en créditos rotativos.  
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   Figura 3. Distribución por tipo de crédito 
Las tarjetas de crédito se clasifican según el segmento de clientes a las que van dirigidas. 
Estos segmentos son definidos según la capacidad de pago de los clientes y por ende el 
cupo total de crédito que se les asigna. El 99% de las tarjetas fueron asignadas a personas 
naturales y el 97% del cupo total corresponde a estas tarjetas. El segmento VISA Clásica 
tiene el 38% del cupo total, el 11% está en VISA Básica y el 10,4% en MC Clásica. En 
cuanto al estado de morosidad, el 85,2% de las tarjetas se encuentran al día, el 11,5% se 
encuentran en mora de hasta 180 dias y 3,3% a más de 180 días.  
 
   Figura 4. Distribución por segmento 
 
Teniendo en cuenta los saldos pendientes por pagar de las tarjetas, el 67,4% del saldo 
está al día, el 17,4% se encuentra en mora de hasta 180 días y el 15,2% del saldo está en 
tarjetas con mora mayor a 180 días. Las tarjetas asignadas a personas naturales tienen 
un 91,2% de los saldos facturados mientras que el 8,8% está en las tarjetas empresariales. 
El 95% de las tarjetas empresariales se encuentra al día mientras que tan solo el 65% de 
las tarjetas de personas naturales está al día. El promedio del capital en mora para las 
tarjeras empresariales en $5’460.000 y para las tarjetas personales es $515.000. El 
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siguiente cuadro muestra algunos indicadores estadísticos de la base de datos de tarjetas 
seleccionadas: 
 
6.4 Simulación del modelo y presentación del análisis de 
los resultados 
 
Como se mencionó es importante proveer de técnicas a los analistas para que conozcan 
y comprendan el conjunto de reglas que las redes neuronales artificiales utilizan para 
resolver los problemas de evaluación del riesgo de crédito y la predicción de la morosidad 
en la cartera. Existen tres técnicas de extracción de reglas: Neurorule, Trepan y Nefclass. 
Las dos primeras producen una buena precisión de clasificación y son capaces de extraer 
los conjuntos de reglas y los árboles de decisión para todos los conjuntos de datos. Las 
tablas de decisión pueden ser usadas para representar estas reglas a través de un formato 
gráfico intuitivo de fácil interpretación y verificación por parte de los analistas y/o 
evaluadores. Estas técnicas ayudan a validar que la red neuronal está funcionando bien y 
sus resultados son buenos. Entender y comprender cuáles son las reglas con las que opera 
internamente la red neuronal permite comprobar lo buena que es la RNA. [3] 
 
6.4.1 Análisis del comportamiento de pago (clasificación y 
predicción) 
 
La normalización de los datos es clave, permite establecer por experiencia y a priori un 
primer acercamiento a la relación que tienen los datos entre sí. Por ejemplo, si se tiene un 
conjunto continuo de datos en el tiempo es posible aplicar una normalización gaussiana 
de forma tal que permita entender y manejar los datos de una forma adecuada. Los análisis 
INDICADOR EMPRESARIAL PERSONAL
NÚMERO DE TARJETAS 900 104177
TOTAL EN MORA (millones) 4.914,00$                             53.645,00$                           
PAGO MINIMO TOTAL (millones) 10.237,60$                           106.591,00$                        
PROMEDIO EN MORA 5.459.730,00$                     514.942,00$                        
PROMEDIO PAGO MINIMO 11.375.000,00$                  1.023.175,00$                     
VALOR MÁXIMO EN MORA (millones) 547,60$                                 43,60$                                   
DESV. ESTANDAR MORA 48.176.551,00$                  1.197.067,00$                     
DESV. ESTANDAR PAGO MINIMO 83.273.309,00$                  1.792.677,00$                     
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temporales (en el tiempo) son bastante útiles sobre todo si se trata de investigaciones o 
estudios que como en nuestro caso requieren de proyecciones y/o predicciones del 
comportamiento futuro de las variables. Existen formas sencillas de normalizar la 
información utilizando una simple codificación de los datos, por ejemplo, en el caso del BIN 
o identificador de las tarjetas de crédito se puede asignar un número de 1 a N que 
correspondan a cada BIN. Es importante entender los datos y como se relacionan entre sí. 
 
Para realizar una simulación rápida, sencilla y eficaz, se decidió solo tomar las tarjetas de 
crédito empresariales. Al aplicar un Mapa Autoorganizado – SOM a los datos de entrada, 
la red neuronal agrupa y clasifica la información según sus características y empieza a 
encontrar cuales son los grupos que guardan similitud y cuáles no. Es preciso reconocer e 
identificar cuáles son las variables representativas que causan, con mayor fuerza, que 
unos registros estén más cerca que otros. Para esto, fueron realizadas varias simulaciones 
con diferentes dimensiones para las matrices (ver Anexo 1.-). Para una de las 
simulaciones, la red neuronal se escogió de dimensiones 4X4, lo que implica tener una red 
de 16 neuronas. Es posible realizar simulaciones con más dimensiones pero, dado el 
número total de registros a analizar (874), este dimensionamiento de 4X4 se considera 
adecuado. De igual forma, se puede ensayar varias topologías y diferentes conjuntos de 
datos con miras a entender los grupos que pueden ser de alto riesgo. Se observa cómo 
las simulaciones con los mapas autoorganizados – SOM hacen que el agrupamiento y 
distribución de los datos se realice en forma natural a través del análisis de componentes. 
Además, esta técnica permite reducir las dimensionalidades (ACP). (ver Anexo 5.-) 
 
Los planos de pesos de las variables de entrada del modelo auto-organizado muestran la 
relación que existe entre los pesos de las variables de entrada de una neurona con sus 
vecinas. Estos planos de pesos también son conocidos como los planos de componente. 
Los colores más claros representan los pesos más grandes y los colores más oscuros 
representan los pesos más pequeños. Las neuronas rojas representan conexiones 
positivas y fuertes y las negras significa que no existe conexión o relación alguna. Si el 
patrón de conexiones de dos entradas es similar, se puede asumir que las entradas están 
“altamente” correlacionadas (ver Anexo 1.- Figuras 1.3 y 4.1). 
 
Como se observa en la cuarta corrida, al usar una red con 25 neuronas en su capa de 
salida se aprecia con mayor detalle las relaciones fuertes (neuronas rojas y naranja). Las 
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entradas una (1) y cinco (5) que corresponden al Código de la tarjeta y al Cupo 
Normalizado respectivamente, son las variables mejor correlacionadas (ver Anexo 1.- 
Figura 4.1). 
  
(Figura 1.3 de la Primera Corrida)  (Figura 4.1 de la Cuarta Corrida)  
 
La siguiente gráfica muestra la capa del mapa auto-organizado, cada neurona representa 
el número de vectores entrada que han sido clasificados en esa neurona (el tamaño de la 
zona azul es proporcional a la cantidad de vectores entrada para facilitar el entendimiento 
del lector de esta información). Para la primera corrida, el 70% de los datos se agrupan en 
las neuronas 1, 3, 6, 9, 11, 24 y 44. Existe una alta dispersión en la distribución de los 
datos en las neuronas lo cual lleva a concluir que no están uniformemente distribuidas. 
 
Es preciso realizar un análisis de las características o atributos de las tarjetas agrupadas 
en cada neurona de forma tal que se determine las razones que las hacen similares y sea 
posible sacar conclusiones con respecto a su comportamiento crediticio, para el caso de 
estudio: la morosidad. Este proceso facilitará la toma de decisiones tanto en la fase de 
evaluación de crédito como en la fase de análisis del comportamiento de pago y la gestión 
de cobro. Para la cuarta corrida la mayoría de los registros se ubican en las neuronas 16, 
21 y 22. Tres neuronas no contienen registros: 10, 19 y 24. Las neuronas 3, 9, 20 y 25 tan 
solo contienen 14 registros en total. Si se aumenta el número de neuronas se tendrá una 
mayor dispersión de la información en las neuronas y un mayor número de ellas sin agrupar 
registros, lo que se traduce en tener un gran número de neuronas que no sirven para 
clasificar los registros de entrada y por lo tanto se está alejando de una solución óptima y 
usando más recursos de computación en forma innecesaria. (ver Anexo 1.-). 
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     (Figura de la Primera Corrida)   (Figura de la Cuarta Corrida) 
 
La definición del número de capas y la cantidad de neuronas es clave para llegar a una 
solución rápida y consistente. El proceso de entrenamiento y aprendizaje de la red es 
fundamental para conocer la forma como se debe acotar el problema y llegar a la solución 
del mismo con un número de iteraciones adecuado. En la medida en que se avanza en el 
análisis, se llega incluso al detalle de saber cuál es la información que cada neurona ha 
agrupado. Por ejemplo, es necesario revisar qué características tienen las empresas que 
caen en las neuronas 13, 14, 15 y 16 (ver Anexo 1.-, Figura 2.4.), si pertenecen al mismo 
sector industrial o si manejan cupos similares de crédito o si compran las mismas materias 
primas. Estudios han comprobado que cuando un sector de la economía es golpeado por 
algún evento económico o financiero, las empresas de dicho sector se ven afectadas en 
su productividad y por ende en su capacidad de pago. Es precisamente esto lo que muestra 
la red, cuáles son los grupos con mayores índices de morosidad y la relación que las demás 
variables guardan con este índice.  
 
En el Anexo 1.- Red Neuronal para Clasificación con SOM, se muestra cuatro corridas 
(ejecuciones) del modelo utilizando la técnica de mapas auto-organizados (SOM – Self 
Organised Map). Estas corridas reflejan como una red de dimensiones 4X4 optimiza el 
desempeño para el ordenamiento y la agrupación de los registros de las tarjetas de crédito 
empresariales. En la medida en que se aumenta las dimensiones se empieza a observar 
que algunas neuronas no contienen registros cuyas similitudes permiten agruparlos. En 
este sentido, se perdería rendimiento por parte de la red neuronal y no se lograría el 
objetivo de eliminar la dimensionalidad de los datos. 
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Luego de algunas investigaciones y pruebas, y de la revisión de los resultados de las 
simulaciones, se concluye que es preciso realizar el análisis con grupos y subgrupos de 
datos “pequeños” por lo cual se hace necesario dividir la base de datos teniendo en cuenta 
algunas de las siguientes variables: 
• Franquicia: Visa, Master Card o Cupo Rotativo 
• Tipo de tarjeta: personal o empresarial 
• Ciudad y/o sucursal (agencia u oficina) 
Esta división permite que la red neuronal optimice su operación y llegue a mejores y más 
rápidos resultados explotando todo su potencial. 
 
Una vez reducida la dimensionalidad, habiendo realizado el análisis exploratorio de los 
datos y entendiendo el comportamiento de la información y cuáles son las principales 
variables que definen la forma como el conjunto de datos de entrada que se está 
analizando se agrupa, es posible iniciar los procesos de predicción. Para nuestro caso la 
pregunta de interés a resolver es: cuáles de los préstamos actuales son potencialmente 
riesgosos y entrarán en mora en los próximos meses, incluso se precisa saber en qué 
meses no pagará. De esta forma, la entidad financiera podrá anticiparse y tomar las 
medidas del caso para evitar esta situación ayudando a su cliente en un proceso donde se 
debe compartir información eliminando en lo posible la asimetría de los datos entre el 
agente y la entidad. 
 
El Anexo 1.- muestra las gráficas de los histogramas de las variables de interés una vez 
realizadas las normalizaciones del caso. Adicionalmente, se explica cómo es la distribución 
porcentual por neurona. 
6.4.2 Evaluación de crédito (clasificación y predicción) 
 
Para la evaluación de crédito es preciso realizar una clasificación de buenos y malos. Una 
posible alternativa es la utilización de un perceptrón simple o de dos capas y establecer 
cuál es el porcentaje de aciertos. Como se mencionó, para el caso de estudio se decidió 
trabajar con una red neuronal probabilística para resolver el problema de clasificación.  
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Las redes neuronales probabilísticas (RNP) pueden ser utilizadas para problemas de 
clasificación. Cuando una entrada es presentada, la primera capa calcula las distancias 
desde el vector de entrada a los vectores de entrada entrenados y produce un vector cuyos 
elementos indican cuan cerca está la entrada con respecto a la neurona entrenada. La 
segunda capa suma estas contribuciones para cada clase de entrada y produce con ellas 
un vector de salida con las probabilidades. Finalmente, una función de transferencia en la 
salida de la segunda capa del tipo “competitiva” coge la máxima de estas probabilidades y 
produce un 1 para esa clase y cero para las demás. [13] 
 
En el Anexo 2.- Red Neuronal Probabilística para clasificación y evaluación se muestra el 
proceso de creación y ejecución de la RNA Probabilística y la forma como clasifica los 
registros de los créditos de consumo (9314) utilizando técnicas de base radial. Las redes 
con funciones de base radial presentan un entrenamiento mucho más rápido que el que 
se logra con técnicas como la de retro-propagación. Una red de funciones de Base Radial 
(RBFN) es una red hacia adelante que contiene tres capas: las entradas, la capa oculta, 
el(los) nodo(s) de salida. [11] 
 
Las columnas de la matriz de entrada son: tipo y número de identificación, sexo, edad, 
ciudad, ingresos, sector, fecha del desembolso, plazo en meses, fecha final, monto 
desembolsado, moneda, saldo de la deuda, tasa efectiva, plus (puntos adicionales sobre 
una tasa de referencia), tasa nominal y número de cuenta. 
 
Los pasos para la construcción de esta solución en MATLAB son:  
1. Asignación de los datos o parámetros de entrada a la matriz transpuesta 
“P_Entrada”. Corresponde a las 22 variables de entrada por cada préstamo. 
2. Se guardan los valores objetivos en el vector “Targets”. Para el caso de estudio 
corresponde a quien ha estado en mora (1) y quién no (0). Es la columna 22 de la matriz 
de entrada.  
NOTA: también se puede usar una clasificación de la mora según el número de días al que 
ha llegado el préstamo y estableciendo los rangos del caso (i.e., “1” = cero días de mora, 
“2” = de 1 a 30 días de mora, “3” = de 31 a 90 días de mora, “4” = de 91 a 180 días de 
mora y “5” = más de 181 días de mora). Para este caso se tiene 5 clases. 
3. Se ubican “1’s” adecuadamente en la matriz “T_Correctos” usando la función 
“ind2vec” sobre la matriz “Targets” que contiene los valores objetivo.  
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4. Se crea una red neuronal probabilística mediante la función “newpnn” cuyos 
parámetros son la matriz de entrada y la matriz “T_Correctos” Esta función también tiene 
la propiedad de entrenar la red. 
5. Para la fase de prueba, se ejecuta una simulación través de la función “sim” con 
parámetros de entrada la red, ya creada y entrenada, y la matriz de entrada. Como se 
aprecia esta es una prueba con la misma matriz de entrada o entrenamiento y el objetivo 
es poder establecer si la red clasifica correctamente los registros. El resultado que se 
pretende obtener es: cuáles préstamos están en mora y cuáles no. Los patrones de salida 
son determinados mediante la comparación y el cálculo de distancias. 
6. Los resultados son comparados contra el vector objetivo. Esto es comparar la 
matriz “Targets”, que contiene los valores objetivo, contra el resultado de la salida de la 
simulación (prueba) de la red RNP.  
7. Ajustes al margen de error: es posible adicionar neuronas a la capa oculta. No 
obstante es preciso tener en cuenta el costo necesario para introducir nuevos patrones 
ejemplo a la red pues esto va en detrimento de la eficacia de la red.  
 
Una vez entrenada la RNP y culminado su proceso de aprendizaje, puede ser utilizada con 
la información bien sea de los crédito a aprobar o en su defecto de los préstamos para los 
cuales se quiere determinar si entrarán en mora o no. Esta información se carga a través 
de una matriz con la misma información de entrada con la que se entrenó la RNP. De esta 
forma, la red neuronal determinará cuáles de los registros son o no sujetos de crédito y/o 
cuales tienen una alta probabilidad de ser morosos en el corto plazo. En este sentido lo 
que la RNP está permitiendo es clasificar y al mismo tiempo predecir, con base en el 
comportamiento y los datos de entrada, cuál será el estado futuro de los préstamos. 
 
La red neuronal probabilística es adecuada para resolver el problema planteado porque 
posee elementos necesarios para distribuir eficientemente los datos de entrada. 
Adicionalmente, posibilita la estrategia de clasificación minimizando el riesgo esperado y 
posee la habilidad para estimar las densidades de probabilidad de los vectores en las 
clases, desarrollada a partir de los vectores de entrenamiento y para los cuales la 
clasificación es conocida. Por último, establece con claridad cuáles son las regiones de 
probabilidad de incumplimiento. Al comparar los resultados de los vectores objetivo y la 
salida de la simulación de la red se aprecia una alta coincidencia de los datos.
  
 
7. Conclusiones y reflexiones 
7.1 Conclusiones 
 
El problema del agente está en la selección adversa debido a la información asimétrica. 
Los bancos pretenden, a través de los modelos de crédito, filtrar y seleccionar aquellos 
clientes que van a tener un buen comportamiento en el pago de sus obligaciones. Los 
bancos quisieran tener a los “mejores” clientes y han descubierto que los modelos 
tradicionales no tienen procesos de aprendizaje y por lo general son fijos en el tiempo, 
impidiendo así que exista un cambio flexible según la dinámica de los negocios, los 
procesos de segmentación de los clientes y el crecimiento o decrecimiento en las 
necesidades de fondos de los clientes. Es preciso evitar o impedir que la gente (los 
clientes) encuentre nuevas formas de engañar a los modelos de forma tal que sean 
aprobados créditos que no deberían. 
 
Son muchas las técnicas, tecnologías, herramientas y metodologías que el hombre ha 
creado y desarrollado para emular su inteligencia y resolver problemas de la misma forma 
en que su cerebro lo hace. Los estilos de computación convencionales o las RNA pueden 
ser usadas indistintamente en la resolución de problemas que manejan grandes 
volúmenes de información y se puede decir que uno no es mejor que el otro. No obstante, 
cada problema particular podrá ser resuelto con un mejor rendimiento utilizando el método 
adecuado y cuando se trate de problemas realmente complejos se sugiere dividirlos en 
partes y utilizar una técnica que optimice los recursos. Los sistemas de cómputo 
inteligentes integran soluciones basadas en modelos neuronales, sistemas borrosos y 
arquitecturas evolutivas, incluso los modelos clásicos hacen parte de estas nuevas 
tendencias de integración y convergencia. 
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Las Redes Neuronales Artificiales (RNA) son ideales para manejar grandes cantidades de 
datos y reconocer patrones dentro de información compleja, vaga o incompleta y no 
estructurada. Una red neuronal artificial guarda la información casi de la misma forma como 
lo hace el cerebro humano, esto es, cada segmento de dato está interrelacionado con 
todos y cada uno de los otros segmentos de los datos. Esto facilita la identificación de las 
tendencias significativas y predictivas y de los patrones dentro de los datos, y el destacar 
las anomalías que pueden detectar o anticipar los riesgos. Se aconseja la utilización de 
RNA en los modelos de evaluación de riesgo crediticio básicamente por sus propiedades 
como aproximadores o estimadores universales y por su nivel de confiabilidad en los 
modelos predictivos para los cuales importa más el resultado que el proceso mismo de 
clasificación. Las RNA son herramientas de gestión eficaces y de gran alcance que 
permiten construir modelos que apoyan el proceso de toma de decisiones en los sistemas 
de evaluación del riesgo de crédito.  
 
La aplicación de cualquier modelo fundamenta su éxito en una adecuada selección y 
recolección de información. En algunas ocasiones, los esquemas definidos no son 
suficientemente sólidos para arrojar resultados concretos y deben ser complementados 
con otras técnicas y herramientas. Para el caso de la aceptación o no de un crédito o 
incluso anticiparse y mejorar el proceso de gestión de cobro, se precisa una cuidadosa 
selección de variables que lleve a obtener los resultados esperados en forma rápida y 
segura. De igual forma ocurre con los estudios macroeconómicos, inicialmente se debe 
realizar un análisis de la estructura de datos, esto facilita la definición del modelo y la forma 
como las RNA aprenden. Los mapas auto-organizados (SOM) son bastante útiles para 
entender cómo están relacionados los datos y cómo pueden agruparse. Sus algoritmos 
permiten reducir la dimensionalidad, clasificar la información, hacer minería de datos y 
aproximar funciones. Es importante revisar en detalle las altas correlaciones de los datos 
para poder establecer las causas reales de sus relaciones. En este sentido los mapas auto-
organizados ayudan a mejorar el entendimiento de dichas causas.  
 
A pesar de que las RNA pueden llegar a ser consideradas como “una caja negra o caja 
gris”, existen diversas técnicas que permiten conocer las reglas que usaron internamente 
para clasificar la información y arrojar una solución. Algunos analistas financieros no 
prestan mayor interés en este aspecto ya que su atención se presta en resolver los 
problemas de riesgo más allá del “cómo”. Sin embargo, existe otro grupo de analistas que 
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sí está interesado en conocer la relación existente entre los pesos o valores de activación 
de las neuronas en la capa oculta con los datos de entrada. En esta línea, los 
investigadores han realizado trabajos que confirman las bondades de las RNA a la vez que 
permiten entender y comprender la naturaleza de las representaciones internas que 
realizan para solucionar y dar respuesta al problema planteado. Adicionalmente, entender 
cuáles variables aportan en la solución y cuáles no, tiene un efecto importante en el 
desempeño de la red (convergencia de los pesos) a la vez que se reduce la dimensión del 
espacio de entrada. 
 
Ciertas simulaciones muestran que la metodología de RNA tiene un rendimiento superior 
a las series temporales clásicas, teniendo en consideración que estas series no tenían un 
fuerte componente estacionario. Los diferentes ejercicios realizados a través de este 
estudio comprueban que para los mercados financieros ocurre lo mismo. Las RNA 
permiten trabajar en principio más cómodamente con modelos multiperiodo y multivariable, 
sin tener que preocuparse de problemas como la multicolinealidad, ni tener la necesidad 
de especificar previamente el tipo de relación funcional entre variables. Es claro que un 
análisis previo de las correlaciones entre variables puede complementar el ejercicio pero 
esto no es requerido ya que la red aprenderá más de aquellas variables con un mayor 
aporte.   
 
Algunos investigadores consideran que se ha recurrido a las RNA ante el fracaso del 
análisis clásico de las series temporales para el cálculo de predicciones a corto plazo en 
mercados financieros. No obstante, para la predicción de quiebra de empresas se ha 
obtenido mejores resultados utilizando tanto la red de propagación hacia atrás, como 
mapas auto-organizados. En cuanto a los problemas de clasificación, las redes 
representan una alternativa al análisis de conglomerados (cluster) y se utilizan 
fundamentalmente los mapas auto-organizados.  
 
Las Redes Neuronales Artificiales permiten la creación de herramientas y sistemas para el 
reconocimiento de patrones o análisis de comportamiento. No obstante, los resultados 
dependen de una adecuada selección de las variables a utilizar en el modelo y de las 
funciones de salida y transferencia. Predecir el riesgo de crédito no es una labor sencilla, 
cada situación particular requerirá de un adecuado análisis y definición de los 
procedimientos y arquitectura para alcanzar la solución y los resultados deseados. La 
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utilización de las RNA continuará teniendo una gran acogida debido a su comprobado 
potencial para solucionar problemas multivariables y no lineales simulando situaciones 
reales de la industria financiera y de los negocios en general. 
 
Las redes neuronales probabilísticas utilizan internamente funciones de base radial lo cual 
se traduce en una ventaja sobre las redes multicapa que poseen algoritmos pesados y 
lentos debido a que basan sus cálculos en técnicas de propagación hacia atrás. Se prevé 
que mediante el uso de máquinas de soporte vectorial se pueda mejorar el desempeño y 
los resultados que hasta ahora se han obtenido con las redes neuronales. 
 
Se sugiere la investigación y aplicación de metodologías y conceptos similares a las Redes 
Neuronales Artificiales como lo son la Lógica Difusa y los Algoritmos Genéticos, sin lugar 
a dudas estas técnicas también encierran innumerables características y atributos que 
permiten solucionar problemas de clasificación, evaluación y predicción con gran precisión 
y utilizando recursos menos costosos. 
 
7.2 Reflexiones 
 
El análisis de grandes volúmenes de información es la base para el proceso de toma de 
decisiones en cualquier organización. La “explosión” de los datos tiene dos acercamientos, 
por un lado hace referencia al volumen o cantidad. Esto es, cada día se producen cientos 
de millones de “bytes” no solo en datos estructurados (se conoce claramente qué significa 
cada dato) sino también en datos no estructurados, como la información que se está 
generando día a día en las redes sociales,  a través del correo electrónico o los sistemas 
de mensajería y chat, o el intercambio de información mediante los dispositivos móviles. 
El segundo acercamiento es la forma como se pueden “explotar” esos datos (estructurados 
y no estructurados) para que las organizaciones aprendan del comportamiento de la 
información de sus clientes, productos y servicios, incluso en los casos en que no cuentan 
con esta información en sus bases de datos. Es evidente que el cambio en los datos 
demográficos de las personas, por ejemplo, cambios en la dirección, el teléfono, el correo 
electrónico, el empleador, el cargo, etc. para personas naturales, y el cambio en las ventas, 
los ingresos, los gastos, la apertura de nuevas oficinas, el número de empleados, etc. para 
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personas jurídicas, afectan las decisiones que las organizaciones deben tomar con 
respecto a la gestión del riesgo de crédito y en general para todos los procesos. Todo 
cambio debe ser tenido en cuenta tanto para la clasificación como para la predicción de lo 
que puede ocurrir con el cliente en el futuro cercano a nivel de nuevas ventas o un mayor 
control. En los últimos años ha surgido el concepto de Big Data que básicamente encierra 
el tratamiento de grandes volúmenes de información, que puede ser accedida a gran 
velocidad produciendo resultados en forma eficiente y oportuna. Sin lugar a dudas las RNA 
permitirán y facilitarán el manejo de toda esta información con el fin de solucionar, entre 
otros, los problemas de asimetría en el mercado de crédito y sus productos. 
 
Aún hoy, no es sencillo para las máquinas emular tareas como el reconocimiento de 
patrones donde el computador tendrá que administrar enormes bases de datos con 
información masiva, redundante e imprecisa. IBM – Internacional Business Machines, 
multinacional estadounidense, desarrolló un revolucionario chip que simula el 
funcionamiento del cerebro humano. Esto permitirá fabricar máquinas que emulan las 
habilidades del cerebro para la percepción, la acción y el conocimiento, lo que indica el 
comienzo de una nueva generación de equipos que aprenderán a través de experiencias, 
encontrarán correlaciones, elaborarán hipótesis y recordarán resultados asimilando 
información compleja en tiempo real. Por ejemplo, un sistema de computadores cognitivos 
que “vigile” el agua, estará en la capacidad de alertar tsunamis [El Tiempo, 19/08/2011]. 
 
Las RNA pueden ser usadas como complemento a los modelos estadísticos y 
econométricos ampliamente conocidos y utilizados. Estas no pretenden reemplazar y/o 
eliminar la utilización de otros modelos, pero lo que sí es claro es que tanto la academia 
con el sector privado y público, deben continuar trabajando en la promoción de la utilización 
y aprovechamiento de las capacidades y bondades de las RNA, pasando de un aspecto 
meramente teórico a una práctica diaria para la solución de problemas del mundo real. Las 
RNA se han estructurado de forma tal que al combinar modelos como el análisis factorial 
y el análisis de componentes principales logran mejorar su desempeño para llegar a 
mejores soluciones más rápido. Es necesario continuar trabajando en la optimización de 
los modelos de forma tal que se mejore la eficiencia y consistencia de los resultados. El 
sobreaprendizaje y el reentrenamiento son dos grandes temas a cuidar y controlar en la 
utilización de las RNA. Los datos reales deben ser considerados para retroalimentar a la 
red periódicamente de forma tal que sus resultados sean más certeros en cada momento.  
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En línea con el análisis del comportamiento de pago de los clientes es posible “predecir” 
aquellos que en el siguiente periodo van a entrar en mora o van dejar de pagar o incumplir 
en sus pagos. Una de las técnicas más usadas es la predicción a través de las series de 
tiempo. La predicción es una clase de filtro dinámico en el cual los valores pasados o 
históricos de una o varias series de tiempo son usados para predecir valores futuros (i.e., 
acciones, bonos o instrumentos financieros). Los modelos predictivos también son usados 
en los sistemas de identificación en los que se pueden construir modelos dinámicos que 
permiten el análisis, simulación, monitoreo y control de los sistemas físicos (i.e., procesos 
de producción o manufactura, procesos químicos, sistemas robóticos o aeroespaciales).  
 
Es evidente que las políticas del gobierno, en nuestro caso el Banco de la República, 
impactan la dinámica del crédito y financiación en el país. “Los usuarios del crédito ya están 
empezando a percibir los efectos del ajuste de las tasas de interés que hace un año hizo 
el Bando de la República, pues el costo de los préstamos se ha incrementado.” [El Tiempo, 
06/02/2012]. La tasa de usura tiene un efecto sobre todo en los créditos de consumo y las 
tarjetas de crédito. Es probable que el Emisor (BR) continué realizando ajustes a la tasa 
con el fin de evitar que la economía se recaliente y prevenir que el crédito se desborde, 
claramente una política de racionamiento del crédito caracterizada por costos más 
elevados y requisitos más estrictos para conceder los préstamos ya que se advierte una 
disminución en el ritmo del crecimiento económico y la reducción en la capacidad de pago 
de los colombianos. La cartera hipotecaria no será ajena a esta situación, el incremento 
de las tasas también afectará el crecimiento del sector inmobiliario y el desarrollo de la 
actividad constructora aumentando el problema del déficit habitacional del país. 
 
Como parte de la investigación, se ha considerado también la utilización de variables 
macroeconómicas que permitan establecer correlaciones y comparar y analizar el 
comportamiento de pago de los clientes a nivel general de la industria financiera. Las 
variables seleccionadas son la inflación o el índice de precios del consumidor – IPC, la 
tasa representativa del mercado – TRM, la tasa de los depósitos – DTF, la tasa de empleo, 
el índice de desempleo, la tasa de usura, la tasa máxima de mora, la tasa media de 
colocación, la tasa media de captación, el porcentaje de ahorro interno con respecto al PIB 
y la tasa de interés del Banco de la República. 
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Las organizaciones han venido evolucionando en la forma como solucionan sus 
problemas, como toman decisiones y como ajustan sus procesos ante fallas. Inicialmente 
las organizaciones son reactivas, esto es, reaccionan ante los problemas o fallas y la 
mayoría de sus procedimientos son correctivos. Sus áreas de soporte y apoyo se vuelven 
expertos o especialistas en “apagar incendios”. Muchas organizaciones al evidenciar esta 
situación trabajan en la modificación de sus procesos de modo que puedan prevenir y 
anticiparse a las fallas, definiendo procedimientos de mantenimiento o analizando el 
comportamiento de sus clientes a través de la información que poseen de ellos. Este tipo 
de organizaciones se caracterizan por que tienen procesos planificados para sus servicios. 
Otras organizaciones intentan ir más allá porque están seguras que anticipándose a las 
posibles fallas o inconvenientes pueden obtener una ventaja competitiva. Es por esta razón 
que establecen procesos predictivos basados en técnicas y metodologías especializadas 
de análisis de información que les permite saber con una buena probabilidad lo que va a 
ocurrir en su contra y de esta forma, toman decisiones acertadas y oportunas para evitarlo 
o disminuir al máximo su impacto negativo (minimizan el riesgo, ahorran dinero, maximizan 
la inversión, mejoran el servicio al cliente, etc.).  
 
Por último, las organizaciones de talla mundial que han logrado superar estas tres etapas: 
correctiva o reactiva, preventiva y predictiva, ahora se encuentran trabajando en técnicas 
y procesos proactivos que no solo reparan y/o anticipan anomalías, fallas o 
comportamientos no deseados, sino que están retroalimentando sus procedimientos a 
través de un proceso de mejoramiento continuo. Esto significa que los procesos aprenden 
y generan sus propias mejoras utilizando herramientas con la capacidad de entender su 
entorno y aprender del mismo. Es otras palabras, son organizaciones inteligentes que 
aprenden y mejoran continuamente. 
7.3 Propuesta para otras posibles aplicaciones 
“cercanas” 
• Análisis del comportamiento de compra de los consumidores (i.e., turismo) 
• Análisis en la utilización de medios de pago (i.e., tarjetas de marca, tarjetas de 
crédito o débito, cajeros automáticos, PSE, ACH, Internet, etc.) 
• Predicciones en la sobreventa de tiquetes para viajes en cualquier medio de 
transporte: avión, tren, barco, bus, etc. 
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• Análisis del comportamiento en la selección de portafolios de inversión 
• Análisis del comportamiento de ahorro de los clientes en entidades financieras 
(tanto para retiros como depósitos) 
• Análisis del comportamiento en la selección de los estudios profesionales según las 
calificaciones obtenidas durante la secundaria 
• Análisis de los precios y valores de los principales indicadores macroeconómicos 
• Análisis del comportamiento de los usuarios en las redes sociales (i.e., Google, 
Wikipedia, Youtube, Facebook, Twitter, Instagram, SkyPe, etc.) 
• Análisis del comportamiento de los clientes en los portales web de las empresas. 
Reconocer el tipo de información que está requiriendo el cliente a través del entendimiento 
detallado de su forma de navegar en los portales 
• Apoyo en la definición de estrategias publicitarias y de mercadeo a través de la 
creación de escenarios en los que se pueden simular y escoger las mejores alternativas 
de inversión para el lanzamiento de nuevos productos y/o servicios 
• Apoyo en la elaboración de detectores de mentiras no solo para humanos sino 
también aplicado a las redes sociales.  
• Apoyo en la estructuración de campañas de mercadeo para la venta de productos 
y profundización de la relación con los clientes con base en la información de monitoreo 
de sus transacciones 
• Apoyo a los procesos de innovación para la definición de producto y/o servicios que 
anticipan las necesidades de los clientes mediante el análisis de las intenciones de compra 
o las consultas de información en las redes sociales o en los portales de internet 
• Control del tráfico a través de la automatización de los procesos de sincronización 
de los semáforos de manera que el volumen del flujo vehicular sea el que determine y 
controle este proceso (gestión de la demanda). 
 
 
 
 
 
 
  
 
A. ANEXO 1- RED NO SUPERVISADA  
PARA CLASIFICACION 
1.- PRIMERA CORRIDA (sin normalización en los datos) 
Para la primera corrida se usa la base de datos de tarjetas de crédito empresariales (874 
tarjetas) con 11 variables de entrada utilizando los datos de las columnas: (1) Código de 
la tarjeta - representa el segmento de clientes – BIN, (2) Mes, (3) Año, (4) Valor en Mora, 
(5) Valor del Pago Mínimo, (6) Rango de días de mora, (7) Código rango de días de mora, 
(8) Código Bloqueo de Tarjeta, (9) Valor Total del Cupo en miles, (10) Estado de Mora, 
(11) Rango de SMLV. En esta primera corrida se utiliza una red SOM de 64 neuronas 
(dimensión 8x8), de esta forma se puede determinar cómo la red clasifica la información 
en una instancia inicial.  
FIGURA 1.1 – Red Neuronal Mapa Auto-Organizado (red de dimensión 8x8  64 neuronas 
en la capa de salida y 11 parámetros de entrada para el entrenamiento de la red neuronal). 
Estos 11 parámetros corresponden a las variables de entrada mencionadas anteriormente. 
La capa de salida está compuesta por 64 neuronas. 
 
(FIGURA 1.1) 
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FIGURA 1.2 – Está gráfica muestra la distancia entre las neuronas vecinas y sus 
conexiones en el modelo auto-organizado. Los hexágonos azules corresponden a cada 
una de las neuronas. Cada neurona tiene 6 vecinos (forma hexagonal de la neurona). Los 
pesos representan el especio neuronal. Las líneas rojas son los conectores entre las 
neuronas vecinas. Los colores que rodean las líneas rojas (conectores) representan la 
distancia entre las neuronas. Los colores oscuros representan grandes distancias 
(separación considerable entre las neuronas). Si el color que rodea la línea roja (conector) 
es negro la distancia es mayor por lo tanto la relación entre esas dos neuronas es débil.  
De otro lado, si el color es claro, amarillo, es más fuerte su relación, lo cual significa que 
las neuronas están muy cerca. Los datos que están en la región amarilla tienen unas 
características similares. En contraposición, las regiones oscuras representan grupos de 
datos con características disímiles.  
  
(FIGURA 1.2) 
FIGURA 1.3 – Planos de pesos de las variables de entrada del modelo auto-organizado. 
La figura muestra la relación que existe entre los pesos de las variables de entrada de una 
neurona con sus vecinas. Estos planos de pesos también son conocidos como los planos 
de componente. Los colores más claros representan los pesos más grandes y los colores 
más oscuros representan los pesos más pequeños. Las neuronas rojas representan 
conexiones positivas y fuertes y las negras significa que no existe conexión o relación 
alguna. Si el patrón de conexiones de dos entradas es similar, se puede asumir que las 
entradas están “altamente” correlacionadas.  
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(FIGURA 1.3) 
Las variables o parámetros de entrada (1) BIN, (2) Mes, (3) Año y  (11) Rango de SMLV 
son las que presentan conexiones positivas y fuertes. Las neuronas amarillas agrupan 
registros con características similares. Por el contrario, las neuronas negras agrupan 
registros con características disímiles. 
Las entradas 4, 5, 8 y 9 tienen un patrón similar con relaciones de pesos pequeños. Las 
distancias entre las neuronas se calculan a partir de sus posiciones con una función de 
distancia.    
FIGURA 1.4 – Hits en el modelo auto-organizado. Esta gráfica muestra la capa del mapa 
auto-organizado, cada neurona representa el número de vectores entrada que han sido 
clasificados en esa neurona (el tamaño de la zona azul es proporcional a las cantidades 
de vectores entradas para facilitar el entendimiento del lector de esta información). El 70% 
de los datos se agrupan en las neuronas 1, 3, 6, 9, 11, 24 y 44. Existe una alta dispersión 
en la distribución de los datos en las neuronas lo cual lleva a concluir que no están 
uniformemente distribuidas.  
 
108 Modelo Predictivo Neuronal para la Evaluación del Riesgo Crediticio 
 
(FIGURA 1.4) 
Es preciso realizar un análisis de las características o atributos de las tarjetas agrupadas 
en cada neurona de forma tal que se determine las razones que las hacen similares y sea 
posible sacar conclusiones con respecto a su comportamiento crediticio, para el caso de 
estudio: la morosidad. Este proceso facilitará la toma de decisiones tanto en la fase de 
evaluación de crédito como en la fase de análisis del comportamiento de pago y la gestión 
de cobro.  
 
FIGURA 1.5 – Histograma que muestra la distribución de los datos de las tarjetas de crédito 
empresariales según el número o cantidad de tarjetas que están incluidas o han sido 
agrupadas en cada neurona (i.e., la neurona 6 contiene o agrupa 112 tarjetas de crédito). 
Esta figura, al igual que la anterior, muestra que no existe uniformidad en la distribución de 
los datos en las neuronas.  
 
(FIGURA 1.5) 
FIGURA 1.6 – Posiciones de los pesos en el modelo auto-organizado. Los puntos verdes 
representan los vectores entrada y muestran cómo el SOM clasifica el espacio de entradas. 
 
(FIGURA 1.6) 
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2.- SEGUNDA CORRIDA 
Para la segunda corrida se usa la misma base de datos de tarjetas de crédito empresariales 
(874 tarjetas), pero es ésta oportunidad se usan nueve variables de entradas que han sido 
normalizadas de forma tal que están en un rango (-1, 1). Los datos de entrada son : (1) 
Valor en Mora, (2) Codificación normalizada del rango de días de mora, (3) Valor del Pago 
Mínimo, (4) Código de la tarjeta - representa el segmento de clientes, (5) Cupo normalizado 
según rango de salarios mínimos legales vigentes, (6) Cupo de avances, (7) Estados en 
Mora Código de Bloqueo de la Tarjeta, (8) Rango de días de mora, (9) Cupo total de la 
tarjeta, y una red SOM de 16 neuronas. 
 
FIGURA 2.1 – Red Neuronal Mapa Auto-Organizado (red de dimensión 4X4  16 
neuronas en la capa de salida y 9 parámetros de entrada para el entrenamiento de la red 
neuronal) 
 
(FIGURA 2.1) 
FIGURA 2.2 – Está gráfica muestra la distancia entre las neuronas vecinas y sus 
conexiones en el modelo auto-organizado. Cada neurona tiene 6 vecinos. Los pesos 
representan el especio neuronal. Entre más amarillo es más fuerte su relación. Si es negro 
la distancia es mayor por lo tanto su relación es débil. Los datos que están en la región 
amarilla tienen unas características similares. En contraposición, las regiones oscuras 
representan grupos de datos con características disímiles. 
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(FIGURA 2.2) 
FIGURA 2.3 – Planos de variables de entrada del modelo auto-organizado. Muestra la 
relación que existe entre los pesos de las variables de entrada de una neurona con sus 
vecinas.  Las neuronas rojas representan conexiones positivas y fuertes y las negras 
significa que no existe conexión o relación alguna.  
 
(FIGURA 2.3) 
Las variables o parámetros de entrada (2) Codificación normalizada del rango de días de 
mora, (4) BIN, (5) Cupo normalizado según rango de salarios mínimos legales vigentes y 
(8) Rango de días de mora son las que presentan conexiones positivas y fuertes. 
FIGURA 2.4 – Hits en el modelo auto-organizado. Esta gráfica muestra la capa del mapa 
auto-organizado, cada neurona representa el número de vectores entrada que han sido 
clasificados en esa neurona (el tamaño de la zona azul es proporcional a la cantidades de 
vectores entradas para facilitar el entendimiento del lector de esta información). El 80% de 
los datos se agrupan en las neuronas 13, 14, 15 y 16. 
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(FIGURA 2.4) 
 
Al realizar un análisis de las características o atributos de las tarjetas agrupadas en cada 
neurona es posible determinar las razones que las hacen similares y se facilitará la toma 
de decisiones tanto en la fase de evaluación de crédito como en la fase de análisis del 
comportamiento de pago y la gestión de cobro. 
 
FIGURA 2.5 – Histograma que muestra la distribución de los datos de las tarjetas de crédito 
empresariales según el número o cantidad de tarjetas que están incluidas o han sido 
agrupadas en cada neurona (i.e., la neurona 16 contiene o agrupa 202 tarjetas). 
 
(FIGURA 2.5) 
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FIGURA 2.6 – Posiciones de los pesos en el modelo auto-organizado. Los puntos verdes 
representan los vectores entrada y muestran cómo el SOM clasifica el espacio de entradas. 
 
(FIGURA 2.6) 
3.- TERCERA CORRIDA 
Para la tercera corrida se usa la base de datos de tarjetas de crédito empresariales (874 
tarjetas) utilizando los datos normalizados de las columnas: (1) Código de la tarjeta - 
representa el segmento de clientes, (2) Valor en Mora, (3) Codificación normalizada del 
rango de días de mora, (4) Valor del Pago Mínimo, (5) Cupo normalizado según rango de 
salarios mínimos legales vigentes y una red SOM de 16 neuronas. 
FIGURA 3.1 – Red Neuronal Mapa Auto-Organizado (red de dimensión 4X4  16 
neuronas en la capa de salida y 5 parámetros de entrada para el entrenamiento de la red 
neuronal) 
 
(FIGURA 3.1) 
FIGURA 3.2 – Como se mencionó, la neuronas de color amarillo representan las relaciones 
más fuertes. Si es negro la distancia es mayor por lo tanto su relación es débil. Los datos 
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que están en la región amarilla tienen unas características similares. En contraposición, 
las regiones oscuras representan grupos de datos con características disímiles. En otras 
palabras, se muestra la relación que existe entre los pesos de las variables de entrada de 
una neurona con sus vecinas.  Las neuronas rojas representan conexiones positivas y 
fuertes y las negras significa que no existe conexión o relación alguna. Para la entrada 1, 
que corresponde al segmento del cliente, la neurona 11 agrupara los elementos más 
similares. Para la entrada 2, Valor en Mora, es la neurona 16 la que contiene los registros 
con una mayor relación. Para la entrada 3, código normalizado del rango de días de mora, 
las neuronas 10 y 15 agrupan los registros con relación más fuerte. 
 
(FIGURA 3.2) 
Input 1: Código de la tarjeta - representa el segmento de clientes. La mayoría de neuronas 
(amarillas) agrupan registros con características similares. 
Input 2: Valor en Mora. La mayoría de neuronas (negras) agrupan registros con 
características disimiles. 
Input 3: Codificación normalizada del rango de días de mora 
Input 4: Valor del Pago Mínimo. La mayoría de neuronas (negras) agrupan registros con 
características disimiles. 
Input 5: Cupo normalizado según rango de salarios mínimos legales vigentes. La mayoría 
de neuronas (amarillas) agrupan registros con características similares. 
FIGURA 3.3 – Hits en el modelo auto-organizado. Esta gráfica muestra la capa del mapa 
auto-organizado, cada neurona representa el número de vectores entrada que han sido 
clasificados en esa neurona (el tamaño de la zona azul es proporcional a las cantidades 
de vectores entradas para facilitar el entendimiento del usuario). Cerca del 70% de los 
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registros se concentran en las neuronas 1, 2 y 5. Adicional, se muestra el histograma con 
la distribución de los datos de las tarjetas de crédito empresariales. Al usar solo datos 
normalizadas la gráfica muestra una distribución normal asintótica. 
 
(FIGURA 3.3) 
4.- CUARTA CORRIDA 
En la cuarta (última) corrida se usa la misma base de datos y variables de entrada pero se 
cambia la red neuronal a dimensiones 5 X 5, esto es tener una red con 25 neuronas en su 
capa de salida. 
Figura 4.1 – Al usar una red con 25 neuronas en su capa de salida se aprecia con mayor 
detalle las relaciones fuertes (neuronas rojas y naranja). Las entradas una (1) y cinco (5) 
que corresponden al Código de la tarjeta y al Cupo Normalizado respectivamente, son las 
variables mejor correlacionadas. 
 
(FIGURA 4.1) 
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Figura 4.2 – Para esta corrida la mayoría de los registros se ubican en las neuronas 16, 21 
y 22. Tres neuronas no contienen registros: 10, 19 y 24. Las neuronas 3, 9, 20 y 25 tan 
solo contienen 14 registros en total. Si se aumenta el número de neuronas estos resultados 
van a ser más comunes, lo que se traduce en tener un gran número de neuronas que no 
sirven para clasificar los registros de entrada y por lo tanto se está alejando de una solución 
óptima y usando más recursos de computación en forma innecesaria. Se evidencia una 
fuerte relación en la zona amarilla y si es negro la distancia es mayor por lo tanto su relación 
es débil. Los datos que están en la región amarilla tienen unas características similares.  
 
(FIGURA 4.2) 
Mientras más neuronas se incorporan a la red su poder de clasificación se va perdiendo y 
los datos de entrada son repartidos “indistintamente” entre las neuronas. Es por esto que 
a pesar de tener una mayor claridad en la forma como se relacionan los datos se va 
perdiendo la clasificación de los mismos. Se sugiere tener un balance adecuado entre el 
número de variables o datos de entrada y la cantidad de neuronas tanto en la capa oculta 
(si se está utilizando) como en la capa de salida. 
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B. ANEXO 2.- RED NEURONAL 
PROBABILISTICA PARA 
CLASIFICACION  
La red neuronal probabilística – RNP tiene 22 variables de entrada (corresponden a las 
columnas de la matriz de datos de entrada) y se ha seleccionado para el estudio 9.314 
registros de los créditos de consumo a través de un proceso de filtrado y depuración de la 
información. La capa intermedia (oculta) tiene 2 niveles y la capa de salida está 
conformada por 2 neuronas. En la corrida inicial la matriz de entrada, que contiene datos 
con la morosidad “real” de los créditos, se usa para entrenar a la red en su proceso de 
aprendizaje. La red neuronal probabilística – RNP establece internamente los parámetros 
que debe usar para comparar la nueva información y clasificarla adecuadamente indicando 
cuales de los créditos, según sus características (valores de las variables de entrada), 
pueden caer en mora próximamente o cuales personas no serían sujetos de préstamo en 
el proceso de evaluación de crédito. 
 
Las columnas de la matriz de entrada son: tipo y número de identificación, sexo, edad, 
ciudad, ingresos, sector, fecha del desembolso, plazo en meses, fecha final, monto 
desembolsado, moneda, saldo de la deuda, tasa efectiva, plus (puntos adicionales sobre 
una tasa de referencia), tasa nominal y número de cuenta. 
 
Los pasos para la construcción de esta solución en MATLAB son:  
1. Asignación de los datos o parámetros de entrada a la matriz transpuesta 
“P_Entrada”. Corresponde a las 22 variables de entrada por cada préstamo. 
2. Se guardan los valores objetivos en el vector “Targets”. Para el caso de estudio 
corresponde a quien ha estado en mora (1) y quién no (0). Es la columna 22 de la 
matriz de entrada.  
NOTA: también se puede usar una clasificación de la mora según el número de días al que 
ha llegado el préstamo y estableciendo los rangos del caso (i.e., “1” = cero días de mora, 
“2” = de 1 a 30 días de mora, “3” = de 31 a 90 días de mora, “4” = de 91 a 180 días de 
mora y “5” = más de 181 días de mora). Para este caso se tiene 5 clases. 
3. Se ubican “1’s” adecuadamente en la matriz “T_Correctos” usando la función 
“ind2vec” sobre la matriz “Targets” que contiene los valores objetivo.  
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4. Se crea una red neuronal probabilística mediante la función “newpnn” cuyos 
parámetros son la matriz de entrada y la matriz “T_Correctos” Esta función también 
tiene la propiedad de entrenar la red. 
5. Para la fase de prueba, se ejecuta una simulación través de la función “sim” con 
parámetros de entrada la red, ya creada y entrenada, y la matriz de entrada. Como 
se aprecia esta es una prueba con la misma matriz de entrada o entrenamiento y 
el objetivo es poder establecer si la red clasifica correctamente los registros. El 
resultado que se pretende obtener es: cuáles préstamos están en mora y cuáles 
no. Los patrones de salida son determinados mediante la comparación y el cálculo 
de distancias. 
6. Los resultados son comparados contra el vector objetivo. Esto es comparar la 
matriz “Targets”, que contiene los valores objetivo, contra el resultado de la salida 
de la simulación (prueba) de la red RNP.  
7. Ajustes al margen de error: es posible adicionar neuronas a la capa oculta. No 
obstante es preciso tener en cuenta el costo necesario para introducir nuevos 
patrones ejemplo a la red pues esto va en detrimento de la eficacia de la red.  
 
La siguiente figura muestra la arquitectura de la red con 22 variables de entrada para los 
9.314 registros seleccionados. La red tiene una capa intermedia con 2 niveles y una capa 
de salida con 2 neuronas. 
 
 
 
A través de la función “gensim” de MATLAB se crea un sistema “Simulink” que contiene un 
bloque que implementa y simula la red. Esta figura muestra el mapa de la función.  
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Es resumen, el algoritmo funciona de la siguiente forma: 
 Cargar el archivo con los estados de aprobación de crédito o la morosidad 
 Definir la matriz que contiene la información de los parámetros de entrada 
 Definir el vector que contiene los valores objetivo y la matriz con "UNOS" en los 
sitios correctos 
 Crear la red neuronal y correr la simulación de la RNA 
 Convertir la salida anterior (vector) en índices y comparar los resultados: objetivo 
original VS salida de la RNA 
NOTA: estos son los parámetros por defecto de MATLAB para la definición de la red 
neuronal probabilística: 
 Funciones de eficiencia: .cacheDelayedInputs, .flattenTime, .memoryReduction 
 No se usarán demoras para las entradas ni para los niveles de retroalimentación 
 Permite tener 232.850 de elementos de peso 
 Los métodos de adaptación permiten el aprendizaje en continuo uso 
 Otros métodos 
o INIT = inicializa los pesos y los sesgos 
o CONFIGURE = configuración de las entradas y las salidas 
o PERFORM = calcula el desempeño de la red 
o SIM = evalúa las salidas de la red según las entradas utilizadas 
o TRAIN = entrenamiento de la red con ejemplos 
o VIEW = vista del diagrama de la red 
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C. ANEXO 3.- PROGRAMAS EN 
MATLAB 
PROGRAMA 1: CLASIFICACION CON RED AUTO-ORGANIZADA (SOM) 
% **********************************************  
% *  UNIVERSIDAD NACIONAL DE COLOMBIA          * 
% *  MAESTRIA EN CIENCIAS ECONOMICAS           * 
% *  TESIS DE GRADO - RODRIGO VILLAMIL BAHAMON * 
% *  PROCESO APROBACION DE CREDITO CON RNA'S   * 
% *  PRIMERA VERSION: OCTUBRE DE 2011          * 
% *  SEGUNDA VERSION: MAYO DE 2013             * 
% ********************************************** 
% * Resolución de un problema de clustering    * 
% * usando mapas auto-organizados - SOM        *  
% ********************************************** 
% 
%  Entrada o lectura de datos de una matriz de excel: TC EVAL EMPRES 
% 
%  BIN = Código de la tarjeta - representa el segmento de clientes 
%  ASFFFH = Fecha de Mora (MES y ANIO) 
%  ASFMOR = Valor en Mora 
%  ASFPMN = Valor del Pago Mínimo 
%  ESTEMO = Rango de días de mora 
%  MORA = Codificación normalizada del rango de días de mora 
%  MAELPE = Código de Bloqueo de la Tarjeta 
%  MAEV01 = Cupo total de la tarjeta 
%  MAESEM = Estados de Mora  
%  SMLV = Cupo normalizado según rango de salarios mínimos legales vigentes 
% Esta es la estructura del archivo .txt que proviene de un  
% EXCEL con dichas columnas 
% NOTA: se puede crear un workspace el cual puede ser utilizado  
% para cargar los datos de una corrida general 
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clear all 
close all 
tc_eval = importdata('TC EVAL EMPRES.TXT', ',', 1) 
 
% Cargue de los vectores de cada una de las variables 
% Cada variable corresponde a una columna en el EXCEL 
BIN = tc_eval.data(:,1) 
MES = tc_eval.data(:,2) 
ANIO = tc_eval.data(:,3) 
ASFMOR = tc_eval.data(:,4) 
ASFPMN = tc_eval.data(:,5) 
ESTEMO = tc_eval.data(:,6) 
MORA = tc_eval.data(:,7) 
MAELPE = tc_eval.data(:,8) 
MAEV01 = tc_eval.data(:,9) 
MAESEM = tc_eval.data(:,10) 
SMLV = tc_eval.data(:,11) 
% 
%  PRIMERA CORRIDA CON DATOS "NO" NORMALIZADOS 
% 
% Matriz consolidada de datos 
data=[BIN MES ANIO ASFMOR ASFPMN ESTEMO MORA MAELPE MAESEM MAEV01 
SMLV] 
 
% Las entradas seran la matriz transpuesta de datos 
inputs = data';  
 
% Creación del Mapa SOM - Definición de las dimensiones 
dim1 = 8; 
dim2 = 8; 
net = selforgmap([dim1 dim2]); 
 
% Entrenamiento de la Red Neuronal 
[net,tr] = train(net,inputs); 
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% Prueba de la Red 
outputs = net(inputs); 
 
% Vista de la Red 
%view(net) 
 
% Gráficas de las salidad de la red 
% Topología de la red 
figure, plotsomtop(net) 
% Conexiones entre las neuronas vecinas 
figure, plotsomnc(net) 
% Distancia entre las reuronas vecinas 
figure, plotsomnd(net) 
% Planos de entreda - relaciones positivas o negativas con una entrada i 
figure, plotsomplanes(net) 
% Hits - numero de ejemplos asignados a cada neurona en el mapa 
figure, plotsomhits(net,inputs) 
% Posiciones de los pesos de cada neurona en el espacio de entrada 
figure, plotsompos(net,inputs) 
% Desempeño del entrenamiento, validación y pruebas 
% figure, plotperform(tr) 
 
% A cada entrada de los datos le asignamos el indice de la neurona que se 
% activa. Dependiento del número de dimensiones N,  
% tendremos NxN clases distintas (i.e., si N=4 tendremos 16 clases  
classes=vec2ind(outputs)  
 
% Podemos pintar un histograma para ver cual es la frecuencia de repeticion 
% de cada indice. Esta grafica es equivalente a plotsomhits. 
indneuronas=1:dim1*dim2; 
figure, hist(classes,indneuronas) 
 
j=1 
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for i=1:length(classes) 
    if classes(i)==1 
    grupo1(j,:)=data(i,:); 
    j=j+1; 
    end 
end 
 
% Hits - numero de ejemplos asignados a cada neurona en el mapa 
figure, plotsomhits(net,grupo1') 
figure 
plot(grupo1(:,3)) 
stem(grupo1(:,3)) 
% 
%  SEGUNDA CORRIDA CON DATOS NORMALIZADOS 
% 
% Matriz consolidada de datos 
data=[ASFMOR MORA ASFPMN BIN SMLV MAELPE MAESEM ESTEMO MAEV01] 
% Las entradas seran la matriz transpuesta de datos 
inputs = data';  
 
% Esta es una corrida particular seleccionando solo 5 variables o indices 
%data2=[BIN ASFMOR MORA ASFPMN SMLV]; 
%inputs = data2';  
% Creación del Mapa SOM - Definición de las dimensiones 
dim1 = 4; 
dim2 = 4; 
net = selforgmap([dim1 dim2]); 
% Entrenamiento de la Red Neuronal 
[net,tr] = train(net,inputs); 
% Prueba de la Red 
outputs = net(inputs); 
% Vista de la Red 
%view(net) 
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% Gráficas de las salidad de la red 
% Topología de la red 
figure, plotsomtop(net) 
% Conexiones entre las neuronas vecinas 
figure, plotsomnc(net) 
% Distancia entre las reuronas vecinas 
figure, plotsomnd(net) 
% Planos de entreda - relaciones positivas o negativas con una entrada i 
figure, plotsomplanes(net) 
% Hits - numero de ejemplos asignados a cada neurona en el mapa 
figure, plotsomhits(net,inputs) 
% Posiciones de los pesos de cada neurona en el espacio de entrada 
figure, plotsompos(net,inputs) 
% Desempeño del entrenamiento, validación y pruebas 
% figure, plotperform(tr) 
 
% A cada entrada de los datos le asignamos el indice de la neurona que se 
% activa. Dependiento del número de dimensiones N,  
% tendremos NxN clases distintas (i.e., si N=4 tendremos 16 clases)  
classes=vec2ind(outputs)  
 
% Podemos pintar un histograma para ver cual es la frecuencia de repeticion 
% de cada indice. Esta grafica es equivalente a plotsomhits. 
indneuronas=1:dim1*dim2; 
figure, hist(classes,indneuronas) 
 
clear grupo1 
i=1 
j=1 
for i=1:length(classes) 
    if classes(i)==1 
    grupo1(j,:)=data(i,:); 
    j=j+1; 
    end 
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end 
 
% Hits - numero de ejemplos asignados a cada neurona en el mapa 
figure, plotsomhits(net,grupo1') 
figure 
plot(grupo1(:,3)) 
stem(grupo1(:,3)) 
 
% realizar el analisis con todas las columnas 
% sacar la media a cada uno = hacer un histograma  
% caracterizar un grupo 
 
PROGRAMA 2: PREDICCION CON RED PROBABILISTICA 
% **********************************************  
% *  UNIVERSIDAD NACIONAL DE COLOMBIA          * 
% *  MAESTRIA EN CIENCIAS ECONOMICAS           * 
% *  TESIS DE GRADO - RODRIGO VILLAMIL BAHAMON * 
% *  PROCESO APROBACION DE CREDITO CON RNA'S   * 
% *  PRIMERA VERSION: OCTUBRE DE 2011          * 
% *  SEGUNDA VERSION: MAYO DE 2013             * 
% **********************************************  
% 
% Variables usadas para el analisis: 
%     Tipo y numero de identificacion, 'SEXO', 'EDAD' 
%     'CIUDAD', 'INGRESOS', 'SECTOR', 'FECHA DESEMBOLSO' 
%     'PLAZO MESES', 'FECHA FINAL', 'VALOR INICIAL' 
%     'MONEDA', 'SALDO DEUDA', 'TASA EFECTIVA', 'PLUS' 
%     'TASA NOMINAL', 'LBACB', 'LBACS', 'LBACX', 'CUENTA' 
% Esta es la estructura del archivo .txt que proviene de un  
% EXCEL con dichas columnas 
 
% Cargue del archivo con los estados de aprobacion de crédito o la morosidad 
cartera = importdata('cartera clas1.txt', ';', 1) 
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% "P_Entrada" contiene la informacion de los parametros de entrada  
P_Entrada = cartera.data(:,:)' 
 
% el vector "Targets" contiene los valores objetivo 
Targets = cartera.data(:,22) 
 
% "T_Correctos" matriz con "UNOS" en los sitios correctos 
T_Correctos = ind2vec(Targets') 
 
% Creacion de la red neuronal 
netp = newpnn(P_Entrada,T_Correctos) 
 
% Vista de la Red 
view(netp) 
 
% "Vec_Resul" es el vector resultado de la simulacion de la RNA 
Vec_Resul = sim(netp,P_Entrada) 
 
% Convertimos la salida anterior (vector) en indices 
VR_Ind = vec2ind(Vec_Resul) 
 
% Comparacion de resultados: objetivo original VS salida de la RNA 
Compara = [Targets';VR_Ind] 
Compara_ok = find(Targets'==VR_Ind) 
 
% Para desplegar el funcionamiento de la RNA 
% gensim(netp) 
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D. ANEXO 4.- MATLAB: 
HERRAMIENTA PARA LA 
SIMULACIÓN DE UNA RNA  
MATLAB es un lenguaje y ambiente interactivo de alto nivel que permite desarrollar 
cómputos y cálculos matemáticos, financieros, estadísticos y lógicos de alta complejidad. 
MATLAB (abreviatura de MATrix LABoratory, "laboratorio de matrices") es una herramienta 
de software matemático que ofrece un entorno de desarrollo integrado (IDE) con un 
lenguaje de programación propio (lenguaje M).  
Principales características: 
1. Lenguaje de alto nivel para cálculo técnico 
2. Entorno de desarrollo para la gestión de código, archivos y datos 
3. Herramientas interactivas para la exploración, diseño y resolución de problemas 
iterativos 
4. Funciones matemáticas para álgebra lineal, estadística, análisis de Fourier, filtrado, 
optimización e integración numérica 
5. Funciones gráficas en 3D para la visualización de datos 2-D y herramientas para la 
creación de interfaces gráficas de usuario personalizadas 
6. Funciones para integrar los algoritmos basados en MATLAB con aplicaciones y 
lenguajes externos, tales como C, C + +, Fortran, Java, COM y Microsoft® Excel® 
Funciones básicas:  
1. La manipulación de matrices 
2. La representación de datos y funciones 
3. La implementación de algoritmos 
4. La creación de interfaces de usuario (GUI) 
5. La comunicación con programas en otros lenguajes y con otros dispositivos 
hardware.  
El paquete MATLAB dispone de dos herramientas adicionales que expanden sus 
prestaciones, a saber, Simulink (plataforma de simulación multidominio) y GUIDE (editor 
de interfaces de usuario - GUI). Es un software muy usado en universidades y centros de 
investigación y desarrollo.  
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MATLAB posee un módulo para la gestión de las redes neuronales que permite y facilita 
el diseño, implementación, visualización y simulación de estas redes. Las redes neuronales 
se utilizan para aplicaciones en las que el análisis formal es difícil, tales como el 
reconocimiento de patrones y de identificación del sistema no lineal y el control. La caja de 
herramientas es compatible con redes feedforward, redes de base radial, redes dinámicas, 
mapas auto-organizados y otros paradigmas de red probados. 
Las redes neuronales son entrenadas para realizar funciones complejas en diversos 
ámbitos, como el reconocimiento de patrones, la identificación, la clasificación, el habla, la 
visión y los sistemas de control. Las redes neuronales pueden ser entrenadas para resolver 
problemas que son difíciles para los sistemas convencionales. La caja de herramientas 
provista por MATLAB enfatiza el uso de redes neuronales para la solución de problemas 
complejos en donde intervienen grandes volúmenes de datos en la ingeniería, procesos 
financieros y de producción, y en otras aplicaciones prácticas. 
Características principales: 
1. Diseño, entrenamiento y simulación de la red neuronal  
2. Reconocimiento de patrones, agrupación (clasificación) y herramientas para la 
afinación y ajuste de los datos 
3. Redes supervisadas incluyendo feedforward, base radial, LVQ, tiempo de retardo 
4. Redes no supervisadas, incluyendo mapas auto-organizados y capas competitivas 
5. Preprocesamiento y postprocesamiento para mejorar la eficacia de la formación de 
redes y la evaluación del desempeño 
6. Representación de red modular para la gestión y la visualización de redes de 
tamaño arbitrario 
7. Posee rutinas para mejorar la generalización para evitar sobreajuste 
8. Bloques de Simulink® para la construcción y evaluación de redes neuronales y 
bloques avanzadas para aplicaciones de sistemas de control 
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El diseño de las redes neuronales puede estar fundamentado en pasos estándar para 
solucionar problemas en cuatro áreas de aplicación: la función de ajuste, reconocimiento 
de patrones, la agrupación (clasificación) y el análisis de series de tiempo. Se sugiere 
seguir siete pasos principales en el flujo de trabajo de cualquiera de estos problemas.  
1. Recopilación de datos – puede incluir normalización y estandarización de los datos 
2. Creación de la red 
3. Configuración de la red 
4. Inicialización de los pesos y sesgos 
5. Formación de la red 
6. Validación de la red 
7. Utilización y ajustes de la red 
MATLAB ofrece una caja de herramientas para el mejor aprovechamiento de las redes 
neuronales a través de funciones para el diseño, inicialización, simulación y entrenamiento 
de los modelos neuronales de uso más extendido en la actualidad: perceptrón, redes 
lineales, redes de retropropagación, redes de base radial, aprendizaje asociativo y 
competitivo, aplicaciones autoorganizativas, aprendizaje de cuantización vectorial, redes 
de Elman y redes de Hopfield. 
El usuario está en la capacidad de efectuar el diseño de arquitecturas complejas haciendo 
uso de las funciones y procedimientos escritos para MATLAB combinándolos con los 
modelos que ya están proporcionados por defecto en la caja de herramientas. 
Adicionalmente, el usuario puede definir sus propias funciones de transferencia e 
inicialización, reglas de aprendizaje, funciones de entrenamiento y estimación de error para 
usarlas posteriormente con las funciones básicas. 
Con el objeto de estudiar la convergencia y estabilidad de los algoritmos de aprendizaje, 
se sugiere apoyarse en las facilidades y prestaciones gráficas de MATLAB para el estudio 
del comportamiento de las redes: visualización gráfica de la matriz de pesos y vector de 
desplazamiento mediante diagramas de Hinton, representación de errores a lo largo del 
entrenamiento, mapas de superficie de error en función de pesos y vector de 
desplazamiento, etc.  
Las herramientas de MATLAB pueden ser usadas para la valoración e implementación de 
diseños neuronales en la industria y sobre todo en educación e investigación. Las 
aplicaciones básicas se enmarcan dentro del campo de la industria aeroespacial y 
automoción (simulación, sistemas de control, autopilotaje), banca, defensa 
(reconocimiento de patrones, procesamiento de señales, identificación de imágenes, 
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extracción de características, compresión de datos), electrónica (control de procesos, 
análisis de errores, modelado no lineal, síntesis de voz, visión por ordenador), economía 
(análisis financiero, análisis predictivo), industria (control de procesos, identificación en 
tiempo real, sistemas de inspección), medicina, robótica (control de trayectorias, sistemas 
de visión), reconocimiento y síntesis del habla y telecomunicaciones (control de datos e  
imágenes, servicios de información automatizada, traducción del lenguaje hablado en 
tiempo real, diagnosis, sistemas de enrutamiento). 
El caso particular de la evaluación del riesgo de crédito se puede asemejar a los problemas 
de agrupación y/o clasificación (clustering) de la información basados en sus 
características de similitud. Esta técnica permite entre otros solucionar problemas como: 
1. La segmentación del mercado agrupando a los clientes según su patrón de compra 
2. Minería de datos a través de la división de la información en subconjuntos que 
guardan características similares o alguna relación 
3. Análisis bioinformático mediante la agrupación de genes con un patrón de 
comportamiento relacionado 
En los problemas de agrupamiento o clasificación de la información las redes neuronales 
son entrenadas a través de los algoritmos de mapas auto-organizados, SOM por sus siglas 
en inglés, Self-Organized Maps. Una SOM consiste en un nivel competitivo el cual puede 
clasificar un grupo de datos de vectores con cualquier número de dimensiones. Las 
neuronas son  organizadas en una topología de dos dimensiones (2D) que le permite  
formar una representación de la distribución y una aproximación bidimensional de la 
topología del grupo de datos.     
La topología por defecto de una SOM es hexagonal. Esto quiere decir que cada neurona 
tiene 6 lados, por lo tanto, cada una puede tener un máximo de 6 neuronas vecinas.  
Los planos de pesos pueden ser graficados. Los colores oscuros representan grandes 
pesos. Si los patrones de conexión de dos entradas son “muy” similares, se puede asumir 
que las entradas están altamente correlacionadas. 
MATLAB permite visualizar la distancia entre las neuronas. Los colores oscuros 
representan una distancia “grande” entre las dos neuronas, mientras que los colores claros 
representan una distancia “pequeña”. 
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E. ANEXO 5.- RED SUPERVISADA 
(COMPLEMENTO AL MARCO 
TEORICO) 
Es posible utilizar las RNA supervisadas ya que como se mencionó anteriormente sirven 
como herramientas para predecir tendencias o en la clasificación de conjuntos de datos. 
Las RNA supervisadas son un conjunto de algoritmos matemáticos que encuentran las 
relaciones no lineales para un conjunto de información determinada. La neurona recibe 
información que debe ser ponderada mediante unos pesos según su importancia con 
respecto al resto de la información. Luego se aplica la Regla de Propagación que consiste 
en multiplicar cada información por su peso y calcular la sumatoria de estos resultados 
(suma conocida como el potencial sináptico) 
  


N
j
Jji WXtH
1
*
 
Siendo 
 tHi el potencial sináptico de la neurona i en el momento t. jX la entrada de datos 
procedentes de la fuente de información j. j
W
 el peso sináptico asociado a la entrada j
X
. Si esta suma supera un umbral determinado la neurona se activa y el resultado se lleva 
a una función de transferencia (escalón o salidas binarias 0-1, lineal o identidad, sigmoidea 
o salidas continuas, tangente sigmoidea y gaussiana). La función de transferencia 
comúnmente utilizada es la tangente sigmoidea puesto que permite ampliar los resultados 
a los números negativos (resultados entre -1 y 1). 
Para el caso de segmentar a los clientes con base en la oportunidad del pago de los 
préstamos otorgados por una entidad financiera es necesario recopilar información de 
algunas características (“n”) de los clientes (i.e., edad, sexo, ingreso, cargo). Cada 
característica es denotada como 
RX i  , un cliente se representa por un vector 
ni xxx ,...,  donde 
X
es el espacio de entrada. Si el cliente paga 1y  y si no paga 
1y . Y es el espacio de salida. Ahora se debe encontrar la función que asigna a cada 
uno de los clientes su clase: si cumple o no con el pago.  YXh : . La entidad financiera 
asigna a cada hipótesis “h” un riesgo que es la probabilidad de equivocarse en esta 
clasificación. La teoría del aprendizaje estadístico asume una probabilidad Pxy   para que 
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algún cliente sea cumplido ( 1y ). El valor esperado de L  llamado también “pérdida 
esperada” es la probabilidad de no hacer la clasificación correctamente. El costo de 
asignarle a un cliente su clase es  






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




^
^
^
1
0
,
yy
yy
yyL
 
Esto es llamado pérdida cero-uno que representa una forma de cuantificar el costo de un 
error en la clasificación (i.e., costo real económico asociado con un error).  
La siguiente función de riesgo representa la cantidad a ser minimizada desde el punto de 
vista del banco 
      dxdyyxPxhyLhR XY
XY
,,
 
Solo el riesgo empírico es accesible 
    
 
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ii
xhyL
l
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1
 
Consideremos H el conjunto de clasificadores “h” llamado el espacio de hipótesis. En el 
aprendizaje de una red neuronal una posible selección es un conjunto de la función 
parametrizada llamada perceptrón. [Rosenblatt 1962]. 
   nnii xxsignxh   ...;  
Este clasificador está descrito por un vector parámetro ni
 ,...,
, de esta forma la tarea 
de aprendizaje será encontrar un vector *  que minimice
  .;hR
 sin conocimiento 
adicional de Pxy .  
El problema de aprendizaje 
      dxdyyxPxhyLR XY
XY
,,minargminarg*  
 
Minimización empírica del riesgo 
    
 



Syx
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ii
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,
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1
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El principio puede ser explicado como la selección del clasificador l

que minimiza el error 
de aprendizaje y el riesgo empírico respectivamente (ERM – empirical risk minimization) 
Vapnik y Chernovenkis (1971) dan una explicación de su aplicabilidad.  
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Generalización
   lRR  *  
El principio de selección de l

 para aproximar *  es consistente, esto significa que la 
generalización del error puede ser limitada con probabilidad “1” si “l” tiende al infinito. Esto 
es debido a la ley de los grandes números (LLN). 
 R
es la expectativa de pérdida de   
 empR es la media de la pérdida de   la cual converge uniformemente a la expectativa 
independiente de la distribución Pxy  
Por otra parte, la red neuronal probabilística, acorde con nuestro problema, debe 
encargarse de efectuar una clasificación de los vectores de entrada en dos clases, cuyas 
regiones de decisión se acercan asintóticamente a las determinadas por el clasificador 
óptimo de Bayes. La primera capa cumple la tarea de distribuir los valores de entrada, y 
está formada por unidades denominadas unidades de vectores. Hay un nodo de éstos por 
cada vector de entrenamiento. Cada unidad de vector realiza un producto escalar del 
vector de entrada x  con un vector de pesos i
w
dado por ii
wxz *
. La función de 
activación de estos nodos está dada por: 





 
2
1
exp

iz
 
En esta capa existe una unidad que cumple la tarea de sumar las salidas de las unidades 
de vectores de la clase respectiva. Al sumar dichas salidas se está haciendo una 
“aproximación” a la función de densidad estimada correspondiente a cada clase. La última 
capa contiene un nodo, el cual se encarga de implementar la regla de decisión. Es posible 
utilizar este tipo de red para problemas de clasificación. Cuando se presenta una entrada, 
la primera capa calcula distancias desde el vector de entrada hasta los vectores de 
entrenamiento de entrada, y produce un vector cuyos elementos indican qué tan próxima 
está la entrada a una entrada de entrenamiento. La segunda capa suma estas 
contribuciones para que cada clase de entradas produzca la salida de la red como un 
vector de probabilidades. Finalmente, una función de transferencia competitiva ubicada en 
la salida de la segunda capa escoge el máximo de estas probabilidades y produce un 1 
para esa clase y un 0 para las otras clases. Las clases se conocen de antemano cuando 
se trata de un vector de entrenamiento. 
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F. ANEXO 6.- TECNICAS PARA 
REDUCCION DE LA 
DIMENSIONALIDAD 
 
Análisis de Componentes Principales (ACP) 
El análisis de componentes principales se usa para reducir la dimensionalidad de un 
conjunto de datos a través de la determinación de las causas de su variabilidad. Esta 
técnica busca la proyección según la cual los datos queden mejor representados en 
términos de mínimos cuadrados y es empleada en análisis exploratorio de datos y en la 
construcción de modelos predictivos.  
ACP es una técnica matemática lineal que reduce la dimensionalidad de un conjunto de 
datos sin que se pierda demasiada información y suele clasificarse como una técnica 
multivariante. Intuitivamente la técnica sirve para hallar las causas de la variabilidad de un 
conjunto de datos y ordenarlas por importancia. Esta técnica busca la proyección según la 
cual los datos queden mejor representados en términos de mínimos cuadrados y se 
emplea sobre todo en análisis exploratorio de datos y para construir modelos predictivos. 
Una de las ventajas de esta técnica para reducir la dimensionalidad de un grupo de datos, 
es que retiene aquellas características del conjunto de datos que contribuyen más a su 
varianza, manteniendo un orden de bajo nivel de los componentes principales e ignorando 
los de alto nivel.  
El Análisis de Componentes Principales (ACP) fue inicialmente desarrollado por Pearson 
a finales del siglo XIX y posteriormente estudiado por Hotelling en los años 30 del siglo XX. 
Sin embargo, hasta la aparición de los ordenadores no se empezaron a popularizar.[11] 
El ACP tiene como objetivo reducir la dimensión explicando la mayor variabilidad posible. 
La primera CP es la combinación lineal de las variables que tenga mayor varianza. La 
segunda CP es una variable aleatoria, independiente y ortogonal a la anterior, de varianza 
máxima. Esto es, maximizar la varianza explicada resulta equivalente a minimizar la 
varianza del error. Es un proceso que se basa en la diagonalización de la matriz de 
varianzas y covarianzas. [6]  
La aplicación del ACP está limitada por varios supuestos [31]: 
 Linealidad: se enmarca el problema como un cambio de base. 
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 Importancia estadística de la media y la covarianza: el ACP utiliza los vectores 
propios de la matriz de covarianzas y sólo encuentra las direcciones de ejes en el 
espacio de variables considerando que los datos se distribuyen de manera 
gaussiana. 
 Los componentes principales son ortogonales: el ACP puede ser solucionado con 
técnicas de descomposición de algebra lineal. 
 
Análisis Factorial  
Al igual que el análisis de componentes principales, este modelo tiene como objetivo 
reducir la dimensionalidad del problema suponiendo implícitamente que los datos han sido 
generados de una forma particular, a partir de ciertos factores mediante combinaciones 
lineales, de forma tal que los resultados obtenidos pueden ser interpretados, siendo así 
este un modelo de inferencia. Dependiendo del número de factores que se desee, se 
realizan combinaciones lineales de las variables originales buscando que se produzca el 
menor error posible. Este modelo utiliza el aprendizaje por refuerzo. [6] 
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Vocabulario 
 
ADALINA (ADAptive Linear Neuron): es un elemento adaptativo lineal que puede ser 
usado para el reconocimiento de voz y caracteres,  predicción del tiempo, control 
adaptativo y en el desarrollo de filtros adaptativos que eliminen los ecos de las líneas 
telefónicas. 
 
ACP – Análisis de componentes principales: se usa para reducir la dimensionalidad de 
un conjunto de datos a través de la determinación de las causas de su variabilidad. Esta 
técnica busca la proyección según la cual los datos queden mejor representados en 
términos de mínimos cuadrados y es empleada en análisis exploratorio de datos y en la 
construcción de modelos predictivos. 
 
BASILEA: es una ciudad de Suiza, ubicada estratégicamente en la frontera con Alemania 
y Francia, en donde se lleva a cabo periódicamente el comité mundial de las instituciones 
financieras y se emite los acuerdos que regulan su comportamiento y el intercambio de 
bienes y productos globalmente a través de estas instituciones. 
 
BP: Back propagation. Red de Retropropagación = conjunto de Arquitectura MLP + 
Aprendizaje BP. Es considerado como una solución al problema de entrenar los nodos de 
las capas ocultas. 
 
CIIU: Código Internacional de Industria Unificado. El CIIU es una clasificación uniforme de 
las actividades económicas por procesos productivos. Su objetivo principal es proporcionar 
un conjunto de categorías de actividades que se pueda utilizar al elaborar estadísticas 
sobre ellas. 
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Confusión de matrices o Matriz de Confusión: en el campo de la inteligencia artificial 
una matriz de confusión es una herramienta de visualización que se emplea en aprendizaje 
supervisado. Cada columna de la matriz representa el número de predicciones de cada 
clase, mientras que cada fila representa a las instancias en la clase real. Uno de los 
beneficios de las matrices de confusión es que facilitan ver si el sistema está confundiendo 
dos clases. 
 
Colinealidad exacta: se presenta cuando una o más variables, son una combinación lineal 
de otra, es decir, existe un coeficiente de determinación entre estas dos variables de 1. 
Esto provoca que la Matriz X'X tenga determinante 0, y sea singular (no invertible). 
 
DEA: análisis envolvente de datos, es un procedimiento no paramétrico y determinístico 
de evaluación de la eficiencia relativa de un conjunto de unidades productivas 
homogéneas. 
 
Descenso por el gradiente: método de optimización (minimización) aplicado a una 
función de coste que proporciona una regla de actualización de pesos que en función de 
los patrones de aprendizaje modifica iterativamente los pesos hasta llegar al punto óptimo 
de la red neuronal. 
 
Error de aprendizaje: todo proceso de entrenamiento tiene un error el cual es calculado 
como el error cuadrático medio de los resultados proporcionados por la red para el conjunto 
de patrones de aprendizaje. 
 
Error de generalización: se puede medir empleando un conjunto representativo de 
patrones diferentes a los empleados en el entrenamiento. 
 
LMS – Least Mean Squares: mínimos cuadrados es una técnica de análisis numérico 
enmarcada dentro de la optimización matemática, en la que, dados un conjunto de pares 
ordenados: variable independiente, variable dependiente, y una familia de funciones, se 
intenta encontrar la función continua, dentro de dicha familia, que mejor se aproxime a los 
datos (un "mejor ajuste"), de acuerdo con el criterio de mínimo error cuadrático. 
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MADALINA: many adalines. Es la versión multicapas de la Adalina. 
 
Matriz de Confusión: en el campo de la inteligencia artificial una matriz de confusión es 
una herramienta de visualización que se emplea en aprendizaje supervisado. Cada 
columna de la matriz representa el número de predicciones de cada clase, mientras que 
cada fila representa a las instancias en la clase real. Uno de los beneficios de las matrices 
de confusión es que facilitan ver si el sistema está confundiendo dos clases. 
 
Mapping: establecimiento de patrones y relaciones, modelos de clasificación y/o 
distribución  
 
MLP: Multi-Layer Perceptrón. Perceptrón Multicapa. 
 
Multicolinealidad: es la relación lineal entre las variables explicativas. La multicolinealidad 
perfecta se produce cuando con una de las variables explicativas se puede hacer una 
función exacta de las otras. La multicolinealidad puede ser reducida obteniendo más 
información para el análisis e introduciendo información no muestral en forma de 
restricciones sobre los parámetros. 
 
RADBAS: función de transferencia en base radial usada en MATLAB. Corresponde a una 
función neuronal de transferencia.  
 
RBFN: una red de funciones de Base Radial (RBFN – Radial Basis Function Network) es 
una red hacia adelante (feed forward network) que contiene tres capas: las entradas, la 
capa oculta, el/los nodo/s de salida. Cada neurona de la capa oculta se caracteriza porque 
su salida viene dada por una RBF. La activación de estas funciones es proporcional a la 
cercanía, medida por la norma euclídea, entre el patrón de entrada y centro 
correspondiente. Si el patrón de entrada está cerca del centro de una RBF, la salida de 
esta se acercará a 1, en caso contrario se acercará a 0. 
 
Regla LMS (Least Mean Squares): regla de los mínimos cuadrados 
 
RNP: Red Neuronal Probabilística  
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SARC: es el Sistema de Administración del Riesgo de Crédito que consiste en el 
seguimiento y control de procesos que tengan relación directa con el riesgo crediticio. 
 
Screening: se refiere a la estrategia para combatir la selección adversa, una de las 
potenciales complicaciones en la toma de decisiones de casos de información asimétrica. 
El concepto de screening fue desarrollado por Michael Spence (1973) y debe ser 
distinguido de signalling que implica que el agente informado se mueve primero. 
 
Sobreaprendizaje o sobreajuste: inicialmente la red se adapta al conjunto de 
aprendizaje, se acomoda al problema y mejora la generalización. Si el sistema se ajusta 
demasiado a las particularidades puede incluso llegar a aprender del ruido y crece el error, 
entonces la red está aprendiendo “demasiado”. 
 
SOFM (Self-Organizing Feauture Maps) – SOM (Self-Organizing Maps): es un tipo de red 
neuronal artificial que es entrenada usando aprendizaje no supervisado para producir una 
representación discreta del espacio de entrada llamado mapa. Los mapas auto-
organizados usan una función de vecindad para preservar las propiedades topológicas del 
espacio de entrada. 
 
SFC – Superintendencia Financiera de Colomibia: es la entidad gubernamental encargada 
de supervisar los sistemas financiero y bursátil colombianos con el fin de preservar su 
estabilidad, seguridad y confianza; así como promover, organizar y desarrollar el mercado 
de valores y la protección de los inversionistas, ahorradores y asegurados. 
 
SVM: Support Vector Machine por sus siglas en inglés. Las máquinas de soporte vectorial 
o máquinas de vectores de soporte son un conjunto de algoritmos de aprendizaje 
supervisado desarrollados por Vladimir Vapnik. Estos métodos están relacionados con 
problemas de clasificación y regresión. 
 
TREPAN: es un algoritmo que extrae hipótesis (representadas como un árbol de decisión 
que aproxima la red) explicables de una RNA entrenada. Si el árbol de decisión no es lo 
suficientemente conciso implica una gran cantidad de reglas de clasificación. 
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Validación cruzada: Idealmente, la red debe entrenarse hasta un punto óptimo en el que 
el error de generalización es mínimo. Para esto se debe entrenar y validar a la vez para 
detenerse en el punto óptimo. 
 
 
