In this paper we extend the infomax technique [ 11 for bliid signal separation from the instantaneous mixing case to the convolutive mixing case. Separation in the convolutive case requires an unmixing system which uses present and past values of the observation vector, when the mixing system is causal. Thus, in developing an infomax process, both temporal and spatial dependence of the observations must be considered. We propose a stochastic gradient based structure which accomplishes this task. Performance of the proposed method is verified by subjective listening tests and quantitative measurements.
INTRODUCTION
Blind signal separation (BSS) is now becoming a mature topic. Much work [1] [3] [4] [5] [6] has been done on BSS for the case of insrunraneous mixing; i.e., when the transfer functions from the sources to the sensors involve only scaling operations on the inputs. However, less effort has been directed towards the more difficult convolutive mixing case, where a much broader class of transfer functions can exist. The convolutive case occurs more often in practice; e.g., acoustic mixing in live reverberative environments. The ability of BSS algorithms to handle the convolutive mixing case greatly expands the potential range of applications where these algorithms can be put to use.
Previous work in BSS for the convolutive mixing case includes [2] [7] [8] [9] [ 101. However, these methods all suffer from limitations, such as the ability to deal with only two input sources, restrictions on the mixing system, or excessive computational complexity. In this paper, we present a relatively simple infomax technique for blind signal separation in the convolutive mixing case that exploits the temporal and spatial properties of the output signals in a straightforward manner.
Our system model is depicted in Fig. 1 . M samples from N statistically independent, zero-mean sources are mixed through an N x N multidimensional dynamic channel to produce an N x M matrix X of observations. We denote the nth, n = 1,. . . , row xn of this matrix to represent the variation in time of the nth signal over all available M samples; likewise, we denote the mth, m = 1,. . . , M column (snapshot) as x(m), which represents the spatial variation (i.e., across sensors) at the mth sample instant. An equivalent notation is used for the signals 8, U, U and y shown in Fig. 1 . Our objective is to produce outputs vn, which are the desired output signals corresponding to the separated sources. This objective is realized by determining an unmixing system W E R N X N , and a temporal processing system A E W N x N (both whose elements are FIR filters) so that the joint entropy of the outputs y is maximized.
In this paper we assume the elements of the N x N mixing system F are FIR filters of known length K + 1. It is straightforward to show [ 1 I] that separation of the sources can be achieved using an N x N unmixing system W whose elements consist of FIR filters of length Lw + 1 = (N -1)K. We can define Wt E R N x N , e = 0,. . . , Lw as the matrix of FIR filter weights at delay e. The quantity Ai, e = 0, . . . , LA is defined in a corresponding way from A. In this case however, because there is no cross-coupling between the channels, the At are diagonal. 1.
INFOMAX CRITERION FOR BSS
In a similar way, we can define the variable U as 0-7803-5041-3/99 $10.00 0 1999 IEEE 'The vec( .) operator concatenates the co~umns of its matrix argument into one long vector.
In this paper we use g(u) = tanh(u). Then, yi is given as Figure 1 : A blind signal separation structure for the convolutive mixing case.
where A is defined using the Ai in a corresponding way to \iL in
(2).
The auxiliary output vector y is defined as
where g(.) is a suitable nonlinearity
We intend to achieve spatial separation of the outputs v by maximizing the mutual information between the sources s and the outputs y with respect to A and W, in a manner analogous to the method proposed by [ 11. This is equivalent to maximizing the joint entropy H(y) of the outputs y. Maximizing H(y) (under suitable constraints) has the effect of driving the elements of y towards statistical independence. When the input sources are independent, this criterion is sufficient for blind signal separation. In the convolutive case however, the observations x are generally dependent in both space and time; thus, H ( y ) is maximized by forcing both the temporal and spatial dimensions of x towards independence. In this proposed configuration, the function of W is to provide spatial independence of the outputs, whereas the function of A is to provide temporal independence.
To achieve separation, an expression for H ( y ) in terms of W and A is required. In this vein, we can express the joint pdf fy(y) o f y a s Using (8) and ( 5 ) we have We can now tum our attention to training A. In this case, we realize that ideally, A must produce outputs U which are temporally independent. This may not be possible using only the FIR filter structure proposed in Fig. 1 . However, the structure can produce uncorrelated outputs, which in many cases closely approximates independence. The training rules we develop generate an A for which the resulting temporal dependence is minimized.
The development of the training rule for A is similar to that for W. Using (IO) the adjustment for a stochastic gradient ascent rule for a particular At satisfies
As before, the first term evaluates as By analogy to (13), we differentiate the second term of (22) with respect to a particular element aprc to get
The derivative evaluates to (25) i f p = q = n otherwise Substituting (23) (24) and (25) into (22) and combining into matrix form. we have
where @ means element-byelement multiplication.
RESULTS
We demonstrate the performance of the algorithm for an N = 2, K = 6 mixing system. The sources are two segments of speech, 4.1 seconds in duration, sampled at 8kH2, normalized so that their maximum amplitude is unity. The speech segment 8 1 is a male speaking the phrase "Marge, it takes two to lie-one to lie. and one to listen", while sz is a female utterance of "How could you Krusty? I'd m e r lend my name to an inferior product!".
The matrices Wf and At are all initialized to the identity matrix. The updates at iteration i are made in accordance with (19) and (26) as
A corresponding rule is applied for the At from (26) , but using the quantity V A instead. The mixing system F is specified as Table I , for values LA = 20 and V A = 5 x lo-'.
The converged speech waveforms corresponding to the bold entry of Table 1 are shown in Fig. 2 . The SIR'S of the observations x themselves before W are 3.21 dB and 5.22dB respectively. These quantitative results, in cmjunction with subjective listening results which were performed, confirm that a significant level of separation is indeed achieved. Note that it is difficult to assess the level of separation by direct visual comparison of s and v in Fig. 2 
