Abstract. Numerical computations are performed for a recently derived phase field model for the interface between two phases. The rigorous results indicate that solutions to this new phase field model should converge more rapidly than traditional ones to solutions of the corresponding sharp interface (free boundary) formulation for sufficiently small values of the approximation parameter ε representing the thickness of the interfacial region. In particular, the distance between the sharp interface of the limiting model and the zero level set of the phase function in the phase field model is of order ε 2 rather than ε. Numerical computations within a three-dimensional spherically symmetric setting compare the computed solutions of this new model with the known exact solutions for the limiting free boundary problem and confirm the second order accuracy predictions of the theory for sufficiently small ε. The sets of parameters include those of succinonitrile used in dendritic experiments.
1. Introduction. Phase field models are now established as one of the most popular approaches for the computation of various types of dynamical phase transition models and problems with moving interfaces [4, 12, 13, 19, 20, 21, 22, 23, 35] .
From the perspective of numerical simulation, these models can be interpreted as approximations of free boundary problems by problems without explicit interface conditions. This simplifies the numerical implementation of the model and, in particular, renders possible the application of standard software packages for partial differential equations (PDEs) to free boundary problems without implementing special front tracking and difficult treatment of topological change techniques. The required resolution for the diffuse interface that arises in the phase field models can be achieved by adaptive mesh refinement, a feature that is typically available in modern software packages.
Although the phase field (diffuse interface) approach can be used within a number of physical applications, many of the key ideas can be understood in terms of the twophase problem with surface tension and kinetic undercooling. Starting with the free boundary approach for this physical problem, we consider a material in a spatial region Ω ⊂ R n (n 1) that can be in either of two phases (e.g., liquid or solid) separated by an interface, Γ(t). Hence the mathematical problem consists of determining both the temperature T (x, t) and the interface Γ(t) from the system, in its full dimensional form,
where the unknowns T ε (x, t) and φ ε (x, t) are, respectively, the temperature and the phase indicator (φ ε = 1 for liquid and −1 for solid) and ε is a small positive parameter representing the thickness of the interfacial region. Here W is a potential with double well of equal depth at ±1 and G is a function relating microscopically how energy is relayed in the thin interfacial region. As discussed in full in [10] , in order for the phase field model to approximate accurately the free boundary model (1.1), it is better to require G and α ε to satisfy certain compatibility conditions; in particular, The interface in this formulation is now defined as the level set (1.4) Γ ε (t) := {x ∈ Ω(t) | φ ε (x, t) = 0} ;
thus there is no need to track it explicitly, and the practical problem is simply the computation of a smooth system of parabolic differential equations. A number of works (e.g., Caginalp and Chen [8, 9] and Soner [33] ) have proved that solutions of the phase field equations converge to those of the corresponding free boundary problems as ε → 0. The parameter ε represents the thickness of the interfacial region, whose true value is on an atomic scale. Computing with this true physical value would make many realistic computations unfeasible. However, it has been shown that the value of ε can be used essentially as a free parameter that can be increased by orders of magnitude without significantly altering the behavior of the interface [12] . Although the phase field approach provides a methodology for understanding the physical interface problems directly and has been used to derive the sharp interface models, one can also view it as a computational approach designed to approximate the limiting sharp interface (free boundary) problem. This is the perspective we adopt in this paper. The use of phase field computations in realistic physical situations has led to a growing interest in developing and testing different phase field equations that better approximate the limiting free boundary problem. Let Γ(t) and Γ ε (t) denote the interface of the free boundary problem (1.1) and the zero level set of the phase function φ ε (x, t) of the phase field model (1.2), respectively. We are interested in approximating the free boundary problem with the phase field model by the following criteria: there exist positive constants C and ε 0 such that
Established theoretical results (e.g., [8, 9] ) and computations (e.g., [13, 19] ) indicate that these estimates are valid for k = 1. Recently, in [10] we derived a phase field model that ensures a second order accuracy (namely, k = 2 in the bound above) for the approximation of the free boundary. Unlike the automatic [29] second order approximation of motion by mean curvature by the Allen-Cahn equation [2] , the second order accuracy here is obtained by special choices of G and α ε . In particular, by utilizing the choice (1.3), all first order terms automatically cancel out, thus leading to a second order model. Here the coefficient 5 12 for the first order correction of α ε is calculated from the special choices of W and G. The derivation and proof use a method that differs from the standard technique of matched asymptotic expansions [1, 6, 9, 11, 16] . In our recent work, the inner expansion is computed with respect to the interface Γ(t) of the limit interface and not with respect to the level set Γ ε (t) of the phase field as in more traditional approaches. A key advantage of this new technique is that it permits tracking of the position of the perturbed interface by a distance function h ε to the limit interface; see section 2.
There have been other studies attempting to derive phase field models that converge more rapidly to their sharp interface limits by an alternative procedure of finding conditions that eliminate undesired terms of first order, as done, e.g., in [3] . It is not always obvious, however, which terms should be cancelled in order to obtain robust approximation properties that are an improvement over the original models.
The rigorous theory does not establish the constant C in the estimates (1.5) or the value of the upper bound ε 0 for which the bounds are valid. Consequently, we perform numerical computations on this recently derived phase field equation to determine whether the second order accuracy described by these bounds is valid for typical parameter ranges and computational constraints. In particular, one of the tests utilizes the physical measurables for succinonitrile that is used in many of the dendritic experiments [18, 24] .
2. The phase field model. In this section, we state the phase field model (1.2) introduced in [10] in a form that is convenient for computation.
Nondimensionalization.
Using the fully physical dimensional form of equations has its advantage and convenience for practical considerations. Mathematically, however, it is awkward and numerically complicated in realizing the stiffness of the problem. From the viewpoint of scaling invariance, it is desirable to make a change of variables to transfer the fully dimensional version of the free boundary problem (1.1) and the phase field model (1.2) into their nondimensional counterparts.
To convert (1.1), introduce L, the diameter of the sample, and use the standard transformation
The free boundary problem (1.1) then has the following dimensionless form:
where Ω + (t) ∪ Ω − (t) ∪ Γ(t) = Ω, n is the unit vector normal to Γ(t) pointing toward Ω + (t), κ is the sum of the principal curvatures of Γ(t) (positive for convex solid), and v is the normal velocity of Γ(t) (positive for solidification).
Note that the size of the sample (i.e., Ω) in the new,x, units is 1 in (2.1). There are only two physical dimensionless parameters: a and d.
1. The constant a represents the strength of kinetic undercooling; it is a measurable dimensionless material constant. In addition to the dimensionless quantities above, it is useful to scale the extra parameter, ε, representing the thickness of interfacial region (5-100 atomic distances). Introducing dimensionless constants
the phase field model (1.2) has the following dimensionless form:
The stiffness of the phase field model comes from the largeness of the quantity is an addition to the traditional phase field model. It eliminates the first order terms in the asymptotic expansion. As mentioned in the introduction, the applicability of the phase field model in numerical computations is due to the fact that one does not need to use the actual (atomic) size of . One can use that is much larger-though still small-without altering the solution significantly [12, 13] .
Initial data.
To obtain second order approximation, the initial value to the phase field system (2.2) has to be second order consistent with the free boundary problem (2.1). This leads to the following choice of initial data for (2.2) (see [10] for details):
Here h = h(x) is the signed distance from x to the initial interface Γ(0), and u ± 0 = u ± 0 (x) are smooth extensions of the initial temperature for the free boundary problem.
3. Analytic feature of the numerical example. The main purpose of this paper is to check numerically the validity of the assertion that the new phase field model (2.2) approximates the free boundary model (2.1) with second order accuracy, using physical parameters in one case. In particular, the computations can address the issue of the constants C and ε 0 in (1.5), thereby determining whether there is a computational advantage to the new phase field model in practical circumstances. The test example in our earlier paper [10] is one dimensional, so the curvature effect is not present. We would like to find a test case that has the following features:
1. Explicit solutions for the free boundary problem are available. 2. There are curvature effects. 3. There are kinetic undercooling effects. 4. The ratio between the curvature effect and kinetic undercooling effect can be adjusted. There is an example in a three dimensional radially symmetric situation that models the solidification (growing) process of a solid ball in undercooled liquid [32] . The solution has the properties that (i) the free boundary is located at |x| = R(t) = 2γ √ t, and (ii) the temperature is a combination of three self-similar solutions to the heat equation u t = Δu:
The following calculations verify that for each γ > 0, there is exactly one such solution to (2.1).
When the free boundary is given by |x|
The Gibbs-Thomson condition requires the temperature at the free boundary to be
2. In the ball {x | |x| < R(t)}, the material is in the solid phase. The only selfsimilar solution to the heat equation u t = Δu with boundary value u(x, t) = −A/r at r = |x| = R(t) and vanishing derivative at r = 0 is given by
3. Outside the ball {x | |x| ≤ R(t)}, the material is in the liquid phase. There is a family, with parameter B, of solutions having boundary value u(x, t) = −A/r at r = |x| = R(t):
The solution we need corresponds to that satisfying v = [[u r ]]
− + . Thus, we have
In conclusion, for each γ > 0 we have a solution to (2.1), given by
For such a solution, the ratio of the strength of the kinetic undercooling to the strength of the surface tension is av/κ = aγ 2 . Also, there is an important physical quantity,
Given u ∞ < 0, one can show that there is a unique positive γ that satisfies the above relation. Thus, the measure of the degree of undercooling u ∞ is equivalent to the measure of γ.
Numerical simulation.
For a solution (3.3) of the free boundary problem (2.1), we solve numerically the corresponding radially symmetric solution to the phase field model (2.2) in the unit ball:
The system (2.2) is first discretized with respect to time by a second order scheme. 
In the radial (r = |x|) coordinates, the Laplacian Δ is further discretized by linear finite elements on a uniform mesh of size δr = 1/n, where n is the total number of spatial mesh points. This scheme leads to a nonlinear system for each time step. The boundary condition for temperature of the phase field model is taken as the known exact solution to the free boundary problem, whereas the boundary value for φ is taken as φ| |x|=1 = 1. The solution is calculated for a time interval [t 0 , t 1 ] according to the timing of the solution (3.3) of the free boundary problem. Here t 0 > 0 is the initial time, and the terminal time Remark. (1) In our actual implementation, the quantity¯
on the righthand side of the second equation is replaced by¯ u k . The advantage of such a change is that the nonlinear system for (φ k+1 , u k+1 ) is decoupled into two linear systems, one for φ k+1 and the other for u k+1 . Though theoretically the resulting discretization becomes first order in δt, the discretization is still stable, and in the special case when is small, this change from¯
to¯ u k can be regarded as second order. (2.3) is not added in the initial value for u. This is a routine practice in traditional numerical simulations for the phase field models. Indeed, starting from any crude initial data, the phase field dynamics automatically produces a needed fine profile after a small initiation time.
Computation 1. We begin by testing the accuracy of the numerical scheme. That is, for fixed we find the rate of convergence of the numerical scheme with respect to the spatial mesh size δr = 1/n and the time mesh size δt. This helps us to determine how fine a mesh is needed in order to compare the difference between the exact solution to (2.1) and the exact solution to (2.2).
As an illustration, we take the following values of the dimensionless quantities:
The corresponding value of γ and the ratio of kinetic undercooling to curvature effect are, respectively,
We calculate the solution from time t 0 = 1.0 with initial radius of solid R(t 0 ) = 0.1 to time t 1 = 9.0 with final radius R(t 1 ) = 0.3. The numerical result is summarized in Table 1 . For easy reference, errors to the exact solution of the phase field model (PFM) and differences to the solution of the free boundary problem (FBP) are calculated in their relative sizes. In calculating the relative error of the numerical scheme here, the exact solution is postulated to be the numerical solution with the finest mesh.
With this assumption we examine the previous level of refinement, namely n = 3200, δt = 2.5 × 10 −5 , and observe that the errors relative to the PFM are much smaller than those relative to the FBP. This indicates that the mesh refinement is more than adequate to test how accurately each of the two (phase field) models approximates the FBP. In particular (for n = 3200, δt = 2.5×10 −5 ) the relative error of computation for Model 1 is 10 −5 , while the difference between the computed and the exact values of the free boundary is 40 times larger at 4 × 10 −4 . For Model 2 there is a factor of 17. Examining the prior two levels of refinement (n = 1600 and n = 800) for Model 1, we see that the relative error (computation compared with the PFM) diminishes from 2 × 10 −4 (n = 800) to 4.7 × 10 −5 (n = 1600) to 10 −5 (n = 3200), i.e., factors of about 4, while the relative difference between computation and the FBP varies only from 2.2 × 10 −4 (n = 800) to 3.7 × 10 −4 (n = 1600) to 4.0 × 10
(n = 3200). Hence, the difference between the computed Model 1 and exact FBP stabilizes near 4.0 × 10 −4 . The situation is similar for Model 2; i.e., the numerical error in computing the PFM is negligible compared to the difference between the Model (either 1 or 2) and the exact FBP. Note also that halving the time step has a very small effect on these errors. Thus the computations summarized in Table 1 provide a guide to the error in the numerical computations of the PDEs in terms of the mesh sizes for n and δt. With these numerical errors under control, we can pursue our central goal of distinguishing the differences between the models and the free boundary problems. In what follows we will vary and examine the behavior of these differences as a function of . In particular we would like to determine if the difference between Model 2 and the free boundary problem is indeed proportional to 2 , particularly when we use material parameters that are drawn from experiments of dendrites (see Computation 4 below).
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In the following examples, the numerical effects are controlled so that the difference shown can be regarded as that between the solutions to the phase field model (2.2) and to the free boundary model (2.1).
Computation 2. Using a sufficiently fine mesh that eliminates significant numerical error (as discussed above), we perform a set of calculations with the material parameters above. These computations involve a spectrum of values of , as shown in Table 2 , and will be compared with the hypothesized relation with R-Sq = 99.7% and the F -value for the analysis of variance at 1181. The R-Sq value obtained is a statistical measure (not to be confused with the position R that we have above) that indicates that essentially all of the variation in the data points is explained by the linear model above. The F -value is a measure of the squares of differences between the linear model and the mean relative to the linear model and the data points. For four, five or six data points the F -value needed for 95% statistical confidence is 12, 10, and 9, respectively. A complete discussion of these measures can be found in a basic statistical text such as [27] . The coefficient of log( ) is 0.8556/0.054 = 15.84 or almost 16 standard deviations away from the coefficient value of 1. This yields a p-value that is essentially zero; i.e., there is essentially zero probability that the slope differs from 1 due to randomness. In other words, the null hypothesis that the relative difference between Model 2 and the free boundary problem corresponds to an exponent of 1 must be rejected overwhelmingly (16 standard deviations). The values for Model 2 are plotted using the large dots. A similar analysis for Model 1 (plotted with small dots) shows that the relative error displays a less regular pattern, yielding a coefficient of 0.832 (i.e., slightly less than a linear relationship), but with a p-value of only 0.154 and an F -value of only 3.61: log |1 − R /R| = −1.5276 + 0.832 log( ).
In practical terms, there is a significant improvement from Model 1 to Model 2 that is evident particularly for smaller values of . For the smallest value tested in these computations, namely, = 0.0025, one has a ratio of 240/44 = 5.4545 in the relative differences (between the two models) to the exact free boundary problem. The consistency of the results for Model 2 and the coefficient computed above suggest that the difference between the models grows as is made smaller.
Computation 3. We solve numerically the phase field model (2.2) with the following parameter values:
The parameter is taken in the following range:
The time window is [0.390625, 3.515625] during which the interface moves from R(t 0 ) = 0.1 to R(t 1 ) = 0.3. The numerical results are reported in Table 3 and Figure 1 
Table 3
For Computation 3.
Model 1
Model 2 power behavior. Thus, one can conclude from this range of computations that Model 2 is within O(ε 2 ), while Model 1 is even slightly worse than O(ε) in these computations. Note that theorems establishing that Model 1 is O(ε) are also of the form "there exists ε 0 > 0 such that for ε < ε 0 one has . . . ." Hence, the data in this range of parameters shows a significant practical improvement by using Model 2 in place of Model 1 that is analogous to the rigorous result.
Computation 4. Finally we provide an example using material data from succinonitrile. We take
Here D, d 0 , and /c are from [24] . Note that there are no direct measurements on α and we choose α as in [4] . We focus on the part of the sample of size L = 10 −4 cm with undercooling T E − T ∞ = 0.2521 Kelvin in a solidification process during which the solid ball grows from radius R 0 = 10 −5 cm to R 1 = 4 × 10 −5 cm. These dimensional numbers translate to the following dimensionless quantities:
The amount of real time for such a solidification process takes
seconds.
To treat such a scenario within the capacity of computer power, we take ε in the range 10 −5 cm to 2 × 10 −7 cm. As we said earlier, the true size of ε is much smaller, but the interfacial motion is not very sensitive to the size of ε provided it is not very large. In dimensionless quantities, this translates to
In Table 4 we list the relative differences between the solution of the phase field model and that of the free boundary problem, with ε given in cm. Hence, the exponent 2.007 differs from 1 by 1.007/0.02687 = 37.48 standard deviations, establishing overwhelming evidence that the relative difference between Model 2 and the exact free boundary solution is better than linear in terms of . One also has that R-Sq = 99.9% and F = 5580 in the analysis of variance. As shown in Figure 2 the data points are indistinguishable from the straight line with slope 2.007. For this key set of physical parameters, the standard error of 0.02687 shows that the exponent is 2.007 ± 0.02687 so that the computational results are in agreement with the theoretical exponent of 2 in (4.1). Examining the practical differences between the exact solution and those rendered by Models 1 and 2 for the smallest in Table 4 , one observes that the ratio of the error in Model 1 to the error in Model 2 is given by so that a factor of almost seven is attained using Model 1. Note also that the improvement accuracy due to refining ε from 5 × 10 The rigorous proof of second order convergence [10] is valid for ε < ε 0 for some positive ε 0 . In any proof of this type one has no assurance that the ε 0 will be large enough to be of any practical significance. In the computations discussed above, particularly the last one in which we utilized material parameters of experiments, it is evident that one obtains this second order convergence using values of ε that are feasible with current computing capacity. Furthermore, there is the issue of the constant in (4.1). Although the constant in (4.1) is larger for Model 2 than for the corresponding expression for Model 1, the factor of ε 2 is small enough to render a much more accurate interface location (relative to the free boundary problem) as discussed above.
Hence, for computations using ε that is about half of the value we have used, one may conclude that our new phase field model (i.e., Model 2) can reduce the error in approximating a free boundary by a factor of 50.
Conclusion.
We have presented numerical results for a classical phase field model and a new phase field model, demonstrating their asymptotic agreement with a free boundary (sharp interface) model using the Gibbs-Thomson condition and dynamical undercooling at the liquid-solid interface. For both phase field models, the interface, defined as the zero level set of the phase function, is compared with the free boundary of the sharp interface model which is the asymptotic limit of the phase field models. The results confirm the theoretical prediction that the distance between interface and free boundary is of order ε for the classical phase field model and of order ε 2 for the new model. Indeed, these asymptotic behaviors are seen more clearly in the new model than in the classical model. A well-behaved second order accuracy asymptotic behavior of the new model starts from a small ε which is much larger than that of the classical model, which is first order. While the classical model shows considerable deviations from its first order asymptotic behavior of approximating the free boundary model for ε that is not very small, the new model already demonstrates its second order approximation behavior. When ε is small, the new model always leads to a substantially better approximation than the classical one.
The theoretical assertion that the new phase field model is a second order accurate approximation of the free boundary model is derived in [10] from formal expansions in which 1/d := L/d 0 is regarded as an order one constant and solutions are expanded in := ε/L power series. Here we omit the details of the formal asymptotic expansions and their rigorous verifications; we refer interested readers to the original formal expansions of Caginalp [5, 7] and rigorous verifications of Caginalp and Chen [9] . In reality it is true that = ε/L is smaller than d = d 0 /L, but in numerical simulations such as those demonstrated in this paper, ε is taken as large as d 0 ; i.e., d is as small as .
In 2 ) distance away from that of the free boundary problem (2.1) (assuming that both free boundary problems admit smooth solutions). 4. On the other hand, the zero level set of the phase function of the classical phase field model is O( ) = O(¯ d) distance away from the free boundaries of both the Stefan problem and (2.1). For the numerics of our current paper, which involve the mathematical limit of ε approaching zero, the computations are very close to the exact solutions even if ε/d 0 is not small. When¯ := ε/d 0 is large in numerical simulation, the addition of 5¯ /12 to the kinetic undercooling coefficient from a to a = a + 5¯ /12 can become significant.
To For example, in a dendritic growth experiment [22] with d 0 = 8×10 −7 cm and L = 0.8 cm, the above criterion means that in numerical simulations using the new phase field model (2.2) to capture the Gibbs-Thomson condition, the parameter ε used should be smaller than √ Ld 0 = 8 × 10 −4 cm, i.e., = ε/L < 0.001. This amounts to thousands of grid points in each space dimension and millions of time steps for simulations of real experiments. Hence for values such as = 0.001, yielding¯ = ε/d 0 = 1000, there is a huge computational advantage in using the new phase field model with a = a + 5¯ /12 replacing a of the traditional phase field model.
