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ON THE ALMOST PERIODICITY OF NONAUTONOMOUS
EVOLUTION EQUATIONS AND APPLICATION TO
LOTKA–VOLTERRA SYSTEMS
KAMAL KHALIL
Abstract. Consider the nonautonomous semilinear evolution equation of type:
(⋆) u′(t) = A(t)u(t) + f(t, u(t)), t ∈ R, where A(t), t ∈ R is a family of closed
linear operators in a Banach space X, the nonlinear term f , acting on some
real interpolation spaces, is assumed to be almost periodic just in a weak sense
(i.e. in Stepanov sense) with respect to t and Lipschitzian in bounded sets with
respect to the second variable. We prove the existence and uniqueness of al-
most periodic solutions in the strong sense (Bohr sense) for equation (⋆) using
the exponential dichotomy approach. Then, we establish a new composition
result of Stepanov almost periodic functions by assuming just the continuity
of f in the second variable. Moreover, we provide an application to a nonau-
tonomous system of reaction-diffusion equations describing a Lotka–Volterra
predator–prey model with diffusion and time-dependent parameters in a gen-
eralized almost periodic environment.
1. Introduction
The concept of almost periodicity introduced by H. Bohr in [10] is a trivial
generalization of the well-known periodicity. Both conecpts are given in the liter-
ature by means of continuous bounded functions. However, W. Stepanov in [29]
introduced a more general definition of almost periodicity, this time, it is through
locally integrable functions with certain weak appropriate boundedness conditions.
Hence, an almost periodic function in Stepanov sense is not necessarily continuous
or bounded. The motivation for considering almost periodic functions in Stepanov
sense is the existence of a more wide class of unbounded and discontinuous func-
tions describing periodic and almost periodic motions, see Section 5 for more details
about examples from this class.
Now, consider the following nonautonomous semilinear evolution equation,
x′(t) = A(t)x(t) + f(t, x(t)) for t ∈ R, (1.1)
where (A(t), D(A(t))), t ∈ R is a family of linear closed operators defined on a
Banach space X (not necessarily densely defined) that generates an analytic evolu-
tion family (U(t, s))t≥s which has an exponential dichotomy on R. The nonlinear
term f : R×Xtα −→ X is just almost periodic in Stepanov sense (i.e. in the weak
sense) of order 1 ≤ p <∞ with respect to t and Lipschitzian in bounded sets with
respect to the second variable, where Xtα, 0 < α < 1, t ∈ R are some continuous
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interpolation spaces with respect to the linear operators (A(t), D(A(t))), t ∈ R,
such that the following continuous embedding hold
D(A(t)) →֒ Xtβ →֒ Xtα →֒ X for all 0 < α < β < 1, t ∈ R.
In this work, we establish sufficient weak conditions on the forcing terms A(·)
and f insuring the existence and uniqueness of almost periodic solutions (in the
strong sense) to equation (1.1). Moreover, we introduce a new composition result
of Stepanov almost periodic functions of order 1 ≤ p < ∞. That is, for given any
function f : R× Y −→ X which is Stepanov almost periodic with respect to t and
continuous with respect to x and u : R −→ Y is Stepanov almost periodic for any
Banach spaces X and Y . Then, f(·, u(·)) is also Stepanov almost periodic. Our
composition result require just the continuity of f in the second argument while the
literature’s works assume the uniform Lipschitz condition which is very stronger as
hypothesis than ours, see [2, 5, 14, 23]. Technically, our strategy concerns to study
at first the following linear inhomogeneous equation:
u′(t) = A(t)u(t) + h(t), t ∈ R, (1.2)
where h is almost automorphic in Stepanov sense of order 1 ≤ p < ∞. We show
that the unique mild solution given by:
u(t) =
∫
R
G(t, s)h(s)ds, t ∈ R,
where G(·, ·) is the associated Green function, is almost periodic in the strong sense.
Hence, by our suitable composition result, we prove the results to equation (1.1)
using a fixed point argument.
Furthermore, an illustrating application to a nonautonomous system of reaction–
diffusion equations describing a Lotka–Volterra predator–prey model with diffusion
and time-dependent parameters in a generalized almost periodic environment is pro-
vided. In fact, we study the existence and uniqueness of almost periodic solutions
to the following model:

∂
∂t
u(t, x) = d1(t)∆u(t, x) + a(t)u(t, x) − c1(t) v(t, x)u(t, x)
1 + |∇v(t, x)| , t ∈ R, x ∈ Ω,
∂
∂t
u(t, x) = d2(t)∆v(t, x) − b(t)v(t, x) + c2(t) u(t, x)v(t, x)
1 + |∇u(t, x)| , t ∈ R, x ∈ Ω,
u(t, x)|∂Ω = 0; v(t, x)|∂Ω = 0, t ∈ R, x ∈ ∂Ω
(1.3)
in a bounded domain (a habitat) Ω ⊂ RN (N ≥ 1) with Lipschitz boundary ∂Ω,
provided that the time parameters di, a, b and ci, i = 1, 2, are just almost periodic in
Stepanov sense, where di are the diffusion terms of prey and predator populations,
a and b are respectively the growth terms without interaction of the populations.
Besides, the (nonlinear) interaction terms mean that, the predators consume preys
in proportion to the number of the (space) variation of the predators with the pro-
portion c1 > 0, while the predator population grows proportionally to the variation
of small preys (they can consume the proportion c2 > 0). For more details about
the study of models of type (1.3), we refer to [11, 21, 22, 26, 27] and references
therein. Therefore, we consider the product Banach space X := C0(Ω) × C0(Ω)
and we prove, under suitable considerations, that our model (1.3) is equivalent to
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equation (1.1). Then, we establish our results.
In the literature, we found several works devoted to the existence and uniqueness
of almost periodic solutions to equation (1.1), see [2, 5, 8, 14, 18, 23, 25, 30]. In
[8, 18, 30] the authors proved the existence and uniqueness of almost periodic solu-
tions to equation (1.2) (i.e. equation (1.1) in the linear inhomogeneous case) where
A(·) is periodic and h is almost periodic in the strong sense. Moreover, in [25] the
authors proved that equation (1.2) has a unique almsot periodic solution provided
that R(ω,A(·)), for some ω ∈ R, and h are almost periodic in the strong sense.
Furthermore, in [2, 5, 14, 23] the authors proved the existence and uniqueness to
equation (1.1) where f is Stepanov almost periodic with respect to t and globally
Lipschitzian in the second variable.
The organization of this paper is as follows: Section 2 is devoted to preliminaries,
notations and main hypotheses of this work. In Section 3 we give our new com-
position result of Stepanov almost periodic functions of order 1 ≤ p <∞. Section
4 is provided to the existence and uniqueness results of almost periodic solution
to equations (1.2) and (1.1) respectively. In Section 5, we study the existence and
uniqueness of almost periodic solutions to our model (1.3).
2. Notations, Preliminaries and main hypotheses
In this section, we recall notations, definitions and preliminary results needed in
the following.
Notations. Throughout this work, (X, ‖ · ‖) and (Y, ‖ · ‖Y ) are two any Banach
spaces and (L(X), ‖ · ‖L(X)) is the Banach space of bounded linear operators in X .
BC(R, X) equipped with the sup norm, denoted by ‖ · ‖∞, is the Banach space
of bounded continuous functions f from R into X . Moreover, for 1 ≤ p < ∞,
q denotes its conjugate exponent defined by
1
p
+
1
q
= 1 if p 6= 1 and q = ∞
if p = 1. By Lploc(R, X) (resp. L
p(R, X)), we designate the space (resp. the
Banach space) of all equivalence classes of measurable functions f from R into
X such that ‖f(·)‖p is locally integrable (resp. integrable). We denote by Γ(·)
the gamma function defined by Γ(z) :=
∫ ∞
0
sz−1e−sds for z > 0. Moreover, in
the following it is assumed that the resolvent set ρ(A) of (A,D(A)) is defined by
ρ(A) := {λ ∈ C : (λ − A)−1 exists in L(X)} ⊂ C and the spectrum σ(A) of
(A,D(A)) is defined as: σ(A) := C \ ρ(A). For λ ∈ ρ(A), the resolvent operator
R(λ,A) is defined by R(λ,A) := (λ −A)−1.
Evolution families and intermediate spaces. Let (A(t), D(A(t))), t ∈ R be a
family of linear closed operators on a Banach space X that satisfies the following
conditions: there exist constants ω ∈ R, θ ∈ (pi2 , π),M > 0 and η, ν ∈ (0, 1] with
η + ν > 1 such that{
Σω,θ := {z ∈ C : z 6= 0, | arg(z) |≤ θ} ⊂ ρ(A(t)− ω)
‖λR(λ,A(t)− ω)‖L(X) ≤ L,
(2.1)
‖(A(t) − ω)R(λ,A(t)− ω)[R(ω,A(t))−R(ω,A(s))]‖L(X) ≤ M |t− s|
η
|λ|ν (2.2)
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for all t ≥ s, t, s ∈ R and λ ∈ Σω,θ. The domainsD(A(t)) of the operators A(t) may
change with respect to t and do not required to be dense in X . The condition (2.1)
means that each operator A(t) generates a bounded analytic semigroup (Tt(s))s≥0
where the semigroups may be not strongly continuous at 0. The condition (2.2)
provides some stability in the dependence on t of the operators A(t). Note that,
the above conditions (2.1) and (2.2) was introduced in [1] to solve the following
Cauchy problem {
u′(t) = A(t)u(t), t ≥ s
u(s) = x ∈ X, . (2.3)
in the parabolic context, where the unique solution (in the classical sense) is given
by a two-parameter family of bounded linear operators in X , i.e., u(t) = U(t, s)x
with (U(t, s))t≥s ⊂ L(X) is an evolution family. More precisely, for t > s the map
(t, s) 7−→ U(t, s) ∈ L(X) is continuous and continuously differentiable in t, U(t, s)
maps X into D(A(t)) and it holds that
∂U(t, s)
∂t
= A(t)U(t, s). Moreover, U(t, s)
and (t− s)A(t)U(t, s) are exponentially bounded and that satisfy
U(t, s)U(s, r) = U(t, r) and U(t, t) = I for t ≥ s ≥ r.
Furthermore, for s ∈ R and x ∈ D(A(s)), the unique solution t 7−→ u(t) = U(t, s)x
in C([s,∞), X) ∩ C1((s,∞), X) is continuous at t = s. For more details, we refer
to [1, 16, 24].
Now, we introduce the interpolation spaces for the operators A(t), t ∈ R. Let A
be a sectorial operator, i.e., A satisfy (2.1) instead of A(t) (it is well known that A
generates an analytic semigroup (TA(t))t≥0 on X). For α ∈ (0, 1), we give the real
interpolation spaces:
Xα := D(A)
‖·‖α
, where ‖x‖α := sup
λ>0
‖λα(A− ω)x‖ for all x ∈ D(A).
Then, (Xα, ‖ · ‖α) are Banach spaces. Let X0 := X, X1 := D(A) and ‖x‖0 = ‖x‖,
‖x‖1 = ‖(A− ω)x‖ be the corresponding norms respectively.
D(A) →֒ Xβ →֒ Xα →֒ X (2.4)
for all 0 < α < β < 1. Let A(t), t ∈ R which satisfies (2.1), we set Xtα := Xα where
A(t) is taken instead of A in the definition of the spaces Xα, 0 < α < 1, and the
corresponding norms. Then, the embeddings in (2.4) hold with uniformly bounded
norms in t ∈ R. Moreover, in the case of a constant domain, i.e., D := D(A(t)),
t ∈ R, we can replace assumption (2.2) with the following:
There exist constants ω ∈ R, L ≥ 0 and 0 < µ ≤ 1 such that
‖(A(t)−A(s))R(ω,A(r))‖ ≤ L|t− s|µ for t, s, r ∈ R. (2.5)
A sufficient condition ensuring (2.5) is the next:
‖(ω −A(t))R(ω,A(s)) − IX‖ ≤ L0|t− s|µ0 for t, s ∈ R (2.6)
for some ω ∈ R, L0 ≥ 0 and 0 < µ0 ≤ 1.
Now, we introduce exponential dichotomy of an evolution family which is an
important tool in our study, see [2, 16, 28]
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Definition 2.1. [2] An evolution family (U(t, s))s≤t on a Banach space X is called
has an exponential dichotomy (or hyperbolic) in R if there exists a family of projec-
tions P (t) ∈ L(X), t ∈ R, being strongly continuous with respect to t, and constants
δ,N > 0 such that
(i) U(t, s)P (s) = P (t)U(t, s).
(ii) U(t, s) : Q(s)X −→ Q(t)X is invertible with the inverse U˜(t, s) (i.e.,
U˜(t, s) = U(s, t)−1).
(iii) ‖U(t, s)P (s)‖ ≤ Ne−δ(t−s) and ‖U˜(s, t)Q(t)‖ ≤ Ne−δ(t−s)
for all t, s ∈ R with s ≤ t, where, Q(t) := I − P (t).
Hence, given a hyperbolic evolution family (U(t, s))s≤t, then its associated Green
function is defined by:
G(t, s) =
{
U(t, s)P (s), t, s ∈ R, s ≤ t,
−U˜(t, s)Q(s), t, s ∈ R, s > t. (2.7)
Next, we show that exponential dichotomy can be characterized in many cases, for
more details, see [20].
Remark 2.2. (a) If U(t, s) = T (t−s), t ≥ s and (T (t))t≥0 ⊂ L(X) is a semigroup
of bounded linear operators. In that case, the generator of (U(t, s))t≥s is a time
constant sectorial operator (A,D(A)) such that σ(A) ∩ {λ ∈ C : |Re(λ)| ≤ β} = ∅
for some β > 0. Then (U(t, s))t≥s has an exponential dichotomy on R with con-
stant projections P (t) = P and Q(t) := Q, t ∈ R and exponent δ := β.
(b) If (A(t))t∈R is p-periodic (with p > 0). In that case the evolution fam-
ily (U(t, s))t≥s is also p-periodic in t and s and the spectrum of ’the period map’
Up := U(t + p, t), t ∈ R is independent of t. Moreover if σ(Up) ∩ {λ ∈ C : e−pβ ≤
|λ| ≤ epβ} = ∅, for some β > 0. Then (U(t, s))t≥s has an exponential dichotomy
on R with p-periodic projections P (t) and Q(t), t ∈ R and exponent δ := β.
(c) If (U(t, s))t≥s is exponentially stable i.e., ω(U) < 0, where
ω(U) := inf{ω ∈ R : ∃Mω ≥ 1 with ‖U(t, s)‖ ≤Mωeω(t−s), t ≥ s, s ∈ R}.
Then (U(t, s))t≥s has an exponential dichotomy on R with projections P (t) =
IX , t ∈ R, (the identity operator of X) and exponent δ := −ω(U).
More generally, from [28], the exponential dichotomy holds if the following is true:
Assume (2.5) holds and the semigroups (T t(τ))τ≥0 are hyperbolic with projec-
tions Pt and constantsN, δ > 0 such that ‖A(t)T t(τ)Pt‖ ≤ ψ(τ) and ‖A(t)T tQ(τ)Qt‖ ≤
ψ(−τ) for τ > 0 and a function ψ such that the mapping R ∋ s 7−→ ϕ(s) := |s|µψ(s)
is integrable with L‖ϕ‖L1(R) < 1 .
Now, we give some dichotomy estimates of the evolution family (U(t, s))s≤t
through the interpolation spaces Xtα, 0 ≤ α ≤ 1, see [4] and [6] for a more general
result.
Theorem 2.3. Let x ∈ X, 0 < α ≤ 1. Then, the following hold:
(i) There exists a constant c(α), such that
‖U˜(t, s)Q(t)x‖sα ≤ c(α)e−δ(s−t)‖x‖ for t < s. (2.8)
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(ii) There exists a constant m(α), such that
‖U(t, s)P (s)x‖tα ≤ m(α)(t− s)α−1e−γ(t−s)‖x‖ for t > s. (2.9)
2.1. Almost periodic functions. In this section, we recall important properties
on almost periodic functions in the sense of Bohr and that of Stepanov, [3, 10, 29].
Definition 2.4 (H. Bohr [10]). A continuous function f : R −→ X is said to be
almost periodic, if for every ε > 0, there exists lε > 0, such that for every a ∈ R,
there exists τ ∈ [a, a+ lε] satisfying:
‖f(t+ τ) − f(t)‖ < ε for all t ∈ R.
The space of all such functions is denoted by AP (R, X).
Theorem 2.5 (S. Bochner [9]). A continuous function f : R −→ X is almost
periodic if and only if for every sequence (σn)n≥0 of real numbers, there exists a
subsequence (sn)n≥0 ⊂ (σn)n≥0 and a continuous function g : R −→ X, such that
g(t) =: lim
n
f(t+ sn) uniformly on t ∈ R. (2.10)
Definition 2.6 (S. Bochner [9]). A continuous function f : R −→ X is said to
be almost automorphic if for every sequence (σn)n≥0 of real numbers, there exist
a subsequence (sn)n≥0 ⊂ (σn)n≥0 and a function g ∈ L∞(R, X), such that the
following limits
g(t) =: lim
n
f(t+ sn) and f(t) = lim
n
g(t− sn)
are well-defined for each t ∈ R. The space of all such functions will be denoted
AA(R, X).
Definition 2.7. Let (Z, ‖ · ‖Z) be any Banach space. A continuous function F :
R × R → Z is said to be bi-almost periodic if for every ε > 0, there exists lε > 0,
such that for every a ∈ R, there exists τ ∈ [a, a+ lε] satisfying:
‖F (t+ τ, s+ τ)− F (t, s)‖Z < ε for all t, s ∈ R.
The space of all such functions is denoted by bAP (R, X).
Definition 2.8. Let 1 ≤ p < ∞. A function f ∈ Lploc(R, X) is said to be bounded
in Stepanov sense if
sup
t∈R
(∫
[t,t+1]
‖f(s)‖pds
) 1
p
= sup
t∈R
(∫
[0,1]
‖f(t+ s)‖pds
) 1
p
<∞.
The space of all such functions is denoted by BSp(R, X) and it is provided with the
following norm:
‖f‖BSp := sup
t∈R
(∫
[t,t+1]
‖f(s)‖pds
) 1
p
= sup
t∈R
‖f(t+ ·)‖Lp([0,1],X).
Definition 2.9 (Bochner transform). Let f ∈ Lploc(R, X) for 1 ≤ p < ∞. The
Bochner transform of f is the function f b : R −→ Lp([0, 1] , X) defined by
(f b(t))(s) = f(t+ s) for s ∈ [0, 1] , t ∈ R.
Now, we give the definition of almost periodicity in Stepanov sense.
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Definition 2.10. Let 1 ≤ p < ∞. A function f ∈ Lploc(R, X) is said to be almost
periodic in the sense of Stepanov (or Sp-almost periodic), if for every ε > 0, there
exists lε > 0, such that for every a ∈ R, there exists τ ∈ [a, a+ lε] satisfying(∫
[t,t+1]
‖f(s+ τ) − f(s)‖pds
) 1
p
< ε for all t ∈ R.
The space of all such functions is denoted by APSp(R, X).
Remark 2.11. (a) Every (Bohr) almost periodic function is Sp-almost periodic
for 1 ≤ p <∞. The converse is not true in general (see Proposition 2.13).
(b) For all 1 ≤ p1 ≤ p2 < ∞, if f is Sp2-almost periodic, then f is Sp1-almost
periodic.
(c) The Bochner transform of an X-valued function is a Lp([0, 1] , X)-valued
function. Moreover, a function f is Sp-almost periodic if and only if f b is (Bohr)
almost periodic.
Using the Bochner transform i.e. Definition 2.9 and Theorem 2.5, we can deduce
easily the following characterization of Stepanov almost periodicity using sequences.
Theorem 2.12. Let f ∈ Lploc(R, X). The function f is Sp-almost periodic if
and only if for every sequence (sn)n of real numbers there exists a subsequence
(σn)n ⊂ (sn)n and a function g ∈ BSp(R, X) such that
lim
n
(∫
[t,t+1]
‖f(s+ σn)− g(s)‖pds
) 1
p
= 0, (2.11)
uniformly in t ∈ R.
A sufficient condition for a Stepanov almost periodic function to be Bohr almost
periodic is given in the next.
Proposition 2.13. Let f ∈ Lploc(R, X) for 1 ≤ p <∞. If f is Sp-almost periodic
and uniformly continuous, then f is almost periodic.
Definition 2.14. Let 1 ≤ p <∞. A function f : R×X −→ Y such that f(·, x) ∈
Lploc(R, Y ) for each x ∈ X is said to be Sp-almost periodic in t uniformly with respect
to x in X if for each compact set K in X, for all ε > 0 there exists lε,K > 0, such
that for every a ∈ R there exists τ ∈ [a, a+ lε,K ] satisfying:
sup
x∈K
(∫
[t,t+1]
‖f(s+ τ, x)− f(s, x)‖pds
) 1
p
< ε for all t ∈ R.
The space of all such functions is denoted by APSpU(R×X,Y ).
Hypotheses. Here, we list our main hypotheses:
(H1) The operators A(t), t ∈ R satisfy the assumptions (2.1) and (2.2).
(H2) The evolution family (U(t, s))t≥s generated by A(t), t ∈ R has an exponential
dichotomy on R with constants N, δ > 0, projections P (t), t ∈ R, and Greens
function G.
(H3) For each x ∈ X , G(·, ·)x is bi-almost periodic.
(H4) There exist 0 ≤ α < β < 1 such that Xtα = Xα and Xtβ = Xβ for every t ∈ R
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with uniformly equivalent norms.
(H5) f is locally Lipschitzian with respect to the second argument i.e., for all ρ > 0
there exists a nonegative scalar function Lρ(·) such that
‖f(t, x)− f(t, y)‖ ≤ Lρ(t)‖x− y‖α, x, y ∈ B(0, ρ), t ∈ R.
Remark 2.15. (a) In the case of an exponentially stable evolution family (U(t, s))t≥s
i.e., the case of Remark 2.2-(c). Then, G(t, s) = U(t, s) for t ≥ s. Hence, hypoth-
esis (H3) is reduced to the bi-almost periodicity of (U(t, s))t≥s and this is hold foe
example if A(·) is p-periodic.
(b) In [25], the authors proved that if R(ω,A(·)) is almost periodic for some ω ∈ R.
Then, the associated Green function is bi-almost periodic. Here, in this paper,
we improve this assumption by proving that (H3) holds, if just A(·) is S1-almost
periodic, see Section 5.
3. New composition results of Stepanov almost periodic functions
In this section, we prove a new composition result of Sp-almost periodic functions
(for 1 ≤ p <∞). We begin by the following useful characterization.
Lemma 3.1. Let 1 ≤ p < +∞ and f : R × Y −→ X be a function such that
f(·, x) ∈ Lploc(R, X) for each x ∈ X. Then, f ∈ APSpU(R × Y,X) if and only if
the following hold:
(i) For each x ∈ Y , f(·, x) ∈ APSp(R, X).
(ii) f is Sp-uniformly continuous with respect to the second argument on each
compact subset K in Y in the following sense: for all ε > 0 there exists
δK,ε such that for all x1, x2 ∈ K one has
‖x1 − x2‖ ≤ δK,ε =⇒
(∫ t+1
t
‖f(s, x1)− f(s, x2)‖pds
) 1
p
≤ ε for all t ∈ R. (3.1)
Proof. Let f ∈ APSpU(R×X,Y ) and f b : R× Y −→ Lp([0, 1], X) be the Bochner
transform associated to f . It follows in view of [15, Lemma 2.6], that (i) is clearly
satisfied and for each compact subset K in X, for all ε > 0 there exists δK,ε such
that for all x1, x2 ∈ K one has
‖x1 − x2‖ ≤ δK,ε =⇒ ‖f b(t, x1)− f b(t, x2)‖ ≤ ε for all t ∈ R.
Since,
‖f b(t, x1)− f b(t, x2)‖ =
(∫
[0,1]
‖(f b(t, x1))(s) − (f b(t, x2))(s)‖pds
) 1
p
=
(∫ t+1
t
‖f(s, x1)− f(s, x2)‖pds
) 1
p
for all t ∈ R.
It follows that (3.1) holds and then (ii) is achieved.
Conversely, let f : R × X −→ Y be a function such that f(·, x) ∈ Lploc(R, X)
for each x ∈ Y. Assume that f satisfies (i)-(ii). Let us fix a compact subset K
in Y and ε > 0. Since K is compact, it follows that there exists a finite subset
{x1, ..., xn} ⊂ K (n ∈ N∗) such that K ⊆
n⋃
i=1
B(xi, δK,ε). Therefore, for x ∈ K,
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there exist i = 1, ..., n satisfying ‖x− xi‖ ≤ δK,ε. Let τ ∈ R. Then, we obtain that(∫ t+1
t
‖f(s+ τ, x)− f(s, x)‖pds
) 1
p
≤
(∫ t+1
t
‖f(s+ τ, x)− f(s+ τ, xi)‖pds
) 1
p
+
(∫ t+1
t
‖f(s+ τ, xi)− f(s, xi)‖pY ds
) 1
p
+
(∫ t+1
t
‖f(s, xi)− f(s, x)‖pds
) 1
p
, t ∈ R. (3.2)
Using (i), we have for each i = 1, . . . , n, f(·, xi) ∈ AASp(R, X). Hence, there exists
lK,ε > 0 such that for all a ∈ R there exists τ ∈ [a, a+ lK,ε] satisfying(∫ t+1
t
‖f(s+ τ, xi)− f(s, xi)‖pds
) 1
p
≤ ε
3
for all t ∈ R. (3.3)
Since ‖x− xi‖ ≤ δK,δ and by (ii), we claim that(∫ t+1
t
‖f(s+ τ, x) − f(s+ τ, xi)‖pds
) 1
p
≤ ε
3
for all t ∈ R, (3.4)
and (∫ t+1
t
‖f(s, x)− f(s, xi)‖pds
) 1
p
≤ ε
3
for all t ∈ R. (3.5)
Consequently, we replace (3.3), (3.4) and (3.5) in (3.2), we obtain that
sup
x∈K
(∫ t+1
t
‖f(s+ τ, x)− f(s, x)‖pds
) 1
p
≤ ε for all t ∈ R.

By Lemma 3.1, we deduce the following composition result.
Theorem 3.2. Let 1 ≤ p < +∞ and f ∈ APSpU(R × Y,X). Assume that
x ∈ AP (R, Y ). Then, f(·, x(·)) ∈ APSp(R, X).
Proof. Let t, τ ∈ R. Then, we have(∫ t+1
t
‖f(s+ τ, x(s+ τ)) − f(s, x(s))‖pds
) 1
p
≤
(∫ t+1
t
‖f(s+ τ, x(s+ τ)) − f(s+ τ, x(s))‖pds
) 1
p
+
(∫ t+1
t
‖f(s+ τ, x(s))− f(s, x(s))‖pds
) 1
p
.
Moreover, given K := {x(t) : t ∈ R} a compact subset of Y and ε > 0 be fixed.
Using Lemma 3.1-(ii) it follows that there exists δε,K > 0 such that (3.1) holds.
Let ε > 0, since u ∈ AP (R, Y ), it follows that, there exists lε > 0 such that every
interval of length lε contains an element τ such that
‖x(s+ τ) − x(s)‖ ≤ δε,K for all s ∈ R.
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Moreover, for each s ∈ R, we have x(s) ∈ K. Hence,(∫ t+1
t
‖f(s+ τ, x(s+ τ)) − f(s+ τ, x(s))‖pds
) 1
p
≤ ε
4
(3.6)
Furthermore, sinceK is compact, it follows that, there exists a finite subset {x1, ..., xn} ⊂
K (n ∈ N∗) such that K ⊆
n⋃
i=1
B(xi, δK,ε). Then, for all t ∈ R there exists i(t) =
1, ..., n such that ‖x(t)− xi(t)‖ ≤ δK,ε. Thus(∫ t+1
t
‖f(s+ τ, x(s)) − f(s+ τ, xi(t)))‖pds
) 1
p
≤ ε
4
, (3.7)
and (∫ t+1
t
‖f(s, x(s))− f(s, xi(t)))‖pds
) 1
p
≤ ε
4
. (3.8)
Using Lemma 3.1-(i), we get that(∫ t+1
t
‖f(s+ τ, xi(t))− f(s, xi(t)))‖pds
) 1
p
≤ ε
4
. (3.9)
Consequently, by (3.6), (3.7), (3.8) and (3.9), we obtain that(∫ t+1
t
‖f(s+ τ, x(s+ τ))− f(s, x(s))‖pds
) 1
p
≤ ε
4
+
ε
4
+
ε
4
+
ε
4
= ε for all t ∈ R.
This proves the result. 
4. Almost periodic solutions to semilinear evolution equations
In this section, we prove the existence and uniqueness of almost periodic solutions
for our semilinear evolution equation (1.1). For that purpose, we set the following
associated inhomogeneous linear equation:
u′(t) = A(t)u(t) + h(t) for t ∈ R (4.1)
where h : R −→ X is locally integrable. A mild solution of equation (4.1) is the
continuous function u : R −→ Xtα which satisfies the following variation of constants
formula:
u(t) = U(t, σ)u(σ) +
∫ t
σ
U(t, s)h(s)ds for all t ≥ σ. (4.2)
Similarly, we define mild solution of equation (1.1) by taking f(·, u(·)) = h(·).
Now, we prove the existence and uniqueness of almost periodic mild solutions
to (4.1) under the assumption that h is just Sp-almost periodic (1 ≤ p < ∞). For
technical reasons, we distinguish two cases, p = 1 and 1 < p <∞.
Theorem 4.1. Let h ∈ L∞(R, X) and assume that (H1)-(H2) and (H4) are
satisfied. Then, equation (4.1) has a unique bounded mild solution u : R −→ Xα
given by
u(t) =
∫
R
G(t, s)h(s)ds for all t ∈ R. (4.3)
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Proof. Let h ∈ L∞(R, X). First, we show that the integral formula in (4.3) is
well defined and yields a continuous bounded function in Xα. Indeed, using the
estimates (2.8) and (2.9), one has
‖
∫
R
G(t, s)h(s)ds‖α = ‖
∫ t
−∞
U(t, s)P (s)h(s)ds−
∫ +∞
t
U(t, s)Q(s)h(s)ds‖α
≤
∫ t
−∞
‖U(t, s)P (s)h(s)‖αds+
∫ +∞
t
‖U(t, s)Q(s)h(s)‖αds
≤ m(α)
∫ t
−∞
(t− s)−αe−γ(t−s)‖h(s)‖ds
+ c(α)
∫ +∞
t
e−δ(s−t)‖h(s)‖ds
≤ (m(α)γα−1Γ(1 − α) + c(α)δ−1) ‖h‖∞, t ∈ R.
Thus v :=
∫
R
G(·, s)h(s)ds defines a bounded function from R to Xα and it is clear
that it is also continuous. Now, we show that v is the unique mild solution of
equation (4.1). Let σ ∈ R be fixed and t ≥ σ. Then, by the property of evolution
families, we claim that
v(t) =
∫ t
−∞
U(t, s)P (s)h(s)ds−
∫ +∞
t
U˜(t, s)Q(s)h(s)ds
=
∫ σ
−∞
U(t, s)P (s)h(s)ds+
∫ t
σ
U(t, s)P (s)h(s)ds
−
∫ σ
t
U˜(t, s)Q(s)h(s)ds −
∫ +∞
σ
U˜(t, s)Q(s)h(s)ds
= U(t, σ)v(σ) +
∫ t
σ
U(t, s)h(s)ds
where P (t) and Q(t), t ∈ R are the corresponding projections of the exponential
dichotomy. Conversely, let u be the bounded mild solution of equation (4.1) defined
by
u(t) = U(t, σ)u(σ) +
∫ t
σ
U(t, s)h(s)ds.
Then,
P (t)u(t) = U(t, σ)P (σ)u(σ) +
∫ t
σ
U(t, s)P (s)h(s)ds
and
Q(t)u(t) = U(t, σ)Q(σ)u(σ) +
∫ t
σ
U˜(t, s)Q(s)h(s)ds
Hence, by the boundedness of u and in view of the estimates (2.8) and (2.9),
it follows using the dominated convergence Theorem, by letting σ → −∞ and
σ → −∞ respectively, that
P (t)u(t) =
∫ t
−∞
U(t, s)P (s)h(s)ds
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and
Q(t)u(t) = −
∫ +∞
t
U(t, s)Q(s)h(s)ds
Since the decomposition u(t) = P (t)u(t) + Q(t)u(t) is unique, we obtain that u is
uniquely determined by the integral formula given by v. 
For 1 < p < ∞, we dot not need to assume the boundedness of h, just to be
Sp-bounded is sufficient. Indeed, we have the following main result.
Theorem 4.2. Let h ∈ BSp(R, X) and assume that (H1)-(H2) and (H4) hold.
Then, equation (4.1) has a unique bounded mild solution u : R −→ Xα defined by
the integral formula (4.3).
Proof. The fact that the mild solution of equation (4.1) is defined uniquely by
(4.3) is similar as in the proof of Theorem 4.1. Hence, it suffices to prove that
u ∈ BC(R, Xα). Let h ∈ BSp(R, X), using Ho¨lder inequality, we obtain that
‖
∫
R
G(t, s)h(s)ds‖α
= ‖
∫ t
−∞
U(t, s)P (s)h(s)ds−
∫ +∞
t
U(t, s)Q(s)h(s)ds‖α
≤
∫ t
−∞
‖U(t, s)P (s)h(s)‖αds+
∫ +∞
t
‖U(t, s)Q(s)h(s)‖αds
≤ m(α)
∫ t
−∞
(t− s)−αe−γ(t−s)‖h(s)‖ds+ c(α)
∫ +∞
t
e−δ(s−t)‖h(s)‖ds
≤ m(α)
(∫ t
−∞
(t− s)−qαe−q γ2 (t−s)ds
) 1
q
(∫ t
−∞
e−p
γ
2
(t−s)‖h(s)‖pds
) 1
p
+ c(α)
(∫ +∞
t
e−q
δ
2
(s−t)ds
) 1
q
(∫ +∞
t
e−p
δ
2
(s−t)‖h(s)‖pds
) 1
p
= m(α)
(
2
qγ
)α
Γ(q(1− α)) 1q

∑
k≥1
∫ t−k+1
t−k
e−p
γ
2
(t−s)‖h(s)‖pds


1
p
+ c(α)
(
2
qδ
) 1
q

∑
k≥1
∫ t+k
t+k−1
e−p
δ
2
(s−t)‖h(s)‖pds


1
p
≤ m(α)
(
2
qγ
)α
Γ(q(1− α)) 1q

∑
k≥1
e−p
γ
2
(k−1)
∫ t−k+1
t−k
‖h(s)‖pds


1
p
+ c(α)
(
2
qδ
) 1
q

∑
k≥1
e−p
δ
2
(k−1)
∫ t+k
t+k−1
‖h(s)‖pds


1
p
=
[
m(α)
(
2
qγ
)α
Γ(q(1 − α)) 1q e
γ
2
e
γ
2 − 1 + c(α)
(
2
qδ
) 1
q e
δ
2
e
δ
2 − 1
]
‖h‖BSp, t ∈ R.
This proves the result. 
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Next result, we show that the unique bounded mild solution u is almost periodic.
Theorem 4.3. Let h ∈ APS1(R, X)∩L∞(R, X) and assume that (H1)-(H4) are
satisfied. Then, equation (4.1) has a unique almost periodic mild solution u : R −→
Xα given by the integral formula (4.3).
Proof. Let h ∈ APS1(R, X)∩L∞(R, X) and u be the unique bounded mild solution
of equation (4.1) provided by Theorem 4.1. Then, we have
u(t) =
∫ t
−∞
U(t, s)P (s)h(s)ds−
∫ +∞
t
U˜(t, s)Q(s)h(s)ds
:= uP (t) + uQ(t), t ∈ R
where uP (t) =
∫ t
−∞
U(t, s)P (s)h(s)ds and uQ(t) = −
∫ +∞
t
U˜(t, s)Q(s)h(s)ds.
Let t, τ ∈ R. Thus, in view of CauchySchwarz inequality, we have
‖uP (t+ τ) − uP (t)‖α
= ‖
∫ t+τ
−∞
U(t+ τ, s)P (s)h(s)ds −
∫ t
−∞
U(t, s)P (s)h(s)ds‖α
≤
∫ t
−∞
‖U(t, s)P (s) [h(s+ τ)− h(s)] ‖αds
+
∫ t
−∞
‖ [U(t+ τ, s+ τ)P (s+ τ) − U(t, s)P (s)]h(s+ τ)‖αds
≤ m(α)
√
2γ−1‖h‖∞Γ(2α+ 1)

∑
k≥1
e−γ(k−1)
∫ t−k+1
t−k
‖h(s+ τ) − h(s)‖ds


1
2
+ m(α)
∑
k≥1
(∫ t−k+1
t−k
‖ [U(t+ τ, s+ τ)P (s + τ)− U(t, s)P (s)]h(s+ τ)‖αds
) 1
2
× e− γ4 (k−1)
(
2
∫ t−k+1
t−k
(t− s)−αe− γ2 ((t−s)‖h(s+ τ)‖ds
) 1
2
≤ m(α)
√
2γ−1‖h‖∞Γ(2α+ 1)

∑
k≥1
e−γ(k−1)
∫ t−k+1
t−k
‖h(s+ τ) − h(s)‖ds


1
2
+ m(α)
√
2
(
2
γ
)1−α
Γ(1 + α)‖h‖∞
×
∑
k≥1
e−
γ
4
(k−1)
(∫ t−k+1
t−k
‖ [U(t+ τ, s+ τ)P (s + τ)− U(t, s)P (s)] h(s+ τ)‖αds
) 1
2
Let ε > 0, since h ∈ APS1(R, X), it follows that, there exists lε > 0 such that
every interval of length lε > 0 contains an element τ such that∫ t+1
t
‖h(s+ τ)− h(s)‖ds ≤ ε
2
√
eγ − 1
4m(α)
√
2γ−1‖h‖∞Γ(2α+ 1)eγ
uniformly for t ∈ R.(4.4)
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Furthermore, by hypothesis (H3), we can find the same almost period τ such that
for each x ∈ X , we have
‖U(t+ τ, s+ τ)P (s+ τ)x − U(t, s)P (s)x‖α ≤ ε
2(e
γ
4 − 1)
4m(α)‖h‖∞
√
2
(
2
γ
)1−α
Γ(1 + α)
‖x‖(4.5)
uniformly for t, s ∈ R. Therefore,
‖uP (t+ τ)− uP (t)‖α ≤ ε
4
+
ε
4
=
ε
2
uniformly for t ∈ R.
By the same way, we prove that
‖uQ(t+ τ) − uQ(t)‖α ≤ ε
2
uniformly for t ∈ R.
Hence,
‖u(t+ τ)− u(t)‖α ≤ ε uniformly for t ∈ R.
This proves the almost periodicity of the mild solution u. 
Similarly, for 1 < p <∞, we can prove easily the following existence result of a
unique almost periodic solution for equation (4.1).
Theorem 4.4. Let h ∈ APSp(R, X) and assume that (H1)-(H4) are satisfied.
Then, equation (4.1) has a unique almost periodic mild solution u : R −→ Xα given
by the integral formula (4.3).
Now, we return to equation (1.1) and we give our main results on the existence
and uniqueness of almost periodic solutions. Without loss of generalities, we assume
that f(t, 0) = 0, t ∈ R. If it is not the case, we can take f˜(t, x) = f(t, x) − f(t, 0)
instead of f . Furthermore, consider u ∈ AP (R, Xα), then using Theorem 3.2, the
function h = f(·, u(·)) ∈ APSp(R, X) for all 1 ≤ p < ∞. Moreover, let f(·, x) ∈
APS1(R, X)∩L∞(R, X) (resp. f(·, x) ∈ APSp(R, X), 1 < p <∞) for each x ∈ Xα.
Then, in view of Theorems 4.3 and 4.4, the map F : AP (R, Xα) −→ AP (R, Xα)
given by
Fu(t) =
∫
R
G(t, s)f(s, u(s))ds, t ∈ R
is well-defined.
Theorem 4.5. Let f(·, x) ∈ APS1(R, X)∩L∞(R, X) (resp. f(·, x) ∈ APSp(R, X),
1 < p <∞) for each x ∈ Xα satisfying (H5) with Lρ ∈ BSp(R,R+) for 1 < p <∞.
Assume that (H1)-(H4) hold. If there exists ρ > 0 such that
‖Lρ‖BSp <
[
m(α)
(
2
qγ
)α
Γ(q(1 − α)) 1q e
γ
2
e
γ
2 − 1 + c(α)
(
2
qδ
) 1
q e
δ
2
e
δ
2 − 1
]−1
.
Then, equation (1.1) has a unique almost periodic solution u : R −→ Xα with
‖u‖∞ ≤ ρ.
Proof. Consider the set ΛAPρ := {v ∈ AP (R, Xα) : ‖v‖∞ ≤ ρ} and define the map
F : ΛAPρ −→ AP (R, Xα) by
Fu(t) =
∫
R
G(t, s)f(s, u(s))ds, t ∈ R.
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First, we show that FΛAPρ ⊂ ΛAPρ . Indeed, let u ∈ ΛAPρ . Then, by assumptions on
f , we obtain that
‖Fu(t)‖α ≤
∫
R
‖G(t, s)f(s, u(s))‖αds
≤ m(α)
∫ t
−∞
(t− s)−αe−γ(t−s)‖f(s, u(s))− f(s, 0)‖ds
+ c(α)
∫ +∞
t
e−δ(s−t)‖f(s, u(s))− f(s, 0)‖ds
≤ ρm(α)
∫ t
−∞
(t− s)−αe−γ(t−s)Lρ(s)ds
+ ρc(α)
∫ +∞
t
e−δ(s−t)Lρ(s)ds
≤ ρm(α)
(∫ t
−∞
(t− s)−qαe−q γ2 (t−s)ds
) 1
q
(∫ t
−∞
e−p
γ
2
(t−s)|Lρ(s)|pds
) 1
p
+ ρc(α)
(∫ +∞
t
e−q
δ
2
(s−t)ds
) 1
q
(∫ +∞
t
e−p
δ
2
(s−t)|Lρ(s)|pds
) 1
p
≤ ρ
[
m(α)
(
2
qγ
)α
Γ(q(1 − α)) 1q e
γ
2
e
γ
2 − 1 + c(α)
(
2
qδ
) 1
q e
δ
2
e
δ
2 − 1
]
‖Lρ‖BSp
≤ ρ, t ∈ R.
Hence, FΛAPρ ⊂ ΛAPρ . Therefore, let u, v ∈ ΛAPρ . Then, a straightforward calcula-
tion yields
‖Fu(t)− Fv(t)‖α ≤
∫
R
‖G(t, s) [f(s, u(s))− f(s, u(s))] ‖αds
≤ m(α)
∫ t
−∞
(t− s)−αe−γ(t−s)‖f(s, u(s))− f(s, v(s))‖ds
+ c(α)
∫ +∞
t
e−δ(s−t)‖f(s, u(s))− f(s, v(s))‖ds
≤ m(α)
∫ t
−∞
(t− s)−αe−γ(t−s)Lρ(s)ds‖u− v‖∞
+ c(α)
∫ +∞
t
e−δ(s−t)Lρ(s)ds‖u− v‖∞
≤ ‖Lρ‖BSp
[
m(α)
(
2
qγ
)α
Γ(q(1− α)) 1q e
γ
2
e
γ
2 − 1 + c(α)
(
2
qδ
) 1
q e
δ
2
e
δ
2 − 1
]
‖u− v‖∞,
for all t ∈ R. Thus, by assumption, the map F defines a contraction in ΛAPρ . Con-
sequently, by Banach fixed point Theorem, we obtain the existence and uniqueness
of a solution u ∈ ΛAPρ . This proves the result. 
Theorem 4.6. Let f(·, x) ∈ APS1(R, X)∩L∞(R, X) (resp. f(·, x) ∈ APSp(R, X),
1 < p <∞) for each x ∈ Xα satisfying (H5) with Lρ ∈ L∞(R,R+). Assume that
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(H1)-(H4) hold. If there exists ρ > 0 such that
‖Lρ‖∞ <
(
m(α)γα−1Γ(1 + α) + c(α)δ−1
)−1
. (4.6)
Then, equation (1.1) has a unique almost periodic solution u : R −→ Xα with
‖u‖∞ ≤ ρ.
Proof. Consider the map F : ΛAPρ −→ AP (R, Xα) by
Fu(t) =
∫
R
G(t, s)f(s, u(s))ds, t ∈ R.
We argue as the same as in the proof of Theorem 4.5. Indeed, let u ∈ ΛAPρ . Then,
by assumptions on f , we claim that
‖Fu(t)‖α ≤
∫
R
‖G(t, s)f(s, u(s))‖αds
≤ m(α)
∫ t
−∞
(t− s)−αe−γ(t−s)‖f(s, u(s))− f(s, 0)‖ds
+ c(α)
∫ +∞
t
e−δ(s−t)‖f(s, u(s))− f(s, 0)‖ds
≤ ρ [m(α)γα−1Γ(1 + α) + c(α)δ−1] ‖Lρ‖∞
≤ ρ.
Hence, FΛAPρ ⊂ ΛAPρ . Let u, v ∈ ΛAPρ . Then, using the same calculus yields,
‖Fu(t)− Fv(t)‖α ≤
∫
R
‖G(t, s) [f(s, u(s))− f(s, u(s))] ‖αds
≤ m(α)
∫ t
−∞
(t− s)−αe−γ(t−s)‖f(s, u(s))− f(s, v(s))‖ds
+ c(α)
∫ +∞
t
e−δ(s−t)‖f(s, u(s))− f(s, v(s))‖ds
≤ ‖Lρ‖∞
[
m(α)γα−1Γ(1 + α) + c(α)δ−1
] ‖u− v‖∞, t ∈ R.
Thus, F defines a contraction map in ΛAPρ . Hence, we conclude by Banach fixed
point Theorem that there exists a unique solution u ∈ ΛAPρ . This proves the
result. 
5. Application
Consider the following ecological two–species competition model with diffusion
and time–dependent parameters i.e., a nonautonomous system with two reaction-
diffusion equations of two interacting density species u(t, x) and v(t, x) at location
x that belongs to a habitat Ω ⊂ RN (N ≥ 1), in a generalized almost periodic
environment, namely

∂
∂t
u(t, x) = d1(t)∆u(t, x) + a(t)u(t, x)− c1(t) v(t, x)u(t, x)
1 + |∇v(t, x)| , t ∈ R, x ∈ Ω,
∂
∂t
u(t, x) = d2(t)∆v(t, x) − b(t)v(t, x) + c2(t) u(t, x)v(t, x)
1 + |∇u(t, x)| , t ∈ R, x ∈ Ω,
u(t, x)|∂Ω = 0; v(t, x)|∂Ω = 0, t ∈ R, x ∈ ∂Ω
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where,
• Ω ⊂ RN (N ≥ 1) is an open bounded subset with sufficiently smooth boundary
i.e., with Lipschitz boundary conditions.
• ∆ :=
n∑
k=1
∂2
∂ξ2i
is the Laplace operator on Ω, di ∈ Cµ(R), (eventually here µ = 1),
i = 1, 2 are the diffusion terms corresponding to the populations u(t, x) and v(t, x)
respectively, such that 0 < inft∈R(di) ≤ supt∈R(di) <∞.
• a, b ∈ L1loc(R,R+) correspond to the growth terms in the absence of interaction,
of the populations u(t, x) and v(t, x) respectively.
•. The nonlinear terms gi : R×R×R×R −→ R, i = 1, 2 are defined by
g1(t, u, v,∇v(t, x)) = −a(t)u(t, x) + c1(t) v(t, x)u(t, x)
1 + |∇v(t, x)|
and
g2(t, u, v,∇u(t, x)) = c2(t) u(t, x)v(t, x)
1 + |∇u(t, x)|
where ci ∈ L1loc(R,R+), i = 1, 2 are the interaction terms of u(t, x) and v(t, x)
respectively.
The abstract formulation. Consider the Banach space X := C0(Ω) × C0(Ω),
equipped with the given norm: ‖
(
ϕ
ψ
)
‖ = ‖ϕ‖∞+ ‖ψ‖∞, where C0(Ω) is the space
of continuous functions ϕ : Ω ←→ R such that ϕ|∂Ω = 0. We define the linear
operators (A(t), D(A(t))), t ∈ R, by

A(t) :=
(
d1(t)∆ 0
0 d2(t)∆− b(t)
)
,
D(A(t)) = C20 (Ω)× C20 (Ω) := D
(5.1)
where C20 (Ω) :=
{
ϕ ∈ C0(Ω) ∩H10 (Ω) : ∆ϕ ∈ C0(Ω)
}
. Let α ∈ (1/2, 1) and Xα
be the real interpolation space between X and D(A(t)) given by Xtα = Xα :=
Cα(Ω)×Cα(Ω) where Cα(Ω) = {ϕ ∈ C2α(Ω) : ϕ|∂Ω = 0} with the norm ‖ · ‖0,α :=
‖ ·‖∞+‖∇·‖∞+[·]θ where [ϕ]θ := supx,y∈Ω, x 6=y
|ϕ(x) − ϕ(y)|
|x− y|θ , θ = 2α−1. Hence,
‖
(
ϕ
ψ
)
‖α = ‖ϕ‖0,α + ‖ψ‖0,α defines a norm on Xα. It is clear that, Xα →֒ X ,
see [24] for more details about the spaces of Ho¨lder continuous functions C2α(Ω).
Therefore, the nonlinear term f : R×Xα −→ X is defined by
f(t,
(
ϕ
ψ
)
)(x) =
(
g1(t, ϕ(x), ψ(x),∇ψ(x))
g2(t, ϕ(x), ψ(x),∇ϕ(x))
)
.
Then, (1.3) takes the following abstract form that corresponds to equation (1.1):
x′(t) = A(t)x(t) + f(t, x(t)), t ∈ R.
In order to prove the existence and uniqueness of almost periodic solutions to
(1.1), we check forward our main hypotheses (H1)-(H5). One can remark that
the domains are independent of t i.e., D(A(t)) = D which yields that the real
interpolation spaces Xα are also indepedent of t and hypothesis (H4) hold. Now,
we prove that (A(t), D(A(t))), t ∈ R satisfy hypotheses (H1)-(H3). Define the
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operators A1(t) = d1(t)∆ and A2(t) = d2(t)∆. By [13], the operator A0 := −∆ on
C0(Ω) is sectorial with constants M ≥ 1 and θ ∈ (pi2 , π) such that
‖λR(λ,A0)‖L(X) ≤M for all λ ∈ Σθ. (5.2)
Then, using (5.2) and by assumptions on di we claim that
‖λR(λ, di(t)A0)‖ = ‖ λ
di(t)
R(
λ
di(t)
, A0)‖ ≤M for all t ∈ R.
Hence, for each t ∈ R, Ai(t) generates a bounded analytic semigroup (T it (τ))τ≥0
(with uniform bound M with respect to t) on C0(Ω) such that
‖ T it (τ) ‖≤Me−λ1τ for τ ≥ 0, (5.3)
where λ1 := min{λ : λ ∈ σ(A0)} > 0 and σ(A0) is the spectrum of −∆ in H10 (Ω)
and M = eλ1|Ω|
2/N
(4π)−1, see [19] for more details. Moreover,
sup
t,s∈R
‖Ai(t)Ai(s)−1‖ = sup
t,s∈R
di(t)
di(s)
<∞.
Furthermore, by
‖Ai(t)Ai(s)−1 − IX‖ = di(s)−1 |di(t)− di(s)| ≤ Li |di(t)− di(s)| ≤ Li|t− s|
where Li := L0,i (infs∈R di(s))
−1, where L0,i is the Ho¨lder constants of di. Thus, we
obtain that, for each i = 1, 2, (Ai(t))t∈R generates an evolution family (Ui(t, s))t≥s
on C0(Ω). In otherwise, by (5.3), the semigroups (T
i
t (τ))τ≥0 are hyperbolic with
projections P (t) = IX and Q(t) = 0, t ∈ R with
‖τAi(t)T it (τ)x‖ ≤Me−λ1τ for τ > 0.
In view of and by taking ψ(σ) := Mσ−1e−λ1σ, σ > 0 yields that Li‖ϕ‖1 :=
LiMλ
−1
1 < 1. Then, each evolution family (Ui(t, s))t≥s is hyperbolic with the same
projection I0 and exponent λ1 and associated Green functions Gi(t, s) = U(t, s),
t ≥ s. Hence, the family of matrix-valued operators
(
A1(t) 0
0 A2(t)
)
t∈R
generates
the hyperbolic evolution family
(
V (t, s) =
(
U1(t, s) 0
0 U2(t, s)
))
t≥s
with projec-
tion
(
P (t) =
(
I0 0
0 I0
))
t∈R
and exponent λ1. Moreover, by rescaling, we obtain
that (A(t))t∈R generates the hyperbolic evolution family(
U(t, s) =
(
U1(t, s) 0
0 e−
∫ t
s
b(σ)dσU2(t, s)
))
t≥s
with projection
(
P (t) =
(
I0 0
0 I0
))
t∈R
and exponent δ = λ1. Thus, hypotheses
(H1) and (H2) hold with Green function G(t, s) := U(t, s), t ≥ s. To check
hypothesis (H3), we need the following preliminary result.
Lemma 5.1. For each i = 1, 2, if Ai(·) ∈ AP (R,L(C20 (Ω), X)). Then, the associ-
ated evolution family Ui(·, ·) is bi-almost periodic.
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Proof. Let i = 1, 2 be fixed and t, τ ∈ R. Then, we have
Ai(t+ τ)
−1 −Ai(t)−1 = Ai(t+ τ)−1(Ai(t+ τ)−Ai(t))Ai(t)−1 (5.4)
Following [25, Theorem 4.5.], it suffices to show that A−1i (·) ∈ AP (R,L(X)). Let
ε > 0 and f ∈ X , from (5.4) and Ai(·) ∈ AP (R,L(C20 (Ω), X)), it follows that there
exists lε > 0 such that every interval of length lε contains an element τ such that
‖Ai(t+ τ)−1f −Ai(t)−1f‖ = ‖Ai(t+ τ)−1(Ai(t+ τ) −Ai(t))Ai(t)−1f‖
≤ ‖Ai(t+ τ)−1‖L(X)‖Ai(t+ τ) −Ai(t)‖L(D,X)‖Ai(t)−1f‖C2
0
(Ω)
≤ Cε.

Consequently, we have the following main result.
Proposition 5.2. 3 Let di ∈ AP (R), i = 1, 2 and b ∈ APS1(R). Then, for each(
ϕ
ψ
)
∈ X, the Green function G(·, ·)
(
ϕ
ψ
)
is bi-almost periodic. Hence, hypothesis
(H3) is satisfied.
Proof. Since di ∈ AP (R), it follows that Ai(·) ∈ AP (R,L(C20 (Ω), X)) for i = 1, 2.
Then, by Lemma 5, we obtain that Ui(·, ·) are bi-almost periodic. Now, we show
that e
−
∫ ·
·
b(σ)dσ
U2(·, ·) is almost periodic using Theorems 2.5 and 2.12. Let (σn)n
be any sequence of real numbers, by b ∈ APS1(R), it holds that there exist a
subsequence (τn)n ⊂ (σn)n and functions b˜ and U˜i(·, ·) such that (2.10) and (2.11)
hold for b and Ui(·, ·) respectively. Define the function e
−
∫ ·
·
b˜(σ)dσ
U˜2(·, ·). Then,
we obtain that
‖e
−
∫ t+τn
s+τn
b(σ)dσ
U2(t+ τn, s+ τn)− e
−
∫ t
s
b˜(σ)dσ
U˜2(t, s)‖
≤ e
−
∫ t
s
b˜(σ)dσ
‖U2(t+ τn, s+ τn)‖
∣∣∣∣∣∣∣e
−
∫ t
s
[
b(σ + τn)− b˜(σ)
]
dσ
− 1
∣∣∣∣∣∣∣
+ e
−
∫ t
s
b˜(σ)dσ
‖U2(t+ τn, s+ τn)− U˜2(t, s)‖
≤ M
∣∣∣∣∣∣∣e
−
∫ t
s
[
b(σ + τn)− b˜(σ)
]
dσ
− 1
∣∣∣∣∣∣∣+ ‖U2(t+ τn, s+ τn)− U˜2(t, s)‖.
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Therefore, we have ‖U2(t+ τn, s+ τn)− U˜2(t, s)‖ → 0 as n→∞ and
e
−
∫ t
s
[
b(σ + τn)− b˜(σ)
]
dσ
≤ e
−
[t]∑
k=[s]
∫ k+1
k
|b(σ + τn)− b˜(σ)|dσ
= e−([t]−[s])e
− sup
k
∫ k+1
k
|b(σ + τn)− b˜(σ)|dσ
≤ e
− sup
k
∫ k+1
k
|b(σ + τn)− b˜(σ)|dσ
→ 1 as n→∞,
uniformly in t, s ∈ R, t ≥ s. Thus,
‖e
−
∫ t+τn
s+τn
b(σ)dσ
U2(t+ τn, s+ τn)− e
−
∫ t
s
b˜(σ)dσ
U˜2(t, s)‖ → 0 as n→∞,
uniformly in t, s ∈ R, t ≥ s. Hence e
−
∫ ·
·
b(σ)dσ
U2(·, ·) is bi-almost periodic.
Consequently, if we consider G˜(·, ·) =
(
U˜1(·, ·) 0
0 e−
∫
·
·
b˜(σ)dσU˜2(·, ·)
)
. Then, for(
ϕ
ψ
)
∈ X , we obtain that
‖G(t+ τn, s+ τn)
(
ϕ
ψ
)
− G˜(t, s)
(
ϕ
ψ
)
‖ ≤ ‖U1(t+ τn, s+ τn)− U˜1(t, s)‖‖ϕ‖∞
+ ‖e
−
∫ t+τn
s+τn
b(σ)dσ
U2(t+ τn, s+ τn)− e
−
∫ t
s
b˜(σ)dσ
U˜2(t, s)‖‖ψ‖∞
≤ (‖e
−
∫ t+τn
s+τn
b(σ)dσ
U2(t+ τn, s+ τn)− e
−
∫ t
s
b˜(σ)dσ
U˜2(t, s)‖
+ ‖U1(t+ τn, s+ τn)− U˜1(t, s)‖)
(
ϕ
ψ
)
→ 0 as n→∞,
uniformly in t, s ∈ R, t ≥ s. This proves the result. 
Proposition 5.3. The function f satisfies (H5).
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Proof. Let
(
ϕ1
ψ1
)
,
(
ϕ2
ψ2
)
∈ Xα and ρ > 0 be such that ‖
(
ϕ1
ψ1
)
‖α, ‖
(
ϕ2
ψ2
)
‖α ≤ ρ.
Then, we have
|g1(t, ϕ(x), ψ(x),∇ψ(x)) − g1(t, ϕ(x), ψ(x),∇ψ(x))|
=
∣∣∣∣a(t) [ϕ1(x)− ϕ2(x)]− c1(t)
[
ϕ1(x)ψ1(x)
1 + |∇ψ1(x)| −
ϕ2(x)ψ2(x)
1 + |∇ψ2(x)|
]∣∣∣∣
=
∣∣∣∣a(t) [ϕ1(x)− ϕ2(x)]− c1(t)
[
ϕ1(x)ψ1(x)− ϕ2(x)ψ2(x)
1 + |∇ψ2(x)|
]
− c1(t)
[
ϕ1(x)ψ1(x)(|∇ψ2(x)| − |∇ψ1(x)|)
(1 + |∇ψ1(x)|)(1 + |∇ψ2(x)|)
]∣∣∣∣
=
∣∣∣∣a(t)− c1(t)ψ2(x)1 + |∇ψ2(x)| [ϕ1(x) − ϕ2(x)] −
c1(t)ϕ1(x)
1 + |∇ψ2(x)| [ψ1(x)− ψ2(x)]
− c1(t)ϕ1(x)ψ1(x)
(1 + |∇ψ1(x)|)(1 + |∇ψ2(x)|) (|∇ψ2(x)| − |∇ψ1(x)|)
∣∣∣∣
≤ (a(t) + c1(t)ρ)‖ϕ1 − ϕ2‖0,α + c1(t)ρ(ρ+ 1)‖ψ1 − ψ2‖0,α
≤ (a(t) + c1(t)ρ(ρ+ 1))‖
(
ϕ1
ψ1
)
−
(
ϕ2
ψ2
)
‖α, x ∈ Ω, t ∈ R.
Arguing as above, we obtain that
|g2(t, ϕ1(x), ψ1(x),∇ϕ1(x)) − g2(t, ϕ2(x), ψ2(x),∇ϕ2(x))| ≤ c2(t)ρ(ρ+ 1)‖
(
ϕ1
ψ1
)
−
(
ϕ2
ψ2
)
‖α,
for x ∈ Ω, t ∈ R. Hence, we obtain that
‖f(t,
(
ϕ1
ψ1
)
)− f(t,
(
ϕ2
ψ2
)
)‖ ≤ (a(t) + (c1(t) + c2(t))ρ(ρ + 1)) ‖
(
ϕ1
ψ1
)
−
(
ϕ2
ψ2
)
‖α, t ∈ R.
Therefore, f satisfies (H5) with Lρ(t) = a(t) + (c1(t) + c2(t))ρ(ρ + 1). 
Proposition 5.4. Assume that for each i = 1, 2, ci ∈ APS1(R). Then, f ∈
APS1U(R×Xα, X).
Proof. By assumptions for each
(
ϕ
ψ
)
∈ Xα, we have that f(·,
(
ϕ2
ψ2
)
) is APS1(R, X).
Moreover, by Proposition 5.3, the condition (3.1) holds for f . Hence, we conclude
by Lemma 3.1. 
Main result. Let us define the following functions.
di(t) = d˜i + dˆi(cos(t) + cos(πt)), t ∈ R for i = 1, 2,
where d˜i > 2dˆi and
dˆi
d˜i − 2dˆi
<
4πλ1
(1 + π)e−λ1|Ω|2/N
. Moreover, for a˜, b˜, c˜ ≥ 0, we
define
a(t) =
{
a˜(2 + cos(t) + cos
(√
2t
)
), t ≥ 0,
a˜(2 + sin(t) + sin
(√
2t
)
), t < 0,
b(t) =
{
b˜(1 + sin(t)), 2kπ ≤ t < (2k + 1)π, k ∈ Z,
b˜(1 + cos(t)), (2k + 1)π ≤ t ≤ (2k + 2)π, k ∈ Z,
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and
c1(t) = c˜ sin(1/p(t)) and c2(t) = c˜ cos(1/p(t)) where p(t) = 2+sin(t)+sin(
√
2t), t ∈ R.
Proposition 5.5. The following assertions are true:
(i) For each i = 1, 2, the functions di ∈ AP (R) are such that inft∈R |di(t)| =
d˜i − 2dˆi > 0 and supt∈R di(t) = d˜i + 2dˆi < ∞. Moreover, di are dˆi(1 + π)-
Lipschitzian i.e. Ho¨lderian with exponent µ = 1.
(ii) The functions a, b ∈ APS1(R) ∩ L∞(R), but, a, b /∈ AP (R) since they are
discontinuous in R. However, for all t ∈ R, 0 ≤ a(t) ≤ supt∈R a(t) = 4a˜ and
0 ≤ b(t) ≤ supt∈R b(t) = 2b˜.
(iii) For each i = 1, 2, the function ci ∈ APS1(R)∩AA(R), but, ci /∈ AP (R) since
it is not uniformly continuous. Moreover, for all t ∈ R, 0 ≤ ci(t) ≤ supt∈R ci(t) = c˜.
Proof. (i) The function t 7−→ cos(t)+cos(πt) is almost periodic in Bohr sense since
it is in particular the sum of two periodic functions with the ratio of the two periods
2π
2
= π /∈ Q. Then, in view of [10], t 7−→ cos(t) + cos(πt) is almost periodic not
periodic. Hence, the other facts now are obvious.
(ii)The functions a, b are piecewise defined by almost periodic functions in Stepanov
sense. Hence, using Definition 2.10, we can prove easily that the entire function
belongs to APS1(R). Moreover, it is clear that a and b are bounded and discon-
tinuous where a is discontinuous at t = 0 and b is discontinuous in 2Z+ 1.
(iii) See [7, Example 3.1]. 
Theorem 5.6. Assume that
dˆi
d˜i − 2dˆi
<
4πλ1
(1 + π)eλ1|Ω|2/N
and a˜ < πλ1e
−λ1|Ω|
2/N
c−1α
for some constant cα > 0. Then, there exists ρ which satisfies
0 ≤ ρ <
(
−c˜+
√
4πλ1e−λ1|Ω|
2/N c−1α − 4a˜+ c˜2
)
(2c˜−1)
such that our system (1.3) has a unique almost periodic mild solution that satisfies
supx∈Ω |u(t, x)|, supx∈Ω |v(t, x)| ≤ ρ for all t ∈ R.
Proof. Under the above considerations, hypotheses (H1)-(H5) hold. Further-
more, using Proposition 5.5, for each
(
ϕ
ψ
)
∈ Xα, we have that f(·,
(
ϕ2
ψ2
)
) is
APS1(R, X) ∩ L∞(R, X). Moreover, in view of Proposition 5.5, we obtain that
Lρ ∈ L∞(R) with ‖Lρ‖∞ = 4a˜ + 2c˜ρ(ρ + 1). Hence, we conclude using Theorem
4.6. Indeed, consider the following algebraic equation:
2c˜ρ2 + 2c˜ρ+ 4a˜− 4πλ1
cαe−λ1|Ω|
2/N
which admits two solutions ρ0 =
(
−c˜−
√
4πλ1e−λ1|Ω|
2/N c−1α − 4a˜+ c˜2
)
(2c˜)−1 ≤ 0
and ρ1 =
(
−c˜−
√
4πλ1e−λ1|Ω|
2/N c−1α − 4a˜+ c˜2
)
(2c˜)−1 ≥ 0 where cα is the con-
stant from interpolation between Xα and X . Then, by taking 0 ≤ ρ < ρ1, condition
(4.6) holds. Thus equation (1.1) has a unique mild solution u ∈ AP (R, Xα) with
‖u(t)‖ ≤ ρ for all t ∈ R, which is equivalent to the existence and uniqueness of
an almost periodic mild solution to the system (1.3) such that supx∈Ω |u(t, x)|,
supx∈Ω |v(t, x)| ≤ ρ for all t ∈ R. This proves the result.

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