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Abstract
We consider the He´non problem

−∆u = |x|αu
N+2+2α
N−2
−ε in B1,
u > 0 in B1,
u = 0 on ∂B1,
where B1 is the unit ball in R
N and N > 3. For ε > 0 small enough, we
use α as a paramenter and prove the existence of a branch of nonradial
solutions that bifurcates from the radial one when α is close to an even
positive integer.
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1 Introduction
In this paper we consider the He´non problem

−∆u = |x|αup in B1,
u > 0 in B1,
u = 0 on ∂B1.
(1)
on the the unit ball B1 ⊂ R
N with N > 3, α > 0 and 1 < p < pα :=
N+2+2α
N−2 .
The equation (1) was introduced in [15] by He´non in the study of stellar
cluster in spherically symmetric setting and it is known as He´non equation. We
mention here some references but, since there is a vast literature regarding this
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problem and related ones, we remind that the list is far from complete. One of
the earliest papers in this subject is [19] by Ni, where he proved the existence
of a radial solution to (1) for every α > 0 and 1 < p < pα by using variational
methods in the space of radial functions. Moreover, if p > pα, it follows from
a Pohozaev type argument that (1) admits no solutions, see for example [18].
Hence, the exponent pα is the threshold between existence and nonexistence. We
avoid the use of the term critical since this term is used to refer to the exponent
p0 =
N+2
N−2 because of the critical Sobolev exponent.
The study of problem (1) reveals some interesting phenomena. In particular,
several questions arising naturally such as existence, multiplicity and qualitative
properties of solutions have given the He´non equation an interesting role in non-
linear analysis and critical point theory. For instance, the existence result of
Ni provides solutions for values p above the critical Sobolev exponent. Another
feature of this problem is that nonradial solutions might appear since the weight
|x|α is increasing and the symmetry result of Gidas, Ni and Nirenberg [8] does not
apply. Indeed, in [24] Smets, Su and Willem proved the existence of nonradial
solutions of (1) in the subcritical case 1 < p < N+2N−2 by showing that the ground
state solutions are not radial for α sufficiently large, roughly speaking they stud-
ied the asymptotic properties of the ground state levels in the spaces H10,rad(B1)
and H10 (B1). Working in some different subspaces of H
1
0 (B1), Serra [23] proved
the existence of nonradial solutions for p = N+2N−2 , again for α sufficiently large.
Similar ideas were used by Badiale and Serra [4] to obtain multiplicity results for
some supercritical values of p and for α large.
Another approach to prove the existence of nonradial solutions is to use per-
turbation methods and the well known Lyapunov-Schimdt finite dimensional re-
duction. In this setting, we refer to the papers of Peng [21] and Pistoia and Serra
[22], where they used the exponent p as a parameter and constructed solutions
which blow up on points of the boundary as p → N+2N−2 from the left. In [17]
the authors considered the case when p → N+2N−2 from the right. We cite also
[14, 26] where the authors proved the existence of infinitely many solutions in
the critical case p = N+2N−2 , in this case the parameter is the number of peaks of
the solutions. Additionally, we cite the paper [10] where the authors prove the
existence of solutions to the He´non equation in more general bounded domains,
with p close to pα and using the Lyapunov-Schimdt reduction method.
It is also possible to find nonradial solutions via bifurcation methods. Amadori
and Gladiali [1] proved the existence of at least one unbounded branch in the
Ho¨lder space C1,γ(B¯1) of nonradial solutions to (1) that bifurcate from the radial
one for some p¯ ∈ (1, pα) with α ∈ (0, 1] fixed. The used method does not allow
to know if p¯ is either subcritical or supercritical.
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So far the existence results of nonradial solutions of (1) apply mostly for the
case of p subcritical and for some values of supercritical p. However, to our best
knowledge, there are no results concerning the existence of nonradial solutions
for supercritical values of p close to pα. In this paper, we want to study the case
of p close to the threshold pα. More specifically, our aim is to prove the existence
of nonradial solutions for the He´non equation in the following case

−∆u = |x|αupα−ε in B1,
u > 0 in B1,
u = 0 on ∂B1,
(2)
for ε > 0 small and α > 0. In order to state our results, let us introduce some
elements. Let uε,α be the unique radial solution to (2), see Proposition 1 for a
proof.
Definition 1. We say that a nonradial bifurcation occurs at (α¯, uε,α¯) if in every
neighborhood of (α¯, uε,α¯) in (0,+∞)×C
1,γ
0 (B1) there exists a point (α, vα) with
vα a nonradial solution to (2).
Our main result is the following.
Theorem 1. Let αk be an even positive integer. Then, given ρ > 0, there exists
ε0 > 0 such that for every ε ∈ (0, ε0) there exists α
ε
k ∈ (αk − ρ, αk + ρ) and
a continuum of nonradial solutions of (2) bifurcating from the pair
(
αεk, uε,αεk
)
.
Moreover, it holds αεk → αk as ε→ 0.
The result is inspired by [12], where the authors considered the He´non equa-
tion in the whole space with p = pα, namely,{
−∆u = CN,α|x|
αupα , in RN
u > 0, in RN ,
(3)
where N ≥ 3 and CN,α := (N −2)(N +α), which has the explicit family of radial
solutions
Uλ,α(x) =
λ
N−2
2
(1 + λ2+α|x|2+α)
N−2
2+α
, with λ > 0. (4)
They have characterized the solutions of the linearized equation of (3) around
the radial solution U1,α, provided a formula for the Morse index of these solutions
and deduced that the Morse index change as the parameter α crosses the even
integers. After that it was proved the existence of nonradial solutions of (3)
bifurcating from (α,U1,α) for α even, by studying first an approximate problem
on a ball with radius 1ε and passing to the limit as ε→ 0 with a careful analysis
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of several estimates. We want to apply some of these ideas to our problem since,
after a proper rescaling, (2) can be considered as an approximating problem for
(3) in an expanding ball as ε→ 0.
Finally, we point out some comments about the proof of the theorem. We
consider the curve of radial solutions of (2) and α as a parameter, if ε is small
enough there is a change in the Morse index of the radial solution of (2) for α
close to an even integer and so we can apply the classical bifurcation theory to
deduce the existence of a branch of nonradial solutions to the rescaled problem.
We deduce Theorem 1 by using the bifurcation result for the rescaled problem,
which in some sense resembles the approximate problem in [12]. We also make
use of the nondegeneracy of uε,α in the space of radial functions and the uniform
convergence of the eigenvalues and eigenfunctions. An important ingredient is
that the only eigenvalue that plays a role is the first one, see section 4 for more
details.
Remark 1. The nonradial solutions given by Theorem 1 belong to the subspace
of functions invariant with respect to the subgroup O(N − 1) in C1,γ0 (B1), where
O(h) is the orthogonal group in Rh. With the same technique one can also prove
a bifurcation result in different subspaces as long as there is an odd change in the
Morse index of the radial solution uε,α. For example, if αk = 2(k−1) with k even
then it is possible to find [N2 ] different continua of positive nonradial solutions of
(2) bifurcating from (αεk, uε,αεk) as in [12, Theorem 3.8]. Precisely, every different
continua belongs to O(h)×O(N − h) for 1 6 h 6 [N2 ].
Remark 2. There is also the question about what happens with the continua
of nonradial solutions of (2) in the limit case ε → 0. After a suitable rescaling,
they might converge to a branch of nonradial solutions of the limit problem (3).
This was the subject of [12] where the authors proved the existence of nonradial
solutions of (3), but in [12] it was used a different approximating problem.
The paper is organized as follows. In section 2, some properties of the radial
solutions uε,α are shown in order to use them in next sections. In section 3 we
present the rescaled problem and prove the convergence to (3). The linearized
equation of the rescaled problem is studied in section 4 in order to state the
convergence of eigenvalues and eigenfunctions, we also deduce the existence of
αεk ∼ 2(k−1) where the Morse index changes. Finally the last section 5 is devoted
to the proof of Theorem 1.
2 Properties of the radial solutions
In this section, we present some important facts about the radial solutions uε,α
to (2) for ε, α > 0 such as the existence, uniqueness, asymptotic behavior of
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its L∞-norm ‖uε,α‖L∞(B1) = uε,α(0), an important estimate to pass to the limit
ε → 0 and the nondegeneracy in the space of radial functions. It is worth to
mention that some of these properties are uniform for α in compact subsets of
(0,+∞).
Proposition 1. Suppose that 1 < p < N+2+2αN−2 , then the equation (1) admits a
unique radial solution.
Proof. This result is well known but we write the proof here for the sake of
completeness. Consider the o.d.e.
u′′ +
N − 1
r
u′ + rαup = 0.
If u is a solution to the above equation then uλ(x) = λ
2+α
p−1 u(λx) is also a solution.
It is known that the i.v.p.
u
′′ +
N − 1
r
u′ + rαup = 0
u(0) = a > 0 u′(0) = 0
admits a unique solution, see for instance [20, Prop. 2.35]. If u and v are two
solutions of (1) then, taking λ
2+α
p−1 = u(0)/v(0), by the uniqueness it follows that
u(r) = λ
2+α
p−1 v(λr). Since u(1) = 0 = v(1), then we must have λ = 1. Therefore,
u = v in B1.
Another simple way to prove the above uniqueness result is to make a change of
variables and reduce to the classical case α = 0, see [12, Theorem A.2].
Now, we study the asymptotic behavior of uε,α in L
∞(B1). Notice that, since
u′ε,α(r) < 0 for r > 0, it follows that ‖uε,α‖L∞(B1) = uε,α(0). The first part of
the next result was essentially proved in [16]. Here, we give a simpler proof and
extend the convergence uniformly for α in compact subsets of [0,+∞).
Lemma 1. It holds
lim
ε→0
εu2ε,α(0) =
2(2 + α)
N − 2
[(N − 2)(N + α)]
N−2
2+α
Γ
(
2(N+α)
2+α
)
[
Γ
(
N+α
2+α
)]2 :=M(N,α) (5)
uniformly for α in compact subsets of [0,∞). In particular, defining
µε,α = (uε,α(0))
−2
it follows that
µεε,α → 1 as ε→ 0
uniformly for α in compact subsets of [0,∞).
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Proof. Consider the function defined by
vε,α(r) =
[
2
2 + α
] 2
pα−1−ε
uε,α(r
2
2+α ),
then vε,α satisfies the equation
v
′′ +
m− 1
r
v′ + v
m+2
m−2
−ε = 0, r ∈ (0, 1)
v′(0) = 0 = v(1)
(6)
where m = 2(N+α)2+α .
Now, we apply the result in [3, Theorem A] and get
lim
ε→0
εv2ε,α(0) =
4
m− 2
[m(m− 2)]
m−2
2
Γ(m)[
Γ
(
m
2
)]2
lim
ε→0
[(
2
2 + α
) 4
pα−1−ε
ε u2ε,α(0)
]
=
4
m− 2
[m(m− 2)]
m−2
2
Γ(m)[
Γ
(
m
2
)]2 . (7)
Actually, the results in [3] were proved for the o.d.e (6) in the case m ∈ N, but
we readily see that the same results apply for non integer m as long as m > 2.
By (7), recalling that m = 2(N+α)2+α > 2, we get
lim
ε→0
ε u2ε,α(0) =
2(2 + α)
N − 2
[(N + α)(N − 2)]
N−2
2+α
Γ
(
2(N+α)
2+α
)
[
Γ
(
N+α
2+α
)]2 .
Finally, by a careful analysis of [3], one can check that the convergence (5) is
indeed uniform for α in compact subsets of [0,∞).
An important estimate for uε,α is proved in the following result, that allows
to study the rescaled problem and pass to the limit ε→ 0.
Lemma 2. The following estimate holds
uε,α(x) 6

 µ(pα−1−2ε)/4ε,α
µ
(pα−1−ε)/2
ε,α + C
−1
N,α|x|
2+α


N−2
2+α
for all x ∈ B1.
Proof. Proceeding as in [2] (see also [3]), by using the transformation
t = (m− 2)m−2r2−m, y(t) = v(r)
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on (6) and Lemma 1 (iii) in [2] (see also [3, Lemma 1]), we find that
y(t) < γ
(
1 +
1
k − 1
γp−1
tk−2
)−1/(k−2)
, (8)
where k = 2
m− 1
m− 2
, p =
m+ 2
m− 2
− ε and
γ = lim
t→+∞
y(t) = v(0) =
[
2
2 + α
] 2
pα−1−ε
uε,α(0).
Replacing in (8) and simplifying we get that for r ∈ (0, 1)
uε,α(r
2
2+α ) < uε,α(0)
(
1 +
m− 2
m
[v(0)]
4
m−2
−ε
(m− 2)2r−2
)(2−m)/2
≤ uε,α(0)
(
1 +
[uε,α(0)]
pα−1−ε
(N − 2)(N + α)
r2
)−N−2
2+α
Hence, taking into account that r = |x|, the conclusion follows.
We end this section by proving a result about the linearized problem of (2)
at uε,α, i.e. {
−∆v = (pα − ε)|x|
αupα−1−εε,α v, in B1
v = 0 on ∂B1
(9)
which is important in the classical bifurcation theory.
Lemma 3. The solution uε,α is nondegenerate in the space of the radial func-
tions, namely, if v is a radial solution to (9) then v ≡ 0.
Proof. Let v be a radial solution to (9). Similarly to [6, Theorem 4.2], multiplying
(2) by v and (9) by uε,α, and integrating on B1 we find that∫
B1
|x|αupα−εε,α v = 0. (10)
On the other hand, direct computations show that the function given by
ζ(x) = x · ∇uε,α(x), x ∈ B1, satisfies
−∆ζ = −x · ∇(∆uε,α)− 2∆uε,α = (pα − ε)|x|
αupα−1−εε,α ζ + (2 + α)|x|
αupα−εε,α .
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Now, multiplying the previous equation by v, the equation (9) by ζ, integrat-
ing over B1 and using (10) we find that∫
∂B1
ζ
∂v
∂ν
dσ =
∫
∂B1
∂uε,α
∂ν
∂v
∂ν
dσ = 0.
Since uε,α and v are radial functions, namely, uε,α(x) = uε,α(|x|) and v(x) =
v(|x|), we get that ∇uε,α(x) = u
′
ε,α(|x|)
x
|x|
, so that
∂uε,α
∂ν
(x) = u′ε,α(1) and
similarly,
∂v
∂ν
(x) = v′(1) for x ∈ ∂B1. Thus, u
′
ε,α(1)v
′(1) = 0, but u′ε,α(1) < 0 by
the Hopf’s Lemma. Therefore v′(1) = 0 and by continuation v ≡ 0 since v = v(r)
satifies 
v
′′ +
N − 1
r
v′ + (pα − ε)r
αupα−1−εε,α v = 0, in (0, 1)
v(1) = 0 = v′(1).
This completes the proof.
3 The rescaled problem
Here, we present the rescaled problem mentioned in the introduction on which
we deduce a bifurcation result by studying the change of the Morse index of the
radial solution for α close to an even integer.
Now, denoting ρε = ε
−
1
N−2 define the function wε,α by
wε,α(x) = κε,αuε,α
(
ρ−1ε x
)
, for ρ−1ε x ∈ B1 (11)
where κε,α is defined by the relation κ
1−(pα−ε)
ε,α = CN,α ε
−
2+α
N−2 . Notice that wε,α(x)
satifies 

−∆w = CN,α|x|
αw
N+2+2α
N−2
−ε, in Bρε
w > 0 in Bρε
w = 0 on ∂Bρε
(12)
where Bρε =
{
x ∈ RN | |x| < ρε
}
. Consider uε,α extended by zero outside of
B1, so that, wε,α is also defined (as zero in R
N \Bρε) in the whole R
N .
Recall that Uλ,α, with λ > 0 in (4), are the unique radial solutions to (3) and
notice that Uλ,α(0) = λ
N−2
2 .
As a consequence of Lemma 1 and Lemma 2 we have the following fact.
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Lemma 4. Let K ⊂ (0,∞) be a compact interval. Then, wε,α −→ Uα as ε→ 0
uniformly for (α, x) ∈ K ×RN , where
Uα(x) =
λ
N−2
2
(1 + λ2+α|x|2+α)
N−2
2+α
, with λ
N−2
2 := [CN,α]
−
N−2
2(2+α) [M(N,α)]
1
2
and M(N,α) is just the RHS of (5) in Lemma 1 .
Proof. We shall use some ideas as in [5, Lemma 3.6]. First, we consider wε,α
defined in RN extended by zero outside of Bρε . From the definition of wε,α and
Lemmas 1 and 2 it follows that
wε,α(x) 6 κε,α

 µ
2+α
2(N−2)
−
ε
2
ε,α
µ
2+α
N−2
−
ε
2
ε,α + C
−1
N,αε
2+α
N−2 |x|2+α


N−2
2+α
6 ε−
1
2κε,α

 (ε−1µε,α) 2+α2(N−2)
(ε−1µε,α)
2+α
N−2 + C−1N,αµ
ε
2
ε,α|x|2+α


N−2
2+α
6
CN(
1 + |x|2+α
)N−2
2+α
, (13)
for some constant CN uniform in ε ∈ (0, ε0), α ∈ K and x ∈ R
N , in view of
εµ−1ε,α =M(N,α) + o(1), µ
ε
2
ε,α = 1 + o(1) and ε
−
1
2κε,α = C
−
N−2
2(2+α)
N,α + o(1)
as ε→ 0. Hence, the family {wε,α}ε is bounded uniformly for α ∈ K in L
∞(RN ).
The elliptic regularity theory implies that {wε,α}ε is equicontinuous on every
compact subset of RN . Hence, by the Arze´la-Ascoli Theorem, for every sequence
εn → 0 there exists a subsequence, still denoted by {wεn,α}, which converges to
some function w¯ uniformly on compact subsets of RN . Since wε,α and Uα have
uniform decay (13), the convergence is uniform in all RN . Taking the limit in
(12), using Lemma 1 again, we conclude that w¯ is a radial positive function, i.e.
w¯(x) = w(|x|), and satisfies{
−∆w = CN,α|x|
αw
N+2+2α
N−2 , w > 0, in RN
w(0) = [CN,α]
−
N−2
2(2+α) [M(N,α)]
1
2 ,
in view of
wε,α(0) = κε,αuε,α (0) = C
−
N−2
2(2+α)−ε(N−2)
N,α ε
2+α
2(2+α)−ε(N−2)
−
1
2 (εµ−1ε,α)
1/2
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and
lim
ε→0+
wε,α(0) = [CN,α]
−
N−2
2(2+α) [M(N,α)]
1
2 = λ
N−2
2 .
Indeed, if w¯(r0) = 0 for some r0 > 0, then w¯ is a solution to the problem

−∆w = CN,α|x|
αw
N+2+2α
N−2 , in Br0
w > 0 in Br0
w = 0 on ∂Br0
where Br0 =
{
x ∈ RN | |x| < r0
}
, but it is known that the latter problem has no
solution by the Pohozaev identity. Therefore, w¯ > 0 in RN . Thus, by using (4)
we conclude that w¯ = Uα.
Finally, the convergence is uniform for α ∈ K, because otherwise there exist
δ0 > 0 and sequences εn > 0, εn → 0 and αn ∈ K such that for all n ∈ N it holds
‖wεn,αn − Uαn‖L∞(RN ) ≥ δ0. (14)
Hence, there exist subsequences still denoted by εn > 0 and αn ∈ K such that
εn → 0 and αn → α
∗ for some α∗ ∈ K. Arguing exactly as before, by using (13),
{wεn,αn}n is bounded uniformly in L
∞(RN ), consequently up to a subsequence
converges uniformly in all RN to a function w∗, and using the differential equation
satisfied by wεn,αn , it follows that w
∗ = Uα∗ , which is a contradiction with (14) in
view of the uniform convergence Uαn → Uα∗ in R
N , this completes the proof.
Remark 3. Taking into account the relation between uε,α and wε,α and Lemma
3, where we proved that uε,α is radially nondegenerate in B1, it readily follows
that wε,α is radially nondegenerate in Bρε .
4 The linearized problem
In this section we consider the linearized operator of the rescaled problem (12)
at wε,α, i.e. {
−∆v = CN,α(pα − ε)|x|
αwpα−ε−1ε,α v, in Bρε
v = 0, on ∂Bρε .
(15)
Following the ideas presented in [12] (see also [1]), we decompose (15) in radial
part and angular part using the spherical harmonic functions, namely, we look
for solutions of the form
v(r, θ) =
+∞∑
k=0
vk(r)Yk(θ),
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where r = |x| ∈ (0, ρε), θ =
x
|x|
∈ SN−1 and vk(r) =
∫
SN−1
v(r, θ)Yk(θ) dθ. Here,
Yk = Yk(θ) denotes k-th spherical harmonic function, i.e. it satisfies
−∆SN−1Yk = σkYk in S
N−1 (16)
where ∆SN−1 is the Laplace-Beltrami operator on S
N−1 with the standard metric
and σk is the k-th eigenvalue of −∆SN−1 . It is known that
σk = k(N + k − 2), k = 0, 1, 2, . . . (17)
whose multiplicity is
(N + 2k − 2)(N + k − 3)!
(N − 2)!k!
and that Ker(∆SN−1 + σk) = Yk(R
N )|SN−1 , where Yk(R
N ) is the space of all
homogeneous harmonic polynomials of degree k in RN . Thus, v satisfies (15) if
and only if vk is a solution of
−v
′′
k −
N − 1
r
v′k +
σk
r2
vk = (pα − ε)CN,αr
αwpα−1−εε,α vk in (0, ρε)
v′0(0) = v0(ρε) = 0, and vk(0) = vk(ρε) = 0, if k > 0.
(18)
In this way, we have that all the eigenfunctions of (15) are given by vk(r)Yk(θ),
if vk is a solution of (18). Notice that the function v˜(r) = v0(ρεr) is a radial
solution to (9). By Lemma 3 we obtain that v˜ ≡ 0 (in other words, wε,α is
radially nondegenerate) and we get that (18) admits non trivial solutions only if
k > 0. Hence, let us introduce the following eigenvalue problem,
−z
′′ −
N − 1
r
z′ − (pα − ε)CN,αr
αwpα−1−εε,α (r)z = Λ
z
r2
in (0, ρε)
z(0) = z(ρε) = 0,
(19)
which admits an increasing sequence of eigenvalues Λεj(α), j ∈ N, which are
simple, see for instance [27]. Thus, we obtain that (18) is equivalent to find
α > 0 and integers j, k ≥ 1 such that
− σk = Λ
ε
j(α), (20)
where Λεj(α) is an eigenvalue of (19). Notice that, by Lemma 4, as ε→ 0
wpα−ε−1ε,α (r)→
λ2+α
(1 + λ2+αr2+α)2
(21)
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uniformly for r ∈ R+ and for α in compact subset of (0,+∞), where λ is defined
in Lemma 4. Hence, to study the convergence of the spectrum of (19) it is
important to know the spectrum of the limit problem, therefore we are lead to
consider the following problem
−z
′′ −
N − 1
r
z′ − pαCN,α
λ2+αrα
(1 + λ2+αr2+α)2
z = Λ
z
r2
in (0,+∞)
z ∈ E .
(22)
where
E =
{
ψ ∈ C1[0,+∞)
∣∣∣ ∫ +∞
0
rN−1|ψ′(r)|2 dr < +∞
}
.
It is known that the problem (22) has an incresing sequence of eigenvalues, which
we denote by
Λ1(α) < Λ2(α) < · · · < Λj(α) < . . . j ∈ N
where
Λ1(α) = −
(α+ 2)(2N + α− 2)
4
and Λ2(α) = 0, (23)
see [12, proof of Theorem 1.3]. Let us mention that the eigenspace of (22)
associated to the first eigenvalue Λ1(α) is spanned by the function
z(r) =
λ
2+α
2 r
2+α
2
(1 + λ2+αr2+α)
N+α
2+α
. (24)
Similarly to [12] we shall obtain that (20) has a solution αεk only for j = 1. Hence,
we will be interested in the first eigenvalue Λε1(α) and its asymptotic behavior as
ε→ 0.
Lemma 5. Let Λε1(α) and z1,ε,α denote respectively the first eigenvalue and the
positive eigenfunction of (19), where z1,ε,α is normalized with ‖z1,ε,α‖L∞ = 1.
Given a compact interval K ⊂ (0,+∞), there exists ε0 > 0 and a constant C > 0
independent of ε and α such that for all 0 < ε < ε0 and α ∈ K we have the
uniform decay
|z′1,ε,α(r)| 6
C
rN−1
, |z1,ε,α(r)| 6
C
rN−2
. (25)
Moreover,
z1,ε,α(r)→ z1,α(r) as ε→ 0, (26)
uniformly for r ∈ [0,+∞), α ∈ K, where z1,α is the positive eigenfunction of
(22) with ‖z1,α‖L∞ = 1 and
Λε1(α)→ Λ1(α) as ε→ 0,
uniformly for α ∈ K.
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Proof. Arguing as in [12, Lemmas 3.3 and 3.4], we first observe that
lim sup
ε→0
Λε1(α) < 0 (27)
uniformly for α ∈ K. Indeed, by standard computations, taking into account
(21), one can prove (27) using the variational charaterization of Λε1(α) with the
test function
ψ(r) =
λ
2+α
2 r
2+α
2
(1 + λ2+αr2+α)
N+α
2+α
φε(r),
where φε ∈ C
∞
0 [0, ρε) is a suitable cut-off function.
Let z1,ε,α be the first positive eigenfunction of (19) related to Λ
ε
1(α) and
normalized with respect to L∞-norm, namely, z1,ε,α satisfies
−z
′′ −
N − 1
r
z′ − w˜ε,αz = Λ
ε
1(α)
z
r2
in (0, ρε)
z(0) = z(ρε) = 0, ‖z‖∞ = 1,
(28)
where for simplicity we denote w˜ε,α(r) = (pα − ε)CN,αr
αwpα−1−εε,α (r). By using
(13), for ε small enough and α ∈ K we have that for some constant C > 0
independent of ε and α it holds
w˜ε,α(r) 6
Crα
(1 + r2+α)2−
N−2
2+α
ε
. (29)
By (27) and the previous inequality, there exist ε0 > 0 depending only on K and
some r0 > 0 independent of ε and α ∈ K such that
rN−1w˜ε,α(r) + Λ
ε
1(α)r
N−3 < 0, for all r > r0, α ∈ K and 0 < ε < ε0. (30)
Multiplying (28) by rN−1 and integrating on (r, ρε) we get that
rN−1z′1,ε,α(r) = ρ
N−1
ε z
′
1,ε,α(ρε) +
∫ ρε
r
[
sN−1w˜ε,α(s) + Λ
ε
1(α)s
N−3
]
z1,ε,α(s) ds,
(31)
and hence, we find that
z′1,ε,α(r) < 0 for r > r0 (32)
in view of (30), 0 ≤ z1,ε,α(r) ≤ 1 and z
′
1,ε,α(ρε) < 0. Now, multiplying (28) by
rN−1, integrating on (0, r) and using (30) and (27) we get that for r > r0
13
−rN−1z′1,ε,α(r) =
∫ r
0
[
sN−1w˜ε,α(s) + Λ
ε
1(α)s
N−3
]
z1,ε,α(s) ds
6
∫ r0
0
[
sN−1w˜ε,α(s) + Λ
ε
1(α)s
N−3
]
z1,ε,α(s) ds
6
∫ r0
0
sN−1w˜ε,α(s)z1,ε,α(s) ds (33)
From (32), the sign of z1,ε,α, (29) and (33) we find that
|rN−1z′1,ε,α(r)| ≤ C
∫ r0
0
sN−1+α
(1 + s2+α)2−
N−2
2+α
ε0
ds
and this shows (25).
Now, let us study (26). From (28) and (25) we find that
∫ +∞
0
sN−1|z′1,ε,α(s)|
2 ds ≤ C,
where z1,ε,α is assumed to be zero for s > ρε. Thus, for every sequence εn > 0
there is a subsequence (still denoted by εn) such that z1,εn,α → z
∗ weakly in
E for some function z∗ ∈ E , hence a.e. in (0,+∞) and uniformly on compact
subsets of [0,+∞). Using (25) again, we can pass to the limit into (28) getting
that z∗ 6= 0 since, from (25) the maximum point of z1,εn,α converges to a point
r¯ ∈ [0,+∞) and |z∗(r¯)| = 1 from the uniform convergence. Hence, z∗ is a solution
of (22) corresponding to the eigenvalue Λ1(α) with ‖z
∗‖L∞ = 1. Therefore,
z∗ = z1,α. Moreover, from the uniform decay (25) the convergence z1,ε,α → z1,α
is uniform on the whole [0,+∞). The convergence z1,ε,α → z1,α is uniform for
α ∈ K, because otherwise there are sequences εn > 0, εn → 0 and αn ∈ K
such that z1,εn,αn are uniformly far from z1,αn . Arguing as in Lemma 4 we get a
contradiction since from (25) there is a convergent subsequence and we can pass
to the limit into (28).
Finally, we prove the uniform convergence of Λε1(α) to Λ1(α) for α ∈ K.
Multiply (28) by rN−1z1,α(r) and integrate on (0, ρε), and also multiply (22) by
rN−1z1,ε,α(r) and integrate on (0, ρε). Then, we subtract getting
−ρN−1ε z
′
1,ε,α(ρε)z1,α(ρε) =
∫ ρε
0
[
sN−1w˜ε,α(s)− pαCN,α
λ2+αsN−1+α
(1 + λ2+αs2+α)2
]
z1,ε,α(s)z1,α(s) ds
+ [Λε1(α)− Λ1(α)]
∫ ρε
0
sN−3z1,ε,α(s)z1,α(s) ds.
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On one hand, from (25) and the definition of z1,α we find that
ρN−1ε z
′
1,ε,α(ρε)z1,α(ρε) = oε(1)
for ε small enough, uniformly in α ∈ K, while∫ ρε
0
[
sN−1w˜ε,α(s)− pαCN,α
λ2+αsN−1+α
(1 + λ2+αs2+α)2
]
z1,ε,α(s)z1,α(s) ds = oε(1)
as ε→ 0, uniformly for α ∈ K, in view of
w˜ε,α(s)→ pαCN,α
λ2+αsα
(1 + λ2+αs2+α)2
as ε → 0, uniformly for α ∈ K, (25) and dominated convergence. On the other
hand, we have that∫ ρε
0
sN−3z1,ε,α(s)z1,α(s) ds→
∫ +∞
0
sN−3z21,α(s) ds > 0
as ε→ 0, uniformly for α ∈ K. Therefore
sup
α∈K
|Λε1(α)− Λ1(α)| → 0 as ε→ 0
and this concludes the proof.
Remark 4. Using the implicit function Theorem we can prove that α 7→ Λε1(α)
is C1. Actually one can prove that Λε1(α) is analytic, c.f. [7, Proof of Lemma
2.2, part (c)] see also [1].
Remark 5. Notice that Λ1(α) = −
α2
4
−
αN
2
+ 1 − N , so that, Λ1 is strictly
decreasing for α > 0. Furthermore, the equation Λ1(α) = −σk with α > 0 is
satisfied only for αk = 2(k − 1). Hence, by the uniform convergence of Λ
ε
1 → Λ1
as ε → 0 in the compact set Kδ = [αk − δ, αk + δ] for any δ > 0, it follows that
there is ε0 > 0 (possibly depending on δ) such that for all 0 < ε 6 ε0 we have
that Λε1(αk − δ) > −σk > Λ
ε
1(αk + δ) (with fixed δ). By continuity of Λ
ε
1, there
exists at least one αεk ∈ Kδ such that
Λε1(α
ε
k) = −σk, k > 1. (34)
Now, we show that equation (20) does not have any solution if j > 2. This
fact clearly follows from the following result choosing any η < N − 1.
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Lemma 6. Let Λε2(α) denote the second eigenvalue of (19). Then, given η > 0
and a compact interval K ⊂ [0,+∞), there exists ε0 > 0 such that
Λε2(α) > −η, (35)
for all 0 < ε < ε0 and α ∈ K.
Proof. Suppose, by contradiction that (35) does not hold. Then, there exist
sequences εn > 0, αn ∈ K and numbers α
∗ ∈ K, Λ∗ < 0 such that εn → 0,
αn → α
∗ and Λn := Λ
εn
2 (αn) → Λ
∗ as n → +∞. Let z2,n be an eigenfunction
of (19) associated to Λn satisfying ‖z2,n‖L∞ = 1. Consider also z1,n the positive
eigenfunction of (19) normalized with ‖z1,n‖L∞ = 1. We recall that z1,n is
positive, z2,n changes sign once on the interval (0, ρεn) and they are orthogonal
in the sense of ∫ ρεn
0
sN−3z1,n(s)z2,n(s) ds = 0 for all n. (36)
By Lemma 5, z1,n has the uniform decay (25) and z1,n → z1,α∗ , where z1,α∗ is
the positive eigenfunction of (22) with ‖z1,α∗‖L∞ = 1. We shall use that, in this
case for n sufficiently large, z2,n also has the same decay as z1,n, namely,
|z′2,n(r)| 6
C
rN−1
and |z2,n(r)| 6
C
rN−2
(37)
for some constant C > 0 independent of n. Let us assume (37) for a moment.
Hence, as in Lemma 5, we get that z2,n → z
∗ weakly in E , a. e. in (0,+∞) and
uniformly [0,+∞). Since ‖z2,n‖L∞ = 1 and (37), the function z
∗ 6= 0. Moreover,
z∗ satisfies the limit equation (22) for α = α∗ and Λ = Λ∗ < 0. Since Λ∗ is
a negative eigenvalue of equation (22), it must be the first eigenvalue and (23)
implies that Λ∗ = Λ1(α
∗). Therefore, we have that the limit function z∗ is an
eigenfunction of (22) associated to its first eigenvalue, so z∗ is a nonzero multiple
of z1,α∗ . Now, taking into account the estimates (25) and (37) we can pass to
the limit in (36) to conclude that∫ +∞
0
sN−3z21,α∗(s) ds = 0,
which is a contradiction since z1,α∗ is a positive function.
To finish the proof it remains to show (37). Indeed, as in (30), by (29) and
the limit Λn → Λ
∗ < 0, we have that for n large enough there exists some r0
independent of n such that
rN−1w˜n(r) + Λnr
N−3 < 0, for all r > r0. (38)
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where w˜n = w˜εn,αn as defined in (28). As in (31), we get that
rN−1z′2,n(r) = ρ
N−1
εn z
′
2,n(ρεn) +
∫ ρεn
r
[
sN−1w˜n(s) + Λns
N−3
]
z2,n(s) ds, (39)
for all r ∈ [0, ρεn) and for all n > 1. Let rn be the point where z2,n changes sign.
From (39) with r = rn we obtain
rN−1n z
′
2,n(rn) = ρ
N−1
εn z
′
2,n(ρεn) +
∫ ρεn
rn
[
sN−1w˜n(s) + Λns
N−3
]
z2,n(s) ds. (40)
Without loss of generality, we consider that
z2,n > 0 in (0, rn) and z2,n < 0 in (rn, ρεn). (41)
We claim that the sequence {rn} remains bounded, since otherwise we would
find that the right hand side of (40) is positive for n sufficiently large because
of (38), (41) and z′2,n(ρεn) > 0, while the left hand side is negative because of
z′2,n(rn) < 0, so we get a contradiction.
Now, we can assume that rn 6 r0 for all n > 1. By (38) and the sign of z2,n
in (r0, ρεn) we get that z
′
2,n(r) > 0 for all r > r0. As in (33), taking into account
(38) and the signs of z2,n and z
′
2,n, we obtain that for r > r0
rN−1|z′2,n(r)| = r
N−1z′2,n(r) = −
∫ r
0
[
sN−1w˜n(s) + Λns
N−3
]
z2,n(s) ds
6 −
∫ r0
0
[
sN−1w˜n(s) + Λns
N−3
]
z2,n(s) ds
6 C.
Therefore, we get the estimate (37) and this finishes the proof.
It is important to notice that, for small fixed ε > 0, the values of α such that
wε,α is degenerate (i.e., Λ
ε
1(α) = −σk) are isolated. We can deduce this property
using that Λε1 is analytic with respect to α, see Remark 4.
5 Proof of the main result
Now we are in position to prove our main theorem. We shall use some ideas
as in [11] and [12]. We shall prove the theorem for problem (2) by proving the
bifurcation result for problem (12). Actually, we consider the problem{
−∆w = CN,α|x|
α|w|pα−ε−1w, in Bρε
w = 0 on ∂Bρε
(42)
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and show the existence of branches of nonradial solutions of (42) bifurcating from
(αεk, wε,αεk), then we prove that these solutions are positive and consequently solve
(12).
First we need some notations. Consider the set S(ε) defined by
S(ε) :=
{
(α,wε,α) ∈ (0,+∞) × C
1,γ
0 (Bρε) such that
wε,α is the unique radial solution of (12)
}
and recall that, given the curve S(ε), a point (αε, wε,αε) ∈ S(ε) is a nonradial
bifurcation point if in every neighborhood of (αε, wε,αε) in (0,+∞)× C
1,γ
0 (Bρε)
there exists a point (α, vε,α) such that vε,α is a nonradial solution of (42).
Proof of Theorem 1.
Step 1. Since the solution wε,α is always radially nondegenerate, a necessary
condition for bifurcation is that the linearized equation (15) admit a nontrivial
solution. By the arguments in section 4, it is equivalent to study the eigenvalue
problem (19) and the equation (20). We shall prove the existence of a bifurcation
point using the change in the Morse index of the solution wε,α, by Lemma 4 this
solution approaches the solution Uα of the limit problem (3) as ε tends to 0 and
in [12] it was proved that the Morse index of Uα changes as the parameter α
crosses an even integer.
Let αk = 2(k − 1) with k ∈ N, k > 2 and consider the compact inter-
val [αk − ρ, αk + ρ], notice that without loss of generality we can assume that
0 < ρ < 1. By Lemma 5, Remark 5 and Lemma 6 there exists ε0 > 0 such that
Λε1(αk − ρ) > −σk > Λ
ε
1(αk + ρ)
Λε2(α) > −σ1, ∀ α ∈ [αk − ρ, αk + ρ]
(43)
for all 0 < ε < ε0, where σk was defined in (16) and (17). Hence, by continuity
there exists at least one solution to the equation
Λε1(α) = −σk, α ∈ [αk − ρ, αk + ρ]. (44)
Moreover, we can take ε0 smaller, if necessary, so that there are no other
solutions of Λε1(α) = −σl in [αk − ρ, αk + ρ], with l 6= k, for all 0 < ε < ε0.
From now on, we fix ε ∈ (0, ε0). Since the function Λ
ε
1(α) in analytic (see
Remark 4), it follows that the solutions of (44) are isolated and hence, by (43),
we can conclude that there exists some αεk ∈ (αk − ρ, αk + ρ) and 0 < δ 6 ρ such
that
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(i) αεk is the unique solution of Λ
ε
1(α) = −σk in [α
ε
k − δ, α
ε
k + δ];
(ii) Λε1(α) 6= −σl, for all l 6= k and α ∈ [α
ε
k − δ, α
ε
k + δ];
(iii) Λε1(α) > −σk for all α
ε
k − δ 6 α < α
ε
k;
(iv) Λε1(α) < −σk for all α
ε
k < α 6 α
ε
k + δ.
(45)
In this case, for α = αεk there exists a nontrivial solution vk of (18), which
implies that all nontrivial solutions of the linearized equation (15) have the form
v(x) = vk(|x|)Yk
(
x
|x|
)
with Yk ∈ Ker(∆SN−1 + σk). Arguing as in [13, proof of Theorem 1.3] one can
prove that, when α crosses αεk, the Morse index of wε,α increases by the dimension
of the eigenspace Ker(∆SN−1 + σk).
Step 2. Now we prove that the point αεk defined as in the previous step gives rise
to a bifurcation point. We restrict our attention to the subspace Hε of C
1,γ
0 (Bρε)
given by
Hε :=
{
v ∈ C1,γ0 (Bρε) , s.t. v(x1, . . . , xN ) = v(g(x1, . . . , xN−1), xN )
for any g ∈ O(N − 1)
}
where 0 < γ < 1 and O(N − 1) is the orthogonal group in RN−1.
By a result of Smoller and Wasserman in [25], we have that for any k the
eigenspace Vk of the Laplace-Beltrami operator on S
N−1, spanned by the eigen-
functions corresponding to the eigenvalue σk which are O(N − 1) invariant is
one-dimensional. Hence, the Morse index m(α) of the radial solution wε,α in the
space Hε satisfies
m(αεk + δ)−m(α
ε
k − δ) = 1 (46)
Let us consider the operator Tε(α, v) : (0,+∞) × Hε → Hε, defined by
Tε(α, v) := (−∆)
−1 (CN,α|x|α|v|pα−ε−1v). Notice that Tε is a compact operator
for every fixed α and is continuous with respect to α. Let us suppose, by contra-
diction, that (αεk, wε,αεk) is not a bifurcation point and set Fε(α, v) := v−Tε(α, v).
In this case, there exists δ > 0 small enough such that we have (45), (46) and
Fε(α, v) 6= 0, ∀ (α, v) ∈ [α
ε
k − δ, α
ε
k + δ]×
(
Bδ(wε,α)\{wε,α}
)
, (47)
where Bδ(wε,α) is the closed ball in Hε centered in wε,α with radius δ.
Let us consider the set Γ := {(α, v) ∈ [αεk−δ, α
ε
k+δ]×Hε : ‖v−wε,α‖Hε < δ}.
Notice that Fε(α, ·) is a compact perturbation of the identity and so it makes
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sense to consider the Leray-Schauder topological degree deg (Fε(α, ·),Γα, 0) of
Fε(α, ·) on the set Γα := {v ∈ Hε such that (α, v) ∈ Γ}. From (47) it follows Fε
is an admissible homotopy, therefore by the homotopy invariance of the degree,
we get
deg (Fε(α, ·),Γα, 0) is constant on [α
ε
k − δ, α
ε
k + δ]. (48)
Since the linearized operator (Fε)v(α,wε,α) is invertible for α = α
ε
k + δ and
α = αεk − δ, we have
deg
(
Fε(α
ε
k − δ, ·),Γαεk−δ, 0
)
= (−1)m(α
ε
k
−δ)
and
deg
(
Fε(α
ε
k + δ, ·),Γαεk+δ, 0
)
= (−1)m(α
ε
k
+δ).
By (46) it follows that
deg
(
Fε(α
ε
k − δ, ·),Γαεk−δ, 0
)
= −deg
(
Fε(α
ε
k + δ, ·),Γαεk+δ, 0
)
contradicting (48). Then (αεk, wε,αεk) is a bifurcation point of (42) and the bifur-
cating solutions are nonradial since wε,α is radially nondegenerate for any α as
proved in Lemma 3.
Step 3. Finally, we prove that the branch of nonradial solutions of (42) which
bifurcate from wε,αε
k
contains only positive solutions and therefore it is a branch
of nonradial solutions of (12).
Let Σε denote the set
Σε := {(α, v) ∈ R+ ×Hε | Fε(α, v) = 0 and v 6= wε,α}
i.e. the closure, in R+ ×Hε, of the set of solutions of Fε(α, v) = 0 different from
wε,α. Notice that, by the arguments in the previous step, the pair (α
ε
k, wε,αεk)
is a nonradial bifurcation point and then belongs to Σε. For (α
ε
k, wε,αεk) ∈ Σε
let C(αεk) ⊂ Σε denote the closed connected component of Σε which contains
(αεk, wε,αεk) and it is maximal with respect to the inclusion.
Consider the set C ⊂ C(αεk) of points (α,wα) for which wα is a positive
solution. Since (αεk, wε,αεk) ∈ C then C 6= ∅. By standard arguments (see [9,
Theorem 3.3, Step 1]) one can prove that the set C is open and closed in C(αεk)
and therefore it is a branch of nonradial solutions of (12).
Since we proved the existence of nonradial solutions of (12), by inverting
the transformation (11) we get the existence of nonradial solutions of (2). This
finishes the proof.
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