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INTEGRAL GEOMETRY OF EXCEPTIONAL SPHERES
GIL SOLANES AND THOMAS WANNERER
Abstract. The algebras of valuations on S6 and S7 invariant under the actions
of G2 and Spin(7) are shown to be isomorphic to the algebra of translation-
invariant valuations on the tangent space at a point invariant under the action
of the isotropy group. This is in analogy with the cases of real and complex
space forms, suggesting the possibility that the same phenomenon holds in all
Riemannian isotropic spaces. Based on the description of the algebras the full
array of kinematic formulas for invariant valuations and curvature measures in
S
6 and S7 is computed. A key technical point is an extension of the classical
theorems of Klain and Schneider on simple valuations.
1. Introduction
Exploiting various algebraic structures introduced by S. Alesker [3–5] on the space
of valuations, a conceptual breakthrough in integral geometry was recently achieved
by A. Bernig and J.H.G. Fu. At the core of their new approach lies the observation
that the kinematic formulas encode a structure which is equivalent to the product
of valuations discovered by Alesker. Employing more of the algebraic machinery
developed by Alesker, Bernig and Fu [20] succeeded in computing the principal
kinematic formula for the action of the affine unitary group on Cn and described a
simple procedure to obtain the full array of kinematic formulas.
Since then, this new approach to integral geometry has developed quite rapidly.
The reader might consult [32] or the recent results [22–24,53,54] for what is currently
known about kinematic formulas in flat isotropic spaces, [34,46] for the state of the
art regarding the regularity needed for sets to satisfy kinematic formulas, [2,11,35,51]
for isoperimetric-type inequalities arising in integral geometry, or [18, 29, 42] for
integral geometry under large non-compact groups.
More recently, Alesker has developed a theory of valuations on manifolds gener-
alizing the classical theory of valuations on convex bodies in affine spaces [6–10]. In
particular, a natural algebra structure has been found on the space of valuations on
any smooth manifold. In combination with previous results by Fu [30], this theory
provides a framework for investigating the integral geometry of any Riemannian
isotropic space (i.e. a Riemannian manifold M with a Lie group of isometries G act-
ing transitively on the sphere bundle SM). These pairs (M,G) with G connected
were classified by Tits [52] and Wang [55] as follows. If M is simply connected, then
M = V is flat euclidean space under the action of the groups H ⋉ V with H from
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the list
SO(n), U(n), SU(n), Sp(n), Sp(n)U(1), Sp(n) Sp(1),
G2, Spin(7), Spin(9);
or M is a real, complex, quaternionic, or octonionic space form under the action of
the identity component of the isometry group; or M is S6 or S7 under the action of
G2 or Spin(7) respectively. If M is not simply connected, then M is real projective
space under action of the identity component of the isometry group or RP 6 or RP 7
under the action of G2 or Spin(7)/{±1} respectively.
In all these spaces kinematic formulas exist in the following form. Let V(M)G
denote the space of smooth G-invariant valuations on M (cf. Definition 2.3). There
exists a linear map k : V(M)G → V(M)G ⊗ V(M)G which encodes the kinematic
formulas in the sense that
k(ϕ)(A,B) =
∫
G
ϕ(A ∩ gB) dg, ϕ ∈ V(M)G.
Here dg is a suitably normalized Haar measure on G and A,B ⊂M are sufficiently
nice compact sets. There are also kinematic formulas at the local level: for the
space C(M)G of G-invariant smooth curvature measures (cf. Definition 2.4) there is
a linear map K : C(M)G → C(M)G ⊗ C(M)G such that
K(Ψ)(A,U,B, V ) =
∫
G
Ψ(A ∩ gB,U ∩ gV ) dg, Ψ ∈ C(M)G
where A,B are as before and U, V ⊂M are Borel sets.
Building on [1, 20] and the foundational work of Alesker, the global kinematic
operator k was computed in complex projective CPn and complex hyperbolic space
CHn by Bernig, Fu, and the first-named author in [21]. This allowed also the
computation of the local kinematic operator K on Cn, and on CPn,CHn as well.
In fact, by Howard’s transfer principle [21, 38] there is a natural identification be-
tween the invariant curvature measures of any pair of isotropic spaces with the same
isotropy group, and the local kinematic operators correspond to each other under
this identification.
Compared to the classical case of real space forms, the complex case turned out
to be much richer, displaying several unexpected phenomena for which a geometric
explanation is still missing. Among them, the most striking fact is that the algebras
of invariant valuations on CPn,CHn and Cn are isomorphic. For the real space
forms, the same is true for trivial reasons, but in the complex case no canonical
construction explaining the existence of an isomorphism is known.
It is then natural to ask the following question:
Given two isotropic spaces with isomorphic isotropy groups, are their algebras of
invariant valuations isomorphic?
In the present paper we answer this question in the affirmative for the exceptional
spheres S6 and S7 under the respective actions of G2 and Spin(7).
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Theorem 1.1. There exist isomorphisms between the algebras of invariant valua-
tions on
(S6,G2) and (C
3,SU(3))
and also between the algebras of invariant valuations on
(S7,Spin(7)) and (R7,G2)
where H = H ⋉ V stands for the group generated by H and the translations of the
vector space V on which H acts linearly.
In the flat spaces (Cn,SU(n)) and (R7,G2) the algebra structure of the invari-
ant valuations has been described by Bernig in [14, 16], together with the global
kinematic operator k. Theorem 1.1 allows us to compute explicitly not only this
operator in the exceptional spheres but also the local kinematic formulas which
were not previously known (Theorems 5.25 and 6.15). We illustrate these results
by bounding the mean intersection number of Lagrangian and associative submani-
folds with arbitrary submanifolds of complementary dimension (Corollaries 5.19 and
6.12).
It turns out that the relation between curvature measures and valuations in S6 and
S7 is more subtle than in complex space forms. For instance, while every invariant
curvature measure globalizing to zero in Cn has non-trivial globalization in CPn,
there are invariant curvature measures that lie in the kernel of the globalizations to
C
3 and to S6. The same happens for S7 and R7. It is also remarkable that in each of
these geometries one encounters invariant curvature measures which are odd. This
is interesting, since all invariant valuations in isotropic affine spaces have been found
to be even, but a geometric explanation of this fact is missing.
A key ingredient in our work is the fact that the algebra of valuations on a
smooth manifold has an associated graded algebra which is isomorphic to the space
of sections of a certain bundle. More precisely, there is a natural filtration V(M) =
V0(M) ⊃ · · · ⊃ Vn(M) which is compatible with the product of valuations. Alesker
[6] constructed an isomorphism between the induced graded algebra
⊕
i Vi/Vi+1
and the space of smooth sections of the bundle Val(TM) of translation-invariant
valuations on the tangent spaces of M . In Section 3 we define a similar filtration
C0(M) ⊃ · · · ⊃ Cn(M) on the space of curvature measures. This space has a natural
module structure over the algebra of valuations which turns
⊕
i Ci/Ci+1 into a graded
module over the graded algebra.
Theorem 1.2. There exists a canonical isomorphism of graded modules
n⊕
i=0
Ci/Ci+1 ∼= Γ(Curv(TM)),
where Curv(TM) is the bundle of translation-invariant smooth curvature measures
on the tangent spaces of M .
Another key point in our study of the integral geometry of S7 is the restriction
of invariant valuations and curvature measures to S6, viewed as a totally geodesic
subsphere. This leads naturally to the problem of describing simple valuations and
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curvature measures. Recall that a valuation ψ on an n-dimensional vector space V
is called simple if
ψ(K) = 0
for every convex body K contained in an affine hyperplane E ⊂ V . For translation-
invariant and continuous valuations on V , a complete characterization of simple
valuations is provided by the classical theorems of Klain [39] and Schneider [49]:
for every such valuation the homogeneous components of degrees smaller than n −
1 must vanish, and the degree n − 1 component must be odd. In Section 4 we
extend this characterization to simple valuations that are smooth, but not necessarily
translation-invariant. On a smooth manifold it does not make sense to speak of
even and odd valuations, but one can decompose Vi(M) = V+i (M) ⊕ V−i (M) into
the eigenspaces of the Euler-Verdier involution σ (see Section 2.2).
Theorem 1.3. For every smooth valuation ψ ∈ V(V ) on an n-dimensional vector
space V the following are equivalent:
i) ψ is simple
ii) ψ ∈ Vn−1 and σ(ψ) = (−1)nψ
iii) ι∗ψ = 0 for every smoothly embedded manifold ι : N →֒ V with dimN < n.
As a corollary, we obtain that the restriction of invariant curvature measures from
S7 to S6 is essentially injective.
Acknowledgments. We thank Semyon Alesker and Andreas Bernig for useful
comments on a previous version of this paper.
2. Background
2.1. Octonionic linear algebra. LetO denote the normed algebra of the octonions
with euclidean inner product
〈x, y〉 = Rexy = Re xy,
where x denotes conjugation in O. Readers not familiar with the octonions may
wish to consult Baez’s excellent survey article [13] or Chapter 6 of [37].
Let ImO = 1⊥ be the hyperplane of pure octonions. The associative 3-form
φ ∈ ∧3(ImO)∗ is given by
φ(u, v, w) = 〈u, v · w〉, u, v, w ∈ ImO.
With respect to a suitable orthonormal basis 1 = e0, e1, . . . , e7 of O, we have
φ = e123 + e145 + e167 + e246 − e257 − e347 − e356, (1)
where we write eijk for ei∧ej ∧ek, denoting by e0, . . . , e7 the dual basis to e0, . . . , e7.
Observe that ei · ej = φ(ei, ej , ek)ek (here and throughout the text we use the
convention of summation over repeated indices). Thus the octonionic product is
completely determined by the above expression of φ. In particular, the following
identities hold
e1 · e2 = e3, e1 · e4 = e5, e1 · e6 = e7, e2 · e4 = e6,
e2 · e5 = −e7, e3 · e4 = −e7, e3 · e5 = −e6.
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Moreover, ei · ej = −ej · ei if i 6= j, and ej · ek = ei if ei · ej = ek with 1 ≤ i, j, k ≤ 7.
The Hodge dual ψ = ∗φ ∈ ∧4(ImO)∗, is given by
ψ = e4567 + e2367 + e2345 + e1357 − e1346 − e1256 − e1247
where eijkl = ei ∧ ej ∧ ek ∧ el.
The triple cross-product in O
y × z × w = 1
2
((yz)w − (wz)y) , x, y, z, w ∈ O,
is alternating and thus defines a 4-form
Φ(x, y, z, w) = 〈x, y × z × w〉, x, y, z, w ∈ O
called the Cayley calibration. An alternate expression (cf. [48, Theorem 5.20]) is
Φ = e0 ∧ φ+ ψ. (2)
In particular, the Cayley calibration is self-dual, ∗Φ = Φ.
On O = C4 with complex structure given by left-multiplication by e1 the standard
Ka¨hler form and the complex determinant are
ω = e0 ∧ e1 + e2 ∧ e3 + e4 ∧ e5 + e6 ∧ e7 ∈ ∧2O∗
and
Ω = (e0 + ie1) ∧ (e2 + ie3) ∧ (e4 + ie5) ∧ (e6 + ie7) ∈ ∧4O∗ ⊗ C.
The Cayley calibration may be expressed as
Φ =
1
2
ω ∧ ω +ReΩ (3)
The exceptional Lie group G2 may be defined as the automorphism group of the
octonions
G2 = {g ∈ GL(O) : g(xy) = g(x)g(y) for all x, y ∈ O},
where GL(O) denotes the group of invertible R-linear endomorphisms of O. As
usual Spin(7) denotes the double cover of SO(7). These groups can alternatively be
described as those linear transformations fixing the associative form φ or the Cayley
calibration Φ, respectively.
Proposition 2.1 ([37, Theorem 6.80] and [48, Lemma 9.2]).
G2 = {g ∈ GL(ImO) : g∗φ = φ}
Spin(7) = {g ∈ GL(O) : g∗Φ = Φ}
The preceding proposition together with the identities (1), (2), and (3) implies
the inclusions
SU(3) ⊂ G2 ⊂ Spin(7) and SU(4) ⊂ Spin(7) (4)
and the following
Proposition 2.2 ([48, Theorems 8.1 and 9.1]). G2 acts transitively on S
6 ⊂ ImO
with isotropy group SU(3), and Spin(7) acts transitively on S7 ⊂ O with isotropy
group G2.
2.2. Valuations and curvature measures.
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2.2.1. Valuations on vector spaces. Let V be a finite dimensional real vector space,
and let K(V ) denote the space of compact convex sets in V . A valuation on V is a
functional ϕ : K(V )→ C such that
ϕ(A ∪B) = ϕ(A) + ϕ(B)− ϕ(A ∩B)
whenever A,B,A ∪ B ∈ K(V ). The space of continuous (with respect to Hausdorff
topology) translation-invariant valuations is denoted Val = Val(V ). The McMullen
decomposition of this space is (cf. [44])
Val =
⊕
k,ǫ
Valǫk (5)
where the sum extends over ǫ = ±, k = 0, . . . ,dimV and Val+k (resp. Val−k ) denotes
the subspace of even (resp. odd) k-homogeneous valuations: ϕ ∈ Valǫk iff ϕ(λA) =
λkϕ(A) and ϕ(−A) = ǫϕ(A) for every λ > 0 and A ∈ K(V ).
Alesker introduced the dense subspace Val∞ ⊂ Val of smooth valuations. One of
the main features of this subspace is that it carries a number of algebraic structures.
Another salient feature is that a large part of these constructions extend to general
smooth manifolds. Surprisingly, there exists also a rich theory of valuations without
any continuity assumptions, see, e.g., [27, 43,45].
2.2.2. Klain functions. A homogeneous even continuous translation-invariant valua-
tion admits a simple description in terms of its Klain function [40]. Given ϕ ∈ Val+k ,
this is a function Klϕ defined on the Grassmannian of k-planes Grk(V ) by
ϕ(A) = Klϕ(E) volk(A), E ∈ Grk(V ), A ∈ K(E).
Here for simplicity we endow V with an euclidean structure, and volk denotes the
Lebesgue measure on E ⊂ V with the induced euclidean structure. It was shown by
Klain that ϕ = ψ if and only if Klϕ = Klψ.
2.2.3. Valuations on manifolds. Recently, a theory of valuations on manifolds has
been developed by Alesker [6–10]. In the following, let M be a smooth oriented
manifold of dimension n and let π : SM → M denote the cosphere bundle of M ,
that is the bundle over M whose fiber over x is SxM = (T
∗
xM \ {0})/R+.
Let P(M) denote the space of compact submanifolds with corners (or smooth
simple polyhedra) on M . For A ∈ P(M), the normal cycle N(A) is an oriented
Lipschitz submanifold of the cosphere bundle SM (cf. [7, Definition 2.4.2]). It
consists of the oriented hyperplanes [ξ] ∈ SxM such that ξ(v) ≤ 0 for all v ∈ TxA.
The normal cycle defines a closed Legendrian (n−1)-dimensional current on SM (i.e.
it vanishes on exact forms, and also on multiples of any contact form α ∈ Ω1(SM)).
Definition 2.3. Given complex-valued differential forms ω ∈ Ωn−1(SM), η ∈
Ωn(M) the functional [[ω, η]] defined by
[[ω, η]](A) =
∫
N(A)
ω +
∫
A
η, A ∈ P(M) (6)
is a called a smooth valuation. The space of smooth valuations on M is denoted by
V = V(M).
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In caseM = V is a vector space, the space V(V )V of smooth translation invariant
valuations coincides with Val∞(V ).
2.2.4. Curvature measures.
Definition 2.4. Given complex-valued differential forms ω ∈ Ωn−1(SM), η ∈
Ωn(M) the functional [ω, η] which assigns to each A ∈ P(M) the complex-valued
Borel measure on M
[ω, η](A,U) =
∫
N(A)∩π−1(U)
ω +
∫
A∩U
η, U ⊂M (7)
is called a smooth curvature measure. The space of smooth curvature measures on
M is denoted by C = C(M).
We will denote by Curv = Curv(V ) the space of translation invariant smooth cur-
vature measures, and by Curvk its k-homogeneous component [21, (2.1)]. We con-
sider also the spaces Curv+,Curv− defined by Φ ∈ Curvε if and only Φ(−A,−U) =
ǫΦ(A,U).
Given a function f ∈ C∞(M), to each curvature measure Ψ we associate a smooth
valuation Ψf , also denoted Ψ(f),Ψ(·, f), by setting Ψf (A) =
∫
M fdΨ(A,−). In
particular, for f ≡ 1 this defines the globalization map
glob : C(M)→ V(M)
The kernel of this map was described in [17] in terms of the Rumin differential [47].
Given ω ∈ Ωn−1(SM), there exists an (n− 2)-form ξ such that
Dω := d(ω + α ∧ ξ) (8)
is a multiple of the contact form α. The n-form Dω is unique and is called the
Rumin differential of ω. It was proved in [17] that a curvature measure Ψ given by
(7) satisfies globΨ = 0 if and only if
Dω + π∗η = 0 and
∫
SxM
ω = 0, x ∈M.
The spaces Ωn−1(SM), Ωn(M) have a natural Fre´chet topology. Following [7,
Section 3.2] we take on V(M) and C(M) the quotient topology defined by the maps
(ω, η) 7→ [[ω, η]] and (ω, η) 7→ [ω, η]. Since the kernel of these maps is closed, the
spaces C(M) and V(M) are Fre´chet.
2.2.5. Pull-back. If ι : M1 → M2 is an immersion then the pull-back of valuations
ι∗ : V(M2) → V(M1) and of curvature measures ι∗ : C(M2) → C(M1) is defined by
(cf. [10, Section 3.1] and [21, Prop. 2.4])
ι∗µ(A) = µ(ι(A)), (9)
(ι∗Ψ)ι∗f = ι∗(Ψf ), (10)
where µ ∈ V(M2),Ψ ∈ C(M2), A ∈ P(M1), and f ∈ C∞(M2).
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2.2.6. Filtration and Euler-Verdier involution. The space V(M) is not naturally
graded as in (5), but there is a natural filtration V(M) = V0(M) ⊃ · · · ⊃ Vn(M)
defined by
µ ∈ Vk ⇐⇒ lim
t→0
1
ti
µ(φ(tA)) = 0, i < k, A ∈ P(TxM)
where φ : TxM →M is any local diffeomorphism with φ(0) = x, cf. [7]. Also, there
is a decomposition of V, similar to the splitting of Val into even and odd parts,
induced by the Euler-Verdier involution σ : V → V (cf. [7]). If ϕ = [[ω, η]], then
σϕ = (−1)n[[a∗ω, η]] where a : SM → SM is the fiberwise antipodal map. This
involution preserves the filtration. For ϕ ∈ Valk, one has σϕ(A) = (−1)kϕ(−A).
Similarly, there is a natural involution σ on C(M) defined by σ[ω, η] = (−1)n[a∗ω, η].
2.2.7. Algebra and module structures. There is a product structure on V(M), called
the Alesker product, which turns this space into a commutative algebra with the
Euler characteristic χ as unit.
Proposition 2.5. The Alesker product satisfies the following properties
i) equivariance with respect to pull-backs: if ι : M1 → M2 is an immersion, then
ι∗(µ1 · µ2) = ι∗(µ1) · ι∗(µ2).
ii) continuity, with respect to the natural topology on V(M) (cf. [7, Section 3.2]).
iii) compatibility with the filtration: Vi · Vj ⊂ Vi+j
iv) compatibility with the Euler-Verdier involution: σ(µ1 · µ2) = σ(µ1) · σ(µ2).
The space C(M) is naturally a module over the algebra V(M) (cf. [21, Proposition
2.3]) with multiplication determined by
(µ ·Ψ)f = µ ·Ψf , f ∈ C∞(M).
It follows from (10) that
ι∗(µ ·Ψ) = ι∗µ · ι∗Ψ. (11)
2.3. The frame bundle. Let M be a Riemannian manifold of dimension n. The
frame bundle π : FO(n)(M)→M is a principal bundle over M with structure group
O(n) whose fiber over each point p ∈ M consists of all orthonormal bases of TpM .
The right action of a ∈ O(n) on FO(n) is denoted by Ra
Associated with the frame bundle ofM are the Rn-valued solder 1-form ω and the
so(n)-valued connection 1-form ϕ on FO(n)(M). At e = (e1, . . . , en) ∈ FO(n)(M) the
solder form is defined by dπe = (e1, . . . , en)·ωe. The connection form is characterized
by dω = −ϕ ∧ ω (cf. [25]). Under the action of O(n) we have
R∗aωi = aji ωj (12)
R∗aϕij = aki alj ϕkl (13)
The solder and connection forms satisfy the well-known structure equations
dωi = −ϕij ∧ ωj (14)
dϕij = −ϕik ∧ ϕkj +Φij (15)
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where 1 ≤ i, j, k ≤ n, repeated indices are summed over, and the so(n)-valued curva-
ture 2-form Φ is related to the curvature tensor R(X,Y )Z = ∇[X,Y ]Z − [∇X ,∇Y ]Z
through
Φij =
1
2
〈R(ei, ej)ek, el〉 ωk ∧ ωl.
We will also make use of the following expressions for the pull-back of the solder
and connection forms under a smooth map.
Lemma 2.6. Let N be a smooth manifold and let f : N → FO(n)(M) be a smooth
map, f(q) = (π(f(q)), e1(q), . . . , en(q)). If X is a tangent vector at p ∈ N , then
f∗ωi(X) = 〈ei, d(π ◦ f)(X)〉,
f∗ϕij(X) = 〈ei,∇t(ej ◦ γ)|t=0〉,
where ∇t denotes the covariant derivative along any smooth curve γ in N with
γ(0) = p and γ˙(0) = X.
3. Filtrations and the Transfer Principle
Here we introduce a canonical filtration of C(M) and prove Theorem 1.2. For
a Riemannian manifold, Section 2.2.2 of [21] describes a canonical isomorphism
τ : C(M)→ Γ(Curv(TM)) called transfer map. Proposition 3.5 clarifies the relation
between the transfer map and the filtration. Section 3.2 contains applications of
these ideas to the integral geometry of isotropic spaces.
3.1. Filtrations. Given a smooth manifold M , let Val∞(TM) and Curv(TM) de-
note the Fre´chet vector bundles overM whose fibers over x ∈M are Val∞(TxM) and
Curv(TxM). We denote by Val
∞
k (TM),Curvk(TM) the subbundles of k-homogeneous
elements. Let glob : Curv(TM) → Val∞(TM) denote the fiberwise globalization.
The Alesker product and the module structure of Curv give rise to fiberwise products
Val∞(TM)⊗Val∞(TM) −→ Val∞(TM)
Val∞(TM)⊗ Curv(TM) −→ Curv(TM).
Let us recall the construction of a canonical epimorphism Λk : Vk → Γ(Val∞k (TM))
from [6,7]. If µ ∈ Vk then
Λkµ|x(A) = lim
t→0
1
tk
µ(φ(tA)), A ∈ P(TxM), (16)
where φ : TxM →M is any local diffeomorphism with φ(0) = x, dφ0 = id, defines a
translation-invariant valuation Λkµ|x on TxM . Since Vk+1 = ker Λk, this yields an
isomorphism
Ξk : Vk/Vk+1 → Γ(Val∞k (TM)). (17)
Since the Alesker product is compatible with the filtration, the space
⊕
k Vk/Vk+1
is naturally a graded algebra.
Theorem 3.1 ([8]). The graded map Ξ := ⊕kΞk
Ξ:
⊕
k
Vk/Vk+1 →
⊕
k
Γ(Val∞k (TM)) (18)
is an isomorphism of algebras.
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Next we extend these constructions to the space of curvature measures. Let
Ωn−1k (SM) denote the space of ω ∈ Ωn−1(SM) such that for all ξ ∈ SM , one
has ωξ|E = 0 for any (n − 1)-dimensional subspace E ⊂ TξSM such that dimE ∩
ker(dπ) ≥ n− k. We introduce a filtration on C(M) by
Ck = {[ω, η] : ω ∈ Ωn−1k (SM), η ∈ Ωn(M)}, k < n
Cn = {[0, η] : η ∈ Ωn(M)}.
Notice that Vk = glob(Ck) by Proposition 5.2.5 of [6].
Let us now construct a canonical map Λ′k : Ck → Γ(Curvk(TM)). Let x ∈M , and
fix a local diffeomorphism φ : TxM → M with φ(0) = x, dφ0 = id. For t ∈ R let
ht(y) = ty, y ∈ TxM . For Ψ ∈ Ck set
Λ′k(Ψ)|x := lim
t→0
1
tk
(φ ◦ ht)∗Ψ.
Proposition 3.2.
i) Λ′k : Ck → Γ(Curvk(TM)) is well-defined, independent of φ and surjective.
ii) Ψ ∈ Ck if and only if at every x ∈M one has
lim
t→0
1
ti
(φ ◦ ht)∗Ψ = 0, for i < k (19)
for a local diffeomorphism φ : TxM →M with φ(0) = x, dφ0 = id.
iii) ker Λ′k = Ck+1
Proof. Let φ¯, h¯ : STxM → SM be the maps induced by φ, h on the cosphere bundle.
Given Ψ = [ω, η] with ω ∈ Ωn−1k (SM), k < n, and A ∈ P(TxM), f ∈ C∞(TxM) we
have
Λ′k(Ψ)x(A, f) = lim
t→0
1
tk
∫
N(A)
f · h¯∗t φ¯∗ω +
1
tk
∫
A
h∗tφ
∗η
=
∫
N(A)
f · πk(φ¯∗ω)tr, (20)
where (φ¯∗ω)tr denotes the translation-invariant form on STxM which coincides with
φ¯∗ω on every point of {0} × SxM ⊂ STxM , and πk takes the k-homogeneous part.
In particular we see that Λ′kΨx ∈ Curvk(TxM). Moreover, it is not difficult to
check, e.g. in local coordinates, that πk(φ¯
∗ωtr) does not depend on φ and that Λ′k is
surjective.
Repeating the argument leading to (20) shows that Ψ ∈ Ck implies (19). Moreover,
it is enough to prove the converse for M = Rn. Let Ψ = [ω, 0] satisfy (19) and let i
be maximal subject to ω ∈ Ωn−1i . If i < k, then repeating the computation leading
to (20) shows [πi(ω
tr), 0] = 0. Thus ω can be modified by multiples of α and dα to
yield a form ω˜ ∈ Ωn−1i+1 with Ψ = [ω˜, 0]; a contradiction.
Item (iii) is an immediate consequence of (ii). 
It follows that Λ′k induces an isomorphism
Ξ′k : Ck/Ck+1 → Γ(Curvk(TM)).
Proposition 3.3. Vk · Cl ⊂ Ck+l
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Proof. Let µ ∈ Vk, Ψ ∈ Cl. By (11) and the continuity of the Alesker product, we
have for every f ∈ C∞(TxM) and i ≤ k + l
lim
t→0
t−i(φ ◦ ht)∗(µ ·Ψ)(f) = lim
t→0
t−i(φ ◦ ht)∗µ · ((φ ◦ ht)∗Ψ)f
= lim
t→0
t−k(φ ◦ ht)∗µ · lim
t→0
tk−i((φ ◦ ht)∗Ψ)f . (21)
If i < k + l, then the last factor vanishes, which shows µ ·Ψ ∈ Ck+l. 
The graded space
⊕
i Ci/Ci+1 is thus naturally a module over
⊕
i Vi/Vi+1. This
structure is compatible with the map Ξ′ = ⊕kΞ′k in the following sense.
Proposition 3.4. Given ϕ ∈⊕i Vi/Vi+1 and Θ ∈⊕i Ci/Ci+1
Ξ′(ϕ ·Θ) = Ξ(ϕ) · Ξ′(Θ).
Proof. Let ϕ =
∑
i µi, and Θ =
∑
j Ψj with µi ∈ Vi/Vi+1,Ψj ∈ Cj/Cj+1. Equality
(21) gives
Ξ′i+j(µi ·Ψj) = Ξi(µi) · Ξ′j(Ψj),
which directly yields the statement. 
Let now M be endowed with a connection (e.g. the Levi-Civita connection if M
is Riemannian). Proposition 2.22 in [21] defines a map τ : C(M) → Γ(Curv(TM))
called transfer map, which associates to each Φ ∈ C(M) a section τ(Φ) of Curv(TM)
as follows. If Ψ = [ω, η] ∈ C(M), then τ(Ψ)|x = [ωtr, ηtr] where ωtr ∈ Ωn−1(STxM)
and ηtr ∈ Ωn(TxM) are the translation-invariant forms such that ηtrx = ηx and
ωtrξ = ωξ for all ξ ∈ SxM . Here we identified Tξ(SM) with Tξ(STxM) via the
connection (cf. [21, (2.9), (2.10)]).
Proposition 3.5. Let Ψ ∈ Ck(M). Then
Λ′k(Ψ) = πk ◦ τ(Ψ),
where πk : Γ(Curv(TM))→ Γ(Curvk(TM)) is the canonical projection.
Proof. For k = n the proof is immediate. For k < n, let Ψ = [ω, η], and take
φ = expx, the exponential map, in the definition of Λ
′
k. By (20), we see
(Λ′kΨ)x = [πk(φ¯
∗ω)tr, 0].
But (φ¯∗ω)tr is the translation-invariant form ωtr defining τ(Ψ), since in this case the
differential (dφ¯)ξ : TξSTxM → TξSM at ξ ∈ SxM coincides with the identification
mentioned before. 
Corollary 3.6. The following diagram commutes
Ck/Ck+1 πk◦τ //
glob

Γ(Curvk(TM))
glob

Vk/Vk+1 Ξk // Γ(Val∞k (TM))
Suppose now further that M is Riemannian. The following lemma contains two
basic properties that will be useful later.
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Lemma 3.7 (cf. [32, eq. (2.4.8)]).
i) Let Ψ ∈ C(M) such that τ(Ψ) ∈ Γ(Curvk(TM)). Let P ⊂ M be a compact
totally geodesic submanifold with boundary. If dimP 6= k, then Ψ(P, · ) = 0
on P \ ∂P .
ii) Let Ψ ∈ Ck(M). Let P ⊂ M be a compact k-dimensional submanifold with
boundary. Then
Ψ(P,U) =
∫
P∩U
Klglobx(Ψ)(TxP )dx, U ⊂M,
where globx(Ψ) = Λk(glob Ψ)x ∈ Val∞k (TxM), and dx is the volume element
on P . If dimP < k, then globΨ(P ) = 0.
Proof. i) For k = n we clearly have Ψ(P, ·) = 0 if dimP < n. Suppose k < n, and let
ξ ∈ N(P ) be such that π(ξ) ∈ P \∂P . Let TξSM = H⊕V be the decomposition into
horizontal and vertical parts induced by the connection. By assumption, Ψ = [ω, 0]
with
ωξ ∈ ∧kH∗ ⊗∧n−k−1V ∗,
and TξN(P ) = HP ⊕ VP with HP ⊂ H, VP ⊂ V and dimHP = dimP 6= k. The
statement follows.
ii) Let G,F be the bundles over M whose fibers over x are respectively
Gx = Grk(TxM), Fx = {(ξ,E) ∈ SxM ×Grk(TxM) : ξ⊥E}.
Consider the double fibration G
π1← F π2→ SM where π1, π2 are the obvious maps.
Let Ψ = [ω, 0]. Given P a k-dimensional submanifold, we consider TP as a
submanifold of G. Then N(P ) \ π−1∂P = (π2)∗π∗1(TP ) and thus
Ψ(P,U) =
∫
TP |U
(π1)∗π∗2ω =
∫
P∩U
f(TxM)dx,
where f is a smooth function on G.
Given φ as in (16), E ∈ Grk(TxM) and A ∈ K(E)sm, the smoothness of f implies
glob(Ψ)(φ(tA)) = tk volk(A)f(E) +O(t
k+1).
We conclude that f = Klglobx(Ψ), which proves the Lemma. 
3.2. The transfer principle. A Riemannian isotropic space (M,G) is a Riemann-
ian manifold M with a Lie group of isometries G acting transitively on the sphere
bundle SM . The spaces V(M)G, C(M)G of G-invariant smooth valuations and cur-
vature measures of M are finite dimensional.
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3.2.1. Local, semi-local, global kinematic operators. We briefly recall these from Sec-
tion 2.3.2 of [21]. Respectively, they are the maps K, k¯, k
CG K //
id

CG ⊗ CG
glob⊗id

CG k¯ //
glob

VG ⊗ CG
glob⊗ glob

VG k // VG ⊗ VG
uniquely determined by the commutativity of the diagrams and the defining relation:
K(Ψ)(A,U,B, V ) =
∫
G
Ψ(A ∩ gB,U ∩ gV ) dg
for all A,B ∈ P(M) and all Borel sets U, V ⊂ M . Here and in the following dg is
the Haar measure on G, normalized so that dg{g ∈ G : o ∈ g(U)} = vol(U) for any
o ∈M and any Borel set U ⊂M .
The space VG is spanned by finitely many valuations of the form
µGA =
∫
G
χ( · ∩ gA) dg, A ∈ P(M).
The module product of such a valuation with a curvature measure Ψ ∈ C(M) is
given by (see [21, Corollary 2.16])
µGA ·Ψ(B,U) =
∫
G
Ψ(B ∩ gA,U) dg.
IfM is compact, there is a pairing pd: VG⊗VG → R called Alesker-Poincare´ duality
and given by
pd(ϕ, µ) =
(ϕ · µ)(M)
vol(M)
. (22)
This pairing was extended to non-compact spaces in [21]. In all cases, pd is perfect
and so defines an isomorphism pd: VG → VG∗.
The fundamental theorem of algebraic integral geometry [20, 21] states that the
Alesker product and the global kinematic operator are dual to each other under pd;
i.e.
(pd⊗ pd) ◦ k = m∗ ◦ pd (23)
where m∗ is the adjoint of the Alesker product m : VG ⊗ VG → VG. Equivalently,
k(χ) = pd−1 as elements in Hom((VG)∗,VG), and k is multiplicative in the sense
that
k(µ) = (χ⊗ µ)k(χ) = (µ ⊗ χ)k(χ)
for each µ ∈ VG. Similarly, for µ ∈ VG and Ψ ∈ CG, one has
K(µ ·Ψ) = (χ⊗ µ) ·K(Ψ) = (µ⊗ χ) ·K(Ψ), (24)
k¯(µ ·Ψ) = k(µ) · (χ⊗Ψ). (25)
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3.2.2. The transfer principle. Let (M,G) be a Riemannian isotropic space, fix a
representative point o ∈ M and let H denote its stabilizer. When restricted to G-
invariant curvature measures, the transfer map τ defines an isomorphism of vector
spaces τ : C(M)G → Curv(ToM)H . The transfer principle (cf. [21, 38]) states that
the local kinematic operators in (M,G) and (ToM,H) correspond to each other
through τ . We will often omit τ and identify implicitly C(M)G with Curv(ToM)H .
Lemma 3.8. Let glob: Curv(ToM)
H ∼= C(M)G → V(M)G be the globalization map
in M . For each k, suppose that Ψk,1, . . . ,Ψk,mk ∈ CurvHk globalize in ToM to a basis
of ValHk . Then {glob(Ψk,q) : 0 ≤ k ≤ n, 1 ≤ q ≤ mk} is a basis of V(M)G.
Proof. By Corollary 3.6, the restriction of glob to the space spanned by Ψk,1, . . . ,Ψk,mk
defines an isomorphism with VGk /VGk+1. It follows by induction that {glob(Ψk,q)}k,q
is a basis of V(M)G. 
Consider now the euclidean vector space V = ToM under the action of the affine
group H = H ⋉ V generated by H and translations. We denote by dh the Haar
probability measure on H. The following generalization of Proposition 5.2 of [21] is
a consequence of the transfer principle.
Proposition 3.9. Let P ⊂M be a compact totally geodesic submanifold containing
o, and suppose that the stabilizer of P acts transitively on P . Consider the valuations
µP ∈ V(M)G and µPo ∈ ValH(V ) defined by
µP = vol(P )
−1
∫
G
χ( · ∩ gP ) dg
µPo =
∫
H
∫
hP⊥o
χ( · ∩ (y + hPo)) dy dh
where Po = ToP . After identifying C(M)G and CurvH , we have for every Φ ∈ CurvH
µP · Φ = µPo · Φ.
Proof. Let glob0 : Curv
H → ValH and k0 : ValH → ValH ⊗ValH denote the global-
ization and global kinematic operator in V = ToM . By [21, Prop. 2.17], for every
φ ∈ V(M)G,
〈pdφ, µP 〉 = vol(P )−1φ(P ).
By Lemma 3.7, given Φ ∈ CurvH we have
glob(Φ)(P ) = vol(P )Klglob0 ◦πdΦ(Po),
where πd : Curv → Curvd is the projection onto the homogeneous component of
degree d = dimP . Furthermore,
Klglob0 ◦πdΦ(Po) = limR→∞
1
vol(BR)
glob0(Φ)(BR),
where BR ⊂ Po is a ball of radius R.
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Now by [21, Corollary 2.20], writing K(Φ) =
∑
i,j cijΨi ⊗Ψj, we have
µP · Φ = 〈(id ⊗ (pd ◦ glob)) ◦K(Φ), µP 〉
=
∑
i,j
cij〈pd ◦ globΨj, µP 〉Ψi
=
∑
i,j
cij Klglob0 ◦πdΨj (Po)Ψi
= lim
R→∞
1
vol(BR)
(id ⊗ glob0)K(Φ)( · , BR)
=
(
lim
R→∞
1
vol(BR)
k0(χ)( · , BR)
)
· Φ,
where the last equality uses (25). Since
lim
R→∞
1
vol(BR)
k0(χ)( · , BR) = µPo,
the proof is complete. 
4. Simple valuations and curvature measures
Recall that a valuation ψ on a vector space V is called simple if for every affine
hyperplane E ⊂ V .
ψ(K) = 0, K ∈ K(E).
For translation-invariant and continuous valuations on V , the following charac-
terization of simple valuations was obtained by Klain [39] and Schneider [49].
Theorem 4.1. If µ ∈ Val(Rn) is simple then there exist a constant c ∈ R and an
odd function f ∈ C(Sn−1) such that
µ(K) =
∫
Sn−1
f dSn−1(K) + c voln(K)
for every K ∈ K(Rn). Conversely, every valuation of this form is simple.
Here we establish an extension of the Klain-Schneider characterization to valua-
tions that are not necessarily translation-invariant. We start by relating the notion
of simplicity to the Alesker product of valuations.
Lemma 4.2. A valuation ψ ∈ Val∞(V ) is simple if and only if
φ · ψ = 0
for every φ ∈ Val+,∞1 (V ).
Proof. By [12], every φ ∈ Val+,∞1 (V ) can be written as
φ(K) =
∫
Grn−1(V )
χ(K ∩ E) dµ(E)
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with some smooth measure µ on the affine Grassmannian Grn−1(V ). If ψ is simple
then
φ · ψ(K) =
∫
Grn−1(V )
ψ(K ∩ E) dµ(E) = 0.
Conversely, assume that φ ·ψ = 0 for every φ ∈ Val+,∞1 (V ). Let us fix a euclidean
structure on V . Let u ∈ S(V ) be arbitrary but fixed. We have to show that
ψ(K) = 0 for every convex body K contained in u⊥. Choose a family (ρε)ε≥0 of
non-negative functions on S(V ) with support shrinking to u as ε→ 0 and ∫ ρε = 1.
Put
φε(L) =
∫
S(V )
∫
R
χ(K ∩ (v⊥ + tv)) dt ρε(v)dv, L ∈ K(V ).
Theorem 1.3.4 of [50] implies that if t 6= 0, 1 then v 7→ ψ(K × [0, u] ∩ (v⊥ + tv)) is
continuous at u. Thus
0 = φε · ψ(K × [0, u])
=
∫
S(V )
∫
R
ψ(K × [0, u] ∩ (v⊥ + tv)) dt ρε(v)dv → ψ(K)
as ε→ 0. This completes the proof. 
Proof of Theorem 1.3. To prove that i) implies ii) we fix some euclidean structure
on V . Let φ ∈ V(V ) be given by
φ(A) =
∫
S(V )
∫
R
χ(K ∩ (u⊥ + tu))f(u, t) dt du,
where f is a smooth function. Since ψ is simple, the same proof as in the translation-
invariant case shows φ · ψ = 0.
Since φ({p}) = 0 for p ∈ V , we have φ ∈ V1. Suppose ψ ∈ Vk for k < n − 1. As
elements of the associated graded algebra
πk(ψ) · π1(φ) = πk+1(ψ · φ) = 0.
Since Ξ =
∑
k Ξk is an isomorphism of algebras, we have
0 = Ξk+1(πk(ψ) · π1(φ)) = Ξk(πk(ψ)) · Ξ1(π1(φ)).
Now
Ξ1(π1(φ))|p(K) =
∫
S(V )
vol1(K|u)f(u, 〈p, u〉) du,
where vol1(K|u) denotes the length of the projection of K on the subspace spanned
by u. Since f was arbitrary, Lemma 4.2 implies that Ξk(πk(ψ)) is simple. By the
Klain-Schneider characterization of simple valuations, we must have Ξk(πk(ψ)) = 0
and hence ψ ∈ Vk+1. We conclude that ψ ∈ Vn−1 and that Ξn−1(πn−1(ψ)) is odd.
Since the Euler-Verdier involution is compatible with Ξ, we see that
πn−1(σψ) = (−1)nπn−1(ψ).
Since σ is an involution, and it acts on Vn by multiplication by (−1)n, we conclude
that σ(ψ) = (−1)nψ.
To show ii) ⇒ iii) we note that pull-back preserves the filtration, so ι∗ψ ∈
Vn−1(N). If dimN < n − 1 we get ι∗ψ = 0. If dimN = n − 1, then σ acts on
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Vn−1(N) by multiplication by (−1)n−1. Since σι∗ψ = ι∗σψ = (−1)nι∗ψ, we deduce
ι∗ψ = 0.
Since iii) trivially implies i), the proof is complete. 
Remark 4.3. Alesker considered in [6] a filtration V(V ) = γ0(V ) ⊃ · · · ⊃ γn(V ) ⊃
γn+1(V ) = {0} on V(V ) defined as follows: ψ ∈ γi(V ) if and only if ψ|E = 0 for all
affine subspaces E ⊂ V dimension i− 1. The previous proofs can be easily adapted
to show that ψ ∈ γi(V ) if and only if ψ ∈ Vi−1(V ) and Ξi−1(ψ)x ∈ Val−i−1 for all
x ∈ V .
We call a valuation ψ ∈ V(M) on a manifold M simple if ι∗ψ = 0 for every
smoothly embedded manifold ι : N →֒M with dimN < dimM .
Corollary 4.4. A valuation ψ on a manifold M of dimension n is simple if and
only if ψ ∈ Vn−1(M) and σ(ψ) = (−1)nψ.
Proof. If ψ is simple, then so is ψ|U for every open set U ⊂M . Hence ψ|U ∈ Vn−1(U)
and σψ|U = (−1)nψ|U for every U diffeomorphic to a vector space. This immediately
implies ψ ∈ Vn−1(M) (cf. [7, Definition 3.1.1]) and σψ = (−1)nψ.
To show the converse, we can argue as in the last part of the proof of the previous
theorem. 
We call a curvature measure Ψ ∈ Curv(V ) simple if ι∗EΨ = 0 for every affine
hyperplane E ⊂ V . To characterize simple curvature measures, the following lemma
will be useful. The proof was communicated to us by Andreas Bernig.
Lemma 4.5. If Ψ ∈ Curv(V ) is such that Ψf = 0 for every affine function f then
Ψ = 0.
Proof. Let g be a continuous piecewise linear function: i.e. g|Ti is affine on every
simplex Ti of some locally finite triangulation of V . Given a convex body K, we
have Ψg(K ∩ Ti) = 0, and hence Ψg(K) = 0 by the inclusion-exclusion principle
(see, e.g., [41]). Since every continuous function can be uniformly approximated by
piecewise linear functions on compact domains, it follows that Ψ = 0. 
Let glob±k : Curv
±
k (V )→ Val±k (V ) denote the globalization map.
Corollary 4.6. A curvature measure Ψ ∈ Curv(V ) is simple if and only if
Ψ ∈ ker(glob+n−2)⊕ Curv−n−1(V )⊕ Curvn(V ).
Proof. If f is a smooth function on V , then ι∗EΨf = (ι
∗
EΨ)ι∗f = 0 for every affine
hyperplane E ⊂ V , so Ψf is simple. The characterization of simple valuations
implies that Ψf ∈ Vn−1 and that σ(Ψf ) = (−1)nΨf .
If a curvature measure Φ ∈ Curvk(V ) does not globalize to zero, then Φf ∈
Vk(V )\Vk+1(V ) for some f ; if Φ 6= 0 globalizes to zero, then Φf ∈ Vk+1(V )\Vk+2(V )
for some f . In the first assertion it is enough to take f constant. To check the second
one, take f affine and note that Φf (tA) = t
k+1Φf−f(0)(A) = tk+1Φf (A). It follows
that Φf ∈ Vk+1 and Φf = 0 if Φf ∈ Vk+2. Since Φ 6= 0, the previous lemma implies
that there exists an affine f such that Φf /∈ Vk+2.
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Applying the preceding paragraph to Ψ, we obtain
Ψ ∈ ker(globn−2)⊕ Curvn−1⊕Curvn .
Decomposing Ψ = Ψ+ + Ψ− into its even and odd parts and assuming that Ψ is
homogeneous of degree k, we have σ(Ψf ) = (−1)kΨ+f +(−1)k+1Ψ−f for every smooth
function f . Thus the identity σ(Ψf ) = (−1)nΨf fixes the parity of Ψ. 
Suppose now further that V is euclidean.
Corollary 4.7. Let G be a subgroup of SO(V ) acting transitively on the sphere S(V ).
Let E ∈ Grn−1(V ) be a hyperplane and let H be the stabilizer of E. The natural
restriction map ι∗E : Curv
G → CurvH has kernel ker ι∗E = (ker glob+n−2⊕Curvn) ∩
CurvG.
Note that H need not be transitive on S(E). An analogous statement at the level
of valuations was proved in [16, Corollary 3.5].
Proof. Let Ψ ∈ CurvG such that ι∗EΨ = 0. By transitivity and translation-invariance,
Ψ is simple. By Corollary 4.6 we have Ψ ∈ ker glob+n−2⊕Curv−n−1⊕Curvn. But
CurvGn−1 contains only even elements, as Curv
G
0
∼= CurvGn−1 is one-dimensional, cf.
[23, Proposition 3.1]. 
5. Integral geometry of S6 under G2
For λ > 0 we denote by S6λ the sphere of radius λ
−1/2 centered at the origin
of ImO. The first main result of this section is Theorem 5.17 below which states
that V6λ := V(S6λ)G2 and V60 := Val(C3)SU(3) are isomorphic as filtered algebras. This
proves the first part of Theorem 1.1. Our second main result is Theorem 5.25, which
establishes in explicit form the full array of local kinematic formulas for SU(3).
5.1. Differential forms. The map
J(v) =
√
λ p · v, v ∈ TpS6λ
defines an almost-complex structure on S6λ, which is an isometry on each tangent
space. Since the action of G2 preserves this complex structure it is called the ho-
mogeneous almost-complex structure on S6λ (and sometimes also the nearly Ka¨hler
structure). Clearly, the associated hermitian form is
ω =
√
λ ιpφ (26)
where φ is the associative 3-form (1). Note that
dω = 3
√
λφ. (27)
The restriction of φ to S6λ is the real part of a complex volume form Υ on TpS
6
λ.
This may be seen by evaluating at the representative point e1/
√
λ and using (1).
Thus the stabilizer H of the action of G2 on S
6 is contained in SU(3). In fact, from
Proposition 2.2 we know that (S6λ,G2) is an isotropic space and H = SU(3).
Let FSU(3) ⊂ FO(6)S6λ be the bundle whose fiber over p ∈ S6λ consists of tuples
(u1, Ju1, u2, Ju2, u3, Ju3)
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where u1, u2, u3 is a complex orthonormal basis of TpS
6
λ with
φ(u1, u2, u3) = 1.
Clearly, FSU(3) is a principal bundle with structure group SU(3) ⊂ O(6). We denote
the restrictions of the solder 1-form ω and the connection form ϕ to FSU(3) by the
same symbol, but we will use 1, 1¯, 2, 2¯, 3, 3¯ as indices for the standard basis of R6
instead of 1, 2, 3, 4, 5, 6.
It is natural to consider all the spaces S6λ and C
3 together, as a one-parameter
family indexed by the curvature λ ≥ 0. By means of a SU(3)-frame at an arbitrary
point p ∈ S6λ we will identify S60 = C3 ∼= TpS6λ.
The restriction of the connection 1-form ϕ to FSU(3) does not take values in
su(3) ⊂ so(6).
Proposition 5.1. The restriction of the connection 1-form ϕ to FSU(3) satisfies the
following relations
ϕ1,2¯ + ϕ1¯,2 = −
√
λω3 (28)
ϕ1,2 − ϕ1¯,2¯ = −
√
λω3¯ (29)
and those obtained by cyclic permutation of the indices 1, 2, 3. Moreover
ϕ1,1¯ + ϕ2,2¯ + ϕ3,3¯ = 0 (30)
Proof. Since ∇, the Levi-Civita connection on S6λ, is induced by the covariant de-
rivative of R7, one checks easily
〈(∇XJ)Y,Z〉 =
√
λ ιXφ(Y,Z) (31)
with (∇XJ)Y = ∇X(JY )− J∇XY .
If u1, u1¯, . . . , u3, u3¯ is a local SU(3)-frame, then
〈u1,∇Xu2¯〉+ 〈u1¯,∇Xu2〉 = 〈u1,∇X(Ju2)− J∇Xu2〉
= −
√
λφ(u1, u2,X)
= −
√
λ 〈u3,X〉,
and relation (28) follows. Relation (29) is proved similarly. Differentiating the
identity φ(u1¯, u2, u3) = 0 yields
0 = φ(∇u1¯, u2, u3) + φ(u1¯,∇u2, u3) + φ(u1¯, u2,∇u3)
= 〈∇u1¯, u1〉 − 〈∇u2, u2¯〉 − 〈∇u3, u3¯〉,
and proves (30). 
Let SU(2) ⊂ SU(3) denote the stabilizer of the first basis vector and consider in
FSU(3) the 1-forms
α = ω1, β = ω1¯, γ = ϕ1¯,1
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and the 2-forms
θ0 = ϕ2,1 ∧ ϕ2¯,1 + ϕ3,1 ∧ ϕ3¯,1 (32)
θ1 = ω2 ∧ ϕ2¯,1 − ω2¯ ∧ ϕ2,1 + ω3 ∧ ϕ3¯,1 − ω3¯ ∧ ϕ3,1 (33)
θ2 = ω2 ∧ ω2¯ + ω3 ∧ ω3¯ (34)
θs = ω2 ∧ ϕ2,1 + ω2¯ ∧ ϕ2¯,1 + ω3 ∧ ϕ3,1 + ω3¯ ∧ ϕ3¯,1 (35)
χ0 = (ϕ2,1 ∧ ϕ3,1 − ϕ2¯,1 ∧ ϕ3¯,1) +
√−1(ϕ2,1 ∧ ϕ3¯,1 + ϕ2¯,1 ∧ ϕ3,1) (36)
χ1 = ω2 ∧ ϕ3,1 − ω2¯ ∧ ϕ3¯,1 − ω3 ∧ ϕ2,1 + ω3¯ ∧ ϕ2¯,1) (37)
+
√−1(ω2¯ ∧ ϕ3,1 + ω2 ∧ ϕ3¯,1 − ω3 ∧ ϕ2¯,1 − ω3¯ ∧ ϕ2,1) (38)
χ2 = (ω2 ∧ ω3 − ω2¯ ∧ ω3¯) +
√−1(ω2 ∧ ω3¯ + ω2¯ ∧ ω3). (39)
By (12) and (13), these forms are SU(2)-invariant. They are also horizontal for
the bundle FSU(3) → SS6λ given by projection to the first basis vector. Thus they
descend to the sphere bundle of S6λ. In the following we will make no notational
distinction between the forms on the sphere bundle and those on the frame bundle
trusting the reader to keep in mind where the identities are taking place.
For λ = 0, these forms coincide with the ones introduced by Bernig in [14].
Proposition 5.2. With the abbreviations χk,R = Re(χk) and χk,I = Im(χk), the
following identities hold:
dα = −β ∧ γ − θs
dβ = α ∧ γ + θ1 − 2
√
λχ2,R
dγ = 2θ0 −
√
λχ1,R − λα ∧ β
dθ0 = −
√
λ
(− α ∧ χ0,R + β ∧ χ0,I + γ ∧ χ1,I)− λα ∧ θ1
dθ1 = 2α ∧ θ0 + γ ∧ θs −
√
λ
(− α ∧ χ1,R + 2β ∧ χ1,I + 2γ ∧ χ2,I)− 2λα ∧ θ2
dθ2 = α ∧ θ1 + β ∧ θs +
√
λ
(
α ∧ χ2,R − 3β ∧ χ2,I
)
dθs = 2β ∧ θ0 − γ ∧ θ1 −
√
λ
(
β ∧ χ1,R − 2γ ∧ χ2,R
)
dχ0 = 3
√−1γ ∧ χ0 +
√
λ
(
(−α+√−1β) ∧ θ0 + γ ∧ (θs +
√−1θ1)
) − λα ∧ χ1
dχ1 = 2(α+
√−1β) ∧ χ0 + 2
√−1γ ∧ χ1
+
√
λ
(
(−α+ 2√−1β) ∧ θ1 + β ∧ θs + 2
√−1γ ∧ θ2
)− 2λα ∧ χ2
dχ2 = (α+
√−1β) ∧ χ1 +
√−1γ ∧ χ2 −
√
λ(α− 3√−1β) ∧ θ2
Proof. Direct verification using the structure equations (14) and (15), the identity
Φij = λωi ∧ ωj, and the relations of Proposition 5.1. 
Proposition 5.3. The algebra of G2-invariant forms on the sphere bundle of S
6
λ is
generated by the forms α, β, γ, θ0, θ1, θ2, θs, χ0, χ0, χ1, χ1, χ2, χ2.
Proof. These forms are G2-invariant by construction. The statement follows from
the identification Ω(SS6λ)
G2 ∼= Ω(SC3)SU(3) and the description of translation and
SU(3)-invariant differential forms on SC3 given in [14]. 
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5.2. Curvature measures. Next we describe the space CurvSU(3) of translation
and SU(3)-invariant curvature measures. By analogy with the case of valuations, we
say that a SU(n)-invariant curvature measure Φ ∈ CurvSU(n) has weight l if
g∗Φ = det(g)lΦ for g ∈ U(n).
In particular Φ ∈ CurvU(n) iff Φ has weight 0. Clearly, if Φ has weight l, then
Φ has weight −l. Since g∗χi = det(g)χi while all other basic invariant forms are
U(n)-invariant, only curvature measures with weight 0,±1,±2 exist.
Recall from [21] that a basis of CurvU(3), the space of curvature measures of weight
0, is given by
∆0,0
∆1,0, N1,0
∆2,0,∆2,1, N2,0 (40)
∆3,0,∆3,1, N3,1
∆4,1,∆4,2
∆5,2
∆6,3
Let us recall their explicit construction. Let ωi be the volume of the i-dimensional
unit ball, and let ck,q = (q!(3− k + q)!(k − 2q)!ω6−k)−1. Take
Bk,q = ck,q[β ∧ θ3−k+q0 ∧ θk−2q−11 ∧ θq2, 0]
Γk,q =
ck,q
2
[γ ∧ θ2−k+q0 ∧ θk−2q1 ∧ θq2, 0]
Then, the elements in (40) are given by
∆k,q =
1
6− k (2(3 − k + q)Γk,q + (k − 2q)Bk,q), Nk,q =
2(3 − k + q)
6− k (Γk,q −Bk,q),
except for ∆6,3(A,U) which is vol6(A ∩ U).
The kernel of the globalization map on CurvU(3) for λ = 0 is spanned byN1,0, N2,0, N3,1.
To find the curvature measures of weight 1 recall from [14, Proposition 3.4] that
for every i, j ∈ {0, 1, 2} one has
θi ∧ χj ≡ c θ1 ∧ χ1 mod θs
for some constant c ∈ C. Hence, a curvature measure of weight 1 must be a linear
combination of the curvature measures
Ψ2 :=
1
2π2
[γ ∧ θ1 ∧ χ1, 0], Ψ3 := 1
4π
[β ∧ θ1 ∧ χ1, 0]. (41)
of degree 2 and 3. These curvature measures globalize to zero in the flat case since
there are no valuations of weight 1 in ValSU(3) (see [14]).
To find the curvature measures of weight 2, we note that
χi ∧ χj = 0 if i+ j 6= 2
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and that χ21 = −2χ0 ∧ χ2. Thus, a curvature measure of weight 2 must be a linear
combination of
Φ2 :=
1
2π2
[γ ∧ χ0 ∧ χ2, 0], Φ3 := − 1
4π
[β ∧ χ0 ∧ χ2, 0] (42)
which have degree 2 and 3 respectively. The curvature measure Φ2 globalizes to
zero in the flat case since there is no valuation of weight 2 in Val
SU(3)
2 (see [14]). We
denote by φ3 = [Φ3]0 the globalization of Φ3 in C
3. This valuation was denoted φ2
in [14]. By [14, Section 5.1], its Klain function is
Klφ3(E) = detC(w1, w2, w3)
2 (43)
where w1, w2, w3 is an orthonormal basis of E ∈ Gr3(C3). We differ from [14] by
a factor in the differential form defining this valuation. This is due to an error in
Proposition 14 c) of [14] which should be Θ(W⊥) = (−1)n2/2Θ(W ).
Thus we have proved the following
Lemma 5.4. A basis of CurvSU(3) is given by
∆0,0
∆1,0, N1,0
∆2,0,∆2,1, N2,0,Ψ2,Ψ2,Φ2,Φ2
∆3,0,∆3,1, N3,1,Ψ3,Ψ3,Φ3,Φ3
∆4,1,∆4,2
∆5,2
∆6,3
Via the transfer principle identify C6λ := C(S6λ)G2 and CurvSU(3). The globalization
of a curvature measure Φ ∈ CurvSU(3) in S6λ will be denoted by globλ(Φ) = [Φ]λ.
Lemma 5.5. The Euler-Verdier involution on CurvSU(3) is given by
σΦ = (−1)kΦ
for Φ ∈ CurvU(3)k and
σΨ2 = −Ψ2
σΦ2 = Φ2
σΨ3 = Ψ3
σΦ3 = −Φ3.
In particular Ψ2,Ψ3 ∈ Curv−.
Proof. The assignment
a(ui) = (−1)iui, a(ui¯) = (−1)iui¯
for i = 1, 2, 3 defines a lift of the fiberwise antipodal map a : SS6λ → SS6λ to the
frame bundle FSU(3). One immediately verifies that
a∗ωi = (−1)iωi, a∗ωi¯ = (−1)iωi¯
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and
a∗ϕi,1 = (−1)i+1ϕi,1, a∗ϕi¯,1 = (−1)i+1ϕi¯,1
for i = 1, 2, 3.
We conclude that
a∗β = −β, a∗γ = γ, a∗θi = (−1)iθi, a∗χi = (−1)i+1χi
for i = 0, 1, 2. 
Lemma 5.6. The antipodal map A : S6λ → S6λ is anti-holomorphic (i.e. dA(Jv) = −J(dA(v))).
Its action on CurvSU(3) is the following
A∗(∆k,q) = ∆k,q, A∗(Nk,q) = Nk,q, A∗Ψi = Ψi, A∗Φi = Φi. (44)
Proof. For v ∈ TpS6λ we have
dA(Jv) = dA(
√
λp · v) = −
√
λp · v.
On the other hand, since dA(v) ∈ T−pS6λ,
J(dA(v)) = J(−v) = (−
√
λp) · (−v) =
√
λp · v.
We may lift the induced map (A, dA) : SS6λ → SS6λ to a map A : FSU(3) → FSU(3) as
follows
A(p;u1, u1¯, u2, u2¯, u3, u3¯) = (−p;−u1, u1¯, u2,−u2¯,−u3, u3¯)
One checks easily that
A∗ωi = (−1)i+1ωi, A∗ωi¯ = (−1)iωi¯,
and
A∗ϕi,1 = (−1)i+1ϕi,1, A∗ϕi¯,1 = (−1)iϕi¯,1.
Hence,
A∗β = −β, A∗γ = −γ, A∗θi = −θi, A∗χi = −χi, i = 0, 1, 2.
Since (A, dA) maps the normal cycle N(K) to N(A(K)) with the orientation re-
versed, the identities (44) follow. 
5.3. The Rumin differential. The notion of weight, which was defined for cur-
vature measures, can be also defined for differential forms on SS6λ via transfer.
It will become clear from the computation below, that this weight is not pre-
served by the Rumin differential. However, a certain pattern can be observed. Let
Ωk,d−kǫ ⊂ Ωd(SC3)SU(3) ∼= Ωd(SS6λ)G2 denote the space of invariant forms of bidegree
(k, d− k) and weight ǫ. By Proposition 5.2, if ω ∈ Ωk,d−kǫ , then
dω = η1 +
√
λη2 + λη3
where
η1 ∈ Ωk,d−k+1ǫ , (45)
η2 ∈ Ωk+1,d−kǫ−1 ⊕ Ωk+1,d−kǫ+1 , (46)
η3 ∈ Ωk+2,d−k−1ǫ . (47)
Note also that η3 is a multiple of α.
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Proposition 5.7. For every ω ∈ Ωk,n−k−1ǫ we have
Dω = ρ1 +
√
λρ2 + λρ3
with
ρ1 ∈ Ωk,n−kǫ ,
ρ2 ∈ Ωk+1,n−k−1ǫ−1 ⊕ Ωk+1,n−k−1ǫ+1 ,
ρ3 ∈
⊕
j=−2,0,2
Ωk+2,n−k−2ǫ+j .
Proof. Indeed, Dω = d(ω + α ∧ ξ), so
−dα ∧ ξ ≡ dω ≡ η1 +
√
λη2
modulo α, with η1, η2 as in (45),(46). Hence, ξ = ξ1 +
√
λξ2 with
ξ1 ∈ Ωk−1,n−k−1ǫ , ξ2 ∈ Ωk,n−k−2ǫ−1 ⊕ Ωk,n−k−2ǫ+1 .
Therefore
Dω = dω + dα ∧ ξ1 +
√
λdα ∧ ξ2 − α ∧ dξ1 −
√
λα ∧ dξ2,
and the claim follows. 
We will need to compute explicitly the Rumin differential of a differential form
underlying ∆2,1. In fact, the following information will be sufficient.
Lemma 5.8. Let ω = γ ∧ θ0 ∧ θ2. The bidegree (4, 2) part of Dω is given by
λα ∧ β ∧
(
4χ21,I − 2χ21,R − θ0 ∧ θ2 − 4θ21 +
1
2
θ2s
)
+ λα ∧ γ ∧ (4χ1,I ∧ χ2,I + 4χ1,R ∧ χ2,R − 5θ1 ∧ θ2)
Proof. Our strategy mimics the algorithm described in [23, Section 6]. We need to
solve for ξ in
dω ≡ −dα ∧ ξ, mod α.
Using Proposition 5.2, we get the following equivalence modulo α
dω ≡ 2θ20∧θ2+β∧γ∧θ0∧θs−
√
λ(β∧γ∧θ2∧χ0,I+3β∧γ∧θ0∧χ2,I+θ0∧θ2∧χ1,R) (48)
We want to express this form as a multiple of dα. A simple computation shows
θ20 ∧ θ2 = −θ0 ∧ θ2s . Hence, by the first equality in Proposition 5.2,
2θ20 ∧ θ2 + β ∧ γ ∧ θ0 ∧ θs = −2θ0 ∧ (dα+ β ∧ γ)2 − β ∧ γ ∧ θ0 ∧ dα
= −5β ∧ γ ∧ θ0 ∧ dα− 2θ0 ∧ dα2
= dα ∧ (−3β ∧ γ ∧ θ0 + 2θ0 ∧ θs).
Combining equations (13) and (14) in [14] with k = 1, l = 2 yields
χ1 ∧ θ1 ∧ θs = 0 (49)
χ1 ∧ (θ2s − θ21) = 0 (50)
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From equations (11) and (12) of the same paper, we have
θ2 ∧ χ0,I = −1
2
θ1 ∧ χ1,I + 1
2
θs ∧ χ1,R
θ0 ∧ χ2,I = −1
2
θ1 ∧ χ1,I − 1
2
θs ∧ χ1,R.
Hence, by (49)
β ∧ γ ∧ θ2 ∧ χ0,I = −1
2
β ∧ γ ∧ θ1 ∧ χ1,I + 1
2
β ∧ γ ∧ θs ∧ χ1,R
=
1
2
dα ∧ θ1 ∧ χ1,I − 1
2
β ∧ γ ∧ dα ∧ χ1,R
and similarly
β ∧ γ ∧ θ0 ∧ χ2,I = 1
2
dα ∧ θ1 ∧ χ1,I + 1
2
β ∧ γ ∧ dα ∧ χ1,R
For the last term in (48), we use again equations (11) and (12) of [14], together with
(50), to deduce
θ0 ∧ θ2 ∧ χ1 = 1
4
χ1 ∧ (θ2s + θ21) =
1
2
χ1 ∧ θ2s .
Hence,
θ0∧θ2∧χ1,R = 1
2
χ1,R∧θ2s =
1
2
χ1,R∧ (dα2+2β∧γ∧dα) = 1
2
dα∧χ1,R∧ (β∧γ−θs).
Therefore, we can take
ξ = 3β ∧ γ ∧ θ0 − 2θs ∧ θ0 −
√
λ(−2θ1 ∧ χ1,I − 3
2
β ∧ γ ∧ χ1,R + 1
2
θs ∧ χ1,R).
Using Proposition 5.2 to compute Dω = d(ω + α ∧ ξ) completes the proof. 
5.4. The algebra of invariant valuations. Let V6λ := V(S6λ)G2 if λ > 0, and
V60 := Val(C3)SU(3). In this subsection we show that these algebras are isomorphic.
We begin by introducing a convenient basis.
We will denote by globλ : Curv
SU(3) ∼= C6λ → V6λ the globalization map. We will
also use the notation
[Ψ]λ := globλ(Ψ).
Definition 5.9. For λ ≥ 0 and max{0, k − 3} ≤ q ≤ k/2 ≤ 3 we set
µλk,q = [∆k,q]λ
and
φλ3 = [Φ3]λ.
For λ = 0 we often write µk,q, φ3 instead of µ
0
k,q, φ
0
3. In this case, the classical
intrinsic volumes are µk =
∑
q µk,q.
Corollary 5.10. For every λ ≥ 0 the valuations
µλk,q, φ
λ
3 , φ
λ
3
with max{0, k − 3} ≤ q ≤ k/2 ≤ 3 constitute a basis of V6λ.
25
Proof. This is the case for λ = 0 by [14], and hence Lemma 3.8 applies. 
For λ > 0, we define the valuation tλ ∈ V6λ as the restriction of the first intrinsic
volume µ1 (suitably normalized) on ImO to S
6
λ,
tλ :=
2
π
µ1
∣∣∣∣
S6λ.
For λ = 0 we just take t0 = t =
2
πµ1.
Let S5λ be a totally geodesic subsphere of codimension one in S
6
λ, and consider the
valuation
ϕ =
2√
λ
1
vol(S6λ)
k(χ)( · , S5λ).
Let ∆k =
∑
q∆k,q, and
τk =
k!ωk
πk
[∆k]λ =
k!ωk
πk
∑
q
µλk,q, (51)
where ωk is the volume of the k-dimensional unit ball. In particular τk = t
k if λ = 0.
Recall from the recast [32, §2.4.6] of classical spherical integral geometry into the
language of the Alesker product that
tkλ = ϕ
k
(
1− λϕ
2
4
)− k
2
, (52)
ϕk =
⌊ 6−k
2
⌋∑
j=0
(
λ
4
)j
τk+2j, (53)
where the right hand side of (52) should be understood as the truncated series
expansion of the given function of ϕ.
Next we express the powers of tλ in terms of our basis of V6λ.
Lemma 5.11.
χ = µλ0,0 +
λ
2π
(µλ2,0 + µ
λ
2,1) +
3λ2
4π2
(µλ4,1 + µ
λ
4,2) +
15λ3
8π3
µλ6,3 (54)
tλ =
2
π
µλ1,0 +
3λ
π2
(µλ3,0 + µ
λ
3,1) +
15λ2
2π3
µλ5,2,
t2λ =
2
π
(µλ2,0 + µ
λ
21) +
6λ
π2
(µλ4,1 + µ
λ
4,2) +
45λ2
2π3
µλ6,3,
t3λ =
8
π2
(µλ3,0 + µ
λ
3,1) +
40λ
π3
µλ5,2,
t4λ =
12
π2
(µλ4,1 + µ
λ
4,2) +
90λ
π3
µλ6,3, (55)
t5λ =
64
π3
µλ5,2, (56)
t6λ =
120
π3
µλ6,3. (57)
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Proof. These identities follow immediately from (51), (52), and (53). 
Recall we are identifying C6λ with CurvSU(3). There is a simple expression for the
action of tλ on Curv
SU(3) in terms of the action of t ∈ ValSO(6).
Proposition 5.12. Suppose Φ ∈ CurvSU(3). Then
tλ · Φ =
(
t+
λ
8
t3 +
3λ2
128
t5
)
· Φ.
Proof. By Proposition 3.9,
ϕ · Φ = c t · Φ,
for some constant c independent of Φ ∈ CurvSU(3). Since globλ is injective on
CurvSO(6), equation (2.4.29) in [32] gives
ϕ ·∆i = ∆i+1
while obviously t · ∆i = ∆i+1. This implies c = 1. Invoking (52) completes the
proof. 
We set
uλ :=
2
π
µλ2,1 =
2
π
[∆2,1]λ.
For λ = 0 we simply write u instead of u0, which agrees with [20, 21]. Using
Proposition 5.12 and [21, Proposition 5.10] we obtain
tλuλ =
8
3π2
µλ3,1 +
8λ
5π3
µλ5,2, (58)
t2λuλ =
2
π2
µλ4,1 +
4
π2
µλ4,2 +
6λ
π3
µλ6,3, (59)
t3λuλ =
64
5π3
µλ5,2, (60)
t4λuλ =
24
π3
µλ6,3. (61)
Corollary 5.13. The valuations tλ, uλ, φ
λ
3 , φ
λ
3 generate the algebra Vλ. Moreover
the subalgebra generated by tλ, uλ coincides with span{µλk,q}.
The final ingredient we need to determine the algebra structure of V6λ is the
following.
Proposition 5.14. pd(uλ, uλ) =
18λ
π3
.
Proof. Recall from [15] that if M is a compact riemannian manifold of dimension n
and ϕi ∈ V(M) is represented by ωi ∈ Ωn−1(SM), i = 1, 2, then
pd(ϕ1, ϕ2) =
1
vol(M)
∫
SM
ω1 ∧ a∗Dω2,
where a is the fiberwise antipodal map.
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Now uλ is represented by
1
π3
γθ0θ2. The relevant part of the Rumin differential
was already computed in Lemma 5.8. A straightforward computation shows
α ∧ β ∧ γ ∧ θ0 ∧ θ2 ∧ χ21,R = α ∧ β ∧ γ ∧ θ0 ∧ θ2 ∧ χ21,I
= α ∧ β ∧ γ ∧ θ20 ∧ θ22 = 4 dvolSS6λ
α ∧ β ∧ γ ∧ θ0 ∧ θ2 ∧ θ21 = α ∧ β ∧ γ ∧ θ0 ∧ θ2 ∧ θ2s = −4 dvolSS6λ
where d volSS6λ
= d volS6λ
∧d volS5 with d volS6λ =
1
2α ∧ β ∧ θ22 and d volS5 = 12γ ∧ θ20.
Using vol(SS6λ) = π
3 vol(S6λ) gives the result. 
Corollary 5.15.
u2λ =
12
π2
µλ4,2 +
18λ
π3
µλ6,3
tλu
2
λ =
64
5π3
µλ5,2
t2λu
2
λ =
24
π3
µλ6,3.
Proof. By Theorem 3.1 the identity u2 = 12
π2
µ4,2 (cf. [20, (37), (39)]) implies
u2λ ≡
12
π2
µλ4,2 mod V5(S6λ)
In fact, this identity holds even modulo V6 as can be seen from
pd(u2λ, tλ) = 0
which follows from the Euler-Verdier involution. Indeed, by Lemma 5.5,
u2λtλ(S
6
λ) = −σ(uλ)2 · σ(tλ)(S6λ) = −σ(u2λtλ)(S6λ) = −u2λtλ(S6λ),
since σ(µλ6,3) = µ
λ
6,3.
Finally, we use the previous lemma to get the constant in front of µλ6,3. The proof
of the second and third identities is even simpler. 
The algebra structure of ValU(n) was determined by Fu in [31]. For n = 3
ValU(3) ∼= C[t, u]/(f4, f5)
with f4(t, u) = t
4−6t2u+u2 and f5(t, u) = t5−10t3u+5tu2 where the isomorphism
is given by 2πµ10 7→ t and 2πµ21 7→ u.
Corollary 5.16. There is an algebra monomorphism ValU(3) → V6λ with
t 7→ tλ − 3λ
8
t3λ (62)
u 7→ uλ (63)
Proof. Define a morphism g : C[t, u]→ V6λ by (62), (63). Using equations (55), (56),
(57), (59), (60), (61) and Corollary 5.15, we obtain
g(t4 − 6t2u+ u2) = g(t5 − 10t3u+ 5tu2) = 0.
Hence g descends to a morphism ValU(3) → V6λ. Since g maps onto the subalgebra
generated by tλ and uλ and the dimensions agree, g must be injective. 
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We can prove now the first part of Theorem 1.1.
Theorem 5.17. The filtered C-algebra V6λ is isomorphic to
C[t, u, φ3, φ3]/I
where I is the ideal generated by
f4(t, u), f5(t, u), tφ3, tφ3, uφ3, uφ3, φ
2
3, φ3
2
, φ3φ3 +
π4
8
t6.
and the generators t, u, φ3, φ3 have degrees 1, 2, and 3 respectively.
Proof. For λ = 0 this is proved in [14]. Let us extend the morphism g from the
previous proof to a morphism from C[t, u, φ3, φ3] to V6λ by φ3 7→ φλ3 , φ3 7→ φλ3 . To
show that this descends to an isomorphism C[t, u, φ3, φ3]/I → V6λ what remains to
be proven is tλ · φλ3 = tλ · φλ3 = 0 and uλ · φλ3 = uλ · φλ3 = 0; the relations
(φλ3 )
2 = (φλ3)
2 = φλ3φ
λ
3 +
π4
8
t6λ = 0
are by Theorem 3.1 and Corollary 3.6 automatically satisfied.
Since Curv
SU(3)
4 contains no element of weight 2, the module product t · Φ3 must
vanish. By Proposition 5.12 we deduce tλ · φλ3 = 0. It remains only to show that
uλ · φλ3 = 0. Since u · φ3 = 0 in ValSU(3), we have by Theorem 3.1 and Corollary 3.6
uλ · φλ3 ≡ 0 mod V6(S6(λ)).
Since pd
(
uλ, φ
λ
3
)
= 0 by Euler-Verdier involution, the claim follows. 
It is interesting to note that the isomorphism V6λ ∼= ValSU(3) induced by the
previous theorem preserves the filtration and Euler-Verdier involution.
5.5. Global kinematic formulas. By the fundamental theorem of algebraic inte-
gral geometry (23), the full array of global kinematic formulas in S6λ under G2 can be
deduced from the structure of the algebra of invariant valuations. We illustrate this
by providing an explicit expression for the principal kinematic formula. We apply
this result to bound the mean intersection number of Lagrangian submanifolds and
arbitrary 3-dimensional manifolds.
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Theorem 5.18. Writing a⊙ b = 12(a⊗ b+ b⊗ a), the principal kinematic formula
in S6λ is given by
kG2(χ) = 2µ
λ
6,3 ⊙ µλ0,0 +
32
15π
µλ5,2 ⊙ µλ1,0 +
5
12
µλ4,1 ⊙ µλ2,0
+
1
3
µλ4,1 ⊙ µλ2,1 +
1
3
µλ4,2 ⊙ µλ2,0 +
2
3
µλ4,2 ⊙ µλ2,1 +
2
3π
µλ3,0 ⊙ µλ3,0
+
8
9π
µλ3,0 ⊙ µλ3,1 +
16
27π
µλ3,1 ⊙ µλ3,1 −
2
15π
φλ3 ⊙ φλ3
+
λ
π
µλ6,3 ⊙ (µλ2,0 + µλ2,1) +
32λ
15π2
µλ5,2 ⊙ (µλ3,0 + µλ3,1)
+
7λ
24π
µλ4,1 ⊙ µλ4,1 +
2λ
3π
µλ4,1 ⊙ µλ4,2 +
λ
6π
µλ4,2 ⊙ µλ4,2
+
3λ2
2π2
µλ6,3 ⊙ (µλ4,1 + µλ4,2) +
32λ2
15π3
µλ5,2 ⊙ µλ5,2 +
15λ3
8π3
µλ6,3 ⊙ µλ6,3.
Proof. Recall that k(χ) = pd−1 as elements in Hom((V6λ)∗,V6λ). Using Lemma 5.11,
Corollary 5.15, Theorem 5.17 and equations (58)–(61) one gets all the pairings of ele-
ments from the basis χ, t, t2, u, t3, tu, φ3, φ3, t
4, t2u, t5, t6. Inverting the corresponding
matrix we obtain k(χ) in terms of this basis. Using again Lemma 5.11 and equations
(58)–(61) yields the stated formula. 
Given E ∈ Gr3(C3) there exists θ ∈ [0, π2 ] called the Ka¨hler angle of E such that
the hermitian form ω and the complex volume form Υ with ReΥ = φ fulfill (cf.
[14, (8)] or [36, Theorem III.1.7])
|ω|E | = cos θ, |Υ|E | = sin θ. (64)
A 3-dimensional submanifold L ⊂ S6λ is called Lagrangian if
JX ⊥ TpL
for every p ∈ L and every X ∈ TpL. Equivalently, Lagrangian submanifolds can be
defined through one of the two conditions
ω|L = 0, |Υ|L| = 1. (65)
Further, every Lagrangian in S6λ has constant phase in the sense
(ReΥ)|L = φ|L = 0 (66)
as ω, dω vanish on L and so does φ by (27).
Corollary 5.19. Let L ⊂ S6 be a compact Lagrangian submanifold. For every 3-
dimensional compact submanifold with boundary M ⊂ S6 the following inequalities
hold:
4
9π
vol(L) vol(M) ≤
∫
G2
#(M ∩ gL) dg < 4
5π
vol(L) vol(M). (67)
Equality holds on the left if and only if each tangent space of M contains a complex
line.
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Proof. Since L is Lagrangian, by [20, eqs. (35) and (36)] and (43),
µλ3,0(L) = vol(L), µ
λ
3,1(L) = 0, φ
λ
3(L) = − vol(L).
Indeed, we have
Klglob(∆3,0)p(E) = sin
2 θ, Klglob(∆3,1)p(E) = cos
2 θ, Klglob(Φ3)p(E) = Υ(E)
2
where θ is the Ka¨hler angle of E ∈ Gr3(TpS6) and Υ(E)2 = Υ(w1, w2, w3)2 for
some orthonormal basis of E. The above identities follow now from Lemma 3.7 and
equations (65), and (66).
Plugging these values into the principal kinematic formula and using again Lemma 3.7
yields
1
vol(L)
∫
G2
#(M ∩ gL) dg = 2
(
1
3π
µλ3,0 +
2
9π
µλ3,1 +
1
15π
Reφλ3
)
(M)
=
2
3π
∫
M
sin2 θ +
2
3
cos2 θ +
1
5
ReΥ2
where θ = θ(TxM) denotes the Ka¨hler angle of TxM ⊂ TxS6 and Υ2 = Υ2(TxM).
Since |Υ|2 = sin2 θ, and ReΥ ≡ 0 if θ ≡ π2 , the inequalities follow. 
Note that there are many 3-dimensional submanifoldsM ⊂ S6λ fulfilling the equal-
ity conditions in (67). For instance, one may take a non-singular almost complex
curve C in S6λ (cf. [26]) and a smooth family {gt} ⊂ G2 such thatM =
⋃
t gt(C) ⊂ S6λ
is a 3-dimensional compact submanifold with boundary. SinceM is foliated by com-
plex curves, every tangent space TpM contains a complex direction.
Note also that the upper bound in (67) is optimal. Indeed, let p be a point
on a 3-submanifold N such that ωp = 0 and Υ(TpN) = 1 (e.g., p = e1 and
TpN = span(e2, e4, e6)), and take a sequence of relatively compact regions Mr in
N converging to p. Then the previous proof shows
lim
r
1
vol(L) vol(Mr)
∫
G2
χ(Mr ∩ gL) dg = 4
5π
.
5.6. The kernel of the globalization map. The goal of this section is to describe
the kernel of the globalization map from CurvSU(3) onto V6λ. We will use it to obtain
a complete description of the local kinematic formulas for SU(3).
Corollary 5.20. [N3,1]λ = 0.
Proof. Since [N3,1]0 = 0, by Corollary 3.6 and Euler-Verdier involution, we conclude
that [N3,1]λ is a multiple of [∆5,2]λ. For a totally geodesic S
5
λ ⊂ S6λ, item i) in Lemma
3.7, yields [N3,1]λ(S
5
λ) = 0, while [∆5,2]λ(S
5
λ) 6= 0. The statement follows. 
To determine the kernel of the globalization map it will be sufficient to evaluate
our invariant valuations on geodesic balls of dimensions 4 and 6.
Lemma 5.21. If S4λ ⊂ S6λ is a totally geodesic 4-sphere, then
[∆4,1]λ(S
4
λ) =
32π2
15λ2
and [∆4,2]λ(S
4
λ) =
8π2
15λ2
.
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If B(r) ⊂ S4λ = S6λ∩〈e1, . . . , e5〉 is the geodesic ball of radius 0 ≤ r ≤ π/
√
λ centered
at e1, then
[∆41 − 4∆42]λ (B(r)) = −
2π2
λ2
sin(
√
λr)4 cos(
√
λr).
Proof. Since G2 acts transitively on the Grassmannians of 2 and 5-dimensional
spaces of ImO, it makes no difference which 4-dimensional totally geodesic sphere
we choose. Suppose S4λ = S
6
λ ∩ 〈e1, . . . , e5〉. Since SU(2) ⊂ G2 acts on S4λ fixing
e1 and is transitive on S
4
λ ∩ 〈e2, . . . , e5〉 it will be enough to consider the points
p = λ−1/2(cos θe1+sin θe2) on S4λ. With respect to the dual basis e
6, e7 for the basis
e6, e7 of E
⊥ = (TpS4λ)
⊥ we have ω|E⊥ = cos θ e6 ∧ e7. Hence, by [20, eqs. (35) and
(36)],
Klglob(∆4,1)p(E) = sin
2 θ, Klglob(∆4,2)p(E) = cos
2 θ.
Finally,
[∆4,1]λ(B(r)) = vol(S
3)
∫ √λr
0
sin2 θ
sin3 θ
λ2
dθ,
[∆4,2]λ(B(r)) = vol(S
3)
∫ √λr
0
cos2 θ
sin3 θ
λ2
dθ.

Lemma 5.22. Let S4λ = S
6
λ∩〈e1, . . . , e5〉 be a totally geodesic sphere and let B(r) ⊂
S4λ be the geodesic ball of radius 0 ≤ r ≤ π/
√
λ centered at e1. Then
[N1,0]λ(B(r)) = − π
λ1/2
cos(
√
λr)2 sin(
√
λr)3
[N2,0]λ(B(r)) = −π
λ
cos(
√
λr) sin(
√
λr)4
[Φ2]λ(B(r)) =
π
λ
cos(
√
λr) sin(
√
λr)4
[Ψ2]λ(B(r)) =
4π
3λ
cos(
√
λr)2 sin(
√
λr)3
[Φ3]λ(B(r)) = − π
2
λ3/2
sin(
√
λr)5
[Ψ3]λ(B(r)) =
π2
λ3/2
cos(
√
λr) sin(
√
λr)4
[∆3,0]λ(B(r)) =
π2
λ3/2
sin(
√
λr)5
[∆3,1]λ(B(r)) =
π2
λ3/2
cos(
√
λr)2 sin(
√
λr)3
Proof. Let S2+ = {v ∈ S2 : v1 ≥ 0} and consider the map F : S3 × S2+ → N(B(r)) ∩
π−1(∂B(r)) given by
F (u1, u2, u3, u4; v1, v2, v3) = (q, ξ)
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with
q = λ−1/2
(
cos ρ e1 + sin ρ
4∑
i=1
uiei+1
)
ξ = v1
(
− sin ρ e1 + cos ρ
4∑
i=1
uiei+1
)
+ v2e6 + v3e7.
where ρ =
√
λr for brevity.
Let Φ ∈ CurvSU(3)k be represented by ω ∈ Ω5(SC3) ∼= Ω5(SS6λ). By Lemma 3.7, if
k 6= 4, then
[Φ]λ(B(r)) =
∫
S3×S2
+
F ∗ω.
Since SU(2) acts transitively on ∂B(r) it is enough to compute F ∗ω at a point
(u, v) with
u1 = 1, u2 = u3 = u4 = 0 and v3 = 0. (68)
Locally around this point choose a lift F¯ (u, v) = (b1, Jb1, b2, Jb2, b3, Jb3) of F with
values in FSU(3)(S6λ) such that at (68) we have
b1 = v1(− sin ρ e1 + cos ρ e2) + v2e6
Jb1 = v2(− sin ρ e4 + cos ρ e7) + v1e3
b2 = v1(− sin ρ e4 + cos ρ e7)− v2e3
Jb2 = v2(− sin ρ e1 + cos ρ e2)− v1e6
b3 = e5
Jb3 = − cos ρ e4 − sin ρ e7
Using Lemma 2.6 we compute
F¯ ∗ω1¯ = λ
−1/2 sin ρ (−v2 sin ρ du3 + v1du2)
F¯ ∗ω2 = λ−1/2 sin ρ (−v1 sin ρ du3 − v2du2)
F¯ ∗ω2¯ = 0
F¯ ∗ω3 = λ−1/2 sin ρ du4
F¯ ∗ω3¯ = −λ−1/2 cos ρ sin ρ du3
and
F¯ ∗ϕ1¯,1 = cos ρ v2dv3 + v1 cos ρ (− sin ρ v2du3 + v1du2)
F¯ ∗ϕ2,1 = v1 cos ρ dv3 + v1 cos ρ (− sin ρ v1du3 − v2du2)
F¯ ∗ϕ2¯,1 = v2dv1 − v1dv2
F¯ ∗ϕ3,1 = v1 cos ρ du4
F¯ ∗ϕ3¯,1 = − sin ρ dv3 − v1 cos2 ρ du3
Let us use these relations to compute for example [∆3,0]λ(B(r)). Substituting
v1 = cosϕ, v2 = sinϕ, dv3 = sinϕdθ
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we obtain
[∆3,0]λ(B(r)) =
1
8π
∫
S3×S2
+
F¯ ∗(β ∧ θ1 ∧ θ1)
=
1
8π
vol(S3)
∫ 2π
0
∫ pi
2
0
2
λ
3
2
sin(
√
λr)5 sinϕdϕdθ,
which yields the stated value. The other identities follow similarly. 
Lemma 5.23. Let B(r) ⊂ S6λ be a 6-dimensional geodesic ball. Then the curvature
measures N1,0, Ψ2, Φ3 and ∆3,0 − 23∆3,1 vanish identically on B(r).
Proof. Since G2 acts transitively on ∂B(r), it is enough to prove that the global-
izations [N1,0]λ, [Ψ2]λ, [Φ3]λ and [∆3,0 − 23∆3,1]λ vanish on B(r). Let us show this
first for λ = 0. In this case N1,0,Ψ2 fulfill the statement trivially as they glob-
alize to 0. To deal with φ3 and µ3,0 − 23µ3,1 we consider the derivation operator
Λ: Valk → Valk−1 introduced in [4]. Since there are no elements of weight 2 in
Val
SU(3)
2 we must have Λφ3 = 0. By [20, Lemma 5.2] we have Λ
2(µ3,0 − 23µ3,1) = 0.
We deduce that φ3(B(r)) and (µ3,0− 23µ3,1)(B(r)) are polynomials in r of respective
degrees 0 and 1 at most. On the other hand, since φ3, µ3,0, µ3,1 are homogeneous of
degree 3, these polynomials must be proportional to r3. This proves the statement
for λ = 0.
For a general λ let us note that ∂B(r) is totally umbilical. Hence, for any curvature
measure Ψ ∈ CurvSU(3)k with k < 6 we have
[Ψ]λ(B(r)) = [Ψ]0(B0(r))
where B0(r) is any ball in C
3 with the same normal curvature as Br ⊂ S6λ. Thus,
the lemma follows from the case λ = 0. 
Proposition 5.24. The kernel of the globalization map globλ : Curv
SU(3) → V6λ is
given by the following relations:
[N2,0]λ =
λ
2π
[∆4,1 − 4∆4,2]λ
[Φ2]λ = − λ
2π
[∆4,1 − 4∆4,2]λ
[Ψ3]λ = −
√
λ
2
[∆4,1 − 4∆4,2]λ
[N1,0]λ =
3λ
2π
[
∆3,0 − 2
3
∆3,1 +ReΦ3
]
λ
[Ψ2]λ = −2
√
λ
π
[
∆3,0 − 2
3
∆3,1 +Φ3
]
λ
[N3,1]λ = 0
In particular N3,1, ImΦ2, ImΨ3, N2,0 +Φ2 ∈ ker globλ for all λ.
Proof. From [N2,0]0 = [Φ2]0 = [Ψ3]0 = 0, Corollary 3.6, Lemma 5.5, Lemma 3.7 and
the first part of Lemma 5.21 we conclude that [N2,0]λ, [Φ2]λ, [Ψ3]λ, and [∆4,1 − 4∆4,2]λ
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must be proportional. From Lemma 5.22 and the second part of Lemma 5.21 we get
the proportionality factors.
From [Ψ2]0 = 0, Euler-Verdier involution, and Lemma 3.7 we conclude
[Ψ2]λ = a[∆3,0]λ + b[∆31]λ + c[Φ3]λ + d[Φ3]λ.
Since the Rumin differential D must agree on both sides, and looking at the weight
of each curvature measure, it follows from Proposition 5.7 that d = 0. By Lemma
5.22, b = 4
√
λ
3π and a− c = 0. Finally 2a+ 3b = 0 by Lemma 5.23.
Arguing as before, using [N1,0]0 = 0, Euler-Verdier involution, Lemmas 3.7, 5.22,
and 5.23, we obtain
[N1,0]λ =
3λ
2π
[∆3,0]λ − λ
π
[∆3,1]λ + c[Φ3]λ + d[Φ3]λ
with c+ d = 3λ2π . Finally, Lemma 5.6 implies c = d. This completes the proof. 
5.7. Local kinematic formulas. The local kinematic formulas for the group U(n)
were recently discovered in [21]. Our results on the integral geometry of S6λ are
enough to completely determine the local kinematic formulas for SU(3). In the
proof below, we will use the local kinematic formulas
KU(3)(∆0,0) = 2∆0,0 ⊙∆6,3 +
32
15π
∆1,0 ⊙∆5,2 + 5
12
∆2,0 ⊙∆4,1 + 1
3
∆2,0 ⊙∆4,2
+
1
3
∆2,1 ⊙∆4,1 + 2
3
∆2,1 ⊙∆4,2 + 1
24
N2,0 ⊙∆4,1 − 1
6
N2,0 ⊙∆4,2 (69)
+
2
3π
∆3,0 ⊙∆3,0 + 8
9π
∆3,0 ⊙∆3,1 + 16
27π
∆3,1 ⊙∆3,1
− 32
675π
N3,1 ⊙N3,1 + 8
45π
∆3,0 ⊙N3,1 − 16
135π
∆3,1 ⊙N3,1
KU(3)(∆2,0 +∆2,1) = 2∆6,3 ⊙ (∆2,0 +∆2,1) +
64
15π
∆5,2 ⊙ (∆3,0 +∆3,1) (70)
+
29
48
∆4,1 ⊙∆4,1 + 7
6
∆4,1 ⊙∆4,2 + 2
3
∆4,2 ⊙∆4,2
KU(3)(∆3,0 −
2
3
∆3,1) = 2∆6,3 ⊙ (∆3,0 − 2
3
∆3,1) +
4
15
∆5,2 ⊙ (∆4,1 − 4∆4,2) (71)
Theorem 5.25. The local kinematic formulas for SU(3) are given by
KSU(3)(∆0,0) = KU(3)(∆0,0)−
2
15π
Φ3 ⊙ Φ3 − 1
8π
Ψ3 ⊙Ψ3
KSU(3)(Φ2) = 2Φ2 ⊙∆6,3
KSU(3)(Ψ2) = 2Ψ2 ⊙∆6,3 +
16
15π
Ψ3 ⊙∆5,2
KSU(3)(Φ3) = 2Φ3 ⊙∆6,3 (72)
KSU(3)(Ψ3) = 2Ψ3 ⊙∆6,3 (73)
and
KSU(3) = KU(3) on Curv
U(3)
i (74)
for 1 ≤ i ≤ 6.
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Proof. Applying the Fubini theorem for integration on homogeneous spaces∫
G
f dg =
∫
G/H
∫
H
f(xh) dh dx
to G = U(3) and H = S1 yields
KU(3)(m)(A,U ;B,V ) =
∫
S1
KSU(3)(m)(A,U ; ζB, ζV ) dζ. (75)
Let {mj} be some basis of CurvSU(3), where each mj has pure degree of homo-
geneity and pure weight. Let also m be a curvature measures of pure degree and
weight. If
KSU(3)(m) =
∑
i,j
cmijmi ⊗mj,
then cmij 6= 0 if and only if
deg(m) + 6 = deg(mi) + deg(mj)
and
weight(m) = weight(mi) + weight(mj).
Since curvature measures of non-zero weight appear only in degrees two and three,
this together with (75) implies (74) and
KSU(3)(∆0,0) = KU(3)(∆0,0) + aΦ3 ⊙ Φ3 + bΨ3 ⊙Ψ3
for some constants a, b. Globalizing in C3, we get kSU(3)(χ) and comparing with
[14, Theorem 1.6], we find a = − 215π .
By (54), globalizing
KSU(3)(∆0,0 +
λ
2π
(∆2,0 +∆2,1) +
3λ2
4π2
(∆4,1 +∆4,2) +
15λ3
8π3
∆6,3)
in S6λ yields kG2(χ). Using (69), (70) and Proposition 5.24, we see µ
λ
4,2 ⊙ µλ4,2
appearing here and in Proposition 5.18. Comparing coefficients yields b = − 18π .
By degree and weight reasons, we obtain (72), (73), and
KSU(3)(Φ2) = 2Φ2 ⊙∆6,3 + cΦ3 ⊙∆5,2
KSU(3)(Ψ2) = 2Ψ2 ⊙∆6,3 + dΨ3 ⊙∆5,2
To find the constant d, note that by Proposition 5.24, the images of Ψ2 and−2
√
λ
π (∆30−
2
3∆31 + Φ3) under globλ⊗ globλ ◦KSU(3) coincide. Using (71), (72), and Proposi-
tion 5.24, we may compare the coefficient of µλ4,1 ⊙ µλ5,2 and find
−d
√
λ
2
= −8
√
λ
15π
.
The same argument shows c = 0. 
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6. Integral geometry of S7 under Spin(7)
For λ > 0 we denote by S7λ the sphere of radius λ
−1/2 centered at the origin of O.
For λ = 0 we set S70 = ImO = Te0S
7. Exploiting that the restriction of invariant
curvature measures on S7λ to S
6
λ is essentially injective (Corollary 4.7) we give in
this section a thorough account of the integral geometry of S7λ under the action of
Spin(7). Our first main result is the second part of Theorem 1.1, which states that
V7λ := V(S7λ)Spin(7) and V70 := Val(ImO)G2 are isomorphic as filtered algebras. Our
second main result is Theorem 6.15, which establishes in explicit form the full array
of local kinematic formulas for G2.
6.1. Differential forms. A 3-form σ ∈ ∧3V ∗ on a 7-dimensional real vector space
V is called non-degenerate if for each pair u, v ∈ V of linearly independent vectors
there exists w ∈ V such that σ(u, v, w) 6= 0. By [48, Remark 3.10], each non-
degenerate form determines a euclidean inner product and an orientation on V (and
hence a volume form volg ∈ ∧7V ∗) such that
(ιuσ) ∧ (ιvσ) ∧ σ = 6g(u, v) volg for u, v ∈ V.
The standard associative 3-form (1) is non-degenerate and induces the standard
euclidean inner product and orientation on ImO. For every non-degenerate σ the
group {g ∈ GL(V ) : g∗σ = σ} is isomorphic to G2, see, e.g., Theorem 3.2 of [48].
A G2-structure on a 7-dimensional smooth manifold M is a 3-form σ ∈ Ω3(M)
such that σp ∈ ∧3T ∗pM is non-degenerate for each p ∈ M . The Cayley calibration
Φ ∈ ∧4O∗ defines via
σp =
√
λ ιpΦ, p ∈ S7λ,
a G2-structure on S
7
λ for λ > 0. For λ = 0 we take σ = φ. The metric and orientation
induced by σ are the standard metric and orientation on S7λ ⊂ O. This may be seen
by evaluating σ at the representative point λ−1/2e0 using (2). By the same token,
∗σ = Φ|S7λ and as a consequence
dσ = 4
√
λ ∗σ. (76)
Let FG2 ⊂ FO(7)S7λ be the bundle whose fiber over p ∈ S7λ consists of orthonormal
bases u1, . . . , u7 of TpS
7
λ satisfying
σ(ui, uj , uk) = εijk, 1 ≤ i, j, k ≤ 7
where the ε symbol is skew-symmetric in either three or four indices and is uniquely
determined by
φ =
1
6
εijk e
i ∧ ej ∧ ek
ψ =
1
24
εijkl e
i ∧ ej ∧ ek ∧ el.
Clearly, FG2 is a principal bundle with structure group G2 ⊂ O(7). We denote the
restrictions of the solder 1-form ω and the connection 1-form ϕ to FG2 by the same
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symbols. Let SU(3) ⊂ G2 denote the stabilizer of the first basis vector and consider
in FG2 the 1-form α = ω1, the 2-forms
θ0 =
1
2
ε1jk ϕj1 ∧ ϕk1
θ1 = ε1jk ωj ∧ ϕk1
θ2 =
1
2
ε1jk ωj ∧ ωk
θs = ωi ∧ ϕi1
and the 3-forms
χ0 =
1
6
(
εijk ϕi1 ∧ ϕj1 ∧ ϕk1 +
√−1ε1ijk ϕi1 ∧ ϕj1 ∧ ϕk1
)
χ1 =
1
2
(
εijk θi ∧ ϕj1 ∧ ϕk1 +
√−1ε1ijk θi ∧ ϕj1 ∧ ϕk1
)
χ2 =
1
2
(
εijk θi ∧ θj ∧ ϕk1 +
√−1ε1ijk θi ∧ θj ∧ ϕk1
)
χ3 =
1
6
(
εijk θi ∧ θj ∧ θk +
√−1ε1ijk θi ∧ θj ∧ θk
)
where repeated indices are summed over from 2 to 7. By (12) and (13), these forms
are SU(3)-invariant. They are also horizontal for the bundle FG2 → SS7λ given by
projection to the first basis vector. Hence they descend to the sphere bundle of
S7λ. Again we will make no notational distinction between the forms on the sphere
bundle and the corresponding forms on the frame bundle.
Proposition 6.1. The algebra of Spin(7)-invariant forms on the sphere bundle of
S7λ is generated by the forms α, θ0, θ1, θ2, θs, and χi, χi for i = 0, . . . , 3.
Proof. Since the stabilizer of ξ ∈ SS7λ is SU(3) we have T ∗ξ SS7λ ∼= R ⊕ C3 ⊕ C3 as
SU(3) representations. Hence evaluation at ξ yields an isomorphism
Ωk(SS7λ)
Spin(7) ∼=
(∧k(V ∗ ⊕ V ∗)⊗C)SU(3) ⊕ (∧k−1(V ∗ ⊕ V ∗)⊗ C)SU(3) (77)
where V = C3 considered as a real vector space. The invariant forms introduced
above are mapped onto the generators of the algebra (∧(V ∗ ⊕ V ∗)⊗ C)SU(3) deter-
mined by Bernig [14, Lemma 3.3]. Indeed, using (1), its not hard to see that the θi
and χi are mapped onto multiples of the forms Θi and Ξi from [14]. This concludes
the proof. 
Lemma 6.2. χi ∧ χj = 0 unless i + j = 3 and the forms χi ∧ χ3−i for i = 0, . . . , 3
are all proportional. Moreover the forms χi ∧ χj are expressible solely in terms of
θ0, θ1, θ2, and θs.
Proof. In the light of (77) this an immediate consequence of the corresponding state-
ment for (∧(V ∗ ⊕ V ∗)⊗ C)SU(n) proved in [14]. 
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6.2. Curvature measures. Let C7λ denote the space of invariant curvature mea-
sures on S7λ. We introduce now a basis of the space C7λ ∼= CurvG2 .
Definition 6.3. For max(0, k − 3) ≤ p ≤ k/2 ≤ 3 define Θk,p ∈ CurvG2 by
Θk,p =
1
(3 + p− k)!(k − 2p)!p!α6−k
[θ3+p−k0 θ
k−2p
1 θ
p
2, 0]
where αk = vol(S
k), and put
Φ =
−i
2π2
[χ0 ∧ χ3, 0].
Put ∆k =
∑
pΘk,p for k ≤ 6, ∆7(A,U) = vol7(A ∩ U), and
N2 = −Θ2,0 + 4Θ2,1, N3 = 4Θ3,0 − 8
3
Θ3,1, N4 = −Θ4,1 + 4Θ4,2.
By Proposition 6.1 and Lemma 6.2, the following family spans CurvG2 :
∆0, ∆1, ∆2, N2, ∆3, N3,Φ,Φ, ∆4, N4, ∆5, ∆6, ∆7 (78)
By Lemma 6.4 below, these curvature measures actually form a basis of CurvG2 .
If ι : N → M is a totally geodesic isometric immersion of riemannian manifolds
then, by Proposition 3.5, τ ◦ ι∗ = ι∗ ◦ τ . Thus, Corollary 4.7 implies that the
restriction of Spin(7)-invariant curvature measures on S7λ to S
6
λ = S
7
λ ∩ ImO is
essentially injective. We compute this map now explicitly.
Lemma 6.4. Let ι : S6λ → S7λ be the inclusion. The restriction map ι∗ : C7λ → C6λ is
given by
ι∗(∆7) = 0,
ι∗(∆k) =
∑
q
∆k,q, k < 7
ι∗(N2) = N2,0 − 2ReΦ2
ι∗(N3) =
3
2
∆3,0 −∆3,1 − 5
3
N3,1 − 5
2
ReΦ3,
ι∗(N4) = −∆4,1 + 4∆4,2,
ι∗(ReΦ) =
3
8
∆3,0 − 1
4
∆3,1 +
1
4
N3,1 − 5
8
ReΦ3,
ι∗(ImΦ) =
8
3π
ReΨ3.
Proof. As shown by Alesker in [10], the pull-back ι∗ of a curvature measure [ω, φ]
on Y = S7λ to X = S
6
λ is [p∗ω, π∗ω], where π∗, p∗ denote respectively integration
along the fibers of π : N(S6λ) → S6λ and of the submersion p : E → SS6λ, where E
is a compact manifold with boundary whose interior is E◦ = SS7λ|X \ N(S6λ) and
p(x, cos(t)e0 + sin(t)ξ) = (x, ξ) if ξ ∈ SxX. Now f : SX × (0, π) → E◦, given by
f(u, t) = cos(t)e0 + sin(t)u is a local trivialization for p|E◦. To compute the fiber
integral, we have to compute the pullback under f and integrate with respect to t.
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By invariance, it is enough to do this at the point u = (λ−1/2e1, e2). Choose some
local lift of f to a map f˜ with values in FG2(Y ) such that f˜1 = f . We can choose f˜
so that at the point (λ−1/2e1, e2, t)
f˜1 = sin(t)e2 − cos(t)e0
f˜2 = cos(t)e2 + sin(t)e0
f˜3 = e3
f˜4 = e4
f˜5 = − sin(t)e7 + cos(t)e5
f˜6 = − cos(t)e7 − sin(t)e5
f˜7 = e6
From Lemma 2.6 we obtain
f˜∗ϕ21 = −dt
f˜∗ϕ31 = sin(t)ϕ1¯1
f˜∗ϕ41 = sin(t)ϕ21
f˜∗ϕ51 = sin(t)(− sin(t)ϕ3¯1 + cos(t)ϕ2¯1)
f˜∗ϕ61 = sin(t)(− cos(t)ϕ3¯1 − sin(t)ϕ2¯1)
f˜∗ϕ71 = sin(t)ϕ31
and
f˜∗ω2 = cos(t)ω1
f˜∗ω3 = ω1¯
f˜∗ω4 = ω2
f˜∗ω5 = − sin(t)ω3¯ + cos(t)ω2¯
f˜∗ω6 = − cos(t)ω3¯ − sin(t)ω2¯
f˜∗ω7 = ω3
Here the solder and connection forms on the right-hand side refer to the complex
basis e2, . . . , e7 of Tλ−1/2e1S
6
λ. The lemma follows now from direct computation. Let
us compute for instance the restriction of
ImΦ =
1
2π2
[χ0,I ∧ χ3,I − χ0,R ∧ χ3,R, 0].
Modulo ω1 = α, and modulo terms without a dt factor, we have
f˜∗(χ0,I ∧ χ3,I) ≡ sin2(t)dt ∧ (−ϕ2¯1 ∧ ϕ3¯1 + ϕ21 ∧ ϕ31) ∧ ω1¯∧
∧ [(− sin(t)ω3¯ + cos(t)ω2¯) ∧ ω3 − ω2 ∧ (− cos(t)ω3¯ − sin(t)ω2¯)]
f˜∗(χ0,R ∧ χ3,R) ≡ sin2(t)dt ∧ ω1¯ ∧ (−ω2 ∧ ω3 + ω2¯ ∧ ω3¯)
∧[ϕ21∧(cos(t)ϕ3¯1 + sin(t)ϕ2¯1) + (− sin(t)ϕ3¯1 + cos(t)ϕ2¯1) ∧ ϕ31)].
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Integrating for t ∈ (0, π) we get
p∗(χ0,I ∧ χ3,I) = 4
3
ω1¯ ∧ (ϕ21 ∧ ϕ31 − ϕ2¯1 ∧ ϕ3¯1) ∧ (ω2 ∧ ω2¯ + ω3 ∧ ω3¯)
p∗(χ0,R ∧ χ3,R) = −4
3
ω1¯ ∧ (ϕ21 ∧ ϕ2¯1 + ϕ31 ∧ ϕ3¯1) ∧ (ω2 ∧ ω3 − ω2¯ ∧ ω3¯).
It is straightforward to check that p∗(χ0,I ∧χ0,I −χ0,R∧χ0,R) = 43β ∧ θ1∧χ1,R, and
thus ι∗(ImΦ) = 83π ReΨ3. The other relations follow similarly. 
Lemma 6.5. The Euler-Verdier involution on CurvG2 is given by
σΘkp = (−1)kΘkp
and
σΦ = −Φ
In particular, ImΦ ∈ Curv−3 .
Proof. Since εijk 6= 0 if and only if i+ j + k is even, the assignment
a(ei) = (−1)iei, i = 1, . . . , 7,
defines a lift of the fiberwise antipodal map a : SM → SM to the frame bundle
FG2M of a manifold with a G2-structure. Hence
a∗ωi = (−1)iωi and a∗ϕij = (−1)i+jϕij
for i, j = 1, . . . , 7. As an immediate consequence,
a∗θi = (−1)i+1θi, i = 0, 1, 2.
Since ε1ijk 6= 0 if and only if i+ j + k is odd, we also have
a∗χi = (−1)i+1χi, i = 0, 1, 2, 3.

6.3. The algebra of invariant valuations. A geometric description of the space
of translation-invariant and G2-invariant valuations was obtained by Bernig [16].
The space ValG2 is 10-dimensional and consists of even valuations. It is spanned by
the intrinsic volumes and two new valuations ν3 and ν4 of degree 3 and 4. In terms
of Klain functions,
Klν3(E) = |φ|E |2 and Klν4(F ) = |ψ|F |2,
where the norms are understood with respect to the euclidean inner product deter-
mined by φ. The valuations
ν ′3 = 5ν3 − µ3
ν ′4 = 5ν4 − µ4
belong to non-trivial irreducible SO(7)-subrepresentations of Valk.
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Lemma 6.6. Let i : C3 ∼= TpS6λ −→ TpS7 ∼= R7 be induced by the inclusion S6λ ⊂ S7λ.
The corresponding restriction map i∗ : ValG2 → ValSU(3) is given by
i∗(µk) =
∑
q
µk,q
i∗(ν ′3) =
3
2
µ3,0 − µ3,1 − 5
2
Reφ3
i∗(ν ′4) = −µ4,1 + 4µ4,2.
Proof. In [16, Lemma 5.1], the restriction j∗ : ValG2 → ValSU(3) was computed for
a linear isometry j : C3 → R7 with j∗σ = RedetC. Since i∗σ = ImdetC, we may
take j = i ◦ s−1 where s is any C-linear isometry of C3 with det s = √−1. Since
Kls∗φ3 = −Klφ3 , comparing with [16, Lemma 5.1] and [20, (36)] yields the result. 
Corollary 6.7. For λ = 0
µk = glob(∆k), k = 0, . . . , 6 (79)
and
ν ′l = glob(Nl), l = 3, 4.
Proof. Since i∗ is injective on ValG2k if k < 7, and i
∗ ◦ glob = glob ◦ι∗, it suffices to
check
glob ◦ι∗(∆k) = ι∗(µk) and glob ◦ι∗(Nl) = ι∗(ν ′l)
which is immediate from Lemmas 6.4 and 6.6. 
Let µλk = [∆k]λ, ν
λ
3 = [N3]λ and ν
λ
4 = [N4]λ (note that ν
0
3 = ν
′
3 and ν
0
4 = ν
′
4). By
Lemma 3.8 and [16], the valuations
µλ0 , . . . , µ
λ
7 , ν
λ
3 , ν
λ
4
constitute a basis of V7λ.
Next we determine the algebra structure on V7λ. Put
ϕ =
2√
λ
1
vol(S7λ)
k(χ)( · , S6λ),
where S6λ ⊂ S7λ is a totally geodesic hypersurface. Recall that the formulas (52) and
(53) hold.
Lemma 6.8. ϕ · νλ3 = −38νλ4 and ϕ · νλ4 = 0.
Proof. For λ = 0, the statement was proved in [16]. A dimension count shows that
glob0 : Curv
G2
4 → ValG24 is injective. Hence ϕ · N3 = −38N4 and ϕ · N4 = 0 in S70 .
By Proposition 3.9, this holds also in S7λ for λ > 0, and the claim follows. 
The following proves the second part of Theorem 1.1.
Theorem 6.9. The filtered C-algebra V7λ is isomorphic to
C[t, u]/(t2u, u2 + t6)
where the generators t, u have filtration 1 and 3 respectively.
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Proof. For λ = 0 this is proved in [16]. By Lemma 6.8 and (52), the valuations
tλ =
2
π µ1|S7λ , and uλ =
2
π2
νλ3 generate the algebra V7λ. By the same token, the
relation t2λuλ = 0 holds. Since the relation u
2
λ+ t
6
λ = 0 holds for λ = 0, Theorem 3.1
and Corollary 3.6 imply
u2λ + t
6
λ = c vol
where c = pd(uλ, uλ). By Lemma 6.5 we have σ(uλ) = −uλ and σ(tλ) = −tλ. It
follows that u2λ + t
6
λ belongs to the +1-eigenspace of σ. Since σ(vol) = − vol, this
shows c = 0. Comparing dimensions we see that the map t 7→ tλ, u 7→ uλ from
C[t, u]/(t2u, u2 + t6) to V7λ is an isomorphism. 
It is worth mentioning that we have constructed an isomorphism between V7λ and
ValSpin(7) preserving filtration and also Euler-Verdier involution.
We also describe the kernel of the globalization map globλ : Curv
G2 ∼= C7λ → V7λ.
Proposition 6.10.
[N2 +
3λ
2π
N4]λ = 0
[ImΦ− 4
√
λ
3π
N4]λ = 0
[N3 − 4ReΦ]λ = 0
Proof. Consider the restriction r : V7λ → V6λ. Since r ◦ globλ = globλ ◦ι∗, it follows
from Lemma 6.4 that r is injective on the subspace spanned by µλ0 , . . . , µ
λ
6 , ν
λ
3 , ν
λ
4 .
Hence, ker r is spanned by µλ7 .
Let m = N2 +
3λ
2πN4. One checks using Lemma 6.4 and Proposition 5.24 that the
restriction ι∗m belongs to the kernel of globalization in S6λ. Hence, [m]λ is a multiple
of µ7λ. Since [m]λ(S
7
λ) = 0 the first equality in the statement is proved. The same
argument applies also to the other two equalities. 
In particular, as it was the case in CurvSU(3), there is an element of CurvG2 which
globalizes to zero for every λ.
6.4. Global kinematic formulas. By the fundamental theorem of algebraic inte-
gral geometry (23), the full array of global kinematic formulas in S7λ under Spin(7)
can be deduced from the structure of the algebra of invariant valuations. Parallel to
the case of S6λ we illustrate this by providing an explicit expression for the principal
kinematic formula. We apply this result to bound the mean intersection number of
associative submanifolds and arbitrary 4-dimensional submanifolds of S7λ.
Let kSO(8) denote the kinematic operator in (S
7
λ,SO(8)).
Theorem 6.11. The principal kinematic formula in S7λ is given by
kSpin(7)(χ) = kSO(8)(χ) +
1
256
νλ3 ⊙ νλ4 .
Proof. Note that Lemma 6.8 implies
pd(νλi , µ) = 0, i = 3, 4, µ ∈ V(S7λ)SO(8).
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Moreover, since
νλ3 · νλ4 = 512 vol (80)
holds for λ = 0 by [16], it also holds for any λ > 0 by Theorem 3.1 and Corollary 3.6.
Since k(χ) = pd−1 as an element of V7λ ⊗V7λ = Hom(V7∗λ ,V7λ), the claim follows. 
An oriented 3-submanifold L ⊂ S7λ is called associative if σ|L = volL, i.e. if L is
calibrated with respect to σ. Note that coassociative submanifolds of S7, i.e. oriented
4-submanifolds C ⊂ S7λ with ∗σ|C = volC , do not exist. Indeed, ∗σ|C = volC
is equivalent to σ|C = 0. Thus dσ would vanish identically on C which would
contradict (76).
Corollary 6.12. Let L ⊂ S7 be a compact associative submanifold. For every 4-
dimensional compact submanifold with boundary M ⊂ S7 the following inequalities
hold:
15
128
vol4(M) vol3(L) ≤
∫
Spin(7)
#(M ∩ gL) dg < 5
32
vol4(M) vol3(L). (81)
Equality holds on the left if and only if each tangent space of M contains an asso-
ciative subspace.
Proof. For any compact 4-submanifold with boundary M , we have
kSpin(7)(χ)(L,M) =
1
8
µλ4(M)µ
λ
3 (L) +
1
512
νλ4 (M)ν
λ
3 (L)
= vol3(L)
(
1
8
vol4(M) +
1
128
∫
M
(5| ∗σ|TxM |2 − 1)dx
)
.
Therefore
15
128
vol4(M) vol3(L) ≤ kSpin(7)(χ)(L,M) <
5
32
vol4(M) vol3(L)
Equality on the left occurs if and only if ∗σ vanishes identically onM . By Lemma 6.13
below this happens if and only if each tangent space of M contains an associative
subspace. The right-hand side inequality is strict since coassociative submanifolds
do not exist. 
Lemma 6.13. Let V ⊂ ImO be a 4-dimensional linear subspace. Then ψ|V = 0 if
and only if V contains an associative subspace.
Proof. It is easy to see that ψ|V = 0 if V contains an associative subspace. To prove
the converse, note that by (2) we have Φ|V = 0, hence Im(x × y × z) ∈ V ⊥ for all
x, y, z ∈ V . The induced linear map ∧3V → V ⊥ has by dimensional reasons a non-
trivial kernel. Since every element in ∧3V is decomposable, there exist x, y, z ∈ V
with x ∧ y ∧ z 6= 0 and Im(x× y × z) = 0. Let U be the subspace spanned by these
elements. Since |φ|U |2 = 1 by the associator equality (cf. [37, Thm. 7.104]), we have
reached the desired conclusion. 
Note that there are many 4-dimensional submanifoldsM ⊂ S7 fulfilling the equal-
ity conditions in (81). For instance, one may take an associative submanifold L in
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S7 and a smooth family {gt} ⊂ Spin(7) such that M =
⋃
t gt(L) ⊂ S7 is a 4-
dimensional compact submanifold with boundary. SinceM is foliated by associative
submanifolds, every tangent space TpM contains an associative subspace.
An argument parallel to the one given for (67) shows that the upper bound in
(81) is optimal.
6.5. Local kinematic formulas. Finally, we obtain the local kinematic formulas
under Spin(7).
Lemma 6.14. The ValG2-module structure of CurvG2 is given by
t ·∆j = 2ωj−1
ωj
∆j+1 ν
′
3 ·∆0 = 4ReΦ
t ·N2 = 2
5π
(4ReΦ−N3) ν ′3 ·∆1 = −
3π
16
N4
t ·N3 = −3
8
N4 ν
′
3 ·N3 = −30π∆6
t · Φ = t · Φ = − 3
32
N4 ν
′
3 · Φ = ν ′3 · Φ = −
15π
2
∆6
ν ′3 ·N4 = 512∆7.
The rest of products of t, ν ′3 with elements of the basis (78) vanish.
Proof. The first relation is well-known. The products t · N2 and ν ′3 · ∆0 can be
deduced through restriction to C3, using the ValU(n)-module structure of CurvU(n)
which was determined in [21, Section 5]. The rest of relations can be deduced from
globalization since glob is injective on Curvk for k 6= 2, 3. 
Theorem 6.15. The local kinematic formulas for G2 are given by
KG2(∆0) = KSO(7)(∆0) +
1
26
ReΦ⊙N4
KG2(∆1) = KSO(7)(∆1)−
3π
213
N4 ⊙N4
KG2(∆i) = KSO(7)(∆i)
KG2(N2) = 2∆7 ⊙N2 +
1
8
∆6 ⊙ (4ReΦ−N3)
KG2(N3) = 2∆7 ⊙N3 −
15π
128
∆6 ⊙N4
KG2(N4) = 2∆7 ⊙N4
KG2(ReΦ) = 2∆7 ⊙ ReΦ−
15π
512
∆6 ⊙N4
KG2(ImΦ) = 2∆7 ⊙ ImΦ.
where a⊙ b = 12(a⊗ b+ b⊗ a).
Proof. We determine the semi-local kinematic formulas first. Let us write K = KG2 ,
k¯ = k¯G2 for brevity. Using the previous lemma we obtain
k¯(∆0) = k(χ) · (χ⊗∆0) = k¯SO(7)(∆0) +
1
29
ν ′3 ⊗N4 +
1
27
ν ′4 ⊗ ReΦ.
45
Recall that
(glob⊗ id) ◦K = k¯,
and K(∆0) is conatined in W :=
⊕
i Curvi⊗Curv7−i. By Proposition 6.10 (with
λ = 0), the kernel of glob⊗ id restricted toW is contained in⊕i=2,3Curvi⊗Curv7−i.
It follows that glob⊗ id is injective on W ∩ Sym2Curv, where K(∆0) belongs. This
proves the first stated relation. For the second and third lines, we use
K(∆i) = (µi ⊗ χ) ·K(∆0).
Similarly,
k¯(N2) = µ7 ⊗N2 + 1
16
µ6 ⊗ (4ReΦ−N3)
k¯(N3) = µ7 ⊗N3 − 15π
256
µ6 ⊗N4 − 15π
256
ν ′4 ⊗∆6 + ν ′3 ⊗∆7
k¯(ImΦ) = µ7 ⊗ ImΦ
which gives K(N2),K(N3),K(ImΦ). The remaining relations follow for instance
from
K(N4) = −8
3
(t⊗ χ) ·K(N3), K(ReΦ) = 5π
8
(t⊗ χ) ·K(N2) + 1
4
K(N3).

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