The random walk is often used to model exchange rates. According to the Lucas critique, however, policy shifts may lead to breaks in the trend of exchange rates and hence to long swings. We use a Markov regime-switching model to allow for such swings and we reject the random walk in favor of the regime-switching model. Earlier papers report this result too, but the authors are concerned about the reliability of their Wald based tests in the strongly nonlinear regime-switching model. We show that these tests are indeed not very robust. Hence, we use a likelihood ratio test for which the (non-standard) critical values have been computed recently.
Introduction
Modeling exchange rates has been a main endeavor for economists. Since the work of Meese and Rogo¤ (1983) , many researchers have used the random walk model. The empirical quality of this model has also been stressed by Diebold and Nason (1990) , who …nd in a nonparametric analysis that it is di¢cult to improve on the random walk in point prediction.
The random walk, however, is unsatisfactory from an economic point of view. It ignores any e¤ect of observed changes in economic policy, and, according to the Lucas (1976) critique, such policy shifts may well a¤ect the exchange rate generating process.
For instance, regarding monetary policy, Kaminsky (1993) shows theoretically that a change from a contractionary to an expansionary monetary policy increases the exchange rate depreciation. Moreover, the relevance of international policy coordination appears from the 1985 Plaza agreement, in which the G-5 countries announced to bring about a U.S. dollar depreciation after the sharp dollar appreciation during the …ve years before; the dollar indeed depreciated strongly from 1985 to 1987. Both examples show that policy shifts can lead to changes in the trend of exchange rates and thus to long swings.
The idea of long swings is further supported by time plots of exchange rates. Figures 1A, 2A and 3A plot the dollar price of one German mark, Japanese yen and U.K. pound, respectively, from April 1974 to July 1997. Exchange rates indeed seem to be characterized by long swings.
In this paper we formally examine whether long swings exist. We test the random walk against the long swings model and …nd that long swings are indeed a systematic part of the exchange rate generating process. Engel and Hamilton (1990) , among others, report this conclusion too, but the authors are concerned about the reliability of their Wald tests in the strongly nonlinear regime-switching model. We show that the Wald test is indeed not very robust in regime-switching models. This problem does not apply to our test approach, as we use a likelihood ratio test for which the (non-standard) critical values have been computed recently by Garcia (1995) . Hence, we can conclude that there is really evidence of long swings in exchange rates.
To formalize the concept of long swings, we use the Markov regime-switching model introduced in the seminal paper of Hamilton (1989) . According to the basic regimeswitching model, the expected exchange rate change is one of two constants depending on the regime the process is in. Persistence of such "mean regimes" then leads to the long swings.
In the literature so far, regime-switching models have been used in various ways. are able to test the exact null of interest without much di¢culty. Remarkably, we …nd no signi…cant evidence of long swings using similar quarterly and monthly data as in Engel and Hamilton (1990) , Kaminsky (1993) and Engel (1994) . This may be caused by the data frequency: even if swings exist and last for some quarters, sampling at the quarterly or monthly frequency may result in too few observations per swing to distinguish the swings from a random walk. Therefore, we use weekly data to enhance the power of the test. Our empirical results now reject the random walk. Hence, the data suggest that long swings are really a systematic part of the exchange rate generating process.
In the next section, we formally describe the regime-switching model. In section 3 we describe the data and the empirical results. There, we actually test for the existence of long swings. Section 4 concludes.
Regime-Switching Model
To be able to test for the existence of long swings, we need a model that allows for such swings. In this section we develop that model. It is an extended version of the Engel and Hamilton (1990) regime-switching model, as we explicitly take account of the conditional heteroskedasticity that is present in our weekly data.
We need the following notation. Let S t denote the logarithm of the spot exchange rate at time t, that is, the domestic currency price of one unit of foreign currency. We concentrate on the exchange rate change s t =100(S t ¡S t¡1 ), so that s t is the percentage depreciation of the domestic currency from time t¡1 to t.
The regime-switching model consists of four elements, namely the regime process, mean, variance and distribution. We now discuss these elements subsequently, and we relate our speci…cation to the one used by Engel and Hamilton (1990) .
The regime process we use is the same as in Engel and Hamilton (1990) . It is based on two (unobservable) regimes. Let r t 2 f1; 2g denote the regime at time t. Within this regime, the mean exchange rate change is ¹ rt , which we assume to be constant over time. Across regimes, however, the means are allowed to di¤er, and we identify the …rst regime as the low mean regime: ¹ 1 · ¹ 2 . This provides the basis for the swings.
After all, being in the …rst and then in the second regime for a while leads to a period of appreciation followed by depreciation, that is, to swings in the exchange rate. Note, however, that we do not impose this kind of exchange rate behavior; we do allow for ¹ 1 = ¹ 2 , so that exchange rates can have a constant mean.
Whether swings are long or not depends on the regime staying probabilities. Let p t¡1 (r t je r t¡1 ) = p(r t jI t¡1 ; e r t¡1 ) denote the probability of going to regime r t at time t conditional on the information set of the data generating process, which consists of two parts. The …rst part, I t¡1 = (s t¡1 ; s t¡2 ; : : : ), denotes the information that is observed by the econometrician; the second part, e r t¡1 , is the regime path (r t¡1 ; r t¡2 ; : : : ), which is not observed by the econometrician. Note that we use the subscript t¡1 below an operator (probability, expectation or variance) as short-hand notation for conditioning on I t¡1 .
As in Engel and Hamilton (1990) , we assume that r t follows a …rst-order Markov process with constant staying probabilities, so that
p 11 if r t = r t¡1 = 1
Hence, if p 11 and p 22 are high, regimes are persistent and exchange rate swings are long.
Whereas persistence in mean regimes is supposed to take account of the long swings, or "long-run autocorrelation", there may still be short-run dynamics within a mean regime. In the conditional mean speci…cation we take account of this "short-run autocorrelation" by an autoregressive part, as has been done by Hamilton (1989) . We use only one autoregressive term, as it is generally believed that the short-run autocorrelation in exchange rates is small (see West and Cho (1995) ):
where the conditional expectation of the innovation is E t¡1 f" t je r t g =0.
Equations
(1) and (2) are fundamental, as they relate to the long swings directly.
For a complete model speci…cation, however, we also have to de…ne the two other elements, namely the conditional variance of " t and its distribution. This is the subject of the remaining part of this section.
To specify the conditional variance of " t , V t¡1 f" t je r t g, Engel and Hamilton (1990) assume that it is constant within a mean regime, but di¤erent across the two regimes.
This allows for some time-variation in volatility. However, as the authors admit, the perfect dependence between mean and variance can be problematic. For instance, if the appreciation regime is associated with high volatility, a period of unusual volatility can force the process into this appreciation regime, even when the currency is actually depreciating. Moreover, economists are not convinced that there is any relation between the mean and the variance of exchange rates (for instance, see Engle, Ito and Lin (1990) ).
A second restriction of the Engel and Hamilton (1990) variance speci…cation is that the variance is constant during mean regimes. As mean regimes are very persistent (a few years according to Engel and Hamilton) , the variance is also constant for a long time. In particular for high-frequency data, such as the weekly data that we will use, this is problematic, as it is well-known that there is conditional heteroskedasticity.
To solve both problems, we disconnect the mean and the variance, and let the popular generalized autoregressive conditional heteroskedasticity (GARCH) model govern the conditional variance (see Bollerslev, Chou and Kroner (1992) for an overview of GARCH). A direct application of the standard GARCH(1,1) formula in our regimeswitching model would de…ne the conditional error variance as
This speci…cation, however, appears practically infeasible when estimating the model.
In building the sample log-likelihood, the econometrician …rst expresses the unobserved previous surprise term " 2 t¡1 in terms of the conditioning variables by using
Hence, V t¡1 f" t je r t g depends on the unobserved regimes r t¡1 and r t¡2 . However, it also depends on the lagged variance V t¡2 f" t¡1 je r t¡1 g, which depends on r t¡2 , r t¡3 and V t¡3 f" t¡2 je r t¡2 g, where the latter depends on r t¡3 , r t¡4
and V t¡4 f" t¡3 je r t¡3 g, and so on. Consequently, the conditional variance in (3) depends on the entire sequence of regimes up to time t¡1. Since the number of possible combinations grows exponentially with t¡1, this leads to an enormous number of regime paths to t¡1. The econometrician, who does not observe regimes, has to integrate out all possible regime paths. This renders estimation intractable.
To avoid the path-dependency problem, it is interesting to realize that the same problem also hampered the application of regime-switching GARCH models, where the conditional variance depends on the volatility regime the process is in and where the conditional variance within each regime is governed by a GARCH process (see Cai (1994) and Hamilton and Susmel (1994) ). For such models, Gray (1996a) and Klaassen (1998) , who adjusts Gray's model, have introduced a way to remove the path-dependence from the likelihood. We apply the basic idea behind their techniques to solve the problem also in our regime-switching mean model. That is, we directly average out the regimes r t¡1 and r t¡2 in the source of the path-dependence, " 2 t¡1 = fs t¡1 ¡ [¹ r t¡1 + µ(s t¡2 ¡¹ r t¡2 )]g 2 , instead of only in the likelihood. This removes the regime-dependence of V t¡1 f" t je r t g. Because we use the observed information I t¡1 when averaging out the regimes, V t¡1 f" t je r t g becomes equal to V t¡1 f" t g:
This speci…cation is, of course, more restrictive than (3). However, the only purpose of the variance speci…cation is to make the long swing results robust to conditional heteroskedasticity. Subsection 3.4 shows that (4) is su¢cient for that.
We complete the conditional variance speci…cation by imposing the usual GARCH restrictions ! > 0 and ®,¯¸0 to ensure V t¡1 f" t g > 0 for all t. We also assume that ®+¯< 1, so that the unconditional variance is ¾ 2 = ! 1¡®¡¯.
The fourth and …nal element of the regime-switching model concerns the conditional distribution of exchange rate changes. Engel and Hamilton (1990) choose a normal distribution. However, to allow for extra leptokurtosis in our weekly data, we follow other papers by taking a t-distribution (see Bollerslev, Chou and Kroner (1992) ). It has º degrees of freedom, zero mean, and variance V t¡1 f" t g:
Equations (1), (2), (4) and (5) describe the complete regime-switching model. As in Engel and Hamilton (1990) , we estimate it by maximum likelihood. The likelihood function, which has a convenient recursive structure, is derived in appendix A.
Empirical Results
In this section we use the regime-switching model developed above to address the central question of this paper, namely whether long swings really exist. First, we describe the data. In subsection 3.2 we test for the swings. After that, we analyze the estimates of the regime-switching model and in subsection 3.4 we present some checks on its speci…cation. In the last subsection, we examine whether taking account of the long swings leads to better exchange rate forecasts than the simple random walk model.
Data
We use three U.S. dollar exchange rates, namely, the dollar vis-à-vis the German mark, the Japanese yen and the U.K. pound. These exchange rates have been chosen because of their important role on foreign exchange markets and because they behave relatively independently, for instance, compared to several dollar-EMS exchange rates. We have 1,216 weekly observations for the percentage dollar depreciations s t over the postBretton-Woods period from April 2, 1974 to July 22, 1997. They have been obtained from Datastream. In this subsection we provide some characteristics of the data and use them to motivate our model speci…cation empirically.
In panel A of …gures 1, 2 and 3 we show the behavior of the three exchange rates over the sample period. The …gures contain the exchange rate levels in U.S. dollars, not in logarithms. At …rst sight, exchange rates indeed seem to be characterized by long swings.
In table 1 we report some descriptive statistics of the three exchange rate changes.
There is signi…cant …rst-order autocorrelation in the weekly German mark changes (we always use a signi…cance level of 5% Both tests point at conditional heteroskedasticity for all three series. This is why we have extended the Engel and Hamilton (1990) model with GARCH speci…cation (4) for the conditional error variance.
Long Swings in Exchange
Rates: Are They Really in the Data?
As we have just seen from …gures 1A, 2A and 3A, exchange rates seem to exhibit long swings. In this section we analyze the main point of the paper, namely whether long swings are a systematic part of the exchange rate generating process, as Engel and Hamilton (1990) , Kaminsky (1993) , Engel (1994) and Dewachter (1997) claim. After all, the long swings may be only a pattern imposed by the eye on the realization of a random walk. More formally, we test the null hypothesis that exchange rates follow a random walk (with drift) against the regime-switching alternative.
The null hypothesis of interest is nested in the regime-switching model, as the null restriction ¹ 1 = ¹ 2 implies that exchange rates follow a random walk. 1 However, the asymptotic distribution of the usual tests (likelihood ratio, Wald and Lagrange multiplier) is no longer Â 2 , since the regime-switching probabilities are not identi…ed under the null. Garcia (1995) solves this problem by deriving the correct asymptotic distribution of the likelihood ratio (LR) statistic. Moreover, he shows that this asymptotic distribution is very close to the small-sample distribution. We …rst use his results to test the random walk against the regime-switching model for similar quarterly data as in Engel and Hamilton (1990) and Engel (1994) . After that, we enlarge the quarterly series to 1997, and check whether the results change. Finally, we increase the data frequency from quarterly to monthly and then to weekly; this leads to our …nal answer to the question whether long swings really exist.
To start our series of tests of the random walk, we take quarterly data from 1974:I to 1987:I, similar to the data in Engel and Hamilton (1990) and Engel (1994) . The top row of table 2 contains the LR tests of the random walk for the three currencies 1 For the moment, we neglect the autoregressive term in the mean equation (2). and the 5% critical value from Garcia (1995) . We …nd signi…cant evidence against the random walk for the U.K. However, the random walk is not rejected for the other two currencies. This latter conclusion is opposite to the one of Engel and Hamilton (1990) and Engel (1994) , who claim to have found evidence of long swings for the U.K. as well as Germany and Japan. 2 However, Engel and Hamilton admit that there is some concern with their test approach. As discussed in the introduction, they use a Wald test for a slightly more general null than the random walk, so as to circumvent the identi…cation problems associated with the null of a random walk. based on the quarterly data is that we have no evidence of long swings.
Our inability to reject the random walk can be due to a lack of power of the tests.
One reason for this may be that the data frequency is too low. After all, even if swings are part of the exchange rate generating process and last for a number of quarters, quarterly data may result in too few observations per swing to distinguish swings from a random walk. To examine this, we …rst increase the data frequency from quarterly to monthly. As table 2 shows, all LR tests are still insigni…cant, although they are generally higher than for the quarterly data.
As a …nal attempt, we use the weekly series described in subsection 3.1. The results change completely: all LR statistics are signi…cant now. Hence, the previous inability to reject the random walk using quarterly or monthly data has pure statistical reasons:
the low data frequency leads to too few observations to signi…cantly distinguish long swings from a random walk. Weekly data give the LR test enough power. Our …nal conclusion is thus that the data really suggest that long swings exist. Note that this conclusion is entirely based on the results of Garcia (1995) , not on the problematic Wald tests that have been used by others.
Estimation Results
We now present the estimation results for our regime-switching model and, for comparison, the results for the random walk. We …rst consider the mean equation (2). Then we extensively discuss the regime process in (1). Finally, we brie ‡y address the error distribution (5) with variance (4).
As table 3 shows, all three exchange rates are characterized by an appreciation and a depreciation regime. Moreover, there is signi…cant …rst-order autocorrelation for the German mark only.
Despite the minor importance of short-run autocorrelation, all three exchange rates exhibit long-run autocorrelation caused by the long swings, that is, by the persistence of regimes with di¤erent means. The high persistence of regimes is represented by the large regime-staying probabilities p 11 and p 22 , which all exceed 0.975.
To get a better idea about the degree of persistence that the staying probabilities imply, we …rst compute the expected duration of a regime r, which is (1 ¡ p rr ) ¡1 (see Hamilton (1989) ). The average estimates of p 11 and p 22 imply an expected duration of somewhat more than one year for the low mean regime and about two years for the high mean regime. 3
A second way to examine the persistence of regimes is by inspecting estimated regime probabilities. Following Gray (1996a), we use two types of regime probabilities, namely ex ante and smoothed probabilities. The ex ante probability of a particular regime at time t is the conditional probability that the process was in that regime at time t using only information available to the econometrician at time t ¡ 1, that is, I t¡1 . The smoothed regime probability, on the other hand, uses the complete data set I T , thereby smoothing the ex ante probabilities. 4 Hence, it gives the most informative answer to the question which regime the process was likely in at time t.
To illustrate the e¤ect of smoothing the ex ante probabilities, …gures 1B, 2B and 3B show the ex ante probabilities of being in the high mean regime for the German mark, Japanese yen and U.K. pound, respectively, while …gures 1C, 2C and 3C give the corresponding smoothed probabilities. The ex ante probabilities are, of course, more volatile, in particular the ones for the two European currencies in the …rst half of the eighties. At that time there were several short periods of depreciation, which were viewed ex ante as indications of regime-switches. However, they appeared to be only temporary depreciations afterwards, as the dollar continued to strengthen until 1985. Using this information to update the ex ante probabilities smoothes away the temporary deviations and makes the smoothed probabilities much more stable.
The smoothed probabilities in …gures 1C, 2C and 3C con…rm that regimes are persistent. Moreover, they show that the regime-classi…cation is in general as one would have expected. For instance, the well-known dollar appreciation against the European currencies in the …rst half of the eighties and the subsequent depreciation against all three currencies are well captured by the regime-switching model.
After this extensive discussion of the regime process, we now brie ‡y address the error variance (4) and distribution (5). The lower part of table 3 contains the estimates. We …nd that conditional homoskedasticity and conditional normality are strongly rejected.
Furthermore, for all three series the results are very robust across the two models, indicating that the variance is rather independent of the speci…cation of the mean equation.
Diagnostics
To check whether our model su¢ciently captures the autocorrelation and conditional heteroskedasticity in the data, we analyze the normalized residuals. Table 4 presents tests for autocorrelation and heteroskedasticity in them. From the …rst-order autocorrelations and the Box-Pierce statistics, we conclude that there is no remaining autocorrelation, at least for the regime-switching model. The random walk, which has no autoregressive term, misses some autocorrelation. Furthermore, the autocorrelation tests for the squared normalized residuals show no reason to extend the variance speci…cations of the two models.
Forecasting Performance
Knowing that long swings really exist, a natural question is whether this can be exploited to predict future exchange rates better than a random walk. In this subsection we focus on this issue.
We …rst compare the in-sample and then the out-of-sample forecasts generated by the random walk and the regime-switching model. We examine both point predictions and predictions of the direction of exchange rate changes by comparing the actual (log of the) exchange rate level at some future time ¿ , S ¿ , with the predicted level based on information available at time t¡1, b E t¡1 fS ¿ g. For the random walk, this forecast is the previous exchange rate S t¡1 plus an estimated drift term. For the regime-switching model, b E t¡1 fS ¿ g follows from (14) in appendix C, after substitution of the estimation results of subsection 3.3. The forecasts are computed for three horizons, namely the one-week, which corresponds to the data frequency, the one-quarter (13-week), and the one-year (52-week) horizon.
Starting with the in-sample forecasts, the …rst, often-used forecasting statistics we consider are the root mean squared error (RMSE), which is de…ned as the square root of
, and the mean absolute error (MAE) Table 5 shows that the regime-switching model beats the random walk in 12 out of 18 cases, so that there is only a slight preference for our regime-switching model.
Our model, however, clearly outperforms the random walk at predicting the direction of change. In eight out of nine cases the estimated probability of a correct prediction is higher than for the random walk. In even seven out of nine cases our model predicts the direction of change correctly in signi…cantly more than half of the observations, while for the random walk this happens only once. 5 Apparently, taking account of long swings improves the in-sample forecast quality, particularly regarding the direction of change.
We now turn to the out-of-sample forecasts. We reestimate the two models using only the …rst three quarters of the sample. Holding the parameters …xed, we then use the 304 observations in the …nal quarter (from November 1, 1991 to July 22, 1997) to generate the forecasts b E t¡1 fS ¿ g.
From table 6 we see that the marginal superiority of the regime-switching model in terms of RMSE and MAE has vanished. In only two out of eighteen cases the regimeswitching model outperforms the random walk and in the other cases it does worse.
This conclusion is also drawn by Engel (1994) and is in line with Diebold and Nason (1990) , who …nd in a nonparametric analysis that it is di¢cult to beat the random walk in point prediction.
Nevertheless, we still see that our model outperforms the random walk at predicting the direction of change, as it does better in seven out of nine cases and does worse only once. This is also concluded by Engel (1994) and is supported by our in-sample results.
Conclusion
The random walk is often used to model exchange rates. We test the validity of this model against the more general Markov regime-switching model. The latter model explicitly allows for long swings in exchange rates. The central question of the paper is whether such long swings actually exist.
In the literature so far, the conclusion is that long swings do exist. However, we demonstrate that the commonly used Wald tests are not very reliable in the highly nonlinear regime-switching model. Moreover, we …nd from a more robust likelihood ratio test that, based on similar quarterly data as in Engel and Hamilton (1990) , the random walk cannot be rejected in favor of the long swings.
However, this is not our …nal conclusion. Sampling at the quarterly or monthly frequency appears to result in too few observations to signi…cantly distinguish long swings from a random walk. After all, we …nd evidence of long swings when we use weekly data.
Given our evidence of long swings, we also analyze whether this feature can be exploited to forecast exchange rates better than a random walk. As already suggested by Diebold and Nason (1990) , beating the random walk in point prediction is di¢cult.
Nevertheless, we …nd evidence that the long swings model predicts the direction of change better than the random walk.
Our model can be extended in various respects. First, other variables, such as forward rates, can be included in the mean equation to improve exchange rate forecasts.
Second, the assumption of time-constant regime-switching probabilities can be relaxed.
Deviations of exchange rates from fundamental rates may be informative about the likelihood of regime-switches, so that it may prove useful to make the regime-switching probabilities depend on them. For instance, one can include deviations from purchasing power parity (PPP), as in Klaassen (1999) , and deviations from trade balance equilibrium. This is left for future research.
Appendices

A Estimation
We estimate the regime-switching model introduced in section 2 by maximum likelihood. In this appendix we derive the likelihood function and show that it has a convenient recursive structure.
To obtain the likelihood function, we …rst need the density of the exchange rate change at time t conditional on only observable information. Let p t¡1 (s t ) denote this density evaluated at an exchange rate change equal to s t . 6 It can be split up as
We now discuss how to compute both terms on the right-hand-side.
The …rst term, p t¡1 (s t j r t ; r t¡1 ), denotes the density of the exchange rate change at time t evaluated at the value s t conditional on I t¡1 and on the current and previous regimes having values r t and r t¡1 . This t-density follows from formulas (2), (4) and (5). It is, however, not straightforward how to compute the conditional variance in (4), as this requires integrating out the regimes r t¡1 and r t¡2 in " 2 t¡1 = fs t¡1 ¡ [¹ r t¡1 + µ(s t¡2 ¡¹ r t¡2 )]g 2 . For that, we need p t¡1 (r t¡1 ; r t¡2 ), the conditional probability that the two most recent regimes have values r t¡1 and r t¡2 . This probability is crucial, since all regime probabilities in the paper can be derived from it. Using similar techniques as in Gray (1996a) , the following formula shows that this probability has a …rst-order recursive structure, which simpli…es its computation a lot: p t¡1 (r t¡1 ; r t¡2 ) = p t¡2 (r t¡1 ; r t¡2 j s t¡1 ):
Hence, the variables to compute p t¡1 (r t¡1 ; r t¡2 ) are its previous values p t¡2 (r t¡2 ; r t¡3 ) for r t¡3 = 1; 2, the constant p t¡2 (r t¡1 j r t¡2 ) and the previous densities p t¡2 (s t¡1 j r t¡1 ; r t¡2 ) and p t¡2 (s t¡1 ). This makes the computation of p t¡1 (r t¡1 ; r t¡2 ) a …rst-order recursive process.
The second term on the right-hand-side in (6), p t¡1 (r t ; r t¡1 ), is the conditional probability that the current and previous regimes have values r t and r t¡1 , respectively.
It can be calculated from
where the switching probability p t¡1 (r t j r t¡1 ) follows directly from (1) and p t¡1 (r t¡1 ; r t¡2 )
is given by (7).
Having discussed both terms on the right-hand-side of (6), we can now compute the density of interest, p t¡1 (s t ), being a mixture of four t-densities. This density can then be used to build the sample log-likelihood
) with which all parameters in the regime-switching model can be estimated.
From a practical point of view, it is important to realize that the log-likelihood has a second-order recursive structure, similar to that of a standard one-regime AR(1)-GARCH(1,1) model. After all, for (8) one needs the constant p t¡1 (r t j r t¡1 ) and the …rst-order recursive probability p t¡1 (r t¡1 ; r t¡2 ) in (7) for all eight combinations of (r t ; r t¡1 ; r t¡2 ); density (6) can then be computed from (8), the previous changes s t¡1 and s t¡2 , (7) and the previous variance V t¡2 f" t¡1 g in (4). This second-order recursiveness of p t¡1 (s t ) makes the calculation of the sample log-likelihood quite fast. To start up the recursive process, we set the required variables equal to their expectation without conditioning on the information set.
B Regime Inference
As stated in footnote 4, the smoothed probability that the regime was r t at time t, p T (r t ), can be computed recursively. More generally, any ex post regime probability p ¿ (r t ), for a given future time ¿ 2 ft; t + 1; : : : ; T g, can be calculated in a recursive manner. This claim, which we prove in this appendix, is based on the following recursive process for the two-regime ex post probability p ¿ (r t ; r t¡1 ) starting from the ex ante probability p t¡1 (r t ; r t¡1 ).
We can write p ¿ (r t ; r t¡1 ) for the four regime combinations as
Suppose …rst that ¿ = t. Then p ¿ (r t ; r t¡1 ) follows directly from (9), as p ¿ ¡1 (r t ; r t¡1 ) and p ¿ ¡1 (s ¿ jr t ; r t¡1 ) are known from the estimation process (see appendix A).
the previous recursion for all combinations of r t and r t¡1 . The second ingredient of (9) is the density p ¿ ¡1 (s ¿ jr t ; r t¡1 ) for all regime outcomes. Its computation requires a number of steps. We …rst write it as
where we use that the conditional distribution of s ¿ given r ¿ ; r ¿ ¡1 does not depend on the earlier regimes r t and r t¡1 . This formula itself has two ingredients. The …rst one is the density p ¿ ¡1 (s ¿ jr ¿ ; r ¿ ¡1 ) for all regime combinations, which is known from the estimation process.
The second term needed in (10) is the (¿ ¡t)-period-ahead regime-switching probability p ¿ ¡1 (r ¿ ; r ¿ ¡1 jr t ; r t¡1 ) for all regime combinations. Once it has been computed, it should be saved, since it will be needed in the next recursive step. Making use of the Markov structure of the regime process, it can be written in terms of (¿ ¡1¡t)-periodahead switching probabilities:
Again, we have two ingredients. First, we need p ¿ ¡1 (r ¿ ; r ¿ ¡1 jr ¿ ¡1 ; r ¿ ¡2 ) for all regime combinations. Due to the Markov property of the regime process, this switching probability does not depend on r ¿ ¡2 . It equals
which is constant and follows from (1).
The second ingredient of (11) is p ¿ ¡1 (r ¿ ¡1 ; r ¿ ¡2 jr t ; r t¡1 ) for all regime combinations:
where we use that the conditional density of s ¿ ¡1 is independent of the regimes r t and r t¡1 once r ¿ ¡1 and r ¿ ¡2 are given. We have two ingredients. First, the conditional density p ¿ ¡2 (s ¿ ¡1 jr ¿ ¡1 ; r ¿ ¡2 ) for all regime combinations. It is known from the estimation process. Second, we need the (¿ ¡1 ¡ t)-period-ahead switching probability p ¿ ¡2 (r ¿ ¡1 ; r ¿ ¡2 jr t ; r t¡1 ) for all regime combinations. This one was saved during the previous recursion, if ¿ > t + 1. If ¿ = t + 1, it equals one.
This completes the algorithm to compute (10), which is the second ingredient of (9).
For each recursion one has to compute (13), use it together with (12) to compute (11) and use this to compute (10). Using this in (9) yields the ex post probability p ¿ (r t ; r t¡1 ) from p ¿ ¡1 (r t ; r t¡1 ). Therefore, starting from the ex ante probability p t¡1 (r t ; r t¡1 ) one can recursively compute the ex post probability p ¿ (r t ; r t¡1 ) and eventually the probability of interest p ¿ (r t ).
C Forecasting
Subsection 3.5 deals with forecasting exchange rate levels S ¿ at time t¡1, where ¿¸t.
This appendix explains how to compute these forecasts.
As usual, we …rst decompose the exchange rate forecast as
( 1 4 ) To calculate E t¡1 fs i g, we rewrite s i by repeated substitution of lags of (2) for the lagged changes. Since the innovations have zero expectation, this yields
The only probability involved in (15) is p t¡1 (r i ; r t¡1 ) for i = t; : : : ; ¿. We have
where the …rst term on the right-hand-side follows after summation of p t¡1 (r t¡1 ; r t¡2 ) in (7) over r t¡2 .
To compute the multi-period-ahead switching probability on the right-hand-side of (16), we …rst form the one-period-ahead Markov transition matrix M:
where its elements follow from (1). The theory of Markov processes for multi-periodahead switching probabilities then implies that
( 1 8 )
Having explained how to calculate (16), we can now compute (15). Computation of (15) for all i and substitution in (14) then gives the forecast of interest E t¡1 fS ¿ g. * is signi…cant at 5% level. The null hypothesis is the random walk model; the alternative is the regime-switching model. For the quarterly data, the autoregressive term has been removed from the regime-switching model, because there is no autocorrelation at the quarterly frequency. Likewise, we assume conditional homoskedasticity. Finally, the error is normally distributed, as in Engel and Hamilton (1990) and Engel (1994) .
For the monthly and weekly data we have extended both models (including the random walk) with a …rst-order autoregressive term and a t-distributed GARCH(1,1) error term, as in section 2, to correct for autocorrelation and conditional heteroskedasticity. The 5% asymptotic critical values are from Garcia (1995) . Standard errors in parentheses; * is signi…cant at 5% level. "RW" denotes the random walk, "Regime" the regime-switching model. We report the inverse of the degrees of freedom of the t-distribution, because testing for conditional normality then boils down to simply testing whether º ¡1 di¤ers signi…cantly from zero. 
