Introduction
Recently Tj stheim (1995,1996) have derived linearity tests based on nonparametric estimates of the conditional mean and the conditional variance. A more general problem of this type was considered by H ardle and Mammen (1993) . In all of these cases the estimation was carried out using kernel (Nadarya-Watson) type estimates.
Local polynomial estimation is an alternative to the kernel method. It has been promoted in particular by Fan (1992 Fan ( , 1993 , and it has been applied for example to study the interface between nonparametrics and chaos Tong 1994, and Fan, Yao and Tong 1996) . In this paper we examine its potential in linearity testing. For example it is convenient to look at derivatives of nonparametric estimates in this framework, and one can construct new tests of linearity exploiting that the rst order derivative is a constant, and the second order derivative is zero for a linear model. It is also easier to look at the transition between parametric and nonparametric modeling. This transition is intimately connected to the choice of bandwidth. Choosing the bandwidth is a very important aspect of nonparametric linearity testing, but it was virtually neglected in Tj stheim (1995,1996) . In the present paper it is studied in some detail and both data driven and theoretically determined bandwidths are investigated.
In contrast to Tj stheim (1995,1996) we present a fair amount of asymptotic theory. One reason for this is that the asymptotic theory yields useful input to the problem of choosing the bandwidth. Also the asymptotic theory is of interest in itself, and in Appendix 1 we extend some results on degenerate U-statistics, which has hitherto only been proved for iid random variables. Again it is found that very large sample sizes are needed to obtain a good approximation to the asymptotic distribution of the test functionals. For moderate and small sample sizes a much better approximation is achieved by bootstrapping. We present a number of examples, both simulated and real, to illustrate our procedures. We also discuss brie y the interpretation of very low p-values.
Preliminaries
Suppose that fX t ; Y t g is a strictly stationary discrete-time stochastic process with X t 2 R d and Y t one-dimensional. Let p( ) denote the smooth density function of X t . Given observations f(X t ; Y t ) 1 t ng, we are basically interested in testing whether the conditional expectation m(x) = EfY t jX t = xg is a linear function. We write Y t = m(X t ) + t ; t 1; (2.1) where Ef t jX t g = 0 for all t. This setup includes the autoregressive model as a special case in which X t consists of some lagged variables of Y t . We do not assume that f t ; t 1g are independent and identically distributed (iid ). This, in particular, allows for the case of conditional heteroscedasticity.
Assume that EY t = 0 and EX t = 0. Our hypothesis can be speci ed as The curse of dimensionality means that it is di cult to estimate m( ) nonparametrically unless d
is small, and we have chosen (cf. Tj stheim 1995,1996) to use the one dimensional quantities fm k (x) = E(Y t jX t;k = x); 1 k Lg where X t;k is the k-th component of X t and where L is a given number. The hypothesis could then be speci ed as H 0 0 : fm k ( ); 1 k Lg is linear against H 0 1 : At least one m k ( ) is nonlinear: For Gaussian processes H 0 implies H 0 0 , but there exist non-Gaussian ARMA processes for which this is not the case. Thus there are theoretical problems involved in comparing H 0 and H 0 0 . We will take a pragmatic view, and in practice reject the hypothesis of linearity if the di erence between m k ( ) and the corresponding lag-k linear predictor is large. This corresponds roughly to looking at plots of the nonparametric regression at various lags and rejection means that there exists at least one k for which the lag-k nonlinear predictor is better than the lag-k linear predictor. As will be seen, the asymptotic theory is most easily derived in the case of H 0 , however. Finally, as in Tj stheim (1995,1996) , it should be noted that the bootstrap version of the test is constructed modulo an autoregressive or autoregressive moving average approximation in the rst stage, so in this case it is H 0 which is tested based on functionals motivated by H 0 0 .
We construct the tests using the local polynomial regression estimator of m k ( ), and its derivatives. Locally at the point x, by a Taylor expansion of order T, we have m k (z) T X i=0 m (i) k (x) i! (z ? x) i (2.2) where m (i) k (x) denotes the i'th derivative of m k (x) (we will also use primes to denote the rst and second derivative). Now consider the following least squares problem: Let^ i ; i = 0; : : : ; T where Y = (Y 1 ; : : : ; Y n ) , W = diag(K h (X 1;k ? x); : : : ; K h (X n;k ? x)), K h ( ) = h ?1 K( =h), and X is a n (T + 1) matrix with the i-th row (1; (X i;k ? x); : : : ; (X i;k ? x) T =T!). The special case with T = 0 corresponds to the ordinary kernel method of estimation. The theory of local polynomial regression has recently been developed in a number of papers (cf. Fan 1992 , and Ruppert and Wand 1994 .
If the model is linear in the sense that m k (x) = k x, then m 0 k (x) k and m 00 k (x) 0, and therefore we would expect
where^ k is the LSE of k under H 0 0 . Based on this observation, we de ne the following statistics for testing the linearity of model (2.1):
where w( ) is a continuous weight function. In fact, it can be proved that as the sample size tends to in nity, all of the above statistics converge to 0 when m k (:) is linear (cf. Theorem 3.1 below).
Therefore large values of the statistics indicate possible departure from linear models. To ease the analytical derivations, we express the solution of (2.4) as follows: There are at least two reasons for considering asymptotic properties. First, it is desirable to establish that our statistics have reasonable properties as n ! 1, even though, as will be seen in Section 5, very large sample sizes are required to obtain a good approximation to the asymptotic distribution. Incidentally, large number of observations do occur in several applied elds today, one being nancial data. The other reason for deriving asymptotics is the problem of choosing the bandwidth. Its connection with the asymptotic distribution is discussed in Section 4. For reasons of simplicity and space we only consider the local quadratic regression (T = 2) for model (2.1) with a one-dimensional regressor (d = 1). The statistics of interest are the functionals de ned as in (2.5) -(2.7) with k = 1. (Note that m 1 (:) = m(:) when d = 1.) For the cases with d > 1, the asymptotic results still hold but with more complicated notation.
We start by stating some regularity conditions: where F j i is the -eld generated by f(X k ; Y k ) : k = i; : : : ; jg, (j i). Further, for a constant 2 (0; 0:5), P 1 k=1 k 2 1+ (k) < 1.
(A5) As n ! 1, then h ! 0 and nh 2+4 1+ = log n ! 1.
An autoregressive process would satisfy (A1)|(A5) under mild assumptions on the generating mechanism. The condition on the boundedness of K( ) in (A1) is imposed for the brevity of proofs, and can be removed at the cost of a lengthier proof. In particular, the Gaussian kernel is allowed.
The assumption on the convergence rates of h in (A5) is also for technical convenience. It can be weakened by applying Collomb's inequality (Lemma 2.2 of Gy or et al. 1989) , which involves more technical details (cf. x2.3 of Gy or et al. 1989) . The assumption of the convergence rates of (j) is also not the weakest possible. Note that under condition (A4), the process is strong mixing (cf. Bradley 1986) . Conditions (A2) and (A4) ensure that the biases of the estimators converge to zero (see Rios 1996) . Lemma 3.1. Under conditions (A1), (A4), and (A5), for s j (x) de ned as in (2.10) (j = 0; 1; : : : ; 4), sup x2G js j (x) ? Efs j (x)gj P ?! 0 and G being any compact subset in R.
Proof. We prove this only for the case with j = 0. For any " > 0 and x 2 G, jx ? x k j h 2 = log n; l n c 2 h ?2 log n; (3.2) where c 2 > 0 is a constant. Consequently, for x 2 B k , jK h (X t ? x) ? K h (X t ? x k )j c= log n for all X t , where c is independent of k. Thus The last inequality follows from (3.1). Condition (A5) and (3.2) ensure that l n n ! 0. The proof is completed.
A result similar to that of Lemma 3.1 has been established by Ango Nze and Rios (1995 
In the above expressions, j = R t j K(t)dt, and 2 (x) = Var(Y 1 jX 1 = x). The Role Played by the Bandwidth It has been pointed out that local polynomial regression methods perform better in various respects than some conventional kernel regression methods (cf. Fan 1992 , Hastie and Loader 1993 . In this section, we point out two interesting features in using the local quadratic regression method in linearity testing.
To see how the bandwidth h varies in local polynomial regressions with the di erent orders of the polynomials, let us consider the estimators of m( ) in the case that d = 1. For the local quadratic regression, similar to (3.4) and (3.5), for x 2 fp(x) > 0g, it can be proved that Therefore, the (theoretical) optimal bandwidth which minimizes the above MSE 2 (h) is of the order h 2 (x) / 1 n 1=9 :
If we impose the constraint i = 0; i 2 in the minimization of (2.3), the estimator derived is a local linear regression estimator of m( ). Further, if in addition 1 is restricted to 0, we get the local constant regression estimator of m( ), which is the conventional Nadaraya-Watson kernel estimator. We will see that for local linear or local constant regression estimators, the optimal bandwidths should be smaller than h 2 (x). In fact, based on the asymptotic normality, the approximate MSE of the local linear regression estimator of m( ) is 
:
It is seen that h i (x)=h 2 (x) ! 0 as n ! 1 for i = 0; 1. Further, although h 0 (x) and h 1 (x) are of the same order, h 0 (x) is usually smaller than h 1 (x). Note that one more term 4m
appears in the denominator of the right hand side of (4.3), which is due to the larger bias of the Nadaraya-Watson estimator comparing with the local linear regression estimator (see also Fan 1992) . The above observation indicates that the bandwidth should be increased when the order of the polynomial in a local polynomial regression estimation is increased.
In fact, once h is speci ed, the number of data that lie within one bandwidth of a given x is of the size nh. E ectively, only these observations are used to estimate m(x). Therefore, the above statement can also be interpreted as follows: when a higher order polynomial is used in a local polynomial regression estimation, e ectively more data around x are used in estimating m(x). Intuitively, it is easy to understand. For example, locally around x, a quadratic function can t the curve m( ) in a larger neighbourhood of x`as well as' a linear function could t m( ) in a smaller neighbourhood. Therefore, local quadratic t can encompass more local variation in the data.
Another advantage of using the local quadratic regression method in our tests is that they become less sensitive to the choice of bandwidth, in particular they are more robust to oversmoothing.
To see the e ect of a very large bandwidth, consider the following extreme case. For a given sample f(X t ; Y t ); 1 t ng, we minimize (2.3) with T = 2 to estimate the functions of interest.
Suppose we let h tend to in nity, and that the kernel function K is chosen so that K h ( ) converges to a positive constant as h ! 1. power to detect the nonlinearity, which is illustriously di erent from the statistics based on local linear or local constant regression estimators. Cox (1981) suggested the use of quadratic or cubic regression to test nonlinearity. The larger robustness of local polynomial based tests to the choice of bandwidth is con rmed by simulation experiments reported in Section 6.
5 Evaluation of nite sample properties of the tests Based on the experience of Tj stheim (1995,1996) , it is essential to examine the nite sample properties of the tests by simulation. We have done a number of simulation experiments in a time series setting, and it is convenient to introduce the notation M k (x) = EfX t jX t?k = xg, which was used in Tj stheim (1995,1996) , as a special case of m k (x) = EfY t jX t;k = xg introduced in Section 2. The corresponding sum of squares to be minimized for a T-th order local polynomial approximation is
To be able to test nonlinearity in the conditional variance, we also introduce V k (x) = var(X t jX t?k = x), which relates to M k (x) in the following way:
where N k (x) = EfX 2 t jX t?k = xg. For a model with V k (x) c where c is a positive constant, and V 0 k (x) 0. However, as in Tj stheim (1995,1996) we conduct the variance tests on the residual process fe t g from the best autoregressive t, rather than on fX t g itself. We then get V k (e) = var(e t je t?k = e) where e t = X t ? a 1 X t?1 ? : : : ? a p X t?p for an autoregressive approximation of order p. Note that fe t g denotes the residual process from the autoregressive approximation whereas f t g denotes the true residual process, and V k (e) may be non-constant even though V k ( ) is constant. When using the test functionals, we standardize both fX t g and fe t g so that they have zero mean and variance one. We now have the following statistics:
wherep is the estimated order of the best autoregressive t, k is the autocorrelation between X t and X t?k and 2 e is the empirical variance of fe t g, which is equal to 1 due to the standardization.
As an upper limit forp we have used n=10, and as weight function we have used the trapezoidal function w(x) = 1(jxj k) + (3 ? 2jxj=k) 1(k < jxj 3k=2) with k = 2 in the bootstrap approach and k=1 in the evaluation of the asymptotic theory. Other weight functions have also been tried with roughly similar results. We only examine the di erence between the asymptotic distribution and the nite sample distribution in the trivial case of a Gaussian white noise process fX t g = f t g, where f t g consists of iid random variables. Such a simple example su ces to demonstrate the poorness of the asymptotic approximation. The results are given in Table 1 , and it is seen that even for very large sample sizes the approximation is not good. In fact a rectangular weight function on ?1; 1] gave somewhat better results, the empirical sizes forL 2 (M 1 ),L 2 (M 0 1 ) andL 2 (M 00 1 ) being 0.032, 0.062 and 0.066, respectively for a sample size of n = 2 21 . Note that the tabulated empirical sizes give a direct indication of the convergence in distribution implied by Theorem 3.2. We believe that the slow convergence is typical, as indicated by experiments in Tj stheim (1995,1996) . We also refer to Skaug and Tj stheim (1993) . We think that the reason for the bad approximation is that unlike a standard parametric situation, the next order terms in the Edgeworth expansion of our statistics are very close to the leading normal approximation terms given in Theorem 3.2. An example illustrating this phenomenon for a similar nonparametric test functional is given in Skaug and Tj stheim (1993) . Looking at plots of the empirical distribution ofL 2 (M 1 ),L 2 (M 0 1 ) andL 2 (M 00 1 ), it is found that they are clearly skewed, althoug the t to a normal distributional shape improves as n increases.
As in Hjellvik and Tj stheim (1995) , a better nite sample t can be obtained by using a gamma distribution (or 2 distribution), but the problem of a very poor approximation to the location and scale parameters persists (cf. Table 1 ). Better approximation in a spesial case using a xed experimental design have been reported by Poggi and Portier (1995) .
6 The bootstrap approach
The outcome of the experiment in the preceding section means that for small and moderate sample sizes the asymptotic distribution cannot be used to construct the null-distribution of the functionals. can construct a null-distribution forL ( ). Both the conditional mean and the conditional variance functionals can be treated in this way, and for more details we refer to Tj stheim (1995,1996) . In the following, as a standard, 40 bootstrap replicas will be used to create the null-distribution. This distribution is smoothed by a nonparametric integrated kernel type estimate (cf. Hjellvik and Tj stheim 1996) , and the critical region corresponding to an -level test thus is obtained by selecting the (1 ? )-quantile c of the bootstrap distribution, and the hypothesis of linearity is rejected ifL( ) c , whereL( ) is the value ofL as computed from the original data series fX t g.
Ideally one would like to evaluate the merits of the bootstrap approach theoretically. Asymptotic theory is lacking for the bootstrap in this situation, although it can probably be developed (Franke, Kreiss, Mammen 1995) . However, this is a highly non-trivial task, which may require large sample sizes to be accurate, and in the absence of such a theory, we have reverted to an examination of the bootstrap approach by an extensive set of simulation experiments and by application to a wide range of real data sets. Much of the emphasis will be on the choice of bandwidth and the new aspects brought in by using local polynomial approximation. A power experiment on a wide class of nonlinear models listed in Table 2 has been conducted in Section 6.3. Plots of the conditional mean and variance for these models are depicted in Figures 1 and 2 , respectively.
The role played by the bandwidth
In Tj stheim (1995,1996) as a standard we used the bandwidth h = n ?1=5 on a normalized data series having zero mean and variance one. The results of Section 4 suggest that a more exible approach to choosing the bandwidth should be taken in the case of local polynomial approximation. Figure 3 depicts the empirical size of the tests as a function of bandwidth for the statistics given in (5.1) | (5.3) for T = 0; : : : ; 4. The nominal size is 0.05, and the bootstrap is used to form the null-distribution as described above. The model used is linear autoregressive X t = aX t?1 + t ; t N(0; 1) (6.1) with a = 0:5. By comparison to Table 1 it is seen that the results obtained represent a vast improvement over those which could be achieved using asymptotic theory, where the size would be drastically underestimated forL 2 (M 1 ) and overestimated forL 2 (M 0 1 ) andL 2 (M 00 1 ). It is seen that L 0 (M 1 ) collapses when h 1:0, the other statistics seem to be quite independent of h. This can be expected since T = 0 corresponds to using the kernel method, and for h large, everything will be smoothened at, i.e.M(x) 0, whereas^ x 6 = 0, and the procedure breaks down. As indicated in Section 4, for linear models this does not happen for T 1, as we then get global parametric estimates as h ! 1. In practice h = 1 is achieved by setting the kernel function K( ) 1 in (2.3).
The empirical power clearly depends much more on h, as can be seen from with b = 1:3 and we see as a general trend that the optimal value of h increases as the order T in the Taylor expansion increases. This is consistent with the results of Section 4 although those results were derived with another optimality criterion. We also see that for a given T, the optimal h increases with the derivatives. This is in accordance with general nonparametric estimation theory as a derivative of a regression estimate typically should be smoothed more (cf. Fan et al 1993) . ForL 0 (M 1 ), the power drops quite fast for the same reason as for the level. Table 2 , however, where M 1 (x) is approximately quadratic (see Figure 1 ), as can be expected the best result is achieved with T = 2 and h = 1.
For theL(V 1 )-tests the size tends to be too low. Similar results were obtained in Tj stheim (1995,1996) . Still the results are much better than those obtained using asymptotic theory. If no corrections are made for this e ect, it will lead to conservative tests. Figure 5 shows the power of theL(V )-tests for model la) of Table 2 , and we see the same general trend as for theL(M)-tests; the optimal h increases with T and the derivative. Herê L 1 (V 1 ) also has some power for h = 1 because the variance is constant, not only linear, under the null hypothesis.L 0 (V 1 ) is much more robust thanL 0 (M 1 ), and this is the case for the other models listed in Table 2 k (X t?k ) is the leave-k-out kernel estimator based on the data (X 1 ; X k+1 ); : : : ; (X t?k?1 ; X t?1 ), (X t+1 ; X t+k+1 ); : : : ; (X n?k ; X n ). We have used K = 3 in the following. The bootstrap test is not well-de ned for T = 0 or T = 1 combined with h = 1. In particular when we have a nonlinear model, we do of course not want h = 1 to be chosen when T = 0 or T = 1, but with a small autocorrelation, this may well happen for T = 0. In fact h = 1 was chosen in 136 of 500 realizations of model lc) of Table 2 which is clearly nonlinear (cf. Figure 1) . Here h = 1 may give som power for T = 1 since the conditional variance is constant, under H 0 , and we choose h according to the last two lines of Table 3 . Cross-validating with these values of h generally produced sizes somewhat higher than with h data independent, but more experiments are needed to make this rmer.
A power experiment for a wide set of models
We have performed a power experiment for the models listed in Table 2 (1986) and An and Cheng (1991) , respectively. In this paper we mainly restrict ourselves to look at lag 1. Higher order lags relate to lag 1 in much the same way here as in Tj stheim (1995,1996) . Plots ofM 1 (x) andV 1 (e) for the models are given in Figure 1 and Figure 2 , respectively, where a large n is used to get close to the theoretical quantities M 1 (x) and V 1 (e). For some of the models the nonlinearity is clearly discerned, for others not. For some the nonlinearity is revealed at higher order lags. Figure 7 shows the power forL T (M 1 ) with h cross-validated for the models listed in Table 2 with T = 0; : : : ; 3. The + symbol indicates the power achieved in Hjellvik and Tj stheim (1995) .
In most cases this is higher than the cross-validated power forL 0 (M 1 ). One explanation is that the cross-validation procedure tends to pick out too large h's. Actually, in a rerun of the experiment of Figure 7 with a xed bandwidth, on average somewhat better power was obtained. Figure 8 shows the power forL T (V 1 ) with h cross-validated for T = 0; : : : ; 3. Models lb) -lj) more or less have a constant conditional variance, and we have no comparable results in Hjellvik and Tj stheim (1995) . Therefore we have not run theL(V ) tests on these. For the other models T = 2 seems on average to be the best choice. For some models (ae,Ab,Af) there is a dramatic improvement in power compared to Hjellvik and Tj stheim (1995) . Histograms over the choice of h, have modes at 0.6 or 0.8 for models la), aa), ab), ac), ad), Ab), Ae) and Ag) for T = 0 and T = 1. For the other models the modes are at h = 1. For T = 2 and T = 3 the modes for all the models are at h = 1. Using derivatives on average gave inferior results. In a sense this is not so surprising since we have used the cross-validated h for the derivatives as well as for the function itself. But on the other hand the cross-validation procedure tends to pick out too large h's, and the optimal h increases with the order of di erentiation.
The size for low nominal levels
We have so far operated with a nominal level of 0.05 where our procedure of using 40 bootstrap replicas and the nonparametric approximation to the null distribution described by equation (3.5) in Hjellvik and Tj stheim (1996) works quite satisfactory. At low nominal levels ( 0:01) however, this method gives a too high empirical level since the nonparametric estimate applied behaves rather poorly in the tails of the null distribution. This means that low p-values can not be trusted, and for a given real data set it will be di cult to interpret what a very low p-value really means.
There is at least two ways in which this problem can be countered. The most obvious is to use more bootstrap replicas, but even at a nominal level of 0.001 about 500 bootstrap replicas are needed, and it increases computer time. An e ective way to reduce the number of bootstrap replicas is to apply the adaptive nonparametric density estimate described in Silverman (1985, p. 100 ) . This procedure uses a broader kernel in regions of low density, so the estimate of the tails of the null distribution becomes smoother, and we get some probability mass squeezed into the area in which we are interested. As can be seen from Figure 9 we now need only about 100 bootstrap replicas to get reasonable results for a nominal level of 0.001 for the white noise example. With 500 bootstrap replicas we can even treat a nominal level of 0.00001. In fact using 500 bootstrap replicas leads to a too low empirical level at nominal levels 0.01, 0.001 and 0.0001. Clearly, there are many theoretical and practical problems left to be solved, and a separate investigation is really needed.
7 Some real data sets In Hjellvik and Tj stheim (1995) we presented some p-values for three real datasets: the sunspot data (n = 361), the lynx data (n = 114) and the blow y data (n = 288). Some of these p-values were very low. Considering the results in Section 6.4 they were probably too low since they were based on only 80 bootstrap replicas and the non-adaptive approximation to the null distribution. In Hjellvik and Tj stheim (1995) we considered more general test statistics, which in the notation of this paper are de ned bŷ If we compare the results in Table 4 based on 500 bootstrap replicas and the adaptive approximation to those in Table 8 in Hjellvik and Tj stheim (1995) , we see that for all but one of the cases in Table 8 with p-values less than 0.01, the corresponding p-values in Table 4 are higher. In Figure 10 the bandwidth is cross-validated, and the results for T 0 included. For the log(lynx) dataL 0;sup (V 10 ) andL 0;ave (V 10 ) give rejection of linearity at level 0.05 in Figure 10 , but not in Table 4 . But this is because the estimated order of the best autoregressive t in Figure 10 is 11 (= n=10), whereas the upper limit in Table 4 
Appendix 1 Central Limit Theorems for Degenerate U-Statistics of Weakly Dependent Processes
In this appendix, we prove a central limit theorem for a degenerate U-statistic of an absolutely regular process. This theorem plays a key role in deriving the asymptotical distributions of the statistics in testing nonlinearity and independence by using the local polynomial regression method. Hall (1984) and de Jong (1987) and c > 0 is a constant independent of n and the function '.
Remark A. The above lemma was given in a slightly di erent form in Yoshihara (1976) (see also Denker and Keller 1983) , but the proof for (i) was not given explicitly. Since the result (i) plays an important role in establishing the central limit theorem given in Appendix 2, we sketch its proof. Both Yoshihara (1976) and Denker and Keller (1983) (A1.10)
The conclusion of Lemma A (i) immediately follows from (A1.7) { (A1.10).
To state the central limit theorem, we introduce some notation. Suppose ' n ( ; ) is a symmetric Borel function de ned on R p R p , which may depend on the sample size n. We also assume that there exists a sequence of -algebras F 1 F 2 : : : for which j 2 F j , and further (i) Ef' n (x; 1 )g = 0; for any x 2 R p ;
(ii) Ef' n ( i ; j )jF j?1 g = 0; for any i < j:
The statistic of interest is in the form of U n = X 1 i<j n '( i ; j ):
As pointed out by Hall (1984) , U n can be expressed as a partial sum of a sequence of martingale di erences:
The index n is suppressed in the notation V k .
Let ' ij = ' n ( i ; j ), 2 ij = Var(' ij ), and 2 n = P where the maximization over P in the equation for M n4 is taken over the four probability measures P( 1 ; i ; j ; k ), P( 1 )P ( i ; j ; k ), P( 1 )P ( i 1 )P ( i 2 ; i 3 ), and P( 1 )P ( i )P ( j )P ( k ), where (i 1 ; i 2 ; i 3 ) is the permutation of (i; j; k) in the ascending order. We assume that all of the above constants are nite. The conditions of the above theorem can be further re ned, but this will involve more complicated notation and technical details.
Proof. We shall apply a martingale central limit theorem. This requires us to check the following three conditions:
(A1.14)
? as n ! 1 for any " > 0, where V k is given as in (A1.11). From (A1.14), we can see that V k = n , 1 < k n, is square-integrable. By Theorem 7.8.4 of Shiryayev (1984) (1 ? i=n)f (i)g 1+ :
Since P 1 i=1 f (i)g 1+ < 1, (A1.14) follows immediately from condition (A1.13).
Observe that where the last equality follows from condition (A1.13). Let = Z ' 2 12 ' 2 34 dP ( 1 )dP ( 2 )dP ( 3 )dP ( 4 ):
By using Lemma 1 of Yoshihara (1976) repeatedly, we have that for di erent i; j; k; l jE(' 2 ij ' 2 kl ) ? j 12M 1 1+ n4 f ( (i; j; k; l))g 1+ ; (A1.19) where (i; j; k; l) is the minimum increment in the sequence which is the permutation of i; j; k; l in ascending order. Note that for i < j < k < l, 2 To prove (A1.16), note that for 2 k n, R ' 2 n ( 1 ; 2 )dP ( 1 )dP ( 2 ). However, intuitively, this will further slow down the convergence rate.
Appendix 2 Proof of Theorem 3.2 (ii)
We use the same notation as in Section 3. In addition, we write a n b n if a n =b n P ?! 1 as n ! 1. In the case that a n and b n are non-stochastic, the expression a n b n reduces to the limit a n =b n ! 1. To prove (a), note that for any 1 i < j < k n and > 0, Z f'( i ; j ; k )g 1+ dP ch 2 ;
where P denotes any one of the probability measures in the set fP( i ; j ; k ); P( i )P ( j ; k ); P( i ; j )P ( k ); P( i )P ( Hence, (a) holds.
To prove (b), let ' ij = '( i ; j ) which is de ned as in (A2.5). Then for i 6 = j,
Let 2 ij = Ef' 2 ij g, and
It follows from Remark B in Appendix 1 that where M ni is de ned as in (A1.12). On the other hand, for 1 < i < j, de ne
It is easy to see that ij = ji , and R ij dP ( i ) = 0. Note that both K( ) and w( ) are bounded with bounded support. Hence,
Therefore, we have On the other hand, by Theorem 7.8.4 of Shiryayev (1984) , 1 p nh (Figure 2 ) for the models listed in Table 2 with n = 100 000. The kernel estimator with bandwidth h = 0:2 is used and each plot consists of two realizations. The gure is based on 1000 and 20 000 (underlined symbols) realizations with n = 100 of model (6.1) with a = 0, and it shows the average empirical size ofL T (M 1 ); : : : ;L T (M 10 ) (L T (V 1 ); : : : ;L T (V 10 )) as a function of the number of bootstrap replicas (m) for an adaptive density estimate for T = 0 and T = 2. Here a, b, c, d, e and f denote nominal levels of 0.1, 0.05, 0.01, 0.001, 0.0001 and 0.00001, respectively. is the sensitivity parameter used in the adaptive density estimate (cf. Silverman 1985, p. 100 ) and = 0 corresponds to a non-adaptive density estimate.
For T = 0, h = n ?1=5 and for T = 2, h is cross-validated according to Table 3. Figure 10: The gure is based on 500 bootstrap replicas and the adaptive approximation to the null distribution. It shows for some real data sets the p-values forL T;sup (M 10 ),L T;ave (M 10 ), L T;sup (V 10 ) andL T;ave (V 10 ) in that order (`s' denotes`sup' and`a' denotes`ave'). The numbers 0, 1, 2, 3 denote the values of T. The bandwidth is cross-validated according to Table 3 , and the upper limit of the estimated order of the autoregressive t isp = n=10. , and the empirical sizes for these statistics when they have been centered by the asymptotic mean and scaled by the asymptotic standard deviation of Theorem 3.2. A critical value of 1.645 corresponding to a nominal size of 0.05 for the standard normal distribution has been used. The model is X t = t , the bandwidth is h = n ?1=9 and the number of realizations are 500. Table 2 : Various nonlinear models. Models la) -lj), aa) -ag) and Aa) -Ag) are discussed in Luukkonen et al. (1988 ), Ashley et al. (1986 and An and Cheng (1991) , respectively. (M 10 ),L 0;ave (M 10 ),L 0;sup (V 10 ) andL 0;ave (V 10 ) for some real data sets. The table is based on 500 bootstrap replicas and the adaptive approximation to the null distribution. The data independent bandwidth h = n ?1=5 is used, and the upper limit of the estimated order of the autoregressive t isp = 10. 1 1  2 2   2  2 2  2 2 2 2 2 2  3  3  3 3 3 3 3  3 3 
