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transformations lead to either isometries or symplectic reparametrizations. Writing down
a symplectic formulation of special geometry clarifies the relation to the moduli spaces
of a Riemann surface or a Calabi-Yau 3-fold. The scheme for obtaining perturbative
and non-perturbative corrections to a supersymmetry model is explained. The Seiberg-
Witten model is reviewed as an example of the identification of duality symmetries with
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1. Introduction
When discussing supersymmetry, it is natural to consider extended super-
symmetries. In the early days of supergravity, one realized immediately that the
maximal extended theory in 4 dimensions has N = 8 extended supersymmetry. The
idea was therefore that this should be the ultimate theory. But it turned out that
8 supersymmetries restrict the theory too much, such that physically interesting
theories could not be constructed. Any phenomenological theory was based on sim-
ple N = 1. Of course then the first extension, N = 2, was considered. It was found
that the Ka¨hler structure known from N = 1 appears again, but in a restricted form
[1, 2].
The appearance of geometries, mentioned above, is related to the spinless
fields appearing in these supergravity theories. They define a map from the d-
dimensional Minkowskian space-time to some ‘target space’ whose metric is given
by the kinetic terms of these scalars. Supersymmetry severely restricts the possible
target-space geometries. The type of target space which one can obtain depends
on d and on N , the latter indicating the number of independent supersymmetry
transformations. The number of supersymmetry generators (‘supercharges’) is thus
equal to N times the dimension of the (smallest) spinor representation. For realistic
supergravity this number of supercharge components cannot exceed 32. As 32 is
the number of components of a Lorentz spinor in d = 11 space-time dimensions, it
follows that realistic supergravity theories can only exist for dimensions d ≤ 11. For
the physical d = 4 dimensional space-time, one can have supergravity theories with
1 ≤ N ≤ 8.
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Table 1: Restrictions on target-space manifolds according to the type of supergravity theory. The
rows are arranged such that the number κ of supercharge components is constant. M refers to a gen-
eral Riemannian manifold, SK to ‘special Ka¨hler’, V SR to ‘very special real’ and Q to quaternionic
manifolds.
κ d = 2 d = 3 d = 4 d = 5 d = 6
N = 1
2 M
N = 2 N = 2 N = 1
4 Ka¨hler Ka¨hler Ka¨hler
N = 4 N = 4 N = 2 N = 2 N = 1
8 Q Q SK ⊕Q V SR⊕Q Q
... ... N = 4 ... →
16 ... ... SO(6,n)SO(6)⊗SO(n) ⊗ SU(1,1)U(1) ... d = 10
... ... N = 8 ... →
32 ... ... E7SU(8) ... d = 11
As clearly exhibited in table 1, the more supercharge components one has, the
more restrictions one finds. When the number of supercharge components exceeds
8, the target spaces are restricted to symmetric spaces. For κ = 16 components, they
are specified by n, the number of vector multiplets. This row continues to N = 1,
d = 10. Beyond 16 supercharge components there is no freedom left. The row with
32 supercharge components continues to N = 1, d = 11. Here I treat the case of 8
supercharge components. This is the highest value of N where the target space is
not restricted to be a symmetric space, although supersymmetry has already fixed
a lot of its structure. This makes this row rather interesting. For physical theories
we are of course mostly interested in N = 2 in 4 dimensions. Below I will give some
more motivations for studying N = 2 in d = 4. First I review the physical contents
of these theories.
Table 2: Multiplets of N = 2, d = 4
spin pure SG n vector m. s hypermult.
2 1
3/2 2
1 1 n
1/2 2n 2s
0 2n 4s
The physical fields which occur in N = 2, d = 4 are shown in table 2. In
rigid supersymmetry there can be vector multiplets and hypermultiplets. In the
former, the vector potentials, which describe the spin-1 particles, are accompanied
by complex scalar fields and doublets of spinor fields. The vectors can gauge a group,
and all these fields then take values in the associated Lie algebra. As I will show
in section 2, the manifold of the scalar fields is Ka¨hlerian [3]. The hypermultiplets
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contain a multiple of 4 scalars, and one can construct a quaternionic structure on
this space. In rigid supersymmetry this space is hyperKa¨hlerian. When coupling to
supergravity an extra spin-1 field, called the graviphoton, appears. We will see in
section 6 what the consequences are of mixing the vectors in the vector multiplets
with the graviphoton. In supergravity the space of the scalars of hypermultiplets
becomes a quaternionic manifold. The total scalar manifold is factorized into the
quaternionic and the Ka¨hler manifold. The latter is of a particular type [1, 2], called
special∗ [4]. Recently the special Ka¨hler structure received a lot of attention, because
it plays an important role in string compactifications. Also quaternionic manifolds
appear in this context, and also here it is a restricted class of special quaternionic
manifolds that is relevant. In lowest order of the string coupling constant these
manifolds are even ‘very special’ Ka¨hler and quaternionic, a notion that will be
defined in section 6.
A further motivation for N = 2 theories comes from the compactification of
superstring theories. It turns out that N = 2 often appears in this context. The
amount of supersymmetry one gets in compactifications of superstrings depend on
the type of superstring one starts with, and on the compactification manifold, see
table 3. The compactification manifolds are classified here by the number of left
Table 3: String compactification and supersymmetry
Heterotic Type II
(2,0) N = 1
(2,1) N = 1
(2,2) N = 1 N = 2
(4,0) N = 2 N = 2
(4,2) N = 2 N = 3
(4,4) N = 2 N = 4
and right handed world-sheet supersymmetries. (Note that possibly only a part of
the compactification manifold has the world-sheet supersymmetries mentioned in
the first column). Calabi–Yau manifolds have (2,2) supersymmetry, while K3×T 2 is
at least a (4,0) compactification. It is clear from this table that N = 2 often appears.
Another motivation for N = 2 comes from topological theories. These can be
constructed by ‘twisting N = 2’ theories [5, 6, 7]. In the simplest version the orignial
SO(4)spin = SU(2)L ⊗ SU(2)R Lorentz group is deformed to SO(4)′spin = SU(2)L ⊗ SU(2)′R
where SU(2)′R is the diagonal subgroup of SU(2)I ⊗ SU(2)R, and SU(2)I is the group
rotating the 2 supersymmetry charges. Then one generator of N = 2 modifies the
BRST transformations, and an R–symmetry which is present in N = 2 modifies the
ghost number such that the cohomology at zero ghost number of the BRST gives
the interesting topological configurations. In [8] the ghost number assignments for
this procedure has been improved by splitting Vafa’s BRST operator [6] in a BRST
∗The terminology ‘special Ka¨hler’ is used for this structure which one finds in the context of supergravity. The
manifolds obtained in rigid supersymmetry are usually called ‘rigid special Ka¨hler manifolds’.
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and anti-BRST. There are also more complicated twisting procedures [7] which
deform also the SU(2)L. In any case the correlation functions of N = 2 theories
can be connected to topological quantities. The application of this procedure in
compactified string theories has been discussed in [9].
The final motivation I present, has to do with the recent ideas about dualities.
This is the main issue in the lectures below. I already mentioned that the restrictions
from the presence of 2 supersymmetries still allow enough freedom for the manifold
to be not restricted to a symmetric space. The definition of these manifolds then
depends on some arbitrary functions, as the Ka¨hler potential in N = 1. We will
see in the coming lectures that the special Ka¨hler manifolds are determined by a
holomorphic function, which is called a prepotential. This restriction was crucial
to obtain exact quantum results for N = 2 theories in the famous Seiberg-Witten
papers last year [10].
The general idea for obtaining such exact results by connecting the N = 2
theory to moduli of surfaces is as follows. The N = 2 theories (Seiberg and Witten
considered rigid N = 2 supersymmetry) have a potential that is zero for arbitrary
values of some (massless) scalars. The value of these scalars therefore parametrize
the vacua of these theories. The aim is then to find an effective quantum theory
for these scalars when the massive states are integrated out of the path integral.
This effective action gets perturbative and non-perturbative contributions. It will
be invariant under a set of duality symmetries, which are a subset of symplectic
transformations as I will discuss in section 3. After getting clues from the pertur-
bative results, Seiberg and Witten have connected the scalar fields to moduli of
a Riemann surface, and conjecture that the full quantum theory can be obtained
from a metric in the space of moduli. The duality transformations of the effective
quantum theory are now represented either as symmetries of the defining equation
of the Riemann surface or as transformations obtained by encircling singular points
in moduli space, called monodromies. These singular points correspond in the ef-
fective field theory to vacua where other states become massless, and therefore at
these points the starting setup was not valid, leading to the singularity.
In supergravity theories the same ideas can be applied. The main difference
is now that the connection should be made to moduli of Calabi-Yau 3-folds [11].
Moreover, in this case the surface is not just a geometrical tool, but can be seen as
target space of the dual theory in the context of string compactifications.
For that purpose consider compactifications of the heterotic string on K3×T 2
manifolds on the one hand, and type II strings (type IIA for definiteness) compact-
ified on a Calabi-Yau manifold on the other hand. Both lead to N = 2 theories with
vector and hypermultiplets. For the Calabi-Yau manifold in type IIA one obtains
h1,1 neutral vectormultiplets and h1,2+1 neutral hypermultiplets. (The Hodge num-
bers are interchanged for type IIB). Now there are important facts of N = 2 which
come to help to get information on the quantum theories. First, the scalar ‘dila-
ton’ field of the original superstring action becomes part of a vector multiplet when
compactifying a heterotic string, while it becomes part of a hypermultiplet when
compactifying a type II string. This can already be seen from counting the number
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of fields in the compactified theory. Secondly, this dilaton field S arranges the per-
turbation theory. Its expectation value is 〈S〉 = θ2π + ig2 , where θ is the theta-angle
and g is the coupling constant, which should appear in all quantum corrections.
The third information is that in N = 2 there are no couplings between the scalars
of vector multiplets and those of neutral hypermultiplets. Combining these 3 facts,
one concludes that in the compactified heterotic string the hypermultiplet manifold
is not quantum corrected as it can not depend on the coupling constant. For the
compactified type II string this holds for the vector multiplets. The further as-
sumption is the validity of the duality hypothesis, called ‘second quantised mirror
symmetry’ [12]. This states that the quantum theories of the mentioned heterotic
and type II compactified theories are dual to each other. This hypothesis is used to
get information about the vector multiplet couplings which can be obtained through
dimensional reduction of the heterotic string. These are thus related to the quan-
tum theory of the type II theory, which is by the previous arguments the same as
the classical theory. That classical theory is the one of the moduli of Calabi-Yau
manifolds. Therefore we have here a string-based relation between the quantum
theory of vector multiplet couplings and the moduli space of Calabi-Yau manifolds.
Section 2 will treat rigid N = 2 supersymmetry. I will pay most attention
to the vector multiplets, explaining their description in superspace. Their action is
determined by a holomorphic prepotential. Duality symmetries (symplectic trans-
formations) are first shown for general couplings of scalars and vectors in section 3.
Then I specify to the case of N = 2. There are two kind of applications, either
as isometries of the manifolds (symmetries of the theory), or as equivalence re-
lations of prepotentials (pseudo-symmetries). As an example, I will look at the
duality symmetries of the Seiberg-Witten model when the perturbative quantum
corrections are taken into account. In section 4 I will give another definition of the
geometry of the scalar manifold in a coordinate independent way, and covariant
for symplectic transformations, which paves the way for the comparison with the
theory of the space of moduli of a Riemann surface (section 5). This moduli space is
conjectured to describe the full quantum theory for the massless fields. Section 5.3
will contain this theory for the simplest example of Seiberg and Witten [10]. In
section 6 I will exhibit how the structure gets more rich in supergravity, where the
space is embedded in a projective space. This structure was found by starting from
the superconformal tensor calculus. The symplectic formulation and connection to
Calabi-Yau moduli will be explained shortly, mainly by making the analogy with the
rigid case. Finally also the basic facts about special quaternionic and classification
of homogeneous special manifolds are recalled.
In a first appendix the conventions are explained and some useful formulae
are given. The second appendix contains a translation table for conventions used
in the N = 2 literature. The final two appendices are related to technical issues for
section 5: the volume form in pseudo homogeneous spaces and some main facts of
elliptic integrals.
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2. Rigid N = 2
2.1. The N = 2 algebra
Supersymmetry by definition means that the supersymmetry operator Qα
squares to the momentum operator Pµ. For several supersymmetries, labelled by i,
the algebra is
{Qiα, Qβj} = −i
(
γµC−1)
αβ
Pµδ
i
j . (2.1)
The factor i is introduced for consistency with hermitian conjugation with an her-
mitian Pµ. See the appendix for hermitian conjugation of the spinors, where it is
also explained that the position of the index i indicates the chirality. The hermitian
conjugates of the generators
Q†αi ≡ (Qαi)† = −iQi T Cγ0 (2.2)
then satisfy {
Qαi, Q
†βj} = Pµδji (γµγ0)α β . (2.3)
With P0 the energy, or the mass, this exhibits the positive energy statements in
supersymmetry. To see this, select two values of α for which Qα are considered as
annihilation operators, and Q†α are then creation operators (they are related by
(2.2) to the other two Qα).
The Haag-Lopuszanski-Sohnius theorem [13] restricts the symmetries which
a field theory with non-trivial scattering amplitudes can have. It restricts then
also the algebra of the supersymmetries, but still allows central charges in extended
supersymmetry. This means that we may still have (for N = 2)
{Qαi, Qβj} = C−1αβ ǫijZ . (2.4)
For higher extended supersymmetry one could have Zij antisymmetric, which for
N = 2 reduces to the mentioned form. For the hermitian conjugates this implies{
Q†αi, Q†βj
}
= −ǫijCαβZ† . (2.5)
Remark that this theorem concerns algebras of symmetries in the sense that the
structure constants are constant, and not field-dependent ’structure functions’ as
in the ’soft algebras’ that are used in field representations of supersymmetry. The
theorem should then apply for the vacuum expectation values of the structure func-
tions.
Define now
Aαi ≡ Qαi + eiθǫijC−1αβQ†βj , (2.6)
where eiθ is an arbitrary phase factor. The hermitian conjugates are (C is taken to
be unitary)
A†αi = Q†αi + e−iθǫijQjβCβα = e−iθǫijAjβCβα . (2.7)
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Consider now their anticommutators on a state for which Pµ = δ0µM :
{Aαi, Aβj} = ǫijC−1αβ (Z + 2eiθM + Z†e2iθ) (2.8)
or {
Aαi, A
†βj} = δji δβα(2M + Ze−iθ + Z†eiθ) . (2.9)
As the left hand side is a positive definite operator, the right hand side should be
positive for all θ, which shows that M ≥ |Z|. This is an important result relating the
masses to the central charges. One can now also show that if the equality is satisfied
for a state, then that state is invariant under some supersymmetry operation.
I will not require the presence of central charges, but we will find that they
are needed for certain representations.
2.2. Multiplets
The superfield which is most useful for our purposes is the chiral superfield.
The N = 2 superspace is built with anticommuting coordinates θiα, and θαi, where
again the position of the index i indicates the chirality. A chiral superfield is defined
by a constraint DαiΦ = 0, where Dαi indicates a (chiral) covariant derivative in
superspace. I will not give a detailed definition of covariant derivatives in superspace
as this will not be necessary for the following. The superfield Φ is complex, and can
be expanded as
Φ = A+ θiαΨ
α
i + CαβθiαθjβBij + ǫijθiαθjβFαβ + . . . .
Bij is symmetric and so is Fαβ, which can then, due to the chirality and the sym-
metry, be written as Fαβ = σαβab F
ab−, where F ab− is an arbitrary antisymmetric
antiselfdual tensor (the selfdual part occurs in Φ¯).
One can define a chiral multiplet also without superspace. Then one starts
from a complex scalar A and demands that it transforms under supersymmetry only
with a chiral supersymmetry parameter (no terms with ǫi):
δ(ǫ)A = ǫ¯iΨi . (2.10)
The spinor Ψi is a new field, and one then takes for Ψ the most general trans-
formation law compatible with the supersymmetry algebra. First, I translate the
anticommutator of the generators Qαi, (2.1), to a commutator of δ(ǫ) ≡ ǫ¯iQi + ǫ¯iQi.
The operator Pµ is represented on fields as Pµ = −i∂µ. This leads to
[δ(ǫ1), δ(ǫ2)] = ǫ¯
i
2γ
µǫ1i∂µ + ǫ¯2iγ
µǫi1∂µ , (2.11)
where the second term is the hermitian conjugate of the first, or could also be
denoted as −(1↔ 2).
Compatibility with this algebra restricts δΨ to
δ(ǫ)Ψi = 6∂Aǫi + 12Bijǫj + 12σabF−abǫijǫj , (2.12)
where Bij is an arbitrary symmetric field as in the superspace, and F ab is anti-
symmetric (and the (anti)selfduality is automatic, see (A.12)). This most general
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transformation law defines the next components of the multiplets. If we continue
with the most general transformation laws for B and F we find again new arbi-
trary fields, and finally the procedure ends defining the chiral multiplet with as free
components
(A,Ψi, Bij , Fab,Λi, C) . (2.13)
Λi is a spinor and C a complex scalar. Note that we did not allow central charges in
the algebra. Allowing these would already change (2.12), see [14], and lead to more
components.
In N = 2 the minimal multiplets have 8+8 real components. The chiral
multiplet has 16+16 components and is a reducible multiplet. The vector multiplet
[15] is an irreducible 8+8 part of this chiral multiplet. The others form a ‘linear
multiplet’, see below. The reduction is accomplished by an additional constraint,
which in superspace reads
Dα(iDj)βΦ Cαβ = ǫikǫjℓD(kα Dℓ)β Φ¯ Cαβ , (2.14)
where Φ¯ is the complex conjugate superfield, containing the complex conjugate
fields. In components, this is equivalent to the condition
Lij ≡ Bij − ǫikǫjℓB¯kℓ = 0 , (2.15)
and the equations which follow from this by supersymmetry. These are
φi ≡ 6∂Ψi − ǫijΛj = 0
Ea ≡ ∂b ⋆F ab = 0
H ≡ C − 2∂a∂aA¯ = 0 . (2.16)
The equation (2.15) is a reality condition. It leaves in Bij only 3 free real compo-
nents. The other equations define Λ and C in terms of Ψ and A, and the remaining
one is a Bianchi identity for Fab, which implies that this is the field strength of a
vector potential. The constrained multiplet is therefore called a ‘vector multiplet’,
which is thus a multiplet consisting of independent fields (we give new names for
the independent fields of a vector multiplet) (X ; Ωi;Yij ;Wµ) with transformation laws
δ(ǫ)X = ǫ¯iΩi
δ(ǫ)Ωi = 6∂Xǫi + 12Yijǫj + 12σabF−abǫijǫj
δ(ǫ)Yij = 2ǫ¯(i 6∂Ωj) + 2ǫikǫjℓǫ¯(k 6∂Ωℓ)
δ(ǫ)Wµ = ǫ¯iγµΩjǫ
ij + ǫiγµΩ
jǫij . (2.17)
Here, the vector is abelian, and Fµν = 2∂[µWν]. Let me remark that these N = 2
multiplets exist in dimensions up to d = 6. In 6 dimensions, the vector multiplet
has no scalars†, and consists of (Ωi;Yij ;Wµ), where now µ runs over 6 values. We
may understand the complex scalar X in four dimensions as the fifth and sixth
coordinate of the vector in 6 dimensions.
†Therefore you find no trace of these in table 1
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Now, I extend the vector multiplet to the non–abelian case. This means
that the vectors gauge a group G with generators TA and coupling constant g. The
index A runs over n ≡ dim G values. I then attach an index A to all fields of the
vector multiplets, and write the fields in the adjoint as e.g. X = XATA, and (with
parameters yA)
δG(y)X = g[y,X ] = g y
AXB [TA, TB] ; δG(y)Wµ = ∂µy + g[y,Wµ] . (2.18)
First we could try to replace all derivatives with derivatives covariant under the
gauge group, e.g. Dµ = ∂µ − gδG(Wµ). However it can not be that simple. Indeed,
replacing all derivatives by covariant derivatives gives also a covariant derivative in
(2.11). But then the Jacobi identities are not satisfied any more. Indeed, applying a
third supersymmetry on that commutator, this one can also act on the Wµ contained
in the covariant derivative Dµ. That gives a term with Ω:
[δ(ǫ3), [δ(ǫ1), δ(ǫ2)]] = −(ǫ¯i2γµǫ1i + h.c.) δG(ǫ3kγµΩjǫkj + h.c.) , (2.19)
which violates the Jacobi identity in d = 4. In 6 dimensions the Jacobi identity
is satisfied, due to a well-known Fierz identity. Therefore in 6 dimensions, the
substitution of ordinary derivatives by covariant derivatives is sufficient. Reducing
that to 4 dimensions creates terms with the X field. Therefore the algebra in
4 dimensions is not just (2.11) with a covariant derivative, but contains an X–
dependent gauge transformation:
[δ(ǫ1), δ(ǫ2)] = ǫ¯
i
2γ
µǫ1iDµ − 2δG
(
Xǫ¯1iǫ2jǫ
ij
)
+ h.c. . (2.20)
The algebra has become ‘soft’, i.e. the structure functions depend on fields. If the
fields have zero expectation value, then the algebra reduces in the vacuum to (2.1).
However, if some XA get a non–vanishing vacuum expectation value, the right hand
side of (2.4) is non–zero, and there is a central charge Z = −2〈¯XA〉TA.
To realise the new algebra, the transformation rules of the fields have to be
modified by g–dependent terms. E.g. for the spinor of the vector multiplet we now
find
δ(ǫ)Ωi = 6DXǫi + 12Yijǫj + 12σabF−abǫijǫj − g[X, X¯]ǫijǫj . (2.21)
For a more complete treatment of N = 2 we should also consider other mul-
tiplets. The physical hypermultiplet can be described by scalar multiplets [16] con-
sisting of 2s complex scalar fields, their central charge transformed fields, which are
auxiliary, and s fermions. An alternative is the linear multiplet [17]. The constraints
(2.15) and (2.16) transform as a linear multiplet. Ea is then the field strength of
an antisymmetric tensor. There is also a non–linear multiplet [18, 14], a ‘relaxed
hypermultiplet’ [19], or descriptions in harmonic superspace [20]. Similarly there
is an alternative for the vector multiplet where one of the scalars is described by
an antisymmetric tensor [21, 22], or another description of massive vectormultiplets
[23]. In these lectures I will restrict myself to the vector multiplet as described
above.
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2.3. Action for the vector multiplet
In superspace, actions can be obtained as integrals over the full or chiral
superspace. So we can get an action from integrating over a chiral superfield.
Remembering that vector multiplets are chiral superfields, we can form new
chiral superfields by taking an arbitrary holomorphic function of the vector multi-
plets. If the superfield defining the vector multiplet is Φ (which thus satisfies also
(2.14)), then we take the integral (and add its complex conjugate)∫
d4x
∫
d4θ F (Φ) + h.c. , (2.22)
for an arbitrary holomorphic function F .
The superfield F (Φ) has by definition as lowest component A = F (X). The
further components are then defined by the transformation law, which gives, com-
paring with (2.10) Ψi = FAΩAi , where I use here and below the notations
FA(X) =
∂
∂XA
F (X) ; F¯A(X¯) =
∂
∂X¯A
F¯ (X¯)
FAB =
∂
∂XA
∂
∂XB
F (X) . . . . (2.23)
Calculating the transformation of Ψi one finds Bij and Fab, . . . . In components, the
integral (2.22) is the highest component of the superfield, C in the notation of (2.13).
This leads to (The standard convention these days is to start with A = −iF (X), which
I now also use):
LF = −iFADaDaX¯A + i4FABF−Aab F−B ab + iFABΩ¯Ai 6DΩiB
− i8FABY Aij Y ij B + i4FABCY ij AΩ¯Bi ΩCj
− i4FABCǫijΩ¯Ai σ · F−BΩCj + i12FABCDǫijǫkℓΩ¯Ai ΩBℓ Ω¯Cj ΩDk
−igǫijFABΩ¯Ai [Ωj , X¯]B − igFA[Ω¯i,Ωj ]Aǫij − ig2FA
[[
X¯,X
]
, X¯
]A
+h.c. (2.24)
The commutators are meant only for the gauge group, e.g.
[Ω¯i,Ωj ]A = fABCΩ¯
iBΩjC with [TB, TC ] = fABCTA . (2.25)
For the gauging I assumed here that F is an invariant function, i.e. δF = gFA[y,X ]A =
0, although a more general situation exists [24, 25]. The first terms of the action
give kinetic terms for the scalars X, the vectors, and the fermions Ω. The following
term says that Yij is an auxiliary field that can be eliminated by its field equation.
Most of the discussion about the supersymmetry actions is only about their
bosonic part. The presence of the fermions and supersymmetry has given a restric-
tion of the bosonic action, but can then be forgotten for many considerations. So
let me describe what we have obtained here for the bosonic part.
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First, I write a general formulation for the bosonic sector of a theory with
scalar fields zα, and vector fields labelled by an index Λ. If there are no Chern-
Simons terms (these do occur for non–abelian theories if δF 6= 0), one can write a
general expression
L0 = −gαβ¯DµzαDµz¯β − V (z) (2.26)
L1 = 12 Im
(NΛΣ(z)F+Λµν F+µν Σ) = 14 (Im NΛΣ)FΛµνFµνΣ − i8 (Re NΛΣ)ǫµνρσFΛµνFΣρσ .
gαβ¯ is the (positive definite) metric of the target space, while Im N is a (negative
definite) matrix of the scalar fields, whose vacuum expectation value gives the gauge
coupling constants, while that of Re N gives the so-called theta angles. V is the
potential.
In our case the zα can be chosen to be XA (special coordinates), and the
index Λ is also A. We obtain
GAB¯(X, X¯) = 2 Im FAB = ∂A∂B¯K(X, X¯) with K(X, X¯) = i(F¯A(X¯)X
A − FA(X)X¯A)
NAB = F¯AB ; V = ig2FA
[[
X¯,X
]
, X¯
]A
+ h.c. (2.27)
The metric in target space is thus Ka¨hlerian. For N = 1 the Ka¨hler potential
could have been arbitrary. We find here that the presence of two independent
supersymmetries implies that this Ka¨hler metric, and even the complete action,
depends on a holomorphic prepotential F (X). Two different functions F (X) may
correspond to equivalent equations of motion and to the same geometry. It is easy
to see that
F ≈ F + a+ qAXA + cABXAXB , (2.28)
where a and qA are complex numbers, and cAB real. But more relations can be
derived from the symplectic transformations that we discuss in section 3.
As a simple example, used also in [10], consider the N = 2 susy-YM theory
with gauge group SU(2). For invariant holomorphic function, we can use
F = αXAXA , (2.29)
where now A = 1, 2, 3, and α is a complex number. As, according to (2.28) the real
part of α does not contribute to the action, we can take α = i (positive imaginary
part for positive kinetic energies). The potential of this theory is
V = 4g2
∣∣ǫABCX¯BXC∣∣2 . (2.30)
This shows that it remains zero in valleys where e.g. XA = aδA3 . Note that different
values of a give different masses for the vectors, so the value of this ’modulus’ is
physically relevant. For a = 0 all the vectors are massless.
The description of the action as it follows from superspace is not mani-
festly invariant under reparametrizations of the target space. Indeed, the super-
field constraint (2.14) allows only real linear transformations of the superfields, and
thus of the XA. A description of the scalar manifold covariant under target space
reparametrizations will be given in section 4.1. Its formulation is inspired by the
symplectic transformations which we will find in section 3.
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3. Symplectic transformations
The symplectic transformations are a generalization of the electro-magnetic
duality transformations. I first recall the general formalism for arbitrary actions
with coupled spin-0 and spin-1 fields [26], and then come to the specific case of
N = 2.
3.1. Duality symmetries for the vectors
Consider a general action of the form L1 in (2.26) for abelian spin-1 fields.
The field equations for the vectors are
0 =
∂L
∂WΛµ
= 2∂ν
∂L
∂FΛµν
= 2∂ν
(
∂L
∂F+Λµν
+
∂L
∂F−Λµν
)
(3.1)
I define
Gµν+Λ ≡ 2i
∂L
∂F+Λµν
= NΛΣF+Σµν ; Gµν−Λ ≡ −2i
∂L
∂F−Λµν
= N¯ΛΣF−Σµν . (3.2)
Observe that these relations are only consistent for symmetric N . So far, this is an
obvious remark, as in (2.26) we can choose N to be symmetric. The equations for
the field strengths can then be written as
∂µIm F+Λµν = 0 Bianchi identities
∂µIm G
µν
+Λ = 0 Equations of motion (3.3)
This set of equations is invariant under GL(2m, IR) transformations:( F˜+
G˜+
)
= S
(F+
G+
)
=
(
A B
C D
)(F+
G+
)
. (3.4)
However, the Gµν are related to the Fµν as in (3.2). The previous transformation
implies
G˜+ = (C +DN )F+ = (C +DN )(A +BN )−1F˜+ (3.5)
→ N˜ = (C +DN )(A+BN )−1 (3.6)
As remarked above, this tensor should be symmetric:
→ (A+BN )T (C +DN ) = (C +DN )T (A+BN ) (3.7)
which for a general N implies
ATC − CTA = 0 , BTD −DTB = 0 , ATD − CTB = . (3.8)
These equations express that S ∈ Sp(2m, IR):
STΩS = Ω where Ω =
(
0
− 0
)
. (3.9)
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Some remarks are in order. First, these transformations act on the field strengths.
They generically rotate electric into magnetic fields and vice versa. Such rotations,
which are called duality transformations, because in four space-time dimensions
electric and magnetic fields are dual to each other in the sense of Poincare´ duality,
cannot be implemented on the vector potentials, at least not in a local way. There-
fore, the use of these symplectic transformations is only legitimate for zero gauge
coupling constant. From now on, we deal exclusively with Abelian gauge groups.
Secondly, the Lagrangian is not an invariant if C and B are not zero:
Im F˜+ΛG˜+Λ = Im
(F+G+)+ Im (2F+(CTB)G+ + F+(CTA)F+ +G+(DTB)G+) . (3.10)
If C 6= 0, B = 0 it is invariant up to a four–divergence, as Im F+F+ = − i4 ǫµνρσFµνFρσ and
the matrices are real. Thirdly, the transformations can also act on dyonic solutions
of the field equations and the vector
(
qΛm
qeΛ
)
of magnetic and electric charges trans-
forms also as a symplectic vector. The Schwinger-Zwanziger quantization condition
restricts these charges to a lattice (see also lectures of J. Harvey [27]). Invariance
of this lattice restricts the symplectic transformations to a discrete subgroup:
S ∈ Sp(2m,Z) . (3.11)
Finally, the transformations with B 6= 0 will be non–perturbative. This can be seen
from the fact that they do not leave the purely electric charges invariant, or from
the fact that (3.6) shows that these transformations invert N , which plays the role
of the gauge coupling constant.
3.2. Pseudo–symmetries and proper symmetries
The transformations described above, change the matrix N , which are gauge
coupling constants of the spin-1 fields. This can be compared to diffeomorphisms of
the scalar manifold z → zˆ(z) which change the metric (which is the coupling constant
matrix for the kinetic energies of the scalars) and N :
gˆαβ(zˆ(z))
∂zˆα
∂zγ
∂zˆβ
∂zδ
= gγδ(z) ; Nˆ (zˆ(z)) = N (z) .
Diffeomorphisms and symplectic reparametrizations are ‘Pseudo–symmetries’: [28]
Dpseudo = Diff(M)× Sp(2m, IR) . (3.12)
They leave the action form invariant, but change the coupling constants and thus
are not invariances of the action.
If gˆαβ(z) = gαβ(z) then the diffeomorphisms become isometries of the manifold,
and proper symmetries of the scalar action. If these isometries are combined with
symplectic transformations such that
ˆ˜N (z) = N (z) , (3.13)
then this is a proper symmetry. These are invariances of the equations of motion (but
not necessarily of the action as not all transformations can be implemented locally
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on the gauge fields). To extend the full group of isometries of the scalar manifold
to proper symmetries, one thus has to embed this isometry group in Sp(2m; IR). In
general, but not always [29], this seems to be realized in supersymmetric theories.
The simplest case is with one abelian vector. Then N = S is a complex field,
and the action is
L = 14 (Im S)FµνFµν − i8 (Re S)ǫµνρσFµνFρσ .
The set of Bianchi identities and field equations is invariant under symplectic trans-
formations, transforming the field S as
S˜ =
C +DS
A+BS
where AD −BC = 1 .
If the rest of the action, in particular the kinetic term for S, is also invariant un-
der this transformation, then this is a symmetry. These transformations form an
Sp(2; IR) = SL(2, IR) symmetry. The SL(2, ) subgroup is generated by(
1 0
1 1
) (
0 1
−1 0
)
S˜ = S + 1 S˜ = − 1
S
. (3.14)
Note that Im S is invariant in the first transformation, while the second one replaces
Im S by its inverse. Im S is the coupling constant. Therefore, the second transforma-
tion, can not be a perturbative symmetry. It relates the strong and weak coupling
description of the theory.
For another example, namely S and T dualities in this framework, see [30].
3.3. Symplectic transformations in N = 2
I now come back to rigid N = 2 supersymmetry. There are n vectors, and the
indices Λ of the general theory are now the A-indices. In the formulas of section 2
the scalars, zα in the general theory, are the XA. The matrix N¯AB is now a well
defined function. It was given in (2.27) as
N¯AB = FAB = ∂FA
∂XB
. (3.15)
The last expression shows how we can obtain the transformation (3.6) for N . Indeed,
identify [2]
V ≡
(
XA
FA
)
, (3.16)
as a symplectic vector, i.e. transforming under Sp(2n, IR) as (FAµν , GAµν) in (3.4):
X˜A = AABX
B +BABFB ,
F˜A = CABX
B +D BA FB . (3.17)
This leads to
˜¯NAB = ∂F˜B
∂X˜A
=
(
C +DN¯ )
BC
∂XC
∂X˜A
=
[(
C +DN¯ ) (A+BN¯ )−1]
BA
, (3.18)
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which is the transformation we want for N . So by identifying V as a symplectic
vector, the structural relation (3.15) is preserved by (3.6). One may wonder whether
(3.17) is consistent with the definition that FA is the derivative of a scalar function
F . This requires that F˜A is the derivative of a new function F˜ (X˜) w.r.t. the X˜A.
The integrability condition for the existence of F˜ can be seen from (3.18) to be the
condition that N˜ is symmetric. We saw already in section 3.1 that this is just the
condition that the transformation is symplectic.
Note that the argument for the existence of F˜ only applies if the mapping
XA → X˜A is invertible, such that the X˜A are again independent coordinates. Hence,
we need that
∂X˜A
∂XB
= AAB +B
ACFCB(X) (3.19)
is invertible (the full symplectic matrix is always invertible). This we should anyway
demand as FCB = N¯CB, and the inverse of this matrix appears thus already from
the very beginning in (3.6). I put some emphasis on this point, because this can be
violated in supergravity.
As argued in the general theory, the transformations induced by (3.6) should
extend to the other parts of the action. From (2.27) it is clear that the Ka¨hler
potential is a symplectic invariant. The fermionic sectors were checked in [2, 31, 32].
Hence we obtain a new formulation of the theory, and thus of the target-space
manifold, in terms of the function F˜ (X˜).
We have to distinguish two situations:
1. The function F˜ (X˜) is different from F (X˜), even taking into account (2.28). In
that case the two functions describe equivalent classical field theories. We have a
pseudo symmetry. These transformations are called symplectic reparametrizations
[33]. Hence we may find a variety of descriptions of the same theory in terms of
different functions F .
2. If a symplectic transformation leads to the same function F (again up to (2.28)),
then we are dealing with a proper symmetry. As explained above, this invariance
reflects itself in an isometry of the target-space manifold. Henceforth these symme-
tries are called ‘duality symmetries’, as they are generically accompanied by duality
transformations on the field equations and the Bianchi identities.
E.g. the symplectic transformations with
S =
(
0
C
)
(3.20)
do not change the XA and give F˜ = F + 12CABX
AXB. So these give proper symmetries
for any symmetric matrix CAB. The symmetry of C is required for S to be symplectic.
In the quantum theory C will be restricted.
3.4. Example: Perturbative duality symmetries of the Seiberg-Witten model
The 1-loop theory of the Seiberg-Witten model [10] gives a non-trivial ex-
ample. As classical theory Seiberg and Witten took the SU(2) theory (2.29). I
mentioned already that the potential is flat in one direction. The one-loop con-
tributions give a ’quantum theory’ for the massless field X ≡ X3. This has been
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calculated in [34]. It leads to an effective theory with
F (X) =
i
2π
X2 log
X2
Λ2
, (3.21)
where Λ is the renormalization mass scale. Consider now the transformation defined
by
S =
(−1 0
−2 −1
)
. (3.22)
This leads to (I write FA for the derivative w.r.t. the one variable X)
X˜ = −X = Xeiπ
F˜A = −2X − FA(X)
= −2X − i
π
X
(
log
X2
Λ2
+ 1
)
= FA(X˜(X)) . (3.23)
Therefore this transformation leaves the function F invariant and is thus another
(apart from (3.20)) duality symmetry. This transformation corresponds to going
around the singular point X = 0 for the square of X, which corresponds to the
Casimir of the original theory. In this way we cross the branch cut of the function
F , and this transformation is thus a ‘monodromy’, as will be explained in section 5.4.
We thus find that the perturbative duality group is generated by(−1 0
−2 −1
)
and
(
1 0
1 1
)
. (3.24)
A non-renormalization theorem says that in N = 2 there are no perturbative correc-
tions beyond 1 loop.
4. Symplectic formulation of rigid special geometry
I mentioned already at the end of section 2 that one can formulate the rigid
special geometry in a reparametrization invariant way [35, 36, 4, 37, 11, 38]. In
the previous section we saw that the symplectic group plays an important role.
The formulations which I will present below are reparametrization invariant and
manifestly symplectic covariant. I give several equivalent formulations, which are
appropriate for making the connection to the moduli space of Riemann surfaces in
section 5
4.1. Coordinate independent description of rigid special geometry
The Ka¨hler space is now parametrized by some holomorphic coordinates zα
with α = 1, ..., n. The variables XA from above are holomorphic functions of the z.
But, as announced, I want to formulate it in a symplectic invariant way, so I just
take the symplectic vector (3.16) to be a function of the zα, or, in other words, I
define n symplectic sections V (z). I mentioned already that the Ka¨hler potential is
symplectic invariant. I rewrite now (2.27) as
K(z, z¯) = i〈V (z), V¯ (z¯)〉 ≡ iV T (z)ΩV¯ (z¯) , (4.1)
16
where I defined a symplectic inner product. The metric is then
gαβ¯(z, z¯) = ∂α∂β¯K(z, z¯) = i〈Uα(z), U¯β¯(z¯)〉 , (4.2)
where I defined
Uα ≡
(
∂αX
A
∂αFA
)
≡
(
eAα
hAα
)
. (4.3)
One restriction which I mentioned already is the holomorphicity, which can be
expressed as
∂β¯Uα = 0 ; ∂βU¯α¯ = 0 . (4.4)
In section 2 the coordinates were the XA. These are now called ’special coordinates’.
So special coordinates are the ones where zα = XA, or eαA = δ
α
A.
This does not yet contain the full definition of rigid special geometry. Indeed,
nothing of the above corresponds to the fact that the FA are in special coordinates
the derivatives of a function F . I also did not yet give the matrix NAB in general
coordinates.
I have 2n coordinates in my symplectic vector, which depend on n coordinates
zα. In the special coordinates the FA are functions of the XA, and I argued in
section 3.3 that symplectic transformations leave these as independent coordinates.
Therefore we can write
∂αFA =
∂FA
∂XB
∂αX
B . (4.5)
The matrix relating the lower to the upper components in (4.3) is thus the one which
is N¯AB in special coordinates. I take this as definition of N in general coordinates:
hAα ≡ N¯ABeBα . (4.6)
I stressed already in the general theory that this matrix N should be symmetric. It
is clear here that this is equivalent to the integrability condition for the existence
of the scalar function F . So therefore, the main equation defining special geometry
is the symmetry requirement of N . Multiplying the above equation by eAβ , this
condition is equivalent (as in these arguments we assumed eBβ to be invertible) to
eAβ hAα − hAβeAα = 〈Uα, Uβ〉 = 0 . (4.7)
This is a symplectic invariant condition. This condition together with (4.2) and
(4.4) define the rigid special geometry.
4.2. Alternative definition in matrix form and curvature
I still want to rewrite this definition in a matrix form which will be useful
for comparing with the moduli of Riemann surfaces. First I rewrite (4.2) and (4.7)
as the matrix equation
VΩVT = −iΩ , (4.8)
where V is the 2n× 2n matrix
V ≡
(
UTα
U¯αT
)
≡
(
eAα hAα
gαβ¯ e¯A
β¯
gαβ¯h¯Aβ¯
)
, (4.9)
17
and U¯α ≡ gαβ¯U¯β¯. The result (4.8) states that V is isomorphic to a symplectic matrix.
Therefore V is invertible and we can define Sp(2n) connections Aα and Aα¯ such that
DαV = AαV , Dα¯V = Aα¯V . (4.10)
Here we introduced covariant derivatives where the Levi-Civita connections‡ appear
because there are α indices hidden in V:
The values of these two connections can be computed from multiplying the
above equation with ΩVT :
−AαiΩ = DαVΩVT =
( 〈DαUβ , Uγ〉 〈DαUβ , U¯γ〉
〈DαU¯β, Uγ〉 〈DαU¯β, U¯γ〉
)
(4.11)
By (4.4) and the covariant derivative of (4.2) we know already that only the upper
left component of the last matrix can be non-zero:
Cαβγ ≡ −i〈DαUβ, Uγ〉 . (4.12)
The covariant derivative on (4.7) implies that Cαβγ is symmetric in (βγ). Remem-
bering the definition (4.3) we know that it is symmetric in all indices. We find
Aα =
(
0 Cαβγ
0 0
)
; Aα¯ =
(
0 0
C¯α¯
βγ 0
)
. (4.13)
Later we want to use the matrix V as a starting point. So I give now the
definition of special geometry from this point of view. We then start with a square
matrix V whose components are denoted as
V ≡
(
eAα hAα
e¯αA h¯αA
)
. (4.14)
Here, the requirements for special geometry are (4.8) and (4.10) with (4.13) in which
C is a symmetric tensor. Although the metric is not yet given, the connection is
determined by the equations themselves. Indeed, the upper left component of (4.10)
multiplied by eαA, the inverse of e
A
α , gives
Γγαβ = Γˆ
γ
αβ − e¯γACαβδeδA with Γˆγαβ = eγA∂βeAα . (4.15)
The differential equations give a lot of information. The conditions (4.10)
imply that the combined connection consisting of A and the Levi-Civita connections
must be flat. The integrability conditions are
[Dγ −Aγ ,Dδ¯ −Aδ¯]V = 0 ; [Dγ −Aγ ,Dδ −Aδ]V = 0 , (4.16)
The upper component of the first one is
UβR
β
αγδ¯ + U¯
βDδ¯Cγαβ + CγαǫC¯δ¯ ǫβUβ = 0 , (4.17)
‡In general for Ka¨hler manifolds, the connection is only non–zero when all indices are holomorphic or antiholo-
morphic (DαUβ = ∂αUβ − Γ
γ
αβ
Uγ). In the curvature tensor with all indices down, 2 should be holomorphic and 2
antiholomorphic. The nonzero components are Γγ
αβ
= gγδ¯∂βgαδ¯, and R
γ
αβδ¯ = ∂δ¯Γ
γ
αβ
and all those related by the
symmetries of the curvature tensor.
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where I used the definition of the curvature tensor
[Dγ ,Dδ¯]Uβ = UαRαβγδ¯ . (4.18)
Using the symplectic orthogonalities (4.2) and (4.7) this equation can be split. The
first relation we obtain is that the Riemann curvature is given by
Rαβγ
δ = −CβγǫC¯αδǫ . (4.19)
Secondly, the tensor Cαβγ satisfies the following two conditions (the second one
follows from the second condition in (4.16))
Dα¯Cβγδ = D[αCβ]γδ = 0 . (4.20)
The last one implies that Cαβγ can be written as the third covariant derivative of
some scalar function. To make the connection with section 2, (4.12) can be worked
out using (4.6) and (2.27) to obtain
Cαβγ = ie
A
αe
B
β e
C
γ FABC . (4.21)
4.3. Holomorphic equations
Apart from the coordinate invariance, the above formulation is also invariant
under gauge transformations [37]
V ′ = S−1 V ; A′α = S−1 (Aα −Dα)S ; A′α¯ = S−1 (Aα¯ −Dα¯)S (4.22)
for S a symplectic element: SΩST = Ω. Such a transformation can be used to reduce
the equations to holomorphic ones.
Indeed, perform the symplectic transformation
S =
(
δβα 0
e¯A(αe
β)
A δ
α
β
)
, (4.23)
which gives
V ′ =
(
eAα hαA
fαβeAβ h¯
′α
A
)
. (4.24)
The value of h¯′ does not matter, but it is important to note that fαβ is antisymmetric
(its value is fαβ ≡ e¯A[α eβ]A ). This is sufficient to obtain from the constraints (4.8)
that
fαβ = 0 ; h¯′αA = −i eαA ⇒ V ′ =
(
eAα hαA
0 −i eαA
)
. (4.25)
The remaining part of (4.8) is (4.7).
For the differential equations, consider first A′α¯. From (4.22) it follows that
only the lower left component is non–zero. However, then (4.10) with (4.25) imply
that this component should also be zero, leaving us with
Dα¯V ′ = ∂α¯V ′ = 0 . (4.26)
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So here the holomorphicity becomes apparant. Remains the calculation of A′α.
Again (4.10) and (4.25) imply that the lower left component is zero. Further it is
easy to check that the upper right component does not change. It is then sufficient
to calculate the upper left component, and the lower right follows from consistency:
A′α =
(
Xγαβ Cαβγ
0 −Xβαγ
)
with Xγαβ = Cαβδ e¯
A(δ e
γ)
A (4.27)
(The symmetrization symbol in the expression of X is superfluous in view of fαβ = 0).
If one writes the differential equation with an ordinary rather than a covariant
derivative, then the diagonal elements simplify:(
∂α − Âα
)
V ′ = 0 with Âα =
(
Γˆγαβ Cαβγ
0 −Γˆβαγ
)
, (4.28)
and Γˆ, which in facts follows from this equation, given in (4.15). So in this formu-
lation special geometry is determined by (4.28) on the holomorphic matrix (4.25),
which moreover should satisfy (4.7).
The differential equations can be combined to a second order equation. E.g.
for n = 1, if we write the upper components of V ′ generically as f(z) and the lower
component as g(z), the differential equations are
(∂ − Γˆ)f + Cg = 0 ; (∂ + Γˆ)g = 0 . (4.29)
Combining these we have for f : [11]
(∂ + Γˆ)C−1(∂ − Γˆ)f = 0 . (4.30)
5. Special geometry in the moduli space of Riemann surfaces
After identifying objects in N = 2 supersymmetry with objects in the moduli
space of Riemann surfaces, I will show that there are differential equations (Picard-
Fuchs equations) which are related to the equations defining the special geometry.
These will be solved to lead to a symplectic section compatible with the constraints
of special geometry. As explained in the introduction, this symplectic section is
conjectured to yield the full perturbative and non-perturbative quantum theory of
some models. In particular, I will explain the Seiberg-Witten model from this point
of view and discuss its duality symmetries.
5.1. The period matrix
The matrix V of special geometry will be identified with the period matrix of
Riemann surfaces (up to a gauge transformation (4.22) on the left and a symplectic
constant transformation on the right). This will depend on the moduli which define
deformations of the surface. These moduli will be identified with the scalars of
special geometry. In this first subsection, the dependence on the moduli will not
yet be essential. That will be the subject of section 5.2.
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The period matrix is
V˜ =
(
U˜Tα
˜¯UαT
)
=
( ∫
AA γα
∫
BB
γα∫
AA γ¯
α
∫
BB
γ¯α
)
, (5.1)
where γα is a basis of H1,0, i.e. the closed and non–exact one-forms, while γ¯α are
a basis of (0, 1) forms. On a genus n surface there are n + n such forms. These are
integrated in (5.1) along a canonical homology basis of 1-cycles with intersection
numbers:
AA ∩ AB = 0 ; BA ∩BB = 0 ; AA ∩BB = −BB ∩AA = δBA . (5.2)
The relation (4.8) follows now from the identity for two 1-forms λ and χ
∑
A
[∫
AA
λ ·
∫
BA
χ−
∫
BA
λ ·
∫
AA
χ
]
=
∫ ∫
λ ∧ χ , (5.3)
where the integral at the right hand side is over the full Riemann surface. The
product of two (1,0) forms is then obviously zero, and the basis of (0,1)-forms can
be chosen then such that (4.8) is satisfied.
The second equation, (4.10), will be the subject of the next subsection. First,
I introduce a description of the Riemann surface (with its moduli) as an elliptic
curve, and give an expression for the elements in V˜. The formulations given here
[39] are chosen such that they can easily be generalized to the Calabi-Yau case. I use
a 3-dimensional weighted projective complex space (Z,X, Y ). The surface is defined
as the points of this space where a pseudo-homogenous holomorphic polynomial
vanishes. Due to the homogeneity we can view this in the weighted projective space,
as a 1 complex dimensional surface, which is the Riemann surface. For genus 1,
which will become the main example, I use the polynomial
0 = W (X,Y, Z;u) = − Z2 + 1
4
(
X4 + Y 4
)
+
u
2
X2Y 2 , (5.4)
in the projective space where Z has weight 2, and X and Y have weight 1. There is
one complex parameter (modulus) u. The holomorphic function W can also be seen
as a Landau-Ginzburg superpotential, but I will not use that connection here.
To obtain the forms, we make use of the Griffiths mapping [40], which relates
the holomorphic forms to elements of the chiral ring
R(W) def= C[X,Y, Z]/∂W , (5.5)
i.e. polynomials of a certain degree in the variables X,Y, Z, where the derivatives of
W are divided out. The 1-forms on the Riemann surface M are represented as
γ|M =
∫
Γ
γ ∧ dW
W =
∫
Γ
P γk|ν(X,Y, Z)
Wk+1 ω , (5.6)
(everything can depend on the moduli u) where Γ is a 1-cycle around the surface
M in the 4-dimensional space (6-dimensions from the complex X,Y, Z − 2 from
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homogeneity). The first equality is based on a generalisation of the residue theorem.
In the second equality exact forms were discarded because of the integration over a
cycle (see e.g. [41] sect. 5.9 for more details). P γk|ν(X,Y, Z) is a pseudo homogeneous
polynomial of a degree such that (5.6) has weight zero. That degree is denoted as
k|ν, where ν is the degree of W). In the example (5.4) we have ν = 4, and we will
see that ω has degree 4, so that
k|ν = k|4 = 4k . (5.7)
The ’volume form’ ω is [42]
ω = 2(X dY ∧ dZ + Y dZ ∧ dX + 2Z dX ∧ dY ) . (5.8)
The important property of ω is that for any meromorphic function PΛ(X,Y, Z)
ω ∂ΛPΛ(X,Y, Z) = dΘ (5.9)
for some form Θ if the degrees of ∂ΛPΛ and ω add up to zero (I introduced the
notation XΛ for X,Y, Z). The proof of this statement is given in appendix C for
any pseudo-homogeneous space. In fact, all the above can be generalised for more
variables (see below for Calabi-Yau) and for manifolds defined by the intersection
of the vanishing locus of several polynomia.
If P γk|ν(X,Y, Z) has terms proportional to ∂ΛW, then in (5.6) they occur as
proportional to ∂ΛW−k. So, using (5.9), they can be removed by adding a total
differential to the integrand (which will decrease k and the degree of the remaining
P ). The total differential is integrated over a cycle and thus does not contribute.
This shows that for the polynomials P γ, we suffice by a basis of the elements of the
ring (5.5) with the correct weights. In the chiral ring there is a maximal weight,
which therefore restricts also k. In general the upper limit of k is the dimension
(over C) of the manifold. In our example in the chiral ring X3, Y 3 and any Z terms
can be removed in this way, and the maximal element is thus X2Y 2, i.e. of weight 4.
Comparing with (5.7), the maximal k is 1, as it should be on a Riemann surface.
In fact, in general for manifolds of complex dimension N , the polynomials P γk|ν are
associated to the elements in
HN,0 ⊕HN−1,1 ⊕ · · · ⊕HN−k,k . (5.10)
In our case, we thus have that for k = 0 the polynomial has degree 0, and can thus
just be a constant. It is associated with the unique (1, 0) form on the genus 1 surface.
For k = 1 there is only X2Y 2, and together they are associated to all the 1-forms.
Exercise: check that for genus n surface, defined by W = −Z2 + X2n+2 + Y 2n+2 one
obtains indeed n (1,0) and n (0,1) forms.
We now integrate these forms over the A or B cycles to obtain the elements of
the period matrix. The product of that cycle with Γ in (5.6) is a 2-cycle which will
be generically denoted by C. So we obtain (I have not imposed here a normalization
condition as in (4.8))
V˜ =
( ∫
C
1
W(X,Y,Z;u) ω∫
C
X2 Y 2
W2(X,Y,Z;u) ω
)
. (5.11)
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5.2. Picard–Fuchs equations
The forms and periods depend on the moduli u. As we will see in the example,
the derivatives of this period matrix can be re-expressed linearly in terms of the
periods such that we get the differential equations
∂uV˜ = A˜uV˜ . (5.12)
These differential equations are called Picard-Fuchs equations. They are similar
to the equations (4.10) of rigid special Ka¨hler manifolds, and therefore complete
the identification of special geometry with the geometry of the moduli space of the
Riemann surface. In section 5.3 we will see that these differential equations allow us
to calculate the period matrix. The main tool to derive the Picard-Fuchs equations
is (5.9).
Higher genus surfaces have more than n complex moduli. To make the con-
nection with special geometry, one then has to define a surface depending on exactly
n moduli uα. The choice of these n moduli is non-trivial [43].
I will concentrate on the case of a genus 1 surface which has one complex
modulus [10]. If I take the derivative of (5.11) with respect to u, then this derivative
acts on the denominator, and ∂uW = 12X2Y 2. For the upper component, that is all:
the derivative gives immediately (− 12 ) the lower component. Taking the derivative
of the lower component, one gets X4Y 4 in the numerator, which is not in the chiral
ring, and thus has to be reduced, e.g.
(1− u2)X4Y 4 = X Y 4∂XW − uX2Y 3∂YW . (5.13)
This gives
(1− u2)∂u
∫
C
X2 Y 2
W2(X,Y, Z;u) ω = −(1− u
2)
∫
C
X4 Y 4
W3(X,Y, Z;u) ω
= 12
∫
C
ωX Y 4∂XW−2 − 12u
∫
C
ωX2Y 3∂YW−2
= − 12
∫
C
ω Y 4W−2 + 32u
∫
C
ωX2Y 2W−2
= 12
∫
C
ω Y ∂YW−1 + 2 u
∫
C
ωX2Y 2W−2 . (5.14)
We thus obtain (5.12) where the 2× 2 matrix connection A˜u is given by:
A˜u =
(
0 − 12
−1/2
1−u2
2u
1−u2
)
. (5.15)
The differential equations corresponding to the ’A’ and ’B’-cycles are of course
identical. For both I can combine the upper and lower equations to a second order
differential equation for the upper component, which I denote generically by f(u):(
d2
du2
− 2u
1− u2
d
du
− 1
4
1
1− u2
)
f(u) = 0 . (5.16)
Comparing this equation with (4.30), we can already conclude that C ∝ (1 − u2)−1,
which determines the curvature (up to a constant).
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5.3. Solutions
Solving the differential equation (5.16) will lead us now to the symplectic
vector, determining again an N = 2 rigid supersymmetric theory. As mentioned in
the introduction, that theory is conjectured by Seiberg and Witten to be the full
quantum theory for the modulus u.
If we change variable, setting w = (1 + u)/2, (5.16) becomes a hypergeometric
equation of parameters a = 1/2, b = 1/2, c = 1. The corresponding hypergeometric
functions are elliptic integrals. Some general facts about these are given in ap-
pendix D. We choose as two linear independent solutions (writing, as in section 3.4,
FA for the one component of that vector).
Uu =
(
∂uX ≡ f (1)(u) = 2π
[
K
(
1+u
2
)
+ iK
(
1−u
2
)]
= 2π
√
2
1+u K
(
2
1+u
)
∂u FA ≡ f (2)(u) = 2π iK
(
1−u
2
) ) , (5.17)
where we understand here and further +iǫ for the argument 21+u on the positive real
axis for the definition of K as given in appendix D. As it is obvious, f (1)(u) and
f (2)(u) just provide a basis of two independent solutions. The reason why precisely
f (1)(u) and f (2)(u) are respectively identified with ∂uX and ∂u FA is given by the
boundary conditions imposed at infinity. When u → ∞, the special coordinate X(u)
must approach the value it has in the original microscopic SU(2) gauge theory. The
parameter u corresponds to a gauge–invariant quantity in the microscopic theory,
so it is associated to the gauge invariant polynomial X1X1 + X2X2 + X3X3. This
is now restricted to the Cartan subalgebra, i.e. u is proportional to the square of
X ≡ X3. Correspondingly the boundary condition at infinity for X(u) is (choosing a
convenient normalisation)
X(u) ≈ 2
√
2u+ . . . for u→∞ . (5.18)
At the same time when u → ∞ the non perturbative rigid special geometry must ap-
proach its perturbative limit defined by the prepotential (3.21). Combining eq.(5.18)
and (3.21) we obtain
FA(u) ≈ i
π
2
√
2u log u+ . . . for u→∞ . (5.19)
I now show that these boundary conditions are realized by the choice of (5.17).
Integrating the latter, using (D.7) and (D.4), gives
V =
(
X(u) = 2π
∫ u
u0
√
2
1+t K
(
2
1+t
)
dt = 8π
√
1+u
2 E
(
2
1+u
)
+ const
FA(u) =
2
π i
∫ u
u0
K
(
1−t
2
)
dt = − 4iπ (1− u)B
(
1−u
2
)
+ const.
)
(5.20)
Choosing zero for the integration constants, the result (5.20) coincides with the
integral representations originally given by Seiberg and Witten [10]. Indeed, per-
forming the substitutions y2 = (1−x)/2 in the integral representation of the first one,
and y2(u− 1) = x− 1 in the second, leads to
V =
 X(u) = 2a(u) = 2√2π ∫ 1−1 √ u−x1−x2 dx
FA(u) = 2 aD(u) = 2i
√
2
π
∫ u
1
√
u−x
1−x2 dx
 . (5.21)
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It is clear that the first one leads to (5.18). For the second one, a substitution x = uz
exhibits the asymptotic behaviour as in (5.19) [10].
5.4. Duality symmetries
The duality symmetry group ΓD consists of the symmetries of the poten-
tial W and the group generated by the monodromies around singular points. All
these are given by integer valued symplectic matrices γ ∈ ΓD ⊂ Sp(2n,ZZ) that act
on the symplectic vector Uα. Given the geometrical interpretation (5.1) of these
vectors they correspond to changes of the canonical homology basis respecting the
intersection matrix (5.2).
Let us start by the symmetries of the defining equation. The symmetry
group ΓW can be defined by considering linear transformations X → Mx(u)X of the
quasi–homogeneous coordinate vector X = (X,Y, Z). For preservation of the weights
Mx(u) should be block diagonal. ΓW consists of the transformations such that
W(Mx(u)X ;u) = fx(u)W(X ;u′x(u)) and ω(Mx(u)X) = gx(u)ω(X) , (5.22)
where u′x(u) is a (generally non–linear) transformation of the moduli and fx(u) and
gx(u) are overall rescalings of the superpotential and the volume form that depend
both on the moduli u and on the chosen transformation x. In the supergravity case
all elements of ΓW are duality symmetries. However, here the symplectic vector Uu,
the upper component of (5.11), satisfies
Uu(u
′
x(u)) =
∫
C
fx(u)
W(Mx(u)X ;u)
ω(Mx(u)X)
gx(u)
=
fx(u)
gx(u)
Sx Uu(u) . (5.23)
In the last step, a change of integration variables was performed, which transforms
also the A and B cycles, leading to the symplectic matrix Sx. If
fx(u)
gx(u)
is a constant,
then the right hand side gives also a solution to the differential equations, and we
have a duality symmetry. Therefore, only Γ0W ⊂ ΓW given by the transformations
that have a constant fx(u)gx(u) acts as an isometry group for the moduli space [39].
For (5.4), the symmetry group is ΓW = D3 [44] defined by the following
generators and relations
B2 = , C3 = , (CB)2 = (5.24)
with the following action on the homogeneous coordinates and the modulus u §
MB =
 i 0 00 1 0
0 0 1
 ; u′B(u) = −u ; fB(u) ; = 1 gB = i
MC =
1√
2
 i 1 0−i 1 0
0 0
√
1 + u
 ; u′C(u) = u−3u+1 ; fC(u) = 1+u2 ; gC = i√1+u2 .
(5.25)
From the value of fx and gx we thus see that only the ZZ2 cyclic group generated by
B is actually realized as an isometry group of the rigid special Ka¨hlerian metric.
§The full group connects 6 points as in (D.8): ±u, ±u−3
u+1
, ± u+3
u−1
.
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The transformation u→ −u acts on Uu as
Uu(−u) = −i
(−1 2
−1 1
)
Uu(u) ⇒ B = −iSB = −i
(−1 2
−1 1
)
. (5.26)
This transformation has a physical interpretation as R-symmetry. It is precisely
the requested R-symmetry for the topological twist [9].
The monodromy group generators correspond to analytic continuation of the
solutions around the singular points and have a matrix action on the solution two–
vector Uu → T(Q)Uu, where Q denotes any of the singular values of u, and T(Q) is a
2 × 2 matrix. One can see that the polynomial (5.4) degenerates for u = 1, −1 and
∞. Of course, one can also find these singular points by considering the solution
vector (5.17). Under the action of the group Γ0W = ZZ2 generated by B : u→ −u, the
singular points fall in two orbits: {1,−1} and {∞}.
Let us derive the structure of the monodromy group by direct evaluation.
The monodromies will be defined going around the singularity in counter clockwise
direction. The calculation of the monodromy around u =∞ is similar to (3.23). The
matrix S (3.22) gives now
T(∞) =
(−1 0
−2 −1
)
. (5.27)
The monodromy around u = 1 is found from (D.11) and K(1− y′) = K(1− y):
Uu(1 + re
2πi) =
(
1 −2
0 1
)
Uu(u) for 0 < r < 2 ⇒ T(1) =
(
1 −2
0 1
)
. (5.28)
Finally around u = −1 we have for the counter clockwise direction
Uu(−1− r + iǫ) =
(
K(− r2 ) + iK(1 + r2 − iǫ)
iK(1 + r2 − iǫ)
)
= Uu(−1− r − iǫ) + 2
(
K(− r2 )
iK(− r2 )
)
⇒ T(−1) =
(
3 −2
2 −1
)
. (5.29)
We could have restricted ourselves to the computation of the monodromy
matrix in u = 1, i.e. T(1), and B. Indeed, since B permutes the singular points 1,−1
among themselves the monodromy around any of them can be obtained from the
monodromy at the other point by conjugation with B. Explicitly, from considering
the paths in moduli space one has
T(−1) = BT(1)B = SBT(1)S
−1
B . (5.30)
Furthermore, the product of the monodromy matrices in all the singular points
must give the identity, as a contour encircling all the singularities is homotopic to
zero. Hence the monodromy around the point u =∞ is obtained from:
T(∞)T(1)T(−1) = . (5.31)
T∞ and T(1) generate the Γ(2) ⊂ Γ = PSL(2,ZZ) group. This is the normal
principal congruence subgroup of order 2 of the modular group of the torus Γ:
γ ∈ Γ(2) : γ =
(
1 + 2q 2p
2r 1 + 2s
)
; 2(qs− pr) + q + s = 0 . (5.32)
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It is known that D3 ∼ PSL(2,ZZ2) ∼ Γ /Γ(2). So as the full D3 is not realized as
duality symmetries, the final duality group is not Γ, but the subgroup which can be
generated by SB and T(1). The perturbative part is the subgroup where the upper
right component is zero. It is generated by (3.24), i.e. by T(∞) and −SBT−1(1) .
6. Supergravity
Also for supergravity, I am first giving the original construction of the actions,
before re-expressing the result in a symplectic invariant way. We will see that here
the symplectic formulation is even more necessary than in the rigid case. Then I
explain the connection to moduli of Calabi-Yau manifolds.
I treat here only the vector multiplets. For more complete reviews of tensor
calculus, the multiplets, and construction of the actions, see [45]. About Calabi-Yau
manifolds, there is a fast increasing literature. For a recent introduction I refer to
[41].
6.1. Vector multiplets coupled to supergravity
To construct the action of vector multiplets coupled to supergravity, I use the
superconformal tensor calculus. This method keeps the fruits of the superspace ap-
proach while avoiding a lot of technical difficulties with many constraints on large
superfields. No superfields are introduced to covariantize the interactions of the
matter multiplets. This is replaced by defining the multiplets within a larger alge-
bra. The formulation can be compared with the description of non-abelian vector
multiplets which I gave at the end of section 2.2. There, a full superspace approach
was replaced by defining the vector multiplet in the algebra (2.20). Still I keep
working with multiplets, which shows the structure of actions (and potentials) bet-
ter due to the presence of auxiliary fields. Of course, there is also a drawback. One
is never sure that the constructions one thinks of are the most general one. In some
cases the most general result is not found yet. As an example I mention here that
it remains a challenge to construct the most general couplings of hypermultiplets
in superspace or tensor calculus.
The group which I am going to use for defining the multiplets is the supercon-
formal group. This group is bigger than the super-Poincare´ group, which we want
to have as final invariance of the actions. The method constists of first constructing
actions invariant under the full superconformal group, and then afterwards choose
explicit gauge fixings. Fields which are just introduced to allow later gauge choices
are called compensating fields. The method is called ’gauge equivalence’ (see the
reviews [46, 45]). It has the advantage of showing more structure in the theory. In
d = 4, N = 2 the superconformal group is
SU(2, 2|N = 2) ⊃ SU(2, 2)⊗ U(1)⊗ SU(2) . (6.1)
The bosonic subgroup, which I exhibited, contains, apart from the conformal group
SU(2, 2) = SO(4, 2), also U(1) and SU(2) factors. The Ka¨hlerian nature of vector mul-
tiplet couplings and the quaternionic nature of hypermultiplet couplings is directly
related to the presence of these two groups. The dilatations, special conformal
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transformations, U(1)⊗ SU(2), and an extra S–supersymmetry in the fermionic sec-
tor will be broken by gauge fixings. In that way we just keep the super-Poincare´
invariance.
To describe theories as exhibited in table 2, the following multiplets are
introduced: (other possibilities, leading to equivalent physical theories, also exist,
see [24, 46, 45]). The Weyl multiplet contains the vierbein, the two gravitinos, and
auxiliary fields. I introduce n+ 1 vector multiplets :(
XI , λiI ,AIµ
)
with I = 0, 1, ..., n. (6.2)
The extra vector multiplet labelled by I = 0 contains the scalar fields which are to
be gauge–fixed in order to break dilations and the U(1), the fermion to break the
S–supersymmetry, and the vector which corresponds to the physical vector of the
supergravity multiplet in table 2. Finally, there are s + 1 hypermultiplets, one of
these contains only auxiliary fields and fields used for the gauge fixing of SU(2). For
most of this paper I will not discuss hypermultiplets (s = 0).
In the first step we have to build a superconformal invariant action. To do
so similarly to the construction in rigid superspace (2.22), the highest component
of the chiral superfield F (Φ) should have weight 4 under dilatations. This implies
that the lowest component F (X) should have Weyl weight 2. The weight of fields in
a vector multiplet is fixed due to the presence of gauge vectors which should have
weight zero. This fixes the Weyl weight of the scalars XI to 1. Combining the above
facts leads to the important conclusion that for the coupling of vector multiplets to
supergravity, one again starts from a holomorphic prepotential F (X), this time of
n+ 1 complex fields, but now it must be a homogeneous function of degree two [2].
In the resulting action appears − 12 i(X¯IFI − XIF¯I)eR, where R is the space–
time curvature. To have the canonical kinetic terms for the graviton, it is therefore
convenient to impose as gauge fixing for dilatations the condition
i(X¯IFI − F¯IXI) = 1 . (6.3)
Therefore, the physical scalar fields parametrize an n-dimensional complex hyper-
surface, defined by the condition (6.3), while the overall phase of the XI is irrelevant
in view of the U(1) in (6.1) which we have not fixed.
The embedding of this hypersurface can be described in terms of n complex
coordinates zα by letting XI be proportional to some holomorphic sections ZI(z)
of the projective space CIPn [36]. The n-dimensional space parametrized by the zα
(α = 1, . . . , n) is a Ka¨hler space; the Ka¨hler metric gαβ¯ = ∂α∂β¯K(z, z¯) follows from the
Ka¨hler potential
K(z, z¯) = − log
[
iZ¯I(z¯)FI(Z(z))− iZI(z) F¯I(Z¯(z¯))
]
, where (6.4)
XI = eK/2ZI(z) , X¯I = eK/2Z¯I(z¯) .
The resulting geometry is known as special Ka¨hler geometry [1, 2, 4].
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A convenient choice of inhomogeneous coordinates zα are the special coordi-
nates, defined by
zα =
Xα
X0
, or Z0(z) = 1 , ZA(z) = zα . (6.5)
In the general form of the spin-1 action (2.26), the indices Λ are now replaced
by I running over m = n+ 1 values, as the graviphoton is included. The matrix N is
given by
NIJ (z, z¯) = F¯IJ + 2i (Im FIJ )(Im FJK)X
ΓXK
(Im FLM ) XLXM
. (6.6)
The kinetic energy terms of the scalars are positive definite in a so-called ’positivity
domain’. This is given by the conditions gαβ¯ > 0 and e
−K > 0. Then it follows that
Im NIJ < 0 [47]. Note that the fact that the positivity domain is non-empty, restricts
the functions F which can be used. In [30] some examples are discussed.
6.2. Symplectic transformations
To extend the duality transformations on the vectors to the scalar sector,
one introduces also here a 2m = 2(n+ 1) component vector
V =
(
XI
FI
)
, (6.7)
which transforms as a symplectic vector. Note that now the upper part of this
vector can not be used as independent coordinates, as there are only n scalars.
However, in the formulation described in the previous subsection the lower part
still depends on the upper components in the sense that FI(z, z¯) = FI(X(z, z¯)), as
FI =
∂F (X)
∂XI . When symplectic reparametrizations are performed, this can change.
Indeed, now the matrix ∂X˜
I
∂XJ , see (3.19), may be non-invertible [32] while the inverse
of (A + BN ) still exists because N¯IJ 6= FIJ . This implies that the proof of existence
of a new function F˜ (X˜) is invalidated in these cases. However, the transformed
symplectic vector still describes the same theory. It is clear that as the new XI
are not independent, one can not choose special coordinates (6.5) in terms of the
new symplectic vectors. So as in this new formulation the function F (X) does not
exist, one can not immediately obtain this formulation from superspace or tensor
calculus. This shows that in supergravity, even more than in rigid symmetry, we
need a formulation which does not start from the function F , but is essentially
symplectic covariant. This will be treated in section 6.3.
In [30] we gave a few simple examples of symplectic reparametrisations and
duality symmetries, including such a transformation to a formulation without a
function F (X). Another important example of this phenomenon is the description
of the manifold
SU(1, 1)
U(1)
⊗ SO(r, 2)
SO(r) ⊗ SO(2) . (6.8)
This is the only special Ka¨hler manifold which is a product of two factors [48].
Therefore it is also determined that in the classical limit of the compactified het-
erotic string, where the dilaton does not mix with the scalars of the other vector
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multiplets, the target space should have that form. The first formulation of these
spaces used a function F of the form [47]
F =
dABCX
AXBXC
X0
. (6.9)
In fact, such a form of F is what one expects for all couplings which can be ob-
tained from d = 5 supergravity [49]. Such manifolds are called ‘very special Ka¨hler
manifolds’. In such a formulation for (6.8) the SO(r, 2) part of the duality group
sits not completely in the perturbative part of the duality group, i.e. one needs
B 6= 0 in the duality group to get the full SO(2, r). However, from the superstring
compactification one expects SO(2, r; ) as a perturbative (T -duality) group.
By making a symplectic transformation this can indeed be obtained [32].
After that symplectic transformation one has a symplectic vector (XI , FI) satisfying
XI ηIJ X
J = 0 ; FI = S ηIJ X
J , (6.10)
where ηIJ is a metric for SO(2, r). The first constraint comes on top of the constraint
(6.3), and thus implies that the variables z can not be chosen between the XI only.
Indeed, S occurs only in FI .
6.3. Symplectic definition of special geometry
The symplectic formulation of special geometry was first given in the context
of a treatment of the moduli space of Calabi-Yau three-folds [4, 35, 50]. The for-
mulation which we present is based on [37], and the equivalence with our previous
formulation was explained in detail in [38].
The definition can again be given on the basis of a matrix V. As I already
said, the symplectic vectors now have 2(n + 1) components. Similarly V will be a
2(n+ 1) by 2(n+ 1) matrix. It consists of the following rows of symplectic vectors:
V =

V¯ T
UTα
V T
U¯αT
 , (6.11)
which again should satisfy (4.8). Furthermore there are the differential equations
(4.10). In [38] the covariant derivatives in that equations included connection for
Ka¨hler transformations. Here, I include this connection in the matrix A. This leads
to
Aα =

1
2∂αK 0 0 0
0 − 12δγβ∂αK 0 Cαβγ
0 δγα − 12∂αK 0
δβα 0 0
1
2δ
β
γ∂αK

Aα¯ =

− 12∂α¯K 0 0 gα¯γ
0 12δ
γ
β∂α¯K gα¯β 0
0 0 12∂α¯K 0
0 C¯ βγα¯ 0 − 12δβγ∂α¯K
 . (6.12)
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Here K is the Ka¨hler potential. Again the system of equations is invariant under
constant symplectic transformations acting from the right on V and gauge trans-
formations of the form (4.22) on the left. The latter can be used again to obtain
holomorphic equations [37]. E.g. with S = exp
(
1
2diag(−K,K,K,−K)
)
one removes the
Ka¨hler connections from Aα¯ and these equations thus imply holomorphicity for the
vector V in that basis, whose first components are then in fact the ZI from (6.4).
As in the rigid case, one can obtain equations similar to (4.20) (corrected by
the Ka¨hler connection) and the curvature:
Rαβγ
δ = 2δα(βδ
δ
γ) − CβγǫC¯αδǫ ; C¯αδǫ∂α¯
(
e−KCαβγ
)
= 0 ; D[αeKCβ]γδ = 0 . (6.13)
6.4. Calabi-Yau manifolds
Calabi-Yau manifolds are complex manifolds with Ricci tensor which is exact,
i.e. Rαβ¯ = ∂αAβ¯ − ∂β¯Aα. For our purposes we need 3-folds (i.e. real dimensional 6,
related to the reduction of 6 dimensions of the superstring). The Hodge diamond
gives the number of closed and non-exact forms of all holomorphic types. E.g. for
the Riemann surface of genus n it looks like
h00
h10 h01
h11
=
1
n n
1
(6.14)
For the Calabi-Yau manifolds this Hodge diamond is already fixed for a large part:
1
0 0
0 h11 0
1 h12 h21 1
0 h22 0
0 0
1
; with
h11 = h22
h12 = h21 .
(6.15)
A large class of them can be obtained as the vanishing locus of a quasi-homogeneous
polynomial in projective space [51], similar to the description of Riemann surfaces
in section 5.1. For the connection with special geometry one now considers all 3-
forms. Identifying h12 = h21 = n, there are 2(n + 1) of these. The integrals over a
canonical basis of 3-cycles defines then the period matrix. One can obtain again
differential equations (Picard-Fuchs equations) by differentiating with respect to
the moduli of the surface, which are to be compared with the defining equations of
special geometry as given above. As in the case of Riemann surfaces, the duality
symmetries are defined by the monodromies around singular points and symmetries
of the defining equation. For the latter we do not have to restrict now to those having
constant rescaling factors [39].
6.5. Special quaternionic manifolds and homogeneous special manifolds
The c map [33] gives a mapping from a special Ka¨hler to a quaternionic
manifold. It is induced by reducing an N = 2 supergravity action in d = 4 space-
time dimensions to an action in d = 3 space-time dimensions, by suppressing the
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dependence on one of the (spatial) coordinates. The resulting d = 3 supergravity
theory can be written in terms of d = 3 fields and this rearranges the original fields
such that the number of scalar fields increases from 2n to 4(n+ 1). This map is also
obtained in string theory context by changing from a type IIA to a type IIB string
or vice-versa.
This leads to the notion of ‘special quaternionic manifolds’, which are those
manifolds appearing in the image of the c map. Similarly, very special real mani-
folds are the manifolds defined by coupling (real) scalars to vector multiplets in 5
dimensions [49] (characterised by a symmetric tensor dABC). Very special Ka¨hler
manifolds [29] are induced as the image under the r map (dimensional reduction
from 5 to 4 dimensions) and very special quaternionic manifolds as the image of the
c◦r map.
It turns out that these very special manifolds contain all known homoge-
neous non–symmetric Ka¨hler and quaternionic spaces. The classification of the
homogeneous spaces is related to the enumeration of all realizations of real Clifford
algebras, see [31], or the summary in [38]. In these papers also all the continuous
isometries of homogenous special and of very special manifolds are given.
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Appendix A. Conventions
I use the metric signature (− + ++). The curved indices are denoted by
µ, ν, . . . = 0, . . . , 3 and the flat ones by a, b, .... (Anti)symmetrization is done with
weight one: A[ab] = 12 (Aab −Aba) and A(ab) = 12 (Aab +Aba).
I define
ǫµνρσ =
√−g eµa eνb eρc eσd ǫabcd ; ǫ0123 = i , (A.1)
where the former implies that the latter is true for flat as well as for curved indices.
I introduce the self–dual and anti–self dual tensors
F±ab =
1
2 (Fab ± ⋆Fab) with ⋆F ab = 12ǫabcdFcd . (A.2)
The gamma and sigma matrices are defined by
γaγb = ηab + 2σab , γ5 = iγ0γ1γ2γ3 , (A.3)
which implies that 12ǫ
abcdσcd = −γ5σab. The following realization brings you to the
2-component formalism: (here α = 1, 2, 3, but this is not used anywhere else)
γ0 =
(
0 i 2
i 2 0
)
; γα =
(
0 −iσα
iσα 0
)
; γ5 =
(
1 0
0 −1
)
. (A.4)
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The matrices γα and γ5 are hermitian, while γ0 is antihermitian.
There is a charge conjugation matrix C such that
CT = −C ; CγaC−1 = −γTa . (A.5)
This fixes C up to a (complex) constant. One can fix the proportionality constant (up
to a phase) by demanding C to be unitary, so that C∗ = −C−1. In the representation
(A.4) we can choose
C =
(
ǫAB 0
0 ǫA˙B˙
)
, (A.6)
where ǫ is the antisymmetric symbol with ǫAB = −ǫA˙B˙ = 1 for A = 1, B = 2.
Majorana spinors are spinors χ which satisfy the ‘reality condition’ which
says that their ‘Majorana conjugate’ is equal to the ‘Dirac conjugate’
χ¯ ≡ χTC = −iχ†γ0 ≡ χ¯C or χC ≡ −iγ0C−1χ∗ = χ . (A.7)
The factor −i is just a conventional choice as the phase of C is arbitrary. Majorana
spinors can thus be thought as spinors χ1+iχ2, where χ1 and χ2 have real components,
but these are related by the above condition. There exists a Majorana representation
where the matrices γµ are real, and with a convenient choice of the phase factor of
C the Majorana spinors are just real.
In the 2-component formulation, indices are raised or lowered with ǫ in a
NW-SE convention
χA = ǫABχB ; χA = χ
BǫBA , (A.8)
which implies ǫABǫBC = −δAC , and the Majorana condition for a spinor (ζA, ζA˙) is
then ζA = (ζA˙)
∗.
I often use Weyl spinors, where the left and right chiral spinors are defined
as
χL =
1
2 (1 + γ5)χ ; χR =
1
2 (1 − γ5)χ . (A.9)
In extended supergravity the chirality is indicated by the position of the i, j index
(index running over 1, . . . N for N-extended supergravity). To choice of chirality for
the spinor with an upper (lower) index can change for each spinor. It is chosen
conveniently on the first occurrence of the spinor. E.g. in this paper:
ǫi = γ5ǫ
i Qi = −γ5Qi θi = γ5θi
Ψi = −γ5Ψi Λi = −γ5Λi Ωi = −γ5Ωi φi = γ5φi (A.10)
Note that these Weyl spinors are not Majorana. A spinor which is Majorana and
Weyl with the above definitions would only be possible in d = 2 mod 8. In the
two-component representation, the left Weyl spinors are just (ζA, 0).
Hermitian conjugation on a bispinor reverses by definition the order of the
spinors. To perform h.c. in practice it is easier to replace it by charge conjugation.
For any bispinor one has
(χ¯Mλ)† = (χ¯CMCλC) , (A.11)
where C was defined for the spinors in (A.7), and for the matrix M one has MC =
−γ0C−1M∗Cγ0. The gamma matrices are inert under this transformation, but γ5
33
changes sign due to the i in its definition (A.3). The Majorana spinors are inert
under C, but the Weyl spinors change chirality: ǫCi = ǫ
i. Therefore h.c. effectively
replaces i by −i, interchanges upper and lower indices, and ǫµνρσ changes sign, or
self–dual becomes anti–self dual.
In exceptional cases I use spinor indices. Then by definition χ¯λ = χαλα, where
χα = χβCβα is now the counterpart of (A.7). Its inverse is C−1αβ . The γ–matrices are
written as (γµ)α
β.
Exercises or useful formulae.
Here all spinors are fermionic and the left or right projections of Majorana
spinors.
σabFabǫ
i = σabF−abǫ
i F+µνG
−µν = 0
(
F+µνG
+µν
)†
= F−µνG
−µν
ǫ¯i ≡ ǫ¯iγ5
(
ξ¯LλL
)†
= ξ¯RλR
ξ¯LλL = λ¯LξL ξ¯LσabλL = −λ¯LσabξL ξ¯LγaλR = −λ¯RγaξL
λLχ¯R = − 12γm(χ¯RγmλL) λLχ¯L = − 12 (χ¯LλL) + 12σab(χ¯LσabλL)
(A.12)
Show that in N = 2 in a commutator [δ(ǫ1), δ(ǫ2)] only the following index structures
and their hermitian conjugates can appear:
ǫ¯
[i
1 ǫ
j]
2 ; ǫ¯
i
1γaǫ2j ; ǫ¯
(i
1 σabǫ
j)
2 . (A.13)
Appendix B. Normalisations
Unfortunately the normalization of F and various other functions vary in
the N = 2 literature. In table 4, I compare the notations of various articles (in
supergravity). The first column is the notation used here, in [30, 38], and most of
it also in [22]. The column ’old’ refers to the articles [1, 2, 14, 23, 24, 29, 31, 33, 45,
46, 47]. Note that the first row shows that also the convention of the space-time
metric has changed. The freedom of the real parameter α, indicated in the second
column, can be repeated in all columns, but looks most useful in this case.
The symplectic matrices compare as follows between the notations here (left
hand side) and in the ’old’ notation (right hand side):(
A B
C D
)
=
(
U 2α2Z
1
2α2W V
)
(B.1)
Appendix C. The volume form
I consider here a pseudo homogeneous space in N + 2 dimensions with co-
ordinates XΛ, where the weight of XΛ is βΛ. I will prove that the volume form
[42]
ω = X ′Ω dXΣ0 ∧ · · · ∧ dXΣN ǫΩΣ0···ΣN , (C.1)
where I introduced X ′Ω = βΩXΩ, satisfies (5.9) when the overall degree of its left
hand side is zero. The degree of ω is γ ≡ ∑Λ βΛ, and therefore the degree of PΛ is
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Table 4: Comparison of notations
Here old [36] [32, 50] [41]
gµν gµν −gµν −gµν gµν
gαβ¯ gAB¯ gij∗ gi¯ gij∗
K −K + 2 logα G K K
F − i4F −iF F −F
XI αXI LΛ LΛ LΛ
ZI ZI XΛ XΛ XΛ
FI − i4αFI −iFΛ MΛ −FΛ
Im FIJ − 12α2NIJ − 12Nλσ Im FΛΣ i2NΛΣ
NIJ iα2NIJ −iNΛΣ NΛΣ
Cαβγ e
−KQABC Cijk iCijk −iCijk
FIµν αF Iµν 4FΛµν
√
2FΛµν
αΛ = βΛ − γ. This implies, using the notation with primes,
X ′Ω∂ΩPΛ(X) = αΛPΛ (C.2)
(no sum over Λ in r.h.s.). Let me take
Θ = −(N + 1)PΛX ′Ω dXΣ1 ∧ · · · ∧ dXΣN ǫΛΩΣ1···ΣN . (C.3)
The differential gives
dΘ = −(N + 1) (∂Σ0PΛ) X ′Ω dXΣ0 ∧ · · · ∧ dXΣN ǫΛΩΣ1···ΣN
−(N + 1)PΛ dX ′Σ0 ∧ dXΣ1 ∧ · · · ∧ dXΣN ǫΛΣ0···ΣN . (C.4)
The last term involves
dX ′Σ
0 ∧ dXΣ1 ∧ · · · ∧ dXΣN = βΣ0dXΣ0 ∧ · · · ∧ dXΣN (C.5)
By symmetrization, the βΣ0 becomes replaced by the average β of those in the
differentials, which is all but Λ. Thus, taking into account the Levi-Civita tensor,
it can be replaced by γ−βΛN+1 = − αΛN+1 . On the first term of dΘ, I use the Schouten
identity in the N + 3 lower indices. This gives
dΘ =
(
∂ΛPΛ
)
ω
+
(−X ′Ω∂ΩPΛ + αΛPΛ) dXΣ0 ∧ · · · ∧ dXΣN ǫΛΣ0···ΣN , (C.6)
which, combined with (C.2), gives the desired result.
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Appendix D. Some formulas about elliptic integrals.
First a remark: I use the notation K(x) for what is usually denoted as K(k)
where x = k2, and similar for other elliptic integrals. The elliptic integrals are in
general defined as
J(x) =
∫ pi
2
0
Φ√
1− x sin2 θ
dθ =
∫ 1
0
Φ√
1− y2
√
1− xy2 dy (D.1)
where Φ takes different values, see below, the second line is obtained from y = sin θ,
and the square root is positive for 0 < x < 1. For larger values of x on the real
axis, y goes through the pole at y = 1/k, and we will have to choose in which way
to encircle this point, i.e. whether x is just below or above the real axis. So, the
elliptic integrals have a branch cut going from x = 1 to x = +∞ along the real line.
The values of Φ are
Φ = 1 J(x)→ K(x) = π
2
F (
1
2
,
1
2
, 1;x)
Φ = 1− x sin2 θ = 1− xy2 J(x)→ E(x) = π
2
F (
1
2
,−1
2
, 1;x)
Φ = cos2 θ = 1− y2 J(x)→ B(x) = π
4
F (
1
2
,
1
2
, 2;x) (D.2)
The relation between the functions Φ implies
xB(x) = E(x)− (1 − x)K(x) . (D.3)
The integral of K(x) is
1
2
∫ x
0
K(t) dt =
∫ π/2
0
dθ
− sin2 θ
(√
1− x sin2 θ − 1
)
=
[
cos θ
sin θ
(√
1− x sin2 θ − 1
)]π/2
0
−
∫ π/2
0
cos θ
sin θ
d
√
1− x sin2 θ
=
∫ π/2
0
x cos2 θ√
1− x sin2 θ
dθ = xB(x) . (D.4)
To obtain K for arguments near the real line higher than 1, consider (I still
use 0 < x < 1, and define k =
√
x > 0)
1
k
K(
1
x
± iǫ) =
∫ 1
0
1
kdz√
1− z2
√
1− 1x∓iǫz2
=
∫ k
0
1
kdz√
1− z2
√
1− 1xz2
+
∫ 1
k
1
kdz√
1− z2(∓i)
√
1
xz
2 − 1
. (D.5)
In the last line, I have split the integral in the region z < k and z > k. For the latter,
I have gone around the pole at z = k ∓ iǫ, which produces the phase e∓iπ/2 for the
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square root. For the first term I now use the substitution y = z/k, while for the
second term I use y2 = 1−z
2
1−x . This leads to
K( 1x ± iǫ) = k (K(x)± iK(1− x)) . (D.6)
Following the same steps for E( 1x ) gives
kE( 1x ± iǫ) = xB(x) ∓ i(1− x)B(1 − x) = 12
[∫ x
0
K(t)dt± i
∫ x
1
K(1− t)dt
]
= 12
∫ x
0
1√
t
K(1t ± iǫ)dt ∓ iB(1) and B(1) = 1 . (D.7)
(D.6) relates K in 3 points. Using the same relation with x substituted by
one of the other values, relates K(x) also to its value in the points
x, 1− x, 1
x
,
1
1− x, 1−
1
x
, − x
1− x . (D.8)
This relation between 6 points shows the D3 symmetry. For 0 < x < 1, the first
two values are between 0 and 1, the next two are higher than 1, and the last two
are negative. However, in moving x to the other values, one has to be careful that
none of the 3 points x, 1 − x and 1/x goes through the branch cuts, which would
move it to another sheet. There is the branch cut of the elliptic integral, but also
the branch cut of k =
√
x, which goes from 0 to −∞ along the real axis in this
equation. Considering this, one can see that for using (D.6) with the upper sign the
point x should be with negative imaginary part. Otherwise the 3 points are not on
the first Riemann sheet. For the lower signs the opposite domain should be used.
With 0 < x < 1, this matters only for the points 1x and
1
1−x , and for the analytic
continuation of k =
√
x. E.g. for x→ 1− 1x this implies that one has to replace
√
k by
∓i
√
1
x − 1. Finally it turns out that the independent relations are (D.6), the same
with x replaced by 1− x, and the relations
K(1− 1
x
) =
√
xK(1− x) ; K(− x
1− x) =
√
1− xK(x) . (D.9)
Concerning the monodromies, the function K has only a branch point in
x = 1. From (D.6) (using also (D.9)) we have
K( 1x − iǫ) = K( 1x + iǫ)− 2 iK(1− 1x ) . (D.10)
Writing y ≡ 1x + iǫ = 1 + r, we have y′ ≡ 1 + re2πi = 1x − iǫ, and
K(y′) = K(y)− 2 iK(1− y) . (D.11)
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