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Abstract
This paper is concerned with the strong calmness of the KKT solution mapping
for a class of canonically perturbed conic programming, which plays a central role in
achieving fast convergence under situations when the Lagrange multiplier associated
to a solution of these conic optimization problems is not unique. We show that the
strong calmness of the KKT solution mapping is equivalent to a local error bound
for solutions of perturbed KKT system, and is also equivalent to the pseudo-isolated
calmness of the stationary point mapping along with the calmness of the multiplier
set map at the corresponding reference point. Sufficient conditions are also provided
for the strong calmness by establishing the pseudo-isolated calmness of the stationary
point mapping in terms of the noncriticality of the associated multiplier, and the
calmness of the multiplier set mapping in terms of a relative interior condition for
the multiplier set. These results cover and extend the existing ones in [16, 20] for
nonlinear programming and in [7, 35] for semidefinite programming.
Keywords: KKT solution mapping; strong calmness; local error bound; pseudo-isolated
calmness; noncritical multiplier
Mathematics Subject Classification(2010): 49K40, 90C31, 49J53
1 Introduction
Let X and Y be two finite dimensional real vector spaces equipped with an inner product
〈·, ·〉 and its induced norm ‖ · ‖. Let f : X → R and g : X → Y be twice continuously
differentiable functions. We consider the canonically perturbed optimization problem
min
x∈X
{
f(x)− 〈a, x〉 : g(x) − b ∈ K}, (1)
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where (a, b) ∈ X×Y is the perturbation parameter and K ⊆Y is a nonempty closed convex
set. Throughout this paper, we assume that K is C2-cone reducible (see Definition 2.4),
which covers all polyhedral convex sets and several classes of important non-polyhedral
convex cones such as the positive semidefinite cone [4, Corollary 4.6], the second-order
cone [5, Lemma 15] and the epigraph cone of the Ky Fan matrix k-norm [8].
Let L : X×Y→ R be the Lagrange function of problem (1) without perturbation:
L(x, λ) := f(x) + 〈λ, g(x)〉 ∀(x, λ) ∈ X× Y.
For a given perturbation (a, b), the KKT optimality condition for (1) takes the form of{ ∇xL(x, λ) = a;
λ ∈ NK(g(x)− b) ⇐⇒
{ ∇f(x) +∇g(x)λ = a;
g(x) − b = ΠK(g(x) − b+ λ) (2)
where NK(z) denotes the normal cone of K at z in the sense of convex analysis [29], ΠK
means the projection operator onto K, and for any given λ ∈ Y, ∇xL(·, λ) is the adjoint
of L′x(·, λ), the derivative of L(·, λ) at x ∈ X. In this paper, for a twice continuously
differentiable h : X → Y, we denote by h′(x) the first-order derivative of h at x, by
∇h(x) the adjoint of h′(x), and by h′′(x) the second-order derivative of h at x. We
define the KKT solution mapping SKKT : X × Y ⇒ X × Y, the stationary point map
XKKT : X× Y⇒ X, and the multiplier set map M : X×X× Y⇒ Y respectively by
SKKT(a, b) :=
{
(x, λ) ∈ X× Y | ∇xL(x, λ) = a, λ ∈ NK(g(x) − b)
}
, (3)
XKKT(a, b) :=
{
x ∈ X | ∃λ ∈ Y such that system (2) holds at (x, λ)}, (4)
M(x, a, b) := {λ ∈ Y | (x, λ) ∈ SKKT(a, b)}. (5)
In addition, in the sequel we also need a counterpart of the multifunction M, defined by
X (λ, a, b) := {x ∈ X | (x, λ) ∈ SKKT(a, b)}. (6)
Clearly, the multifunction X can be regarded as a localization version of XKKT.
This work is mainly concerned with the strong calmness of SKKT at a reference point
(x, λ) ∈ SKKT(0, 0) with M(x, 0, 0) 6= {λ}, that is, x is a degenerate stationary point of
the problem (1) with (a, b) = (0, 0). The strong calmness is formally defined as follows.
Definition 1.1 Let (x, λ) be a KKT point of the problem (1) with (a, b) = (0, 0) and
M(x, 0, 0) 6= {λ}. The multifunction SKKT is said to have the strong calmness at the
origin for (x, λ) if there exist δ > 0, ε > 0 and a constant κ > 0 such that for any
(a, b) ∈ Bδ((0, 0)) and any (x, λ) ∈ SKKT(a, b) ∩ Bε((x, λ)), the following estimate holds:
‖x− x‖+ dist(λ,M(x, 0, 0)) ≤ κ‖(a, b)‖.
This property, different from the locally upper Lipschitz introduced by Robinson [30]
for a multifunction, is weaker than the isolated calmness of SKKT but stronger than its
calmness. Moreover, it does not imply the isolatedness of the stationary point x. For
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the definition of (isolated) calmness, the reader may refer to [10] or Section 2. When
M(x, 0, 0) = {λ}, this property becomes the isolated calmness of SKKT at the origin.
To the best of our knowledge, the strong calmness in Definition 1.1 was first intro-
duced by Fernández and Solodov [11] to guarantee the calmness of the KKT solution
mapping for the canonically perturbed nonlinear programming, and then obtain the su-
perlinear convergence of the stabilized sequential quadratic programming method (sSQP)
by invoking [12, Theorem 1]. Later, Izmailov and Solodov [20, 21] provided some equiv-
alent characterizations for the strong calmness of the KKT solution mapping in the
setting of polyhedral conic optimization. They showed that this upper Lipschitz stability
is not only equivalent to a local error bound for solutions of perturbed KKT system,
but also equivalent to the noncriticality of the associated multiplier. As discussed in
[33, 16, 11, 20, 21, 22], the strong calmness of the KKT solution map or equivalently the
noncriticality of the associated multiplier is the key to achieve a fast convergence rate
for the sSQP method or the augmented Lagrangian method (ALM) of the polyhedral
conic optimization problems with degenerate solutions, i.e., the solutions with multiple
Lagrange multipliers. Then, it is natural to ask whether these characterizations hold or
not for nonpolyhedral conic optimization. If not, what conditions are enough?
The main contribution of this work is to provide an affirmative answer to this question.
Specifically, in Section 3 we show that the strong calmness of SKKT at the origin for
(x, λ) ∈ SKKT(0, 0) is equivalent to the local error bound stated in Property 1 for solutions
of perturbed KKT system, and is also equivalent to the pseudo-isolated calmness (see
Definition 3.1) of the stationary point map XKKT at the origin for x together with the
calmness of the multiplier set map M at (x, 0, 0) for λ. Among others, the calmness
of M at (x, 0, 0) for λ is very weak and holds automatically in the polyhedral setting.
However, unlike the polyhedral case, the noncriticality of the Lagrange multiplier λ is only
necessary but not sufficient for the pseudo-isolated calmness of XKKT. In Section 4, we
show that, under some restrictions on the mapping ∇g(x) : X→ Y, the noncriticality of
the multiplier λ can guarantee the pseudo-isolated calmness of XKKT, and consequently,
some sufficient characterizations for the strong calmness of SKKT are obtained.
Notice that for structured convex semidefinite programming with multiple solutions
(actually degenerate solutions), Cui, Sun and Toh [7] have studied the calmness of the
stationary point mapping and the strong calmness of the perturbed KKT system so as to
capture the fast convergence of the ALM for such problems. Recently, for general non-
linear semidefinite programming, Zhang and Zhang [35] established the strong calmness
of SKKT under the noncriticality of the Lagrange multiplier along with some additional
conditions, which improves the result in [7] for the perturbed KKT system since the
noncriticality of the multiplier is much weaker than the second-order sufficient condition
in [7] associated to a specified multiplier. This paper is to a great extent motivated by
their works. We extend their results to a class of conic programming and remove the
condition (i) of [35, Theorem 3.3] under the relative interior condition of multiplier set.
In the rest of this paper, for a finite dimensional vector space Z equipped with a norm
‖ · ‖, BZ denotes the closed unit ball centered at the origin in Z and for a given z ∈ Z,
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Bδ(z) means the closed ball of radius δ centered at z. For a given closed set Ω ⊆ Z, ΠΩ(·)
denotes the projection operator onto Ω, and dist(x,Ω) := infz∈Ω ‖z−x‖ for a given x ∈ Z
means the distance of x from the set Ω; and for a given nonempty convex cone K ⊆ Y,
K◦ denotes the negative polar of K. For a linear map A, A∗ denotes the adjoint of A.
2 Preliminaries
Throughout this section, Z and W denote two finite dimensional vector spaces equipped
with the inner product 〈·, ·〉 and its induced norm ‖ · ‖. We first recall some background
knowledge from the excellent monographs [32, 2, 23, 28, 10]. Let Ω ⊆ Z be a nonempty
set. Fix an arbitrary z ∈ Ω. The contingent cone to Ω at z is defined as
TΩ(z) :=
{
w ∈ Z | ∃tk ↓ 0, wk → w as k →∞ with x+ tkwk ∈ Ω
}
,
while the basic/limiting normal cone to Ω at z admits the following representation
NΩ(z) = lim sup
z−→
Ω
z
N̂Ω(z) with N̂Ω(z) :=
{
v ∈ Z | lim sup
z−→
Ω
z
〈v, z − z〉
‖z − z‖ ≤ 0
}
.
When Ω is locally closed around z ∈ Ω, this is equivalent to the original definition by
Mordukhovich [27], i.e., NΩ(z) := lim supz→z
[
cone(z −ΠΩ(z))
]
, and when Ω is convex,
NΩ(z) becomes the normal cone in the sense of convex analysis [29].
Let F : Z ⇒W be a given multifunction. Consider an arbitrary (z, w) ∈ gphF such
that F is locally closed at (z, w), where gphF denotes the graph of F . We recall from
[32, 10] the concepts of metric subregularity and calmness of the multifunction F .
Definition 2.1 The multifunction F : Z⇒W is said to be metrically subregular at z for
w ∈ F(z) if there exists κ > 0 along with ε > 0 and δ > 0 such that for all z ∈ Bε(z),
dist
(
z,F−1(w)) ≤ κdist(w,F(z) ∩ Bδ(w)).
Definition 2.2 The multifunction F is said to be calm at z for w if there exists κ > 0
along with ε > 0 and δ > 0 such that for all z ∈ Bε(z),
F(z) ∩ Bδ(w) ⊆ F(z) + κ‖z − z‖BW. (7)
If in addition F(z) = {w}, the multifunction F is said to be isolated calm at z for w.
By [10, Exercise 3H.4], the neighborhood Bδ(w) in Definition 2.1 and the restriction of
z ∈ Bε(z) in Definition 2.2 can be removed. The graphical derivative of F is a convenient
tool to study the isolated calmness of F . Recall from [1] the graphical derivative of F at
(z, w) is the mapping DF(z|w) : Z ⇒ W defined by ∆w ∈ DF(z|w)(∆z) if and only if
(∆z,∆w) ∈ TgphF (z, w). With the graphical derivative of F , the following result holds.
Lemma 2.1 (see [24, Proposition 2.1] or [26, Proposition 4.1]) The multifunction F is
isolated calm at z for w if and only if DF(z|w)(0) = {0}.
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Let x be a feasible point of the problem (1) with (a, b)=(0, 0). The critical cone of (1)
with (a, b)=(0, 0) at x is defined as C(x) := {d ∈ X | g′(x)d ∈ TK(g(x)), 〈∇f(x), d〉 ≤ 0}.
When x is a stationary point and λ ∈ M(x, 0, 0), the critical cone can be rewritten as
C(x) = {d ∈ X | g′(x)d ∈ CK(g(x), λ)}
where, for any y ∈ K, CK(y, u) is the critical cone of K at y w.r.t. u ∈ NK(y), defined by
CK(y, u) := TK(y) ∩ u⊥.
Motivated by [35, Definition 3.2], we introduce the concept of noncritical multipliers.
Definition 2.3 Let x be a stationary point of (1) with (a, b) = (0, 0) and λ ∈ M(x, 0, 0).
The Lagrange multiplier λ is said to be noncritical if the following generalized equation
0 ∈ ∇2xxL(x, λ)ξ +∇g(x)DNK(g(x)|λ))(g′(x)ξ)
has the unique trivial solution ξ = 0, and otherwise λ is said to be critical.
Now let us recall the definition of the C2-cone reducibility for a closed convex set.
Definition 2.4 ([2, Definition 3.135]) A closed convex set Ω in Y is said to be C2-cone
reducible at y ∈ Ω, if there exist an open neighborhood Y of y, a pointed closed convex
cone D ⊆ Z and a twice continuously differentiable mapping Ξ : Y → Z such that (i)
Ξ(y) = 0; (ii) Ξ′(y) : Y→ Z is onto; (iii) Ω ∩ Y = {y ∈ Y | Ξ(y) ∈D}. We say that the
closed convex set Ω is C2-cone reducible if Ω is C2-cone reducible at every y ∈ Ω.
Since K is assumed to be C2-cone reducible in this paper, by [2, Proposition 3.136] the set
K is second-order regular at each y ∈ K, and hence T i,2K (y, h) = T 2K(y, h) at each y ∈ K
for any h ∈ Y, where T i,2K (y, h) and T 2K(y, h) denotes the inner and outer second order
tangent sets to K at y in the direction h ∈ Y. From the standard reduction approach, we
have the following result on the representation of the normal cone of K and the “sigma
term” of the C2-cone reducible set K (see [2, Equation(3.266)&(3.274)]).
Lemma 2.2 Let y ∈ K be given. There exist an open neighborhood Y of y, a pointed
closed convex cone D ⊆ Z, and a twice continuously differentiable mapping Ξ : Y → Z
satisfying conditions (i)-(iii) in Definition 2.4 such that for all y ∈ Y,
NK(y) = ∇Ξ(y)ND(Ξ(y)).
Also, for any λ ∈ NK(y), there exists a unique µ ∈ND(Ξ(y)) such that λ = ∇Ξ(y)µ, and
Υ(h) := −σ(λ,T 2K(y, h)) = 〈µ,Ξ′′(y)(h, h)〉 ∀h ∈ CK(y, λ). (8)
Next we recall a useful result on the directional derivative of the projection operator
ΠK. Fix an arbitrary y ∈ Y. Write y = ΠK(y) and let λ ∈ NK(y). Since K is C2-cone
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reducible, by [4, Theorem 7.2] the mapping ΠK is directionally differentiable at y and
the directional derivative Π′K(y;h) for any direction h ∈ Y satisfies
Π′K(y;h) = argmin
d∈Y
{‖d− h‖2 − σ(λ,T 2K(y, d)) : d ∈ CK(y, λ)}.
In addition, by following the arguments as those for [34, Theorem 3.1], one can obtain
TgphNK(z, w) =
{
(∆z,∆w) ∈ Y× Y | Π′K(z + w;∆z +∆w) = ∆z
}
.
Combining this with [9, Lemma 10], we have the following conclusion for the graphical
derivative of NK, the directional derivative of ΠK and the critical cone of the set K.
Lemma 2.3 Let z ∈Y be a given vector. Write z := ΠK(z) and µ := z − z. Then, with
Υ(·) = −σ(µ,T 2K(y, ·)) = 〈u,Ξ′′(z)(·, ·)〉 for u ∈ ND(Ξ(z)), it holds that
∆λ ∈ DNK(z|µ)(∆y)⇐⇒ ∆y −Π′K(z;∆y+∆λ) = 0
⇐⇒


∆y ∈ CK(z, µ),
∆λ− 12∇Υ(∆y) ∈ [CK(z, µ)]◦,
〈∆y,∆λ〉 = −σ(µ,T 2K(z,∆y)).
(9)
By using Lemma 2.3 and Definition 2.3, it is immediate to obtain the following result.
Proposition 2.1 Let (x, λ) be a KKT point of the problem (1) with (a, b) = (0, 0). Then
λ is noncritical iff all solutions of the following system have the form of (0, ∗) ∈ X× Y:{ ∇2xxL(x, λ)ξ +∇g(x)v = 0,
g′(x)ξ −Π′K(g(x)+λ; g′(x)ξ + v) = 0.
(10)
To close this section, we study the calmness of a multifunction related to the perturbed
KKT system. For a given x ∈ X, we define the multifunction Gx : X× Y⇒ Y by
Gx(η, y) :=
{
λ ∈ Y | η +∇g(x)λ = 0, y−ΠK(y+λ) = 0
}
. (11)
Let (x, λ) be a KKT point of (1) with (a, b)=(0, 0). Clearly Gx(∇f(x), g(x)) =M(λ, 0, 0).
The following proposition gives some conditions for the calmness of Gx at (∇f(x), g(x))
for λ which, as will be seen in Section 3, are sufficient for that of M at (x, 0, 0) for λ.
Proposition 2.2 Let (x, λ) be a KKT point of the problem (1) with (a, b) = (0, 0). Write
η := ∇f(x) and y := g(x). Define the multifunction E(η) := H(η) ∩ NK(y) for η ∈ X,
where H(η) := {λ ∈ Y | η +∇g(x)λ = 0}. Then the following statements hold:
(a) the multifunction Gx is calm at (η, y) for λ provided that E is calm at η for λ;
(b) E is calm at η for λ if there exist δ > 0 and γ > 0 such that for any λ ∈ Bδ(λ),
dist(λ, E(η)) ≤ γmax{dist(λ,NK(y)),dist(λ,H(η))}, (12)
which is particularly implied by the condition that ri(NK(y)) ∩H(η) 6= ∅.
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Proof: (a) Notice that Gx(η, y) = H(η) ∩ NK(y) for any (η, y) ∈ X × Y. Since K
is assumed to be C2-cone reducible, the multifunction NK is calm at y for λ by [25,
Theorem 2.1]. Since the multifunction H is polyhedral, from [30, Proposition 1] we know
that H is calm at η for λ. By [23, Theorem 3.6] and the given assumption that E is
calm at η for λ, it suffices to check that H−1 has the Aubin property at λ for η. For
this purpose, fix arbitrary λ, λ′ ∈ Y and take an arbitrary u ∈ H−1(λ). Then, we have
u +∇g(x)λ = 0. Notice that H−1(λ′) is a closed convex set. Let u′ ∈ H−1(λ′) be such
that ‖u− u′‖ = dist(u,H−1(λ′)). Then, by using u′ +∇g(x)λ′ = 0, it holds that
dist(u,H−1(λ′)) = ‖u− u′‖ = ‖ − ∇g(x)λ+∇g(x)λ′‖ ≤ ‖∇g(x)‖‖λ− λ′‖.
This shows that H−1 is Lispchitz continuous in X by [32, Definition 9.26], and then has
the Aubin property at λ for η. The desired result (a) then follows.
(b) Assume that there exist δ > 0 and γ > 0 such that for any λ ∈ Bδ(λ), inequality
(12) holds. Since H is calm at η for λ, there exist δ˜ > 0 and κ˜ > 0 such that
dist(λ,H(η)) ≤ κ˜dist(η,H−1(λ)) ∀λ ∈ B
δ˜
(λ).
Set δ′ = min(δ, δ˜). Then, together with inequality (12), for any λ ∈ Bδ′(λ) we have
dist(λ, E(η)) ≤ γmax(1, κ˜)max {dist(λ,NK(y)),dist(η,H−1(λ))}, (13)
which implies that the following inequality holds
dist(λ, E(η)) ≤ γmax(1, κ˜)dist(η,H−1(λ)) ∀λ ∈ NK(y) ∩ Bδ′(λ). (14)
Notice that E is calm at η for λ if and only if E−1 is metrically subregular at λ for η,
which is equivalent to requiring that there exist ε > 0 and ν > 0 such that
dist(λ, E(η)) ≤ νdist(η,H−1(λ)) ∀λ ∈ NK(y) ∩ Bε(λ). (15)
This shows that the condition in (12) implies the calmness of E at η for λ. While the
condition in (12) is implied by ri(NK(y)) ∩H(η) 6= ∅ by [6, Corollary 3]. ✷
Remark 2.1 From [18, Section 3.1] the assumption in (12) is actually a metric qualifi-
cation which is equivalent to the calmness of the following mapping at (0, 0) for λ:
F(u, v) := {λ ∈ Y : λ+ u ∈ NK(y), λ+ v ∈ H(η)}. (16)
Clearly, the metric qualification in (12) is weaker than the bounded linear regularity of
the collection {NK(y),H(η)}, while the latter is implied by ri(NK(y)) ∩H(η) 6= ∅.
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3 Equivalent characterizations
In this section we shall provide two equivalent characterizations for the strong calmness
of SKKT. First of all, we show that the strong calmness of SKKT at the origin for
(x, λ) ∈ SKKT(0, 0) is equivalent to the following error bound for the KKT system.
Property 1 (Error bound for KKT system) Let (x, λ) be a KKT point of (1) with
(a, b) = (0, 0). There exist ε > 0 and a constant c > 0 such that for all (x, λ) ∈ Bε((x, λ)),
‖x− x‖+ dist(λ,M(x, 0, 0)) ≤ c
∥∥∥∥
( ∇xL(x, λ)
g(x) −ΠK
(
λ+ g(x)
))∥∥∥∥ .
From [20, 22, 7] we know that this local error bound plays a crucial role in analyzing the
fast convergence rate of the sSQP and the augmented Lagrangian method.
Theorem 3.1 Let (x, λ) be a KKT point of (1) with (a, b) = (0, 0). Property 1 holds at
(x, λ) if and only if SKKT has the strong calmness at the origin for (x, λ).
Proof: “=⇒.” Suppose that Property 1 holds at (x, λ). Then, there exist ε > 0 and a
constant c > 0 such that for all (x, λ) ∈ Bε((x, λ)),
‖x− x‖+ dist(λ,M(x, 0, 0)) ≤ c
∥∥∥∥
( ∇xL(x, λ)
g(x) −ΠK
(
λ+ g(x)
))∥∥∥∥ .
Fix an arbitrary δ > 0. Take an arbitrary (a, b) ∈ X × Y with ‖(a, b)‖ ≤ δ. Let (x′, λ′)
be an arbitrary point from SKKT(a, b) ∩ Bε((x, λ)). From the last inequality, we have
‖x′ − x‖+ dist(λ′,M(x, 0, 0)) ≤ c
∥∥∥∥
( ∇xL(x′, λ′)
g(x′)−ΠK
(
λ′ + g(x′)
))∥∥∥∥ . (17)
Since (x′, λ′) ∈ SKKT(a, b), we have ∇xL(x′, λ′) = a and g(x′)−ΠK(g(x′) + λ′ − b) = b.
Together with the inequality (17) and the global Lipschitz continuity of ΠK,
‖x′ − x‖+ dist(λ′,M(x, 0, 0)) ≤ c
∥∥∥∥
(
a
b+ΠK(λ′+g(x′)− b)−ΠK(λ′+g(x′))
)∥∥∥∥
≤ 2c‖(a, b)‖.
From the arbitrariness of (x′, λ′) in SKKT(a, b) ∩ Bε((x, λ)), we conclude that the multi-
function SKKT has the strong calmness at the origin for (x, λ).
“⇐=.” Suppose that SKKT has the strong calmness at the origin for (x, λ). By Definition
1.1, there exist δ′ > 0, ε′ > 0 and κ′ > 0 such that for any (a′, b′) ∈ X × Y with
‖(a′, b′)‖ ≤ δ′ and any (x′, λ′) ∈ SKKT(a′, b′) ∩ Bε′((x, λ)),
‖x′ − x‖+ dist(λ′,M(x, 0, 0)) ≤ κ′‖(a′, b′)‖. (18)
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Notice that the functions ∇xL(x, λ) and g(x)−ΠK(g(x)+λ) are continuous with respect
to (x, λ). There exist ε > 0 and a constant γ > 0 such that for any (x, λ) ∈ Bε((x, λ)),
‖∇xL(x, λ)‖ = ‖∇xL(x, λ)−∇xL(x, λ)‖ ≤ δ
′
2
√
2
,
‖g(x) −ΠK(g(x)+λ)‖ = ‖g(x) −ΠK(g(x)+λ) − g(x) + ΠK(g(x)+λ)‖ ≤ min
( δ′√
2
,
ε′
2
)
,
‖∇g(x)‖ ≤ γ and ∥∥∇g(x)[g(x) −ΠK(g(x) + λ)]∥∥ ≤ δ′
2
√
2
.
Set ǫ = min(ε′/2, ε). Fix an arbitrary point pair (x, λ) ∈ Bǫ((x, λ)). Write a = ∇xL(x, λ)
and b = g(x) − ΠK(g(x) + λ). One may check that (x, λ + b) ∈ SKKT(a +∇g(x)b, b).
From (x, λ) ∈ Bǫ((x, λ)) and the last inequalities, it follows that ‖(a +∇g(x)b, b)‖ ≤ δ′.
Also, from (x, λ) ∈ Bǫ
(
(x, λ)
)
and ‖b‖ ≤ ε′/2, we have ‖(x, λ + b) − (x, λ)‖ ≤ ε′. Now
from (x, λ+ b) ∈ Bε′((x, λ)) ∩ SKKT(a+∇g(x)b, b) and inequality (18), it follows that
‖x− x‖+ dist(λ+ b,M(x, 0, 0)) ≤ κ′
∥∥∥∥
(
a+∇g(x)b
b
)∥∥∥∥
which, together with a = ∇xL(x, λ) and b = g(x) −ΠK(g(x) + λ), implies that
‖x− x‖+ dist(λ,M(x, 0, 0)) ≤ ‖x− x‖+ dist(λ+ b,M(x, 0, 0)) + ‖b‖
≤ κ′
√
2(‖∇g(x)‖2 + 1) ‖(a, b)‖ + ‖b‖
≤ (1 + κ′√2γ2 + 2) ∥∥∥∥
( ∇xL(x, λ)
g(x)−ΠK(g(x) + λ)
)∥∥∥∥ .
This, by the arbitrariness of (x, λ) in Bǫ
(
(x, λ)
)
, shows that Property 1 holds. ✷
Remark 3.1 When K is specified as the nonpositive orthant cone in Rm, the conclusion
of Theorem 3.1 was obtained in [20, Remark 1] and [21, Remark 4] by invoking [12,
Theorem 2]. In fact, from the proof of Theorem 3.1, it is not difficult to obtain the
following conclusion: the multifunction SKKT is calm at the origin for (x, λ) if and only
if there exist ε > 0 and a constant c > 0 such that for all (x, λ) ∈ Bε((x, λ)),
dist
(
(x, λ),SKKT(0, 0)
) ≤ c∥∥∥∥
( ∇xL(x, λ)
g(x) −ΠK
(
λ+ g(x)
))∥∥∥∥ .
This partly extends the result of [12, Theorem 2] to nonpolyhedral conic optimization.
In order to provide the other equivalent characterization of the strong calmness, we
need to introduce the concept of pseudo-isolated calmness of XKKT.
Definition 3.1 Let x be a stationary point of (1) with (a, b) = (0, 0) and λ ∈ M(x, 0, 0).
The multifunction XKKT is said to have the pseudo-isolated calmness at the origin for x
if there exist ε > 0, δ > 0 and a constant κ > 0 such that for any (a, b) ∈ X × Y with
‖(a, b)‖ ≤ δ and any (x, λ) ∈ SKKT(a, b) ∩ Bε((x, λ)), the following estimate holds
‖x− x‖ ≤ κ‖(a, b)‖.
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The reason why we call this property the pseudo-isolated calmness of XKKT is that
it implies the isolated calmness of the multifunction X at (λ, 0, 0) for x by the following
proposition, but may not imply the isolatedness of x unless M(x, 0, 0) = {λ}. In fact,
when M(x, 0, 0) = {λ}, under Robinson’s CQ, the pseudo-isolated calmness of XKKT at
the origin for x is equivalent to its isolated calmness at the origin for x; see Appendix.
Proposition 3.1 Let x be a stationary point of (1) with (a, b) = (0, 0) and λ ∈ M(x, 0, 0).
(a) The multifunction X has the isolated calmness at (λ, 0, 0) for x if and only if there
exist ε > 0, δ > 0 and κ > 0 such that for any (a, b) ∈ X×Y with ‖(a, b)‖ ≤ δ and
any (x, λ) ∈ SKKT(a, b) ∩ Bε((x, λ)), the following estimate holds
‖x− x‖ ≤ κ‖(λ − λ, a, b)‖. (19)
(b) The multifunction X has the isolated calmness at (λ, 0, 0) for x if and only if ξ = 0
is the unique solution to the following system{ ∇2xxL(x, λ)ξ = 0,
g′(x)ξ −Π′K(g(x)+λ; g′(x)ξ) = 0.
(20)
Proof: (a)“=⇒”. Suppose that the multifunction X has the isolated calmness at (λ, 0, 0)
for x. Then, there exist ε′ > 0, δ′ > 0 and κ′ > 0 such that for any (λ, a, b) ∈ Bδ′((λ, 0, 0)),
X (λ, a, b) ∩ Bε′(x) ⊆ {x}+ κ′‖(λ− λ, a, b)‖BY×X×Y.
Set δ = δ′/2 and ε = min(ε′, δ′/2). Fix an arbitrary (a, b) ∈ X×Y with ‖(a, b)‖ ≤ δ. Pick
up an arbitrary point (x, λ) ∈ SKKT(a, b) ∩ Bε((x, λ)). Clearly, (λ, a, b) ∈ Bδ′((λ, 0, 0))
and x ∈ X (λ, a, b) ∩ Bε′(x). From the last inclusion, it immediately follows that
‖x− x‖ ≤ κ′‖(λ− λ, a, b)‖.
“⇐=”. Suppose that there exist ε > 0, δ > 0 and κ > 0 such that for any (a, b) ∈ X× Y
with ‖(a, b)‖ ≤ δ and any (x, λ) ∈ SKKT(a, b) ∩ Bε((x, λ)), the estimate in (19) holds.
Set δ′ = min(ε/2, δ) and ε′ = ε/2. Fix an arbitrary (λ, a, b) ∈ Bδ′((λ, 0, 0)). Pick up an
arbitrary x ∈ X (λ, a, b) ∩ Bε′(x). Clearly, (x, λ) ∈ SKKT(a, b) ∩ Bε((x, λ)). From (19),
‖x− x‖ ≤ κ‖(λ − λ, a, b)‖, and hence X has the isolated calmness at (λ, 0, 0) for x.
(b) From the definition of X and SKKT, it is immediate to obtain (λ, a, b, x) ∈ gphX iff
A(λ, a, b, x) ∈ gphSKKT, where A : Y× X× Y× X→ X× Y× X×Y is defined by
A(λ, a, b, x) = (a, b, x, λ).
Clearly, the linear map A is invertible and gphX = A−1gphSKKT. By [32, Exercise 6.7],
TgphX (λ, 0, 0, x) = A−1TgphSKKT(0, 0, x, λ).
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Hence, ∆x ∈ DX ((λ, 0, 0)|x)(∆λ,∆a,∆b) iff (∆x,∆λ) ∈ DSKKT((0, 0)|(x, λ))(∆a,∆b).
Together with the characterization of DSKKT((0, 0)|(x, λ)) in [9, Lemma 18 & 19], it
then follows that ∆x ∈ DX ((λ, 0, 0)|x)(∆λ,∆a,∆b) if and only if (∆x,∆λ) satisfies{ ∇2xxL(x, λ)∆x+ g′(x)∆λ = 0,
g′(x)∆x−Π′K(g(x)+λ; g′(x)∆x+∆λ) = 0
By Lemma 2.1, we conclude that X is isolated calm at (λ, 0, 0) for x if and only if system
(20) has the unique solution ξ = 0. The proof is then completed. ✷
It is worthwhile to mention that for the case that K is a semidefinite positive cone,
Zhang and Zhang [35] proved that the estimate in (19) holds iff (20) has only the trivial
solution ξ = 0. Here, we associate this property with the isolated calmness of X .
In addition, we also need the following lemma which states that the calmness of M
at (x, 0, 0) for λ ∈M(x, 0, 0) is equivalent to that of Gx at (∇f(x), g(x)) for λ.
Lemma 3.1 Let (x, λ) be a KKT point of the problem (1) with (a, b)= (0, 0). Then, M
is calm at (x, 0, 0) for λ if and only if Gx is calm at (∇f(x), g(x)) for λ.
Proof: Suppose that the multiplier set mapping M is calm at (x, 0, 0) for λ. Then,
there exist ε1 > 0, ε2 > 0 and κ1 > 0 such that for all (x, a, b) ∈ Bε1((x, 0, 0)),
M(x, a, b) ∩ Bε2(λ) ⊆M(x, 0, 0) + κ1‖(x, a, b) − (x, 0, 0)‖BX×X×Y.
Write η = ∇f(x) and y = g(x). Fix an arbitrary (η, y) ∈ Bε1((η, y)). Pick up an arbitrary
λ ∈ Gx(η, y)∩Bε2(λ). It is easy to check that λ ∈M(x, a, b) with a = η−η and b = y−y.
Clearly, (x, a, b) ∈ Bε1((x, 0, 0)). From the last equation, it follows that
dist(λ,Gx(η, y)) = dist(λ,M(x, 0, 0)) ≤ κ‖(a, b) − (0, 0)‖ = ‖(η, y) − (η, y)‖.
By the arbitrariness of λ in Gx(η, y) ∩ Bε2(λ), this shows that Gx is calm at (η, y) for λ.
Conversely, suppose that the multifunction Gx is calm at (η, y) for λ. Then there
exist δ1 > 0, δ2 > 0 and a constant ν > 0 such that for any (η, y) ∈ Bδ1((η, y)),
Gx(η, y) ∩ Bδ2(λ) ⊆ Gx((η, y) + ν‖(η, y) − (η, y)‖BX×Y. (21)
Since the mappings ∇f, g and ∇g are locally Lipschitz continuous at x, there exist δ̂1 > 0,
δ̂2 > 0 and a constant ν̂ > 0 such that for all x ∈ Bδ̂1(x) and λ ∈ Bδ̂2(λ),
‖∇f(x)−∇f(x)‖+ ‖g(x)−g(x)‖+ ‖[∇g(x) −∇g(x)]λ‖ ≤ ν̂‖x− x‖. (22)
Set ε1 = min(
δ1
ν̂+1 , δ̂1) and ε2 = min(δ̂2, δ2). Fix an arbitrary (x, a, b) ∈ Bε1((x, 0, 0)).
Take an arbitrary point λ ∈ M(x, a, b) ∩ Bε2(λ). Then λ ∈ Gx(η, y) with y = g(x) − b
and η = ∇f(x)−a+ [∇g(x)−∇g(x)]λ. Also, by using the inequality (22) one may obtain
that ‖(η, y) − (η, y)‖ ≤ ν̂‖x− x‖+ ‖(a, b)‖ ≤ δ1. Thus, from (21) it follows that
dist
(
λ,Gx(η, y)
) ≤ν‖(η, y)− (η, y)‖ ≤ ν(ν̂‖x− x‖+‖(a, b)‖)
≤
√
2νmax(ν̂, 1)‖(x, a, b)− (x, 0, 0)‖.
By the arbitrariness of λ in M(x, a, b) ∩ Bε2(λ), M is calm at (x, 0, 0) for λ. ✷
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Theorem 3.2 Let (x, λ) be a KKT point of (1) with (a, b)= (0, 0) andM(x, 0, 0) 6= {λ}.
Then, SKKT has the strong calmness at the origin for (x, λ) if and only if XKKT has the
pseudo-isolated calmness at the origin for x and M has the calmness at (x, 0, 0) for λ.
Proof: “⇐=”. Write η = ∇f(x) and y = g(x). By Lemma 3.1, Gx is calm at (η, y) for
λ. Then, there exist δ′ > 0, ε′ > 0 and κ′ > 0 such that for all (η, y) ∈ Bε′((η, y)),
Gx(η, y) ∩ Bδ′(λ) ⊆ Gx(η, y) + κ′‖(η, y) − (η, y)‖BX×Y. (23)
Since XKKT has the pseudo-isolated calmness at the origin for x, there exist δ˜ > 0, ε˜ > 0
and κ˜ > 0 such that for any (a˜, b˜) ∈ X×Y with ‖(a˜, b˜)‖ ≤ δ˜ and any (x˜, λ˜) ∈ Bε˜((x, λ)),
‖x− x‖ ≤ κ˜‖(a˜, b˜)‖. (24)
From the local Lipschitz continuity of ∇f(·) and g(·), there exist ε̂ > 0 and constants
c1 > 0 and c2 > 0 such that for all (x, λ) ∈ Bε̂((x, λ)), the following inequalities hold:

‖∇f(x) +∇g(x)λ −∇g(x)λ−∇f(x)‖ ≤ c1‖x− x‖, (25a)
‖g(x) − g(x)‖ ≤ c2‖x− x‖, ‖g(x) − g(x) + b‖ ≤ ε
′
√
2
, ‖λ− λ‖ ≤ δ′, (25b)
‖∇f(x) +∇g(x)λ −∇g(x)λ−∇f(x)− a‖ ≤ ε
′
√
2
. (25c)
Set δ = min(ε′/2, δ˜) and ε = min(ε˜, ε̂). Fix an arbitrary (a, b) ∈ X×Y with ‖(a, b)‖ ≤ δ.
Pick up an arbitrary (x, λ) ∈ SKKT(a, b) ∩ Bε((x, λ)). We check that λ ∈ Gx(η′, y′) with
η′ = ∇f(x) +∇g(x)λ − a −∇g(x)λ and y′ = g(x) − b. Clearly, λ ∈ Bδ′(λ). Also, from
the inequalities in (25b)-(25c), we have (η′, y′) ∈ Bε′((η, y)). By (23) it follows that
dist
(
λ,M(x, 0, 0)) = dist(λ,Gx(η, y)) ≤ κ′‖(η′, y′)− (∇f(x), g(x))‖
= κ′
∥∥∥∥
(∇f(x) +∇g(x)λ− a−∇g(x)λ−∇f(x)
g(x)− b− g(x)
)∥∥∥∥
≤ κ′
[√
2c21 + 2c
2
2‖x− x‖+ ‖(a, b)‖
]
≤ κ′
[
κ˜
√
2c21 + 2c
2
2‖(a, b)‖ + ‖(a, b)‖
]
where the last equality is due to (24) implied by ‖(a, b)‖ ≤ δ ≤ δ˜ and (x, λ) ∈ Bε˜((x, λ)).
This shows that SKKT has the strong calmness at the origin for (x, λ).
“=⇒”. Suppose that SKKT has the strong calmness at the origin for (x, λ). Clearly,
XKKT has the pseudo-isolated calmness at the origin for x. It suffices to prove that M
is calm at (x, 0, 0) for λ. By the strong calmness of SKKT at the origin for (x, λ), there
exist ε > 0, δ > 0 and κ > 0 such that for any (a, b) ∈ X × Y with ‖(a, b)‖ ≤ δ and any
(x, λ) ∈ SKKT(a, b) ∩ Bε((x, λ)), the following estimate holds:
‖x− x‖+ dist(λ,M(x, 0, 0)) ≤ κ‖(a, b)‖. (26)
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Set ε′ = 1√
2
min(ε, δ) and δ′ = 1√
2
ε. Fix an arbitrary (x, a, b) ∈ Bε′((x, 0, 0)). Pick up an
arbitrary λ ∈M(x, a, b) ∩ Bδ′(λ). Clearly, (x, λ) ∈ SKKT(a, b) ∩ Bε((x, λ)). By (26),
dist(λ,M(x, 0, 0)) ≤ κ‖(a, b)‖ ≤ κ‖(x− x, a, b)‖.
This shows that M is calm at (x, 0, 0) for λ. Thus, we complete the proof. ✷
4 Pseudo-isolated calmness of XKKT
We shall focus on the characterizations of the pseudo-isolated calmness of XKKT in terms
of the noncriticality of the associated multiplier. Along with Theorem 3.2, some sufficient
characterizations are also obtained for the strong calmness of SKKT.
Proposition 4.1 Let (x, λ) be a KKT point of the problem (1) with (a, b) = (0, 0). If
XKKT has the pseudo-isolated calmness at the origin for x, then λ is noncritical.
Proof: Let S˜KKT(a, b) :=
{
(x, λ) | ∇f(x)+∇g(x)(λ+b) = a, g(x)−ΠK(g(x)+λ) = b
}
for
(a, b) ∈ X × Y. One may check that (x, λ) ∈ SKKT(a, b) iff (x, λ − b) ∈ S˜KKT(a, b). By
the given assumption and Definition 3.1, there exist ε′ > 0, δ′ > 0 and κ′ > 0 such that
for any (a, b) ∈ X× Y with ‖(a, b)‖ ≤ δ′ and any (x, λ) ∈ S˜KKT(a, b) ∩ Bε′((x, λ)),
‖x− x‖ ≤ κ′‖(a, b)‖. (27)
Let (ξ∗, v∗) ∈ X × Y be an arbitrary solution of system (10). For any sufficiently small
t > 0, define xt := x+ tξ
∗ and λt := λ+ tv∗. By the directional differentiability of ΠK,
ΠK(g(xt) + λt) = ΠK
(
g(x) + tg′(x)ξ∗ + λ+ tv∗ + o(t)
)
= ΠK(g(x) + λ) + tΠ′K(g(x)+λ; g
′(x)ξ∗ + v∗) + o(t)
= g(x) + tg′(x)ξ∗ + o(t),
where the last equality is due to the fact that (ξ∗, v∗) is a solution of the system (10)
and g(x) = ΠK(g(x) + λ). Together with g(xt) = g(x) + tg′(x)ξ∗ + o(t), it follows that
bt := g(xt)−ΠK(g(xt) + λt) = o(t).
In addition, from ∇f(x)+∇g(x)λ = 0 and ∇2f(x)ξ∗+∇(∇g(·)λ)(x)ξ∗ = ∇2xxL(x, λ)ξ∗,
at := ∇f(xt) +∇g(xt)(λt + bt)
= ∇f(x) + t∇2f(x)ξ∗ + (∇g(x) + t∇(∇g(·))(x)ξ∗ + o(t))(λ+ tv∗ + bt) + o(t)
= t∇2xxL(x, λ)ξ∗ + t∇g(x)v∗ + o(t) = o(t)
where the last equality is using the fact that (ξ∗, v∗) is the solution of (10). The last two
equations show that, for all sufficiently small t > 0, (xt, λt) ∈ S˜KKT(at, bt) ∩ Bε′(x, λ)
with ‖(at, bt)‖ ≤ δ′. From (27), for all sufficiently small t > 0, it holds that
‖ξ∗‖ ≤ κ′‖(at, bt)‖/t→ 0.
13
This implies ξ∗ = 0. By Proposition 2.1, λ is noncritical for (1) with (a, b) = (0, 0). ✷
Proposition 4.1 shows that the pseudo-isolated calmness of XKKT implies the non-
criticality of the associated multiplier. However, its converse conclusion generally does
not hold unless K is polyhedral. Motivated by [7, Theorem 3.2] and [35, Theorem 3.3],
we establish the converse conclusion of Proposition 4.1 under an additional condition.
Proposition 4.2 Let (x, λ) be a KKT point of (1) with (a, b) = (0, 0). Define the sets
Σ(x, λ) :=
{
(ξ, ζ) ∈ X× Y : ∇2xxL(x, λ)ξ +∇g(x)
[
ζ +
1
2
∇Υ(g′(x)ξ)] = 0} ,
Γ(x, λ) :=
{
(ξ, ζ) ∈ X× Y : g′(x)ξ ∈ CK(g(x), λ), ζ ∈ [CK(g(x), λ)]◦
}
.
(28)
Suppose that 〈g′(x)ξ, ζ〉 ≥ 0 for any (ξ, ζ) ∈ Σ(x, λ)∩ Γ(x, λ) and ∇g(x)[CK(g(x), λ)]◦ is
closed. Then, under the noncriticality of the Lagrange multiplier λ for the problem (1)
with (a, b) = (0, 0), XKKT has the pseudo-isolated calmness at the origin for x.
Proof: Suppose on the contradiction that XKKT does not have the pseudo-isolated
calmness at the origin for x. By Definition 3.1, there exist sequences {(ak, bk)} → 0 and
{(xk, λk)} → (x, λ) with (xk, λk) ∈ SKKT(ak, bk) for each k ∈ N such that ‖(a
k ,bk)‖
‖xk−x‖ → 0
as k →∞. For convenience, we write tk := ‖xk−x‖ for each k, and assume (if necessary
taking a subsequence) that x
k−x
tk
→ ξ for some ξ ∈ X with ‖ξ‖ = 1 when k →∞. From
(xk, λk) ∈ SKKT(ak, bk) and the definition of SKKT, it immediately follows that
∇f(xk) +∇g(xk)λk = ak and λk ∈ NK(g(xk)− bk). (29)
By using the twice continuous differentiability of f and g, for each k ∈ N we have
∇f(xk) = ∇f(x) +∇2f(x)(xk − x) + o(tk),
g′(xk) = g′(x) + g′′(x)(xk − x) + o(tk).
Together with the first equality in (29) and ∇f(x)+∇g(x)λ = 0, we immediately obtain
ak = ∇2f(x)(xk − x) +∇g(x)(λk − λ) + [g′′(x)(xk − x)]∗λk + o(tk). (30)
By dividing the two sides of (30) with tk and taking the limit k →∞, we have
w := lim
k→∞
∇g(x)(λk − λ)
tk
= −∇2xxL(x, λ)ξ (31)
where the equality is using limk→∞ ak/tk = 0 and limk→∞ λk = λ. Write y := g(x).
Since g(xk) = y + tkg
′(x)ξ + o(tk) and bk = o(tk), it then follows that
g(xk)− bk = y + tkuk with uk := g′(x)ξ + o(tk)/tk.
Since λk ∈ NK(y + tkuk) for each k, by the conic reducibility of K and Lemma 2.2, for
each sufficiently large k there exist µk∈ ND(Ξ(y+tkuk)) such that λk = ∇Ξ(y+tkuk)µk.
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Notice that ∇Ξ(y) : Y→ Z is injective. From λk = ∇Ξ(y+ tkuk)µk and the convergence
of λk, the sequence {µk} is bounded. We may assume (taking a subsequence if necessary)
that µk → µ. Taking the limit k →∞ to the equality λk = ∇Ξ(y + tkuk)µk yields that
λ = ∇Ξ(y)µ. Next, we proceed the arguments by three steps as shown below.
Step 1: g′(x)ξ ∈ CK(g(x), λ). Since g(xk)− bk ∈ K and g(x) ∈ K, we immediately have
TK(g(x)) ∋ g(xk)− bk − g(x) = g′(x)(xk − x) + o(tk),
which implies g′(x)ξ ∈ TK(g(x)). Since 0 = 〈µk,Ξ(y+tkuk)〉 = 〈µk, tkΞ′(y)uk+o(tk)〉 for
all sufficiently large k, dividing the two sides of this equality by tk and taking the limit
k →∞ yields that 0 = 〈∇Ξ(y)µ, g′(x)ξ〉 = 〈λ, g′(x)ξ〉. Together with g′(x)ξ ∈ TK(g(x)),
we obtain that g′(x)ξ ∈ CK(g(x), λ). The proof of this step is completed.
Step 2: w= ∇g(x)v for some v ∈ Y with v− 12∇Υ(g′(x)ξ) ∈ [CK(g(x), λ)]◦. Note that
∇g(x)λ
k − λ
tk
= ∇g(x)
(∇Ξ(y + tkuk)−∇Ξ(y))µk +∇Ξ(y)(µk − µ)
tk
= ∇g(x)∇(∇Ξ(·)µk)(y)uk +∇g(x)∇Ξ(y)µ
k − µ
tk
.
By recalling w = limk→∞
∇g(x)(λk−λ)
tk
and taking the limit k →∞ to the both sides,
lim
k→∞
∇g(x)∇Ξ(y)µ
k − µ
tk
= w −∇g(x)∇(∇Ξ(·)µ)(y)(g′(x)ξ). (32)
We next argue that ∇Ξ(y)µk−µ
tk
∈ [CK(y, λ)]◦ for each k ∈ N. Fix an arbitrary k ∈ N.
Take an arbitrary d ∈ CK(y, λ). Then 〈d, λ〉 = 0 by recalling that CK(y, λ) = TK(y)∩[[λ]]⊥.
Also, by Lemma 2.2, K ∩ Y = Ξ−1(D). Together with the surjectivity of Ξ′(y) : Y → Z
and [32, Exercise 6.7], d ∈ TK(y) = [Ξ′(y)]−1TD(Ξ(y)) = [Ξ′(y)]−1D, and consequently
〈d,∇Ξ(y)(µk− µ)〉 = 〈Ξ′(y)d, µk〉 − 〈d, λ〉 = 〈Ξ′(y)d, µk〉 ≤ 0,
where the inequality is using Ξ′(y)d ∈ D and µk ∈ D◦. So, the stated inclusion holds.
From the given assumption, the set ∇g(x)[CK(y, λ)]◦ is closed. Then, from (32) there
exists η ∈ [CK(y, λ)]◦ such that limk→∞∇g(x)∇Ξ(y)µ
k−µ
tk
= ∇g(x)η. Along with (32),
w = ∇g(x)v with v −∇(∇Ξ(·)µ)(y)(g′(x)ξ) = η ∈ [CK(y, λ)]◦.
Recall that Υ(h) = 〈µ,Ξ′′(y)(h, h)〉 for h ∈ CK(y, λ). From g′(x)ξ ∈ CK(y, λ), it follows
that ∇(∇Ξ(·)µ)(y)(g′(x)ξ) = 12∇Υ(g′(x)ξ). Thus, we complete the proof of this step.
Step 3: 〈g′(x)ξ, v〉 = Υ(g′(x)ξ). Notice that v = 12∇Υ(g′(x)ξ) + η with η ∈ [CK(y, λ)]◦
by Step 2. Also, from Step 2 and equation (31), ∇2xxL(x, λ)ξ+∇g(x)v = 0, which means
that (ξ, η) ∈ Σ(x, λ). Recall from Step 1 that g′(x)ξ ∈ CK(y, λ). Then, 〈g′(x)ξ, η〉 ≤ 0.
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Together with the given assumption, we also have 〈g′(x)ξ, η〉 ≥ 0. Thus, 〈η, g′(x)ξ〉 = 0,
and consequently 〈g′(x)ξ, v〉 = 〈g′(x)ξ, 12∇Υ(g′(x)ξ)〉 = Υ(g′(x)ξ).
So far, we have established that g′(x)ξ ∈ CK(y, λ), v− 12∇Υ(g′(x)ξ) ∈ [CK(y, λ)]◦ and
〈g′(x)ξ, v〉 = Υ(g′(x)ξ). By Lemma 2.3, this is equivalent to saying that
g′(x)ξ −Π′K(g(x) + λ; g′(x)ξ + v) = 0.
Together with ∇2xxL(x, λ)ξ +∇g(x)v = 0, it follows that (ξ, v) satisfies the system (10).
Since λ is noncritical, we obtain ξ = 0, a contradiction to ‖ξ‖ = 1. ✷
From Proposition 2.2 and Lemma 3.1, the condition ri(NK(g(x))) ∩ H(∇f(x)) 6= ∅
or equivalently ri(NK(g(x))) ∩M(x, 0, 0) 6= ∅ implies the calmness of M at (x, 0, 0) for
λ ∈ M(x, 0, 0). While the following lemma states that if the system g(x) ∈ K is metrically
subregular at x, this condition also implies the closedness of ∇g(x)[CK(g(x), λ)]◦.
Lemma 4.1 Let (x, λ) be a KKT point of the problem (1) with (a, b) = (0, 0). Suppose
that the multifunction F(·) := g(·) − K is metrically subregular at x for the origin. If
ri(NK(g(x))) ∩M(x, 0, 0) 6= ∅, then the radial cone RNΩ(x)(−∇f(x)) with Ω := g−1(K)
is closed, which in turn implies the closedness of the set ∇g(x)[CK(g(x), λ)]◦.
Proof: Notice that Ω is the feasible set of (1) with (a, b) = (0, 0). Since F is metrically
subregular at x for 0, from [25, Corollary 2.1] we have NΩ(x) = ∇g(x)NK(g(x)). From
ri(NK(g(x))) ∩M(x, 0, 0) 6= ∅, there exists λ̂ ∈ ri(NK(g(x))) such that
∇f(x) +∇g(x)λ̂ = 0. (33)
By the convexity of NK(g(x)), it follows that NK(g(x)) + R+λ̂ ⊆ NK(g(x)). Then, by
following the arguments as for [15, Proposition 2.1], we have
∇g(x)NK(g(x))+ [[∇g(x)λ̂]] = ∇g(x)
(NK(g(x)) + [[λ̂]]) = ∇g(x)(NK(g(x))− R+λ̂)
= ∇g(x)[R+(NK(g(x))− λ̂)]
= cl
{∇g(x)[R+(NK(g(x))− λ̂)]}
= cl
{∇g(x)NK(g(x))+ [[∇g(x)λ̂]]}
where the fourth equality is since R+(NK(g(x)) − λ̂) is a subspace parallel to the affine
hull of NK(g(x)). Together with NΩ(x) = ∇g(x)NK(g(x)) and (33), we obtain
RNΩ(x)(−∇f(x)) = ∇g(x)NK(g(x))+ [[−∇f(x)] = ∇g(x)NK(g(x))+ [[∇g(x)λ̂]]
= cl
{∇g(x)NK(g(x))+ [[∇g(x)λ̂]]}
= cl
{∇g(x)NK(g(x))+ [[−∇f(x)]]} = cl(RNΩ(x)(−∇f(x)))
where the first equality is due to [2, Exercise 2.62] and the closed convexity of NΩ(x).
The last equality shows that the set RNΩ(x)(−∇f(x)) is closed. Notice that
∇g(x)NK(g(x))+ [[−∇f(x))]] = ∇g(x)
(NK(g(x)) + [[λ]]) ⊆ ∇g(x)[CK(g(x), λ)]◦
⊆ cl{∇g(x)NK(g(x)) + [[−∇f(x))]]}
= ∇g(x)NK(g(x))+ [[−∇f(x))]], (34)
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where the first equality is using the fact ∇f(x) +∇g(x)λ = 0, the first inclusion is by
[CK(g(x), λ)]◦ = cl
{NK(g(x)) + [[λ]]}, and the second inclusion is due to [29, Theorem
6.6] and the convexity of NK(g(x)). This, along with the closedness of RNΩ(x)(−∇f(x)),
shows that the set ∇g(x)[CK(g(x), λ)]◦ is closed. The proof is completed. ✷
Remark 4.1 (a) Notice that the condition ri(NK(g(x)))∩M(x, 0, 0) 6= ∅ is much weaker
than λ ∈ ri(NK(g(x))) when the multiplier set M(x, 0, 0) is not a singleton.
(b) The metric subregularity of F(·) = g(·) − K at x for the origin is a very weak
constraint qualification (CQ), which is clearly implied by Robinson’s CQ since the latter
is equivalent to the metric regularity of F at x for the origin by [10]. For the research on
the metric subregularity of the system g(x) ∈ K, the reader may refer to [14, 17].
Now, by combining Lemma 4.1 with Proposition 4.2 and Theorem 3.2, we obtain the
following sufficient characterization for the strong calmness of SKKT.
Theorem 4.1 Let (x, λ) be a KKT point of (1) with (a, b)= (0, 0) andM(x, 0, 0) 6= {λ}.
Suppose the multifunction F(·) = g(·) −K is metrically subregular at x for 0. Define
Γ˜(x, λ) :=
{
(ξ, ζ) ∈ X×Y : g′(x)ξ ∈ CK(g(x), λ),∇g(x)ζ ∈ ∇g(x)
(NK(g(x))+ [[λ]])}.
If 〈g′(x)ξ, ζ〉 ≥ 0 for any (ξ, ζ) ∈ Σ(x, λ) ∩ Γ˜(x, λ) and ri(NK(g(x))) ∩M(x, 0, 0) 6= ∅,
the noncriticality of λ is enough to the strong calmness of SKKT at (0, 0) for (x, λ).
Proof: The proof is same as that of Proposition 4.2 except for the following fact
∇g(x)η ∈ ∇g(x)[CK(g(x), λ)]◦ = ∇g(x)
(NK(g(x))+ [[λ]]),
where η is from Step 2 in the proof of Proposition 4.2, and the equality is by (34). ✷
Remark 4.2 (a) For the case where K is the semidefinite positive cone, the condition
that 〈g′(x)ξ, ζ〉 ≥ 0 for any (ξ, ζ) ∈ Σ(x, λ) ∩ Γ˜(x, λ) is implied by the condition (ii) of
[35, Theorem 3.3], and the closedness condition of ∇g(x)[CK(g(x), λ)]◦ there is removed.
Thus, the result of Theorem 4.1 improves that of [35, Theorem 3.3] in this setting.
(b) WhenM(x, 0, 0) = {λ}, the strong calmness of SKKT at the origin for (x, λ) becomes
its isolated calmness at the origin for (x, λ), which is equivalent to the calmness of M at
(x, 0, 0) for λ along with the noncriticality of the multiplier λ; see Appendix.
Let (x, λ) be a KKT point of (1) with (a, b) = (0, 0). Recall that the second-order
sufficient condition holds at x w.r.t. the multiplier λ for (1) with (a, b) = (0, 0) if
〈d,∇2xxL(x, λ)d〉 − σ
(
λ,T 2K(g(x), g′(x)d)
)
> 0 ∀d ∈ C(x)\{0}. (35)
Clearly, this SOSC is stronger than the SOSC at x stated in [2, Theorem 3.45 & 3.137].
By Proposition 2.1 and Lemma 2.3, a simple argument by contradiction shows that the
SOSC at x w.r.t. λ implies the noncriticality of λ. Then, under the conditions of Theorem
4.1, the SOSC at x w.r.t. λ is sufficient for the strong calmness of SKKT.
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5 Conclusions
In this paper, for a class of canonically perturbed conic programming, we have provided
two equivalent characterizations for the strong calmness of the KKT solution mapping,
i.e., this property is equivalent to a local error bound for solutions of perturbed KKT
system, as well as the pseudo-isolated calmness of the stationary point mapping along
with the calmness of the multiplier set mapping. In addition, some weaker sufficient
conditions than [7, Theorem 3.2] and [35, Theorem 3.3] for this property are also given
in terms of the noncriticality of the Lagrange multiplier. The obtained results are crucial
to achieve fast convergence of some algorithms such as the ALM for many important
non-polyhedral convex conic optimization problems with degenerate solutions.
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Appendix
Proposition 1 Let (x, λ) be a KKT point of the problem (1) with (a, b)=(0, 0). Then,
the isolated calmness of XKKT at the origin for x implies its pseudo-isolated calmness at
the origin for x. Also, the converse conclusion holds provided that Robinson’s CQ holds
at x for the problem (1) with (a, b)=(0, 0) and M(x, 0, 0) = {λ}.
Proof: The proof of the first part is easy, and we here focus on the proof of the second
part. Suppose that XKKT has the pseudo-isolated calmness at the origin for x. If XKKT
is not isolated calm at the origin for x, then there exist the sequences {(ak, bk)} → 0
and {xk} → x with xk ∈ XKKT(ak, bk) for each k ∈ N such that ‖(a
k ,bk)‖
‖xk−x‖ → 0 as
k → ∞. Since xk ∈ XKKT(ak, bk), for each k ∈ N there exists λk ∈ M(xk, ak, bk) such
that (xk, λk) ∈ SKKT(ak, bk). Together with the pseudo-isolated calmness of XKKT at the
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origin for x, there exists ǫ0 > 0 such that for all sufficiently large k, ‖λk−λ‖ ≥ ǫ0. On the
other hand, since Robinson’s CQ holds at x for (1) with (a, b)=(0, 0), the multifunction
M is locally bounded at (x, 0, 0) in the sense of [32, Definition 5.14] (see also the proof
of [31, Theorem 3.2]). Thus, the sequence {λk} is bounded. Without loss of generality,
assume that λk → λ̂. Since (xk, λk) ∈ SKKT(ak, bk), for each k ∈ N it holds that
∇f(xk)+∇g(xk)λk = ak and g(xk)−ΠK(g(xk)− bk+λk) = bk
Taking the limit k →∞ on the last two equalities, we obtain λ̂ ∈ M(x, 0, 0) = {λ}. This
yields a contradiction to the result that ‖λk − λ‖ ≥ ǫ0 for all sufficiently large k. ✷
Proposition 2 Let (x, λ) be a KKT point of (1) with (a, b) = (0, 0). The multifunction
SKKT is isolated calm at (0, 0) for (x, λ) if and only if M is isolated calm at (x, 0, 0) for
λ and the multiplier λ is noncritical for (1) with (a, b) = (0, 0).
Proof: By [9, Lemma 18& 19], SKKT is isolated calm at the origin for (x, λ) iff system{ ∇2xxL(x, λ)u+∇g(x)v = 0,
g′(x)u−Π′K(g(x)+λ; g′(x)u+v) = 0
has only the trivial solution (u, v) = (0, 0). From the proof of Lemma 3.1, it is easy to
obtain that M is isolated calm at (x, 0, 0) for λ iff Gx is isolated calm at (∇f(x),∇g(x))
for λ. Thus, together with Proposition 2.1, it suffices to argue that the isolated calmness
of Gx at (∇f(x),∇g(x)) for λ is equivalent to saying ∆λ = 0 is the unique solution of{ ∇g(x)∆λ = 0,
Π′K(g(x) +λ;∆λ) = 0.
(36)
Indeed, it is not hard to check that gphGx = A−1
(
gphΦ−1
)
with Φ and A defined by
Φ(λ) :=
(∇g(x)λ
−ΠK(λ)
)
and A(η, y, λ) :=

−η+∇g(x)y−y
λ+ y

 .
Write η = ∇f(x) and y = g(x). Since A is bijective, by [32, Exercise 6.7] we have
TgphGx(η, y, λ) = A−1
[TgphΦ−1(−η +∇g(x)y,−y, λ+ y)] .
This, along with the definition of graphical derivative, gives the following equivalence:
∆λ ∈ DGx((η, y)|λ)(0, 0) ⇐⇒ ∆λ ∈ DΦ−1
(
(−η+∇g(x)y,−y)| y+λ)(0, 0).
Then, DGx((η, y)|λ)(0, 0) ={0} if and only ifDΦ−1
(
(−η+∇g(x)y,−y)| y+λ)(0, 0) = {0}.
By Lemma 2.1, Gx is isolated calm at (η, y) for λ if and only if Φ−1 is isolated calm at
(−η +∇g(x)y,−y) for y + λ. In addition, by virtue of the Lipschitz continuity and the
directional differentiability of Φ, the following equivalence holds:
Φ′(y+λ;∆λ) =
(
∆η
∆y
)
⇐⇒ (∆η,∆y) ∈ DΦ(y +λ |(−η +∇g(x)y,−y))(∆λ)
⇐⇒ ∆λ ∈ DΦ−1((−η +∇g(x)y,−y)| y+λ)(∆η,∆y).
Thus, using Lemma 2.1 again delivers the desired statement. ✷
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