Abstract In this paper, we prove a splitting formula for the Maslov-type indices of symplectic paths induced by the splitting of the nullity in weak symplectic Hilbert space. Then we give a direct proof of iteration formulae for the Maslov-type indices of symplectic paths.
Introduction
Since the pioneer work [3] on iteration of closed geodesics, the theory was generalized to convex Hamiltonian case [5] , to symplectic paths [13] , and to brake orbits [11] . The iteration theory for symplectic paths turns out to be extremely useful in the study of the periodical solutions of the finite dimensional Hamiltonian systems [5, 17, 14, 16, 15, 8, 7, 11, 12] .
All the known proofs of the iteration formulae follow the following line. Firstly, they give the relation between the (relative) Morse index for a certain differential operator and the Maslovtype index of its fundamental solution. Then they show that such an operator is in diagonal form under the iteration with respect to a certain orthogonal decomposition of the subspaces. The iteration formulae then follow from the above argument.
In this paper, we shall give a direct proof of the iteration formulae. The idea is that each splitting formula of the nullity will induce a splitting formula of the Maslov-type indices. The iteration formula then follows from the homotopy invariance of the Maslov-type indices.
Our method has three advantages. Firstly, we do not require that the symplectic path starts from the identity. So we can treat the iteration theory for symplectic paths in symplectic Hilbert spaces. It will be used in the study of the periodical solutions of the infinite dimensional Hamiltonian systems. Secondly, we do not need the orthogonality of the decomposition. So we can get more general formulae in some cases. It can be applied to non-contractible periodical solutions of Hamiltonian systems. Finally, our results apply to symplectic paths on weak symplectic Hilbert spaces. λ ω := {y ∈ X; ω(x, y) = 0 for all x ∈ λ}.
The subspace λ is called a Lagrangian subspace of H if λ = λ ω . We denote by L(H) the set of the Lagrangian subspaces of H. We define Then we have J ∈ sp(H) and e Js ∈ Sp(H) for s ∈ R. The path e Js , s ∈ R is crucial in our main result, Theorem 2.2 below. So our method does not work in the general symplect Banach space case. For each M ∈ B(H) such that M * JM = J, the operator M is injective. If dim H is infinite and J is invertible, there exists an
Let z ∈ C and |z| = 1. Then we have zI H ∈ Sp(H), where I H denotes the identity map on H. The fact is used in Definition 2.1 below. So we use the concept of complex symplectic Hilbert space insead of the real one. Let λ(s), s ∈ (−ε, ε) be a path in L(H) differentiable at s = 0 and λ(0) be a L-complemented Lagrangian subspace, i.e., there exists a µ ∈ L(H) such that H = λ(0) ⊕ µ. If J is an isomorphism, each Lagrangian subspace of H is a L-complemented Lagrangian subspace. Define the form q(λ, 0) on λ(0) by
where x, y ∈ λ(0), y(s) ∈ λ(s), and y(s) − y ∈ µ. Then the form q(λ, 0) is independent on the choices of µ ∈ L(H) with H = λ(0) ⊕ µ. The path λ is said to be (semi-)positive (cf. [1, Definition 3.2.8]) if q(λ, s) is (semi-)positive definite for each s ∈ (−ε, ε).
Lemma 2.1 Let γ(s), s ∈ (−ε, ε) be a path in Sp(H) differentiable at s = 0 with γ(0) = I H and λ(0) be a L-complemented Lagrangian subspace. Set λ(s) := γ(s)λ(0) for each s ∈ (−ε, ε).
where x, y ∈ λ(0).
Proof. Let µ ∈ L(H) be such that H = λ(0) ⊕ µ. Let γ(s) be of the form
For x, y ∈ λ(0), let y(s) ∈ λ(s) be such that y(s)−y ∈ µ. Then we have y(s) = y +C(s)A(s) −1 y,
. By (2.6), our result (2.7) holds.
Set X := H × H. We define the symplectic structure of X bỹ
For any M ∈ Sp(H), we have X = Gr(M ) ⊕ Gr(−M ), where 
For each M ∈ Sp(H), we define the nullity ν V (M ) and co-nullityν V (M ) by
By [19, Lemma 4.4] , for each N ∈ Sp(H) and γ ∈ C([a, b], Sp(H)) we have
By [2, Proposition 1], for each V ∈ L(X) and M ∈ Sp(H), we have Proof. We have
Since γ 1 , γ 2 are both positive paths, −Jγ 1 γ We need a special case of [1, Theorem 3.2.12].
Theorem 2.1 Let (H, ω) and ( H, ω) be two symplectic Hilbert space. For 0 ≤ a ≤ δ, δ > 0, we are given continuous two-parameter families
We assume that
14)
{λ(s, a)} differentiable in a and semi-positive for fixed s, (2.15) { λ(s, a)} differentiable in a and positive for fixed s,
Then we have
The main result of the paper is following. Note that the path M e Js , s ∈ R is positive for each M ∈ Sp(H). 
(ii) f j (e Js M ), s ∈ R is positive for each j = 1, . . . , k.
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Let γ ∈ C([a, b], H) such that the pair (Gr( 1≤j≤k f j (γ(t))), V 0 ) is a Fredholm pair with index 0 for each t ∈ [0, 1]. Then we have
By (i), for each t ∈ [0, 1], there hold that the pair (λ(t, 0), µ(t)) is a Fredholm pair of Lagrangian subspace in X, (λ(t, 0),μ(t)) is a Fredholm pair of Lagrangian subspace inX, and dim(λ(t, s) ∩ µ(t)) = dim(λ(t, s) ∩μ(t)). By (ii) and Lemma 2.2, the two paths λ(t, ·) andλ(t, ·) are both positive for each fixed t. By [1, Theorem 2.2.1.c], the Maslov index is additive under direct sum. We have
Remark 2.1 Each pair of Lagrangian subspaces of a finite dimensional symplectic space is a Fredhlom pair with index 0. We will choose suitable functions {f i } to get some classical iteration formulae for the symplectic paths in section 4.
3 The global structure of Sp(H) when ω is strong Let (H, ω) be the symplectic Hilbert space defined in §2. Assume that ω is strong, i.e., J is an isomorphism. In this section we give the global structure of Sp(H). 
for each M ∈ Sp(H, ω).
By the lemma above, we can assume that Proposition 3.1 Let (H, ω) be a symplectic Hilbert space defined in §2. Assume that
(e) Sp(H) is path-connected, and the fundamental group of Sp(H) is given by
real analytic Hilbert manifold modelled on the real Hilbert space sp(H). Its real dimension is m
Proof. (a) By the polar decomposition, each M ∈ Sp(H) is uniquely represented by M = AU , where A ∈ P(H) and U ∈ U(H). Then we obtain
By the uniqueness of the decomposition we obtain A = J −1 AJ and U = J −1 (U * ) −1 J. Thus both A and U are symplectic. The converse is obvious.
By the uniqueness we obtain S = −J −1 SJ and S ∈ sp(H). The converse is obvious. 
Iteration formulae for symplectic paths
In this section we derive some iteration formulae for symplectic paths from Theorem 2.2.
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Some general facts on Maslov-type indices in the finite dimensional case
The following lemmas is useful for deriving iteration formulae from Theorem 2.2. For each τ > 0, we define
Lemma 4.1 Let (H, ω) and (X,ω) be symplectic Hilbert spaces defined in §2. Assume that dim H < +∞. Let φ : P τ1 (H) → P τ2 (H) be a continuous map such that φ(c 0 ) = c 0 , where τ 1 , τ 2 are two positive numbers and c 0 denotes the constant path I H . Let V be a Lagrangian subspace of X. Denote the curve γ(s·) :
Proof. Define the homotopy h(s, t) :
By the homotopy invariance of the Maslov index, the equation (4.2) follows.
Lemma 4.2 Let (H, ω) and (X,ω) be symplectic Hilbert spaces defined in §2. Let f 1 , f 2 : Sp(H) → Sp(H) be a two continuous maps such that
3)
Proof. (a) Let γ 1 and γ 2 be in P τ (H) with γ 1 (τ ) = γ 2 (τ ) = M . Let γ 3 ∈ P 2τ (H) be the loop in Sp(H) defined by γ 1 followed by the reverse of γ 2 . Then we have [
2 defined by h(s, t) = (λ(s), Gr(γ 3 (t))). By the homotopy invariance of the Maslov index,
. By Proposition 3.1.d, there is a path α ∈ P τ (H) such that α(τ ) = γ(a). Denote byγ ∈ P 2τ (H) the path defined by α followed by γ.
Then we have a homotopy h : 
The iteration formulae for the A-iteration of the symplectic path
Firstly we define the iteration of a symplectic path γ ∈ P τ (H).
Definition 4.1 (cf. [12, (4. 3),(4.4)]) Let (H, ω) be a symplectic Hilbert space defined in §2. Given an A ∈ Sp(2n), a τ > 0, a positive integer k, and a path γ ∈ P τ (H), we definẽ
for each z ∈ C with |z| = 1.
We need the following lemmas. We have the following form of iteration formula. 
Proof. Set V j := Gr(exp( Corollary 4.1 (The iteration formula for the A-iteration of the symplectic path) Let (H, ω) be a finite dimensional symplectic Hilbert space. Given an A ∈ Sp(H), a τ > 0, a positive integer k, and a path γ ∈ P τ (H), we have
10)
Moreover, there is a function δ k : Sp(H) → Z defined by
. By (2.11), Lemma 4.1 and Theorem 4.1 we obtain (4.10) and (4.11). By Lemma 4.2, the function δ k is well-defined and (4.12) holds.
Two times iteration formula for the generalized brake symmetry
Firstly we define the iteration of a symplectic path γ ∈ P τ (H) for the brake symmetry. k, and a path γ ∈ P τ (H), we define
where
is called the Poincaré map of γ at 2τ .
We have the following algebraic results. 
14) Lemma 4.6 Let X be an abelian group such that 2I X is an isomorphism on X. Let M, N, S ∈ End(X) be three endmorhpisms on X such that M is an isomorphsim and N 2 = (N S) 2 = I X . Set U ± := ker(N ∓ I X ), V ± := ker(N S ∓ I X ), and K :
Proof. Since (N S) 2 = I X , we have
Our results then follows from (4.21) and direct computations. Proof. Since N * JN = −J and N 2 = I H , we have N * J = −JN −1 = −JN . Since γ is a symplectic path, α is also a symplectic path. It follows that
We have the following form of two times iteration formula for the generalized brake symmetry. 
Proof. By Lemma 4.1 and Theorem 4.2.
The iteration formula for the brake symmetry
Let (H, ω) be a symplectic Hilbert space defined in §2. Let N ∈ B(H) be such that N 2 = I H and N * JN = −J. Set U ± := ker(N ∓ I H ). Then we have U ± ∈ L(H). By replacing the inner product of H with ·, · U − ⊕ ·, · U + , we can assume that N * N = I H . Here the form ω is unchanged. We fix the orthogonal decomposition H = U − ⊕ U + . Then we have
Lemma 4.8 Let X be a vector space with two linear maps A, B ∈ End(X). Assume that one of the following three conditions hold: (i) ker(AB) ⊃ ker A, and B : ker A → ker A is surjective;
(ii) ker(AB) ⊃ ker A, ker A ∩ ker B = {0}, and ker A is finite dimensional.
(iii) ker A and ker B are finite dimensional, and dim ker(AB) ≥ dim ker A + dim ker B.
Then there are short exact sequences Since B : ker A → ker A is surjective, we have B ker(AB) ⊃ B ker A = ker A. So we obtain B ker(AB) = ker A. Thus B : ker(AB) → ker A is surjective and our results follow.
(ii) Since ker A∩ker B = {0}, the map B : ker A → ker A is an injection. Since dim ker A < +∞, it is an isomorphism. 
. In this case we have
and M − e √ −1jπ/k I H are Fredholm (of index 0) for j = 1, . . . , k − 1. In this case we have
33) 
Proof. (a) Since M is symplectic, we have
By the injectivity of K and K * we obtain (4.27).
Since α/π / ∈ Z, (4.28) and (4.29) hold. (c) By the proof of [6, Proposition 2.1], where we replace A T by D.
(d) Let P be of the form
Then we have B = 2A 2 B 1 = −2B 2 D 1 , and ker B 1 ∩ ker D 1 = {0}. So we have
By direct calculation, we have
By Lemma 4.5 we have Since AB = BD and U k−1 is a polynomial, we have
We recall the identities of Chebyshev polynomials [6, Lemma 4.1] for a ∈ C,
It follows that the set of zeros of U k−1 is {cos(jπ/k)|0 < j < k, j ∈ Z}. Then we have (f) Let P and P M k be of the form
Since M = N P −1 N P , we have P N M = N P . So (4.47)
So the the set of zeros of R k is {cos(2jπ/(2k + 1))|1 ≤ j ≤ k, j ∈ Z}. Since M = N P −1 N P and N U + = U + , we have P U + ∩ U + ⊂ M U + ∩ P M k U + ∩ U + . So we have ker B 1 ⊂ ker B ∩ ker B 3 .
By a proof similar to that of (e), (f) is obtained.
We have the following form of iteration formula for the brake symmetry. Proof. Note that we can assume that N * N = I H . By Lemma 4.9, we can apply Theorem 2.2 and our result follows.
Our next result in the real case was obtained by [12, Theorem 1.3] . 
