ABSTRACT Cyber-physical system (CPS) can intelligently feel the interactive information between data and terminal. The combination of CPS data and intelligent terminal can make terminal devices communicate with each other, coordinate operation, and share information in a complex environment. At present, the demand for smart terminal technology in university libraries and national cultural museums is also increasing. However, the data for smart terminal display and development of shared services face the problem that the original data is difficult to collect and the incomplete images are difficult to repair. In order to display the ancient books in a smart terminal, we have established a model for image inpainting through deep learning. In this paper, we set up a smart terminal display solution to display the digital protection effect of incomplete character images. Then, we propose a model based on Conditional Generative Adversarial Network (CGAN) to solve the problem of repairing incomplete character images. We put this model into the computing module and deployed it to the cloud computing platform of the smart terminal. Moreover, we construct a handwritten Yi character image data set in the cloud. To verify the CGAN calculation model, we design and construct two quality detection tests. According to the experimental results, the image inpainting quality of the CGAN is better than the traditional image restoration technology. Based on the experimental analysis and evaluation criteria, we find that the CGAN calculation model is of great significance for ancient book inpainting.
I. INTRODUCTION
Cyber-physical system(CPS) is a multi-dimensional complex System that integrates computing, network and Physical environment. CPS data is exchanged among different components and systems. The transmission of CPS data through the centralized management service with cloud platform as the core to the smart terminal display interface is more conducive to enhancing the professionalism and pertinence of smart services. In recent years, with the development of social economy, university libraries have begun to deploy smart terminal equipments. For smart terminal devices, displaying ancient books and images with collectible value has become increasing important part in digital protection.
The associate editor coordinating the review of this manuscript and approving it for publication was Shuiguang Deng. Ancient literature is a bridge for the spread of human culture and an important way to understand the production and life of ancient societies.Research on image restoration of ancient books can help us promote the development of education. At the same time, the protection of ancient books has important significance for reconstruction of ancient history, culture and spiritual civilization. However,current research on the digital restoration of damaged images in ancient books is still in the early stages, and a large number of ancient books have been damaged due to environmental corrosion, paper wear and lack of protection.With time passing by, the damage of ancient books worsened, and most of these books are in need of repair. Therefore, the digital protection of ancient books is extremely urgent [1] .
There are three technical means for image inpainting in ancient books, including artificial repair methods, traditional restoration methods based on geometric image models, and intelligent repair methods based on deep learning. The image inpainting technology for ancient books and documents mainly focuses on the artificial restoration by scholars and experts. However, the large number of ancient books make the manual repair process time-consuming and inefficient. Moreover, there are many kinds of ancient books that have been preserved in China, and thus,the content that experts and scholars can understand is very limited.
The restoration method based on geometric image modeling is part of the traditional digital restoration method. This method directly processes the defective and blurred images using a computer. The computer then produces an objective image texture to fill the missing area. The traditional method used for image inpainting focuses on the overlay of image texture [2] ,which has a poor ability to repair the details of the image. The defect in the existing technology is that the generated repair content is very different from the original content, and it is impossible to simulate the artificial repair method to repair the image.
Image inpainting technology is a research hotspot in the field of artificial intelligence. The combination of image inpainting and deep learning has become an effective way to solve the problem of image defects. This method can repair different types of images, and can also repair missing areas that have irregular shapes, sizes, and positions.However,the way that using the deep learning to repair the ancient books is mainly to collect images for reconstruction. Due to the integrity of the character images, the images produced by this method may be blurred or missing.To the best of our knowledge, the repair of character images in ancient books, especially the restoration of minority character images,is not optimistic.
To solve the problems of image blurring and missing areas in ancient books, we use Yi character images as the data set and use GAN to repair each character image. First, we built a solution for smart terminal to display the character repair application. This deployment scheme is based on the CPS system model, which mainly stores the data under the CPS architecture in the cloud. Such an approach can provide data availability and accuracy. And then we try to explain the specific principle of the GAN generative image from the perspective of the model. We then prove that it is feasible to repair the incomplete content of digitized images in ancient books and documents. Finally, we then apply the CGAN with additional information to the Yi character image inpainting and design two experiments to test the image quality to confirm our results. On this basis, we deploy computational network model and data information on cloud servers. In order to enable the system to directly operate and service physical objects, we use the perception and feedback performance of CPS data to share our services and equipment at any time, and strive to complete information exchange on the premise of real-time and accurate.
II. RELATED WORK
As one of the most cutting-edge cross-research fields, CPS is a complex system integrating computing, network and physical world. CPS can integrate many kinds of information elements. At present, there is still room for improvement in the control and service of nodes in heterogeneous network environment. The technologies to be solved include network system synthesis, distributed sensing, development model innovation and other fields. Through the organic integration and deep collaboration of computing technology, communication technology and control technology, it can realize the close integration of information world and physical world [3] , [4] . The combination of CPS and smart terminal is a deeply embedded real-time system, which enables real-time interconnection and intercommunication between computing module and communication module. In this way, the perception and control of complex environment is still safe, reliable, efficient and real-time [5] , [6] . According to relevant experts, the installed capacity of global smart devices will reach 8.3 billion units in 2018. Smart service devices such as service computing based on physical model, collaborative service selection, mobile service and campus service account for the majority [7] - [10] . At the same time, the convergence of multi-technology, multi-applications and diversified demands make the speed of upgrading of smart terminal products faster [11] - [13] . However, the digital protection of ancient books in college libraries and some museums is only at the collection stage. This means that the smart terminal system that can effectively protect and repair the defective images for digital image display has not yet been built.Since the census of ancient books in 2007, with the support of the school and library leaders, the literature research institute has collected a total of more than 36,000 ancient books and nearly 310,000 books. They also recorded in detail the contents of the ancient books. From the survey, it can be found that the ancient books that can be stored in the library only account for 30%,and the rest can not be stored because of damage. So The development of ancient books restoration technology is of great significance for the inquiry, reading and sorting of ancient books.
Artificial ancient book restoration technology appeared in the Song Dynasty.Thus, the requirements for artificial restoration of ancient books are very high, the skills are delicate and diverse, and each process is strictly operated. Before repairing a broken ancient book, it is necessary to carefully review the age, binding form, damage and paper of the book, and to formulate a repair plan according to the specific damage situation. With the development of technology, the machine repair of books can gradually replace manual repair, methods and become a new trend in ancient books repair [14] .
Digital image inpainting technology started in the 1960s [15] , and many methods have been developed since then, such as the nontexture-based image restoration model and the texture based texture synthesis inpainting method [16] .
Nontexture-based image restoration techniques are generally used in small-scale incomplete images using a high-order partial differential equation as the main algorithm [17] . At the same time, the nontexture-based image restoration technology also includes a variational repair method based on the image geometry model [18] . This method seeks to describe the repair process of artisans and experts using mathematical language.In addition, this technology through establishing an image prior model,transforms the problem of image defect repair into a variational problem for function extremum, e.g.,the TV model [19] , Mumford-Shah model [20] , Eulerelastica model [21] and Mumford-Shah-Euler model [22] .
At present,inpainting technology is a research hotspot in the field of computer vision and deep learning [23] , [24] . Image restoration research results can be used in a variety of practical scenarios, such as old photo restoration, incomplete image repair, image style transformation and high clarity of images.This technology indirectly provides researchers with a large number of processed images, providing further research data in their research fields. This approach provides an effective means for the protection and inheritance of ancient books.Thus, it is necessary to study the image restoration of ancient books.
GANs have attracted the attention of many artificial intelligence circles since its birth [25] .The unique generation method of GANs has enhanced the reasearch progress of many scholars and experts. On this basis, CGAN proposed the generation training that uses the tag-assisted generation model [26] and can obtain stable image output. Subsequently, the Wasserstein Generative Adversarial Nets (WGAN) was proposed to solve the problem of the single loss function in the generative and discriminative models [27] . This approach shows that GAN can use simpler functions for training that do not have the limitations of the cross-entropy loss function. At the same time, the GAN based on a deep Convolutional Neural Network (CNN) takes image generation to a higher level [28] . The extraction of image features using deep CNN can generate more realistic images with details.
The research on using GANs for image restoration is essentially an image generation approach. In 2017, Chao Yang et al. used multilayer neural networks to simulate texture consistency for high-resolution image inpainting [16] . This method simulates the texture information around the incomplete image to generate the image, which can yield good effect regardig the detailed texture of a high-resolution image. In the same year, Raymond A. Yeh et al. used Deep Convolution Generative Adversarial Network (DCGAN) for image restoration of semantic images [29] .Regarding the visual aspects of generated images, the model also has excellent effects. However, the overall framework of the model relies on the DCGAN VGG-19 model.In addition, the image generation effect is based on random noise, which has a large impact on the image.
In view of the above research, it can be seen that GAN provides a new method for current image inpainting technology. The method relies on real image data sets, using generated and artificial images of similar images, especially in the image details. Therefore, GAN can be used to solve the inpainting problem of existing ancient books. Because the original model can only randomly generate noise as input to the GAN model,the method of using GAN image repair training needs specific structure and a large number of labeled images. To guarantee the integrity of the image inpainting training, this article uses CGAN as the repair method.Additionally,considering the existing Yi data collection of ancient documents,we apply the incomplete character image combined with random noise input to the generative network model.Consequently, the model can perform image discrimination and optimization.
III. METHOD
A. SMART TERMINAL SYSTEM FRAME As shown in figure 1 , the system frame is divided into three parts from the bottom up. There are three modules in the system, which can also be regarded as three layers of heterogeneous network. In this system, we regard each device, terminal, user or control process as a node. In the process of interaction between physical objects and computational processes, we allow them to achieve object-toobject control and feedback. In this way, terminal services can not only adjust and control automatically, but also provide real-time feedback and detection to servers. The perception layer is mainly focused on the work of collecting data and scanning data. So we need to apply scanners and cameras on this layer.In CPS, data acquisition is an important basic work [30] . It is mainly used to acquire the data collected by distributed field equipment at different nodes in the CPS system. And then it transfer the required data to the information transmission and processing layer according to the business requirements. For the acquisition work, CPS is very important for the perception of physical equipment and informants. In the acquisition process, we need to achieve the calculation process to obtain control information, accurately upload the data to the server, and then feedback to the physical equipment and terminals. At the transport layer, we use the Internet, Wifi and other network devices for data transmission and command transmission. The most important part is at the application layer. At the application layer, we use intelligent database management platform to manage the character image data of ancient books. In addition, we store the Yi character image dataset in the cloud server, which facilitates the interaction between the user and the server for sharing the data.And We use the remote database storage method to store huge data sets, which is more convenient for the cloud platform calculation method. At this level, the user can upload the captured character images of the incomplete ancient books for image restoration services. Then,We deploy image restoration services and related computing modules on the cloud computing platform.For the image restoration service, the main method adopted is the CGAN calculation model. The calculation model runs on multi-GPU and can handle different user requests in parallel. At the same time, the results are returned asynchronously based on the request order and processing time on the calculation model. Of course, the user can also directly select the service based on the incomplete image data of the ancient books in the Internet of Things(IoT) information database management platform. It should be noted that all functions of the application layer are supported by the library smart terminal display platform.
B. YI DATA SET FEATURES ON THE CLOUD SERVICE
In this paper, we use Yi character images as the data set.And we deploy all the collected data on the cloud service for easy interaction.At present, domestic scholars have already done preliminary digital protection research on the ancient books of Yiwen [31] , [32] . Lu et al.put forward the principle of digitization and the use of digital technology in the study of the digital protection of Yiwen ancient books. Gao et al. proposed digital protection measures and basic principles of Guizhou Yiwen according to the characteristics of ancient books in Guizhou Province and the status of digital protection of ancient Chinese texts.
In general, the digital protection and utilization of Yiwen ancient books is rarely studied at home and abroad, and most studies focus on collating and repairing the work of ancient books in Yiwen. For the character image shown in figure 2 , there have not been many discussions on digital protection or utilization, and few people do in-depth research. Table 1 lists the digital protection efforts from several important ancient protection units in Yunnan.
The Yi language is an integral part of the Yi culture, and it has become a condensate of the Yi culture and its special nature. Each of the characters can be used to examine the characteristics of the Yi culture. An example of the data set that we constructed is shown in figure 3 . It can be seen that the text is derived from pictorial text, and most of the existing texts are image characters. The Yi language is sometimes based on a word or a character, and new words are created by increasing or decreasing strokes or changing directions. The application and development of these characters proves the application skills and abilities of the Yi people to the variability of objective things.
Based on the above, we must select a Yi character image with obvious characteristics,as our data set is based on the status quo and character characteristics of Yi ancient books. This method not only benefits digital protection but also trains our network well.
C. CGAN CALCULATION MODEL PRINCIPLE
We deploy the CGAN computing model on the cloud computing platform and run the neural network model through cloud computing technology. In addition, CGAN is a derivative model of GAN, so this article introduces the principle of CGAN by understanding the parameters of GAN gradually.
In GAN, to learn the distribution P data of the real image x, we present a random input noise z.The distribution of z is expressed as P Noise (z).The process of mapping such a data space to P data is called G (z; θ g ), where θ g represents a multilayer perceptron from the generative model G.At the same time, a second multilayer perceptron D(x; θ d )is defined that judges the extracted data from the samples of the two input images, and each outputs a scalar probability value between 0 and 1 representing the authenticity expression of the image from different image generative models.
In the initial training process, the probability value of the generative image from the real image tends to 1, and the generative image from the model data expressed by random noise tends to 0. Both the generative and discriminative model are trained by using the CNN, and a backpropagation algorithm is used to adjust the parameters. The adjustment direction of the generative model is such that the probability of the generative image passing through the discriminative model is inclined to 1. The parameter adjustment direction of the discriminative model is such that the probability of image judgment from the generative model is inclined to 0. If we continue to train the generative model, the log(1 − D(G(z))) can be minimized, and the log(D (G(z)) ) of the discriminative model can be maximized.Thus, the generative and discriminative models converge to the same point. The formula of the GAN is shown in 1.
The overall architecture of the network is shown in figure4. The generator simulates the data distribution of the real image under random input noise. In figure 1 , we can see that the generative model continuously adjusts its restructuring ability for the sample based on the results of the discriminative model.
At the beginning of training the GAN, the generative model may be closer to the global optimal solution, P g = P data . As shown in figure 5 , its model can be proved to converge to the same point. We can see that the generator is able to sample the real image Gaussian distribution(red dashed line) gradually, and the blue dashed line is consistently close to the red dashed line throughout the simulation. In this case, when P g (x) = P data (x),the model reaches D * (x) = P data (x)/(P data (x) + P g (x)), and the discriminator cannot distinguish the two images. The whole model reaches the optimal value, and the extreme value is D(x) = To make the generative images more in line with the characteristics of the Yi character image, we use CGAN as the experimental model. CGAN is an extension of the original GAN. It introduces the conditional variable y into the generative and discriminative models. Using the additional information in y to add conditions to the model can guide the data generation process. These conditional variables y can be based on a variety of information, and the missing image data are used herein. The process of CGAN is shown in figure 6 . Based on the CGAN, the problem of local optimization of the network is solved. This local optimization refers to the most easily reached point in a data set during the process of generative model training, where the image can still reach the optimal value. However, the GAN is limited to one kind of data. The additional information is used to increase the complexity of the image in the generative model. Through a certain tag, the generative model generates a certain type of data to avoid the scene of local circulation.
In the CGAN, the additional information can be of any kind. Thus,the input layer is changed from the original random parameter z to (z|y).
At the same time, additional information y is still added as the additional information for the discriminative model in the front end of the network.The additional information y and the real data sample set x are used together as the input of this layer for judgment. Therefore, the formula 2 for the CGAN with additional information is as follows:
Based on the above discussion, and on the basis of the additional information against the generation network, the incomplete image is input as the y for the entire model.Thus,the structure diagram of the CGAN used for the experiment is as shown in figure 7.
D. CGAN CALCULATION MODEL TRAINING PROCESS
To limit the generative image of the CGAN, it is generated on the basis of the incomplete image.In the generative model, the input information uses random noise z and broken image data information y. We use the basic game principle of GAN to make the generative model generate images close to the real Yi character image data in successive iterations, which is the desired output. The relevant iterative process of the algorithm is shown in table 2.
IV. EXPERIMENTS AND RESULTS

A. CONSTRUCT THE DATA SET 1) YI CHARACTER IMAGE CAPTURE
In this paper, the handwritten font data are used as the training data set. The data are mainly from the ''Chinese Character Library'' project, which scans thousands of pages of Yi ancient Chinese books. These ancient books include ''Guide Way'', ''Ni Hai Nai Si'' and ''Asima''. After a unified arrangement, we collected a total of 39,924 character images. These images have repeated single characters handwritten in different angles and different ways. Some sample images of the characters are shown in the figure8. We can see that the original image size is different and that some of the noise caused by scanning is serious.
2) PREPROCESSING OF YI CHARACTER IMAGES
To facilitate the processing, remove the noise, and avoid image size differences after edge detection and segmentation, we must normalize and binarize the Yi character images. To prevent the loss of information on the edge of the character during the convolution process, the original character slice is placed in the center of the entire image, so that the image is intact and the character sample is saved.The image size is normalized to 28 * 28 pixels. The character images after normalization are shown in figure 9 . These are the real data sets that we use.
For the incomplete image data set,the current mainstream method is to construct the image through the existing image data set. This method imitates the specific situation of image defect and intercepts the corresponding image region in the image. The method can then obtain the incomplete image training data set by filling the color block. In this paper, to construct a suitable image, we project the entire image data set onto an image of the middle square hole, filling the hole area with the gray color block.We then construct the incomplete part. The central part of the image is the main part of the whole picture, which contains a large amount of subject information. Situations in which the central area of an image is missing are the most difficult situations in the repair process. It is difficult for previous algorithms to effectively delete the missing part of the main part.If an effective central area image can be generated by CGAN, then this approach can be proven to be effective and can meet existing needs. The broken image data set is shown in figure10.
B. EXPERIMENTAL DESIGN
In this experiment,we use the ancient Yi literature as the experimental data set and adopt TensorFlow as the model framework.An NVIDIA GPU Titan X is used for the training algorithm of the CGAN CPU operation. The network input layer is composed of two parts:one is from the image input,and the other is random noise. We form the image into a one-dimensional array, and combine it with the image label one-dimensional array as additional information to simultaneously input into the input layer. The input is constituted by the full connection. The hidden layer of the neural network has 200 neurons in the first layer, which is composed by full connection. The weight of each layer is initialized by a random number, and the forward propagation is adopted to advance to the output layer. The output layer uses the sigmoid function as the activation function, while the hidden layer uses the tanh function as the activation function.
The network structure of the discriminative model is similar to that of the generative model. It is composed of 200 neurons in the first of the hidden layers. The weight and bias parameters are randomly generated by the full connection method. The input layer of the discriminator is composed of a real image set and the missing image data information.
The formation of additional information adopts the onehot coding situation to form a 1-dimensional array with a length of 7 using the data from the character images of ancient books.In addition,the array stores image annotation information using binary encoding.
Regardless of whether the generative model or discriminative model is employed,the Backpropagation algorithm is used for parameter adjustment [34] . In this paper, the neural network is configured with a learning rate of 0.001;the GAN-LAMDA parameter is 0.0001; the number of iterations is 4000; and the batch size is 100.
Using the network structure mentioned above and the improved correlation algorithm,we output an image sample,as shown in figure 11 .We can see that different sized images are used for generating training. The first column is the incomplete image generated according to the original image, which is more than the 20 * 20 pixel area of the center at the image covered by gray. We mark this area as the target missing area. When the network is finished training, the image is generated as the central column graph, which is the condition of inpainting.
The repaired center area still has a section that is different from the original image. The vicinity of the incomplete area is blurred, and the overall generative image is similar to the original image style. The right column is the original image, which is used to generate the image,and the left side is the comparison graph. There are some differences between the original image and the generative image, but it is close to the original image in both the writing style and generation style.In addition, the generative image in the same categoryis as the original image.
The loss function of the generative and discriminative models is the main reference in the network. The loss function of the generative model tends to be the smallest transformation in the process of training. It can be found in the formula min G log(1 − D(G(z|y)) ). The generative image of the generative model is to be close to the real image set,and the loss function is toward the negative direction. The goal is to make the difference between the generative image and the real image smaller. In the same way, the direction of the discriminative model change can be analyzed.
In the experiment, the change in the loss function is depicted in a trend chart, as shown in figures 12 and 13. The loss function of the generative model is gradually decreasing, and the loss function of the discriminative model is gradually increasing, which means that both of the models have different degrees of improvement in the simulation degree and distinguishing degree of their existing data. This situation is beneficial to the whole model. At the same time, the two models gradually converge and shrink to a certain value, which means that the whole model is close to the existing data set, and the training can be stopped.
As we can see from the loss function variation diagram of the discriminative model in figure 14 , the variation value of the discriminative model's loss function rises from 0.15. During the initial process, the rise speed is very fast. As the number of iterations increases, the value of the loss function stabilizes at approximately 0.8 and it does not change for a long time.This result indicates that the loss function of the discriminative model reaches its extreme value. Analyzing the change in figure15 of the generative model's loss function,we can see that the generative model to generative images in the initial iteration is very unstable. It ranges from 3 to 4.5, and then,the loss function begins to decline until reaching the stable value of 3.5. After 500 iterations, the loss function remains near 3.5 and no longer changes. This situation indicates that the whole model reaches its extreme value. 
C. EXPERIMENT EVALUATION INDEX
(1)PSNR index Peak signal to noise ratio(PSNR)is an objective standard for image evaluation. The formula for the PSNR method is shown in formula 3;the units of PSNR is dB;and Most Significant Bit(MSE) represents the mean variance between the original image and the existing image. The universal benchmark is 30dB, and image degradation below 30dB is obvious.
PSNR is an objective measurement method for image quality, and its score results are almost consistent with human eye detection methods. However, in some image quality tests, the content represented by its score level is significantly different from the sensitivity of human eyes. Additionally, PSNR scores are usually higher, while the perception is poor during human eye observation. Usually, after image compression, the output image is different in some way from the original image. (2)Human eye detection experiment design Because PSNR is a machine comparison method, it still cannot be compared with what the human eye sees. There is still a certain difference between human eyes, and it is possible an image with a good PSNR value does not have a good feeling in human subject perception. Therefore, this paper designed a set of human eye detection methods to detect the effects of the generated image and the misjudgment of the generated image. Ten mixed images were randomly selected from the generative and original images. The volunteers were tested by judging the source of the image. If the correct image source was determined, the correct rate was included. If the judgment was wrong, the error rate was included.If the error rate for the generative image was high, it was proven that the generative image was better.
The correct and error rates of the real image were 66.67% and 33.33%,respectively. The correct rate of the generative images was 16.67%,and the error rate was 83.33%.These results show that the human eye has a weak ability to recognize the effect of the generated image, which proves that the effect of the generative image is better.The results are shown in tables 4-6.
D. EXPERIMENT ANALYSIS
An image generation experiment was conducted using MNIST data set [35] , and the experimental results are shown in figure 16 . Whether in the MNIST data set or in the ancient character image dataset, the GAN overfits very easily. This situation is also inevitable in other models of deep learning. In the training process, few image data,and image content that is too simple, can lead to overfitting of the model. At present, there are mainly two methods to solve the overfitting problem in deep learning methods [36] :
1. We can increase the training data to expand the existing training and test data sets.
2. We can reduce the number of network layers, and avoid the situation where the network's fitting equation covers all the training data due to network layers that are too deep.
In addition, it can be seen from the case in Table 3 that the image generated by the experiment gradually becomes clearer as the number of iterations increases. In addition, the image after 500 iterations tends to be basically stable with a high PSNR value. At the same time, it can be seen from Tables 4-6 that the error rate of the human eye for generative images is high, which proves that the image generated by the CGAN is excellent and that human eyes were not able to distinguish images from the real data or from the generative data.
V. CONCLUSIONS
Based on the combination of CPS and smart terminal, we establish a CGAN calculation model for the incomplete images of Yi ancient books and literature. Then we obtain the better experimental results by entering incomplete images as the additional information based on the CGAN. Through the analysis of the results, the method is in line with the application field of character images in ancient books,it has a higher detection accuracy than other methods. This crossplatform and cross-network real-time control CPS data mode is not only the combination of virtual and entity, but also the realization of data-centric data services. In addition, the smart terminal system construction solution provided in this paper contributes to the intelligent development of library.Smart terminal technology is a platform to effectively display the digital protection of library. This platform can be combined with image restoration technology applications. The goals of this measure not only to integrate deep learning with the CPS, but also to achieve smart service, technology sharing and knowledge sharing. It is of great significance to the ancient literature research workers. The digital protection of the ancient books of Yiwen is a long-term and significant work. We should make full use of existing resources to build a complete digital database of ancient Chinese texts and contribute to the cultural heritage of the Chinese nation. 
