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Resum– En aquest treball, es plantejara` la construccio´ i estudi d’una plataforma que permeti
realitzar l’ana`lisi d’una nova metodologia per a la deteccio´ d’imatges modificades, basada en la
combinacio´ de l’estrategia Divide And Conquer, utilitzan xarxes neuronals i les caracterı´stiques de
les imatges.
Paraules clau– Machine Learning, xarxa neuronal experta, DenseNet 169, Cloud, Platafor-
ma, Big Data, processament de dades, caracterı´stiques de les imatges.
Abstract– In this project, the construction and study of a platform will be proposed to allow the
analysis of a new methodology for the detection of modified images, based on the combination of the
emph Divide And Conquer strategy, using neural networks trained with the properties of the image.
Keywords– Machine Learning, expert neural net, DenseNet 169, Cloud, Platform, Big Data,
Data processing, image property
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1 INTRODUCCIO´
AQUEST treball, realitzara` una ana`lisi sobre l’efecti-vitat en la deteccio´ d’imatges modificades a partirde la combinacio´ de diferents xarxes neuronals en-
trenades nome´s amb una caracterı´stica de cada imatge.
Sorgeix aquest projecte a partir del fet que en la societat
actual e´s usual l’acte de modificar imatges, tant sigui
per motius este`tics, amb aplicacions com Instagram o
Snapchat, o per motius legals, com podria ser la pixelacio´
de zones sensibles en una imatge, o per augmentar el
rendiment en aplicacions com podrien ser les te`cniques de
su´per mostreig utilitzant machine learning [1], etc.
Com s’ha pogut veure amb els exemples, el fet que sigui
tan comu´ l’u´s d’aquestes te`cniques les ha portat a una
evolucio´ i perfeccio´ del seu rendiment on, un ull inexpert
podria confondre una imatge real amb una imatge retocada.
Per tant, vista l’evolucio´ en les te`cniques de modificacio´, en
aquest treball es busca replantejar les te`cniques de deteccio´
d’imatges manipulades.
El plantejament general del treball esta` enfocat tant
en la construccio´ de la plataforma basada a l’algoritme
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Divide and Conquer [2] combinat amb les tecnologies
de Machine Learning, com amb les ana`lisis dels resultats
obtinguts de les mateixes xarxes neuronals.
S’ha escollit l’algoritme Divide and Conquer perque`
permet realitzar la segu¨ent interpretacio´ de les xarxes
neuronals:
Es posa el cas en que` s’esta` mirant una mateixa imatge,
per a detectar si ha estat modificada davant dels segu¨ents
especialistes: un te`cnic d’il·luminacio´, un esceno`graf, un
foto`graf i un editor d’imatges.
Cadascu´ es fixara` en les caracterı´stiques que me´s coneix
i podra` aportar una apreciacio´ molt me´s precisa que si
pregunte´ssim tot a una mateixa persona.
A me´s a me´s, s’incorporen les tecnologies de Machine
Learning perque` ens permet implementar els rols que s’han
esmentat anteriorment, on cada xarxa neuronal representara`
a un dels experts anteriors i la seva especialitzacio´ sera`
una de les caracterı´stiques que extraurem de la imatge,
de manera que cada xarxa neuronal aportara` la seva visio´
experta sobre la imatge i en conjuncio´ de totes les xarxes
expertes en treure’m un resultat que sera` el veredicte.
D’aquest escenari sorgeixen les segu¨ents teories que des-
mentirem o verificarem en el treball: Una xarxa neuronal
que presenta un bon rendiment en la classificacio´ d’imatges
es comportara` tambe´ de manera correcta nome´s amb una
caracterı´stica de les imatges?, I diverses xarxes neuronals
expertes donen millor rendiment que una sola xarxa
neuronal?
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2 OBJECTIUS
L’objectiu principal del projecte e´s realitzar una plataforma
modular, basada en la filosofia de Divide and Conquer, que
a trave´s de les caracterı´stiques de les imatges sigui capac¸
d’entrenar diferents xarxes neuronals expertes en cada
una de les caracterı´stiques, amb el fi de realitzar un estudi
sobre la influe`ncia de l’extraccio´ de caracterı´stiques de les
imatges per a la deteccio´ d’imatges modificades.
En ser un objectiu principal tan complex, i amb l’ob-
jectiu d’obtenir una ana`lisi qualitatiu, s’ha ramificat en
dues branques, descrites a continuacio´.
2.1 Ana`lisi
Aquest subobjectiu es focalitzara` en l’ana`lisi de les carac-
terı´stiques i al corresponent rendiment en xarxes neuronals
expertes.
Els objectius principals que s’han establert per a l’ana`lisi
de les caracterı´stiques so´n els segu¨ents:
1. Ana`lisi de la zona de confort en les xarxes neuro-
nals: Se suposa la segu¨ent premissa:
Les caracterı´stiques de les imatges so´n reinterpretaci-
ons o abstraccions de porcions, o no, d’una mateixa
imatge, i les xarxes neuronals aconsegueixen extraure
caracterı´stiques de porcions d’imatges.
Establertes aquestes concepcions, l’objectiu en qu¨estio´
focalitzara` en desmentir o verificar si una xarxa neuro-
nal que do´na un bon resultat en la classificacio´ d’imat-
ges donara` tambe´ un bon resultat en la classificacio´ de
les caracterı´stiques d’una imatge.
2. Divide & Conquer: Aquest subobjectiu ve directament
inspirat de l’algoritme Random Forest, on es buscara`
principalment verificar l’efectivitat entre diferents xar-
xes neuronals comparades amb una u´nica xarxa neuro-
nal.
3. Rendiment de diferents caracterı´stiques: A causa
del fet que es realitza una xarxa neuronal experta per
caracterı´stica, en aquest subobjectiu es realitzara` un
estudi sobre quines caracterı´stiques han aportat un mi-
llor resultat en els experiments.
4. Estudi de la informacio´: Les caracterı´stiques suposen
eventualment o una transformacio´ directa de la imatge,
o una reduccio´ en la informacio´ resultant. Per exem-
ple, unes caracterı´stiques com podria ser un histogra-
ma, suposen una pe`rdua en la informacio´ molt me´s
noto`ria, que no la que suposa la caracterı´stica de la
lumina`ncia.
Per tant, en aquest objectiu es realitzara` una ana`lisi so-
bre la repercussio´ que suposa la pe`rdua d’informacio´
respecte al comportament de les xarxes neuronals ex-
pertes.
2.2 Construccio´
En aquest subobjectiu es focalitzara` en els objectius refe-
rents a la construccio´ de la plataforma per se:
1. Big Data: L’estructura de la plataforma que es cons-
truira` ha de permetre el processament de grans vo-
lums de dades. Recordar que el processament que es
realitzara` per cada imatge e´s, extraccio´ de diferents
caracterı´stiques, entrenament i prediccio´, si no s’es-
tableix una estructura que permeti un emmagatzema-
ment lo`gic i no s’estableix un control de les dades,
es tindra` com a consequ¨e`ncia el fet de duplicats de
memo`ria i de repeticio´ de processos d’alt cost com-
putacional com e´s el ca`lcul de l’extraccio´ de les carac-
terı´stiques d’una imatge.
Per tant, aquest objectiu focalitzara` en la creacio´ d’una
plataforma que consideri en tot moment els actes re-
alitzats anteriorment per tal d’evitar duplicats tant de
processos com de fitxers en memo`ria.
2. Desacoblament: El fet del coneixement dels tres
a`mbits que es toquen en aquest projecte: flux de dades,
extraccio´ de caracterı´stiques i entrenament de xarxes
neuronals expertes, pot resultar complex per a un futur
desenvolupador i consequ¨entment generar una distrac-
cio´ de l’objectiu principal.
Per tant, aquest objectiu focalitzara` en facilitar la feina
dels desenvolupadors que simplement vulguin modifi-
car un dels a`mbits a partir de realitzar una plataforma
que desacobli al ma`xim aquests a`mbits.
3. Modularitat: Com s’ha explicat anteriorment, el fet
de realitzar una extraccio´, o un entrenament te´ un cost
computacional i en temps elevat, i la majoria d’execu-
cions simplement serviran per realitzar proves sobre el
codi desenvolupat.
Per tant, aquest objectiu focalitzara` en realitzar una
plataforma que permeti de manera simple l’execucio´
de la porcio´ o l’a`mbit que es desitgi.
4. Base: Aquest projecte realitza la tasca de construir la
plataforma i de realitzar un primer estudi sobre les ca-
racterı´stiques de les imatges, pero` aquest objectiu fo-
calitza en realitzar una plataforma gene`rica, una ba-
se, que faciliti l’estudi de futurs projectes, que per tant
proporcionin un coneixement me´s precı´s referent a les
caracterı´stiques de les imatges i les xarxes neuronals
expertes.
3 ESTAT DE L’ART
Aquest projecte es basa en quatre pilars conceptuals: Divi-
de & Conquer, caracterı´stiques de les imatges, xarxes neu-
ronals, i Big Data.
En l’estudi previ al treball, no s’han trobat treballs anteriors
que combinin o presentin estructures similars a la planteja-
da al projecte, pero` tan bon punt separem els conceptes i els
analitzem individualment ens trobem amb una quantitat de
treballs que ens han perme`s establir la bases. Per tant, per
a realitzar un informe sobre l’estat de l’art del projecte, es
realitzara` de manera individual per a cada pilar.
3.1 Divide & Conquer
Com s’ha explicat anteriorment en aquest treball s’uti-
litzen una estrate`gia basada en la combinacio´ de Divide
& Conquer [2] i Random Forest [3]. D’aquestes dues
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estrate`gies se n’extreu finalment la teoria que es tradueix
en, convertir la feina que realitzava una xarxa neuronal
entrenada amb imatges classificades en mu´ltiples xarxes
neuronals entrenades amb nome´s una caracterı´stica.
De manera que referent a Divide & Conquer estem divi-
dint la tasca i la complexitat de la classificacio´ en mu´ltiples
xarxes neuronals expertes, i referent a random forest,
podem construir xarxes neuronals me´s especifiques i me´s
simples, ja que el veredicte final el donara` la combinacio´
de totes.
Finalment, per ser exactes amb la teoria de l’algoritme
de random forests, s’haurien de realitzar multitud d’arbres
(l’equivalent al treball so´n les xarxes neuronals) simples i
aleatoris en estructura (profunditat) de manera que perme-
tessin obtenir un veredicte correcte a partir de la combi-
nacio´, pero` com el projecte focalitza en realitzar un estudi
tambe´ sobre la pe`rdua d’informacio´ i el rendiment de les
caracterı´stiques, el fet de realitzar xarxes neuronals amb
inicialitzacio´ i construccio´ aleato`ria, afegia complicacions
i resultats dispersos per a l’ana`lisi en qu¨estio´.
3.2 Caracterı´stiques de les imatges i dataset
Per a la realitzacio´ de l’estudi de les caracterı´stiques de
les imatges, s’ha buscat primer quines caracterı´stiques es
podien extraure de les imatges i quin era el procediment
d’extraccio´ de les mateixes [4].
Aquest proce´s anava directament relacionat amb la recerca
d’informacio´ sobre projectes anteriors que combinessin
aquests dos conceptes, amb l’objectiu de validar i contrastar
els resultats, malauradament no s’han trobat treballs de
qualitat suficient per a basar una ana`lisi sobre aquests.
Aquestes caracterı´stiques han de ser extretes d’un
dataset d’imatges classificat per imatges verdaderes i
falses, a me´s a me´s, ha de permetre saber sobre quines
modificacions s’han aplicat a cada imatge per saber amb
quina modificacio´ cada xarxa neuronal obte´ un rendiment
millor.
El dataset [5] compleix amb els requeriments establerts, ja
que disposa d’una estructura amb les imatges originals i les
imatges modificades estructurades en carpetes diferents.
Referent a la eleccio´ del dataset, s’ha escollit el dataset
[5], perque` realitza diferents modificacions a cada imatge i
aquestes estan documentades, de moment que es podra` es-
tudiar sobre quines modificacions cada xarxa neuronal ex-
perta presenta un millor resultat.
Les modificacions del dataset son:
• orig: Imatges originals, sense modificacions.
• nul: Copia directa d’una porcio´ de la imatge.
• lnoise: Imatge amb l’afegit de soroll Gaussia`.
• rot: Rotacio´ de la imatge
• scale: Augmentacio´ de parts de la imatge.
• cmb: Combinacio´ de les modificacions anteriors.
• multi paste: Porcions d’imatge copiades i enganxades
multiples vegades.
3.3 Xarxes neuronals
Actualment, hi ha una gran multitud de treballs sobre xarxes
neuronals i el rendiment d’aquestes. Un dels objectius prin-
cipals era el de realitzar una ana`lisi per a verificar o desmen-
tir si una xarxa neuronal amb bon rendiment en classificacio´
tindria un bon rendiment amb nome´s les caracterı´stiques.
Per assolir aquest objectiu, es va realitzar una cerca referent
a les xarxes neuronals que presenten millor rendiment res-
pecte a la classificacio´ d’imatges [6].
Finalment, es va concloure que s’utilitzaria la xarxa neuro-
nal DenseNet169 [7], gra`cies als bons resultats en la clas-
sificacio´ d’imatges i a la fa`cil implementacio´ gra`cies a la
llibreria Keras [8].
3.4 Big Data
Referent als objectius sobre el processament i emmagatze-
mament de dades, es va realitzar un estudi sobre quines eren
les eines amb les quals es construiria la plataforma. Els ob-
jectius principals en la cerca eren trobar una plataforma de
ra`pid desplegament i posada en marxa que permetis realit-
zar insercions i un control del flux de dades.
Finalment, s’ha optat per l’u´s d’eines en el Cloud, ja que
permeten obtenir de manera fa`cil i rapida una implementa-
cio´ per al control tant d’emmagatzemament com de moni-
toratge del flux de dades i de les ma`quines virtuals, fet que
ens permetra` cone`ixer en tot moment on s’estan ocasiona’n
problemes en la plataforma.
4 METODOLOGIA
Per a la realitzacio´ d’aquest projecte, e´s essencial el
coneixent en tot moment de quina tasca s’esta` realitzant i el
perque` d’aquesta tasca. Per a respondre a aquests dubtes,
a continuacio´ s’explicara` tant la metodologia que s’ha
seguit pel desenvolupament de cada tasca com l’estructura i
eines que s’han utilitzat per a la implementacio´ del projecte.
4.1 Model incremental
El model de desenvolupament de projectes que me´s s’ade-
qua a les necessitats e´s, el model incremental [9].
Aquest model de desenvolupament permet a cada iteracio´
donar un resultat o una imatge del projecte, que s’anira` per-
feccionant i complementant a mesura que passin les iteraci-
ons. Es va descartar l’u´s d’una metodologia com el desen-
volupament en cascada [10] perque` hi haura` modificacions
en la implementacio´ del model inicial de manera frequ¨ent,
a causa del fet que la majoria de les tasques comporten
un estudi de les eines i una adaptacio´ de l’estructura per
a adaptar-les en la plataforma.
El model incremental requereix dues etapes principals: eta-
pa d’inicialitzacio´, que es basara` en la construccio´ d’una
primera estructura de la plataforma completa, on nome´s hi
haura` els mo`duls definits, i una etapa d’iteracio´, on es re-
alitzara` tant la implementacio´ de cada mo`dul com l’estudi
i construccio´ de cada caracterı´stica i la consegu¨ent xarxa
neuronal.
Les etapes del desenvolupament, es poden trobar en el
Gannt de l’ape`ndix.
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4.2 Estructura i eines
A continuacio´ s’explicaran quines han estat les eines i
recursos utilitzats per a la realitzacio´ dels experiments i
construccio´ de la plataforma.
Referent a l’entorn de programacio´, s’ha utilitzat el
llenguatge de programacio´ Python amb la complementacio´
de les llibreries tant de modificacio´ i tractament de matrius
Numpy, com de tractament d’imatges OpenCV, com les
llibreries referents a la creacio´ de les xarxes neuronals,
Tensorflow i Keras [8].
Aquesta decisio´ d’entorn ha estat escollida gra`cies a la
ra`pida implementacio´ que disposa el llenguatge de progra-
macio´ Python i a la facilitat en la cerca d’informacio´ gra`cies
a l’activitat constant en les comunitats de desenvolupadors
de les mateixes eines.
El desenvolupament d’una plataforma d’aquesta com-
plexitat suposa directament la necessitat de l’u´s d’una eina
de control de versions, ja que es vol evitar en qualsevol
etapa del desenvolupament la pe`rdua o necessitat de
re-implementacio´ de parts programades.
Gra`cies a la fa`cil implementacio´ i al coneixement previ de
l’eina, s’ha utilitzat un repositori de GitHub, que permet,
en cas de necessitat de rollback, retrocedir a commits
anteriors i tenir un control constant de quins so´n els treballs
modificats, per qui han estat modificats i per quin motiu
han estat realitzats.
Una vegada establert l’entorn de programacio´, s’ha d’e-
xecutar. Per a realitzar l’execucio´ es necessitara` un clu´ster
que disposi de com a mı´nim una GPU per a executar la xar-
xa neuronal DenseNet169 [7] amb Tensorflow.
A causa de la dificultat en la configuracio´ de les llibreries
de CUDA necessaries per a executar TensorFlow i que uti-
litzi la GPU de manera correcta, s’ha optat per l’u´s d’una
insta`ncia de Google Compute Engine amb la imatge perso-
nalitzada de TensorFlow [11].
Per a l’emmagatzemament de les dades i control de les da-
des s’ha utilitzat un Bucket de Google Cloud Storage com-
plementat amb una estructura de taules a BigQuery.
5 CONSTRUCCIO´ DE LA PLATAFORMA
En aquest apartat del treball, es realitzara` un estudi sobre
la plataforma construı¨da, especificant quines han estat les
millores i solucions per a assolir els objectius.
Durant aquest desenvolupament s’han generat dues versi-
ons de la mateixa plataforma, de manera que per entendre
el resultat final, s’explicara` primer l’estructura de la
primera iteracio´ de la plataforma, els problemes trobats
amb aquesta, i finalment s’explicara` com s’han solucionat
aquests problemes amb la segona iteracio´ de la plataforma.
5.1 Primera iteracio´: treballs locals
5.1.1 Procediment
Com s’ha definit en apartats anteriors del projecte i com es
pot veure a la figura 1, per cada imatge se n’ha d’extreure
les caracterı´stiques, aquestes s’han de guardar els resultats,
i finalment, entrenar per cada caracterı´stica la corresponent
xarxa neuronal experta, complint amb un disseny modular
i gene`ric.
En la primera iteracio´ el proce´s a seguir era el segu¨ent:
Primer de tot es realitza un proce´s de neteja i construccio´
de l’estructura del dataset, aquest proce´s permet establir
unes bases de conveni per al tractament del dataset. Gra`cies
a aquest conveni en l’estructura, sabem que a nivells infe-
riors de cada capeta, tenim directament les imatges a les
quals se’ls hi ha aplicat la modificacio´ especificada en el
nom de la carpeta, com es pot veure a la figura 12. Aquest
proce´s nome´s s’executara` una vegada per canvi de dataset.
Realitzada aquesta tasca, els procediments descrits a
continuacio´ s’executaran mu´ltiples vegades, sigui per
execucions d’experiments o per estudiar el comportament
de les parts desenvolupades.
A me´s a me´s, i complint amb l’objectiu de modularitat cada
part descrita a continuacio´ pot ser executada per separat,
nome´s necessitara` el treball que especifiqui la informacio´
de l’execucio´ del bloc anterior. Per exemple, l’extractor de
caracterı´stiques necessita que se l’hi especifiqui el treball
que conte´ la informacio´ del Dataset generat.
Despre´s de realitzar la construccio´ de l’estructura del da-
taset, s’ha de construir el dataset que es vol utilitzar, aquest
acte es tradueix en l’activitat de seleccionar quines i quan-
tes imatges desitgem enviar a l’extractor de caracterı´stiques.
La construccio´ del dataset ha estat implementat per
assolir l’objectiu de modularitat: s’ha de permetre i facilitar
les tasques d’un futur desenvolupador de seleccionar nome´s
les imatges que desitgi. En consequ¨e`ncia s’esta` assolint
l’objectiu referent a l’optimitzacio´ tant de temps com de
cost computacional.
Per exemple, es te´ un dataset amb imatges modificades
de classe ModifA, ModifB i ModifC, si nome´s es volen
extraure les imatges de ModifB perque`, per exemple, les
imatges de ModifA ja han estat extretes i de moment les
imatges amb ModifC no interessa extraure-les, simplement
s’ha d’especificar al constructor del dataset que busquem
extraure les caracterı´stiques de ModifB.
El resultat d’aquesta execucio´, com es pot veure a la
figura 2 es guardara` en un fitxer i el qual sera` utilitzat per
l’extractor de caracterı´stiques.
Seguidament, l’extractor de caracterı´stiques, rebra` com
a informacio´ dos conjunts d’informacio´: imatges que ha
d’extraure i quines caracterı´stiques ha d’extraure de cada
imatge.
Gra`cies a aquesta inicialitzacio´ el disseny esta` assolint,
tambe´, l’objectiu de modularitat, ja que el desenvolupador
final nome´s ha d’especificar quines imatges desitja i quines
caracterı´stiques desitja extraure.
L’execucio´ que realitzara` l’extractor e´s realitzar la tasca de:
reco´rrer totes les imatges especificades en el dataset, i per
cada imatge extreure les caracterı´stiques que s’han especi-
ficat tambe´.
En la construccio´ de la plataforma s’ha especificat
l’objectiu principal de ma`xim desacoblament entre la
implementacio´ d’una caracterı´stica i el funcionament de
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Fig. 1: Estructura gene`rica del flux de dades de la plataforma.
Fig. 2: Estructura del flux de dades en la construccio´ del
dataset en la primera iteracio´.
l’extractor de caracterı´stiques, per a aconseguir aquest
objectiu s’ha establert un sistema de call backs que aı¨lla la
implementacio´ de l’extractor, de les caracterı´stiques per se.
La qualitat de l’aı¨llament aconseguit converteix la com-
plexa tasca d’afegir un mo`dul a un programa tancat a tres
tasques simples:
Si un desenvolupador vol programar una nova caracterı´stica
que extragui, per exemple, la transformada de Fourier d’una
imatge haura` de, primer definir una funcio´ en un fitxer
especı´fic, com es pot veure en l’annex, on com a entrada ha
de tenir una imatge i de sortida una matriu bi-dimensional,
definir un objecte on s’especifica el nom de la caracterı´stica
i el callback a la funcio´ desenvolupada i afegir-lo en un
diccionari especı´fic, finalment per provar la caracterı´stica
nome´s ha d’executar la plataforma especificant el nom
establert per a la caracterı´stica.
Per darrere el que s’esta` realitzant e´s un diccionari d’objec-
tes, amb la informacio´ de cada caracterı´stica, indexat per
nom, amb el resultat que, quan s’especifiquen X noms de
caracterı´stiques, l’extractor reco´rrer el diccionari gene`ric i
executa el callback especificat.
Les caracterı´stiques extretes es guardaran cada una en fitxer
i es generara` un fitxer amb les caracterı´stiques extretes en
aquesta execucio´.
Finalment, amb les xarxes neuronals es tindra` un proce´s
similar a l’extractor de caracterı´stiques, el qual s’explicara`
amb me´s detall en l’apartat de xarxes neuronals. En
lı´nies generals, es generaran totes les xarxes neuronals i
s’entrenaran amb les caracterı´stiques que indiquem, quan
hagin finalitzat l’entrenament, es guardara` l’estat de la
xarxa neuronal i es realitzaran les prediccions de cada valor
especificat en el dataset, sigui del conjunt de train o de test.
Aquestes prediccions realitzades es guardaran en un fitxer.
5.1.2 Problemes
Com es pot veure en l’apartat anterior, per a cada execu-
cio´ es generen N treballs, en N carpetes i aquest fet genera
ra`pidament quatre problemes principals:
• Complexitat: El fet de gestionar estructures de carpe-
tes complexes on per cada execucio´ es generen fitxers,
complica de manera significativa el proce´s tant de cer-
ca com de control de les dades que es tenen.
Per exemple, com s’ha explicat anteriorment per a ca-
da extraccio´ de caracterı´stiques es genera un fitxer amb
les dades extretes, el fet de tenir un fitxer per execucio´
es controla posant com a nom del fitxer un timestamp
i situant aquest fitxer en la carpeta de la caracterı´stica
extreta, de manera que, per exemple, en una execucio´
de l’extraccio´ de la caracterı´stica CarA de la imatge
A, s’ha de reco´rrer tots els fitxers de la carpeta CarA
en cerca de la imatge A, per comprovar si s’ha extret
anteriorment.
• Memo`ria: A causa del fet que sigui tan complex te-
nir un control en tot moment de les tasques realitzades
pre`viament, i d’haver de realitzar una cerca costosa per
imatge, no es realitzava en la majoria d’execucions el
control de duplicats. O`bviament, aquest fet ocasionava
directament un problema de duplicats per execucio´.
A me´s a me´s, i de manera independent, al problema
de la complexitat en l’extraccio´ de caracterı´stiques es
generen una quantitat de dades que pot ocasionar pro-
blemes d’emmagatzemament.
Per exemple, si extraiem les caracterı´stiques A, B i C
que no presenten pe`rdua d’informacio´, com pot ser
HSV, per a 500 imatges de volum 50Mb, s’estan ge-
nerant: 50Mb * 500 imatges * 3 caracterı´stiques = 75
Gb en una sola execucio´.
• Temps: Tambe´ ocasionat per la falta de control de
duplicats, es repeteixen processos d’extraccio´ de d’i-
matges, fet que causara` repetir tant el cost en temps
com el cost computacional en l’extraccio´ de X carac-
terı´stiques per a Y imatges.
• Explotacio´: El fet de gestionar amb diferents arxius i
de no disposar d’una base de dades, l’explotacio´ dels
resultats obtinguts s’hauria de fer manual, i vista la
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complexitat en la estructura de les carpetes suposa un
cost tant en temps de desenvolupament com d’execu-
cio´ molt elevat, per cada gra`fica a extraure.
Una vegada la primera iteracio´ de la plataforma va estar
construida i en funcionament, es va estudiar si assolia o no
els objectius plantejats. Vistes les complicacions i proble-
mes obtinguts, es va realitzar un estudi per a disminuir els
problemes presents i complir amb els objectius inicials.
5.2 Segona iteracio´: Cloud
En aquesta segona iteracio´ de la plataforma s’ha establert
com a objectiu resoldre els problemes de la primera
iteracio´ de la plataforma i aconseguir complir amb els
objectius principals establerts sobre la plataforma, explicats
anteriorment.
Com es pot veure en la figura 3, el flux de dades i el
procediment que seguiran les imatges e´s molt similar al
disseny establert en la iteracio´ 1, pero`, per assolir els
objectius, en la segona iteracio´ s’ha substituı¨t tot el sistema
de fitxers i emmagatzemament local per tecnologies Cloud.
Com es pot veure en la figura 3, la gestio´ del control d’ac-
cions realitzades pre`viament, ja no esta` realitzat per un sis-
tema de fitxers, sino´ que ara s’utilitza una base de dades,
BigQuery. Per a realitzar el control de les accions realitza-
des s’ha creat a BigQuery un dataset amb 3 taules:
1. image dataset: E´s una taula dedicada a guardar la
informacio´ del dataset, cada entrada representa una
imatge del dataset.
Gra`cies a tenir aquesta taula, independentment d’on
localitzem les imatges, s’obte´ un control absolut de les
imatges amb una simple consulta, ja no s’han de con-
sultar les anteriors execucions per buscar una imatge
concreta.
2. image properties: E´s una taula dedicada a guardar la
informacio´ de les caracterı´stiques extretes, cada fila re-
presenta una caracterı´stica extreta i conte´ informacio´
de la mateixa com per exemple quin ha estat el me`tode
d’extraccio´, on esta` guardada, i les caracterı´stiques de
la imatge de la qual prove´.
De similar manera que en el punt anterior, gra`cies al
coneixement a trave´s d’una simple consulta a la base
de dades el control de duplicats e´s molt me´s simple i
viable en execucio´.
3. predictions: E´s una taula dedicada a guardar la in-
formacio´ referent a les prediccions realitzades per les
xarxes neuronals expertes, cada insercio´ a la taula fa
refere`ncia a la informacio´ relacionada a la prediccio´
d’una caracterı´stica d’una xarxa neuronal.
Gra`cies a tenir emmagatzemat en una base de dades les
prediccions, aquestes les podem explotar amb eines de
Business Inteligence com per exemple Data Studio.
A me´s a me´s, com es pot veure en el diagrama 3, s’uti-
litzen la tecnologia de Google Cloud Storage, amb aquest
afegit, s’obtenia l’avantatge de tenir el dataset distribuı¨t i
plantejava tambe´ la solucio´ a l’emmagatzematge de les ca-
racterı´stiques, permeten aixı´ l’execucio´ de la plataforma en
computadors que no disposin de tanta memo`ria.
Aixı´ doncs, gra`cies a les millores realitzades en afegir
aquestes tecnologies, s’han aconseguit assolir els objectius
establerts i minimitzar els problemes ocasionats en la pri-
mera iteracio´ de la plataforma.
6 XARXES NEURONALS EXPERTES
En aquest apartat s’explicara` de manera detallada tant la
construccio´ de les xarxes neuronals com les eleccions de
les caracterı´stiques que serviran com a input d’aquestes.
6.1 Disseny
Primer de tot s’ha d’explicar com es generen les xarxes
neuronals. Complint amb els objectius establerts de
disseny, s’ha realitzat un disseny de la plataforma que
aconsegueixi el ma`xim desacoblament entre el desenvolu-
pador i la implementacio´ de la plataforma.
Les diferents xarxes neuronals han estat construı¨des, com
es pot veure en l’apartat de Expert neural net build a la fi-
gura 3, a partir d’una factoria de xarxes neuronals.
La factoria de xarxes neuronals necessita que se li especifi-
quin dos valors: les xarxes neuronals que es volen executar,
aixı´ es compleix amb l’objectiu de modularitat, i el dataset
que es vol utilitzar, aixı´ tambe´ es compleix amb l’objectiu
de control de les dades.
Una vegada inicialitzat, la factoria retornara` una llista amb
xarxes neuronals expertes, amb les quals s’hauran de rea-
litzar les accions necessa`ries com construint la xarxa neu-
ronal, entrenar-la, ... Amb l’objectiu de poder realitzar els
experiments.
Referent a la part de la construccio´ d’una xarxa neuronal
experta, per aconseguir els objectius referents al desacobla-
ment, s’ha creat una classe abstracta, NeuralNetAbstract,
que tractara` gran part de la interaccio´ amb la llibreria de
Tensorflow.
Gra`cies a aquesta abstraccio´ s’aconsegueix estalviar temps
al futur desenvolupador, distanciant les tasques que so´n
me´s de coneixement d’una eina i les seves peculiaritats,
que d’estudi del comportament.
Aquesta classe abstracta implementa els me`todes ba`sics
d’una xarxa neuronal:
• Constructor: En aquest me`tode s’inicialitzen els va-
lors i propietats de la classe.
• set train test: En aquesta funcio´ es realitza la particio´
del dataset en els dos conjunts de dades train i test,
amb l’objectiu de validar el sistema.
• build model: En aquesta funcio´ es realitza la particio´
en train i test amb l’objectiu de poder fer tant la defi-
nicio´ com la construccio´, utilitzant el me`tode compile
de Tensorflow, de la xarxa neuronal experta.
• transform path dataset2nn input: Aquesta funcio´ no
esta` implementada per la classe abstracte, perque` s’ha
de sobreescriure per la classe fill. L’objectiu d’aques-
ta funcio´ e´s, convertir la informacio´ de cada carac-
terı´stica a una matriu que servira` com a entrada per
a la xarxa neuronal experta.
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Fig. 3: Estructura final del flux de dades de la segona iteracio´ de la plataforma.
• train: En aquesta funcio´ es realitza la funcio´ fit de Ten-
sorflow, per la qual s’entrena la xarxa neuronal.
• predict & save results En aquests dos me`todes es rea-
litza la tasca de primer, reco´rrer tot el dataset i donar
un veredicte, que es guardara` a BigQuery, i realitzar
la tasca d’avaluar el sistema comparant les prediccions
amb els valors del subconjunt de dades test.
Aquests me`todes poden ser fa`cilment sobreescrits
gra`cies al fet que presenten una baixa depende`ncia entre
els me`todes de la classe.
Com s’ha explicat, totes les funcions estan implementa-
des excepte una, transform path dataset2nn input.
En aquesta funcio´ el desenvolupador nome´s ha d’im-
plementar l’acte de convertir un dataset que conte´ la
informacio´ de les caracterı´stiques en l’input final (en forma
de matriu) per a la xarxa neuronal.
Per exemple, com es pot veure a la figura 14, el desenvolu-
pador te´ com a objectiu crear una xarxa neuronal experta
a partir de la caracterı´stica de la transformada de Fourier.
Per a realitzar aquesta tasca, nome´s ha de crear una classe
que hereti de la classe neuronal abstracta i implementar el
me´tode transform path dataset2nn input. Per assolir amb
l’objectiu que la plataforma sigui gene`rica, si un usuari vol
redefinir el model de la xarxa neuronal o la metodologia
per dividir en train i test el dataset, simplement haura` de
sobreescriure els me`todes de la classe pare.
Finalment, i com s’ha explicat anteriorment, s’ha escollit
la xarxa neuronal DenseNet169.
Per als experiments que s’han realitzat, per a obtenir uns
resultats ide`ntics en totes les execucions, en tots els factors
aleatoris, com pot ser la divisio´ en train i test, la inicialit-
zacio´ dels pesos de la xarxa neuronal, ... Estan controlats
a trave´s d’una seed, que estableix un valor el qual fara` que
tots els valors aleatoris generats a la xarxa neuronal siguin
ide`ntics.
La configuracio´ de la xarxa neuronal es pot veure a la tau-
la 1 i en els experiments realitzats, nome´s es canviara` tant
l’input com els epochs (nombre d’iteracions que realitza la
xarxa neuronal sobre el dataset, abans de finalitzar l’entre-
nament).
6.2 Caracterı´stiques escollides
En aquest apartat, s’explicaran quines han estat les carac-
terı´stiques extretes i el perque` d’aquestes.
La rao´ de l’eleccio´ de les caracterı´stiques es basa en dos
factors, que referencien directament als objectius d’estu-
di principal: Volem saber quin e´s el comportament d’una
xarxa neuronal nome´s amb una abstraccio´ d’una imatge, i
tambe´ volem saber quina e´s l’afectacio´ de la pe`rdua d’in-
formacio´.
• Original: Aquesta caracterı´stica que es veura` me´s en-
davant en gra`fiques, no e´s una caracterı´stica en si, sino´
que e´s la imatge amb RGB. Gra`cies a tenir aquesta
caracterı´stica, es pot realitzar una comparacio´ directa
amb els resultats obtinguts de la xarxa neuronal exper-
tes entrenades amb altres caracterı´stiques.
• Harris Detector: Aquesta caracterı´stica e´s l’extraccio´
de les cantonades en una imatge [12].
S’ha escollit aquesta caracterı´stica amb l’objectiu
d’estudiar el comportament de la xarxa neuronal amb
una petita pe`rdua d’informacio´ al convertir-se d’una
imatge RGB a blanc i negre, pero` realitzant una abs-
traccio´ de la imatge completament diferent.
• Fourier Transform: Aquesta caracterı´stica e´s la trans-
formacio´ d’una imatge a l’espai de les frequ¨e`ncies
[13].
S’ha escollit aquesta caracterı´stica amb el mateix ob-
jectiu que la caracterı´stica Harris Detector, pero` amb
un afegit, gra`cies a tenir dues caracterı´stiques amb abs-
traccions, es pot estudiar a trave´s de comparacions qui-
na de les dues caracterı´stiques e´s me´s eficac¸.
• HSV & YUV: Aquestes dues caracterı´stiques so´n trans-
formacions de l’espai de color de la imatge.
S’han escollit aquestes caracterı´stiques amb l’objec-
tiu d’analitzar, sı´, amb 0 pe`rdues d’informacio´, nome´s
canviant l’espai de color, les xarxes neuronals respo-
nen de manera dispar.
• Histogram: Aquesta caracterı´stica e´s l’extraccio´ de
l’histograma d’una imatge.
S’ha escollit aquesta caracterı´stica amb l’objectiu de
comprovar si amb una pe`rdua noto`ria d’informacio´ en
una caracterı´stica, la xarxa neuronal experta e´s capac¸
de donar resultats convenients.
7 RESULTATS
A continuacio´ s’explicara` en detall quins han estat els
experiments realitzats amb les xarxes neuronals expertes,
quins eren els valors esperats, i quina e´s l’explicacio´ del
comportament obtingut. Per a realitzar aquesta ana`lisi s’ha
8 EE/UAB TFG INFORMA`TICA: Deteccio´ d’imatges modificades aplicant Machine Learning
utilitzat l’eina d’explotacio´ Data Studio, ja que, gra`cies a
tenir totes les dades de les prediccions guardades a Big-
Query, l’explotacio´ d’aquestes dades e´s me´s ra`pida i simple.
L’estructura d’aquesta ana`lisi es realitzara` a trave´s de
dos punts de vista diferents: Una ana`lisi del comportament
de cada xarxa neuronal expertes, i un segon ana`lisi que fara`
refere`ncia al comportament de totes les xarxes neuronals
expertes donant un veredicte.
Com es pot veure a la taula 1, tots els experiments han
estat realitzats amb la mateixa configuracio´ pero` amb dife-
rents nombres d’epochs.
L’eleccio´ de realitzar diferent nombre d’epochs e´s degut al
fet que es vol fer un estudi del comportament d’una xar-
xa neuronal en vers a la informacio´ de l’input donat, amb
aquests tres nu´meros (i pel volum de dades amb el que s’esta`
treballant), posem en tres situacions una xarxa neuronal:
Poc entrenament (5 epochs), on es podra` veure quines so´n
les caracterı´stiques que donen resultats correctes tot hi el
baix entrenament, entrenament mitja` (40 epochs), i sobreen-
trenament (100 epochs), gra`cies a tenir aquest sobreentrena-
ment, podrem avaluar quines xarxes neuronals s’estanquen
en l’entrenament i no aprofiten els epochs extres cedits.
7.1 Ana`lisi experiments xarxes neuronals ex-
pertes
En aquest apartat del treball, s’explicaran de manera exten-
siva els resultats obtinguts de cada xarxa neuronal experta.
7.1.1 Original
En aquesta xarxa neuronal experta, simplement observant
la figura 4 podem saber quin es el comportament que
presenta.
S’observa que te´ un accuracy creixent, fet que indicaria
que esta` aprenent tot hi el sobreentrenament, pero`, si
s’observen les me`triques precision i recall es descobreix
que per culpa del baix recall, la xarxa neuronal experta
tant en sota-entrenament com en sobreentrenament no
classifica, sino´ que decideix classificar totes les imatges
com a modificades.
Si estudiem el millor estat de la xarxa neuronal experta
(40 epochs) a la figura 6, descobrim que la xarxa neuronal
experta ha presentat el millor resultat amb les imatges sense
modificacio´, seguit per les imatges amb la modificacio´ cmb
i lnoise.
7.1.2 Harris Detector i Fourier Transform
Com s’ha explicat anteriorment, amb aquestes xarxes
neuronals es tenia l’objectiu d’analitzar si amb una petita
pe`rdua d’informacio´ i realitzant una abstraccio´ de la
imatge, la xarxa neuronal experta e´s capac¸ de tenir un
comportament adequat.
Observant la gra`fica 4 podem observar que la xarxa
neuronal experta que tracta amb la transformada de Fourier
presenta un millor resultat que la que tracta amb Harris
Detector. Tambe´ s’observa que les dues xarxes neuronal
expertes milloren a l’augmentar l’entrenament, a difere`ncia
tant de la xarxa neuronal experta en original.
Analitzant en profunditat la gra`fica de l’estat de millor
rendiment de les dues xarxes neuronals 7, 100 epochs,
observem el segu¨ent: la xarxa neuronal experta en Fourier
esta` tenint un problema amb el sobreentrenament en la
modificacio´ de ”multi paste”, pero` no es rellevant degut al
fet que hi havia pocs exemplars, igualment, descobrim que
aquesta xarxa neuronal experta obte´ molts bons resultats
en totes les modificacions restants quan sobreentrenem la
xarxa neuronal, per altra banda, la xarxa neuronal experta
en la caracterı´stica Harris Detector, presenta molt bon
resultat en totes les modificacions, pero` no e´s capac¸ de
detectar les imatges sense modificacions amb un bon
resultat.
D’aquests experiments se’n pot extraure la idea que, la
pe`rdua d’informacio´ no ha estat una afectacio´ important en
la xarxa neuronal, pero` l’abstraccio´ realitzada sobre la imat-
ge sı´.
7.1.3 HSV & YUV
Amb aquestes dues caracterı´stiques, es plantejava l’ob-
jectiu de realitzar una transformacio´ a la imatge que no
suposes una pe`rdua en la informacio´, per a poder estudiar
el comportament de la xarxa neuronal experta respecte
transformacions directes.
Fent un primer ana`lisi a la figura 4, s’observa que les
xarxes neuronals expertes, a mesura que s’augmenten
el epochs presenten millors resultats, de manera similar.
Pero`, aquest fet d’unio´ en comportament es contraposa
directament amb l’ana`lisi sobre el comportament respecte
a les modificacions de les imatges en el seu millor estat,
100 epochs 7, en la figura 7 es pot observar que tot hi ser
transformacions directes, les xarxes neuronals expertes no
comparteixen resultats.
A manera de resum d’aquest experiment, se’n pot ex-
traure que tot hi ser transformacions directes sense pe`rdua
d’informacio´ de la imatge, aquestes presenten resultats dife-
rents, de manera que s’han de considerar, ja que per exem-
ple, si es vol detectar multi paste resulta me´s efectiu una
xarxa neuronal experta basada en YUV que en RGB o HSV.
7.1.4 Histogram
Amb aquesta caracterı´stica es buscava reduir al ma`xim la
informacio´ d’una imatge amb l’objectiu d’estudiar-ne el
comportament.
Els resultats esperats eren que, amb molt poca informacio´
la xarxa neuronal experta no fos capac¸ de classificar
correctament.
Sorprenentment, com es pot veure a la figura 4, aquesta
xarxa neuronal experta ha donat un resultat molt bo quant
s’ha augmentat l’entrenament, aquest fet refuta la idea
inicial de la pe`rdua d’informacio´, i presenta la teoria que
amb suficient entrenament, una xarxa neuronal experta e´s
capac¸ de donar un resultat adequat tot hi rebre un input
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Fig. 4: Gra`fica que mostra les me´triques de Accuracy, Precision, Recall i True negative rate de cada xarxa neuronal
experta subdividit en els epochs d’entrenament.
Fig. 5: Gra`fica que mostra la me`trica accuracy de cada xar-
xa neuronal experta segons els epochs entrenats.
Fig. 6: Gra`fica que mostra la me`trica accuracy de cada xar-
xa neuronal experta amb 40 epochs entrenats.
Fig. 7: Gra`fica que mostra la me`trica accuracy de cada xar-
xa neuronal experta segons amb 100 epochs entrenats.
amb poca informacio´.
Realitzant un estudi sobre el comportament en vers a les
modificacions, analitzant els resultats en el seu millor estat,
com es pot veure a la figura 7, observem que aquesta xarxa
neuronal presenta un bon resultat en la modificacio´ lnoise
pero` presenta un molt baix resultat en la deteccio´ d’imatges
modificades amb la te`cnica de multi paste.
7.2 Ana`lisi composicio´ xarxes neuronals ex-
pertes
Com es pot observar tant en la figura 9 com en la figura 8,
l’estrate`gia d’utilitzar mu´ltiples xarxes neuronals expertes
per a donar un veredicte e´s me´s efectiu independentment
de l’entrenament i de la modificacio´ a la imatge, respecte a
una sola xarxa neuronal.
Aquests experiments doncs, confirmen la teoria de la uti-
litzacio´ de mu´ltiples xarxes neuronals, conjuntament amb
la justificacio´ de la construccio´ de tota la plataforma per a
la creacio´ d’aquestes.
8 CONCLUSIONS
Com a resum i tancament del projecte, s’ha construı¨t una
plataforma que ha complert amb tots els objectius esta-
blerts i que ens permet respondre a les preguntes inicials
plantejades amb el support dels resultats dels experiments
realitzats en la mateixa plataforma construı¨da.
Respecte a l’ana`lisi del comportament d’una xarxa
neuronal que do´na un bon resultat en la classificacio´ d’i-
matges en vers a nome´s les caracterı´stiques d’una imatge,
s’ha pogut extreure la conclusio´ que, independentment
de la pe`rdua d’informacio´ per la caracterı´stica amb la
qual l’entrenem, mentres aquesta xarxa neuronal experta
obtingui suficient temps d’entrenament per adaptar-se a
aquesta caracterı´stica, donara` bons resultats.
Per altra banda, cal remarcar que no totes les carac-
terı´stiques tot hi ser similars o equivalents en informacio´,
com un canvi d’espectre de color, aportaran un mateix
rendiment a la xarxa neuronal experta, per tant es bo´ re-
alitzar un estudi sobre caracterı´stiques similars en concepte.
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Fig. 8: Comparacio´ dels resultats, subdividits en epochs i per modificacio´ d’imatge, entre la estrategia d’utilitzar mu´ltiples
xarxes neuronals (combined), contra utilitzar una u´nica xarxa neuronal (Single).
Fig. 9: Gra`fica que mostra la mitjana de la me`trica accuracy
en, Single, utilitzant nome´s una xarxa neuronal experta que
te´ com a input la imatge RGB, i Combined, que e´s la com-
binacio´ de les xarxes neuronals expertes de les propietats:
Fourier Transform, Original, HSV, YUV, Harris Detector i
Histogram
Respecte a la hipo`tesi del rendiment en vers a la deteccio´
d’imatges modificades entre mu´ltiples xarxes neuronals ex-
pertes i una xarxa neuronal gene`rica, s’ha pogut verificar
que, mu´ltiples xarxes neuronals expertes entrenades amb
caracterı´stiques de les imatges aconsegueixen un millor re-
sultat que una sola xarxa neuronal gene`rica que te´ com a
entrada la imatge en si, tot hi compartir estructura i temps
d’entrenament.
Aquesta afirmacio´ porta directament a la reconsideracio´ de
la utilitzacio´ de les xarxes neuronals: potser per a millorar el
rendiment de les xarxes neuronals, no s’ha de focalitzar en
els para`metres d’aquesta, sino´ en quantes xarxes neuronals
expertes tenim, i que n’opinen aquestes.
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Fig. 10: Gannt referent a totes les tasques realitzades en el projecte
Fig. 11: Exemple de las diferents modificacions d’una imatge dintre del dataset.
Fig. 12: Sortida per consola de la llibreria tree on es mostra la difere`ncia d’estructures d’arxius del dataset [5], a la imatge
de la dreta e´s abans d’aplicar el la construccio´ del dataset, i a l’esquerra despre´s, podem observar que a la imatge de
l’esquerre es compleix el conveni establert.
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def f o u r i e r t r a n s f o r m ( img ) :
g ray img = g e t g r a y i m a g e ( img )
f f t = np . f f t . f f t ( gray img , norm=” o r t h o ” )
re turn f f t . a s t y p e ( f l o a t )
Fig. 13: Exemple de funcio´ que extreu la caracterı´stica de la transformada de Fourier, d’una imatge passada per para`metre.
c l a s s FourierNN ( n n a b s t r a c t ) :
def i n i t ( s e l f , c s v f i l e n a m e , t imes tamp , s a v e m o d e l o u t p u t p a t h ) −> None :
super ( ) . i n i t ( c s v f i l e n a m e , t imes tamp , s a v e m o d e l o u t p u t p a t h )
s e l f . nn name = ” FourierNN ”
s e l f . n n i n p u t s i z e = ( 5 0 0 , 500 , 1 )
def t r a n s f o r m p a t h d a t a s e t 2 n n i n p u t ( s e l f , i n p u t p a t h ) :
i m a g e s i z e = ( s e l f . n n i n p u t s i z e [ 0 ] , s e l f . n n i n p u t s i z e [ 1 ] )
n n i n p u t = np . z e r o s (
( l e n ( i n p u t p a t h ) ,
i m a g e s i z e [ 0 ] ,
i m a g e s i z e [ 1 ] ) )
f o r i t , i m g p r o p e r t y in enumerate ( i n p u t p a t h ) :
p r o p e r t y n p = pd . r e a d c s v ( i m g p r o p e r t y ) . v a l u e s
n n i n p u t [ i t , : , : ] = p r o p e r t y n p [ : , 1 : : ]
re turn n n i n p u t [ : , : , : , np . newaxis ]
Fig. 14: Exemple de definicio´ d’una xarxa neuronal experta que prediu a trave´s de la transformada de Fourier.





Loss sparse categorical crossentropy
Metric accuracy
Batch Size 30
Epochs 5, 40, 100
TAULA 1: CONFIGURACIO´ DE TOTES LES XARXES NEURONALS, INDEPENDENTMENT DE LA CARACTERI´STICA.
Fig. 15: Esquema de la taula image dataset.
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Fig. 16: Esquema de la taula image properties.
Fig. 17: Esquema de la taula predictions.
