Abstract: Normalized differences of several adjacent observations, referred to as pseudo-measurement errors in this paper, are used in so-called difference-based estimation methods as building blocks for the variance estimate of measurement errors. Numerical results demonstrate that pseudo-measurement errors can be used to serve the role of measurement errors. Based on this information, we propose the use of pseudomeasurement errors to determine an appropriate statistical model and then to subsequently investigate whether there is a mathematical model misspecification or error. We also propose to use the information provided by pseudo-measurement errors to quantify uncertainty in parameter estimation by bootstrapping methods. A number of numerical examples are given to illustrate the effectiveness of these proposed methods.
Introduction
A number of difference-based methods have been proposed in the literature to estimate the variance of measurement errors in a nonparametric regression where the mean function of observations is unknown and estimated using some nonparametric methods (e.g., see [14, 19, 23, 25, 28] and the reference therein). These methods involve differencing the data and do not require estimation of the mean function. Specifically, the estimated variance is defined as the weighted average of the squared normalized difference of ν + observations, where ν is an integer. These normalized differences of ν + observations are called pseudomeasurement errors in this paper. The purpose of this paper is to illustrate how these pseudo-measurement errors can be used as a possible way of detecting statistical model misspecification or discrepancy as well as mathematical model misspecification or discrepancy within the context of a least squares inverse problem. That is, given a set of observed data, a mathematical model describing the observed process is fitted to the data via a least squares formulation by estimating a set of unknown parameters. As has become conventional in inverse problems, we would also like to quantify the uncertainty present in the estimation of the mathematical model parameters using confidence intervals. To do this, one must have a correctly specified statistical model which describes the data collection process along with a mathematical model which is assumed to describe the process under observation. Typically, one uses residual plots as illustrated in [8, 12] to ensure that the assumptions made in specifying both the statistical and mathematical model are not violated. However, the residuals can only be computed after the inverse problem has been completed. Furthermore, if the residual plots do not illustrate the desired random patterns, it can be difficult, if not impossible to determine if this is caused by mathematical model discrepancy or statistical model discrepancy, or both. We will show how difference-based techniques can be used directly on the data to deduce if the assumptions of the statistical model have been violated prior to running the inverse problem. Then residual plots can be used afterwards to verify that the mathematical model is sufficiently accurate.
We consider inverse or parameter estimation problems in the context of a parameterized (with vector parameter q ∈ Ω κ q ⊂ ℝ κ q ) n-dimensional vector dynamical system (for a physical or biological process) or mathematical model given by dx dt (t) = h(t, x(t), q), (1.1)
with observation process f(t; θ) = Cx(t; θ), (1.3) where θ = (q T ,x T ) T ∈ Ω ⊂ ℝ κ q +ñ = ℝ κ θ ,ñ ≤ n, κ q is the number of unknown dynamic parameters,ñ is the number of unknown initial conditionsx , and the observation operator C maps ℝ n to ℝ m . The sets Ω κ q and Ω are assumed known restraint sets for the parameters. We make some standard assumptions (see [8, 12] ) underlying our inverse problem formulations.
• Assume that there exists a true or nominal set of parameters θ ∈ Ω.
• Ω is a compact subset of Euclidian space of ℝ κ θ and f(t; θ) is continuous on [ , T] × Ω.
Denoteθ as the estimated parameter for θ ∈ Ω. The inverse problem is based on statistical assumptions on the observation error in the data. We consider a special case of a general statistical model of the form Y j = f(t j ; θ ) + g(t j ; θ ) ∘ E j , j = , , . . . , N, (1.4) where Y j = (Y j , Y j , . . . , Y mj ) T , f(t j ; θ ) = (f (t j ; θ ), f (t j ; θ ), . . . , f m (t j ; θ )) T denotes observations of the mathematical model describing the underlying physical or biological process with the nominal parameters θ at the measurement point t j , and N is the total number of observations. The so-called measurement or observation error at t j is represented by g(t j ; θ ) ∘ E j , where ∘ denotes component-wise multiplication of the vectors, and E j = (E j , E j , . . . , E mj ) T is a m × random vector. The simplest form of (1.4) is when g(t j ; θ ) is an m × vector with each element being 1, this is known as an absolute error model. Another popular choice for a statistical model is given by g(t j ; θ ) = f(t j ; θ ) which results in a relative error model. In this work we will only concern ourselves with the special case of g(t j ; θ ) = f γ (t j ; θ ) so that Y j = f(t j ; θ ) + f γ (t j ; θ ) ∘ E j , j = , , . . . , N, (1.5) where f γ (t j ; θ ) = (f γ (t j ; θ ), f γ (t j ; θ ), . . . , f γ m m (t j ; θ )) T and γ = (γ , γ , . . . , γ m ). Here f γ ∘ denotes the component-wise exponentiation by γ of the vector function f followed by component-wise multiplication of the vectors f γ (t j ; θ ) and E j . Furthermore, we assume that for any fixed j, E ij , i = , , . . . , m, are independent with mean zero and
There are numerous examples (especially in biological and biomedical problems involving assays and/or population counts) in which such statistical models have been found appropriate if a proper value of γ is chosen. These examples include modeling of HIV viral infections [5] for data consisting of CD + T cell counts with γ = and viral RNA counts with γ = . ; prion aggregation kinetic models [7] with γ i = γ = . ; insect populations undergoing pesticide treatments [3, 4] with γ ≈ . or . ; and cell proliferation studies modeling flow cytometry data with γ = . , [8, p. 87] , [27] for a dividing population of lymphocytes labeled with the intracellular dye CFSE. In this latter example, as cells divide, the highly fluorescent intracellular CFSE is partitioned evenly between two daughter cells. A flow cytometer measures the CFSE fluorescence intensity (FI) of labeled cells as a surrogate for the mass of CFSE within a cell, thus providing an indication of the number of times a cell has divided. In these applications we note that γ is a to-be-determined tuning parameter for the statistical model. These problems involve special cases of Generalized Least Squares (GLS) formulations [8, [16] [17] [18] 26] which have become central to many inverse problem efforts in recent years.
We remark that for the case where the measurement errors are heteroscedastic, the difference-based methods were specially designed for the general case (1.4), and where the problem of interest is to estimate the function g in the case where f is also unknown (f is often referred to as a nuisance parameter). Specifically, the estimator of g is a weighted average of squared pseudo-measurement errors with weights being some kernel functions, where the bandwidth (a free parameter) of the kernel function has a strong influence on the resulting estimate. To our knowledge, a proper choice of bandwidth is still a current topic of research. Since in this paper we only consider the special case (1.5) with γ unknown, we refer the interested reader to [14, 23] and the references therein for more information on this topic.
y j = (y j , y j , . . . , y mj ) T be a realization of Y j ,
where ε j = (ε j , ε j , . . . , ε mj ) T is a realization of E j , j = , , . . . , N. We remark that difference-based methods for calculation of pseudo-measurement errors can also be used in the case where the components of Y j may be observed at different measurement points (that is,
But for notational convenience, we only consider the case where all the components of Y j are observed at the same measurement time points.
Of course, our model f(t j ; θ ) typically does not perfectly describe the underlying process in question. This results in what we will refer to as mathematical model misspecification or discrepancy. Additionally, even in our assumption that the measurement errors can be described by (1.5), the value of γ is not known a priori. We will refer to this as statistical model misspecification or discrepancy.
For the sake of clarity, we present a basic example to make our motives clear. Consider a population under observation which is believed to follow the well-known logistic model given bẏ
Here x denotes the number of individuals, r is the intrinsic growth rate, and κ represents the carrying capacity and we assume that we can observe the number of individuals at times t j , j = , , . . . , N. In this case we would have the statistical model
where f(t j ; θ) = x(t j ; θ) denotes the solution to (1.6) (i.e., C = I), and θ = (b, κ, x ) T are the unknown mathematical model parameters. Recall that if γ = we have an absolute error model, which is interpreted as meaning that the observation errors are independent of the size of the population itself, and if γ = we have a relative error model, which indicates that the observation errors are a multiple of the population size itself. In general, for any γ > we are making the assumption that the observation errors are dependent on the size of the population itself. Notice that (Y j ) = f(t j ; θ ), and Var(Y j ) = f(t j ; θ ) γ σ , thus the variance is nonconstant provided γ ̸ = . In practice, one often assumes a specific statistical model (i.e., assumes a specific value for γ i ) and then chooses an appropriate method to carry out parameter estimation (for example, if γ i = , i = , , . . . , m, then an ordinary least squares method is appropriate). One can then use residual plots to determine whether or not the assumed statistical model is appropriate (e.g., see [8, Chapter 3] ). If one assumes a statistical model with γ i = , i = , , . . . , m, and the resulting residual plots exhibit a non-random pattern, such as a fan shaped pattern, then the assumed statistical model is not reasonable. In the case where the assumed statistical model is inappropriate, one tries another set of values for γ i 's and carries out another inverse problem. This may be done iteratively until one finds valuesγ i such that the plot of the modified residuals r ij /|y ij − f i (t j ;θ )|γ i versus t j forms a horizontal band around the horizontal axis (where r ij = y ij − f i (t j ;θ) is the residual and θ denotes the estimate for θ ). We thus see that if the involved inverse problem is computationally expensive, then this procedure can become prohibitive to implement. In addition, as we see later in this paper (see Section 4), residual plots may provide incorrect information for the variance of measurement errors in cases where mathematical model misspecification is present. In this paper, we propose to use the information provided by the pseudo-measurement errors to directly determine appropriate values for the γ i 's. We note that difference-based methods used to calculate pseudo-measurement errors do not involve any inverse problem calculations and are independent of the chosen mathematical model. Hence, if our proposed method is successful, it should provide a much more efficient and accurate way to determine appropriate values for the γ i 's.
After determining appropriate values for the values γ i (i.e., an appropriate statistical model), one may then use pseudo-measurement errors to determine whether there is a mathematical model error. Specifically, one first uses the appropriate statistical model (chosen based on the information provided by pseudomeasurement errors) to carry out parameter estimation. Then one compares the residual plot and the plot of ε ij versus t j to determine whether there is a mathematical model misspecification. For example, if there is a discernible divergence between these two plots, then there is a mathematical model error and the degree of this error is determined by the degree of the divergence. Specifically, the difference between residuals andε ij 's provides some prior information on this error. However, we remark that no discernible divergence between these two plots does not imply that there is no mathematical model error. This is because there are some cases where two different mathematical models could give the same solution in the given sampling time region. For example, one may have an alternative mathematical model that has exactly the same form as the true model in a certain time region and has different forms in other time regions. If the sampling time region happens to be the one where these two mathematical models are the same, then there is no difference between the residuals andε ij 's.
In this paper, we also propose to use the information provided by pseudo-measurement errors to perform bootstrapping to quantify the uncertainty in parameter estimates. Bootstrapping is a popular tool for construction of confidence intervals for parameter estimators (e.g., see [8, Chapter 3] and [21] ). It involves constructing a family of samples/data sets based on random sampling with replacement. One uses each of these data sets to solve the inverse problem to obtain a new estimate, and then constructs the confidence intervals based on this family of estimates for the parameter estimators. We remark that there are two common ways to construct a family of data sets. One involves resampling the original data set, and it is based on the assumption that the original data are independent and identically distributed (i.i.d.). However, this method does not work well for cases where models are used to describe dynamic systems as observations are often not identically distributed even in the case where measurement errors are independent and identically distributed. The other method involves resampling residuals from an initial estimation to the original data set, and this is based on the assumptions that the regression function correctly specifies the observed part of the system and the first two moments of measurement errors are correctly specified (that is, the given statistical model is correctly specified). We thus see that this method does not work for the case where there is a mathematical modeling misspecification, which is often the situation in describing a real system. To alleviate this difficulty, we propose to use difference-based methods to obtain the pseudo-measurement errors and then create bootstrapping samples using random sampling with replacement from these pseudo-measurement errors. As we shall see later in Section 4, our proposed method works quite well and is robust to mathematical model misspecification. This is expected as the pseudo-measurement errors, unlike residuals, are independent of the chosen mathematical model.
The remainder of this paper is organized as follows. In Section 2, we give an introduction to differencebased methods for variance calculations. We then apply these methods in Section 3 to simulated data sets to verify the accuracy of these methods and then use the obtained pseudo-measurement errors to determine proper statistical models for several experimental data sets. In Section 4, we use the information provided by these pseudo-measurement errors to determine whether there is possible mathematical model error and illustrate how to carry out bootstrapping to quantify the uncertainty of corresponding parameter estimators in the presence of model misspecification. Finally, in Section 5 we conclude the paper with some summary remarks and future research efforts.
Difference-based methods
All of the difference-based methods are based on the assumption that the true or nominal regression function is sufficiently smooth and the maximum of the length of sampling time intervals (i.e., max{t j+ − t j , j = , , . . . , N − }) is sufficiently small. The estimated variance is defined as the weighted average of the squared normalized differences of ν + observations. Specifically, the normalized differences of ν + observations, pseudo-measurement errors, are defined as being either symmetric around y ij as in
or asymmetric about y ij as in
Here [a] denotes the smallest integer that is greater than or equal to a, and the w k 's are some real numbers which satisfy the conditions
We remark that the above conditions are necessary to obtain an asymptotically unbiased estimator for the variance (e.g., see [25] ) and so that the choice of the form for the pseudo-measurement errors (i.e., choosing either (2.1) or (2.2)) does not affect the asymptotic result (e.g., see [23] ). It is also worth noting that for ν > there are many different choices for the weights that satisfy condition (2.3), and that the variance of the variance estimator in general depends on the choice of the weights (e.g., see [25] for details). Based on the choice for the values of ν and w k 's, we introduce here three of these difference-based methods. One of them involves first-order backward differencing data (i.e., ν = ) and the associated pseudomeasurement errors are calculated as follows:
For the case γ i = (i.e., constant variance error), the estimate for σ ,i is then given bŷ
Another method involves second-order differencing data; that is ν = . The pseudo-measurement errors are given byε
For the case γ i = , the associated estimate for σ ,i is then given bŷ
The last method we consider involves applying a first-order differencing operator l times (referred to as an lth-order differencing method in this paper), where l is some integer. Let ∆ l denote the first order differencing operator applied l times with ∆y ij = y i,j+ − y ij , j = , , . . . , N − , i = , , . . . , m. Then pseudo-measurement errors are calculated as follows:
with l! be the factorial of l. For the case γ i = , the estimate for σ ,i is then given bŷ
It was suggested in [29] that the choice of l = works well in practice. This is also the value that we use for l in all the numerical results shown in this paper. We remark that for the case where one suspects that observation coordinates of Y j may have different constant variance (i.e., σ ,i may not be equal to σ ,k ), one usually uses an iterative process to carry out parameter estimation for mathematical model parameters and σ ,i 's (e.g., see [8, Section 3.2.2] for details). However, by using the above methods one is able to obtain the estimates for σ ,i 's and hence one does not need to use such an iterative inverse problem procedure. This can significantly speed up the desired inverse problem methodology.
Application on determining an appropriate statistical model to use
In this section, we first apply the three methods introduced in Section 2 to some simulated data sets to demonstrate the accuracy of these methods as well as the accuracy of the proposed method in using the information provided by pseudo-measurement errors to determine an appropriate statistical model. We then apply these methods to some experimental data sets to determine the appropriate statistical models.
Numerical results for simulated data sets
We first consider applying the three methods introduced in Section 2 to two simulated data sets: one is generated using the logistic growth model and the other is generated using a classical SIR model. These examples are used to support the accuracy of the proposed method for using the information provided by pseudomeasurement errors to determine appropriate values for the γ i 's in (1.5).
Example 1: Logistic growth model
We consider the standard logistic growth model
as described in Section 1. We assume that we can observe the number of individuals; that is, f = x. To generate the simulated data, we simulate (3.1) with parameter values and initial values chosen as b = , κ = , x = . We then impose a normal distribution on E j with zero mean and standard deviation σ = . , where the measurement time points are
In other words, the simulated data set {y j } N j= is generated as follows:
where ε j is a realization of E j . We first will confirm that the pseudo-measurement errors provide a reasonable approximation of the true measurement errors ε j . Then we show that the pseudo-measurement errors can be used to determine the unknown value of γ.
5.000e-02 3.930e-01 5.210e-02 5.216e-02 Table 1 . Results for the logistic example in the case where γ = : the true value of σ as well as its estimates obtained using the three mentioned methods (σ 1st is obtained using the first-order differencing method,σ 2nd is obtained using the second-order differencing method, andσ 1st-3 is obtained by the third-order differencing method). Table 1 summarizes the estimates for σ found using the three methods introduced in Section 2 for the case where γ = in (3.2) . From this table, we see that the last two methods give reasonable estimates for σ while the first method considerably overestimates the value of σ . But we do see from other numerical results (see the SIR example discussed in the next section) that this simple method does give a good estimate for some examples. But in summary, this suggests that this first-order differencing method does not consistently perform well. This is consistent with the observation made in [19] , wherein it is suggested that the first-order differencing method should not be used since it does not always behave well. We also observe from Table 1 that the estimate obtained by the third-order differencing method is slightly worse than the one obtained by the second-order differencing method. This is somehow contrary to the common finding in numerical analysis that the higher the order the better the result. However, as we mentioned in the beginning of Section 2, the variance of the estimator for σ depends on the choice of the weights. This means that if the weights for a given method lead to a larger variance, then the variance estimator obtained by this method has larger uncertainty. This may be the reason why the estimate obtained by the third-order differencing method is slightly worse than that obtained by the second-order method. Figure 1 presents the plot of pseudo-measurement errorsε 1st j (obtained using the first-order differencing method and denoted as "estimates" in the legend of this figure) versus t j and the plot of ε j (simulated measurement errors and denoted as "true values" in the legend) versus t j for the cases where γ = (left column) and γ = (right column) in (3.2) . From this figure, we see that for the case where γ = the plot ofε 1st j versus t j diverges from the plot of ε j versus t j except at the very end. This is consistent with considerable difference of the estimateσ 1st from its true value. However, for the case where γ = the time plot for the pseudo-measurement errors exhibits a pattern similar to that for the true values. This suggests that for this case this method works well. Figure 2 illustrates the results for the pseudo-measurement errorsε 2nd j obtained using second-order differencing method while Figure 3 depicts the results for the pseudo-measurement errorŝ ε 1st-3 j obtained by applying the first-ordering differencing operator for three times. From these two figures, we see that the time plot for the pseudo-measurement errors exhibits the same pattern as that for the true ones. This suggests that these two methods work well at approximating the true measurement errors for both the constant variance error case and the relative error case.
Of course, in practice one does not have a value of the measurement errors themselves, rather only the data measurement {y j } N j= is known. We claim that if the pseudo-measurement errors provide a reasonable approximation of the true (but unknown) measurement errors, then we can use the pseudo-measurement errors to determine an appropriate value for γ. For example, if the plot of pseudo-measurement errorsε j versus t j seems to form a horizontal band around the horizontal axis, then γ = may be appropriate. However, if one finds that the plot ofε j versus t j does not appear to be identically distributed, then γ ̸ = and one needs to find a proper nonzero value for γ. To do this, we try different values for γ until one finds a valueγ such that the plot ofε j /|y j −ε j |γ versus t j forms a horizontal band around the horizontal axis. To verify whether or not this works, we take this logistic model with simulated data generated using γ = as an example. We note that for this data set the plot ofε j versus t j (e.g., see the right panel of Figure 3 ) exhibits a fan shaped pattern. To begin with, we chooseγ = . The resulting plot for ηγ j =ε 1st-3 j /|y j −ε 1st-3 j |γ versus t j withγ = is shown in the left panel of Figure 4 , where theε 1st-3 j are obtained by applying the first-order differencing operator three times. We observe from this plot that it has an inverted fan shaped pattern. This indicates that a proper value for γ is between 0 and 2. We then plotted ηγ j versus t j withγ = (shown in the right panel of Figure 4 ) and found that they appear to be identically distributed. Figure 5 depicts the results obtained using the second-order differencing method. We observe similar patterns. These results demonstrate that our proposed method works well. One may argue that this proposed method is somewhat subjective and that one can use difference-based methods to obtain directly the estimate for the variance of measurement errors using the kernel function approach mentioned in the Introduction. One could then use this estimate to obtain the estimate for γ. However, as we remarked in the Introduction, such an estimate for the variance highly depends on the value of the bandwidth and that a proper choice of bandwidth is still a subject of research. Hence, our proposed method provides an alternative and practical way to determine a reasonable value for γ.
Example 2: SIR model
We next consider a simple SIR model described by the following system of ordinary differential equations:
(S(t s ), I(t s ), R(t s )) = (S , I , R ). (3.3)
Here S, I and R respectively denote the ratios of the numbers of susceptible, infected, and recovered individuals to the total number of individuals (so they are dimensionless), β denotes the infection rate, and δ is the recover rate.
For demonstration purpose, we assume that we can observe all these three states; that is, f = (S, I, R) T . For all the results shown below, the parameter values and initial values are chosen as β = , δ = , S = . , I = . , R = . . To generate the simulated data, we impose a normal distribution on E j with zero mean and standard deviation σ , = . , a normal distribution on E j with zero mean and σ , = .
and a normal distribution on E j with zero mean and σ , = . , where the measurement time points are
with t s = , t f = and N = , j = , , . . . , N. 1.043e-02 5.368e-03 1.996e-02 Table 2 . Results for the SIR example in the case where γ i = , i = , , : the value of σ ,i as well as its estimates obtained using the three methods introduced in Section 2. Figure 6 presents the plots of pseudo-measurement errorsε 1st ij (obtained using first-order differencing method and denoted as "estimates" in the legend of this figure) versus t j and the plot of ε ij (simulated measurement errors and denoted as "true value" in the legend of this figure) versus t j for the cases where γ = γ = γ = (left column) and γ = γ = γ = (right column). From this figure, we see that for the case γ = γ = γ = the time plot forε 1st i⋅ exhibits exactly the same pattern as that for ε i⋅ . However, for the case γ = γ = γ = , there is a discernible divergence between the plot ofε 1st j versus t j and the plot of ε j versus t j . This again demonstrates that the first-order differencing method does not consistently perform well. Figure 7 illustrates the results for the pseudo-measurement errorsε 2nd ij obtained using the second-order differencing method while Figure 8 depicts the results for the pseudo-measurement errorsε 1st-3 ij obtained by applying the first-order differencing operator three times. From these two figures, we see that the time plots for the pseudo-measurement errors exhibit the same pattern as that for the true ones. Hence, these two methods work well for both the constant variance error case and the relative error case.
The above numerical results again reveal that if difference-based methods work, then the obtained pseudo-measurement errors can be used to play the role as measurement errors and hence can be used to determine appropriate values for γ i 's. Here we take this SIR model with simulated data generated using γ = γ = γ = as another example to further verify the method used in Section 3.1.1 for determining appropriate values for γ i 's in the case where the pseudo-measurement errors do not appear to be identically distributed. Specifically, we try different values for γ i until one finds a valueγ i such that the plot of ε ij |y ij −ε ij |γ i versus t j forms a horizontal band around the horizontal axis. We note that for this data set both the plot ofε j versus t j and the plot ofε j versus t j (e.g., see the right column of Figure 8 ) exhibit a fan shaped pattern while the plot ofε j versus t j exhibits an inverted fan shaped pattern. For a start, we chooseγ i = , i = , , . The resulting plots for versus t j withγ i = and i = , , , are shown in the left column of Figure 9 , where theε 1st-3 ij are obtained by applying the first-order differencing operator for three times.
We observe from these plots that the patterns for all these three plots are inverted (i.e., the plot previously having a fan shaped pattern now has an inverted fan shaped pattern, and the plot previously having an inverted fan shaped pattern now have a fan shaped pattern). This indicates that a proper value for γ i is between 0 and 2, where i = , , . We then plotted ηγ i ij versus t j withγ =γ =γ = (shown in the right column of Figure 9 ) and found that they all appear to be identically distributed. Figure 10 depicts the results using the second-order differencing method. We observe similar patterns. These results again demonstrate that our proposed method of using pseudo-measurement errors to determine an appropriate value for γ works well.
Numerical results for experimental data sets
In this subsection, we apply the difference-based methods to some experimental data sets to determine an appropriate value for γ. Since the first-order differencing method does not consistently perform well, we only use the second-order differencing method and the method for applying the first-order differencing operator three times for these data sets. ij (denoted as "estimates" in the legend) versus t j and the plot of ε ij (denoted as "true value") versus t j for the case γ = γ = γ = (left column) and the case γ = γ = γ = (right column).
Daphnia magna data set
Here we consider the survival data collected for Daphnia magna that were presented in [1] . Specifically, ninety daphnids (neonates) were longitudinally observed and survival was recorded daily, and an ordinary least squares method was used in this paper to estimate the mortality rate. Figure 11 presents the time plot results for the pseudo-measurement errors obtained using the secondorder differencing method (left) and the method for applying the first-order differencing operator three times (right). We observe from the right plot of this figure that pseudo-measurement errors form a horizontal band around the line ε = . The similar pattern can be observed from the left plot of Figure 11 except several outliers. This indicates that the absolute error model (i.e., γ = ) may be correct for this case. This provides support for using ordinary least squares method for parameter estimation in [1] .
CFSE data set
Here we consider the flow cytometry data presented in [8, Section 3. notation introduced earlier, we re-index the data collection points {(s k , z i )} by {t j }; that is, the elements in the set {t j } k j= (k− )+ correspond to the elements in the set {(s k , z i )} i= , k = , , . . . , . Figure 12 depicts results obtained using the second-order differencing method. Specifically, the left panel shows the plot of pseudo-measurement errorsε Figure 12 that pseudo-measurement errors are far from identically distributed. This is also true even in each subinterval [s k , s k+ ). Hence, γ = is not a reasonable choice for this data set. This conclusion is consistent with the one made in [8, Section 3.5.3] where residual plots were used to determine an appropriate value for γ. Results in the right panel of Figure 12 imply that in each subinterval [s k , s k+ ) the ηγ j 's appear to be identically distributed except some outliers. This indicates that γ = . may be appropriate in each of these subintervals. We also observe from this plot that the bandwidth formed by the plot of ηγ j 's in the last two subintervals are larger than the ones for those subintervals located in the middle. This suggests that we may have different constant variance for ηγ j in these subintervals and the variance of ηγ j depends on when the measurement was taken. This observation is inconsistent with the conclusion made in [8, Section 3. residuals r j /|y j − f(t j ;θ )|γ withγ = . appear to be identically distributed in the whole interval. Figure 13 demonstrates the results obtained by the third-order differencing method. We observe similar patterns as that obtained by the second-order differencing method. As we discussed earlier in the Introduction and also shown in the next section, this inconsistency suggests that there may be a mathematical model misspecification involved.
Motivated by the recent CFSE label division studies of Bocharov, Luzyanina and colleagues [13, 24] on asymmetric label division and time-lags to division in proliferating mouse cell data, we further investigated the data sets presented in [8, 9, 11, 22] and discussed then here. The Bocharov, et al., investigations raised the question of whether cell proliferation models which allowed for asymmetric label division might be better suited to describe our human cell proliferation data. In [10] we revisited these data sets for the possibility of mathematical model misspecification. In these investigations we used statistically based model comparison tests and found seemingly contradictory results. In one third of the data sets studied, we found support for the hypothesis that mathematical models permitting asymmetric label division did not improve the fits-to-data. However, for two thirds of the data sets, it was found that allowing asymmetric division does appear to lead to statistically significantly better agreement with the data. While there may be other confounding factors, the findings of [10] support the suggestion that there may be mathematical modeling error in the earlier CSFE labeled cell proliferation studies of [8, 9, 11, 22] . Thus the findings in the present analysis are consistent with notion of a mathematical modeling misspecification in the earlier findings reported in [10] . 
Application on detecting mathematical model misspecification and bootstrapping
In this section, we use an example to demonstrate that one could use pseudo-measurement errors to determine whether there is a possible mathematical model error in the case where the statistical model is known to be correct. In addition, we use this example to demonstrate how to use the information provided by the pseudo-measurement errors to carry out bootstrapping to quantify the uncertainty of parameter estimators, and show the robustness of this method in the presence of mathematical model misspecification.
For demonstration purpose, we use the simulated data set that was generated by the logistic growth model (3.1) using an absolute error model (γ = ). Specifically, the data set {y j } is generated as follows: we first simulate (3.1) with model parameters and initial values given by b = . , κ = , x = ; we then impose a normal distribution on E j with zero mean and standard deviation σ = . to generate a realization ε j of measure error E j (i.e., constant variance error), where again the measurement time points are t j = t s + (j − ) solution (that is, y j = x(t j ) + ε j with x(t) the solution to the logistic model (3.1)). The resulting data are illustrated in Figure 14 .
In practice, one has no idea how {y j } is generated. Based on the information provided by the plot of this data set, one may choose to use an exponential growth model to describe the data, i.e.,x
where the parameter b needs to be estimated from the data. Hence, the data is assumed to be generated by
where f(t; b) =x (t; b) = x exp(bt). In practice, one may have no knowledge of the measurement errors either. Since both second-order differencing method and the method for applying the first-order differencing operator three times work well, here we just use the second-order differencing method to determine a proper statistical model. The resulting plot for the pseudo-measurement errorsε j versus t j is illustrated in the left panel of Figure 15 . From this plot, we observe that the obtained pseudo-measurement errors form a horizontal band around the horizontal axis. This implies that γ = is appropriate to use (it conforms with the actual data collection process). Based on this information, we use the following ordinary least squares method to do parameter estimation.b
where b andb are some constants. The resulting model fit is illustrated in Figure 14 . From this figure, we see that we obtain a very good fit to the data. Hence, one might conclude there is no/negligible mathematical modeling error. However, when one plots the residuals r j = y j − f(t j ;b ) versus t j (shown in the right panel of Figure 15 ), one clearly sees that residuals are far from identically distributed. This divergence between the residual plot and the plot ofε 2nd j versus t j implies that there is a mathematical model error. In addition, this example clearly demonstrates that residual plots may give incorrect information for the variance of measurement errors in the case where there is a mathematical model error. That is, if one looked solely at the residual plots, the conclusion might be drawn that the statistical model has been incorrectly specified. Hence, one needs to be cautious when one attempts to use only residual plots to determine whether or not the assumed statistical model is appropriate.
Here we consider how to use the information provided by the pseudo-measurement errors to quantify uncertainty through bootstrapping, and demonstrate the robustness of this method in the presence of model misspecification. For simplicity, we take the scalar observation case (i.e., m = ) as an example and assume an absolute error model. We use the second-order differencing method to obtain pseudo-measurement errors. For a given data set {y j } N j= that was generated by some unknown function ψ(t; ϑ ), we assume that we have a mathematical model f(t; θ ) which approximates ψ(t; ϑ ). That is, the data is generated by
but since ψ is unknown, we assume the data was generated by
where f(t j ; θ ) denotes the observed part of the solution of the chosen mathematical model with θ ∈ ℝ κ θ (κ θ is an integer) at the measurement point t j . Algorithm 4.1 illustrates how to use the bootstrapping method to quantify uncertainty for parameter estimator in the presence of model misspecification when the pseudomeasurement errors appear to be independent and identically distributed. (1) Apply the second-order differencing method to data set {y j } N j= to obtain pseudo-measurement errorŝ ε 2nd j , j = , , . . . , N − , and then use these pseudo-measurement errors to obtain estimates for the true regression function at the points t j bŷ
(2) Create a bootstrapping sample using random sampling with replacement from {ε from the bootstrapping sample {y (k) j } using the ordinary least squares method given byθ
where Ω is some compact set in ℝ κ ϑ . (5) Set k = k + and repeat Steps 2-5 until k > K (e.g., typically K = as in our calculations below).
We then calculate the mean and covariance matrix for the bootstrapping estimator using the formulaê
The standard error for the ith component of the bootstrapping estimator is then given by Σ ii , whereΣ ii is the (i, i)th component ofΣ, i = , , . . . , κ θ . It is worth emphasizing that Algorithm 4.1 can be used not only for the case where model misspecification is due to modeling error but also for the case where model misspecification is due to some approximations such as approximating infinite-dimensional parameters by finite-dimensional parameters as was considered in [6] .
To illustrate the robustness of this algorithm in the presence of model misspecification, we take the logistic example of this section, that is, ψ is the solution of the logistic model used to generate the data, and f is the solution to the exponential model which is used as the mathematical model. We compare the results obtained by where Ω is some compact set in ℝ κ ϑ . (4) Set k = k + and repeat Steps 2-5 until k > K (e.g., typically K = as in our calculations below). Table 3 . The mean and standard error of the bootstrapping estimator for the logistic example of this section obtained using Algorithm 4.1 and Modified Algorithm 4.1.
We also observe from Table 3 that the ratios of the standard errors to the corresponding means are very small for both cases considered. This suggests that we obtain very reliable estimates for b . However, the estimated value for b for each of these cases is smaller than its true value 0.8 (i.e., the value used to generated the data), and the true value lies outside the confidence interval. This clearly demonstrates that obtaining excellent fits to the data and very reliable estimates for parameters is not sufficient to obtain accurate esti-mates for the true values of the parameters with which to make reliable predictions. We remark that the effect of model misspecification on parameter estimates and model prediction has been addressed by a number of researchers (e.g., see [15] and the references therein). There have been numerous attempts to incorporate this error to obtain accurate estimates for parameters (e.g., see [2, 15, 29] and the recent review made in [20] ). However, as remarked in [20] , none of the approaches attempted so far is universally applicable due to the complexity and wide diversity of the underlying problems to be treated.
Concluding remarks and future research questions
In this paper, we demonstrate with a number of examples how to employ pseudo-measurement errors to determine an appropriate statistical model. Numerical results demonstrate that this method works well in practice and is more efficient and accurate than the traditional method of using residual plots to investigate statistical model errors. Once a proper statistical model is determined, we then use the information provided by pseudo-measurement errors to determine whether there is a mathematical model error. This is done through comparing the plot for pseudo-measurement errors and residual plots. We demonstrate this with an example where the assumed mathematical model has a different form than the model that is used to generate the data. We found that even though the model fit is superb, there is a discernible difference between residual plots and the plot for pseudo-measurement errors. Thus, this method provides a much more reliable way to detect a mathematical modeling error.
We also investigated how to use the information provided by pseudo-measurement errors to quantify uncertainty in parameter estimators through bootstrapping methods. Numerical results demonstrate the robustness of this method in the presence of model misspecification. In addition, these results reveal that even in the case where the modeling error is small, it is important to recognize it in order to avoid obtaining biased estimates and hence making false predictions. In the future, we hope to use the information provided by pseudo-measurement errors and the ideas in [15] on using realistic priors for modelling error to properly calibrate parameters in the presence of model misspecification.
