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In this paper, we analyze the stability of linear time-invariant
differential systems with several delays within the framework of
the Lyapunov–Krasovskii functionals. The basic concepts of the
Lyapunov–Krasovskii approach and, in particular, the structure
of the functionals used, were first established in Repin (1965),
Krasovskii (1956) and further developed in Huang (1989), In-
fante and Castelan (1978) and Kharitonov and Zhabko (2003).
More precisely, in Kharitonov and Zhabko (2003) the so-called
complete-type functionals were introduced. These functionals ad-
mit quadratic lower and upper bounds, and for this reason, at the
present time, they are effectively used for construction of expo-
nential estimates of solutions (Kharitonov, 2013), for the stabil-
ity (Egorov & Mondie, 2013) and the robust stability analysis with
respect to uncertainties in coefficients (Kharitonov, 2013) or in de-
lay (Kharitonov & Niculescu, 2003), for computation of critical de-
lays (Ochoa, Mondie, & Kharitonov, 2009). The book of Kharitonov
(2013) gives a detailed survey on the present state of the art in the
area.
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0005-1098/© 2014 Elsevier Ltd. All rights reserved.A different modification of the approach is considered in this
paper. Following the work of Huang (1989), we use a functional
with time derivative given as a negative definite quadratic form
of the present state of the system. To apply this functional to
stability analysis, one needs to obtain a quadratic lower bound on
it. However, in Huang (1989) this functional is shown to admit only
a local cubic lower bound on the set of solutions of the system. As
a result, it is considered not to be effective in the stability analysis
and applications.
On the contrary, in this contribution we propose a constructive
method for stability analysis using the functional studied in Huang
(1989). The idea of the method is to use a special Razumikhin-
type condition (see Razumikhin, 1956) for the estimation of the
functional. It turns out that for the stability analysis it is sufficient
to construct a lower bound for the functional on the set of
functions satisfying this condition instead of the set of solutions.
This enables us to establish a necessary and sufficient condition
for the exponential stability, and opens a constructive way for
analysis. The proposedmethod provides possibility to compute the
critical delays (seeMedvedeva & Zhabko, 2013) and to perform the
robustness analysis, as well.
The paper is organized as follows. After some preliminary
definitions in Section 2, we present a constructive necessary and
sufficient condition for the exponential stability (Theorem 1) in
Section 3. Then, Section 4 provides a detailed exposition of the
method for stability analysis which is based on the theoretical
results of Section 3. In Section 5, we discuss the convergence issue
(see Theorem 10) which plays a key role in the application of
the method. In Section 6, we give the illustrative examples. Some
concluding remarks end the paper.
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We consider a time-delay system of the form
x˙(t) =
m
j=0
Ajx(t − hj), (1)
whereAj ∈ Rn×n, j = 0, 1, . . . ,m, are given constantmatrices, and
0 = h0 < h1 < · · · < hm = h are the delays. Let t0 = 0 be an initial
time instant, and ϕ(θ) be an initial function which is supposed to
be piecewise continuous on the segment [−h, 0]. We denote the
solution of system (1) with the initial function ϕ by x(t, ϕ), and the
segment of the trajectory {x(t + θ, ϕ) | θ ∈ [−h, 0]} by xt(ϕ). We
omit the symbol ϕ when no confusion can arise. Throughout the
paper, we use the Euclidean norm for vectors, and the analogue of
the uniform norm for vector functions ∥ϕ∥h = supθ∈[−h,0] ∥ϕ(θ)∥.
It is well-known (see Bellman & Cooke, 1963) that the char-
acteristic equation of system (1) is of the form det

λI −m
j=0 Aje
−λhj

= 0, and its roots are called eigenvalues. System
(1) is said to satisfy the Lyapunov condition if it does not have the
eigenvalues whose sum is equal to zero.
Given a symmetric matrixW , we say that U(τ ) is the Lyapunov
matrix associated with W if it satisfies the following set of equa-
tions (see Kharitonov, 2013)
U ′(τ ) =
m
j=0
U(τ − hj)Aj, τ > 0;
U(−τ) = UT (τ ), τ > 0; (2)
m
j=0
[U(−hj)Aj + ATj UT (−hj)] = −W .
The Lyapunov matrix exists and is unique for any symmet-
ric matrix W , if and only if system (1) satisfies the Lyapunov
condition, see Kharitonov (2013). According to Kharitonov and
Zhabko (2003), the matrix U(τ ) associated withW determines the
quadratic functional
v(xt) = xT (t)U(0)x(t)
+ 2xT (t)
m
j=1
 0
−hj
U(−θ − hj)Ajx(t + θ)dθ
+
m
k=1
m
j=1
 0
−hk
xT (t + θ1)ATk
×
 0
−hj
U(θ1 + hk − θ2 − hj)Ajx(t + θ2)dθ2

dθ1, (3)
such that its time derivative along the solutions of system (1) is
equal to −xT (t)Wx(t). One can check the last fact directly, using
properties (2) of the Lyapunov matrix.
To define a critical delay, we first suppose that hj = αjh, j =
1, 2, . . . ,m, where αj > 0 are fixed, and h > 0 is a basic delay. The
values of basic delay for which system (1) changes the property of
exponential stability to the instability, or vice versa, are said to be
the critical delays.
Finally, let us introduce the set
S = ϕ : ∥ϕ(θ)∥ 6 ∥ϕ(0)∥, θ ∈ [−h, 0].
The set S is the very set whereonwewill further check the positive
definiteness of the functional v.3. Stability theorem
Here we present our main stability result.
Theorem 1. Given a positive definite matrix W, system (1) is expo-
nentially stable, if and only if there exists a functional v(ϕ) such that
the following conditions hold:
1.
dv(xt)
dt
= −xT (t)Wx(t) along the solutions of system (1);
2. On the set S the functional admits a lower bound of the form
v(ϕ) > µ∥ϕ(0)∥2, µ > 0.
Proof. Necessity. The idea of the proof of the necessity part is bor-
rowed fromHuang (1989). Letv be a functional of the form (3), then
the first condition of the theorem holds, as was mentioned in the
previous section. To prove the second one, take an arbitrary func-
tion ϕ ∈ S, and set α = ∥ϕ∥h. Since ϕ ∈ S, we have ∥ϕ(0)∥ = α.
Integrating system (1) and using Gronwall’s lemma (see Bellman &
Cooke, 1963, p. 31), we obtain that
∥x(t, ϕ)∥ 6 N(t), where N(t) = αK1eKt ,
K =
m
j=0
∥Aj∥, K1 = 1+
m
j=1
∥Aj∥hj.
Hence, ∥x˙(t, ϕ)∥ 6 KN(t) 6 KN(δ) ∀t 6 δ, ∀δ > 0, and ∥x(t, ϕ)−
ϕ(0)∥ 6 KN(δ)δ, t 6 δ. Let us choose δ so that KN(δ) = α/(2δ),
note that δ does not depend on α. Then,
∥x(t, ϕ)∥ > ∥ϕ(0)∥ − KN(δ)δ = ∥ϕ(0)∥/2, t 6 δ.
Since system (1) is exponentially stable, we have
v(ϕ) =
 ∞
0
xT (t, ϕ)Wx(t, ϕ)dt
> λmin(W )
 δ
0
∥x(t, ϕ)∥2dt > λmin(W )δ ∥ϕ(0)∥
2
4
,
where λmin(W ) is the smallest eigenvalue of W . Thus, µ =
λmin(W )δ/4 > 0, and the proof of necessity is complete. Note that
µ is obtained constructively.
Sufficiency. Suppose that there exists a functional of the form (3)
satisfying the second condition of the theorem but system (1) is
not exponentially stable. Then there exists a sequence {tk}∞k=1, such
that tk − tk−1 > h, tk −−−−→
k→+∞ +∞, and ∥x(tk)∥ > β > 0. Consider
two cases.
1. Let the solution x(t) be uniformly bounded, i.e. there exists
G > 0 such that ∥x(t)∥ 6 G ∀t > 0. Then, ∥x˙(t)∥ 6 KG ∀t > 0,
where K =mj=0 ∥Aj∥.
Take t ∈ [tk, tk+ τ ], τ > 0. Then, ∥x(t)− x(tk)∥ 6 KG(t− tk) 6
KGτ , and, choosing τ = min

β
2KG ; h

, we obtain
∥x(t)∥ > ∥x(tk)∥ − KGτ > β2 , t ∈ [tk, tk + τ ],
for every k. Further, let N(t) be the number of intervals [tk, tk+ τ ],
contained in [0, t]. These intervals do not intersect with each other
due to the choice of τ , and N(t) −−−−→
t→+∞ +∞. Hence, t
0
xT (s)Wx(s)ds >
N(t)
k=1
 tk+τ
tk
xT (s)Wx(s)ds
> λmin(W )
β2τ
4
N(t) −−−−→
t→+∞ +∞.
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|v(xt)| 6 η∥xt∥2h 6 ηG2, where η = const > 0. Finally,
v(ϕ) = v(xt)
>−ηG2
+
 t
0
xT (s)Wx(s)ds −−−−→
t→+∞ +∞,
which is impossible. Note that we have not used here the second
condition of the theorem.
2. We now suppose that the solution x(t) is not uniformly
bounded. In this case, one can choose the sequence {tk}∞k=1 so that
∥x(tk)∥ = max−h6t6tk ∥x(t)∥ −−−−→k→+∞ +∞.
Hence, xtk ∈ S for every k, and
v(ϕ) = v(xtk)+
 tk
0
xT (s)Wx(s)ds
> µ∥x(tk)∥2 −−−−→
k→+∞ +∞.
The contradiction ends the proof. 
Remark 2. Theorem 1 remains true if we replace the set S with the
set
Sk =

ϕ : ∥ϕ(l)(θ)∥ 6
 m
j=0
∥Aj∥
l
∥ϕ(0)∥,
θ ∈ [−h, 0], l = 0, 1, . . . , k+ 1,
where ϕ(l) denotes the lth derivative of ϕ, for every natural k. The
set Sk contains (k + 1)-times continuously differentiable func-
tions ϕ.
4. Method for stability analysis
In this section, we present a method for investigating the expo-
nential stability of system (1). The main point of the method is to
obtain a positive quadratic lower bound on the functional v on the
set Sk for a given k, in accordancewith Theorem 1 and Remark 2. To
do this,we provide a numerical schemebased on an approximation
of ϕ ∈ S1 by means of a piecewise linear function.
Consider the interval [−h, 0] = j=1,...,m[−hj,−hj−1], and
divide each of the intervals [−hj,−hj−1] into Nj equal parts of the
length∆j = (hj − hj−1)/Nj by the points
θ
(j)
k = −hj−1 − k∆j, k = 0, 1, . . . ,Nj, j = 1, . . . ,m.
Let N = N1 + · · · + Nm be the total number of intervals in
the partition. Consider the function ϕ ∈ S1, and introduce the
following notations
ϕ(j)k = ϕ(θ (j)k ), k = 0, 1, . . . ,Nj, j = 1, . . . ,m;ϕ(j) = (ϕ(j)T1 , . . . ,ϕ(j)TNj )T , j = 1, . . . ,m;ϕ = (ϕ(1)T , . . . ,ϕ(m)T )T .
The dimension of the vectorϕ is nN. Additionally, let p = ϕ(0) =ϕ(1)0 . Then, approximate the functionϕ ∈ S1 by the piecewise linear
vector function γ :
ϕ(θ) = γ (θ)+ η(θ), θ ∈ [−h, 0], (4)
where η is the approximation error, and
γ (θ + θ (j)k ) =ϕ(j)k + ϕ(j)k −ϕ(j)k+1 θ∆j , θ ∈ [−∆j, 0],
k = 0, . . . ,Nj − 1, j = 1, . . . ,m.Using Taylor’s formula and the fact that ϕ ∈ S1, we obtain the
following estimation of the error
∥η(θ + θ (j)k )∥ 6
√
n
2
 m
l=0
∥Al∥
2
∥p∥(θ2 − θ∆j), (5)
θ ∈ [−∆j, 0], k = 0, . . . ,Nj − 1, j = 1, . . . ,m.
Before substituting expression (4) into functional (3), we divide
each of the integrals in the functional into summands according
to the partition of the intervals [−hj,−hj−1], and then change the
variable in each integral to make it belong to [−∆j, 0]. After the
substitution, we obtain two groups of summands in the functional.
The first group represents functional (3) on the piecewise linear
function γ , without taking the error into account. We denote it by
v0(·). The second group includes all the summands with the error.
For this one, we apply formula (5) and again use ϕ ∈ S1. As a
result, we obtain that the second group admits the estimation of
the form −δ∥p∥2, where δ = const > 0. Finally, by simple but
cumbersome calculations we arrive at the following lower bound
for the functional on the set S1
v(ϕ) > v0(p,ϕ,h,N)− δ(h,N)∥p∥2, ϕ ∈ S1, (6)
where h = (h1, . . . , hm)T , N = (N1, . . . ,Nm)T , and v0(·) is a
quadratic formof the vector (pT ,ϕT )T . The exact formula for bound
(6) in case of scalar equation with one delay is given in Zhabko and
Medvedeva (2011).
Introduce the setSN = ϕ : ∥ϕ(j)k ∥ 6 ∥p∥, k = 1, . . . ,Nj, j = 1, . . . ,m,
that is the set S1 expressed in terms of the vectorϕ, and define the
function
z(h,N) = minϕ∈SN∥p∥=1
v0(p,ϕ,h,N)− δ(h,N). (7)
We can now rephrase the sufficiency of Theorem 1 as follows.
Theorem 3. If there exists N such that z(h,N) > 0, then system (1)
is exponentially stable.
Proof. If there exists N such that
minϕ∈SN
p≠0

v0(p,ϕ,h,N)− δ(h,N)∥p∥2 > 0,
then, by (6), sufficiency of Theorem 1 with the set S1 holds. Since
v0 − δ∥p∥2 is the quadratic form, sign of the latter minimum does
not depend on the exact value of ∥p∥. Therefore, we suppose ∥p∥ =
1, and the result follows. 
Remark 4. Tomake a picture complete, we also give the sufficient
condition for instability which is based on the results from Zhabko
andMedvedeva (2011) andMedvedeva and Zhabko (2013): if there
exists N such that
minϕ∈SN∥p∥=1
v0(p,ϕ,h,N)+ δ(h,N) < 0,
then system (1) is unstable.
To apply the method described in this section to a given system
of the form (1), one should try to find N, for which the condition
of Theorem 3 or Remark 4 holds. It is worth to mention that the
corresponding N can be found for both exponentially stable and
unstable systems, see Lemma 6 for the proof of this fact in the
stability case.
Remark 5. In addition to the piecewise linear approximation
scheme, a cubic one can be considered by approximating ϕ ∈ S3
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q(θ + θ (j)k ) = g1j(θ)ϕ(θ (j)k )+ g2j(θ)ϕ(θ (j)k+1)
+ g3j(θ)ϕ′(θ (j)k )+ g4j(θ)ϕ′(θ (j)k+1), θ ∈ [−∆j, 0],
instead of γ . Here
g1j(θ) = − 2
∆3j
θ3 − 3
∆2j
θ2 + 1, g2j(θ) = 2
∆3j
θ3 + 3
∆2j
θ2,
g3j(θ) = 1
∆2j
θ3 + 2
∆j
θ2 + θ, g4j(θ) = 1
∆2j
θ3 + 1
∆j
θ2.
The main advantage of such approximation is its smoothness,
in contrast with the linear one. For details, we refer the reader
to Medvedeva and Zhabko (2013).
5. Convergence issue
Here we suppose that hj = αjh, j = 1, . . . ,m, where αj > 0 are
fixed, h > 0 is a basic delay. Let h = (α1h, . . . , αmh)T . We will use
the following notations: N > L means that Nj > Lj, j = 1, . . . ,m,
where N = (N1, . . . ,Nm)T , L = (L1, . . . , Lm)T ;N → +∞ means
that Nj → +∞, j = 1, . . . ,m. Set matrices Aj, j = 0, 1, . . . ,m,
and assume that there exists h such that system (1) is exponentially
stable. Our study of the convergence issue is based on the following
lemma.
Lemma 6. Set h such that system (1) is exponentially stable. Then
there existsN = (N1, . . . ,Nm)T such that z(h,N) > 0 for anyN > N.
Proof. The result is based on the fact
δ(h,N) −−−−→
N→+∞
0. (8)
By (6) and v(ϕ) 6 v0 + δ, we have |v(ϕ)− v0| 6 δ, that implies
v0(p,ϕ,h,N) −−−−→
N→+∞
v(ϕ)
for any ϕ ∈ S1 ∩

ϕ : ϕ(0) = p, ∥p∥ = 1. Since v(ϕ) > 0
for exponentially stable system (1), the lemma follows from the
definition of limit and formula (7). 
Lemma 7. If system (1) is exponentially stable, then there existsµ(h)
> 0 such that for any given N
minϕ∈SN∥p∥=1
v0(p,ϕ,h,N) > inf
ϕ∈S1
ϕ(0)=p
∥p∥=1
v(ϕ) > µ(h). (9)
Proof. The first inequality follows from the fact that the first
minimum in (9) is that of the functional v on the set of piecewise
linear functions from S1, and the second one is the sameminimum
on a wider set. The second inequality is true for µ from the
necessity part of Theorem 1. 
Remark 8. The necessity part of Theorem 1 gives a constructive
way of obtainingµ(h). If system (1) is not exponentially stable, we
can also find µ(h), but the second inequality in (9) becomes false.
The function µ(h) is continuous and converges to zero only when
h→+∞.
Corollary 9. If for a fixed h there exists N such that
minϕ∈SN∥p∥=1
v0(p,ϕ,h,N) < µ(h),
then system (1) is not exponentially stable.
Let h¯1, h¯2 (0 < h¯1 < h¯2 < +∞) be the critical values of basic
delay such that system (1) is exponentially stable for h ∈ (h¯1, h¯2).Choose h˜ ∈ (h¯1, h¯2), and, in accordance with Lemma 6, findN such
that z(α1h˜, . . . , αmh˜,N) > 0 for any N > N. For such N, let us
define the sequences
h
(1)
N = sup
h<h˜
z(h,N)60
h, h
(2)
N = inf
h>h˜
z(h,N)60
h. (10)
Since z(h,N) is a continuous function of h ∈ (h¯1, h¯2), it follows
from (10) that z(h,N) > 0 for h ∈ (h(1)N , h(2)N ) and therefore
(h
(1)
N , h
(2)
N ) ⊂ (h¯1, h¯2). It means that (h(1)N , h(2)N ) is the interval of
exponential stability of system (1) ensured by our method with
fixed N.
Theorem 10. Sequences (10) converge, and
lim
N→+∞
h
(1)
N = h¯1, limN→+∞ h
(2)
N = h¯2.
Proof. Wegive the proof for the second sequence. For everyN > N
wehave h(2)N ∈ [h˜, h¯2], so the sequence is bounded. Thismeans that
it has upper and lower limits, and its upper limit is smaller than or
equal to h¯2. Suppose that
lim
N→+∞
h
(2)
N = h0 < h¯2. (11)
It implies that we can extract a subsequence
h
(2)
Nj

⊂

h
(2)
N

,
where j = (j1, . . . , jm)T , Nj = (N1j1 , . . . ,Nmjm )T , such that there
exists
lim
j→+∞
h
(2)
Nj = h0.
Therefore, one can find j˜ = (j˜1, . . . , j˜m)T such that for every
j > j˜ system (1) with h = h(2)Nj is exponentially stable. Denote
hNj = (α1h(2)Nj , . . . , αmh(2)Nj )T . On the other hand, by (10) and
the continuity of z on the exponential stability interval, we have
z(hNj ,Nj) 6 0. Hence,
minϕ∈SNj
∥p∥=1
v0(p,ϕ,hNj ,Nj) 6 δ(hNj ,Nj) −−−→j→+∞ 0,
which is due to (8) and h(2)Nj −−−→j→+∞ h0 ∈ R. Additionally, according
to Remark 8,
µ(hNj) −−−→j→+∞ µ(α1h0, . . . , αmh0) > 0.
This means that there exists j¯ > j˜ such that for hNj¯ the inequality
from Corollary 9 holds, which contradicts the exponential stability
of system (1). Therefore, assumption (11) is false, and the theorem
is proved for the sequence {h(2)N }. The proof for {h(1)N } is similar. 
The significance of Theorem 10 lies in the fact that the interval
of exponential stability ensured by our method converges ‘‘from
the inside’’ to the exact one asN→+∞. We call this property the
convergence of the method.
Remark 11. In slightly different terms, Theorem 10 remains valid
if h¯1 = 0 or h¯2 = +∞. Indeed, h¯1 = 0 means that the system
is exponentially stable for h = 0, and therefore for small basic
delays. In this case, we can take h˜ = 0 and consider only the second
sequence. If h¯2 = +∞, then {h(2)N } may include the elements
equal to+∞. In this case, we suppose its limit to be equal to+∞.
With such redefinition, the convergence implies h(2)N −−−−→N→+∞ +∞.
Finally, if system (1) is not exponentially stable for any basic delay,
then z(h,N) 6 0 for any h and N.
376 I.V. Medvedeva, A.P. Zhabko / Automatica 51 (2015) 372–377Fig. 1. Eq. (12), N = 10, cubic approximation.
6. Examples
In this section, we provide two examples to illustrate the ap-
plication of the method described in Section 4 and its convergence
(see Section 5). In each example, we compare the exact stability
domain that is known with the domain obtained by verification of
Theorem 3, for the case of linear or cubic spline approximations. In
the figures, the curves depict the boundaries of the exact exponen-
tial stability domains in the space of parameters a and b as well as
the points correspond to the pairs (a, b) for which Theorem 3with
fixed N holds.
To check the condition of Theorem 3, one needs to calculate the
value of function (7) which depends on the Lyapunovmatrix U(τ ),
τ ∈ [0, h]. We compute it for W = I , using the ‘‘semianalytic’’
method proposed in Garcia-Lozano and Kharitonov (2004) where
system (2) is reduced to a system of ordinary differential equations
with some boundary conditions. This method is applicable only
in case of commensurate delays, whereas, when the delays are
incommensurate, the only approximations of the matrix U are
available, see Kharitonov (2013).
Notice that in calculations we replace the norms used for the
vectors in the original setSN (or in the analogous set for the cu-
bic approximation scheme) by the absolute values of their compo-
nents. Theorem 3 remains true with such modification.
Example 12. Consider a scalar equation with one delay
x˙(t) = ax(t)+ bx(t − h), a, b = const, h > 0. (12)
It is well-known (see, for instance, Bellman & Cooke, 1963, p. 444)
that, for a given h, Eq. (12) is exponentially stable if and only if
a < 1/h and a < −b < ω/ sin(ωh),
where ω is a root of the equation a = ω cot(ωh) such that 0 <
ω < π/h and ω = π/2h for a = 0. Fig. 1 shows that, for h = 1,
the stability domain obtained by our method with N = 10 and the
cubic approximation scheme is a good estimation for the exact one.
Suppose, that Eq. (12) is exponentially stable for h = 0, and
denote its unique critical delay by h¯, which is finite or takes the
value+∞. Consider two problems that are inverse to each other.
Problem 13. For fixed a, b, and N , find with an accuracy 0.001 the
maximal value hN such that Theorem 3 holds for h ∈ [0, hN ].
Problem 14. For fixed a, b, and h < h¯, find N such that Theorem 3
holds.Table 1
Problem 13: the values hN .
a, b,
N
a = −1,
b = −1
a = −0.5,
b = −1
a = 0,
b = −1
Type Linear Cubic Linear Cubic Linear Cubic
N = 1 0.499 0.772 0.562 0.934 0.657 1.227
N = 5 1.308 2.334 1.371 2.184 1.448 1.5707
N = 10 1.834 3.663 1.736 2.388 1.5707 1.5707
N = 20 2.530 5.63 2.068 2.417 1.5707 1.5707
h¯ +∞ ≈2.418 ≈1.5708
Table 2
Problem 14: the values N1 and N3 .
a = −1, b = −1
h 1 2 2.5 3 3.5 4 4.5 5
N1 3 13 20 30 42 56 74 95
N3 2 4 6 8 10 12 15 17
a = −0.5, b = −1
h 1 1.5 1.9 2.1 2.3 2.4 2.415 2.417
N1 3 7 14 22 43 117 260 393
N3 2 2 4 5 7 12 18 20
Fig. 2. System (13), N = 10, cubic approximation.
For different equations of the form (12), the solutions of Prob-
lems 13 and 14 are presented in Tables 1 and 2 respectively. In
Table 2, N = N1 corresponds to the linear approximation scheme
while N = N3 corresponds to the cubic one. It is clear that the re-
sults obtained by the cubic approximation are much better than
those obtained by the linear one due to the smoothness of the first
one in contrast to the latter. Nevertheless, Table 1 illustrates the
convergence of the method for both types of approximation.
Example 15. Consider the equation
y¨(t)+ ay˙(t − 1)+ by(t − 1) = 0, a, b = const,
which is equivalent to the following system
x˙(t) =

0 1
0 0

x(t)+

0 0
−b −a

x(t − 1). (13)
It is known (see Bellman & Cooke, 1963, p. 450) that the exact
domain of exponential stability of system (13) in the space of
parameters a and b is described by the conditions 0 < a < π/2 and
0 < b < ω2 cosω, where ω is a root of the equation a = ω sinω
such that 0 < ω < π/2. This domain, along with that obtained by
our method with N = 10 and the cubic approximation scheme, is
depicted on Fig. 2.
I.V. Medvedeva, A.P. Zhabko / Automatica 51 (2015) 372–377 3777. Concluding remarks
In this paper, a necessary and sufficient stability condition
joining the Razumikhin and the Lyapunov–Krasovskii approaches
is provided for linear systems with several delays. The condition
allows to estimate the stability domains in the parameter space.
Acknowledgments
The authors thank Prof. V.L. Kharitonov, the reviewers, and the
Associate Editor for their valuable comments and suggestions that
helped us to improve the presentation of the manuscript.
References
Bellman, R., & Cooke, K. L. (1963). Differential-difference equations. New York:
Academic Press.
Egorov, A., & Mondie, S. (2013). Necessary conditions for the stability of multiple
time-delay systems via the delay Lyapunov matrix. In Proceedings of 11th IFAC
workshop on time-delay systems, Grenoble, France (pp. 12–17).
Garcia-Lozano, H., & Kharitonov, V. L. (2004). Lyapunov matrices for time delay
system with commensurate delays. In Proceedings of the 2nd symposium on
system, structure and control, Oaxaca, Mexico.
Huang, W. (1989). Generalization of Liapunov’s theorem in a linear delay system.
Journal of Mathematical Analysis and Applications, 142, 83–94.
Infante, E. F., & Castelan,W. B. (1978). A Liapunov functional for amatrix difference-
differential equation. Journal of Differential Equations, 29, 439–451.
Kharitonov, V. L. (2013). Time-delay systems: Lyapunov functionals and matrices.
Basel: Birkhäuser.
Kharitonov, V. L., & Niculescu, S. I. (2003). On the stability of linear systems with
uncertain delay. IEEE Transactions on Automatic Control, 48, 127–132.
Kharitonov, V. L., & Zhabko, A. P. (2003). Lyapunov–Krasovskii approach to the
robust stability analysis of time-delay systems. Automatica, 39, 15–20.
Krasovskii, N. N. (1956). On the second Lyapunov method application to the
equations with delay. Prikladnaya Matematikai Mekhanika, 20, 315–327. (in
Russian).Medvedeva, I. V., & Zhabko, A. P. (2013). Constructive method of linear systems
with delay stability analysis. In Proceedings of 11th IFAC workshop on time-delay
systems, Grenoble, France (pp. 1–6).
Ochoa, G., Mondie, S., & Kharitonov, V. L. (2009). Time delay systems with
distributed delays: Critical values. In Proceedings of 8th IFAC workshop on time-
delay systems, Sinaia, Rumania.
Razumikhin, B. S. (1956). On the stability of time-delay systems. Prikladnaya
Matematikai Mekhanika, 20, 500–512. (in Russian).
Repin, Y. M. (1965). Quadratic Lyapunov functionals for systems with delay.
J. Applied Mathematics and Mechanics, 29, 669–672. (translation of Prikl. Mat.
Mekh., 29, 1965, pp 564–566).
Zhabko, A. P., &Medvedeva, I. V. (2011). The algebraic approach to stability analysis
of differential-difference systems. Vestnik Saint-Petersburg State University, 1,
9–20. (in Russian).
Irina V. Medvedeva received the M.Sc. degree in Mathe-
matics in 2011, from St.-Petersburg State University, St.-
Petersburg, Russia, where she is now working on her
Ph.D. thesis at the Department of Control Theory. She is
currently a Lecturer at the Department of Mechanics of
Controlled Motion at the same University. Her research
interests include time-delay systems, stability and robust
stability.
Alexey P. Zhabko received the M.A. Degree in 1973, the
Candidate of Science Degree in Automatic Control in 1981,
and the Doctor of Science Degree in Automatic Control
in 1992, all from the Leningrad State University, Russia.
Dr. Zhabko is currently the Head of the Control Theory
Department at the Faculty of Applied Mathematics and
Control Processes, St.-Petersburg State University, St.-
Petersburg, Russia. His research interests include control
theory, time-delay systems, stability, identification and
robust control.
