We address direct multiple shooting based algorithms for nonlinear model predictive control, with a focus on problems with long prediction horizons. We describe different efficient multiple shooting variants with a computational effort that is only linear in the horizon length. Proposed techniques comprise structure exploiting linear algebra on the one hand, and approximation of derivative information in an adjoint Sequential Quadratic Programming method on the other hand. For explicit one-step methods for ordinary differential equations we address the issue of consistent and fast generation of both forward and adjoint derivatives of dynamic process models according to the principle of Internal Numerical Differentiation. We discuss the applicability of the proposed methods at the example of three benchmark problems. These have recently been addressed in literature and serve to evaluate the relative performance of each of the proposed methods for both offline optimal control and on-line nonlinear model predictive control. Throughout, we compare against results published for a recently proposed collocation approach based on finite elements.
Introduction 1
In Nonlinear Model Predictive Control (NMPC), one repeatedly computes 2 solutions to optimal control problems (OCPs) on a finite prediction horizon in 
s.t.ẋ(t) = f (x(t), u(t)), t ∈ [t 0 , t 0 + T ], (1b) x(t 0 ) = x 0 , (1c) 0 ≤ r(x(t), u(t)), t ∈ [t 0 , t 0 + T ], (1d) 0 ≤ h(x(t 0 + T )).
(1e)
We denote by x(t) ∈ R nx the state vector and by u(t) ∈ R nu the vector of 39 continuous controls of the dynamic process.
40
The state trajectory is determined from the initial value problem (IVP) 41 (1b, 1c), where x 0 is the current state of the process and f (x, u) describes L (x, u) = (x −x) T Q(t) (x −x) + (u −ū) T R(t) (u −ū) ,
wherex andū are reference trajectories for x and u, and Q(t) and R(t) E (x(t 0 + T )) = x(t 0 + T ) −x(t 0 + T ) T P x(t 0 + T ) −x(t 0 + T ) ,
with a suitable weighting matrix P . The Mayer term can be used -typically 55 in conjunction with the end-point constraint h(x(T )) -to design feedback 56 control schemes that guarantee stability of the closed-loop system, see [6, 7] .
57
The problem may also depend on time-independent model parameters 58 which are not considered as degrees of freedom for the optimization. These 
Discretization of Controls and Parameterization of States
In this work, algorithms for the efficient numerical solution of problem (1) 66 are based on the direct multiple shooting method for optimal control, first 67 described by [11, 4] and extended in a series of subsequent works, cf.
[12].
68
For a suitable partition of the prediction horizon [t 0 , t 0 + T ] ⊂ R into N 69 shooting intervals [t i , t i+1 ], 0 ≤ i < N , we choose the control discretization
In NMPC, the usual choice for the basis functions ϕ i are piecewise constant 71 controls ϕ i (t, q i ) = q i ∈ R nq for t ∈ [t i , t i+1 ]. In contrast to single shooting 72 we also apply a state parameterization by introduction of additional initial 73 values s i for computing the state trajectories on the shooting intervals,
Continuity of the optimal trajectory on the whole interval [0, T ] is ensured 75 by additional matching conditions 76 s i+1 = x i (t i+1 ; t i , s i , q i ), 0 ≤ i < N,
wherein x i (t; t i , s i , q i ) denotes the solution of the IVP (5) depending on s i 77 and q i . One particular advantage of this approach is that it allows for the 78 use of adaptive integrators for function and sensitivity evaluation, cf. Section only, but strict feasibility in the interior could be ensured if needed, cf.
[13]. 
Nonlinear Program

82
From the multiple shooting discretization we obtain the NLP 
for (∆w, λ QP , µ QP ) and iterating according to
In (9) has been shown that this is possible by using the so-called modified gradient
in place of b k . The key motivation here is that the product C k T λ k can be 104 computed as a cheap adjoint derivative of the right-hand side of (7c), without 105 having to compute the expensive full Jacobian C k . The same of course holds
Solutions and Sensitivities of the Dynamic Process
The formulation of the QP (9) scheme computes an approximation η(τ + h) = η + hΦ(τ, η; h) to the solution
using the step function
wherein we dropped the control argument from f . We assume that some error control mechanism, given an initial value η 0 , in iterations k = 0, . . . , K − 1
142
adaptively chooses a step size h k > 0 to compute the approximation η k+1 = 143 η(τ k+1 ) to x(τ k+1 ) at time τ k+1 = τ k + h k . Details can be found e.g. in [19, 24] 144 and many other related works. A discretization scheme to compute a forward directional sensitivity
that is consistent with (13) can be obtained by forward mode differentiation 148 of (13) with respect to η and reads
where here. We remark that solving the variational system 
that is consistent with (13) can be obtained by applying the reverse mode of automatic differentiation (see e.g.
[25]) with respect to η to (13),
This adjoint scheme starts with λ η K := λ and proceeds for k = K, . . . , 1
166
backwards in time with steps
Afterwards, λ η 0 is the approximation of (17) and the adjoint directional 168 derivative of the discretization scheme. We remark that in some similarity 169 to the forward case, solving the adjoint system 
Techniques for Nonlinear Model Predictive Control
187
We now address the issue of applying either of the two SQP methods of
188
Sections 2.4, 2.5 in an on-line NMPC setting. 
with initial values
The transition from the old 243 to the new QP data is realized by gradient and constraint right hand sides
Moreover, from the optimality conditions of QP (19) and we briefly present it in the following.
291
The direct multiple shooting discretization creates a particular block 292 structure of the constraint matrix C k in (9) which is deduced from (7),
. . .
Herein G 
Therein,
In the same way we obtain 
We refer to e.g.
[12] for an extensive derivation of condensing methods also 306 addressing effective reductions for the DAE constrained case.
307
In a straightforward implementation, the computational effort for con- The effort here is only O(N · (n x ) 2 · n q ) and hence this methods promises to 334 be drastically faster than the full matrix condensing of Section 5.3. 
Case Studies
In this section we consider three case studies, two of them were also 337 addressed in [1] . 
where p = Off-line Setting. Table 1 (25), n x = 2, n u = 1. Sp.: Block structured QP solver using MA57. Bl.: Block structured QP solver using block structured linear algebra. Co.: Matrix condensing and dense QP solver qpOASES. 
403
The controller is initialized in the off-line optimal solution. We consider here 404 a shrinking horizon scenario with a disturbance ∆p = +0.7 at t = 0.5 h for 405 ∆t = 0.05 h. This disturbance is applied to the real-world simulation, and is 406 assumed to be known to the optimizer with a delay of one sampling period.
407
To realize a shrinking horizon, we fix the controls q N −k to q N −1 to zero Discussion. For all algorithmic variants proposed, Table 2 From Table 2 we can again see the cubic complexity of matrix condensing 
Off-Line Run Time Comparison. The off-line scenario investigated in [1] 443 involves a set-point change of the molar concentration for t ≥ 9.0 min to 444 Sym. Unit Discussion. Table 4 shows optimal objective function values computed for (26) for N = 160. Red: RTI using full SQP. Blue: RTI using adjoint SQP.
Discussion. The third case study involves a motion control problem for a chain of 502 n + 1 point masses connected by springs and subject to gravity, see [2] . The 503 point mass positions are denoted by x i (t) ∈ R 3 and velocities by v i (t) ∈ R 3 .
504
The first point mass is fixed at the origin. Starting in x i (0) = (7.5i/n, 0, 0), 505 v i (0) = (0, 0, 0), 0 ≤ i ≤ n, the velocity v n (t) of the final point mass is to be 506 controlled by u(t) ∈ R 3 such that this energy-conserving system returns to 507 rest in 40 s.
with x 0 (t) := (0, 0, 0) for all t ∈ [0, 40].
Characteristics and weights are given in Table 6 . For n = 16 point masses 511 this system has n x = 87 states and n u = 3 controls, and hence is considerably 512 larger than the case studies considered in [1] . Table 6 : Parameter values for the chain model (27) . (a) Control trajectories u x (·), u z (·). Table 7 : NMPC: Average per-iteration run times in milliseconds for the full SQP controller (left) and the adjoint SQP controller (right) on problem (27) , n x = 87, n u = 3. Sp.: Sparse QP solver using MA57. Bl.: Block structured QP solver. Co.: Dense QP solver qpOASES, including runtime of matrix condensing (full SQP) or vector condensing (adjoint SQP).
Summary and Conclusions
536
In this paper we addressed fast numerical methods for direct multiple 537 shooting based NMPC of dynamic process control problems with long predic-538 tion horizons. We presented two SQP methods, one using full Jacobian infor- set QP solvers we presented three variants of problem structure exploitation.
547
These comprise sparse linear algebra, block structured linear algebra, and a 548 condensing preprocessing step. For the adjoint SQP method we proposed a 549 matrix free condensing step that has a significant runtime complexity advan-550 tage.
551
To evaluate the relative merits of each of the proposed direct multiple 552 shooting frameworks, we considered three benchmark problems recently ad-553 dressed in literature. We computed off-line optimal solutions for set-point 554 change or disturbance scenarios, and also treated these scenarios in a sim-555 ulated NMPC setting. We provided detailed insight into the achieved run 556 times, possible sampling rates, and feedback delays. Here, we found the pro-557 posed adjoint SQP method combined with vector condensing to perform best 558 by wide margin for systems with larger state space dimensions.
559
We also carried out a comparison of the IND principle to a recently pro- gramming for the direct multiple shooting method for optimal control, Optimization
