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Parallel computing on Network of Workstation (NOW) environments has be-
come popular because it leverages existing workstations and networks. The emerg-
ing World Wide Web (WWW) has also proliferated the Internet, on which world-
wide massively parallel computing environment can be built. Java technology has 
appeared in the past three years and further extended the idea of NOW to volun-
teer computing. It allows volunteers to contribute the computational resources of 
their machines to the parallel environment easily through Java applets. 
A parallel programming system on the Internet has been developed in this 
thesis work, and is known as the Java Message Passing Interface (JMPI). It 
constructs a parallel environment by interconnecting computers on the Internet 
using Java applets. By visiting our web site, where all the setup procedures will be 
handled by Java automatically, the volunteers' machines become a processing node 
to the environment. JMPI also provides application programming interfaces for 
developing parallel applications running on the system. These interfaces conform 
to the semantics of Message Passing Interface (MPI). Since MPI does not have 
any language bindings for Java language, our interfaces also contain modifications 
that match the Java programming styles better. The details of these modifications 
are also discussed in this thesis. 
JMPI runs on heterogeneous and dynamic environment. Processing nodes 
may have different computational power, load and even availability of the nodes 
can also change in time. A metric has been formulated to quantify the load of 
• • • 
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the nodes and employed in scheduling tasks. As a result, a better load balanced 
system is achieved and the performance of parallel applications is improved. In 
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This chapter describes the background and motivation for the work docu-
mented in this thesis. Section 1.1 presents a brief background of parallel comput-
ing on Network of Workstation. Section 1.2 discusses the objectives of this work 
and section 1.3 gives our contribution. The organization of the thesis is outlined 
in section 1.4. 
c 
1.1 Background 
The processes of parallel programs collaborate to solve large-scale parallel ap-
plications through interprocess communications [1, 2]. The message passing pro-
• gramming paradigm, in which processes communicate through message exchange; 
and the share memory paradigm, in which processes communicate by reading and 
writing shared data items, are the two paradigms for the mechanism of interpro-
cess communications. PVM [3], p4 [4] and Express [5] are popular programming 
library systems to develop parallel applications. 
The proliferation of high-speed general-purpose network and powerful work-
station processors has continued rapidly in the last few years. It narrows the 
performance gap between workstation clusters and supercomputers and brings 
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significant attention in using Network of Workstations (NOW) environment as a 
parallel computing platform [6, 7]. The NOW environment can only use message 
passing paradigm for interprocess communications, because the processors do not 
share physical memory. Nevertheless, software distributed shared-memory sys-
tems can also be employed by providing a share-memory abstraction on top of the 
message passing facilities, but it needs extra costs [8] in execution. 
Recently, Message Passing Interface (MPI) [9] has been proposed as a defacto 
standard by a boardly based committee of vendors, implementors and users for 
writing "portable" message-passing parallel programs. MPI handles management 
through opaque objects, groups and communicators. The communication part 
consists of the usual point-to-point communication as well as collective commu-
nication. The current available programming language bindings are C, C + + and 
Fortran. LAM [10] and MPICH [11] are the successors of parallel programming 
system using MPI. Brucks et al. [12] has developed a system to works on NOW. 
In the past few years, the Internet is proliferated by emerging of World Wide 
Web (WWW) [13] technology. The Internet connects machines around the world. 
It is possible to build world-wide massively parallel computing environments on 
c 
the Internet [14, 15]. Java has appeared following WWW. It further extends the 
idea of NOW to volunteer computing. Volunteer computing means that a vol-
unteer can join (and leave) the system of their own free will, and the system 
administrator does not know the volunteers. Since portability is the major chal-
. lenge of parallel computing on NOW, Java leverages the problem, by allowing to 
write the code once and run it on platforms with Java-capable browsers or any 
other forms of Java runtime environments. 
Java-based parallel computing system requires minimal setup and distribution 
effort on the aspect of programmers and administrators. Once programmers com-
plete their parallel application development, they can post the compiled bytecodes 
on the appropriate web sites. The volunteers require no technical knowledge to 
offer processing resources of their machines. The only thing they need to do is 
2 
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to visit the web site using a Java-capable browser. The Java applets are then 
downloaded to the volunteers' machines and the applet will take care the work. 
Nevertheless, the systems are heterogeneous and dynamic. The nodes can have 
different processing powers. The networks can have different sizes of bandwidth. 
The nodes can join and leave the system at any time. The load of each machine 
and network can be affected by external factors. Because of these factors, it is 
very difficult for parallel applications to obtain an optimal performance. 
1.2 Objectives 
The main objective of this work is to design and implement an efficient parallel 
programming environment on the Internet. It primarily focuses on fully utilizing 
computational resources on any idle machines on the Internet. Java technology 
leverages portability and allows the developer to write the code once and run it 
on this heterogeneous environment. Java simplifies the effort for volunteers to 
contribute the processing power of their machines to tlie system. However, the 
performance of Java is still poor to-date, we will also figure out the possibility of 
using Java for parallel computing on the Internet. 
The system is called Java Message Passing Interface (JMPI). A Java applet 
is downloaded into their machines, when the volunteers visit the web site. The 
applet initializes itself, connects to the server and acts as a processing node to 
the system. The server maintains the object reference of every applet and forms a 
network of processing nodes on the Internet. JMPI provides application program-
ming interfaces in message-passing paradigm and it conforms to the semantics 
of message-passing mechanism defined in MPI. MPI is chosen because it is a de-
facto standard in message-passing paradigm for parallel computing. It is easy for 
experienced programmers to develop parallel applications using the system. 
We have formulated a metric for measuring the loading of processing nodes, 
3 
Chapter 1 Introduction 
and the value is used for scheduling tasks to processing nodes on the system to 
achieve a load-balanced system where an optimal performance of parallel appli-
cations could be obtained. We have performed benchmarking to evaluate the 
performance of our system and make a comparison with that of LAM [10]. We 
would not expect that it would have competitive results as LAM does because the 
execution of Java code is slower. The gap would be narrowed if the performance 
of Java Runtime Environment is improved. 
1.3 Contributions 
In this thesis work, the main contributions are: 
• Design and implement a parallel programming environment on the Internet 
using Java language [16 . 
• Design and implement a language binding in Java for MPL The advantages 
and disadvantages are discussed in [17 . 
• Formulate a metric to measure the load of machines on the Internet and a 
c 
central dispatcher algorithm is employed to schedule the tasks to achieve a 
load balanced system. An optimal performance of parallel applications is 
obtained [18]. 
1.4 Overview 
This thesis is organized into 7 chapters and 1 appendix. The contents of the 
individual chapters are described as follows: 
Chapter 2 reviews the specification of Message Passing Interface in part of 
the semantic of communications. The communication mechanism in Java and its 
performance issues are described. Several parallel environment in Java are given. 
4 
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Chapter 3 presents tlie infrastructure of JMPI. The design and implementa-
tion issues are discussed in detail. 
Chapter 4 provides the details of application programming interface in JMPI. 
Examples and procedures for starting up JMPI's applications are given. 
Chapter 5 discusses the processes management, load metric and dynamic 
load balancing and task scheduling. 
Chapter 6 illustrates the performance gap between programs written in Java 
and C. It also shows the experimental results of our system and LAM. A compar-
ison on the performance between two systems is also contained in this chapter. 
Chapter 7 wraps up the overall conclusions of the thesis and presents sug-
gestions to future work. 




This chapter reviews literatures about parallel computing, message passing 
standard and Java technology. Section 2.1 presents the specification of Message 
Passing Interface (MPI). The basic semantic of message-passing mechanism. Sec-
tion 2.2 gives the communication mechanism in Java and its performance issues 
are discussed in section 2.3. Several parallel systems implemented in Java are 
summarized in section 2.4. 
2.1 Message Passing Interface 
There are many variations in the mechanism of message passing for parallel 
• computing. The basic concept of processes communicating through messages is 
that a program consists of a set of processes or tasks and each process performs 
computation independently and communicates with other processes through com-
munication channels. 
Message Passing Interface (MPI) [9] was designed as a standard for message-
passing paradigm. The standardization process began in 1992 and involved many 
vendors and researchers. It is intended for writing portable message-passing pro-
grams in Fortran, C and C + + with a simple, easy-to-use interface for efficient 
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communication and the language independent semantics. The interface is suit-
able for use by fully general MIMD programs, as well as those written in the more 
restricted style of SPMD. 
In this review, we would focus on the semantic of communication. 
2.1.1 Point-to-Point Communication 
MPI provides two mechanisms of data transmission: blocking and non-blocking. 
In blocking mode, the operation does not return until the resource has been safely 
stored so that the sender is free to access and overwrite the send buffer. It simpli-
fies the need of hand-shaking and resource polling. The non-blocking operation 
allows the overlapping of communication and computation. It can be achieved by 
using special hardwares and even light-weight threads mechanism. Nevertheless, 
the send-start call will return before the message was copied out of the send buffer 
and another send-complete call is needed to verify its completion. A similar pair of 
receive calls is required for receive operation. Therefore, the return of nonblocking 
call does not guarantee the reuse of the resources. 
r c_ 
Both blocking and non-blocking calls can use one of the following communi-
cation modes: standard, buffer, synchronous, and ready. In standard mode, it is 
— up to the MPI to choose any combination of three other modes or communication 
modes not defined in the MPI specification to send a message. The decision is de-
• pendent on the size of the buffer. The user can also customize the communication 
mode by calling three other modes. 
The buffer mode copies tlie message into the buffer when no matching receive 
is posted. In most implementations, it always bundles messages and sends in 
group to improve its throughput. The operation is completed when the message 
is copied into the buffer. Tlie amount of available buffer space is controlled by the 
user. An error will occur if there is insufficient buffer space. 
In synchronous mode, the send can be started whether or not a matching 
7 
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receive is posted. It will complete successfully only if a matching receive is posted, 
and the receive operation has started to receive the message. Its completion 
indicates that the send buffer can be reused as well as the receiver has reached a 
certain point in its execution. 
Finally, a ready-mode send may be started only if the matching receive is 
already posted. It allows the removal of a hand-shake operation in some com-
munication systems and results in improved performance. As noted in the MPI 
proposal [9], this sending mode could be replaced by a standard mode with no 
effect on the behavior of the program other than performance. 
2.1.2 Persistent Communication Request 
In some applications, a communication involving the same source-destination 
pairs is repeatedly executed within the inner loop of a parallel computation. It 
is obvious that the communication can be optimized by allowing applications to 
reuse the old arguments without re-initialization. This functionality is known as 
persistent communication request. 
An application first initializes the communication by requesting the persistent 
communication. It includes both send and receive operation and these calls does 
not involve any communication. The application has to invoke an MPI function 
call to start its communication. The request becomes active once the call is made. 
. Its construction allows the reduction of the overhead for communication between 
the process and communication controller. 
2.1.3 Collective Communication 
Parallel programs often require collective communications, which involve a 
group of processes. MPI has many operations that support these functionalities, 
such as barrier synchronization, broadcast, gather data, scatter data and global 
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reduction operations, etc. Tlie communicator defines the group of participating 
processes and provides a context for the operation. 
The syntax and semantics of the collective operations are defined to be consis-
tent with the syntax and semantics of the point-to-point operations. The collective 
communications can be implemented with point-to-point communications. How-
ever, it is inefficient and does not scale well when the number of processes in the 
group is large. 
2.1.4 Derived Datatype 
Traditionally, handling the transmission of non-contiguous data requires the 
packing of non-contiguous data into a contiguous buffer at the sender site and 
unpack it back at the receiver site. ‘ 
MPI defines mechanisms to specify general, mixed, and noncontiguous com-
munication buffers. The general communication buffers are specified by derived 
datatypes that are constructed from basic datatypes. The derived datatypes are 
specified by a sequence of basic datatypes and a sequence of integer displacements. 
乂’ ^ 
The derived datatypes can be used in all send and receive operations. It is up to 
the implementation to decide whether data should be first packed in a contigu-
ous buffer before being transmitted, or it can be collected directly from where it 
resides. 
• MPI provides two general datatypes: vector and indexed. Vector datatype 
consists of multiple data blocks that are evenly spaced. All blocks are of the 
same size and can be derived from multiple copies of the old datatype. Indexed 
datatype is similar to vector datatype, except that the size of each block and the 
space between blocks can be of any size. 
9 
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2.2 Communications in Java 
One of the focuses of Java [19] is computing on the Internet. Networking is 
a fundamental feature of Java. The basic communication protocols are TCP and 
UDP. The protocols seem to be too primitive, and several enhancements have 
been introduced in JDK 1.1. 
2.2.1 Object Serialization 
In JDK 1.0, it only supports send and receive primitive datatypes over streams, 
such as byte, character, integer, float point number, etc. For transferring arbi-
trary objects, programmers have to decompose the object into a set of primitive 
datatypes for writing it into the stream and do the reverse operation for reading 
the object. 
Object serialization [20] is designed to handle the above- operation by the 
system automatically. It creates a serialized representation of objects or a graph 
of objects. The serialized form contains sufficient information to recreate the 
乂 equivalent typed object. Deserialization is the symmetric process of recreating 
the object or graph of objects from the serialized representation. 
Firstly, the object must implement either the Serializable or the Externalizable 
interface to be saved in or restored from a stream. Then, the object must be 
• written onto ObjectOutputStream with its writeObject method, which serializes the 
object and traverses its references to other objects in the object graph recursively 
to create a complete serialized representation of the graph. Objects are read from 
the ObjectInputStream with readObject method. It deserializes the next object in 
the stream and traverses its references to other objects recursively to create the 
complete graph of objects serialized. -
10 
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2.2.2 Remote Method Invocation 
Remote Method Invocation (RMI) [21] provides a mechanism for invoking 
method of Java objects residing in different virtual machine. It simplifies the 
communication between distributed objects and retains the semantics of the Java 
object model. For program remote objects, it is only required to prototype its 
interface and implement the corresponding operation. The underlying communi-
cation procedure will be handled by stub/skeleton which are generated by RMI's 
tools automatically. It can be considered as CORBA [22] in Java. Furthermore, 
to invoke methods on a remote object, a remote reference to that object has to 
be obtained. A registry is used to manage remote references. RMI servers can 
register their objects at the register after which clients can obtain a reference to 
these remote objects. 
2.3 Performances Issues in Java 
Java programs are compiled into bytecodes, and interpreted by the Java virtual 
- machine. Its advantage is that the bytecode is machine-independent. However, 
its execution time is exceedingly slow compared to the native code produced by 
a compiler. Several technologies have purposed to improve the performance [23 . 
2.3.1 Byte-code Interpreter 
A Java program is first translated into a series of bytecodes using the Java 
compiler. The bytecodes are numeric machine codes for the interpreter, which is 
called Java virtual machine (JVM). The interpreter runs on the native machine. 
Figure 2.1 shows how its works. It runs in a loop, each time it gets a bytecode, it 
executes the machine code on the native computer. 
It is important that the byte-code interpreters are architectural neutral. The 
11 
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)( 
Java Virtual Machine 




L I ~ ~ 
Figure 2.1: The workflow of Java Interpreter 
compiled Java bytecodes can be run on any machines that has a virtual machine 
capable of properly interpreting it. Nevertheless, there is overhead in each transla-
tion of bytecode to its corresponding series of machine instructions. In a large Java 
program, it becomes significant compared to executing a fully-compiled program. 
2.3.2 Just-in-time Compiler 
A Just-in-time compiler (JIT) translates a series of bytecodes into machine in-
structions, and then executes the machine instructions instead of interpreting the 
bytecodes. During the translation, some optimization can be achieved. Figure 2.2 
. illustrates its work. 
The result is that the bytecodes are still portable, and its execution t ime is as 
much as 50 times faster than a normal interpreter. However, its speedup becomes 
not noticeable when the programs involve intensive I /O operations or a lot of 
garbage collection. 
12 
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r ^ ~ ~ f < = ^ 
Java Java 
Program ~ ~ ^ Compiler ~ ^ Bytecodes 
k _ _ ^ _ ^ _ _ ^ 
Native 
^ JIT ^ Machine 
Code 
Figure 2.2: The workflow of Just-in-time compiler (JIT) 
2.3.3 HotSpot 
HotSpot combines the best features of a JIT compiler and an interpreter to 
be a dynamic compiler. Figure 2.3 shows its work. 
r ^ " ^ < 3 ： ^ 
Java Java 





Native / ^ T ^ ^ Virtual 
Machine ControB , , , . 
Code ^ ^ ; ^ ^ ^ ^ ^ Machine 
Profiler < 
Figure 2.3: The workflow of HotSpot 
When bytecodes are first loaded, they are run through the interpreter. The 
profiler keeps a record of runtimes for each method. When the time spent in a 
method reaches a threshold, HotSpot compiles and optimizes it. Every future call 
to that method uses the native machine instructions produced by the compiler. 
13 
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Moreover, it also addresses two major time-sinks, i.e. garbage collection and 
synchronization. For typical application, these two features take up about 40 
percent of the average application's run time. The optimization from a J IT has 
no effect on these operations. 
It uses an improved method of garbage collection called generational garbage 
collection. Since memory tends to be allocated, and then discarded in chrono-
logical groups, it divides the code into different groups, the generational collector 
traverse smaller groups of allocations of memory at one time instead of traversing 
all the memory. As a result, it takes less time in each iteration. The synchroniza-
tion process is improved through reducing multiple lines of synchronization code 
to a single instruction. 
In a large majority of cases, its performance is much better than JIT. In some 
distinct cases, it fails. For example, it optimizes a piece of code just as it finishes 
executing for the last time. The time spent on optimization is wasted. 
2.4 Parallel Computing in Java 
c 
In parallel computing on NOW, the trade-off between portability and per-
formance is well known. Java technology leverage portability, and it brings the 
attention on developing libraries for parallel programming in Java in the past two 
years. Based on communication mechanisms and nature of processing nodes, the 
libraries could be classified into two categories, where each category can be fur-
ther divided into two sub-categories. For communication mechanisms, it will be 
written entirely in Java or native library. For the nature of processing nodes, it 
will be a stand-alone Java application or Java applet. 
14 
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2.4.1 JavaMPI 
JavaMPI [24] is a Java wrapper implementation of MPL It is based on the 
Java Native Methods mechanism, providing native method wrappers around the 
native MPI functions. The native MPI implementation is LAM [10]. The Java 
binding for MPI is generated automatically by the Java-to-C interface generator 
from the C prototypes of MPI functions. Even it does not modify any native 
MPI implementation for the conversion, it takes special arrangements for its Java 
binding in addresses and array arguments. Nevertheless, its approach does not 
employ any Java language features and it accompanies portability problems. 
2.4.2 Bayanihan 
Bayanihan [25] is object-oriented framework for web-based volunteer comput-
ing. Its objective is to address issues such as programming interface, adaptive 
parallelism, fault-tolerance, computational security, scalability, and user interface 
design. The framework defines a set of basic components. Each component con-
tains a set of methods to be involved and represents particular behavior. It allows 
programmers to extend and interconnect basic library components easily. As a 
result, it can address these issues effectively. In current implementation, the un-
derlying communication mechanism uses HORB, a distributed object library that 
provides remote object invocation capabilities in Java similar to Java's RMI [21 . 
. To program applications on Bayanihan, the applications must work in master-
worker style with eager scheduling. The semantic is different from PVM and 
MPI. 
2.4.3 JPVM 
JPVM [26] is a PVM-like software system for explicit message-passing. Its 
interface is similar to the C and Fortran interfaces provided by the PVM [3 
15 
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system, but with modifications to better match the Java programming styles. It 
is implemented entirely in Java. JPVM provides a Java implementation of the 
PVM daemon and a library for communication. The daemon runs as a stand-alone 
Java application and the message-passing mechanism is based on communication 
over TCP sockets. It does not suffer the restriction placed on communications 
by the Java security model for applets. In addition, JPVM. provides features 
enhancing PVM such as thread safety, multiple communication end-points per 




This chapter presents tlie infrastructure of JMPI. Section 3.1 describes the 
overall design of the system. It is mainly divided into 2 layers, i.e. Java Parallel 
Environment layer and Java Parallel Application layer. The functionality and 
implementation details of the Java Parallel Environment layer are illustrated in 
Section 3.2. Java Parallel Application layer extends the underlying facilities of 
parallel environment for developing sophisticated parallel applications. Section 
3.3 discusses how it can be achieved and what it provides. 
3.1 Layered Model 
• Java Message Passing Interface (JMPI) is a parallel and distributed program-
ming system. It constructs a parallel virtual machine by interconnecting comput-
ers on the Internet using Java applets. It also provides application programming 
interfaces for developing parallel applications running on the virtual machine. It 
receives the parallel applications and dispatches the jobs to those computers for 
execution. The tasks collaborate and solve parallel problems. 
Computers inter-connected on the Internet liave different architectures and 
runs on different operating systems. Portability is a major challenge for parallel 
17 
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and distributed computing on NOW. However, there is always a trade-off be-
tween portability and performance. JMPI is written entirely in Java language 
because it allows system developers and application programmers to “write once, 
run anywhere". The compiled bytecodes can be executed on any machine that has 
a Java-capabled browser or even Java runtime environment. Since Java-capable 
browsers and runtime environments have been implemented on most major plat-
forms, and it are free to use, JMPI could utilize any computation resources on the 
Internet. 
Besides, it has been proven that overlapping communication and computation 
can improve performance on many parallel and distributed applications. Since 
Java language supports multi-threading, both at the language level and through 
its run-time system and thread object, it is easy to overlap communication and 
computation through multi-threading in Java. 
JMPI is mainly divided into two layers, i.e. Java Parallel Environment (JPE) 
layer and Java Parallel Application (JPA) layer, as shown in Figure 3.1. 
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Figure 3.1: Basic structure of Java Message Passing Interface 
J P E provides facilities for coordinating machines in the system and exchanging 
messages between processing nodes. It maintains the information of nodes in the 
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system, schedules tasks to appropriate nodes and spawns processes on nodes. JPA 
provides application programming interfaces for developing parallel applications 
running in JMPI. It extends facilities on J P E to encapsulate the underlying con-
figuration of the system. In the current implementation, the interfaces conform to 
the semantics of MPI, and it is easy for experienced MPI programmers to make 
use of the interfaces. 
3.2 Java Parallel Environment 
This layer encapsulates physical details of the volunteers' machines, maintains 
its connectivities and forms a parallel virtual machine. It provides facilities for 
coordinating machines in the system and exchanging messages between processing 
nodes. The communication mechanism between machines is implemented using 
Remote Method Invocation (RMI) [21]. RMI has been chosen instead of T C P or 
UDP because processes on volunteers' machines run in Java applets. Basically 
the security restrictions of applet on remote machines does not allow the applets 
to make connections to other hosts except the W W W server it comes from. Each 
message must pass through the server daemon before being received by destined 
hosts. It greatly reduces the scalability of the system. The mechanism of RMI 
is similar to remote procedure call in object-oriented approach or even Common 
Object Request Broker Architecture (CORBA) [22]. Remote objects have a set of 
. pre-defined methods, an object obtains its reference through registry and involves 
its remote methods as it does as local invocation. It can be maintained easily. 
The parallel virtual machine is constructed by two components, the Job Co-
ordinator and the HostApplet. The Job Coordinator is responsible for nodes and 
processes management only. The actual computation and message-passing taking 
by tasks in parallel application involve in HostApplet. 
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3.2.1 Job Coordinator 
The Job Coordinator is a distributed object and is implemented using RMI. It 
is only involved in the layer of J P E only. It sits on the web server, runs as a server 
daemon and waits for request from HostApplets. A HostApplets get its object 
reference through RMI registry service. The HostApplets can only communicate 
with it through its remote methods. 
It handles the joining/leaving of HostApplet in/from the system and sched-
ules parallel application tasks on HostApplet. Two tables are maintained to store 
the information of those registered applets and parallel applications being exe-
cuted. The information of applets includes its processing power, communication 
bandwidth and tasks being executed. The processing power and communication 
bandwidth are obtained through executing some simple benchmark programs by 
the applets and the values are then used to calculate the load of the nodes. When 
a parallel application arrives, based on the load of the nodes, the tasks are sched-
uled to the nodes with the least loading. The Job Coordinator invokes remote 
methods of the selected nodes to spawn threads to execute the tasks. HostApplet 
can query the Job Coordinator for the object reference of other processes in the 
system, such that the tasks can communicate with each other. 
Obviously, the loading of Job Coordinator greatly affects the performance of 
web server, therefore, J P E allows the Job Coordinator to run on separate hosts. 
Furthermore, several Job Coordinators can be started up and tliey can collaborate 
to form a Job Coordinator Group in order to increase the reliability of the system. 
3.2.2 HostApplet 
The HostApplet is a basic processing unit in JMPI and is involved in both 
layers. It joins the system by invoking the remote methods of the Job Coordinator 
and become a processing node. When the Job Coordinator schedules tasks to it, 
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it spawns threads to execute the tasks. The thread runs on the layer of JPA, and 
J P E encapsulates the physical configuration of other tasks. 
Each HostApplet has a set of well-defined remote methods, and accepts com-
mands from the Job Coordinator to spawn processes and performs the fundamen-
tal communication operations. Combining with object serialization, the remote 
object can be passed to other HostApplets, consequently, HostApplets can commu-
nicate with each other. In the current implementation, the HostApplet inherits 
java.rmi.server.UnicastRemoteObject class which provides support for point-to-
point active object references using TCP-based streams. The references are valid 
only for, at most, the life of the HostApplet. If the applet has quitted, it will be 
detected easily. 
3.2.3 Formation of Java Parallel Environment 
New processes are started on all MPI implementations on workstation clusters 
through layered software (POE) to an rsh command. Nevertheless, it must have 
the right to access the nodes and the nodes must have a copy of the parallel 
applications. In this case, the machines would be within an organization and 
control by themselves. 
It is straightforward to implement the system in this way. However, on the 
Internet, it consists of many machines and it would not be the case beforehand. 
• To fully utilize those idle processing powers, we use Java applet because it can 
download codes on-demand over the Internet and execute on remote machines 
without any priorly installation procedure. 
Adding N o d e s 
To form a parallel virtual machine on JMPI, we should have processing nodes, 
coordination daemon, and parallel applications. The setup procedure is outlined 
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• A web server maintains a java applet, called HostApplet, which is enclosed 
in a web page. 
• • A coordination daemon, called the Job Coordinator, is set up on the same 
• web server. • 
• Web users retrieve tlie page, and the HostApplet is downloaded to the users' 
machines. 
• The applet initializes itself on the remote machine. 
• It gets the object reference of Job Coordinator through registry and accesses 
its methods to become a processing node of JMPI. 
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For the machines in our local area network, the applets will execute on those 
machines without notification to the user. Otherwise, it will pop up a window as 
shown figure 3.3 and request for granting access right from the web user before 
consuming the processing power of the machine. If it fails, it destroys itself and 
will not consume any resource. 
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Figure 3.3: The user interface of HostApplet to request for granting access right 
A HostApplet obtains the access grant from the client's user and initializes 
• itself as a distributed object using RMI successfully on the remote machine. It 
gets the object reference of the Job Coordinator through RMI registry service 
and invokes remote methods of the Job Coordinator to become a processing node. 
The HostApplet passes its remote object reference as an argument. The Job 
Coordinator generates an integer number and assigns the number to the node. It 
stores this pair in the table and returns the identity number to the HostApplet. 
The HostApplet waits for the jobs dispatched from the Job Coordinator. 
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D e l e t i n g N o d e s 
Due to the special configuration of parallel virtual machine, the processing 
nodes may exit the system more frequently than the other MPI implementations. 
When the client quits the browser, the applets will be quited too. Before the 
applets are completely removed from the remote machine, it must carry out the 
following log out procedure. 
• JVM calls finalize() method of the HostApplet. 
• It suspends running threads. 
• It informs and passes the suspended threads to the Job Coordinator. 
• The HostApplet exits and the Job Coordinator deletes it from Java Parallel 
Environment. 
• The Job Coordinator re-schedules the suspended jobs to other HostApplets 
as it does when getting a parallel application. 
• The selected HostApplets receive the jobs and resume its execution. 
• The parallel application continues, 
3.2.4 Spawning Processes 
To increase the flexibility and accessibility of the system, the procedure of 
spawning processes is done through Java applet technology. A server is set up 
on an arbitrary machine on the Internet. The system user can submit parallel 
applications by invoking a Java applet on anyone of the other machines. This is 
different from other parallel and distributed systems, which require the starting 
up of the application and server at the same machine. The Java applet is called 
JobDispatcherApplet Its interface is presented in Figure 3.4. 
This applet requires the system user to specify the URL of the server, the 
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Figure 3.4: The user interface of JobDispatcherApplet to input the details of 
parallel application running on JMPI 
application's stub and the application's code. In addition, JMPI supports SPMD, 
it also requires the number of processes to be started up. The user can give 
parameters for the parallel application through the applet. 
c 
When users press the "submit" button, tlie applet checks whether all necessary 
details have been input for the application to be executed. If not, it will request 
the user to input the missing item. The applet sets itself up as a SingleAppNode, 
which is a sub-class of Node, gets the object reference of the Job Coordinator 
and registers as a processing node in the system. The SingleAppNode works in 
the same way as the Node, but it only accepts tasks which the users specified. 
Eventually it submits parallel applications' request to the Job Coordinator. 
A table storing the load information of the nodes is maintained at the Job 
Coordinator. The Job Coordinator then performs a table lookup for the requests 
and selects the nodes with the least load value to execute the tasks. The selection 
procedure is illustrated as program segment 3.1 
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/ * * * * * * * * * * 氺 * * * * * * * * 氺 * * * 氺 * * * * * 氺 氺 * * * * * * * * * * 氺 * * * * * * * * * 氺 
* n = Number of processes to be spawned 
* ids = Array of process id 
* group = Array of node reference 
* url = URL of required classes 
****************************************************/ 
int i = 0; 
int id = select a process id 
while (i < n) { 
node = select a node with the least load value 
result = invoke the node's method to load the classes at url 
if (result == OK) { 
update the load table 
ids[i] = id; 
i++; 




for (i=0;i<n;i++) { 
/ * * * * * * * * * * * * * 氺 氺 氺 氺 氺 氺 氺 氺 氺 氺 氺 氺 氺 氺 氺 氺 水 氺 氺 氺 氺 * * * * * * * * * * * * * * * * * * 
* Invoke the node's method to start the application 
* i = node,s rank, group = global id table 
* url = key of application to be spawned 
****************************************************/ 
node[i].startApplication(i, group, url)； 
} 
return group； 
Program 3.1: Program segment to schedule a set of parallel tasks to nodes with 
least load 
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After a node is selected, the Job Coordinator calls the node to load the required 
classes, but the application is not executed yet. The node stores the classes and 
uses its URL as the key. If the loading is successful, the Job Coordinator will 
update the load information of the node and repeat the same procedure to select 
nodes for processing the rest of the sub-tasks. Otherwise, it will mark the node 
and select the nodes using the same procedure, but it will not consider the marked 
node again for this application. 
The Job Coordinator will assign a unique task ID to each sub-task. The task 
ID of the first sub-task is the ID of that application. After all tasks have been 
assigned to the processing nodes, the Job Coordinator send the process ID and 
the URL of classes of the tasks to the selected nodes. The processing nodes then 
initialize the threads to execute the tasks. 
In cases where the number of volunteers' machines is limited, processing nodes 
may execute more than one task in a time. A snapshot of the system configuration 
is shown in Figure 3.5. 
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Figure 3.5: Snapshot of system configuration 
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3.2.5 Message-passing Mechanism 
In the Java Parallel Environment, it only provides a primitive message-passing 
mechanism, that is, it transfers messages from a HostApplet to another one in syn-
chronous mode. When a process A wants to send a message to another process 
B, it gets the object reference of the node which is executing process B and in-
vokes its msgArrived method. The message is transferred automatically to the 
destined node. The designated node gets the messages, checks whether the mes-
sages arrived to the correct node or not. If it does, it then passes the messages to 
the corresponding tasks immediately. Otherwise, an exception is thrown to the 
sender. The sender will be back to normal operation after the receiver returns. 
Under the current implementation of RMI, it does not support the sending 
of messages to multiple destinations, thus collective communication cannot be 
implemented. The prototype of remote method for message-passing is as follows. 




)throws JmpiException, RemoteException； 
3.3 Application Programming Interface 
- The layer aims to provide high level facilities for efficient development of par-
allel applications on JMPI. It relieves the application developers from handling 
the details of JPE. It has three sublayers, as shown in Figure 3.6. They are the 
Stub sub-layer, Library sub-layer and Program sub-layer. 
The stub sublayer is a bridge between the application library and the underly-
ing parallel environment. It dispatches the requests from the library sub-layer and 
accesses J P E directly. The library sub-layer provides high level library facilities 
to the program sub-layer. The program sub-layer is used to develop the parallel 
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Figure 3.6: The sub-layer of JPA 
application with the help of the library facilities. If there is any change on the 
parallel environment layer, only the stub sublayer will be modified. 
For each process in JMPI, it has its own stub for itself and each of the process 
works independently. Therefore, it is possible to implement different application 
libraries. A processing node is able to run applications developed using different 
application libraries, and applications will not interfere with each other. In the 
current implementation, we provide the application programming interfaces which 
conform to the semantics of MPI specification. 
3.3.1 Message Routing 
A processing node may execute more than one task at a time, and there is only 
one communication channel to other processing nodes. Therefore, it is necessary 
to multiplex the incoming messages to the corresponding tasks and demultiplex 
the outgoing messages into the communication channel. 
Figure 3.7 shows the organization of stub to handle message routing. Each 
stub maintains two queues for sending and receiving messages respectively. Each 
queue is controlled by a distinct thread. The thread is used for increasing the 
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degree of overlapping of processing by different objects. In MPI, each task in 
parallel applications is differentiated by its rank. The stub also has a table to 
map the rank to the task ID in the system. It uses the task ID as a key for 
operations between the stub and JPE. • 
Stub 
Receive Queue Send Queue Rank Globel ID 
C Z Z Z ] 1 12345 
]]^^^^^^^^ 2 12346 
" * " * " " " " • " • ^ “ ‘ ‘ • 
‘ • 
. _ 一 
A n 12345+n 
i \ _______ I • • 
V ) 
Y 
Message from JPE Message to JPE 
Figure 3.7: The organization of stub to handle messages routing to and fro the 
underlying parallel environment 
When J P E gets a send request from the stubs, it checks whether the destined 
task is on the same node. If so, J P E invokes a local method of the object which 
executes the destined task directly. Otherwise, it maps the task ID to its corre-
sponding remote object reference of node and transfers the message through RMI. 
Figure 3.8 illustrates its operation. 
• Collective communications contribute an important portion in parallel appli-
cations. Many research projects have been done to enhance its performance and 
increase the scalability [27, 28, 29, 30]. However, J P E only provides synchronous 
one-to-one message-passing mechanism for communication. For those collective 
communication and asynchronous communication defined in MPI, it implements 
those functions through multiple calls to the one-to-one communication channel. 
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Figure 3.8: The procedure of handling messages routing in parallel environment 
3.3.2 Language Binding for MPI in Java 
Currently, the available programming language bindings of MPI are C, C + + 
and Fortran. Java is a language that is not entirely compatible with these existing 
language bindings. Nevertheless, C + + is the language binding in the object-
oriented paradigm for MPI and Java language is developed by referencing C + + , 
thus we refer to its C + + language binding for our implementation. Although 
Java language is designed as closely to C + + as possible, it omits some features 
of C + + , such that there are some differences between two languages. We make 
modifications to better match Java programming features. 
Pointer Operat ions 
Even pointer operations provide a convenient and effective way to manipulate 
data, it is error-prone. Java omits the pointer operations. When an instance of 
a class is created, the runtime system returns the reference to the newly created 
object. Furthermore, the parameter is passed by value. The object is passed by 
value of object reference. However, all communication functions require a pointer 
to the data in MPI. 
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To resolve this problem, we have defined a virtual pointer class and its proto-
type is shown in program 3.2. 
public class Pointer 
{ 
public Pointer()； 
public Pointer(Serializable value)； 
public void setValue(Serializable value)； 
public Serializable getValue()； 
} 
Program 3.2: Prototype of class of virtual pointer 
The P o i n t e r class acts as a container which holds the value of data object. 
When users receive from another process, the users pass an instance of Po inter 
as argument. The system assigns the received value to the pointer through the 
method s e tVa lue ( ) . The users must retrieve the new value using the method 
getValue( ) . 
D a t a t y p e 
In addition, all methods for communication operations require an instance of 
c 
M P I : : D a t a t y p e as arguments for defining the layout of data in memory. Even 
for primitive datatypes, there are corresponding instances, such as integer, floating 
point number and character, etc. 
To deal with passing messages that contains values with different datatypes 
. and even noncontiguous data, users can create a sophisticated D a t a t y p e object 
through its class methods, Create_struct. By specifying the layout of the data 
to be sent or received, the communication library directly accesses a noncontigu-
ous buffer. The user defined datatype may consist of a collection of predefined 
datatypes and other user defined datatypes. 
However, users have to know the memory address of each data and calculate 
its displacement of consecutive data. Beside constructing a new datatype object, 
users should call methods, Datatype::Pack, Datatype::Unpack, of data one 
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by one, in order to explicitly pack the data into a contiguous buffer before sending 
it, and unpack it from a contiguous buffer after receiving it. 
These complicated methods can be avoided by using Object Serialization for 
passing arbitrary objects. For a Java object which has implemented the Serializ-
able interface, it can be saved in the stream in a serialized form, and the stream 
includes sufficient information to restore the fields in the stream to a compatible 
version of the class. Users do not have to write any code for serializing and re-
solving object. It greatly reduces the complexity of MPI program and eliminates 
errors from defining the layout of data. 
Therefore, in our implementation, all data object which will be used for inter-
process communication have to implement the Serializable interface. 
the argument of communication methods, M P I : : D a t a t y p e is replaced by 
java. lang.Class because The prototypes of the standard blocking communication 
methods are as following. 
public void send( 
Pointer buf, int count, Class type, int dest, int tag 
)； 
public void recv( 。 
Pointer buf, int count, Class type, int source, int tag 
)； 
M e m o r y Copy 
In MPI, users may specify a buffer to be used for buffering messages sent in 
buffered mode. The method is MPI::Attach_buffer. The buffer can be detached 
using the method MPI::Detach_bufFer. These operations involve memory allo-
cation, data copying between different memory locations. 
Java does not provide any facility for memory operation but this can be han-
dled by the Java runtime system. There is no way to create any object at specified 
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memory location, and even allocate a spare memory for future data copy opera-
tion. Therefore, the above two methods will be eliminated from our implementa-
卷 
tion. 
To a certain extent, the buffered mode communication can still be imple-
mented. We cannot allocate memory and copy data into this buffer in Java, but 
we can make a copy of the data and the buffered mode sending method returns 
immediately as defined in specification. It does not restrict the location of the 
data to be copied to. 
Finalized Methods 
In Java, it has defined a keyword final and it is similar to const in C++- The 
keyword is used to enforce that the variable, method or class, which cannot be 
overrided. Some finalized methods already are defined in its core package, thus 
the methods with the same signature as those finalized methods cannot be used 
in our implementation. 
Currently, there is only one method that crashes with the finalized method, 




Programming in JMPI 
The Java Parallel Application layer extends facilities of its underlying layer 
to provide application programming interfaces which conform to the semantics of 
MPI specification. This chapter illustrates how to program parallel applications on 
JMPI using the interfaces. Section 4.1 describes the classes in JMPI packages. The 
necessary steps to develop parallel applications and program execution sequences 
are given in section 4.2. Finally, section 4.3 shows a simple example and the 
procedure of compilation and execution. 
4.1 JMPI Package 
. To implement parallel applications on JMPI, we provide a Java package called 
cuhk.hpcLjmpL The mechanism of interprocess communication will fall into the 
paradigm of message passing. It conforms to the semantics of MPI specification. 
Since MPI does not define the language binding for Java language, our package 
is implemented based on the MPI-1 C + + language binding. We preserve all classes 
defined in the specification except MPI::Datatype. MPI::Datatype is replaced by 
java.lang.Class as explained in the previous chapter. 
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Using Java's package naming method, we have defined the JMPI package and it 
is called cuhk.hpcLjmpi. It is a JMPI package and developed by High Performance 
Computing Laboratory at the Chinese University of Hong Kong. 
The class hierarchy of JMPI package, cuhk.hpcLjmpi is shown in Figure 4.1. 
cuhk.hpcLjmpi 




Figure 4.1: Class Hierarchy of the package cuhk.hpcLjmpi 
A Group is an ordered set of process identifiers. Each process in a group is as-
sociated with an integer rank. Ranks are contiguous and start from zero. A group 
is used within a communicator to describe the participants in a communication 
space and to rank such participants. 
- A Status is an argument of receive operations. It indicates the information 
about rank of source, tag of message, error and the number of messages received 
after the operation is completed. 
Comm provides the appropriate scope for all communication operations. The 
operations are divided into two kinds, i.e. point-to-point communications and col-
lective communications. It has two sub-classes: Intracomm for operations within 
a single group of processes, and Intercomm, for point-to-point communication 
between two groups of processes. Graph and Cart define the set of processes 
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on which the topology is to be mapped, i.e. general (graph) virtual topology and 
catersian topology respectively. 
Op defines as an abstract class. It is used to be an argument op that can subse-
q u e n t l y b e u s e d in C o m m . r e d u c e ( ) , C o m m . a l l R e d u c e ( ) , C o m m . r e d u c e _ s c a t t e r ( ) , 
and C o m m . s c a n ( ) . It is required to inherit the class and implement its method, 
operat ion( ) . The method operat ion() is invoked by the global reduction oper-
ations. The prototype of tlie class Op is as below: 
public class Op 
{ 
public Op(boolean commute)； 
abstract void operation( 
Pointer in, Pointer out, int len, Class type 
)； 
} 
Program 4.1: The prototype of the class Op 
A Reques t is returned from the non-blocking communication operations. It 
identifies communication operations and matches the operation that initiates the 
communication with the operation that terminates it. It also identifies various 
properties of a communication operation, such as the send mode, its context, the 
tag and destination arguments. Moreover, it stores information about the status 
of the pending communication operation. 
J m p i is an execution unit of JMPI. Every JMPI application has to sub-class 
. it and override its method, start() . The detail of programming JMPI application 
is given in the next section. 
4.2 Application Startup Procedure 
MPI does not specify anything about how an MPI program is started or 
launched from the command line, nor what the user must do to set up the envi-
ronment in which an MPI program will run. However, an implementation may 
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require some startup procedures to be performed before other MPI routines may 
be called. 
The startup procedures are described in the following sub-sections. 
4.2.1 MPI 
As MPI defined, all MPI programs must contain a call to MPI::init() and this 
method must be called before any other MPI method is called. MPI::finalize() 
cleans up all MPI state and when this method is called, no MPI method may 
be called. Therefore, all MPI methods must be placed between MPI::init() and 
MPI::finalize(). The template of MPI program is shown as Program 4.2. 
int main(int argc, char **argv) 
{ 
MPI_Init(&argc, &argv); 
/* parse arguments */ 
/* main program */ 
MPI^Finalize(); 
} . 
Program 4.2: The template of MPI program 
The compilation and startup procedures are dependent on library providers. 
4.2.2 JMPI 
To implement an application in JMPI, it must inherit the class cuhk,hpcLjmpiJmpi. 
It is similar to writing a Java applet. Its prototype is defined as follows. 
The class Jmpi defines three public methods, i.e. init(), start() and finalize(). 
The methods of init() and finalize() correspond to their counterparts in MPI, and 
they are responsible for handling the initialization of the JMPI environment and 
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public class Jmpi extends ExecUnit 
{ 
public final void init()； 
public void start()； 
public final void finalize()； 
} 
Program 4.3: The prototype of the class Jmpi 
cleaning up all JMPI states respectively. JMPI will execute these three methods 
in the sequence: 
init{) ^ start{) ~> finalize{) 
It is only required to write codes inside the start() method. Other two methods 
are finalized methods and can be overrided. 
4.3 Example 
Program 4.4 is a simple JMPI application, the process with rank 0 sends a 
string to the process with rank 1. The application, its class name is Example, 
inherits the class cuhk.hpcl.jmpi.Jmpi. It overrides the method start() and writes 
all codes in this method. 
Before compiling this example, the environment variable C L A S S P A T H must 
include the JMPI package, cuhk.hpcLjmpi. Assume that the package is located 
. in the directory $ J M P I _ H O M E / c l a s s e s where $ J M P I _ H O M E is the environ-
ment variable representing the directory the package to be installed, the procedure 
of setting C L A S S P A T H and compiling the application on Solaris are stated be-
low: 
setenv CLASSPATH ${CLASSPATH}:$JMPI_HOME/classes 
javac Example.java 
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import cuhk.hpcl.jmpi.*； 
public class Example extends JMPI 
{ 
/ * 
* Transmit a message in a two-process system. 
*/ 
public void start() 
{ 
/ * 
* Error check the number of processes. 
* Determine my rank in the world group. 
* The sender will be rank 0， 
* the receiver will be rank 1. 
*/ 
if (COMM_WORLD.size() != 2) return; 
int rank = COMM_WORLD.rank()； ‘ 




* As rank 0，send a message to rank 1. 
* / C 
if (rank == 0) 
{ 
pt = new Pointer("Example) ,); 
COMM_WORLD.send(pt, 1, String.class， 1， tag)； 
} 
/ * 




pt = new Pointer()； 




Program 4.4: Sample J M P I program 
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After the application has been compiled, the user should start the JobDis-
patcherApplet to submit the JMPI application. In tlie applet, the user should 
input the URL of the class of application, and the number of processes to be 
spawned. In this example, the user must set it to 2, otherwise it will not do any 






This chapter discusses task scheduling aspects in JMPI. The objective of 
scheduling is to distribute tasks evenly over nodes in order to achieve a load bal-
anced system and minimize execution time of applications. Section 5.1 describes 
the background of scheduling and the problems facing in JMPI. Section 5.2 illus-
trates the scheduler model and its operation procedure. Section 5.3 presents the 
formulation of performance metrics and the task scheduling in JMPI is given in 
Section 5.4. 
5.1 Background 
. For every parallel and distributed application, its performance could be af-
fected by two main aspects, i.e. communication latency and load balancing. The 
communication latency comes from the cost to interconnect processing units to 
form a parallel and distributed environment and transfer messages between those 
processing units. The load balancing is about the distribution of work load over 
processing units [31]. If the load is not balanced, there would be some units hav-
ing too many jobs to be executed and some units do not. It takes extra time for 
busy units to finish the jobs and it wastes the processing time of those idle units. 
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If the load is balanced, the task execution time would be minimized. 
The load balancing assignment can be static or dynamic. Static scheduling 
balances the load before runtime and avoids the runtime overhead, it can be 
applied to problems with a predictable structure. Dynamic scheduling performs 
its decision based on runtime system load information and applies to problems 
with an unpredictable structure. 
One of the advantages of JMPI is that it could utilize any machines on the 
Internet. However, it brings tremendous challenges in load balancing of the sys-
tem due to the dynamic nature of the environment [32, 33, 34]. The machines 
could join the system and serve as processing nodes at any time. Its arrival is 
in unpredictable manner. Therefore, the availability of processing nodes would 
change dynamically. The machines may have different CPU speeds, memory re-
sources, network activities, or many other factors that many affect its task execute 
time [35, 36]. Therefore, even no task is being executed in the system, the load 
is not balanced. Moreover, problems to be solved in JMPI have no predictable 
structure and arrive randomly. 
Since scheduling tasks under this dynamic environment is NP-Complete [37 . 
We have formulated a general performance metric to quantify the load of pro-
cessing nodes. Collecting the load and scheduling tasks in a global centralized 
manner. 
5.2 Scheduler Model 
The Job Coordinator is a central place to gather processing nodes. It keeps 
track the status of nodes and maintains its connections. Wlien system user starts 
JMPFs application, it is also necessary to work through the Job Coordinator. 
Figure 5.1 illustrates its scheduling procedure. 
• System user submit JMPFs application to the Job Coordinator. 
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• The application is put into the task queue and served in a First- Come-First-
Serve (FCFS) fashion. 
• The task scheduler looks up the load table of nodes and select a node with 
least load. 
• The Job Coordinator dispatches the task to the selected node. 
• The load table is updated. 
• Repeat step 3 until every task has been assigned to nodes for the application. 
Tasks 
, 瘗 ‘ 争 • 
： V ； ； I 
Task Queue ——： • ； ; 广 ^ •: 
I 凰 I I ^ H I 
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： Load Table < ‘： i ： (^^^^^^^^, ^ ( ^ ^ ^ ^ ^ ^ ： 
Job Coordinator processing nodes ^ 
Figure 5.1: JMPI's Scheduler Model 
Every user applications in JMPI are parallel programs. It works in the manner 
of Singe-Program-Multiple-Data (SPMD), i.e. each application is divided into n 
identical tasks, tasks may work for different data set and collaborate to solve 
the problems. Each task is a basic unit of job in JMPI, and it would not be 
further divided into pieces. In addition, each application is a self-contained parallel 
program and arrive in no predefined order, the Job Coordinator schedules the 
application immediately whenever it receives. The allocation procedure plays an 
important role in parallel systems [38, 39]. The Job Coordinator selects no more 
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than n processing nodes to execute the tasks for each application. The response 
t ime is measured in term of the cost of scheduling. We would not further discuss 
this problem because it is not our focus at this moment. 
The load table in the Job Coordinator contains load information of every pro-
cessing nodes, the scheduling decision is made using global knowledge. Further-
more, it means that the scheduling is considered as Global Centralized Dynamic 
Load Balancing scheduling. 
The task scheduler implements a centralized algorithm to balance the load 
dynamically. The runtime load information is obtained from the load table. Due 
to the dynamic nature of loading, the nodes pass their loading information to the 
Job Coordinator periodically to update the table for accurate scheduling. The 
tasks to be scheduled are mainly came from the system users of JMPI, but some 
tasks have to be rescheduled due to the departure of the nodes. 
5.3 Load Estimation 
Due to the dynamic nature of its nodes configuration, the Job Coordinator 
must employ a dynamic scheme [40] to handle the task scheduling. The scheduler, 
based on the runtime load distribution across system, assigns tasks to the nodes 
with less loading. The performance of the system mainly relies on two important 
procedures, the load estimation and the task distribution. 
Regardless of the scheduling algorithm, an accurate load value can contribute 
to a better balanced system. Ideally, it should be equal to task execution time. 
Zaki et al. performed their dynamic load balancing [32] using a metric which is 
close to the task execution time. The metric is to measure the number of iterations 
done per second since the last synchronization point. However, it analyses every 
programs at the compile-time. It could be application-specific leading to a less 
general approach and it is difficult to obtain. 
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Currently, most parallel and distributed systems simplify the problems that 
all tasks are independent and each task requires equal computation time, the es-
# 
t imated load is equal to the number of pending tasks. Let Li be the load, rii be 
the number of pending tasks, for node i, then Li 二 7y. This model works fine 
on homogeneous environments, such as multiprocessor systems and even closely 
distributed network systems, because its load is only affected by parallel applica-
tions. 
It is not the case for heterogeneous environment, because processing nodes 
have different CPU speeds, memory resources, or many other factors that many 
affects its task execution time. In general, we formulate the load metric: 
Li 二 Kr X 7i, (5.1) 
where K{ is a weight which captures these variations for node i. 
General Load Metr ic 
As we know, parallel applications are divided into several tasks, each task exe-
cutes its work and collaborates with other tasks to solve the problems. Therefore, 
there are two main factors affecting the execution time, the processing power and 
communication bandwidth. We further divide h'i into pieces by these two factors, 
the load metric 5.1 become: 
Li 二 (/cp X Pi + kc X Ci) X n, (5.2) 
where pi and Ci are the normalized cost of computation and communication 
for node i respectively, k,p and kc are ratios of total computation time and total 
communication time of applications. 
The normalized cost of computation and communication are obtained in run-
time. All nodes execute a simple benchmark program periodically, and measure 
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the t ime taking in computation and communication. Use arbitrary set of values as 
reference to calculate the normalized costs. Formula 5.2 represents the normalized 
t ime to finish n tasks for node i. • 
5.3.1 Cost Ratios 
Ideally, formula 5.2 could be used to the time taking on execution of application 
using the actual values. Since the computation time versus the communication 
time ratio is application-specific, different applications have different cost ratios. 
It is impossible to obtain ratios of all applications and use its corresponding ratio 
for each application in scheduling. Therefore, only one ratio is used in scheduling. 
It is chosen by running benchmark programs, record its execution t ime and get 
an average value. 
Processing nodes would execute different applications. It is not precise to use 
an arbitrary result from execution time of tasks of a node to compare the load with 
other nodes. The metric is used to quantify the load of every node, such as nodes 
have to run a same set of benchmark programs to obtain values of computation 
power and communication b a n d w i d t h . � 
Normal i zed Execut ion T i m e 
In JMPI, the benchmark program to obtain the normalized values with two 
distinct parts, i.e. sequential matrix multiplication and "ping pong" operation 
involving the processing node and the Job Coordinator. In the startup of the 
Job Coordinator, it requires a set of values to initialize the load metric. When 
a HostApplet becomes a processing node in JMPI, its first job is to execute the 
benchmark program. The HostApplet executes the program and measures the 
time taking in each part. It feedbacks the values to the Job Coordinator. The 
Job Coordinator updates its entry in load table. 
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Although messages would only exchange between processing nodes in applica-
tions and it do not involve the Job Coordinator, the benchmark program measures 
the communication cost between the processing node and the Job Coordinator. 
Since the number of nodes in JMPI is huge and the availability of nodes changes 
in time, it takes a tremendous cost for nodes to obtain the communication cost 
between each pair of nodes. For the Job Coordinator, it greatly reduces the effort 
to receive and store the load values from n? to n. Nevertheless, the communication 
cost between nodes is bounded by the sum of its values with the Job Coordinator. 
It is sufficient to make that assumption. 
The performance of processing nodes may be affected by the transient external 
load, and change in time. If the change is large, the system could not distribute 
the load evenly. Therefore, it is required to update the load information when 
it changes. The update of load values is a source of overhead to the system, 
such that there is a tradeoff between the quality of the estimated load and the 
frequency of update. The frequency of update could be a function of t ime or a 
function of the load level. We have applied the later. As mentioned in [40], the 
advantages of computing the variable update interval as a function of the load level 
over t ime is that it yields a constant error percentage in the load information and 
decreases the number of required update message. On one hand, the frequency 
of update messages will increase as the load decreases and the possibility of a 
processor becoming idle also increases. On the another hand, the accuracy of load 
information does not degrade as it becomes more critical. 
The update procedure in JMPI is divided into two phases, in the phase 1, 
the processing node would handle the computation part, matrix multiplication, 
of the benchmark program periodically. It uses the communication cost of its last 
successful update to calculate the immediate load value. If the immediate the 
load value change beyond a threshold value /, it moves into the next phase. It 
could be formulated as, 
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| L , ( t ) - L , ( t - l ) | < A / (5.3) 
where t is discrete time of update. 
It completes the communication part, "ping pong" operation, and then informs 
the Job Coordinator. Otherwise, it stops, sets its values to that of last update and 
repeat the operation in phase 1 again in the next possible update. It reduces the 
communication overhead between nodes and the Job Coordinator. The value of 
AL, expresses a tradeoff between the quality of load information and the overhead. 
5.4 Task Distribution 
The loading of the nodes on the Internet are influenced by their own workload 
as well as the traffic of the Internet. They are subject to change from time to time. 
Researchers have proposed several load-balancing strategies [40, 41], such as the 
Gradient Model strategy, the Sender-Initiated and Receiver-Initiated strategies, 
the Central Job Dispatcher strategy, Hierarchical Balancing Methods strategy and 
the Predication-Based strategy to solve the problem. 
The Job Coordinator uses the Central Job Dispatcher strategy to distribute 
tasks. Beside adapting the model of JMPI, it exhibits well and uniform perfor-
mance in load balancing on the Internet [42]. Since Internet is a heterogeneous 
. network, it consists of network of different topologies. Every node has its own 
load value which greatly depends on its original computational power, usage and 
location. As presented in [42], the Central Job Dispatcher strategy out-performs 
other strategies except Receiver-Initiated strategy under the unstable network. It 
also resists from the change of network topologies, but Receiver-Initiated strategy 
does not have this property. 
In JMPI, every task is considered to be independent and there is no precedence 
constraints between the tasks. The tasks are put into the task queue and served in 
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a First-Come-First-Server (FCFS) fashion. Firstly, the Job Coordinator collects 
the load information of every node. When it receives a task, it assigns the task to 
a node with the least estimated load value and updates the corresponding entry 







This chapter evaluates the system performance. Firstly, we give the testing 
environment information in Section 6.1 and the latency from Java runtime envi-
ronment is presented in Section 6.2. Section 6.3 gives the performance metrics 
and benchmark program for point-to-point and collective communication of JMPI. 
Section 6.4 shows results from running benchmark programs in different granular-
ities. After the scheduling is enable, its performance is improved and the result is 
given in Section 6.5. =-
6.1 Testing Environment 
We performed our tests on a cluster of workstations with various platforms, 
shown as in Table 6.1. 
Machine Operating System Main Memory Network Bandwidth 
Ultra SPARC Solaris 2.5.1 64M — 100M 
SPARC 20 Solaris 2.5.1 32M — 100M 
Pentium 100 Windows 95 32M 10M 
Table 6.1: Summary of testing platforms 
Unless states explicitly, for tlie execution of Java, we use JDK1.1.6 without 
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JIT. The Java codes were compiled without optimization. We use LAM 5.2. as 
the testing MPI implementation for comparison. 
6.2 Latency from Java 
Java bytecodes are executed by the interpreter. Its execution is much slower 
than C / C + + compiled program under the same platform. Before illustrating the 
performance of our system, we study the overhead from Java. 
6 • 2 • 1 Benchmarking 
To examine the overhead from Java, we conducted experiments to study its 
overhead in two aspects, tliey are computation cost and communication cost. For 
the computation part, the benchmark program is to calculate the multiplication 
of square matrix. For tlie communication part, the benchmark program is to send 
messages from a host and receive it by another host, the receiver gets the message 
as an argument and returns immediately. Tlie communication mechanism use 
RML 
6.2.2 Experimental Results in Computation Costs 
, In the section, we present the results from calculating the multiplication of 
square matrix by a machine in different size of matrix. Each data-point in our 
results is the average of 20 experiments with 100 iterations each. 
Figure 6.1 shows the results of the multiplication by program in Java version 
and program in C version under the same configuration. The program in C version 
outperforms its Java counterpart because Java, language is an interpret language 
and it runs on the top of Java Virtual Machine (JVM). The JVM introduces a 
large overhead on the execution time. 
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Figure 6.1: Performance of dense matrix-matrix multiplication as a function of 
dimension of matrix for Java versus C. The platform is Sun Ultra 1/140. 
Figure 6.2 and figure 6.3 shows tlie results from program in Java version and 
program in C version under different machines respectively. Their performance 
improves as the computation power of machines increase. Generally, Sun Ul-
t ra 1/140 has a higher processing power than Pentium 100, the result from Pen-
t ium 100 outperforms the Sun Ultra 1/140 because the JVM has been customized 
under Windows platforms. 
Figure 6.4 shows the performance with JIT being enabled and disabled. It is 
, obvious that after the JIT compiler is enabled, its performance boosts up greatly 
and close to that of C version do. 
From the above figures, we conclude that the execution time of Java program 
is much slower than C in several orders of magnitude. The performance of JVM 
is the bottle-neck in the execution of Java programs. 
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Figure 6.2: Performance of dense matrix-matrix-multiplication as a function of 
dimension of matrix on various platforms. The JVM is JDKl.1.6. 
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Figure 6.3: Performance of dense matrix-matrix multiplication as a function of 
dimension of matrix on various platforms. The program is written in C. 
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Figure 6.4: Performance of dense matrix-matrix multiplication as a function of 
dimension of matrix for JDKl.1.6 JIT Enable versus JIT Disable on Pentium 100. 
6.2.3 Experimental Results in Communication Costs 
In the section, we present the results from sending messages to the server using 
RMI in different size of messages. Each data-point in our results in the average 
of 20 experiments with 100 iterations eacli. 
Figure 6.5 presents results from sending messages using RMI under different 
platforms. The sending time increases steadily as the size of messages increases. 
It means that the setup and software costs in higher comparing with the actual 
sending cost. Java could only utilize a small portion of communication bandwidth. 
Figure 6.6 and 6.7 shows that the performance of JVM is improved, then the 
performance in communication is also improved. It is because the software latency 
is the source of overhead in Java. 
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Figure 6.5: The time of sending messages using RMI as a function of the message 
size on various platforms. The JVM is JDKl.1.6. 
6.3 Latency from JMPI 
Each MPI process performs computation independently and communicates 
with other processes through MPI functions. These communications can sequen-
tialize the program and prevent it from achieving an ideal speedup. Thus, the 
implementation of MPI is very crucial to the performance of applications. JMPI 
conforms to the semantics of MPI, its implementaion is important to the perfor-
mance of applications too. 
6.3.1 Benchmarking 
Nupairoj et al. performed an evaluation of some MPI implementations on 
workstation clusters [43]. We use the same set of benchmark programs, i.e. Ping, 
PingPong and Collective, to measure the communication latency and the channel 
throughput. 
The Ping benchmark is to estimate the sending latency. A process, sender 
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Figure 6.6: The time of sending message using RMI as a function of the message 
size for different JDKs on Ultra 1/140. 
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Figure 6.7: The time of sending message using RMI as a function of the message 
size for JDKl.1.6 JIT enable versus JIT disable on Pentium 100. 
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keeps sending message to another process, the receiver, unless it is blocked, the 
receiver keeps consuming message. A pair of send operation by sender and receive 
operation by receiver is one iteration of Ping communication. 
The PingPong benchmark is to measure the end-to-end delay. A process, P1 
sends a message to another process, P2, and waits for a returned message from P2. 
When P2 receives the message, it replies back to P1. A message back and forth 
between two processes is one iteration of PingPong communication in blocking 
standard mode. 
The Collective benchmark would focus on two collective communication func-
tions, i.e. broadcast and barrier synchronization. For broadcast, it repeatly broad-
casts messages to other processes in the group and measure the elapsed t ime before 
and after operation. It is similar to measure the latency of barrier synchronization 
as broadcast. 
6.3.2 Experimental Results 
In this section, we present the results from our experiments. Each data-point 
c 
in our results is the average of 20 experiments with 100 iterations each. 
The results form Ping benchmark with the standard sending mode are pre-
sented in Figure 6.8. Our system and LAM show steady performance as the 
message size is increased. This indicates that the communication latency is dom-
‘ inated by the software startup overhead. Nevertheless, the elapsed time in LAM 
increases greatly around every 4k bytes of data being sent because it takes pack-
etization and adds extra cost. 
The results from running Ping benchmark on different platforms is given in 
Figure 6.9. From the figure 6.5 and figure 6.9, it is easy to understand that the 
latency is dominated by the RMI overhead. 
Figure 6.10 shows a tremendous improvement in performance by using JDKl.1.6. 
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Figure 6.9: Ping result for various platforms. 
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Figure 6.10: Ping result for various JDK. 
The different is almost 50% over the results by using JDKl.1.5. 
Figure 6.11 contains the results from PingPong benchmark. Since it measures 
the end-to-end delay, its result is higher than that from Ping. Moreover, the end-
to-end delay increases as the message size increases because it takes longer t ime 
to transmit long messages than short messages. 
The end-to-end delay from PingPong benchmark is almost a double of the 
latency from Ping benchmark, and it shows in figure 6.12. . 
. Our implementation and LAM use software-based approaches to provide the 
collective communication, its performance is dependent on tliat of point-to-point 
communication. Figure 6.13 and figure 6.14 show both results from barrier syn-
chronization and broadcast benchmarks. The cost of collective communication 
increases as the number of workstations increases. 
Obviously, LAM outperforms our implementation under every conditions. It 
is easy to understand that the message passing overheads introduced by the Java 
runtime environment especially in RMI are very high, and an order of magnitude 
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Figure 6.13: Barrier synchronization performance 
of latency is added. Nevertheless, from the above results, we expect that the 
performance gap would be narrowed in near future by improving the performance 
of Java runtime environment. 
t- . 
6.4 Application Granularity 
From the results in the previous section, it is proved that JMPI and even Java 
runtime environment pay high cost for communications. It is impossible to use 
Java for solving fine-grain parallel applications on network of workstations due to 
this reason right now. However, from our experiments, it shows that coarse-grain 
applications can tolerate the overhead and gain a reasonable speedup in JMPL 
Figure 6.15 shows the speedup of dense matrix-matrix multiplication as a 
function of number of tasks for various matrix sizes. Each data-point in the 
results is the average of 20 experiments with 100 iterations each. The environment 
is constructed by using Sun Ultra 1/140 machines. 
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For the 64 by 64 matrix multiplications, the performances of parallel versions 
are poor than its sequential version. Its speedups are less than 1. It is because the 
cost of starting up tasks in JMPI is much higher than the time gained from dividing 
the multiplications into parallel tasks. However, the speedup steady increases 
as the size of matrix increases because the granularity of matrix multiplication 
becomes coarse. 
6.5 Scheduling Enable 
For parallel computing on the Internet, the system is constructed by inter-
connecting massive volume of computers. We could assume that the number of 
available processing nodes is mucli more than the number of tasks to be executed. 
The scheduler can select most powerful machines to perform tasks. 
In this experiment, we have 3 machines on each platform which form the sys-
tem, the configurations of the platforms are shown in table 6.1. The 512 by 512 
matrix multiplications are executed on the system. A coarse-grain application 
is chosen because it can tolerate the communication overhead and have a good 
speedup. The multiplications are divided into 3, 6 and 9 sub-tasks. Two schedul-
ing algorithm have been employed, that is, based on our load metric and random 
selection. The results are the average of 20 experiments with 100 iterations each 
and it is given in table 6.2. 
Number of tasks Using Load Metric (secs) Random Selection (secs) 
3 — 120.3 “ 192.5 
6 84.7 — 113.2 
9 45.1 43.9 
Table 6.2: Execution time of 512 by 512 matrix multiplications using different 
scheduling schemes 
Refer to the table 6.2, if the number of available nodes is much more than 
the number of tasks to be executed, the performance in scheduling based on our 
load metric is higher than that using random selection scheme. It is due to the 
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metric can quantify the load and the scheduler uses the mostly idle and powerful 
machines to execute the tasks, but the random selection do not. As the ratio 





7.1 Summary of the thesis 
This thesis has presented the research work on the design and implementa-
tion issues of a parallel programming system we have developed. The system is 
called Java Message Passing Interface (JMPI). JMPI makes use of Java applets to 
connect machines on the Internet to form a parallel virtual machine. Volunteers 
can contribute their computation resources to the system by just visiting our web 
site. It simplifies the installation and administration processes comparing with 
other existing parallel systems. Moreover, the system can utilize any machines on 
the Internet and it is possible to build world-wide massively parallel computing 
environment. 
The JMPI is written entirely in Java language. It is the first parallel program-
ming system in Java and provides MPI-like application programming interfaces. 
Since MPI does not define any language binding for Java, our interfaces have de-
signed to conform to the semantics of MPI with modifications to better match 
Java programming styles. The advantages and disadvantages of the modifications 
are given in details. Nevertheless, it is easy for experienced MPI programmers to 
develop parallel applications using the system. 
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We have illustrated the experimental results of the system. It is shown that the 
current weakness is the high cost of communication, which is mainly caused by the 
poor performance of Java runtime environment. However, even the system is not 
suitable for fine-grain parallel applications at this moment, coarse-grain parallel 
applications can tolerate the communication overhead and gain a good speedup. 
Furthermore, we have formulated a metric to quantify the load of nodes, such 
that the system can schedule tasks evenly. As a result, a load balanced system 
is achieved and applications have a better performance. The performance gain 
becomes significant when the number of available processing nodes is much more 
than the number of tasks to be executed. The experimental results also indicate 
that the performance of the system would be improved greatly by using a better 
Java runtime environment. 
7.2 Future work 
From the experimental results, it is obvious that the major overhead comes 
from the communication latency. As mentioned in chapter 2, Sun Microsystems 
c 
has developed a new Java runtime environment called HotSpot, but it is not re-
leased yet. Its strength is to address the garbage collection and synchronization. 
Since JMPI uses threads extensively in order to overlap the computation and com-
munication, messages are passed to and from the tasks and it will increase the load 
of the garbage collector, we expect that it will have a tremendous improvement 
in performance using the new Java runtime environment. 
In addition, the performance of RMI is poor and it does not support multi-
casting. It motivates us to use multiple point-to-point communications to simulate 
collective communications. Another communication mechanism has to be devel-
oped to address this problem. 
One of our objectives is to utilize any machines on the Internet, and the volume 
of processing nodes is massive. Since every processing node will communicate with 
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the Job Coordinator, a centralized Job Coordinator will become another bottle-
neck to the system. Distributed Job Coordinator lias to be employed. 
The second version of MPI has been released. It has added many features, 
such as one-sided communications and I /O handling, etc. It also has made mod-
ifications with MPI-1. Implementing the MPI-2 interfaces is another direction in 





Performance Metrics and 
Benchmark 
This appendix contains a description of the model, metrics and benchmark 
programs for evaluating the performance of both point-to-point and collective 
communication services of MPI implementation. It refers the paper [43 . 
c 
A.1 Model and Metrics 
In the paper, it measures both software and network overhead. Theoreti-
cally, the communication throughput available to a process is limited by the peak 
throughput of the channel. However, the sustained throughput is much lower due 
to software overhead and network congestion. 
A.1.1 Measurement Model 
Each benchmark may consist of two or more processes. It executes each process 
on one workstation in order to eliminate the problem of having two processes 
competing for the communication channel. 
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The message transmission between two processes can be decomposed into three 
steps: 
1 Send: the sender has to spend time to do some packet processing, such as 
message copying, packetizing, and checksum computing. The author call 
this latency, "sending latency" {tsend)-
2 Network: after being put onto the communication channel, the message 
has to spend some delay in tlie network before it reaches the destination. 
They call this latency, "network latency" [tnet)-
3 Receive: once the message arrives, the receiver picks up the message from 
the communication channel and performs some packet processing, such as 
message reassembling and checksum computing. They call this latency, "re-
ceiving latency" {trecv)-
A.1.2 Performance Metrics 
Comparing two communication systems requires measuring several metrics. In 
the study, it compares the implementation of different communication libraries. 
Thus, only two metrics are sufficient for the evaluation. 
Communication latency (t) 
It defines the communication latency (t) to be the time that a process has to 
spend when it sends or receives (or both) a message. The communication latency 
is proportional to the message size which is given by 
t 二 ts + n X tt + [n/p\ X tp (A.1) 
where ts is the start-up latency which is fixed for each message, n indicates 
the size of the message, U is the transmission latency (usually much less t h a n ts), 
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and tp is the packetization latency. The start-up latency also includes the fixed 
cost of system call and initialization overhead. 
Communication latency is highly dependent on the characteristics of the pro-
gram. Suppose that a process sends a message to the other process. If it has to 
wait for a reply from that process (PingPong), the communication latency will 
include both software overhead from MPI and the network overhead. This type of 
latency is called end-to-end delay. However, if the process does not have to wait 
and the sending is non-blocking or in the buffered mode (Ping), the process will 
suffer only the software overhead. 
Channel throughput {p) 
The channel throughput {p) or bandwidth is the rate at which the network 
can deliver data (usually in Mbits per second). It is widely used among the 
vendors because of its simplicity. The paper uses this metric when it compares the 
performance of different message sizes. The throughput can be directly computed 
from the communication latency by 
c. 
n = 几 (A.2) 
P t X 106 ^ ) 
If it substitutes t with Equation (A.1), the throughput will become 
10—6 “ o � 
P 二 fTTt (A.3) 
Thus the peak throughput will be limited to ^ ^ when the message size is 
infinite. 
It further defines the sustained throughput as the maximum throughput that 
can be achieved. By injecting messages to the communication channel as fast 
as possible, such as repeatedly sending messages in the buffered mode, it can 
compute the sustained throughput from Equation (A.2). 
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A.1.3 Communication Parameters 
Some communication parameters may have dramatic impact on the commu-
nication performance. The communication performance can be greatly improved 
when appropriate values are used for the parameters. In its benchmarks, it studies 
two major parameters: message size and the buffer size. 
0 
Message size (n) 
As shown in Equation (A.1), the message size has a major effect on the commu-
nication latency. Sending a small-sized message is not efficient since the commu-
nication latency is dominated by the start-up latency(t5). Increasing the message 
size improves the performance, because the effect of the startup latency is re-
duced when the transmission time {n x U) increases. When the message size is 
big enough, the communication latency will be close to the traasmission time. 
Buffer size {B) 
In buffer mode, a sending call can return as soon as a sending message is 
placed in the buffer. This can effectively decrease the sending latency. Larger 
bufFer implies more messages can be placed in the buffer. Hence, more message 
can be injected without getting blocked. 
To bufFer messages, an application must dedicate a portion of memory to 
become a buffer. Using a large buffer consumes a lot of memory. The performance 
gained by using a bufFer may not overcome the degradation due to the low in 
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A.2 Benchmarking 
It describes the benchmark programs as well as how to measure the metrics 
and also explains how to interpret the results from the benchmark programs. 
A.2.1 Ping 
The purpose of Ping benchmark is to measure the effective bandwidth of MPI 
by sending messages from one processor to another. The sender keeps sending 
data unless it is blocked, and the receiver keeps consuming data. 
The algorithm for Ping is straightforward. The sender sending out a message 
will be one iteration of the Ping communication. It measures the elapsed t ime 
of k iterations, and compute the average delay accordingly. Throughput can be 
obtained using Equation (A.3). ‘ 
On the sender, after invoking the send function, the sending message is copied 
to the buffer. If there is buffer available, the call is returned when the message 
is successfully copied to the buffer. Hence it can use this benchmark to estimate 
the sending latency {tsend), given that the buffer is big enough. 
If it focuses on the elapsed time measured on the sender end, it use Equa-
tion (A.3) to explain the relationship between the latency and the size of mes-
sages. When the message size is small, the throughput is relatively low due to the 
startup latency. As the message size gets larger, Uet dominates. Throughput cal-
culated from Equation (A.3) will be stable when the size reaches a certain point. 
It represents the sustained network bandwidth. Wlien the message size becomes 
too large, the throughput may decrease because of the overhead of the congestion 
control of the network protocol. 
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A.2.2 PingPong 
The PingPong benchmark is aimed to measure the end-to-end delay by sending 
a message back and forth between two processes. Unlike Ping, each process takes 
turn to become a sender and there is only one sender at a time. 
Initially, a process P1 senders a message to another process P2 and waits for 
a returned message from P2. When P2 receives a message, it replies back to P1. 
This is one iteration of PingPong communication in blocking standard mode. It 
measures the elapsed time of the k-iteration of PingPong communication and then 
finds the average of the delay. 
Since P1 has to wait for a message from P2 before it can begin the next itera-
tion, the measured time represents the actual time needed to deliver a message. In 
order words, PingPong benchmark takes an account for tlie impact of the network 
latency. 
The performance of the PingPong benchmark regarding to the message size 
should be similar to the Ping benchmark. Using a small message size yields low 
throughput due to the startup latency. As the message is increased, the transmis-
c 
sion latency starts to dominate and hence improves the throughput. However, the 
peak throughput, that can be achieved by PingPong, must be less than the peak 
throughput achieved by Ping because the measured latency includes the network 
latency. Moreover, the impact of the buffer size is limited since only one message 
is transmitted at a time. 
A.2.3 Collective 
In its study, it focus on two collective communication functions: broadcast and 
barrier synchronization, because most parallel programs use these two functions. 
The benchmarks for these functions are quite simple. To measure broadcast 
(blocking mode), it repeatedly broadcast messages to other processes in the group. 
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The elapsed time before and after broadcast can be used to estimate the latency of 
broadcast. It can vary the size of messages and the number of processes involved. 
Measuring barrier synchronization is similar to broadcast. 
The latency can inform that the scalability of broadcast and barrier synchro-
nization. One simple implementation of broadcast is to separately send messages 
to individual process. Thus, tlie latency of broadcast should linearly increase 
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