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Abstract
In this article we study the existence and proﬁle of high-energy solutions for the phase
transition model
E2u00  aðxÞW 0ðuÞ ¼ 0; in ð1; 1Þ; u0ð1Þ ¼ u0ð1Þ ¼ 0;
with W a double well balanced potential and E is a small parameter. These solutions will be
shown to be highly oscillatory. We will characterize their asymptotic behavior in terms of an
envelope function.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we study the existence and the asymptotic behavior of high energy
solutions for a phase transition model characterized by a balanced double well
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potential
E2u00  aðxÞW 0ðuÞ ¼ 0; in ð1; 1Þ;
u0ð1Þ ¼ u0ð1Þ ¼ 0;

ð1:1Þ
where E40 is a small parameter and a is a positive continuous function in ½1; 1:




In this case Eq. (1.1) corresponds to the spatially inhomogeneous Allen–Cahn
equation.
In recent papers Nakashima [10,11] and, Nakashima and Tanaka [12], have
studied the existence of layered solutions of (1.1), including also some more general
non-linearities. They have shown that layers occur only close to the interior local
extrema of a or near the boundary points, and that at most one transition layer can
appear close to an interior local minimum. Moreover, using variational methods, it is
shown in [12] that for any E small it is possible to construct solutions uE having any
ﬁxed number of zeroes near local maxima of a and one or no zero near interior
minima of a: In this way they prove the existence of various kind of solutions of
Eq. (1.1) exhibiting clustering and boundary layer, depending on the shape of a:
One important characteristic of the solutions uE found in [12] is that their energy






E2ðu0Þ2 þ aðxÞWðuÞ dx; ð1:3Þ
these solutions satisfy JEðuEÞ-0; as E-0: Moreover, their number of zeroes remain
constant.
Our primary goal in this paper is to prove the existence of high-energy solutions of
(1.1), that is, solutions uE satisfying JEðuEÞ ¼ c40; for small values of E:
These solutions will be shown to be highly oscillatory, with a number of zeroes of
the order of E1: Our second and main goal is to understand the asymptotic behavior
of these solutions. We will characterize their asymptotic proﬁle through an envelope
function, which satisﬁes a ﬁrst-order differential equation. We will show that in
general, this envelope function is completely determined for high energies. See
Theorem 1.3 below.
To our knowledge, these high-energy solutions for (1.1) have not yet been reported
in the literature. However, we should mention the recent work of Ai [1,2]. Here the
author uses a shooting method to construct solutions for equations, somehow
related to (1.1), having a number of oscillations of the order E1: These type of
solutions are also constructed in [7] for a non-linear Schro¨dinger equation, using a
bifurcation analysis.
An important property of the potential W considered in [10–12] is that the two
wells have equal depth. For the study of layered solutions when W is unbalanced we
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refer to the works of Angenent et al. [5], Hale and Sakamoto [9], Alikakos et al. [4]
and a more recent work of Ai and Hastings [3]. We also refer to the work of Gedeon
et al. [8] where Conley index theory is used to construct solutions having oscillations
prescribed in terms of symbolic sequences of integers, for a slowly varying planar
Hamiltonian system. Related results for non-linear Schro¨dinger equations can be
found in the work of del Pino et al. [6].
Now we describe our results precisely. Throughout this article we will consider a
potential W satisfying the following hypothesis:
(W0) W :R-R is of class C2 and even.
(W1) The function W has exactly three non-degenerate critical points: Two minima
with value 0 at x ¼ 1 and x ¼ 1; and one positive local maximum at x ¼ 0:
(W2) There is a constant C40 such that
WðuÞ  Wð0Þ  1
2
W 00ð0Þu2XCu4 for all uAR:
(W3) WðxÞ  1
2
W 0ðxÞx is decreasing for xAð0; 1Þ:
(W4) The function
GeðxÞ ¼ xW
0ðxÞ  eW 0ðeÞ
WðxÞ  WðeÞ
is decreasing in ð0; eÞ for all eAð0; 1Þ:
On the other hand we assume that the function a : ½1; 1-R satisﬁes:
(A0) a is positive and differentiable on ½1; 1:
(A1) a possesses ﬁnitely many non-degenerate critical points in ½1; 1:
It is not hard to prove that for the Allen–Cahn equation, that is for the model
potential (1.2), all our hypotheses on W are satisﬁed. We think that our analysis can
be extended for general non-linearities Fðx; uÞ satisfying the appropriate hypothesis,
but we do not pursue the details.
Now we can state our result on the existence of high energy solutions.





Then, there exists a sequence fðEn; unÞg; of solutions of (1.1) with En-0; satisfying
JEnðunÞ ¼ c for all nAN:
Since we assume that the function W is even, we can give a rather simple proof of
the theorem based on standard arguments of critical point theory.
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Next we are interested in the asymptotic behavior of the sequence obtained in
Theorem 1.1. We start proving that the number of zeroes, and extrema, of un
increases without bound as n-N: Then we deﬁne the approximate envelope
function en; as a piece-wise linear function joining the local maxima of un: A further
analysis of the location of the zeroes of un allows us to understand the sequence feng:
Our approach uses some ideas developed by Felmer and Torres in [7], when studying
the existence and asymptotic behavior of standing waves of non-linear Schro¨dinger
equation having a prescribed L2 norm.
In order to describe our results we need to introduce next some important
elements. For eAð0; 1Þ we deﬁne TðeÞ to be one-fourth of the period of the solution
oðe; sÞ of the equation
o00ðsÞ  W 0ðoðsÞÞ ¼ 0 in R; o0ð0Þ ¼ 0; oð0Þ ¼ e: ð1:4Þ
If e ¼ 1 we put Tð1Þ ¼N: Consider H : ½1; 1  ½0; 1Þ-R as












Wðoðe; sÞÞ ds: ð1:6Þ
Our following result establishes the convergence of subsequences of en:
Theorem 1.2. Assume that ðW0Þ–ðW4Þ and ðA0Þ–ðA1Þ hold. Let fðEn; unÞg be a
sequence of solutions of (1.1) for En-0; such that JEnðunÞ ¼ cAð0; CNÞ: Then, except
for a subsequence, en converges locally uniformly to a function e which is a solution of
the differential equation
e0 ¼ Hðx; eÞ: ð1:7Þ
Our next result establishes the relationship between the envelope e and the energy
level c: This relation allows the complete identiﬁcation of the envelope for high











Wðoðe; sÞÞ  1
2
W 0ðoðe; sÞÞoðe; sÞ ds: ð1:9Þ
Assuming that the hypotheses ðW0Þ–ðW4Þ and ðA0Þ–ðA1Þ hold then we have
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Theorem 1.3. If e is the envelope function found in Theorem 1.2, then %JðeÞ ¼ c:
Moreover, there exists %cA½0; CNÞ; such that given cAð%c; CNÞ the solution of (1.7)
satisfying %JðeÞ ¼ c is unique. When a has only one local maximum point in ½1; 1
then %c ¼ 0:
The above theorem states that the behavior of high-energy solutions is
completely characterized by the envelope e: Following from our analysis we can
further prove, see Remark 7.1, that the solutions un have an approximate frequencyﬃﬃﬃﬃﬃﬃﬃﬃﬃ








When the function a has more than one maximum then Eq. (1.7) may have more
than one solution e satisfying %JðeÞ ¼ c for co%c; as it is seen in Section 6. We
conjecture that for each of such solutions e there exists a sequence fðEn; unÞg of
solutions of (1.1) having e as an envelope.
We remark that the arguments we use can be extended to study problems in all R;
under appropriate assumptions on a: In this respect, taking our conjecture in
account we believe that for special functions a; like 2-periodic ones with exactly one
maximum in ½1; 1; there exist chaotic solutions of (1.1), having as a building block
a translation of a high-energy solution in ½1; 1:
This paper is organized as follows. In Section 2 we prove Theorem 1.1. In Section
3 we study the distribution of the zeroes of un: Section 4 will be devoted to the study
of some preliminary properties necessary for the characterization of the envelope.
In Section 5 we prove Theorem 1.1. In Section 6 we give some properties of
the envelope equation (1.7) and ﬁnally in Section 7 we complete the proof
of Theorem 1.3.
2. Existence theory
The existence of solutions for (1.1) is based on variational arguments from the
Ljusternik–Schnirelman theory. The solutions of (1.1) are the critical points of
the functional JE deﬁned over the space H
1ð1; 1Þ: This functional is even, therefore
we can use the notion of genus for the study of its critical points.
We recall some basic deﬁnitions: letA be the class of all symmetric closed subsets
of H1ð1; 1Þ; not containing the origin. Then, the genus of a set AAA is the smallest
integer n for which there exists a continuous odd function g : A-Sn1; where Sn1 ¼
fxARn=jxj ¼ 1g and j  j the euclidean norm. We denote the genus of A by gðAÞ: For
the basic properties of the genus we refer to [13].
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Under the hypotheses of Theorem 1.1, it is standard to prove that these numbers are
critical values of JE; whenever Ak;Ea|: See [13, Chapter 9].
In order to prove our existence Theorem 1.1 we need to study the numbers ckðEÞ
more carefully. We start by proving the following lemma.









with aðEÞ-0; as E-0: We consider the subspace Pk of H1ð1; 1Þ deﬁned by all
polynomial of degree less than k; and Ak ¼ fuAPk=jjujj ¼ 1g; where jj  jj denotes the
standard norm in H1ð1; 1Þ: It is clear that gðAkÞ ¼ k:
Consider a smooth, non-decreasing, odd function gE :R-R that satisﬁes
g0EðtÞp2=E for tAðE; EÞ and gEðtÞ ¼ 1 for tAðE;NÞ: Then we deﬁne our test set as
AE ¼ fgE3u=uAAkg: Since gE is odd, we have that gðAEÞXk:
To prove (2.1) we need to control the length of the set BEðuÞ ¼
fxA½1; 1=juðxÞjoEg: We claim that there exist positive constants ck; bk and Ek
such that for every EoEk and uAAk
jBEðuÞjpckEbk : ð2:2Þ
To prove the claim we proceed by induction. First, note that the result is trivial for








then, whenever juðxÞjoE; we have that jPk1i¼0 aixijo2 ﬃﬃEp : Thus, there exists





we consider t1o?otm to be the zeroes of u with corresponding
multiplicity mi: Set
CEðuÞ ¼ fxA½1; 1=xeðti  E
1
2mim; ti þ E
1
2mimÞ; for i ¼ 1;y; mg:
Note that jCEðuÞj42 2kE
1
2k2 and whenever xACEðuÞ we have juðxÞjXE; from where
(2.2) and the claim follows. To conclude the proof of (2.1) we note that for each
uAAk we have
JEðgE3uÞp2jBEðuÞj þ %aW ð0ÞjBEðuÞj;
for %a ¼ max½1;1 aðxÞ: Thus, the above inequality together with (2.2) give the
result. &
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Lemma 2.2. Given cAð0; CNÞ there exist E40 and kAN such that
cockðEÞoCN:
Proof. We consider the eigenvalue problem
E2v00 þ aðxÞW 00ð0Þv ¼ lv; v0ð1Þ ¼ v0ð1Þ ¼ 0: ð2:3Þ
We denote by ðlkE ; vkE Þ the eigenpairs of (2.3) and we set kE satisfying




lkEE ¼ 0: ð2:4Þ
Indeed, using comparison arguments we can show that for every xAð1; 1Þ there
exist sequences fxEg and fyEg converging to x as E-0 and satisfying ðvkEE Þ0ðxEÞ ¼
ðvkEþ1E Þ0ðyEÞ ¼ 0: Without loss of generality we may assume that vkEE ðxEÞ ¼ vkEþ1E ðyEÞ ¼
1: Consider the rescaled functions wEðyÞ ¼ vkEE ðxE þ EyÞ and zEðyÞ ¼ vkEþ1E ðyE þ EyÞ: It
is easy to show that, except for a subsequence, wE-w and zE-z locally uniformly in
R; with w and z solutions of
w00 þ aðxÞW 00ð0Þw ¼ l0w in R; w0ð0Þ ¼ 0; wð0Þ ¼ 1;
z00 þ aðxÞW 00ð0Þz ¼ l1z in R; z0ð0Þ ¼ 0; zð0Þ ¼ 1;
with l0p0 and l1X0 accumulation points of lkEE and lkEþ1E respectively. If l0ol1
then we have that the number of zeroes of vkEE and v
kEþ1
E differ by more than one when
E is small. Thus l0 ¼ l1; proving the claim.
We deﬁne the space EE ¼ /fvkE =k ¼ 1;y; kEgS and denote by SE;s the sphere of EE
























jjujj22 þ oðjjujj22Þ þ CN;
from where the claim follows. Therefore, the number cEðkEÞ is well deﬁned.
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Consider 0ocoCN: We claim that if E is small enough cocEðkEÞoCN: We deﬁne
the space E˜E ¼ /fvkE =k ¼ 1;y; kE  1gS: It is easy to prove that for any AAA with
gðAÞXkE we have A-E˜>E a|:
Now, we consider uAE˜>E and estimate JEðuÞ: Using the hypothesis (W2) and













for certain positive constant C: This inequality, together with (2.4), implies that if E is
small enough JEðuÞXc for all uAE˜>E :




which concludes our proof. &
Proof of Theorem 1.1. The continuity of ckðEÞ in E; which is standard to prove,
together with the previous lemmas completes the result. &
3. Preliminary properties of uen : it has many zeros
In this section we will study the zeros and critical points of any sequence fung of
solutions of (1.1), for E ¼ En-0 as n-N; satisfying JEnðunÞ ¼ cAð0; CNÞ: These
solutions have an increasing number of zeros and consequently they are highly
oscillatory.
We start our analysis by showing that the sequence fung is uniformly bounded,
actually jjunjjNo1: This is a direct consequence of the maximum principle and the
form of W :
Proposition 3.1. Let u be any non-constant solution of (1.1). Then if %x is a local
maximum of u and %y is a local minimum of u, we have 0ouð %xÞo1 and 1ouð %yÞo0:
Proof. Let x and y be two consecutive critical points of u in ½1; 1: Assume
that u achieves a local maximum at x and a local minimum at y: Then, we
must have
aðxÞW 0ðuðxÞÞp0 and aðyÞW 0ðuðyÞÞX0: ð3:1Þ
By hypothesis (W1), if uðxÞo0 we must have uðxÞo 1 and then uðyÞo 1;
which contradicts the second inequality in (3.1). Hence, uðxÞ40 and by (3.1) we
have that uðxÞo1: The bounds for uðyÞ are proved in a similar way. &
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Corollary 3.1. Between a local maximum and a local minimum of u there is
one zero.
The next proposition gives an order for the critical values of u according to the
sign of a0:
Proposition 3.2. If x1 and x2 are two consecutive critical points of a solution u of (1.1)
then juðx1Þj4juðx2Þj whenever a0ðxÞ40 in ðx1; x2Þ: Similarly when a0ðxÞo0 in ðx1; x2Þ
we have juðx1Þjojuðx2Þj:
Proof. To prove that juðx1Þj4juðx2Þj when a0ðxÞ40 in ðx1; x2Þ; we multiply (1.1) by
u0 and we integrate between x1 and x2 to obtain
aðx1Þ½Wðuðx2ÞÞ  Wðuðx1ÞÞ ¼
Z x2
x1
a0ðxÞ½WðuðxÞÞ  Wðuðx2ÞÞ dx: ð3:2Þ
If juðx1Þjpjuðx2Þj; then by symmetry of W ; we have WðuðxÞÞ4Wðuðx2ÞÞ in ðx1; x2Þ:
Therefore Z x2
x1
a0ðxÞ½WðuðxÞÞ  Wðuðx2ÞÞ dx40;
which contradicts (3.2). The case a0ðxÞo0 in ðx1; x2Þ can be done in a similar
way. &










From now on set un to be a sequence of solutions of (1.1), for E ¼ En-0 as n-N;
satisfying JEnðunÞ ¼ cAð0; CNÞ: We have
Proposition 3.3. Set kn the number of zeros of un in ð1; 1Þ: Then kn-N as n-N:
Proof. If the proposition does not hold then there exists an integer N such that,
except possibly for a subsequence, un admits only N zeros, which will be denoted
by yn1oyn2o?oynN ; and N þ 1 critical points 1 ¼ xn0oxn1o?oxnN ¼ 1 for every
n: Without loss of generality we may assume that yni-yi and x
n
i-xi for every
i ¼ 1;y; N:
We deﬁne A ¼ fy1;y; yN ; x0;y; xNg ¼ fz0; z1;y; zKg with 1 ¼ z0o
z1o?ozK ¼ 1 and we set k ¼ minfjzi  zj j=iaj; i; j ¼ 0;y; Kg: If 0odok=2
then, for n large enough, un is monotone in the interval ½zi þ d=2; ziþ1  d=2: We
claim that limn-N unðzi þ dÞ ¼ limn-N unðziþ1  dÞ ¼71: Otherwise, up to a
subsequence, unðzi þ dÞ-vAð1; 1Þ; va0 and vnðyÞ ¼ unðzi þ dþ EnyÞ converges
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locally uniformly in R to a solution v of
v00  aðzi þ dÞW 0ðvÞ ¼ 0 in R; vð0Þ ¼ v:
Since v is either periodic or a heteroclinic solution connecting 1 and 1; it changes
sign. Thus, for large n; the function un must vanish in ½zi þ d=2; ziþ1  d=2 which
is a contradiction. Therefore, if wn ¼ minfjunðzi þ dÞj; junðziþ1  dÞjg and %a ¼
max½1;1 aðxÞ we have that
Z ziþ1d
ziþd













which contradicts JEnðunÞ ¼ ca0: &
Our next goal is to study the distribution of the critical points of un along
the interval ½1; 1; in relation with the behavior of a: Consider an interval
½c; cþ; where c is a local minimum of a; cþ is a local maximum of a and
with no other critical point of a lying in between, for which the number of zeros




n the critical points of un in ½c; cþ and by yin the
unique zero of un in ½xi1n ; xin for i ¼ 1;y; sðnÞ: We deﬁne a ¼ lim infn-N x1n and
%a ¼ lim supn-N xsðnÞn : We have the following proposition concerning the zeros and
critical points of un in ½c; cþ:
Proposition 3.4. We have ðiÞ %a ¼ cþ: And ðiiÞ if ½x˜1; x˜2Cða; cþÞ; with x˜1ox˜2; then
there exists n0 such that for every nXn0 the interval ½x˜1; x˜2 contains at least one
critical point of un:
The proof of this proposition is an easy consequence of the following
lemma:
Lemma 3.1. If there is a non-empty interval ½x˜1; x˜2Cðc; cþÞ where fung (or a
subsequence) does not have zeros then, in ½c; x˜1 there is at most one critical point of
un; for all n.
Proof. Assume that fung; or a subsequence, is such that un possesses lðnÞ critical
points in ½c; x˜1; say cpx1nox2no?oxlðnÞn px˜1; with lðnÞ41 for all n: We assume,
without loss of generality that x
lðnÞ
n is a local minimum.
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We ﬁrst assume that in the interval ½xlðnÞn ; x˜1 there exists a zero of un; which is
denoted by y
lðnÞþ1
n : Then there are two cases:
Case 1: For a subsequence y
lðnÞþ1
n  xlðnÞn Xd40: We consider the points
z1n ¼ ðylðnÞþ1n þ xlðnÞn Þ=2 and z2n ¼ ðx˜1 þ x˜2Þ=2; for all n: We note that in this situation
there are constants C140 and c240 such that, except for a subsequence,
1þ unðz1nÞpC1e
c2
En and 1 unðz2nÞpC1e
c2
En ð3:4Þ
and similar estimates for ju0nðz1nÞj and ju0nðz2nÞj: Set znA½ylðnÞþ1n ; z2n such that
unðznÞ ¼ 1=2: After considering a subsequence we have that zn-%z and vnðyÞ ¼
unðzn þ EnyÞ satisﬁes
v00n  aðzn þ EnyÞW 0ðvnÞ ¼ 0 ð3:5Þ
and converges locally uniformly to v; a non-constant bounded solution of
v00  að%zÞW 0ðvÞ ¼ 0 in R; vð0Þ ¼ 1
2
;
which, since it is monotone, is a heteroclinic solution. Multiplying (3.5) by vn and




a0ðzn þ EnyÞWðvnðyÞÞ dy ¼ Oðe
c2
En Þ: ð3:6Þ
Because ðz1n  znÞ=En and ðz2n  znÞ=En converges to inﬁnity and W is non-degenerate








n  xlðnÞn -0: In this case we consider the following equation for
comparison:
E2v00  aðzn ÞW 0ðvÞ ¼ 0; ð3:7Þ
where zn A½xlðnÞn ; ylðnÞþ1n  satisﬁes unðzn Þ ¼ 1þ d; for ﬁxed d40 small. Notice that
such a zn exists since, under our assumptions, unðxlðnÞn Þ- 1:
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Note that if v1 is a solution of (3.7) with initial conditions v1ðzn Þ ¼ unðzn Þ and
v01ðzn Þ ¼ u0nðzn Þ then, since a is increasing in ½c; cþ; we ﬁnd that v1 reaches its
minimum at %zn A½xlðnÞn ; zn :
Now, consider v2 a solution of (3.7) satisfying v2ðzþn Þ ¼ unðzþn Þ and v02ðzþn Þ ¼
u0nðzþn Þ; where zþn is the ﬁrst time un reaches 1 d after ylðnÞþ1n : Let %zþn 4zþn such that
v2ð%zþn Þ ¼ 1 d and v2ðxÞ41 d for xAðzþn ; %zþn Þ: Using that a is increasing, we can
compare un and v2 to show that there exists ynAðzþn ; %zþn Þ such that unðynÞ ¼ 1 d and
u0nðynÞo0 which implies that un has a zero at some point yþn 4yn: Since
ju0nðzþn Þjoju0nðzn Þj and xlðnÞn  %zn-0 we have that xlðnÞn  yþn-0: This is a contra-
diction with our hypothesis and the deﬁnition of x
lðnÞ
n : This ﬁnishes Case 2.
In the situation where the interval ½xlðnÞn ; x˜1 does not contain a zero of un; we can
proceed in a similar way. &
A similar result can be proved in an interval of the form ½cþ; c; where c is a
local minimum of a; cþ is a local maximum and no other critical point of a lies in
½cþ; c: Indeed, let x1nox2no?oxsðnÞn be the critical points of un in ½cþ; c; with
sðnÞ-N; and set b ¼ lim supn-N xsðnÞ1n and %b ¼ lim infn-N x1n: Then, we can
prove the following proposition.
Proposition 3.5. We have ðiÞ %b ¼ cþ: And ðiiÞ If ½x˜1; x˜2Cðcþ; bÞ; with x˜1ox˜2; then
there exists n0 such that for every nXn0 the interval ½x˜1; x˜2 contains at least one
critical point of un:
Now we label the extreme points of a: In order to ﬁx notation we will assume that
the extreme points 1 and 1 are minimum points of a (all other situations are
allowed). We consider c0 ¼ 1oc1o?ock ¼ 1 the minimum points of a in
½1; 1 and 1ocþ1o?ocþko1 the local maximum points of a in ½1; 1: As a
consequence of Propositions 3.4 and 3.5 we have
Theorem 3.1. There are numbers ai; bi with
ci1paipcþi pbipci ;
for i ¼ 1;y; k such that
(i) If aiobi and if ½x˜1; x˜2Cðai; biÞ; with x˜1ox˜2; then there exists n0 such that for
every nXn0 the interval ½x˜1; x˜2 contains at least one critical point of un:
(ii) If bi1oci oai and r40 small enough, then there exist n0 so that for all nXn0;
the function un possesses at most one zero in ðbi1 þ r; ai  rÞ:
Proof. If xn;i is the ﬁrst critical point of un in the interval ½ci1; cþi  we deﬁne ai ¼
lim infn-0 xn;i: Similarly, if zn;i is the last critical point of un in the interval ½cþi ; ci  we
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deﬁne bi ¼ lim supn-0 zn;i: Then the conclusion of the theorem is directly obtained
applying Propositions 3.4 and 3.5. &
4. More properties of un
From Proposition 3.2 we see that in an interval like ðai; cþi Þ the local maximum
values of un are decreasing, and increasing in an interval like ðcþi ; biÞ: In this section
we will strengthen this property.
We start by establishing monotonicity and an asymptotic estimate for TðeÞ; a
quarter of a period of the solution of Eq. (1.4).
Lemma 4.1. The function TðeÞ is increasing in e and for a constant g40 we have
TðeÞ ¼ ðgþ oð1ÞÞlnð1 eÞ for eB1: ð4:1Þ







WðetÞ  WðeÞp :
Then, using hypothesis (W3) and (W4) it is easy to show that T is increasing. In


























sðs  lÞp ;
where l ¼ 2ðe  1Þ=e: Doing a direct integration we obtain the desired estimate. &
As in Section 3, we consider ½c; cþ; with c a local minimum of a; cþ a local
maximum and with no other critical point of a lying in between, such that the
number of zeros of fung on ½c; cþ is unbounded.
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Let x0nox1no?ox
sðnÞ
n be the critical points of un in ½c; cþ and let yin be the
unique zero of un in ½xi1n ; xin for i ¼ 1;y; sðnÞ: As before, we deﬁne a ¼
lim supn-N x
1
n: The next lemma studies the behavior of un at a:
Lemma 4.2. Suppose that a4c; then
xinn-a implies junðxinn Þj-1:
Proof. If limn-N x
in
n ¼ a; then integrating between x1n and xinn yields




Taking limit in the above equality we prove the desired result. &
Our next goal is to prove that the maximum values of the function junj are
asymptotically strictly less than 1 in the interval I ¼ ða; cþÞ:
Proposition 4.1. Suppose that xinn- %xAða; cþ then,
lim sup
n-N
junðxinn Þj ¼ %uo1:
Proof. If we assume that the proposition does not hold then, up to a subsequence,
we have that junðxinn Þj-1 as n-N: Thus, Proposition 3.2 implies that
lim
n-N
junðxlnn Þj ¼ 1;
for all sequence flng; with lnAf1; 2;y; ing  Kn: Integrating the equation between y1n
and yinn we obtain
E2n
2




On the other hand, if we integrate the equation between y1n and x
2
n we deduce that
E2nðu0nðy1nÞÞ2-2aðaÞWð0Þ and, similarly, E2nðu0nðyinn ÞÞ2-2að %xÞWð0Þ: Hence, from (4.2)





a0ðxÞWðunðxÞÞ dx ¼ 0: ð4:3Þ
In what follows we will prove that this is impossible.
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¼ c and ylnn- %y:
Rescaling un around y
ln
n we obtain a sequence vn that converges to the solution of
v00  að %yÞW 0ðvÞ ¼ 0;
satisfying vð %yÞ ¼ vð %y þ cÞ ¼ 0: But then jvð %yÞjo1 since v is periodic, providing a
contradiction that proves the claim.
Next, let R40 and vx be the heteroclinic solution of
v00  aðxÞW 0ðvÞ ¼ 0;




WðvxðyÞÞ dyXA140 8xA½a; %x: ð4:4Þ








In fact, assuming the contrary we ﬁnd a sequence flng; with lnAKn; and a







WðunðxÞÞ dxoA1 and ylnn- %y;











where A2 ¼ aˆA1=2 and 0oaˆpa0ðxÞ; for xA½a; %x:
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Next we integrate the equation for un between two consecutive extreme points to
obtain





a0ðxÞðWðunðxÞÞ  WðunðxknÞÞÞ dx: ð4:7Þ
By rescaling as before we can prove that there is a positive constant A3 such that,







ðWðunðxÞÞ  Wðunðxlnn ÞÞÞ dx ¼ A3: ð4:8Þ
Then, from (4.7) and (4.8), we ﬁnd a positive constant A4 such that
WðunðxknÞÞXEnkA4 8kAKn
which together with Lemma 4.1 shows that there is a constant g140 such that for all
kAKn
TðunðxknÞÞ ¼ ðg=2þ oð1ÞÞlnðWðunðxknÞÞÞp g1 lnðEnkA4Þ: ð4:9Þ




n  aðxÞW 0ðunðxÞÞ ¼ 0;




n  aðxknÞW 0ðvnðxÞÞ ¼ 0;
with initial conditions v0nðxknÞ ¼ 0 and vnðxknÞ ¼ unðxknÞ: Using that aðxÞXaðxknÞ for all
xA½xkn ; xkþ1n  and the monotonicity of the function TðeÞ we can prove that
2Enﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aðxknÞ
p TðunðxknÞÞXxkþ1n  xkn 8kAKn: ð4:10Þ
Thus, from this inequality and (4.9), we obtain








p TðunðxknÞÞp 2g2En Xin1
k¼1
lnðEnkA4Þ
for some g2 positive constant. Hence, using that M!XðrMÞM for a certain r40; the
above inequality implies
%x  ap 2g2Enin lnðEninrA4Þ;
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from where we conclude that fEning must be bounded away from zero. But then (4.6)
and (4.3) are incompatible, completing the proof of the proposition. &
Remark 4.1. For an interval of the form ðcþ; cÞ; with cþ a maximum and c a
minimum of a; and no other critical points in between, we can prove the analog to
Lemma 4.2 and Proposition 4.1. We do not do it explicitly.
In view of Lemma 4.2, Proposition 4.1 and Remark 4.1 we can directly prove the
following theorem:
Theorem 4.1. Consider the numbers
ci1paipcþi pbipci
for i ¼ 1;y; k obtained in Theorem 3.1. Let fxinn g be a sequence of critical points
of un; then
(i) If ci1oai and xinn-ai or bioci and xinn-bi then junðxinn Þj-1:
(ii) If xinn- %xAðai; biÞ then junðxinn Þj- %uo1; for all i ¼ 1;y; k:
5. un has an asymptotic envelope
In this section we deﬁne an approximate envelope for each function un as a piece-
wise linear function that joins the maximum points of un: Then we prove a
preliminary convergence property for en:
In precise terms, we deﬁne the envelope function en as
enðxÞ ¼ junðxknÞj þ
junðxkþ1n Þj  junðxknÞj
xkþ1n  xkn
ðx  xknÞ for xA½xkn ; xkþ1n  ð5:1Þ
for k ¼ 0;y; kn  1; where 1 ¼ x1nox2no?oxknn ¼ 1 are all the critical points of
un in ½1; 1:
We deﬁne I ¼ Sk1ðai; biÞ; where the numbers ai; bi were deﬁned in Theorem 3.1,
and recall the deﬁnition of the function H in (1.5).
Theorem 5.1. Except possibly for a subsequence, feng converges locally uniformly in I
to a function e that satisfies
e0 ¼ Hðx; eÞ in I : ð5:2Þ
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Proof. Consider a sequence fxinn g of critical points of un such that xinn- %xAI :
Multiplying (1.1) by u0n and integrating in ½xinn ; xinþ1n  we obtain




from where we have that




n Þj  junðxinn Þj






WðunðxÞÞ  Wðunðxinn ÞÞ
xinþ1n  xinn
dx: ð5:4Þ
Since %xAI ; from Proposition 4.1 we have that lim unðxinþ1n Þ ¼ lim unðxinn Þ ¼ %uo1;
then it follows that the right-hand side of (5.4) is bounded (when %u ¼ 0
the boundedness follows from the non-degeneracy of W at 0). We note that when
xinþ1n and x
in
n are close to a local maximum point of a then it may happen that
unðxinþ1n Þ ¼ unðxinn Þ; in this situation we replace junðxinþ1n Þj  junðxinn Þj=Wðuðxinþ1n ÞÞ 
Wðuðxinn ÞÞ by 1=W 0ðunðxinn ÞÞ: Thus, we can ﬁnd a constant C; depending on
distð %x; @IÞ; such that




that is the function en is locally equi-Lipschitz. Hence, the sequence feng is
locally equicontinuous in I and bounded which, by Arzela–Ascoli Theorem,
implies that except for a subsequence en-e locally uniformly in I, with
e continuous.
In order to show that e satisﬁes (5.2) we deﬁne fn to be the right-hand side
of (5.4) for xA½xinn ; xinþ1n : We claim that fn converges point-wise to Hðx; eðxÞÞ
in I : Indeed, let xAI and consider xn ¼ xinn and xþn ¼ xinþ1n the closest extreme
points of un to x to the left and right respectively. Then, by Theorem 3.1 and
the previous analysis we have that xn ; x
þ
n-x and enðxn Þ; enðxþn Þ-eðxÞ: When




Wðuðxinþ1n ÞÞ  Wðuðxinn ÞÞ
junðxinþ1n Þj  junðxinn Þj








a0ðxÞ dx ¼ a0ðxÞ: ð5:6Þ
ARTICLE IN PRESS
P.L. Felmer, S. Martinez / J. Differential Equations 194 (2003) 198–220 215







a0ðxÞWðunðxÞÞ dx ¼ a0ðxÞQðeðxÞÞ: ð5:7Þ
In order to do so, we deﬁne vnðyÞ ¼ unðxn þ EnyÞ; which converges locally uniformly
to v; the solution of
v00ðsÞ  aðxÞW 0ðvðsÞÞ ¼ 0; in R; v0ð0Þ ¼ 0; vð0Þ ¼ eðxÞ: ð5:8Þ
Since 0oeðxÞo1 and assuming that xn is a maximum (the other case is similar), we
have that vðsÞ ¼ oðeðxÞ; ﬃﬃﬃﬃﬃﬃﬃﬃﬃaðxÞp sÞ; where oðe; sÞ is the solution of (1.4). Then,












WðoðeðxÞ; sÞ ds ð5:9Þ
and then deﬁnition (1.6) completes the proof of the claim. To see that e satisﬁes (5.2)
we just note that e0n ¼ fn in ½xin; xiþ1n : Then, the uniform convergence of en and
the bounded pointwise convergence of fn allows to pass to the limit in the
distributional sense. Since Hðx; eÞ is continuous in I  ½0; 1Þ we have that the
equation is satisﬁed on I : &
Remark 5.1. We can extend e to all the interval ½1; 1: First we note that by
monotonicity of e; it can be extended by continuity to the closure %I: Then we extend e
as 1 to ½1; 1\ %I: In view of Theorem 4.1 and the properties of e; it is easy to see that
this extension is continuous. However, as we will see in the next section, it is not C1;
because Hðx; eÞ blows up at e ¼ 1:
6. The envelope equation and properties
In this section we study some properties of the differential equation (5.2), which
we call the envelope equation. This simple ordinary differential equation governs the
limiting proﬁle of the sequence fung as we saw in the last section. In general,
subsequences converge to a solution of the equation, but for high-energy solutions,
the whole sequence converges, identifying completely the limiting proﬁle.
Our ﬁrst lemma characterizes the behavior of Hðx; eÞ at 1 and 0:




Hðx; eÞ ¼ þN ðNÞ if a0ðxÞo0 ð40Þ; and lim
e-0
Hðx; eÞ ¼ 0:
ARTICLE IN PRESS
P.L. Felmer, S. Martinez / J. Differential Equations 194 (2003) 198–220216
Proof. First we study H near e ¼ 1: We note that





















Consequently, from Lemma 4.1 and the fact that W 0ðeÞ ¼ qðeÞðe  1Þ; with qð1Þa0;
we see that lime-1 Hðx; eÞ ¼ þN; unless a0ðxÞ ¼ 0: For e near 0 we write













Using (W1) we see that for e small WðteÞ  WðeÞB1
2
W 00ð0Þe2ðt2  1Þ: From here,




W 0ðeÞ ¼ 0: &
Our next proposition establishes the monotonicity of the function M:
Proposition 6.1. The function M is strictly decreasing in e, for 0pep1:












where we considered the functions Fðe; sÞ ¼ WðesÞ  1
2
W 0ðesÞes and gðe; sÞ ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
WðseÞ  WðeÞp : We differentiate M with respect to e and we determine the sign
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We observe that if we set t ¼ se then
2e
g0ðsÞ
gðsÞ ¼ GðtÞ ¼
tW 0ðtÞ  eW 0ðeÞ
WðtÞ  WðeÞ for 0ptoe;
which is decreasing in t and then in s; by hypothesis (W4). By (W3) the function F is
also decreasing in s; so we see that NðeÞ is negative. &
Now we consider the solutions of the envelope equation (5.2). This equation
possesses a locally Lipschitz continuous right hand side Hðx; eÞ in ½1; 1  ½0; 1Þ;
which blows up at e ¼ 1: The sign of the blow-up is determined by the sign of a0ðxÞ as
we saw in Lemma 6.1.
Due to the special character of the right-hand side, we need to make precise the
notion of solution of (5.2). We say that e : ½1; 1-½0; 1 is a solution of (5.2) if e
satisﬁes e0ðxÞ ¼ Hðx; eðxÞÞ for all xAIðeÞ ¼ ½1; 1\fx=eðxÞ ¼ 1g: We observe that
the derivative of e blows up at every point of @IðeÞ\f1; 1g:
On the set of solutions of (5.2) we can deﬁne a partial order in the following way:
we say that e1pe2 if Iðe2ÞCIðe1Þ: We observe that with this deﬁnition, if e1pe2 then
e1ðxÞpe2ðxÞ for all xAIðe2Þ:
Given a solution e of Eq. (5.2) we can compute %JðeÞ; where %J was deﬁned in (1.8).
In view of Proposition 6.1 we see that if e1pe2 then %Jðe1ÞX %Jðe2Þ: Moreover, if
e1oe2; that is e1pe2 and e1ae2; then %Jðe1Þ4 %Jðe2Þ:
With this discussion we are ready to state our next theorem.
Theorem 6.1. Under the hypothesis for a and W given in the introduction there exists a
constant %cA½0; CNÞ and a solution %e of (5.2) such that for every cAð%c; CN there exists
a unique solution e of (5.2) that satisfies %JðeÞ ¼ c: This solution satisfies additionally
that ep%e:
Proof. It is clear that there are solutions of (5.2) such that IðeÞ ¼ ½1; 1; for example
e  0 and all the solutions near this one. We deﬁne the solution %e as the maximal
solution so that IðeÞ is an interval, and we set %c ¼ %Jð%eÞ: &
Corollary 6.1. If the function a has a unique maximum point in the interval ½1; 1 then
the conclusion of Theorem 6.1 holds true for all cAð0; CNÞ; in other words %c ¼ 0:
Proof. We just observe that when a has a unique maximum point then for all the
solutions of (5.2) the set IðeÞ is an interval. &
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Remark 6.1. If a has an interior local minimum, the condition %JðeÞ ¼ c does not
characterize e in a unique way for all values of c: In fact, the set IðeÞ is not necessarily
connected for small values c:
7. Proof of Theorem 1.3: high-energy envelope is unique
In this section we complete the proof of Theorem 1.3. First, we obtain an
asymptotic energy associated to the sequence fung and then, using the results of
Section 5 and the identiﬁcation Theorem 6.1 we prove the theorem.
Proposition 7.1. Consider the sequence fung of solutions of (1.1) for E ¼ En-0
satisfying JEnðunÞ ¼ c; and set e : ½1; 1-½0; 1 the envelope found in Section 5. Then
%JðeÞ ¼ c:












Consider xþn and x

n two consecutive critical points of un converging to x0AI : Then,












We observe that sðxÞ ¼ aðxÞMðeðxÞÞ is uniformly continuous in ½1; 1; thus, for
every e40 there exists d40 such that if jx  yjpd then jsðxÞ  sðyÞjpe: Consider
I1;y; Ik to be a partition of I such that lengthðIjÞpd and set x j to be the midpoint
of Ij for j ¼ 1;y; k: By (7.2) and the uniform continuity of sðxÞ we have that if xin









dxA½sðx jÞ  e; sðx jÞ þ e ð7:3Þ
for all n large. In fact, the contrary will contradict (7.2) for a subsequence.
Continuing, we observe that (7.3) is equivalent to
ðsðx jÞ  eÞDinp
Z xiþ1n
xin




dxpðsðx jÞ þ eÞDin; ð7:4Þ
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with Din ¼ xiþ1n  xin: Therefore, if we add (7.4) over all pair of extremes in Ij and over













with C a constant independent of n and e and oð1Þ-0 as n-N: Since e is arbitrarily
small, (7.5) together with (7.1) imply the result. &
Proof of Theorem 1.3. The proof follows directly from Theorem 6.1, Corollary 6.1
and Proposition 7.1. &
Remark 7.1. At this point it is clear that the asymptotic behavior of the function
vnðyÞ ¼ unðx þ EyÞ; when eðxÞo1 corresponds to a periodic solution with period
4TðeðxÞÞ= ﬃﬃﬃﬃﬃﬃﬃﬃﬃaðxÞp : With this we can estimate the number of zeroes of un in a small
interval Ix ¼ ðx1; x2Þ near x as ðx2x1ÞE
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aðxÞp =4TðeðxÞÞ: From here it follows (1.10).
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