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Abstract— Subspace codes were introduced in order to correct
errors and erasures for randomized network coding, in the case
where network topology is unknown (the noncoherent case). Sub-
space codes are indeed collections of subspaces of a certain vec-
tor space over a finite field. The Koetter-Kschischang construction
of subspace codes are similar to Reed-Solomon codes in that code-
words are obtained by evaluating certain (linearized) polynomials.
In this paper, we consider the problem of list-decoding the Koet-
ter-Kschischang subspace codes. In a sense, we are able to achieve
for these codes what Sudan was able to achieve for Reed-Solomon
codes. In order to do so, we have to modify and generalize the
original Koetter-Kschischang construction in many important re-
spects. The end result is this: for any integer L, our list-L decoder
guarantees successful recovery of the message subspace provided
that the normalized dimension of the error is at most
L − L(L+ 1)
2
R∗
where R∗ is the normalized packet rate. Just as in the case of
Sudan’s list-decoding algorithm, this exceeds the previously best-
known error-correction radius 1 − R∗, demonstrated by Koetter
and Kschischang, for low rates R∗.
Index Terms— list-decoding, subspace codes, operator channel,
linearized polynomial, KK construction
I. INTRODUCTION
THE technique of list-decoding has been used to decode be-yond the error-correction diameter bound [2], [3] and [4].
In general, the decoding problem is the problem of finding a
codeword which is within a particular distance from a received
word. In classical decoding algorithms, the decoding radius is
such that decoding spheres around codewords do not intersect
which results in diameter bound on the decoding radius. In list-
decoding, the receiver reconstructs a list of all possible code-
words within a particular distance of the received word. This
offers a potential for recovery from errors beyond the traditional
error-correction bound.
In this paper we consider the problem of list-decoding of
subspace codes. Although the idea is similar, the nature of
problem is different from the classical case in many respects.
In [7], subspace codes were introduced in the context of non-
coherent transmission model for random network coding. In
noncoherent transmission model, neither transmitter nor re-
ceiver is assumed to have any knowledge about the underlying
network topology and the particular network coding operations
performed at the network nodes.
Random network coding is a very powerful tool for infor-
mation transmission in networks [1], [5] and [6]. In random
network coding communication between transmitter and
receiver is done in a series of generations. During each gen-
eration the transmitter transmits a group of packets with a
fixed-length through the network. These packets can be re-
garded as vectors of length n over a finite field Fq . They pass
through intermediate nodes of the network. Each intermedi-
ate node creates a random Fq-linear combination of the packets
that are already available at its input links and sends it through
an output link. This is done separately for all of its output links.
In this model, we suppose that a number of erroneous packets
may be injected into the network. Finally, the receiver collects
a number of such generated packets and tries to reconstruct
the set of packets injected into the network. The authors of [7]
are led to consider information transmission by the choice of
vector space spanned by the set of packets at the transmitter.
Intuitively this is the only thing that is preserved through trans-
mission as linear combinations are assumed to be random and
unknown to the transmitter and the receiver.
In [7] the operator channel is defined in order to capture the
essence of random network coding model. The input and output
of an operator channel are subspaces of a certain vector space
called the ambient space. Deletion of vectors from the trans-
mitted subspace is called erasure and addition of vectors to the
transmitted subspace is called error. The input is affected by
some erasures and errors through the channel and the goal is to
recover the input from the output. A Reed-Solomon-like sub-
space code capable of correcting errors and erasures on the op-
erator channel is introduced in [7]. We call it KK code (Koetter-
Kschischang code) throughout this paper. In KK construction,
codewords are obtained by evaluating certain (linearized) poly-
nomials. In Section II we briefly review the KK construction,
its encoding and decoding.
What we are doing in this paper, in some sense, is analo-
gous to what Sudan did for list-decoding of Reed-Solomon
codes [10]. The main obstacle here is that the ring of linearized
polynomials is not commutative. Indeed equations over this
ring may have more roots than their degrees. Therefore, the
straightforward generalization of list-1 decoding may result
in an exponential list size. We modify the KK construction in
many important respects in order to enable list-decoding. The
idea is to consider a commutative subring of the ring of lin-
earized polynomials. However, this causes a rate reduction. We
solve this problem by using the normal basis for an extension
field of a finite field. In Section III this technique is explained
for the simplest case, one dimensional codes with list size 2,
wherein the KK construction can not correct any error for any
rate but we are able to correct one error for 0 < R∗ < 13 , where
R∗ is the packet rate of the code. The packet rate of a subspace
code is simply the number of information packets normalized
by the number of encoded packets. This is defined more pre-
cisely in Section II. In this paper, we use this notion of rate in
order to express our results in a more convenient way. The re-
sults of Section III is generalized to arbitrary list size yet for
one dimensional codes in Section IV. The transmitted message
is recovered as long as the dimension of error does not exceed
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2L− L(L+1)2 R∗, where L is the list size.
Our construction can not be immediately generalized to the
case of dimension greater than one. The problem is that we al-
ready use the whole space as the root space of the equation from
which we extract the message polynomial. In fact increasing the
dimension of the code does not give more information at the re-
ceiver which results in rate reduction. Therefore, we extend the
space root of the interpolation polynomial while the symbols
are still from the smaller field. In Section V we use this idea in
order to construct codes of any dimension. Then we get the nor-
malized decoding radius L− 12L(L+ 1)R∗, where L is the list
size and n is the dimension of the code. This is similar to the
result in the one dimension case.
We close the paper by discussing some directions for future
work and drawing conclusion.
II. PRIOR WORK
In this section, following [7] we review some required back-
ground and some prior work on subspace codes. We explain the
operator channel model, the ring of linearized polynomials and
the Koetter-Kschischang construction of subspace codes.
The authors of [7] introduced the operator channel model in
order to capture the essence of random network coding. This
is formulated for the case of single unicast i.e. communication
between a single transmitter and a single receiver. Let W be a
fixed N -dimensional vector space over Fq . Then all transmitted
and received packets are elements of W . Let G(W ) denote the
set of all subspaces ofW which is often called the projective ge-
ometry of W . Let also G(W,n) denote the set of all subspaces
of W of dimension n. For any V ∈ G(W ), dim(V ) denotes
the dimension of V . As G(W ) is the code alphabet, a metric
on G(W ) is defined as follows. Let Z+ denote the set of non-
negative integers. Then the function d : G(W )×G(W ) → Z+
is defined as follows:
d(A,B)
def
= dim(A+B)− dim(A ∩B)
It is shown in Lemma 1 in [7] that the function d is indeed a
metric.
Definition 1. [7] An operator channel C associated with the
ambient space W is a channel with input and output alphabet
G(W ). Let V and U denote the input and output of the channel
respectively. Then
U = Hk(V )⊕ E,
where Hk is an erasure operator which projects V onto a ran-
domly chosen k-dimensional subspace of V if dim(V ) > k;
otherwise, Hk leaves V unchanged. Also, E ∈ G(W ) is an ar-
bitrary error space and ⊕ denote the direct sum. The number of
erasures is ρ = dim(V )− dim(Hk(V )). The number of errors
is t = dimE. 2
A subspace code C for an operator channel with ambient
space W is a non-empty subset of G(W ). A codeword is an el-
ement of C which is indeed a subspace of W . The minimum
distance of C is denoted by
D(C) def= min
X,Y ∈C:X 6=Y
d(X,Y )
It is proved in [7] that if
2(t+ ρ) < D(C) (1)
then a minimum distance decoder for C will recover the trans-
mitted subspace V from the received subspace U . Conversely
if (1) is not satisfied, then the minimum distance decoder may
fail.
Definition 2. [7] Let C be a code associated with the ambient
space W of dimension N over Fq . Suppose that the dimension
of any V ∈ C is at most n. Then the rate of the codes R is
defined as follows:
R
def
=
logq |C|
nN
(2)
In this paper, we define a new parameter, called the packet rate
of the code. The packet rate R∗ is defined as follows:
R∗ def=
logqm |C|
n
=
logq |C|
nm
(3)
where qm is the size of the underlying extension field. 2
In fact, the rate R of the code is equal to the number of q-ary
information symbols normalized by the number of q-ary sym-
bols injected into the network. This can be interpreted as the
symbol rate of the code. R∗ is equal to the number of infor-
mation packets normalized by the number of encoded packets
injected into the network. Therefore, we call it the packet rate
of the code.
Koetter-Kschischang construction of subspace codes are ob-
tained by evaluating linearized polynomials over a certain set of
linearly independent elements of an ambient spaceW . Next, we
turn to briefly review linearized polynomials, their main proper-
ties and how to define a ring structure on them. Let Fq be a finite
field and let F = Fqm be an extension field. Recall from [8, Ch.
4.9] that a polynomial f(X) is called a linearized polynomial
over F if it has the form
f(X) =
s∑
i=0
aiX
qi
where ai ∈ F, for i = 0, 1, . . . , s. When q is fixed under discus-
sion, we will let X [i] denote Xq
i
. We use the term q-degree in-
stead of degree for linearized polynomials. For instance, assum-
ing that as 6= 0, the linearized polynomial f(X) has q-degree s
which means that its actual degree is equal to qs.
The main property of linearized polynomials from which
they receive their name is the following. Let f(X) be a lin-
earized polynomial over F and letK be an extension of F. Then
the map taking α ∈ K to f(α) ∈ K is linear with respect to Fq ,
i.e. for all α1, α2 ∈ K and all λ1, λ2 ∈ Fq ,
f(λ1α1 + λ2α2) = λ1f(α1) + λ2f(α2)
Also, it is proved in [7] that if two linearized polynomials of
q-degree at most k− 1 agrees on at least k linearly independent
points, then the two polynomials are identical.
Addition of two linearized polynomials, f1(X) and
f2(X), is also a linearized polynomial. However, the mul-
tiplication f1(X)f2(X) is not necessarily a linearized
polynomial. Therefore, in order to have a ring structure the
operation f1(X) ⊗ f2(X) is defined to be the composition
3f1(f2(X)) which is always a linearized polynomial. In fact, if
f1(X) =
∑
i>0 aiX
[i] and f2(X) =
∑
j>0 bjX
[j], then
f1(X)⊗ f2(X) = f1(f2(X)) =
∑
k>0
ckX
[k], (4)
where ck =
∑k
i=0 aib
[i]
k−i. It should be noted that this operation
is not commutative. It is easy to construct examples for f1(X)
and f2(X) such that f1(X) ⊗ f2(X) is not equal to f2(X) ⊗
f1(X).
The set of linearized polynomials over Fqm forms a
non-commutative ring with identity under addition + and
composition ⊗ and is denoted by Lqm [X]. Though not com-
mutative, the ring of linearized polynomials has many of the
properties of a Euclidean domain. In fact, there are two divi-
sion algorithms: a left division and a right division, i.e. given
any two linearized polynomials f1(X) and f2(X), there ex-
ist unique linearized polynomials qL(X), qR(X), rL(X) and
rR(X) such that
f1(X) = qL(X)⊗f2(X)+rL(X) = f2(X)⊗qR(X)+rR(X),
where rL(X) = 0 or deg(rL(X)) < deg(f2(X)) and similarly
where rR(X) = 0 or deg(rR(X)) < deg(f2(X)). A straight-
forward modification of polynomial division algorithm can be
invoked in order to do left division and right division for lin-
earized polynomials.
Now, we turn to briefly review the encoding and decoding
of KK construction. Let Fq be a finite field, and let F = Fqm
be an extension field of Fq . The number of information sym-
bols k and the dimension of code n are also fixed. Notice that
F can be regarded as a vector space of dimension m over Fq .
Let A = {α1, . . . , αn} be a set of n linearly independent vec-
tors in this vector space.
Koetter-Kschischang Encoding:
The input to the encoder is a vector u = (u0, . . . , uk−1)
which consists of k message symbols in F. The correspond-
ing message polynomial is fu(X) =
∑k−1
i=0 uiX
[i]. Then the
corresponding codeword V is the Fq-linear span of the set
{(αi, f(αi)) : 1 6 i 6 n}.
The code C is the set of all possible codeword V .
The ambinet space W is indeed equal to 〈A〉 ⊕ F =
{(α, β) : α ∈ 〈A〉 , β ∈ F} which has dimension n + m over
Fq .
Suppose that V is transmitted over the operator channel and
a subspace U of W of dimension r is received.
Koetter-Kschischang Decoding:
Let (xi, yi), i = 1, 2, . . . , r be a basis for U . Construct a
nonzero bivariate polynomial Q(X,Y ) of the form
Q(X,Y ) = Q0(X) +Q1(Y ),
where Q0 and Q1 are linearized polynomials over F, Q0 has
q-degree at most ω− 1 and Q1 has q-degree at most ω−k such
that
Q(xi, yi) = 0 for i = 1, 2, . . . , r
The parameter ω will be specified later. Then solve the equation
Q(X, f(X)) = 0 for f(X) to recover the message polynomial.
Suppose that r = n − ρ + t, where ρ is the number of era-
sures and t is the number of errors. It is proved in [7] that if
ρ+ t < n−k+ 1 = D(C)2 which is the necessary and sufficient
condition for minimum distance decoder as in (1), then one can
choose
ω =
⌈
r + k
2
⌉
and the decoding algorithm successfully recovers the transmit-
ted message. Therefore, the normalized decoding radius τKK is
given as follows:
τKK =
n− k + 1
n
(5)
The packet rate R∗ of the Koetter-Kschischang code is:
R∗ =
logqm(|C|)
n
=
k
n
Therfore, τKK is approximately equal to 1−R∗.
III. THE SIMPLEST LIST-DECODING
We start this section with a brief review of Sudan’s list-
decoding algorithm of Reed-Solomon codes . Then we justify
why it is necessary to modify KK construction in order to en-
able list-decoding. As the first attempt for list-2 decoding, a
simple generalization of KK construction is proposed in Sec-
tion III-A. However, we shall see that a list of size 2 can not
be guaranteed as a result of the ring of linearized polynomi-
als being non-commutative. Therefore, we further modify the
construction to solve this problem in Section III-B. However,
this modification results in a rate reduction by a factor of m.
To compensate this reduction we exploit properties of a normal
basis of Fqm over Fq in Section III-C. Having set all that we ex-
plain the encoding and list-decoding of this new construction
of subspace codes in Section III-D. At the end, the parameters
of the code are discussed in Section III-E.
First, we briefly review Sudan’s list-decoding algorithm of
Reed-Solomon codes [10]. The construction of Reed-Solomon
codes is as follows. Let Fq be a finite field. The parame-
ters k, the number of information symbols, and n, the length
of the code are fixed and k 6 n 6 q − 1. The message
is a vector u = (u0, u1, . . . , uk−1) consisting of k infor-
mation symbols over Fq . The corresponding codeword is
(fu(α1), fu(α2), . . . , fu(αn)), where fu(X) =
∑k−1
i=0 uiX
i is
the message polynomial and α1, α2, . . . , αn are n distinct and
fixed elements of Fq . This codeword is transmitted through the
channel. Given the channel output (y1, y2, . . . , yn), Sudan’s
list-decoding algorithm constructs the bivariate interpolation
polynomial
Q(X,Y ) = Q0(X) +Q1(X)Y + · · ·+QL(X)Y L
such that Q(αi, yi) = 0 for all i, subject to certain de-
gree constraints. Then if not too many errors have occurred,
Q(X, fu(X)) ≡ 0, and the message can be recovered by find-
ing all the factors (at most L of them) of Q(X,Y ) of the form
Y − F (X).
Now, we return to the construction of subspace codes. Let Fq
be a finite field and F = Fqm be an extension field of Fq . For
ease of notation, let f⊗L(X) denote the composition of f(X)
with itself L times for any linearized polynomial f(X). Indeed
f⊗1(X) = f(X). Also, we define f⊗0(X) to be equal to X .
4Same as in the KK construction,A = {α1, . . . , αn} ⊂ Fqm is a
fixed set of n linearly independent vectors over Fq . The first step
in modifying the KK construction in order to enable list-2 de-
coding is the following. We transmit f⊗2u (αi) along with αi and
fu(αi), where fu is the message polynomial. This is one impor-
tant difference between this work and Sudan list-decoding al-
gorithm of RS codes. In Sudan’s algorithm, there is no need to
modify the Reed-Solomon code. One can compute powers of
the received symbols yi at the decoder. In fact, once yi is given,
all powers of yi come for free whereas this is not the case in the
construction of subspace codes. In general, given fu(αi) one
can not compute f⊗2u (αi). This enforces the modification of
KK construction which will be elaborated through this section.
A. A basic generalization of KK codes
Based on the foregoing discussion the first attempt for
a simple generalization of KK construction which enables
a list-2 decoding is explained as follows. The message
vector u = (u0, u1, . . . , uk−1) consists of k informa-
tion symbols over F. Let fu(X) =
∑k−1
i=0 uiX
[i] be the
corresponding message polynomial. Then the correspond-
ing codeword V is the vector space spanned by the set{
(α1, fu(α1), f
⊗2
u (α1)), . . . , (αn, fu(αn), f
⊗2
u (αn))
}
. Since
αi’s are linearly independent, V has dimension n. V is
transmitted through the operator channel and another vec-
tor space U of dimension r is received at the receiver. Let
(xi, yi, zi), i = 1, . . . , r, be a basis for U . At the decoder,
we construct a nonzero trivariate linearized polynomial
Q(X,Y, Z) of the form
Q(X,Y, Z) = Q0(X) +Q1(Y ) +Q2(Z) (6)
where Qi’s are linearized polynomials over F subject to certain
degree constraints specified later, such that Q(xi, yi, zi) = 0
for i = 1, . . . , r. Since Q is linearized, it is zero over the whole
vector space U , in particular over the intersection of V and U .
Therefore, assuming that not too many errors and erasures hap-
pen the polynomial
Q(X, fu(X), f
⊗2
u (X)) = Q0(X)+Q1⊗fu(X)+Q2⊗f⊗2u (X)
is guaranteed to have a certain number of linearly independent
roots which is more than its q-degree. Thus it is identically zero
and the next step is to recover the message polynomial from
it. The problem is how many possible solutions for fu(X) we
could have and how to extract them. Unfortunately there might
be more than two solutions for fu(X). In general, an equation
over a non-commutative ring may have more zeros than its de-
gree. We illustrate this for the ring of linearized polynomials in
the following example. Consider the following equation:
f⊗2(X)−Xq2 = 0
This can be regarded as an equation of degree 2 over the ring
of linearized polynomials. Then f(X) = uXq is a solution for
this equation for any u which satisfies uq+1 = 1. If m is even,
then q + 1 divides qm − 1. Therefore there are q + 1 distinct
possible values for u each gives a distinct solution for f(X).
B. Solving the problem of having more than two roots
As discussed in the forgoing subsection, an equation over
the ring of linearized polynomials may have more zeros than
its root. This is a a consequence of the fact that the ring of
linearized polynomials is not commutative. The idea to solve
this problem is to restrict the set of message polynomials to
a commutative subring of this ring. Lemma 1 shows that lin-
earized polynomials over the base field Fq , Lq[X], form a
commutative subring of Lqm [X]. Theorem 2 proves that an
equation of degree L over the ring of linearized polynomials
has at most L roots in Lq[X], as expected. This suggests the
following solution for the problem of having more than two
roots. We only consider message polynomials that are over Fq
rather than Fqm i.e. we assume that the message is a vector
u = (u0, u1, . . . , uk−1) of length k over Fq .
Lemma 1. Let f(X) and g(X) be linearized polynomials over
Fq . Then they commute i.e.
f(X)⊗ g(X) = g(X)⊗ f(X)
Proof. Let f(X) =
∑
i>0 fiX
[i] and g(X) =
∑
j>0 gjX
[i].
Then by (4),
f(X)⊗ g(X) = ∑k>0 ckX [k], where ck = ∑ki=0 fig[i]k−i and
g(X)⊗ f(X) = ∑k>0 c′kX [k], where c′k = ∑ki=0 f [k−i]i gk−i.
Since fi, gj ∈ Fq , f [k−i]i = fq
k−i
i = fi and g
[i]
k−i = g
qi
k−i =
gk−i, for any i and k. It implies that for any k,
ck =
k∑
i=0
figk−i = c′k
Therefore, f(X)⊗ g(X) = g(X)⊗ f(X).
Theorem 2. Let Qi, i = 0, 1, . . . , L, be linearized polynomi-
als over F, where at least one of them is non-zero. Then the
equation
L∑
i=0
Qi ⊗ f⊗i(X) = 0 (7)
has at most L solutions for f(x) inLq[X].
Proof. We do induction on L for L > 0. For L = 0, Q0 has
to be non-zero. Thus there is no solution for (7). Now, suppose
that it is true for L−1 and we want to prove it for L. If (7) does
not have any solution for f(X), then we are done. Otherwise,
let f0(X) be a solution for (7) i.e.
L∑
i=0
Qi ⊗ f⊗i0 (X) = 0 (8)
We show that there are at most L− 1 other solutions excluding
f0. Subtracting (8) from (7) we get
L∑
i=1
Qi ⊗ (f⊗i − f⊗i0 ) = 0 (9)
Since f and f0 are both over Fq , by Lemma 1 they commute.
As a result,
f⊗i − f⊗i0 = (
i−1∑
j=0
f
⊗(i−j−1)
0 ⊗ f⊗j)⊗ (f − f0)
5for any i > 1. Plugging in this into (9) we get
L∑
i=1
Qi ⊗
(i−1∑
j=0
(f
⊗(i−j−1)
0 ⊗ f⊗j)⊗ (f − f0)
)
= 0⇒
( L∑
i=1
Qi ⊗
i−1∑
j=0
f
⊗(i−j−1)
0 ⊗ f⊗j
)⊗ (f − f0) = 0
Since f − f0 6= 0, we can divide by both sides by f − f0 to get
L∑
i=1
(
Qi ⊗
i−1∑
j=0
f
⊗(i−j−1)
0 ⊗ f⊗j
)
= 0⇒
L−1∑
j=0
( L∑
i=j+1
Qi ⊗ f⊗(i−j−1)0
)⊗ f⊗j = 0
which has at most L − 1 solutions for f(X) by induction hy-
pothesis. This completes the proof.
C. Solving the rate reduction problem
As discussed in the forgoing subsection, we suppose that the
message vector u = (u0, . . . , uk−1) consists of k information
symbols over Fq rather than Fqm . This results in a reduction in
rate by a factor of m. In this subsection, we propose a solution
for the rate reduction problem. Indeed, we take advantage of
the fact that the message polynomial is over the base field Fq in
order to compensate the rate reduction at the decoder.
Recall from [8, Ch. 4.9] that any finite extension Fqm of Fq as
a vector space over Fq has a basis of the form α, αq, . . . , αq
m−1
for some primitive element α ∈ Fqm . This is called a nor-
mal basis for Fqm over Fq . Suppose that f(X) is a linearized
polynomial over Fq . Then for any j, f(αq
j
) = f(α)q
j
.
This implies that given f(α) one can determine f(αq
j
), for
j = 1, 2, . . . ,m − 1. Therefore, f(αq), f(αq2), . . . , f(αqm−1)
do not need to be transmitted. The idea is to manufacture them
at the receiver while only f(α) is transmitted. We elaborate
this idea in the next subsection by specifying encoding and
list-decoding algorithm.
D. Encoding and List-decoding
We fix the following parameters of the code: finite field Fq ,
an extension F = Fqm , number of information symbols k and
α ∈ F which generates a normal basis for F. We require that
k 6 m. The ambient space W is a 2m + 1-dimensional vector
space over Fq .
Encoding Algorithm A:
Formally, the encoder is a function E : Fkq → G(W,n). The
input to the encoder is a message u = (u0, u1, . . . , uk−1) ∈
Fkq . The corresponding message polynomial is fu(X) =∑k−1
i=0 uiX
[i]. The output of the encoder is the one dimensional
subspace V as follows:
V =
〈(
α, fu(α), f
⊗2
u (α)
)〉
Remark. We write each element of the ambient space W as a
vector with 3 coordinates such as (x, y, z), where x ∈ 〈α〉 and
y, z ∈ Fqm . 2
Suppose that V is transmitted through the operator channel
and another subspace U of W of dimension 1 + t is received,
where t is the dimension of error. We assume that no erasure
happens as only one erasure may destroy all the information.
The decoder first check if the following condition on t is satis-
fied:
t < 2− 3(k − 1)
m
(10)
If not, then the decoder declares decoding failure. Otherwise,
the list-decoding algorithm A is performed.
List-decoding Algorithm A:
The input to the decoder is the received vector space U . It out-
puts a list of size at most 2 of vectors in Fkq in three steps:
1) Computing the interpolation points: The decoder first
finds a basis (xi, yi, zi), i = 1, 2, . . . , t + 1 for U . Then
the set of interpolation points P is as follows:
P =
{(
xq
j
i , y
qj
i , z
qj
i
)
: 1 6 i 6 t+ 1, 0 6 j 6 m− 1
}
2) Interpolation: Construct a nonzero trivariate linearized
polynomial Q(X,Y, Z) of the form in (6), where Q0, Q1
and Q2 are linearized polynomials over F and Q0 has
q-degree at most m− 1, Q1 has q-degree at most m− k
and Q2 has q-degree at most m − 2k + 1, subject to the
constraint that
Q(x, y, z) = 0 (11)
for any (x, y, z) ∈ P .
3) Factorization: Find all the roots f(X) ∈ Lq[X], with
degree at most k − 1 of the equation:
Q
(
X, f(X), f⊗2(X)
)
= 0
using LRR algorithm, discussed in the appendix. The de-
coder outputs coefficients of each root f(X) as a vector
of length k.
We explain how the several steps of this list-decoding ap-
proach can be done in its most general case in Section V.
Theorem 3. List-decoding algorithm A produces a list of size at
most 2 which includes the transmitted message u if the number
of errors t is less than 2− 3(k−1)m .
We omit the proof of this theorem as it is a special case of
Theorem 8. Indeed list-decoding algorithm with general list size
will be discussed in the next section which includes list-2 de-
coding as a special case. Notice that Theorem 3 shows (10) is
also sufficient for successful decoding. This provides the error
decoding radius of list-decoding algorithm A.
E. Code parameters
The ambient space W , in the construction proposed by en-
coding algorithm A, has dimension 2m + 1. Each codeword is
a one dimensional subspace of W . Thus n = 1 and the packet
rate R∗ of the code is given as follows:
R∗ =
logqm(|C|)
n
=
k
m
The q-degree of Q2 has to be non-negative which enforces the
condition 2k 6 m. It implies that the packet rate R∗ has to be
6less than 12 . The decoding radius normalized by dimension n =
1, is given by τ = 2− 3(k−1)m as a result of Theorem 3. This is
roughly equal to 2− 3R∗. Since τ is integer in this case, τ = 1
for R∗ < 13 and otherwise, τ = 0.
IV. ONE DIMENSIONAL CODES WITH GENERAL LIST SIZE
In this section, we generalize the encoding and list-2 decod-
ing algorithm proposed in the foregoing section to general list
size yet the construction is one dimensional. To this end, we
transmit all powers of fu(X) up to f⊗Lu (X), where fu is the
message polynomial, in order to do list-L decoding at the re-
ceiver.
A. Encoding and Decoding
The following parameters of the code are fixed: finite field
Fq , an extension F = Fqm , number of information symbols k,
list size L and α ∈ F which generates a normal basis for F. The
required condition is that k 6 m. The ambient space W is an
Lm+ 1-dimensional vector space over Fq .
Encoding Algorithm B:
Formally, the encoder is a function E : Fkq → G(W,n). It accepts
as input a message vector u = (u0, u1, . . . , uk−1) ∈ Fkq . The
message polynomial is constructed as fu(X) =
∑k−1
i=0 uiX
[i].
Then the encoder outputs the following one dimensional sub-
space V :
V =
〈(
α, fu(α), f
⊗2
u (α), . . . , f
⊗L
u (α)
)〉
Definition 3. The code Cq(k, 1,m,L) is the collection of all
possible codewords V generated by this encoding algorithm.
The second parameter stands for the dimension of the code
which is equal to 1 for this code. 2
Remark. Each element of the ambient space W is indicated
as a vector with L + 1 coordinates such as (x, y1, y2, . . . , yL),
where x ∈ 〈α〉 and all other coordinates are elements of Fqm .
2
Suppose that V is transmitted through the operator channel
and another subspace U of W of dimension 1 + t is received,
where t is the dimension of error. We assume that no erasure
happens as only one erasure may destroy all the information.
The decoder first check if the following condition on t is satis-
fied:
t < L− L(L+ 1)
2
(k − 1)
m
(12)
If not, then the decoder declares decoding failure. Otherwise,
the decoder performs the list-decoding algorithm B.
List-decoding Algorithm B:
The decoder accepts as input the received vector space U . The
output is a list of size at most L of vectors in Fkq after the fol-
lowing three steps:
1) Computing the interpolation points: Find a basis
(xi, yi,1, . . . , yi,L), i = 1, 2, . . . , t + 1 for U . Then the
following set is the set of interpolation points P:{(
xq
j
i , y
qj
i,1, . . . , y
qj
i,L
)
: 1 6 i 6 t+ 1, 0 6 j 6 m− 1
}
2) Interpolation: Construct a nonzero multivariate lin-
earized polynomial Q(X,Y1, . . . , YL) of the form
Q0(X) +Q1(Y1) + · · ·+QL(YL)
with each Qi having q-degree at most m− (k − 1)i− 1,
for i = 0, 1, . . . , L, subject to the constraint that
Q(x, y1, . . . , yL) = 0 (13)
for any (x, y1, . . . , yL) ∈ P .
3) Factorization: Find all the roots f(X) ∈ Lq[X], with
degree at most k − 1 of the equation:
Q
(
X, f(X), . . . , f⊗L(X)
)
= 0 (14)
using LRR algorithm. The decoder outputs coefficients of
each root f(X) as a vector of length k.
B. Correctness of the algorithm
Lemma 4. There is a non-zero solution for multivariate
linearized polynomial Q which satisfies (13) provided that
t < L− L(L+ 1)
2
(k − 1)
m
Proof. The set of interpolation points P contains m(1 + t)
points. Therefore, (13) defines a homogeneous linear system
of m(1 + t) equations. The number of unknown coefficients is
equal to
L∑
i=0
m− (k − 1)i = (L+ 1)m− (k − 1)L(L+ 1)
2
It is known that if the number of variables in a homogeneous
linear system of equation is strictly smaller than the number of
equation, then there is a non-trivial solution. Furthermore, this
is necessary in order to guarantee a non-trivial solution i.e.
m(1 + t) < (L+ 1)m− (k − 1)L(L+ 1)
2
guarantees a non-zero solution for Q. This is equivalent to
t < L− L(L+ 1)
2
(k − 1)
m
Corollary5. The condition (12) is necessary to guarantee exis-
tence of interpolation polynomial Q in list-decoding algorithm
B.
Let fu(X) be the message polynomial andQ(X,Y1, . . . , YL)
be the interpolation polynomial provided by list-decoding al-
gorithm B. Then let E(X) be the following linearized
polynomial:
E(X) = Q
(
X, fu(X), . . . , f
⊗L
u (X)
)
=
L∑
i=0
Qi ⊗ f⊗iu (X)
Lemma 6. For j = 0, 1, . . . ,m− 1, αqj is a root of E(X).
Proof. Since we assume that no erasure occurs, the transmit-
ted codeword V is contained in the received subspace U . In
7particular, U includes the vector
(
α, fu(α), . . . , f
⊗L
u (α)
)
. No-
tice that raising to power qj is a linear operation. Therefore,(
xq
j
, yq
j
1 , . . . , y
qj
L
)
is a linear combination of some elements of
the set of interpolation points P , for any (x, y1, . . . , yL) ∈ U ,
as P contains all the qj-powers of the basis elements of U . Fur-
thermore, Q is a linearized polynomial. Therefore,
Q
(
xq
j
, yq
j
1 , . . . , y
qj
L
)
= 0
In particular,
Q
(
αq
j
, fu(α)
qj , . . . , f⊗Lu (α)
qj
)
= 0 (15)
Note that for any polynomial f(X) ∈ Fq[X], f(Xqj ) =
f(X)q
j
for any positive integer j. Since all the coefficients of
f⊗iu (X) are elements of Fq , (15) implies that
E(αq
j
) = Q
(
αq
j
, fu(α
qj ), . . . , f⊗Lu (α
qj )
)
= 0
Corollary7. E(X) is the all zero polynomial.
Proof. Since the q-degree of fu(X) is at most k − 1, the q-
degree of Qi ⊗ f⊗iu (X) is at most
m− (k − 1)i− 1 + (k − 1)i = m− 1,
for i = 0, 1, . . . , L. This implies that q-degree of E(X) is at
most m − 1. On the other hand, E(X) has at least m linearly
independent roots α, αq, . . . , αq
m−1
by Lemma 6. Therefore,
E(X) must be the all zero polynomial.
Theorem 8. List-decoding algorithm B produces a list of size
at most L which includes the transmitted message u provided
that
t < L− L(L+ 1)
2
(k − 1)
m
Proof. By Lemma 4 the interpolation polynomial Q 6= 0 ex-
ists. Then by Corollary 7,E(X) is identically zero which means
that the message polynomial fu(X) is a solution to (14). Also,
as Q is nonzero, (14) has at most L solutions by Theorem 2.
Therefore, the list size is at most L.
C. Code parameters:
In this subsection, we discuss the parameters of the code
Cq(k, 1,m,L). The ambient space W has dimension Lm + 1.
Each codeword is a one dimensional subspace of W . There-
fore, n = 1 and the packet rate R∗ of the code is given as
follows:
R∗ =
logqm(|Cq(k, 1,m,L)|)
n
=
k
m
The q-degree of QL, the one with smallest degree among Qi’s,
has to be non-negative which leads to the following series of
inequalities:
m− (k − 1)L− 1 > 0⇒
L 6 m− 1
k − 1 ≈
1
R∗
⇒
R∗ 6 1
L
Corollary 5 and Theorem 8 together show that the bound on
the number of errors in (12) is a necessary and sufficient condi-
tion in order to guarantee correct list-decoding. Therefore, the
error decoding radius of list-decoding algorithm B is equal to
L − L(L+1)2 (k−1)m . Since the dimension of the code is equal to
1, this is also the normalized decoding radius, denoted by τ . We
can approximate k−1m byR
∗ to get the following approximation
for the normalized decoding radius τ :
τ ≈ L− L(L+ 1)
2
R∗
V. CODES WITH ARBITRARY DIMENSION
In the foregoing section we proposed a list-decodable con-
struction of subspace codes along with corresponding list-L de-
coding algorithm for any list size L. One weakness of the con-
struction is that codes are one dimensional. Certainly this is not
good. One dimensional codes seem somewhat unnatural. Be-
sides, as the normalized decoding radius τ is integer in this case,
we are not able to take advantage of the whole achievable re-
gion for τ . In this section, we generalize our construction to any
arbitrary dimension.
In the construction of Cq(k, 1,m,L), span of (α, fu(α), . . .
, f⊗Lu (α)) is the codeword corresponding to message polyno-
mial fu, where α is generator of a normal basis for Fqm . Then
one simple way to generalize this construction to dimension 2
is the following. Suppose that β is another primitive element
of Fqm which generates a normal basis for Fqm . Then the cor-
responding codeword is the Fq-linear span of
(
α, fu(α), . . .
, f⊗Lu (α)
)
and
(
β, fu(β), . . . , f
⊗L
u (β). When we inject more
vectors into the network, we indeed add redundancy to the
code, and we should get something in return. Adding redun-
dancy means more interpolation points at the receiver which
indeed enforces more constraints. In return, we should get more
zeros in order to maintain same performance in terms of decod-
ing radius versus rate. However, as we shall see in Lemma 6,
the space root already covers the whole space Fqm . Therefore,
this simple generalization does not lead to a good performance.
This becomes even worse as dimension increases. The idea is
to evaluate the interpolation polynomial in a larger field i.e. an
extension of Fqm . We elaborate this idea through this section.
Fix a finite field Fq and let n divides q − 1. Then the
equation xn − 1 = 0 has n distinct solutions in Fq . Let
e1 = 1, e2, e3, . . . , en be these solutions. Let F = GF (qnm)
and γ be a generator of a normal basis for F. Then define
αi = γ + e
−1
i γ
qm + e−2i γ
q2m + · · ·+ e−(n−1)i γq
(n−1)m
(16)
for i = 1, 2, . . . , n.
Next, we discuss the properties of the parameters αi’s.
Lemma 9. α1 ∈ Fqm and for i = 2, 3, . . . , n, αni ∈ Fqm .
Proof. For i = 1, 2, . . . , q−1, αqmi = e−1i αi by the following
8series of equalities:
αq
m
i =
(n−1∑
j=0
ejiγ
qmj
)qm
=
n−1∑
j=0
(eq
m
i )
jγq
m(j+1)
=
n−1∑
j=0
ejiγ
qm(j+1)
= en−1i γ
qnm +
n−1∑
j=1
ej−1i γ
qmj = e−1i γ +
n−1∑
j=1
ej−1i γ
qmj
=
n−1∑
j=0
ej−1i γ
qmj = e−1i αi
Then for i = 1, αq
m
1 = α1 and therefore, α1 ∈ Fqm . For i =
2, 3, . . . , n, (αni )
qm = e−ni α
n
i = α
n
i which implies that α
n
i ∈
Fqm .
Lemma 10. The set
Z =
{
αq
j
i : 1 6 i 6 n, 0 6 j 6 m− 1
}
is a basis for F.
Proof. Let A and Γ be 1× n vectors as follows:
A = (α1, α2, . . . , αn)
Γ =
(
γ, γq
m
, . . . , γq
(n−1)m)
Also, let E be the n×n matrix whose (i, j) entry is ej−1i . Then
by definition, A = ΓEt. Note that E is a Vandermonde matrix
whose determinant is non-zero, since ei’s are distinct. Thus, we
can write
Γ = A(E−1)t
It implies that for any j, γq
mj
is a linear combination of αi’s.
We can raise this to power qr, for any 0 6 r 6 m− 1, and say
that γq
mj+r
is a linear combination of αq
r
i ’s. Thus γ
ql is a linear
combination of elements of the set Z, for 0 6 l 6 nm − 1.
Therefore, elements of Z span the whole space F. But |Z| =
nm. Hence Z is a basis for F.
A. Encoding and Decoding
The following parameters of the construction are fixed: the
finite field Fq and an extension field Fqm , the number of infor-
mation symbols k, the dimension of code n and the list size L.
We require that k 6 nm and n 6 q − 1.
We let [s] denote the set of positive integers less than or
equal to s, for any positive integer s.
Encoding Algorithm C:
A message vector u = (u0, u1, . . . , uk−1) ∈ Fkq is the in-
put to the encoder. The corresponding message polynomial
is fu(X) =
∑k−1
i=0 uiX
[i]. For i = 1, 2, . . . , n, consider αi
defined in (16). The encoder constructs vectors vi ∈ W as
follows. For i = 1, 2, . . . , n,
vi = (αi, fu(αi), f
⊗2
u (αi), . . . , f
⊗L
u (αi))
The encoder then outputs n-dimensional vector space V
spanned by v1, v2, . . . , vn.
In this construction, the ambient space W is
〈α1, α2, . . . , αn〉 ⊕ Fqnm ⊕ · · · ⊕ Fqnm︸ ︷︷ ︸
L times
(17)
which has dimension equal to n+ nmL.
Remark. Each element in W is represented by a vector with
L+ 1 coordinates such as (x, y1, y2, . . . , yL), where x belongs
to the vector space spanned by α1, α2, . . . , αn and yi ∈ Fqnm ,
for i = 1, 2, . . . , L. 2
Definition 4. The code Cq(k, n,m,L) is the collection of all
possible codewords V generated by encoding algorithm C. 2
Suppose that a codeword V ∈ Cq(k, n,m,L) is transmitted
through the operator channel and the decoder receives a vec-
tor space U ∈ G(W ) with dimension d. Then we define the
parameter ω as follows:
ω =
⌈
md+ 1
L+ 1
+
1
2
L(k − 1)
⌉
(18)
This will guarantee existence of the interpolation polynomialQ
in the list-decoding algorithm C. The algorithm is as follows:
List-decoding Algorithm C:
1) Computing the interpolation points: Find a basis for U as
follows:
{(xi, yi,1, yi,2, . . . , yi,L) : i = 1, 2, . . . , d}
Then for h = 0, 1, 2, . . . ,m− 1, the set Ph is defined as
follows:
Ph =
{
(xq
h
i , y
qh
i,1, . . . , y
qh
i,L) : i ∈ [d]
}
The set of interpolation points P is equal to:
P = P1 ∪ P2 ∪ · · · ∪ Ph
2) Interpolation: Construct a nonzero multivariate lin-
earized polynomial Q(X,Y1, Y2, . . . , YL) of the form
Q0(X) +Q1(Y1) +Q2(Y2) + · · ·+QL(YL)
with each Qi having q-degree at most ω − (k − 1)i − 1,
for i = 0, 1, . . . , L subject to the constraint that
Q(x, y1, y2, . . . , yL) = 0 (19)
for any (x, y1, y2, . . . , yL) ∈ P .
3) Factorization: Find all the roots f(X) ∈ Lq[X], with
degree at most k − 1 of the equation:
Q
(
X, f(X), . . . , f⊗L(X)
)
= 0 (20)
using LRR algorithm. The decoder outputs coefficients of
each root f(X) as a vector of length k.
The first step of the list-decoding algorithm C is done by el-
ementary linear algebraic operations. The interpolation step is
indeed solving a system of linear of equations. There are several
ways for doing that. The most straightforward way is the Gaus-
sian elimination method. However, this method does not take
advantage of the certain structure of this system of equations
and therefore, it is not efficient. An efficient polynomial-time
interpolation algorithm in the ring of linearized polynomials is
presented in [11] which is basically analogous to Koetter inter-
polation algorithm in the ring of polynomials. The factorization
step can be performed using linearized Roth-Ruckenstein algo-
rithm, called LRR algorithm, which will be explained in de-
tails in the appendix. We have modified the Roth-Ruckenstein
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earized polynomials. For instance, an equation of degree L over
Lqm [X] has the following form:
Q0(X) +Q1(X)⊗ f(X) + · · ·+QL(X)⊗ f⊗L(X) = 0
where Qi’s are linearized polynomials over Fqm . LRR algo-
rithm finds all the roots of this equation in efficient polynomial
time.
B. Correctness of the algorithm
Lemma 11. Existence of a non-zero solution for interpolation
polynomial Q that satisfies (19) is guaranteed by the choice of
ω in (18).
Proof. (19) defines a homogeneous system of at most md
equations. The number of unknown coefficients is as follows:
L∑
i=0
ω − (k − 1)i = (L+ 1)ω − (k − 1)L(L+ 1)
2
A non-zero solution for this homogeneous linear system of lin-
ear equations is guaranteed if and only if the number of equa-
tions is strictly less than the number of variables. i.e.
md < (L+ 1)ω − (k − 1)L(L+ 1)
2
⇔
ω > md+ 1
L+ 1
+
1
2
L(k − 1)
This is guaranteed by the choice of ω in (18).
Lemma 12. The linear spans of the sets Ph, defined in
the first step of list-decoding algorithm C, are disjoint for
h = 0, 1, . . . ,m− 1.
Proof. For any i ∈ [d], xi is an element of the span of
α1, α2, . . . , αn. Since raising to power qh is a linear operation,
xq
h
i is an element of 〈
αq
h
1 , α
qh
2 , . . . , α
qh
n
〉
By Lemma 10, these are disjoint vector spaces as h varies be-
tween 0 and m − 1. Therefore, linear spans of Ph’s are also
disjoint as h varies between 0 and h− 1.
We form the following linearized polynomial E(X) wherein
fu(X) is the message polynomial and Q(X,Y1, . . . , YL) is the
interpolation polynomial provided by list-decoding algorithm
C.
E(X) = Q
(
X, fu(X), . . . , f
⊗L
u (X)
)
=
L∑
i=0
Qi ⊗ f⊗iu (X)
Suppose that the number of errors in the received subspaceU
is t and the number of erasures is equal to ρ. Thus d = n−ρ+t.
Lemma 13. The linearized polynomial E(X) has at least (n−
ρ)m linearly independent roots.
Proof. Let U ′ be the intersection of the transmitted code-
word V and the received subspace U . Then U ′ is a subspace
of the received vector space U with dimension n − ρ.
For any (x, y1, . . . , yL) ∈ U ′ and h = 0, 1, . . . ,m − 1,(
xq
h
, yq
h
1 , . . . , y
qh
L
)
is an element of the linear span of the set
Ph, because Ph contains all the qh-powers of the basis ele-
ments of U and also raising to power qh is a linear operation.
Furthermore, Q is a linearized polynomial. Hence,
Q
(
xq
h
, yq
h
1 , . . . , y
qh
L
)
= 0 (21)
On the other hand, (x, y1, . . . , yL) is also an element of the
transmitted codeword V . Therefore,
(x, y1, . . . , yL) =
(
β, fu(β), . . . , f
⊗L
u (β)
)
for some β in the linear span of α1, α2, . . . , αn. Since coeffi-
cients of fu(X) are elements of Fq , for any integer h(
xq
h
, yq
h
1 , . . . , y
qh
L
)
=
(
βq
h
, fu(β
qh), . . . , f⊗Lu (β
qh)
)
(22)
Notice that linear spans of the sets Ph are disjoint by Lem-
ma 12. This together with (21) and (22) imply that there are at
least (n− ρ)m linearly independent roots for E(X).
Corollary14. If ω 6 (n− ρ)m, then the linearized polynomial
E(X) is identically zero.
Proof. The q-degree of fu(X) is at most k−1. Therefore, the
q-degree of Qi ⊗ f⊗iu (X) is at most
ω − (k − 1)i− 1 + (k − 1)i = ω − 1,
for i = 0, 1, . . . , L. Thus the q-degree ofE(X) is at most ω−1.
On the other hand, E(X) has at least (n − ρ)m linearly inde-
pendent roots by Lemma 13. Therefore, E(X) must be the all
zero polynomial.
Theorem 15. The output of list-decoding algorithm C is a list
of size at most Lwhich includes the transmitted message u pro-
vided that
Lρ+ t 6 nL− L(L+ 1)
2
(k − 1)
m
− 1
m
(23)
Proof. The existence of non-zero Interpolation polynomialQ
that satisfy (19) is guaranteed by Lemma 11. Then by Corolla-
ry 14, E(X) is the all zero polynomial provided that
md+ 1
L+ 1
+
1
2
L(k − 1) 6 (n− ρ)m (24)
where we have used the expression for ω from (18). We plug
in d = n − ρ + t into (24). Then observe that (24) is indeed
equivalent to
Lρ+ t 6 nL− L(L+ 1)
2
(k − 1)
m
− 1
m
Thus this condition on the number of errors and erasures
implies that E(X) is identically zero. Therefore, the mes-
sage polynomial fu(X) is a solution to (20). Also, since Q is
nonzero, (20) has at most L solutions by Theorem 2. Therefore,
the list size is at most L.
10
C. Code parameters
The ambient space W has dimension n + nmL in con-
struction of the code Cq(k, n,m,L). Each codeword is an
n-dimensional subspace of W . Then the packet rate R∗ of the
code is given as follows:
R∗ =
logqm(|Cq(k, n,m,L)|)
n
=
k
nm
The q-degree of each Qi must be non-negative. Notice that QL
has the smallest degree amongQi’s. This leads to to the follow-
ing series of inequalities:
nm− (k − 1)L− 1 > 0⇒
L 6 nm− 1
k − 1 ≈
1
R
⇒
R∗ 6 1
L
Theorem 15 provides the bound on the number of errors and
erasures which guarantees correct list-decoding. This implies
that the error decoding radius of list-decoding algorithm C is
equal to
nL− L(L+ 1)
2
(k − 1)
m
− 1
m
where the number of erasures is weighted by L. Normalizing
this by dimension n we get the normalized decoding radius τ :
τ = L− L(L+ 1)
2
(k − 1)
nm
− 1
nm
≈ L− 1
2
L(L+ 1)R∗
which is similar to one dimensional case. It means that increas-
ing the dimension does not affect the decoding radius. The nor-
malized decoding radius of KK construction, given in (5), is
equal to 1 − R∗. Let’s call the normalized decoding radius of
list-decoding algorithm C with list size L to be τL. Notice that
τKK is indeed equal to τ1. We compare τKK with τL for various
amounts of L. This is plotted in Figure 1.
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Figure 1. The normalized decoding radius τL versus the packet rate R∗
VI. DISCUSSION AND CONCLUSIONS
In this paper we have considered the problem of list-
decoding of subspace codes proposed for error correction
in random linear network coding. To this end, we modified
and generalized the original Koetter-Kschischang construc-
tion in various ways. In fact, we constructed a new subspace
code and proposed a list-decoding algorithm that enables
error-correction beyond the unique decoding bound. Interest-
ingly, for a fixed code dimension, we can actually correct any
number of errors provided that the list size is sufficiently large
and the rate is small enough. In this case, the list size is indeed
proportional to the number of errors.
However, we are able to achieve a better decoding radius than
KK construction only at low rates. Then one possible direc-
tion for future work is to extend this work in order to enable
list-decoding at higher rates as well. We may take advantage
of similarities between this work and Sudan list-decoding al-
gorithm of RS codes. When Sudan list-decoding algorithm of
Reed-Solomon codes was introduced, there was a similar prob-
lem. Later Guruswami and Sudan proposed a new method in
that they enforced multiple roots for the interpolation polyno-
mial which resulted in a significant improvement upon Sudan’s
first result. Therefore, it is natural to look for an analogous tech-
nique in the ring of linearized polynomials. However, there is
no clear notion of multiple roots for linearized polynomials in
the literature. In fact, one has to introduce multiplicity in the
ring of linearized polynomials in such a way that list-decoding
at higher rates is enabled.
As mentioned, in order to do list-decoding we modify and
generalize the KK construction in many ways. Then the natural
question is the following: is there a way to list-decode the KK
construction without any modification at the transmitter side?
This suggests another path for future work.
APPENDIX
We provide the linearized Roth-Ruckenstein algorithm (LRR
algorithm) which is used in the factorization step of all of our
list-decoding algorithms. LRR algorithm basically solves equa-
tions over the ring of linearized polynomials. Consider a poly-
nomial Q(X,Y ), where Y is a variable in the ring Lq[X], of
the form
Q(X,Y ) = Q0(X)+Q1(X)⊗Y +· · ·+QL(X)⊗Y ⊗L (25)
whereQi’s are linearized polynomials over a finite extension of
Fq . LRR algorithm finds all the roots Y ∈ Lq[X] with q-degree
at most k−1, for some k ∈ N, for whichQ(X,Y ) is identically
zero.
We say that the polynomial Q(X,Y ) is divisible by Xq
s
if
all the Qi’s, for i = 1, 2, . . . , L, are divisible by Xq
s
. In this
case, for each i, there is a linearized polynomial Q′i such that
Q′i(X)
qs = Qi(X). Then we define
Qs(X,Y ) = Q′0(X) +Q′1(X)⊗ Y + · · ·+Q′L(X)⊗ Y ⊗L
Linearized Roth-Ruckenstein (LRR) algorithm
LRR (Q(X,Y ), k ∈ N, λ ∈ N ∪ {0})
Global variables:
set A ⊆ Lq[X],
polynomial g(X) =
∑k−1
i=0 uiX
qi ∈ Lq[X].
Call procedure initially with Q(X,Y ) 6= 0, k > 0, λ = 0.
if(λ == 0)
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A← ∅;
s← largest integer such that Q(X,Y ) is divisible by Xqs
H(X, γ)← 1XQs(X, γX);
Z ← set of all roots of H(0, γ) in Fq;
for each γ ∈ Z do {
uλ ← γ;
if (λ < k − 1)
LRR(Qs(X,Y q + γX), k, λ+ 1);
else
if (Q(X,uk−1X) == 0)
A← A ∪ {g(X)};
}
Lemma 16. Let Q(X,Y ) be as defined in (25). Let
f(X) = f0X + f1X
q + · · ·+ fk−1Xqk−1
and
H(X, γ) =
1
X
Q(X, γX)
Then coefficient of X in Q(X, f(X)) is equal to H(0, f0).
Proof. Observe that the coefficient of X in f⊗i(X) is equal
to f i0X . Therefore, coefficient of X in Q(X, f(X)) is equal to
coefficient of X in
Q0(X) +Q1(f0X) +Q2(f
2
0X) + · · ·+QL(fL0 X)
The later is equal to XH(X, f0). Note that coefficient of X in
XH(X, f0) is equal to the constant term in H(X, f0) which is
indeed H(0, f0).
Notice that the level of recursion can not go beyond k − 1. In
fact, each sequence of recursions along a recursion descent is
associated with a unique polynomial
f(X) = f0X + f1X
q + . . .
which stands for the contents of the global polynomial g(X)
computed by that sequence. For i = 0, 1, . . . , k − 1, let
Pi(X,Y ), Ti(X,Y ) and Hi(X, γ) be the values of Q(X,Y ),
Qs(X,Y ) and H(X, γ), respectively, during recursion level
λ = i. It can be inductively observed that Pi and Ti are nonzero
polynomials for i = 0, 1, . . . , k − 1. In fact, P0 = Q is as-
sumed to be nonzero. Since Pi is nonzero, Ti is nonzero which
implies that Pi+1 is nonzero. Therefore, the parameter s is
always well-defined.
At each recursion level i, Ti(X,Y ) is not divisible by Xq .
Therefore, coefficient of X in Ti(X, γX) is not zero. Then by
Lemma 16, H(0, γ) is not the all zero polynomial.
Lemma 17. Let A be the set that is computed by the call
LRR(Q, k, 0). Then every element of A is a root of Q.
Proof. Let
f(X) = u0X + u1X
q + · · ·+ uk−1Xqk−1
be an element of A. For 0 6 i < k, define the polynomial
φi(X) by
φi(X) = uiX + ui+1X
q + · · ·+ uk−1Xqk−i−1
Since ui’s are elements of Fq , φi = φqi+1 + uiX . Let Pi and Ti
be the values of Q and T during recursion level λ = i. We do
backward induction on i = k − 1, k − 2, . . . , 0 to show that φi
is a root of Pi. The base of induction is i = k − 1. Note that
φk−1 = uk−1X which is a root of Pk−1 by the one before the
last line of LRR procedure when λ = k− 1. Now, suppose that
φi+1 is a root of Pi+1. Then we have
Pi(X,φi) = Ti(X,φi)
qs = Ti(X,φ
q
i+1 + uiX)
qs
= Pi+1(X,φi+1)
qs = 0
Therefore, φi is a root of Pi which completes the induction. In
particular, for i = 0 we see that f(X) = φ0(X) is a root of
P0 = Q.
Lemma 18. Let
f(X) = f0X + f1X
q + · · ·+ fk−1Xqk−1
be a root of Q(X,Y ) in Lq[X]. For 0 6 i 6 k − 1, define
Pi(X,Y ) and Ti(X,Y ) inductively by P0 = Q and
Ti(X,Y )
qsi = Pi(X,Y ) and Pi+1(X,Y ) = Ti(X,Y q+fiX),
where si is the largest possible integer such that Pi(X,Y ) is
divisible by Xq
si . Also, define
Hi(X, γ) =
1
X
Ti(X, γX)
Then for 0 6 i 6 k − 1,
i)The polynomial φi defined by
φi = fiX + fi+1X
q + · · ·+ fk−1Xk−1−i
is a root of Pi(X,Y ).
ii)Hi(0, fi) = 0
Proof. We prove part i) by induction on i. For i = 0, φ0 = f
is a root of P0 = Q. Now, suppose that φi is a root of Pi(X,Y ).
Since φi = φ
q
i+1+fiX , Y = φi+1 is a root of Pi(X,Y
q+fiX)
and, hence, of Ti(X,Y q+fiX) = Pi+1(X,Y ). This completes
the induction which proves part i).
Also, note that
Pi(X,φi(X)) = Ti(X,φi(X))
qsi = 0 ⇒ Ti(X,φi(X)) = 0
By Lemma 16, the coefficient of X in Ti(X,φi(X)) is equal to
Hi(0, fi) which has to be zero. This proves part ii).
Lemma 19. Let A be the set that is computed by the call
LRR(Q, k, 0). Then every root of Q in Lq[X] is contained in
A.
Proof. Let
f(X) = f0X + f1X
q + · · ·+ fk−1Xqk−1
be a root ofQ(X,Y ) inLq[X]. Define Pi, Ti andHi as in Lem-
ma 18. We prove by induction on i for i = 0, 1, . . . , k − 1 that
there is a recursion descent in LRR such that recursion level i
is called with the parameters (Pi, k, i).
The base of induction is i = 0 which is obvious. Suppose
that it is true for some i. Then by Lemma 18, Hi(0, fi) = 0 and
therefore, γ = fi is one of the roots. If i < k − 1, then for
γ = fi the recursive call is made with parameters
(Ti(X,Y
q + fiX), k, λ+ 1) = (Pi+1(X,Y ), k, i+ 1)
If i = k − 1, then by Lemma 18, Pk−1(X, fk−1) = 0 which
means that f is inserted into A.
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Theorem 20. The LRR algorithm is correct i.e. for any polyno-
mial Q as defined in (25), the call LRR(Q, k, 0) computes a set
A which consists of all roots of Q inLq [X].
The proof follows from Lemma 17 and Lemma 19.
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