Abstract. For non-singular intersections of pairs of quadrics in 11 or more variables, we prove an asymptotic for the number of rational points in an expanding box.
Introduction
In 1962 Birch [1] , following Davenport [9] , used the Hardy-Littlewood circle method to prove a very general statement about the asymptotic count for the number of rational points on a variety defined by a system of forms of a given degree when the dimension is suitably large. For hypersurfaces (i.e. varieties defined by one equation) the result has been improved in some cases. Notably for cubic hypersurfaces, Heath-Brown [14] has reduced the required number of variables from 17 to 14 under certain conditions. But for varieties given by more than one equation, Birch's result has not been improved without imposing serious restrictions on the nature of the forms.
In this paper we are concerned with non-singular varieties V which are given by the intersections of two quadrics, say Q i (x) = t xM i x = 0, i = 1, 2, in n variables. We may assume that M 2 is of full rank. The singular locus, in the sense of Birch, is given by {x ∈ C n : rank(M 1 x, M 2 x) ≤ 1} , which coincides with the union of the eigenspaces of M −1 2 M 1 . Let ∆ be the dimension of the singular locus, which is same as maximum dimension of the eigenspaces. Since we are assuming that V is non-singular we have ∆ = 1 or 2.
It follows from Birch [1] 
where δ > 0 if the number of variables n ≥ 13 + ∆. Here S is the standard singular series and J 0 is the singular integral, which depend on the forms Q i . One seeks to improve this and reduce the required number of variables (at least) to n ≥ 9. Indeed from the work of Demyanov [10] it is known that for n ≥ 9 local solutions exist for any finite prime (also see [2] ). On the other hand from the work of Colliot-Thélène, Sansuc and Swinnerton-Dyer [7] , [8] , we know that the Hasse principle holds for n ≥ 9. (This has been improved in a recent pre-print of Heath-Brown, where he shows that the Hasse principle holds for n ≥ 8.)
The purpose of this paper is to use a new form of the circle method ('nested δ-method') to extend the admissible range for n in (1). Our result gives an asymptotic for the counting function for n ≥ 11. The magnitude of improvement is comparable with that achieved by Heath-Brown in [14] . Moreover we believe that this is the first occasion where the δ-method is used to deal with more than one (non-linear) equation. Theorem 1. Let Q i (x), with i = 1, 2, be two quadratic forms with rational coefficients in n variables with matrices M i . Suppose the variety given by Q 1 (x) = Q 2 (x) = 0 is non-singular. Suppose M 2 is of full rank and the eigenvalues of M 
where the singular integral J 0 (W ) depends on W , and the implied constant depends on Q i and ε.
Suppose W is such that H = 1 and J 0 (W ) > 0. Then the error term is smaller than the main term if n − 4 > 3n/4 − 41/32 which holds if n ≥ 11. Note that for ∆ = 1, Birch [1] required n ≥ 14. The asymptotic formula is the first improvement over (1), in such generality, for n = 11, 12 and 13. In special situations, however, there are few instances which go far beyond Birch's result. In the case of pairs of diagonal quadratic forms an asymptotic for the count can be obtained for fewer variables. This was done by Cook [6] for diagonal quadric pairs with nine or more variables (n ≥ 9). Recently in two joint works with T.D. Browning [4] , [5] , we established an asymptotic for the counting functions when the pair has a special structure, namely
n and Q 2 (x) = q 2 (x 1 , . . . , x n−2 ), with q 1 and q 2 being quadratic forms (not necessarily diagonal). Such pairs of quadrics appear naturally in many other important counting problems, e.g. Batyrev-Manin conjecture for Châtelet surfaces (see [4] ). In [4] we treat the case where n ≥ 9, and in [5] we further specialize the forms q i and prove an asymptotic for n = 8.
The strategy that we adopt here builds on [4] . There we used multiplicative characters to deal with the first equation and additive characters (the circle method) to detect the second equation. A vital 'trick' was to use the modulus of the multiplicative character to reduce the size of the modulus in the circle method. This idea can also be used while applying the circle method to detect both the equations. Say we use modulus 1 ≤ q 1 ≤ B to detect the first equation Q 1 (m) = 0, which has 'size' B 2 . Then we split the second equation Q 2 (m) = 0 into a congruence Q 2 (m) ≡ 0 mod q 1 and an (integral) equation Q 2 (m)/q 1 = 0. Now to detect the last equation by the circle method we need modulus of size B/ √ q 1 . Hence the total modulus q 1 q 2 has size B 3/2 , instead of B 2 which should be the size if one used the circle method independently for both the equations. Since the size of the modulus is much smaller than the square of the length of the variables m i , we save by applying Poisson summation formula to each variable. This is already sufficient to give us an asymptotic for sufficiently many variables n ≥ 15. But the method allows us to have a Kloosterman refinement in the first application of the circle method and a double Kloosterman refinement in the second application. This together with subconvexity for Dirichlet L-function reduces the number of variables to n ≥ 11.
If the forms share an eigenspace then our analysis actually yields an asymptotic for n ≥ 10. Further if we assume that both the forms are diagonal then we can have double Kloosterman refinement in both the applications of the circle method and there by reduce the number of variables further, and get a result as strong as that of Cook [6] . Finally we should mention that the nesting process, of course, comes with some extra complications beyond those reported and carefully tackled by Heath-Brown in [13] . But these, as we will see, can be handled with some extra work. Also we note that for ∆ = 2 we can use our method to improve the corresponding result of Birch. This requires a different treatment for the integrals in Section 4.
Theorem 1 gives an analytic proof of the Hasse principle for intersections of quadrics under the mild assumptions that we made. The Hasse principle is of course known in this case from the work of Colliot-Thélène, Sansuc and Swinnerton-Dyer [7] , [8] . The existence of the p-adic local solutions follows from the work of Demyanov [10] .
Though we chose to state our result with a smooth weight function, it will be quite evident from our analysis that the smooth weight can be removed. In fact this is the reason why we have kept an extra parameter H in (2) . In Section 7 we will prove the following.
n , such that for each point x ∈ P we have a 2 × 2 minor A(x) = ((a i,j (x))) of (M 1 x, M 2 x) with the property that |a 1,1 (x)|, | det A(x)| ≥ λ for some constant λ > 0 (independent of x). Then we have
with some δ > 0, as long as n ≥ 11.
For other investigations related to systems of quadratic forms we refer the reader to the works of Dietmann [9] , Heath-Brown [15] , Schmidt [16] among others. For intersections of a quadric and a cubic the method of this paper yields an asymptotic formula for the count of rational points as long as n ≥ 28. We wish to take this up in detail in a separate paper. Unfortunately the method does not readily yield any positive result in the case of intersection of two cubics. For intersections of pairs of diagonal cubics we refer the reader to the works of Brüdern and Wooley. 
Nested δ-method and Poisson summation
We shall now make the above argument precise. First let us briefly recall a version of the circle method introduced in [12] and [13] . The starting point is a smooth approximation of the δ-symbol -δ(0) = 1 and δ(m) = 0 for m ∈ Z − {0}.
For any Q > 1 there is a positive constant c Q , and a smooth function h(x, y) defined on (0, ∞) × R, such that
for all y, and h(x, y) is non-zero only for x ≤ max{1, 2|y|}. In practice, to detect the equation n = 0 for a sequence of integers in the range [−X, X], it is logical to choose Q = X 1/2 .
Let N (B) denote the left hand side of (2). Using (3) and choosing Q to be B, we get
which we rewrite as
This seemingly trivial step is most vital in this paper. We are building up the second application of the circle method using the existing modulus from the first application of the circle method. This 'nesting' process acts like a conductor lowering mechanism and we end up having sums over m ∈ Z n with modulus of size B 3/2 instead of B 2 , which is what one has without nesting. Applying (3) again, choosing Q to be √ B, and rearranging the sums, we get
where
Applying Poisson summation formula with modulus q 1 q 2 we get
We set
The character sum
The character sum (6) can be compared with the character sum which appears in Lemma 8 of [4] . So we expect to have analogous results for our character sum. In particular we have multiplicativity property. Let (q 1 , q 2 ) = d, and we write q 1 = q
A major part of [4] is devoted to the study of such type of character sums. If one wishes one can analyse the above character sum using the same techniques that we employed in Sections 4, 5 and 6 of [4] . However we choose to explicitly relate the character sum C q1,q2 with those appearing in [4] , and then translate the end results from there to the current situation. This shortens the exposition in this section tremendously, albeit at the cost of making it not entirely self-contained.
For any prime p we have
where c q (m) denotes the Ramanujan sum. Using the well known formula for the Ramanujan sum we get
with the understanding that the second term appears only in the case r ≥ 1. For p = 2 the first term is exactly the character sum S p r ,p ℓ (m) that was central in [4] (see (1.2) of [4] ). In the second term the sum over a 2 yields the Ramanujan sum c p ℓ (Q 2 (b)/p r ) and we see that this term equals
Again the second sum appears only if ℓ ≥ 1. Now if we treat similarly the character sum
Comparing this with (7) we conclude that for ℓ ≥ 1 we have
(We are using the convention that S q1,q2 (m) = 0 if either q 1 or q 2 is not a natural number or if m is not an integral vector.) For ℓ = 0 the second term in (8) vanishes unless p|m in which case it is given by p n S p r−1 ,1 (p −1 m). So it follows that
We can now freely borrow the results from [4] about the character sum S q1,q2 (m) to obtain sufficient bounds for the sum C q1,q2 (m). Let M i be the symmetric matrices associated to the quadratic forms Q i . Let Q ⋆ i denote the adjoint form. For any odd prime p let χ p be the unique quadratic character modulo p. Also let g q (m) denote the Gauss sum with modulus q. In Lemma 15 of [4] we evaluated the sum S 1,p ℓ for any prime power with p ∤ 2 det M 2 . For even n we get
). For odd n we get
In Section 4 of [4] we also showed that there is cancellation when we average C 1,q (m) over q.
To state the result we define
Suppose n is odd and Q ⋆ 2 (m) = 0 then from Lemma 18 of [4] we have
Next we will use the results from Sections 5 and 6 of [4] to get sufficient bounds for C q1,1 (m) and the mixed character sums C d1,d2 (m). Let V be the projective variety defined by Q 1 (m) = Q 2 (m) = 0 in the space P n−1 . The dual variety V ⋆ is given by an equation G(m) = 0 where G is an irreducible form with integral coefficients of degree 4(n − 2) (see Section 2.2 of [4] ). Let ∆ V be a product of finitely many bad primes as defined in Section 2.2 of [4] . Recall that we are assuming that V is non-singular and M 2 is of full rank. Using Lemmas 19, 20 and 27 of [4] we conclude that
Also from Lemmas 22 and 27 of [4] we get, for G(m) = 0,
These are the analogues of Lemmas 23 and 24, which were the main conclusions of Section 5 of [4] . Also Lemma 22 translates to
and we also trivially have C q1,1 (m) ≪ q 
The integral
We will follow the treatment given in Sections 7 and 8 of [13] . But there are new complications, arising from the double application of the circle method, that we need to discuss. To this end, we recall some facts about the smooth function h(x, y) which appears in (3). We begin by noting that
where w is a smooth function supported on [1/2, 1] and w(x)dx = 1. It follows that h(x, y) satisfies (see [13] )
and ∂ ∂y h(x, y) = 0 (18) for x ≤ 1 and |y| ≤ x/2. Also for |y| > x/2, we have
Using the above properties of the function h(x, y) and by repeated integration by parts we see that the integral in (5) is negligibly small if |m| ≫ HB 1/2+ε . So we can cut the sum over m in (4) at |m| ≪ HB 1/2+ε , as the tail makes a negligible contribution. We now proceed towards a detailed analysis of the integral. For notational simplicity let us set
(We recover I q1,q2 (m) by taking f 1 and f 2 with k, j = 0.) We can now choose a suitable weight function w : R → R, with w (j) ≪ j 1 such that w(Q i (x)) = 1 for x ∈ Supp(W ). In particular we can take w(x) = 1 for
By repeated integration by parts we have p 1 (t) ≪ r 1 (r 1 |t|) −N and p 2 (t) ≪ (r 1 r 2 |t|) −N for any N ≥ 0. Also integrating by parts once we get p 2 (t) ≪ |t| −1 . Indeed 
The inner integral over y in (20) is an exponential integral. To estimate it we break the domain of integration into smaller domains, and in each domain either the integral is negligibly small or the trivial bound suffices. To this end let w 0 (x) = e 
The function w δ is supported in [−1, 1] n × [−c, c] n for some constant c, and the function
has Supp(G) ⊂ Supp(W ) for any given z. Substituting and making a change of variables we arrive at
where F (y) = t 1 Q 1 (δy + z) + t 2 Q 2 (δy + z) − u.(δy + z).
To estimate the exponential integral in (21) we will use the following estimate (see Lemma 10 of [13] ). Let v be a compactly supported smooth function on R n with v (j) ≪ j 1, and let f be a real valued smooth function on R n . Suppose we have positive real numbers λ and {A 2 , A 3 , . . . } such that for x ∈ Supp(v) we have |∇f | ≥ λ and |v
for any N ≥ 0. Now we turn our attention at the exponential integral that appears in (21). Let M (t 1 , t 2 ) = t 1 M 1 + t 2 M 2 , and let
be the Euclidean norm (or the spectral norm) of the matrix. The partial derivatives of F of order k ≥ 2 are O(τ δ 2 ). If ∇F (0) ≫ τ δ 2 B ε then we have
δ (⋆, z) ≪ j 1 for any given z, and by (22) it follows that the inner integral in (21) is negligibly small whenever
Now we consider |u| ≫ H 2 B ε and pick δ = |u| −1/2 . We say that (z, t 1 , t 2 ) is 'good' if
The total contribution of this set is negligibly small. On the other hand if τ ≤ c|u| for a small constant c, then by repeated integration by parts we can show that the integral is small.
Our job is now reduced to estimating the size of the 'bad' set
Suppose z and z + z ′ are two points in B(t 1 , t 2 ). Then
and it follows that
We set t = |t 1 /t 2 |. Clearly we have constants 0
n and we get the desired bound meas(B(t 1 , t 2 )) ≪ B ε |u| −n/2 . Otherwise consider the integral
Using the assumption that the eigenvalues of
2 are all distinct, we can bound the integral by B ε . We conclude that
For smaller values of |u| we use the trivial bound I(u) ≪ B ε . So it follows that for any u we have
From this we derive the following two bounds -
and
To prove (24), we need to rewrite I q1,q2 (m) as
before differentiating under the integral sign and applying the above analysis. Otherwise one lose an extra B|m|/q 1 q 2 d 2 in (24), which is not desirable for our purpose.
The error term
For notational simplicity we will provide details only for n odd (n = 11 being the most interesting case). So far we have proved that
It is expected that the non-zero frequencies contribute to the error term, and accordingly we set
It follows that
To the inner sum over q 2 we apply partial summation together with the bounds (11), (12) , (23) and (24) to get
where θ 
Rearranging the sums we get
. Now we will apply bounds (13) and (14) to the inner sum over q 1 . To this end we further pull out from the sum the factors of ∆ V G(m) or ∆ V m, depending on whether G(m) = 0 or not, and apply partial summation. In the case where G(m) = 0 we have an extra loss of B/d 1 , but this loss is compensated by the restriction on the m sum. So we focus on the generic situation where we now encounter the sum
The last sum over d 1 and d 2 is now computed using (16) and we conclude that
We will first analyse the double Dirichlet series
This is given by an Euler product where the factor corresponding to the prime p is given by
Let p ∤ ∆ V . From (16) it follows that the last series is dominated by O(p n+5/2−σ1−σ2 ) and from (10) it follows that the third series is dominated by O(p n+2−2σ2 ). Also one finds, lifting congruences modulo p j to those modulo p j+1 , that C p r ,1 (0) ≪ p r(n/2+1) . Hence the second series in the above expression is dominated by O(p n/2+1−σ1 ). Consequently the Dirichlet series p∤∆V D p (s 1 , s 2 ) converges absolutely in the domain σ 1 > n/2 + 2 + ε and σ 2 > n/2 + 3/2 + ε. Next taking care of the bad primes we conclude that the Dirichlet series D(s 1 , s 2 ) converges absolutely in the domain σ 1 > n − 1 + ε and σ 2 > n/2 + 3/2 + ε.
We will now analyse the integral I q1,q2 (0) using Mellin transform. We start by looking at the Mellin transform of h(x, y) for any given y = 0. Using the definition (17) we get
for σ > 1, wherew is the Mellin transform of w. The right hand side, which we denote by H(s, y), extends to an entire function and is of rapid decay in any vertical strip.
Applying Mellin inversion we get
where we take 0 < σ 2 < 1. Of course we need the inner integral to be holomorphic in this region. This will follow from the analysis of the function W (s 1 , s 2 ) below. Using the above explicit expression for the Mellin transform we get
Contribution from the first integral is in fact smaller compared to the second integral. So we will focus only on the second integral. We again apply Mellin inversion and pick the dominating term which is given bỹ
The function W (s 1 , s 2 ) a priori is defined in the tube domain σ 1 > 1 and σ 2 > 1. Now we will show that this has a meromorphic extension. For this purpose we will use the well known result of Bochner [3] . For convenience let us slightly change notations here. We write V in place of W . Suppose σ 2 > 1. We apply a change of variables to diagonalize Q 1 , and such that in terms of the new variables we have Q 1 (y) = y 2 1 + q 1 (y 1 ) where y 1 is the vector of length n − 1 which is obtained from y by deleting the first entry. Once u 1 = Q 1 (y) and y 1 are given we can recover two possible values of y 1 whenever u 1 − q 1 (y 1 ) > 0. So it follows that
and J stands for the Jacobian, and in the last integral y 1 is uniquely given by y 1 = u 1 − q 1 (y 1 ).
The subscript 1 indicates that we are substituting for the first coordinate y 1 .
There is one issue that we need to discuss now. We want to show that the function V 1 (u 1 ) is smooth. However u 1 − q 1 (y 1 ) can be small in the support of V , which creates trouble when it comes to convergence of the integral in the definition of V 1 after differentiating under the integral sign. Here the assumption that 0 ∈ Supp(W ) comes to aid. This implies that we have a smooth partition W = n i=1 V i , such that in the support of V i the coordinate y i is bounded away from 0. Consequently corresponding V ii (u i ) are smooth. (One should compare this with Heath-Brown's treatment of the singular integral in Section 6 of [13] . He first evaluates the integral for weights in a much restricted class C 0 (S) and then uses partition of unity to move to a much broader class namely C(S).)
Using integration by parts we can now analytically continue W (s 1 , s 2 ) to the tube domain over −∞ < σ 1 < ∞ and 1 < σ 2 < ∞, with possible simple poles at s 1 = 0, −1, . . . . In a similar fashion we can extend W (s 1 , s 2 ) to the tube domain over 1 < σ 1 < ∞ and −∞ < σ 2 < ∞ with possible simple poles at s 2 = 0, −1, . . . . We conclude that U (s 1 , s 2 ) = Γ( s 2 ) has a holomorphic continuation in the tube domain over the region
Applying Bochner's theorem we have holomorphic extension of U (s 1 , s 2 ) to all of C 2 . Hence W (s 1 , s 2 ) has a meromorphic continuation to all of C 2 with possible polar divisors at s 1 ,
Moving contours and collecting residues we now get
as Z(0, 0) = 1/4. The contribution of the other integrals can be absorbed by the above error term, and so we can conclude the same asymptotic for M (B). Now one can show that the series D(n − 1, n), in fact coincides with the singular series S, which is roughly the product of the local densities. The residue of W (s 1 , s 2 )/4 on the other hand is seen to be same as the singular integral J 0 . This concludes the proof of Theorem 1.
Sharp cuts
In this section we will prove Theorem 2. We start by getting an upper bound for I q1,q2 (0) when q 1 ≤ B 1−ε , q 2 ≤ B 1/2−ε , and W is supported in a box satisfying the assumptions made in the statement of the theorem. We recall Lemma 5 from [13] , which implies that for such q 1 , q 2 the product
|Q2(y)|≪q1q2B
Let A 1 = q 1 B −1+ε and A 2 = q 1 q 2 B −3/2+ε , and let us denote the integral on the right hand side by W(A 1 , A 2 ). As before let us temporarily write V in place of W , where V is a function with similar attributes and Supp(V ) ⊂ Supp(W ). We assume that Q 1 (y) = ε i y 2 i
with ε i = −1, 0, 1. Our assumption about the support of W now says that we can have a partition V = 1≤i<j≤n V ij so that in the support of the function V ij the Jacobian of the map y → (Q 1 (y), Q 2 (y), y ij ) is bounded and bounded away from 0 by a fixed constant. Here y ij is the vector obtained by dropping the i-th and the j-th entry from y. Now V ij further splits into a sum of several smooth functions such that in the support of these functions the map y → (u 1 = Q 1 (y), u 2 = Q 2 (y), y ij ) is, in fact, 1-1. Let V be one of these functions then
where J denotes the Jacobian of the transformation.
In particular if W is supported in the difference P δ −P of two boxes where P δ = ∪ x∈P B(x, δ) stands for the δ thickening of P, with δ some power (positive or negative) of B. Then we get
and consequently
It follows that The inner integral defines a smooth function, and so applying integration by parts we can analytically extend V (s 1 , s 2 ). Moreover to compute the residue at s 1 , s 2 = 0 we apply integration by parts once in each variable, then multiply by s 1 s 2 and take limit as s 1 , s 2 → 0. The residue is given by 
where in the integral y i and y j are determined by the two equations Q 1 (y) = Q 2 (y) = 0. (One may compare this with Heath-Brown's computation of the singular integral in [13] , especially Lemmas 11 and 13.)
Now we return to the set up of the theorem. We can slightly thicken the box P, say by a parameter δ = 1/H, to get P ′ so that the condition on the support still holds. Now there is a smooth function W supported in P ′ , such that W (y) = 1 for y ∈ P, and such that W (j) ≪ H j . We can also find a smooth function V supported in P such that V (x) = 1 for any x ∈ P which is a distance of 1/H away from the set P ′ − P. We may also have such a V with V The error term is now bounded using Theorem 1 and (28). In particular for n ≥ 11 we can choose H to be a suitable small power of B, so that the error is bounded by O(B n−4−θ ) for some θ > 0.
Next we apply Theorem 1 to the other sum with W . The error term is satisfactory as long as n ≥ 11 and H is suitably chosen as a small power of B. In the main term only the singular integral J 0 (W ) depends on W and it is given by a sum of terms of the form (see (29) This concludes Theorem 2.
