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0. Introduction
There are two important notions of order for complex or real matrices: one is the order induced by
positive semidefiniteness and the other is that induced by the positive cone of entrywise nonnegative
matrices. On the other hand, there are twoways to apply functions (deﬁned on an interval) tomatrices:
the usual functional calculus A → f (A) and the entrywise calculus A → f [A]. In this way, one may
take the following four combinations to study monotonicity or convexity for matrix functions:
• functional calculus and positive semidefiniteness,
• functional calculus and entrywise positivity,
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• entrywise calculus and positive semidefiniteness,
• entrywise calculus and entrywise positivity.
The last situation is trivial; it has nothing to do with matrices. The ﬁrst situation is most standard
and most important in matrix theory. We have a well-developed theory of operator monotone and
operator convex functions initiated by Löwner; a comprehensive exposition on the subject is found in
[3]. The second one was treated by Hansen [6], and the third one is the subject of the present paper.
In [5], FitzGerald and Horn considered the entrywise fractional power (i.e., fractional Hadamard or
Schur power)A(p) := [apij] for numbers p > 0 and for entrywise nonnegative and positive semidefinite
matrices A = [aij]. They characterized the numbers p for which A(p)  0 (positive semidefinite) for all
entrywise nonnegative A 0 and those p for which A(p)  B(p) for all entrywise nonnegative A B 0.
These are typical results in the third situation mentioned above, motivating us to consider the same
problem in more general settings.
In this paper we treat a real function on an open interval (−α,α)with 0 < α ∞. For a Hermitian
complex matrix A whose eigenvalues are in (−α,α) let f (A) denote the usual functional calculus of
A by f . On the other hand, for a real matrix A = [aij] whose entries are all in (−α,α) we write f [A]
for the matrix obtained by applying f entrywise to A, i.e., f [A] = [f (aij)]. Let Mn(R) denote the set
of n × n real matrices. We say that f is S-positive if f [A] 0 (positive semidefinite) for every A 0 in
Mn(R)with entries in (−α,α) and all n = 1, 2, . . ., and that f is S-monotone if f [A] f [B] (in the order
of positive semidefiniteness) for every A, B in Mn(R) with entries in (−α,α) and such that A B 0.
Moreover, f is said to be S-convex if A → f [A] satisﬁes the convexity property for every pair A B 0
as above. The main aim of this paper is to characterize completely these three classes of functions on
the interval (−α,α). We also discuss the three classes for each ﬁxed order n.
In [6], a real function f on (−α,α) was said to be m-positive, m-monotone, and m-convex if it
satisﬁes theproperties similar to, respectively, thoseof S-positive, S-monotone, andS-convex functions
in the second situation mentioned above, i.e., in the setting of the usual functional calculus f (A) and
the order of entrywise positivity. Rather surprisingly, Hansen’s characterization in [6] is completely
the same as ours in Theorem4.1; thus the classes ofm-positive,m-monotone, andm-convex functions
on (−α,α) coincide with, respectively, those of S-positive, S-monotone, and S-convex functions on
(−α,α). The whole structure of our proof of Theorem 4.1 is somewhat similar to that in [6], although
there are many differences between the details of the two proofs.
The paper is organized as follows. The precise definitions of S-positive, S-monotone, and S-convex
functions together with those for each ﬁxed order n are presented in Section 1. In Section 2, we then
obtain complete characterizations of the three classes of the ﬁrst non-trivial order n = 2 as well as
some necessary conditions for those of the next order n = 3. These discussions in lower order cases
are indispensable in proving our main theorem. In Section 3 we demonstrate several relations among
the three classes of order n when n varies. For instance, we show that S-positive of order 2n implies
S-monotone of order n and that S-monotone of order 2n implies S-convex of order n. With some
preparations in Sections 2 and 3 the main theorem (Theorem 4.1) is proved in Section 4. Next in
Section 5 we deal with examples of fractional power functions and slightly extend the results in [5].
Finally, in Section 6 we obtain related weak majorizations involving entrywise matrix functions.
1. Definitions
The set of complex n × nmatrices is denoted byMn(C), and that of real n × nmatrices byMn(R).
The symbol J stands for the n × n matrix with all entries equal to 1 (i.e., the identity matrix for the
Schur product) while I is the usual n × n identitymatrix. For A ∈ Mn(C), A 0means that A is positive
semidefinite. For Hermitian A, B ∈ Mn(C) (in particular, for symmetric A, B ∈ Mn(R)), A B means
A − B 0. Throughout the paper we ﬁx any α with 0 < α ∞ and use the brief notation Mn(R;α)
for the set
{A = [aij] ∈ Mn(R) : aij ∈ (−α,α) for all i, j = 1, . . . , n}.
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For a real function f on the open interval (−α,α) and for amatrix A = [aij] inMn(R;α), wewrite f [A]
for the matrix obtained by applying f to all entries of A, i.e.,
f [A] := [f (aij)].
Deﬁnition 1.1. Fora real function f on (−α,α)and forn ∈ N,we introduce the following threenotions:
(i) f is S-positive (or Schur positive ) of order n if
A 0 ⇒ f [A] 0
for all symmetric A inMn(R;α).
(ii) f is S-monotone (or Schur monotone ) of order n if
A B 0 ⇒ f [A] f [B]
for all symmetric A, B inMn(R;α).
(iii) f is S-convex (or Schur convex ) of order n if
A B 0 ⇒ f [λA + (1 − λ)B] λf [A] + (1 − λ)f [B], 0 λ 1
for all symmetric A, B inMn(R;α).
We denote by S(n)pos(−α,α), S(n)mono(−α,α), and S(n)conv(−α,α) the classes of all real functions on (−α,α)
that are, respectively, S-positive, S-monotone, and S-convex of order n. Moreover, when f is S-positive
(resp., S-monotone, S-convex) of all orders, we say that f is S-positive (resp., S-monotone, S-convex).
Each class of S(n)pos(−α,α), S(n)mono(−α,α), and S(n)conv(−α,α) becomes smaller as n increases. The
classes S(1)pos(−α,α), S(1)mono(−α,α), and S(1)conv(−α,α) are the sets of real functions on (−α,α) that are
nonnegative, non-decreasing, and convex, respectively, on [0,α) in the usual sense as real functions
with no requirement on f |(−α,0). If f is S-monotone of order n and f (0) 0, then f is S-positive of order
n.
The next proposition is given to show that the condition A B 0 in (ii) and (iii) of Definition 1.1
cannot be relaxed to A B and to A, B 0, respectively.
Proposition 1.2. Let f be a real function on (−α,α).
(1) If A B implies f [A] f [B] for all symmetric A, B in M2(R;α), then f is afﬁne on (−α,α).
(2) If f [λA + (1 − λ)B] λf [A] + (1 − λ)f [B] for all λ ∈ (0, 1) and all symmetric A, B 0 in
M2(R;α), then f is afﬁne on (−α,α).
Proof. (1)Wemay assume that f (0) = 0 by taking f − f (0) instead of f . The assumption of (1) implies
that f is non-decreasing on (−α,α); so f (x) 0 for 0 x < α and f (x)≤ 0 for−α < x≤ 0. Let 0 a <
α and 0 < λ < 1. Since[
a λa
λa a
]

[
(1 − λ)a 0
0 (1 − λ)a
]
,
[
λa (1 − λ)a
(1 − λ)a λa
]

[
0 a
a 0
]
,
it follows that[
f (a) f (λa)
f (λa) f (a)
]

[
f ((1 − λ)a) 0
0 f ((1 − λ)a)
]
and [
f (λa) f ((1 − λ)a)
f ((1 − λ)a) f (λa)
]

[
0 f (a)
f (a) 0
]
.
Thus, f (a) = f (λa) + f ((1 − λ)a), which means that f is afﬁne on [0,α). Furthermore, since[
a −a
−a a
]
 0 and
[−a a
a −a
]
≤ 0, we have
[
f (a) f (−a)
f (−a) f (a)
]
 0 and
[−f (−a) −f (a)
−f (a) −f (−a)
]
 0. These
inequalities imply that f (−a) = −f (a) for all a ∈ [0,α), so f is afﬁne on (−α,α).
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(2) Let 0 < a < α and s, t ∈ [−a, a]. Since
[
a s
s a
]
,
[
a t
t a
]
 0, the assumption of (2) implies that
for every λ ∈ (0, 1)
[
f (a) f (λs + (1 − λ)t)
f (λs + (1 − λ)t) f (a)
]

[
f (a) λf (s) + (1 − λ)f (t)
λf (s) + (1 − λ)f (t) f (a)
]
and so we obtain f (λs + (1 − λ)t) = λf (s) + (1 − λ)f (t). Hence f is afﬁne on (−α,α). 
Example 1.3. The Schur product theorem says (see [8, Theorem7.5.3]) that ifA, B ∈ Mn(C) are positive
semidefinite, then so is the Schur (or Hadamard) product A ◦ B. For each k = 0, 1, 2, . . ., consider the
function f (x) = xk on R and write A(k) := f [A] for this f , that is, A(k) stands for the k-fold Schur
product A ◦ · · · ◦ A with convention A(0) = J. If A B 0 in Mn(R), then the Schur product theorem
gives A(k)  B(k) since
A(k) − B(k) =
k∑
j=1
B(j−1) ◦ (A − B) ◦ A(k−j)  0.
So f (x) = xk is S-monotone (hence S-positive). This is the reasonwhywe use the term “Schur positive”
etc. Furthermore, f (x) = xk is S-convex. This is trivial when k = 1. Assuming the S-convexity of xk , for
A B 0 and 0 λ 1 we have
(λA + (1 − λ)B)(k+1) (λA + (1 − λ)B) ◦
(
λA(k) + (1 − λ)B(k)
)
= λA(k+1) + (1 − λ)B(k+1) − λ(1 − λ)(A − B) ◦ (A(k) − B(k))
 λA(k+1) + (1 − λ)B(k+1)
by repeated use of the Schur product theorem, so xk+1 is S-convex. Consequently, when f has a series
expansion
f (x) =
∞∑
k=0
ckx
k (1.1)
whose radius of convergence is not less than α, the function f on (−α,α) is
(i) S-positive if ck  0 for all k 0,
(ii) S-monotone if ck  0 for all k 1,
(iii) S-convex if ck  0 for all k 2.
Themain result shown in the present paper is that these three sufﬁcient conditions (i)–(iii) are even
necessary, that is, the functions (1.1) satisfying (i)–(iii) actually exhaust the S-positive, S-monotone,
and S-convex functions, respectively.
2. Lower order cases
The aim of this section is to give concrete descriptions of functions in the classes S(n)pos(−α,α),
S(n)mono(−α,α), and S(n)conv(−α,α) for n = 2 and n = 3. This is the ﬁrst step toward the goal of solving
our characterization problem.
Let f be a nonnegative real function f on the open interval (0,α). We say that f is
√
-submultipli-
cative if
f
(√
st
)

√
f (s)f (t) for all s, t ∈ (0,α).
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The class of non-decreasing and
√
-submultiplicative functions on (0,α) can be characterized as
follows.
Lemma 2.1. For a nonnegative function f on (0,α) the following conditions are equivalent:
(a) f is non-decreasing and
√
-submultiplicative;
(b) f is non-decreasing, continuous, and
√
-submultiplicative;
(c) either f is identically zero, or there is a non-decreasing convex function g on (−∞, log α) such that
f (t) = exp g(log t) for all t ∈ (0,α).
Proof. It is straightforward to see that (c) ⇒ (b) ⇒ (a). To prove (a) ⇒ (c), let f be a non-decreasing
and
√
-submultiplicative function on (0,α) that is not identically zero. Then f (t) > 0 for all t ∈ (0,α).
For every t ∈ (0,α) and 0 < ε  t/5, since t + ε √(t + 4ε)(t − ε), it follows that
f (t + ε) f
(√
(t + 4ε)(t − ε)
)

√
f (t + 4ε)f (t − ε).
Letting ε ↘ 0 gives
lim
s→t+0 f (s) lims→t−0 f (s),
which implies the continuity of f at t. Now deﬁne a function g on (−∞, log α) by g(x) = log f (ex) for
−∞ < x < log α so that f (t) = exp g(log t) for 0 < t < α. Then g is non-decreasing and continuous
on (−∞, log α) as so is f on (0,α). The √ -submultiplicativity and the continuity of f imply the
convexity of g, and hence (c) follows. 
We denote by Φ(0,α) the set of all nonnegative functions on (0,α) satisfying the equivalent con-
ditions (a)–(c) in Lemma 2.1.
Proposition 2.2. For a real function f on (−α,α), f ∈ S(2)pos(−α,α) if and only if f |(0,α) ∈ Φ(0,α), 0
f (0) f (0+) = limt↘0 f (t), and |f (−t)| f (t) for all t ∈ (0,α).
Proof. Assume that f ∈ S(2)pos(−α,α). If 0 t < s < α, then
[
s t
t s
]
 0 implies
[
f (s) f (t)
f (t) f (s)
]
 0, so
0 f (t) f (s). Hence f is nonnegative and non-decreasing on [0,α). For any s, t ∈ (0,α), since[
s
√
st√
st t
]
 0, we have
[
f (s) f (
√
st)
f (
√
st) f (t)
]
 0 and so f (
√
st)
√
f (s)f (t), i.e., f is
√
-submultipli-
cative on (0,α). Moreover, for 0 < t < α, we have
[
f (t) f (−t)
f (−t) f (t)
]
 0 so that |f (−t)| f (t).
Conversely, assume that f satisﬁes the stated conditions. Let
[
a c
c b
]
 0 inM2(R;α), then a, b 0
and c2  ab. If c = 0, then
[
f (a) f (0)
f (0) f (b)
]
 0 since 0 f (0) f (a), f (b). If c /= 0, then a, b > 0 and
f (c)2  f (|c|)2  f (√ab)2  f (a)f (b), so
[
f (a) f (c)
f (c) f (b)
]
 0. Hence f ∈ S(2)pos(−α,α). 
We denote byΨ (1)(−α,α) the set of all measurable real functions f on (−α,α) such that f |(0,α) ∈
Φ(0,α) and |f (−t)| f (t) for almost every t ∈ (0,α) (with respect to the Lebesgue measure). More-
over, let Ψ (2)(−α,α) denote the set of all continuous functions f on (−α,α) that are differentiable
on (0,α) and differentiable a.e. on (−α, 0) with f ′ ∈ Ψ (1)(−α,α). In other words, f ∈ Ψ (2)(−α,α)
if and only if there exists a g ∈ Ψ (1)(−α,α) such that
f (t) − f (0) =
∫ t
0
g(s) ds for − α < t < α.
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Proposition 2.3. S(2)mono(−α,α) = Ψ (2)(−α,α). Hence, if f ∈ S(2)mono(−α,α) then f is convex on [0,α).
Proof. Assumethat f ∈ S(2)mono(−α,α).Wemayanddoassumethat f (0) = 0by taking f − f (0) instead
of f . First note that f ∈ S(2)pos(−α,α) and hence f is continuous on (0,α) by Proposition 2.2. When
0 < t < s < α, since[
s t
t s
]

[
s+t
2
s+t
2
s+t
2
s+t
2
]
 0,
it follows that[
f (s) f (t)
f (t) f (s)
]

⎡
⎣f
(
s+t
2
)
f
(
s+t
2
)
f
(
s+t
2
)
f
(
s+t
2
)
⎤
⎦ .
Multiply by
[
1 1
0 0
]
from the left and by
[
1 0
1 0
]
from the right to obtain f
(
s+t
2
)
 f (s)+f (t)
2
. Hence f is
convex on (0,α), so it is right-differentiable on (0,α) so that the right-derivative f ′+ is non-decreasing
on (0,α). For each a, b, c ∈ (0,α) with c2  ab and for ε > 0 small enough, since[
a + ε c + ε
c + ε b + ε
]

[
a c
c b
]
 0,
it follows that[
f (a+ε)−f (a)
ε
f (c+ε)−f (c)
ε
f (c+ε)−f (c)
ε
f (b+ε)−f (b)
ε
]
 0.
Letting ε ↘ 0 gives[
f ′+(a) f ′+(c)
f ′+(c) f ′+(b)
]
 0
so that f ′+(c)2  f ′+(a)f ′+(b), i.e., f ′+ is
√
-submultiplicative on (0,α). Lemma 2.1 ensures that f ′+ is
continuous on (0,α) and so f is differentiable on (0,α) with f ′|(0,α) ∈ Φ(0,α). Let a ∈ (0,α) and
0 < ε < α − a. Since
[
a + ε a
a a
]

[
ε 0
0 0
]
 0, we have
[
f (a + ε) f (a)
f (a) f (a)
]

[
f (ε) 0
0 0
]
.
Multiply by
[
1 −1
0 0
]
from the left and by
[
1 0
−1 0
]
from the right to obtain f (a + ε) − f (a) f (ε) 0.
Hence limε↘0 f (ε) = 0 = f (0) since f is continuous at a. So f is right-continuous at 0. Put f˜ (t) :=
f (−t) for 0 t < α. For each a ∈ (0,α) and 0 = t0 < t1 < · · · < tk = a, since[
tj −tj−tj tj
]

[
tj−1 −tj−1−tj−1 tj−1
]
 0,
we have[
f (tj) f˜ (tj)
f˜ (tj) f (tj)
]

[
f (tj−1) f˜ (tj−1)
f˜ (tj−1) f (tj−1)
]
.
Therefore,
|f˜ (tj) − f˜ (tj−1)| f (tj) − f (tj−1), j = 1, . . . , k,
which yields
k∑
j=1
|f˜ (tj) − f˜ (tj−1)| f (a).
F. Hiai / Linear Algebra and its Applications 431 (2009) 1125–1146 1131
Hence f˜ is absolutely continuous on [0, a] for any a ∈ (0,α) and its total variation on [0, a] is dominated
by f (a) (= ∫ a0 f ′(t) dt). This shows that f˜ is differentiable a.e. on (0,α) and that |f˜ ′(t)| f ′(t) for
almost every t ∈ (0,α), that is, f is differentiable a.e. on (−α, 0) and |f ′(−t)| f ′(t) for almost every
t ∈ (0,α). Since the left-continuity of f at 0 follows as well from the absolute continuity of f˜ , we see
that f is continuous at 0. Hence f ∈ Ψ (2)(−α,α), and the latter statement is also shown.
Conversely, assume that f ∈ Ψ (2)(−α,α). Then there exists a g ∈ Ψ (1)(−α,α) such that
f (t) − f (0) =
∫ t
0
g(s) ds for − α < t < α.
For any s, t ∈ (−α,α) we have
f (s) − f (t) = (s − t)
∫ 1
0
g(λs + (1 − λ)t) dλ.
Let A B 0 in M2(R;α). To prove f [A] f [B], we may assume by continuity that A − B has no zero
entries. Under this assumption we have g[λA + (1 − λ)B] 0 for almost every λ ∈ (0, 1) as in the
second part of the proof of Proposition 2.2. So f [A] f [B] is obtained from the expression
f [A] − f [B] = (A − B) ◦
∫ 1
0
g[λA + (1 − λ)B] dλ.
Hence f ∈ S(2)mono(−α,α). 
Proposition 2.4. For a real function f on (−α,α), f ∈ S(2)conv(−α,α) if and only if f is differentiable on
(−α,α) and f ′ ∈ Ψ (2)(−α,α) = S(2)mono(−α,α). Hence, if f ∈ S(2)conv(−α,α), then f is continuously dif-
ferentiable on (−α,α).
Proof. By Proposition 2.3 it sufﬁces to prove the ﬁrst assertion. Assume that f ∈ S(2)conv(−α,α). Then f
is convex on [0,α) and so it is right-differentiable on (0,α). When 0 t  s < α and 0 < ε < α − s,
since
[
s + ε s
s s
]

[
t + ε t
t t
]
 0, we have for 0 λ 1[
f (λ(s + ε) + (1 − λ)(t + ε)) f (λs + (1 − λ)t)
f (λs + (1 − λ)t) f (λs + (1 − λ)t)
]
 λ
[
f (s + ε) f (s)
f (s) f (s)
]
+ (1 − λ)
[
f (t + ε) f (t)
f (t) f (t)
]
,
which implies that
f (λs + (1 − λ)t + ε) − f (λs + (1 − λ)t)
 λ(f (s + ε) − f (s)) + (1 − λ)(f (t + ε) − f (t)).
Divide by ε and then let ε ↘ 0 to see that f ′+ is convex on (0,α) and so it is continuous on (0,α). Now
let f0(t) := f (t)+f (−t)2 and f1(t) := f (t)−f (−t)2 , the even and odd parts of f . When 0 t  s < α, since[
s −s
−s s
]

[
t −t
−t t
]
 0, we have for 0 λ 1[
f (λs + (1 − λ)t) f (−(λs + (1 − λ)t))
f (−(λs + (1 − λ)t)) f (λs + (1 − λ)t)
]
 λ
[
f (s) f (−s)
f (−s) f (s)
]
+ (1 − λ)
[
f (t) f (−t)
f (−t) f (t)
]
.
Multiply by
[
1 ±1
0 0
]
from the left and by
[
1 0
±1 0
]
from the right to obtain
f (λs + (1 − λ)t) ± f (−(λs + (1 − λ)t))
 λ(f (s) ± f (−s)) + (1 − λ)(f (t) ± f (−t)).
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Hence f0 and f1 are convex on [0,α). Noting f = f0 + f1, when 0 < s < t < α, we have
f ′+(s) f ′−(t) = (f0)′−(t) + (f1)′−(t)(f0)′+(t) + (f1)′+(t) = f ′+(t),
where f ′−(t) is the left-derivative of f at t. Thanks to the continuity of f ′+ on (0,α), letting s ↗ t
gives (f0)
′−(t) = (f0)′+(t) and (f1)′−(t) = (f1)′+(t), and so f0 and f1 are differentiable on (0,α). Hence
f = f0 + f1 is differentiable on (−α,α) \ {0} because f0 is even and f1 is odd. For 0 < a < α/2, since
the function f (· + a) belongs to S(2)conv(−α + a,α − a), what we have just proved implies that f (· + a)
is differentiable at −a so that f is differentiable at 0 as well.
Next let us show that f ′ ∈ S(2)mono(−α,α). LetA B 0 inM2(R;α)withA /= B.WriteA =
[
a1 a3
a3 a2
]
and B =
[
b1 b3
b3 b2
]
; then a1  b1, a2  b2 and (a3 − b3)2 (a1 − b1)(a2 − b2). Choose 0 δ  a1 − b1
such that (a3 − b3)2 = (a1 − b1 − δ)(a2 − b2), and set C :=
[
b1 + δ b3
b3 b2
]
. The entries of C are in
(−α,α), andmoreover A C  B and both A − C and C − B are of rank atmost one. Sowemay assume
that A − B has rank one so that A − B =
[
a c
c b
]
with a, b 0 and c2 = ab. If either a = 0 or b = 0,
then c = 0 must be 0 so that f ′[A] f ′[B] follows since f ′ is non-decreasing on (0,α). Now assume
a, b > 0. Since
f [λA + (1 − λ)B] λf [A] + (1 − λ)f [B], 0 λ 1,
we have for 0 < λ < 1
f [B + λ(A − B)] − f [B]
λ
 f [A] − f [B],
f [A + (1 − λ)(B − A)] − f [A]
1 − λ  f [B] − f [A].
Let λ ↘ 0 or λ ↗ 1 to obtain
(A − B) ◦ f ′[B]  f [A] − f [B],
(B − A) ◦ f ′[A]  f [B] − f [A].
Summing these two inequalities gives (A − B) ◦ (f ′[A] − f ′[B]) 0. Since
[
a−1 c−1
c−1 b−1
]
(the Schur
inverse of A − B) is positive semidefinite, f ′[A] f ′[B] follows from the Schur product theorem.
Toprove theconverse, assumethat f is differentiableon (−α,α)and f ′ ∈ Ψ (2)(−α,α). LetA B 0
inM2(R;α). Then
f
[
A + B
2
]
− f [B] = 1
2
∫ 1
0
(A − B) ◦ f ′
[
λ
A + B
2
+ (1 − λ)B
]
dλ,
f [A] + f [B]
2
− f [B] = f [A] − f [B]
2
= 1
2
∫ 1
0
(A − B) ◦ f ′[λA + (1 − λ)B] dλ.
Since f ′ ∈ S(2)mono(−α,α) and λA + (1 − λ)B λ A+B2 + (1 − λ)B 0, it follows that
f ′
[
λ
A + B
2
+ (1 − λ)B
]
 f ′[λA + (1 − λ)B], 0 λ 1,
and hence f
[
A+B
2
]
 f [A]+f [B]
2
. Next, since
k
2N
A +
(
1 − k
2N
)
B
k − 1
2N
A +
(
1 − k − 1
2N
)
B, k = 1, . . . , 2N , N ∈ N,
an induction shows that
f
[
k
2N
A +
(
1 − k
2N
)
B
]

k
2N
f [A] +
(
1 − k
2N
)
f [B]
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for all k = 0, 1, . . . , 2N and every N ∈ N. From the continuity of A → f [A] we have f [λA + (1 −
λ)B] λf [A] + (1 − λ)f [B] for all λ ∈ [0, 1]. 
We have characterized functions in the three classes S(n)pos(−α,α), S(n)mono(−α,α), and S(n)conv(−α,α)
when n = 2. The following two propositions give necessary conditions for functions in S(3)pos(−α,α)
and for those in S(3)mono(−α,α), although complete descriptions of those functions are not known.
Proposition 2.5. If f ∈ S(3)pos(−α,α), then it is continuous on (−α,α).
Proof. Assume that f ∈ S(3)pos(−α,α). Then f ∈ S(2)pos(−α,α) and so f is continuous on (0,α) by Prop-
osition 2.2. So it remains to show the continuity of f on (−α, 0]. When f |(0,α) is identically zero, the
assertion follows from Proposition 2.2. Hence by Lemma 2.1 wemay assume that f > 0 on (0,α). First
let us show the right-continuity of f at 0. For 0 < a < α, since⎡
⎢⎣ a a/
√
2 0
a/
√
2 a a/
√
2
0 a/
√
2 a
⎤
⎥⎦ 0,
we have⎡
⎢⎢⎣
f (a) f
(
a/
√
2
)
f (0)
f (a/
√
2) f (a) f (a/
√
2)
f (0) f
(
a/
√
2
)
f (a)
⎤
⎥⎥⎦ 0.
Letting a ↘ 0 gives⎡
⎣f (0+) f (0+) f (0)f (0+) f (0+) f (0+)
f (0) f (0+) f (0+)
⎤
⎦ 0,
so the determinant is−f (0+)(f (0+) − f (0))2  0. Since 0 f (0) f (0+) by Proposition 2.2,we have
f (0+) = f (0).
Next let 0 b < a < α. Since
det
⎡
⎣a b tb a −b
t −b a
⎤
⎦ = −(t + a)(at − a2 + 2b2),
we have⎡
⎣a b tb a −b
t −b a
⎤
⎦ 0 if − a t  a2 − 2b2
a
.
Observe that −a < −b < a2−2b2
a
and a
2−2b2
a
↘ −b as a ↘ b. If −a t  a2−2b2
a
, then
⎡
⎣f (a) f (b) f (t)f (b) f (a) f (−b)
f (t) f (−b) f (a)
⎤
⎦ 0,
so the determinant is nonnegative:
−f (a)f (t)2 + 2f (b)f (−b)f (t) + f (a)3 − f (a)f (b)2 − f (a)f (−b)2  0.
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Since f (a) > 0 and |f (−b)| f (b) f (a) by Proposition 2.2 and Lemma 2.1, it follows that
f (b)
f (a)
f (−b) −
√
(f (a)2 − f (b)2)(f (a)2 − f (−b)2)
f (a)
 f (t)
f (b)
f (a)
f (−b) +
√
(f (a)2 − f (b)2)(f (a)2 − f (−b)2)
f (a)
.
Therefore,
|f (t) − f (−b)| 
∣∣∣∣∣ f (b)f (a) − 1
∣∣∣∣∣ · |f (−b)| +
√
f (a)2 − f (b)2
 f (a) − f (b) +
√
f (a)2 − f (b)2 (2.1)
for all t ∈
[
−a, a2−2b2
a
]
. Since f (a) → f (b) as a ↘ b (we have already shown this for b = 0), (2.1)
implies that f is continuous at −b for each b ∈ [0,α). Hence f is continuous on (−α, 0]. 
Proposition 2.6. If f ∈ S(3)mono(−α,α), then it is continuously differentiable on (−α,α).
Proof. Assume that f ∈ S(3)mono(−α,α). Since f ∈ S(2)mono(−α,α), Proposition 2.3 implies that f is dif-
ferentiable on (0,α), differentiable a.e. on (−α, 0) and there exist a g ∈ Ψ (1)(−α,α) and a set N ⊂
(−α, 0] of measure zero such that f ′(t) = g(t) for all t ∈ (−α,α) \ N. For every A 0 in M3(R)
with entries in (−α,α) \ N, we have g[A] 0 by taking the limit of f [A+εJ]−f [A]
ε
 0 as ε ↘ 0. Let
us prove that g restricted to [c, d] \ N is uniformly continuous for any closed interval [c, d] ⊂ (−α, 0).
One can perform the argument in the second paragraph of the proof of Proposition 2.5 for g in
place of f whenever 0 < b < a < α and −b, t /∈ N. So we see that if 0 < b < a < α, −b /∈ N and
t ∈
[
−a, a2−2b2
a
]
\ N, then
|g(t) − g(−b)| g(a) − g(b) +
√
g(a)2 − g(b)2. (2.2)
Suppose that the asserted uniform continuity is not satisﬁed. Then for some ε > 0 one can choose
tk , t
′
k ∈ [c, d] \ N so that |tk − t′k| → 0 and |g(tk) − g(t′k)| ε. We may assume that tk → t0 (also
t′k → t0) for some t0 ∈ [c, d]. Since g is continuous on (0,α) and N has measure zero, one can choose
a, bwith 0 < b < a < α such that −b /∈ N, −a < t0 < a2−2b2a and
g(a) − g(b) +
√
g(a)2 − g(b)2 < ε
2
. (2.3)
Since tk , t
′
k ∈ [−a, a
2−2b2
a
] \ N for k large, we have by (2.2) and (2.3)
|g(tk) − g(t′k)| |g(tk) − g(−b)| + |g(t′k) − g(−b)| < ε,
which is a contradiction. Hence the uniform continuity of g on [c, d] \ N is proved for any interval
[c, d] ⊂ (−α, 0). This implies that g|(−α,0)\N can be extended to a continuous function g˜ on (−α, 0).
Deﬁne a function g˜ on (−α,α) by
g˜(t) :=
⎧⎨
⎩
g˜(t) for − α < t < 0,
g(0+) for t = 0,
g(t) for 0 < t < α.
The right-hand limit g(0+) exists since g is nonnegative and non-decreasing on (0,α). Nowwe prove
that g˜ ∈ S(3)pos(−α,α). Let A = [aij] 0 in M3(R;α). One can choose a sequence εn ↘ 0 such that
aij + εn /∈ N and aij + εn /= 0 for all i, j ∈ {1, 2, 3} and all n. Then g(aij + εn) → g˜(aij) as n → ∞ by
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definition of g˜ and g[A + εnJ] 0 due to aij + εn /∈ N, so g˜[A] 0 is shown. Hence g˜ ∈ S(3)pos(−α,α) so
that g˜ is continuous on (−α,α) by Proposition 2.5. Since f ′(t) = g˜(t) a.e. on (−α,α), it follows that
f (t) − f (0) =
∫ t
0
g˜(s) ds for − α < t < α.
This implies that f is differentiable on (−α,α) with f ′ = g˜. 
3. Relations among three classes
In this section we present some relations among the three classes S(n)pos(−α,α), S(n)mono(−α,α), and
S(n)conv(−α,α).
Proposition 3.1. S(2n)pos (−α,α) ⊂ S(n)mono(−α,α), and S(2n)mono(−α,α) ⊂ S(n)conv(−α,α) for every n ∈ N.
Proof. Assume that f ∈ S(2n)pos (−α,α). If A B 0 inMn(R;α), then[
A B
B B
]
=
[
A − B 0
0 0
]
+
[
B B
B B
]
 0
so that
[
f [A] f [B]
f [B] f [B]
]
 0. This implies that f [A] f [B] because[
f [A] − f [B] 0
0 0
]
=
[
I −I
0 0
] [
f [A] f [B]
f [B] f [B]
] [
I 0
−I 0
]
.
Hence f ∈ S(n)mono(−α,α).
Next assume that f ∈ S(2n)mono(−α,α) and let A B 0 inMn(R;α). As in the beginning of the proof
of Proposition 2.3, by replacing s, t by A, B, one can prove that f
[
A+B
2
]
 f [A]+f [B]
2
. Since f is continuous
on (−α,α), this implies that f [λA + (1 − λ)B] λf [A] + (1 − λ)f [B] for all λ ∈ [0, 1] (see the last
part of the proof of Proposition 2.4). 
The next theorem extends Proposition 2.4 (for n = 2) and Proposition 2.6 (for n = 3).
Theorem 3.2. (1) For each n 2, f ∈ S(n)conv(−α,α) if and only if f is differentiable on (−α,α) and f ′ ∈
S(n)mono(−α,α).
(2) For each n 3, f ∈ S(n)mono(−α,α) if and only if f is differentiable on (−α,α) and f ′ ∈ S(n)pos(−α,α).
Proof. (1) Assume that f ∈ S(n)conv(−α,α) with n 2. Then f is continuously differentiable on (−α,α)
by Proposition 2.4. Let A B 0 inMn(R;α). We claim that there are Ak ∈ Mn(R), 0 k n, such that
A = A0  A1  · · · An−1  An = B, all entries of each Ak are in (−α,α) and Ak−1 − Ak is of rank at
most one for 1 k n. To prove our claim, diagonalize A − B as A − B = T diag(λ1, . . . , λn) T−1 with
an orthogonal matrix T and set
Ak := B + T diag(0, . . . , 0, λk+1, . . . , λn) T−1, 0 k n.
Observe that all entries of Ak ’s are in (−α,α) since A Ak  0. In fact, let A = [aij] and Ak = [a˜ij]. For
each i, j with 1 i < j n, since
[
aii aij
aij ajj
]

[
a˜ii a˜ij
a˜ij a˜jj
]
 0, we have 0 a˜ii  aii < α, 0 a˜jj  ajj <
α, and a˜2ij  a˜iia˜jj < α
2 so that a˜ij ∈ (−α,α). Hence we may prove that f ′[A] f ′[B] if A B 0 in
Mn(R;α)andA − Bhas rankone.Bycontinuityof f ′wemay furtherassumethatA − B = [aiaj]1 i,j n
with nonzero a1, . . . , an ∈ R so that [a−1i a−1j ]1 i,j n is positive semidefinite. In this situation, the
proof of f ′[A] f ′[B] is same as the second paragraph of the proof of Proposition 2.4. Moreover, the
proof of the converse is same as the third paragraph of the proof of Proposition 2.4.
1136 F. Hiai / Linear Algebra and its Applications 431 (2009) 1125–1146
(2) Assume that f ∈ S(n)mono(−α,α) with n 3. Then f is differentiable on (−α,α) by Proposition
2.6, and f ′ ∈ S(n)pos(−α,α) is seen as in the beginning of the proof of Proposition 2.6. The converse
follows as in the second paragraph of the proof of Proposition 2.3. Observe that if f ′ ∈ S(n)pos(−α,α)
then f ′ is continuous on (−α,α) by Proposition 2.5. 
Theorem3.2 further says that for every n 3, f ∈ S(n)conv(−α,α) if and only if f is twice differentiable
on (−α,α) and f ′′ ∈ S(n)pos(−α,α).
The next proposition is similar to the fact that if f ∈ S(n)mono(−α,α) and f (0) 0, then f ∈
S(n)pos(−α,α).
Proposition 3.3. For each n 2, if f ∈ S(n)conv(−α,α) and f ′(0) 0, then f ∈ S(n)mono(−α,α).
Proof. If A B 0 inMn(R;α), then we have
f [A] − f [B] − (A − B) ◦ f ′[B] = (A − B) ◦
∫ 1
0
(f ′[λA + (1 − λ)B] − f ′[B]) dλ.
For each λ ∈ [0, 1], since λA + (1 − λ)B B 0, Theorem 3.2 (1) implies that f ′[λA + (1 − λ)B]
f ′[B]. Also f ′[B] 0 follows from f ′(0) 0.Hence f [A] − f [B](A − B) ◦ f ′[B] 0by theSchurproduct
theorem. 
Remark 3.4. For each n, certain necessary conditions (attributed to C. Loewner) were shown in [7,
Theorem 1.2] for a continuous function f on (0,∞) to have the property that f [A] 0 for all n × n
entrywise positive and positive semidefinite matrices A. The proof in [7] works well for the interval
(0,α) instead of (0,∞). When n 3, the following are consequences of those necessary conditions
and Theorem 3.2.
(i) If f ∈ S(n)pos(−α,α), then f |(0,α) ∈ Cn−3(0,α), f (k)(x) 0 for all x ∈ (0,α) and 0 k n − 3, and
f (n−3) is non-decreasing and convex on (0,α).
(ii) If f ∈ S(n)mono(−α,α), then f |(0,α) ∈ Cn−2(0,α), f (k)(x) 0 for all x ∈ (0,α) and 1 k n − 2,
and f (n−2) is non-decreasing and convex on (0,α).
(iii) If f ∈ S(n)conv(−α,α), then f |(0,α) ∈ Cn−1(0,α), f (k)(x) 0 for all x ∈ (0,α) and 2 k n − 1,
and f (n−1) is non-decreasing and convex on (0,α).
More strongly, it may be expected that if f ∈ S(n)pos(−α,α), then f ∈ Cn−3(−α,α) and f |(0,α) ∈
Cn−2(0,α). In particular, it may be conjectured that if f ∈ S(3)pos(−α,α) then f |(0,α) ∈ C1(0,α). As
will be shown in Theorem 5.1, f (x) = |x| is a non-differentiable example in S(3)pos(−∞,∞), and f (x) =
(sign x)x2 is in S(3)mono(−∞,∞) but it is not twice differentiable. These examples suggest that the
necessary conditions in Propositions 2.5 and 2.6 are rather optimal.
4. Characterizations
The next theoremcharacterizes the three classes of S-positive, S-monotone, and S-convex functions
on (−α,α). It also shows the explicit differences among the three notions of S-positivity, S-monoto-
nicity, and S-convexity.
Theorem 4.1. Let f be a real function on (−α,α), where 0 < α ∞. Then:
(i) f is S-positive if and only if it is analytic and f (k)(0) 0 for all k 0.
(ii) f is S-monotone if and only if it is analytic and f (k)(0) 0 for all k 1.
(iii) f is S-convex if and only if it is analytic and f (k)(0) 0 for all k 2.
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For the proof we need the following lemma found in [12, Chapter IV, Theorem 3a]. Observe that the
lemma follows when the same assertion holds for f (N) instead of f .
Lemma 4.2. Let f be an inﬁnitely often differentiable real function on (−α,α). If f (k)(x) 0 for all x ∈
[0,α) and all kN with some N ∈ N, then the Taylor expansion
∞∑
k=0
f (k)(0)
k! x
k
converges to f (x) for every x ∈ (−α,α) (hence, f (x) can be extended to the analytic function f (z) in the
complex disc |z| < α).
Proof of Theorem 4.1. In Example 1.3, we saw the “if” parts of the statements (i)–(iii). Assume that
f is S-convex. Iterated use of Theorem 3.2 (1) and Proposition 3.1 implies that f is inﬁnitely often
differentiable on (−α,α) and f (k) is S-convex for all k 0. In particular, f (k) is convex on [0,α) for all
k 0, so f (k)(x) 0 for all x ∈ [0,α) and all k 2. Hence Lemma 4.2 proves the “only if” part of (iii).
Assume that f is S-monotone. Then f is S-convex by Proposition 3.1, and f ′(0) 0 follows since f is
non-decreasing on [0,α). Hence (ii) is proved. Finally assume that f is S-positive. Then f is S-monotone
by Proposition 3.1, and f (0) 0. Hence (i) holds. 
Since the arguments in Example 1.3 are valid for complexmonomials zk onC and complexmatrices
A B 0 as well, Theorem 4.1 yields the following:
Corollary 4.3. If a real function f on (−α,α) is S-positive, then f (x) can be extended to the analytic
function f (z) in the complex disc |z| < α and f (z) is S-positive in the sense that for any n, [f (aij)] 0 for
all positive semidefinite A = [aij] in Mn(C) such that |aij| < α for all i, j. Similar statements are valid also
for an S-monotone function or an S-convex function.
See [8, p.461] related to this corollary. The following are typical examples:
• f (x) = ex is S-positive on (−∞,∞),
• f (x) = − log(1 − x) = ∑∞k=1(1/k)xk convergent for |x| < 1 is S-positive on (−1, 1),
• for 0 < p < 1, f (x) = −(1 − x)p = −1 +∑∞k=1(−1)k−1(pk
)
xk convergent for |x| 1 is
S-monotone on (−1, 1).
5. Examples of fractional power functions
For p > 0 deﬁne an even function φp and an odd function ψp on R by
φp(x) := |x|p, ψp(x) := (sign x)|x|p for x ∈ R.
Also set φ0(x) := 1 and ψ0(x) := sign x, i.e., ψ0(x) := −1, 0, 1 if x < 0, x = 0, x > 0, respectively.
The next theorem extends [5, Theorems 2.2 and 2.4].
Theorem 5.1. (i) If n 2 and p n − 2, then φp,ψp ∈ S(n)pos(−∞,∞).
(ii) If n 1 and p n − 1, then φp,ψp ∈ S(n)mono(−∞,∞).
(iii) If n 1 and p n, then φp,ψp ∈ S(n)conv(−∞,∞).
Proof. (i) We use induction on n. If
[
a c
c b
]
 0 in M2(R), then |c|2p  apbp for all p 0. Hence the
assertion holds when n = 2. Next assume that n = 3 and p = 1. To show the result for φ1(x) = |x|,
let A =
[
a11 a12 a13
a12 a22 a23
a13 a23 a33
]
 0 inM3(R). Write a12 = ε|a12| and a23 = ε′|a23| with ε, ε′ = ±1. Since
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diag(1, ε, εε′) A diag(1, ε, εε′) =
⎡
⎣ a11 |a12| εε′a13|a12| a22 |a23|
εε′a13 |a23| a33
⎤
⎦ 0,
we may assume without loss of generality that aij  0 for all (i, j) except (i, j) = (1, 3). Then a direct
computation gives det φ1[A] det A 0, which implies that φ1[A] 0. On the other hand, the result
is trivial for ψ1(x) = x.
Now assume that the assertion holds for n 2, and assume p n − 1 with p > 1. (When p = 1
and so n = 2, the assertion for n + 1 = 3 has already been shown.) For p > 1 note that φp andψp are
differentiable as
φ′p(x) = pψp−1(x), ψ ′p(x) = pφp−1(x) for x ∈ R.
Now let us proceed as in the proof of [5, Theorem 2.2]. Let A = [aij] 0 inMn+1(R). Let ξ := (a1,n+1,
a2,n+1, . . . , an+1,n+1)t/
√
an+1,n+1 if an+1,n+1 > 0, and let ξ be the zero vector if an+1,n+1 = 0. Then
A − ξξ t  0 and we have
φp[A] = φp[ξξ t] + p
∫ 1
0
(A − ξξ t) ◦ ψp−1[λA + (1 − λ)ξξ t] dλ,
ψp[A] = ψp[ξξ t] + p
∫ 1
0
(A − ξξ t) ◦ φp−1[λA + (1 − λ)ξξ t] dλ.
Since the last row and column of A − ξξ t are zero and since p − 1 n − 2, the induction hypothesis
and the Schur product theorem imply that
∫ 1
0
(A − ξξ t) ◦ ψp−1[λA + (1 − λ)ξξ t] dλ 0,
∫ 1
0
(A − ξξ t) ◦ φp−1[λA + (1 − λ)ξξ t] dλ 0.
Furthermore, φp[ξξ t] 0 and ψp[ξξ t] 0 are immediately seen. Hence φp[A] 0 and ψp[A] 0 so
that the assertion for n + 1 is obtained.
(ii) The assertion is trivial for n = 1. When n = 2 and p = 1, the result for φ1(x) = |x| is easy to
check, and that for ψ1(x) = x is trivial. Now let n 2, and assume p n − 1 with p > 1. Let A B 0
inMn(R). We have
φp[A] − φp[B] = p
∫ 1
0
(A − B) ◦ ψp−1[λA + (1 − λ)B] dλ,
ψp[A] − ψp[B] = p
∫ 1
0
(A − B) ◦ φp−1[λA + (1 − λ)B] dλ.
Since p − 1 n − 2, the above (i) gives ψp−1[λA + (1 − λ)B] 0 and φp−1[λA + (1 − λ)B] 0.
Hence we obtain φp[A]φp[B] and ψp[A]ψp[B].
(iii) It sufﬁces to prove the inequalities for λ = 1/2 (see the last part of the proof of Proposition
2.4). When n = 1 and p = 1, the result is trivial. Assume p nwith p > 1, and let A B 0 inMn(R).
We have
φp
[
A + B
2
]
− φp[B] = p
2
∫ 1
0
(A − B) ◦ ψp−1
[
λ
A + B
2
+ (1 − λ)B
]
dλ,
φp[A] + φp[B]
2
− φp[B] = φp[A] − φp[B]
2
= p
2
∫ 1
0
(A − B) ◦ ψp−1[λA + (1 − λ)B] dλ.
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Since p − 1 n − 1 and λA + (1 − λ)B λ A+B
2
+ (1 − λ)B 0, (ii) implies that
φp−1
[
λ
A + B
2
+ (1 − λ)B
]
φp−1[λA + (1 − λ)B]
and hence φp
[
A+B
2
]
 φp[A]+φp[B]
2
. The proof of ψp
[
A+B
2
]
 ψp[A]+ψp[B]
2
is similar. 
According to [5, Theorems 2.2 and 2.4], the conditions p n − 2 in (i) and p n − 1 in (ii) of the
preceding theorem are sharp for both φp andψp. The next lemma says that this is the case also for the
condition p n in (iii).
Lemma 5.2. If n ∈ N and 0 < p < n and if p is not an integer, then there exist [aij][bij] 0 in Mn(R)
such that aij , bij > 0 for all i, j and[(
aij + bij
2
)p]

⎡
⎣apij + bpij
2
⎤
⎦ .
Proof. We use the example in the proof of [5, Theorem 2.2] and slightly modify the argument there.
Assume that 0 < p < n and thatp is not an integer. PutA := [1 + ij]1 i,j n andB := J. ThenA B 0.
Choose a real n-vector η = (η1, . . . , ηn)t that is orthogonal to (1k , 2k , . . . , nk)t for 2 k[p] + 1 and
satisﬁes
∑n
i=1 i[p]+2ηi = 1. Let At := tA + (1 − t)B = [1 + tij] and moreover
f (t) := 〈φp[At]η, η〉 =
n∑
i,j=1
(1 + tij)pηiηj
for −1/n2 < t < 1/n2. The Taylor expansion of f (t) is
f (t) =
n∑
i,j=1
∞∑
k=0
(
p
k
)
tkikjkηiηj =
∞∑
k=0
(
p
k
)⎛⎝ n∑
i=1
ikηi
⎞
⎠2 tk
=
⎛
⎝ n∑
i=1
ηi
⎞
⎠2 + p
⎛
⎝ n∑
i=1
iηi
⎞
⎠2 t + ( p[p] + 2
)
t[p]+2 +
∞∑
k=[p]+3
(
p
k
)⎛⎝ n∑
i=1
ikηi
⎞
⎠2 tk.
Hence
f ′′(t) =
(
p
[p] + 2
)
t[p] + O(t[p]+1) as t → 0.
Since
(
p
[p] + 2
)
< 0,we have f ′′(t) < 0 for t > 0 sufﬁciently small. Thismeans that f (t) is not convex
on [0, δ] for some small δ > 0. So there are s, t ∈ [0, δ] such that f
(
s+t
2
)
> f (s)+f (t)
2
, which implies
that φp
[
As+At
2
]
φp[As]+φp[At ]
2
. 
By Theorem 5.1 and Example 1.3 we have a slight extension of [5, Corollary 2.3] as follows: Let
a0, a1, . . .benonnegative realnumbersand letμ, ν bepositivemeasureson [0,∞)with ∫∞0 αp dμ(p) <+∞ and ∫∞0 αp dν(p) < +∞. Form = 0, 1, . . . deﬁne
fm(x) :=
∞∑
k=0
akx
k +
∫ ∞
m
xp dμ(p) +
∫ ∞
m
(sign x)|x|p dν(p) for − α < x < α.
Then fn−2 ∈ S(n)pos(−∞,∞) for any n 2, while fn−1 ∈ S(n)mono(−∞,∞) and fn ∈ S(n)conv(−∞,∞) for
any n 1.
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6. Weak majorizations
In this section we give weak majorizations and unitarily invariant norm inequalities involving en-
trywisematrix functions. For aHermitiann × nmatrixA letd(A) = (d1(A), . . . , dn(A))be thediagonal
entries of A rearranged in decreasing order, and let λ(A) = (λ1(A), . . . , λn(A)) be the eigenvalues of A
in decreasing order. Moreover, let s(A) = (s1(A), . . . , sn(A)) be the singular values of A in decreasing
order. For real n-vectors a = (a1, . . . , an) and b = (b1, . . . , bn) the weak majorization a ≺w b means
that
k∑
i=1
a[i] 
k∑
i=1
b[i] for k = 1, . . . , n, (6.1)
where (a[1], . . . , a[n]) is the decreasing rearrangement of the coordinates of a and similarly for b. The
majorization a ≺ b is referred to if, in addition, equality holds for k = n in (6.1) (see [3,10] for details on
(weak) majorization theory for vectors and matrices). We write a ◦ b for the coordinatewise product
(a1b1, . . . , anbn) (i.e., the Schur product of 1 × n matrices). The Schur majorization theorem says [10,
p. 218], [8, Theorem 4.3.26], [3, Exercise II.1.12] that
d(A) ≺ λ(A) (6.2)
holds for every Hermitian matrix A.
Let f be a real differentiable function on an interval (β , γ ). The divided difference of f is the function
f [1](a, b) on (β , γ )2 deﬁned by
f [1](a, b) :=
{
f (a)−f (b)
a−b if a /= b,
f ′(a) if a = b.
Moreover, the second divided difference f [2](a, b, c) on (β , γ )3 is deﬁned by
f [2](a, b, c) := f
[1](a, b) − f [1](b, c)
a − c
under the assumption of f being twice differentiable. In particular,
f [2](a, b, b) = f (a) − f (b) − f
′(b)(a − b)
(a − b)2 , f
[2](a, a, a) = 1
2
f ′′(a).
The next theorem extends [4, Corollary 1]. Note that [4, Corollary 1] is not truewithout the assump-
tion that f (0) = 0.
Theorem 6.1. Assume that n 2 and that f ∈ S(n)mono(−α,α). For every positive semidefinite A in Mn(R)
with the operator norm ‖A‖ = λ1(A) < α,
λ(f [A] − f (0)J) ≺w λ(f (A) − f (0)I).
To prove this, we need an elementary lemma, whose proof is given since we cannot ﬁnd a suitable
reference.
Lemma 6.2. Let f be a continuous function on [0,α) that is differentiable on (0,α). If f (0) 0 and f ′ is
convex on (0,α), then f (x)/x is convex on (0,α).
Proof. Case 1. Assume in addition that f has the third derivative on [0,α). For every x ∈ (0,α) the
Taylor theorem implies that
0 f (0) = f (x) + f ′(x)(0 − x) + f
′′(x)
2
(0 − x)2 + f
′′′(θx)
6
(0 − x)3
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for some θ ∈ (0, 1). Hence(
f (x)
x
)′′
= 2
x3
(
f (x) − f ′(x)x + f
′′(x)
2
x2
)

f ′′′(θx)
3
 0
so that f (x)/x is convex on (0,α).
Case 2. Let f be as stated in the lemma. Choose a smooth function φ onR supported on [−1,−1/2]
such that φ(x) 0 and
∫−1/2
−1 φ(x) dx = 1. For any ε > 0 set φε(x) := ε−1φ(ε−1x), supported on
[−ε,−ε/2], and fε(x) := ∫−ε/2−ε f (x − t)φε(t) dt for 0 x < α − ε. Then fε(x) is smoothon [0,α − ε)
and f (x) = limε↘0 fε(x) for all x ∈ [0,α). Since f ′ε(x) =
∫−ε/2
−ε f ′(x − t)φε(t) dt is convex on
(0,α − ε). Case 1 implies that (fε(x) − fε(0))/x is convex on (0,α − ε). Since
f (x)
x
= lim
ε↘0
fε(x) − fε(0)
x
+ f (0)
x
for 0 < x < α,
the conclusion follows. 
Proof of Theorem 6.1. Let A 0 in Mn(R) with ‖A‖ < α. Since |aij| ‖A‖ for all entries aij of A, it
follows that f [A], as well as f (A), can be deﬁned. Moreover, wemay assume that f (0) = 0 by replacing
f − f (0) by f , and must prove that λ(f [A]) ≺w λ(f (A)).
We beginwith the case n = 2. Assume that f ∈ S(2)mono(−α,α) (with f (0) = 0) and A =
[
a c
c b
]
 0
inM2(R)with ‖A‖ < α. It sufﬁces to show that ‖f [A]‖ ‖f (A)‖ and Tr f [A] Tr f (A). Let s := ‖A‖ >
0. Since f ∈ S(2)pos(−α,α) as well, ‖f (A)‖ = f (s) by Proposition 2.2. For any unit vector ξ =
[
ξ1
ξ2
]
∈ C2,
|〈f [A]ξ , ξ〉|  f (a)|ξ1|2 + 2|f (c)| |ξ1| |ξ2| + f (b)|ξ2|2
 f (a)|ξ1|2 + 2f (|c|) |ξ1| |ξ2| + f (b)|ξ2|2
by Proposition 2.2. Furthermore, we have f (x)(f (s)/s)x for 0 x s since f is convex on [0,α) by
Proposition 2.3. Therefore,
|〈f [A]ξ , ξ〉|  f (s)
s
(a|ξ1|2 + 2|c| |ξ1| |ξ2| + b|ξ2|2)

f (s)
s
∥∥∥∥
[
a |c|
|c| b
]∥∥∥∥ = f (s)
s
‖A‖ = f (s),
so that ‖f [A]‖ f (s) = ‖f (A)‖. From the majorization (6.2) and the convexity of f on [0,α) we also
have f (d(A)) ≺w f (λ(A)), which implies that Tr f [A] Tr f (A). Hence the case n = 2 is shown.
Next assume thatn 3and f ∈ S(n)mono(−α,α) (with f (0) = 0). ByTheorem3.2 (2), f is differentiable
on (−α,α) and f ′ ∈ S(n)pos(−α,α). It is known [7, Theorem 1.2] (or Remark 3.4) that f ′ is nonnegative,
non-decreasing and convex on [0,α). Set g(x) := f (x)/x for 0 < x < α; then g is non-decreasing and
convex on (0,α) by Lemma 6.2. By continuity we may assume that A is positive and invertible. We
notice that f [A] = A ◦ ∫ 10 f ′[tA] dt and that ∫ 10 f ′[tA] dt, as well as A, is positive semidefinite. Hence the
weak majorization result in [2, Theorem 3(i)] implies that
λ(f [A])≺w λ(A) ◦ d
(∫ 1
0
f ′[tA] dt
)
=λ(A) ◦
∫ 1
0
f ′(td(A)) dt = λ(A) ◦ g(d(A)) (6.3)
since f ′ is non-decreasing. Furthermore, since g is convex and non-decreasing, it follows from (6.2)
that
g(d(A)) ≺w g(λ(A)) = λ(g(A)). (6.4)
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Recall the fact [10, p. 95] that if a, b and c are n-vectors with nonnegative coordinates in decreasing
order, then
b ≺w c ⇒ a ◦ b ≺w a ◦ c. (6.5)
Hence by (6.3)–(6.5) we obtain
λ(f [A]) ≺w λ(A) ◦ λ(g(A)) = λ(Ag(A)) = λ(f (A)),
as desired. 
The weak majorization in Theorem 6.1 is equivalent to validity of the norm inequality
|||f [A] − f (0)J||| |||f (A) − f (0)I|||
for every unitarily invariant norm ||| · |||. For example, Theorem 5.1 (ii) implies that if n 2 and p
n − 1, then
|||φp[A]||| |||Ap|||, |||ψp[A]||| |||Ap|||
for all positive semidefinite A inMn(R) and every unitarily invariant norm ||| · |||.
Let n 2 and assume that f is a real function on (−α,α) such that g(x) := (f (x) − f (0))/x is in
S(n)pos(−α,α) and g is convex on [0,α). Then the assertion in Theorem 6.1 can be proved more easily
than in the preceding proof. In fact, one can assume that f (0) = 0 and proceed as follows:
λ(f [A]) = λ(A ◦ g[A]) ≺w λ(A) ◦ d(g[A])
= λ(A) ◦ g(d(A)) ≺w λ(A) ◦ g(λ(A))
= λ(Ag(A)) = λ(f (A))
by using [2, Theorem 3(i)], (6.2), and (6.5). When n 3 and p n − 1, this proof can be applied to φp
and ψp by Theorem 5.1 (i) since φp(x)/x = ψp−1(x) and ψp(x)/x = φp−1(x).
Let Υ (n) denote the set of p > 0 such that λ(A(p)) ≺w λ(Ap) for all entrywise nonnegative and
positive semidefinite matrices A inMn(R). By Theorems 5.1 (ii) and 6.1 we notice that
Υ (n) ⊃ {1, . . . , n − 2} ∪ [n − 1,∞).
Here note that repeated use of the weak majorization in [9, Lemma 1] (independently [11, Lemma 1])
togetherwith (6.5) implies thatΥ (n) contains all positive integers.When A =
[
1/2 1/2
1/2 1/2
]
,λ1(A
(p)) =
21−p and λ1(Ap) = 1. Hence Υ (2) = [1,∞), and Theorem 6.1 is not valid if the assumption f ∈
S(n)mono(−α,α) is weakened to f ∈ S(n)pos(−α,α). An intriguing open problem is to determine Υ (n) for
n 3. In fact, we know no example of entrywise nonnegative and positive semidefinite A for which
λ(A(p)) ≺w λ(Ap) is violated for some p > 1. In connection with the problem, the following partial
result is worth noting:
Proposition 6.3. Let A be an entrywise nonnegative and positive semidefinite in Mn(R). Then:
(1) If f is a nonnegative convex function on [0,∞) with f (0) = 0, then λ1(f [A]) λ1(f (A)) and
Tr f [A] Tr f (A).
(2) If f is a nonnegative concave function on [0,∞), then λ1(f [A]) λ1(f (A)) and Tr f [A] Tr f (A).
In particular,
λ1(A
(p)) λ1(Ap), Tr A(p)  Tr Ap if p 1,
λ1(A
(p)) λ1(Ap), Tr A(p)  Tr Ap if 0 < p 1.
Proof. (1) Let f be as stated in (1). Then f is continuous and non-decreasing on [0,∞), and f (x)/x
is non-decreasing on (0,∞). The following proof is similar to the second paragraph of the proof of
Theorem 6.1. We may assume that s := ‖A‖ > 0. For every unit vector ξ := (ξ1, . . . , ξn)t ∈ Cn,
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〈f [A]ξ , ξ〉 =
n∑
i,j=1
f (aij)ξ¯iξj 
f (s)
s
n∑
i,j=1
aij|ξi| |ξj| f (s).
Hence λ1(f [A]) f (s) = λ1(f (A)). The trace inequality follows from the majorization (6.2).
(2) Let f be as stated in (2). Then f is non-decreasing on [0,∞) and f (x)/x is non-increasing on
(0,∞). Let s := ‖A‖ > 0; then f (aij) f (s)s aij for all i, j. For every unit vector ξ ,
f (s)
s
〈Aξ , ξ〉
n∑
i,j=1
f (aij)|ξi| |ξj| λ1(f [A]).
Hence λ1(f [A]) f (s) = λ1(f (A)), and the trace inequality follows from (6.2) again. 
Theorem 6.4. Assume that n 2 and that f ∈ S(n)conv(−α,α)with f ′(0) 0 (see Proposition2.4). For every
positive semidefinite A, B in Mn(R) with λ1(A), λ1(B) < α,
s(f [A] − f [B]) ≺w f [1](λ(A), λ(B)) ◦ s(A − B), (6.6)
where
f [1](λ(A), λ(B)) :=
(
f [1](λ1(A), λ1(B)), . . . , f [1](λn(A), λn(B))
)
.
Proof. Set g := f ′ − f ′(0), which is in S(n)mono(−α,α) by Theorem 3.2 (1). Since
f [A] − f [B] = f ′(0)(A − B) + (A − B) ◦
∫ 1
0
g[tA + (1 − t)B] dt,
we have
s(f [A] − f [B]) ≺w f ′(0)s(A − B) + s(A − B) ◦ λ
(∫ 1
0
g[tA + (1 − t)B] dt
)
(6.7)
by the Ky Fan majorization theorem [10, p. 243], [3, (II.18)] and by [9, Lemma 1], noting that
g[tA + (1 − t)B] 0 for all t ∈ [0, 1]. The Ky Fan majorization theorem again gives
λ
(∫ 1
0
g[tA + (1 − t)B] dt
)
≺
∫ 1
0
λ (g[tA + (1 − t)B]) dt.
Furthermore, Theorem 6.1 implies that
λ (g[tA + (1 − t)B]) ≺w λ (g(tA + (1 − t)B)) = g (λ(tA + (1 − t)B))
for all 0 t  1. Sinceλ(tA + (1 − t)B) ≺ tλ(A) + (1 − t)λ(B)andg is convexon [0,α)byProposition
2.3, we have g (λ(tA + (1 − t)B)) ≺w g (tλ(A) + (1 − t)λ(B)) for all t ∈ [0, 1]. Therefore,
λ
(∫ 1
0
g[tA + (1 − t)B] dt
)
≺w
∫ 1
0
g (tλ(A) + (1 − t)λ(B)) dt. (6.8)
By (6.7) and (6.8) together with (6.5) we obtain
s(f [A] − f [B]) ≺w f ′(0)s(A − B) + s(A − B) ◦
∫ 1
0
g (tλ(A) + (1 − t)λ(B)) dt
= s(A − B) ◦
∫ 1
0
f ′ (tλ(A) + (1 − t)λ(B)) dt
= s(A − B) ◦ f [1](λ(A), λ(B)),
as desired. 
Proposition 3.3 says that the assumption of Theorem 6.1 is weaker than that of Theorem 6.4. Also,
the weak majorization in Theorem 6.1 is the particular case of the weak majorization of Theorem 6.4
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when B = 0. In fact, notice that f [1](λ(A), (0, . . . , 0)) ◦ λ(A) = λ(f (A) − f (0)I) when f and A are as
in Theorem 6.4.
Let A =
[
1 1
1 1
]
and B =
[
1 −1
−1 1
]
. For p > 0 we have ψp[A] = A, ψp[B] = B, s(A − B) = (2, 2),
λ(A) = λ(B) = (2, 0) and (xp)[1](λ(A), λ(B)) = (p2p−1, 0). If the weak majorization in (6.6) holds
for ψp, then we must have 4≤ 2p2p−1 and so 22−p  p, which gives p 1.4 · · ·. Hence Theorem
5.1 (ii) implies that Theorem 6.4 is not valid if the assumption f ∈ S(n)conv(−α,α) is weakened to f ∈
S(n)mono(−α,α).
Proposition 6.5. Assume that n 2 and that f is differentiable on (−α,α) and f ′ ∈ S(n)conv(−α,α) with
f ′′(0) 0. For every positive semidefinite A, B in Mn(R) with λ1(A), λ1(B) < α,
s(f [A] − f [B] − (A − B) ◦ f ′[B]) ≺w f [2](λ(A), λ(B), λ(B)) ◦ s((A − B) ◦ (A − B))
≺w f [2](λ(A), λ(B), λ(B)) ◦ s((A − B)2),
where
f [2](λ(A), λ(B), λ(B)) :=
(
f [2](λ1(A), λ1(B), λ1(B)), . . . , f [2](λn(A), λn(B), λn(B))
)
.
Proof. Set g := f ′′ − f ′′(0), which is in S(n)mono(−α,α). Since
f [A] − f [B] − (A − B) ◦ f ′[B]
= 1
2
f ′′(0)(A − B) ◦ (A − B) + (A − B) ◦ (A − B) ◦
∫ 1
0
dt
∫ t
0
g[uA + (1 − u)B)] du,
we have
s(f [A] − f [B] − (A − B) ◦ f ′[B])
≺w s((A − B) ◦ (A − B)) ◦
∫ 1
0
dt
∫ t
0
f ′′ (uλ(A) + (1 − u)λ(B)) du
= s((A − B) ◦ (A − B)) ◦ f [2](λ(A), λ(B), λ(B))
by an argument similar to that in the proof of Theorem 6.4. The second weak majorization follows
from s((A − B) ◦ (A − B)) ≺w s((A − B2) by [9, Lemma 1]. 
The following propositions describe weak majorizations of similar vein.
Proposition 6.6. Assume that n 3 and that f ∈ S(n)mono(−α,α). For every positive semidefinite A, B in
Mn(R;α),
s(f [A] − f [B]) ≺w
(
max
1 i n
f [1](aii, bii)
)
s(A − B). (6.9)
Proof. By Theorem 3.2 (2), f is differentiable and f ′ ∈ S(n)pos(−α,α). Applying [1, Theorem 3] to
f [A] − f [B] = (A − B) ◦
∫ 1
0
f ′[B + t(A − B)] dt
gives
s(f [A] − f [B]) ≺w
(
max
1 i n
∫ 1
0
f ′(bii + t(aii − bii)) dλ
)
s(A − B)
=
(
max
1 i n
f [1](aii, bii)
)
s(A − B),
as desired. 
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It is clear from Proposition 2.3 and the preceding proof that Proposition 6.6 holds for n = 2 as well
whenever f is continuously differentiable. Two weak majorizations in (6.6) and (6.9) are not compa-
rable in general, that is, their right-hand sides are not generally comparable in weak majorization.
For example, when f (x) = x2, A =
[
1 1 0
1 1 0
0 0 0
]
and B =
[
2 0 0
0 0 0
0 0 0
]
, the right-hand side of (6.6) is
(4
√
2, 0, 0) and that of (6.9) is
(
3
√
2, 3
√
2, 0
)
, which are not comparable.
Proposition 6.7. Assume that n 3 and that f ∈ S(n)conv(−α,α). For every positive semidefinite A, B in
Mn(R;α),
s(f [A] − f [B] − (A − B) ◦ f ′[B])
≺w
(
max
1 i n
f [2](aii, bii, bii)
)
s((A − B) ◦ (A − B))
≺w
(
max
1 i n
f [2](aii, bii, bii)
)
s((A − B)2). (6.10)
Proof. By Theorem 3.2, f is twice differentiable and f ′′ ∈ S(n)pos(−α,α). Then the proof is similar to
those of Propositions 6.5 and 6.6. 
Corresponding to the weak majorizations in (6.9) and (6.10), there are unitarily invariant norm
inequalities for entrywisematrix functions. For example, when f , A, and B are as in Proposition 6.6, we
have
|||f [A] − f [B]||| 
(
max
i
f [1](aii, bii)
)
|||A − B|||
 f [1]
(
max
i
aii, max
i
bii
)
|||A − B||| (6.11)
for any unitarily invariant norm ||| · |||. In particular, we have norm inequalities like one in (6.11) for
the functions φp,ψp in Section 5.
Assume that f is S-monotone on (−α,α). By Corollary 4.3, f (x) is extended to a complex analytic
function f (z) on |z| < α. Then for any n, the weakmajorization in (6.6) holds more generally for every
positive semidefiniteA, B inMn(C)withλ1(A), λ1(B) < α, and theweakmajorization in (6.9) holds for
everypositive semidefiniteA, B inMn(C)withentries |aij|, |bij| < α. Theproofsof thosegeneralizations
are same as those of (6.6) and (6.9). When f is S-convex on (−α,α), similar generalizations work for
theweakmajorizations in Propositions 6.5 and 6.7.We thus have the corresponding norm inequalities,
for example, for the functions mentioned at the end of Section 4.
Note added in proof
The characterization of S-positive functions on (−1, 1) (or [−1, 1]) is actually an old problem
treated, for example, in the following papers. The author thanks Professor Alan Sokal for calling the
author’s attention to thesepapers. Theproof of Theorem4.1(i) in thepresent paper is rather elementary
and completely new, including the characterizations of S-monotone and S-convex functions.
• I. J. Schoenberg, Positive deﬁnite functions on spheres, Duke Math. J. 9 (1942) 96–108.
• W. Rudin, Positive deﬁnite sequences and absolutely monotonic functions. Duke Math. J. 26 (1959)
617–622.
• C. S. Herz, Fonctions opérant sur les fonctions déﬁnies-positives, Ann. Inst. Fourier (Grenoble) 13
(1963) 161–180.
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• J. P. R. Christensen and P. Ressel, Functions operating on positive deﬁnite matrices and a theorem
of Schoenberg, Trans. Amer. Math. Soc. 243 (1978) 89–95.
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