Introduction {#Sec1}
============

Consider the following *p*-order generalized random coefficient autoregressive model: $$\documentclass[12pt]{minimal}
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As a generalization of the usual autoregressive model, the random coefficient autoregressive (RCAR) model (*cf.* \[[@CR1], [@CR2]\]), the Markovian bilinear model and its generalization, and the random coefficient exponential autoregressive model (*cf.* \[[@CR3]--[@CR5]\]), model ([1](#Equ1){ref-type=""}) was first introduced by Hwang and Basawa \[[@CR6]\]. GRCA has become one of the important models in the nonlinear time series context. In recent years, GRCA has been studied by many authors. For instance, Hwang and Basawa \[[@CR7]\] established the local asymptotic normality of a class of generalized random coefficient autoregressive processes. Carrasco and Chen \[[@CR8]\] provided the tractable sufficient conditions that simultaneously imply strict stationarity, finiteness of higher-order moments, and *β*-mixing with geometric decay rates. Zhao and Wang \[[@CR9]\] constructed confidence regions for the parameters of model ([1](#Equ1){ref-type=""}) by using an empirical likelihood method. Furthermore, Zhao et al. \[[@CR10]\] also considered the problem of testing the constancy of the coefficients in the stationary one-order generalized random coefficient autoregressive model. In this paper, we consider the variable selection problem of the GRCA based on the empirical likelihood method.

Many model selection procedures have been proposed in the statistical literature, including the adjusted $\documentclass[12pt]{minimal}
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                \begin{document}$C_{p}$\end{document}$ (see Mallows \[[@CR14]\]). Other criteria in the literature include Hannan and Quinn's criterion \[[@CR15]\], Geweke and Meese's criterion \[[@CR16]\], Cavanaugh's Kullback information criterion \[[@CR17]\], and the deviance information criterion of Spiegelhalter et al. \[[@CR18]\]. Also, Tsay \[[@CR19]\], Hurvich and Tsai \[[@CR20]\] and Pötscher \[[@CR21]\] have studied model selection methods in time series models. Recently, the model selection problem has been extended to moment selection as in Andrews \[[@CR22]\], Andrews and Lu \[[@CR23]\] and Hong et al. \[[@CR24]\]. These model selection methods are concerned with parsimony, as was stressed in Zellner et al. \[[@CR25]\], as well as accuracy or power in choosing models.

In this paper, we develop an information theoretic approach to variable selection problem of GRCA. Specifically, instead of parametric likelihood, we use non-parametric empirical likelihood (see Owen \[[@CR26], [@CR27]\]) in the information theoretic approach. We propose an empirical likelihood-based Akaike information criterion (EAIC) and a Bayesian information criterion (EBIC).

The paper proceeds as follows. The next section is concerned with the methodology and the main results. Section [3](#Sec5){ref-type="sec"} is devoted to the proofs of the main results.
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Methods and main results {#Sec2}
========================

In this section, we will first propose the empirical likelihood-based information criteria for choice of a GRCA, then we investigate the asymptotic properties of the new variable selection method.

Empirical likelihood-based information criteria {#Sec3}
-----------------------------------------------

Hwang and Basawa \[[@CR6]\] derived the conditional least-squares estimator *ϕ̂* of *ϕ*, which is given by $$\documentclass[12pt]{minimal}
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Asymptotic properties {#Sec4}
---------------------

It is well known that under some mild conditions the parametric BIC is consistent for variable selection while the parametric AIC is not. Similarly, we can prove that, when p is constant, EBIC is consistent but EAIC is not.

For purposes of illustration, in what follows, we rewrite the model in the following matrix form (see Hwang and Basawa \[[@CR6]\]): let $\documentclass[12pt]{minimal}
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### Remark 1 {#FPar1}
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### Theorem 2.1 {#FPar2}
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Note that when a submodel *s* is a true model, it implies $\documentclass[12pt]{minimal}
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### Theorem 2.2 {#FPar3}
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### Theorem 2.3 {#FPar4}
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The following theorem indicates that, when *p* is constant, EBIC is consistent but EAIC is not.

### Theorem 2.4 {#FPar5}
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Proofs of the main results {#Sec5}
==========================

In order to prove Theorem [2.1](#FPar2){ref-type="sec"}, we first present several lemmas.

Lemma 3.1 {#FPar6}
---------
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Proof {#FPar7}
-----
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Similarly, we can also prove that *B* has rank *p*. The proof of Lemma [3.1](#FPar6){ref-type="sec"} is thus complete. □

Lemma 3.2 {#FPar8}
---------
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-----
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Proof {#FPar11}
-----
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Lemma 3.4 {#FPar12}
---------
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Write $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\Vert \lambda (\phi ) \Vert =\rho (\phi )\theta (\phi )$\end{document}$, where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\rho (\phi )>0$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\Vert \theta (\phi ) \Vert =1$\end{document}$. Further let $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ Q_{1,n+1}(\phi ,\lambda )=\frac{1}{n+1}\sum _{t=1}^{n+1}\frac{G _{t}(\phi )}{1+\lambda^{\tau }(\phi ) G_{t}(\phi )}. $$\end{document}$$ Then $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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The proof is similar to the proof of Lemma 1 of Qin and Lawless \[[@CR28]\], so we omit the details.

Proof of Theorem [2.1](#FPar2){ref-type="sec"} {#FPar15}
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Conclusions {#Sec6}
===========

It should be pointed out that variable selection has always been an important problem for our statistician. Many variable selection methods have been proposed in the statistical literature. But for the variable selection method of GRCA, so far it has not been provided by statistician. In this paper, instead of parametric likelihood, we further propose an Akaike information criterion (EAIC) and a Bayesian information criterion (EBIC) for the variable selection problem of GRCA based on the empirical likelihood method. Moreover, we also prove that under some mild conditions the parametric EBIC is consistent, while the parametric EAIC is not when p is constant.
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